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Abstract

We study the problem of convergence to the boundary in the setting of random walks on discrete quantum groups. Convergence to the boundary is established for random walks on $\hat{SU}_q(2)$. Furthermore, we will define the Martin boundary for random walks on $C^*$-tensor categories and give a formulation for convergence to the boundary for such random walks. These categorical definitions are shown to be compatible with the definitions in the quantum group case. This implies that convergence to the boundary for random walks on quantum groups is stable under monoidal equivalence.

1 Introduction

When studying random walks several natural questions arise. Among these are “what is the asymptotic behaviour of the random walk as the time tends to infinity?” and “can we describe all invariant functions on the space?” To be precise, given a discrete Markov chain $(X, P)$, consider the space of all infinite paths $\Omega := X^\mathbb{N}$ with associated coordinate projections $X_n : \Omega \to X$, can we describe the behaviour of $X_n$ as $n \to \infty$? And can we find all functions $h : X \to \mathbb{C}$ such that $Ph = h$? It turns out that the answers to these two questions are related. Martin [Mar41] defined a compactification $\hat{M}(X, P)$ of $X$ with respect to $P$ (nowadays called the Martin compactification) and a boundary $M(X, P) := \hat{M}(X, P) \setminus X$. He proved that every positive harmonic function can be represented by an integral over this boundary, hereby partially answering the second question. This result is the probabilistic analogue of the theorem that any analytic function on the disc can be represented by an integral over the circle. Some years later Doob [Doo59] and Hunt [Hun60] independently showed existence of a measurable function $X_\infty : \Omega \to M(X, P)$ such that the coordinate maps $X_n$ converge to $X_\infty$. Note that this function $X_\infty$ takes values in the Martin boundary, explaining the terminology “convergence to the boundary”. Moreover they strengthened Martin’s result and proved by means of this convergence result that positive harmonic functions can uniquely be represented on a smaller subset of the Martin boundary, the so-called minimal boundary. Let $\nu^1$ be the measure on the Martin boundary which represents the constant function 1. It can be shown that if $h$ is a bounded harmonic function, then the corresponding representing measure $\nu^h$ is absolutely continuous with respect to $\nu^1$. The Martin boundary together with this measure $\nu^1$ is called the Poisson boundary. It describes all positive bounded harmonic functions.

In the early nineties Biane [Bia91, Bia92a, Bia92b, Bia94] started the study of non-commutative random walks on duals of compact groups. His idea was to work on the group von Neumann algebra $L(G)$ and act with operators of the form $P_\varphi := (\varphi \otimes 1)\Delta$, where $\Delta$ is the comultiplication given by $\Delta(\lambda_g) = \lambda_g \otimes \lambda_g$. These operators $P_\varphi$ form the analogues of Markov operators used in Markov chains on discrete spaces. Izumi [Izu02] continued this study and defined random walks on discrete quantum groups. His main motivation was to study the (non-)minimality of actions of compact quantum groups on von Neumann algebras. He considered actions on infinite tensor products and proved that the relative commutant of the action can be described as the space of harmonic elements of a Markov operator $P$. The space of $P$-harmonic elements is called the Poisson boundary and forms the non-commutative analogue of the Poisson boundary for classical
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random walks. Neshveyev and Tuset \cite{NT04} built further on this story and defined the Martin boundary for noncommutative random walks on discrete quantum groups. In that paper they proved the important result that any positive harmonic element can be represented by a linear functional on the boundary. But the problem of convergence to the boundary remained open. In another overview paper \cite{NT03} they gave a conjecture of what convergence to the boundary should correspond to in the quantum world.

The problem with proving boundary convergence in the noncommutative setting is that the “commutative proof” is very hard to translate. Classically stopping times and Martingale convergence theorems are used to obtain almost everywhere convergence. However, it is not clear how to formulate such stopping times, up- and downcrossings in a noncommutative way. In this paper we prove that the conjecture of convergence to the boundary as proposed in \cite{NT03} holds for $SU_q(2)$. Our approach is very computational, but it shows that there is exponential fast convergence, which is a lot faster than what occurs classically.

There are not many examples of quantum groups for which the Martin boundary has been computed. The difficulty is that it is very hard to compute how the Martin kernel acts on matrix units of the discrete dual $\hat{G}$. One can say that $SU_q(2)$ is the main example for which the Martin boundary has been identified \cite{NT04}. Other cases are based on this computation of $SU_q(2)$. For example, the free orthogonal quantum groups \cite{VV07, VVV08} which are monoidally equivalent to $SU_q(2)$. A theorem by De Rijdt and Vander Vennet \cite{DRVV10} generalises this and gives a concrete method to compute the Poisson and Martin boundaries for a quantum group out of the Poisson and Martin boundaries of a monoidally equivalent quantum group. Later Neshveyev and Yamashita \cite{NY14a} proved an extended Tammaka–Krein duality between certain algebras with $G-\hat{G}$ actions and $C^*$-tensor categories related to $\mathrm{Rep}(G)$. With this correspondence they were able to define a categorical version of the Poisson boundary. The results of both papers indicate that a similar result should hold for the Martin boundary too. In this paper we will show that this is indeed the case. We give a definition of a categorical Martin boundary and show that under the correspondence of \cite{NY14a} the Martin boundary of a random walk on a discrete quantum group can be reconstructed from the categorical Martin boundary of the random walk on the representation category. A natural question is then whether also convergence to the boundary can be presented in a categorical way. Fortunately the answer to this question appears to be positive, yielding a broader range of examples for which convergence to the boundary holds.

The paper is structured in the following way. We start with the preliminaries in which we build up the theory about compact and discrete quantum groups, $C^*$-tensor categories and noncommutative random walks. In section 3 we establish convergence to the boundary for random walks on $SU_q(2)$. In section 4 we will briefly outline how the methods of \cite{DRVV10} can be extended to show that convergence to the boundary is invariant under monoidal equivalence of quantum groups. We proceed by defining the Martin boundary and convergence to the boundary in a categorical way. In the final section we establish compatibility of this categorical description with the theory for random walks on discrete quantum groups.
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2 Preliminaries

2.1 Compact and discrete quantum groups

There are many good presentations of the theory of compact and discrete quantum groups see for example \cite{NT13}, \cite{KT99}, \cite{VD96}. Here we give a brief overview of the concepts we will need.

Definition 2.1. A compact quantum group is a pair $G = (C(G), \Delta)$ consisting of a unital $C^*$-algebra $C(G)$ and a $*$-homomorphism $\Delta : C(G) \to C(G) \otimes C(G)$ called the comultiplication, satis-
fying coassociativity \((\iota \otimes \Delta)\Delta = (\Delta \otimes \iota)\Delta\) and the cancellation property
\[
\text{span}\{(a \otimes 1)\Delta(b) : a, b \in \mathbb{C}(G)\} \text{ and } \text{span}\{(1 \otimes a)\Delta(b) : a, b \in \mathbb{C}(G)\}
\]
are norm-dense in \(C(G) \otimes C(G)\).

The tensor product \(\otimes\) of \(C^*\)-algebras always indicates the minimal tensor product unless mentioned otherwise.

There exists a unique state \(h: C(G) \to \mathbb{C}\), called the Haar state which satisfies
\[
(h \otimes \iota)\Delta(a) = h(a)1 = (\iota \otimes h)\Delta(a).
\]
This is called right invariance, respectively left invariance of the Haar state. Throughout the paper we will assume that the Haar state is faithful, so we are dealing with reduced quantum groups.

Often Sweedler’s sumless notation will be useful. If \(x = \sum_i x_i^{(1)} \otimes x_i^{(2)}\) we write for example \(x_{12} = x_{1,2} = x \otimes 1\) or \(x_{13} = x_{1,3} = \sum_i x_i^{(1)} \otimes 1 \otimes x_i^{(2)}\).

**Definition 2.2.** A unitary representation of \(G\) on a Hilbert space \(\mathcal{H}\) is a unitary element \(U \in M(C(G) \otimes B_0(\mathcal{H}))\), such that
\[
(\Delta \otimes \iota)U = U_{13}U_{23}.
\] (2.1)
Here \(B_0(\mathcal{H})\) denotes the compact operators on \(\mathcal{H}\).

We will only deal with unitary representations and therefore we will usually omit the prefix “unitary”. If \(U\) and \(V\) are unitary representations, denote the space of intertwiners
\[
\text{Hom}(U, V) := \{T \in B(\mathcal{H}_U, \mathcal{H}_V) : (\iota \otimes T)U = V(\iota \otimes T)\}.
\]
A representation is called irreducible if \(\text{Hom}(U, U) = \mathbb{C}1_{\mathcal{H}_U}\). Two representations \(U\) and \(V\) are (unitarily) equivalent if \(\text{Hom}(U, V)\) contains a unitary intertwiner, in which case we write \(U \cong V\). The set of equivalence classes of irreducible representations is denoted by \(\text{Irr}(G)\). We fix representatives \(U_s\) for every \(s \in \text{Irr}(G)\). The equivalence class of the trivial representation, the representation on \(\mathbb{C}\) given by \(1 \in C(G) \otimes B(\mathbb{C})\), is denoted by \(0\). The (classical) dimension of \(U\) is by definition the dimension of \(\mathcal{H}_U\) and is denoted by \(\dim(U)\). Sometimes, due to the leg numbering, we put the \(s\) as a superscript, so we write for example \(U_{12} := (U_s)_{12}\).

Every irreducible representation is finite dimensional and every finite dimensional representation decomposes into a direct sum of irreducible representations. So in most cases it suffices to deal with finite dimensional representations. For two representations \(U\) and \(V\), we define the tensor product representation on \(\mathcal{H}_U \otimes \mathcal{H}_V\) by \(U \times V := U_{12}V_{13}\). Note that in general \(U \times V \not\cong V \times U\). For \(s, t \in \text{Irr}(G)\) we write \(s \otimes t\) when we want to indicate the tensor product \(U_s \times U_t\). For example, \(\text{Hom}(s \otimes t, r) = \text{Hom}(U_s \times U_t, U_r)\).

Let \(\mathcal{H}\) be a Hilbert space. The inner product is denoted \((\cdot, \cdot)\) and is antilinear in the first component. Identify the dual space \(\mathcal{H}^*\) with the complex conjugate Hilbert space \(\overline{\mathcal{H}}\). So if \(\xi \in \mathcal{H}\), then \(\overline{\xi}\) acts as \((\xi, \zeta) = (\xi, \overline{\zeta})\). Consider the map \(j: B(\mathcal{H}) \to B(\overline{\mathcal{H}}), j(T)\xi := \overline{T^*}\xi\) so under the identification \(j\) maps \(T\) to its dual operator.

**Definition 2.3.** Let \(U\) be a finite dimensional representation. The contragredient representation \(U^c\) on \(\mathcal{H}_U^*\) is defined by
\[
U^c := (\iota \otimes j)(U^{-1}) \in C(G) \otimes B(\mathcal{H}^*).
\]
Then \(U^c \in C(G) \otimes B(\mathcal{H}_U^*)\) is invertible and satisfies \((\Delta \otimes \iota)(U^c) = U_{13}U_{23}^c\), although it need not be unitary. If \(U\) is irreducible there exists a unique positive invertible operator \(\rho_U \in \text{Hom}(U, U^{cc})\) such that
\[
\text{Tr}(xU) = \text{Tr}(x\rho_U^{-1}), \quad \text{for all } x \in \text{Hom}(U, U).
\]
The conjugate representation $\bar{U}$ of $U$ is defined as
\[ \bar{U} := (1 \otimes j(\rho_U))^{1/2} U^*(1 \otimes j(\rho_U)^{-1/2}) \in C(G) \otimes B(\mathcal{H}_U) \]
this is again a unitary representation. The quantum dimension of $U$ equals $\text{Tr}(\rho_U)$ and is denoted by $d_U$. Note that $\dim(U) \leq d_U$ and equality holds if and only if $\rho_U = i_U$.

Frobenius reciprocity holds and can be formulated as
\[ \text{Hom}(U_1, U_3 \times \bar{U}_2) \cong \text{Hom}(U_1 \times U_2, U_3) \cong \text{Hom}(U_2, \bar{U}_1 \times U_3), \]
where $U_1$, $U_2$ and $U_3$ are representations. In particular if $U$ is irreducible, then so is $\bar{U}$. We write $\bar{s} \in \text{Irr}(G)$ for the unique representative satisfying $\bar{U}_s = U_s$.

**Notation 2.4.** Given a collection $\{X_i\}_{i \in I}$ of Banach spaces for some index set $I$, we use the following conventions:
\[ \prod_{i \in I} X_i := \{(x_i) : x_i \in X_i\}; \]
\[ \bigoplus_{i \in I} X_i := \{(x_i) \in \prod_{i \in I} X_i : x_i \neq 0 \text{ for at most finitely many } i\}; \]
\[ c_0\bigoplus_{i \in I} X_i := \{(x_i) \in \prod_{i \in I} X_i : \|x_i\| \in c_0(I)\}; \]
\[ 1^\infty\bigoplus_{i \in I} X_i := \{(x_i) \in \prod_{i \in I} X_i : \sup_{i \in I}\|x_i\| < \infty\}. \]

Note that the last two algebras are Banach spaces, with respect to the norm $\|(x_i)\| := \sup_{i \in I}\|x_i\|$.

The norm-closure of $\bigoplus_{i \in I} X_i$, in $1^\infty\bigoplus_{i \in I} X_i$, equals $c_0\bigoplus_{i \in I} X_i$. Furthermore if all $X_i = A_i$ are $C^*$-algebras, then $c_0\bigoplus_{i \in I} A_i$ and $1^\infty\bigoplus_{i \in I} A_i$ are $C^*$-algebras. Moreover if all $A_i$ are unital for the multiplier algebra the identity $M(c_0\bigoplus_{i \in I} A_i) = 1^\infty\bigoplus_{i \in I} A_i$ holds.

**Notation 2.5.** The matrix coefficients of $G$ are defined as
\[ C[G] := \{(\iota \otimes \omega)(U) : U \text{ f.d. representation, } \omega \in (B(\mathcal{H}_U))^\ast\}. \]

If $\xi, \zeta \in \mathcal{H}_U$, denote the matrix unit $m_{\xi, \zeta} := \langle \xi, . \rangle \zeta \in B(\mathcal{H}_U)$. For each $s \in \text{Irr}(G)$ we fix once and for all an orthonormal basis $\{\xi_i\}_{i=1}^{\text{dim}(s)}$ in $H_s$ such that $\rho_s$ acts diagonal with respect to this basis. Abbreviate $m_{ij}^s := m_{\xi_i, \xi_j} \in B(H_s)$, so $m_{ij}^s(\xi_k) = \delta_{ik}\xi_j$. Write $U_s = \sum_{i,j} u_{ij}^s \otimes m_{ij}^s = (u_{ij}^s)_{i,j}$ and $\rho_s = \sum_{ij}(\rho_s)_{ij} m_{ij}^s = \sum_{i} (\rho_s)_{ij} m_{i}^s$. Note that (2.1) reads as $\Delta(u_{ij}^s) = \sum_{k=1}^{\text{dim}(U_s)} u_{ik}^s \otimes u_{kj}^s$. The matrix coefficients satisfy the following orthogonality relations:
\[ h((u_{kl}^s)^* u_{ij}^s) = \delta_{il}\delta_{mj} \frac{(\rho_s)_{jk}}{d_s}, \quad h(u_{kl}^s (u_{ij}^s)^*) = \delta_{il}\delta_{kj} \frac{(\rho_s)_{ij}}{d_s}. \quad (2.2) \]

**Definition 2.6.** A Hopf $*$-algebra is a pair $(\mathcal{A}, \Delta)$ consisting of a unital $*$-algebra $\mathcal{A}$ and a unital $*$-homomorphism $\Delta: \mathcal{A} \to \mathcal{A} \otimes \mathcal{A}$, the comultiplication, satisfying $(\Delta \otimes \iota)\Delta = (\iota \otimes \Delta)\Delta$, together with linear maps $S: \mathcal{A} \to \mathcal{A}$ and $\varepsilon: \mathcal{A} \to \mathbb{C}$ such that the identities
\[ (\varepsilon \otimes \iota)\Delta(a) = (\iota \otimes \varepsilon)\Delta(a) = a \quad \text{and} \quad m(S \otimes \iota)\Delta(a) = m(\iota \otimes S)\Delta(a) = \varepsilon(a)1, \]
hold for all $a \in \mathcal{A}$. Here $m: \mathcal{A} \otimes \mathcal{A} \to \mathcal{A}$ is the multiplication map. $S$ is called the antipode and $\varepsilon$ the counit.

The maps $S$ and $\varepsilon$ are uniquely determined by (2.3). Moreover $\varepsilon$ is a $*$-homomorphism, $S$ is an anti-homomorphism and they satisfy the following relations:
\[ \varepsilon(S(a)) = \varepsilon(a); \quad \Delta S = (S \otimes S)\sigma\Delta; \quad S(S(a)^*) = a, \quad (a \in \mathcal{A}), \]
where $\sigma$ is the flip map.

Note that $(\mathbb{C}[G], \Delta)$ is a Hopf $*$-algebra with maps $S, \varepsilon$ defined by the identities

$$(S \otimes \iota)(U) = U^* \quad \text{and} \quad (\varepsilon \otimes \iota)(U) = 1.$$ 

Moreover $\mathbb{C}[G]$ is dense in $C(G)$.

Consider the space of linear functionals $C[G]^*$. For every finite dimensional representation $U$ of $G$ we get a representation $\pi_U$ of $C[G]^*$ on $\mathcal{H}_U$ by

$$\pi_U : C[G]^* \rightarrow B(\mathcal{H}_U), \quad \omega \mapsto (\omega \otimes \iota)U.$$ (2.4)

The collection $\{\pi_U\}_{\mathcal{U} \in \text{Irr}(G)}$ defines an isomorphism $C[G]^* \cong \prod_s B(\mathcal{H}_s) =: U(G)$. Similarly $(C[G]^* \boxtimes \mathbb{C}) \cong \prod_{s_1, \ldots, s_n} B(\mathcal{H}_{s_1} \otimes \cdots \otimes \mathcal{H}_{s_n}) =: U(G^n)$. Define a unital $*$-morphism $\Delta : C[G]^* \rightarrow (C[G]^* \boxtimes \mathbb{C})$ dual to the multiplication on $G$

$$\Delta(\omega)(a \otimes b) := \omega(ab), \quad \text{for } \omega \in C[G]^* \text{ and } a, b \in C[G].$$

Then $(C[G]^* \boxtimes \mathbb{C})$ satisfies the axioms of a Hopf $*$-algebra (when understood properly) with counit $\hat{\varepsilon}(\omega) = \omega(1)$ and antipode $\hat{S}(\omega) = \omega(S(\cdot))$ whenever $\omega \in C[G]^*$. Via the isomorphisms above this leads to a map $\hat{\Delta} : \mathcal{U}(G) \rightarrow \mathcal{U}(G^2)$. We will generally use $\mathcal{U}(G)$ instead of $C[G]^*$. Let $\pi_s : \mathcal{U}(G) \rightarrow B(\mathcal{H}_s)$ denote the projection on the matrix block corresponding to $s$. Equivalently one can define the comultiplication $\hat{\Delta}(a)$ for $a \in \mathcal{U}(G)$ by

$$(\pi_s \otimes \pi_t)(\hat{\Delta}(a))T = T \pi_s(a), \quad \text{for all } T \in \text{Hom}(r, s \otimes t).$$ (2.5)

Another way goes via the multiplicative unitary. For this consider the GNS representation $\mathcal{H}_h, \xi_h, \pi_h)$ associated to the Haar state $h$. We will write $L^2(G)$ for $\mathcal{H}_h$. If $x \in C(G)$ write $\Lambda(x) = x\xi_h \in L^2(G)$ for the corresponding vector in the GNS construction. Since $h$ is faithful, we can identify $C(G)$ with $\pi_h(C(G))$ inside $B(L^2(G))$. Denote by $L^\infty(G)$ the von Neumann algebra generated by $\pi_h(C(G))$ in $B(L^2(G))$. By density of $C(G)$ inside $L^2(G)$ the map

$$(\xi \otimes a\xi_h) \mapsto \Delta(a)(\xi \otimes \xi_h)$$ (2.6)

extends to a unitary operator in $B(L^2(G) \otimes L^2(G))$. The adjoint $W$ of (2.6) is called the multiplicative unitary and defines a unitary (not necessarily finite dimensional) representation of $G$ on $L^2(G)$, the so-called left regular representation. Given $\xi, \zeta \in \mathcal{H}$ denote the functional $\omega_{\xi, \zeta} : B(\mathcal{H}) \rightarrow \mathbb{C}$, $\omega_{\xi, \zeta}(T) := \langle \xi, T\zeta \rangle$. If $U_s$ is an irreducible representation, then for every $\xi \in \mathcal{H}_s$ the map

$$\theta_\xi : \mathcal{H}_s \rightarrow L^2(G), \quad \xi \mapsto (d_s)^{1/2}(\Lambda \otimes \omega_{\xi, \zeta})U_s^*$$

intertwines $U_s$ and $W$. From the orthogonality relations it follows that $\theta_\zeta$ is isometric if $\zeta$ is a unit vector. Moreover if $\zeta, \zeta' \in \mathcal{H}_s$ are two orthogonal vectors the corresponding images of $\theta_\zeta$ and $\theta_{\zeta'}$ are orthogonal. Thus by picking orthonormal bases we obtain a canonical inclusion $\mathcal{H}_s \otimes \mathcal{H}_s \hookrightarrow L^2(G)$, it corresponds to the space of matrix coefficients of $U_s$. By identifying $B(\mathcal{H}_s) \cong \mathcal{H}_s \otimes \mathcal{H}_s$ we obtain an inclusion $\bigoplus_s B(\mathcal{H}_s) \hookrightarrow L^2(G)$. Taking all irreducible representations exhausts $L^2(G)$. This gives the Peter–Weyl decomposition for compact quantum groups. Observe that $W$ can be expressed as

$$W = \bigoplus_{s \in \text{Irr}(G)} U_s = \sum_s \sum_{i,j} u_{ij}^s \otimes m_{ij}^s.$$ (2.7)

The multiplicative unitary satisfies the pentagon equation $W_{12}W_{13}W_{23} = W_{23}W_{12}$. 
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Notation 2.7. Let $G = (C(G), \Delta)$ be a compact quantum group. The discrete quantum group dual to $G$ is the virtual object indicated by $(\hat{G}, \hat{\Delta})$. We write

$$c_{00}(\hat{G}) := \bigoplus_{s \in \text{Irr}(G)} B(H_s), \quad c_0(\hat{G}) := c_{0r} \bigoplus_{s \in \text{Irr}(G)} B(H_s),$$

$$L^\infty(\hat{G}) := L^\infty_\beta \bigoplus_{s \in \text{Irr}(G)} B(H_s), \quad U(G) := \prod_{s \in \text{Irr}(G)} B(H_s).$$

The isomorphism (2.4) shows that $\hat{G}$ is indeed dual to the compact quantum group $G$. The multiplicative unitary $W$ encodes all information of the quantum group $G$. Namely its matrix coefficients span both $C[G]$ and $c_{00}(\hat{G})$ and the comultiplications are given by

$$\Delta(a) = W^*(1 \otimes a)W \in C(G) \otimes C(G);$$
$$\Delta(x) = W(x \otimes 1)W^* \in L^\infty(\hat{G}) \otimes L^\infty(\hat{G}),$$

for $a \in C(G)$ and $x \in L^\infty(\hat{G})$. We will not need it, but also the antipode and counit can be expressed in terms of $W$ (cf. [KS97, Prop. 11.37]). Recall the elements $\rho_s$ defined in Definition 2.3. We write $\rho \in U(G)$ for the element that satisfies $\pi_s(\rho) = \rho_s$ for every $s$.

The comultiplication $\hat{\Delta}$ has unique right- and left-invariant weights, denoted $\hat{\psi}$ and respectively $\hat{\phi}$. Invariance means that they satisfy

$$\hat{\psi}((1 \otimes \omega)\hat{\Delta}(x)) = \hat{\psi}(x)\psi(1); \quad \hat{\phi}((\omega \otimes 1)\hat{\Delta}(y)) = \hat{\phi}(y)\psi(1),$$

for all $x, y \in L^\infty(\hat{G})$ such that $\hat{\psi}(x) < \infty$, $\hat{\phi}(y) < \infty$ and all $\omega$ positive normal linear functional on $L^\infty(\hat{G})$. These weights can be written down explicitly as

$$\hat{\psi}(x) = \sum_{s \in \text{Irr}(G)} d_s \text{Tr}(\pi_s(x\rho_{-1})); \quad \hat{\phi}(y) = \sum_{s \in \text{Irr}(G)} d_s \text{Tr}(\pi_s(y\rho)).$$

Note that $\hat{\psi}$ and $\hat{\phi}$ are unbounded on $c_0(\hat{G})$. The modular groups are given by

$$\sigma^x_t(\hat{\psi}) = \rho^{-it}x\rho^{-it}; \quad \sigma^x_t(\hat{\phi}) = \rho^{it}x\rho^{-it}, \quad (x \in c_{00}(\hat{G})).$$

Definition 2.8. Let $G, \hat{G}$ be a compact respectively discrete quantum group and $B$ a unital $C^*$-algebra. A left action of $G$ (resp. $\hat{G}$) on $B$ is a unital $*$-homomorphism $\alpha: B \to C(G) \otimes B$ (resp. $\alpha: B \to M(c_0(\hat{G}) \otimes B)$) satisfying $(1 \otimes \alpha)\alpha = (\Delta \otimes 1)\alpha$ (resp. $(1 \otimes \alpha)\alpha = (\hat{\Delta} \otimes 1)\alpha$) and $\alpha(B)(C(G) \otimes 1)$ is norm dense in $C(G) \otimes B$ (resp. $\alpha(B)(c_0(\hat{G}) \otimes 1)$ is norm dense in $c_0(\hat{G}) \otimes B$). Right actions are defined similarly.

Definition 2.9. Let $G, \hat{G}$ be a compact respectively discrete quantum group and $N$ a von Neumann algebra. A right action of $G$ (resp. $\hat{G}$) on $N$ is an injective normal unital $*$-homomorphism $\beta: N \to N \otimes L^\infty(\hat{G}) \otimes B$ (resp. $\beta: N \to N \otimes L^\infty(\hat{G})$) satisfying $(\beta \otimes 1)\beta = (\Delta \otimes 1)\beta$ (resp. $(\beta \otimes 1)\beta = (\hat{\Delta} \otimes 1)\beta)$. Left actions are defined similarly.

For us the most important actions are the adjoint actions.

Notation 2.10. The multiplicative unitary $W$ defines left and right adjoint actions of $G$ and $\hat{G}$ by

$$\alpha_l: L^\infty(\hat{G}) \to M(C(G) \otimes L^\infty(\hat{G})), \quad x \mapsto W^*(1 \otimes x)W;$$
$$\alpha_r: C(G) \to M(C(G) \otimes L^\infty(\hat{G})), \quad a \mapsto W(a \otimes 1)W^*.$$

For $s_1, \ldots, s_n, t \in \text{Irr}(G)$ denote by $m_{s_1, \ldots, s_n}^t := \dim(\text{Hom}(U_t, U_{s_1} \times \cdots \times U_{s_n}))$ the multiplicity of the representation $U_t$ in $U_{s_1} \otimes \cdots \otimes U_{s_n}$.
Lemma 2.11. For \( s_1, \ldots, s_n, t \in \text{Irr}(G) \) the multiplicities satisfy the inequalities
\[
m_{s_1, \ldots, s_n}^t \leq \frac{\dim(U_{s_1}) \cdots \dim(U_{s_n})}{\dim(U_t)}, \quad (2.12)
\]
\[
\sum_{t \in \text{Irr}(G)} m_{s_1, \ldots, s_n}^t \leq \dim(U_{s_1}) \cdots \dim(U_{s_n}). \quad (2.13)
\]

Proof. For \( s_1, \ldots, s_n \in \text{Irr}(G) \) it holds that \( \bigoplus_r m_{s_1, \ldots, s_n}^r U_r \cong U_{s_1} \times \ldots \times U_{s_n} \). Thus
\[
\sum_{r \in \text{Irr}(G)} m_{s_1, \ldots, s_n}^r \dim(U_r) = \dim(U_{s_1}) \cdots \dim(U_{s_n}).
\]

From which (2.12) follows immediately. As each representation has dimension \( \geq 1 \) also (2.13) is clear from this identity.

For KMS states we follow [BR97]. The following result is easy to prove using the elementary properties of the modular conjugation \( J \).

Lemma 2.12. Let \( \eta: A \to \mathbb{C} \) be a KMS state on a \( C^* \)-algebra \( A \). Then \( \eta \) extends to a normal faithful state on the von Neumann algebra \( M := \pi_\eta(A)' \). Let \( \sigma^\eta = \sigma \) be the associated modular group, \( J_\eta \) the modular conjugation and \( \xi_\eta \) the GNS vector. Then \( \eta: M \to \mathbb{C} \) is a \( \sigma \)-KMS state and

(i) the sesquilinear form \( (\cdot, \cdot)_\eta: A \times A \to \mathbb{C}, (a, b)_\eta := \eta(b \sigma_\eta^{-1}(a^*)) = \langle \xi_\eta, b J_\eta a \xi_\eta \rangle \) is a semi-inner product;

(ii) the sesquilinear form \( (\cdot, \cdot)_\eta: M \times M \to \mathbb{C}, (a, b)_\eta := \eta(b \sigma_\eta^{-1}(a^*)) = \langle \xi_\eta, b J_\eta a \xi_\eta \rangle \) is an inner product;

(iii) the linear functionals \( (\cdot, c)_\eta: M \to \mathbb{C} \) and \( (c, \cdot)_\eta: M \to \mathbb{C} \) are positive if \( c \in M \) is positive;

This form above is a modification of the well-known semi-inner product \( (\cdot, \cdot)_\eta: A \times A \to \mathbb{C}, (a, b)_\eta := \eta(ab^*) \). The modular group ensures that positivity result in (iii) holds. Note that \( \sigma_\eta^{-1}(b^*) \) need not be defined for all \( b \in A \), but the inner product \( \langle \xi_\eta, b J_\eta a \xi_\eta \rangle \) is well-defined for all \( a, b \in A \).

We will freely use the results of the following lemma.

Lemma 2.13. The \( q \)-numbers defined by
\[
[n]_q := \frac{q^n - q^{-n}}{q - q^{-1}}
\]
satisfy the following identities:

(i) \( [n]_q = q^{n-1} + q^{n-3} + \ldots + q^{-n+1} \);

(ii) \( [m+n]_q = q^m[m]_q + q^{-m}[n]_q = q^{-n}[m]_q + q^m[n]_q \);

(iii) \( \frac{[m]_q}{[n]_q} q^{m-n} - 1 = \frac{q^{2n} - 1}{q^{2n} - 1} \frac{q^{2n} - 1}{q^{2n} - 1} = \frac{q^{2m} - q^{2n}}{q^{2n} - 1} = O(q^{2m}) + O(q^{2n}) \)

as \( m, n \to \infty \).

Proof. (i) and (ii) are trivial. For (iii)
\[
\frac{[m]_q}{[n]_q} q^{m-n} - 1 = \frac{q^{2m} - 1}{q^{2n} - 1} \frac{q^{2n} - 1}{q^{2n} - 1} = \frac{q^{2m} - q^{2n}}{q^{2n} - 1} = O(q^{2m}) + O(q^{2n}),
\]
which proves the lemma.
2.2 C*- tensor categories

For the definitions and elementary results regarding C*-tensor categories we refer to [NT13, Ch. 2]. We will follow their notation and conventions.

**Assumption 2.14.** We will always assume that our C*-categories are small and closed under finite direct sums and subobjects. Moreover, C*-tensor categories are in addition assumed to be strict and rigid.

Notice that simplicity of the unit object is not assumed. To be clear we fix some notation.

**Notation 2.15.** Let \( \mathcal{C} \) be a strict C*-tensor category with simple unit \( \mathbb{1} \). By \( \text{Ob}(\mathcal{C}) \) we denote the objects of \( \mathcal{C} \) and by \( \text{Hom}_\mathcal{C}(U,V) \) the set of morphisms between \( U \) and \( V \). Let \( \text{Irr}(\mathcal{C}) \) denote the equivalence classes of the simple objects in \( \mathcal{C} \). For each \( s \in \text{Irr}(\mathcal{C}) \) fix a representative \( U_s \). For each \( U_s \) fix a conjugate object \( \bar{s} \). By Frobenius reciprocity \( \bar{s} \) is again simple, thus isomorphic to \( U_t \) for some \( t \in \text{Irr}\mathcal{C} \). We define a map \( \text{Irr}(\mathcal{C}) \to \text{Irr}(\mathcal{C}) \), \( s \mapsto \bar{s} \), where \( \bar{s} \) is defined by the identity \( U_s = U_{\bar{s}} \). 0 \( \in \text{Irr}(\mathcal{C}) \) indicates the unit object, thus \( U_0 = \mathbb{1} \). The multiplicity of \( U_t \) in \( U \otimes V \) is denoted by \( m_{U,V}^t = \dim(\text{Hom}_\mathcal{C}(U_t, U \otimes V)) \). Thus \( U \otimes V \cong \bigoplus_t m_{U,V}^t U_t \), where \( m_{U,V}^t U_t \) means the direct sum of \( m_{U,V}^t \) copies of \( U_t \). For each object \( U \) we let \( (R_U, \bar{R}_U) \) be a standard solution of the conjugate equations. Let \( d_U := \|R_U\|^2 \) be the intrinsic dimension of \( U \). The normalized categorical traces are given by

\[
\text{tr}_U: \text{End}_{\mathcal{C}}(U) \to \mathbb{C}, \quad T \mapsto d_U^{-1} R_U^*(T \otimes \mathbb{1}) R_U = d_U^{-1} \bar{R}_U^* (T \otimes \bar{1}) \bar{R}_U.
\]

The adjective “normalized”, refers to the constant \( d_U^{-1} \), to make sure that \( \text{tr}_U(U) = 1 \). If \( \mathcal{C} = \text{Rep}(G) \), then it can be shown that \( R_s := R_{U_s} \) and \( \bar{R}_s := \bar{R}_{U_s} \) are given by

\[
R_s(1) := \sum_i \xi_i^s \otimes \rho_s^{-\frac{1}{2}} \xi_i^s, \quad \bar{R}_s(1) := \sum_i \rho_s^{\frac{1}{2}} \xi_i^s \otimes \bar{\xi}_i^s.
\]

(2.14)

In particular if \( U \) is multiplicity free it holds that \( \varphi_U(x) = \text{tr}_U(x) \) for \( x \in \text{End}_{\text{Rep}(G)}(U) \subset l^\infty(\hat{G}) \) (see [NT13, Rem. 2.2.15]). This also implies that the intrinsic dimension of a representation equals the quantum dimension.

2.3 Infinite tensor products

For the construction of infinite tensor products of von Neumann algebras we follow [Tak03, § XIV.1]. This construction makes use of infinite tensor products of C*-algebras. Given a sequence of C*-algebras \( (A_n)_n \) with \(*\)-homomorphisms \( \pi_n: A_n \to A_{n+1} \), there exists an inductive limit

\[
A := \lim_{\rightarrow} (A_n, \pi_n),
\]

with inclusion maps \( \iota_n: A_n \to A \). This C*-algebra \( A \) can be described by the following universal property. If \( B \) is a C*-algebra with maps \( \alpha_n: A_n \to B \) such that for each \( n \in \mathbb{N} \) the diagram

\[
A_n \xrightarrow{\pi_n} A_{n+1} \xleftarrow{\alpha_{n+1}} B
\]

commutes, then there exists a unique map \( \alpha: A \to B \) such that for each \( n \in \mathbb{N} \) the following diagram commutes

\[
A_n \xrightarrow{\iota_n} \xrightarrow{\alpha_n} A \xrightarrow{\alpha} B
\]
The $C^*$-algebraic tensor product of a sequence $(A_n)_n$ of $C^*$-algebras is defined as the inductive limit

\[
\bigotimes_{n=1}^{\infty} A_n := \lim_{\to} (A'_n, \pi_n),
\]

where $A'_n := A_1 \otimes \cdots \otimes A_n$ with the minimal tensor product and connecting maps $\pi_n(x)_n := x \otimes 1$. Given a sequence $(M_n)_n$ of von Neumann algebras with normal states $\omega_n : M_n \to \mathbb{C}$, define the state $\omega = \bigotimes_n \omega_n$ on the $C^*$-algebra $A := \bigotimes_n M_n$ by

\[
\omega(x_1 \otimes \cdots \otimes x_n \otimes 1 \otimes 1 \otimes \cdots) := \omega_1(x_1) \cdots \omega_n(x_n)
\]

and extension to $A$. The GNS-construction applied to $\omega$ gives a cyclic representation $(\pi_\omega, H_\omega, \xi_\omega)$ of $A$. Define the von Neumann algebraic infinite tensor product of $(M_n, \omega_n)_n$ as

\[
M := \bigotimes_{n=1}^{\infty} (M_n, \omega_n) := (\pi_\omega(A))^\prime
\]

The commutant is taken in $B(H_\omega)$. The functional $\omega$ extends to a state on $M$, which is faithful if each $\omega_i$ is faithful on $\pi_{\omega_i}(M_i)$. This construction depends heavily on the choice of the sequence of states $(\omega_n)_n$, different choices can give non-isomorphic algebras see for example [Tak03, Thm. XVIII.1.1]. For us however, tensor products of the form $\bigotimes_{-\infty}^{-1}$ are relevant, these are defined in a similar manner.

The formulation of the following lemma is from [Izu02, Lem. 3.4.], the proof can be found in [Con75, Lem. 2].

**Lemma 2.16 (Noncommutative martingale convergence theorem).** Suppose $M$ is a von Neumann algebra with a normal state $\varphi$. By construction of the infinite tensor product for any $n \in \mathbb{N}$ there is the embedding

\[
i_n : \bigotimes_{-n}^{-1}(M, \varphi) \hookrightarrow \bigotimes_{-n}^{-1}(M, \varphi), \quad x \mapsto 1 \otimes 1 \otimes 1 \otimes x.
\]

Define slice maps

\[
E_n' : \bigotimes_{-n}^{-1}(M, \varphi) \to \bigotimes_{-n}^{-1}(M, \varphi), \quad x \mapsto (\cdots \otimes \varphi \otimes \varphi \otimes x^{\otimes n})(x),
\]

Then $E_n := i_n \circ E'_n$ is the unique $\varphi$-preserving conditional expectation onto $i_n(\bigotimes_{-n}^{-1}(M, \varphi))$. The maps $E_n$ satisfy:

(i) for every $x \in \bigotimes_{-\infty}^{-1}(M, \varphi)$ it holds that $x = s^*-\lim_n E_n(x)$;

(ii) if the sequence $(x_n)_n \subset \bigotimes_{-\infty}^{-1}(M, \varphi)$ satisfies $E_n(x_{n+1}) = x_n$, then there exists a unique $x \in \bigotimes_{-\infty}^{-1}(M, \varphi)$ such that $x_n = E_n(x)$.

**Notation 2.17.** Recall the left adjoint action $\alpha_1 : l^\infty(G) \to M(C(G) \otimes l^\infty(G))$. This action can be extended to a left action of $G$ on $\bigotimes_{i=-n}^{-1} l^\infty(G)$ by

\[
\alpha_1 : \bigotimes_{-n}^{-1} l^\infty(G) \to L^\infty(G) \otimes \bigotimes_{-n}^{-1} l^\infty(G), \quad x \mapsto W_{1,n+1}^* \cdots W_{1,2}^*(1 \otimes x)W_{1,2} \cdots W_{1,n+1}. \quad (2.15)
\]

Moreover for $x \in \bigotimes_{-\infty}^{-1}(l^\infty(G), \varphi)$ the following limit can be shown to exist in norm (see [Izu02, § 3])

\[
\lim_{n \to \infty} W_{1,1-n}^* \cdots W_{1,1-n}(1 \otimes x)W_{1,1-n} \cdots W_{1,1-n}.
\]

defining an action on the infinite tensor product. The leg numbering here is different than elsewhere in this paper, the 1 refers to $L^\infty(G)$ and the $-j$ to the $-j$th component of $\bigotimes_{-\infty}^{-1}$. Again this action is denoted by $\alpha_1$. 
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2.4 Noncommutative random walks

Here we review the basic properties of noncommutative random walks on discrete quantum groups. For classical random walks take a look in [Woe00].

**Definition 2.18.** A discrete Markov chain consists of a pair \((X, P)\) where \(X\) is a discrete space and \(P = \{p(x, y)\}_{x,y \in X}\) is a matrix which satisfies the properties \(p(x, y) \in [0, 1]\) for all \(x, y \in X\) and \(\sum_{y \in X} p(x, y) = 1\) for all \(x \in X\). We say that \(P\) defines a (classical) random walk on \(X\). The scalars \(p(x, y)\) are the transition probabilities that the random walk jumps from \(x\) to \(y\).

**Definition 2.19.** Suppose that \(\{p(x, y)\}_{x,y \in X}\) defines a random walk on \(X\). Let

\[
p^n(x, y) := \begin{cases} \delta_{x,y} & \text{if } n = 0; \\ p(x, y), & \text{if } n = 1; \\ \sum_{z \in X} p^{n-1}(x, z)p(z, y), & \text{if } n > 1. \end{cases}
\]

This is the probability that the random walk is at \(y\) after \(n\) steps when started at \(x\). The random walk is called transient if \(\sum_{n=1}^{\infty} p^n(x, y) < \infty\) for all \(x, y \in X\). It is called irreducible if for all \(x, y \in X\) there exists an \(n \in \mathbb{N}\) such that \(p^n(x, y) > 0\). Transience means that for any pair \((x, y)\) the expected number of times the random walk hits \(y\) when starting at \(x\) is finite. Irreducibility exactly means that every point can eventually be reached from any other point with positive probability.

**Definition 2.20.** Let \(U\) be a finite dimensional representation of \(G\). Define the state

\[
\varphi_U : B(\mathcal{H}_U) \to \mathbb{C}, \quad T \mapsto \frac{\text{Tr}(T \pi_U(\rho))}{d_U}.
\]

Write \(\varphi_s := \varphi_U\). Obviously \(\varphi_s \circ \pi_s\) defines a state on \(l^\infty(\hat{G})\), which we again denote by \(\varphi_s\). Denote \(\mathcal{C} := \text{span}\{\varphi_s : s \in \text{Irr}(\hat{G})\}\), where we take the norm-closure. Clearly, for any \(\varphi \in \mathcal{C}\) there exists a finite (complex) measure \(\mu\) on \(\text{Irr}(\hat{G})\) such that \(\varphi = \sum_{s \in \text{Irr}(\hat{G})} \mu(s) \varphi_s\). In that case we write \(\varphi = \varphi_\mu\). Note that \(\varphi_\mu\) is a state if and only if \(\mu\) is a probability measure.

The orthogonality relations imply that

\[
\varphi_s(x)1_s = (h \otimes i)(U_s^*(1 \otimes x)U_s),
\]

so \(\varphi_s\) is an \(\alpha_1|_{B(\mathcal{H}, s)}\)-invariant state. In fact, it is the unique \(\alpha_1|_{B(\mathcal{H}, s)}\)-invariant state ([NT04, § 1.4]).

We get

\[
\varphi_s(x) = \varphi_s(x)\varphi_s(1_s) = (h \otimes \varphi_s)(W^*(1 \otimes x)W).
\]

Note that (2.16) translates to \(\tilde{\psi}(x) = \sum_s d_s^2 \varphi_s(x)\).

**Definition 2.21.** Given a normal linear functional \(\varphi\) on \(l^\infty(\hat{G})\), define the Markov operator associated to \(\varphi\) by \(P_\varphi := (\varphi \otimes i)\Delta\).

The operator \(P_\varphi\) is a completely positive if \(\varphi\) is positive. In addition the operator satisfies \(P_\varphi(Z(l^\infty(\hat{G}))) \subset Z(l^\infty(\hat{G}))\) if and only if \(\varphi \in \mathcal{C}\) (see [NT04, Prop. 2.1]). Therefore we focus on Markov operators defined by states of the form \(\varphi_\mu\) for probability measures \(\mu\). We write \(P_\mu := P_{\varphi_\mu}\).

In the literature, there is another quite common convention. Namely noncommutative random walks defined by the states \(\psi_s := d_s^{-1} \text{Tr}(\pi_s(\cdot))\) and \(P_\mu := \sum_s \mu(s)(i \otimes \psi_s)\Delta\). Thus slicing in the right leg of the comultiplication with a different state. Of course all results that hold for \(P_\varphi\) also hold for \(P_\mu\) and conversely, but one has to be aware on how to translate them. In this paper we will only work with \(P_\mu\).

Let \(I = \bigoplus_s I_s\) be the identity in \(l^\infty(\hat{G})\). Since \(\Delta(I) = I \otimes I\) and \(\varphi_\mu\) is a state, it follows that \(P_\mu(I) = I\). Define scalars \(p_\mu(s, t) \in [0, 1]\) by \(P_\mu(I_t)I_s = p_\mu(s, t)I_s\), then it follows that
\[ \sum_{s \in \text{Irr}(G)} p_\mu(s, t) = 1 \] and \( p_\mu(s, t) > 0 \). Therefore \( \{p_\mu(s, t)\}_{s, t \in \text{Irr}(G)} \) defines a discrete Markov chain on \( \text{Irr}(G) \). Define the measure \( \hat{\mu} \) by \( \hat{\mu}(\overline{3}) = \mu(\overline{3}) \). Write \( \hat{\varphi}_s := \varphi_s \) and extend this linearly to the states \( \varphi_\mu \). If \( \varphi \) and \( \psi \) are two functionals on \( l^\infty(G) \), the product is defined by \( \varphi \psi := (\varphi \otimes \psi) \Delta \).

For properties of this Markov chain see [NT04, Lem. 2.4, Cor. 2.5]. In particular using induction one easily shows that \( p_\mu^n(s, t) = p_{\varphi_\mu^n}(s, t) \).

**Definition 2.22.** The measure \( \mu \) or the operator \( P_\mu \) is called *generating* if for all \( s \in \text{Irr}(G) \) there exists an \( n \in \mathbb{N} \) such that \( \varphi_\mu^n(I_s) > 0 \). \( P_\mu \) or \( \mu \) is called *transient* if the random walk with kernel \( \{p_\mu(s, t)\}_{s, t \in \text{Irr}(G)} \) is transient.

Transience almost automatically holds for “true” quantum groups as is shown by the following result.

**Lemma 2.23** ([NT04, Thm. 2.6]). Suppose that \( \mu \) is a probability measure on \( \text{Irr}(G) \). Define constants \( c_{n,r}(\mu) \) by the identity \( \varphi_\mu^n = \sum_{r \in \text{Irr}(G)} c_{n,r}(\mu) \varphi_r \), then

\[
\frac{c_{n,r}(\mu)}{d_r} = \sum_{t_1, \ldots, t_n \in \text{Irr}(G)} \mu(t_1) \cdots \mu(t_n) m_{t_1, \ldots, t_n}^r \frac{d_r}{d_t} \cdots \frac{d_r}{d_{t_n}}. \tag{2.17}
\]

Put \( \lambda := \sum_r \frac{\mu(r) \dim(U_r)}{d_r} \). The following inequalities hold for any \( n \in \mathbb{N} \)

\[
\sum_{r \in \text{Irr}(G)} c_{n,r}(\mu) d_r^{-1} \leq \lambda^n; \quad p_\mu^n(s, t) \leq \frac{d_t}{d_s} \frac{\dim(U_s)}{\dim(U_t)} \lambda^n, \quad \text{for any } s, t \in \text{Irr}(G).
\]

In particular if there exists \( s \in \text{supp}(\mu) \) such that \( \dim(U_s) < d_s \), then

\[
\lim_{n \to \infty} \sum_{r \in \text{Irr}(G)} c_{n,r}(\mu) d_r^{-1} = 0; \quad \sum_{n=1}^{\infty} p_\mu^n(s, t) < \infty,
\]
in which case \( \mu \) is transient.

The statements regarding \( p_\mu^n \) are from [NT04, Thm. 2.6]. The identities of \( c_{n,r} \) are an easy consequence of the computations of the proof of that theorem.

**Proof of Lemma 2.23.** We prove (2.17) by induction on \( n \). If \( n = 1 \), this is trivially true as \( m_{t_1}^r = \delta_{t_1, r} \). For \( n > 1 \) we have

\[
\varphi_\mu^{n+1} = \varphi_\mu^n \varphi_\mu = \sum_{r, t} c_{n,r}(\mu) \mu(t) \varphi_r \varphi_t
\]

\[
= \sum_{r, t} \left( \sum_{t_1, \ldots, t_n} \mu(t_1) \cdots \mu(t_n) m_{t_1, \ldots, t_n}^r \frac{d_r}{d_{t_1}} \cdots \frac{d_r}{d_{t_n}} \right) \mu(t) \left( \sum_s m_{r,t_1}^s \frac{d_s}{d_{r,t_1}} \varphi_s \right)
\]

\[
= \sum_s \left( \sum_{r, t_1, \ldots, t_n} \mu(t_1) \cdots \mu(t_n) \mu(t_{n+1}) \frac{d_s}{d_{r,t_1}} \cdots \frac{d_s}{d_{r,t_n}} \right) m_{t_1, \ldots, t_n, t_{n+1}}^s \varphi_s
\]

\[
= \sum_s \left( \sum_{t_1, \ldots, t_{n+1}} \mu(t_1) \cdots \mu(t_{n+1}) \frac{d_s}{d_{t_1}} \cdots \frac{d_s}{d_{t_{n+1}}} \right) m_{t_1, \ldots, t_n, t_{n+1}}^s \varphi_s.
\]
which completes the induction. Use the estimates of Lemma 2.11 to obtain
\[
\sum_r c_{n,r}(\mu)d_r^{-1} = \sum_{t_1,\ldots,t_n} \frac{1}{d_{t_1} \cdots d_{t_n}} \mu(t_1) \cdots \mu(t_n) \left( \sum m_{t_1,\ldots,t_n}^r \right) \leq \sum_{t_1,\ldots,t_n} \frac{\dim(U_{t_1}) \cdots \dim(U_{t_n})}{d_{t_1} \cdots d_{t_n}} \left( \sum \frac{\dim(U_t)}{d_t} \right)^n.
\]

For the estimate of \( p^n_\mu \), observe that (2.17) implies that
\[
p^n_\mu(s,t) = p_\varphi^b(s,t) = \sum_r c_{n,r}(\mu) \frac{d_t}{d_r d_s} m_{r,s} = \sum_{r_1,\ldots,r_n} \mu(r_1) \cdots \mu(r_n) \frac{1}{d_{r_1} \cdots d_{r_n}} \frac{d_t}{d_s} m_{r_1,\ldots,r_n, s} \leq \sum_{r_1,\ldots,r_n} \mu(r_1) \cdots \mu(r_n) \frac{1}{d_{r_1} \cdots d_{r_n}} \frac{d_t}{d_s} \frac{\dim(U_{r_1}) \cdots \dim(U_{r_n}) \dim(U_s)}{\dim(U_t)} = \frac{d_t}{d_s} \frac{\dim(U_s)}{\dim(U_t)} \chi^n.
\]
The last part follows from the observation that if \( d_s > \dim(U_s) \) for some \( s \in \text{supp}(\mu) \), then \( 0 < \sum_t \mu(t) \frac{\dim(U_t)}{d_t} < 1 \).

**Definition 2.24** ([NT04]). Suppose that \( \mu \) is transient then the following operator, the *Green kernel*, makes sense
\[
G_\mu : c_0(\hat{G}) \to l^\infty(\hat{G}), \quad x \mapsto \sum_{n=0}^\infty P^n_\mu(x).
\]
If in addition \( \mu \) is generating, the *Martin kernel* of \( \mu \) given by
\[
K_\mu : c_0(\hat{G}) \to l^\infty(\hat{G}), \quad x \mapsto G_\mu(x)(I_\mu(0))^{-1}
\]
is well-defined. Here \( I_0 \) denotes the identity in the trivial representation \( \mathcal{H}_0 = \mathbb{C} \). By definition, the *Martin compactification* \( M(\hat{G}, \mu) \) of \( \hat{G} \) with respect to \( \mu \) is the C*-subalgebra of \( l^\infty(\hat{G}) \) generated by \( c_0(\hat{G}) \) and \( K_\mu(c_0(\hat{G})) \). The *Martin boundary* \( M(\hat{G}, \mu) \) of \( \hat{G} \) is the quotient C*-algebra \( \hat{M}(\hat{G}, \mu) = c_0(\hat{G})/c_0(\hat{G}) \).

**Definition 2.25** ([Izu02, §2.5]). Let \( \varphi \) be a state on \( l^\infty(\hat{G}) \). An element \( h \in l^\infty(\hat{G}) \) is called \( \varphi \)-harmonic if \( P_\varphi(h) = h \). If \( x \geq 0 \) and \( P_\varphi(x) \leq x \), then \( x \) is called \( \varphi \)-superharmonic. Define the *Poisson boundary* \( H^\infty(\hat{G}, \varphi) := \{ h \in l^\infty(\hat{G}) : P_\varphi(h) = h \} \). This is a von Neumann algebra with product \( x \cdot y := s^*-\lim_n P^n_\varphi(xy) \). If \( \varphi = \varphi_\mu \) for some \( \mu \) probability measure on \( \text{Irr}(\hat{G}) \) we write \( H^\infty(\hat{G}, \mu) \) for the Poisson boundary.

Note that in the literature different manifestations of this product can be found. However, all products are the same, because \( H^\infty(l^\infty(\hat{G}), \mu) \) is an operator system in \( l^\infty(\hat{G}) \). By a result of Choi and Effros [CE77], it admits at least one product turning it into a von Neumann algebra. On the other hand a C*-algebra has, up to complete order isomorphism, a unique product. The nontrivial part is therefore to find this product. Originally Izumi [Izu02, §2.5] used an ultra-filter and Cesàro-summation to define the product (see also [Izu12, Appendix] for a discussion on the product on \( H^\infty(\hat{G}, \varphi) \)).

**Proposition 2.26** ([NT04, Thm. 3.3]). For any \( \mu \)-superharmonic element \( x \in l^\infty(\hat{G}) \) there exists a bounded positive linear functional \( \omega_x : \hat{M}(\hat{G}, \mu) \to \mathbb{C} \) such that \((y, x) \hat{\omega} = \omega_x(K_\mu(y)) \) for all \( y \in c_0(\hat{G}) \).
2.5 General results on convergence to the boundary

Discrete Markov chains are known to converge to the boundary. For random walks on discrete quantum groups this is still an open problem. In this section we prove some results regarding the convergence of paths in the quantum setting.

Recall that a net \((x_i)_i \subset B(H)\) is said to converge to \(x\) in the strong topology if \(\|x_i - x\| \to 0\) for all \(\xi \in H\). It converges in strong* topology if both \(x_i \to x\) and \(x_i^* \to x^*\) in strong topology. We write \(\text{s-}\lim_i x_i = x\) and \(\text{s*-}\lim_n x_i = x\) for the strong and strong* limits.

If \(M \subset B(H)\) is a von Neumann algebra, then the strong and strong* topologies on \(M\) in general depend on the embedding of \(M\) into \(B(H)\). The restriction of the topologies to bounded sets are independent of such an embedding. Note that if \((x_i)_i \subset M\) is a bounded net and \(\varphi : M \to \mathbb{C}\) is a faithful state on \(M\), then \(\text{s-}\lim_i x_i = x\) if and only if \(\lim_i \varphi((x_i - x)^*(x_i - x)) = 0\).

**Notation 2.27.** Let \(\varphi\) be a state on \((l^\infty(\hat{G}), \hat{\Delta})\). Denote for \(n \geq 1\) the initial \(*\)-homomorphisms

\[ j_n : l^\infty(\hat{G}) \to \bigotimes_{-\infty}^{-1} (l^\infty(\hat{G}), \varphi), \quad x \mapsto \cdots \otimes 1 \otimes 1 \otimes \hat{\Delta}^{n-1}(x). \]

An element \(x\) is called \(\varphi\)-regular if \(\text{s*-}\lim_n j_n(x)\) exists in \(\bigotimes_{-\infty}^{-1} (l^\infty(\hat{G}), \varphi)\). Denote \(R_\varphi := \{x \in l^\infty(\hat{G}) : x\text{ is } \varphi\text{-regular}\}\). For \(x \in R_\varphi\) define \(j_\infty(x) := \text{s*-}\lim_n j_n(x)\). Write \(\varphi^\infty := \cdots \otimes \varphi \otimes \varphi\) and observe that \(\varphi^\infty \circ j_n = \varphi^n\).

This algebra \(\bigotimes_{-\infty}^{-1} (l^\infty(\hat{G}), \varphi)\) turns out to be the proper generalisation of the space of functions on paths of the random walk. The maps \(j_n\) correspond to the duals of the coordinate maps.

**Proposition 2.28** (Izumi [Izu02] and Neshveyev–Tuset [NT03]). Let \((l^\infty(\hat{G}), \hat{\Delta})\) be a discrete quantum group and \(\mu\) be a probability measure on \(\text{Irr}(\hat{G})\). Assume that the random walk defined by \(\varphi = \varphi_\mu\) is generating and transient. The following holds:

(i) \(R_\varphi\) is a \(C^*\)-subalgebra of \(l^\infty(\hat{G})\) that contains \(c_0(\hat{G})\) and \(H^\infty(\hat{G}, \varphi)\).

Write \(\theta := j_\infty|_{H^\infty(\hat{G}, \varphi)} : H^\infty(\hat{G}, \varphi) \to \bigotimes_{-\infty}^{-1} (l^\infty(\hat{G}), \varphi)\). Then

(ii) \(j_\infty : R_\varphi \to \bigotimes_{-\infty}^{-1} (l^\infty(\hat{G}), \varphi)\) is a \(*\)-homomorphism onto \(\theta(H^\infty(\hat{G}, \varphi))\);

(iii) \(c_0(\hat{G}) \subset \ker(j_\infty)\);

(iv) \(\theta : H^\infty(\hat{G}, \varphi) \to \theta(H^\infty(\hat{G}, \varphi))\) is a \(*\)-isomorphism;

(v) \(\theta^{-1} \circ j_\infty(x) = \text{s*-}\lim_n P^n_\varphi(x)\), for any \(x \in R_\varphi\). In particular \(\theta^{-1} \circ j_\infty = \text{lim}_n \varphi^n\).

Denote \(\theta_0 := \theta^{-1} \circ j_\infty : R_\varphi \to H^\infty(\hat{G}, \varphi)\). This is a \(*\)-homomorphism by (ii) and (iv).

No proof of this result is given in [NT03] and only some parts are in [Izu02, Thm. 3.6], so we give a proof for completeness. Note that part (iv) does not follow from part (ii) since the Poisson boundary is equipped with different product than \(l^\infty(\hat{G})\) (cf. Definition 2.25).

**Proof of Proposition 2.28.** (i) Clearly \(R_\varphi\) is a linear space which is closed under the involution \(*\).
Each \( j_n \) is a \(*\)-homomorphism, so it is norm-decreasing, i.e. \( ||j_n(x)|| \leq ||x|| \). Therefore if \( x, y \in R_\varphi \) and \( \xi \in \mathcal{H}_\varphi^\infty \)
\[
||j_n(xy) - j_\infty(x)j_\infty(y)\xi|| = ||j_n(x)j_n(y) - j_\infty(x)j_\infty(y)\xi|| \\
\leq ||j_n(x)j_n(y) - j_\infty(x)j_\infty(y)\xi|| + ||(j_n(x)j_\infty(y) - j_\infty(x)j_\infty(y))\xi|| \\
\leq \sup_m ||j_m(x)|| ||(j_n(y) - j_\infty(y))\xi|| + ||(j_n(x) - j_\infty(x))j_\infty(y)\xi||,
\]
which tends to 0 as \( n \to \infty \), thus \( xy \in R_\varphi \) and \( j_\infty(xy) = j_\infty(x)j_\infty(y) \). To show that \( R_\varphi \) is closed in norm, let \( (x_n)_n \subset R_\varphi \) be a bounded sequence with \( \lim_n ||x_n - x|| = 0 \). Given \( \varepsilon > 0 \) and \( \xi \in \mathcal{H}_\varphi^\infty \), find \( m \) such that \( ||x - x_m|| < \varepsilon \). Then there exists \( N \in \mathbb{N} \) such that for all \( n, n' \geq N \) it holds \( ||(j_n(x_m) - j_{n'}(x_m))\xi|| \leq \varepsilon \). This gives for \( n, n' \geq N \)
\[
||j_n(x) - j_{n'}(x)||\xi|| \leq ||(j_n(x) - j_n(x_m))\xi|| + ||(j_n(x_m) - j_{n'}(x_m))\xi|| + ||(j_{n'}(x_m) - j_{n'}(x))\xi|| \\
\leq ||x - x_m|| ||\xi|| + \varepsilon + ||x_m - x|| ||\xi|| \leq 2\varepsilon ||\xi||. \tag{2.18}
\]
Thus \( R_\varphi \) is closed in norm and hence a \( C^* \)-algebra.

We claim that \( s^*\lim_n j_n(x) = 0 \) for every \( x \in c_0(\hat{G}) \). This would show that \( c_0(\hat{G}) \subset R_\varphi \) and \( c_0(\hat{G}) \subset \ker(j_\infty) \). First consider \( I_\varepsilon \subset B(\mathcal{H}_\varepsilon) \), then
\[
\varphi_\mu^\infty(j_n(I_\varepsilon)) = (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(\hat{\Delta}^{n-1}(I_\varepsilon)) = (\varphi_\mu \otimes \cdots \otimes \varphi_\mu \otimes \varepsilon)(\hat{\Delta}^{n}(I_\varepsilon)) \\
= \varepsilon(P_\mu^n(I_\varepsilon)) = \sum_{t \in \text{Irr}(G)} \varepsilon(P_\mu^n(I_\varepsilon)I_t) = \sum_{t \in \text{Irr}(G)} \varepsilon(I_t)p_\mu^n(t, s) = p_\mu^n(0, s).
\]
By assumption \( P_\mu \) is transient, thus \( \sum_n p_\mu^n(0, s) = g_\mu(0, s) < \infty \) and hence \( \lim_n p_\mu^n(0, s) = 0 \). If \( x \in c_00(\hat{G}) \) is finitely supported, then \( x^*x \) is dominated by a linear combination \( \sum_{i=1}^m c_i I_i \) for some \( s_i \in \text{Irr}(G) \) and \( c_i > 0 \). Therefore
\[
\lim_n \varphi^\infty(j_n(x)^*j_n(x)) \leq \sum_i c_i \lim_n p_\mu^n(0, s_i) = 0.
\]
Since \( R_\varphi \) is a \( C^* \)-algebra and \( c_00(\hat{G}) \) is dense in \( c_0(\hat{G}) \) the claim follows.

The statement that \( H^\infty(\hat{G}, \varphi) \subset R_\varphi \) is contained in [Izu02, Thm. 3.6]. Izumi only deals with finitely supported measures \( \mu \), but the proof also applies to our case. Recall the conditional expectations \( E_n \) and maps \( E_n^\prime \) introduced in Lemma 2.16. By coassociativity one has for \( m > n \) and any \( x \in l^\infty(\hat{G}) \)
\[
E_n^\prime(j_m(x)) = (\cdots \otimes \varphi \otimes \iota \otimes n)(\cdots \otimes 1 \otimes 1 \otimes \hat{\Delta}^{m-1}(x)) \\
= (\varphi \otimes \cdots \otimes \varphi \otimes \iota \otimes n)((\iota \otimes m-n \otimes \hat{\Delta}^{n-1} \hat{\Delta}^{m-n}(x)) = \hat{\Delta}^{n-1}(P_\varphi^{m-n}(x))
\]
and thus
\[
E_n(j_m(x)) = j_n(P_\varphi^{m-n}(x)). \tag{2.19}
\]
Therefore if \( h \in H^\infty(\hat{G}, \varphi) \) is a harmonic element, \( E_n(j_{n+1}(h)) = j_n(h) \). In which case the noncommutative Martingale convergence theorem (cf. Lemma 2.16) implies that there exists a unique element \( y \in \hat{\otimes}^{-1}(H^\infty(\hat{G}, \varphi)) \) such that \( E_n(y) = j_n(h) \) for all \( n \) and that the sequence \( (E_n(y))_n \) converges to \( y \) in strong* topology. In other words \( s^*\lim_n j_n(h) = y \), thus \( H^\infty(\hat{G}, \varphi) \subset R_\varphi \), concluding part (i).

We now deal with (iv). Clearly \( \hat{\theta} \) is surjective on its image, linear and preserves the involution.
For an element \( x \in R_\varphi \) the limit \( s^*\lim_n P_\varphi^n(x) \) exists by (2.19) and is harmonic. Therefore by part
Moreover, \(\ast\) theorem and (\(\Theta\)) we get

\[
\begin{align*}
j_\infty(h_1,j_\infty(h_2)) &= j_\infty(h_1h_2) \\
&= s^*-\lim_n E_n j_\infty(h_1h_2) \\
&= s^*-\lim_m s^*-\lim_n E_n j_m(h_1h_2) \\
&= s^*-\lim_m s^*-\lim_n j_m(P_m^n(h_1h_2)) \\
&= s^*-\lim_n j_n(h_1 \cdot h_2) \\
&= j_\infty(h_1 \cdot h_2),
\end{align*}
\]

thus \(j_\infty: H^\infty(\hat{G}, \varphi) \to \bigotimes_{-\infty}^{-1} (l^\infty(\hat{G}), \varphi)\) is a \(\ast\)-homomorphism. It remains to show that \(j_\infty\) is isometric. Since \(j_\infty\) is a \(\ast\)-homomorphism it is norm-decreasing, so \(\|h\| \geq \|j_\infty(h)\|\). It thus suffices to prove the reverse inequality. Denote \(U := \bigoplus_{s \in \text{supp} \mu} U_s\), so if \(x \in \bigotimes_{-\infty}^{-1} l^\infty(\hat{G})\) then

\[
\pi^{\otimes n}_U(x) I_{s_1 \otimes \cdots \otimes s_n} = \begin{cases} 
   x I_{s_1 \otimes \cdots \otimes s_n} & \text{if } s_1, \ldots, s_n \in \text{supp}(\mu); \\
   0 & \text{otherwise}.
\end{cases}
\]

Since the measure \(\mu\) is assumed to be generating we obtain

\[
\|h\| = \sup \{ \|\pi_s(h)\| : s \in \text{Irr}(G) \} \\
= \sup \{ \|\pi_n(h)\| : s \in \text{supp}(\mu^n), n \in \mathbb{N} \} \\
= \sup \{ \|\pi_U^n(\Delta^n(h))\| : n \in \mathbb{N} \} \\
= \sup \{ \|j_n(h)\| : n \in \mathbb{N} \}.
\]

From (2.19) we conclude \(j_n(h) = E_n(j_\infty(h))\). Since \(E_n\) is a conditional expectation we get

\[
\|h\| = \sup_{n \in \mathbb{N}} \|j_n(h)\| = \sup_{n \in \mathbb{N}} \|E_n(j_\infty(h))\| \leq \|j_\infty(h)\|.
\]

Hence \(j_\infty\) is isometric and thus a \(\ast\)-isomorphism onto its image, which proves (iv).

We prove (ii) and (v) simultaneously. Clearly \(j_\infty\) is a \(\ast\)-homomorphism. By (i) it is immediate that \(\theta(H^\infty(\hat{G}, \varphi)) \subset j_\infty(R_{\varphi})\). Let \(x \in R_{\varphi}\). By the noncommutative martingale convergence theorem and (2.19) we get

\[
\begin{align*}
j_\infty(x) &= s^*-\lim_n E_n j_\infty(x) \\
&= s^*-\lim_n s^*-\lim_m E_n j_m(x) \\
&= s^*-\lim_n s^*-\lim_m j_m(P_m^n(x)) \\
&= s^*-\lim_m s^*-\lim_m j_m(P_m^n(x)) \\
&= j_\infty(s^*-\lim_m P_m^n(x)). \tag{2.20}
\end{align*}
\]

Since \(s^*-\lim_m P_m^n(x)\) is harmonic, we obtain \(j_\infty(R_{\varphi}) \subset j_\infty(H^\infty(\hat{G}, \varphi))\) which establishes (ii). Moreover (2.20) can be written as \(\theta^{-1} \circ j_\infty(x) = s^*-\lim_m P_m^n(x)\). This gives

\[
\hat{\varepsilon} \circ \theta^{-1} \circ j_\infty(x) = \lim_m \hat{\varepsilon} \circ P_m^n(x) = \lim_m \hat{\varepsilon}(\varphi^m \otimes \varepsilon) \hat{\Delta}(x) = \lim_m \varphi^m(x),
\]

which finishes the proof.

**Conjecture 2.29** ([NT03]). Let \(\mu\) be a transient and generating probability measure on \(\text{Irr}(G)\). The following holds for the random walk defined by \(\varphi = \varphi_{\mu}\) on \((\hat{G}, \hat{\Delta})\):

\[
\]
2 PRELIMINARIES

(i) \( K_\varphi(x) \in R_\varphi \), for every \( x \in c_{00}(\hat{G}) \);

(ii) If \( \nu = \lim_{n \to \infty} \varphi^n|_{R_\varphi} = \epsilon \theta_0 \), then \( \hat{\psi}(xh) = \nu(K_\varphi(x)h) \) for every \( x \in c_{00}(\hat{G}) \) and any harmonic element \( h \in H^\infty(\hat{G}, \varphi) \).

There is no proof known for this conjecture. We therefore say that a random walk on a discrete quantum group \((\hat{G}, \Delta)\) defined by a probability measure \( \mu \) converges to the boundary if the statements of the conjecture hold for \((\hat{G}, \mu)\). This notion of convergence to the boundary is compatible with the classical case, see Proposition 2.31 below.

Consider the modular group \( \{ \sigma^\psi_t \}_t \) of the right Haar weight (see (2.11)). It is easy to show that (see [NT04, § 3.3]) the following holds:

\[
\sigma_t^\varphi P_\varphi = P_\varphi \sigma_t^\varphi, \quad \sigma_t^\varphi K_\varphi = K_\varphi \sigma_t^\varphi.
\] (2.21)

Moreover, if \( x \in l^\infty(\hat{G}) \), then \( \|\pi_s(\sigma_t^\varphi(x))\| \leq \|\pi_s(x)\| \) whenever \( t \in \mathbb{R} \) and thus \( \sigma_t^\varphi(c_0(\hat{G})) \subset c_0(\hat{G}) \). It follows that \( \sigma_t^\varphi \) defines a automorphism group on the Martin compactification and factors through the Martin boundary.

The state \( \nu|_{M(\hat{G}, \varphi)} \) is a \( \sigma^\psi \)-KMS state representing the unit \( 1 \in H^\infty(\hat{G}, \varphi) \) (see [NT04, Thm. 3.10]). So in particular \( \sigma_t^\varphi = \sigma_t^\varphi \) for all \( t \). Define the map \( K_{\varphi}^*: : \pi_\nu(\tilde{M}(\hat{G}, \varphi))'' \to l^\infty(\hat{G}) \) by the identity

\[
(a, K_{\varphi}(x))_\nu = \left(K_{\varphi}^*(a), x \right)_\psi, \quad (a \in \pi_\nu(\tilde{M}(\hat{G}, \varphi))'', x \in c_{00}(\hat{G})),
\] (2.22)

where \((\cdot, \cdot)_\nu\) and \((\cdot, \cdot)_\psi\) are as in Lemma 2.12. Note that \( \hat{\psi} \) is unbounded on \( l^\infty(\hat{G}) \), but it is well defined on \( c_{00}(\hat{G}) \). Identity (2.22) determines \( K_{\varphi}^* \) uniquely because we can take for \( x \) all matrix units \( m_{ij}^\varphi \). In [NT04, Lem. 3.9] it is shown that \( \text{Im}(K_{\varphi}^*) \subset H^\infty(\hat{G}, \varphi) \) and \( K_{\varphi}^* \) is normal, unital and completely positive.

**Theorem 2.30 ([NT03, Thm. 6.2]).** If Conjecture 2.29 holds for a state \( \varphi \) on \( (l^\infty(\hat{G}), \tilde{\Delta}) \), then this random walk has the following properties:

(i) for any positive harmonic element \( h \in H^\infty(\hat{G}, \varphi) \) the positive linear functional \( (\cdot, \cdot)_\nu \) represents \( h \), meaning \( (h, x)_\nu = (h, K_{\varphi}(x))_\nu \) for all \( x \in c_{00}(\hat{G}) \);

(ii) the map \( K_{\varphi}^*: : M(\hat{G}, \varphi) \to H^\infty(\hat{G}, \varphi) \) equals the map \( \theta_0|_{M(\hat{G}, \varphi)} \). It induces an isomorphism \( \pi_\nu(\tilde{M}(\hat{G}, \varphi))'' \cong H^\infty(\hat{G}, \varphi) \) which respects the action of the compact quantum group \( G \) and the dual discrete quantum group \( \hat{G} \).

Given a discrete group \( \Gamma \), consider \( C(G) := C^*_r(\Gamma) \) and define \( \Delta: C(G) \to C(G) \otimes C(G) \) by \( \Delta(\lambda_\gamma) := \lambda_\gamma \otimes \lambda_\gamma \), then \( G = (C^*_r(\Gamma), \Delta) \) is a compact quantum group. The elements \( \{\lambda_\gamma\}_{\gamma \in \Gamma} \) are one-dimensional representations of the compact quantum group \( G \). They span a dense subset of \( C(G) \). Hence by the orthogonality relations these are all finite dimensional irreducible representations. Thus \( \text{Irr}(G) \cong \Gamma \) and \( C[G] \subset C(G) = C^*_r(\Gamma) \) equals the ordinary group algebra of \( \Gamma \). It follows that \( \mathcal{U}(G) = \mathbb{C}[\Gamma]^* \) equals the functions on \( \Gamma \). The discrete quantum group can be identified as \( l^\infty(\hat{G}) = l^\infty(\Gamma) \) with pointwise multiplication and involution. The comultiplication is given by \( \Delta(f)(\gamma, \gamma') := f(\gamma \gamma') \in l^\infty(\Gamma \times \Gamma) \cong l^\infty(\Gamma) \otimes l^\infty(\Gamma) \).

Let \( \mu \) be a probability measure on \( \Gamma = \text{Irr}(G) \). Since all irreducible representations of \( G \) are one-dimensional, \( \rho \) equals the identity and thus \( \varphi_\mu: l^\infty(\Gamma) \to \mathbb{C} \) equals \( \varphi_\mu(f) := \sum_{\gamma \in \Gamma} \varphi_\mu(\gamma) \mu(\gamma) \). It follows that

\[
P_\mu(f)(x) = \left((\varphi \otimes \epsilon)\tilde{\Delta}(f)(x) \right) = \sum_{y \in \Gamma} \mu(y) f(y^{-1}x) = \sum_{y \in \Gamma} \mu(xy^{-1}) f(y).
\]

So this equals the classical random walk on \( \Gamma \) with Markov kernel \( p_\mu(x, y) = \mu(xy^{-1}) \). With this notation we get.
Proposition 2.31. Suppose that we are given a probability measure \( \mu \) on a discrete group \( \Gamma \). Assume that \( \mu \) defines a generating and transient random walk on \( \Gamma \). Let \( P_n \) be the Markov kernel of the random walk on \( l^\infty(\hat{G}) \). Then this quantum random walk converges to the boundary in the sense of Conjecture 2.29.

We will not prove this proposition, because it would require to build up the whole theory of classical random walks and convergence to the boundary thereof. Instead we give a rough sketch.

Sketch of proof of Proposition 2.31. First identify the quantum Martin compactification \( \hat{M}(\hat{G},\mu) \) with the functions on the classical Martin compactification \( \hat{M}(\Gamma,\mu) \) via

\[
\kappa: C(\hat{M}(\Gamma,\mu)) \to l^\infty(\hat{G});
\]

\[
1_{\gamma} \mapsto I_{\gamma}, \quad k_{\mu}(t,\cdot) \mapsto d_{\gamma}^{-2} K_{\mu}(I_{\gamma}).
\]

This fully describes an identification, because by construction of the Martin compactification the functions \( \{1_{\gamma}\}_{\gamma \in \Gamma} \) and \( \{k_{\mu}(t,\cdot)\}_{t \in \Gamma} \) generate the algebra of continuous functions on the Martin compactification. The next step is to find out how this identification behaves with respect to the maps \( j_n \).

Let \( \Omega = \{ (\omega_n)_{n=0}^\infty : \omega_n \in \Gamma \} \) be the path space and \( X_n: \Omega \to \Gamma \) be the \( n \)th coordinate projection. It can be shown that \( j_n \) corresponds to \( X_n \). Classical convergence to the boundary says that the sequence \( X_n \) converges almost everywhere (with respect to some measure on \( \Omega \) constructed out of \( \mu \)) to a Borel measurable function \( X_\infty: \Omega \to M(\Gamma,\mu) \) [Woe00, Thm. 24.10]. Using that convergence almost everywhere is stronger than convergence in mean, the identification shows that for any \( x \in \hat{M}(\hat{G},\mu) \) the sequence \( (j_n(x))_n \) converges in strong\(^*\)-topology.

To establish the representation of harmonic elements one first needs to identify the state representing the unit, for this the classical convergence to the boundary is again necessary. If \( y \in H^\infty(\hat{G},\mu) \) is a general harmonic element, then it corresponds to some harmonic function \( h \in H^\infty(\Gamma,\mu) \). Using the classical convergence to the boundary, \( h \) can be represented as an integral over the Martin boundary. The identification \( \kappa \) then leads to the desired expression for \( y \).

Convergence to the boundary describes the asymptotic behaviour of the paths in the random walk, but by Theorem 2.30 it also gives a natural representation of harmonic elements. Let us take a closer look at this second part of the conjecture.

Recall that \( \varphi^\infty \) defines a faithful state on the von Neumann algebra \( \bigotimes_{n=1}^\infty (l^\infty(\hat{G}),\varphi) \). Consider the GNS representation \( (\pi_{\varphi^\infty},H_{\varphi^\infty},\xi_{\varphi^\infty}) \) of \( \theta(H^\infty(\hat{G},\varphi)) \) defined by \( \varphi^\infty \). Since \( j_\infty: R_\varphi \to \theta(H^\infty(\hat{G},\varphi)) \) is surjective and

\[
\nu = \lim_n \varphi^n = \lim_n (\varphi \otimes \cdots \otimes \varphi) \hat{\Delta}^{n-1} = \varphi^\infty \circ j_\infty
\]

it follows that \( \pi_\nu(R_\varphi) = \pi_{\varphi^\infty}(\theta(H^\infty(\hat{G},\varphi))) \) inside \( B(H_{\varphi^\infty}) = B(H_{\varphi^\infty}) \). Therefore the morphism \( j_\infty: R_\varphi \to \bigotimes_{n=1}^\infty (l^\infty(\hat{G}),\varphi) \) can be extended to a \( *\)-continuous map \( j_\infty: \pi_\nu(R_\varphi)^\prime\prime \to \theta(H^\infty(\hat{G},\varphi)) \). We denote this extension by \( j_\infty \) and similarly we write \( \theta_0 := \theta^{-1} \circ j_\infty : \pi_\nu(R_\varphi)^\prime\prime \to H^\infty(\hat{G},\varphi) \).

Lemma 2.32. For \( x, y \in R_\varphi \) the following holds:

\[
\theta_0(\theta_0(x)) = \theta_0(x) \quad \text{and} \quad \theta_0(xy) = \theta_0(x) \cdot \theta_0(y),
\]

where \( \cdot \) is the product in \( H^\infty(\hat{G},\varphi) \). If in addition \( \hat{M}(\hat{G},\varphi) \subset R_\varphi \), then

\[
\nu(K_\varphi(x)\theta_0(a)) = \nu(K_\varphi(x)a) \quad \text{for } a \in \pi_\nu(\hat{M}(\hat{G},\varphi))^\prime\prime \text{ and } x \in c_0(\hat{G}).
\]

\begin{equation}
(2.23)
\end{equation}

Proof. Let \( x \) be \( \varphi \)-regular. By Proposition 2.28 it follows that \( \theta_0(x) \in H^\infty(\hat{G},\varphi) \), thus

\[
P_\varphi^m(\theta_0(x)) = \theta_0(x), \quad (\text{for every } m \geq 0).
\]
We also know from Proposition 2.28 that $\theta_0 = s^* \lim_n P^n_\mu$. Hence
\[ \theta_0 \circ \theta_0(x) = s^* \lim_n P^n_\mu(\theta_0(x)) = s^* \lim_n \theta_0(x) = \theta_0(x), \]
which proves the first identity. The second one follows from Proposition 2.28 part (iv).

To prove the last statement, observe that if $a \in \pi_\nu(\tilde{M}(\hat{G}, \varphi))''$, then $\theta_0(a)$ is $P_\varphi$-harmonic and $\nu = \dot{\varepsilon} \circ \theta^{-1} \circ j_\infty = \dot{\varepsilon} \circ \theta_0$. Hence
\[ \nu(K_\varphi(x)\theta_0(a)) = \dot{\varepsilon} \circ \theta_0(K_\varphi(x)\theta_0(a)) = \dot{\varepsilon} \circ \theta_0(K_\varphi(x)\theta_0(a)) \]
which proves the result.

**Proposition 2.33.** Assume that $\tilde{M}(\hat{G}, \varphi) \subset R_\varphi$, so that the random walk on $\hat{G}$ defined by $\mu$ satisfies the first part of the conjecture. Then the following two conditions are equivalent:

(i) $K_\varphi^* = \theta_0|_\tilde{M}(\hat{G}, \varphi)$ and $j_\infty: \pi_\nu(\tilde{M}(\hat{G}, \varphi))'' \to \theta(H^\infty(\hat{G}, \varphi))$ is surjective;

(ii) $\theta_0$ is a $^\ast$-isomorphism.

**Proof.** Suppose that (i) holds. Let $h \in H^\infty(\hat{G}, \varphi)$. By assumption there exists an $a \in \pi_\nu(\tilde{M}(\hat{G}, \varphi))''$ such that $K_\varphi^*(a) = \theta^{-1}(j_\infty(a)) = h$. Lemma 2.32 and the definition of $K_\varphi^*$ in terms of the inner products (2.21) give
\[ \nu(K_\varphi(x)h) = \nu(K_\varphi(x)\theta_0(a)) = \nu(K_\varphi(x)a) \]
which is exactly the second condition.

To prove the converse implication, note that Theorem 2.30 implies that $j_\infty = \theta \circ K_\varphi^*$ and that $K_\varphi^*$ is an $^\ast$-isomorphism. Hence $j_\infty$ is surjective.

**Corollary 2.34.** Assume that $\tilde{M}(\hat{G}, \varphi) \subset R_\varphi$. In addition, assume that $K_\varphi: \pi_0(\hat{G}) \to M(\hat{G}, \varphi)$ has dense range and $K_\varphi^*: \pi_\nu(\tilde{M}(\hat{G}, \varphi))'' \to H^\infty(\hat{G}, \varphi)$ intertwines the right coactions of $(\pi_0(\hat{G}), \hat{\Delta})$, then part (ii) of Conjecture 2.29 holds.

**Proof.** From [NT04, Prop. 3.12] it follows that $K_\varphi^*: \pi_\nu(\tilde{M}(\hat{G}, \varphi))'' \to H^\infty(\hat{G}, \varphi)$ is an isomorphism, while [NT04, Prop. 3.11] implies that $K_\varphi^* = (\nu \otimes \iota)\Delta = \theta_0$ which is thus is surjective. Now apply Proposition 2.33.

3 Convergence to the boundary for SU$_q$(2)

In Proposition 2.31 we obtained that if $\Gamma$ is a discrete group, a quantum random walk on $l^\infty(\Gamma)$ converges to the boundary in sense of Conjecture 2.29. To obtain a “true” quantum example of convergence to the boundary we consider random walks on SU$_q$(2). We shall show that if a probability measure $\mu$ on Irr(SU$_q$(2)) is nice enough, then the random walk on SU$_q$(2) defined by $\mu$ converges to the boundary.
3.1 SU_q(2) and its Martin boundary

Fix q ∈ (0, 1). The C*-algebra C(SU_q(2)) is the universal unital C*-algebra generated by α and γ such that the matrix

\[ \begin{pmatrix} \alpha^* & \gamma \\ -\gamma^* & \alpha \end{pmatrix} \]

is unitary. The comultiplication ∆ is defined as

\[ \Delta(\alpha) := \alpha \otimes \alpha - q\gamma^* \otimes \gamma, \quad \Delta(\gamma) := \gamma \otimes \alpha + \alpha^* \otimes \gamma. \]

The Hopf algebra of matrix coefficients C[SU_q(2)] is the *-algebra generated by α and γ. The irreducible representations can be identified as Irr(SU_q(2)) such that the matrix

\[ H \in \mathcal{H} \]

satisfies the following conditions:

(i) \( \sum_{t \in \frac{1}{2} \mathbb{Z}} \mu(t)(1 + q^2)^{2t} \leq \infty \),

(ii) \( \sum_{i \in \frac{1}{2} \mathbb{Z}} \mu(t)(1 + q^2)^{2t} \leq \infty \),

then the random walk on \( \hat{SU}_q(2) \) defined by \( \mu \) converges to the boundary.

Proof. We postpone the proof of the regularity of the elements \( K_\mu(x) \) for \( x \in c_0(\hat{SU}_q(2)) \) to the next subsection. For now assume that the first part of the conjecture holds.

The space \( K_\mu(c_0(\hat{SU}_q(2))) \subseteq M(\hat{G}, \mu) \) is dense by [NT04, Thm. 4.10]. Moreover by [NT04, Cor. 4.13, Prop. 3.11] the mapping \( K_\mu^* \) intertwines the right coactions of \( (c_0(\hat{G}), \hat{\Delta}) \). Now Corollary 2.34 gives the second part of the conjecture of convergence to the boundary.

Note that Collins also worked on the representation of harmonic functions of the (classical) random walk on the center of \( \hat{SU}_q(2) \), see [Col04, Thm. 4.1].

To prove the regularity of elements in the Martin boundary, we need some knowledge of \( \hat{M}(SU_q(2), \mu) \). Here we give a short recap of known results. We follow the conventions of [NT04].

The Hopf *-algebra \( U_q(\mathfrak{su}_2) \) is generated by elements \( k, e, f \) satisfying the following relations:

\[ kk^{-1} = k^{-1}k = 1, \quad ke = qek, \quad kf = q^{-1}fk; \]
\[ [e, f] = \frac{k^2 - k^{-2}}{q - q^{-1}}; \]
\[ \hat{\Delta}(k) = k \otimes k, \quad \hat{\Delta}(e) = e \otimes k^{-1} + k \otimes e, \quad \hat{\Delta}(f) = f \otimes k^{-1} + k \otimes f; \]
\[ \hat{S}(k) = k^{-1}, \quad \hat{S}(e) = -q^{-1}e, \quad \hat{S}(f) = -qf; \]
\[ \hat{\varepsilon}(k) = 1, \quad \hat{\varepsilon}(e) = \hat{\varepsilon}(f) = 0; \]
\[ k^* = k, \quad e^* = f, \quad f^* = e. \]

For \( s \in \frac{1}{2} \mathbb{Z} \), let \( \{ \xi^s_j \}_{j=-s}^{s} \) be an orthonormal basis of a 2s + 1 dimensional Hilbert space \( \mathcal{H}_s \). There exists a unitary representation of \( U_q(\mathfrak{su}_2) \) on \( \mathcal{H}_s \) given by

\[ \pi_s(k)\xi^s_j = q^{-j}\xi^s_j, \quad \pi_s(e)\xi^s_j = (s + j)\xi^s_j, \quad \pi_s(f)\xi^s_j = (s + j + 1)\xi^s_j. \]
This representation is denoted by $U_s$. Up to equivalence these are all irreducible unitary representations. The direct sum of the representations $\{U_s\}_{s \in \mathbb{Z}_+}$ defines a faithful representation of the quantum enveloping algebra $U_q(\mathfrak{su}_2)$ in $U(SU_q(2))$. The fusion rules of $U_q(\mathfrak{su}_2)$ are the same as for the Lie algebra $\mathfrak{su}_2$. These are explicitly known:

$$U_t \times U_s \cong U_{t+s} \oplus U_{t+s-1} \oplus \ldots \oplus U_{|t-s|}, \quad (3.1)$$

In particular $U_{1/2} \times U_t \cong U_{t+1/2} \oplus U_{t-1/2}$. So there exist two orthonormal bases of $\mathcal{H}_{1/2} \otimes \mathcal{H}_t \cong \mathcal{H}_{t-1/2} \oplus \mathcal{H}_{t+1/2}$, namely $\{\xi_i^{1/2} \otimes \xi_j^{1}\}_{i,j}$ and $\{\xi_i^{-1/2} \otimes \xi_j^{-1}\}_{i,j}$. These two bases can be expressed in terms of each other by means of inner products, the so-called Clebsch–Gordan coefficients. Denote $C_q(s,t;r,j,k,m) := (\xi_j^{m} \otimes \xi_k^{r})$. From [KS97, Eq. (3.4.68), (3.4.69)] it follows that

$$C_q\left(\frac{1}{2}, s, s + \frac{1}{2}; j, j \pm \frac{1}{2}\right) = q^{(s+j)}\left(\frac{[s+j+1]}{[2s+1]}\right)^{1/2},$$
$$C_q\left(\frac{1}{2}, s, s - \frac{1}{2}; j, j \pm \frac{1}{2}\right) = \mp q^{(s+j)}\left(\frac{[s-j+1]}{[2s+1]}\right)^{1/2}. $$

To compute these Clebsch–Gordan coefficients, [KS97] makes use of an algebra $\hat{U}_q(\mathfrak{su}_2)$. This algebra is different, but isomorphic to $U_q(\mathfrak{su}_2)$. This algebra $\hat{U}_q(\mathfrak{su}_2)$ considered by Klimyk–Schmüdgen has generators $E, F, K$. Using the isomorphism given on these generators by

$$\psi: \hat{U}_q(\mathfrak{su}_2) \rightarrow U_q(\mathfrak{su}_2),$$
$$\psi(E) := f, \quad \psi(F) := e, \quad \psi(K) := k^{-1},$$

we get the above Clebsch–Gordan coefficients from [KS97].

Note that the fusion rules (3.1) imply that if $s \in \frac{1}{2}\mathbb{Z}_+ \setminus \mathbb{Z}_+$, then for any $t \in \frac{1}{2}\mathbb{Z}_+$ there exists $n \in \mathbb{N}$ such that $U_t$ is a subrepresentation of $U_s^{\otimes n}$. So $s$ generates all irreducible representations. However, if $s \in \mathbb{Z}_+ \subset \frac{1}{2}\mathbb{Z}_+$ and $t \in \frac{1}{2}\mathbb{Z}_+$, then $U_t$ is a subrepresentation of $U_s^{\otimes n}$ for some $n \in \mathbb{N}$ if and only if $t \in \mathbb{Z}_+$. So a probability measure on $\text{Irr}(SU_q(2))$ is generating if and only if $\text{supp}(\mu) \cap (\frac{1}{2}\mathbb{Z}_+ \setminus \mathbb{Z}_+) \neq \emptyset$. A last thing to note is that $\rho = k^{-2}$ (see [NT04, Eq. (4.6)])

In the same spirit as Lemma 2.11 we have the following (stronger) estimate for $SU_q(2)$

$$\sum_{t \in \frac{1}{2}\mathbb{Z}_+} m_{\frac{1}{2} \otimes s}^{t} \leq 2^n. \quad (3.2)$$

Indeed, use (3.1) to obtain

$$U_{1/2} \otimes U_t \cong \begin{cases} U_{t-1/2} \oplus U_{t+1/2}, & \text{if } t \geq 1/2; \\ U_{1/2}, & \text{if } t = 0. \end{cases}$$

Hence by induction

$$\sum_{r \in \frac{1}{2}\mathbb{Z}_+} m_{\frac{1}{2} \otimes \mathbb{Z}_+}^{r} = \sum_{r \in \frac{1}{2}\mathbb{Z}_+} m_{\frac{1}{2} \otimes \mathbb{Z}_+}^{r} \leq 2^n 2 = 2^{n+1},$$

as desired.

**Notation 3.2.** In accordance with [NT04] define $\lambda, \tilde{\lambda} \in \prod_s B(\mathcal{H}_s)$ by

$$\pi_s(\lambda) := \frac{q(q^{2s+1} + q^{-2s-1})}{(q - q^{-1})\sqrt{2q}} I_s, \quad \pi_s(\tilde{\lambda}) := q^{-2s} I_s,$$

\footnote{In [KS97, Eq. (6.3.68)] a factor $+1/2$ should be replaced by $+1$, this is done in our formulas.}
Define $\chi_0 := -qf k$, $\chi_0 := \frac{ef - q^2fe}{\sqrt{2|q|}}$ and $\chi_1 := qek$. Denote $X_j := \lambda^{-1} \chi_j$ for $j = -1, 0, 1$. Moreover write $\hat{X}_{-1} := \hat{\lambda}^{-1} f k$, $\hat{X}_0 := \hat{\lambda}^{-1} k^2$ and $\hat{X}_1 := \hat{\lambda}^{-1} e k$. It can be shown that $X_j, \hat{X}_j \in l^\infty(\overline{SU}(2))$. Let $\Psi$ be the unital $C^*$-algebra in $l^\infty(\overline{SU}(2))$ generated by $c_0(\overline{SU}(2))$ and the elements $X_i, i = -1, 0, 1$. The quantum homogeneous sphere of Podleś [Pod87] is the $C^*$-algebra $C(S^2_{\overline{q}}, 0) := \Psi/c_0(\overline{SU}(2))$.

**Lemma 3.3.** The elements $\hat{X}_j$ and $X_j$ satisfy the following:

- $\mathbb{C}X_i + c_0(\overline{SU}(2)) = \mathbb{C}\hat{X}_i + c_0(\overline{SU}(2))$, (for $i = -1, 1$);
- $\mathbb{C}X_0 + c_0(\overline{SU}(2)) \subset \mathbb{C}X_0 + c_0(\overline{SU}(2));$
- $\mathbb{C}\hat{X}_0 + c_0(\overline{SU}(2)) \subset \mathbb{C}X_0 + c_0(\overline{SU}(2)).$

Here $\mathbb{C}X := \{tX : t \in \mathbb{C}\}$ denotes the complex linear span. In particular $\Psi$ equals the unital $C^*$-subalgebra of $l^\infty(\overline{SU}(2))$ generated by $\hat{X}_i, i = -1, 0, 1$ and $c_0(\overline{SU}(2))$.

**Proof.** We have

\[
\pi_s(\hat{\lambda}^{-1} \lambda) = q^{2s} \frac{(q^{2s+1} + q^{2s+1})}{(q - q^{-1})\sqrt{2|q|}} I_s + \frac{q^{4s+2}}{(q - q^{-1})\sqrt{2|q|}} I_s;
\]

\[
\pi_s(\lambda \lambda^{-1}) = q^{2s} \frac{(q - q^{-1})\sqrt{2|q|}}{q(q^{2s+1} + q^{2s+1})} I_s = (q - q^{-1})\sqrt{2|q|} I_s + (q - q^{-1})\sqrt{2|q|} \frac{-q^{4s+2}}{q^{4s+2} + 1} I_s.
\]

Write $c := (q - q^{-1})\sqrt{2|q|}$. It follows that $\hat{\lambda}^{-1} \lambda = c^{-1}a + a$ and $\lambda \lambda^{-1} = c_1 + a'$ for some $a, a' \in c_0(\overline{SU}(2))$. Therefore if $j = -1, 1$

\[
X_j = \lambda^{-1} \chi_j = (\lambda^{-1} \lambda) \lambda^{-1} \chi_j = (c_1 + a') \lambda^{-1} \chi_j = jqcX_j + jq'aX_j \in \mathbb{C}\hat{X}_j + c_0(\overline{SU}(2));
\]

\[
\hat{X}_j = \hat{\lambda}^{-1} jg^{-1} \chi_j = (\hat{\lambda}^{-1} \lambda) \lambda^{-1} jg^{-1} \chi_j = (c^{-1} + a) \lambda^{-1} jg^{-1} \chi_j
\]

\[
= c^{-1}jg^{-1}X_j + jq^{-1}aX_j \in \mathbb{C}X_j + c_0(\overline{SU}(2)).
\]

Hence for $j = -1, 1$ the statement follows. For $j = 0$ observe first that

\[
\pi_s(\lambda) \xi^a_i = \pi_s(\xi^a_i) = \frac{1}{\sqrt{2|q|}} \sqrt{|q - q^{-1}|^2}
\]

\[
\times \left(\frac{q(q^{2s+1} + q^{2s+1})}{q(q^{-1})^2(q^{2s+1} + q^{2s+1})} + \frac{q(q^{2s+1} + q^{2s+1})}{q(q^{-1})^2(q^{2s+1} + q^{2s+1})} \right) \xi^a_i
\]

\[
= \pi_s(\lambda) \xi^a_i = 1 + \frac{q(q^{-2} - q^2)\sqrt{2|q|}}{(q^{-1} + q)(q - q^{-1})^2} \xi^a_i.
\]

Thus $\chi_0 = -\lambda + \frac{q\sqrt{2|q|}}{q - q^{-1}} k^2$. Hence

\[
X_0 = -1 + \lambda^{-1} \frac{q\sqrt{2|q|}}{q - q^{-1}} k^2 = -1 + \frac{q\sqrt{2|q|}}{q - q^{-1}} \lambda^{-1} \hat{\lambda}^{-1} k^2 = -1 + \frac{q\sqrt{2|q|}}{q - q^{-1}} (c_1 + a') \hat{X}_0;
\]

\[
X_1 = \lambda^{-1} \chi_1 = (\lambda^{-1} \lambda) \chi_1 = jcq \hat{X}_1 + jq'aX_1 \in \mathbb{C}X_1 + c_0(\overline{SU}(2));
\]

\[
\hat{X}_1 = \hat{\lambda}^{-1} jg^{-1} \chi_1 = (\hat{\lambda}^{-1} \lambda) \chi_1 = (c^{-1} + a) \chi_1
\]

\[
= c^{-1} jg^{-1} \hat{X}_1 + jq^{-1}aX_1 \in \mathbb{C}X_1 + c_0(\overline{SU}(2)).
\]
3 CONVERGENCE TO THE BOUNDARY FOR SU_q(2)

\[ \hat{X}_0 = \hat{\chi}^{-1}k^2 = \left( \frac{q - q^{-1}}{q\sqrt{|2q|}} \right) \left( \frac{q\sqrt{|2q|} - q^{-1}}{q - q^{-1}} \right) \lambda^{-1} k^2 \]

\[ = \left( \frac{q - q^{-1}}{q\sqrt{|2q|}} (c^{-1} - 1 + a) \right) \left( \frac{q\sqrt{|2q|} - q^{-1}}{q - q^{-1}} \right) \lambda^{-1} k^2 \]

\[ = \frac{q - q^{-1}}{q\sqrt{|2q|}} c^{-1} + \frac{q - q^{-1}}{q\sqrt{|2q|}} c^{-1} \lambda^{-1} \left( -\lambda + \frac{q\sqrt{|2q|}}{q - q^{-1}} k^2 \right) + a\lambda^{-1} k^2 \]

\[ = \frac{q - q^{-1}}{q\sqrt{|2q|}} c^{-1} + \frac{q - q^{-1}}{q\sqrt{|2q|}} c^{-1} X_0 + a\lambda^{-1} k^2, \]

which proves the statement for \( j = 0 \).

**Theorem 3.4** ([NT04, Thm. 4.1, 4.10]). Assume that \( \mu \) is a generating and transient probability measure on \( \frac{1}{2} \mathbb{Z}_+ \) with finite mean, that is \( \sum_{n=0}^{\infty} \mu(s) < \infty \). Then the Martin compactification \( \hat{M}(SU_q(2), \mu) \) of \( SU_q(2) \) with respect to \( \mu \) equals \( \Psi \) and thus the Martin boundary is isomorphic to \( C(S^2_{\mathbb{R}_q,0}) \).

### 3.2 Regularity

Let \( \mu = \sum_{t \in \frac{1}{2}(\mathbb{Z}^2)} \mu_t \delta_t \) be a probability measure on \( \frac{1}{2} \mathbb{Z}_+ \). We form the infinite tensor product with respect to the state \( \phi_{\mu} \)

\[ \bigotimes_{n=-\infty}^{-1} (L^\infty(SU_q(2)), \phi_{\mu}). \]  

(3.3)

Recall that the state \( \phi_{\mu}^{\infty} \) given by

\[ \phi_{\mu}^{\infty} (\cdots 1 \otimes 1 \otimes x_n \otimes \cdots \otimes x_1) := \phi_{\mu}(x_n) \cdots \phi_{\mu}(x_1) \]

is faithful on the infinite tensor product (3.3).

**Proposition 3.5.** There exists a constant \( C > 0 \) such that the elements \( \hat{X}_i \) satisfy the estimate

\[ \|1_{\frac{1}{2}} \otimes \pi_s(\hat{X}_i) - (\pi_{\frac{1}{2}} \otimes \pi_s)\Delta(\hat{X}_i)\|_{\phi_{\mu}^{\infty} \otimes \phi_{\mu}} \leq C d_s^{-1}. \]

for every \( s \in \frac{1}{2} \mathbb{Z}_+ \).

**Proof.** To shorten the notation slightly, write

\[ a_{\pm,i}^{\pm} := C_q \left( \frac{1}{2}, s - \frac{1}{2}, i \pm \frac{1}{2}, i \pm \frac{1}{2} \right); \quad a_{\pm,i}^{-} := C_q \left( \frac{1}{2}, s - \frac{1}{2}, i, i \pm \frac{1}{2} \right), \]  

(3.4)

so that \( \xi_{\pm,i}^{\pm} \otimes \xi^s_i = a_{\pm,i}^{\pm} \xi_{\mp,k}^{\pm} \otimes a_{\pm,i}^{\pm} \xi_{\pm,k}^{\pm} \). Recall that \( (\xi^s_i, \xi^s_i) = \delta_{s,i} \delta_{i,j} \). We compute

\[ d_s(\phi_{\frac{1}{2}} \otimes \phi_{\pi_s}(\hat{X}_0)^* (\pi_{\frac{1}{2}} \otimes \pi_s)(\Delta(\hat{X}_0))) \]

\[ = (\text{Tr}_{\frac{1}{2}} \otimes \text{Tr}_s)(q^{s \pi} (\pi_{\frac{1}{2}} \otimes \pi_s)(\Delta(\hat{X}^{-1}))(k^2 \otimes k^2)(\rho^{-1} \otimes \rho^{-1})) \]

\[ = q^{2 s}(\text{Tr}_{\frac{1}{2}} \otimes \text{Tr}_s)((\pi_{\frac{1}{2}} \otimes \pi_s)(\Delta(\hat{X}^{-1}))(k^2 \otimes k^2)) \]

\[ = q^{2 s} \sum_{j \in \{ \frac{1}{2}, -\frac{1}{2}, \frac{1}{2}, -\frac{1}{2} \} \atop i \in \{ -s, -s+1, \ldots, s \}} \langle (\pi_{\frac{1}{2}} \otimes \pi_s)(\Delta(\hat{X}^{-1}))(\xi^s_j \otimes \xi^s_j, (\pi_{\frac{1}{2}} \otimes \pi_s)(\Delta(\hat{X}^{-1}))(\xi^s_j \otimes \xi^s_j) \rangle \]

\[ = q^{2 s} \sum_{j \in \{ \frac{1}{2}, -\frac{1}{2}, \frac{1}{2}, -\frac{1}{2} \} \atop i \in \{ -s, -s+1, \ldots, s \}} q^{-4 j - 4 i} \langle (\pi_{\frac{1}{2}} \otimes \pi_s)(\Delta(\hat{X}^{-1}))(\xi^s_j \otimes \xi^s_j, (\pi_{\frac{1}{2}} \otimes \pi_s)(\Delta(\hat{X}^{-1}))(\xi^s_j \otimes \xi^s_j) \rangle \]

22
\[
q^{2s} \sum_{\pm, i} q^{-6i+2} \langle (\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{\lambda}^{-1})) \xi_{\pm, i}^\pm, \xi_{\pm, i}^\pm \otimes \xi_s^s \rangle \\
= q^{2s} \sum_{\pm, i} q^{-6i+2} \left\langle a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm + a_{\pm, i, \pi_s^{-1/2}}^{-1} \pi_s^{-1/2} \xi_{\pm, i}^\pm, a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm + a_{\pm, i, \pi_s^{-1/2}}^{-1} \pi_s^{-1/2} \xi_{\pm, i}^\pm \right\rangle \\
= q^{2s} \sum_{\pm, i} q^{-6i+2} \left\langle a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm, a_{\pm, i, \pi_s^{-1/2}}^{-1} \pi_s^{-1/2} \xi_{\pm, i}^\pm, a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm + a_{\pm, i, \pi_s^{-1/2}}^{-1} \pi_s^{-1/2} \xi_{\pm, i}^\pm \right\rangle \\
= q^{4s} \sum_{\pm, i} q^{-6i+2} \left( a_{\pm, i, \pi_s^{1/2}}^1 a_{\pm, i, \pi_s^{-1/2}}^{-1} + q^{2s-1} a_{\pm, i, \pi_s^{1/2}}^1 a_{\pm, i, \pi_s^{-1/2}}^{-1} \right) \\
= q^{4s} \sum_{\pm, i} q^{-6i+2} \left( q(a_{\pm, i, \pi_s^{1/2}}^1)^2 + q^{-1}(a_{\pm, i, \pi_s^{-1/2}}^{-1})^2 \right) \\
= q^{4s} \sum_{i \in \{-s, \ldots, -s-1, s\}} q^{-6i+2} \left( qq(\mp s+1) \frac{|s \pm i + 1|_q}{[2s + 1]_q} + q^{-1}q(q \pm s+1) \frac{|s \mp i|_q}{[2s + 1]_q} \right).
\tag{3.5}
\]

It is a standard result that for a positive linear functional \(\omega\) it holds that \(\omega(a^*) = \overline{\omega(a)}\). Clearly \(\varphi_s\) is positive, hence
\[
\varphi_s(ab) = \overline{\varphi_s(b^*a^*)}.
\tag{3.6}
\]

Since \(\hat{X}_0\) is self-adjoint and (3.5) is real-valued we see
\[
d_{\frac{1}{2}} d_s(\varphi_{\pi_\pm} \otimes \varphi_s)((\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{X}_0))^*(1_\pi \otimes \pi_s(\hat{X}_0))) \\
= q^{4s} \sum_{i \in \{-s, \ldots, -s-1, s\}} q^{-6i+2} \left( qq(\mp s+1) \frac{|s \pm i + 1|_q}{[2s + 1]_q} + q^{-1}q(q \pm s+1) \frac{|s \mp i|_q}{[2s + 1]_q} \right).
\]

Similarly using that \(\hat{\lambda}\) is central gives
\[
d_{\frac{1}{2}} d_s(\varphi_{\pi_\pm} \otimes \varphi_s)((\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{X}_0))^*(\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{X}_0))) \\
= (\text{Tr}_{\pi_\pm} \otimes \text{Tr}_s)((\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{\lambda}^{-2}k^4)(\rho^{-1} \otimes \rho^{-1}))) \\
= (\text{Tr}_{\pi_\pm} \otimes \text{Tr}_s)((\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{\lambda}^{-2})(k^6 \otimes k^6)))) \\
= \sum_{i \in \{-s, \ldots, -s-1, s\}} \langle (\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{\lambda}^{-2})(k^6 \otimes k^6)) \xi_{\pm, i}^\pm, \xi_{\pm, i}^\pm \otimes \xi_s^s \rangle \\
= \sum_{i \in \{-s, \ldots, -s-1, s\}} q^{-6i+3} \left\langle (\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{\lambda}^{-2}))(\xi_{\pm, i}^\pm \otimes \xi_s^s) \right\rangle \\
= \sum_{i \in \{-s, \ldots, -s-1, s\}} q^{-6i+3} \left\langle a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm + a_{\pm, i, \pi_s^{-1/2}}^{-1} \pi_s^{-1/2} \xi_{\pm, i}^\pm, a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm + a_{\pm, i, \pi_s^{-1/2}}^{-1} \pi_s^{-1/2} \xi_{\pm, i}^\pm \right\rangle \\
= \sum_{i \in \{-s, \ldots, -s-1, s\}} q^{-6i+3} \left\langle a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm + q^{(4s+2)} a_{\pm, i, \pi_s^{1/2}}^1 \pi_s^{1/2} \xi_{\pm, i}^\pm \right\rangle \\
= q^{4s} \sum_{i \in \{-s, \ldots, -s-1, s\}} q^{-6i+3} \left( q^2 q(\mp s+1) \frac{|s \pm i + 1|_q}{[2s + 1]_q} + q^{-2} q(q \pm s+1) \frac{|s \mp i|_q}{[2s + 1]_q} \right).
\]

Last using that
\[
1 = \langle \xi_{\pm, i}^\pm \otimes \xi_s^s, \xi_{\pm, i}^\pm \otimes \xi_s^s \rangle = (a_{\pm, i, \pi_s^{1/2}}^1 \xi_{\pm, i}^\pm + a_{\pm, i, \pi_s^{-1/2}}^{-1} \xi_{\pm, i}^\pm, a_{\pm, i, \pi_s^{1/2}}^1 \xi_{\pm, i}^\pm + a_{\pm, i, \pi_s^{-1/2}}^{-1} \xi_{\pm, i}^\pm) = (a_{\pm, i, \pi_s^{1/2}}^1)^2 + (a_{\pm, i, \pi_s^{-1/2}}^{-1})^2
\]
gives
\[
d_{\frac{1}{2}} d_s(\varphi_{\pi_\pm} \otimes \varphi_s)((1_\pi \otimes \pi_s(\hat{X}_0))^*(1_\pi \otimes \pi_s(\hat{X}_0))) \\
= (\text{Tr}_{\pi_\pm} \otimes \text{Tr}_s)((\pi_\pm \otimes \pi_s)(\hat{\Delta}(\hat{\lambda}^{-2}k^4)(\rho^{-1} \otimes \rho^{-1})))
\]
Combining these four calculations yields

\[ \sum_{s, i} \left( (\pi_\frac{1}{2} \otimes \pi_s(\hat{X}_0) - (\pi_\frac{1}{2} \otimes \pi_s)(\hat{\Delta}(\tilde{X}_0)))^* (1_2 \otimes \pi_s(\tilde{X}_0) - (\pi_\frac{1}{2} \otimes \pi_s)(\hat{\Delta}(\tilde{X}_0))) \right) \]

\[ = q^{4s} \sum_{s, i} \left( (\pi_\frac{1}{2} \otimes \pi_s(\hat{\Delta}(\tilde{X}_0)))^* (1_2 \otimes \pi_s(\tilde{X}_0)) \right) \]

\[ = q^{4s} \sum_{s, i} \left( q^{(-6i+1)} (q^{(\pi+s+1)} \frac{s \pm i + 1}{[2s+1]q} + q^{(\pi+s+i+1)} \frac{s \mp i}{[2s+1]q}) \right) \]

which proves the result for \( \tilde{X}_0 \). In fact this estimate is stronger than stated in the proposition, but
we will not need that.

We deal with $\tilde{X}_1$ in an analogous way, however the estimates become slightly more involved, because the $\xi_a^*$ are no longer eigenvectors for $\pi_s(e)$ and $\pi_s(f)$. The calculations for $\tilde{X}_{-1}$ are similar and are omitted. First we calculate

\[
d_s d_s(\pi_s(\tilde{X}_1^* \tilde{X}_1)) = \text{Tr}_s \left( \pi_s(\tilde{\lambda}^{-1} k \tilde{f} \tilde{\lambda}^{-1} e k) \pi_s(\rho^{-1}) \right)
= \text{Tr}_s \left( \pi_s(\tilde{\lambda}^{-2} f e k^4) \right)
= q^{4s} \sum_{i=-s}^{s} \langle \pi_s(f e k^4) \xi_i^*, \xi_i^* \rangle
= q^{4s} \sum_{i=-s}^{s} q^{-4i} (\lfloor s+i \rfloor_q \lfloor s-i+1 \rfloor_q) \tilde{\tau} (\lfloor s-(i-1) \rfloor_q \lfloor s+(i-1) \rfloor_q) \tilde{\tau} (\xi_i^*, \xi_i^*)
= q^{4s} \sum_{i=-s}^{s} q^{-4i} (\lfloor s+i \rfloor_q \lfloor s-i+1 \rfloor_q)
= \frac{q^{4s}}{(q-q^{-1})^2} \sum_{i=-s}^{s} q^{-4i} (q^{s+i} - q^{-s-i}) (q^{s+i+1} - q^{-s+i-1})
= \frac{q^{4s}}{(q-q^{-1})^2} \sum_{i=-s}^{s} q^{-4i} (q^{2s+1} + q^{-2s-1} - q^{2i-1} - q^{-2i+1})
= \frac{q^{4s}}{(q-q^{-1})^2} \left( (q^{2s+1} + q^{-2s-1}) \sum_{i=-s}^{s} q^{-4i} - q^{-1} \sum_{i=-s}^{s} q^{2i} - q \sum_{i=-s}^{s} q^{-6i} \right)
= \frac{q^{4s}}{(q-q^{-1})^2} \left( (q^{2s+1} + q^{-2s-1}) \lfloor 2s+1 \rfloor_q q^2 - q^{-1} \lfloor 2s+1 \rfloor_q - q \lfloor 2s+1 \rfloor_q^3 \right).
\]

This gives

\[
d_s d_s(\varphi_s \otimes \pi_s)((1_s \otimes \pi_s(\tilde{X}_1))^* (1_s \otimes \pi_s(\tilde{X}_1)))
= q^{4s} \frac{q+q^{-1}}{(q-q^{-1})^2} \left( (q^{2s+1} + q^{-2s-1}) \lfloor 2s+1 \rfloor_q q^2 - q^{-1} \lfloor 2s+1 \rfloor_q - q \lfloor 2s+1 \rfloor_q^3 \right).
\]

Using (3.7) for $s \pm \frac{1}{2}$ instead of $s$ we also get

\[
d_s d_s(\varphi_s \otimes \pi_s)((1_s \otimes \pi_s(\tilde{X}_1))^* (1_s \otimes \pi_s(\tilde{X}_1)))
= (\text{Tr}_s \otimes \text{Tr}_s)((\pi_s \otimes \pi_s)(\tilde{\Delta}(\tilde{\lambda}^{-1} e k)^* \tilde{\Delta}(\tilde{\lambda}^{-1} e k)))
= (\text{Tr}_s \otimes \text{Tr}_s)((\pi_s \otimes \pi_s)(\tilde{\Delta}(\tilde{\lambda}^{-2} f e k^4)))
= \text{Tr}_s \sum_{i=-s}^{s} (\pi_{s+i} \otimes \pi_{s-i}) (\tilde{\lambda}^{-2} f e k^4)
= q^{4s-1} \frac{q+q^{-1}}{(q-q^{-1})^2} \left( (q^{2s} + q^{-2s}) \lfloor 2s \rfloor_q q^2 - q^{-1} \lfloor 2s \rfloor_q - q \lfloor 2s \rfloor_q^3 \right)
+ q^{4s+2} \frac{q+q^{-1}}{(q-q^{-1})^2} \left( (q^{2s+2} + q^{-2s-2}) \lfloor 2s+2 \rfloor_q q^2 - q^{-1} \lfloor 2s+2 \rfloor_q - q \lfloor 2s+2 \rfloor_q^3 \right).
\]

Recall the abbreviations of the Clebsch–Gordan coefficients $a_{\pm,1}^+$ and $a_{\pm,1}^-$ introduced in (3.4) above. We obtain

\[
d_s d_s((1_s \otimes \pi_s(\tilde{X}_1))^* (1_s \otimes \pi_s(\tilde{X}_1)))
= (\text{Tr}_s \otimes \text{Tr}_s)((1_s \otimes \pi_s(\tilde{\lambda}^{-1} e k))^* (1_s \otimes \pi_s(\tilde{\lambda}^{-1} e k)))
\]
\[ (\text{Tr}_q \otimes \text{Tr}_s)(q^{2s} (\pi_q \otimes \pi_s)((1 \otimes k f) \Delta (\lambda^{-1} e)(k^3 \otimes k^3))) \]

\[ = q^{2s} \sum_{i \in \{-s, \ldots, -1, s\}} \langle (\pi_q \otimes \pi_s)((1 \otimes k f) \Delta (\lambda^{-1} e)(k^3 \otimes k^3)) \xi_{\pm}^s \otimes \xi_i^s, \xi_{\pm}^s \otimes \xi_i^s \rangle \]

\[ = q^{2s} \sum_{\pm, i} q^{\frac{7}{2}} q^{-3i} \langle (\pi_q \otimes \pi_s)(\Delta (\lambda^{-1} e)) \xi_{\pm}^s \otimes \xi_i^s, (\pi_q \otimes \pi_s)(1 \otimes ek) \xi_{\pm}^s \otimes \xi_i^s \rangle \]

\[ = q^{2s} \sum_{\pm, i} q^{\frac{7}{2}} q^{-3i} q^{-i} ([s + i]_q[s - i + 1]_q)^{\frac{3}{2}} \langle (\pi_q \otimes \pi_s)(\Delta (\lambda^{-1} e)) \xi_{\pm}^s \otimes \xi_i^s, \xi_{\pm}^s \otimes \xi_i^s \rangle \]

\[ = q^{2s} \sum_{\pm, i} q^{\frac{7}{2}} q^{-4i} ([s + i]_q[s - i + 1]_q)^{\frac{3}{2}} \]

\[ \times \langle a_{\pm, i}^{\frac{3}{2}} q^{2s+1} ([s + \frac{1}{2} + i \pm \frac{1}{2}]_q[s + \frac{1}{2} - i \mp \frac{1}{2} + 1]_q)^{\frac{3}{2}} q^{s+\frac{3}{2}} \xi_{s-\frac{1}{2}-1} \]

\[ + q^{-\frac{1}{2}} q^{2s-1} ([s - \frac{1}{2} + i \mp \frac{1}{2}]_q[s - \frac{1}{2} - i \pm \frac{1}{2} + 1]_q)^{\frac{3}{2}} q^{s-\frac{3}{2}} a_{s-\frac{1}{2}+1}a_{s-\frac{1}{2}-1} \]

\[ = q^{2s} \sum_{\pm, i} q^{\frac{7}{2}} q^{-4i} \left(q([s + i]_q[s - i + 1]_q[s + i + \frac{1}{2} \pm \frac{1}{2}]_q[s - i + \frac{3}{2} + \frac{1}{2}]_q) \xi_{s-\frac{1}{2}+1} + q^{-\frac{1}{2}} q^{2s-1} \right) \]

\[ \times q^{\frac{1}{2} (\mp s + i)} \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} q^{\frac{1}{2} (\pm s + i - 1)} \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} \\
+ q^{-\frac{1}{2}} \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} q^{\frac{1}{2} (\pm s + i - 1)} \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} \]

\[ = q^{2s} \sum_{\pm, i} q^{\frac{7}{2}} q^{-4i} \left(q([s + i]_q[s - i + 1]_q[s + i + \frac{1}{2} \pm \frac{1}{2}]_q[s - i + \frac{3}{2} + \frac{1}{2}]_q) \xi_{s-\frac{1}{2}+1} + q^{-\frac{1}{2}} q^{2s-1} \right) \]

\[ \times \frac{q^{\frac{1}{2} (\mp s + i)}}{2s + 1}_q \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} q^{\frac{1}{2} (\pm s + i - 1)} \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} \]

\[ = q^{2s} \sum_{\pm, i} q^{\frac{7}{2}} q^{-4i} \left(q([s + i]_q[s - i + 1]_q[s + i + \frac{1}{2} \pm \frac{1}{2}]_q[s - i + \frac{3}{2} + \frac{1}{2}]_q) \xi_{s-\frac{1}{2}+1} + q^{-\frac{1}{2}} q^{2s-1} \right) \]

\[ \times \frac{q^{\frac{1}{2} (\mp s + i)}}{2s + 1}_q \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} q^{\frac{1}{2} (\pm s + i - 1)} \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} \]

\[ = q^{2s} \sum_{\pm, i} q^{\frac{7}{2}} q^{-4i} \left(q([s + i]_q[s - i + 1]_q[s + i + \frac{1}{2} \pm \frac{1}{2}]_q[s - i + \frac{3}{2} + \frac{1}{2}]_q) \xi_{s-\frac{1}{2}+1} + q^{-\frac{1}{2}} q^{2s-1} \right) \]

\[ \times \frac{q^{\frac{1}{2} (\mp s + i)}}{2s + 1}_q \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} q^{\frac{1}{2} (\pm s + i - 1)} \left( \frac{s + i + 1 + 1}{2s + 1}_q \right)^{\frac{3}{2}} \]
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\[ q^* \sum_{i} q^{-4i[s + i]_q}[s - i + 1]_q \left( q^{-2}q[s + i + 1]_qq^{-s+i-\frac{1}{2}} + q^2q[s - i + 2]_qq^{s+i-\frac{1}{2}} + q^{-1}q(s - i)_qq^{s+i-\frac{1}{2}} + q^2q^{-1}[s + i - 1] qq^{s+i-\frac{1}{2}} \right) \]

\[ = \frac{q^4}{ds} \sum_{i} q^{-4i[s + i]_q}[s - i + 1]_q \left( [s + i + 1]_qq^{-s+i-1} + [s - i + 2]_qq^{s+i+2} + [s - i] qq^{s+i-2} + [s + i - 1] qq^{s+i-1} \right) \]

\[ = \frac{q^4}{ds} \sum_{i} q^{-4i[s + i]_q}[s - i + 1]_q \left( q[s + i + 1 + s - i + 2]_q + q^{-1}[s - i + s - i + 1]_q \right) \]

\[ = \frac{q^4}{ds} \sum_{i} q^{-4i[s + i]_q}[s - i + 1]_q \left( [2s + 1]_q - q^{-1}[2s + 1]_q - q[2s + 1]_q - q^{-1}[2s + 1]_q \right) \]

where we used in the last third line that \( q^m[n]_q + q^{-m}[n]_q = [m + n]_q \) and in the last line (3.8). Since this expression is real-valued, by (3.6) it follows that also

\[ d_{\mathcal{A}} \varphi \left( (\pi_\mathcal{A} \otimes \pi_\mathcal{B}) (\hat{\Delta}(\hat{X}_1)) \right) \]

\[ = q^4 \frac{[2s + 3]_q + q^{-1}[2s - 1]_q}{[2s + 1]_q(q - q^{-1})^2} \left( q^{s+1} + q^{-2s-1} \right) \]

Adding these four terms shows that \( \hat{X}_1 \) satisfies the required estimated. Indeed, using the asymptptic behaviour of the q-numbers (cf. Lemma 2.13) gives

\[ d_{\mathcal{A}} \varphi \left( (\pi_\mathcal{A} \otimes \pi_\mathcal{B}) (\hat{\Delta}(\hat{X}_1)) \right) \]

\[ = q^4 \frac{[2s + 3]_q + q^{-1}[2s - 1]_q}{[2s + 1]_q(q - q^{-1})^2} \left( q^{s+1} + q^{-2s-1} \right) \]

\[ = \frac{q^4}{(q - q^{-1})^2} \left( q + q^{-1} \right) \left( O(q^{-4s}) + q^{2s+1} - q^{2s} - q^{-2s} - O(q^{-2s}) + O(q^{6s}) - q^{-6s-3} \right) \]

\[ + q^{-2}(O(q^{-4s}) + q^{-2s} - q^{-4s} \frac{q^{-4s}}{q^2 - q^{-2}} - O(q^{-4s}) - O(q^{6s}) - q^{-6s} \frac{q^{-6s}}{q^2 - q^{-2}}) \]

\[ + q^2(O(q^{-4s}) + q^{-2s} - q^{-4s} \frac{q^{-4s}}{q^2 - q^{-2}} - O(q^{-4s}) - q^{-6s} \frac{q^{-6s}}{q^2 - q^{-2}} - 2(q^{-2}(1 + O(q^{4s}))) \]

\[ \times \left( O(q^{-4s}) + q^{-2s-1} - q^{-4s} \frac{q^{-4s}}{q^2 - q^{-2}} + O(q^{-4s}) + O(q^{6s}) - q^{-6s-3} \frac{q^{-6s-3}}{q^2 - q^{-2}} \right) \]

\[ = \frac{q^4}{(q - q^{-1})^2} \left( q + q^{-1} \right) \left( -q^{6s-3} \frac{q^{6s-3}}{q^2 - q^{-2}} + q^{6s-2} \frac{q^{6s-2}}{q^2 - q^{-2}} + q^{6s-1} \frac{q^{6s-1}}{q^2 - q^{-2}} + q^{6s} \frac{q^{6s}}{q^2 - q^{-2}} + \frac{q^{-6s-3}}{q^2 - q^{-2}} + 2(q + q^{-1})(1 + O(q^{4s}))(\frac{q^{6s-3}}{q^2 - q^{-2}} - \frac{q^{-6s-2}}{q^2 - q^{-2}}) \right) \]
\[ \frac{q^{4s}}{(q - q^{-1})^2} (O(q^{-2s}) + O(q^{-4s})) = O(1), \]
which proves the claim for \( \tilde{X}_1 \).

**Lemma 3.6.** Let \( C > 0, x \in l^\infty(SU_q(2)) \) and \( \mu = \sum_{t \in \frac{1}{2} \mathbb{Z}_+} \mu_t \delta_t \) be a probability measure on \( \frac{1}{2} \mathbb{Z}_+ \). Denote \( U = \bigoplus_{t \in \text{supp}(\mu)} U_t \). Assume that the element \( x \) satisfies the estimate

\[ \|1_{\frac{1}{2}} \otimes \pi_s(x) - (\pi_U \otimes \pi_s)\hat{\Delta}(x)\|_{\varphi_1 \otimes \varphi_s}^2 \leq C d_s^{-1} \]

for every \( s \in \frac{1}{2} \mathbb{Z}_+ \), then the inequality

\[ \|1_U \otimes \pi_s(x) - (\pi_U \otimes \pi_s)\hat{\Delta}(x)\|_{\varphi_1 \otimes \varphi_s}^2 \leq C d_s^{-1} \left( \frac{[2]_q}{\sqrt{[2]_q}} - \frac{1}{2} \right)^2 \sum_{t \in \frac{1}{2} \mathbb{Z}_+} \mu_t \frac{d_t^{2t}}{d_t} \]

holds for every \( s \in \frac{1}{2} \mathbb{Z}_+ \).

**Proof.** Let \( x \in l^\infty(SU_q(2)) \) satisfying (3.9). We start with the following estimate

\[ \|1_{\frac{1}{2}} \otimes \cdots \otimes 1_{\frac{1}{2}} \otimes (\pi_s \otimes \cdots \otimes \pi_s)\hat{\Delta}^k(x) \]

\[ = \|1_{\frac{1}{2}} \otimes \cdots \otimes 1_{\frac{1}{2}} \otimes (\pi_s \otimes \cdots \otimes \pi_s)\hat{\Delta}^k-1(x)\|_{\varphi_1 \otimes \varphi_s}^2 \]

\[ = \|\pi_s \otimes \cdots \otimes \pi_s(\Delta(x) - 1_{\frac{1}{2}} \otimes \hat{\Delta}^k-1(x))\|_{\varphi_1 \otimes \varphi_s}^2 \]

\[ = (\pi_s \otimes \pi_s)(\Delta(x) - 1_{\frac{1}{2}} \otimes \hat{\Delta}^k-1(x)) \]

Here we used (3.2) to obtain a bound on the sum of the multiplicities. Now let \( t \in \frac{1}{2} \mathbb{Z}_+ \). Then the representation \( \pi_t \) embeds into \( (\pi_{\frac{1}{2}})^{\otimes 2t} \) with multiplicity 1. Therefore for any positive element \( y \) it holds

\[ d_t \frac{d_t}{d_t^{2t}} \varphi_t(y) \leq \sum_{t \in \mathbb{Z}_+} m_{\frac{1}{2} \otimes t} \frac{d_t}{d_t^{2t}} \varphi_r(y) = (\varphi_{\frac{1}{2}})^{2t}(y). \]
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Combining this with the previous estimate we obtain
\[
\|1_U \otimes \pi_s(x) - (\pi_U \otimes \pi_s)\hat{\Delta}(x)\|_{\varphi_{\nu} \otimes \varphi_s}^2 \\
\leq \frac{(d_y)^{2t}}{d_t} \|1_{\frac{1}{2}} \otimes \cdots \otimes 1_{\frac{1}{2}} \otimes \pi_s(x) - (\pi_{\frac{1}{2}} \otimes \cdots \otimes \pi_{\frac{1}{2}} \otimes \pi_s) (\hat{\Delta}^{2t-1} \otimes I) \hat{\Delta}(x)\|_{\varphi_{\frac{1}{2}} \otimes \cdots \otimes \varphi_{\frac{1}{2}} \otimes \varphi_s}^2 \\
\leq \frac{(d_y)^{2t}}{d_t} \left( \|1_{\frac{1}{2}} \otimes \cdots \otimes 1_{\frac{1}{2}} \otimes \pi_s(x) - 1_{\frac{1}{2}} \otimes \cdots \otimes 1_{\frac{1}{2}} \otimes (\pi_{\frac{1}{2}} \otimes \pi_s)\hat{\Delta}(x)\|_{\varphi_{\frac{1}{2}} \otimes \cdots \otimes \varphi_{\frac{1}{2}} \otimes \varphi_s} + \cdots \\
+ \|((\pi_{\frac{1}{2}} \otimes \cdots \otimes \pi_{\frac{1}{2}} \otimes \pi_s)\hat{\Delta}^{2t-1}(x)) - (\pi_{\frac{1}{2}} \otimes \cdots \otimes \pi_{\frac{1}{2}} \otimes \pi_s)\hat{\Delta}^{2t}(x)\|_{\varphi_{\frac{1}{2}} \otimes \cdots \otimes \varphi_{\frac{1}{2}} \otimes \varphi_s} \right)^2 \\
\leq \frac{(d_y)^{2t}}{d_t} \left( (Cd_s^{-1})^{1/2} + \left( C\left( \frac{2}{d_y}\right)d_s^{-1}\right)^{1/2} + \cdots + \left( C\left( \frac{2}{d_y}\right)\right)^{2t-1} \right)^2 \\
\leq C \frac{(d_y)^{2t}}{d_t} \left( \sum_{n=0}^{\infty} \left( \frac{2}{2q} \right)^n \right)^2 \\
= C \frac{(d_y)^{2t}}{d_t} \left( \frac{1}{1 - \frac{2}{2q}} \right)^2 \\
= C \frac{(d_y)^{2t}}{d_t} \left( \frac{2}{2q} \right) \\
= C \frac{(d_y)^{2t}}{d_t} \left( \frac{2}{2q} \right).
\]
(3.10)

Since
\[
\|1_U \otimes \pi_s(x) - (\pi_U \otimes \pi_s)\hat{\Delta}(x)\|_{\varphi_{\nu} \otimes \varphi_s}^2 = \sum \mu \|1_U \otimes \pi_s(x) - (\pi_U \otimes \pi_s)\hat{\Delta}(x)\|_{\varphi_{\nu} \otimes \varphi_s}^2,
\]
the proof is complete.

\[\square\]

**Corollary 3.7.** Let \(C > 0\), \(x \in l^\infty(SU_q(2))\) and \(\mu = \sum_{t \in \frac{1}{2}Z_+} \mu(t)\delta_t\) be a probability measure on \(\frac{1}{2}Z_+\). Assume that \(\sum \mu(1 + q^2)^{2t} < \infty\) and that the element \(x\) satisfies estimate (3.9) for every \(s \in \frac{1}{2}Z_+\), then there exists a constant \(C'\) independent of \(n\) such that
\[
\|j_n(x) - j_{n+1}(x)\|_{\varphi_{\nu}^n}^2 \leq C' \left( \sum_{r \in \frac{1}{2}Z_+} \mu(r) \left( \frac{\dim(U_r)}{d_r} \right) \right)^n.
\]

In particular if \(\text{supp}(\mu) \neq \{0\}\), then
\[
\sum_{n=0}^{\infty} \|j_n(x) - j_{n+1}(x)\|_{\varphi_{\nu}^n}^2 < \infty.
\]

**Proof.** For \(n \geq 1\) it holds that
\[
\frac{2}{q - 1} q^n \leq \frac{1}{|n|} \leq q^n(q - q^{-1}).
\]
Also \(\sum \mu(1 + q^2)^{2t} = \sum \mu(t(1 + q^2)^{2t})\). So \(\sum \mu(t)^{2t} < \infty\) if and only if \(\sum \mu(1 + q^2)^{2t} \leq \infty\). Use Lemma 3.6 and the decomposition of \(\varphi_n^\mu\) using the constants \(c_{n,s}(\mu)\) (see (2.17)) to obtain the following chain of inequalities:
\[
\|j_n(x) - j_{n+1}(x)\|_{\varphi_{\nu}^n}^2 = \|1 \otimes \hat{\Delta}^{n-1}(x) - \hat{\Delta}^n(x)\|_{\varphi_{\nu}^{n+1}}^2 \\
= \|1 \otimes x - \hat{\Delta}(x)\|_{\varphi_{\nu} \otimes \varphi_s}^2 \\
= \sum_{s \in \frac{1}{2}Z_+} c_{n,s}(\mu)\|1 \otimes x - \hat{\Delta}(x)\|_{\varphi_{\nu,\otimes \varphi_s}}^2.
\]
\[ \leq \sum_{s \in \frac{1}{2} \mathbb{Z}^+} c_{n,s}(\mu) C d_s^{-1} \left( \sqrt{|2q| - \sqrt{2}} \right)^2 \left( \sum_{t \in \frac{1}{2} \mathbb{Z}^+} \mu_t \left( \frac{d_{\frac{1}{2}}}{d_t} \right)^{2t} \right) \]

\[ \leq C \left( \sqrt{|2q| - \sqrt{2}} \right)^2 \left( \sum_{t \in \frac{1}{2} \mathbb{Z}^+} \mu_t \left( \frac{d_{\frac{1}{2}}}{d_t} \right)^{2t} \right) \left( \sum_{r \in \frac{1}{2} \mathbb{Z}^+} \mu(r) \frac{\dim(U_r)}{d_r} \right)^n. \]

This proves the first part of the corollary. Write \( d := \sum_r \mu(r) \frac{\dim(U_r)}{d_r} \). If \( \text{supp}(\mu) \neq \{0\} \) the sum satisfies \( 0 < d < 1 \) and thus \( \sum_{n=0}^{\infty} d^n = \frac{1}{1-d} < \infty \).

Now it is a matter of putting everything together to prove the regularity for random walks on \( SU_q(2) \).

**Proof of the first part of Theorem 3.1.** Proposition 3.5 and Corollary 3.7 imply that for elements \( x = \tilde{X}_i, i = -1,0,1 \) the following holds

\[ \sum_{n=0}^{\infty} (\cdot \otimes \varphi_\mu \otimes \varphi_\mu) (\tilde{j}_n(x - j_{n+1}(x))^* (j_n(x) - j_{n+1}(x))) < \infty. \]

Hence \( \text{s-lim}_n j_n(x) \) exists. As \( X_0 = X_0 \) and \( \tilde{X}_{-1} = q \tilde{X}_1 \), we in fact have that \( \text{s-lim}_n j_n(x) \) exists. In other words, the elements \( \tilde{X}_i \) are \( \varphi_\mu \)-regular. By Lemma 3.3 and Theorem 3.4 the Martin boundary \( \tilde{M}(SU_q(2), \mu) \) is generated as a C*-algebra by \( c_0(SU_q(2)) \) and \( \tilde{X}_i, i = -1,0,1 \). Proposition 2.28 asserts that all elements in \( c_0(SU_q(2)) \) are \( \varphi_\mu \)-regular and that the set of regular elements forms a C*-algebra. Hence all elements in \( \tilde{M}(SU_q(2), \mu) \) are regular.

**Remark 3.8.** This proof of regularity of “functions” on the Martin compactification is fundamentally different from the proof in the classical case. There is no need to use some sort of “noncommutative stopping times” (it is even not clear what such objects should be). Due to the fact that \( 0 < q < 1 \), there is exponentially fast convergence to the boundary if the measure \( \mu \) is nice enough, this is much stronger convergence than classically. We emphasize that this proof does not work in the classical case, so not for \( q = 1 \).

## 4 Boundary convergence and monoidal equivalence

In this section we will establish that the property of boundary convergence is stable under monoidal equivalence. In [DRVV10] the authors showed how one can compute the Poisson and Martin boundary via monoidal equivalences. We will follow their approach. However, later we will tackle the same problem in a more general setting by defining boundary convergence for random walks on C*-tensor categories and showing compatibility with the definition for quantum groups (see Subsections 5.3 and 6.2 below). For this reason we will be very brief in this section and only outline the main arguments.

**Definition 4.1** ([BDRV06, Def. 3.1]). Two compact quantum groups \( G_i := (C(G_i), \Delta_i) \) \((i = 1,2)\) are said to be *monoidally equivalent* if the representation categories \( \text{Rep}(G_1) \) and \( \text{Rep}(G_2) \) are unitarily monoidally equivalent as C*-tensor categories.

The following theorem is proven in [BDRV06] the formulation is from [DRVV10, Thm. 4.2]. Since this result plays a fundamental role and we use different conventions, we recall it here for convenience.

**Theorem 4.2** ([BDRV06]). Given two monoidally equivalent compact quantum groups \( G_1 \) and \( G_2 \) together with a unitary monoidal equivalence \( \kappa : \text{Rep}(G_1) \to \text{Rep}(G_2) \), the following holds:
if Notation 4.4. In the algebraic setting, if $N$ is a unital $*$-algebra and $\alpha: \mathcal{N} \to \mathcal{C}[G_1] \otimes_{\text{alg}} \mathcal{N}$ an action, let
\[
\mathcal{B} \boxtimes^\alpha_{\text{alg}} \mathcal{N} := \{x \in \mathcal{B} \otimes \mathcal{N} : (\delta_1 \otimes \iota)(x) = (\iota \otimes \alpha)(x)\}.
\]
In the algebraic setting, if $\mathcal{N}$ is a unital $*$-algebra and $\alpha: \mathcal{N} \to \mathcal{C}[G_1] \otimes_{\text{alg}} \mathcal{N}$ an action, let
\[
\mathcal{B} \boxtimes^\alpha_{\text{alg}} \mathcal{N} := \{x \in \mathcal{B} \otimes_{\text{alg}} \mathcal{N} : (\delta_1 \otimes \iota)(x) = (\iota \otimes \alpha)(x)\}.
\]
The $C^*$-algebraic case is more involved due to technicalities with the range, see also [Voi11, §8]. We formulate it in general, but we will only need it if the $C^*$-algebra under consideration equals

---

4 Later the symbol $X$ will again be used to indicate objects in categories.
the Martin boundary or Martin compactification. Suppose $D$ is a $C^*$-algebra with an action $\alpha: D \to C(G_1) \otimes D$. Define for $s \in \text{Irr}(G_1)$ the spectral subspaces

$$K_s := \{ x \in D \otimes \hat{H}_s : (\alpha \otimes \iota)(x) = x_{13}U_{23}^s \}. $$

Denote

$$D_s := \text{span}\{x(1 \otimes \xi) : x \in K_s, \xi \in \hat{H}_s\}, \quad D := \text{span}\{D_s : s \in \text{Irr}(G_1)\}. $$

It follows that $D_s \to C[G_1]_s \otimes_{\text{alg}} D_s$ is a Hopf algebra coaction. An action $\alpha$ is called reduced if the conditional expectation onto the fixed point algebra $(\iota \otimes h)\alpha: D \to D^\theta$ is faithful. For a reduced action $\alpha: D \to C(G_1) \otimes D$ define $B \boxtimes D$ to be the norm closure of $B \boxtimes D$ in $B \otimes D$.

Proposition 4.5 below will play a crucial role to transport the convergence properties of one quantum group to a monoidal equivalent one. The result shows that all the algebraic operations can be transferred from $G_1$ to $G_2$ by means of the link algebra $B$. The construction is motivated by and can be proved in a spirit similar to [DRVV10, § 7 and § 8]; it extends their results to higher tensor powers. When defining random walks De Rijdt and Vander Vennet work with states of the form

$$\psi_s := d_s^{-1} \text{Tr}(\pi_s(\rho))$$

and slice in the right leg, while we work with $\varphi_s := d_s^{-1} \text{Tr}(\pi_s(\rho^{-1}))$ slicing in the left leg. Moreover they interchange the roles of $G_1$ and $G_2$ in the monoidal equivalence, while we do not. Therefore our maps defining the isomorphisms have a slightly different form than theirs.

**Proposition 4.5.** Let $\alpha_1$ be the adjoint action as defined by (2.15). Using the notation introduced above, the following holds for $0 \leq m \leq n - 1$:

1. $k_n: \otimes_{-n}^{-1, l} \hat{G}_2 \to B \boxtimes \otimes_{-n}^{l, l} \hat{G}_1$ is a $*$-isomorphism;
2. $k_{n+1} \circ (\iota \otimes \Delta_1 \otimes \iota^{\otimes n-m-1}) = (\iota_B \otimes \iota^{\otimes m} \otimes \Delta_1 \otimes \iota^{\otimes n-m-1}) \circ k_n$;
3. $k_{n-1} \circ (\iota^{\otimes m} \otimes \varphi_n(s) \otimes \iota^{\otimes n-m-1}) = (\iota_B \otimes \iota^{\otimes m} \otimes \varphi_s \otimes \iota^{\otimes n-m-1}) \circ k_n$;
4. $k_{n+1}(1 \otimes x) = (k_n(x))_1 \otimes 1_{\text{Irr}(G_1)} \otimes (k_n(x))_2, \ldots, n = (\iota_B \otimes 1_{\text{Irr}(G_1)} \otimes \iota^{\otimes n})(k_n(x)), \text{ if } x \in \otimes_{-n}^{l, l} \hat{G}_1$.

Suppose that $\mu$ is a probability measure on $\text{Irr}(G_1)$. Recall that the pushforward measure $\kappa_\ast(\mu)$ is defined by $\kappa_\ast(\mu)(s) := \mu(\kappa^{-1}(s))$. It is a probability measure on $\text{Irr}(G_2)$ and satisfies $\kappa(\hat{s}) = \kappa(s)$ and thus $\kappa_\ast(\mu) = \kappa_\ast(\mu)$.

**Theorem 4.6.** Suppose that $G_1$ and $G_2$ are two monoidally equivalent quantum groups with a unitary monoidal equivalence $\kappa: \text{Rep}(G_1) \to \text{Rep}(G_2)$ and that $\mu$ is a probability measure on $\text{Irr}(G_1)$. If the random walk on $G_1$ defined by $\mu$ converges to the boundary, then so does the random walk defined by $\kappa_\ast(\mu)$ on $G_2$.

**Sketch of proof.** Suppose $x \in l^\infty(\hat{G}_2)$. From Proposition 4.5 it is easy to compute that

$$\langle (\cdots \otimes \varphi_{\kappa_\ast(\mu)} \otimes \varphi_{\kappa_\ast(\mu)})(j_n(x) - j_m(x))^* (j_n(x) - j_m(x)) \rangle$$

$$= (\omega \otimes (\cdots \otimes \varphi_{\mu} \otimes \varphi_{\mu}))((\iota_B \otimes \iota)(k_1(x) - \iota_B \otimes \iota)k_1(x)) \ast ((\iota_B \otimes \iota)(k_1(x) - \iota_B \otimes \iota)k_1(x))).$$

If $y \in B \boxtimes_{\text{alg}} \hat{M}(G_1, \mu)$, then $y$ is of the form $y = \sum_{i=1}^n b_i \otimes y_i$ for some finite sum and elements $y_i \in \text{M}(\hat{G}_1, \mu)$ and $b_i \in B$. Using convergence to the boundary for $G_1$, one can show that $s^\ast \lim_n (\iota_B \otimes \iota_j)(y)$ exists. Using density this extends to all elements $y \in B \boxtimes_{\text{red}} \hat{M}(G_1, \mu)$. Since $k_1: \hat{M}(G_2, \kappa_\ast(\mu)) \to B \boxtimes_{\text{red}} \hat{M}(G_1, \mu)$ is a $*$-isomorphism (cf. [DRVV10, Thm. 10.1]) $s^\ast \lim_n j_n(x)$ exists for all $x \in \hat{M}(G_2, \kappa_\ast(\mu))$.

To prove the representation of harmonic elements first show that $k_1: H^\infty(\hat{G}_2, \kappa_\ast(\mu)) \to B \boxtimes_{\text{alg}} H^\infty(\hat{G}_1, \mu)$ is a $*$-isomorphism. Then using the identities of Proposition 4.5 and the spectral
subspaces of $H^\infty(G_2, \kappa(\mu))$ it is not hard to show that the following limits exists and equalities hold

$$
\begin{align*}
\nu_G(A_0(F_{q_1})(x)h) &= \lim_n (\varphi_{\kappa_n,\mu} \otimes \cdots \otimes \varphi_{\kappa_n,\mu})(\hat{\Delta}^n(K_{\kappa_n,\mu}(x)h)) \\
&= \lim_n (\omega \otimes \varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu})((\tau_B \otimes \hat{\Delta}^n)(k_1(K_{\kappa_n,\mu}(x)h))) \\
&= (\omega \otimes \nu_G)(k_1(x)k_1(h)) \\
&= (\omega \otimes \nu_G)(k_1(xh)) = \psi_G(xh),
\end{align*}
$$

which is the required identity.

Example 4.7. In [VDW96] the free orthogonal quantum groups were introduced. Let $n \geq 2$ and $F \in \text{GL}_n(\mathbb{C})$ be a matrix with $FF^* = \pm 1$, where $F$ is the matrix $(F)_{ij} = F_{ij}$. Define $A_0(F)$ to be the universal C*-algebra generated by elements $u_{ij}$, $1 \leq i,j \leq n$ satisfying:

$$
U = (u_{ij})_{1,\ldots,n}, \quad U = FU^cF^{-1},
$$

where $(U^c)_{ij} = u_{ij}^*$. The comultiplication is given by $\Delta(\sum_{k=1}^n u_{ik} \otimes u_{kj}$). Note that for

$$
F_q = \begin{pmatrix} 0 & -\sqrt{q} \\ \sqrt{q} & 0 \end{pmatrix}
$$

it holds $A_0(F_q) = SU_q(2)$. Also $(A_0(F_1), \Delta_1)$ is monoidally equivalent to $(A_0(F_2), \Delta_2)$ if and only if $\text{sgn}(F_1 F_1) = \text{sgn}(F_2^* F_2)$ and $\text{Tr}(F_1^* F_1) = \text{Tr}(F_2^* F_2)$ (see [BDRV06, Thm. 5.3, Cor. 5.4]). It follows that every free orthogonal quantum group $A_0(F)$ with $F \in \text{GL}_n(\mathbb{C})$ and $n \geq 2$ is monoidally equivalent to $SU_q(2)$ for some $q \in [-1,1] \setminus \{0\}$.

Let $A_0(F)$ be a free orthogonal quantum group monoidally equivalent to $SU_q(2)$ for some $q \in (0,1)$ (thus $FF^* = 1$ and $\text{Tr}(F^* F) > 2$), so $q$ satisfies $q + q^{-1} = \text{Tr}(F^* F)$. Suppose we have an explicit identification $\kappa$: $\text{Irr}(A_0(F)) \to \frac{1}{2} \mathbb{Z}_+ \cong \text{Irr}(SU_q(2))$ (see also [Ban96, Thm. 1]) and assume that a generating probability measure $\mu$ on $\text{Irr}(A_0(F))$ satisfies the condition

$$
\sum_{s \in \text{Irr}(A_0(F))} \mu(s)(1 + q^2)^{2\kappa(s)} < \infty,
$$

then by Theorem 3.1 the random walk defined by $\kappa_\mu(\mu)$ on $SU_q(2)$ converges to the boundary. Hence Theorem 4.6 shows that the random walk on $\hat{A}_0(F)$ defined by $\mu$ converges to the boundary.

5 A categorical approach to the Martin boundary

The results of [DRVV10] and Section 4 combined with the paper [NY14a] indicate that the Martin boundary and compactification and also the notion of convergence to the boundary can be defined on the level of C*-tensor categories. In this section we show that this is indeed the case.

5.1 Random walks on C*-tensor categories

Neshveyev and Yamashita found a way to define random walks on C*-tensor categories [NY14b]. For such random walks they defined a Poisson boundary and used it to prove their characterisation of quantum groups with the same representation theory as $SU(N)$. Motivated by their work we will construct a Martin boundary and formulate convergence to the boundary for such random walks. This subsection will form the starting point of this theory. We introduce the analogue of the algebra of functions on the path space and the necessary functors on these spaces. It is motivated by [NY14b, § 3.1].
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Notation 5.1. Let $\mathcal{C}$ be a strict $C^*$-tensor category with simple unit $\mathbb{1}$. For $n \geq 1$ and an object $U \in \text{Ob}(\mathcal{C})$ define the $n$-ary functor

$$(\iota^\otimes n \otimes U) : \mathcal{C} \times \cdots \times \mathcal{C} \to \mathcal{C},$$

$$(\iota^\otimes n \otimes U)(X_1, \ldots, X_n) := (X_1 \otimes \cdots \otimes X_n \otimes U),$$

$$(\iota^\otimes n \otimes U)(f_1, \ldots, f_n) := f_1 \otimes \cdots \otimes f_n \otimes \iota_U.$$ 

Clearly $\iota^\otimes n \otimes U$ is unitary. For two objects $U, V \in \text{Ob}(\mathcal{C})$ consider the space of natural transformations $\text{Nat}(\iota^\otimes n \otimes U, \iota^\otimes n \otimes V)$. Since every object can be decomposed into simple ones and $\iota^\otimes n \otimes U$ respects direct sums, a natural transformation $\eta : \iota^\otimes n \otimes U \to \iota^\otimes n \otimes V$ is completely determined by its action on simple objects $U_s$. Thus

$$\text{Nat}(\iota^\otimes n \otimes U, \iota^\otimes n \otimes V) \cong \prod_{s_1, \ldots, s_n \in \text{Irr}(\mathcal{C})} \text{Hom}_{\mathcal{C}}(U_{s_1} \otimes \cdots \otimes U_{s_n} \otimes U, U_{s_1} \otimes \cdots \otimes U_{s_n} \otimes V). \quad (5.1)$$

A natural transformation $\eta \in \text{Nat}(\iota^\otimes n \otimes U, \iota^\otimes n \otimes V)$ is (uniformly) bounded if

$$\|\eta\|_\infty := \sup\{\|\eta_{s_1, \ldots, s_n}\| : s_1, \ldots, s_n \in \text{Irr}(\mathcal{C})\} < \infty.$$ 

Denote by $\text{Nat}_b(\iota^\otimes n \otimes U, \iota^\otimes n \otimes V)$ the uniformly bounded natural transformations. Define $\mathcal{C}_{-n}$ as the $C^*$-category which is the subobject completion of the category with objects $\text{Ob}(\mathcal{C})$ and morphisms

$$\text{Hom}_{\mathcal{C}_{-n}}(U, V) := \text{Nat}_b(\iota^\otimes n \otimes U, \iota^\otimes n \otimes V), \quad (U, V \in \text{Ob}(\mathcal{C})).$$

So a morphism $\eta = (\eta_{X_1, \ldots, X_n})_{X_1, \ldots, X_n} \in \text{Hom}_{\mathcal{C}_{-n}}(U, V)$ consists of a bounded collection of morphisms $\eta_{X_1, \ldots, X_n} : X_1 \otimes \cdots \otimes X_n \otimes U \to X_1 \otimes \cdots \otimes X_n \otimes V$ natural in $X_1, \ldots, X_n \in \text{Ob}(\mathcal{C})$. In $\mathcal{C}_{-n}$ the multiplication of morphisms is given by composition and the involution is coming from the $*$ on $\mathcal{C}$. The $C^*$-norm on $\text{Hom}_{\mathcal{C}_{-n}}(U, V)$ is given by $\|\eta\|_\infty := \sup\{\|\eta_{s_1, \ldots, s_n}\| : s_1, \ldots, s_n \in \text{Irr}(\mathcal{C})\}$ for $\eta \in \text{Nat}(\iota^\otimes n \otimes U, \iota^\otimes n \otimes V)$.

Observe that there exists a canonical functor $\mathcal{E} : \mathcal{C} \to \mathcal{C}_{-n}$ given on objects by $U \mapsto U$ and on morphisms

$$\mathcal{E}(T) := \iota^\otimes n \otimes T, \quad \text{where } (\iota^\otimes n \otimes T)_{X_1, \ldots, X_n} := \iota_{X_1} \otimes \cdots \otimes \iota_{X_n} \otimes T. \quad (5.2)$$

Obviously $\mathcal{E}$ is a unitary functor.

The category $\mathcal{C}_{-n}$ should be thought of as the space of functions on paths of length $n$ (see also Corollary 6.7). In particular for $n = 1$ we obtain the functions on the space.

Notation 5.2. For $n = 1$ there is more structure present. Define the tensor product of objects in $\mathcal{C}_{-1}$ to be inherited from $\mathcal{C}$. For natural transformations define

$$(\nu \otimes \eta) := (\nu \otimes \iota_X)(\iota_U \otimes \eta), \quad (\nu \in \text{Hom}_{\mathcal{C}_{-1}}(U, V), \eta \in \text{Hom}_{\mathcal{C}_{-1}}(W, X)), \quad (5.3)$$

where

$$(\nu \otimes \iota_X)_{\nu} := \nu_{\nu} \otimes \iota_X : Y \otimes U \otimes X \to Y \otimes V \otimes X; \quad (5.4)$$

$$(\iota_U \otimes \eta)_{\eta} := \eta_{\eta} \otimes \iota_U : Y \otimes U \otimes W \to Y \otimes U \otimes X. \quad (5.5)$$

Extend this to the subobject completion. With this tensor structure $\mathcal{C}_{-1}$ becomes a $C^*$-tensor category. For $\eta \in \text{Nat}(\iota \otimes U, \iota \otimes V)$ write $\text{supp}(\eta) := \{s \in \text{Irr}(\mathcal{C}) : \eta_s \neq 0\}$ for the support of $\eta$. A natural transformation $\eta \in \text{Nat}(\iota \otimes V, \iota \otimes W)$ is called a

1. natural transformation vanishing at infinity if $\{\|\eta_s\|\}_{s \in \text{Irr}(\mathcal{C})} \in c_0(\text{Irr}(\mathcal{C}));$
2. compactly or finitely supported natural transformation if $|\text{supp}(\eta)| < \infty$.

These classes will be denoted by $Nat_0(\iota \otimes V, \iota \otimes W)$ and respectively $Nat_{00}(\iota \otimes V, \iota \otimes W)$. By the same argument as for (5.1) we get

$$Nat_0(\iota \otimes V, \iota \otimes W) \cong \bigoplus_{s \in \text{Irr}(C)} \text{Hom}_C(U_s \otimes V, U_s \otimes W);$$

$$Nat_{00}(\iota \otimes V, \iota \otimes W) \cong \bigoplus_{s \in \text{Irr}(C)} \text{Hom}_C(U_s \otimes V, U_s \otimes W).$$

Observe that $M(Nat_0(\iota \otimes V, \iota \otimes V)) = Nat_0(\iota \otimes V, \iota \otimes V)$, where $M$ indicates the multiplier algebra.

**Notation 5.3.** For $0 \leq m < n$ define the functors $(\iota \otimes -): C_{-n} \to C_{-(n+1)}$ and $\iota \otimes^{m} \hat{\Delta} \otimes \iota \otimes^{n-m-1}: C_{-n} \to C_{-(n+1)}$. On objects $U \in \text{Ob}(C) \subset \text{Ob}(C_{-n})$ they are given by the identity while on morphisms $\eta \in \text{Hom}_{C_{-n}}(U, V)$ they are defined by

$$((\iota \otimes \eta))_{X_1, \ldots, X_{n+1}} := (\iota X_1 \otimes \eta X_2, \ldots, X_{n+1});$$

$$((\iota \otimes^{m} \hat{\Delta} \otimes \iota \otimes^{n-m-1}) (\eta))_{X_1, \ldots, X_{n+1}} := \eta X_1, \ldots, X_m, \iota X_{m+1} \otimes \iota X_{m+2}, \ldots, X_{n+1}. \quad (5.7)$$

These functors extend uniquely to the subobject completions. Given objects $U, V, X \in \text{Ob}(C)$ pick a standard solution $(R_X, \bar{R}_X)$ of the conjugate equations for $X$. Define the normalised partial trace

$$\text{tr}_X \otimes \iota \otimes V: \text{Hom}_C(X \otimes U, X \otimes V) \to \text{Hom}_C(U, V)$$

$$(\text{tr}_X \otimes \iota \otimes V)(T) := d_X^{-1}(R_X \otimes \iota \otimes V)(\iota X \otimes T)(\bar{R}_X \otimes \iota V).$$

Notice that $\text{Hom}_C(X \otimes U, X \otimes V)$ is not a tensor product, so this notation might seem a bit misleading at first. Use these partial traces to define for each $X \in \text{Ob}(C)$ and $n \geq 2$ the collection of completely positive linear maps

$$\text{tr}_X \otimes \iota^{\otimes n-1}: \text{Hom}_{C_{-n}}(U, V) \to \text{Hom}_{C_{-(n-1)}}(U, V);$$

$$((\text{tr}_X \otimes \iota^{\otimes n-1})(\eta))_{X_1, \ldots, X_{n-1}} := (\text{tr}_X \otimes \iota^{\otimes n-1} \otimes \iota V)(\eta X_1, \ldots, X_{n-1}) \quad (5.8)$$

$$= d_X^{-1}(R_X \otimes \iota^{n-1} \otimes \iota V)(\iota X \otimes \eta X_1, \ldots, X_{n-1})(R_X \otimes \iota^{n-1} \otimes \iota V),$$

where $(R_X, \bar{R}_X)$ is a standard solution of the conjugate equations for $X$. Note that $(\text{tr}_X \otimes \iota^{\otimes n-1})$ does not define a functor, because it does not preserve composition of morphisms. Similarly if $n = 1$ and $\eta \in C_{-1}(U, V)$ denote

$$\text{tr}_X(\eta) := (\text{tr}_X \otimes \iota V)(\eta X) \in \text{Hom}_C(U, V). \quad (5.9)$$

Also the maps $(\text{tr}_X \otimes \iota^{\otimes n-1})$ can be extended to the subobject completion. The lemma below shows that (5.6)–(5.9) are well-defined.

Since $C$ is assumed to be strict, the functor $\hat{\Delta}$ is coassociative. Define inductively $\hat{\Delta}^n := (\hat{\Delta} \otimes \iota^{\otimes n-1})\hat{\Delta}^{n-1}$. By linearity define for a probability measure $\mu$ on $\text{Irr}(C)$

$$\text{tr}_\mu \otimes \iota^{\otimes n-1} := \sum_{s \in \text{Irr}(C)} \mu(s)(\text{tr}_{U_s} \otimes \iota^{\otimes n-1}).$$

Note that simplicity of the unit $\mathbb{1}$ ensures that the traces $\text{tr}_\mu$ take values in $C \cong \text{End}_C(\mathbb{1})$.

**Lemma 5.4.** If $\eta \in \text{Hom}_{C_{-n}}(U, V)$, then $(\iota \otimes \eta)$ and $\iota \otimes \hat{\Delta} \otimes \iota \otimes^{n-m-1} \eta$ are in $\text{Hom}_{C_{-(n+1)}}(U, V)$. Moreover if $\mu$ is a probability measure on $\text{Irr}(C)$, the series

$$\sum_{s \in \text{Irr}(C)} \mu(s)(\text{tr}_{U_s} \otimes \iota^{\otimes n-1})(\eta X_1, \ldots, X_{n-1})$$

converges in norm in $\text{Hom}_C(X_1 \otimes \cdots \otimes X_{n-1} \otimes U, X_1 \otimes \cdots \otimes X_{n-1} \otimes V)$ and $(\text{tr}_\mu \otimes \iota^{\otimes n-1} \eta) \in \text{Hom}_{C_{-(n-1)}}(U, V)$. 
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Proof. The proof is straightforward. We will only show that \( \hat{\Delta} \) defines a natural transformation. The other two are similar. Let \( f_i : X_i \to Y_i \) for some objects \( X_i, Y_i \in \text{Ob}(\mathcal{C}) \) and write \( k := n - m - 1 \). Obviously \( f_{m+1} \otimes f_{m+2} : X_{m+1} \otimes X_{m+2} \to Y_{m+1} \otimes Y_{m+2} \), so that

\[
\left( (\iota \otimes \Delta \otimes \iota) (\eta) \right)_{Y_1, \ldots, Y_{n+1}} (f_1 \otimes \cdots \otimes f_{n+1} \otimes \iota V) = \eta_{Y_1, \ldots, Y_{n+1}} (f_1 \otimes \cdots \otimes (f_{m+1} \otimes f_{m+2}) \otimes \cdots \otimes f_{n+1} \otimes \iota V) = (f_1 \otimes \cdots \otimes (f_{m+1} \otimes f_{m+2}) \otimes \cdots \otimes f_{n+1} \otimes \iota V) \eta_{X_1, \ldots, X_{m+1} \otimes X_{m+2} \cdots X_{n+1}} = (f_1 \otimes \cdots \otimes f_{n+1} \otimes \iota V) ((\iota \otimes \hat{\Delta} \otimes \iota) (\eta))_{X_1, \ldots, X_{n+1}}.
\]

Clearly \( (\iota \otimes \eta) \) and \( \iota^n \otimes \hat{\Delta} \otimes \iota^{n-m-1} (\eta) \) are bounded by \( \|\eta\|_\infty \). While for \( \text{tr}_\mu \) we get

\[
\left\| \sum_s \mu(s) (\text{tr}_{U_s \otimes \iota} \otimes \iota^{n-1}) (\eta_{X_1, \ldots, X_{n-1}}) \right\| \leq \sum_s \mu(s) d_s^{-1} \|R_s\|^2 \|\iota_{U_s \otimes \eta_{X_1, \ldots, X_{n-1}}}\| \leq \|\eta\|_\infty,
\]

so the series converges and defines a natural bounded transformation.  

**Definition 5.5 ([NY14b])**. Suppose that \( \mu \) is a probability measure on \( \text{Irr}(\mathcal{C}) \). Define the collection of positive linear maps

\[
P_\mu : \text{Hom}_{\mathcal{C},-}(U, V) \to \text{Hom}_{\mathcal{C},-}(U, V), \quad P_\mu := (\text{tr}_\mu \otimes \iota) \hat{\Delta}.
\]

\( P_\mu \) is called the Markov operator of \( \mu \). \( P_\mu \) is well-defined due to Lemma 5.4 above. Explicitly we have

\[
P_\mu(\eta)_X = \sum_{s \in \text{Irr}(\mathcal{C})} \mu(s) (\text{tr}_{U_s \otimes X} \otimes \iota V)(\eta_{U_s \otimes X}), \quad (\eta \in \text{Nat}(\iota \otimes U, \iota \otimes V) \subset \text{Hom}_{\mathcal{C},-}(U, V)).
\]

As in the quantum case we need a classical discrete Markov chain on the set of irreducible objects. To define this random walk we need a couple of central natural transformations. At the moment only \( V = \mathds{1} \) is relevant, but later we will also need general objects \( V \).

**Definition 5.6.** For \( V \in \text{Ob}(\mathcal{C}) \) and \( t \in \text{Irr}(\mathcal{C}) \) put

\[
\kappa_t^s, V \in \text{Hom}_{\mathcal{C},-}(V, V) \cong \text{I}_\infty \bigoplus_{s \in \text{Irr}(\mathcal{C})} \text{End}_{\mathcal{C}}(U_s \otimes V), \quad \kappa_t^s, V := \begin{cases} 
\iota_{U_t \otimes V} & \text{if } s = t; \\
0 & \text{if } s \neq t.
\end{cases}
\]

From (5.1) we see \( \text{Nat}(\iota \otimes \mathds{1}, \iota \otimes \mathds{1}) \cong \text{I}_\infty \bigoplus_{s \in \text{Irr}(\mathcal{C})} \text{Hom}_{\mathcal{C}}(U_s, U_s) = \text{I}_\infty \bigoplus_{s \in \text{Irr}(\mathcal{C})} \text{C}_s. \) Therefore the matrix \( \{p_\mu(s, t)\}_{s, t \in \text{Irr}(\mathcal{C})} \) determined by the identity

\[
P_\mu(\kappa_t^{s, 1}) \kappa_s^{r, 1} = p_\mu(s, t) \kappa_s^{r, 1}
\]

is well-defined and has entries in \( \mathbb{C} \). It describes a Markov kernel on \( \text{Irr}(\mathcal{C}) \). Indeed, if \( \mu \) is a probability measure, then \( \|P_\mu\| \leq 1 \). Clearly \( P_\mu \) is positive, thus \( p_\mu(s, t) \in [0, 1] \) for all \( s, t \). Furthermore if we denote by \( I \) the natural transformation which is the identity on all objects, then

\[
\sum_t P_\mu(\kappa^{r,s}_t) = P_\mu(I)_s = I_s \text{ for all } r, s. \text{ Therefore } \sum_t p_\mu(s, t) I_s = \sum_t P_\mu(\kappa^{r,s}_t) = I_s \text{ and hence } \sum_t p_\mu(s, t) = 1.
\]

Define the map \( \vee : P_s \mapsto \hat{P}_s := P_s \) and extend it to operators \( P_U \) and \( P_\mu \) by antilinearity.

**Lemma 5.7.** For the operators \( P_U, P_\mu \) defined above the following properties hold:

(i) \( P_U \circ P_V = P_{V \otimes U} \);

(ii) \( \hat{P}_\mu = P_\mu \) and \( \hat{P}_U = P_U \);

(iii) \( \hat{P}_U \circ \hat{P}_V = \hat{P}_{U \otimes V} \);
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(iv) \( p_\mu(s, t) = \sum_r \mu(r)m_{s,r}^{t,s} \); 
(v) \( p_\mu^n(s, t) = \left( \frac{d}{ds} \right)^2 p_\mu(s, t) \); 
(vi) \( P_\mu^{(\kappa_{l,V})} = p_\mu^n(s, t)\kappa_{l,V} \).

This Lemma can be proved by the same methods as used in the proof of [NT04, Lem. 2.4]. We leave it as an exercise for the reader.

5.2 The categorical Martin boundary

Even though this subsection is called “The categorical Martin boundary”, we will start by presenting the Poisson boundary, as that one is easier to define and we will need it later in this paper. After stating the main properties we move our attention to the Martin boundary for random walks on \( C^* \)-tensor categories. We need to prove some additional results before we can give its definition.

**Definition 5.8 ([NY14b]).** Let \( \mu \) be a probability measure on \( \text{Irr}(\mathcal{C}) \). A natural transformation \( \eta \in \text{Nat}_\mu(\iota \otimes U, \iota \otimes V) \) is called \( \mu \)-harmonic if \( P_\mu(\eta) = \eta \).

Given \( T \in \text{Hom}_\mathcal{C}(X, Y) \), consider \( \mathcal{E}(T) = (U \otimes T)_U \in \text{Hom}_{\mathcal{C}_{\text{op}}}(X, Y) \) (see (5.2)). The tensor product of natural transformations (5.3) gives \( \kappa_{l,V} \otimes \mathcal{E}(T) = \kappa_{l,V} \otimes T \) which acts as

\[
(\kappa_{l,V} \otimes \mathcal{E}(T))_U := \kappa_{l,V}^U \otimes T \in \text{Hom}(U \otimes V \otimes X, U \otimes V \otimes Y).
\]

Note that in \( \text{Hom}_\mathcal{C}(U \otimes V, U \otimes W) \)

\[
P_\mu(\kappa_{l,V} \otimes T)_U = (\text{tr}_r \otimes \iota_U \otimes \iota_W)((\kappa_{l,V}^r \otimes T)_{U \otimes V}) = (\text{tr}_r \otimes \iota_U)((\kappa_{l,V}^r)^r \otimes T) = P_\mu(\kappa_{l,V}^r \otimes T).
\]

and thus

\[
P_\mu(\kappa_{l,V}) = P_\mu(\kappa_{l,V}^r \otimes T).
\]

In particular as \( \kappa_{l,V} = \kappa_{l,V}^r \), it follows that

\[
P_\mu(\kappa_{l,V}) = P_\mu(\kappa_{l,V}^r \otimes T).
\]

**Definition 5.9 ([NY14b]).** The **categorical Poisson boundary** of \( \mathcal{C} \) with respect to a probability measure \( \mu \) on \( \text{Irr}(\mathcal{C}) \) consists of a pair \( \mathcal{P}(\mathcal{C}, \mu), \mathcal{E} \), where \( \mathcal{P}(\mathcal{C}, \mu) \) is the \( C^* \)-tensor category which is the subobject completion of \( \mathcal{C} \) with morphism sets given by

\[
\text{Hom}_{\mathcal{P}(\mathcal{C}, \mu)}(U, V) := \{ \eta \in \text{Nat}_\mu(\iota \otimes U, \iota \otimes V) : \eta \text{ is } \mu \text{-harmonic} \}.
\]

The composition of morphisms in \( \mathcal{P}(\mathcal{C}, \mu) \) is given by \( (\nu \cdot \eta)_X := \lim_n P_\mu^n(\nu \eta)_X \). For objects \( U, V \in \text{Ob}(\mathcal{C}) \subset \text{Ob}(\mathcal{P}(\mathcal{C}, \mu)) \) the tensor product is the same as in \( \mathcal{C} \), while on morphisms \( \nu, \eta \) it is defined by

\[
(\nu \otimes \eta)_V := (\nu \otimes \iota_X) \cdot (\iota_U \otimes \eta),
\]

where \( \nu \otimes \iota_X \) and \( \iota_U \otimes \eta \) are as in (5.4) and (5.5). \( \mathcal{E} \) is the tensor functor \( \mathcal{E} : \mathcal{C} \to \mathcal{P}(\mathcal{C}, \mu) \) defined as \( \mathcal{E}(U) = U \) on objects and \( \mathcal{E}(T)_U := (u_U \otimes T)_U \) on morphisms.

This Poisson boundary is well-defined. Indeed, in [NY14b] Neshveyev and Yamashita showed that if \( \eta \) and \( \nu \) are bounded \( \mu \)-harmonic natural transformations, then \( \eta \cdot \nu \) is again a bounded \( \mu \)-harmonic natural transformation. Moreover this product is associative. In addition for natural bounded transformations it holds that

\[
(P_\mu(\eta) \otimes \iota_V)_W = P_\mu(\eta \otimes \iota_V)_W \quad \text{and} \quad (\iota_U \otimes P_\mu(\nu))_W = P_\mu(\iota_U \otimes \nu)_W.
\]

So the tensor product is well-defined. Also \( (u_U \otimes T)_U \) is harmonic for every \( T \in \text{Hom}_\mathcal{C}(X, Y) \) and thus the functor \( \mathcal{E} \) is well-defined. Note that in general the unit object \( 1 \) need no longer be simple in \( \mathcal{P}(\mathcal{C}, \mu) \).
Definition 5.10. If for every \( s \in \text{Irr}(C) \) there exists an \( n \in \mathbb{N} \) such that \( s \in \text{supp}(P_n^\mu(K^{\otimes 1})) \), then \( \mu \) is called generating. Consider the classical random walk \((\text{Irr}(C), P_\mu)\) if this Markov chain is transient we call \( \mu \) or \( P_\mu \) transient. If \( P_\mu \) is transient, we define the Green kernel \( G_\mu := \sum_{n=0}^{\infty} P_n^\mu \).

Remark 5.11. If \( C = \text{Rep}(G) \) for a compact quantum group \( G \). Then \( \kappa^{s,1} \) corresponds to \( I_s \). So a probability measure \( \mu \) on \( \text{Irr}(G) \) is generating respectively transient in the sense of quantum groups (Definition 2.22) if and only if \( \mu \) is generating respectively transient in the sense of categories (Definition 5.10).

From statement (v) of Lemma 5.7 it is obvious that \( \mu \) is generating (respectively transient) if and only if \( \bar{\mu} \) is generating (respectively transient).

Lemma 5.12. If \( \eta \in \text{Nat}_{\text{supp}}(t \otimes V, t \otimes V) \subset \text{Hom}_{\mathbb{C}}(V, V) \) and \( \mu \) is transient, then \( \| G_\mu(\eta) \|_\infty < \infty \) and thus \( G_\mu(\eta)_U \) is well-defined for all \( U \in \text{Ob}(C) \). If in addition \( \mu \) is generating, then \( (G_\mu(\kappa^{s,1}))_U \) is invertible for all \( U, V \in \text{Ob}(C) \).

Proof. Put \( C := \| \eta \|_\infty \). Then \( \| \eta \| \leq C \sum_{t \in \text{supp}(\eta)} \kappa^{t,V}_t \), for all \( s \in \text{Irr}(C) \). The Markov kernel \( P_\mu \) is completely positive, so the Green kernel \( G_\mu \) being a sum of Markov kernels is positive as well. It follows that
\[
\| G_\mu(\eta) \|_\infty \leq \| G_\mu(\| \eta \|) \|_\infty \leq C \sum_{s \in \text{supp}(\eta)} \| G_\mu(\kappa^{s,1})_t \| = C \sum_{s \in \text{supp}(\eta)} (\sup_{t \in \text{Irr}(C)} g_\mu^s(t, s)).
\]

By the maximum principle (see for instance [Rev84, § 2.1]) each of the summands \( \sup_{t} g_\mu^s(t, s) \) is finite. Since \( \eta \) is finitely supported, the quantity \( \| G_\mu(\eta) \|_\infty \) is finite.

The support \( \text{supp}(\kappa^{s,1}_t) = \{0\} \), so \( G_\mu(\kappa^{s,1}_t)_U \) is well-defined for every object \( U \). Use the generating property of \( \mu \) to find for each \( t \in \text{Irr}(C) \) an \( n_t \in \mathbb{N} \), such that \( t \in \text{supp}(P_n^\mu(K^{\otimes 1})) \).

From (5.12) we get \( P_n^\mu(\kappa^{s,1}_t) = P_n^\mu(K^{\otimes 1}_t) \otimes t_V \). The latter is nonzero by choice of \( n_t \). Since \( P_\mu \) is positive and \( \kappa^{s,1}_t \) is a positive natural transformation, we get that \( P_n^\mu(\kappa^{s,1}_t) \) is strictly positive (meaning that there exists \( c > 0 \) such that \( P_n^\mu(\kappa^{s,1}_t)_t > c \mu(t) \otimes V \)). Let \( U \in \text{Ob}(C) \) and decompose \( U = \bigoplus I n_I \). Denote \( I := \{ t \in \text{Irr}(C) : n_I^t \neq 0 \} \) and \( N := \max\{n_I : t \in I\} \). Then for each \( t \in I \) the inequality \( \sum_{n=0}^{N} P_n^\mu(\kappa^{s,1}_t) \geq P_n^\mu(\kappa^{s,1}_t) \) implies that \( \sum_{n=0}^{N} P_n^\mu(\kappa^{s,1}_t) \) is strictly positive. Now
\[
G_\mu(\kappa^{s,1}_t)_U \geq \bigoplus_{t \in I} \sum_{n=0}^{N} P_n^\mu(\kappa^{s,1}_t)_t
\]
shows that \( G_\mu(\kappa^{s,1}_t)_U \) is strictly positive, thus invertible.

Definition 5.13. Suppose that \( \mu \) is a generating and transient probability measure on \( \text{Irr}(C) \). The Martin kernel for \( P_\mu \) is the operator given by
\[
K_\mu : \text{Nat}_{\text{supp}}(t \otimes V, t \otimes W) \rightarrow \text{Hom}_{\mathbb{C}}(V, W), \quad K_\mu(\eta)_U := G_\mu(\eta)_U (G_\mu(\kappa^{s,1})_U)^{-1}.
\]

By Remark 5.11 \( \bar{\mu} \) is generating and transient, so Lemma 5.12 implies that the Martin kernel \( K_\mu \) makes sense.

Note that (5.12) implies by linearity that \( G_\mu(\kappa^{s,1}_t) = G_\mu(\kappa^{s,1}) \otimes t_V \). As \( P_\mu \) and thus \( G_\mu \) preserve the center, for any \( \nu \in \text{Nat}_{\text{supp}}(t \otimes V, t \otimes W) \) it holds that
\[
G_\mu(\kappa^{s,1}_t)_U \nu_U = (G_\mu(\kappa^{s,1}) \otimes t_W)_U \nu_U = \nu_U (G_\mu(\kappa^{s,1}) \otimes t_V)_U = \nu_U G_\mu(\kappa^{s,1}_t)_U.
\]

Therefore we obtain
\[
G_\mu(\eta)_U (G_\mu(\kappa^{s,1})_U)^{-1} = (G_\mu(\kappa^{s,1}_t)_U)^{-1} G_\mu(\eta)_U.
\]

This means that the appropriate inverse can be placed on either side of \( G_\mu(\eta) \) when defining the Martin kernel.
5.2 The categorical Martin boundary

**Definition 5.14.** Given a strict $C^*$-tensor category $\mathcal{C}$ with simple unit $1$ and a generating and transient probability measure $\mu$ on $\text{Irr}(\mathcal{C})$, let $\tilde{\mathcal{M}}'$ be the smallest $C^*$-subcategory of $\mathcal{C}_{-1}$ containing the objects $\text{Ob}(\mathcal{C})$ and morphism sets $\text{Nat}_0(t \otimes U, t \otimes V)$ and $K_{\mu}(\text{Nat}_0(t \otimes U, t \otimes V))$. The composition of morphisms in $\tilde{\mathcal{M}}'$ is given by the composition of natural transformations.

The Martin compactification of $\mathcal{C}$ with respect to $\mu$ consists of the pair $(\tilde{\mathcal{M}}(\mathcal{C}, \mu), \mathcal{E})$, where $\tilde{\mathcal{M}}(\mathcal{C}, \mu)$ is direct sum and subobject completion of $\tilde{\mathcal{M}}'$ and $\mathcal{E}: \mathcal{C} \to \tilde{\mathcal{M}}(\mathcal{C}, \mu)$ is the restriction of the canonical functor $\mathcal{E}: \mathcal{C} \to \mathcal{C}_{-1}$ introduced in Notation 5.1 above.

The functor $\mathcal{E}$ is well-defined. Indeed, by linearity Identity (5.11) implies that $G_\mu(\kappa^{0,1} \otimes T) = G_\mu(\kappa^{0,1}) \otimes T$ for $T \in \text{Hom}_C(V, W)$. Therefore

$$K_{\mu}(\kappa^{0,1} \otimes T) = G_\mu(\kappa^{0,1} \otimes T)G_\mu(\kappa^{0,V})^{-1} = (G_\mu(\kappa^{0,1} \otimes T))(G_\mu(\kappa^{0,1} \otimes \iota_V)^{-1} = \iota \otimes T.$$  

Again note that the unit object $1$ of $\tilde{\mathcal{M}}(\mathcal{C}, \mu)$ need no longer be simple.

**Lemma 5.15.** The category $\tilde{\mathcal{M}}(\mathcal{C}, \mu)$ forms a $C^*$-tensor category.

**Proof.** Since $\mathcal{C}_{-1}$ is a $C^*$-tensor category we only need to show that $\tilde{\mathcal{M}}(\mathcal{C}, \mu)$ is closed under tensor products. Recall the tensor product in $\mathcal{C}_{-1}$ (5.3). It suffices to show that

(a) ($\eta \otimes \iota_Y$) $\in$ $\text{Nat}_0(t \otimes U \otimes Y, t \otimes V \otimes Y)$ if $\eta \in \text{Nat}_0(t \otimes U, t \otimes V)$;
(b) ($\iota_U \otimes \nu$) $\in$ $\text{Nat}_0(t \otimes U \otimes X, t \otimes U \otimes Y)$ if $\nu \in \text{Nat}_0(t \otimes X, t \otimes Y)$;
(c) $K_{\mu}(\eta) \otimes \iota_Y = K_{\mu}(\eta \otimes \iota_Y)$ if $\eta \in \text{Nat}_0(t \otimes U, t \otimes V)$;
(d) $\iota_U \otimes K_{\mu}(\nu) \in \tilde{\mathcal{M}}(\mathcal{C}, \mu)$ if $\nu \in \text{Nat}_0(t \otimes X, t \otimes Y)$.

(a) is trivial, because $(\eta \otimes \iota_Y)_{|U} = \eta_{|U} \otimes \iota_Y$, thus $\text{supp}(\eta \otimes \iota_Y)_{|W} = \text{supp}(\eta)$ and $\|(\eta \otimes \iota_Y)_{|W} \| = \|\eta_{|W}\|$. For (b), suppose that $\eta$ has finite support. By Frobenius reciprocity

$$|\text{supp}(\iota_U \otimes \nu)| = |\{s \in \text{Irr}(\mathcal{C}) : \eta_{|U \otimes U} \neq 0\}|$$

$$= |\{s \in \text{Irr}(\mathcal{C}) : \exists t \in \text{supp}(\nu), m_{s, U}^t \neq 0\}|$$

$$= |\{s \in \text{Irr}(\mathcal{C}) : \exists t \in \text{supp}(\nu), m_{t, U}^s \neq 0\}|$$

$$\leq \sum_{t \in \text{supp}(\nu)} |\{s \in \text{Irr}(\mathcal{C}) : m_{t, U}^s \neq 0\}| < \infty.$$  

Hence $\iota_U \otimes \nu \in \text{Nat}_0(t \otimes (U \otimes X), t \otimes (U \otimes Y))$. Since $\text{Nat}_0(t \otimes (U \otimes X), t \otimes (U \otimes Y))$ is the norm-closure of $\text{Nat}_0(t \otimes (U \otimes X), t \otimes (U \otimes Y))$ the claim follows.

(c) Use (5.13) to obtain

$$K_{\mu}(\eta) \otimes \iota_Y = (G_\mu(\eta))G_\mu(\kappa^{0,U})^{-1} \otimes \iota_Y = (G_\mu(\eta) \otimes \iota_Y)(G_\mu(\kappa^{0,U}) \otimes \iota_Y)^{-1}$$

$$= (G_\mu(\eta \otimes \iota_Y))(G_\mu(\kappa^{0,U} \otimes \iota_Y))^{-1} = K_{\mu}(\eta \otimes \iota_Y).$$  

Part (d) is slightly more complicated. Again by (5.13) we obtain

$$\iota_U \otimes K_{\mu}(\nu) = \iota_U \otimes (G_\mu(\nu)G_\mu(\kappa^{0,X}))^{-1} = (\iota_U \otimes G_\mu(\nu))((\iota_U \otimes (G_\mu(\kappa^{0,X})))^{-1}$$

$$= G_\mu(\iota_U \otimes \nu)(G_\mu(\iota_U \otimes \kappa^{0,X}))^{-1}.$$  

Since $\mu$ is generating by Lemma 5.12 the morphism $G_\mu(\kappa^{0,U \otimes X})$ is invertible. It follows that $\iota_U \otimes K_{\mu}(\nu)$ can be written as

$$\iota_U \otimes K_{\mu}(\nu) = G_\mu(\iota_U \otimes \nu)(G_\mu(\kappa^{0,U \otimes X}))^{-1}G_\mu(\kappa^{0,U \otimes X})(G_\mu(\iota_U \otimes \kappa^{0,X}))^{-1} = K_{\mu}(\iota_U \otimes \nu)K_{\mu}(\iota_U \otimes \kappa^{0,X})^{-1},$$
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which is an element of $\tilde{M}(C, \mu)$.

Let $\tilde{M}'$ be as in Definition 5.14. Define $\mathcal{M}'$ to be the category with $\text{Ob}(\mathcal{M}') := \text{Ob}(\tilde{M}') = \text{Ob}(C)$ and

$$\text{Hom}_{\mathcal{M}'}(V, W) := \{[\eta] : \eta \in \text{Hom}_{\tilde{M}'}(V, W)\},$$

where $[\eta]$ denotes the equivalence class of $\eta$ in $\text{Nat}_b(\iota \otimes V, \iota \otimes W) / \text{Nat}_0(\iota \otimes V, \iota \otimes W)$. Let $\mathcal{M}(C, \mu)$ be the subobject and direct sum completion of $\mathcal{M}'$. Then we can make the following observations:

(i) The equivalence relation is well-defined and turns $\mathcal{M}'$ into a category;

(ii) $[\cdot] : \tilde{M}' \rightarrow \mathcal{M}'$ is a functor and defines a tensor and (∗)-structure on $\mathcal{M}'$ by $[\nu] \otimes [\eta] := [\nu \otimes \eta]$ and $[\eta]^* := [\eta^*]$;

(iii) $[\cdot]$ extends to a full unitary tensor functor $\tilde{M}(C, \mu) \rightarrow \mathcal{M}(C, \mu)$.

**Definition 5.16.** The Martin boundary of $C$ with respect to $\mu$ is the pair $(\mathcal{M}(C, \mu), \mathcal{E})$ where $\mathcal{M}(C, \mu)$ is the C∗-tensor category introduced above and $\mathcal{E} : C \rightarrow \mathcal{M}(C, \mu)$ is the unitary tensor functor which is the composition of the functor $\mathcal{E} : C \rightarrow \mathcal{M}(C, \mu)$ with $[\cdot]$.

It is often easier to work with $\text{Nat}_b(\iota \otimes V, \iota \otimes V)$ than with $\text{Nat}_b(\iota \otimes V, \iota \otimes W)$ for $V \neq W$. Fortunately most of the times one can reduce to the former case by taking the direct sum of $V$ and $W$.

**Notation 5.17.** Let $p_V \in \text{Hom}_C(V \oplus W, V)$ and $p_W \in \text{Hom}_C(V \oplus W, W)$ be the projections onto $V$ and respectively $W$. To be precise $p_V p_V^* = \iota_V$ and $p_W^* p_W = \iota_W$ where $\iota_V$ is a projection in $\text{End}_C(V \oplus W)$, similarly for $p_W$. Then $\iota_V + \iota_W = \iota_{V \oplus W}$. Suppose that $\eta \in \text{Nat}_b(\iota \otimes V, \iota \otimes W)$, the extension of $\eta$ is defined as $\eta^\ast := (\eta^\ast_U)_U$, where $\eta^\ast_U$ equals the composition

$$U \otimes (V \oplus W) \overset{\iota \otimes p_V^*}{\longrightarrow} U \otimes V \overset{\iota_V}{\longrightarrow} U \otimes W \overset{\iota \otimes p_W^*}{\longrightarrow} U \otimes (V \oplus W).$$

Similarly for $\rho \in \text{Nat}_b(\iota \otimes (V \oplus W), \iota \otimes (V \oplus W))$, the restriction of $\rho$ is defined as $\rho^\ast := (\rho^\ast_U)_U$, where $\rho^\ast_U$ equals the composition

$$U \otimes V \overset{\iota \otimes p_W^*}{\longrightarrow} U \otimes (V \oplus W) \overset{\iota_U}{\longrightarrow} U \otimes (V \oplus W) \overset{\iota \otimes p_W^*}{\longrightarrow} U \otimes W.$$

The extension and restriction again yield natural transformations. Indeed, suppose that $T \in \text{Hom}_C(U, X)$ and $\eta$ is a natural transformation. Since $T \otimes \iota$ acts in different legs than the projections $\iota \otimes p_V$ and $\iota \otimes p_W$, it is immediate that

$$(T \otimes \iota_{V \oplus W})(\iota \otimes p_W^*)\eta_U(\iota \otimes p_V) = \eta_U(T \otimes \iota_V)(\iota \otimes p_W) = \eta_U(T \otimes \iota_V)(\iota \otimes p_V),$$

Thus $\eta^\ast$ is a natural transformation. Since $\|\eta^\ast_U\| = \|(\iota \otimes p_W^*)\eta_U(\iota \otimes p_V)\| \leq \|\eta_U\|$, the natural transformation $\eta^\ast$ is uniformly bounded whenever $\eta$ is and it is vanishing at infinity if $\eta$ is vanishing at infinity. A similar argument works for the restriction. Moreover observe that since $p_V p_V^* = \iota_V$ and $p_W p_W^* = \iota_W$ it holds that

$$\eta^\ast_U = (p_W \otimes \iota)(p_W^* \otimes \iota)\eta_U(p_V \otimes \iota)(p_V^* \otimes \iota) = \eta_U,$$

so $(\eta^\ast)^r = \eta$.

**Lemma 5.18.** Suppose that $\mu$ is a generating and transient probability measure on $\text{Irr}(C)$, then

$$K_\mu(\eta^\ast) = K_\mu(\eta)^\ast$$

for $\eta \in \text{Nat}_{00}(\iota \otimes V, \iota \otimes W)$;

$$K_\mu(\rho^\ast) = K_\mu(\rho)^\ast$$

for $\rho \in \text{Nat}_{00}(\iota \otimes (V \oplus W), \iota \otimes (V \oplus W))$. 
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5.3 Categorical convergence to the boundary

Proof. First suppose that \( \eta \in \text{Nat}_0(\iota \otimes V, \iota \otimes W) \) and \( t \in \text{Irr}(\mathcal{C}) \), then

\[
P_t(\eta^c)_U = \left( \text{tr}_{U_t} \otimes U \otimes (V \otimes W) \right) \left( (\iota U_t \otimes \iota U \otimes p_W^* ) \eta_{U_t} \otimes U (\iota U_t \otimes \iota U \otimes p_V) \right) \\
= (\iota U \otimes p_W^*) \left( \left( \left( \text{tr}_{U_t} \otimes U \otimes W \right) (\eta_{U_t} \otimes U) \right) \left( (\iota U \otimes \iota U \otimes p_V) \right) \right) = (P_t(\eta))^c.
\]

Thus by linearity in \( \mu \) we get \( P_\mu(\eta^c) = P_\mu(\eta)^c \). Taking sums gives \( G_\mu(\eta^c) = G_\mu(\eta)^c \) for finitely supported \( \eta \). We know from (5.12) that \( G_\mu \left( (\iota \otimes V) \right) = G_\mu(\kappa^0, V) \otimes \iota V \) and thus

\[
K_\mu(\eta)^c = (\iota \otimes p_W^*) G_\mu(\eta) \left( G_\mu(\kappa^0, V) \right)^{-1} (\iota \otimes p_V)
\]

\[
= (\iota \otimes p_W^*) G_\mu(\eta) \left( \iota \otimes (\kappa^0, V) \right)^{-1} \otimes \iota V \otimes W
\]

\[
= G_\mu(\eta)^c \left( G_\mu(\kappa^0, V) \right)^{-1} \otimes \iota V \otimes W = K_\mu(\eta^c).
\]

The second identity can be proved similarly. \( \Box \)

Remark 5.19. Observe that \( \text{End}_{\mathcal{M}(\mathcal{C}, \mu)}(U) \) equals the C*-algebra generated by the morphisms \( K_\mu(\text{Nat}_0(\iota \otimes U, \iota \otimes U)) \) and \( \text{Nat}_0(\iota \otimes U, \iota \otimes U) \). Indeed, it suffices to show that if \( V \in \text{Ob}(\mathcal{C}) \) is another object and \( \eta \) is an element of the C*-algebra generated by \( \text{Nat}_0(\iota \otimes (U \otimes V), \iota \otimes (U \otimes V)) \) and \( K_\mu(\text{Nat}_0(\iota \otimes (U \otimes V), \iota \otimes (U \otimes V))) \), then \( (\iota \otimes p_U) \eta (\iota \otimes p_U) \) is an element of the C*-algebra generated by \( \text{Nat}_0(\iota \otimes (U \otimes V), \iota \otimes (U \otimes V)) \) and \( K_\mu(\text{Nat}_0(\iota \otimes (U \otimes V), \iota \otimes (U \otimes V))) \). If \( \eta \) is a generator, so an element in \( \text{Nat}_0(\iota \otimes (U \otimes V), \iota \otimes (U \otimes V)) \), \( K_\mu(\text{Nat}_0(\iota \otimes (U \otimes V), \iota \otimes (U \otimes V))) \), this can directly be verified by a proof similar to Lemma 5.18. But then it immediately holds for all \( \eta \).

Since \( \mathcal{M}(\mathcal{C}, \mu) \) is a C*-category we also have that

\[
\text{Hom}_{\mathcal{M}(\mathcal{C}, \mu)}(V, W) = \left( \text{End}_{\mathcal{M}(\mathcal{C}, \mu)}(V \otimes W) \right)^r,
\]

where \( r \) denotes the restriction.

5.3 Categorical convergence to the boundary

It is also possible to put convergence to the boundary in a categorical framework. In this section we work towards the definition.

Notation 5.20. Let \( \mu \) be a probability measure on \( \text{Irr}(\mathcal{C}) \). For \( n > m \) define recursively the maps \( \text{Hom}_{\mathcal{C}_{\mu}}(U, V) \rightarrow \text{Hom}_{\mathcal{C}_{\mu}}(U, V) \) by

\[
(\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes t^{\otimes m})(\eta) := (\text{tr}_\mu \otimes t^{\otimes m})(\left( (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes t^{\otimes m+1}) \right) (\eta)), \quad (\eta \in \text{Hom}_{\mathcal{C}_{\mu}}(U, V)),
\]

where the base case \( m = n - 1 \) is defined by (5.8). Denote

\[
(\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_U)(\eta) := \text{tr}_U \left( (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu)(\eta) \right), \quad (\eta \in \text{Hom}_{\mathcal{C}_{\mu}}(U, U)).
\]

Write

\[
\|\eta\|_{\mu^\otimes n} := \left( (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_U)(\eta^* \eta) \right)^{\frac{1}{2}}.
\]  

(5.14)

Since \( \text{tr}_\mu \) is a positive linear functional, \( \| \cdot \|_{\mu^\otimes n} \) defines a seminorm on \( \text{Hom}_{\mathcal{C}_{\mu}}(U, V) \). As \( \eta^* \in \text{Hom}_{\mathcal{C}_{\mu}}(U, U) \) Equation (5.14) also defines

\[
\|\eta^*\|_{\mu^\otimes n} = \left( (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_V)(\eta^* \eta) \right)^{\frac{1}{2}}.
\]  
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Definition 5.21. A natural transformation $\eta \in \Hom_{C_1}(U,V)$ is called $\mu$-regular if the following condition holds: for every $\varepsilon > 0$ there exists $N \in \mathbb{N}$ such that for all $n > m \geq N$

$$
\left\| \Delta^{n-1}(\eta) - \iota^{\otimes n-m} \otimes \Delta^{m-1}(\eta) \right\|_{\mu^\otimes n}^2 < \varepsilon,
$$

Denote the set of $\mu$-regular elements in $\Hom_{C_1}(U,V)$ by $R_C(\mu, U,V)$ or simply $R_\mu(U,V)$. These morphisms can be collected into a category. Denote $R(C, \mu)$ for the subcategory of $C_1$ with $\Hom_{R(C,\mu)}(U,V) := R_\mu(U,V)$, this is indeed a subcategory, see Proposition 5.23.

For $U = V$ regularity can be formulated in an equivalent way. First, we define the path spaces of paths of infinite length (cf. [NY14b, § 3.1]). For this consider the von Neumann algebras $\Hom_{C_n}(U,U)$. Fix $\mu$ and define a conditional expectation

$$
E_{n+1,n} : \Hom_{C_{(n+1)}}(U,U) \to \Hom_{C_n}(U,U), \quad E_{n+1,n}(\eta) := (\text{tr}_\mu \otimes \iota^{\otimes n})(\eta).
$$

Clearly $E_{n+1,n}(\iota \otimes \eta) = \eta$, so the embedding $\Hom_{C_{(n)}}(U,U) \hookrightarrow \Hom_{C_{(n+1)}}(U,U)$ is preserved by $E_{n+1,n}$. For $n > m$ define $E_{n,m} := E_{n+1,m} \circ \cdots \circ E_{n,n-1}$. Define a state $\varphi_U^{(\infty)} := \text{tr}_U \circ E_{n,0}$ on $\Hom_{C_n}(U,U)$. This collection $(\varphi_U^{(n)})_n$ gives a state $\varphi_U^{(\infty)}$ on the union $\bigcup_n \Hom_{C_n}(U,U)$. Define the von Neumann algebra $\Hom_{C_\infty}(U,U)$ as the completion of $\bigcup_n \Hom_{C_n}(U,U)$ in the GNS representation defined by the state $\varphi_U^{(\infty)}$. Denote the composition

$$
j_n : \Hom_{C_1}(U,U) \to \Hom_{C_n}(U,U) \hookrightarrow \Hom_{C_\infty}(U,U),
\eta \mapsto \Delta^{n-1}(\eta) \mapsto \cdots \otimes \iota \otimes \Delta^{n-1}(\eta).
$$

It follows that a morphism $\eta \in \Hom_{C_1}(U,U)$ is $\mu$-regular if and only if $s^* \lim_n j_n(\eta)$ exists in the von Neumann algebra $\Hom_{C_\infty}(U,U)$. Again often it is easier to work with $U = V$.

Lemma 5.22. Given $\eta \in \Hom_{C_1}(U,V)$ and $\nu \in \Hom_{C_1}(U,V)$. The following holds:

(i) if $\eta \in R_\mu(U,V)$, then $\eta^* \in R_\mu(U \oplus V, U \oplus V)$;

(ii) if $\nu \in R_\mu(U \oplus V, U \oplus V)$, then $\nu^* \in R_\mu(U,V)$.

Proof. Straightforward computations show that for $\eta \in \Hom_{C_1}(U,U)$ and $\nu \in \Hom_{C_1}(U \oplus V, U \oplus V)$ the restriction and extension operations satisfy:

$$
\begin{align*}
(i \otimes \Delta \otimes \iota^{\otimes n-m-1})(\eta)^c & = (\iota^{\otimes m} \otimes \Delta \otimes \iota^{\otimes n-m-1})(\eta)^c; \\
(i \otimes \Delta \otimes \iota^{\otimes n-m-1})(\nu)^c & = (\iota^{\otimes m} \otimes \Delta \otimes \iota^{\otimes n-m-1})(\nu)^c; \\
(i \otimes \eta)^c & = (i \otimes \eta)^c; \\
(i \otimes \nu)^c & = (i \otimes \nu)^c.
\end{align*}
$$

Similarly we have

$$
\|\eta^c\|_{\mu^\otimes n} = \frac{dV}{dU + dV} \|\eta\|_{\mu^\otimes n}; \quad \|\nu^c\|_{\mu^\otimes n} \leq \frac{dU + dV}{dU} \|\nu\|_{\mu^\otimes n}.
$$

To prove these two we will restrict ourselves to $n = 1$, the case $n > 1$ is only more complicated in notation. Note that

$$
\text{Tr}_{U \otimes V} = \frac{1}{dV} \text{Tr}_U \otimes \text{Tr}_V = \frac{1}{dV} \text{Tr}_V \otimes \text{Tr}_U = \frac{dV}{dU + dV} \text{Tr}_U \otimes \frac{dV}{dU + dV} \text{Tr}_V.
$$

As $\iota \nu = 0$ it follows that $\nu^* \nu = \nu^* (\iota \otimes \iota \iota \nu) \nu \geq \nu^* (\iota \otimes \iota \iota \nu) \nu$ and thus

$$
\|\eta^c\|^2 = (\text{tr}_\mu \otimes \iota^{\otimes n})(\eta^c)^* \eta^c \\
= \left( \text{tr} \otimes \iota \frac{dU}{dU + dV} \text{Tr}_U \otimes \iota \frac{dV}{dU + dV} \text{Tr}_V \right) (\iota \nu^c)(\iota \nu^c)(\iota \nu^c).
$$
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5.3 Categorical convergence to the boundary

\[
\begin{align*}
&= \left( \text{tr}_\mu \bigotimes \left( \frac{dV}{dU + dV} \text{tr}_U \oplus \frac{dV}{dU + dV} \text{tr}_V \right) \right) \left( \left( \iota \otimes p_U^\ast \right) \eta^* \eta \left( \iota \otimes p_U \right) \right) \\
&= \frac{dU}{dV} + \frac{dV}{dU} \left( \text{tr}_\mu \otimes \text{tr}_U \right) \left( \eta^* \eta \right) = \frac{dU}{dV} \left\| \eta \right\|_\mu^2; \\
\|\nu^\ast\|_{\mu}^2 &= \left( \text{tr}_\mu \otimes \text{tr}_U \right) \left( \left( \nu^\ast \right) \nu^\ast \right) = \left( \text{tr}_\mu \otimes \text{tr}_U \right) \left( \left( \iota \otimes p_U \right) \nu^\ast \left( \iota \otimes p_U \right) \nu \left( \iota \otimes p_U \right) \right) \\
&\leq \left( \text{tr}_\mu \otimes \text{tr}_U \right) \left( \left( \iota \otimes p_U \right) \nu^\ast \nu \left( \iota \otimes p_U \right) \right) \\
&\leq \frac{dU}{dV} \left( \text{tr}_\mu \otimes \text{tr}_U \right) \left( \nu^\ast \nu \right) = \frac{dU}{dV} \left\| \nu \right\|_\mu^2.
\end{align*}
\]

The lemma can now be proved by combining the previous identities. Indeed,

\[
\|\hat{\Delta}^{n-1}(\eta^\ast) - \iota^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta^\ast)\|_{\mu \otimes \ast}^2 = \| \left( \hat{\Delta}^{n-1}(\eta) - \iota^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta) \right)^\ast \|_{\mu \otimes \ast}^2 \\
= \frac{dU}{dV} \left\| \hat{\Delta}^{n-1}(\eta) - \iota^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta) \right\|_{\mu \otimes \ast}^2;
\]

\[
\|\hat{\Delta}^{n-1}(\nu^\ast) - \iota^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\nu^\ast)\|_{\mu \otimes \ast}^2 = \| \left( \hat{\Delta}^{n-1}(\nu) - \iota^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\nu) \right)^\ast \|_{\mu \otimes \ast}^2 \\
\leq \frac{dU}{dV} \left\| \hat{\Delta}^{n-1}(\nu) - \iota^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\nu) \right\|_{\mu \otimes \ast}^2
\]

and similarly for the adjoint.

Since \((\eta^\ast)^\ast = \eta\) this lemma implies that a morphism \(\eta \in \text{Hom}_C(U, V)\) is \(\mu\)-regular if and only if \(s^* \lim_n j_n(\eta^\ast)\) exists in the von Neumann algebra \(\text{Hom}_{C_{\otimes \ast}}(U \oplus V, U \oplus V)\).

**Proposition 5.23.** The following holds:

(i) \(R(C, \mu)\) forms a \(C^*\)-tensor subcategory of \(C_{\ast}\);  

(ii) if \(\eta\) is \(\mu\)-harmonic, then \(\eta\) is \(\mu\)-regular;  

(iii) if \(\eta \in \text{Hom}_{R(C, \mu)}(U, V)\), then \(\lim_n (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu)(\hat{\Delta}^{n-1}(\eta)) \in \text{Hom}_C(U, V)\) exists in norm.

We write

\[
\text{tr}_\mu^\infty(\eta) := \lim_n (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu)(\hat{\Delta}^{n-1}(\eta)) \in \text{Hom}_C(U, V).  \tag{5.16}
\]

Note that we cannot say that the Poisson boundary \(\mathcal{P}(C, \mu)\) is a subcategory of \(R(C, \mu)\) since the product in \(\mathcal{P}(C, \mu)\) is different.

**Proof of Proposition 5.23.** (i) From the definition of \(\mu\)-regularity it is immediate that \(\eta^\ast \in R_\mu(U, V)\) whenever \(\eta \in R_\mu(U, V)\). Moreover it is clear that \(R_\mu(U, V)\) is a linear space. \(R_\mu(U, V)\) has norm \(\|\|_\infty\) which is inherited from \(C\) and thus has the properties of a norm in a \(C^*\)-category. Observe that \(\text{tr}_U(x^*x) \leq \text{tr}_U(\|x\|^2 I) = \|x\|^2\) for any \(x \in \text{Hom}_C(U, V)\), this gives that \(\|\eta\|_{\mu \otimes \ast} \leq \|\eta\|_\infty\) whenever \(\eta \in \text{Hom}_{C_{\otimes \ast}}(U, V)\). Now a \(3\pi\)-argument can be used to show that the homomorphism sets are closed in norm, we omit the details.

For multiplicity we use the same estimate as in the proof of Lemma 5.22, namely that \(x^*x \leq \|x\|^2 I\), so that \(y^*x^*xy \leq \|x\|^2 \|y\|^2\) and thus

\[
\|xy\|^2 = \text{tr}_U((xy)^*xy) \leq \|x\|^2 \text{tr}_U(y^*y) = \|x\|^2 \|y\|^2.
\]

Let \(\nu \in R_\mu(U, V)\), \(\eta \in R_\mu(V, W)\) and \(\varepsilon > 0\). Then for \(n\) and \(m\) large enough

\[
\|\hat{\Delta}^{n-1}(\eta\nu) - \iota^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\nu)\|_{\mu \otimes \ast} \leq \|\hat{\Delta}^{n-1}(\eta)\|_{\mu \otimes \ast} \|\hat{\Delta}^{m-1}(\nu)\|_{\mu \otimes \ast}.
\]
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A similar argument works for the adjoint. Thus \( \eta \nu \in R(\mathcal{C}, \mu) \) and \( R(\mathcal{C}, \mu) \) is a C*-category.

To show that \( R(\mathcal{C}, \mu) \) admits a tensor structure we must verify that
\[
(\eta \otimes \nu) \in \text{Hom}_{R(\mathcal{C}, \mu)}(U \otimes X, V \otimes Y), \quad \text{if } \eta \in \text{Hom}_{R(\mathcal{C}, \mu)}(U, V), \nu \in \text{Hom}_{R(\mathcal{C}, \mu)}(X, Y).
\]

Here \((\eta \otimes \nu)\) is defined by Identity (5.3). We have already shown that \( R(\mathcal{C}, \mu) \) is closed under composition, so it suffices to show that the natural transformations \( \eta \otimes \iota_Y \) and \( \iota_U \otimes \nu \) are \( \mu \)-regular. We compute
\[
(\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_U \otimes \text{tr}_Y) \left( ((\hat{\Delta}^{n-1}(\eta \otimes \iota_Y) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta \otimes \iota_Y))((\hat{\Delta}^{n-1}(\eta \otimes \iota_Y) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta \otimes \iota_Y))^*)\right)
\]
\[
= (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_U \otimes \text{tr}_Y) \left( ((\hat{\Delta}^{n-1}(\eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta)) \otimes \iota_Y)((\hat{\Delta}^{n-1}(\eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta))^* \otimes \iota_Y)\right)
\]
\[
= (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_U \otimes \text{tr}_Y) \left( ((\hat{\Delta}^{n-1}(\eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta)))((\hat{\Delta}^{n-1}(\eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta))^*)\right),
\]
which goes to zero as \( n, m \to \infty \) because \( \eta \) is \( \mu \)-regular. Similarly it can be shown that
\[
\left\| \hat{\Delta}^{n-1}(\eta \otimes \iota_Y) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta \otimes \iota_Y) \right\|^{2}_{\mu \otimes n} \to 0, \quad \text{as } n, m \to \infty,
\]
so \( \eta \otimes \iota_Y \in R(\mathcal{C}, \mu) \). For \( \iota_U \otimes \nu \), assume that \( U \) is simple, say \( U = U_t \). Suppose that \( t \in \text{supp}(\mu^{n+k}) \) for some \( k \geq 1 \), then
\[
(\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_Y) \hat{\Delta}^{k-1} = \sum_{s_1, \ldots, s_k} m_{s_1}^{r_1} \cdots m_{s_k}^{r_k} \frac{d_{r_1}}{d_{s_1} \cdots d_{s_k}} \mu(s_1) \cdots \mu(s_k) (\text{tr}_r \otimes \text{tr}_Y)
\]
\[
\geq m_{s_1}^{r_1} \cdots m_{s_k}^{r_k} \frac{d_{s_1} \cdots d_{s_k}}{d_{r_1} \cdots d_{r_k}} \text{tr}_r \otimes \text{tr}_Y.
\]
Hence if \( s_1, \ldots, s_k \in \text{supp}(\mu) \) are such that \( m_{s_1}^{r_1} \cdots m_{s_k}^{r_k} \geq 1 \), then
\[
\text{tr}_{U_t} \otimes \text{tr}_Y \leq d_{t}^{-1} \frac{d_{s_1} \cdots d_{s_k}}{\mu(s_1) \cdots \mu(s_k)} (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_Y) \hat{\Delta}^{k-1}.
\]
Observe that \( (\iota_U \otimes \nu)_X = \nu_{X \otimes U} = \hat{\Delta}(\nu)_{X \otimes U} \). So \( \hat{\Delta}^{n-1}(\iota_U \otimes \nu) = \hat{\Delta}^{n}(\nu)_{U} \). Where on the spot one has to put an \( n \)-tuple of objects. We still assume that \( U = U_t \) for some simple object \( U_t \). We obtain
\[
(\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_U \otimes \text{tr}_Y) \left( ((\hat{\Delta}^{n-1}(\iota_U \otimes \eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\iota_U \otimes \eta))((\hat{\Delta}^{n-1}(\iota_U \otimes \eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\iota_U \otimes \eta))^*)\right)
\]
\[
= (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_U \otimes \text{tr}_Y) \left( ((\hat{\Delta}^{n}(\eta) \otimes U_t - L^{\otimes n-m} \otimes \hat{\Delta}^{m}(\eta) \otimes U_t)((\hat{\Delta}^{n}(\eta) \otimes U_t - L^{\otimes n-m} \otimes \hat{\Delta}^{m}(\eta) \otimes U_t)^*)\right)
\]
\[
\leq d_{t}^{-1} \frac{d_{s_1} \cdots d_{s_k}}{\mu(s_1) \cdots \mu(s_k)} (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_Y)
\]
\[
\left( ((\hat{\Delta}^{n+k-1}(\eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m+k-1}(\eta))((\hat{\Delta}^{n+k-1}(\eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m+k-1}(\eta))^*)\right)
\]
\[
= d_{t}^{-1} \frac{d_{s_1} \cdots d_{s_k}}{\mu(s_1) \cdots \mu(s_k)} \left\| \hat{\Delta}^{n+k-1}(\eta) - L^{\otimes n-m} \otimes \hat{\Delta}^{m+k-1}(\eta) \right\|^{2}_{\mu \otimes n+k} \to 0, \quad \text{as } n, m \to \infty.
\]
Similarly it can be shown that
\[
\| (\hat{\Delta}^{n-1}(t_{U_i} \otimes \eta) - i^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(t_{U_i} \otimes \eta))^* \|_{\mathcal{M}_{m,n}}^2 \rightarrow 0, \quad \text{as } m, n \rightarrow \infty.
\]
If \( U \) is not simple, then decomposing \( U \) into simple objects and taking direct sums gives the result.
(ii) This is similar to [NY14b, § 3.1]. Let \( \eta \in \text{Hom}_{\mathcal{C}_-}(U, V) \) be \( \mu \)-harmonic. By (the results in the proofs of) Lemmas 5.18 and 5.22 we may assume \( U = V \), since if \( U \neq V \) we can consider the extension \( \eta^c \) to \( U \oplus V \). Again we apply the noncommutative martingale convergence theorem. Consider the sequence \( (j_n(\eta))_{n=1}^{\infty} \subset \text{Hom}_{\mathcal{C}_{-\infty}}(U, U) \). Recall the conditional expectations \( E_{n,m} \) defined in (5.15). It holds that for \( n \geq m \)
\[
E_{n,m}(\hat{\Delta}^{n-1}(\eta)) = (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes i^{\otimes m})\hat{\Delta}^{n-1}(\eta) = (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes i^{\otimes m})((i^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\eta))\hat{\Delta}^{m-1}(\eta)) = \hat{\Delta}^{m-1}(\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu (\eta)) = \hat{\Delta}^{m-1}(\eta).
\]
(5.17)
Write \( \hat{E}_{n,m} \) for the composition of \( E_{n,m} \) with the embedding \( \text{Hom}_{\mathcal{C}_{-m}}(U, U) \hookrightarrow \text{Hom}_{\mathcal{C}_{-\infty}}(U, U) \). Consider \( \text{Hom}_{\mathcal{C}_{-m}}(U, U) \) as a subalgebra of \( \text{Hom}_{\mathcal{C}_{-\infty}}(U, U) \) and denote
\[
\hat{E}_m: \text{Hom}_{\mathcal{C}_{-\infty}}(U, U) \rightarrow \text{Hom}_{\mathcal{C}_{-m}}(U, U) \subset \text{Hom}_{\mathcal{C}_{-\infty}}(U, U)
\]
for the conditional expectation defined by \( \{ \hat{E}_{n,m} \}_{n \geq m} \). It follows from (5.17) that \( \hat{E}_m(j_n(\eta)) = j_m(\eta) \) for \( n \geq m \). As we are dealing with von Neumann algebras the noncommutative martingale convergence theorem (cf. Lemma 2.16) shows that there exists an \( \hat{\eta} \in \text{Hom}_{\mathcal{C}_{-\infty}}(U, U) \) such that \( j_n(\eta) = \hat{E}_n(\hat{\eta}) \) and \( (j_n(\eta))_{n=1}^{\infty} \) converges in strong* topology to \( \hat{\eta} \). So \( \eta \) is \( \mu \)-regular.
(iii) Let \( \eta \in \text{R}_\mu(U, V) \). Using the identities in the proof of Lemma 5.22 we get
\[
\lim_{n} (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu) (\hat{\Delta}^{n-1}(\eta)^r) = \lim_{n} (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu) (i^{\otimes n} \otimes p_U) (\hat{\Delta}^{n-1}(\eta^c)) = \lim_{n} p_V (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu) (\hat{\Delta}^{n-1}(\eta^c)) = \lim_{n} p_V (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu) (j_{n-1}(\eta^c)) = \lim_{n} p_V (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu) (j_{n-1}(\eta^c)) \hat{p}_U.
\]
(5.18)
From the observation following the proof of Lemma 5.22 it follows that \( s^* \lim_{n} j_n(\eta^c) \) exists in \( \text{Hom}_{\mathcal{C}_{-\infty}}(U \oplus V, U \oplus V) \). As \( \text{Hom}_{\mathcal{C}}(U \oplus V, U \oplus V) \) is a finite dimensional \( C^* \) algebra limit (5.18) exists in norm.

**Definition 5.24.** Let \( \mathcal{C} \) be a strict \( C^* \) tensor category with simple unit \( \mathbb{I} \) and \( \mu \) be a probability measure on the set of irreducible objects \( \text{Irr}(\mathcal{C}) \). The random walk on \( \mathcal{C} \) with Markov kernel \( P_\mu \) converges to the boundary if the following two conditions hold:

(i) \( K_\mu(\eta) \in \text{R}_\mu(U, V) \) for every \( \eta \in \text{Nat}_{00}(\mu \otimes U, \mu \otimes V) \subset \text{Hom}_{\mathcal{C}_{-}(U, V)} \);

(ii) for every \( \eta \in \text{Nat}_{00}(\mu \otimes U, \mu \otimes V) \) and \( \nu \in \text{Nat}_0(\mu \otimes X, \mu \otimes Y) \) with \( P_\mu(\nu) = \nu \) it holds
\[
\sum_{s \in \text{Irr}(\mathcal{C})} d_s^2 \text{tr}_s((\eta \otimes \nu)_s) = \text{tr}_\mu^\infty (K_\mu(\eta) \otimes \nu).
\]
(5.19)
Here the tensor product of natural transformations is defined by (5.3) and the functionals \( \text{tr}_s \) and \( \text{tr}_\mu^\infty \) are defined by (5.9) and respectively (5.16). Note that both sides of (5.19) are in \( \text{Hom}_{\mathcal{C}}(U \otimes X, V \otimes Y) \).

Observe that requirement (ii) of this definition makes sense due to Proposition 5.23.
6 Correspondence with quantum groups

To make sure that the definition of a Martin boundary and the definition of convergence to the boundary for random walks on C*-tensor categories are sensible, we need to check that they correspond in some way to theory that already exists for random walks on discrete quantum groups. So for a compact quantum group \( G \) one should be able to reconstruct the Martin boundary \( M(\hat{G}, \mu) \) from \( M(\text{Rep}(G), \mu) \) and vice versa. Similarly a random walk \((\hat{G}, \mu)\) should converge to the boundary if and only if \((\text{Rep}(G), \mu)\) converges to the boundary.

6.1 Duality between \( G \)-C*-algebras and categories

This subsection again contains preliminary material. We review some of the results of [DCY13], [Nes13] and [NY14a] that we need to prove a correspondence between the categorical picture and the quantum group picture of random walks in the next subsection.

Let \( B \) be a \( G \)-C*-algebra, with left action \( \alpha: B \to C(G) \otimes B \). The regular subalgebra of \( B \) is denoted by
\[
B := \{ x \in B : \alpha(x) \in C[G] \otimes_{\text{alg}} B \}.
\]
It is a dense \( \ast \)-subalgebra of \( B \) ([DCY13, Lem. 4.3]) and \( \alpha \) restricts to a Hopf algebra coaction \( \alpha: B \to C[G] \otimes_{\text{alg}} B \).

**Definition 6.1.** If \( D \) is a C*-category, define the category \( \text{End}(D) \) with objects given by C*-functors \( D \to D \) and morphisms \( \text{Hom}_{\text{End}(D)}(F, G) := \text{Nat}_b(F, G) \). \( D \) is called a \( \text{Rep}(G) \)-module category if \( D \) comes equipped with a unitary tensor functor \( \text{Rep}(G) \to \text{End}(D) \). If \( U \in \text{Ob}(\text{Rep}(G)) \) the induced functor in \( \text{End}(D) \) is denoted \( X \mapsto X \times U \). An object \( X \in \text{Ob}(D) \) is generating if for any object \( Y \in \text{Ob}(D) \) there exists \( U \in \text{Rep}(G) \) such that \( Y \) is a subobject of \( X \times U \).

**Theorem 6.2** ([DCY13, Thm. 6.4], [Nes13, Thm. 3.3]). Let \( G \) be a reduced compact quantum group. The following two categories are equivalent:

(i) the category of unital \( G \)-C*-algebras with unital \( G \)-equivariant \( \ast \)-homomorphisms;

(ii) the category of pairs \((D, X)\), where \( D \) is a \( \text{Rep}(G) \)-module C*-category and \( X \) is a generating object in \( D \) with morphisms given by equivalence classes of unitary \( \text{Rep}(G) \)-module functors respecting the designated generating objects.

The formulation of this result is taken from [NY14a, Thm. 1.1]. For later use we explicitly describe the correspondence. Given a \( G \)-C*-algebra \( B \). Let \( D' \) be the C*-category with objects \( \text{Ob}(\text{Rep}(G)) \) but morphism sets
\[
\text{Hom}_{D'}(U, V) := \{ T \in B \otimes B(\mathcal{H}_U, \mathcal{H}_V) : V_{13}(\alpha \otimes \iota)(T)U_{13} = 1 \otimes T \}.
\]
Let \( D_B \) be the subobject completion of \( D' \). Then \( D_B \) is the category corresponding to \( B \). The generating object is given by unit object \( \mathbb{1} \in \text{Ob}(\text{Rep}(G)) \subset \text{Ob}(D_B) \). If \( U \in \text{Ob}(\text{Rep}(G)) \), then \( \iota \otimes U \) defines a functor on \( \text{Rep}(G) \) as in Notation 5.1. This functor \( \iota \otimes U \) can be extended to the completion \( D_B \) the extension is again denoted by \( \iota \otimes U \). The unitary tensor functor \( \text{Rep}(G) \to \text{End}(D_B) \) is given by \( U \mapsto \iota \otimes U \).

Conversely, let \( D \) be a \( \text{Rep}(G) \)-module category with generating object \( X \). We may assume that \( D \) is equivalent to an idempotent completion of \( \text{Rep}(G) \) with some larger morphism sets and that \( X = \mathbb{1} \in \text{Rep}(G) \). Indeed, let \( D' \) be the category with \( \text{Hom}_{D'}(U, V) := \text{Hom}_{D}(X \times U, X \times V) \) and take the idempotent completion. Define
\[
B := \bigoplus_{u \in \text{Irr}(G)} (\mathcal{H}_u \otimes \text{Hom}_{D}(\mathbb{1}, U_u)); \quad \tilde{B} := \bigoplus_{U \in \text{Rep}(G)} (\mathcal{H}_U \otimes \text{Hom}_{D}(\mathbb{1}, U)).
\]
For every $U \in \text{Rep}(G)$ fix isometries $w_i: \mathcal{H}_{w_i} \to \mathcal{H}_U$ to decompose $U$ into irreducibles. Define

$$\pi: \tilde{B} \to B, \quad \pi(\xi \otimes T) := \sum_i w_i^* \xi \otimes w_i^* T, \quad \text{for } \xi \otimes T \in \mathcal{H}_U \otimes \text{Hom}_D(\mathbb{1}, U).$$

Then $\pi$ is independent of the choices of the isometries $w_i$. The space $\tilde{B}$ becomes an associative algebra with product given by

$$(\xi \otimes T) \cdot (\zeta \otimes S) := (\xi \otimes \zeta) \otimes ((T \otimes i)S), \quad \text{(6.1)}$$

for $\xi \otimes T \in \mathcal{H}_U \otimes \text{Hom}_D(\mathbb{1}, U)$ and $\eta \otimes S \in \mathcal{H}_V \otimes \text{Hom}_D(\mathbb{1}, V)$. We get a product on $B$ by $\pi(x)\pi(y) := \pi(x \cdot y)$ for $x, y \in \tilde{B}$. Define an antilinear map $\bullet$ on $\tilde{B}$

$$(\xi \otimes T)^\bullet := \rho^{-1/2} \xi \otimes (T^* \otimes i)\bar{R}_U, \quad \text{for } \xi \otimes T \in \mathcal{H}_U \otimes \text{Hom}_D(\mathbb{1}, U). \quad \text{(6.2)}$$

This map is not an involution on $\tilde{B}$, but defines an involution on $B$ by $\pi(x)^* := \pi(x^*)$ whenever $x \in \tilde{B}$. Note that $\rho^{-1/2} \xi = (\iota \otimes \xi)\bar{R}_U(1)$. There exists a left coaction of $\mathbb{C}[G]$ on $B$ defined in the following way. Let $\{\xi_i\}$, be an orthonormal basis of $\mathcal{H}_U$ and $u_{ij}$ the matrix coefficients of the representation $U$ with respect to this basis. Define $\alpha(\pi(\xi_i \otimes T)) := \sum_i u_{ij} \otimes \pi(\xi_j \otimes T)$. It can be shown that there exists a unique completion of $B$ turning it into a $C^*$-algebra $B$ such that $\alpha$ extends to a left $G$-action on $B$, see [DCY13, § 4]. This is the $G$-$C^*$-algebra $B$ corresponding to the category $D$.

Suppose we start with a unital $G$-$C^*$-algebra $B$. We form $D_B$ and let $B'$ be the algebra corresponding to $D_B$. Then there is a $*$-isomorphism [NY14a, § 2.5]

$$\lambda: B' \to B, \quad \pi(\xi \otimes T) \mapsto (\iota \otimes \xi)T. \quad \text{(6.3)}$$

In case there is more structure present, there is again an equivalence of categories.

**Definition 6.3.** Let $B$ be a unital $C^*$-algebra. Assume that there exists a continuous actions $\alpha: B \to \mathbb{C}[G] \otimes B$ and $\beta: B \to M(B \otimes \alpha_0(G))$. Define the left $\mathbb{C}[G]$-module algebra structure

$$\triangleright: \mathbb{C}[G] \otimes B \to B, \quad x \triangleright a := (\iota \otimes x)\beta(a), \quad \text{for } x \in \mathbb{C}[G] \text{ and } a \in B.$$ Here $\alpha_0(G)$ is identified with a subalgebra of $\mathbb{C}[G]^*$ as described by the isomorphism (2.4). Consider the regular subalgebra $B \subset B$. Let $S$ be the antipode of the Hopf algebra $(\mathbb{C}[G], \Delta)$. The algebra $B$ is called a Yetter–Drinfeld $G$-$C^*$-algebra if

$$\alpha(x \triangleright a) = x_{(1)}a_{(1)}S(x_{(2)}) \otimes (x_{(2)} \triangleright a_{(2)}), \quad \text{for all } x \in \mathbb{C}[G] \text{ and } a \in B. \quad \text{(6.4)}$$

Here Sweedler’s sumless notation is used, so $\Delta(x) = x_{(1)} \otimes x_{(2)}$ and $\alpha(a) = a_{(1)} \otimes a_{(2)}$. A Yetter–Drinfeld $G$-$C^*$-algebra $B$ is called braided-commutative whenever

$$ab = b_{(2)}(S^{-1}(b_{(1)})) \triangleright a, \quad \text{for all } a, b \in B. \quad \text{(6.5)}$$

**Theorem 6.4** ([NY14a, Thm. 2.1]). Let $G$ be a reduced compact quantum group. The following two categories are equivalent:

(i) the category of unital braided-commutative Yetter–Drinfeld $G$-$C^*$-algebras with unital $G$- and $G$-equivariant $*$-homomorphisms as morphisms;

(ii) the category of pairs $(C, \mathcal{E})$, where $C$ is a $C^*$-tensor category and $\mathcal{E}: \text{Rep}(G) \to C$ is a unitary tensor functor such that $C$ is generated by the image of $\mathcal{E}$. The morphisms $(C, \mathcal{E}) \to (C', \mathcal{E}')$ in this category are given by the set of equivalence classes of pairs $(\mathcal{F}, \eta)$ where $\mathcal{F}: C \to C'$ is a unitary tensor functor and $\eta: \mathcal{F}\mathcal{E} \to \mathcal{E}'$ is a natural unitary monoidal isomorphism.
The correspondence between these two categories is the same as the correspondence given by Theorem 6.2, but one needs to account for the extra structure present. We will only describe how the tensor product on the category can be reconstructed. Let \( B \) be a unital braided-commutative Yetter–Drinfeld \( G \)-\( C^* \)-algebra. Using the construction following Theorem 6.2, we obtain a \( \text{Rep}(G) \)-module \( C^*- \)category \( \mathcal{C}_B \). If \( U, V \in \text{Ob}(\text{Rep}(G)) \subset \text{Ob}(\mathcal{C}_B) \), the tensor product \( U \otimes V \in \mathcal{C}_B \) is defined as in \( \text{Rep}(G) \). For morphisms \( S \in \text{Hom}_C(U, V) \) and \( T = \sum_i b_i \otimes T_i \in \text{Hom}_C(W, X) \), define

\[
\iota_U \otimes T := \sum_{i,k,l} (u_{kl} \triangleright b_i) \otimes m_{kl} \otimes T_i \in \text{Hom}_C(U \times W, U \times X);
\]

\[
S \otimes \iota_X := S \otimes \iota_{\mathcal{C}_X} \in \text{Hom}_C(U \times X, V \times X).
\]

Then \( S \otimes T := (S \otimes \iota_X)(\iota_U \otimes T) \), which equals \( (\iota_V \otimes T)(S \otimes \iota_W) \). The functor \( \mathcal{E}_B : \text{Rep}(G) \to \mathcal{C}_B \) is given as the identity map on objects and \( T \mapsto 1_B \otimes T \) whenever \( T \in \text{Hom}_{\text{Rep}(G)}(U, V) \).

### 6.2 The correspondence with discrete quantum groups

The Martin boundary and Martin compactification of a random walk on a discrete quantum group define braided-commutative Yetter–Drinfeld \( G \)-\( C^* \)-algebras. Therefore by the duality described in Subsection 6.1 these algebras define \( C^*- \)tensor categories. These categories are shown to be unitarily monoidally equivalent to the previously defined categorical Martin boundary and compactification of \( \text{Rep}(G) \). The results in Section 4 above suggest that convergence to the boundary for random walks on discrete quantum groups is a property from the underlying category \( \text{Rep}(G) \) and not from the actual realization via a fiber functor \( \text{Rep}(G) \to \text{Hilb} \). We prove that this is indeed the case.

**Notation 6.5.** Recall the left adjoint action \( \alpha_l \) defined by (2.15). Define the space

\[
\left( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right)_{\text{alg}} := \left\{ x \in \bigotimes_{-n}^{-1} l^\infty(\hat{G}) : \alpha_l(x) \in \mathbb{C}[G] \otimes_{\text{alg}} \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right\}
\]

and denote \( C_{-n}(\hat{G}) \) for the norm-closure of \( \left( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right)_{\text{alg}} \) in \( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \). The restriction \( \alpha_l : C_{-n}(\hat{G}) \to \mathbb{C}[G] \otimes C_{-n}(\hat{G}) \) defines an action of \( C^*- \)algebras. Indeed, since \( \alpha_l \) is a Hopf-algebra coaction we obtain that \( \alpha_l(x) \in \mathbb{C}[G] \otimes_{\text{alg}} \left( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right)_{\text{alg}} \) if \( x \in \left( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right)_{\text{alg}} \).

Since \( \alpha_l \) is continuous in norm, it extends to a map of the norm closures, again denoted by \( \alpha_l : C_{-n}(\hat{G}) \to \mathbb{C}[G] \otimes C_{-n}(\hat{G}) \). As \( (\varepsilon \otimes \iota) \alpha_l = \iota \) on \( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \) this identity also holds on \( \left( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right)_{\text{alg}} \). It follows from [NT04, Cor. 1.4] that \( \alpha_l \) is a left \( G \)-action on the \( C^* \)-algebra \( C_{-n}(\hat{G}) \).

Recall the categorical path spaces of Notation 5.1. We specialise to \( \mathcal{C} = \text{Rep}(G) \).

**Lemma 6.6.** For \( \mathcal{C} = \text{Rep}(G) \) and \( U, V \) finite dimensional unitary representations of \( G \) it holds that

\[
\text{Hom}_{\text{Rep}(G)_{-n}}(U, V) \cong \left\{ T \in \left( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right) \otimes B(\mathcal{H}_U, \mathcal{H}_V) : V^*_{13}(\alpha_l \otimes \iota_V)(T)U_{13} = 1 \otimes T \right\}.
\]

Consider \( \mathcal{H}_X = \bigoplus_i m^*_{X_i} \mathcal{H}_S \). The isomorphism is given explicitly by \( \eta(T) \leftrightarrow T \), where

\[
\eta(T)_{X_1, \ldots, X_n} := T|_{\mathcal{H}_{X_1} \otimes \cdots \otimes \mathcal{H}_{X_n} \otimes \mathcal{H}_U}.
\]

**Proof.** Note that \( T \in \left( \bigotimes_{-n}^{-1} l^\infty(\hat{G}) \right) \otimes B(\mathcal{H}_U, \mathcal{H}_V) \) satisfies

\[
V^*_{13}(\alpha_l \otimes \iota_V)(T)U_{13} = 1 \otimes T
\]
if and only if

\[(1 \otimes T)(W \times \cdots \times W \times U) = (W \times \cdots \times W \times V)(1 \otimes T),\]

so if and only if \(T\) intertwines the representations \((W \times U)\) and \((W \times V)\). Since any finite dimensional representation embeds in the regular representation coming from the multiplicative unitary \(W\) the above holds if and only if

\[(1 \otimes T)_{|X_1 \otimes \cdots \otimes X_n \otimes \mathcal{H}_U}(X_1 \times \cdots \times X_n \times U) = (X_1 \times \cdots \times X_n \times V)(1 \otimes T)_{|X_1 \otimes \cdots \otimes X_n \otimes \mathcal{H}_V}\]

for all finite dimensional representations \(X_1, \ldots, X_n\). Which states exactly that

\[
T|_{X_1 \otimes \cdots \otimes X_n \otimes \mathcal{H}_U} \in \text{Hom}_{\text{Rep}(G)}(X_1 \times \cdots \times X_n \times U, X_1 \times \cdots \times X_n \times V),
\]

for all \(X_1, \ldots, X_n \in \text{Ob}(\text{Rep}(G))\). Now if all \(X_i\) and \(Y_i\) are irreducible representations and \(f_i : X_i \to Y_i\) is a morphism in \(\text{Rep}(G)\). Then \(f_i\) is a multiple of the identity if \(X_i \cong Y_i\) or zero if \(X_i \not\cong Y_i\). So clearly the following diagram commutes

\[
\begin{array}{ccc}
X_1 \times \cdots \times X_n \times U & \overset{f_1 \otimes \cdots \otimes f_n \otimes 1_U}{\longrightarrow} & Y_1 \times \cdots \times Y_n \times U \\
\downarrow^{(\eta \tau)_{x_1, \ldots, x_n}} & & \downarrow^{(\eta \tau)_{y_1, \ldots, y_n}} \\
X_1 \times \cdots \times X_n \times V & \overset{f_1 \otimes \cdots \otimes f_n \otimes 1_V}{\longrightarrow} & Y_1 \times \cdots \times Y_n \times V
\end{array}
\]

If \(X_i\) and \(Y_i\) are not necessarily simple then by decomposing the representations into irreducible ones it follows that the above diagram again commutes. Therefore we conclude that \(T\) satisfies (6.7) if and only if \(\eta(T) \in \text{Nat}_b(i^{\otimes n} \otimes U, i^{\otimes n} \otimes V)\). Thus \(\eta(T) \in \text{Hom}_{\text{Rep}(G)-n}(U, V)\).

Clearly \(T \mapsto \eta(T)\) is an injective \(*\)-homomorphism. It thus remains to show that it is surjective. For this suppose \(\eta \in \text{Hom}_{\text{Rep}(G)-n}(U, V)\). Then \(\eta|_{X_1, \ldots, X_n} \in \text{Hom}_{\text{Rep}(G)}(X_1 \otimes \cdots \otimes X_n \otimes U, X_1 \otimes \cdots \otimes X_n \otimes V)\). If we write \(T = \bigoplus_{x_1, \ldots, x_n} \eta|_{x_1, \ldots, x_n}\), then it is immediate that \(\eta = \eta(T)\) and the previous computations imply that \(T\) satisfies (6.7).

Let \(U\) and \(V\) be unitary representations. Decompose \(V\) as \(V = \sum_{i,j=1}^{\dim V} v_{ij} \otimes m_{ij}^V \in \mathbb{C}[G] \otimes B(\mathcal{H}_V)\) and similarly decompose \(U\). Observe that (6.7) can be written as

\[
(\alpha_l \otimes \iota)(T) = V_{13}(1 \otimes T) U_{13} = \sum_{i,j=1}^{\dim V} \sum_{k,l=1}^{\dim U} v_{ij} u_{kl}^* \otimes ((1 \otimes m_{ij}^U)T(1 \otimes (m_{kl}^U)^*)),
\]

which lies in \(\mathbb{C}[G] \otimes_{\text{alg}} (\bigotimes_i^{\dim U} \mathcal{L}_1(\hat{G})) \otimes B(\mathcal{H}_U, \mathcal{H}_V)\). It follows that if \(T\) satisfies (6.7), then \(T \in \bigotimes_i^{\dim U} \mathcal{L}_1(\hat{G})\otimes B(\mathcal{H}_U, \mathcal{H}_V)\).

It is known (see [NY14a, § 4.1]) that \(C_{-1}(\hat{G})\) contains more structure. It is a unital braided-commutative Yetter–Drinfeld \(G\)-\(C^*\)-algebra with the right action of \(\hat{G}\) given by the comultiplication \(\hat{\Delta}\), so the left \(\mathbb{C}[G]\)-module structure is defined by

\[
u \triangleright x := (\iota \otimes u) \hat{\Delta}(x), \quad (x \in C_{-1}(\hat{G}), u \in \mathbb{C}[G]).
\]

It corresponds to the \(C^*\)-tensor category \(\text{Rep}(G)_{-1}\). From the discussion following Theorem 6.2 and we can immediately conclude the following.

**Corollary 6.7.** For a reduced compact quantum group \(G\) the unital \(G\)-\(C^*\)-algebra corresponding to the \(C^*\)-category \(\text{Rep}(G)_{-n}\) via the equivalence in Theorem 6.2 is isomorphic to \(C_{-n}(\hat{G})\). Or equivalently the \(C^*\)-category corresponding to the unital \(G\)-\(C^*\)-algebra \(C_{-n}(\hat{G})\) is unitarily equivalent to the category \(\text{Rep}(G)_{-n}\) as a right \(\text{Rep}(G)\)-module category. For \(n = 1\) we have unitarily monoidal equivalence of \(C^*\)-tensor categories.
6 CORRESPONDENCE WITH QUANTUM GROUPS

In a similar spirit as (6.8) we can write the tensor product in $\text{Rep}(G)_{-1}$ as follows. Suppose $\eta = \eta(T)$ and $\nu = \eta(S)$ (see (6.6)) for some $T = \sum_i x_i \otimes T_i \in l_{\text{alg}}^{\infty}(\check{G}) \otimes B(H_{V_1}, H_{V_2})$ and $S = \sum_j y_j \otimes S_j \in l_{\text{alg}}^{\infty}(\hat{G}) \otimes B(H_{V_1}, H_{V_2})$. Then (5.3) translates to

$$\eta \otimes \nu = \sum_{i,j} x_i y_j^{(1)} \otimes T_i \pi_{V_1}(y_j^{(2)}) \otimes S_j.$$  \hfill (6.10)

**Lemma 6.8.** For $\mathcal{C} = \text{Rep}(G)$, the isomorphism (6.6) satisfies

(i) $(\iota \otimes \eta(T)) = \eta(1 \otimes T)$;
(ii) $(\iota \otimes \Delta \otimes \iota \otimes T_m^{-1})(\eta(T)) = \eta((\iota \otimes \Delta \otimes \iota \otimes T_m^{-1} \otimes \iota))(T)$;
(iii) $(\text{tr}_\mu \otimes \iota \otimes T_m^{-1})(\eta(T)) = \eta((\varphi_\mu \otimes \iota \otimes T_m^{-1} \otimes \iota))(T)$.

If $n = 1$, then in addition we have

(iv) $P_\mu(\eta(T)) = \eta((P_\mu \otimes \iota))(T)$;
(v) $K_\mu(\eta(T)) = \eta((K_\mu \otimes \iota))(T)$.

Here the first $P_\mu$ is the Markov operator on $\text{Rep}(G)$, while the one on the right is the Markov operator on $\hat{G}$ and similarly for $K_\mu$.

**Proof.** Assertions (i) and (iii) are trivial. To prove the remaining ones, assume that $T \in (\otimes_{n=1}^{\infty}(\hat{G})) \otimes B(H_{V_1}, H_{V_2})$ satisfies (6.7). Let $\check{X}$ be a finite dimensional representation of $G$ and $\tilde{a} \in \text{Hom}(\check{X}, X_{m+1} \otimes X_{m+2})$. Write $a := \iota \otimes \tilde{a} \otimes \iota \otimes T_m^{-2}$ and $k := n - m - 1$. Then by definition of $\Delta$ and naturality of $\eta(T)$

$$(\iota \otimes \Delta \otimes \iota \otimes T_k)(\eta(T))_{X_1, \ldots, X_{n+1}} \circ (a \otimes \iota U)$$

$$= (\pi_{X_1} \otimes \cdots \otimes \pi_{X_{m+1}} \otimes \cdots \otimes \pi_{X_{n+1}} \otimes \pi_U)(T) \circ (a \otimes \iota U)$$

$$= (a \otimes \iota)(\pi_{X_1} \otimes \cdots \otimes \pi_{X_{m+1}+1} \otimes \pi_{X_{m+2}} \otimes \cdots \otimes \pi_{X_{n+1}} \otimes \pi_U)(T)$$

$$= (\iota \otimes \Delta \otimes \iota \otimes T_k \otimes \iota)(\pi_{X_1} \otimes \cdots \otimes \pi_{X_{m+1}} \otimes \pi_U)(T) \circ (a \otimes \iota U)$$

$$= (\eta((\iota \otimes \Delta \otimes \iota \otimes T_k \otimes \iota))(T))_{X_1, \ldots, X_{n+1}} \circ (a \otimes \iota U).$$

As this holds for all $\tilde{a}$, we get the second identity. The identity with $P_\mu$ is obvious from (ii) and (iii). To prove the last one, observe that from (iv) it follows that $\eta((G_\mu \otimes \iota)(T)) = G_\mu(\eta(T))$. Moreover $\kappa^{n \otimes U} = \eta(I_0 \otimes \iota U)$. Therefore

$$K_\mu(\eta(T)) = G_\mu(\eta(T))(G_\mu(\eta(I_0 \otimes \iota U)))^{-1}$$

$$= \eta((G_\mu \otimes \iota)(T))(G_\mu(\eta(I_0 \otimes \iota U)))^{-1}$$

$$= \eta(((G_\mu \otimes \iota)(T))(G_\mu(I_0^{-1} \otimes \iota U))) = \eta((K_\mu \otimes \iota)(T)),$$

as desired.

Define the algebras

$$\mathcal{B}_{-n}(\hat{G}) := \bigoplus_{s \in \text{Irr}(G)} \hat{H}_s \otimes \text{Hom}_{\text{Rep}(G)_{-n}}(\mathbb{1}, U_s);$$

$$\check{\mathcal{B}}_{-n}(\hat{G}) := \bigoplus_{U \in \text{Ob}(G)} \hat{H}_U \otimes \text{Hom}_{\text{Rep}(G)_{-n}}(\mathbb{1}, U)$$

and denote

$$\lambda_n : \mathcal{B}_{-n}(\hat{G}) \to C_{-n}(\hat{G}), \quad \pi(\xi \otimes \eta) \mapsto (\iota \otimes \xi)(\eta).$$  \hfill (6.11)
Let $B_{-n}(\hat{G})$ be the unique completion of $B_{-n}(\hat{G})$ to a $G$-$C^*$-algebra such that $\lambda_n$ extends to a $G$-equivariant isomorphism $\lambda_n : B_{-n}(\hat{G}) \to C_{-n}(\hat{G})$ (cf. (6.3)).

Let us consider the case $n = 0$. Put $B = C$, this is a unital braided-commutative Yetter–Drinfeld $G$-$C^*$-algebra with trivial left and right actions. The associated $C^*$-tensor category $\mathcal{C}_B$ equals $\mathcal{C}(\hat{G})$. Indeed, for objects $U, V \in \mathcal{C}(\hat{G}) \
\mathcal{C}_B(U, V) = \{ T \in B \otimes B(\mathcal{H}_U, \mathcal{H}_V) : V_{13}^* (\alpha \otimes 1)(T) U_{13} = 1 \otimes T \} 
\cong \{ S \in B(\mathcal{H}_U, \mathcal{H}_V) : (\iota \otimes S) U = V (\iota \otimes S) \}
\cong \text{End}_{\mathcal{C}(\hat{G})}(U, V),$

So put $\mathcal{C}(\hat{G})^0 := \mathcal{C}(\hat{G})$ and $\mathcal{B}_0(\hat{G}) := \bigoplus_{s \in \text{Irr}(G)} \hat{H}_s \otimes \text{Hom}_{\mathcal{C}_B}(\mathbb{1}, U_s) \cong \text{End}_{\mathcal{C}(\hat{G})}(\mathbb{1})$. Denote the isomorphism $\lambda_0 : \mathcal{B}_0(\hat{G}) \to \mathcal{C}, \pi(\xi \otimes T) \mapsto (\iota \circ \xi) T$. The algebra $\mathcal{B}_0(\hat{G})$ is already complete, but to be consistent in notation we write $\mathcal{B}_0(\hat{G}) = \mathcal{B}_0(\hat{G})$.

**Lemma 6.9.** The map $\lambda_1$ restricts to $G$-equivariant *-isomorphisms

$$
\lambda_1 : \bigoplus_s \hat{H}_s \otimes \text{Nat}_0 (\iota \otimes \mathbb{1}, \iota \otimes U_s) \to c_{00}(\hat{G});
$$

$$
\lambda_1 : \bigoplus_s \hat{H}_s \otimes \text{Nat}_0 (\iota \otimes \mathbb{1}, \iota \otimes U_s) \cong c_{0}(\hat{G}),
$$

The closure indicates the unique completion such that the space becomes a $C^*$-algebra with left action $\alpha_1$, see § 6.1.

**Proof.** $B(\mathcal{H}_s)$ is a unital $G$-$C^*$-algebra with left action $\alpha_{t,s}$ given by the restriction of the left adjoint action $\alpha_1$, so $\alpha_{t,s}(x) := U_s^* (1 \otimes x) U_s$. Form the $\mathcal{C}(\hat{G})$-module category $\mathcal{C}_B(\mathcal{H}_s)$ as described by Theorem 6.2. From this theorem it follows that

$$
\lambda_s : \bigoplus_t \hat{H}_t \otimes \text{Hom}_{\mathcal{C}_B(\mathcal{H}_s)}(\mathbb{1}, U_t) \to B(\mathcal{H}_s), \quad \pi(\xi \otimes \eta) \mapsto (\iota \circ \xi) \eta.
$$

is a $G$-equivariant *-isomorphism. Since

$$
\text{Hom}_{\mathcal{C}_B(\mathcal{H}_s)}(U, V) = \{ T \in B(\mathcal{H}_s) \otimes B(\mathcal{H}_U, \mathcal{H}_V) : U_{13}^* (\alpha_{t,s} \otimes 1)(T) V_{13} = 1 \otimes T \} 
\cong \{ \eta \in \text{Nat}_0 (\iota \otimes U, \iota \otimes V) : \text{supp}(\eta) \subset \{ s \} \},
$$

we obtain that the function $\lambda := \bigoplus_s \lambda_s$ acting as

$$
\lambda : \bigoplus_s \bigoplus_t \hat{H}_t \otimes \{ \eta \in \text{Nat}_0 (\iota \otimes U, \iota \otimes V) : \text{supp}(\eta) \subset \{ s \} \} \to \bigoplus_s B(\mathcal{H}_s)
$$

is an isomorphism. But this map equals exactly $\lambda_1$ of (6.12). Taking closures gives the second isomorphism.

If $\mathcal{F} : \mathcal{C}(\hat{G})_{-n} \to \mathcal{C}(\hat{G})_{-k}$ is a functor of module categories, we obtain maps

$$
\hat{H}_s \otimes \text{Hom}_{\mathcal{C}(\hat{G})_{-n}}(\mathbb{1}, U_s) \to \hat{H}_s \otimes \text{Hom}_{\mathcal{C}(\hat{G})_{-k}}(\mathbb{1}, U_s), \quad \xi \otimes \eta \mapsto \xi \otimes \mathcal{F}(\eta).
$$

Taking direct sums and passing to the completion gives a *-morphism of $C^*$-algebras (see [DCY13, Prop. 4.5]) we denote it by

$$
(\iota_R \otimes \mathcal{F}) : B_{-n}(\hat{G}) \to B_{-k}(\hat{G}).
$$

Similarly for $\text{tr}_\mu$ we obtain positive maps

$$
\hat{H}_s \otimes \text{Hom}_{\mathcal{C}(\hat{G})_{-n}}(\mathbb{1}, U_s) \to \hat{H}_s \otimes \text{Hom}_{\mathcal{C}(\hat{G})_{-n}}(\mathbb{1}, U_s), \quad \xi \otimes \eta \mapsto \xi \otimes (\text{tr}_\mu \otimes \iota \otimes n^{-1})(\eta).
$$
By taking direct sums and completion these maps extended to positive maps

$$(\iota_H \otimes \tau_\mu \otimes \iota^{\otimes n-1}) : B_{-n}(G) \rightarrow B_{-(n-1)}(G).$$

(6.15)

Using the functor $(\iota \otimes \cdot)$ one can embed $\mathcal{H}_s \otimes \text{Hom}_{\text{Rep}(G)}(\mathcal{B}) \hookrightarrow \mathcal{H}_s \otimes \text{Hom}_{\text{Rep}(G)}(\mathcal{B})$ and thus one obtains an embedding $B_{-(n-1)}(G) \hookrightarrow B_{-n}(G)$. The map $(\iota_H \otimes \tau_\mu \otimes \iota^{\otimes n-1})$ defines a conditional expectation $B_{-n}(G) \rightarrow B_{-(n-1)}(G)$.

**Corollary 6.10.** The following identities hold on $B_{-n}(\hat{G})$ for $n \geq 1$:

(i) $\lambda_{n+1} \circ (\iota_H \otimes \iota \otimes \cdot) = (1 \otimes \cdot) \circ \lambda_n$;

(ii) $\lambda_{n+1} \circ (\iota_H \otimes \hat{\Delta} \otimes \iota^{\otimes n-1}) = (\hat{\Delta} \otimes \iota^{\otimes n-1}) \circ \lambda_n$;

(iii) $\lambda_{n-1} \circ (\iota_H \otimes \tau_\mu \otimes \iota^{\otimes n-1}) = (\varphi_\mu \otimes \iota^{\otimes n-1}) \circ \lambda_n$,

where the $*$-morphisms $(\iota_H \otimes \iota \otimes \cdot)$, $(\iota_H \otimes \hat{\Delta} \otimes \iota^{\otimes n-1})$ are defined by (6.14) and $(\iota_H \otimes \tau_\mu \otimes \iota^{\otimes n-1})$ by (6.15). In particular it holds that

(iv) $\lambda_1 \circ (\iota_H \otimes P_\mu) = P_\mu \circ \lambda_1$;

(v) $\lambda_1 \circ (\iota_H \otimes K_\mu) = K_\mu \circ \lambda_1$.

**Proof.** This is more a matter of notation than actually something new. The key part is Lemma 6.8. Let $\xi \otimes \eta \in \mathcal{H}_s \otimes \text{Hom}_{\text{Rep}(G)}(\mathcal{B}) \subset B_{-n}(\hat{G}) \subset B_{-n}(\hat{G})$. By Lemma 6.6 we may assume that $\eta$ is of the form $\eta(T)$ for some $T \in (\bigotimes_{-n}^1 \text{Hom}_n(\hat{G})) \otimes B(\mathcal{C}, \mathcal{H}_s)$. Using Lemma 6.8 we conclude

$$\lambda_{n+1}((\iota_H \otimes \hat{\Delta} \otimes \iota^{\otimes n-1})(\xi \otimes \eta(T)))|_{\xi_1 \otimes \cdots \otimes \xi_{n+1}}$$

$$= (\iota^{\otimes n+1} \otimes \xi)((\hat{\Delta} \otimes \iota^{\otimes n-1})(\eta(T)))|_{\xi_1 \otimes \cdots \otimes \xi_{n+1}}$$

$$= (\iota^{\otimes n+1} \otimes \xi)(\eta((\hat{\Delta} \otimes \iota^{\otimes n-1} \otimes \tau_\mu)(T)))|_{\xi_1 \otimes \cdots \otimes \xi_{n+1}}$$

$$= (\hat{\Delta} \otimes \iota^{\otimes n-1} \otimes \xi)(T)|_{\xi_1 \otimes \cdots \otimes \xi_{n+1}}$$

$$= (\iota^{\otimes n+1} \otimes \xi)(\eta(T))|_{\xi_1 \otimes \cdots \otimes \xi_{n+1}}$$

$$= (\hat{\Delta} \otimes \iota^{\otimes n-1})(\lambda_1(\xi \otimes \eta(T)))|_{\xi_1 \otimes \cdots \otimes \xi_{n+1}}.$$ 

Identities (ii) and (iii) can be verified in an analogous way and (iv) follows immediately from the definition of $P_\mu$ (see Definition 5.5).

(v) Consider $\iota \otimes \kappa^{0,1}$ as an element of

$$\tilde{\mathcal{C}} \otimes \text{Hom}_{\text{Rep}(G)}(\mathcal{B}, \mathcal{B}) \subset \bigoplus_s \mathcal{H}_s \otimes \text{Hom}_{\text{Rep}(G)}(\mathcal{B}) \subset B_{-1}(\hat{G}).$$

Then $\lambda_1(\tilde{\iota} \otimes \kappa^{0,1}) = I_0 \in B(\mathcal{H}_0)$. By linearity in $\mu$ we see from (iv) that $\lambda_1 \circ (\iota_H \otimes G_\mu) = G_\mu \circ \lambda_1$.

Now take $\xi \otimes \eta \in \mathcal{H}_s \otimes \text{Nat}_{0,0}(\iota \otimes \mathcal{I}, \iota \otimes \mathcal{U}_s)$ for some $s$. We get

$$K_\mu \circ \lambda_1(\xi \otimes \eta) = G_\mu(\lambda_1(\xi \otimes \eta))G_\mu(\lambda_1(\tilde{\iota} \otimes \kappa^{0,1}))^{-1}$$

$$= \lambda_1((\xi \otimes G_\mu(\eta)) \cdot (I \otimes G_\mu(\kappa^{0,1})^{-1}))$$

$$= \lambda_1((\xi \otimes G_\mu(\eta))G_\mu(\kappa^{0,1})^{-1})$$

$$= \lambda_1(\xi \otimes K_\mu(\eta)),$$

as desired.

Suppose that $\mu$ is a generating and transient probability measure on $\text{Irr}(G)$. The action $\alpha_t$ defines adjoint actions on the Martin compactification $\tilde{M}(\hat{G}, \mu)$ and Martin boundary $M(\hat{G}, \mu)$.
Denote $M(\hat{G},\mu)_{\text{alg}} := \tilde{M}(\hat{G},\mu) \cap l^\infty_{\text{alg}}(\hat{G})$. This is a $*$-algebra which is norm-dense in $\tilde{M}(\hat{G},\mu)$ (see Subsection 6.1). For the Martin boundary we consider
\[
M(\hat{G},\mu)_{\text{alg}} := \tilde{M}(\hat{G},\mu)_{\text{alg}} / (c_0(\hat{G}) \cap l^\infty_{\text{alg}}(\hat{G})) = \{ x \in M(\hat{G},\mu) : \alpha_t(x) \in \mathbb{C}[G] \otimes_{\text{alg}} M(\hat{G},\mu) \}.
\]

Then again $M(\hat{G},\mu)_{\text{alg}}$ is norm-dense in $M(\hat{G},\mu)$.

**Lemma 6.11.** The $C^*$-algebras $\tilde{M}(\hat{G},\mu)$ and $M(\hat{G},\mu)$ are unital braided-commutative Yetter–Drinfeld $G$-$C^*$-algebras. The left action of $G$ on $M(\hat{G},\mu)$ is given by the restriction of $\alpha_t$ to $M(\hat{G},\mu)$. The left $\mathbb{C}[G]$-module structure $\triangleright$ is defined by the restriction of (6.9) to $M(\hat{G},\mu)$. Both actions factor through $M(\hat{G},\mu)$.

**Proof.** By definition $\tilde{M}(\hat{G},\mu)$ and $M(\hat{G},\mu)$ are $C^*$-algebras. They are unital, because $K_\mu(I_0) = G_\mu(I_0)G_\mu(I_0)^{-1} = 1$. The mappings $\alpha_t$ and $\hat{\Delta}$ define a left $G$-action and respectively a right $\hat{G}$-action on both $M(\hat{G},\mu)$ and $M(\hat{G},\mu)$ ([NT04, Thm. 3.5]). Thus $M(\hat{G},\mu)$ and $M(\hat{G},\mu)$ are closed under $\alpha_t$ and $\triangleright$. As $C_{-1}(\hat{G})$ is a unital braided-commutative Yetter–Drinfeld $G$-$C^*$-algebra ([NY14a, § 4.1]) and $M(\hat{G},\mu) \subset C_{-1}(\hat{G})$ it follows that the defining identities (6.4) and (6.5) also hold $\tilde{M}(\hat{G},\mu)$ on $M(\hat{G},\mu)$.

**Theorem 6.12.** Let $G$ be a reduced compact quantum group and $\mu$ a generating and transient probability measure on $\text{Irr}(G)$. Denote by $B(\hat{G},\mu)$ and $\tilde{B}(\hat{G},\mu)$ the unital braided-commutative Yetter–Drinfeld algebras associated to the categorical Martin compactification $\mathcal{M}(\text{Rep}(G),\mu)$ and respectively the categorical Martin boundary $\mathcal{M}(\text{Rep}(G),\mu)$ as in Theorem 6.4. Then $\lambda_1 : B(\hat{G},\mu) \to \tilde{M}(\hat{G},\mu)$ is a $*$-isomorphism preserving the left $G$-action and right $\hat{G}$-action. Moreover $\lambda_1$ factors through the Martin boundary $\lambda_1 : B(\hat{G},\mu) \to M(\hat{G},\mu)$.

Equivalently, the $C^*$-tensor categories associated to the unital braided-commutative Yetter–Drinfeld $G$-$C^*$-algebras $M(\hat{G},\mu)$ and $M(\hat{G},\mu)$ are unitarily monoidally equivalent to the categorical Martin compactification $\mathcal{M}(\text{Rep}(G),\mu)$ and respectively Martin boundary $\mathcal{M}(\text{Rep}(G),\mu)$ of the random walk defined by $\mu$ on the $C^*$-tensor category Rep$(G)$. These monoidal equivalences preserve the functors of $\text{Rep}(G)$ into the respective categories.

**Proof.** From the construction of the categorical Martin compactification $\tilde{\mathcal{M}}(\text{Rep}(G),\mu)$ we see that $\text{Hom}_{\tilde{\mathcal{M}}(\text{Rep}(G),\mu)}(U,V) \subset \text{Hom}_{\text{Rep}(G)}(U,V)$ for any objects $U,V \in \text{Ob}(\text{Rep}(G))$, thus $B(\hat{G},\mu) \subset B_{-1}(\hat{G})$. Hence by Corollary 6.7 the restriction $\lambda_1 : B(\hat{G},\mu) \to C_{-1}(\hat{G})$ is an injective $*$-homomorphism preserving the actions of $G$ and $\hat{G}$. To show that $\lambda_1$ defines an isomorphism for the compactifications, it therefore suffices to show two more things:

(a) $\lambda_1(B(\hat{G},\mu)) \subset \tilde{M}(\hat{G},\mu)$;
(b) $\lambda_1 : B(\hat{G},\mu) \to \tilde{M}(\hat{G},\mu)$ is surjective.

Denote the regular subalgebra of $\tilde{B}(\hat{G},\mu)$ by $\tilde{B}(\hat{G},\mu)$. To prove (a), note that as a vector space
\[
\tilde{B}(\hat{G},\mu) \cong \bigoplus_{s \in \text{Irr}(G)} \mathcal{H}_s \otimes \text{Hom}_{\tilde{\mathcal{M}}(\text{Rep}(G),\mu)}(1, U_s) = \bigoplus_{s \in \text{Irr}(G)} \mathcal{H}_s \otimes (\text{Hom}_{\tilde{\mathcal{M}}(\text{Rep}(G),\mu)}(1 \oplus U_s, 1 \oplus U_s))^*,
\]
where $r$ denotes again the operation of restriction. Now $\text{Hom}_{\tilde{\mathcal{M}}(\text{Rep}(G),\mu)}(1 \oplus U_s, 1 \oplus U_s)$ is generated as a $C^*$-algebra by $\text{Nat}_0(t \otimes (1 \oplus U_s), r \otimes (1 \oplus U_s))$ and $K_\mu(\text{Nat}_0(t \otimes (1 \oplus U_s), r \otimes (1 \oplus U_s)))$. Lemma 6.9 shows that if $T \in \bigoplus_s \mathcal{H}_s \otimes \text{Nat}_0(t \otimes (1 \oplus U_s), r \otimes (1 \oplus U_s))$, then $\lambda_1(T) \in c_0(\hat{G})$. Similarly if $S \in \bigoplus_s \mathcal{H}_s \otimes \text{Nat}_0(t \otimes (1 \oplus U_s), r \otimes (1 \oplus U_s))$, then $\lambda_1(S) \in c_0(\hat{G})$. In the latter case, write
\[ S' := S_1 \otimes S'_2 \in \bigoplus \mathcal{H}_s \otimes \text{Nat}_{00}(\iota \otimes \mathbb{1}, \iota \otimes U_s) \] for the restriction applied to the second leg of \( S \). Lemmas 5.18 and 6.10 imply that

\[ \lambda_1((\iota_{\hat{H}} \otimes K_\mu)(S')) = \lambda_1((\iota_{\hat{H}} \otimes K_\mu)(S'')) = K_\mu(\lambda_1(S')), \]

which is thus an element of \( K_\mu(c_{00}(\hat{G})) \subset \hat{M}(\hat{G}, \mu) \). Hence \( \lambda_1 \) maps the generators of \( \hat{B}(\hat{G}, \mu) \) in \( \hat{M}(\hat{G}, \mu) \), which proves (a).

To establish surjectivity, we reverse the argument. Clearly every \( x \in c_{00}(\hat{G}) \) lies in the image of \( \lambda_1 \) (see Lemma 6.9). Assume that \( x \in c_{00}(\hat{G}) \), by the same lemma there exists \( S' \in \bigoplus \mathcal{H}_s \otimes \text{Nat}_{00}(\iota \otimes \mathbb{1}, \iota \otimes U_s) \) such that \( \lambda_1(S') = x \). Then \( S'' \in \bigoplus \mathcal{H}_s \otimes \text{Nat}_{00}(\iota \otimes (\mathbb{1} \otimes U_s), \iota \otimes (\mathbb{1} \otimes U_s)) \) and \((\iota_{\hat{H}} \otimes K_\mu)(S'')' \in \bigoplus \mathcal{H}_S \otimes \text{Hom}_{\mathcal{M}(\text{Rep}(\hat{G}, \mu))}(\mathbb{1}, U_s)\). Invoking again Lemmas 5.18 and 6.10 gives us

\[ \lambda_1((\iota_{\hat{H}} \otimes K_\mu)(S''')) = \lambda_1((\iota_{\hat{H}} \otimes K_\mu)(S)) = K_\mu(\lambda_1(S)) = K_\mu(x). \]

Hence \( \lambda_1 \) is surjective.

From the second part of Lemma 6.9 we immediately conclude that \( \lambda_1 \) factors through the Martin boundary.

Since \( R(\mathcal{C}, \mu) \) is a C*-tensor category (see Proposition 5.23) one could try to reconstruct the C*-algebra \( R_{\varphi_\mu} \) of regular elements from \( R(\text{Rep}(\hat{G}, \mu)) \). There is however one problem, the algebra \( R_{\varphi_\mu} \) is only a C*-subalgebra of \( \mathcal{L}^\infty(\hat{G}) \), so one cannot talk about actions in the von Neumann sense. On the other hand it is unknown whether the left \( G \)-action is continuous in the C*-sense.

But one can consider \( R_{\varphi_\mu} \cap C_{-1}(\hat{G}) \) and show that this algebra admits a braided-commutative Yetter–Drinfeld structure.

**Lemma 6.13.** Denote \( \hat{R}(\hat{G}, \mu) := \{ x \in C_{-1}(\hat{G}) : x \text{ is } \mu\text{-regular} \} = C_{-1}(\hat{G}) \cap R_{\varphi_\mu} \). Then \( \hat{R}(\hat{G}, \mu) \) is a unital braided-commutative \( \hat{Y} \)-\( \hat{D} \)-structure algebra. The left action of \( G \) on \( \hat{R}(\hat{G}, \mu) \) is given by the restriction of \( \alpha_1 \) to \( \hat{R}(\hat{G}, \mu) \). The left \( \mathcal{C}[G]\)-module structure \( \triangleright \) is defined by the restriction of \((6.9) \) to \( \hat{R}(\hat{G}, \mu) \).

**Proof.** By definition \( \hat{R}(\hat{G}, \mu) \subset C_{-1}(\hat{G}) \) and \( \alpha_1 \) defines a continuous left action of \( G \) on \( C_{-1}(\hat{G}) \). Using the same argument as in Lemma 6.11 it thus suffices to show that \( \hat{R}(\hat{G}, \mu) \) is closed under the actions \( \alpha_1 \) and \( \triangleright \).

We deal with \( \alpha_1 \) first. Using the pentagon equation for \( W \) it is easy to show that \( \alpha_1(\hat{\Delta}^n(\mathcal{F})) = (\iota \otimes \hat{\Delta}^n)(\alpha_1(x)) \). Let \( x \in \hat{R}(\hat{G}, \mu) \), inferring (2.16) yields for \( n \geq m \)

\[
\| (\iota \otimes \hat{\Delta}^{-1})(\alpha_1(x)) - (\iota \otimes 1 \otimes \hat{\Delta}^{-1})(\alpha_1(x)) \|_{\hat{R}_{\varphi_\mu}^n}^2 \\
= (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(1 \otimes \hat{\Delta}^{-1})(\alpha_1(x)) - (\iota \otimes 1 \otimes \hat{\Delta}^{-1})(\alpha_1(x)) \times (\iota \otimes \hat{\Delta}^{-1})(\alpha_1(x)) \\
= (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(1 \otimes \hat{\Delta}^{-1})(\alpha_1(x)) - (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(1 \otimes \hat{\Delta}^{-1})(\alpha_1(x)) \\
= (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(1 \otimes \hat{\Delta}^{-1})(\alpha_1(x)) \times (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(1 \otimes \hat{\Delta}^{-1})(\alpha_1(x)) \\
= \| \hat{\Delta}^{-1}(x) - 1 \otimes \hat{\Delta}^{-1}(x) \|^2_{\varphi_\mu} \\
\]

which tends to 0 as \( m, n \to \infty \). The same argument holds if one replaces \( x \) by \( x^* \) and thus \( \alpha_1(x) \in C(G) \cap \hat{R}(\hat{G}, \mu) \).

For \( \triangleright \) we use an analogous argument to the proof of Proposition 5.23 part (i). Assume that \( x \in \hat{R}(\hat{G}, \mu) \) and \( t \in \text{Irr}(G) \). Since \( \mu \) is generating, let \( k \geq 0 \) be such that \( t \in \text{supp}(\mu^k) \). Select \( s_1, \ldots, s_k \in \text{supp}(\mu) \) such that \( m^s_{s_1, \ldots, s_k} \geq 1 \), then by Lemma 2.23

\[
\varphi_t \leq \frac{d_1 \cdots d_{s_k}}{d_t} m^t_{s_1, \ldots, s_k}(\varphi_{s_1} \otimes \cdots \otimes \varphi_{s_k}) \hat{\Delta}^{k-1} \leq \frac{d_1 \cdots d_{s_k}}{\mu(s_1) \cdots \mu(s_k)} \varphi^k \\
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Write \( C := d_{\xi}^{-1} \frac{d_{x_{1}} - d_{x_{2}}}{\mu(s_{1}) - \mu(s_{2})} \). It follows that
\[
(\varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu} \otimes \varphi_{k})( (\hat{\Delta}^{n-1} \otimes \iota) \hat{\Delta}(x) - 1^{\otimes n-m} \otimes (\hat{\Delta}^{m-1} \otimes \iota)(\hat{\Delta}(x)))^{*} \\
\times ( (\hat{\Delta}^{n-1} \otimes \iota) \hat{\Delta}(x) - 1^{\otimes n-m} \otimes (\hat{\Delta}^{m-1} \otimes \iota)(\hat{\Delta}(x)) ) \\
\leq C(\varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu} \otimes \varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu})(\hat{\Delta}^{n} \otimes \iota)(\hat{\Delta}^{n}(x) - 1^{\otimes n-m} \otimes \hat{\Delta}(x))^{*} \\
\times (\hat{\Delta}^{n}(x) - 1^{\otimes n-m} \otimes \hat{\Delta}(x) ) \\
= C(\varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu})(\hat{\Delta}^{n+k-1}(x) - 1^{\otimes n-m} \otimes \hat{\Delta}(x))^{*}(\hat{\Delta}^{n+k-1}(x) - 1^{\otimes n-m} \otimes \hat{\Delta}(x))^{*}
\]
which, by regularity of \( x \), tends to 0 as \( n \to \infty \). So \( \hat{\Delta}(x) \in \hat{\mathcal{R}}(\hat{G}, \mu) \otimes l^{\infty}(\hat{G}) \) and thus \( \hat{\mathcal{R}}(\hat{G}, \mu) \) is closed under \( \triangleright \).

\[ \blacklozenge \]

**Lemma 6.14.** The following estimates hold for \( \bar{\xi} \otimes \eta \in \hat{\mathcal{H}}_{s} \otimes \text{Hom}_{\text{Rep}(G)}(1, U_{s}) \):
\[
\| \lambda_{n}(\bar{\xi} \otimes \eta)\|^{2}_{\varphi_{\mu}^{\otimes n}} \leq \| \xi \|^{2}_{\varphi_{\mu}^{\otimes n}}\| \eta \|^{2}_{\varphi_{\mu}^{\otimes n}};
\]
\[
\| \lambda_{n}(\bar{\xi} \otimes \eta)^{*}\|^{2}_{\varphi_{\mu}^{\otimes n}} \leq d_{n}^{2}\| \xi \|^{2}_{\varphi_{\mu}^{\otimes n}}\| \eta \|^{2}_{\varphi_{\mu}^{\otimes n}}.
\]

In particular, if \( \bar{\xi} \otimes \eta \in \hat{\mathcal{H}}_{s} \otimes \text{Hom}_{\text{Rep}(G)}(-1, U_{s}) \) and \( n > m \), then
\[
\| \hat{\Delta}^{n-1}(\lambda_{1}(\bar{\xi} \otimes \eta)) - 1^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\lambda_{1}(\bar{\xi} \otimes \eta))\|^{2}_{\varphi_{\mu}^{\otimes n}} \\
\leq \| \xi \|^{2}_{\varphi_{\mu}^{\otimes n}}\| \eta \|^{2}_{\varphi_{\mu}^{\otimes n}};
\]
\[
\| (\hat{\Delta}^{n-1}(\lambda_{1}(\bar{\xi} \otimes \eta)) - 1^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\lambda_{1}(\bar{\xi} \otimes \eta)))^{*}\|^{2}_{\varphi_{\mu}^{\otimes n}} \\
\leq d_{n}^{2}\| \xi \|^{2}_{\varphi_{\mu}^{\otimes n}}\| \eta \|^{2}_{\varphi_{\mu}^{\otimes n}}.
\]

**Proof.** Let \( \bar{\xi} \otimes \eta \in \hat{\mathcal{H}}_{s} \otimes \text{Hom}_{\text{Rep}(G)}(-1, U_{s}) \), we compute using (6.1), (6.2) and Corollary 6.10 that
\[
\| \lambda_{n}(\bar{\xi} \otimes \eta)\|^{2}_{\varphi_{\mu}^{\otimes n}} = (\varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu})(\lambda_{n}(\bar{\xi} \otimes \eta)^{*}\lambda_{n}(\bar{\xi} \otimes \eta)) \\
= (\varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu})(\lambda_{n}(\bar{\xi} \otimes \eta)^{*}(\bar{\xi} \otimes \eta)) \\
= (\varphi_{\mu} \otimes \cdots \otimes \varphi_{\mu})(\lambda_{n}(\pi((\bar{\xi} \otimes \eta)^{*}(\bar{\xi} \otimes \eta)))) \\
= (\bar{\varphi}_{\mu} \otimes \cdots \otimes \bar{\varphi}_{\mu})(\lambda_{n}(\pi((\bar{\rho}_{s}^{-1/2} \bar{\xi} \otimes (\eta^{*} \otimes \iota)(\varepsilon^{\otimes n} \otimes \bar{R}_{s}))(\bar{\xi} \otimes \eta)))) \\
= \lambda_{0}( (\tau_{R} \otimes \tau_{\rho} \otimes \cdots \otimes \tau_{\rho})(\pi((\bar{\rho}_{s}^{-1/2} \bar{\xi} \otimes (\eta^{*} \otimes \iota)(\varepsilon^{\otimes n} \otimes \bar{R}_{s})) \otimes \eta))) \\
= (\rho_{s}^{-1/2} \bar{\xi} \otimes (\varepsilon^{\otimes n} \otimes \bar{R}_{s}))((\eta^{*} \otimes \iota)(\varepsilon^{\otimes n} \otimes \bar{R}_{s}) \otimes \eta). \quad (6.16)
\]

Note that since \( \eta \in \text{Hom}_{\text{Rep}(G)}(-1, U_{s}) \subseteq \text{Nat}_{b}(\varepsilon^{\otimes n} \otimes \mathcal{I}, \varepsilon^{\otimes n} \otimes U) \) the tensor product of natural transformations yields
\[
((\eta^{*} \otimes \iota)(\varepsilon^{\otimes n} \otimes \bar{R}_{s})) \otimes \eta = (\eta^{*} \otimes \iota_{s} \otimes \iota_{s})(\varepsilon^{\otimes n} \otimes \bar{R}_{s} \otimes \iota_{s})\eta.
\]

By means of Lemma 6.6 write \( \eta = \sum_{i=1}^{k} x_{i} \otimes T_{i} \), where \( x_{i} \in l^{\infty}(\hat{G})^{\otimes n} \) and \( T_{i} \in B(\mathcal{H}_{s}, \mathcal{H}_{U_{s}}) = B(\mathbb{C}, \mathcal{H}_{s}) \). Since \( B(\mathbb{C}, \mathcal{H}_{s}) \) is finite dimensional, we may choose \( k = \dim(U_{s}) \) and \( T_{i}: \mathbb{C} \to \mathcal{H}_{s}, \)
c \mapsto c\zeta$, where $\{\zeta_i\}_{i=1}^{\dim(U_s)}$ forms an orthonormal basis in $H_s$ and $(\zeta_i, \xi) = 0$ if $i \neq 1$. Recall the solutions $(\bar{R}_s, \bar{R}_s)$ of the conjugate equations for $U_s$ (see (2.14)). With these choices we obtain

$$
(6.16) = \sum_{i,j=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) (x^i_x \otimes x^j_x)(\xi \otimes \eta)(x^i_x \otimes x^j_x) \
= \sum_{i,j=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) \sum_{k=1}^{\dim(U_s)} T^*_{\eta}(\varphi_{x^i} \otimes \varphi_{x^j}) \xi(T_j) \
= \sum_{i,j=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) \sum_{k=1}^{\dim(U_s)} T^*_{\eta}(\varphi_{x^i} \otimes \varphi_{x^j}) \xi(T_j) \
= \sum_{i,j=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) T^*_{\eta}(\xi \otimes \eta)(T_j).
$$

By the choice of the $T_i$’s in the decomposition of $\eta$, this equals

$$
(6.17) = \sum_{i,j=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) \langle \zeta_i, \xi \rangle \langle \zeta_i, \xi \rangle \
= (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) \langle \xi, \eta \rangle \
\leq \|\xi\|^2 \sum_{i=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) \langle \xi, \eta \rangle \
= \|\xi\|^2 \langle \eta, \eta \rangle_{\mu_{\alpha_{\xi}}}. 
$$

The second estimate is similar but slightly trickier. Along the same lines one can show that

$$
\|\lambda_\alpha(\xi \otimes \eta)\|^2_{\mu_{\alpha_{\xi}}} = (\xi \otimes \rho_{x^i}^{1/2} \xi)(\langle \eta \otimes x^i \rangle(\eta \otimes x^i)(\xi \otimes \rho_{x^i}^{1/2} \xi)).
$$

As before decompose $\eta$ by means of Lemma 6.6 as $\eta = \sum_{i=1}^{\dim(U_s)} (x^i_x \otimes T_i$, but this time let $T_i : C \to H_s, c \mapsto c\zeta_i$, where $\{\zeta_i\}_{i=1}^{\dim(U_s)}$ are the eigenvectors of $\rho_{x^i}$. Assume for the moment that $\xi = \xi^*_l$ for some $l \in \{1, \ldots, \dim(U_s)\}$. Then in this case

$$
(6.18) = \sum_{i,j=1}^{\dim(U_s)} (\xi^*_i \otimes \rho_{x^i}^{1/2} \xi^*_i)(\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j)(x^i_x \otimes T_i (x^j_x \otimes T^*_j))(\xi^*_i \otimes \rho_{x^i}^{1/2} \xi^*_i) \
= \sum_{i,j=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) \sum_{k=1}^{\dim(U_s)} (\xi^*_i \otimes \rho_{x^i}^{1/2} \xi^*_i)(T_i T^*_j)(\rho_{x^j}^{1/2} \xi^*_j)(\xi^*_i \otimes \rho_{x^i}^{1/2} \xi^*_i) \
= \sum_{i,j=1}^{\dim(U_s)} (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j) \sum_{k=1}^{\dim(U_s)} (\xi^*_i \otimes \rho_{x^i}^{1/2} \xi^*_i)(\xi^*_j \otimes \rho_{x^j}^{1/2} \xi^*_j) \
= (\varphi_{x^i} \otimes \varphi_{x^j})(x^i_x x_j).
$$
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On the other hand
\[
\|\xi\|^2 \|\eta^*\|_{\mu_{\otimes n}}^2 = (\text{tr}_\mu \otimes \cdots \otimes \text{tr}_\mu \otimes \text{tr}_{U_s})(\eta\eta^*)
\]
\[
= \sum_{i,j=1}^{\dim(U_s)} (\varphi_\mu \otimes \cdots \otimes \varphi_\mu \otimes \varphi_s)(x_i x_j^* \otimes T_i T_j^*)
\]
\[
= \sum_{i,j=1}^{\dim(U_s)} (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(x_i x_j^*) \sum_{k=1}^{\dim(U_s)} (\xi_k^x, \xi_k^y) \langle \xi_j^x, \rho_s^{-1} \xi_j^y \rangle
\]
\[
= \sum_{i=1}^{\dim(U_s)} (\varphi_\mu \otimes \cdots \otimes \varphi_\mu)(x_i x_i^*) (\rho_s^{-1})_{ii}.
\] (6.20)

Note that \(d_s = \sum_{j=1}^{\dim(U_s)} (\rho_s)_{jj} \geq (\rho_s)_{ii}\) for any \(i\). Therefore comparing (6.19) and (6.20) gives
\[
\|\lambda_n(\xi \otimes \eta)^*\|_{\varphi_{\otimes n}}^2 \leq d_s \|\xi\|^2 \|\eta^*\|_{\mu_{\otimes n}}^2.
\] (6.21)

Now we deal with general vectors \(\xi \in H_s\) as follows. Write \(\xi = \sum_i c_i \xi_i\), then \(\|\xi\|^2 = \sum_i |c_i|^2\). By (6.21), Cauchy–Schwarz and Jensen’s inequality we get
\[
\|\lambda_n(\xi \otimes \eta)^*\|_{\varphi_{\otimes n}}^2 \leq \left( \sum_{i=1}^{\dim(U_s)} |c_i| |\lambda_n(\xi_i^* \otimes \eta)^*\|_{\varphi_{\otimes n}} \right)^2
\]
\[
\leq d_s \left( \sum_{i=1}^{\dim(U_s)} |c_i|^2 \|\eta^*\|_{\mu_{\otimes n}}^2 \right)
\]
\[
\leq d_s \dim(U_s) \sum_{i=1}^{\dim(U_s)} |c_i|^2 \|\eta^*\|_{\mu_{\otimes n}}^2
\]
\[
\leq d_s^2 \|\xi\|^2 \|\eta^*\|_{\mu_{\otimes n}}^2
\]
which completes the second inequality.

The third and fourth inequalities now have become easy. Indeed, by Corollary 6.10 and the first estimate we get for \(\xi \otimes \eta \in H_s \otimes \text{Hom}_{\text{Rep}(G)}^{-1}(1, U_s)\) and \(n > m\) that
\[
\|\hat{\Delta}^{n-1}(\lambda_1(\xi \otimes \eta)) - 1^{\otimes n-m} \otimes \hat{\Delta}^{m-1}(\lambda_1(\xi \otimes \eta))\|_{\varphi_{\otimes n}}^2
\]
\[
= \|\lambda_n(\xi \otimes \hat{\Delta}^{n-1}(\eta)) - 1^{\otimes n-m} \otimes \lambda_n(\xi \otimes \hat{\Delta}^{m-1}(\eta))\|_{\varphi_{\otimes n}}^2
\]
\[
= \|\lambda_n(\xi \otimes \hat{\Delta}^{m-1}(\eta)) - \lambda_n(\xi \otimes \hat{\Delta}^{m-1}(\eta))\|_{\varphi_{\otimes n}}^2
\]
\[
\leq \|\xi\|^2 \|\hat{\Delta}^{n-1}(\eta) - \hat{\Delta}^{m-1}(\eta)\|_{\varphi_{\otimes n}}^2.
\]

The fourth estimate is similar. We leave the details to the reader.

Because of the Lemma 6.13 and Theorem 6.4 there exists a C*-tensor category corresponding to the braided commutative Yetter–Drinfeld G-C*-algebra \(\hat{R}(G, \mu)\). Denote this C*-tensor category by \(\mathcal{D}\). So concretely, \(\mathcal{D} = \mathcal{C}_{\hat{R}(G, \mu)}\) is the completion of the category with objects \(\text{Ob}({\text{Rep}(G)})\) and morphism sets
\[
\text{Hom}_\mathcal{D}(U, V) := \{T \in \hat{R}(G, \mu) \otimes B(H_U, H_V) : V_{13}(\alpha_1 \otimes \iota_V)(T) U_{13} = 1 \otimes T\},
\]
for \(U, V \in \text{Ob}({\text{Rep}(G)})\). Recall the C*-tensor category \(R(\text{Rep}(G), \mu)\) of \(\mu\)-regular natural transformations defined in Definition 5.21.
Theorem 6.15. The category $D$ is unitarily monoidally equivalent to $R(\text{Rep}(G), \mu)$ via a monoidal equivalence preserving the canonical functors $\text{Rep}(G) \to D$ and $R(\text{Rep}(G), \mu)$.

Proof. For an element $T \in l^{\infty}(\hat{G}) \otimes B(\mathcal{H}_U, \mathcal{H}_V)$ recall the condition

$$V_{13}^{\ast}(\alpha_l \otimes \iota_V)(T)U_{13} = 1 \otimes T. \quad (6.22)$$

The categories $\text{Rep}(G)_{-1}$ and $C_{G_{-1}(\hat{G})}$ are unitarily monoidally equivalent as $\text{Rep}(G)$-module categories (see Corollary 6.7). To prove the theorem it therefore suffices to show that for any pair of objects $U, V \in \text{Ob}(\text{Rep}(G))$, the isomorphism of Lemma 6.6 restricts to an isomorphism

$$\text{Hom}_{R(\text{Rep}(G), \mu)}(U, V) \cong \{ T \in \hat{R}(\hat{G}, \mu) \otimes B(\mathcal{H}_U, \mathcal{H}_V) : V_{13}^{\ast}(\alpha_l \otimes \iota_V)(T)U_{13} = 1 \otimes T \}.$$

In order to achieve this it is sufficient to show the following two statements:

(a) $\eta(T) \in \text{Hom}_{R(\text{Rep}(G), \mu)}(U, V)$ for any $T \in \hat{R}(\hat{G}, \mu) \otimes B(\mathcal{H}_U, \mathcal{H}_V)$ satisfying condition (6.22);

(b) for any $\eta \in \text{Hom}_{R(\text{Rep}(G), \mu)}(U, V)$ there exists a homomorphism $T \in \hat{R}(\hat{G}, \mu) \otimes B(\mathcal{H}_U, \mathcal{H}_V)$ satisfying condition (6.22) such that $\eta = \eta(T).

(a) Assume $T \in \hat{R}(\hat{G}, \mu) \otimes B(\mathcal{H}_U, \mathcal{H}_V)$ satisfies (6.22). By Lemma 6.6, $\eta(T) \in \text{Hom}_{\text{Rep}(G)_{-1}}(U, V)$. We must show that $\eta(T)$ is $\mu$-regular. Since $B(\mathcal{H}_U, \mathcal{H}_V)$ is finite dimensional we can write $T = \sum_{i=1}^{k} x_i \otimes T_i$ with $x_i \in \hat{R}(\hat{G}, \mu)$ and $T_i \in B(\mathcal{H}_U, \mathcal{H}_V)$ such that $\varphi(U(T_i^* T_j)) = \varphi(V(T_i^* T_j)) = 0$ whenever $i \neq j$ (for instance, take $T_i$ of the form $m_{\xi, \xi'}$ where $\xi$ and $\xi'$ are in a basis of $\mathcal{H}_U$ and respectively $\mathcal{H}_V$ in which $\rho$ acts diagonally). Let $n > m$. By Lemma 6.8 we obtain

$$||\hat{\Delta}^{n-1}(\eta(T)) - \iota_{\otimes n-m} \hat{\Delta}^{m-1}(\eta(T))||^2_{\mu \otimes n}. \quad (6.23)$$

As each $x_i$ is $\mu$-regular, it follows that for $i = 1, \ldots, k$

$$||\hat{\Delta}^{n-1}(x_i) - 1_{\otimes n-m} \hat{\Delta}^{m-1}(x_i)||^2_{\mu \otimes n} \to 0 \quad \text{as } n, m \to \infty$$

and thus (6.23) converges to zero as $m, n \to \infty$. A similar calculation shows

$$||\hat{\Delta}^{n-1}(\eta(T)^{*}) - \iota_{\otimes n-m} \hat{\Delta}^{m-1}(\eta(T)^{*})||^2_{\mu \otimes n} \to 0 \quad \text{as } n, m \to \infty.$$ 

We conclude that $\eta(T) \in \text{Hom}_{R(\text{Rep}(G), \mu)}(U, V)$.

(b) First assume that $\eta \in \text{Hom}_{R(\text{Rep}(G), \mu)}(1, U_j)$. Pick the unique $T \in C_{-1}(\hat{G}) \otimes B(\mathcal{C}, \mathcal{H}_s)$ satisfying (6.22) such that $\eta(T) = \eta$. Given $\xi \in \mathcal{H}_s$, observe that $(\iota \otimes \xi)(T) = \lambda_1(\xi \otimes \eta)$. From Lemma 6.14 it immediately follows that $(\iota \otimes \xi)(T) \in \hat{R}(\hat{G}, \mu)$ and thus $T \in \hat{R}(\hat{G}, \mu) \otimes B(\mathcal{C}, \mathcal{H}_s)$. For general objects $U, V \in \text{Ob}(\text{Rep}(G))$ Frobenius reciprocity gives

$$\text{Hom}_{R(\text{Rep}(G), \mu)}(U, V) \cong \text{Hom}_{R(\text{Rep}(G), \mu)}(1, U \otimes V) \cong \bigoplus_{s \in \text{Irr}(G)} m^s_{U, V} \text{Hom}_{R(\text{Rep}(G), \mu)}(1, U_s),$$

as desired. \hfill \Box
Theorem 6.16. Given a reduced compact quantum group $G$ and a generating and a reduced probability measure $\mu$ on $\text{Irr}(G) = \text{Irr}(\text{Rep}(G))$, the random walk defined by $\mu$ on the discrete dual $L^\infty(\hat{G})$ converges to the boundary if and only if the random walk defined by $\mu$ on the $C^*$-tensor category $\text{Rep}(G)$ converges to the boundary.

Most of the hard work of the proof of this theorem is already done. We will refer to requirements (i) and (ii) of Definition 5.24 as (i)$^{\text{cat}}$ respectively (ii)$^{\text{cat}}$, to distinguish them from the corresponding properties in Conjecture 2.29.

Proof of Theorem 6.16. Note that $\hat{M}(\hat{G}, \mu) \subset C^{-1}(\hat{G})$. Therefore Theorem 6.15 implies that $\hat{M}(\hat{G}, \mu) \subset R(\hat{G}, \mu)$ if and only if $\hat{M}(\text{Rep}(G), \mu)$ is a $C^*$-tensor subcategory of $R(\text{Rep}(G), \mu)$. Thus (i) and (i)$^{\text{cat}}$ are equivalent.

Equivalence of (ii) and (ii)$^{\text{cat}}$ is proved in the subsequent two lemmas.

Lemma 6.17. Suppose that $(G, \mu)$ satisfies (ii), then $(\text{Rep}(G), \mu)$ satisfies (ii)$^{\text{cat}}$.

Proof. Let $\nu \in \text{Nat}(\iota \otimes X, \iota \otimes Y)$ be $\mu$-harmonic and $\eta \in \text{Nat}\text{dist}(\iota \otimes U, \iota \otimes V)$. By Lemma 6.9, $\eta$ is of the form $\eta = \eta(T)$ for a unique $T$ satisfying (6.22). Write $T = \sum_{i=1}^{k} x_i \otimes T_i \in c_{00}(\hat{G}) \otimes B(\mathcal{H}_U, \mathcal{H}_V)$. Similarly, by [NY14a, Thm. 4.1] also $\nu$ is of the form $\nu = \nu(S)$ for some $S$, where $S = \sum_{j=1}^{m} y_j \otimes S_j \in H^\infty(\hat{G}, \mu) \otimes B(\mathcal{H}_X, \mathcal{H}_Y)$. Note that these sums are finite, because $B(\mathcal{H}_U, \mathcal{H}_V)$ and $B(\mathcal{H}_X, \mathcal{H}_Y)$ are finite dimensional. The Poisson boundary is invariant under the right action defined by the comultiplication ([Izu02, Lem. 2.2]). Thus if we write $\Delta(y_j^{(1)}) = y_j^{(1)} \otimes y_j^{(2)}$, then $y_j^{(1)} \in H^\infty(\hat{G}, \mu)$. Use the description of the tensor product of natural isomorphisms given by (6.10) to obtain

\[
\sum_{s \in \text{Irr}(G)} d_s^2 \text{tr}_s(\eta \otimes \nu) = \sum_{s \in \text{Irr}(G)} \sum_{i,j} d_s^2(\varphi_s \otimes \iota_V \otimes \iota_Y)(x_i y_j^{(1)} \otimes T_i \pi_U(y_j^{(2)}) \otimes S_j) = \sum_{i,j} \left( \sum_{s \in \text{Irr}(G)} d_s^2 \varphi_s(x_i y_j^{(1)}) \right) (T_i \pi_U(y_j^{(2)}) \otimes S_j) = \sum_{i,j} \varphi^\infty_k (K_\mu(x_i) y_j^{(1)} \otimes T_i \pi_U(y_j^{(2)}) \otimes S_j) = (\varphi^\infty_k \otimes \iota_V \otimes \iota_Y) \left( \sum_{i,j} K_\mu(x_i) y_j^{(1)} \otimes T_i \pi_U(y_j^{(2)}) \otimes S_j \right) = \text{tr}_\mu^\infty \left( K_\mu(\eta) \otimes \nu \right).
\]

In the last step we used Lemma 6.8.

Lemma 6.18. If $(\text{Rep}(G), \mu)$ satisfies (ii)$^{\text{cat}}$, then $(G, \mu)$ satisfies (ii).

Proof. Let $\xi \otimes \eta \in \mathcal{H}_s \otimes \text{Hom}_{\text{Rep}(G)^{\otimes n}}(1, U_s)$ be such that $\lambda_1(\xi \otimes \eta) \in c_{00}(\hat{G})$ and let $\zeta \otimes \nu \in \mathcal{H}_s \otimes \text{Hom}_{\text{Rep}(G)^{\otimes n}}(1, U_s)$ be such that $\lambda_1(\zeta \otimes \nu) \in H^\infty(\hat{G}, \mu)$. Recall the tensor product of natural transformations (5.3). Using the notation and results of Corollary 6.10 we get

\[
\hat{\psi}(\lambda_1(\xi \otimes \eta) \lambda_1(\zeta \otimes \nu)) = \hat{\psi}(\lambda_1((\xi \otimes \eta)(\zeta \otimes \nu))) = \sum_r d_r^2 \varphi_r(\lambda_1((\xi \otimes \zeta) \otimes ((\eta \otimes \iota)(\zeta \otimes \eta)))) = \sum_r d_r^2 \lambda_0 \circ (\text{tr}_s \otimes \text{tr}_s)(\xi \otimes \zeta) \otimes (\eta \otimes \nu) = \sum_r d_r^2 \lambda_0((\xi \otimes \zeta) \otimes \text{tr}_s(\eta \otimes \nu)) = \lambda_0((\xi \otimes \zeta) \otimes \left( \sum_r d_r^2 \text{tr}_s(\eta \otimes \nu) \right)).
\]
By assumption $(\text{Rep}(G), \mu)$ satisfies (ii)$^{\text{cat}}$, so Corollary 6.10 gives
\begin{align*}
(6.24) &= \lambda_0((\xi \otimes \overline{\zeta}) \otimes \text{tr}_\mu^\infty(K_\mu(\eta) \otimes \nu)) \\
&= \lambda_0(\iota_{\mathcal{H}_s \otimes \mathcal{H}_t} \otimes \text{tr}_\mu^\infty)((\xi \otimes \overline{\zeta}) \otimes ((K_\mu(\eta) \otimes \iota)(\iota \otimes \nu))) \\
&= \phi_\mu^{\infty}(\lambda_1((\xi \otimes \overline{\zeta}) \otimes ((K_\mu(\eta) \otimes \iota)(\iota \otimes \nu)))) \\
&= \phi_\mu^{\infty}(K_\mu(\lambda_1(\overline{\zeta} \otimes \eta))).
\end{align*}

By linearity it follows that for any $x \in \lambda_1(\bigoplus_s \mathcal{H}_s \otimes \text{Nat}_b(1, U_s))$ and any $h = \lambda_1(T)$ where $T \in \bigoplus_s \mathcal{H}_s \otimes \text{Nat}_b(\iota, \iota \otimes U_s)$ with $(\iota \otimes P_\mu)(T) = T$, it holds that
\begin{equation}
\hat{\psi}(xh) = \phi_\mu^{\infty}(K_\mu(x)h). (6.25)
\end{equation}

By density and strong$^*$-continuity we obtain that (6.25) holds for any $x \in c_0(\hat{G})$ and any $\mu$-harmonic element $h \in H^\infty(\hat{G}, \mu)$. ☐
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