LOZENGE TILINGS OF HEXAGONS WITH CENTRAL HOLES AND DENTS

TRI LAI

Abstract. Ciucu showed that the number of lozenge tilings of a hexagon in which a chain of equilateral triangles of alternating orientations, called a ‘fern’, has been removed in the center is given by a simple product formula (Adv. Math. 2017). In this paper, we present a multi-parameter generalization of this work by giving an explicit tiling enumeration for a hexagon with three ferns removed, besides the middle fern located in the center as in Ciucu’s region, we remove two additional ferns from two sides of the hexagon. Our result also implies a counterpart of MacMahon’s classical formula of boxed plane partitions, corresponding the exterior of the union of three disjoint concave polygons obtained by turning 120 degrees after drawing each side.
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1. Introduction

MacMahon’s classical theorem on plane partitions fitting in a given box (see [34], and [11], [2], [24], [15], [48], [10], [6], [27], [26], [11] for more recent developments) is equivalent to the fact that the number of lozenge tilings of a centrally symmetric hexagon of side-lengths $a, b, c, a, b, c$ (in clockwise order, starting from the north side) on the triangular lattice is equal to

$$P(a, b, c) := \frac{H(a)H(b)H(c)H(a + b + c)}{H(a + b)H(b + c)H(c + a)}, \tag{1.1}$$

where the hyperfactorial function $H(n)$ is defined as $H(n) := 0! \cdot 1! \cdot 2! \cdots (n - 1)!$. Here a lozenge is union of any two equilateral triangles sharing an edge; a lozenge tiling of a region on the triangular lattice is a covering of the region by lozenges without gaps or overlaps.

The striking formula of MacMahon motivates us to find similar ones. In particular, we would like to investigate lozenge tilings of hexagons with certain ‘defects’, and the most popular defect is a removal of a collection of one or more equilateral triangles. Strictly speaking, one would like to classify this defect based on the position where the triangle has been removed as follows. If a triangle is removed inside the hexagon, we call it a (triangular) hole; if the triangle is removed along the boundary of the hexagon, we call it a (triangular) dent.

The tale of tiling enumerations of hexagons with holes (also known as ‘holey hexagons’) originally came from an (ex-)open problem posed by James Propp. In 1999, James Propp published an article tracking the progress on a list of 20 open problems in the field of exact enumeration of tilings, which he presented in a lecture in 1996, as part of the special program on algebraic combinatorics organized at MSRI. The article also presented a list of 12 new open problems. Problem 2 on the list asks for a tiling formula for a hexagon of side-lengths $n, n + 1, n, n + 1, n, n + 1$ with the central unit triangle removed (see Figure 1.1(a)). Ciucu [3] solved and generalized this problem to $(a, b + 1, b, a + 1, b, b + 1)$-hexagons with the central unit triangle removed (shown in Figure 1.1(b)). Gessel and Helfgott later obtained this result independently by a different method [10]. S. Okada and C. Krattenthaler [36] have solved an even more general problem for a 3-parameter family of holey hexagons, $(a, b + 1, c, a + 1, b, c + 1)$-hexagons with the central unit triangle removed (illustrated in Figure 1.1(c)).

One readily sees that, in the above results, the central triangular holes have all size 1. A milestone in this line of work is when Ciucu, Eisenkölbl, Krattenthaler and Zare [7] showed that the tilings of a hexagon are still enumerated by a simple product formula if we remove a triangle of an arbitrary side-length in the ‘center’ called a ‘cored hexagon’ (see Figure 1.1(d) for an example). In 2013, Ciucu and Krattenthaler [10] extended the structure of the central triangular hole in the cored hexagons to a cluster of four triangular holes, called a ‘shamrock hole’. The explicit enumeration of a hexagon with a shamrock hole in the center (called a ‘$S$-cored hexagon’ or a ‘shamrock-cored hexagon’) also yields a nice asymptotic result that they mentioned as a ‘dual’ of MacMahon’s theorem (see Figure 1.1(c) for a $S$-cored hexagon). Ciucu [6] later considered a new structure, called a ‘fern’, a string of triangles with alternating orientations, and a hexagon with a fern removed in the center is called a ‘$F$-cored hexagon’ or a ‘fern-cored hexagon’ (illustrated in Figure 1.1(f)). This new structure also yields a nice tiling formula and another dual of MacMahon’s theorem. We refer the reader to [11], [28], [30] for more recent work on the fern structure.

For a sequence $a := (a_i)_{i=1}^n$, we denote $o_a := \sum_{i \text{ odd}} a_i$ and $e_a := \sum_{i \text{ even}} a_i$. Let $S(a_1, a_2, \ldots, a_m)$ denote the upper half of a hexagon of side-lengths $e_a, o_a, e_a, o_a, a_n$ in which $k := [\frac{n}{2}]$ triangles of side-lengths $a_1, a_3, a_5, \ldots, a_{2k+1}$ removed from the base, such that the distance between the $i$-th and the $(i+1)$-th removed triangles is $a_2$ (see Figure 1.2 for an example). We call the region $S(a_1, a_2, \ldots, a_m)$ a dented semi-hexagon. Cohn, Larsen and Propp [12] interpreted semi-strict Gelfand–Tsetlin patterns as

\[1\text{From now on, we always list the side-lengths of a hexagon in the clockwise order, starting from the north side.}

\[2\text{Strictly speaking, the triangular hole is only located exactly at the center when all sides of the hexagon have the same parity; in the other cases, it is 1/2 unit off the center.}\]
Figure 1.1. Several hexagons with central holes whose tilings are enumerated by simple product formulas (ordered in chronological order). The black triangles indicates the triangular holes.

Figure 1.2. The dented semihexagon $S(2, 2, 3, 1, 2, 4)$.

Lozenge tilings of the dented semihexagon $S(a_1, a_2, \ldots, a_m)$, and obtained the following tiling formula

(1.2) $s(a_1, a_2, \ldots, a_{2l-1}) = s(a_1, a_2, \ldots, a_{2l})$

(1.3) $= \frac{1}{H(a_1 + a_3 + a_5 + \ldots + a_{2l-1})} \prod_{1 \leq i < j \leq 2l-1} H(a_i + a_{i+1} + \ldots + a_j)$

where $s(a_1, a_2, \ldots, a_m)$ denotes the number of tilings of $S(a_1, a_2, \ldots, a_m)$.

We include here the original formula of Cohn–Larsen–Propp for convenience. Let $T_{m,n}(x_1, \ldots, x_n)$ be the region obtained from the semihexagon of side-lengths $m, n, m+n, n$ (clockwise from the top) by removing the $n$ up-pointing unit triangles from its bottom that are in the positions $x_1, x_2, \ldots, x_n$ as counted from left to right. Then the number of tilings of the resulting region is given by

$\prod_{1 \leq i < j \leq n} \frac{x_j - x_i}{j - i}$
Even though there are a number of elegant enumerations for hexagons with holes and for hexagons with dents, to the best of the author’s knowledge, there are not any known results for hexagons in which both holes and dents are apparent. In this paper, we consider a number of such ‘rare’ families of regions. In particular, our region can be considered as a multi-parameter generalization of Ciucu’s F-cored hexagons in [6], besides a fern removed in the center of the hexagon, we remove two more ferns at the same level from two sides of the hexagons. See Figure 1.3 for two examples. The precise definition of our regions will be given in the next section. We would like to emphasize that the side-lengths and the number of triangles in each of the three ferns are all arbitrary. Our main theorems (Theorem 2.2–2.9) show that the numbers of tilings of our new regions are always given by a certain product of the tiling number of a cored hexagon, the tiling numbers of two dented semihexagons determined by the ferns, and a simple multiplicative factor. When the two side ferns vanish, our work implies exactly Ciucu’s main result in [6, Theorem 2.1]. As a consequence, our results generalize almost all known enumerations of hexagons with central holes listed above (the only exception is the enumeration of the S-cored hexagons in [10]). Especially, our theorems also imply a new ‘dual’ of MacMahon’s classical theorem on plane partitions, that generalizes the dual of Ciucu in [6, Theorem 1.1].

The rest of this paper is organized as follows. In Section 2 we give exact tiling enumerations for eight families of regions corresponding to the ‘central case’. The new dual of MacMahon’s theorem is also presented in the same section. The proofs of these theorems are provided in Section 3. We wrap up the paper by several remarks and open questions in Section 4.

2. Precise statements of the main results

2.1. Cored hexagons and Ciucu–Eisenköbl–Krattenthaler–Zare’s Theorems. Continuing the line of work about hexagons with a unit triangle removed in the center in [3, 10] and [30], Ciucu, Eisenköbl, Krattenthaler and Zare enumerated the cored hexagon (or punctured hexagon) $C_{x,y,z}(m)$ that are obtained by removing the central equilateral triangle of side-length $m$ from the hexagon $H$ of side-lengths $x, y + m, z, x + m, y, z + m$ (see Figure 2.1 for examples). We define this region in detail in the next paragraph.

We start with an auxiliary hexagon $H_0$ with side-lengths $x, y, z, x, y, z$ (indicated by the hexagons with the dashed boundary in Figure 2.1). Next, we push the north, the northeast, and the southeast sides of the hexagon $m$ units outward, and keep other sides staying put. This way we get a larger hexagon $H$, called the base hexagon, of side-lengths $x, y + m, z, x + m, y, z + m$. Finally, we remove an up-pointing $m$-triangle such that its left vertex is located at the closest lattice point to the center of the auxiliary hexagon $H_0$. Precisely, there are four cases to distinguish based on the parities of $x, y, z$. 

2.2. Even–Odd–Even–Odd Case. When we have an even–odd–even–odd case, we can make use of the new dual of MacMahon’s theorem on plane partitions that we have just proved, and get the following result:

Theorem 2.2. Let $x, y, z$ be positive integers, and let $m$ be any odd integer. Then the number of tilings of the cored hexagon $C_{x,y,z}(m)$ is given by

$$T(x, y, z; m) = \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i'(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i''(x, y, z; m) \right),$$

where $T_i(x, y, z; m)$, $T_i'(x, y, z; m)$, and $T_i''(x, y, z; m)$ are the tilings of the three dented semihexagons determined by the ferns.

2.3. Odd–Even–Odd–Even Case. When we have an odd–even–odd–even case, we can make use of the new dual of MacMahon’s theorem on plane partitions that we have just proved, and get the following result:

Theorem 2.3. Let $x, y, z$ be positive integers, and let $m$ be any odd integer. Then the number of tilings of the cored hexagon $C_{x,y,z}(m)$ is given by

$$T(x, y, z; m) = \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i'(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i''(x, y, z; m) \right),$$

where $T_i(x, y, z; m)$, $T_i'(x, y, z; m)$, and $T_i''(x, y, z; m)$ are the tilings of the three dented semihexagons determined by the ferns.

2.4. Even–Odd–Odd–Odd Case. When we have an even–odd–odd–odd case, we can make use of the new dual of MacMahon’s theorem on plane partitions that we have just proved, and get the following result:

Theorem 2.4. Let $x, y, z$ be positive integers, and let $m$ be any odd integer. Then the number of tilings of the cored hexagon $C_{x,y,z}(m)$ is given by

$$T(x, y, z; m) = \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i'(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i''(x, y, z; m) \right),$$

where $T_i(x, y, z; m)$, $T_i'(x, y, z; m)$, and $T_i''(x, y, z; m)$ are the tilings of the three dented semihexagons determined by the ferns.

2.5. Odd–Odd–Odd–Odd Case. When we have an odd–odd–odd–odd case, we can make use of the new dual of MacMahon’s theorem on plane partitions that we have just proved, and get the following result:

Theorem 2.5. Let $x, y, z$ be positive integers, and let $m$ be any odd integer. Then the number of tilings of the cored hexagon $C_{x,y,z}(m)$ is given by

$$T(x, y, z; m) = \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i'(x, y, z; m) \right) \cdot \frac{1}{2} \left( \prod_{i=0}^{n-1} T_i''(x, y, z; m) \right),$$

where $T_i(x, y, z; m)$, $T_i'(x, y, z; m)$, and $T_i''(x, y, z; m)$ are the tilings of the three dented semihexagons determined by the ferns.
When \( x, y \) and \( z \) have the same parity, the center of the hexagon is a lattice vertex and our removed triangle has the left vertex at the center. One readily sees that, in this case, the triangular hole stays evenly between each pair of parallel sides of the hexagon \( H \). In particular, the distance between the north side of the hexagon and the top of the triangular hole and the distance between the base of the triangular hole and the south side of the hexagon are both \( y + z \); the distances corresponding to the northeast and southwest sides of the hexagon are both \( x + z \); the distances corresponding to the northwest and southeast sides of the hexagon are both \( x + y \) (see Figure 2.1(a); the hexagon with the dashed boundary indicates the auxiliary hexagon). Next, we consider the case when \( x \) has parity different from that of \( y \) and \( z \). In this case, the center of the auxiliary hexagon \( H_0 \) is not a lattice vertex anymore. It is the middle point of a horizontal unit lattice interval. We now place the triangular hole such that its leftmost is 1/2 unit to the left of the center of the auxiliary hexagon (illustrated in Figure 2.1(b); the larger shaded dot indicates the center of the auxiliary hexagon). Similarly, if \( y \) has the opposite parity to \( x \) and \( z \), we place the triangular hole 1/2 unit to the northwest of the center of the auxiliary hexagon \( H_0 \) (shown in Figure 2.1(c)). Finally, if \( z \) has parity different from that of \( x \) and \( y \), the hole is located 1/2 unit to the southwest of the center of \( H_0 \) (see Figure 2.1(d)).
Next, we extend the definition of the hyperfactorial function to the case of half-integers:

\[
H(n) = \begin{cases} 
\prod_{k=0}^{n-1} \Gamma(k+1) & \text{for } n \text{ a positive integer;} \\
\prod_{k=0}^{n} \Gamma(k + \frac{1}{2}) & \text{for } n \text{ a positive half-integer.}
\end{cases}
\]

where $\Gamma$ denotes the classical gamma function. Recall that $\Gamma(n+1) = n!$ and $\Gamma(n + \frac{1}{2}) = \frac{(2n)!}{4^n n!} \sqrt{\pi}$, for a nonnegative integer $n$.

We can combine Theorems 1 and 2 in \cite{CiucuEisenkoldKrattenthalerZare} as follows:

**Theorem 2.1** \cite{CiucuEisenkoldKrattenthalerZare}. Assume that $m, x, y, z$ are nonnegative integers, such that $y$ and $z$ have the same parity. Then the number of lozenge tilings of the cored hexagon $C_{x,y,z}(m)$ is given by

\[
M(C_{x,y,z}(m)) = \frac{H(m + x) H(m + y) H(m + z) H(m + x + y + z)}{H(m + x + y + z)} \times \frac{H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor) H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor)}{H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor) H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor)} \times \frac{H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor) H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor)}{H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor) H(m + \left\lfloor \frac{x+y+z}{2} \right\rfloor)}
\]

(2.2)

Here we use the notation $M(R)$ for the number of lozenge tilings of the region $R$.

By the symmetry, if $x$ and $y$ have the same parity, then the number of tilings of $C_{x,y,z}(m)$ is exactly the expression on the right-hand side of (2.2) above with $x$ replaced by $z$, $y$ replaced by $x$, and $z$ replaced by $y$. Similarly, if $x$ and $z$ have the same parity, then the number of tilings of $C_{x,y,z}(m)$ is exactly the expression on the right-hand side of (2.2) with $x$ replaced by $y$, $y$ replaced by $z$, and $z$ replaced by $x$.

Inspired by the cored hexagons above, we will define our eight families of hexagons with three collinear ferns removed in the next subsection. Depending on the height of the common horizontal lattice line $\ell$ along which our three ferns are lined up, there are two cases to distinguish: $\ell$ leaves the west and east vertices of the hexagon on opposite sides (see Figure 1.3(a)) for an example) or $\ell$ leaves the two vertices on the same side (see Figure 1.3(b)). By the symmetry, we can assume from now on that the east vertex of the hexagon is always below the line $\ell$.

2.2. **The case $\ell$ separates the west and east vertices of the hexagon.** We now define our four families of hexagons with three collinear ferns removed, in the case when the horizontal lattice line $\ell$ separates the east and west vertices of the hexagon, as follows. Our definitions are illustrated by Figures 2.2 [2.3]. However, we ignore the inner hexagons and the arrows in these figures at the moment (these details will be used later in the alternative definitions of our regions in Subsection 2.4). We call them $R$-families. Assume that $x, y, z$ are nonnegative integers and that $a = (a_1, a_2, \ldots, a_m)$, $b := (b_1, b_2, \ldots, b_n)$, $c := (c_1, c_2, \ldots, c_k)$ are three (may be empty) sequences of nonnegative integers. The three sequences $a, b, c$ determine the side-lengths of triangles in the left, the right, and the central ferns, respectively. Set

\[
e_a := \sum_{i \text{ even}} a_i, \quad a_a := \sum_{i \text{ odd}} a_i,
\]

\[
e_b := \sum_{j \text{ even}} b_j, \quad a_b := \sum_{j \text{ odd}} b_j,
\]

\[
e_c := \sum_{l \text{ even}} c_l, \quad a_c := \sum_{l \text{ odd}} c_l,
\]

(2.3)

and $a := a_1 + a_2 + \cdots + a_m$, $b := b_1 + b_2 + \cdots + b_n$, $c := c_1 + c_2 + \cdots + c_k$. 


Assume that $x$ and $z$ have the same parity, we definition of our first $R$-family of regions $R_{x,y,z}^0(a; c; b)$ in the next paragraph.

We start with the base hexagon $H$ of side-lengths $x + o_a + e_b + e_c, 2y + z + e_a + o_b + e_c + |a - b|, z + o_a + e_b + e_c, x + e_a + o_b + e_c, 2y + z + o_a + e_b + e_c + |a - b|, z + e_a + o_b + e_c$, in which $x$ and $z$ have the same parity (see the outermost hexagon in Figure 2.2). Suppose first that the total length $a$ of the left fern is not greater than the total length $b$ of the right fern. Next, we remove at the level $y$ above the east vertex of the hexagon $H$ three ferns as follows. The left fern consists of $m$ triangles of alternating orientations with side-lengths $a_1, a_2, \ldots, a_m$ as they appear from left to right, and starts with a down-pointing triangle. The right fern consists of $n$ alternating-oriented triangles of side-lengths $b_1, b_2, \ldots, b_n$ as they appear from right to left, and starts with an up-pointing triangle. It is easy to see that the distance between the rightmost of the left fern and the leftmost of the right ferns is $c + x + z$. The middle fern of length $c$ consists of alternating-oriented triangles of side-lengths $c_1, c_2, \ldots, c_k$ and starts with an up-pointing triangle. We next put this fern equally between the left and the right ferns as indicated by three strings of black triangles in Figure 2.2 (i.e. the distances between two consecutive ferns are both $\frac{c + x + z}{2}$, which is an integer as $x + z$ is even in this case). If $a > b$, we define the region similarly, the only difference is that we now remove the three ferns at the level $y + (a - b)$ above the east vertex of the hexagon (as opposed to removing at the level $y$ as in the previous case).

Next, we define the second $R$-family consisting of regions $R_{x,y,z}^-(a; c; b)$, in the case when $x$ has different parity from that of $z$. We follow the same process as in the case of the $R^0$-type regions above, the only difference is that, since $x + z$ is now odd, we place the middle fern 1 unit closer to the left fern than the right one, that is the distance between the left and the middle ferns is $\left\lfloor \frac{c + x + z}{2} \right\rfloor$ and the distance between the middle and the right ferns is $\left\lceil \frac{c + x + z}{2} \right\rceil$ (see Figure 2.3 for an example in the case $a > b$).

The third and the fourth $R$-families are defined little differently, as we allow $y$ to take the value $-1$ in certain situations.

Our third $R$-family is for the case when $x$ and $z$ have the same parity and is defined as follows. We now start with a slightly different base hexagon, that has side-lengths $x + o_a + e_b + e_c, 2y + z + e_a + o_b + e_c + |a - b| + 1, z + o_a + e_b + e_c, x + e_a + o_b + e_c, 2y + z + o_a + e_b + e_c + |a - b| + 1, z + e_a + o_b + e_c$ (indicated by the outermost hexagon in Figure 2.4). Next, we repeat the process in the definition of the first $R$-family, the only difference is that we are now removing the three ferns at the level $y + 1$ above the east vertex of the hexagon if $a < b$, and at the level $y + (a - b) + 1$ if $a > b$. Moreover, in the case $a < b$, the parameter $y$ may take the value $-1$. Denote by $R_{x,y,z}^0(a; c; b)$ the resulting region.

Our fourth $R$-family consists of the regions $R_{x,y,z}^+(a; c; b)$ when $x$ has different parity from that of $z$. In this case, our base hexagon $H$ is the same as that in the third $R$-family, however, we now remove the three ferns in the same way as in the second family. In particular, we remove the three ferns at the level $y$ or $y + a - b$, depending on whether $a \leq b$ or $a > b$, such that the distance between the left and middle ferns is $\left\lfloor \frac{c + x + z}{2} \right\rfloor$ (illustrated in Figure 2.5). Similar to the third $R$-family, we allow $y$ to take the value $-1$ when $a > b$.

The very special case of our regions when $a = b = \emptyset$ gives exactly the $F$-cored hexagons in $[6]$, and if we specialize further with $c = (m)$, we get the cored hexagons in $[7]$. This is visually apparent when the $y$-parameter in the other case, the $F$-cored hexagon (or cored hexagon) is greater than or equal to the $z$-parameter. In the other case, when the $y$-parameter less than the $z$-parameter, we get back the $F$-cored hexagons $F_{x,y,z+2}^0(c), F_{x,y,z+2}^+(c), F_{x,y,z+2}^-\overline{1}(c)$ and $F_{x,y,z+2}^\leq\overline{1}(c)$ (as denoted in $[8]$) by reflecting the region $R_{x,y,z}\overline{1}(\emptyset; 0; c; \emptyset), R_{x,y,z}\overline{1}(\emptyset; 0; c; \emptyset)$ and $R_{x,y,z}\overline{1}(\emptyset; 0; c; \emptyset)$ over a horizontal line, respectively. Here we denote $\emptyset$'s the sequence obtained by including a 0 term in front of the sequence $s$, i.e $\emptyset = (0, s_1, s_2, \ldots, s_n)$ if $s = (s_1, s_2, \ldots, s_n)$.

**Theorem 2.2.** Assume that $a = (a_1, a_2, \ldots, a_m), b := (b_1, b_2, \ldots, b_n), c = (c_1, c_2, \ldots, c_k)$ are three sequences of nonnegative integers and that $x, y, z$ are three nonnegative integers, such that $x$ and $z$ have the same parity.
Figure 2.2. Construction of the hexagon with 3 ferns removed $R_{2,1,4}^{2,3}(1,1,1; 2,2,1; 2,1,1,2)$.

(a) If $a \geq b$, then

\[
M(R_{x,y,z}^{2,3}(a; c; b)) = M(C_x,2y+z+2a,z(c)) \\
\times s\left( y, a_1, \ldots , a_m, \frac{x+z}{2}, c_1, \ldots , c_k, \frac{x+z}{2} + b_n, b_{n-1}, \ldots , b_1 \right) \\
\times s\left( a_1, \ldots , a_{m-1}, a_m +\frac{x+z}{2} + c_1, \ldots , c_k, \frac{x+z}{2}, b_n, \ldots , b_1, y+a-b \right) \\
\times \frac{H(c+\frac{x+z}{2})}{H(c)H(\frac{x+z}{2})} \frac{H(a+y+\frac{x+z}{2})}{H(a+c+y+\frac{x+z}{2})} \\
\times \frac{H(a+y+z)}{H(a+y+z)H(a+c+y+z)} \\
\times \frac{H(e_a+o_b+o_c+y+z)H(a+o_a-o_b+e_c+y+z)}{H(e_a+o_b+o_c+y)H(a+o_a-o_b+e_c+y)} \\
\times \frac{H(a+y+e_a+o_b+o_c+y)}{H(a+y)^2} \tag{2.4}
\]
if $m, n, k$ are even. The other cases, when one or more numbers among $m, n, k$ are odd, can be reduced to the even case by including an empty triangle at the end of the corresponding ferns.

(b) If $a < b$, then

$$M(R_{x,y,z}^2(a; c; b)) = M(\mathcal{C}_{x,2y+z+2b,c}(c)) \times s \left( y + b - a, a_1, \ldots, a_m, \frac{x + z}{2}, c_1, \ldots, c_k + \frac{x + z}{2} + b_n, b_{n-1}, \ldots, b_1 \right)$$

$$\times s \left( a_1, \ldots, a_{m-1}, a_m + \frac{x + z}{2} + c_1, \ldots, c_k + \frac{x + z}{2}, b_n, \ldots, b_1, y \right)$$

$$\times \frac{H(c + \frac{x + z}{2})}{H(c)} \frac{H(b + y + \frac{x + z}{2})}{H(b + c + y + \frac{x + z}{2})} \frac{H(b + y + z)}{H(b + c + y + z)}$$

$$\times \frac{H(b + o_b - o_a + o_c + y + z)}{H(b + o_b - o_a + o_c + y)} \frac{H(o_a + e_b + e_c + y + z)}{H(o_a + e_b + e_c + y)} \frac{H(b + y)^2}{H(b + y)^2},$$

(2.5)
The formulas in Theorem 2.2 can be combined into a single formula as follows:

\[ M(R_{x,y,z} \circ (a; c; b)) = M(C_{x,2y+z+2 \max(a,b),z} \circ (c)) \]

\[ \times s \left( y + b - \min(a, b), a_1, \ldots, a_m, \frac{x + z}{2}, c_1, \ldots, c_k, \frac{x + z}{2} + b_n, b_{n-1}, \ldots, b_1 \right) \]

\[ \times s \left( a_1, \ldots, a_{m-1}, a_m + \frac{x + z}{2} + c_1, \ldots, c_k, \frac{x + z}{2}, b_n, \ldots, b_1, y + a - \min(a, b) \right) \]

\[ \times \frac{H(c + \frac{x + z}{2})}{H(c)} \frac{H(\max(a, b) + y + \frac{x + z}{2})}{H(\max(a, b) + c + y + \frac{x + z}{2})} \]

\[ \times \frac{H(\max(a, b) + y + z) H(\max(a, b) + y + z)}{H(\max(a, b) - a_0 + a_0 + c + y + z) H(\max(a, b) + a_0 - b_0 + c_c + y + z)} \]

\[ \times \frac{H(\max(a, b) - a_0 + a_0 + c + y)}{H(\max(a, b) + y)^2} \]

(2.6)

For the sake of brevity, we use similar combined formulas in our next main theorems.
Figure 2.5. The region $R_{2,1,3}^{(-)}(2,2,1,2;1,1,1,2;2,2,1)$. 

Theorem 2.3. Assume that $a = (a_1, a_2, \ldots, a_m)$, $b := (b_1, b_2, \ldots, b_n)$, $c = (c_1, c_2, \ldots, c_k)$ are three sequences of nonnegative integers and that $x, y, z$ are three nonnegative integers, such that $x$ has parity
opposite to \( z \). Then

\[
M(R^+_{x,y,z}(a; c; b)) = M(C_{x,2y+z+2\max(a,b)\min(a,b)}, z(c))
\]
\[
\times s \left( y + b - \min(a, b), a_1, \ldots, a_m, \frac{x + z}{2}, c_1, \ldots, c_k + \frac{x + z}{2} + b_n, b_{n-1}, \ldots, b_1 \right)
\]
\[
\times s \left( a_1, \ldots, a_{m-1}, a_m + \frac{x + z}{2} + c_1, \ldots, c_k, \frac{x + z}{2}, b_n, \ldots, b_1, y + a - \min(a, b) \right)
\]
\[
\times \frac{H(c + \left\lfloor \frac{x + z}{2} \right\rfloor)}{H(c)} \frac{H(\max(a, b) + y + \left\lfloor \frac{x + z}{2} \right\rfloor)}{H(\max(a, b) + c + y + \left\lfloor \frac{x + z}{2} \right\rfloor)}
\]
\[
\times \frac{H(\max(a, b) + y + z) H(\max(a, b) + c + y + z) \max(a, b) + o_a + o_b + e_c + y + z + 1)}{H(\max(a, b) + y) H(\max(a, b) + y + 1)}
\]
(2.7)

if \( m, n, k \) are even. The other cases, when one or more numbers among \( m, n, k \) are odd, can be reduced to the even case as in Theorem 2.4.

**Theorem 2.4.** Assume that \( a = (a_1, a_2, \ldots, a_m) \), \( b := (b_1, b_2, \ldots, b_n) \), \( c = (c_1, c_2, \ldots, c_k) \) are three sequences of nonnegative integers and that \( x, z \) are two nonnegative integers, such that \( x \) and \( z \) have the same parity. Assume in addition that \( y \) is an integer, such that \( y \geq 0 \) when \( b \leq a \) and \( y \geq -1 \) when \( b > a \). Then

\[
M(R^+_{x,y,z}(a; c; b)) = M(C_{x,2y+z+2\max(a,b)\min(a,b)}, z(c))
\]
\[
\times s \left( y + b - \min(a, b), a_1, \ldots, a_m, \frac{x + z}{2}, c_1, \ldots, c_k + \frac{x + z}{2} + b_n, b_{n-1}, \ldots, b_1 \right)
\]
\[
\times s \left( a_1, \ldots, a_{m-1}, a_m + \frac{x + z}{2} + c_1, \ldots, c_k, \frac{x + z}{2}, b_n, \ldots, b_1, y + a - \min(a, b) \right)
\]
\[
\times \frac{H(c + \left\lfloor \frac{x + z}{2} \right\rfloor)}{H(c)} \frac{H(\max(a, b) + y + \left\lfloor \frac{x + z}{2} \right\rfloor)}{H(\max(a, b) + c + y + \left\lfloor \frac{x + z}{2} \right\rfloor)}
\]
\[
\times \frac{H(\max(a, b) + y + z + 1) H(\max(a, b) + c + y + z)}{H(\max(a, b) + y) H(\max(a, b) + y + 1)}
\]
(2.8)

for even \( m, n, k \). The other cases, when one or more numbers among \( m, n, k \) are odd, can be reduced to the even case as in Theorem 2.4.

**Theorem 2.5.** Assume that \( a = (a_1, a_2, \ldots, a_m) \), \( b := (b_1, b_2, \ldots, b_n) \), \( c = (c_1, c_2, \ldots, c_k) \) are three sequences of nonnegative integers and that \( x, z \) are two nonnegative integers, such that \( x \) and \( z \) have different parities. Assume in addition that \( y \) is an integer, such that \( y \geq 0 \) when \( a \leq b \) and \( y \geq -1 \) when \( a > b \), and that \( m, n, k \) are all even (the cases, when at least one of \( m, n, k \) is odd, follow by including a 0-triangle to the end of the ferns if needed). Then
Theorem 2.6. Assume that \( x, y, z \) are nonnegative integers and that \( a = (a_1, \ldots, a_m) \), \( b = (b_1, \ldots, b_n) \), \( c = (c_1, \ldots, c_k) \) are sequences of nonnegative integers. Assume in addition that \( x \) and \( z \) have the same parity.
parity and that \( m, n, k \) are all even. Then

\[
M(Q_{x,y,z}^\circ(a;c;b)) = M(C_{x,2y+z+2\max(a,b),z}(c)) \\
\times s\left( a_1, \ldots, a_m; \frac{x+z}{2}, c_1, \ldots, c_k; \frac{x+z}{2} + b_n, b_{n-1}, \ldots, b_1 \right) \\
\times s\left( y + b - \min(a, b), a_1, \ldots, a_{m-1}, a_m; \frac{x+z}{2} + c_1, \ldots, c_k; \frac{x+z}{2}, b_n, \ldots, b_1, y + a - \min(a, b) \right) \\
\times \frac{H(c + \frac{x+z}{2})}{H(c)} \frac{H(\max(a, b) + y + \frac{x+z}{2})}{H(c + y + \frac{x+z}{2})} \\
\times \frac{H(\max(a, b) + y + z) H(\max(a, b) + c + y + z)}{H(\max(a, b) + c + z) H(|a - b| + e_a + e_b + e_c + 2y + z)} \\
\times \frac{H(\max(a, b) + y)^2}{H(\max(a, b) + y)}.
\]

\(^4\)Similar to Theorems 2.2–2.5 for the next enumerations in this paper, we can assume that each of our ferns consists of an even number of triangles (as other cases can be reduced to this case by appending a 0-triangle to the ferns if needed).
Figure 2.7. How to construct the region $Q_{x,y,z}^{-}(2,2,1;2,1,2;2,1)$. 

**Theorem 2.7.** Assume that $x, y, z$ are nonnegative integers and that $a = (a_1, \ldots, a_m)$, $b = (b_1, \ldots, b_n)$, $c = (c_1, \ldots, c_k)$ are sequences of nonnegative integers. We also assume that $x$ and $z$ have different parities, and that $m, n, k$ are all even. Then

$$M(Q_{x,y,z}^{-}(a; c; b)) = M(C_{x,2y+z+2\max(a,b),z}(c))$$

$$\times s\left(a_1, \ldots, a_m + \left\lfloor \frac{x+z}{2} \right\rfloor, c_1, \ldots, c_k + \left\lfloor \frac{x+z}{2} \right\rfloor + b_n, b_{n-1}, \ldots, b_1\right)$$

$$\times s\left(y + b - \min(a,b), a_1, \ldots, a_m, c_1, \ldots, c_k, \left\lfloor \frac{x+z}{2} \right\rfloor, b_n, \ldots, b_1, y + a - \min(a,b)\right)$$

$$\times \frac{H(c + \left\lfloor \frac{x+z}{2} \right\rfloor)}{H(c)H(\left\lfloor \frac{x+z}{2} \right\rfloor)} \frac{H(\max(a,b) + y + \left\lfloor \frac{x+z}{2} \right\rfloor)}{H(\max(a,b) + c + y + \left\lfloor \frac{x+z}{2} \right\rfloor)}$$

$$\times \frac{H(\max(a,b) + y + z)H(\max(a,b) + c + y + z)}{H(o_a + o_b + o_c + z)H(a - b + e_a + e_b + e_c + 2y + z)}$$

(2.11)

$$\times \frac{H(o_a + o_b + o_c)H(\max(a,b) + y + y)}{H(\max(a,b) + y)^2}$$
Theorem 2.8. Assume that \( x, z \) are nonnegative integers of the same parity, \( y \) is an integer at least \(-1\), and \( y \) can only take the value \(-1\) when \( a < b \). Assume in addition that \( a = (a_1, \ldots, a_m) \), \( b = (b_1, \ldots, b_n) \), \( c = (c_1, \ldots, c_k) \) are sequences of an even number of nonnegative integers. Then

\[
M(Q_{x,y,z}^\leq(a; b)) = M(C_{x,2y+z+2\max(a,b)+1,z}(c))
\times s\left(a_1, \ldots, a_m + \frac{x+z}{2}, c_1, \ldots, c_k + \frac{x+z}{2} + b_n, b_{n-1}, \ldots, b_1\right)
\times s\left(y + b - \min(a,b), a_1, \ldots, a_m, a, b_n, c_1, \ldots, c_k, x+z, b_{n-1}, b_{n-2}, b_1, y + a + 1 - \min(a,b)\right)
\times \frac{H(c + \frac{x+z}{2})}{H(c)} \frac{H(\max(a,b) + y + \frac{x+z}{2})}{H(\max(a,b) + c + y + \frac{x+z}{2})}
\times \frac{H(a_n + o_b + o_c + z)}{H(\max(a,b) + y + z + 1)} \frac{H(\max(a,b) + c + y + z)}{H(\max(a,b) + c + y + z)}
\times \frac{H(\max(a,b) + y + z + 1)}{H(\max(a,b) + y + z + 1)} \frac{H(\max(a,b) + c + y + z)}{H(\max(a,b) + c + y + z)}
\times \frac{H(a_n + o_b + o_c + z)}{H(\max(a,b) + y + z + 1)} \frac{H(\max(a,b) + c + y + z)}{H(\max(a,b) + c + y + z)}
\times (2.12) \quad \frac{H(a_n + o_b + o_c)}{H(\max(a,b) + y + 1)} \frac{H(\max(a,b) + y + 1)}{H(\max(a,b) + y + 1)}
\]
Theorem 2.9. Assume that $x, z$ are nonnegative integers of different parities, $y$ is an integer at least $-1$, and $y$ can only take the value $-1$ when $a < b$. Assume in addition that $a = (a_1, \ldots, a_m)$, $b = (b_1, \ldots, b_n)$, $c = (c_1, \ldots, c_k)$ are sequences of an even number of nonnegative integers. Then

\[
M(Q^+_{x,y,z}(a; c; b)) = M(C_{x,2y+z+2\max(a,b)+1,z}(c))
\]

\[
\times s \left( a_1, \ldots, a_m + \left\lfloor \frac{x + z}{2} \right\rfloor, c_1, \ldots, c_k + \left\lceil \frac{x + z}{2} \right\rceil + b_n, b_{n-1}, \ldots, b_1 \right)
\]

\[
\times s \left( y + b - \min(a, b), a_1, \ldots, a_m, \left\lfloor \frac{x + z}{2} \right\rfloor + c_1, \ldots, c_k, \left\lceil \frac{x + z}{2} \right\rceil, b_n, \ldots, b_1, y + a - \min(a, b) + 1 \right)
\]

\[
\times H(c + \left\lfloor \frac{x + z}{2} \right\rfloor) H(\max(a, b) + y + \left\lceil \frac{x + z}{2} \right\rceil)
\]

\[
\times H(c) H(\left\lfloor \frac{x + z}{2} \right\rfloor) H(\max(a, b) + c + y + \left\lceil \frac{x + z}{2} \right\rceil)
\]

\[
\times H(\max(a, b) + y + z) H(\max(a, b) + c + y + z + 1)
\]

\[
\times H(\max(a, b) + y) H(\max(a, b) + y + 1)
\]

(2.13)
One readily sees that when the middle fern is empty, then our eight regions (4 R-regions and 4 Q-regions) become special cases of the ‘doubly-intruded hexagons’ in [11]. More precisely, the regions in [11] depend on four parameters \( x, y, z, t \), besides the two ferns, and the our regions here only depend on three parameters \( x, y, z \). Moreover, the \( q \)-enumeration in [11] does not appear in our regions.

2.4. Alternative definitions of the \( R \) and \( Q \)-families. The above direct definitions of the \( R \)- and \( Q \)-families are straightforward, however, to see more clearly that our regions are common generalizations of the cored hexagons in [7] and the \( F \)-cored hexagons in [6], we give an equivalent constructive definition as follows.

We start with an auxiliary hexagon \( H_0 \) of side-lengths \( x, z, x, z, x, z, z \) (see the inner hexagon with the dashed contour in Figures 2.2 and 2.3). Next, we push out all six sides of \( H_0 \) as follows. We push the north, northeast, southeast, south, southwest, and northwest sides of \( H_0 \) outward \( e_a + o_b + o_c, b + c, b + c, o_a + o_b + e_c, a, a \) units, respectively. We obtain the hexagon \( H_1 \) with side-lengths \( x + o_a + e_b + e_c, z + e_a + o_b + e_c, x + e_a + o_b + e_c, z + o_a + e_b + e_c, z + e_a + o_b + e_c \) (indicated by the hexagon with the solid bold contour in the above figures).

If the total length of the left fern is greater than or equal to the total length of the right fern, i.e. \( a > b \), we push in addition the south, southeast, north, and northwest sides of the hexagon \( H_1 \) respectively \( y + a - b, y + a - b, y, \) and \( y \) units outward; otherwise, if \( a \leq b \), we push out these sides \( y, y, y + b - a, \) and \( y + b - a \) units, respectively. This way the hexagon \( H_1 \) is extended to the base hexagon \( H \) of side-lengths \( x + o_a + e_b + e_c, y + e_a + o_b + e_c + |a - b|, z + o_a + e_b + e_c, x + e_a + o_b + e_c, y + o_a + e_b + e_c + |a - b|, z + e_a + o_b + e_c \), as in the direct definition of the regions above (the extension of \( H_1 \) is indicated by the portion with the dashed boundary in Figures 2.2 and 2.3).

Finally, we remove the middle fern, consisting of triangles of side-lengths \( c_i \)'s, such the leftmost of the fern is exactly at the center of the of the auxiliary hexagon \( H_0 \) if \( x \) and \( z \) have the same parity, or is 1/2 unit to the left of the center of \( H_0 \) in the case when \( x \) and \( z \) have opposite parities. The left fern and the right fern are removed on the same level as the middle fern, such that the leftmost of the left fern and the rightmost of the right fern touch the boundary of the hexagon. This gives us the regions \( R_{x,y,z}^α(a; c; b) \) and \( R_{x,y,z}^−(a; c; b) \), respectively.

To define the third and the fourth \( R \)-families, we start instead with an auxiliary hexagon of side-lengths \( x, z+1, z, x, z+1, z \) (see the inner hexagons in Figures 2.4 and 2.5). We still perform the above 2-stage pushing process to obtain the base hexagon of side-lengths \( x+o_a+e_b+e_c, y+e_a+o_b+e_c+|a-b|+1, z+o_a+e_b+e_c, x+e_a+o_b+e_c, y+o_a+e_b+e_c+|a-b|+1, z+e_a+o_b+e_c \), as mentioned in the direct definitions in Subsection 2.2, in the case when the region \( R_{x,y,z}^α(a; c; b) \) has \( b > a \) and in the case when the region \( R_{x,y,z}^−(a; c; b) \) has \( b < a \), we allow \( y \) to take the negative value \(-1 \). Here, we understand that pushing outward ‘\(-1 \) unit’ is equivalent to pushing inward 1 unit. We obtain the region \( R_{x,y,z}^α(a; c; b) \) or the region \( R_{x,y,z}^−(a; c; b) \) if the middle fern is placed 1/2 unit to the northwest or 1/2 unit to the southeast of the center of the auxiliary hexagon \( H_0 \) (corresponding to the case when \( x \) and \( z \) have the same parity or the case when they have different parities).

We note that this constructive definition of our regions also explains the use of the super scripts \( \Box, \leftarrow, \Box, \leftarrow \) in our notations. These super scripts clarify the relative position of the leftmost of the middle fern to the center of the auxiliary hexagon \( H_0 \). We have adopted these notations in [6].

Remark 2.10. In the above constructive definition of the second, the third and the fourth \( R \)-families, there are actually three more families of regions corresponding to the case when the leftmost of the middle fern is located 1/2 unit to the east, the southeast, or the northeast of the center of the auxiliary hexagon \( H_0 \). However, we do not consider in detail these regions here, as they can be viewed as 180° rotations of our three \( R \)-families.

Next, we provide the constructive definitions for the four \( Q \)-families.

The construction of the regions \( Q_{x,y,z}^α(a; c; b) \) and \( Q_{x,y,z}^−(a; c; b) \) are shown in Figures 2.6 and 2.7 respectively. We start with an auxiliary hexagon \( H_0 \) of side-lengths \( x, z, x, z, z \) (illustrated by the inner hexagons with the dashed boundary), and we push out all the sides (in clockwise order from the north side) of this hexagon by \( o_a + o_b + o_c, b + c, b + c, e_a + e_b + e_c, a, a \) units, respectively. This
way, we get a larger hexagon $H_1$ of side-lengths $x + e_a + e_b + e_c, z + a + o_a, z + e_a + e_b + e_c, x + o_a + o_b + o_c, z + e_a + e_b + e_c, z + o_a + o_b + o_c$ (shown as the hexagon with the bold solid boundary). The second pushing depends on whether $a \geq b$ or $b > a$. If $a \leq b$, we push out the southeast, the south and the southwest sides of the hexagon $H_1$ respectively $y, y + b - a, y + b - a$ units; otherwise we push these sides respectively $y + a - b, y + a - b, y$ units (these are indicated by the portion with the dashed boundary outside the solid contour). If $x$ and $z$ have the same parity, i.e. the center of the auxiliary hexagon $H_0$ is a lattice vertex, we arrange the middle fern so that its leftmost point is exactly at the center, the left and the right ferns are located at the same level, such that they touch the northwest and the northeast sides of the hexagon, respectively (see Figure 2.6). The resulting region is exactly the region $Q_{x,y,z}^\circ(a; c; b)$ defined above. In the case when $x$ has parity opposite to $z$, we arrange the middle fern $1/2$ unit to the left of the center of the auxiliary hexagon $H_0$ (the left and right ferns are still lined up in the same way as in the definition of the $R$-type regions) and obtain the region $Q_{x,y,z}^\leftarrow(a; c; b)$ (see Figure 2.7).

Next, the construction of the regions $Q_{x,y,z}^\triangledown(a; c; b)$ and $Q_{x,y,z}^\leftarrow(a; c; b)$ are shown in Figures 2.8 and 2.9 respectively. We are allowing $y$ to take the value $-1$ when $b > a$ with the convention that: pushing outward ‘$-1$ unit’ is exactly pushing inward 1 unit. We now start with a different auxiliary hexagon $H_0$ of side-lengths $x, z + 1, z, z + 1, z$. We still perform the same 2-stage pushing process as above to obtain the base hexagon $H$. We now choose the middle fern, such that its leftmost point is 1/2 unit to the northwest of the center of the auxiliary hexagon if $x$ and $z$ have the same parity; otherwise, we put the middle fern 1/2 unit to the northeast of the center of the auxiliary hexagon $H_0$ (the other two ferns are still chosen in the same way as in the definition of the $Q^\triangledown$- and $Q^\leftarrow$-type regions above). We have here the regions $Q_{x,y,z}^\triangledown(a; c; b)$ and $Q_{x,y,z}^\leftarrow(a; c; b)$, respectively.

2.5. Dual of MacMahon’s theorem on plane partitions. MacMahon’s classical theorem on boxed plane partitions [34] yields the beautiful product formula (1.1) for the number of lozenge tilings of the interior of a convex hexagon on the triangular lattice obtained by turning $60^\circ$ after drawing each side (see Figure 2.10(a)). In [10], Ciucu and Krattenthaler considered a counterpart of MacMahon’s theorem, corresponding to the exterior of a concave hexagon by turning $120^\circ$ after drawing each side.

Figure 2.10. (a) The boundary of the hexagon in MacMahon’s theorem [34]. (b) The boundary of the concave hexagon in the dual of MacMahon’s theorem [10]. (c) The boundary of the concave polygon in the dual of MacMahon’s theorem [6].
In particular, they consider the asymptotic behavior of the ratio between tiling number of a regular $S$-cored hexagon and tiling number of a normalized version of this $S$-cored hexagon (see Figure 2.10(b)). Based on their explicit tiling formula of a $S$-cored hexagon, Ciucu and Krattenthaler showed that the later ratio tends to a product of two instances of MacMahon’s product (1.1) (see Theorem 1.1 in [10]). They called this striking asymptotic result a ‘dual’ of MacMahon’s theorem. Ciucu later obtained another dual of MacMahon’s theorem (see Theorem 1.1 in [6]), corresponding to the exterior of a concave polygon obtained by turning 120° between tiling numbers of a $S$-cored hexagon, Ciucu showed that the ratio between tiling numbers of a $S$-cored hexagon and a normalized version of this $S$-cored hexagon tends to a nice product formula. Interestingly, this formula is a product of two instances of Cohn–Larsen–Propp’s product formula (1.2), which in turn can be considered as a generalization of MacMahon’s formula (1.1).

In this subsection, we use our tiling formulas for the $R^-$ and $R^+$-type regions above to obtain a new dual of MacMahon’s theorem. Our dual corresponds to the exterior of the union of three concave polygons that are similar to that in Ciucu’s dual in [6].

Let $x, z$ be fixed positive real numbers, and let $a = (a_1, \ldots, a_m), c = (c_1, \ldots, c_k), b = (b_1, \ldots, b_n)$ be three fixed sequences of nonnegative integers, such that $a = \sum_i a_i = \sum_j b_j = b$. We consider the behavior of the ratio between the numbers of tilings of the two $R$-regions $R_{[xN],0,\lfloor zN\rfloor}(a; c; b)$ and $R_{[xN],0,\lfloor zN\rfloor}(e_a, o_a; e_c, o_c; e_b, o_b)$, where

\begin{equation}
R_{x,y,z}(a; c; b) := \begin{cases} R_{x,y,z}^-(a; c; b) & \text{if } x \text{ and } z \text{ have the same parity} \\ R_{x,y,z}^+(a; c; b) & \text{if } x \text{ has parity opposite to } z. \end{cases}
\end{equation}

We show that this ratio tends to a product of six instances of Cohn–Larsen–Propp’s product formula, as $N$ gets large.

**Theorem 2.11.** For three given sequences of nonnegative integers $a = (a_1, \ldots, a_m), c = (c_1, \ldots, c_k), b = (b_1, \ldots, b_n)$, such that $a = b$, and for two positive numbers $x, z$, we have

\begin{equation}
\lim_{N \to \infty} \frac{M(R_{[xN],0,\lfloor zN\rfloor}(a; c; b))}{M(R_{[xN],0,\lfloor zN\rfloor}(e_a, o_a; e_c, o_c; e_b, o_b))} = s(a_1, \ldots, a_{m-1})s(a_2, \ldots, a_m)s(b_1, \ldots, b_{n-1})s(b_2, \ldots, b_n)
\end{equation}

\times s(c_1, \ldots, c_{k-1})s(c_2, \ldots, c_k).

Recall that $s(a_1, \ldots, a_n)$ denotes the tiling number of the dented semihexagon $S(a_1, \ldots, a_n)$ defined in [12]. The above theorem can be visualized as in the Figure 2.12.

---

**Figure 2.11.** Obtaining the region $S(2, 2, 2, 3, 1, 2, 4)$ (the shaded region with the bold contour) from the region $T_{7,8}(1, 2, 5, 6, 10, 13, 14, 15)$ by removing several vertical forced lozenges; the black triangles indicate the unit triangle removed in the region $T_{7,8}(1, 2, 5, 6, 10, 13, 14, 15)$. 

---

*Note:* The above equation and theorem involve complex notation and advanced concepts in combinatorics and tiling theory, which are beyond the scope of a simple text representation.
Proof. First, by Theorems 2.2 and 2.3, we have

\[
\lim_{N \to \infty} \frac{M(R_{[xN],0],[zN]}(a; c; b))}{M(R_{[xN],0],[zN]}(e_a, o_a; e_c, o_c; e_b, o_b)} = \lim_{N \to \infty} \frac{M(S^+) M(S^-)}{M(S')}.
\]

Here \(S^+\) and \(S^-\) are the two dented semihexagons whose dents obtained by dividing the region \(R_{[xN],0},[zN]}(a; c; b)\) along the line that our three ferns are resting on (\(S^+\) denotes the upper semihexagon, and \(S^-\) denotes the lower semihexagon). Similarly, \(\overline{S}^+\) and \(\overline{S}^-\) denote the two dented semihexagons corresponding to the region \(R_{[xN],0},[zN]}(e_a, o_a; e_c, o_c; e_b, o_b)\).

For two ordered sets \(E = (s_1, \ldots, s_m)\) and \(E' = (s'_1, \ldots, s'_n)\), we define the operator \(\Delta\) as follows: \(\Delta(E) = \prod_{i,j} (s_j - s_i)\), and \(\Delta(E, E') = \prod_{i,j} (s'_j - s_i)\). We also use the notation \([a, b]\) to indicate the set of all integers \(x\), such that \(a \leq x \leq b\), and \([a, b] := [a + y, b + y]\). Finally, we use the notation \(\tau_i(a)\) for the \(i\)-th partial sum of the sequence \(a = (a_1, a_2, \ldots, a_m)\), i.e. \(\tau_i(a) = \sum_{j=1}^i a_j\).

We only need to show that the ratio on the right-hand side of (2.16) tends to the product of the tilings numbers of the six dented semihexagons on the right-hand side of (2.15), as \(N\) gets large. To do so, we use Cohn–Larsen–Propp’s original formula for the number of tilings of a semihexagon with dents as mentioned in the footnote on page 3. In particular, each semihexagon \(S(a_1, a_2, \ldots, a_m)\) is obtained from the region \(T_{o_a, e_a} \left( \bigcup_{i \geq 1} \tau_{2i-1}(a) + 1, \tau_{2i}(a) \right) \) by removing several forced vertical lozenges (see Figure 2.11). Therefore, the two regions have the same number of tilings. Recall that \(T_{m,n}(x_1, x_2, \ldots, x_n)\) is the region obtained from the semihexagon of side-lengths \(m, n, m + n\) (clockwise from the top) by removing \(n\) up-pointing unit triangles from its bottom that are in the positions \(x_1, x_2, \ldots, x_n\) as counted from left to right, and that the number of tilings of \(T_{m,n}(x_1, x_2, \ldots, x_n)\) is given by the product \(\prod_{1 \leq i < j \leq n} \frac{x_j - x_i}{j - i}\).

We first consider \(S^+\). It has the same number of tilings as the semihexagon \(T_{x+e_a+o_a,+,z+o_a+e_a+e_{e_a}(A \cup B \cup C)}\), where

\[
A = \bigcup_{i \geq 1} [\tau_{2i-1}(a) + 1, \tau_{2i}(a)], \\
C = \bigcup_{i \geq 1} \left( \left\lfloor \frac{xN}{2} \right\rfloor \right) + \left[\tau_{2i-1}(c) + 1, \tau_{2i}(c)\right], \\
B = \bigcup_{i \geq 1} \left( \left\lfloor \frac{xN}{2} \right\rfloor \right) + \left[\tau_{2i-1}(b) + 1, \tau_{2i}(b)\right].
\]

It means that \(A, B, C\) are the position sets corresponding to the up-pointing triangles in the left, the right and the middle ferns, respectively. For convenience, assume that \(a_1, \ldots, a_{e_a}\) are the positions in set \(A\), \(a + c + \left\lfloor \frac{xN}{2} \right\rfloor \) \(\beta_1, \ldots, (a + c + \left\lfloor \frac{xN}{2} \right\rfloor) + \beta_{o_a}\) are the positions in \(B\), and \(a + \left\lfloor \frac{xN}{2} \right\rfloor \gamma_1, \ldots, (a + \left\lfloor \frac{xN}{2} \right\rfloor + \gamma_{o_c}\) are the positions in \(C\). Similarly, we denote by

\[
A' = [1, e_a], \\
C' = a + [1, o_c], \\
B' = a + c + [1, o_b],
\]

the position sets corresponding the semihexagon \(\overline{S}^+\). By Cohn–Larsen–Propp’s original formula, the ratio of the tilings number between the above two dented semihexagons can be written as

\[
\frac{M(S^+)}{M(\overline{S}^+)} = \frac{\Delta(A \cup B \cup C)}{\Delta(A' \cup B' \cup C')} = \frac{\Delta(A) \Delta(B) \Delta(C) \Delta(A, B) \Delta(A, C) \Delta(B, C)}{\Delta(A') \Delta(B') \Delta(C') \Delta(A', B') \Delta(A', C') \Delta(B', C')},
\]

where \(\Delta(A)\) denotes the number of tilings of \(A\).
The first three ratios give us the first, the third and the fifth \( s \)-functions on the right-hand side of (2.15). We can write the ratio \( \Delta(A, C) / \Delta(A', C') \) as

\[
\frac{\Delta(A, C)}{\Delta(A', C')} = \prod_{i,j} \left( a + \left\lfloor \frac{|xN| + |zN|}{2} \right\rfloor + \gamma_j - \alpha_i \right)
\]

(2.18)

For given \( i, j \), each factor in the above product tends to 1, as \( N \) gets large (because \( |\gamma_j - \alpha_i|, |\gamma_j' - \alpha_i'| \leq a + c \), for any \( i, j \)). This means that

\[
\lim_{N \to \infty} \frac{\Delta(A, C)}{\Delta(A', C')} = 1
\]

(2.19)

Similarly, we have

\[
\lim_{N \to \infty} \frac{\Delta(A, C)}{\Delta(A', C')} = \lim_{N \to \infty} \frac{\Delta(B, C)}{\Delta(B', C')} = 1
\]

(2.20)

This implies that

\[
\lim_{N \to \infty} \frac{M(S^+)}{M(S^-)} = s(a_1, \ldots, a_{m-1})s(b_1, \ldots, b_{n-1})s(c_1, \ldots, c_{k-1}).
\]

(2.21)

Similarly, we get

\[
\lim_{N \to \infty} \frac{M(S^+)}{M(S^-)} = s(a_2, \ldots, a_m)s(b_2, \ldots, b_n)s(c_2, \ldots, c_k).
\]

(2.22)

This finishes our proof. \( \square \)

This theorem implies the dual of MacMahon’s theorem introduced by Ciucu (Theorem 1.1 in [6]) by specializing \( a = b = \emptyset \) and \( x = z = 1 \).

2.6. Combined theorems and symmetric \( F \)-cored hexagons.\) We start this subsection by noticing that one can combine Theorems 2.2, 2.3, 2.6 and 2.7 into a single theorem as follows.

Let \( x, z \) be nonnegative integers, and \( a, b, c \) be three sequence of nonnegative integers, such that \( a = \sum_i a_i = \sum_j b_j = b \). Consider three ferns whose side-lengths of the triangles are the terms of the sequences \( a, b, c \). We now do not have any requirement on the orientations of the first triangle of the three ferns as in the definition of the \( R \)- and \( Q \)-families before.

Consider a symmetric hexagon of side-lengths \( x + d_a + d_b + d_c, z + u_a + u_b + u_c, z + d_a + d_b + d_c, x + u_a + u_b + u_c, z + d_a + d_b + d_c, z + u_a + u_b + u_c \), where \( u_a \) and \( d_a \) denote the sums of the side-lengths of all up-pointing triangles and down-pointing triangles in the \( a \)-fern, and \( u_b, d_b, u_c, d_c \) are defined similarly. On the lattice line containing the west and the east vertices of the hexagon, we remove three ferns such that the sequences of side-lengths of the left, right and middle ferns are \( a, b, c \), and that the leftmost of the left fern is touching the west vertex of the hexagon, the rightmost of the right fern is touching the east vertex of the hexagon. For the middle fern, we place it evenly between the left and the right ferns in the sense that the distance between the left fern and the middle fern is \( \lfloor \frac{x + z}{2} \rfloor \) and
the distance between the middle fern and the right fern is $\lceil \frac{x+z}{2} \rceil$. Denote by $H_{x,z}(a; c; b)$ the resulting region.

**Theorem 2.12** (Combination of Theorems 2.2, 2.3, 2.6 and 2.7). Assume that $x, z$ are nonnegative integers and that $a = (a_1, \ldots, a_m)$, $b = (b_1, \ldots, b_n)$, $c = (c_1, \ldots, c_k)$ are sequences of nonnegative integers, such that $a = b$. Assume in addition that $m, n, k$ are all even (as the case when at least one of them are odd can be reduced to the even case by appending a 0-triangle to the corresponding ferns). Then

$$
M(H_{x,z}(a; c; b)) = M(C_{x,z+2a_z}(c)) M(S^+) M(S^-)
$$

$$
\times \frac{H(c + \lceil \frac{x+z}{2} \rceil)}{H(c) H(\lceil \frac{x+z}{2} \rceil) H(a+c+\lceil \frac{x+z}{2} \rceil)}
\times \frac{H(a+z) H(a+c+z)}{H(a+z) H(a+c+z)}
\times \frac{H(u_a + u_b + u_c + z) H(d_a + d_b + d_c + z)}{H(u_a + u_b + u_c) H(d_a + d_b + d_c)}
\times \frac{H(a)}{H(a)^2},
$$

where $S^+$ and $S^-$ are the two semihexagons with dents obtained by dividing the region along the line $\ell$ (the lattice line containing all bases of triangles of the three ferns); the dents of $S^+$ and $S^-$ are defined by the configurations of the three ferns.

One readily sees that after removing the forced lozenges in $H_{x,z}(a; c; b)$, the remaining region is an $Q^\odot$- or $Q^\leftarrow$-type region if the left and right Ferns both have the first triangles up-pointing, and we obtain an $R^\odot$- or $R^\leftarrow$-type region when the left Fern starts by a down-pointing triangle and the right Fern starts by an up-pointing triangle. This means that Theorem 2.12 implies all four Theorems 2.2, 2.3, 2.6 and 2.7 say after some appropriate changes of variables.

One can obtain similarly a combination of Theorems 2.4, 2.5, 2.8 and 2.9.

Next, we consider an interesting special case of the $Q^\odot$-type region when $a = b = \emptyset$. 
Theorem 2.13. Let $x, y, z$ be nonnegative integers and let $c = (c_1, c_2, \ldots, c_k)$ be a sequence of nonnegative integers. Assume in addition that $x$ and $y$ have the same parity. Let $B_{x,y,z}(c_1, c_2, \ldots, c_k)$ be the region obtained from the symmetric hexagon of side-lengths $x + e_c, y + z + o_c, y + z + e_c, x + o_c, y + z + e_c, y + z + o_c$ by removing a fern consisting of side-lengths $c_1, c_2, \ldots, c_k$ at the level $z$ above the west vertex of the hexagon, so that the distances between two endpoints of the fern and the northwest and northeast sides of the hexagon are the same. The number of tilings of $B_{x,y,z}(c_1, c_2, \ldots, c_k)$ is given by

$$\begin{align*}
M(B_{x,y,z}(c_1, c_2, \ldots, c_k)) &= M(C_{x,y+2z,y}(c)) \\
&\quad \times s(c_1, \ldots, c_{k-1}) \cdot s(z, c_1 + x + y, \ldots, c_k, x + y, z) \\
&\quad \times \frac{H(c + \frac{x+y}{2})}{H(c)} \frac{H(z + \frac{x+y}{2})}{H(z + c + \frac{x+y}{2})} \frac{H(y+z)H(c+y+z)}{H(o_c)H(e_c + 2z)} \frac{H(o_c)H(e_c + 2z)}{H(z)^2}.
\end{align*}$$

(2.24)

Recall that, in general, if we move the removed fern in a $F$-cored hexagon away from the center, the tiling number is not given by a simple product anymore. However, this theorem says that in the case of symmetric hexagons, we can remove a fern at any positions perpendicularly to the symmetry axis and still get a simple product formula. Interestingly, the fern does not need to be symmetric. This theorem generalizes the author’s previous work in [29] where we required in additional that the region obtained from the symmetric hexagon of side-lengths $e_c, o_c$ be nonpositive integers and let $z \geq 1$. In these cases, we have $x + o_c + e_c + c | a - b | + 1, z + o_c + e_c + c | a - b | + 1, z + a + o_b + e_c + c | a - b | + 2$, respectively. Similarly, one readily sees that the perimeter of the base hexagon is then $2x + 4y + 4z + 3a + 3b + 2|a - b| + 2, 2x + 4y + 4z + 3a + 3b + 2|a - b| + 2, 2x + 4y + 4z + 3a + 3b + 2|a - b| + 2$.

We call the perimeter of the base hexagon the quasi-perimeter of our regions, denoted by $p$ in the rest of the proof.

One readily sees that

Claim 3.1.

$$p \geq 2x + 4z.$$

Proof. If $y \geq 0$, then by the explicit formula of the quasi-perimeter above, we have $p \geq 2x + 4z$. We only need to consider the case $y = -1$. However, $y = -1$ only happens in the $R^\wedge_-, R^\triangleright_-, Q^\wedge_-$, and $Q^\triangleright_-$-type regions with $|a - b| \geq 1$. In these cases, we have

$$(3.1) \quad p = 2x + 4y + 4z + 3a + 3b + 2|a - b| + 2 \geq 2x + 4y + 4z + 2|a - b| + 2 \geq 2x + 4z.$$

We aim to prove all eight Theorems 2.2–2.9 at once by induction on $h := p + x + z$, where $p$ is the quasi-perimeter of the region. Our proof is organized as follows. In Subsection 3.2, we quote the particular versions the Kuo condensation that will be employed in our proofs. Next, in Subsections 3.3–3.10, we will present carefully 18 recurrences for our 8 families of regions obtained by applying

---

5This phenomenon was first observed by Ciucu (private communication).
Kuo condensation. Each family of regions will have two or three different recurrences, depending on whether \( a > b \), \( a = b \), or \( a > b \). We would like to emphasize that, due to the difference in the structures of our regions, the universal recurrence seems not to exist. Subsection 3.11 is devoted to the main arguments of the inductive proof. Finally, in Subsection 3.12, we handle the algebraic verification that completes our main proof.

3.2. Kuo condensation and other preliminary results. In general, the tilings of a region \( R \) can carry ‘weights’. In the weighted case, the notation \( M(R) \) stands for the sum of the weights of all tilings of the region \( R \), where the weight of a tiling is the product of weights of its lozenges.

A **forced lozenge** in a region \( R \) on the triangular lattice is a lozenge contained in any tilings of \( R \). Assume that we remove several forced lozenges \( l_1, l_2, \ldots, l_n \) from the region \( R \) and get a new region \( R' \). Then

\[
M(R) = M(R') \prod_{i=1}^{n} wt(l_i),
\]

where \( wt(l_i) \) denotes the weight of the lozenge \( l_i \).

A region on the triangular lattice is said to be balanced if it has the same number of up- and down-pointing unit triangles. The following useful lemma allows us to decompose a large region into several smaller ones.

**Lemma 3.2 (Region-splitting Lemma [26,27])**. Let \( R \) be a balanced region on the triangular lattice. Assume that a sub-region \( Q \) of \( R \) satisfies the following two conditions:

(i) (Separating Condition) There is only one type of unit triangles (up-pointing or down-pointing) running along each side of the border between \( Q \) and \( R - Q \).

(ii) (Balancing Condition) \( Q \) is balanced.

Then

\[
M(R) = M(Q) M(R - Q).
\]

Let \( G \) be a finite simple graph without loops. A **perfect matching** of \( G \) is a collection of disjoint edges covering all vertices of \( G \). The **(planar) dual graph** of a region \( R \) on the triangular lattice is the graph whose vertices are unit triangles in \( R \) and whose edges connect precisely two unit triangles sharing an edge. In the weighted case, the edges of the dual graph carry the same weights as the corresponding lozenges. We can identify the tilings of a region and perfect matchings of its dual graph. In this point of view, we use the notation \( M(G) \) for the sum of the weights of all perfect matchings in \( G \), where the weight of a perfect matching is the product of weights of its constituent edges. In the unweighted case, i.e. when all edges of the graph have weight 1, \( M(G) \) is exactly number the perfect matchings of the graph \( G \).

The following two theorems of Kuo are the keys of our proofs in this paper.

**Theorem 3.3 (Theorem 5.1 [21])**. Let \( G = (V_1, V_2, E) \) be a (weighted) bipartite planar graph in which \( |V_1| = |V_2| \). Assume that \( u, v, w, s \) are four vertices appearing in a cyclic order on a face of \( G \) so that \( u, w \in V_1 \) and \( v, s \in V_2 \). Then

\[
M(G) M(G - \{u, v, w, s\}) = M(G - \{u, v\}) M(G - \{w, s\}) + M(G - \{u, s\}) M(G - \{v, w\}).
\]

**Theorem 3.4 (Theorem 5.2 [21])**. Let \( G = (V_1, V_2, E) \) be a (weighted) bipartite planar graph in which \( |V_1| = |V_2| \). Assume that \( u, v, w, s \) are four vertices appearing in a cyclic order on a face of \( G \) so that \( u, v \in V_1 \) and \( w, s \in V_2 \). Then

\[
M(G - \{u, s\}) M(G - \{v, w\}) = M(G) M(G - \{u, v, w, s\}) + M(G - \{u, w\}) M(G - \{v, s\}).
\]

Theorems 3.3 and 3.4 are usually mentioned as two variants of Kuo condensation. Kuo condensation (or graphical condensation as called in [21]) can be considered as a combinatorial interpretation of the well-known Dodgson condensation in linear algebra (which is based on the Jacobi–Desnanot identity, see e.g. [1], [13] and [35], pp. 136–148, and [48] for a bijective proof). The Dodgson condensation was
named after Charles Lutwidge Dodgson (1832–1898), better known by his pen name Lewis Carroll, an English writer, mathematician, and photographer.

The preliminary version of Kuo condensation (when the four vertices \( u, v, w, s \) in Theorem 3.3 form a 4-cycle in the graph \( G \)) was originally conjectured by Alexandru Ionescu in context of Aztec diamond graphs, and was proved by Propp in 1993 (see e.g. [35]). Eric H. Kuo introduced Kuo condensation in his 2004 paper [21] with four different versions, two of them are Theorems 3.3 and 3.4 stated above. Kuo condensation has become a powerful tool in the enumeration of tilings with a number of applications. We refer the reader to [5, 14, 18, 22, 33, 46, 47] for various aspects and generalizations of Kuo condensation, and e.g. [8, 10, 11, 17, 24–29, 32, 33, 40, 41] for recent applications of the method.

### 3.3. Recurrences for \( R^c \)-type regions

Recall that we are assuming that \( x \) and \( z \) have the same parity and that the leftmost vertex of the middle fern is exactly at the center of auxiliary hexagon \( H_0 \) of side-lengths \( x, z, z, x, z, z \).

If \( a < b \) (i.e. the total length of the left fern is not greater than that of the right fern), we apply Kuo condensation (Theorem 3.3) to the dual graph \( G \) of \( R^c \) \( x, y, z \) \( a; c; b \) with the four vertices \( u, v, w, s \) corresponding to the shaded unit triangles with the same label in Figure 3.1(b). In particular, the \( u \)-triangle is the up-pointing shaded unit triangle on the northeast corner of the region, the \( v \)-triangle is the down-pointing shaded unit triangle on the southeast corner, the \( w \)-triangle is the up-pointing shaded unit triangle attached to the rightmost point of the left fern, and the \( s \)-triangle is the down-pointing shaded unit triangle on the northwest corner. The six regions in Figure 3.1 correspond to the six terms in identity (3.4). Strictly speaking, Figure 3.1 shows the regions corresponding to the graphs in this identity.

Let us consider the region corresponding to the graph \( G - \{ u, v, w, s \} \) shown in picture (b). The removal of the four unit triangles with labels \( u, v, w, s \) gives forced lozenges along the north, the northwest and the south sides of the hexagon, as well as the side of the last triangle of the left fern. By removing these forced lozenges, we get a new region with the same number of tilings (see the region, restricted by the bold contour). This new region is exactly an \( R^c \)-type region with the \( z \)-parameter reduced by 1 unit, the side-length of the last triangle in the left fern extended by 1 unit (precisely, if the left fern ends with an up-pointing triangle, then the removal of the forced lozenges extends its side-length by 1; in the case when the left fern ends with a down-pointing triangle, then the removal of the \( w \)-triangle forms a new up-pointing triangle of side-length 1 at the end of the left fern. However, in the latter case, we regard the fern as having \( m + 1 \) triangles, the last of which is of side-length 0). Moreover, the center of the new auxiliary hexagon (now with side-lengths \( x, z - 1, z - 1, x, z - 1, z - 1 \)) is 1/2 unit to the right of that of the original auxiliary center. This means that the leftmost point of the middle fern is now 1/2 unit to the left of the center of the auxiliary hexagon. That explains why the type of our region was changed.

For convenience, we denote, from now on, by \( a + 1 \) the sequence obtained from the sequence \( a \) by adding 1 to the last term if \( a \) has an even number of terms, otherwise, including a new term 1 to the end of \( a \). We have just established the identity:

\[
M(G - \{ u, v, w, s \}) = M(R^c_{x, y, z - 1}(a + 1; c; b)).
\]

Working throughout the next four regions in the Figure 3.1(c)–(f), we get respectively:

\[
M(G - \{ u, v \}) = M(R^c_{x + 1, y, z - 1}(a; c; b)),
\]

\[
M(G - \{ w, s \}) = M(R^c_{x - 1, y, z}(a + 1; c; b)),
\]

\[
M(G - \{ u, s \}) = M(R^c_{x, y - 1, z}(a; c; b)),
\]

\[
M(G - \{ v, w \}) = M(R^c_{x, y, z - 1}(a + 1; c; b)).
\]

One should note that the change of the parameters \( x, y, z \), and the sequence \( a \) leads to the change the position of the center of the auxiliary hexagon, as a consequence, the types of our regions are also changed.
Figure 3.1. Obtaining the recurrence for the regions $R_{x,y,z}^\circ(a;c;b)$, when $a < b$. Kuo condensation is applied to the region $R_{2,1,2}^\circ(1,1; 1,2,1; 1,2)$ (picture (a)) as shown on the picture (b).
Plugging the above identities into identity (3.4) of the Kuo condensation, we get the recurrence:

\[
M(R^\circ_{x,y,z}(a; c; b)) M(R^-_{x,y,z-1}(a^+1; c; b)) = M(R^\circ_{x+1,y,z-1}(a; c; b)) M(R^-_{x-1,y,z}(a^+1; c; b)) \\
+ M(R^-_{x,y-1,z}(a; c; b)) M(R^\prime_{x,y,z-1}(a^+1; c; b)),
\]

(3.11)

when \(a < b\).

We also note that the above recurrence also works well in the case \(a = 0\), by regarding that the sequence \(a\) consists of a single triangle of side length 0.

By applying the Kuo condensation with the same choices of the vertices \(u, v, w, s\) in the case \(a \geq b\), we get a slightly different recurrence (see Figure 3.2):

\[
M(R^\circ_{x,y,z}(a; c; b)) M(R^-_{x,y-1,z-1}(a^+1; c; b)) = M(R^\circ_{x+1,y,z-1}(a; c; b)) M(R^-_{x-1,y,z}(a^+1; c; b)) \\
+ M(R^-_{x,y-1,z}(a; c; b)) M(R^\prime_{x,y,z-1}(a^+1; c; b)),
\]

(3.12)

when \(a \geq b\).

The only differences between the above two recurrences (3.11) and (3.12) are the \(y\)-parameters in the second, the fourth, and the sixth regions.

It is not hard to verify that the \(h\)-parameters (the sum of the quasi-perimeter and the \(x\) and \(z\) parameters) of all the five regions, that are different from \(R^\circ_{x,y,z}(a; c; b)\) in the recurrences (3.11) and (3.12), are strictly less than \(h\).

Indeed, let \(p\) denote the quasi-perimeter of the region \(R^\circ_{x,y,z}(a; c; b)\). The quasi-perimeters of the other five regions in each of the above recurrences are respectively \(p - 3\), \(p - 2\), \(p - 1\), \(p - 2\), and \(p - 1\). Moreover, the sum of the \(x\) and \(z\) perimeters are respectively, \(x + z - 1\), \(x + z\), \(x + z - 1\), \(x + z\), \(x + z - 1\).

3.4. Recurrences for \(R^-\)-type regions. We are now obtaining recurrences for the \(R^-\)-type regions. We note that the same application of Kuo condensation in Theorem 3.3 as in the case of \(R^\circ\)-type regions does not work here. The reason is that the removal of the unit triangles \(u, v, w, s\) as in Figures 3.1 and 3.2 may ‘push’ the center of the auxiliary hexagon too far away from the leftmost point of the middle fern, and the forced lozenges removal yields a new region that are not one of the eight types: \(R^\circ\), \(R^-\), \(R^-\), \(Q^\circ\), \(Q^-\), \(Q^-\), and \(Q^-\)-types.

We now apply Kuo condensation as in Figure 3.3 instead. The \(u\)-triangle is still on the northeast corner of the region, however, the positions of the others three unit triangles are changed as shown in Figure 3.3(b).

Figure 3.3 tells us that the product of the numbers of tilings of the two regions in the top row is equal to the product of the product of the numbers of the two regions in the middle row, plus the product of the tiling numbers of the two regions in the bottom row. The figure shows the case when \(b\) has an odd number of terms, the removal of the \(v\)-triangle give a new triangle of side length 1 to the right fern. In the case \(b\) has an even number of terms, this removal increases the side length of the last triangle of the right fern by 1 unit. By considering forced lozenges as shown in the figure, we get

\[
M(R^\circ_{x,y,z}(a; c; b)) M(R^-_{x,y-1,z-1}(a; c; b^+1)) = M(R^\circ_{x+1,y,z-1}(a; c; b^+1)) M(R^-_{x-1,y,z}(a; c; b)) \\
+ M(R^-_{x,y-1,z}(a; c; b)) M(R^\prime_{x,y,z-1}(a; c; b^+1)),
\]

(3.13)

for the case \(a \leq b\).

Similarly, Figure 3.4 tells us that

\[
M(R^\circ_{x,y,z}(a; c; b)) M(R^-_{x,y-1,z}(a; c; b^+1)) = M(R^\circ_{x+1,y,z-1}(a; c; b^+1)) M(R^-_{x-1,y,z}(a; c; b)) \\
+ M(R^-_{x+1,y,z-1}(a; c; b)) M(R^\prime_{x-1,y,z}(a; c; b^+1)),
\]

(3.14)

for the case \(a > b\).

Similar to the case of the \(R^\circ\)-type regions, the \(h\)-parameters of all regions, except the first one, in the above two recurrences are strictly less than the \(h\)-parameter of the region \(R^\circ_{x,y,z}(a; c; b)\).
Figure 3.2. Obtaining the recurrence for the region $R_{x,y,z}^\circ(a; c; b)$, when $a \geq b$. Kuo condensation is applied to the region $R_{2,1,2}^\circ(1, 2; 2, 1, 1; 1, 1)$ (picture (a)) as shown on the picture (b).
Figure 3.3. Obtaining the recurrence for the region $R^{x,y,z}_{a,c,z}(a; c; b)$, when $a \leq b$. Kuo condensation is applied to the region $R^{x,y,z}_{3,2,3}(2, 1, 1; 2, 2; 2, 1, 2)$ (picture (a)) as shown on the picture (b).
Figure 3.4. Obtaining the recurrence for the region $R_{x,y,z}^-(a; c; b)$, when $a > b$. Kuo condensation is applied to the region $R_{3,2,2}^+(2, 2, 1; 2, 2; 2, 1, 1)$ (picture (a)) as shown on the picture (b).
Figure 3.5. Obtaining the recurrence for the region $R_{x,y,z}(a; c; b)$, when $a \leq b$. Kuo condensation is applied to the region $R_{x,y,z}^{'}(2, 1; 2, 2; 2, 2)$ (picture (a)) as shown on the picture (b).
3.5. Recurrences for $R^\triangleright$-type regions. We apply Kuo condensation in Theorem 3.3 to the dual graph $G$ of the region $R^\triangleright_{x,y,z}(a; c; b)$ with the four vertices $u, v, w, s$ chosen as shown in Figure 3.5(b) in the case $a \leq b$. In particular, the $u$-triangle corresponding to the vertex $u$ is now on the northeast corner of the region, the $v-, w-, s$-triangles are the shaded ones appearing on the boundary of the region as we go in the clockwise order from the $u$-triangle. By removing forced lozenges in the regions corresponding to the graphs $G - \{u,v,w\}$, $G - \{u,v\}$, $G - \{w,s\}$, and $G - \{u,s\}$ (as shown in Figures 3.5(b)–(e), respectively), we get the regions $R^\triangleright_{x-1,y-1,z}(a; c; b+1)$, $R^\triangleright_{x-1,y-1,z+1}(a; c; b)$, and $R^-_{x,y,z}(a; c; b)$, respectively.

Unlike the situations in the $R^{\triangleleft}$ and $R^\triangleright$-type regions considered above, after removing forced lozenges from the region corresponding to the graph $G - \{v,w\}$, we do not get any regions of one of the four $R$-types (see Figure 3.5(f)). We next rotate this resulting region by $180^\circ$, we get the region $R^-_{x-1,y-1,z}(b+1; \mathcal{C}; a)$. Here $\mathcal{C}$ denotes the sequence obtained from the sequence $c$ by reverting the order of the terms if we have an even number of terms, otherwise we revert the sequence and include a new $0$ term in front of the sequence. This way, we get the following recurrence for the $R^\triangleright$-type regions, when $a \leq b$:

$$M(R^\triangleright_{x,y,z}(a; c; b)) M(R^\triangleright_{x-1,y-1,z}(a; c; b+1)) = M(R^\triangleright_{x,y,z-1}(a; c; b+1)) M(R^\triangleright_{x-1,y-1,z+1}(a; c; b))$$
$$+ M(R^-_{x,y,z}(a; c; b)) M(R^-_{x-1,y-1,z}(b+1; \mathcal{C}; a)).$$

(3.15)

Similarly, when $a > b$, we apply Kuo condensation to the dual graph $G$ of the region $R^\triangleright_{x,y,z}(a; c; b)$ in the same way as shown in Figure 3.6. The removal of forced lozenges yields a slightly different recurrence from that in the case $a \leq b$ above:

$$M(R^\triangleright_{x,y,z}(a; c; b)) M(R^\triangleright_{x-1,y-1,z}(a; c; b+1)) = M(R^\triangleright_{x,y,z-1}(a; c; b+1)) M(R^\triangleright_{x-1,y-1,z+1}(a; c; b))$$
$$+ M(R^-_{x,y,z}(a; c; b)) M(R^-_{x-1,y-1,z}(b+1; \mathcal{C}; a)).$$

(3.16)

Here the second factor of the second term on the right-hand side is also obtained by rotating $180^\circ$ the region restricted in the bold contour in Figure 3.6(f).

3.6. Recurrences for $R^\triangleright$-type regions. We now consider the recurrences for the last $R$-type regions, the region $R^\triangleright_{x,y,z}(a; c; b)$. We apply Kuo’s Theorem 3.3 to the dual graph $G$ of the region for the case $a < b$. The four vertices $u, v, w, s$ correspond to the four shaded unit triangles of the same labels as illustrated in Figure 3.6(b). The difference from the cases treated above is that only two of these four unit triangles are on the boundary of the base hexagon; the other two are at the ends of the left and right ferns. By considering forced lozenges arising from the removal of the four shaded triangles, we get

$$M(G - \{u, v, w, s\}) = M(R^\triangleright_{x,y,z-1}(a+1; c; b+1)),$$

(3.17)

$$M(G - \{u, s\}) = M(R^\triangleright_{x,y+1,z-1}(a+1; c; b)),$$

(3.18)

$$M(G - \{u, s\}) = M(R^\triangleright_{x-1,y,z-1}(a+1; c; b+1)),$$

(3.19)

$$M(G - \{u, w\}) = M(R^\triangleright_{x,y,z}(a; c; b)),$$

(3.20)

(see Figures 3.7(b), (d), (e), and (f), respectively). For the region corresponding to $G - \{u, v\}$, we rotate $180^\circ$ the leftover region after removing the forced lozenges to obtain the region $R^\triangleright_{x-1,y-1,z}(b+1; \mathcal{C}; a)$ (see Figure 3.7(c)). This means that we get the following recurrence for $a < b$:

$$M(R^\triangleright_{x,y,z}(a; c; b)) M(R^\triangleright_{x-1,y,z-1}(a+1; c; b+1)) = M(R^\triangleright_{x-1,y-1,z}(b+1; \mathcal{C}; a)) M(R^\triangleright_{x-1,y-1,z}(a+1; c; b))$$
$$+ M(R^-_{x,y,z}(a; c; b+1)) M(R^-_{x-1,y-1,z}(a+1; c; b)).$$

(3.21)
Figure 3.6. Obtaining the recurrence for the region $R_{x,y,z}^{U}(a; c; b)$, when $a > b$. Kuo condensation is applied to the region $R_{3,2,2}^{L}(2; 2; 2; 1; 2)$ (picture (a)) as shown on the picture (b).
Figure 3.7. Obtaining the recurrence for the region $R_{x,y,z}^s(a; c; b)$, when $a < b$. Kuo condensation is applied to the region $R_{x,y,z}^s(2, 1; 2, 1; 2, 2)$ (picture (a)) as shown on the picture (b).
Figure 3.8. Obtaining the recurrence for the region $R_{x,y,z}^a(a; c; b)$, when $a > b$. Kuo condensation is applied to the region $R_{x,y,z}^a(2,2; 2,1; 1,2)$ (picture (a)) as shown on the picture (b).
By working similarly as in Figure 3.8 in the case when \( a > b \), we get
\[
M(R_{x,y,z}^\circ(a; c; b))M(R_{x-1,y,z-1}^\circ(a^+; c; b^+)) = M(R_{x-1,y,z}^\circ(b^+; c; a))M(R_{x,y,z-1}^\circ(a^+; c; b))
+ M(R_{x-1,y,z}^\circ(a^+; c; b^+))M(R_{x,y,z}^\circ(a; c; b))
\]
(3.22)

Finally, our choice of the four vertices \( u, v, w, s \) causes an additional case when \( a = b \) (the corresponding picture for Kuo condensation is not shown here). Processing similarly to the two cases treated above gives us:
\[
M(R_{x,y,z}^\circ(a; c; b))M(R_{x-1,y,z-1}^\circ(a^+; c; b^+)) = M(R_{x-1,y-1,z}^\circ(b^+; c; a))M(R_{x,y,z-1}^\circ(a^+; c; b))
+ M(R_{x-1,y,z}^\circ(a^+; c; b^+))M(R_{x,y,z}^\circ(a; c; b))
\]
(3.23)
when \( a = b \).

3.7. Recurrences for \( Q^\circ\)-type regions. We now setup recurrences for the \( Q^\circ\)-type regions.

We apply again Kuo’s Theorem 3.3 to the dual graph \( G \) of the region \( Q_{x,y,z}^\circ(a; c; b) \) as in Figure 3.8 with the four vertices \( u, v, w, s \) chosen as in picture (b). The six regions in Figure 3.8 correspond to the six terms in the equation of Theorem 3.3. Again, the figure says that the product of tiling numbers of the two regions in the top row equals the product of the tiling numbers of the two regions in the middle row, plus the product of tiling numbers of the two regions in the bottom row. By considering forced lozenges as shown in the figure, the above identity is converted into the following recurrence for \( Q^\circ\)-regions:
\[
M(Q_{x,y,z}^\circ(a; c; b))M(Q_{x-1,y,z-1}^\circ(a^+; c; b)) = M(Q_{x+1,y,z-1}^\circ(a; c; b))M(Q_{x,y,z-1}^\circ(a^+; c; b))
+ M(Q_{x-1,y,z-1}^\circ(b; c^+; a^+))M(Q_{x,y,z}^\circ(a; c; b)),
\]
for the case \( a < b \). Strictly speaking, the region obtained by removing forced lozenges from the region corresponding to the graph \( G - \{u, s\} \) is not a \( Q^\circ\), \( Q^\circ\), or \( Q\)-type region. We need to reflect this region over a vertical line to get back the region \( Q_{x,y,z}^\circ(b; c^+; a^+) \), where \( c^+ \) denotes the sequence obtained by reversing the sequence \( c \) if \( c \) has an odd number of terms, and by reversing and adding a 0 term in the beginning of \( c \) in the case of even number of terms. The reader should distinguish the sequence \( c^+ \) from it ‘dual’, \( \overline{c} \), in the recurrences for the regions \( R_{x,y,z}^\circ(a; c; b) \) and \( R_{x,y,z}^\circ(a; c; b) \) above.

Working in the same way as in the case \( a < b \), we obtain:
\[
M(Q_{x,y,z}^\circ(a; c; b))M(Q_{x,y-1,z-1}^\circ(a^+; c; b)) = M(Q_{x+1,y,z-1}^\circ(a; c; b))M(Q_{x,y,z-1}^\circ(a^+; c; b))
+ M(Q_{x,y,z}^\circ(a^+; c; b^+))M(Q_{x,y-1,z}^\circ(a; c; b)),
\]
(3.25)
for \( a \geq b \).

One may realize that the application of Kuo condensation to the \( Q^\circ\)-type regions is similar to that in the case of \( R^\circ\)-type regions treated before. However, the resulting recurrences in the two cases are not the same.

3.8. Recurrences for \( Q^-\)-type regions. We now apply Kuo condensation (Theorem 3.3) to the dual graph \( G \) of the region \( Q_{x,y,z}^\circ(a; c; b) \) with the choice of the four vertices \( u, v, w, s \) similar to that in the case of \( R^\circ\)-type regions (illustrated in Figure 3.10(b)). Again, we do not show these vertices directly, and we show here the unit triangles corresponding to them instead. The removal of the \( u, v, w, s \)-triangles yields several forced lozenges along the boundary of the region and at the end of the left fern (see Figure 3.10 for the case \( a > b \); the case \( a \leq b \) can be treated in the same manner). In all cases, after removing the forced lozenges, we recover a new region of the \( Q^\circ\), \( Q^-\), or \( Q\)-type, except for the case of \( G - \{w, s\} \). After removing the forced lozenges from the region corresponding to \( G - \{w, s\} \), we need to reflect the resulting region along a vertical line to get the region \( Q_{x,y-1,z}^\circ(b; c^+; a) \). In particular, we obtain the following recurrences:
Figure 3.9. Obtaining the recurrence for the region $Q_{x,y,z}^\circ(a; c; b)$, when $a < b$. Kuo condensation is applied to the region $Q_{x_1,y_1,z_1}^\circ(1; 1, 2; 2, 2)$ (picture (a)) as shown on the picture (b).
Figure 3.10. Obtaining the recurrence for the region $Q_{x,y,z}^-(a; c; b)$, when $a \geq b$. Kuo condensation is applied to the region $Q_{x,y,z}^-(2, 2; 2, 1; 1, 2)$ (picture (a)) as shown on the picture (b).
\[ M(Q_{x,y,z}^-(a; c; b)) M(Q_{x,y-1,z-1}^\ominus(a; c; b^{+1})) = M(Q_{x,y-1,z-1}^\ominus(a; c; b^{+1})) M(Q_{x,y-1,z}^\Delta(b; c^{+}; a)) + M(Q_{x+1,y,z-1}^-(a; c; b)) M(Q_{x-1,y-1,z}^\ominus(a; c; b^{+1})), \]

(3.26)

for the case \( a \leq b \), and

\[ M(Q_{x,y,z}^-(a; c; b)) M(Q_{x,y,z-1}^\ominus(a; c; b^{+1})) = M(Q_{x,y,z-1}^\ominus(a; c; b^{+1})) M(Q_{x,y-1,z}^\Delta(b; c^{+}; a)) + M(Q_{x+1,y,z-1}^-(a; c; b)) M(Q_{x-1,y,z}^\ominus(a; c; b^{+1})), \]

(3.27)

for the case \( a > b \).

3.9. Recurrences for \( Q^-\text{-type regions} \). Like the cases of the \( Q^\ominus \)- and \( Q^-\text{-type regions} \) treated above, the application of Kuo condensation to the \( Q^-\text{-type regions} \) is similar to its \( R\)-counterpart, the \( Q^-\text{-type regions} \). In particular, we apply Kuo’s Theorem 3.3 to the dual graph \( G \) of the region \( Q_{x,y,z}^-(a; c; b) \) as shown in Figure 3.11 for \( a > b \) (the cases \( a > b \) and \( a = b \) are similar). By considering forced lozenges, we get

\[ M(Q_{x,y,z}^-(a; c; b)) M(Q_{x-1,y,z-1}^\ominus(a^{+1}; c; b^{+1})) = M(Q_{x-1,y-1,z-1}^\ominus(a; c; b^{+1})) M(Q_{x-1,y-1,z}^\Delta(a^{+1}; c; b)) + M(Q_{x+1,y,z-1}^-((a^{+1}; c; b^{+1})) M(Q_{x,y,z}^\ominus(a; c; b)), \]

(3.28)

for the case \( a < b \),

\[ M(Q_{x,y,z}^-(a; c; b)) M(Q_{x-1,y,z-1}^\ominus(a^{+1}; c; b^{+1})) = M(Q_{x-1,y-1,z-1}^\ominus(a; c; b^{+1})) M(Q_{x-1,y-1,z}^\Delta(a^{+1}; c; b)) + M(Q_{x+1,y,z-1}^-((a^{+1}; c; b^{+1})) M(Q_{x,y,z}^\ominus(a; c; b)), \]

(3.29)

for the case \( a > b \), and

\[ M(Q_{x,y,z}^-(a; c; b)) M(Q_{x-1,y,z-1}^\ominus(a^{+1}; c; b^{+1})) = M(Q_{x-1,y-1,z-1}^\ominus(a; c; b^{+1})) M(Q_{x-1,y-1,z}^\Delta(a^{+1}; c; b)) + M(Q_{x+1,y,z-1}^-((a^{+1}; c; b^{+1})) M(Q_{x,y,z}^\ominus(a; c; b)), \]

(3.30)

when \( a = b \).

3.10. Recurrences for \( Q^\Delta\text{-type regions} \). We now need to use a different Kuo condensation from that in the previous cases. In particular, we apply here Theorem 3.4 (as opposed to Theorem 3.3 as in the previous cases) with the four vertices selected as in Figure 3.12(d). The regions in Figures 3.12(a)–(f) correspond to the terms in the equation of Theorem 3.4.

We first consider the case \( a < b \). The removals of forced lozenges in the regions corresponding to \( G-\{u, s\} \) and \( G-\{u, w\} \) give us respectively the regions \( Q_{x,y+1,z-1}^\ominus(a^{+1}; a; b) \) and \( Q_{x+1,y+1,z-1}^\ominus(a; c b) \). However, for the regions corresponding to \( G-\{v, w\} \), \( G-\{u, v, w, s\} \), \( G-\{u, s\} \), we do not end up with a \( Q\)-region after removing forced lozenges. We need to use the symmetry of \( Q\)-regions by reflecting the leftover regions over a vertical line to get the regions \( Q_{x,y,z}^\ominus(b; c^{+}; a) \), \( Q_{x,y-1,z}^\ominus(b; c^{+}; a^{+1}) \), and \( Q_{x-1,y,z}^\ominus(b; c^{+}; a^{+1}) \), respectively (see Figure 3.12). This way, we get the recurrence

\[ M(Q_{x,y+1,z-1}^\ominus(a^{+1}; a; c; b)) M(Q_{x,y+1,z}^\ominus(b; c^{+}; a)) = M(Q_{x,y-1,z}^\ominus(a; c; b)) M(Q_{x,y,z-1}^\ominus(b; c^{+}; a^{+1}) + M(Q_{x+1,y,z-1}^-((a; c; b)) M(Q_{x-1,y,z}^\ominus(b; c^{+}; a^{+1})), \]

(3.31)

for the case \( a < b \).

Working similarly for the case \( a \geq b \), we have

\[ M(Q_{x,y,z-1}^\ominus(a^{+1}; a; c; b)) M(Q_{x,y,z}^\ominus(b; c^{+}; a)) = M(Q_{x,y-1,z}^\ominus(a; c; b)) M(Q_{x,y-1,z-1}^\ominus(b; c^{+}; a^{+1}) + M(Q_{x+1,y,z-1}^-((a; c; b)) M(Q_{x-1,y-1,z}^\ominus(b; c^{+}; a^{+1})), \]

(3.32)
Figure 3.11. Obtaining the recurrence for the region $Q_{x,y,z}(a; c; b)$, when $a > b$. Kuo condensation is applied to the region $Q_{2,2,2}^{(2,2; 1,2; 1,2)}$ (picture (a)) as shown on the picture (b).
Figure 3.12. Obtaining the recurrence for the region $Q_{2,2}^a(a; c; b)$, when $a < b$. Kuo condensation is applied to the region $Q_{3,2,2}^a(1, 2; 1, 2; 2, 2)$ (picture (c)) as shown on the picture (d).
3.11. Two extremal cases. In this subsection, we deal with two extremal cases when certain parameters of our 8 families of regions achieve their minimal values.

We first consider the case when one or more triangles in one of the three ferns have side-length 0. The following lemma intuitively says that we can simply skip this case when working on our inductive proof:

**Lemma 3.5.** For any regions of one of the eight types: \( R^\circ, R^{\circ-}, R^\neq, Q^\circ, Q^{\circ-}, Q^\neq, \) and \( Q^\nabla \). We can find a new region of the same type (1) whose number of tilings is the same, (2) whose \( h \)-parameter is not greater, (3) whose left and right ferns consist of all triangles with positive side-lengths, and (4) whose middle fern contains perhaps the first triangle of side-length 0.

**Proof.** We only consider the \( R := R^\circ_{x,y,z}(a; c; b) \) region, the other 7 regions can be treated similarly.

- (1) If \( a_1 = a_2 = \ldots = a_{2i} = 0 \), for some \( i \geq 1 \), we can simply truncate the first \( 2i \) zero terms in the sequence \( a \). The new region is ‘exactly’ the old one, however, strictly speaking, it has less 0-triangles in the left fern.
- (2) If \( a_1 = 0 \) and \( a_2 > 0 \), then we can remove forced lozenges along the southwest side of the region \( R \) and obtain the region \( R^\circ_{x,y,z}(a_3, \ldots, a_n; c; b) \) (see Figure 3.13(a)). The new region has the same number of tilings as the original one, the \( h \)-parameter \( a_{i+1} \)-unit less than \( h \), and less 0-triangles in the left fern.
- (3) If \( a_i = 0 \), for some \( i > 1 \), then we can eliminate this 0-triangle by combining the \( (i-1) \)-th and the \( (i+1) \)-th triangles in the fern (as shown in Figure 3.13(b)).

Repeating these three procedures if needed, one can eliminate all 0-triangles from the left fern. Working similarly for the right fern, we obtain a region with no 0-triangle in the left and right ferns. For the middle fern, we apply the procedure (3) to eliminate all 0-triangles, except for the possible first 0-triangle. This finishes our proof.

The next lemma helps us handle the extremal case with respect to the \( y \)-parameter of our main proof provided in the next section.

**Lemma 3.6.** For any regions of one of the eight types with the minimal \( y \)-parameter (i.e. \( y = 0 \) for the \( R^\circ, R^{\circ-}, Q^\circ, Q^{\circ-} \)-type regions; \( y = 0 \) or \(-1\) for the other four types of regions), we can find other regions of one of the eight types, whose number of tilings are the same and whose \( h \)-parameter is strictly smaller.

![Figure 3.13](https://example.com/figure3.13.png)

**Figure 3.13.** Eliminating triangles of side-length 0 from the ferns.
Proof. We first recall that the $y$-parameter can only obtains the value $-1$ in the following four cases: (1) the case of $R^\wedge$-type regions with $a < b$, (2) the case of $R^\vee$-type regions with $a > b$, (3) the case of $Q^\wedge$-type regions with $a < b$, and (4) the case of $Q^\vee$-type regions with $a < b$.

By Lemma 3.5, we can assume, without loss of generality, that all $a_i$’s, $b_j$’s and $c_l$’s are all positive for $i \geq 1$, $j \geq 1$, $t \geq 2$.

If our region is of type $R^\wedge$ or type $R^\vee$ and having the left fern not longer than the right fern (i.e., $a \leq b$) and $y = 0$, then there are several forced lozenges along the southeast side, by removing these lozenges, we get an upside down $Q^\wedge$-type region or an $Q^\vee$-type region with $h$-parameter $1$-unit less than $h$. In particular, we have:

\begin{align*}
M(R_{x,y,z}^\wedge(a; c; b)) &= M(Q_{x,\min(b_1,b-a),z}^\wedge(a; 0; b_2, \ldots, b_n)); \\
M(R_{x,y,z}^\vee(a; c; b)) &= M(Q_{x,\min(b_1,b-a),z}^\vee(a; 0; b_2, \ldots, b_n))
\end{align*}

(see Figure 3.14(a) for the case of $R^\wedge$-type regions; the case of $R^\vee$-type regions is analogous). Recall that $0^c$ denotes the sequence obtained by including a new 0 term in front of the sequence $c$.

Similarly, if $a \geq b$ and $y = 0$, then the removal of forced lozenges along the northwest side of the region $\min(a_1,a-b),z(a; c; b)$ (resp., $R_{x,y,z}^\wedge(a; c; b)$) gives the region $Q_{x,\min(b_1,b-a),z}^\wedge(a_2, \ldots, a_m; c; b)$ (resp., $Q_{x,\min(a_1,a-b),z}^\vee(a_2, \ldots, a_m; c; b)$). See Figure 3.14(b) for the case of $R^\wedge$-type regions; the case of $R^\vee$-type regions is similar.

Next, let us consider the case of the $R^\wedge$-type regions. If $a \leq b$ and $y = 0$, then after removing forced lozenges as in the cases of the $R^\wedge$- and $R^\vee$-type regions above, we obtain

\begin{equation}
M(R_{x,y,z}^\wedge(a; c; b)) = Q_{x,\min(b_1,b-a),z}^\wedge(a; 0; b_2, \ldots, b_n).
\end{equation}

If $a > b$ and $y = -1$, then we have forced lozenges along the northwest side of the region $\min(b_1,b-a),z(a; c; b)$.

By removing these forced lozenges, we get the region $Q_{x,\min(a_1,a-b)-1,z}^\wedge(b; c^\leftrightarrow; a_2, \ldots, a_m)$ (see Figure 3.15(a) for an example). Recall that $c^\leftrightarrow$ is the sequence obtained from $c$ by reverting its order if the number of term is odd, otherwise, it is obtained by reverting order and including a 0 term in front of the resulting sequence.

The case of the $R^\wedge$-type regions can be treated similarly to the case of the $R^\vee$-type regions above. If $a \geq b$ and $y = 0$, then, by removing forced lozenges along the northwest side as in the case of $R^\wedge$,
and $R^{\circ}$-type regions, we get

\begin{equation}
M(R_{x,y,z}^\circ(a;c;b)) = Q_{x,\min(a_1,a-b),z}^\circ(a_2,\ldots,a_m;c;b).
\end{equation}

If $a < b$ and $y = -1$, after removing forced lozenges along the southeast side of the region, we get the region $Q_{x,\min(b_1,b-a)-1,z}^\circ(a;0;c;b_2,\ldots,b_n)$ (shown in Figure 3.15(b)).

Next, we consider the four $Q$-regions. The region $Q_{x,0,z}^\circ(a;c;b)$ has forced lozenges along its southeast (resp., northwest) side when $a \leq b$ (resp., $a \geq b$). By removing these forced lozenges, we get the region $R_{x,\min(b_1,b-a),z}^\circ(a;0;c;b_2,\ldots,b_n)$ (resp., $R_{x,\min(a_1,a-b),z}^\circ(a_2,\ldots,a_m;c;b)$). Similarly, the removal of forced lozenges in the region $Q_{x,0,z}^{-}(a;c;b)$ gives us the region $R_{x,\min(b_1,b-a),z}^{-}(a;0;c;b_2,\ldots,b_n)$ (up to a reflection) if $a \leq b$ (see Figure 3.16(a)), or $R_{x,\min(a_1,a-b),z}^{-}(a_2,\ldots,a_m;c;b)$ if $a \geq b$. Moreover, this lozenge-removal always reduces the $h$-parameter of the region.
If \( a \geq b \), then the same thing happens for the regions \( Q_{x,0,z}^\triangle(a; c; b) \) and \( Q_{x,0,z}^\triangledown(a; c; b) \). In particular, we have

\[
M(Q_{x,y,z}^\triangle(a; c; b)) = M(R_{x,\min(a_1,a-b),z}^\triangle(a_2,\ldots,a_m; c; b));
\]

\[
M(Q_{x,y,z}^\triangledown(a; c; b)) = M(R_{x,\min(a_1,a-b),z}^\triangledown(a_2,\ldots,a_m; c; b)).
\]

Finally, if \( a < b \) and \( y = -1 \), we get the region \( R_{x,\min(b_1,b-a)-1,z}^\triangle(a; b_2,\ldots,b_n) \) and \( R_{x,\min(b_1,b-a)-1,z}^\triangledown(b_2,\ldots,b_n; c^\triangledown; a) \) from the regions \( Q_{x-1,z}^\triangle(a; c; b) \) and \( Q_{x-1,z}^\triangledown(a; c; b) \) by removing forced lozenges, respectively (see Figure 3.16(b) for an example of \( Q_{x-1,z}^\triangle(a; c; b) \) region).

3.12. The main proof of Theorems 2.2–2.9. We are now ready to prove our theorems by induction on \( h := p + x + z \). Recall that \( p \) denotes the quasi-perimeter of the region (the perimeter of the base hexagon that our region is obtained by removing three ferns).

By Lemma 3.2, we can assume, without loss of generality, that \( a_i \)'s, \( b_j \)'s, and \( c_t \)'s are all positive (for \( i \geq 1, j \geq 1, t \geq 2 \)) in the rest of the proof.

The base cases are the situations where at least one of the parameters \( x, z \) is equal to 0, and the case \( p < 6 \).

We consider the first base case when \( z = 0 \). We can divide the region \( R_{x,y,0}^\triangle(a; c; b) \) into two balanced subregions satisfying the conditions in Regions-Splitting Lemma 5.2 by cutting along the lattice \( \ell \) that the three ferns are resting on. The upper and lower halves are respectively the dented semihexagons corresponding to the two \( s \)-terms (with \( z = 0 \)) in the formula of Theorem 2.2. This means that Theorem 2.2 follows from Cohn–Larsen–Propp’s formula (1.2). Similarly, we can verify the tiling formulas (in the case \( z = 0 \)) for all other 7 regions in Theorems 2.3–2.9.

If \( x = 0 \), we also apply Region–Splitting Lemma 6.2 to our eight regions by cutting along the lattice line \( \ell \) containing the bases on triangles in the three ferns. The only difference is that we now add two ‘bumps’ of lengths \( \left[ \frac{x}{2} \right] \) and \( \left[ \frac{z}{2} \right] \) to the cut at the positions of the ‘gaps’ between two consecutive ferns. The upper part is a dented semihexagon, while the lower part is also isomorphic to a dented semihexagon after removing several vertical forced lozenges at the places corresponding to the bumps above. Again, by Cohn–Larsen–Propp’s formula (1.2), we can verify our theorems for the case \( x = 0 \).

If \( p < 6 \), by Claim 3.1, we have \( 2z + 4z < 6 \). It means that at least one of \( x \) and \( z \) is 0, this is reduced to the base cases treated above.
Figure 3.18. Dividing the region $R^{\circ}_{0,y,z}(a; c; b)$ into two regions.

For the induction step, we assume that $x$ and $z$ are positive, that $p \geq 6$, and that Theorems 2.2–2.9 all hold for any $R^{\circ}$-, $R^{-}$-, $R^{-}$-, $Q^{\circ}$-, $Q^{-}$-, $Q^{\rightarrow}$-, and $Q^{\leftarrow}$-type regions whose $h$-parameter is strictly less than $h = p + x + z$.

If $y$ achieves its minimal values (which is 0 or $-1$), then by Lemma 3.6 our region have the same tiling number as another region whose $h$ parameter is strictly less than $h$. Then our theorem follows from the induction hypothesis.

We also assume that $y$ does not achieve its minimal value. In this case, all of our 18 recurrences in Sections 3.3–3.10 work. Let $R_1, R_2, \ldots, R_5$ be the other five regions appearing in the recurrences corresponding to $R$, from left to right. In the next two paragraphs, we show that $R_i$'s have $h$-parameter strictly smaller than $h = p + x + z$.

In particular, in each of the recurrences, the sum of the $x$- and $z$-parameters of $R_i$'s are always less than or equal to $x + z$. Moreover, the quasi perimeters of $R_i$'s are $p$, $p - 1$, $p - 2$, or $p - 3$ (depending on how many of the four triangles $u, v, w, s$ are on the boundary of the base hexagon). In particular, if the lozenge-removal pattern along one side of the base hexagon is not overlapping with any other, the portion of the old boundary that adjacent to the forced lozenges is replaced by an 1-unit shorter portion, this reduces the length of the boundary of the base hexagon by 1 (see the pictures in the first row of Figure 3.19). In the case when two lozenge-removal patterns along two consecutive sides of the base hexagon are overlapping, the portion of the old boundary corresponding to the combined pattern is replaced by a 2-unit shorter one indicated by the dotted line (see the two examples in the lower row of Figure 3.19). This means that the quasi-parameter of $R_i$ is $p - k$, where $k$ is the number of triangles $u, v, w, s$ which are on the boundary of the base hexagon.

This means that, if at least one of the removed unit triangles $u, v, w, s$ lies on the boundary, then the corresponding $R_i$ region has the $h$-parameter strictly less than $h = p + x + z$. The other case only happens when the region $R_i$ corresponds to the graph $G$ with two removed unit triangles appended...
to the end of the left and to the right ferns (as in the second region in the recurrences (3.21), (3.22) and (3.23) of the \(R^-\)-type regions, or recurrences (3.28), (3.29) and (3.30) of the \(Q^-\)-type regions), then the quasi-parameter of \(R_i\) is exactly \(p\). However, in this case, the sum of \(x\)- and \(z\)-parameters of \(R_i\) is always \(x + z - 2\). This implies that its \(h\)-parameter is \(p + x + z - 2 = h - 2\), which is still less than \(h\).

In total, we can always write the number of tilings of our region in terms of tiling numbers of other regions with \(h\)-parameter strictly less than, and the latter regions have tiling numbers given by explicit product formulas by the induction hypothesis. Our final work is now to verify that the tiling formulas in Theorems 2.2–2.9 satisfy the same recurrences. This verification will be left to the next section.

3.13. Verifying the formulas in Theorems 2.2–2.9 satisfy the recurrences (3.11)–(3.29).

We only show here the verification for the recurrences for \(R^-\)-type regions, as other 16 recurrences can be treated in the same manner. Without loss of generality, we can assume that each of the three ferns consists of an even number of triangles, i.e. \(m, n, k\) are all even.

Let us denote by \(g_{x,y,z}^\circ(a; c; b), g_{x,y,z}^\leftarrow(a; c; b), g_{x,y,z}\updownarrow(a; c; b), \) and \(g_{x,y,z}\leftrightarrow(a; c; b), \) the tiling formulas in Theorems 2.2–2.3 (for Theorem 2.2 we consider here the combined formula (2.6)). We first work on the case when \(a < b\). We need to verify that

\[
g_{x,y,z}^\circ(a; c; b)g_{x,y,z-1}(a+1; c; b) = g_{x+1,y,z-1}^\circ(a; c; b)g_{x-1,y,z}(a+1; c; b) + g_{x,y-1,z}^\leftarrow(a; c; b)g_{x,y,z-1}(a+1; c; b).
\]

Equivalently, we need to show that

\[
g_{x+1,y,z-1}^\circ(a; c; b)g_{x-1,y,z}(a+1; c; b) + g_{x,y-1,z}^\leftarrow(a; c; b)g_{x,y,z-1}(a+1; c; b) = 1.
\]

We first simplify the first fraction of the first term on the left-hand side of (3.40) as

\[
\frac{g_{x+1,y,z-1}^\circ(a; c; b)}{g_{x,y,z}^\circ(a; c; b)} = \frac{M(C_{x+1,2y+z+2b-1,z-1}(c))}{M(C_{x+1,2y+z+2b,z}(c))} \times \frac{H(b + y + z - 1)}{H(b + c + y + z - 1)} \frac{H(b + y + z)}{H(b + c + y + z)} \times \frac{H(b - o_a + o_b + o_c + y + z)}{H(b - o_a + o_b + o_c + y + z - 1)} \frac{H(b + o_a - o_b + e_c + y + z)}{H(b + o_a - o_b + e_c + y + z - 1)}
\]

We need to verify that the tiling formulas in Theorems 2.2–2.9 satisfy the same recurrences. This verification will be left to the next section.

3.13. Verifying the formulas in Theorems 2.2–2.9 satisfy the recurrences (3.11)–(3.29).

We only show here the verification for the recurrences for \(R^-\)-type regions, as other 16 recurrences can be treated in the same manner. Without loss of generality, we can assume that each of the three ferns consists of an even number of triangles, i.e. \(m, n, k\) are all even.

Let us denote by \(g_{x,y,z}^\circ(a; c; b), g_{x,y,z}^\leftarrow(a; c; b), g_{x,y,z}\updownarrow(a; c; b), \) and \(g_{x,y,z}\leftrightarrow(a; c; b), \) the tiling formulas in Theorems 2.2–2.3 (for Theorem 2.2 we consider here the combined formula (2.6)). We first work on the case when \(a < b\). We need to verify that

\[
g_{x,y,z}^\circ(a; c; b)g_{x,y,z-1}(a+1; c; b) = g_{x+1,y,z-1}^\circ(a; c; b)g_{x-1,y,z}(a+1; c; b) + g_{x,y-1,z}^\leftarrow(a; c; b)g_{x,y,z-1}(a+1; c; b).
\]

Equivalently, we need to show that

\[
g_{x+1,y,z-1}^\circ(a; c; b)g_{x-1,y,z}(a+1; c; b) + g_{x,y-1,z}^\leftarrow(a; c; b)g_{x,y,z-1}(a+1; c; b) = 1.
\]

We first simplify the first fraction of the first term on the left-hand side of (3.40) as

\[
\frac{g_{x+1,y,z-1}^\circ(a; c; b)}{g_{x,y,z}^\circ(a; c; b)} = \frac{M(C_{x+1,2y+z+2b-1,z-1}(c))}{M(C_{x+1,2y+z+2b,z}(c))} \times \frac{H(b + y + z - 1)}{H(b + c + y + z - 1)} \frac{H(b + y + z)}{H(b + c + y + z)} \times \frac{H(b - o_a + o_b + o_c + y + z)}{H(b - o_a + o_b + o_c + y + z - 1)} \frac{H(b + o_a - o_b + e_c + y + z)}{H(b + o_a - o_b + e_c + y + z - 1)}
\]
Similarly, we get
\[
\frac{g_{x-1, y, z}^-(a^+; c; b)}{g_{x, y, z-1}^-(a^+; c; b)} = \frac{M(C_{x-1, 2y+z+2b, z}(c))}{M(C_{x, 2y+z+2b-1, z-1}(c))}
\times \frac{H(b + y + z) H(b + c + y + z)}{H(b + y + z - 1) H(b + c + y + z - 1)}
\times \frac{H(b - a_0 + a_b + c + y + z - 1)}{H(b + a_0 - c_b + c + y + z - 1)}.
\]

(3.42)

By (3.41) and (3.42), we have the first term on the left-hand side of (3.40) simplified as
\[
\frac{g_{x+1, y, z}^-(a; c; b)}{g_{x, y, z-1}^-(a; c; b)} = \frac{M(C_{x+1, 2y+z+2b-1, z-1}(c))}{M(C_{x, 2y+z+2b-1, z-1}(c))}.
\]

We now work on the second term on the left-hand side of (3.39). By definition, the first fraction here can be written as
\[
\frac{g_{x, y-1, z}^-(a; c; b)}{g_{x, y, z}^-(a; c; b)} = \frac{M(C_{x, 2y+z+2b, z}(c))}{M(C_{x, 2y+z+2b-1, z-1}(c))}
\times s(y + b - a - 1, a_1, \ldots, a_m, \frac{x+a}{2}, c_1, \ldots, c_k + \frac{x+a}{2} + b_n, b_{n-1}, \ldots, b_1)
\times s(y + b - a - 1, a_1, \ldots, a_m, \frac{x+a}{2}, c_1, \ldots, c_k + \frac{x+a}{2} + b_n, b_{n-1}, \ldots, b_1)
\times \frac{(b + c + y + z - 1)!}{(b + y)! (b + c + y + \frac{x+a}{2} - 1)!} \frac{(b + y + \frac{x+a}{2} - 1)!}{(b - a_0 + a_b + c + y - 1)!}.
\]

(3.44)

Similarly, we have
\[
\frac{g_{x, y, z-1}^-(a^+; c; b)}{g_{x, y, z-1}^-(a^+; c; b)} = \frac{M(C_{x, 2y+z+2b, z}(c))}{M(C_{x, 2y+z+2b-1, z-1}(c))}
\times s(y + b - a - 1, a_1, \ldots, a_m, \frac{x+a}{2}, c_1, \ldots, c_k + \frac{x+a}{2} + b_n, b_{n-1}, \ldots, b_1)
\times s(y + b - a - 1, a_1, \ldots, a_m, \frac{x+a}{2}, c_1, \ldots, c_k + \frac{x+a}{2} + b_n, b_{n-1}, \ldots, b_1)
\times \frac{(b + c + y + z - 1)!}{(b + y)! (b + c + y + \frac{x+a}{2} - 1)!} \frac{(b + y + \frac{x+a}{2} - 1)!}{(b - a_0 + a_b + c + y - 1)!}.
\]

(3.45)

By (3.44) and (3.45), we have the second term on the left-hand side of (3.40) simplified as
\[
\frac{g_{x, y-1, z}^-(a; c; b)}{g_{x, y, z-1}^-(a; c; b)} = \frac{M(C_{x, 2y+z+2b-1, z}(c))}{M(C_{x, 2y+z+2b, z}(c))}
\times \frac{M(C_{x, 2y+z+2b-1, z-1}(c))}{M(C_{x, 2y+z+2b-1, z-1}(c))}
\times s(y + b - a - 1, a_1, \ldots, a_m, \frac{x+a}{2}, c_1, \ldots, c_k + \frac{x+a}{2} + b_n, b_{n-1}, \ldots, b_1)
\times s(y + b - a - 1, a_1, \ldots, a_m, \frac{x+a}{2}, c_1, \ldots, c_k + \frac{x+a}{2} + b_n, b_{n-1}, \ldots, b_1)
\times \frac{(b + c + y + z - 1)!}{(b + y)! (b + c + y + \frac{x+a}{2} - 1)!} \frac{(b + y + \frac{x+a}{2} - 1)!}{(b - a_0 + a_b + c + y - 1)!}.
\]

(3.46)

We have the following claim as a direct consequence of Cohn–Larsen–Propp’s formula (1.2):

Claim 3.7. Let \(t_1, t_2, \ldots, t_{2l}\) are non-negative integers. Then
\[
\frac{s(t_1, t_2, \ldots, t_{2n-1}, t_{2n}, t_{2n+1}, t_{2n+2}, \ldots, t_{2l})}{s(t_1 - 1, t_2, \ldots, t_{2n-1}, t_{2n}, t_{2n+1}, t_{2n+2}, \ldots, t_{2l})} = \frac{t_1 + t_2 + \ldots + t_{2n}}{t_{2n} - 1}.
\]

(3.47)
Apply the claim to the \(s\)-terms on the right-hand side of \((3.46)\), we get
\[
(3.48) \quad \frac{g_{x,y-1,z}(a; c; b)}{g_{x,y,z}(a; c; b)} \frac{g_{x,y,z-1}^L(a^+; c; b)}{g_{x,y,z-1}^R(a^+; c; b)} = \frac{M(C_{x,2y+z+2b-1,z-1}(c))}{M(C_{x,2y+z+2b,z}(c))} \frac{M(C_{x,2y+z+2b-1,z-1}(c))}{M(C_{x,2y+z+2b-1,z-1}(c))},
\]
This means that we now only need to show that
\[
(3.49) \quad \frac{M(C_{x+1,2y+z+2b-1,z-1}(c))}{M(C_{x,2y+z+2b,z}(c))} \frac{M(C_{x-1,2y+z+2b-1,z-1}(c))}{M(C_{x,2y+z+2b-1,z-1}(c))} + \frac{M(C_{x,2y+z+2b-1,z-1}(c))}{M(C_{x,2y+z+2b,z}(c))} \frac{M(C_{x-1,2y+z+2b-1,z-1}(c))}{M(C_{x-1,2y+z+2b-1,z-1}(c))} = 1,
\]
or equivalently
\[
(3.50) \quad M(C_{x,2y+z+2b,z}(c)) M(C_{x,2y+z+2b-1,z-1}(c)) = M(C_{x+1,2y+z+2b-1,z-1}(c)) M(C_{x-1,2y+z+2b-1,z-1}(c))
\]
This is straightforward from the tiling formulas of the cored hexagons in [7]. However, one can verify \((3.50)\) without using tiling formulas of cored hexagons by observing that it is actually a consequence of the recurrence \((3.11)\) as follows.

Apply recurrence \((3.11)\) to the region \(R_{x+1,y+b-1,z}^R((0,0); (c); (0,1))\), we get
\[
(3.51) \quad M(R_{x+1,y+b-1,z}^R((0,0); (c); (0,1))) M(R_{x-1,y+b-1,z-1}^R((0,1); (c); (0,1))) =
M(R_{x+1,2y+b-1,z-1}^R((0,0); (c); (0,1))) M(R_{x,y+b-1,z}^R((0,1); (c); (0,1)))
+ M(R_{x+1,2y+b-2,z-1}^R((0,0); (c); (0,1))) M(R_{x+1,y+b-1,z-1}^R((0,1); (c); (0,1))).
\]
After removing forced lozenges along the northeast side from each region in the above recurrence, and removing forced lozenges along the southwest side of the the regions whose left fern corresponds to the sequence \(a = (0,1)\), we get back the cored hexagons in \((3.50)\). This finishes our verification for \((3.50)\).

Similarly, we can verify that our tiling formulas satisfy the recurrence \((3.12)\) for \(R^\circ\)-type regions when \(a \geq b\). It means that we need to show
\[
(3.52) \quad g_{x,y,z}^R(a; c; b) g_{x,y-1,z-1}^L(a^+; c; b) = g_{x+1,y,z-1}^R(a; c; b) g_{x-1,y-1,z}^R(a^+; c; b)
+ g_{x,y-1,z}^R(a; c; b) g_{x,y-1,z-1}^R(a^+; c; b).
\]
for \(a \geq b\). However, this verification is essentially the same as that of the case \(a < b\) treated above and is omitted.

4. Concluding Remarks

As pointed out by Fulmek in [13], Kuo’s graphical condensation is simply a special case of the determinant-permanent method. However, this paper shows a particular advantage of Kuo’s method comparing with the classical determinant-permanent method when dealing with regions with complicated structures.

The main results in the series of papers [25,29,29] imply an explicit enumeration of a reflectively symmetric tilings of the \(Q^\circ\)-type regions (i.e. tilings which are invariant under a reflection over a vertical symmetry axis). This results also extends Proctor’s enumeration of transpose-complementary plane partitions [39] and the related work of Ciucu [4] and Rohatgi [40]. We are also interested in the centrally symmetric tilings of the \(R^\circ\)-type regions (i.e. tilings which are invariant under 180° rotations). Our data suggests that the number of these symmetric tilings would have nice prime factorizations.

**Conjecture 4.1.** The number of centrally symmetric tilings of the region \(R_{x,y,z}^\circ(a; c; b)\) is always given by a simple product formula.
This (if verified) gives a generalization of Stanley’s enumeration of self-complementary plane partitions [44, Eq. (3a)–(3c)].

In [7], Ciucu, Eisenkölbl, Krattenthaler and Zare posed two striking conjectures for the tiling formulas of a hexagon when the triangular hole is 1 or 3/2 unit off the center. The conjectures were recently proved by Rosengren [42] using lattice path combinatorics and Selberg integral. In the sequel of the paper, we will enumerate extensively 30 different hexagons with three ferns removed, in which the middle fern is slightly off the center. Two of our enumerations have Ciucu–Eisenkölbl–Krattenthaler–Zare’s conjectures as two very-special cases (when the two side ferns are empty and the middle fern consists of a single triangle). This provides new proofs of the conjectures.

Intuitively, our main theorems (Theorems 2.3–2.9) say that the number of tilings of a hexagon with three ferns removed can be always factorized into the tiling number of a cored-hexagon and a simple multiplicative factor. One would ask for a similar factorization for the general case of an arbitrary number of collinear ferns removed. Such a factorization seems to exist and will be investigated in a separate paper.

It would be interesting to investigate whether Rosengren’s weighted formula in [42] can be generalized to our hexagons with three ferns removed. This and several new duals and q-duals of MacMahon’s theorem will also be considered in a separate paper.
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