AIO-P: Expanding Neural Performance Predictors beyond Image Classification
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Abstract
Evaluating neural network performance is critical to deep neural network design but a costly procedure. Neural predictors provide an efficient solution by treating architectures as samples and learning to estimate their performance on a given task. However, existing predictors are task-dependent, predominantly estimating neural network performance on image classification benchmarks. They are also search-space dependent; each predictor is designed to make predictions for a specific architecture search space with predefined topologies and set of operations. In this paper, we propose a novel All-in-One Predictor (AIO-P), which aims to pretrain neural predictors on architecture examples from multiple, separate computer vision (CV) task domains and multiple architecture spaces, and then transfer to unseen downstream CV tasks or neural architectures. We describe our proposed techniques for general graph representation, efficient predictor pretraining and knowledge infusion techniques, as well as methods to transfer to downstream tasks/spaces. Extensive experimental results show that AIO-P can achieve Mean Absolute Error (MAE) and Spearman’s Rank Correlation (SRCC) below 1% and above 0.5, respectively, on a breadth of target downstream CV tasks with or without fine-tuning, outperforming a number of baselines. Moreover, AIO-P can directly transfer to new architectures not seen during training, accurately rank them and serve as an effective performance estimator when paired with an algorithm designed to preserve performance while reducing FLOPs.

Introduction
Performance evaluation of neural network models is resource and time consuming. Several factors contribute to its expensiveness, such as task complexity, training dataset size, architecture topology, and training time. It is yet a main component and the bottleneck in Neural Architecture Search (NAS) (Elsken et al. 2019). Early NAS approaches train sampled architectures to completion during search (Zoph and Le 2017) while later approaches adopt weight-sharing supernet approaches (Pham et al. 2018; Liu, Simonyan, and Yang 2019; Changiz Rezaei et al. 2021; Mills et al. 2021a,c), which reduce the computational burden but do not eliminate it. Advanced supernet schemes like Once-for-All (OFA) (Cai et al. 2020) and BootstrapNAS (Munoz et al. 2022) introduce progressive shrinking to train a reusable supernet. Specifically, OFA supernets are robust enough that individual architectures can be sampled for immediate evaluation on ImageNet (Russakovsky et al. 2015).

Zero-Cost Proxies (ZCP) (Abdelfattah et al. 2021) are a recent development aiming to correlate performance with gradient statistics and thus can generalize to any type of network. However, the efficacy of ZCP methods depend on the architecture and task and may not be always reliable. Other recent schemes like NAS-Bench-301 (Zela et al. 2022), SemiNAS (Luo et al. 2020), TNASP (Lu et al. 2021b) and WeakNAS (Wu et al. 2021) develop neural predictors that estimate architecture performance from network topology and operation features. However, they model customized architectures in specific search spaces, e.g., NAS-Bench-101 (Ying et al. 2019) and 201 (Dong and Yang 2020) for common benchmark tasks like CIFAR image classification (Krizhevsky, Hinton et al. 2009), and cannot be directly transferred to other challenging tasks like pose estimation or segmentation or to architectures with new types of topologies/connections.

In this paper, we propose All-in-One Predictor (AIO-P), a multi-task neural performance predictor which achieves cross-task and cross-search-space transferability via predictor pretraining and domain-specific knowledge injection. AIO-P uses Computational Graphs (CG) to represent neural architectures, which is lower-level information extracted from TensorFlow execution and thus can model general types of architectures. We make the observation that many CV architectures consist of a body (e.g., ResNet) that performs feature extraction and a head that uses extracted features to generate task-specific outputs. Figure 1 illustrates how architectures can be constructed for different tasks by combining various types of bodies and heads. Based on such network representations, we introduce an effective transfer learning scheme to first pretrain AIO-P on image classification benchmarks, then infuse domain knowledge from other...
tasks or architecture spaces efficiently, and finally transfer to a downstream task with minimum or no fine-tuning. Specifically, we propose the following techniques to achieve transferability to downstream tasks:

First, we introduce $K$-Adapters (Wang et al. 2021), originally used to inject domain knowledge into language models, into a GNN predictor pretrained on network benchmarks for image classification (IC) such that the predictor can infuse knowledge from segmentation/detection tasks or other network topologies. We then transfer the learned model to perform predictions on potentially unseen downstream tasks or architectures.

Second, we propose an efficient learning scheme to train AIO-P, and especially adapters, by a pseudo-labeling scheme for task-specific network performance. In order to reduce the high cost associated with labeling each individual architecture’s performance on a given task, we propose to train a weight-sharing task head for all body architectures in an entire search space, e.g., all variants of MobileNetV3 (Howard et al. 2019) in OFA. After training the shared head, it can pair with any architecture body and fine-tune for a few minutes to obtain a pseudo-label that is positively correlated with the true label seen when individually training the architecture for several hours. Moreover, we further propose a latent representation sampling technique to enhance the correlations of pseudo labels to true performance labels.

Third, since performance metrics and their distributions differ by task, we use several scaling techniques such as standardization and FLOPs-based transform to rescale labels when adapting AIO-P to a downstream task. AIO-P learns a unitless understanding of architecture performance that can then revert into a task-appropriate metric like Average Precision (AP) or mean Intersection over Union (mIoU).

Through extensive experiments, we demonstrate that AIO-P pretrained on one or two tasks in addition to classification is able to transfer to predict neural network performance for a diverse range of CV tasks including 2D Human Pose Estimation (HPE), Object Detection (OD), Instance Segmentation (IS), Semantic Segmentation (SS), and Panoptic Segmentation (PS). AIO-P consistently achieves a Mean Absolute Error (MAE) below 1% on task-specific metrics and a Spearman’s Rank Correlation Coefficient (SRCC) above 0.5, outperforming both ZCP and GNN baselines under zero-shot transfer and minimum fine-tuning settings. In addition, AIO-P is able to correctly rank architectures in foreign model zoos whose body networks are different from those observed in training, including DeepLab (Chen et al. 2018) and TF-Slim (Guadarrama and Silverman 2016). Finally, by pairing AIO-P with a search algorithm, we can optimize a proprietary facial recognition model to preserve performance while reducing FLOPs by over 13.5%. We opensource\(^1\) our data, code, and predictor design to advance research in this field.

### Related Work

Benchmark datasets and neural predictors provide a quick avenue for performance estimation. Arguably, the most significant difference is how performance is queried. For example, NAS-Bench-101 and 201 contain 423k and 15.6k architectures, respectively. They store individual architecture performances on a look-up table. By contrast, NAS-Bench-301 operates on the DARTS search space, which contains $10^{18}$ architectures which are too many to evaluate individually. Instead, they train a neural predictor (Zela et al. 2022; Luo et al. 2020; Lu et al. 2021b; Wu et al. 2021). In both cases, architecture configurations define the keys to the table or predictor input, and serve to showcase the limitations of these approaches. Specifically, these configurations are for micro, cell-based NAS, where a network is built by stacking identical cell structures. These configurations generally assume details like latent representation sizes and the number of cells in the network to be constant.

On the other hand, OFA networks (Cai et al. 2020) use macro search spaces where networks are built by individually selecting and then stacking pre-defined blocks. It searches over the number of blocks in the network, kernel size and channel expansions (Mills et al. 2021b) within a block. Regardless, both approaches assume the stem and head of the network to be a nonsearchable fixed structure. This is acceptable when considering one task. They also abstract multiple operations into pre-defined sequences, e.g., MBConv block, that is specific to the search space and network body and thus may not exist in the head. By contrast, we aim to predict performance across various tasks with different heads and data sizes. Thus, we require a more robust and generalizable data format. AIO-P uses Compute Graphs (CG) as input, which incorporates full network topological details, latent tensors size, and node features.

A few approaches appear in the literature regarding NAS for CV tasks other than IC. For example, Ding et al. (2022) use NAS on nine tasks, including IC and SS. They perform a search to find architectures that provide high-performance on multiple objectives. Auto-DeepLab (Liu et al. 2019) reconfigure DARTS to perform variable upsampling/down-
CGs are fine-grained graph structures where nodes denote individual atomic operations such as convolutions, linear layers, pooling, padding, addition, concatenation, etc. Node features describe properties like kernel sizes, strides, and channels. Featureless, directed edges denote the flow of latent data across the network, allowing for a task-transferable representation that incorporates the body and task head. Figure 2 illustrates how CGs represent one module of a MobileNetV3 (MBv3) body.

Finally, we note that our CG format can be extended to other network types, like those which perform Natural Language Processing tasks such as recurrent or attention-based models or even simple MLP models. However, such experiments are beyond the scope of this paper.

**K-Adapters for Knowledge Infusion**

AIO-P, as shown in Figure 3, starts with a GNN (Morris et al. 2019) regressor backbone. The original encoder is frozen while we train the K-Adapter on a new search space and task, e.g., R50 on OD.
Table 1: Shared head performance distributions and SRCC on HPE PCK [%]. We compare performance obtained using body swapping and latent sampling to the ground-truth PCK from individually training architectures.

| Task       | #Architectures | PN (%) | MBv3 (%) | R50 (%) |
|------------|----------------|--------|----------|---------|
| HPE-LSP    | 215/2580       | 65.16% | 65.50%   | 65.64%  |
| HPE-MPII   | 246/2864       | 65.58% | 65.64%   | 65.72%  |
| OD/IS/SS/PS| 118/1633       | 65.16% | 65.64%   | 65.72%  |

Table 2: AIO-P $K$-Adapter dataset size, across each search space and task. $\cdot$ denotes architectures that we individually train (left) and those we label using a shared head (right).

A typical approach for training a shared task head is ‘body swapping’, which involves iteratively sampling pre-trained architecture bodies from a search space, e.g., OFA, attaching them to the shared head and training the head on a few batches of images. However, note that during body swapping, for each mini-batch of images, the head only samples a single body. To encourage randomness, rather than sampling body networks, we propose an approach where we directly sample the latent representations of the mini-batch of images from a distribution as if they are generated by sampled bodies. Yet, this will further mimic random body sampling per image instead of per mini-batch.

Specifically, let $x$ be an image, $S$ be an architecture search space and $B \in S$ be a body network. As OFA search spaces each contain roughly $10^{18}$ bodies, we take a subset of architectures $S'$ and compute the mean $\mu(x)$ and standard deviation $\sigma(x)$ of their latent representations of image $x$, i.e.,

$$\mu(x) = \mathbb{E}_{B \in S'}[f_B(x)],$$

$$\sigma^2(x) = \mathbb{V}_{B \in S'}[f_B(x)],$$

where $f_B$ denotes the function given by network body $B$. We then sample a latent representation $\tilde{z}(x) = \mu(x) + \zeta \circ \sigma(x)$ where $\zeta$ is a standard normal $\mathcal{N}(0, 1)$ random vector and $\circ$ is element-wise multiplication. We denote this approach as ‘latent sampling’, where we train the shared task head by $\{(\tilde{z}(x), y_x)\}$, using the sampled latent vector $\tilde{z}(x)$ as input to the head and $y_x$ as the ground-truth task label for $x$. We limit the size of $S'$ and use a round robin strategy with binning to constantly swap new bodies into $S'$. We provide procedural details on our round robin strategy, shared head hyperparameters and resource cost breakdown in the supplementary materials.

To assess the reliability of our pseudo-labeling approach, we form a ground-truth set by individually training several hundred architectures (with bodies sampled from three spaces) on the Leeds Sports Pose-Extended (LSP) dataset for Human Pose Estimation (HPE) and measure performance in terms of Percentage of Correct Keypoints (PCK). We obtain pseudo-labels by fine-tuning the same bodies when connected to shared heads trained using body swapping and latent sampling, respectively. We compare the PCK distributions and SRCC between the pseudo-labels and ground-truth labels. We do not use the pseudo-labeled architectures from this experiment to train AIO-P. They are only for comparison. Table 1 shows the results. We note that latent sampling achieves much better performance on average, relative to the ground truth, while body swapping lags by over 10%. Also, the SRCC we observe using the latent
In this Section, we describe our suite of tasks, experimental setup and results. We consider the computer vision tasks of 2D Human Pose Estimation (HPE), Object Detection (OD), Instance Segmentation (IS), Semantic Segmentation (SS) and Panoptic Segmentation (PS).

HPE predicts joint locations from an image. We measure 2D HPE performance using Percentage of Correct Keypoints (PCK) and consider two HPE datasets: MPII (Andriluka et al. 2014) and Leeds Sports Pose-Extended (LSP) (Johnson and Everingham 2011), which contain 22k and 11k images, respectively. We individually train networks for both datasets and train a shared head for LSP.

OD and IS measure performance in mean Average Precision (mAP), while SS uses mean Intersection over Union (mIoU). PS, a combination of IS and SS, uses Panoptic Quality (PQ), a balance of mAP and mIoU. These performance metrics are reported as percentages [%]. We consider the 2017 version of MS Common Objects in Context (COCO) (Lin et al. 2014) as our dataset for these tasks, as it contains 118k and 5k training and validation images, respectively. We use Detectron2 (Wu et al. 2019) to pair a given body with OD, IS SS, and PS to train on all four tasks simultaneously.

Table 2 enumerates the number of architectures we have for each search space and task. We use pseudo-labeled architecture CGs to train AIO-P and reserve individually trained ones as held-out test samples. Additionally, we include a more extensive breakdown with performance and FLOPs distributions in the supplementary materials.

**Training Procedure**
Starting with the GNN backbone, we append two $K$-Adapter modules. We train these using the pseudo-labeled CGs for two task domains, OD and LSP-HPE. We separately apply Equation 5 and then standardize the labels of each $K$-

---

**Table 3: MAE [%] of AIO-P on three search spaces and six tasks in the zero-shot transfer setting (no fine-tuning), compared to GNN without and with rescaling by Eqs. 4 & 5. AIO-P adopts 2 $K$-Adapters, trained on LSP and OD. AIO-P uses Equation 5 and standardizes regression targets. Results averaged across 5 seeds.**

| Task | GNN +Eqs. 4 & 5 | AIO-P | GNN +Eqs. 4 & 5 | AIO-P | GNN +Eqs. 4 & 5 | AIO-P |
|------|----------------|-------|----------------|-------|----------------|-------|
| LSP  | 27.27% 0.72% 0.70% | 27.07% 0.74% 0.52% | 21.47% 1.07% 0.94% |
| MPII | 8.10% 0.34% 0.42% | 8.91% 0.36% 0.27% | 2.48% 1.11% 1.03% |
| OD   | 59.53% 1.15% 0.63% | 59.56% 1.24% 0.62% | 54.07% 0.88% 0.60% |
| IS   | 62.00% 0.93% 0.52% | 61.76% 0.73% 0.58% | 56.74% 0.64% 0.48% |
| SS   | 53.07% 0.71% 0.50% | 53.40% 0.90% 0.56% | 47.90% 0.52% 0.44% |
| PS   | 56.19% 0.76% 0.50% | 56.18% 0.74% 0.57% | 51.63% 0.52% 0.45% |

**Table 4: SRCC of AIO-P on three search spaces and six tasks. Same configurations as Table 3.**

| Task  | GNN +Eqs. 4 & 5 | AIO-P | GNN +Eqs. 4 & 5 | AIO-P | GNN +Eqs. 4 & 5 | AIO-P |
|-------|----------------|-------|----------------|-------|----------------|-------|
| LSP   | 0.593 0.561 0.698 | 0.259 0.418 0.556 | -0.302 0.176 0.261 |
| MPII  | 0.711 0.767 0.755 | 0.300 0.764 0.701 | -0.315 0.446 0.532 |
| OD    | 0.558 0.471 0.781 | 0.645 0.087 0.515 | -0.489 0.645 0.817 |
| IS    | 0.599 0.211 0.831 | 0.592 0.034 0.402 | -0.493 0.495 0.817 |
| SS    | 0.487 0.262 0.735 | 0.517 -0.367 0.689 | -0.406 0.599 0.660 |
| PS    | 0.562 0.119 0.732 | 0.570 -0.009 0.518 | -0.455 0.599 0.788 |

**Label Scaling**
In addition to having different heads, task performance distributions differ. PN architectures yield ~75% accuracy on ImageNet, and around 40% SS mIoU on COCO. Note that performance distributions differ amongst tasks, or even the same task between ground truth and pseudo-labels.

Therefore, we experiment with methods that scale the labels AIO-P learns from to add further task transferability. Specifically, we employ standardization,

$$Z(y) = \frac{y - \mu}{\sigma},$$

where $\mu$ and $\sigma$ are the mean and standard deviation of the label $y$ distribution, respectively. This approach fits a set of data into a normal distribution $\mathcal{N}(0, 1)$. Further, we incorporate scaling by FLOPs, or Floating Point Operations required to perform the forward pass of a network, as a divisor prior to standardization,

$$y_F = \frac{y}{\log_{10}(F + 1)^{-1}},$$

where $F$ are the FLOPs of the network with performance $y$, measured in GigaFLOPs (1e9), and the addition of 1 in the denominator assures it will be positive real number. In all cases, if we apply Equation 5 to labels, we then standardize them using Equation 4.

**Results**
In this Section, we describe our suite of tasks, experimental setup and results. We consider the computer vision tasks of sampling approach is positive for all search spaces and more favorable than body swapping.

Table 3: MAE [%] of AIO-P on three search spaces and six tasks in the zero-shot transfer setting (no fine-tuning), compared to GNN without and with rescaling by Eqs. 4 & 5. AIO-P adopts 2 $K$-Adapters, trained on LSP and OD. AIO-P uses Equation 5 and standardizes regression targets. Results averaged across 5 seeds.
Adapter task before training and freeze the weights of the GNN backbone.

To evaluate individually trained test set CGs for a task, we consider the zero-shot transfer context where we provide no data on a target task prior to inference. Similar to Lu et al. (2021a), we sample 20 random architectures from the test set to compute standardization parameters \( \mu \) and \( \sigma \) and exclude these architectures from evaluation. We also consider a fine-tuning context where we use the same 20 random architectures to train AIO-P prior to inference. As we evaluate multiple methods using different random seeds, we ensure the set of 20 sampled architectures is the same for every seed value. Also, note that the set of body architectures we individually train on any task are disjoint from the ones we pseudo-label. We provide granular predictor details and training hyperparameters in the supplementary materials.

### Zero-Shot Transfer Performance

We consider two predictor evaluation metrics, Mean Absolute Error (MAE) and Spearman’s Rank Correlation Coefficient (SRCC). The former gauges a predictor’s ability to make accurate estimations on individual labels, while the latter determines a predictor’s capacity to correctly rank a population by performance. We report MAE as a percentage for each task metric, e.g., PCK for HPE and mIoU for SS, where lower is better. SRCC falls in \([-1, 1]\) and indicates agreement with ground-truth ordering, so higher is better.

Tables 3 and 4 list our results for AIO-P in terms of MAE and SRCC, respectively. AIO-P achieves the best MAE performance in the majority of scenarios, including every task on MBv3 and R50. The sole exception is a GNN using standardization and FLOPs scaling for MPII by less than 0.1% MAE, while the unmodified GNN fails to generalize to different task performance distributions.

For SRCC, AIO-P consistently achieves the best correlation on all R50 tasks and in at least half for PN and MBv3. While both variants of the GNN obtain the high SRCC on at least one search space and task pair, they are overall very inconsistent as the GNN with re-scaled labels achieves negative SRCC on MBv3 and the unmodified GNN fails on R50.

Next, Table 5 compares the ranking performance of AIO-P with Zero-Cost Proxies (ZCP) and FLOPs. Without fine-tuning, AIO-P achieves high correlation performance for all search spaces on MPII and SS, as well as PN and MBv3 for LSP, demonstrating high generalizability. The most competitive ZCP method is Synflow (Tanaka et al. 2020), but only for HPE tasks with MBv3 and R50 as it fails on PN and in the SS context. Grad Norm achieves positive SRCC across all search spaces and tasks but never the best performance. FLOPs are also highly correlated with performance in all settings, except LSP for R50. Unlike ZCP, the advantage of AIO-P in this context is its ability undergo fine-tuning to boost performance, as shown for the MPII and SS tasks. Next, we compare Eqs. 4 and 5 with another fine-tuning-based method for intertask prediction.

### Fine-Tuning Results

We now evaluate the transferability of AIO-P on downstream tasks if predictor fine-tuning is allowed based on a small number, i.e., 20, downstream architectures. As a comparison, we also evaluate AIO-P using a weight scaling technique proposed in AdaProxy (Lu et al. 2021a), which scales the final MLP layer of a predictor by minimizing the follow-
Table 8: MAE of different $K$-Adapter tasks on the PN search space. ‘FT’ indicates fine-tuning on 20 held-out target architectures. We bold the best result and italicize the second best.

| Task | OD | SS | LSP | OD+SS | OD+LSP |
|------|----|----|-----|-------|--------|
| MPII | 0.60% | 0.39% | **0.28%** | 0.35% | 0.42% |
| IS   | 0.70% | 0.50% | 1.03% | 0.61% | **0.52%** |
| PS   | 0.75% | 0.82% | 1.03% | 0.81% | **0.50%** |
| MPII FT | **0.25%** | 0.26% | 0.27% | 0.27% | 0.26% |
| IS FT | 0.49% | 0.50% | **0.27%** | 0.50% | 0.33% |
| PS FT | 0.50% | 0.54% | **0.31%** | 0.52% | 0.33% |

Table 9: SRCC of different $K$-Adapter tasks on the PN search space. Same experimental setup as Table 8.

| Task | OD | SS | LSP | OD+SS | OD+LSP |
|------|----|----|-----|-------|--------|
| MPII | **0.762** | 0.660 | 0.717 | 0.727 | 0.753 |
| IS   | 0.749 | 0.728 | **0.929** | 0.750 | 0.831 |
| PS   | 0.650 | 0.669 | **0.859** | 0.672 | 0.732 |
| MPII FT | **0.793** | 0.790 | 0.764 | 0.779 | 0.773 |
| IS FT | 0.749 | 0.757 | **0.915** | 0.730 | 0.894 |
| PS FT | 0.670 | 0.671 | **0.880** | 0.647 | 0.858 |

Table 10: MAE performance comparing the effect of $K$-Adapters as well as Eqs. 4 and 5 in the zero-shot and fine-tuning (FT) contexts. We consider the R50 search space and train a $K$-Adapter on SS. We bold the best result and italicize the second best.

| Task | GNN | +$K$-Adapter | + Eq. 4 | AIO-P |
|------|-----|-------------|--------|------|
| MPII | 2.48% | 55.30% | **0.39%** | 2.38% |
| IS   | 56.74% | 2.38% | **0.73%** | 0.73% |
| PS   | 51.63% | 7.39% | **0.89%** | 0.61% |
| MPII FT | 0.28% | 0.77% | **0.15%** | 1.09% |
| IS FT | 0.61% | 0.85% | **0.36%** | 0.45% |
| PS FT | 0.71% | 0.61% | **0.40%** | 0.44% |

Table 11: SRCC performance comparing the effect of $K$-Adapters. Same experimental setup as Table 10.

| Task | GNN | +$K$-Adapter | + Eq. 4 | AIO-P |
|------|-----|-------------|--------|------|
| MPII | -0.315 | 0.708 | 0.418 | 0.337 |
| IS   | -0.493 | 0.669 | 0.361 | 0.324 |
| PS   | -0.455 | 0.633 | 0.399 | 0.291 |
| MPII FT | 0.700 | 0.738 | 0.512 | 0.532 |
| IS FT | 0.611 | 0.687 | 0.727 | 0.840 |
| PS FT | 0.601 | 0.667 | 0.762 | 0.811 |

Ablation Study

We ablate the effect of different $K$-Adapter training tasks using PN as an example search space. Tables 8 and 9 show our MAE and SRCC findings, respectively. We see that using a double $K$-Adapter on OD and LSP helps to generalize MAE and SRCC performance across the downstream tasks. While the best results typically use just OD or LSP, LSP struggles to produce low MAE on IS and PS without fine-tuning. However, we overcome this hurdle when adding another $K$-Adapter for OD. First, we note that the best results use either OD or LSP, although SS still produces good results. Particularly, LSP struggles to produce low MAE on IS and PS without fine-tuning. Introducing another $K$-Adapter for OD overcomes this hurdle.

Additionally, we compare the GNN backbone to using a single $K$-Adapter, using standardization (Eq. 4), and then our FLOPs scaling (Eq. 5). Tables 10 and 11 list our results for MAE and SRCC, respectively. We see that AIO-P with or without Eq. 5 can obtain top MAE performance in most scenarios in the zero-shot and fine-tuning contexts. However, that is not the case for SRCC, where Eq. 5 allows AIO-P to achieve correlation metrics above 0.8 with fine-tuning. While the normal GNN is not very competitive, adding a single $K$-Adapter without standardization can improve ranking performance significantly. However, the prediction error is still high due to differences in task performance distributions (reported in the Supplementary Materials). Overall, standardization and Eq. 5 allow AIO-P to strike a balance between prediction error and ranking correlation.

Transfer to Foreign Network Types

To further test the transferability of AIO-P to new architecture types not seen in training, we perform inference on several foreign ‘model zoos’. Each model zoo contains 10 or fewer architecture variants, e.g., Inception (Szegedy et al. 2017), EfficientNets (Tan and Le 2019), MobileNets and ResNets. Specifically, we include model zoos from the DeepLab repository (Chen et al. 2018) which focus on semantic segmentation (SS) performance on multiple datasets. We also evaluate AIO-P on several image classification (IC) model zoos from TensorFlow-Slim (Guadarrama and Silberman 2016).
DeepLab Semantic Segmentation We consider architectures on three different SS datasets: ADE20k (Zhou et al. 2017a), Pascal VOC (Everingham et al. 2015), and Cityscapes (Cordts et al. 2016). These are different SS datasets than the MS-COCO we use for training OFA-based architectures, so the results further demonstrate the generalizability of AIO-P across datasets, even for the same task. Specifically, we consider the following architectures per dataset:

1. ADE20k (5): MobileNetV2, Xception65 (Chollet 2017) as well as Auto-DeepLab-[S, M, L] (Liu et al. 2019).
2. Pascal VOC (6): MobileNetV2, MobileNetV2 w/ reduced depth, Xception65 and Auto-DeepLab-[S, M, L].
3. Cityscapes (8): MobileNet{V2, V3-Small, V3-Large}, Xception65, Xception71 and Auto-DeepLab-[S, M, L].

TensorFlow-Slim Image Classification We also consider several architectures that perform IC on ImageNet:

1. ResNets (6): ResNet-v1-{50, 101, 152} (He et al. 2016a) and ResNet-v2-{50, 101, 152} (He et al. 2016b).
2. Inception (5): Inception-{v1, v2, v3, v4} and Inception-ResNet-v2 (Szegedy et al. 2017).
3. MobileNets (6): MobileNet{V1, V1-0.5, V1-0.25, V2, V2-1.4} where ‘X.Y’ is a channel multiplier.
4. EfficientNets (Tan and Le 2019) (8): EfficientNet-{B0, B1, B2, B3, B4, B5, B6, B7}.

Using AIO-P pre-trained on ResNet-50 bodies and with a double K-Adapter trained on OD and LSP tasks, and then fine-tuned on SS (the task DeepLab performs), we investigate whether AIO-P can adequately rank the architectures in DeepLab and in TensorFlow-Slim, which contain new types of body networks other than ResNet-50.

As shown in Table 12, we note that AIO-P can achieve positive correlation inference on all SS and IC model zoos. In particular, we obtain perfect SRCC on EfficientNets. Moreover, this performance is superior to AIO-P when Eq. 5 is not present. This is because while standardization improves MAE performance, it does not affect architecture rankings, whereas FLOPs-based transformation does. These findings demonstrate the efficacy of AIO-P and Eq. 5 in ranking the performance of foreign networks with different connections/topologies.

Table 12: SRCC of AIO-P on several ‘model zoos’. Double horizontal line demarcates SS models from IC models.

| Model Zoo      | AIO-P w/o Eq. 5 | AIO-P  |
|---------------|-----------------|--------|
| DeepLab-ADE20k| 0.127 ± 0.255   | 0.991 ± 0.016 |
| DeepLab-Pascal| 0.392 ± 0.088   | 0.939 ± 0.035 |
| DeepLab-Cityscapes| 0.572 ± 0.031  | 0.925 ± 0.024 |
| Slim-ResNet   | -0.577 ± 0.183  | 0.920 ± 0.106 |
| Slim-Inception| -0.700 ± 0.316  | 0.980 ± 0.040 |
| Slim-MobileNet| -0.500 ± 0.000  | 0.400 ± 0.535 |
| Slim-EfficientNet | 1.000 ± 0.000 | 1.000 ± 0.000 |

Table 13: Precision (Pr) and Recall (Rc) of a proprietary FR network found by pairing AIO-P with a search algorithm designed to preserve performance while reducing FLOPs.

Application to NAS

Finally, we apply AIO-P to NAS. Specifically, we use a predictor that achieves high SRCC on the bounding box task OD on R50, to optimize a proprietary neural network designed to perform Facial Recognition (FR) on mobile devices. We pair AIO-P with a mutation-based search algorithm that aims to preserve performance while reducing FLOPs. Although the architecture we optimize does not belong to any of the OFA search spaces we consider, like the aforementioned model zoos, AIO-P can estimate performance using the CG framework. Additionally, our mutation algorithm proposes edits to CGs that vary from swapping subgraphs of operation sequences to manually pruning the number of channels in a convolution node.

Table 13 demonstrates that we can maintain performance in most settings while reducing FLOPs by over 13.5%. In the ‘dark’ setting, where features can be hard to see, our model improves precision and recall by 0.2% and 0.6%, respectively. At most, we only lose 0.2% precision and 0.8% recall across other settings. Therefore, these findings demonstrate the efficacy of AIO-P in the NAS setting for any general neural network, not simply for well-known search spaces.

Conclusion

We propose AIO-P, or All-in-One Predictors, to broaden the scope of neural performance prediction tasks. AIO-P uses K-Adapters to infuse knowledge from different tasks and accepts Computational Graphs (CG) as input. CGs represent the body and head of an architecture by encoding all atomic operations as nodes with directed edges determined by the network forward pass. At the output, AIO-P incorporates target scaling techniques, including one based on FLOPs, to re-scale predictions into the appropriate task metric and ultimately obtain superior performance. To construct a suitable training set, we devise a shared head approach with latent sampling, which can pair with any architecture in the search space to produce a pseudo-label that is highly correlated with the true label. Experimental results show that AIO-P can obtain Mean Absolute Error and Spearman’s Rank Correlations below 1% and above 0.5, respectively, when transferred to a wide range of downstream tasks. Moreover, AIO-P can directly transfer and adequately rank different networks in several foreign model zoos not seen in training for classification and semantic segmentation. Finally, we use AIO-P to optimize a proprietary facial recognition network to effectively preserve precision and recall while reducing FLOPs by over 13.5%.
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