EVOLUTION FOR KHOVANOV POLYNOMIALS FOR FIGURE-EIGHT-LIKE FAMILY OF KNOTS
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Abstract. We look at how evolution method deforms, when one considers Khovanov polynomials instead of Jones polynomials. We do this for the figure-eight-like knots (also known as ‘double braid’ knots, see arXiv:1306.3197) – a two-parametric family of knots which “grows” from the figure-eight knot and contains both two-strand torus knots and twist knots. We prove that parameter space splits into four chambers, each with its own evolution, and two isolated points. Remarkably, the evolution in the Khovanov case features an extra eigenvalue, which drops out in the Jones ($t \to -1$) limit.

1. Introduction

One of the central questions in knot theory is whether two knots are topologically equivalent. Currently, the most effective way to determine this is to compute some polynomial knot invariant for each knot: if the invariants differ, knots are for sure not topologically equivalent. Complementary statement is not true: if invariants are the same it does not mean that the knots are equivalent. So, in knot theory one seeks stronger and stronger knot invariants that have the power to distinguish more and more knots.

Perhaps, the most widely known polynomial knot invariants (knot polynomials) are the so-called Jones [3] and HOMFLY [4, 5] polynomials. One of the ways to compute (and define) them is quite elementary – one just repeatedly applies skein relations

$$A \bigotimes - A^{-1} \bigotimes = (q - q^{-1})$$

and Reidemeister moves to express knot polynomial for a given planar diagram through polynomials for simpler diagrams.

A surprising and indirect consequence of the above naive definition is the existence of the so-called evolution method for both Jones and HOMFLY polynomials (see, for instance, [1, Introduction]; this story is also well-explained in [22]). This is the statement that, whenever an $m$-strand braid is present somewhere in the planar diagram $K$ of some knot, the knot polynomial $P$ (either Jones or HOMFLY) depends on the number $n$ of windings of the braid in quite a simple way

$$P^K(n) = \sum_{\lambda \vdash m} C^K(\lambda) \left((\pm)_{\lambda} q^{\text{power}(\lambda)}\right)^n$$

Here sum is over partitions $\lambda$ of the number of strands $m$ (i.e. over Young diagrams), and sign ‘$(\pm)_{\lambda}$’ and the exponent ‘power$(\lambda)$’ of an eigenvalue are universal; they depend only on partition $\lambda$ but not on the diagram $K$. In fact, they are simple combinatorial expressions of the shape of $\lambda$. The evolution coefficients $C^K(\lambda)$, on the contrary, depend both on the knot diagram $K$ and the partition $\lambda$. 
A subtle feature of the above formula is that number of windings $n$ can be arbitrary integer – the evolution coefficients $C_K^\lambda(\lambda)$ do not change as one goes from negative number of crossings (i.e. crossings in a different direction) to zero crossings to positive number of crossings in the braid. The formula seamlessly interpolates between these three cases. This feature is, in fact, a manifestation of another, more conceptual and deep, definition of Jones and HOMFLY polynomials – through the so-called Reshetikhin-Turaev (RT) formalism \cite{6}.

In the RT-formalism one associates a certain linear operator, the so-called $R$-matrix, to each positive crossing and to each negative crossing its inverse. The factors $\left((\pm)^q \text{power}(\lambda)\right)$ in the formula (2) are then naturally reinterpreted as eigenvalues of the $R$-matrix in the irreducible representation corresponding to the Young diagram $\lambda$. The knot polynomial itself is just a tensor contraction of several $R$-matrices, in the order dictated by the planar diagram $\mathcal{K}$.

RT-formalism allows one to establish a link between knot theory and physics: knot polynomials turn out to be Wilsonian averages in Chern-Simons theory (see, for instance, \cite{18} for a review). This is most easily seen in the so-called temporal gauge \cite{7}. The gauge theory point of view immediately leads to the generalization of both Jones and HOMFLY polynomials to the colored case, where one decorates the knot with some representation of the gauge group. The skein relation description is not available in the colored case and from the naive skein relations (1) it is not at all easy to guess, that the colored generalization should even exist.

The (uncolored, or fundamental) Jones and HOMFLY polynomials have a homological generalization – Khovanov \cite{8} and Khovanov-Rozansky \cite{9,10} polynomials, respectively. The definition of these polynomials (especially the Khovanov-Rozansky one) seems much more elaborate than definition of their non-homological analogs – one needs to calculate the homology groups of a certain differential complex, built out of the planar diagram $\mathcal{K}$. While in the case of Khovanov polynomial at least the construction of the complex is well-understood \cite{11}, in the Khovanov-Rozansky case even explicit construction of the linear spaces in the complex presents difficulties (each space is a factor of an infinite-dimensional space of so-called foams over infinitely many relations \cite{12}). Explicit construction of maps between the spaces is even more difficult. Hence, one is tempted to search for alternative definitions for Khovanov and Khovanov-Rozansky polynomials \cite{13,14,15,16,17}, partly motivated by the empirical observation that answers for both Khovanov and Khovanov-Rozansky polynomials (in known examples) seem much simpler than their cumbersome definitions would lead one to expect.

A natural question on this path is whether the relevant generalization of the RT formalism exists for the Khovanov and Khovanov-Rozansky polynomials. This homological RT formalism is believed to be related to the so-called refined \cite{19} Chern-Simons theory, which is at the moment defined only for the simplest examples of knots.

Even more naively, one may wonder, whether something like evolution formula (2) exists for Khovanov and Khovanov-Rozansky polynomials. In \cite{1} this was investigated for the simplest case of torus knots. Surprisingly, it was observed that the symmetry between positive and negative crossings is broken – an essential difference with the Jones and HOMFLY case. Moreover, from studies of superpolynomials (the $N \to \infty$ stable component of Khovanov-Rozansky polynomials) for torus knots (see \cite{24}) one knows that for them the symmetry between positive and negative crossings is not broken, which makes the observed breaking at finite $N$ even more unexpected.

In this short note we look at what happens for a slightly more complicated family of knots (see Section 2). This family is inspired by the figure 8 knot (the first non-torus
We concentrate only on Khovanov polynomials and completely ignore Khovanov-Rozansky ones. First of all, Khovanov polynomials are easier to calculate: there is a computer program readily available in the “KnotTheory” package for Wolfram Mathematica, which is available on Katlas [20], though there are some caveats (see Section 4). Second of all, non-trivial new phenomena are seen already in Khovanov case, so this generalization is sufficiently interesting.

We find the following picture (see Section 3, Theorem 3.1). For some suitable subfamily (see Section 2) we observe that:

- evolution is preserved in the chambers on the parameter plane; there are also 2 isolated points, where the knot becomes two unlinked unknots,
- if one interprets the formulas as coming from some sort of RT-formalism, one concludes that fundamental $R$-matrix must have one more eigenvalue: $(-1) t q^3$, in addition to $t q^3$ and $q$. The coefficient in front of this eigenvalue is always proportional to $(t + 1)$ and vanishes when one goes to the Jones limit $t \to -1$,
- transitions between chambers are tricky: some coefficients in front of eigenvalues just get multiplied by some constants, while others re-glue in a more elaborate way.

We prove our evolution formulas (Theorem 3.1) in Section 5. The proof relies on the fact that all knots and links in the family we consider are alternating, and on the reconstruction theorem [21, Theorem 4.5] that allows one to completely determine Khovanov polynomial from the Jones polynomial for the alternating knot/link, provided the signature is known. The symmetry breaking in the evolution method is ultimately traced to the jumps in the signature.

Forward references throughout the introduction provide sufficient description of the organization of the paper, so “this paper is organized as follows” paragraph is really unnecessary.
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2. The figure-eight-like knots

We consider the following family of planar diagrams, inspired by the figure-8 knot

\[ \begin{array}{c}
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{figure8knot.png}
\end{array}
\quad \rightarrow \quad
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{modified_figure8knot.png}
\end{array}
\end{array} \]

i.e. we allow arbitrary 2-strand braid to be inserted in place of higher or lower pair of crossings of the figure eight knot. This family was also considered in [22], where it was
called “double braid” family of knots, and where in particular a conjecture was made about explicit form of colored HOMFLY polynomials for this family in any symmetric representation \([r]\).

This family is interesting to consider, since it includes both torus and non-torus knots (so we will not observe something that is specific just to torus case). It is also two-parametric, which allows us to see, how evolutions w.r.t the two braid-winding parameters \(a\) and \(b\) interplay. Moreover, it was instrumental in finding an explicit relation between so-called inclusive and exclusive Racah matrices (see [23]).

Depending on the parity of the braid parameters \(a\) and \(b\), strands are oriented differently (so \(a\)- and \(b\)-braids can be both parallel and antiparallel). Moreover, in case both \(a\) and \(b\) are odd the diagram is a link, so orientations of its two components can be chosen independently.

In what follows we choose a particular orientation of strands with

\[ a \]

\[ b \]

With this choice \(a\) can be arbitrary integer, while \(b\) can only be odd. On the example of the \(a\)-braid we are able to see what happens when we add a single crossing to the diagram. If the representation theory is at all applicable to Khovanov polynomials, then in some sense we must have, that in the \(a\)-braid there is the representation \([1] \otimes [1] = [1, 1] \oplus [2]\) running, while in the \(b\)-braid there is the representation \([1] \otimes [1] = \emptyset \oplus \text{adjoint}\) running. Of course, it would be interesting in future to consider a family of knots that allows to add single crossings to more that one of its braids and see whether this produces some interesting effects.

3. The phase diagram

We find (see Section 5 for a proof) that the space of parameters splits into 4 regions and 2 isolated points
The isolated points are (1, 1) and (−1, −1) and in what follows we will refer to the four regions as UL, UR, LL and LR for upper-left, upper-right, lower-left and lower-right, respectively.

Dependence of Khovanov polynomial on the number of braid windings \(a\) and \(b\) is quite remarkable:

**Theorem 3.1.** In each of the regions UL, UR, LL and LR dependence of the Khovanov polynomial on the braid parameters \(a\) and \(b\) is consistent with the evolution method

\[
K_{\text{UL}}^{b} = \left( (1)^b (tq^2)^b \right) \left( \begin{array}{ccc} M_{1,1} & M_{1,2} & M_{1,3} \\ M_{2,1} & M_{2,2} & M_{2,3} \end{array} \right) \left( \begin{array}{c} q^a \\ (-tq^3)^{-a} \end{array} \right)
\]

but the matrices of coefficients \(M\) are different among the four regions

\[
M_{UL} = \left( \begin{array}{ccc} \frac{q^8 t^3 + q^8 t^3 - q^8 t^2 - q^8 t^1 + q^2 t^1}{(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} & \frac{-q^8 t^2 - q^2 t^1}{(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1)} & 0 \\ \frac{2q^8 t^3 + q^8 t^3 - q^8 t^2 - q^8 t^1 + q^2 t^1}{2(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} & -q^8 t^2 - q^2 t^1 & -q^8 t^2 - q^2 t^1 \\ 0 & \frac{-q^8 t^2 - q^2 t^1}{2(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} & 0 \end{array} \right)
\]

\[
M_{UR} = \left( \begin{array}{ccc} \frac{-q^8 t^4 - q^8 t^3 - q^8 t^2 - 2q^8 t^1 + 2q^8 t^1}{q^8 (q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} & \frac{-q^8 t^4 - q^8 t^3 - q^8 t^2 - 2q^8 t^1 + 2q^8 t^1}{2(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} & \frac{-q^8 t^4 - q^8 t^3 - q^8 t^2 - 2q^8 t^1 + 2q^8 t^1}{2(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} \\ \frac{2q^8 t^4 - q^8 t^3 - q^8 t^2 - 2q^8 t^1 + 2q^8 t^1}{q^8 (q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} & -q^8 t^4 - q^8 t^3 - q^8 t^2 - 2q^8 t^1 + 2q^8 t^1 & \frac{-q^8 t^4 - q^8 t^3 - q^8 t^2 - 2q^8 t^1 + 2q^8 t^1}{2(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} \\ 0 & \frac{-q^8 t^4 - q^8 t^3 - q^8 t^2 - 2q^8 t^1 + 2q^8 t^1}{2(q^2 t^1 - 1)^3 (q^2 t^1 + q^2 t^1 + q^2 t^1 + 1)} & 0 \end{array} \right)
\]

We give a proof of this theorem in Section 5.

The fact that the space of parameters splits into chambers with phase transitions between them is striking by itself, however, evolution formula (3) has another notable feature: there are three eigenvalues for the evolution w.r.t \(a\)-parameter, whereas in the HOMFLY (and Jones) case there were only two. What is the meaning of the third eigenvalue in the relevant \(t\)-deformation of the representation theory (where, naively, from the decomposition \([1] \otimes [1] = [2] \oplus [1, 1]\) one expects two eigenvalues) is an interesting question for future research.

The coefficient in front of extra eigenvalue turns out to be always proportional to \((t + 1)\), so it never contributes to the Jones \((t \rightarrow -1)\) limit.

One immediately sees that some matrix elements in (4) transform quite simply when one goes between the chambers – they are just multiplied by some scalars. Namely, one has the following relations

\[
M_{UR,1,2} = (-t^{-1}) M_{UL,1,2}; \quad M_{UL,1,2} = M_{LR,1,2} = (-t^{-1}) M_{LL,1,2}
\]

\[
M_{UR,2,1} = (-t^{-1}) M_{UL,2,1}; \quad M_{UL,2,1} = M_{LR,2,1} = (-t^{-1}) M_{LL,2,1}
\]

\[
M_{UR,2,3} = q^2 M_{UL,2,3}; \quad M_{UL,2,3} = M_{LR,2,3} = q^2 M_{LL,2,3}
\]

Note that the scalar factor is the same when going from LL-chamber to LR or UL and when going from LR or UL to UR. At the moment we don’t know why is this so and whether it is always so.

On the other hand, coefficients \(M_{1,1}\) and \(M_{2,2}\) transform in a more complicated way. If one plots the (Laurent) polynomials that result from multiplication of the \(M_{1,1}\) matrix elements by \((q^2 t - 1)^2 (q^2 t + q)\) on the \((q, t)\) Newton plane one sees the following picture
(when two points are drawn close to the same integer point that means that they are both at this integer point, just are drawn this way so as not to clash)

One of the possible ways of how different monomials “flow” when one goes from LL-chamber to LR-chamber to UR-chamber is denoted with arrows. It’s interesting that this flow features multiplication by same coefficients $q^2$ and $-t^{-1}$ that appear in phase transition of the less complicated matrix elements $M_{1,2}$, $M_{2,1}$ and $M_{1,3}$. The picture of the Newton plane for the elements $M_{2,2}$ is similar. It is not clear, what is the generic rule of transformation of the matrix elements of the evolution method – one needs to study more complicated families of knots to even make a guess.

Transitions between regions, where evolution is valid, seem to happen when something “essential” happens to the planar diagram as a result of adding/removing a particular crossing.

For instance, when we go from the point $(1, 1)$ to the point $(2, 1)$ the knot goes from two unknots which are not mutually linked to one unknot

and in transition from $(1, 3)$ to $(0, 3)$ Hopf link goes into unknot

it is not at all clear where and when the phase transitions occur in general – one needs to study more examples.
4. Caveats in using KnotTheory package to calculate Khovanov polynomials

Even though the program “Kh” that is included in the “KnotTheory” package for Wolfram Mathematica calculates most Khovanov polynomials very fast and answers are correct, it somehow makes mistakes for the diagrams that contain a small number of crossings.

For instance, it incorrectly calculates Khovanov polynomial of an unknot whose diagram contains just one crossing. Since we are no experts in Java, in which the program is actually written, and cannot debug it, we’ve used a workaround: we inserted an extra two-strand braid in our diagram, that contained alternating positive and negative crossings. Thanks to the second Reidemeister move such planar diagram is equivalent to the original diagram, so the Khovanov polynomial should not change. But it does have more crossings and the “Kh” program does not err on it.

5. Proof

In this section we prove the Theorem 3.1.

First of all, note, that all knots and links in family that we consider are alternating.

Second, for alternating knots and links, there is a theorem ([21, Theorem 4.5]) that allows one to express Khovanov polynomial through the Jones one. For completeness, we reproduce it here.

Theorem 5.1. [21] For an n component oriented nonsplit alternating link L with its components $S_1, \ldots, S_n$ and linking numbers $l_{jk}$ of $S_j$ and $S_k$,

\begin{equation}
Kh(L)(q, t) = q^{-\sigma(L)} \left( (q + q^{-1}) \left( \sum_{E \subset \{2, \ldots, n\}} (tq^2)^{\sum_{j \in E, k \notin E} 2l_{jk}} \right) + \left( q^{-1} + tq^2 \cdot q \right) Kh'(L)(tq^2) \right)
\end{equation}

for some polynomial $Kh'(L)$.

In our case link has at most two components. The signature, depending on the region of the parameter plane, equals

\begin{equation}
\sigma_{UR} = a - 2 \\
\sigma_{UL} = a \\
\sigma_{LR} = a \\
\sigma_{LL} = a + 2
\end{equation}

For even $a$ our diagram is a knot, whereas for odd $a$ it is a two-component link, with the components’ linking number $(b - a)/2$, so, for the sum over subsets $E \subset \{2, \ldots, n\}$ we can write

\begin{equation}
1 + \frac{1}{2} (1 - (-1)^a) (tq^2)^{b-a}
\end{equation}

So, for Khovanov and Jones polynomials in, say, UL region (one needs to adjust the value of the signature for the other regions) we can write

\begin{align}
Kh &= q^{-a} \left( (q + q^{-1}) \left( 1 + \frac{1}{2} (1 - (-1)^a) (tq^2)^{b-a} \right) + \left( q^{-1} + tq^2 \cdot q \right) Kh'(tq^2) \right) \\
J &= q^{-a} \left( (q + q^{-1}) \left( 1 + \frac{1}{2} (1 - (-1)^a) (-q^2)^{b-a} \right) + \left( q^{-1} - q^2 \cdot q \right) J'(-q^2) \right),
\end{align}
where polynomials $K'h'$ and $J'$ are actually equal, so if one considers $J'$ as a function of $q$ one can restore $K'h'$ by substituting $q \rightarrow q\sqrt{t}$.

Now, for the Jones polynomial we can obtain the following evolution on the whole parameter plane (using, for instance, RT-formalism)

$$J_{a=2l, b=2k+1} = (1)^b (-q^2)^b \, N \left( q^{-a} (-q^3)^{-a} \right)$$

Using formula (10) to first express $J'$ through $J$, then $K'h'$ through $J'$ and finally obtain $K'h$ through $a$ and $b$ one can straightforwardly check that, indeed, $K'h$ depends on $a$ and $b$ as in formulas (3) and (4). This completes the proof of the theorem.

6. Conclusion

In this paper we’ve built on the results of [1] by considering what happens to the evolution method for Khovanov polynomial for the simplest non-torus family of knots (see Section 2), that in particular includes two-strand and twist knots.

For this two-parametric family we found a peculiar chamber structure (see Section 3), which generalizes “mirror anomaly” observed in [1]. We also found an unexpected third eigenvalue of the (hypothetical) fundamental $R$-matrix, which drops out in the limit ($t \rightarrow -1$).

At the heart of the proof of our evolution formulas is the theorem [ that relates Khovanov polynomial for any alternating knot to its Jones polynomial. While computer experiments clearly show that evolution method extends beyond alternating knots, new ideas are required to extend the proof, even to the case of 2-strand braid insertion into arbitrary knot.

It is very interesting, what is the relevant generalization of the Reshetikhin-Turaev formalism. It should be capable of describing the observed chamber structure. The abrupt jumps of the evolution coefficients that occur when one goes between the chambers may hint that another deformation (in addition to $q$- and $t$-deformations) is required to smoothen these jumps out and embed the problem into the framework of the usual linear algebra. This indication is in accordance with recent developments of the representation theory of DIM algebra [2], where one more deformation parameter also begs to be introduced.

At the moment it is not clear where exactly does the simple evolution break down. There is only a vague idea that it breaks when “something interesting” happens to the planar diagram – either it goes from being disconnected to being connected, or it untwists in an unusual manner (see Section 3).

Study of more complicated families of knots is needed to clarify the situation. To perform such a study one needs better computer programs that allow to specify families of knots more conveniently (manually working out through all the odd-even cases for parameters and figuring orientations of strands is a bit tedious). We continue to work in this direction.
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