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ABSTRACT

Federated linear regressions have been developed and applied in various domains, where multiparty collaboratively and securely perform optimization algorithms, e.g., Gradient Descent, to learn a set of optimal model weights. However, traditional Gradient-Descent based methods fail to solve problems which contain $\ell_1$ regularization in objective functions, such as lasso regression. In this paper, we present Federated Coordinate Descent, a new distributed scheme called FCD, to address this issue securely under multiparty scenarios. Specifically, through secure aggregation and noise perturbations, our scheme guarantees that: (1) no local information is leaked to other parties, and (2) global model weights are not exposed to cloud servers. The proposed FCD scheme fills the gap between multiparty secure learning and coordinate descent methods, and is applicable for general linear regressions, including linear, ridge, and lasso regressions. Theoretical analyses prove the security guarantees of our scheme against semi-honest attackers. Experimental results on three UCI datasets demonstrate that regressions under our FCD scheme are effective as centralized models. The performance evaluation on synthetic dataset also reveals that our scheme achieves efficient properties on computation cost and communication overhead.

1. Introduction

Linear regression is one of the fundamental models in machine learning. It have been applied to a broad applications, such as decision support systems [50], time series forecasting [26], climate prediction [34], smart grid [35], and signal processing [22], to name a few. Traditional linear regression model usually performs in a centralized way, where data is gathered and processed on a central server. However, centralized linear regression suffers from possible privacy leakage of sensitive data owned by distributed parties [20].

To tackle this issue, distributed linear regression approaches have recently been proposed, in which multiple parties collaboratively learn a global model by sharing a subset of the parameters [60, 59, 13, 24]. Although private local data is not directly exposed, sharing model parameters may also leak sensitive information by insider attackers [23, 39]. In recent years, a new distributed machine learning paradigm was proposed to address such a problem, namely, federated learning. It aims to provide privacy guarantees via security techniques such as secure multiparty computation [4], differential privacy [15], and homomorphic encryption [46]. Thus, several privacy-preserving linear regression approaches [8, 18, 36, 3] have been proposed under the federated learning framework. As an optimization method, the Gradient Descent method is widely applied in multiparty linear regression [39, 52], and multiparty ridge regression with $\ell_2$ regularization [6, 52].

Unfortunately, the original gradient descent method fails to work with least-absolute shrinkage and selection opera-
coordinate descent scheme for three challenges. The first challenge is how to ensure that local private information wouldn’t be leaked to other parties. Second, since the the regression weights are vital and valuable assets belonging to local agents, they are reluctant to leak global model weights to any third parties except local data owners. Thus, how to prevent cloud server(s) from stealing actual model weights in the learning process is another major challenge. Third, we should ensure that the learned global models under multiparty scenarios won’t be affected by security mechanisms (e.g., encryption algorithms, noise perturbations, etc.). Namely, they can achieve good performance as accurately as centralized approaches.

In this paper, we propose a privacy-preserving and secure multiparty scheme called Federated Coordinate Descent (FCD), to simultaneously estimate global models weights and preserve local data privacy. To address the aforementioned challenges, our FCD scheme takes two main security mechanisms: (1) Data are pre-processed locally into some intermediate quantities, which are also encrypted by homomorphic plus operations and then shared to cloud servers for model training, without exposing sensitive local data to other parties; (2) Two noise perturbation techniques are devised to selected essential intermediate quantities for protecting the actual cloud-trained global weights from leakage to third parties, i.e., cloud evaluator and cryptographic service provider. We guarantee that the noise perturbations can be eliminated when inaccurate weights returned to local data owners, and finally they can derive global model weights with high accuracy performance. In addition, we successfully apply the FCD scheme to three regression models: linear regression, ridge regression, and lasso regression with $L_1$ regularization. Finally, to evaluate the performance of our proposed FCD scheme in regression tasks, we take extensive studies in experiments on several UCI and synthetic datasets. The experimental results demonstrate that our FCD scheme has good performance, both in efficiency and effectiveness. The main contributions achieved are as follows.

- To the best of our knowledge, we are the first to propose a federated coordinate descent scheme for linear regression, ridge regression, and especially for lasso regression to address the underivative of $L_1$ regularization.

- We design specific secure aggregation and perturbation techniques to simultaneously solve security issues in the multiparty regressions for both local data and global model weights.

- We theoretically prove the security and usability of the proposed FCD scheme, i.e., it achieves high regression performance while preserving privacy from any other third parties. Experimental results show good performance of our scheme both on effectiveness and efficiency.

The rest of this paper is organized as follows. Section 2 briefly introduces related work. Section 3 reviews the coordinate descent method along with linear, ridge, lasso regression, and Paillier encryption as preliminaries. Section 4 proposes the outline and key solution of the FCD scheme. Section 5 introduces the content of the FCD scheme in detail based on Section 4, and carries out some security analyses. Section 6 reports the experimental results of the performance and security evaluation of the FCD scheme. Section 7 concludes the paper.

2. Related Work

In this section, we give a brief review of related work on: (1) distributed computing on optimization approaches; and (2) privacy preservation for multiparty linear regressions.

2.1. Distributed Computing on Optimization Approaches

Most machine learning models have formed an objective function to determine the best model parameters. To solve objective functions, several optimization approaches, including both convex and non-convex optimizations, have been adopted such as Gradient Descent [5], ADMM [16], Coordinate Descent [54], RMSprop [40], Adagrad [40], Adam [32], Newton and quasi-Newton method [11], etc. To run these optimizations on multiple machines or parties, existing distributed computing approaches to optimizations can be classified into two categories for the learning purpose: parallel learning and federated learning.

Parallel learning aims to perform high-throughput algorithm for optimization approaches on parallel computing clusters. The most critical research on parallel learning is to parallelize Gradient Descent [68, 51, 56, 19] for its widespread adoptions on machine learning tasks. Based on these researches, many high-level machine learning models can be transferred to the distributed learning paradigms, for example, distributed ridge regression [48], distributed multi-task learning [57], distributed tensor decomposition [21], and distributed deep learning [1]. However, parallel learning assumes that data is centralized in one party, which has multiple computing devices. Nowadays, in many areas, data is usually collected by multiparty, who are unwilling to share their data with a centralized party for privacy concerns. Directly applying parallel learning to multiparties as computing clusters is intractable for the possible privacy leakage of sensitive data stored in each party.

To address the privacy issues of multiparty machine learning, the concept of federated learning [58] is proposed to provide strong privacy guarantees via many security techniques, such as secure multiparty computation [4], differential privacy [15], and homomorphic encryption [46]. In recent years, there is an extensive literature on federated learning with different optimization problems. One of the popular studies is to solve the distributed privacy-preserving Gradient Descent [10, 44, 9]. Jayaram et al. [27] designed a secure federated Gradient Descent technique to train machine learning or deep learning models collaboratively. Wu et al. [55] proposed a federated Stochastic Gradient Descent-
based optimization for learning over multiparty under malicious Byzantine attack assumption. Tan et al. [49] proposed distributed privacy-preserving Gradient Descent schemes on horizontally and vertically partitioned data. ADMM is another kind of thriving optimization method, which has been studied for distributed and private learning in many literatures [61, 62, 63, 12, 25, 64].

Coordinate descent is also a very straightforward and significant method in convex optimization. To the best of our knowledge, most distributed Coordinate Descent approaches are designed for communication efficient parallel computing [41, 42, 45, 37, 65]. Undoubtedly, there still exists a substantial lack of studying privacy-preserving Coordinate Descent in multiparty scenarios. In this paper, we focus on federated multiparty Coordinate Descent, which addresses the possible privacy and security issues.

2.2. Privacy Preservation for Multiparty Linear Regression

Linear regression is a fundamental model in machine learning and has many applications. Developing distributed and privacy-preserving linear regression approaches has recently received significant attention.

Until now, many efforts on distributed linear regression are to combine multiple parties collaboratively to learn a global model by sharing a subset of the parameters [60, 59, 13, 24]. However, sharing local parameters may also leak sensitive information [23, 39]. As a result, several privacy-preserving linear regression approaches have been proposed under the federated Gradient Descent method [39, 52, 6]. Indeed, federated Gradient Descent is applicable for ordinary multiparty linear regression without any regularizations [39, 52], or multiparty ridge regression with \( L_2 \) regularization [6, 52].

However, the original Gradient Descent method is limited to Lasso regression, which has a crucial role in many domains such as cancer research [31], Alzheimer’s disease modeling [33], and gene expression [29]. This is because the optimization objective function of lasso regression includes both \( L_1 \) and \( L_2 \) regularizations. To achieve privacy-preserving multiparty lasso regression, Bazerque et al. [2] developed a distributed algorithm by reformulating the objective of lasso into a separable form, which can be minimized by ADMM. Zhao et al. [66] proposed pSCOPE, a method for distributed sparse learning with \( L_1 \) regularization. However, these studies haven’t provided sufficient security guarantees and mainly focus on distributed learning for efficiency. Zheng et al. [67] devised Helen, a system that uses partially homomorphic encryption and zero-knowledge proof to guarantee secure ADMM implementation. But the computation cost of zero-knowledge proof is very high. Egmond et al. [17] proposed a secure multiparty Lasso regression approach with the Proximal Gradient Descent algorithm, but it is applied only in the two-party scenario.

Coordinate descent [54] is a general method for solving lasso regression with \( L_1 \) regularization. But to the best our knowledge, it has not been explored extensively for privacy-preserving linear regression and lasso regression in multiparty scenarios. Kesteren et al. [30] proposed a privacy-preserving protocol for generalized linear models using distributed Block Coordinate Descent, sharing a set of parameters. However, it is designed only for vertically partitioned data and provides few security techniques for privacy guarantee. In this paper, we draw on the theory of the Federated Coordinate Descent approach, in which data is horizontally partitioned and distributed among multiparty. We aim to achieve privacy-preserving multiparty regression, including linear, ridge, and lasso regressions.

3. Preliminary

In this section, we briefly illustrate the relevant preliminaries required for this paper, including the coordinate descent method, linear regression and pailler homomorphic encryption algorithm.

3.1. Coordinate Descent

Coordinate Descent is a classical optimization algorithm. The main idea of Coordinate Descent is to minimize only along one axis direction in each iteration, while the values in other axes are fixed, and thus making the multivariate optimization problem into a univariate optimization problem. Unlike the gradient descent method, it searches along a single-dimensional direction each time. After a number of iterations in which a minimum value in the current dimension is obtained, it finally converges to the optimal solution. Given the objective function \( f(w) \) where \( w = (w_0, w_1, \ldots, w_n) \in \mathbb{R}^{n+1} \) is a vector, the coordinate descent method is performed by

\[
\begin{align*}
\hat{w}_0^{(t)} &= \arg\min_{w_0} f(w_0, w_1^{(t-1)}, w_2^{(t-1)}, \ldots, w_n^{(t-1)}), \\
\hat{w}_1^{(t)} &= \arg\min_{w_1} f(w_0^{(t)}, w_1, w_2^{(t-1)}, \ldots, w_n^{(t-1)}), \\
& \quad \ldots \\
\hat{w}_n^{(t)} &= \arg\min_{w_n} f(w_0^{(t)}, w_1^{(t)}, w_2^{(t)}, \ldots, w_{n-1}^{(t)}, w_n),
\end{align*}
\]

where \( t \) indicates the current iteration. Note that the search of the minimum value in each dimension of \( w \) during the iterations (\( t \)) is conducted by the results of the previous iteration (\( t-1 \)) until convergence.

3.2. Linear Regression

Given a dataset \( D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\} \) with \( m \) samples, where \( x_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \) is a \( n \)-dimensional vector and \( y_i \) is the corresponding target value, the aim of linear regression is to learn a vector of optimal regression coefficients \( \mathbf{w} = \{w_0, w_1, \ldots, w_n\} \) to fit the dataset \( D \). The hypothesis function of linear regression model is \( h_{\mathbf{w}}(x_i) = \mathbf{w} \cdot \mathbf{x}_i \), where we rewrite the input vector as \( \mathbf{x}_i = (x_{i0}, x_{i1}, x_{i2}, \ldots, x_{in}) \) to match the dimension of \( \mathbf{w} \) since \( x_{i0} = 1 \). The sum of
squared error is used as the cost function to obtain the optimal solution, i.e.,
\[
    f(w) = \sum_{i=1}^{m} (y_i - w \cdot x_i)^2 = \sum_{i=1}^{m} (y_i - \sum_{j=0}^{n} x_{ij} w_j)^2
\].

Instead of gradient descent to optimize the cost function, we adopt the coordinate descent method to find the optimal \(w\) by (1). To solve the argmin objective function, the partial derivative of \(f(w)\) over \(w_k\) is computed by
\[
    \frac{\partial f(w)}{\partial w_k} = -2P_k + 2Z_k w_k, \quad k = 0, \ldots, n,
\]
where
\[
P_k = \sum_{i=1}^{m} x_{ik} (y_i - \sum_{j=0, j \neq k}^{n} x_{ij} w_j).
\]
and
\[
Z_k = \sum_{i=1}^{m} x_{ik}^2.
\]

Let \(\frac{\partial f(w)}{\partial w_k} = 0\), and we get
\[
w_k^* = \arg\min_{w_k} f(w) = P_k / Z_k, \quad k = 0, \ldots, n. \tag{4}
\]

By running (1) using solution (4) iteratively until convergence, we finally derive the optimal regression weights.

### 3.3. Ridge Regression

Ridge regression is one of the most significant transformations of linear regression. Compared to linear regression, ridge regression regularizes the weights using a quadratic penalty to avoid the problem of possible overfitting, and thus improves prediction accuracy. By introducing an \(L_2\) regularization term, the cost function of ridge regression is
\[
f(w) = \sum_{i=1}^{m} (y_i - w \cdot x_i)^2 + \lambda \sum_{j=0}^{n} w_j^2,
\]
where \(\lambda\) is a parameter controlling the regularization effect.

To perform coordinate descent by (1), we compute the partial derivatives as
\[
    \frac{\partial f(w)}{\partial w_k} = -2P_k + 2Z_k w_k + 2\lambda w_k
\]
where \(P_k\) and \(Z_k\) are defined by (2) and (3). Let \(\frac{\partial f(w)}{\partial w_k} = 0\), and we get
\[
w_k^* = \frac{P_k}{Z_k + \lambda}, \quad k = 0, \ldots, n. \tag{5}
\]
The optimal regression weights can also be solved by the coordinate descent method combining (1) and (5).

### 3.4. Lasso Regression

Lasso regression is a popular model for parameter learning and variable selection in linear regression problems. It is well-suited for the sparse scenario where most weights in \(w\) shrink to zero. Different from ridge regression, lasso uses the penalty of \(L_1\) regularization, which is defined as the sum of absolute values of weights. The cost function of the lasso is formalized as
\[
f(w) = \sum_{i=1}^{m} (y_i - w \cdot x_i)^2 + \lambda \sum_{j=0}^{n} |w_j|.
\]

Since the \(L_1\) regularization term of \(f(w)\) is non-differentiable, we use the sub-gradient instead of the gradient to get
\[
    \frac{\partial f(w)}{\partial w_k} = \begin{cases} 2Z_k w_k - 2P_k - \lambda & w_k < 0 \\ -2P_k - \lambda & w_k = 0 \\ 2Z_k w_k - 2P_k + \lambda & w_k > 0 \end{cases}
\]

Let \(\frac{\partial f(w)}{\partial w_k} = 0\), and we get
\[
w_k^* = \begin{cases} (P_k + \lambda/2) / Z_k & P_k < -\lambda/2 \\ 0 & -\lambda/2 \leq P_k \leq \lambda/2 \\ (P_k - \lambda/2) / Z_k & P_k > \lambda/2 \end{cases} \tag{6}
\]

Finally, the optimal regression weights are obtained by performing the coordinate descent method via (1) and (6).

### 3.5. Paillier Encryption

Paillier encryption is a probabilistic public key encryption algorithm proposed by Pascal Paillier [43] in 1999, which is based on the difficult problem of compound residual class. It is a widespread realization of homomorphic encryption satisfying homomorphic plus operation and homomorphic scalar multiplication, and has been widely used in cryptographic signal processing and federated learning. The main functions of the Paillier cryptosystem are as follows.

**Key Generation:**

1. First, select two large prime numbers \(p\) and \(q\) of the same length randomly, and make them satisfy \(\text{gcd}(pq, (p-1)(q-1)) = 1\), where \(\text{gcd}()\) means the greatest common divisor.
2. Compute \(N = pq\) and \(\lambda = \text{lcm}(p-1, q-1)\), where \(\text{lcm}()\) denotes the minimum common multiple and \(|N|\) denotes the bit length of \(N\).
3. Randomly selects an integer \(g\) from the integer set \(\mathbb{Z}_N^*\).
4. Define the function \(L\): \(L(x) = \frac{x-1}{N}\), simultaneously calculate \(\mu = (L(g^4 \mod N^2))^{-1} \mod N\), and define the public key as \((N, g, \lambda, \mu)\).

**Homomorphic plus:** For ciphertext \(c_1 = E[m_1]\) and \(c_2 = E[m_2]\), we define the ciphertext homomorphic plus operation as \(c_1 \oplus c_2 = E[m_1 + m_2]\).

**Homomorphic scalar multiplication:** For ciphertext \(c_1 = E[m_1]\) and scalar \(a\), we define the ciphertext homomorphic multiplication operation as \(a \otimes c_1 = a \otimes E[m_1] = E(a \cdot m_1)\).
4. Scheme Overview

In this section, we first introduce the architecture and design goals of our multiparty linear regression system. Then, we present the threat model, the key ideas, and the security goals of our FCD scheme.

4.1. Multiparty Linear Regression System

In this paper, we build a multiparty linear regression system. Given a dataset \( D = \{ (x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m) \} \) with \( m \) samples, where \( x_i = (x_{i1}, x_{i2}, \ldots, x_{in}) \in \mathbb{R}^n \) and \( y_i \) is the corresponding target value. Suppose the samples are distributed in \( M \) parties and the number of samples in party \( l \) is \( m_l \). Thus, we get \( \sum_{l=1}^{M} m_l = m \). The goal of these parties is to collaboratively learn a linear regression model \( h_w(x) = w \cdot x \), such that the samples in \( D \) are best fitted.

To meet the privacy requirements, our system mainly consists of three components: local data owner (DO), cloud server for global training and evaluation (Evaluator), and cryptographic service provider (CSP), as shown in Fig. 1.

DO is the owner of the local data, and we use \( DO_l \) to denote the \( l \)-th local data owner (\( l = 1 \ldots M \)). It is responsible for \( DO_l \) to load and pre-process data from the local database (\( DB_l \)). To prevent information leakage, \( DO_l \) encrypts the some intermediate quantities with the public key obtained from the CSP, and sends them to the Evaluator for global training.

CSP is a cryptographic service provider that generates the key and the random number at system startup. As shown in Fig. 1, the CSP keeps the generated private keys and distributes the public keys or random numbers to the Evaluator and each DO. During the aggregation and evaluation phase, it is responsible for the CSP to decrypt ciphertext and do some auxiliary computation operations.

Evaluator is the cloud server for global training based on all encrypted intermediate quantities. To perform the coordinate descent algorithm on them, Evaluator combines the CSP to finish the training process collaboratively.

The goals of our system are shown as follows.

1. DO, CSP, and Evaluator work together, and eventually, all DOs obtain the same global regression model weights with high performance.
2. DO’s data and sensitive local information would not leak to other parties, i.e., CSP and Evaluator.
3. Neither CSP nor Evaluator can identify accurate weights of the global regression model, because the weights are also private for DOs.

4.2. Threat Model

In our multiparty linear regression system, we consider DO, CSP, and Evaluator to be semi-honest-but-curious. Specifically, DO honestly performs local computation and encryption, but it is curious about other DOs’ local data privacy. CSP and Evaluator perform calculations and interactions strictly according to our training scheme, but they are also curious about the local data information of DOs and trying to infer any information about model parameters.

We also assume that there is no collusion between Evaluator and CSP. This is because once CSP colludes with Evaluator, the private key and sensitive information of the global regression weights would be leaked.

4.3. Key Idea of Our FCD Scheme

We aim to perform the coordinate descent method (see Eq. (1)) in a federated way. To achieve the security goal under our threat model, the basic principle of our scheme is to send encrypts of some intermediate quantities from each DO. Then, the Evaluator can get the specific aggregated intermediate quantities with the help of CSP, and continue to finish training on these quantities.

From Eq. (4), (5), (6), we can see that the key to perform the coordinate descent method for Evaluator is to compute \( P_k \) and \( Z_k \) in a secure manner, because these two quantities need to collect data from each DO. We transform \( P_k \) from Eq. (2) to the following:

\[
P_k = Q_k - \sum_{j=0}^{n} S_{kj} w_j, \tag{7}
\]

where \( Q_k = \sum_{i=1}^{M} q_{ki}^{(l)} \) and \( S_{kj} = \sum_{i=1}^{M} s_{kj}^{(l)} \) are aggregation of \( q_{ki}^{(l)} \) and \( s_{kj}^{(l)} \) from all DOs. For the \( l \)-th DO, \( q_{ki}^{(l)} \) and \( s_{kj}^{(l)} \) are defined as follows:

\[
q_{ki}^{(l)} = \sum_{i=1}^{m_l} x_{ik} y_i, \tag{8}
\]

and

\[
s_{kj}^{(l)} = \begin{cases} 0 & k = j \vspace{1pt} \\ \sum_{i=1}^{m_l} x_{ij} x_{ik} & k \neq j \end{cases}. \tag{9}
\]

Similarly, for \( Z_k \) in Eq. (3), we can also transform it into \( Z_k = \sum_{i=1}^{M} z_{ki}^{(l)} \) by the definition of

\[
z_{ki}^{(l)} = \sum_{i=1}^{m_l} x_{ik}^2. \tag{10}
\]
Therefore, we can clearly see that DO does not need to upload local sensitive data for global model training, but computes \(q_k^{(l)}, s_k^{(l)}, \text{ and } r_k^{(l)}\) locally. To enhance the strength of data security, we use homomorphic encryption on these quantities and then upload them to the cloud \textit{Evaluator}. Then, the \textit{Evaluator} performs homomorphic plus operation under the ciphertext, and obtains the global aggregation quantities \(P_k\) and \(Z_k\) from CSP via decryption operation. Finally, the \textit{Evaluator} runs coordinate descent algorithm to learn the global weights \(w\). In this process, due to the mechanism of homomorphic encryption, the \textit{Evaluator} only gets a set of encrypted and aggregated intermediate quantities, which cannot be inferred any sensitive information about the local data.

### 4.4. Protection of the Global Weights

While the local private data is protected via homomorphic encryption and aggregation, it is also essential to protect the global model weights that may be learned by \textit{Evaluator} and CSP.

Therefore, we consider adding two perturbations in the training process of our FCD scheme. Firstly, in each iteration \(t\) of coordinate descent, we use a small noise \(r_k\) to ensure that the weight \(w_k\) will not be leaked to the \textit{Evaluator}. Our objective is:

\[
\hat{w}_k = w_k + r_k, \quad k = 0, \ldots, n, \tag{11}
\]

where \(\hat{w}_k\) is the weight the \textit{Evaluator} can derive. Note that \(r_k\) is added on an intermediate term when CSP returns decrypted quantities to the \textit{Evaluator}. We demonstrate the detailed information in 5.4.3. We guarantee that during the aggregation and training phases, \textit{Evaluator} can only derive \(\hat{w}_k\), which is not the actual model weight. But DOs can get the actual weight by \(w_k = \hat{w}_k - r_k\).

Second, when CSP decrypts the intermediate quantities such as \(P_k\) and \(Z_k\), it can also infer the actual model weights by performing the coordinate descent method via (1) and (6). To prevent weights leakage on CSP, \textit{Evaluator} generates a set of random numbers \(\xi_{kj}, k, j = 0, \ldots, n\). Then, it executes the paillier homomorphic scalar multiplication algorithm on \(\xi_{kj}\) and the aggregated encryption \(E[S_{kj}]\). Since CSP couldn’t get the actual intermediate quantities, it would fail to infer the actual model weights. The detailed information is introduced in 5.4.2 and 5.5.

### 5. Scheme Details

In this section, we briefly illustrate the main phases of our FCD scheme. Next, we describe the details of each phase and provide proof for the correctness of the scheme.

#### 5.1. Phases of the FCD Scheme

The training process of the proposed FCD scheme is shown in Fig. 2. Our scheme consists of four phases: key generation, local computation and encryption, aggregation and calculation, and regression model training. We give brief introductions as follows.

1. **Key Generation Phase**: CSP generates keys and a set of random numbers \(r_k(k = 0, \ldots, n)\). Then, the public key is distributed to the \textit{Evaluator} and all DOs. The random numbers are also distributed to each DO.

2. **Local Computation and Encryption Phase**: Each DO executes the computation and encryption algorithm on the local private data, and then sends the encrypted intermediate quantities to the \textit{Evaluator}.

3. **Aggregation and Calculation Phase**: The \textit{Evaluator} aggregates the received intermediate quantities under ciphertext from each DO. Before sending them to the CSP for decryption, the \textit{Evaluator} adds noises into the aggregations to avoid weights inference on the CSP. Then it sends perturbated aggregations to the CSP. Finally, the CSP decrypts the aggregations and sends the results back to the \textit{Evaluator}.
Global Regression Model Training Phase: The Evaluator uses the decrypted aggregations sent back from the CSP to train the global regression model, and distributes the model weights with noise back to all DOs. Finally, DO gets the final global model weights via a simple noise elimination.

5.2. Key Generation Phase
Initially, CSP executes the key generation algorithm as:
\[ \text{KeyGen}(K) \rightarrow (p_k, s_k), \]
where \( K \) is the key length, \( p_k \) and \( s_k \) are the generated public key and private key, respectively. Then CSP distributes \( p_k \) to the Evaluator and all DOs. According to the number of features, the CSP generates \( n+1 \) random numbers to form a vector \( r = (r_0, r_1, \cdots, r_n) \), and sends \( r \) to all DOs.

5.3. Local Computation and Encryption Phase

5.3.1. Intermediate Quantities Computation
According to Eq. (8), (9), (10), for the \( l \)-th DO, \( q^{(l)}_k, s^{(l)}_j, z^{(l)}_k \) are the quantities to be locally calculated. Besides those quantities, another critical quantity needs to be calculated before encryption.

To protect the global model weights, the initial weight \( w_k \) is added by the noise number \( r_j \) to be a perturbed weight \( \hat{w}_k \) as shown in Eq. (11). Substitute \( \hat{w}_k \) into Eq. (7), we can get
\[
P_k = Q_k - \sum_{j=0}^{n} S_{kj} \hat{w}_j - \Delta R_k, \tag{12}
\]
where
\[
\Delta R_k = \sum_{j=0}^{n} S_{kj} r_j = \sum_{j=0}^{n} \sum_{l=1}^{M} s^{(l)}_{kj} r_j = \sum_{l=1}^{M} \sum_{j=0}^{n} s^{(l)}_{kj} r_j.
\]

We denote
\[
\Delta r^{(l)}_k = \sum_{j=0}^{n} s^{(l)}_{kj} r_j, \tag{13}
\]
and then \( \Delta R_k = \sum_{l=1}^{M} \Delta r^{(l)}_k \), which can be factorized and calculated by each DO.

Hence \( \Delta r^{(l)}_k \) (\( k = 0, \cdots, n \)) are also quantities to be calculated for each DO. Note that if the Evaluator uses \( P_k \) in Eq. (12) to perform the coordinate descent algorithm in (1), it is straightforward to see that the Evaluator will finally derive \( \hat{w}_k \) instead of \( w_k \). This is one of our objectives to protect model weights.

5.3.2. Encryption of Intermediate Quantities
After finishing the computation of \( q^{(l)}_k, s^{(l)}_j, z^{(l)}_k, \Delta r^{(l)}_k \), DO executes paillier encryption on them using the public key pk. For each \( k, j = 0, \cdots, n \), we have
\[
E[q^{(l)}_k] = \text{Encrypt} \left( p_k, q^{(l)}_k \right),
\]
\[
E[s^{(l)}_j] = \text{Encrypt} \left( p_k, s^{(l)}_j \right),
\]
\[
E[z^{(l)}_k] = \text{Encrypt} \left( p_k, z^{(l)}_k \right),
\]
\[
E[\Delta r^{(l)}_k] = \text{Encrypt} \left( p_k, \Delta r^{(l)}_k \right). \tag{14}
\]

Then, these encrypted quantities as well as \( \hat{w}_k \) are sent together to the Evaluator for data aggregation and global model training.

5.4. Aggregation and Calculation Phase

5.4.1. Data Aggregation in the Evaluator
After receiving the encrypted quantities from all DOs, the Evaluator executes aggregation using the additive homomorphic operation ‘\( \oplus \)’ of the paillier algorithm as:
\[
E[Q_k] = E[q^{(1)}_k] \oplus \cdots \oplus E[q^{(M)}_k],
\]
\[
E[S_{kj}] = E[s^{(1)}_j] \oplus \cdots \oplus E[s^{(M)}_j],
\]
\[
E[Z_k] = E[z^{(1)}_k] \oplus \cdots \oplus E[z^{(M)}_k],
\]
\[
E[\Delta R_k] = E[\Delta r^{(1)}_k] \oplus \cdots \oplus E[\Delta r^{(M)}_k]. \tag{15}
\]
To this end, the Evaluator derives the encrypted and aggregated intermediate quantities, which help run the coordinate descent algorithm. Next, the Evaluator will send them to the CSP for decryption.

5.4.2. Perturbation in the Evaluator
However, directly transmitting the aggregated intermediate quantities will lead to model weight leakage in the CSP.

Definition 1 (Weight Stolen Attack 1). If \( E[Q_k], E[S_{kj}], E[Z_k] \) and \( E[\Delta R_k] \) are sent to the CSP, it can calculate the actual value of \( P_k \) in Eq. (7). Therefore, after generating a random set of initial weights \( w_k \) (\( k = 0, \cdots, n \)), the CSP can obtain the final model weights by executing the coordinate descent algorithm individually.

To prevent the model stolen attack in the CSP, we devise to add perturbations on one of the encrypted and aggregated intermediate quantities, i.e., \( E[S_{kj}] \). The Evaluator firstly generates a set of random number \( \xi_{kj} \) (\( k, j = 0, \cdots, n \)), and then executes the paillier homomorphic scalar multiplication operations ‘\( \otimes \)’ on \( \xi_{kj} \) and \( E[S_{kj}] \) as
\[
E[S'_{kj}] = E[S_{kj}] \otimes \xi_{kj}, \quad (k, j = 0, \cdots, n), \tag{16}
\]
where \( S'_{kj} \) is the noisy form of \( S_{kj} \). After completing the perturbations by Evaluator, it sends \( E[Q_k], E[S'_{kj}], E[Z_k], E[\Delta R_k] \) to the CSP for decryption.
5.4.3. Decryption and Perturbation in the CSP

When receiving all the aggregated encrypted quantities from the Evaluator, the CSP performs the paillier decryption algorithm via private key as:

\[ Q_k \leftarrow \text{Dec. Pai}(E[Q_k]), \]
\[ S'_{kj} \leftarrow \text{Dec. Pai}(E[S'_{kj}]), \]
\[ Z_k \leftarrow \text{Dec. Pai}(E[Z_k]), \]
\[ \Delta R_k \leftarrow \text{Dec. Pai}(E[\Delta R_k]). \]

Note that the CSP couldn’t infer the actual model weights because of \( S'_{kj} \), and we give a proof in subsection 5.6.2.

After decryption, the CSP cannot send these intermediate quantities back to the Evaluator directly. The reason is the same as mentioned in subsection 5.4.2, and we give the following definition.

Definition 2 (Weight Stolen Attack 2). If the Evaluator receives all the decrypted intermediate quantities, i.e., \( Q_k, S'_{kj}, Z_k, \Delta R_k \), it can also infer the global model weights.

To prevent the model weight leakage, we devise to add perturbations to \( Q_k \) and \( \Delta R_k \) in the CSP before sending them back to the Evaluator. For each \( k, j = 0, \ldots, n \), we set

\[ Q'_k = Q_k + 2 \Delta R_k, \]
\[ \Delta R'_{kj} = \Delta R_k - Z_k r_k. \]

Note that the noise \( r_k \) is the same as the CSP distributed to each DO, and \( r_k \) is unknown to the Evaluator.

Finally, the CSP sends the decrypted \( S'_{kj}, Z_k \), and the perturbed \( Q'_k, \Delta R'_{kj} \) to the Evaluator for training the global regression model. Let \( \text{Dec. Pai} \) denote the decryption function. The decryption and perturbation processes are illustrated in algorithm 1.

5.5. Global Regression Model Training Phase

After receiving the decrypted data \( Q'_k, S'_{kj}, Z_k, \) and \( \Delta R'_{kj} \) from the CSP, the Evaluator firstly eliminates the added noise to derive \( S_k \) according to Eq. (16). Then, by using \( Q'_k, S_{kj}, Z_k, \) and \( \Delta R'_{kj} \), the Evaluator performs the training process in (1). In each step, the optimal weight can be computed by (4), (5), and (6) for linear, ridge, and lasso regression, respectively.

The Evaluator can finally derive \( \hat{w}_k = w_k + r_k \), since \( Q'_k \) and \( \Delta R'_{kj} \) are perturbed by the CSP. We give the following theorem:

Theorem 1. Given \( Q'_k, S_{kj}, Z_k, \Delta R'_{kj} \) and initial weight \( \hat{w}_k \), suppose \( w^*_k \) is the optimal true weight, the Evaluator can derive optimal model weights \( \hat{w}^*_k = w^*_k + r_k \) by coordinate decent method.

Proof. Let \( P'_k \) be the perturbed \( P_k \). According to Eq. (12) and (17), for each \( k = 0, \ldots, n \), we have

\[ P'_k = Q'_k - \sum_{j=0}^{n} S_{kj} \hat{w}_j - \Delta R'_{kj}, \]
\[ = Q_k + 2 \Delta R_k - \sum_{j=0}^{n} S_{kj}(w^*_j + r_j) - (\Delta R_k - Z_k r_k), \]
\[ = P_k + Z_k r_k. \]

Taking lasso regression as example, the optimal results in each step is illustrated by Eq. (6), and thus we have:

\[ \hat{w}^*_k = \frac{P'_k + \lambda/2}{Z_k} = \frac{P_k + Z_k r_k + \lambda/2}{Z_k} = w^*_k + r_k. \]

After a number of iterations when the solution of the coordinate descent method converges, the Evaluator sends the final optimal model weight \( \hat{w}^*_k \) to all DOs. Then each DO performs the denoising operation locally via \( w^*_k = \hat{w}^*_k - r_k \), \( k = 0, \ldots, n \), and finally obtains the global true regression model weights.

5.6. Security Analysis

There are three goals introduced in section 4.1. The first goal is to ensure each DO deriving effective model weights, and has been addressed. In this subsection, we analyze the other two goals regarding the security of our FCD scheme. We conduct security analyses in view of the DO, the CSP, and the Evaluator, under the semi-honest-but-curious threat model given in section 4.4.

5.6.1. Protection of DO’s Private Data

DO’s private data will not be leaked to other parties, i.e., CSP and Evaluator. Firstly, under the architecture of our FCD scheme, DO’s private data is not transmitted to other parties. They only share some encrypted intermediate quantities to the CSP, e.g., \( E[Q_k], E[S_{kj}], E[Z_k], E[\Delta R_k] \). Since the CSP doesn’t possess the sk, they have no access to these quantities. Secondly, both CSP and Evaluator can derive the plaintext of aggregations of some intermediate quantities (with noise), i.e., \( Q_k, S_{kj}, Z_k, \) and \( \Delta R_k \). But it is easy to see that they couldn’t infer any private information or data from these quantities. To this end, DO’s private data is effectively protected under our scheme.
5.6.2. Protection on the Model Weights

Another essential security goal of our scheme is to guarantee accurate model weight private to both CSP and Evaluator. From Theorem 1 we can see that the Evaluator can only derive the optimal model weight \( \hat{\omega}^* = \omega^* + r \), which is inaccurate for each dimension \( k = 0, \ldots, n \). The gap between actual optimal weight and inferred weight is \( r \). For CSP, we give the following theorem.

**Theorem 2.** Given \( Q_k, S_k, Z_k \) and \( \Delta R_k \), suppose \( \omega^*_k \) and \( \hat{\omega}^*_k \) are the optimal actual weight and the inferred weight by CSP. Let \( |1 - \hat{\varepsilon}_{ij}| \geq \varepsilon \) where \( \varepsilon > 0 \) is an error bound. We have

\[
|\hat{\omega}^*_k - \omega^*_k| \geq \varepsilon \sum_{j=0}^{n} |S_{kj}w_j / Z_k|.
\]

**Proof.** We take lasso regression as example. According to Eq. (16) we have \( S_{kj} = S_{kj} \cdot \hat{\varepsilon}_{kj} \). Combining the optimal weight illustrated by Eq. (6) and Eq. (12), we have

\[
|\hat{\omega}^*_k - \omega^*_k| = \left| \sum_{j=0}^{n} (S_{kj} - S_{kj}^*)w_j / Z_k \right| = \left| \sum_{j=0}^{n} (1 - \hat{\varepsilon}_{kj})S_{kj}w_j / Z_k \right| \geq \varepsilon \sum_{j=0}^{n} |S_{kj}w_j / Z_k|.
\]

From Theorem 2, we can see that the lower bound of the difference between the optimal actual weight \( \omega^*_k \) and the inferred weight \( \hat{\omega}^*_k \) is \( \varepsilon \sum_{j=0}^{n} |S_{kj}w_j / Z_k| \) for each dimension \( k = 0, \ldots, n \). As a result, the CSP cannot obtain or infer the accurate global regression model weights.

6. Experimental Settings

In this section, we conduct experiments and analyses on our FCD scheme in terms of accuracy, perturbations, computation cost, and communication overhead, respectively.

6.1. Experimental Settings

**Datasets.** Three public datasets from the UCI repository [14] and a synthetic dataset are used in this paper to test the performance of our FCD scheme.

- UCI public datasets. We adopt the Boston House dataset (BHD), the Abalone dataset (AD), and the Diabetes dataset (DD) from the UCI machine learning database.
- Synthetic dataset. We generate a synthetic dataset with \( n \) features and \( m \) samples. Both the inputs and the outputs of generated samples follow the standard multivariate normal distribution \( \mathcal{N}(0, I) \). We vary the number of features and samples to test the computation cost of linear regressions under the FCD schemes.

**Baseline.** To test the effectiveness of our scheme, we perform three kinds of regressions under FCD, i.e., linear, ridge, and lasso regression, denoted by FCD-Linear, FCD-Ridge, and FCD-Lasso, respectively. For comparison, we also perform these regressions under the Centralized Training Linear Regression scheme with gradient descent algorithm, and we use CTLR-Linear, CTLR-Ridge, and CTLR-Lasso to denote them.

To test the computation overheads, we compare our regression models in our FCD scheme with PrivFL, a federated learning scheme [38]. PrivFL is an existing federated learning scheme based on a single cloud model. However, PrivFL trains regression models using the gradient descent method, and thus only supports linear and ridge regressions. Since our scheme support lasso regression, we only use PrivFL-Linear and PrivFL-Ridge to denote the regressions trained under the PrivFL scheme, respectively.

**Other settings.** We ran our experiments using Python 3.7 on a PC equipped with a 2.30-GHz Intel Core i7-10510U CPU, 8-GB of RAM, and Windows 10 system.

In the paillier encryption system, the key space is in the integer field based on \( Z_N \). Considering that the data before encryption is in float64 units, it is necessary to perform encoding and decoding operations. Then it can execute the encryption and decryption algorithm for floating-point numbers. Suppose \( a \) is the data to be encrypted in float64, we perform the operation \( A = a \times c \) and encode \( a \) to an integer, and then execute the encryption algorithm. Meanwhile, we make the positive floating-point number encoding range \([0, N/2]\) and the negative floating-point number range \([-N/2, n)\) \((N \) is denoted as \( N = p \cdot q \) in 3.5). Similarly, after decrypting to plaintext \( A \), it is necessary to set \( a = A/c \) to decode \( A \) into plaintext form as a floating-point number. In our experiments, we set the key length of the paillier encryption algorithm to 1024 bits.

---

| Table 1 | Details of the UCI datasets |
|---------|---------------------------|
| Id | Dataset | # Features | # Samples | References |
| 1 | DD | 10 | 442 | [28] |
| 2 | BHD | 13 | 506 | [14] |
| 3 | AD | 8 | 4177 | [53] |

| Table 2 | The MAE of regressions under FCD and CLTR schemes |
|---------|-----------------------------------------------|
| Dataset | FCD-Linear | FCD-Ridge | FCD-Lasso | CTLR-Linear | CTLR-Ridge | CTLR-Lasso |
| DD | 0.49038 | 0.57667 | 0.49866 | 0.49866 |
| BHD | 0.37830 | 0.33148 | 0.38046 | 0.38046 |
| AD | 0.59056 | 0.44202 | 0.59219 | 0.59219 |
6.2. Accuracy Evaluation

To evaluate the accuracy of regressions under our FCD scheme, we use the Mean Absolute Error (MAE) as the measure of model accuracy. We first fix the number of iterations \( l = 1000 \) for the three regression models. Since ridge and lasso regression contain penalty terms, after several parameter searches, we set their penalty coefficients \( \lambda = 5 \).

Note that we randomly take 20% samples from each dataset as the testing dataset. The remaining samples are randomly distributed equally to each DO for training the global regression model. The obtained results are shown in Table 2. From the table, we can see that the MAE of the regressions under our distributed FCD scheme is very close to that of the centralized regression models. Specifically, the MAEs of FCD-Lasso and CTLR-Lasso are exactly the same. It means that our FCD is very effective with high regression accuracy.

To test the convergence of regression models in FCD, we compare the accuracy of three regression models for different number of iterations. We record the MAE values of all regression models under both FCD and CTLR schemes on three UCI datasets for every two iterations, as shown in Fig. 3. We can see that for the first several iterations, the MAE values of FCD models are larger than CTLR models. It is because that for our FCD scheme, data is distributed on multiple DOs. But after ten iterations, the MAE of FCD models is close to CTLR models until convergence. For at most 20 iterations, our FCD regression models can converge and complete the training.

6.3. Perturbation Analysis

In this subsection, we focus on exploring the correlation between perturbations and the regression MAE values. According to our results, we give the suggested values for perturbation numbers. We take the number of iterations \( l = 50 \), and AD as the test datasets.

6.3.1. Perturbation analysis on \( \xi_{kj} \)

\( \xi_{kj} \) is one of the vital noises, which are added in \( S'_{kj} \) by the \textit{Evaluator} to prevent the CSP from inferring the global model weights. We investigate the impact of the value of \( \xi_{kj} \) on the MAE values. Since we adopted the Paillier homomorphic scalar multiplication operations, \( \xi_{kj} = 1 \) means an unsuccessful perturbation. When we set \( \xi_{kj} < 1 \), we show the MAE results in Fig. 4. The red curve represents the model without any noise, and the blue curve denotes the model with perturbations. We can see that when \( \xi_{kj} \) is close to 0, the MAE value goes higher, which means the model is well-protected. As the \( \xi_{kj} \) is close to 1, the protection performance for the model becomes weaker.

We also take 0.02 as the step size to conduct our experiments for \( \xi_{kj} \) in [1, 1.1]. We use a table to show the MAE results in Table 3. We can see that the MAE increases vastly as \( \xi_{kj} \) increases slightly. To this end, we suggest the value of the perturbation \( \xi_{kj} \) to (0, 0.2) or [1.02, 1.1].

![Figure 3: The MAE of regression models with different number of iteration](image)

![Figure 4: The impact of MAE by perturbation \( \xi_{kj} < 1 \)](image)

| \( \xi_{kj} \)       | FCD-Linear | FCD-Ridge  | FCD-Lasso |
|---------------------|------------|------------|-----------|
| 1                   | 0.7132     | 0.7135     | 0.7137    |
| 1.02                | 1.56282E+13| 5.31133E+16| 1.54837E+13|
| 1.04                | 1.38258E+29| 1.7751E+29 | 4.21769E+28 |
| 1.06                | 2.09276E+38| 1.09463E+43| 7.26065E+39|
| 1.08                | 1.59273E+52| 9.66648E+57 | 8.1003E+51 |
| 1.10                | 1.99883E+70| 3.92258E+67| 2.45967E+71|
6.3.2. Perturbation analysis on \( r_k \)

Perturbation \( r_k \) is another significant noise added to the initial weights and intermediate quantities. Without \( r_k \), the Evaluator can easily infer model weights. We ask how the value of \( r_k \) affects the MAE measure. We take \( r_k \in [0, 5] \) in steps of 0.25, while fixing the number of iterations \( l = 50 \). We illustrate the results in Fig. 5. In the figure, the red curve represents the regression model without any noise, and the blue curve denotes the model with perturbation \( r_k \).

From the figure, we can find that as \( r_k \) increases, the MAE values of the perturbed model also increase, and the increase is nearly linear to \( r_k \). Thus, to protect the model and prevent the Evaluator from trying to infer any information about the global regression model, we suggest the value of \( r_k \) to be \([2, \infty)\).

6.4. Computation Cost

In this section, we perform computation cost analysis through experiments. We analyze the computation cost theoretically and compare it with an existing federated regression scheme PrivFL [38].

6.4.1. Theoretical analysis

We mainly consider the complex paillier computation operations in this paper as previous work [52] for the sake of simplicity. Let \( t_{\text{mul}} \cdot t_{\text{exp}} \) and \( t_{\text{inv}} \) denote the computation cost of modular multiplication, modular exponentiation, and modular inverse operations, respectively. Note that \( m \) denotes the number of samples, \( n \) denotes the number of features, \( M \) denotes the number of DOs, and \( t \) denotes the number of iterations.

According to our FCD scheme, \( DO \) needs to compute and encrypt intermediate quantities firstly, so the computation cost of \( DO \) is \( 2M \cdot (3n + n^2) \cdot t_{\text{exp}} + t_{\text{mul}} + (m \cdot (2n + n^2) + n^3) \). In the data aggregation and computation phase, \( Evaluator \) needs to add noise to the aggregated data, and \( CSP \) needs to decrypt the intermediate quantities. The computation cost in \( Evaluator \) and \( CSP \) is: \( M \cdot (3n + n^2) \cdot t_{\text{mul}} + n^2 \cdot t_{\text{exp}} + t \cdot (n^2 + n) \) and \((3n + n^2) \cdot (t_{\text{exp}} + 2t_{\text{mul}} + t_{\text{inv}})\), respectively. For linear and ridge regression of our FCD scheme, the total computation cost of \( Evaluator \) and \( CSP \) is \((3n+n^2) \cdot (t_{\text{inv}} + (M + 2) \cdot t_{\text{mul}} + t_{\text{exp}}) + n^2 \cdot t_{\text{exp}} + t \cdot (n^2+n)\).

For the lasso regression, since we use a secure multiparty computation algorithm to compare \( P_k \) and \( \pm \lambda / 2 \), an additional computation cost is required as \( 6n \cdot t \cdot t_{\text{mul}} + 4n \cdot t \cdot t_{\text{exp}} + 2n \cdot t \cdot (t_{\text{exp}} + 2t_{\text{mul}} + t_{\text{inv}}) \). Thus, the computation cost in \( CSP \) and \( Evaluator \) of lasso regression is \((3n + n^2) \cdot (t_{\text{inv}} + (M + 2) \cdot t_{\text{mul}} + t_{\text{exp}}) + 6n \cdot t \cdot t_{\text{mul}} + 4n \cdot t \cdot t_{\text{exp}} + n^2 \cdot t_{\text{exp}} + 2n \cdot t \cdot (t_{\text{exp}} + 2t_{\text{mul}} + t_{\text{inv}}) + t \cdot (n^2 + n)\).

We compare the computation cost between FCD and PrivFL schemes in Table 4. For the PrivFL, \( DO \) calculates the global gradients encrypted in the cloud during each iteration. Therefore, the computation cost of \( DO \) and the cloud in PrivFL tends to increase linearly as the number of iterations and the number of samples increase. However, for our FCD scheme, \( DO \) only needs to encrypt the intermediate quantities and upload them to \( Evaluator \) for model training. Thus, encryption operation is required on each \( DO \) only once. Our scheme significantly reduces the computation cost.

6.4.2. Experiments on Synthetic dataset

In this paper, we explore factors affecting the computation cost of our regression model, i.e., the number of features \( n \), the number of samples \( m \), the number of DOs \( M \), and the number of iterations \( l \). We perform experiments on the synthetic dataset. Since the linear and ridge regression models have the same cost, we omit the ridge regression and only test the linear and lasso regression.

Number of features. We set \( m = 1000, M = 5, l = 50 \), and change the number of features \( n \) in steps of 5. The experimental results are shown in Fig. 6. We can see that the computation cost at \( DO \), \( CSP \), and \( Evaluator \) increases by \( O(n^2) \) as the feature number \( n \) increases. The cost increase at \( DO \) is more significant. Simultaneously, the computation cost of lasso regression at \( CSP \) and \( Evaluator \) is much higher due to

![Figure 5: The impact of MAE by perturbation \( r_k \)](image-url)
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stable computation time. The computation cost of the number of iterations increases, while the computation cost of involved in the training phase, Fig. 9 doesn’t display com-

CSP experiment. The computation cost results in changing the number of the iterations Number of iterations.

Therefore, we believe that our scheme maintains a low computational cost after DOs finish their encryption.

Number of samples. We set $n = 10$, $M = 5$, $t = 50$, and change the number the samples $m$ in steps of 500 for the experi-

ment. The experimental results are shown in Fig. 7. It is clear that for both linear and lasso regression, the computation cost on $Evaluator$ and $CSP$ keeps stable when the number of samples increases. The computation cost on $DO$ increases by $O(m)$ as the number of samples $m$ increases.

Therefore, we believe that our scheme maintains a low computational cost after DOs finish their encryption.

Number of DOs. We set $n = 10$, $m = 1000$, $t = 50$, and change the number the DOs $M$ in steps of 5 for the experi-

ment. The experimental results are shown in Fig. 8. We can see that for both linear and lasso regression, the computation cost in $DO$ increases linearly with the number of DOs, which is also consistent with our theoretical analysis. Meanwhile, the computation cost in the $CSP$ and $Evaluator$ keeps stable.

Number of iterations. We set $n = 10$, $m = 1000$, $M = 5$, and change the number of the iterations $t$ in steps of 20 for the experi-

ment. The computation cost results in $Evaluator$ and $CSP$ are shown in Fig. 9. Since only $Evaluator$ and $CSP$ are involved in the training phase, Fig. 9 doesn’t display computation cost in $DO$. We can find that for linear regression, the computation cost of $Evaluator$ increases linearly as the number of iterations increases, while $CSP$ maintains a more stable computation time. The computation cost of $Evaluator$

rises slowly with the number of iterations increases, while $CSP$ remains stable. For lasso regression, the computation cost of $Evaluator$ and $CSP$ grows more significantly because of the multiparty security comparison algorithm, but it is still acceptable.

6.5. Communication overhead

In this subsection, we perform a theoretical analysis of our FCD scheme on communication overhead and compare it with PrivFL.

For the FCD-ridge and FCD-linear regression model, we assume that the key length is $K$ bits, which results in a communication overhead of $2K$ bits per encrypted element. In the local computation phase, $DO$ needs to encrypt the local computation data before uploading it to $Evaluator$, so the communication overhead of the scheme in this phase is $2M \cdot (n^2 + 3n) \cdot K$. In the data aggregation phase, $Evaluator$ needs to send the aggregated encrypted intermediate quanti-
ties to the $CSP$ for decryption. The communication overhead between the $Evaluator$ and $CSP$ is $(n^2 + 3n) \cdot 2K$. Note that the decryption data type is float64, accounting for 64 bits, so the communication overhead of the whole training process is $(n^2 + 3n) \cdot (M + 1) \cdot 2K + 64 \cdot (n^2 + 3n)$. For lasso regression, the multiparty secure comparison algorithm is an additional communication overhead. As the length of an integer is 32 bits, the total communication overhead of lasso regression is $(n^2 + 3n) \cdot (M + 1) \cdot 2K + 64 \cdot (n^2 + 3n) + (4K + 32) \cdot n \cdot t$.

We summarize the communication overhead of the FCD and PrivFL schemes in Table .5. From the table, we can find that our FCD scheme outperforms PrivFL in communication overhead if more iterations are needed for convergence. Firstly, for linear and ridge regressions, our scheme requires communication between $DO$ and $Evaluator$ only once, and also communication once between $Evaluator$ and $CSP$. But the PrivFL scheme needs to execute data transfer under ciphertext during each iteration. As a result, the communication overhead of the PrivFL increases linearly as the number of iterations increases. Secondly, our scheme support lasso regression, which couldn’t be performed under the PrivFL scheme.
7. Conclusion

In this paper, we propose a federated scheme for multi-party linear regression, which introduces homomorphic encryption and perturbation techniques to prevent possible data leaks and model weights leakage during the collaborative training phases. The most significant advantage of our proposed scheme is a coordinate descent solution for secure multi-party lasso regression, which hasn’t been well addressed as yet, since the gradient descent-based method could not deal with $L_1$ normalization term. We also give security theoretical analyses on our scheme. The experimental results have demonstrated that our FCD scheme has achieved as competitive results as centralized regression methods, in terms of prediction performance, computational cost, and communication overhead.
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