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Abstract

Single-pixel imaging (SPI) has the advantages of high-speed acquisition over a broad wavelength range and system compactness, which are difficult to achieve by conventional imaging sensors. However, a common challenge is low image quality arising from undersampling. Deep learning (DL) is an emerging and powerful tool in computational imaging for many applications and researchers have applied DL in SPI to achieve higher image quality than conventional reconstruction approaches. One outstanding challenge, however, is that the accuracy of DL predictions in SPI cannot be assessed in practical applications where the ground truths are unknown. Here, we propose the use of the Bayesian convolutional neural network (BCNN) to approximate the uncertainty (coming from finite training data and network model) of the DL predictions in SPI. Each pixel in the predicted result from BCNN represents the parameter of a probability distribution rather than the image intensity value. Then, the uncertainty can be approximated with BCNN by minimizing a negative log-likelihood loss function in the training stage and Monte Carlo dropout in the prediction stage. The results show that the BCNN can reliably approximate the uncertainty of the DL predictions in SPI with varying compression ratios and noise levels. The predicted uncertainty from BCNN in SPI reveals that most of the reconstruction errors in deep-learning-based SPI come from the edges of the image features. The results show that the proposed BCNN can provide a reliable tool to approximate the uncertainty of DL predictions in SPI and can be widely used in many applications of SPI.
1. Introduction

Single-pixel imaging (SPI) [1] is a novel imaging technique which uses a single-element photodetector to record the image information instead of using pixel array image sensors such as charge-coupled device (CCD) and complementary metal-oxide-semiconductor (CMOS) cameras. The object is sequentially illuminated by a set of special designed patterns and the total intensity light for each pattern illumination is collected as a single-pixel value by the photodetector. Finally, the computational algorithms are applied to reconstruct the object with the sequential intensity collections and the illumination patterns. SPI has many advantages including high speed, broad bandwidth and compact imaging [2]. It also has many applications including remote sensing [3], holography [4, 5], optical encryption [6, 7] and tomography [8].

One of the most common reconstruction methods in SPI is sparsity-based optimization which seeks to reconstruct images from incomplete measurements [9, 10] by incorporating the knowledge that most natural images are sparse (i.e., only a few nonzero values exist) when the image is transformed into a specific domain. However, the primary drawback to this approach is that it is time consuming because of its iterative nature. Depending on the scale of the model and scope of the problem, an image reconstruction task can take minutes to even hours to compute. Therefore, real-time imaging is infeasible for applications that require pipelined data acquisition and image reconstruction. Besides, the optimal algorithm-specific parameters (i.e., the regularization parameter) in the sparsity-based optimization framework generally need to be heuristically determined.

Deep learning (DL) [11, 12] is an emerging and powerful computational imaging approach dramatically improving the state-of-the-art in image reconstruction compared with conventional reconstruction algorithms [13-19]. It relies on large amounts of training data to automatically learn tasks by finding the optimal weights in each layer of a neural network [12]. This is in contrast to iteratively optimizing the image with a specific model in sparsity-based optimization approaches. Therefore, DL is a promising alternative to augment or replace iterative algorithms used in sparsity-based optimization. Researchers have applied DL approaches in SPI to improve the quality of the reconstructed images compared with conventional approaches [20-25]. For instance, a DL approach was proposed to predict the image in SPI with an initial guess of the image from conventional approaches as the input to the DL network to further improve the image quality at high compression ratios and noise levels [21]. End-to-end DL approaches [22, 24] were
proposed to predict the image in SPI directly from the raw measurement data without the knowledge of the imaging model and therefore no pre-processing of the raw measurement data is needed.

Generally, the accuracy of the DL predictions in SPI can be quantified by comparing with the ground-truth images [22] (i.e., calculating mean absolute error (MAE), root mean squared error (RMSE) and structural similarity index (SSIM) [26]). However, one outstanding challenge is that the ground truths are usually unknown during the prediction stage in many practical applications. Therefore, the accuracy of the DL prediction of a specific image cannot be estimated.

Bayesian convolutional neural networks (BCNN) has been proved to be an effective approach to approximate the uncertainty with many applications including image segmentation [27], phase imaging [16] and image classification [28]. BCNN work on the principle that each pixel in the output image represents the parameter of a probability distribution (e.g., Laplacian or Gaussian distribution), rather than a single intensity value. Then, the uncertainties can be quantified by Monte Carlo dropout [29] and the Deep Ensembles [30] etc.

In this paper, we propose to use a BCNN in SPI to simultaneously predict the image and the pixel-wise uncertainty to approximate the accuracy of the predicted image. In Section 2, we model the uncertainties (data uncertainty, model uncertainty and the overall uncertainty) with the Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood functions. Respectively (Section 2.1), and propose the networks structures for BCNN in SPI (Section 2.2). Besides, the data simulation and pre-processing is described in Section 2.3 and the experimental data acquisition and pre-processing is described in Section 2.4. In Section 3, we show the BCNN predictions of the image and uncertainty in simulated SPI with analysis in details. Overall, these results show that uncertainty approximation can be used to reliably interpret the result of a compressed computational imaging problem.

2. Methods

2.1 Bayesian networks for uncertainty approximation

As opposed to conventional convolutional neural networks where the weights are deterministic after training, BCNNs use distributions over the network parameters to replace the deterministic weights in the network. This probabilistic property of BCNN come from the stochastic (random) processes in the network such as dropout [31], weight initialization [32] etc. Suppose the training dataset is denoted as \( (X,Y) = \{x_n, y_n\}_{n=1}^N \) with \( X \) and \( Y \) representing the network inputs and ground-truth images, respectively. N
is the total number of images in the training dataset. To approximate the variability of the prediction \( y \) given a specific input \( x_{test,t} \) in the testing dataset \( (X_{test}, Y_{test}) \), we use the predictive distribution \( p(y|x_{test,t}, X, Y) \) over all possible learned weights (with marginalization) [29]:

\[
p(y|x_{test,t}, X, Y) = \int p(y|x_{test,t}, W)p(W|X, Y)dW
\]

where \( p(y|x_{test,t}, W) \) denotes the predictive distribution that includes all possible output predictions given the learned weights \( W \) and the input \( x_{test,t} \) from the testing dataset. It can be understood as data uncertainty [16]. \( p(W|X, Y) \) denotes all possible learned weights given the training dataset, which can be understood as model uncertainty [16].

To model the data uncertainty, we need to define the probability distribution of the BCNN outputs with a specific likelihood function. In this paper, we choose the multivariate Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood functions to model the data uncertainty.

(a) We define the multivariate Laplacian-distributed likelihood function as:

\[
p_{\text{Laplacian}}(y|x, W) = \prod_{m=1}^{M} p(y^m|x, W)
\]

\[
p_{\text{Laplacian}}(y^m|x, W) = \frac{1}{2\sigma^m} \exp \left( -\frac{|y^m - \mu^m|}{\sigma^m} \right)
\]

where \( m \) denotes the \( m \)th pixel in the BCNN output image, \( M \) denotes the total number of pixels in the BCNN output image, and \( \mu^m \) and \( \sigma^m \) denote the mean and standard deviation of the \( m \)th pixel in the BCNN output image, respectively.

By taking logarithm and negative operations on Eq. (2), the loss function \( L_{\text{Laplacian}}(W|x_n, y_n) \) for the Laplacian-distributed likelihood function given the training data pair \((x_n, y_n)\) is:

\[
L_{\text{Laplacian}}(W|x_n, y_n) = \frac{1}{M} \sum_{m=1}^{M} \left[ \frac{|y^m - \mu^m|}{\sigma^m} + \log \left( 2\sigma^m \right) \right]
\]

(b) For multivariate Gaussian-distributed likelihood function, we define:

\[
p_{\text{Gaussian}}(y|x, W) = \prod_{m=1}^{M} p(y^m|x, W)
\]

\[
p_{\text{Gaussian}}(y^m|x, W) = \frac{1}{\sqrt{2\pi} \sigma^m} \exp \left( -\frac{(y^m - \mu^m)^2}{2\sigma^m} \right)
\]

where the denotations are the same as those in Eq. (2) and (3).
By taking logarithm and negative operations on Eq. (5), the loss function $L_{\text{Gaussian}}(W|x_n, y_n)$ for the Gaussian-distributed likelihood function given the training data pair $(x_n, y_n)$ is:

$$L_{\text{Gaussian}}(W|x_n, y_n) = \frac{1}{M} \sum_{m=1}^{M} \left[ \frac{(y_n^m - \mu_n^m)^2}{2(\sigma_n^m)^2} + \log \left( \sqrt{2\pi} \sigma_n^m \right) \right]$$

(7)

(c) For Bernoulli-distributed likelihood function, we define:

$$p_{\text{Bernoulli}}(y|x, W) = \prod_{m=1}^{M} p(y^m|x, W)$$

(8)

$$p_{\text{Bernoulli}}(y^m = 1|x, W) = \mu^m$$

(9)

$$p_{\text{Bernoulli}}(y^m|x, W) = (\mu^m)^{y^m}(1 - \mu^m)^{1-y^m}$$

(10)

where the denotations are the same as those in Eq. (2) and (3).

By taking logarithm and negative operations on Eq. (8), the loss function $L_{\text{Bernoulli}}(W|x_n, y_n)$ for the Bernoulli-distributed likelihood function given the training data pair $(x_n, y_n)$ is:

$$L_{\text{Bernoulli}}(W|x_n, y_n) = \sum_{m=1}^{M} [y_n^m \log (1 - \mu_n^m) - y_n^m \log (\mu_n^m)]$$

(11)

We would like to learn the weights to maximize Eqs. (2), (5) and (8) in the training dataset, which is equivalent to minimizing the loss functions defined in Eqs. (4), (7) and (11). There are two channels ($\mu$ and $\sigma$) in the BCNN output for Laplacian-distributed and Gaussian-distributed likelihood functions while there is only one channel ($\mu$) in the BCNN output for the Bernoulli-distributed likelihood function.

To measure the model uncertainty, we use the dropout network [29]. A specifically defined distribution $q(W)$ [29] is learned to approximate $p(W|X,Y)$ (minimizing the Kullback-Leibler divergence between $q(W)$ and $p(W|X,Y)$) by applying a dropout layer before every layer that has learnable weights. During the prediction process, the model uncertainty is approximated by Monte Carlo dropout [29]. With Monte Carlo integration, the predictive distribution $p(y|x_{\text{test}}, X, Y)$ in Eq. (1) can be approximated as:

$$p(y|x_{\text{test}}, X, Y) \approx \int p(y|x_{\text{test}}, W)q(W)dW \approx \frac{1}{K} \sum_{k=1}^{K} p(y|x_{\text{test}}, W^k)$$

(12)

where $K$ is the total number of times of dropout activations during the prediction process.

Finally, the predicted image can be represented by the predicted mean $\hat{\mu}_{\text{test},t}^m$ of the mth pixel for the testing data $x_{\text{test},t}$ (for Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood functions) is:
\[
\hat{\mu}_{test,t} = \mathbb{E}[y^m|x_{test,t}, X, Y] \approx \frac{1}{K} \sum_{k=1}^{K} \mathbb{E}[y^m|x_{test,t}, W^k] \approx \frac{1}{K} \sum_{k=1}^{K} \hat{\mu}_{test,t}^{m,k}
\]

where \( \mathbb{E} \) denotes the expectation and \( \hat{\mu}_{test,t}^{m,k} \) denotes the predicted \( \mu \) of the \( m \)th pixel and \( k \)th dropout activation for the testing data \( x_{test,t} \).

The predicted uncertainty \( \hat{\sigma}_{test,t}^{m} \) of the \( m \)th pixel for the testing data \( x_{test,t} \) for Laplacian-distributed likelihood function is:

\[
\hat{\sigma}_{test,t}(\text{Laplacian}) = \sqrt{\text{Var}(y^m|x_{test,t}, X, Y)}
\]

\[
= \sqrt{\mathbb{E}[\text{Var}(y^m|x_{test,t}, W, X, Y)] + \text{Var}(\mathbb{E}[y^m|x_{test,t}, W, X, Y])}
\]

\[
= \sqrt{\mathbb{E}[\text{Var}(y^m|x_{test,t}, W)] + \text{Var}(\mathbb{E}[y^m|x_{test,t}, W])}
\]

\[
\approx \frac{1}{K} \sum_{k=1}^{K} 2(\hat{\sigma}_{test,t}^{m,k})^2 + \frac{1}{K} \sum_{k=1}^{K} (\hat{\mu}_{test,t}^{m,k} - \hat{\mu}_{test,t}^{m})^2 = \sqrt{(\hat{\sigma}_{test,t}^{m(D)})^2 + (\hat{\sigma}_{test,t}^{M})^2}
\]

(14)

where \( \text{Var} \) denotes pixel-wise variance, \( \hat{\sigma}_{test,t}^{m,k} \) denotes the predicted standard deviation of the \( m \)th pixel and \( k \)th dropout activation for the testing data \( x_{test,t} \). \( \hat{\sigma}_{test,t}^{m(D)} = \sqrt{1{\frac{1}{K}} \sum_{k=1}^{K} (\hat{\sigma}_{test,t}^{m,k})^2} \) denotes the data uncertainty and \( \hat{\sigma}_{test,t}^{m(M)} = \sqrt{1{\frac{1}{K}} \sum_{k=1}^{K} (\hat{\mu}_{test,t}^{m,k} - \hat{\mu}_{test,t}^{m})^2} \) denotes the model uncertainty.

For Gaussian-distributed likelihood function:

\[
\hat{\sigma}_{test,t}(\text{Gaussian}) \approx \frac{1}{K} \sum_{k=1}^{K} (\hat{\sigma}_{test,t}^{m,k})^2 + \frac{1}{K} \sum_{k=1}^{K} (\hat{\mu}_{test,t}^{m,k} - \hat{\mu}_{test,t}^{m})^2
\]

\[
= \sqrt{(\hat{\sigma}_{test,t}^{m(D)})^2 + (\hat{\sigma}_{test,t}^{M})^2}
\]

(15)

where the denotations are the same as those in Eq. (14) and the derivation of Eq. (15) is similar to that of Eq. (14).

For Bernoulli-distributed likelihood function:

\[
\hat{\sigma}_{test,t}(\text{Bernoulli}) \approx \frac{1}{K} \sum_{k=1}^{K} \hat{\mu}_{test,t}^{m,k}(1 - \hat{\mu}_{test,t}^{m}) + \frac{1}{K} \sum_{k=1}^{K} (\hat{\mu}_{test,t}^{m,k} - \hat{\mu}_{test,t}^{m})^2
\]

\[
= \sqrt{(\hat{\sigma}_{test,t}^{m(D)})^2 + (\hat{\sigma}_{test,t}^{M})^2}
\]

(16)

where the denotations are the same as those in Eq. (14) and the derivation of Eq. (16) is similar to that of Eq. (14).

We can find from Eq. (14–16) that the data uncertainty \( (\hat{\sigma}_{test,t}^{m(D)}) \) is approximated by the mean of the predicted variance and the model uncertainty \( (\hat{\sigma}_{test,t}^{M}) \) is approximated by the variance of the predicted mean.

2.2. BCNN structures
The BCNN structures are shown in Fig. 1. They follow the U-Net architecture [33], which utilizes an encoder-decoder structure with skip connections to preserve wide-frequency features. This architecture was chosen because of its success in solving image-to-image problems. Dropout layers with a dropout rate of 0.1 were included before each convolution layer of the U-Net. L2 kernel regularizer and bias regularizer with the regularization factor of \(1 \times 10^{-6}\) were included in each convolution layer. The network structure in Fig. 1 is used for Bernoulli-distributed likelihood function and the network structure used for both Laplacian-distributed and Gaussian-distributed likelihood functions is the same as the one in Fig. 1 except that there are two output channels. The loss functions in Eq. (4), (7) and (11) were used in BCNN for Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood function, respectively. The BCNN was trained on a NVIDIA Quadro M4000 GPU with an 8GB of memory.

![Fig. 1 The BCNN structure.](image)

### 2.3. Data simulation and pre-processing

Russian-Doll (RD) Hadamard [34] patterns are used as the sampling patterns in the simulated SPI. In RD Hadamard patterns, the measurement order of the Hadamard basis is reordered and optimized according to their significance for general scenes, such that at discretized increments, the complete sampling for different spatial frequencies is obtained [34].

The MNIST database [35] was used in Section 3.1 for training the BCNN with 800 images as the training dataset, 100 images as the validating dataset and another 100 images as the testing dataset. All the images were up-sampled from 28×28 to 32×32 to meet the dimension requirement of the RD Hadamard patterns. The full RD Hadamard basis for a 32×32 image has 1,024 RD
Hadamard patterns each with a size of 32×32. Varying compression ratios (varying levels of model ill-posedness) were used here as 8X, 16X, 32X and 64X corresponding to taking the first 1/8, 1/16, 1/32 and 1/64 of RD Hadamard patterns, respectively. The one-dimensional (1D) raw measurement data were acquired by multiplying each individual image with the RD Hadamard patterns at each compression ratio. Therefore, the 1D raw measurement data have a size of 128×1, 64×1, 32×1 and 16×1 for the corresponding compression ratios. Besides, 25dB signal-to-noise ratio (SNR) of white Gaussian noise was added to the 1D measurement data.

The STL-10 natural image database [36] was used in Section 3.3 for training the BCNN with 10,000 images as the training dataset, 2,000 images as the validating dataset and another 2,000 images as the testing dataset. All the images were down-sampled from 96×96 to 64×64 to meet the dimension requirement of the RD Hadamard patterns. The full RD Hadamard basis for a 64×64 image has 4,096 RD Hadamard patterns each with a size of 64×64. Varying compression ratios (varying levels of model ill-posedness) were used here as 2X, 4X, 8X and 16X. Therefore, the 1D raw measurement data have a size of 2,048×1, 1,024×1, 512×1 and 256×1 for the corresponding compression ratios. Besides, 25dB SNR of white Gaussian noise was added to the 1D measurement data.

In the pre-processing step, an initial guess of each image in the training, validating and testing datasets is reconstructed using an iterative L2 norm minimization approach LSQR [37], and then used as the input of BCNN for further training and prediction.

For the BCNN trained with the MNIST database, the Adam optimizer was used with a linearly decreasing learning rate starting from $5 \times 10^{-3}$ and ending with $5 \times 10^{-5}$. The batch size was chosen to be 40 and the BCNN was trained for 500 epochs. For the BCNN trained with the STL-10 database, the Adam optimizer was used with a constant learning rate of $5 \times 10^{-3}$. The batch size was chosen to be 50 and the BCNN was trained for 200 epochs.

3. Analysis of BCNN to approximate uncertainty in simulated SPI

In this section, we analyze BCNN in simulated SPI for uncertainty approximation. The BCNN predictions with Bernoulli-distributed, Laplacian-distributed and Gaussian-distributed likelihood functions in the simulated SPI (with varying compression ratios) trained with the MNIST database is analyzed in Section 3.1. The effect of noise in BCNN predictions is analyzed in Section 3.2. A more challenging task, the BCNN’s training and predictions using the STL-10 database with Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood functions is analyzed in Section 3.3.
3.1. The BCNN predictions in the simulated SPI trained with the MNIST database

In this section, we explore BCNN predictions in the simulated SPI trained with the MNIST database with Bernoulli-distributed, Laplacian-distributed and Gaussian-distributed likelihood functions. The data simulation and pre-processing are shown in Section 2.3. Figure 2(a) show a representative ground-truth image in the testing dataset, input images to the network from LSQR approach and BCNN predictions (with all three likelihood functions) at 8X, 16X, 32X and 64X compression ratios. To quantitatively compare the BCNN predictions with the three likelihood functions, the mean and standard deviation of the MAE and SSIM for all the predicted images, and the correlation coefficient ($R^2$) between the true absolute error and the predicted uncertainty in the testing dataset at each compression ratio were calculated and shown in Fig. 2(b-d).

Both the qualitative and quantitative results show that the accuracy of the predicted images from the three likelihood functions decreases as the compression ratio increases. This is verified with an increase of the true absolute error (difference between the ground-truth image and the predicted image) in Fig. 2(a), an increase of the MAE in Fig. 2(b) and a decrease of the SSIM in Fig. 2(c). This is reasonable since higher compression ratio means higher model ill-posedness which results in solving a more difficult imaging inverse problem. However, the predicted images in BCNN with the Bernoulli-distributed likelihood function are more accurate than those with the Laplacian-distributed and Gaussian-distributed likelihood functions, especially at higher compression ratios. In terms of the predicted uncertainties, the BCNN with the Bernoulli-distributed likelihood function still performs better than the ones with Laplacian-distributed and Gaussian-distributed likelihood functions. In the BCNN with the Bernoulli-distributed likelihood function, the predicted uncertainties generally match well with the true absolute error. The regions of the predicted image from BCNN with larger errors are generally marked with higher uncertainty values in the predicted uncertainty. It can be observed from the true absolute error and predicted uncertainty that most of the higher inaccuracies come from the edges of the image features. However, the predicted uncertainties in the BCNN with Laplacian-distributed and Gaussian-distributed likelihood functions do not match well with the true absolute error. For instance, as shown in Fig. 2(a) at the 8X compression ratio, higher true absolute errors in the predicted images of BCNN with the two likelihood functions mostly come from the edges of the image features while the predicted uncertainties indicate higher uncertainties not only on the edges but also within the feature regions. The outperformance of the uncertainty predictions with the Bernoulli-distributed likelihood function can also be quantitatively seen in Fig. 2(d) with a
generally higher $R^2$ value. In summary, for the MNIST database, the BCNN with the Bernoulli-distributed likelihood function performs the best among the BCNNs with three distribution likelihood functions. The BCNNs with the Laplacian-distributed and Gaussian-distributed likelihood functions are not suitable for SPI with the MNIST database. This is reasonable since the images in the MNIST database are binary which fits with the Bernoulli distribution.

In addition, it is observed that the data uncertainty is dominant over the model uncertainty. This effect becomes more pronounced at higher compression ratios. This can be shown quantitatively by the averaged pixel values in the predicted data and model uncertainties in the testing dataset in Fig. 2(e). We hypothesize that this comes from the compressed nature of the measurement data in the training set of the MNIST database.
Fig. 2 The BCNN predictions in the simulated SPI trained with the MNIST database. (a) A representative ground-truth image in the testing dataset, input images to the BCNN from LSQR calculation and the BCNN predictions with Bernoulli-distributed, Laplacian-distributed and Gaussian-distributed likelihood functions at the 8X, 16X, 32X and 64X compression ratios; (b) The MAEs of the predicted images in BCNN with the three likelihood functions at the four compression ratios; (c) The SSIMs of the predicted images in BCNN with the three likelihood functions at the four compression ratios; (d) The $R^2$ of the predicted images in BCNN with the three likelihood functions at the four compression ratios; (e) Averaged pixel values of the predicted data and model uncertainties in the testing dataset at the four compression ratios.

3.2. Effects of noise to the BCNN performance

Since noise is one of the major challenges in imaging inverse problems, we sought to explore the effects of noise to both the image and uncertainty predictions in BCNN. The data simulation is the same as that with the MNIST database in Section 2.3 except that varying SNR levels (0dB, 5dB, 10dB, 15dB, 20dB and 25dB) of white Gaussian noise were added to the 1D measurement data at the 16X compression ratio. The BCNN predictions are shown in Fig. 3(a). The input images from the LSQR approach suffer at higher SNR level of noise (added to the 1D measurement data) while the predicted images from BCNN is more robust although with a higher true absolute error. Besides, the predicted uncertainty generally matches well with the true absolute error at varying SNR levels. The regions where the predicted image from BCNN has larger errors are generally marked with higher uncertainty values in the predicted uncertainty. Similar to the findings in Section 3.1, it can still be observed from the true absolute error and predicted uncertainty that most of the higher inaccuracies come from the edges of the image features.
To quantitatively compare the performance, the mean and standard deviation of the MAE and SSIM for all the predicted images, and the $R^2$ between the true absolute error and the predicted uncertainty in the testing dataset at each noise level were calculated as shown in Fig. 3(b). It shows that the performance of BCNN decreases as the SNR decreases from 25dB to 0dB. However, it has a good level of robustness to noise with an MAE lower than 0.08, an SSIM higher than 0.7 and a $R^2$ higher than 0.75 at the 0dB SNR level. In addition, it is observed that the data uncertainty is dominant over the model uncertainty at higher SNR levels of noise, which can be shown quantitatively in Fig. 3(c). This is reasonable since higher noise levels lead to higher variabilities in the data.
3.3. The BCNN predictions in the simulated SPI trained with the STL-10 database

In this section, we explore the BCNN performances with the three likelihood functions in the simulated SPI with a more challenging task where the STL-10 database with more complexed image features is used for training and predictions. The data simulation and pre-processing are shown in Section 2.3. Figure 4(a) show a representative ground-truth image in the testing dataset, input images to the network from the LSQR approach and Fig. 4(b) shows BCNN predictions (with all three likelihood functions) at 2X, 4X, 8X and 16X compression ratios. The mean and standard deviation of the MAE and SSIM for all the predicted images, and the $R^2$ between the true absolute error and the predicted uncertainty in the testing dataset with the three likelihood functions at each compression ratio were calculated and shown in Table 1.

![Fig. 4 The results of BCNN with Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood functions in simulated SPI with STL-10 dataset at 2X, 4X, 8X and 16X compression ratios. (a) A representative ground-truth image in the testing dataset, input images to the BCNN from LSQR calculation; (b) BCNN predictions with Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood functions at the 2X, 4X, 8X and 16X compression ratios.](image)

The results in Fig. 4 and Table 1 show that the accuracy of the predicted images from the three likelihood functions decreases as the compression ratio increases, which is reasonable since higher compression ratio means higher model ill-posedness which results in solving a more difficult imaging inverse problem. Besides, the prediction of the images in BCNNs with the three likelihood functions performs close to each other as shown qualitatively in the predicted-image rows in Fig. 4(b) and quantitatively in terms of MAE and SSIM in Table 1. The predicted uncertainties in BCNNs with the Laplacian-distributed and Gaussian-distributed
likelihood functions match well with the true absolute error since the regions where the predicted image from BCNN has larger errors are generally marked with higher uncertainty values in the predicted uncertainty. However, the predicted uncertainties in BCNN with the Bernoulli-distributed likelihood function are much worse as shown qualitatively in Fig. 4(b) where the low true-absolute-error pixels are marked with higher uncertainty values in the predicted uncertainty instead, and quantitatively in Table 1 where the $R^2$ values between the true absolute error and the predicted uncertainty from the BCNN with the Bernoulli-distributed likelihood function are much lower than those with the Laplacian-distributed and Gaussian-distributed likelihood function. This is reasonable since the images in the STL-10 database are in gray scale which fits better with the Laplacian and Gaussian distributions. It also indicates that the Bernoulli-distributed likelihood function is not suitable to use in BCNN when making predictions in SPI with the STL-10 database. Similar to the observations in Section 2.1, it can still be observed from the true absolute error and predicted uncertainty that most of the higher inaccuracies come from the edges of the image features, and that the data uncertainty is dominant over the model uncertainty.

| Table 1. Quantitative comparisons among BCNN predictions with Laplacian-distributed, Gaussian-distributed and Bernoulli-distributed likelihood functions in simulated SPI with STL-10 database. |
|----------------------------------|----------|----------|----------|
| 2X                               | MAE      | SSIM     | $R^2$    |
| Laplacian                        | 0.0218   | 0.9224   | 0.5034   |
| Gaussian                         | 0.0212   | 0.9231   | 0.4844   |
| Bernoulli                        | 0.0205   | 0.9337   | 0.1927   |
| 4X                               | MAE      | SSIM     | $R^2$    |
| Laplacian                        | 0.0290   | 0.8733   | 0.4778   |
| Gaussian                         | 0.0296   | 0.8693   | 0.4865   |
| Bernoulli                        | 0.0277   | 0.8846   | 0.2240   |
| 8X                               | MAE      | SSIM     | $R^2$    |
| Laplacian                        | 0.0383   | 0.7866   | 0.4689   |
| Gaussian                         | 0.0385   | 0.7882   | 0.4782   |
| Bernoulli                        | 0.0367   | 0.7983   | 0.2353   |
| 16X                              | MAE      | SSIM     | $R^2$    |
| Laplacian                        | 0.0499   | 0.6661   | 0.4576   |
| Gaussian                         | 0.0505   | 0.6680   | 0.4591   |
| Bernoulli                        | 0.0494   | 0.6761   | 0.2422   |

4. Discussions and conclusions
The BCNN is proposed for uncertainty approximation in SPI with Bernoulli-distributed, Laplacian-distributed or Gaussian-distributed likelihood functions with the MNIST and STL-10 databases. First, the BCNNs with the three distribution likelihood functions were compared in simulated SPI with the MNIST database at varying compression ratios and the Bernoulli-distributed likelihood function was proved to be the most appropriate among the three functions. Second, the robustness of BCNN to noise from the measurement data was studied with the Bernoulli-distributed likelihood function and MNIST database. Third, the three likelihood functions were compared in BCNN in simulated SPI with STL-10 dataset and the Laplacian-distributed and Gaussian-distributed likelihood functions were shown to be equivalent and both better than the Bernoulli-distributed likelihood function in this application.

However, several things still need further exploration. First, how to choose the optimal probability-distributed likelihood function in BCNN efficiently is a problem that needs to be explored. Currently, we train the BCNN with all the potential probability-distributed likelihood functions and then compare the results to find the optimal one. However, the drawback is that it is time consuming. We would like to propose a method to find the optimal distribution before training using the dataset statistics and network architecture. Second, it is observed that the data uncertainty is dominant over the model uncertainty in both simulations and experiments due to the compressed nature and noise in the measurement data in the training dataset. We would like to search for more advanced pre-processing approaches to decrease the uncertainty stemming from the measurement data. Third, we would like to explore ways to use the predicted uncertainty as a feedback to optimize the BCNN structures to further decrease the uncertainty of the results.

In summary, the proposed BCNN enables uncertainty approximation in SPI. It is a reliable tool in diverse applications in SPI where the confidence on the predicted images needs to be approximated.
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