Observation of molecular dipole excitations by attosecond self-streaking
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We propose a protocol to probe the ultrafast evolution and dephasing of coherent electronic excitation in molecules in the time domain by the intrinsic streaking field generated by the molecule itself. Coherent electronic motion in the endohedral fullerene Ne@C_{60} is initiated by a moderately intense femtosecond UV-VIS pulse leading to coherent oscillations of the molecular dipole moment that persist after the end of the laser pulse. The resulting time-dependent molecular near-field is probed through the momentum modulation of photoemission from the central neon atom by a time-delayed attosecond XUV pulse. Our ab-initio time-dependent density functional theory and classical trajectory simulations predict that this self-streaking signal accurately traces the molecular dipole oscillations in real time. We discuss the underlying processes and give an analytical model that captures the essence of our ab-initio simulations.

In recent years, the availability of wave-form controlled few-cycle intense laser pulses has afforded novel opportunities to investigate the ultrafast and non-linear optical response of matter. Studies of electronic motion in the time domain have focused on rare-gas atoms [1] and molecules [2, 3] and, more recently, on nanostructures, surfaces, and bulk matter [4, 5]. With the advent of attosecond XUV pulses synchronized to intense optical pulses, attosecond streaking [6, 7] has yielded insight into the real-time motion of electrons during photoionization [8]. Attosecond surface streaking [9, 10] has found photoelectron spectra to be highly sensitive to the atomic-scale surface polarization and near-field distribution. These results nurture the hope that attosecond streaking can also extract information on induced dipoles and near-fields in nano-scale systems bridging the gap between single atoms and extended matter. One challenge for such proposed “nano-plasmonic streaking” [11, 12] is the smearing out of the streaking signal over the nanometric target including emission from deeper layers.

In this work, we analyze a scenario that allows to probe molecular coherent dipole excitation with sub-nanometer spatial resolution and attosecond time resolution by self-streaking. As prototypical case we study the endohedral fullerene Ne@C_{60} [3]. The C_{60} cage serves as a nano-sized system with strong near-fields for which an ab-initio treatment is still feasible. The central neon atom serves as a distinct atomic-scale localized source of electrons to be ionized by an attosecond XUV pulse that probe the motion of the cage electrons. While transient molecular dipole moments during the IR laser pulse have recently been studied by Neidel et al. [13], we employ here UV-VIS radiation to access low-lying electronic excitations of the molecule. The resulting coherent wavepacket motion leads to an oscillating time-dependent dipole moment sustained after the conclusion of the UV-VIS laser pulse. This time-dependent dipole moment causes an appreciable intrinsic streaking field for photoelectrons emitted from the central atom by a delayed attosecond XUV pulse. The streaking signal is found to trace the instantaneous molecular dipole moment after the laser pulse, enabling the study of electronic excitations, their evolution, dephasing, and decay with sub-femtosecond time resolution.

In standard attosecond streaking [15], the attosecond XUV pulse acts as “pump” which ionizes an electron whose emission time is probed by the simultaneously present near-IR probe pulse. In the present scenario, their roles are reversed: the UV-VIS pulse acts as a pump to excite the molecule, and the XUV pulse probes the molecular near-field associated with this excitation by a momentum shift of the outgoing electron (“self-streaking”) somewhat resembling attosecond transient absorption [16, 17]. It can be viewed as a variant of time-resolved photoelectron spectroscopy [18, 19] or as the generalization of the “nanoplasmonic-field microscope” [20] from surface plasmons to the study of single molecules. The key advantage of self-streaking is that time-resolved probing of the coherent electron dynamics proceeds in the absence of any distorting external NIR field.

The electron dynamics in Ne@C_{60} driven by the UV-VIS field are treated within time-dependent density functional theory [22, 23]. The simulation has been described elsewhere [24, 25]. Briefly, we solve the time-dependent
where the terms on the right hand side correspond to the kinetic energy, the potential of the carbon and neon 1s^2 cores in terms of norm-conserving pseudopotentials [28], the coupling to the UV-VIS laser field F_L(t) in dipole approximation and length gauge, the Hartree potential, and the exchange-correlation (XC) potential for which we employ the adiabatic local density approximation [29].

Eqs. (1) are integrated in real space in a cuboid box of 29 × 29 × 67 a.u. with a space discretization of 0.4 a.u. employing a nine-point stencil for the spatial derivatives and a fourth-order Taylor approximation to the time-evolution operator. The time-dependent induced dipole moment is the first moment of the induced electron density ∆n(r, t) = n(r, t) − n(r, −∞). We choose a UV-VIS field F_L(t) resembling those currently attainable [30, 51] and record the three-dimensional microscopic electric field distribution F_{NF}(r, t) evaluated as the negative gradient of the induced potential V(r, t) − V(r, −∞) (Eq. 1) [32 34].

The ab-initio near-field distribution serves as input for subsequent classical trajectory Monte Carlo (CTMC) simulations [33]. For the propagation of the photoemitted electron the CTMC simulation of streaking is well justified for attosecond XUV pulses with pulse duration τ_{XUV} short compared to the oscillation period of the streaking field, τ_{XUV} ≪ T_d (T_d: period of the dipole streaking field) when interference effects are negligible and for moderately fast electrons (velocity v ≥ 1 a.u.) [30 37]. The initial distribution of the photoelectrons is given by the neon 2s spatial distribution with anisotropy parameter β_{2s} = 2. Their initial mean energy is given by E_i = hω_{XUV} − I_p with 2s binding energy I_p = 48.5 eV taking into account spectral broadening by the attosecond XUV pulse (duration τ_{XUV} = 100 as). The ionization probability is assumed proportional to the instantaneous XUV intensity. The electrons are propagated in the space and time dependent molecular near-field F_{NF}(r, t). Their final momenta within an acceptance angle of 10 deg from the polarization direction are recorded as a function of the delay ∆τ between XUV and UV-VIS pulses in a “streaking spectrogram” (Fig. 1b). The streaking signal of each simulation is the delay-dependent shift of the center of momentum, ΔP(∆τ).

Elastic scattering at the cores of the carbon cage atoms and inelastic electron-electron scattering along the trajectory can by easily taken into account within the CTMC simulation [10 38 39] but do not significantly influence the near-field induced shift of the mean momentum. The most likely source for the uncertainty in the simulation comes from neglecting the back-action of the core hole on the response of Ne@C_{60}. The time scale on which the C_{60} spectator electrons will respond to the additional Coulomb potential of the ionized neon core can be estimated from TD-DFT simulations to be around 10 a.u. (0.25 fs) [40 41] starting from the time the electron passes the C_{60} shell. The ionized electron has then already reached a distance of ~20 a.u. or three times the C_{60} radius from the shell and has sampled most of the (de)acceleration exerted by the molecular near-field.

During the laser pulse, the dipole moment oscillates in phase with the electric field (Fig. 1b) while the streaking shift ΔP is in phase with the vector potential (Fig. 1c), i.e. 90 deg shifted relative to the field as in conventional streaking. After the conclusion of the laser pulse, the time-dependent dipole moment continues to oscillate (Fig. 1d) with a dominant oscillation period ~1 fs corresponding to the transition frequency to the lowest dipole-allowed excited states E_c − E_0 ~ 4 eV. The longer beat-
ing period $\sim 5 \text{ fs}$ corresponds to the energy difference between different coherently excited states $E_{\text{UV}} - E_{\text{XUV}} \sim 1 \text{ eV}$. This time dependence of the dipole moment indicates changes in the induced density as well as in the alternating dipolar near-field (Fig. 1, inset). The nano-scale electric field distribution resembles the sum of the laser $F_L(t) = F_{\text{L}}(t) z$ and of the field of a dielectric sphere with dipole moment $d(t) = d(t) z$,

$$
\mathbf{F}_{\text{NF}}(r, t) = F_L(t) + \begin{cases} -d(t)/R^3 & \text{for } r < R \\ -d(t)/r^3 + 3d(t) r/r^3 & \text{for } r > R \end{cases}
$$

(2)

where $R = 9 \text{ a.u.}$ matches the field enhancement and near-field of the effective electronic surface somewhat outside the ionic positions at 6.66 a.u. (Fig. 1, inset) [10]. For time delays exceeding the duration of the UV-VIS pulse, the streaking spectrogram encodes the influence of the time-dependent dipolar near-field on the emitted electron. We find that the streaking modulation $\Delta P(\tau)$ traces the oscillations of the dipole moment to a surprisingly good degree of approximation. The molecular dipole moment $d(t)$ can be reconstructed from the streaking signal $\Delta P(\tau)$ as

$$
d(\tau) = A \Delta P(\tau + \Delta t)
$$

(3)

with a scaling factor $A \approx 190 \text{ a.u.}$ and a time shift $\Delta t \approx 0.36 \text{ fs}$ (Fig. 1).

The mapping of the molecular dipole moment onto the streaking signal (Eq. 3) is remarkably robust under parameter variation. We numerically obtain a linear dependence of the streaking signal on the pump laser field amplitude while its temporal shape remains almost unchanged when varying the intensity over 2 orders of magnitude (Fig. 2a). Similarly, the streaking time signal does not depend sensitively on details of the near-field. When either changing the molecular orientation, or removing the central neon atom, or even replacing the field distribution from TD-DFT by the polarized sphere Eq. 2 (Fig. 2), the mapping of the time-dependent induced dipole moment to the streaking signal closely agrees with that of the reference calculation (Fig. 1). Averaging over molecular orientations and, thus, over the anisotropy of the molecular polarizability, we find that the orientation-induced dephasing is negligible on the time scale of our simulation.

We now analyze the properties underlying the remarkably stable mapping of the molecular dipole moment onto the streaking signal $\Delta P$, employing the simplified field distribution (Eq. 2) for convenience. The field distribution in the absence of the laser pulse (Eq. 2) with laser $F_L(t) = 0$ and $d(t) > 0$ is symmetric under reflection ($z \rightarrow -z$) at a plane perpendicular to the dipole polarization. Correspondingly, the electrostatic potential is antisymmetric and is zero both at the origin and at infinity. An electron emitted from the center of the C$_{60}$ will emerge at large distances with its initial energy as the deceleration inside the sphere is exactly canceled by the acceleration in the enhanced near-field outside for a static field distribution (Eq. 2). The observed delay time dependent momentum shift $\Delta P$ and, thus, the self-streaking relies on non-adiabatic corrections to the static field. The time scale for the traversal of the molecular near-field extending over $\sim 2R$ for a photoelectron with velocity $v_0 \approx \sqrt{2(\hbar \omega_{\text{XUV}} - T_p)} \approx 2 \text{ a.u.}$ is comparable to a fraction of the dipole oscillation period $\sim T_d/4$, over which the field changes from zero to its maximum value, $2R/v_0 \sim T_d/4$. This qualitative argument can be made quantitative by further simplifying Eq. 2. Accordingly, the streaking momentum shift for an electron ionized at birth time $\Delta \tau$ along the laser polarization direction $z$ is
approximately given by

\[
\Delta P(\Delta \tau) = \int_{\Delta \tau}^{\infty} F_{NF}(z(t), t) \ dt \approx \frac{d_0 T_d}{R \pi} \sin \left( \frac{\pi R}{v_0 T_d} \sin \left( \frac{\pi R + 2v_0 \Delta \tau}{v_0 T_d} \right) \right) + \frac{d_0}{R^2 T_d^2 v_0} \left[ 2 \pi R v_0 T_d \cos \left( \frac{2\pi R + v_0 \Delta \tau}{v_0 T_d} \right) + \frac{v_0^2 T_d^2}{2} \sin \left( \frac{2\pi R}{v_0 T_d} \right) \right] + 2 \pi^2 R^2 \left[ 2 \text{Ci} \left( \frac{2\pi R}{v_0 T_d} \right) \sin \left( \frac{2\pi \Delta \tau}{T_d} \right) \right] - \left( \pi - 2 \text{Si} \left( \frac{2\pi R}{v_0 T_d} \right) \cos \left( \frac{2\pi \Delta \tau}{T_d} \right) \right) \right].
\]

(4)

Here we have assumed for simplicity (i) the dipole moment oscillates with a single Fourier component \( d(t) = d_0 \sin(2\pi t/T_d) \) and (ii) a straight-line trajectory \( z(t) = v_0(t - \Delta \tau) \) of the emitted electron. The first term represents the motion inside the cage and the second term the motion in the enhanced near-field. Eq. (4) effectively predicts values for \( A \) and \( \Delta \tau \) (Eq. (3)) in good agreement with the simulation (see Fig. 3(b)). The largest momentum shift is incurred for electrons emitted shortly after the extrema of the dipole moment (Fig. 3 times \( t_1 \) and \( t_3 \)). These trajectories are accelerated inside the cage and reach the molecular surface at the time when the dipole moment changes its sign so that they are further accelerated by the enhanced near-field. For electrons born at a time when the magnitude of the instantaneous dipole moment increases (Fig. 3 \( t_2 \)), the self-streaking field is stronger but the field inside and outside the cage have different signs and therefore partially compensate each other leading to a reduced momentum shift. The present self-streaking protocol is independent of how the dipole excitation is initiated. Alternatively to the moderately intense VIS-UV pulses employed here, lower frequency pulses of higher intensity could be used as well.

Eventually, the coherent electronic dipole excitation will dephase by coupling to vibrational degrees and decay by electron-electron scattering or radiative relaxation, the latter of which occurring on the nanosecond scale. For \( \text{C}60 \), the fastest dephasing and dissipative process is estimated to be coupling to the lattice degrees of freedom. An estimate for its time scale is given by the oscillation period of the C=C stretching mode of \( \sim 23 \text{fs} \). This agrees well with estimates of electron-phonon coupling from the experimental spectra and theory. Coupling to other degrees of freedom will lead to damping of the dipole oscillation amplitude and, in turn, of the streaking amplitude (Fig. 2(b)). Self-streaking, thus, affords the opportunity to study dephasing and dissipative processes directly in the time domain and benchmark emerging ab-initio descriptions of non-adiabatic electron-ion coupling and electron-electron scattering processes.

In conclusion, we have demonstrated that dipolar excitations in the \( \text{Ne@C}60 \) molecule can be investigated with attosecond resolution employing a novel variant of the attosecond streaking protocol involving intrinsic rather than external oscillating strong fields. This “self-streaking” maps out the real-time modulations and decay of the time-dependent molecular near-field and dipole moment. For endohedral fullerenes, photoionization of the central rare-gas atom provides a localized source of distinguishable fast streaking electrons. Similarly, for studying processes in more complex systems such as organic molecules containing several atomic species, contributions from different locations within the molecule can be disentangled by the final electron energy. We may envision time-domain visualization of charge-transfer processes and hot electron dynamics in small clusters and nanoparticles with sub-femtosecond resolution.
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