Approximating the maximum of a polynomial over a polytope: Handelman decomposition and continuous generating functions
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Abstract We investigate a way to approximate the maximum of a polynomial $f$ over a polytopal region $P$ through the computation of the integrals $\int_P f(x)^k \, dx$. We do a refined analysis of the quality of approximation for the resulting upper and lower bounds. We also propose a new methodology to compute those integrals using a Handelman polynomial decomposition and continuous multivariate generating functions.
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1 Introduction

Let $P \subset \mathbb{R}^d$ be a $d$-dimensional rational polytope given by the inequality description $P := \{ x \in \mathbb{R}^d \mid Ax \leq b \}$ where $A \in \mathbb{Q}^{n \times d}$, and $b \in \mathbb{Q}^n$. We study a new methodology for approximating the global maximum of a polynomial function over the polytope $P$. More precisely, we will develop a sequence of lower and upper bounds to the problem

\begin{equation}
\max_{x \in P} f(x)
\end{equation}

where $f(x) \in \mathbb{Q}[x_1, \ldots, x_d]$ is a polynomial that is nonnegative on $P$. We denote this maximum by $f_{\text{max}}$. We transfer the ideas in \cite{21}, where they developed an algorithm for approximating the global maximum of a polynomial function over the integer points of a convex polytope. In \cite{21}, their bounds involved evaluating the sum $\sum_{x \in P \cap \mathbb{Z}^d} f(x)^k$ in polynomial time in $k$ when the dimension $d$ is fixed.
and the degree of $f$ is bounded. In Section 2 we prove an analogous approximation algorithm when the domain is continuous which relies on evaluating the integral $\int_P f(x)^k \, dx$.

Let us recall prior results on the complexity of maximizing a polynomial over a polytope. When the dimension is allowed to vary, the exact optimization problem is NP-hard, as it includes such problems as the max-cut problem, which is equivalent to quadratic optimization over the hypercube, and the maximum stable set problem, which is equivalent to quadratic optimization over the standard simplex [27]. Even approximating the optimal objective value of polynomial programming problems is still hard. For instance, Bellare and Rogaway [10] proved that if $P \neq NP$ and $\epsilon \in (0, \frac{1}{4})$ is fixed, there does not exist an algorithm $A$ for continuous quadratic programming over polytopes that produces an approximation $f_A$ in polynomial time where $|f_A - f_{\text{max}}| < \epsilon |f_{\text{max}} - f_{\text{min}}|$. For a survey on the complexity for exactly or approximately optimizing a polynomial on $P$, see [30].

When the dimension is fixed, there are many polynomial-time approximation algorithms for polynomial programming. For instance Parrilo [45], building on work by Lasserre [35] and Nesterov [43], developed such methods using sums of squares optimization. These methods are further developed in [9,14,38,50,51]. Other methods for polynomial optimization have been developed in [3,42]. In [29] and [22], polynomial time approximation algorithms were developed that discretized the domain. Handelman’s theorem (which we discuss below) has been used to optimize a polynomial in [3,42]. The first main contribution of this paper is Theorem 1. It is the continuous analog of Theorem 1.1 in [21] for optimizing a polynomial over the continuous domain $P$. It can also be seen as the limit case of using a grid-summation method for polynomial optimization from [20]. The idea to use moments of $f(x)$ for optimization is a common idea, see for example [5,6]. Here we give a new precise analysis of such ideas.

**Theorem 1** Let the number of variables $d$ be fixed. Let $f(x)$ be a polynomial of total degree $D$ with rational coefficients, and let $P$ be a full-dimensional convex rational polytope defined by linear inequalities in $d$ variables. Assume $f(x)$ is nonnegative over $P$. Then there are an increasing sequence of lower bounds $\{L_k\}$ and a decreasing sequence of upper bounds $\{U_k\}$ for $k \geq k_0$ to the optimal value of

$$\max f(x) \text{ such that } x \in P$$

that have the following properties:

1. For each $k > 0$, the lower bound is given by

$$L_k := \sqrt{\frac{\int_P f(x)^k \, dx}{\text{vol}(P)}}.$$

2. Let $M$ be the maximum width of $P$ along the $d$ coordinate directions, $\gamma_k := \frac{M}{\sqrt{k}}$, and let $\mathcal{L}$ be a Lipschitz constant of $f$ satisfying

$$|f(x) - f(y)| \leq \mathcal{L} \|x - y\|_\infty \text{ for } x, y \in P.$$
Then for all $k$ such that $k \geq k_0$ where $k_0 = \max\{1, d(\frac{f_{\max}}{M} - 1)\}$, the upper bound is given by

$$U_k := \left( \frac{\int_P f(x)^k \, dx}{\text{vol}(P)} \right)^{1/(d+k)} \cdot (ML)^{\gamma_k} \frac{1}{\gamma_k} \frac{1}{(1 - \gamma_k)^{1 - \gamma_k}}.$$

3. If $M$ and $\mathcal{L}$ are rational, then $L_k^k$ and $U_{d+k}^k$ can be computed exactly as a rational number in polynomial time, for fixed $d$, in unary encoding of $D$ and $k$ and binary encoding of $P$ and $f(x)$.

4. Let $\epsilon > 0$, and $U$ be an arbitrary initial upper bound for $f_{\max}$, then there is a $k \geq k_0$ such that

(i) $U_k - L_k \leq \epsilon f_{\max}$ where $k$ depends polynomially on $1/\epsilon$, linearly on $U/ML$, and logarithmically on $ML/U$, and

(ii) for this choice of $k$, $L_k$ is a $(1 - \epsilon)$-approximation to the optimal value $f_{\max}$ and $U_k$ is a $(1 + \epsilon)$-approximation to $f_{\max}$.

We note that Theorem 1 involves integrating the polynomial $f(x)$. Integral kernel or moment methods produce an approximation to $f_{\max}$ via computing $\int f(x) \, d\mu_k$ where the measure $\mu_k$ usually involves a special subset of nonnegative functions, like sum-of-squares polynomials. Such methods have been developed in [28, 32, 34, 35, 36, 37].

As we observed before, special decompositions of polynomials are fundamental for fast integration using generating functions. In the present paper, we propose an alternative decomposition of the polynomial $f(x)$ into a sum of products of affine linear functions (e.g., $(x_1 + 2x_2 + 3)^2(3x_1 + x_3 - 1)^4$) using a Handelman decomposition:

**Theorem 2 (Handelman)** Assume that $g_1, \ldots, g_n \in \mathbb{R}[x_1, \ldots, x_d]$ are linear polynomials that define a polytope

$$P = \{ x \in \mathbb{R}^d : g_1(x) \geq 0, \ldots, g_n(x) \geq 0 \}$$

which is compact and has a non-empty interior. Then any polynomial $f \in \mathbb{R}[x_1, \ldots, x_d]$ strictly positive on $P$ can be written as $f(x) = \sum_{\alpha \in \mathbb{N}^n} c_\alpha g_1^{a_1} \cdots g_n^{a_n}$ for some nonnegative scalars $c_\alpha$.

Note that the polynomials $g_i(x)$ correspond to the rows in the constraint matrix $b - Ax \geq 0$ of the polytope $P$. In the case of the hypercube $P = [0,1]^d$, this result was shown earlier by Krivine [31]. See [16, 28, 40, 44] for a nice introduction to Handelman decompositions. A Handelman decomposition is only guaranteed to exist if the polynomial is strictly greater than zero on $P$, and the required degree of a Handelman decomposition can grow as the minimum of the polynomial approaches zero. See [46, 49] and the references therein.

Traditionally Handelman decompositions were used directly (without integration) for optimization. Here we propose using Handelman decompositions as an alternative way to decompose the input polynomials for integration. This time the decomposition is a sum of products of affine linear forms. The difference between products of linear forms and products of affine functions is that the latter is allowed to have constant terms in the factors. The Handelman decomposition method has advantages over decomposing $f(x)$ into a sum of powers of linear forms as we will show in Section 3.2. Our key engine for calculating a sparse Handelman decomposition is the solution of linear programming problems which are quite efficient and, under some conditions, are polynomial time computable. We demonstrate the practical potential of this method to recover short (or sparse) sums through experiments. See Section 3.

Our interest in Handelman decompositions of a polynomial was for integration. We extended the ideas in [4, 19] to the case when the integrand is a Handelman summand. For this we developed a new generating function method for integrating a product of affine functions over a polytope in Section 4.
Our second main theorem assures that, when the dimension and the number of inequalities defining the polytope are both constant, one can recover efficiently a Handelman decomposition of some translation \( f(x) + s \) of the polynomial \( f(x) \). The translation \( s \) is necessary when \( f(x) \) is not nonnegative on \( P \). However, adding an arbitrary large \( s \) to \( f(x) \) is not ideal as the bounds \( L_k \) and \( U_k \) from Theorem 1 guarantee that \( U_k - L_k \leq \epsilon(f_{\text{max}} + s) \). We therefore use Handelman decompositions as a practical heuristic for finding a sparse decomposition and a small shift so that \( f(x) + s \) is nonnegative on \( P \).

**Theorem 3** Fix the dimension \( d \) and the number \( n \) of facets of the polytope \( P \). Let \( D \) be the degree of \( f \). The polynomial \( f \) could take negative values on \( P \).

1. There is an algorithm (Algorithm 1) that runs in time polynomial in the unary encoding size of \( k \), \( D \), and the binary encoding size of \( f \) and \( P \), that computes a number \( s \) with \( f(x) + s \geq 0 \) on \( P \), determines a Handelman decomposition of \( (f(x) + s)^k \), and evaluates the integral \( \int_P (f(x) + s)^k \, dx \).

2. Moreover, when \( P \) is a full dimensional simplex and \( \epsilon > 0 \) is a small number, an \( s \) can be computed in polynomial time in the unary encoding size of \( D \) and the binary encoding size of \( f(x) \) and \( P \) such that Theorem 2 produces bounds on \( f(x) + s \) with \( U_k - L_k \leq \epsilon(f_{\text{max}} - f_{\text{min}}) \) where \( k \) depends polynomially on \( 1/\epsilon \) and \( D^{2D-1} \).

The proof of this theorem will be presented in the last section of the paper, Section 5.

### 2 Using integration for optimization over a general polytope

This section is devoted to the proof of Theorem 3.

**Proof of Theorem 3** part 1: This follows from the fact that \( \int_P f(x)^k \, dx \leq \int_P f_{\text{max}}^k \, dx \). \( \square \)

**Proof of Theorem 3** part 2: We take inspiration from the standard proof that \( \lim_{p \to \infty} \|f\|_p = \|f\|_{\infty} \). Let \( \gamma > 0 \), \( P^\gamma := \{x \in P \mid f(x) \geq (1 - \gamma)f_{\text{max}}\} \) and \([P^\gamma]\) denote the characteristic function of \( P^\gamma \). Then we have

\[
(1 - \gamma)f_{\text{max}} \cdot \text{vol}(P^\gamma) \leq \int_{P^\gamma} f(x) \, dx = \int_P f(x)[P^\gamma] \, dx \leq \left( \int_P f(x)^k \, dx \right)^{1/k} \text{vol}(P^\gamma)^{1/q}
\]

where the last inequality comes from Hölder’s inequality with \( \frac{1}{k} + \frac{1}{q} = 1 \). Rearranging the first and last expressions results in

\[
\left( \int_P f(x)^k \, dx \right)^{1/k} \geq (1 - \gamma)f_{\text{max}} \cdot \text{vol}(P^\gamma)^{1/k}.
\]

We now seek a lower bound for \( \text{vol}(P^\gamma) \). Because \( f \) is a polynomial and \( P \) is compact, \( f \) has a Lipschitz constant \( \mathcal{L} \) ensuring \( |f(x) - f(y)| \leq \mathcal{L} \|x - y\|_\infty \) for \( x, y \in P \). Let \( x^* \) denote an optimal point where \( f(x^*) = f_{\text{max}} \) and let

\[
B_\infty(x^*, r) := \{x \in \mathbb{R}^d : \|x - x^*\|_\infty \leq r\}
\]

be a closed ball of radius \( r \) centered at \( x^* \). Then for all \( x \) in the ball \( B_\infty(x^*, \gamma f_{\text{max}}/\mathcal{L}) \), \( f(x) \geq (1 - \gamma)f_{\text{max}} \). Therefore,

\[
\text{vol}(P^\gamma) = \text{vol}\{x \in P \mid f(x) \geq (1 - \gamma)f_{\text{max}}\} \geq \text{vol}(P \cap B_\infty(x^*, \gamma f_{\text{max}}/\mathcal{L})).
\]
Notice that the ball $B(x^*, \gamma f_{\text{max}}/L)$ may not be contained in $P$, see Figure 1a. We need to lower bound the fraction of the ball that intersects $P$ where $x^*$ could be any point in $P$. To do this, we will show how a scaled $P$ can be contained in $P$ as in Figure 1b. Consider the invertible affine transformation $\Delta : \mathbb{R}^d \to \mathbb{R}^d$ given by $\Delta x := \delta (x - x^*) + x^*$ where $\delta > 0$ is some unknown scaling term. Notice that this function is simply a scaling about the point $x^*$ that fixes the point $x^*$. We need to pick $\delta$ such that $\Delta P \subseteq P \cap B_{\infty}(x^*, \gamma f_{\text{max}}/L)$. We claim that choosing $\delta = \min\{1, \frac{\gamma f_{\text{max}}}{M L}\}$ suffices where $M$ is the maximum width of $P$ along the $d$ coordinate axes: $M := \max_{x,y \in P} \|x - y\|_{\infty}$. First, since $\delta < \frac{\gamma f_{\text{max}}}{M L}$,

$$\|\Delta x - x^*\|_{\infty} = \|\delta (x - x^*) + x^* - x^*\|_{\infty} = \delta \|x - x^*\|_{\infty} \leq \frac{\gamma f_{\text{max}}}{L}.$$ 

Second, since $\delta \in (0, 1)$ and $P$ is convex,

$$\Delta x = \delta x + (1 - \delta) x^* \in P.$$ 

Therefore, $\text{vol}(P \cap B_{\infty}(x^*, \gamma f_{\text{max}}/L)) \geq \text{vol}(\Delta P) = \left(\min\{1, \frac{\gamma f_{\text{max}}}{M L}\}\right)^d \text{vol}(P)$, and finally,

$$\left(\int_P f(x)^k \, dx\right)^{1/k} \geq (1 - \gamma)f_{\text{max}} \cdot \text{vol}(P)^{1/k} \left(\min\{1, \frac{\gamma f_{\text{max}}}{M L}\}\right)^{d/k}. \quad (3)$$

As the above inequality is true for all $0 < \gamma \leq 1$, we want to pick $\gamma$ to maximize the function $\phi(\gamma) := (1 - \gamma)\left(\min\{1, \frac{\gamma f_{\text{max}}}{M L}\}\right)^{d/k}$. The maximum of $(1 - \gamma)\left(\frac{\gamma f_{\text{max}}}{M L}\right)^{d/k}$ occurs at $\gamma = \frac{d}{d + k}$ if this is less than $\frac{M L}{f_{\text{max}}}$. Otherwise if $\gamma \geq \frac{M L}{f_{\text{max}}}$, the maximum of $\phi(\gamma)$ is at $\gamma = \frac{M L}{f_{\text{max}}}$. Therefore the maximum of $\phi(\gamma)$ occurs at $\gamma = \min\{\frac{d}{d + k}, \frac{M L}{f_{\text{max}}}\}$. Enforcing $\frac{d}{d + k} \leq \frac{M L}{f_{\text{max}}}$ is equivalent to $d(\frac{M L}{f_{\text{max}}} - 1) \leq k$. Let $\gamma_k := \frac{d}{d + k}$, then with this value restriction on $k$, we have $\gamma = \gamma_k$ and solving for $f_{\text{max}}$ in Inequality (3) yields the desired formula for $U_k$. $\Box$
An important input to our approximation bounds is a Lipschitz constant $L$ satisfying $|f(x) - f(y)| \leq L \|x - y\|_\infty$ for all $x, y \in P$. One natural way to compute this constant is by maximizing $\|\nabla f(x)\|_1$ on $P$. However this is a difficult problem in general. Instead, one can compute a potentially larger constant by following the next lemma.

**Lemma 1 (Rewording of Lemma 11 in [22])** Let $f$ be a polynomial in $d$ variables with maximum total degree $D$. Let $c$ denote the largest absolute value of a coefficient of $f$, and let $r$ denote the number of monomials of $f$. Then there exists a Lipschitz constant $L$ such that $|f(x) - f(y)| \leq L \|x - y\|_\infty$ for all $|x_i|, |y_i| \leq M$. The constant $L$ is $crDM^{D-1}$.

**Proof of Theorem 1, part 3:**

We first expand the polynomial $f(x)^k$ with respect to the standard monomial basis. Let $g(x) := f(x)^k$. The authors of [4,19] have developed algorithms for computing $\int_P g(x) \, dx$ as an exact rational number that runs in polynomial time in the unary encoding of the degree of $g(x)$, and the binary encoding of $P$ and $g(x)$.

The maximum width of $P$ along the $d$ coordinate directions, $M$, can be computed by solving $2d$ linear programs in the form $\min_{x_i \in P} x_i$ and $\max_{x_i \in P} x_i$ in polynomial time.

Lemma 1 produces a valid and easily computable Lipschitz constant for $f(x)$ on a box containing $P$. The $M$ in Lemma 1 can be found from the same linear programs used to find $M$. $\square$

Computing $L_k$ from $L_k^k$ requires approximating the real nonnegative $k$-th root with a lower bound, and similarly for $U_k$. This is the only source of numerical approximation that enters our method. Approximating these $k$-th or $(d+k)$-th roots with $\eta$ bits of precision can be done with $O(\log \eta)$ iterations of a Newton-Raphson type method, see [17]. We also remark that Sections 3 and 4 describe another polynomial time algorithm for computing $\int_P f(x)^k \, dx$ that is similar to the methods in [4,19].

**Lemma 2** \(\frac{1}{\log(1+\epsilon)} \leq 1 + \frac{1}{\epsilon} \) for $0 < \epsilon \leq 1$.

**Proof** It is enough to show that $\phi(\epsilon) := (1 + \frac{1}{\epsilon}) \log(1 + \epsilon) \geq 1$ for $0 < \epsilon \leq 1$. This follows because $\phi(\epsilon)$ is increasing on $0 < \epsilon \leq 1$ and $\lim_{\epsilon \to 0} \phi(\epsilon) = 1$ from L'Hôpital's rule. $\square$

**Lemma 3** For every $\delta > 0$, there is $c_\delta > 0$ such that

$$\log(z) \leq c_\delta z^{\frac{\delta}{1+\delta}}$$

for all $z > 0$. In particular, if $\delta = 0.1$, then $c_\delta$ can be set to 4.05.

**Proof** Because

$$\lim_{z \to \infty} \frac{z^{\frac{\delta}{1+\delta}}}{\log(z)} = \infty,$$

there exist a $a_1 > 0$ and $z_0 \geq 0$ such that $\log(z) \leq a_1 z^{\frac{\delta}{1+\delta}}$ for $z \geq z_0$. When $z_0 > 1$, another constant $a_2$ exists such that $\log(z) \leq a_2 z^{\frac{\delta}{1+\delta}}$ for $1 \leq z \leq z_0$, and $c_\delta$ can be assigned $\max\{a_1, a_2\}$. Otherwise $c_\delta = a_1$ is sufficient.

Now let $\delta = 0.1$. We show the minimum of $\phi(z) := 4.05(z)^{1/11} - \log(z)$ is positive. Notice that $\phi(z) \to \infty$ as $z \to \infty$ or as $z \to 0$. The only zero of $\phi'(z)$ occurs at $z^* = \left(\frac{11}{4.05}\right)^{11}$. Finally, $\phi(z^*) > 0$. $\square$
Proof of Theorem 2, part 4:

First let $k \geq d(ML)$. This ensures the formula for $U_k$ holds because

$$k \geq d \left( \frac{U}{ML} - 1 \right) \geq d \left( \frac{f_{\max}}{ML} - 1 \right).$$

In terms of an algorithmic implementation, other upper bounds for $d \left( \frac{f_{\max}}{ML} - 1 \right)$ can be used; for instance, because $f_{\max} - f_{\min} \leq ML$, $d \left( \frac{f_{\max}}{ML} - 1 \right) \leq \frac{d(f_{\max})}{ML} \leq d(f(x_0))$ where $x_0$ is any point in the domain.

Note that $\frac{1}{d+k} - \frac{1}{k} = \frac{1}{k}(-\gamma_k)$, then with $U_k$ and $L_k$ as defined above, we have the chain of inequalities

$$U_k - L_k = \left( \frac{\int P f^k dx}{\text{vol}(P)} \right)^{1/k} \gamma_k \frac{1}{(1 - \gamma_k)^{1-\gamma_k}} \left( \frac{\int P f^k dx}{\text{vol}(P)} \right)^{1/k} - \left( \frac{\int P f^k dx}{\text{vol}(P)} \right)^{1/k} \gamma_k \frac{1}{(1 - \gamma_k)^{1-\gamma_k}} - 1)
$$

$$\leq f_{\max} \left( \frac{\int P f^k dx}{\text{vol}(P)} \right)^{1/k} \gamma_k \frac{1}{(1 - \gamma_k)^{1-\gamma_k}} - 1)
$$

$$\leq f_{\max} \left( \frac{\int P f^k dx}{\text{vol}(P)} \right)^{1/k} \gamma_k \frac{1}{(1 - \gamma_k)^{1-\gamma_k}} - 1)
$$

Let $\epsilon > 0$. We now show how to pick $k$ large enough so that $(\frac{ML}{U})^{\gamma_k} \frac{1}{\gamma_k} \frac{1}{(1 - \gamma_k)^{1-\gamma_k}} \leq 1 + \epsilon$. We divide this into showing three inequalities:

$$\frac{1}{(1 - \gamma_k)^{1-\gamma_k}} \leq (1 + \epsilon)^{1/3} \quad (4)$$

$$\left( \frac{ML}{U} \right)^{\gamma_k} \leq (1 + \epsilon)^{1/2} \quad (5)$$

$$\frac{1}{\gamma_k} \leq (1 + \epsilon)^{1/2}. \quad (6)$$

If $k \geq \frac{d}{(\epsilon+1)^3/3} - 1$, then after rearranging this we have

$$(\epsilon + 1)^{1/3} \geq \frac{d}{k} + 1 = \frac{d+k}{k} \geq \frac{1}{(1 - \gamma_k)^{1-\gamma_k}},$$

and so Inequality (4) follows.

If $k \geq 3d \log \left( \frac{ML}{U} \right) \left( 1 + \frac{1}{\epsilon} \right)$, then using Lemma 2 and the fact that $\log(\epsilon+1) > 0$, we have

$$k \geq 3d \log \left( \frac{ML}{U} \right) \left( 1 + \frac{1}{\epsilon} \right) \geq d \log \left( \frac{ML}{U} \right) - \log(\epsilon+1)/3 \geq \frac{d \log \left( \frac{ML}{U} \right) - \log(\epsilon+1)/3}{\log(\epsilon+1)/3}.$$
Further rearranging this yields \( \frac{\log(\epsilon + 1)}{3} \geq \frac{d}{\pi^{\frac{d}{2}}} \log \left( \frac{ML}{U} \right) \), and Inequality (5) now follows. Notice that Lemma 3 implies

\[
\log(\gamma_k - \gamma_k^{\frac{1}{1+\delta}}) = \gamma_k \log\left( \frac{1}{\gamma_k} \right) \leq \gamma_k \frac{c_3}{\gamma_k^{\frac{1}{1+\delta}}} = c_3 \gamma_k^{\frac{1}{1+\delta}}.
\]

Inequality (7) shows that it is sufficient to choose \( \gamma_k \) such that

\[
c_3 \gamma_k^{\frac{1}{1+\delta}} \leq \frac{1}{3} \log(1 + \epsilon)
\]

for Inequality (6) to hold. Solving for \( k \) in Inequality (8) produces

\[
k \geq d \left( (3c_3)^{1+\delta} \left( 1 + \frac{1}{\epsilon} \right)^{1+\delta} - 1 \right).
\]

Applying Lemma 2 shows that \( k \geq d \left( (3c_3)^{1+\delta} \left( 1 + \frac{1}{\epsilon} \right)^{1+\delta} - 1 \right) \) is also sufficient for Inequality (6) to hold.

Therefore let

\[
k = \left\lceil \max \left\{ d \left( \frac{U}{ML} - 1 \right), \frac{d}{(\epsilon + 1)^{1/3} - 1}, 3d \log \left( \frac{ML}{U} \right) \left( 1 + \frac{1}{\epsilon} \right) O \left( 1 + \frac{1}{\epsilon} \right)^{1+\delta} \right\} \right\rceil,
\]

where the last term is understood to mean for every \( \delta > 0 \), there exist a \( c_3 > 0 \) so that \( k \) should be larger than \( d \left( (3c_3)^{1+\delta} \left( 1 + \frac{1}{\epsilon} \right)^{1+\delta} - 1 \right) \). In particular, if \( \delta = 0.1 \), then \( c_3 \) could be 4.05. Notice that

\[
\frac{1}{(\epsilon + 1)^{1/3} - 1} = \frac{1}{2} + 1 + O(\epsilon),
\]

so \( k \) is bounded by a polynomial in \( 1/\epsilon \). For this choice of \( k \), Inequalities (4), (5), (6) are all true and \( U_k - L_k \leq f_{\max} \cdot \epsilon \).

\( L_k \) is a \((1 - \epsilon)\)-approximation to \( f_{\max} \) because

\[
f_{\max} \leq U_k = L_k + (U_k - L_k) \leq L_k + \epsilon f_{\max}
\]

and \( U_k \) is a \((1 + \epsilon)\)-approximation to \( f_{\max} \) because

\[
U_k - \epsilon f_{\max} \leq U_k = (L_k - U_k) = L_k \leq f_{\max}.
\]

Before closing this section, we make three remarks. First, Theorem 1 could also be applied for global unconstrained maximization. If a polynomial has a global maximum, then there is a \( M > 0 \) such that a global maximizer is contained in the box \( P := [-M, M]^d \). In fact, the theory of quantifier elimination gives worst-case bounds for representatives of each connected component of the set of global maximizers. These bounds \( M \) are effectively computable from the encoding sizes of the input, and when the dimension \( d \) is fixed, \( \log M \) is bounded polynomially; see Proposition 1.3 in [48] or [52].

In actual applications, tighter bounds may be available.

Second, Theorem 1 gives an approximation to \( \max f(x) \) on \( P \), it does not find a point in the domain that has this value. However, Theorem 1 can also be used to approximate the point in \( P \) that gives \( \max f(x) \) by using a standard bisection method.

Third, the bounds \( L_k \) and \( U_k \) are also valid for when \( P \) is a full dimensional convex set, not just a polytope. The difficulty in using Theorem 1 on a convex set is the need to integrate a polynomial over it.
Table 1: Values for $U_k$, $L_k$, and $L_{k,m}$ for $k = 10, 20, 30, 40$ and $m = 10, 100, 1000$ when $P$ is the triangle with vertices $(1, 1), (1, 2)$, and $(2, 1)$.

| $k$ | $L_k$ | $U_k$ | $L_{k,m}$ | $L_{k,m}$ | $L_{k,m}$ |
|-----|-------|-------|-----------|-----------|-----------|
| 10  | 17.12 | 47.69 | 16.77     | 17.08     | 17.11     |
| 20  | 17.99 | 33.18 | 17.77     | 17.95     | 17.99     |
| 30  | 18.40 | 28.70 | 18.25     | 18.39     | 18.40     |
| 40  | 18.67 | 26.52 | 18.55     | 18.65     | 18.66     |

2.1 Examples and comparisons with other approximations

We now illustrate our bounds on an example. Let $f(x_1, x_2) := -5(x_1^2 - 2)^2 - 7(x_2^2 - 2)^2 + 20$ and set the domain $P$ to be the triangle with vertices $(1, 1), (1, 2)$, and $(2, 1)$. On this domain, $f_{\min} = 8$ at $(1, 1)$, and $f_{\max} = 20$ at $(\sqrt{2}, \sqrt{2})$. For the Lipschitz constant, we could maximize $\|\nabla f(x)\|_1$ on $P$ which for this problem is 132. The bound produced by Lemma 4 gives $L = 28 \cdot 4 \cdot 2^3 = 3584$. However, we can apply Lemma 4 on each monomial of $f(x)$ and get a smaller Lipschitz constant $L = 536$, which we use. Using the definition of $L_k$ and $U_k$ from Theorem 1 we have

$L_k \leq f_{\max} \leq U_k$ where $d = 2, M = 1, \gamma_k = \frac{2}{\pi}$, and $L = 536$. Then for different values of $k$, the bounds for $L_k$ and $U_k$ are shown in the first three columns of Table 1. Next we want to apply Theorem 1, part 4 when $\epsilon = 1$. Using $U = 27, \delta = 0.1$, we see that $k$ from Equation (4) has to be at least $k = \lceil \max\{-1.9, 62.0, 197.2, 217.1\} \rceil$ to guarantee that $U_k - L_k \leq f_{\max} \cdot \epsilon = 2.0$. However for this example $k = 179$ suffices: $U_{179} - L_{179} < 1.998$.

We also want to compare the bounds in Theorem 1 with the grid-summation approximation ideas in [20] restricted to the pure continuous case. Using a grid-summation method has been done before, for instance in [29], but there generating functions were not used. Note that [20] only gives an algorithm for lower bounding $f_{\max}$ while we also have the upper bound $U_k$. Let $m \in \mathbb{N}$ and define

$$S(m) := \sum_{x \in P \cap \frac{1}{m} \mathbb{Z}^d} f(x)^k,$$

and $L_{k,m} := \sqrt[k]{\frac{S(m)}{|P \cap \frac{1}{m} \mathbb{Z}^d|}}$.

We immediately have that $L_{k,m} \leq \max_{x \in P \cap \frac{1}{m} \mathbb{Z}^d} f(x) \leq f_{\max}$, and so $L_{k,m}$ is a valid lower bound for any $k$ and $m$. Keeping $k$ fixed and taking $m \to \infty$ reveals that $L_{k,m}$ is an approximation to $L_k$:

$$\lim_{m \to \infty} L_{k,m}^k = \lim_{m \to \infty} \frac{S(m)}{m^d} \cdot \frac{m^d}{|P \cap \frac{1}{m} \mathbb{Z}^d|} = \int_P f(x)^k \, dx \cdot \frac{1}{\text{vol}(P)} = L_k.$$

Table 1 shows this convergence for $L_{k,m}$.

One problem with using $L_{k,m}$ is that a choice of $m$ has to be made. The choice for $m$ can affect how $L_{k,m}$ converges to $L_k$. To see this, consider a new example where $P$ is the one dimensional polytope $[-\frac{1}{2}, \frac{1}{2}]$ and the polynomial is $f(x) := -10x^2 + 2$. Table 2 shows $L_{1,m}$ for some values of $m$, where the columns are the residue classes of $m$ modulo 4. The value of $L_1$ in this case is 1.791667. We can see that $L_{1,m}$ is converging to $L_1$ from below in residue classes 0 and 1, while it is converging from above in the other classes. Also, the convergence in residue class 2 is much faster than in the others. This faster convergence can be explained. The Ehrhart quasi-polynomial that counts $|P \cap \frac{1}{m} \mathbb{Z}^d|$ is $\frac{1}{2}m - \frac{1}{2}(m \mod 4) + 1$. Then

$$L_{1,m} = \frac{S(m)}{m} \cdot \frac{\frac{1}{2}m - \frac{1}{2}(m \mod 4) + 1}{\frac{1}{2}m - \frac{1}{2}(m \mod 4) + 1}.$$
However, their polynomial time algorithm for integrating
\[ \int \text{polynomial over a polytope by using efficient generating function methods} \]
has been done in [4,19].

Table 2: \( L_{1,m} \) for \( f(x) = -10x^2 + 2 \) on \( P = [-\frac{1}{4}, \frac{1}{4}] \) arranged by the residue classes of \( m \) modulo 4 where \( m \in \{1, 2, \ldots, 15\} \cup \{988, 989, \ldots, 999\} \). Bold digits show the correct digits to the limit 1.791667 . . .

| Residue | \( L_{1,m} \)  | Residue 1 | \( L_{1,m} \)  | Residue 2 | \( L_{1,m} \)  | Residue 3 | \( L_{1,m} \)  |
|---------|----------------|-----------|----------------|-----------|----------------|-----------|----------------|
| 0       | 1.090823       | 999       | 1.791246       | 1.791668  | 991             | 1.792088  |
| 4       | 1.583333       | 5         | 1.733333       | 1.814815  | 7               | 1.863946  |
| 8       | 1.687500       | 9         | 1.753086       | 1.800000  | 11              | 1.834711  |
| 12      | 1.722222       | 13        | 1.76314        | 1.795918  | 15              | 1.822222  |
| 988     | 1.790823       | 999       | 1.791246       | 1.791668  | 991             | 1.792088  |
| 992     | 1.790827       | 993       | 1.791249       | 1.791668  | 995             | 1.792086  |
| 996     | 1.790830       | 997       | 1.791249       | 1.791668  | 999             | 1.792084  |

Two special things happens when \( m \mod 4 = 2 \). First, \( \frac{m}{m-2(m \mod 4)+1} = \frac{1}{\text{vol}(P)} \), and then the sum \( S(m)/m \) is exactly the Midpoint rule of numerical integration where each interval width is 1/m.

In summary, there are a few key differences between using integration and grid-summation for optimizing a polynomial over a continuous domain. First, our integration methods also give upper bounds \( U_k \), while the grid-summation can only produce lower bounds. Second, \( L_k, m \) converges to \( L_k \) as \( m \to \infty \). Third, \( m \) should be picked large enough to ensure that the optimal point in \( P \) is close to a lattice point in \( P \cap \frac{1}{m} \mathbb{Z}^d \) otherwise the sum \( S(m) \) could only contain \( f \) values that are far from the maximum \( f \) value. The integration bounds have no analogous parameter. Fourth, and most important for practical use, computing the sum \( S(m) \) using generating functions required decomposing a polytope into unimodular cones, while the integration bounds do not need this. Decomposing to unimodular cones can significantly increase the number of cones that need processing.

3 Decomposing a polynomial using Handelman decompositions

From Theorem 1 we see that it is necessary to exactly compute the integral \( \int_P f(x)^k \, dx \). Integrating a polynomial over a polytope by using efficient generating function methods has been done in [4,19]. However, their polynomial time algorithm for integrating \( \int_P f(x)^k \, dx \) relies on decomposing \( h(x) := f(x)^k \) into a sum of powers of linear forms in the form \( h(x) = \sum_i c_i(x, x)^{m_i} \) where \( c_i \in \mathbb{Q}^d \), \( c_i \in \mathbb{Q} \), and \( m_i \in \mathbb{N} \). This was done by using the following formula on each monomial of \( h \). If \( x^m = x_1^{m_1} x_2^{m_2} \cdots x_d^{m_d} \), then

\[
x^m = \frac{1}{|m|!} \sum_{0 \leq p_i \leq m_i} (-1)^{|m|-(p_1+\cdots+p_d)} \left( \frac{m_1}{p_1} \right) \cdots \left( \frac{m_d}{p_d} \right) (p_1 x_1 + \cdots + p_d x_d)^{|m|}, \tag{10}
\]

where \( |m| = m_1 + \cdots + m_d \). Other decompositions into powers of linear forms could be done, for instance [15] describes a method with fewer terms but involves roots of unity.

It is worth noting that Equation (10) does not yield an optimal decomposition. The problem of finding a decomposition with the smallest possible number of summands is known as the polynomial Waring problem [2,11,15]. A key benefit of Equation (10) is that it is explicit, is computable over \( \mathbb{Q} \), and is sufficient for generating a polynomial-time algorithm on when the dimension is fixed [4]. However, Equation (10) has a major problem: it can produce many terms. For example, a monomial in 10 variables and total degree 40 can have more than 4 million terms. To approximate optimization problems, we need to raise \( f(x) \) to the power \( k \), and so even if \( f(x) \) has small degree or is sparse,
\( f(x)^k \) may not be, resulting in many terms from Equation \((10)\). The large number of summands is our motivation for exploring an alternative decomposition using Handelman decompositions.

3.1 Computing a Handelman decomposition

Our goal is to use Handelman decompositions for integration and give empirical evidence that it can be superior to the power of linear form decomposition in that it can have fewer terms. Recall that Handelman’s Theorem says if \( g_1, \ldots, g_n \in \mathbb{R}[x_1, \ldots, x_d] \) are linear polynomials defining a polytope \( P = \{ x \in \mathbb{R}^d : g_1(x) \geq 0, \ldots, g_n(x) \geq 0 \} \), then any polynomial \( f \in \mathbb{R}[x_1, \ldots, x_d] \), strictly positive on \( P \), can be written as the sum \( f(x) = \sum_{\alpha \in \mathbb{N}^n} c_\alpha g_\alpha^1 \cdots g_\alpha^n \) for some nonnegative scalars \( c_\alpha \). We are interested in finding sparse Handelman decompositions, with as few summands as possible.

If \( f(x) = \sum_{\alpha \in \mathbb{N}^n} c_\alpha g_\alpha^1 \cdots g_\alpha^n \), we say the degree of a Handelman decomposition is \( t := \max |\alpha| \), where the maximum is taken over all the exponent vectors \( \alpha \) of \( g_i(x) \) that appear in the decomposition. We call \( c_\alpha g_\alpha^1 \cdots g_\alpha^n \) a Handelman monomial.

Handelman decompositions have been used before to maximize a polynomial over \( P \) (see \(39,40,44,49\)). Those methods require finding a Handelman decomposition of large Handelman degree \( t \), which becomes more and more difficult as the degree of \( t \) increases. Instead, our approach will prescribe a small \( t \) value, and then search for a Handelman decomposition of degree \( t \) for use in combination with Theorem \(1\). The key task we undertake can be summarized as follows: Given \( t \), the goal is to find \( c_\alpha \geq 0 \) and a \( s \in \mathbb{R} \) such that

\[
 f(x) + s = \sum_{\alpha \in \mathbb{Z}_{\geq 0}^n : |\alpha| \leq t} c_\alpha g_\alpha^\alpha.
\]

In fact, we add the unknown constant shift \( s \) to \( f(x) \) for three important reasons.

1. \(-s\) will be a lower bound for \( f_{\min} \). So even if \( f \) is negative on \( P \), \( f(x) + s \) will be positive on \( P \), allowing us to use Theorem \(1\).
2. If the minimum value of \( f \) is zero, \( f \) might not have a Handelman decomposition for any \( t \). By adding a shift, a decomposition is guaranteed to exist for some \( t \).
3. If the minimum value of \( f \) is positive, but small, \( f(x) \) might only have Handelman decompositions for large degree \( t \). By adding a shift, we can find a Handelman decomposition of smaller size.

If we expand the right hand side of \( f(x) + s = \sum_{|\alpha| \leq t} c_\alpha g_\alpha^\alpha \) into monomials, then comparing the coefficients of monomials on both sides gives a linear system in the \( c_\alpha \) and \( s \). Hence we seek a solution to the linear program

\[
 \begin{align*}
 \min s + \sum_{|\alpha| \leq t} c_\alpha \\
 A_H c_\alpha & = b \\
 a_H^T c_\alpha - s & = 0 \\
 s & \text{ free, } c_\alpha \geq 0,
\end{align*}
\]

where the objective has been chosen so that \(-s\) is close to \( f_{\min} \) and to force a sparse Handelman decomposition of order \( t \). It is common practice to use \( \| \cdot \|_1 \) as a proxy for sparse solutions \(24\). Notice that \( A_H \) has \( \binom{t+n}{n} \) columns if the number of facets \( n \) is fixed, and \( A_H \) has \( \binom{t+d}{d} = O(t^d) \) rows if the dimension \( d \) is fixed.
Consider the example $f(x) = x^2 - x$ on $[-1, 1] \subset \mathbb{R}$, which cannot have a Handelman decomposition as it takes negative values. We seek a solution to

$$f(x) + s = c_{2,0}(x + 1)^2 + c_{1,1}(1 - x)(x + 1) + c_{0,2}(1 - x)^2 + c_{1,0}(x + 1) + c_{0,1}(1 - x).$$

Solving the linear program results in $c_{0,2} = 3/4$, $c_{2,0} = 1/4$, and $s = 1$.

In the remainder of this section, we will show that if $t$ is fixed to a certain value, then a large enough shift $s$ exists so that $f(x) + s$ has a degree $t$ Handelman decomposition. We first need some notation. Let $\Delta_k$ be the simplex $\{ x \in \mathbb{R}^k \mid x_i \geq 0, \sum x_i = 1 \}$, and for a polynomial in the form

$$h(x) = \sum a_\alpha x^\alpha,$$

let $L(h) := \max\{|a_\alpha| / (a_1 + \cdots + a_{n+1})\}$. The next lemma will allow us to state a useful degree bound on a Handelman decomposition.

**Lemma 4 (Theorem 1 in [46])** Suppose that $h(x) \in \mathbb{R}[x_1, \ldots, x_d]$ is a homogeneous polynomial of degree $D$ and is strictly positive on $\Delta_d$. Let $\lambda$ be the minimum of $h$ on $\Delta_d$. If $N > \frac{D(D-1)}{2} \frac{L(h)}{\lambda} - D$, then $(x_1 + \cdots + x_d)^N h(x)$ has positive coefficients.

**Theorem 4** Let $f(x) \in \mathbb{R}[x_1, \ldots, x_d]$ be any polynomial of degree $D$, and $P$ be a full dimensional polytope given by the linear polynomials $g_i(x)$ so that $P = \{ x \in \mathbb{R}^d : g_1(x) \geq 0, \ldots, g_n(x) \geq 0 \}$. Then there exists a large enough shift $s \in \mathbb{R}$ such that the polynomial $f(x) + s$ has a Handelman decomposition of degree $t = D(D - 1) + 1$.

**Proof** Our strategy is to follow the proof of Theorem 3 in [46] and simplify the result of Theorem 5 in [46]. However, we do not use their results directly.

By [26] there exist a $c \in \mathbb{R}^n_{\geq 0}$ such that $\sum c_i g_i = 1$. Replace $c_i g_i(x)$ by $g_i(x)$ so that $\sum g_i(x) = 1$. Also, there exist constants $b_{j,i} \in \mathbb{R}$ so that for $j = 1, \ldots, d, x_j = \sum b_{j,i} g_i(x)$. Finding the $b_{j,i}$’s can be done by solving a linear system. Let $B$ be the real $d \times n$ matrix giving

$$B \cdot (g_1(x), \ldots, g_n(x))^T = (x_1, \ldots, x_d).$$

Define the map $\phi : \mathbb{R}[y_1, \ldots, y_n] \to \mathbb{R}[x_1, \ldots, x_d]$ by $y_i \mapsto g_i(x)$. If $f(x)$ has the form $f(x) = \sum_{|\alpha| \leq D} a_\alpha x^\alpha$, define the homogeneous polynomial $\tilde{f}(y) \in \mathbb{R}[y_1, \ldots, y_n]$ by

$$\tilde{f}(y) = \sum_{|\alpha| \leq D} a_\alpha (B \cdot (y_1, \ldots, y_n)^T)^\alpha \left( \sum_{i=1}^n y_i \right)^{D - |\alpha|}.$$

If $s \in \mathbb{R}$ is large enough such that $f(B \cdot y) + s > 0$ for $y \in \Delta_n$, then with $\tilde{h}(y) := \tilde{f}(y) + s \cdot (y_1 + \cdots + y_n)^D$, $\tilde{h}(y) > 0$ for $y \in \Delta_n$. Let $\lambda(\tilde{h})$ be the minimum of $\tilde{h}$ on $y \in \Delta_n$. Applying Lemma 4 on $\tilde{h}$ states that for $N > \frac{D(D-1)}{2} \frac{L(\tilde{h})}{\lambda(\tilde{h})} - D$, $(y_1 + \cdots + y_n)^N \cdot \tilde{h}(y)$ has positive coefficients. Then we have that

$$(y_1 + \cdots + y_n)^N \cdot \tilde{h}(y) = \sum_{|\alpha| = N + D} b_\alpha y_1^{a_1} \cdots y_n^{a_n},$$

where $b_\alpha \geq 0$. Applying the map $\phi$ to both sides of Equation 12 gives $f(x) + s$ decomposed as a Handelman polynomial of degree $N + D$. This theorem is finished once we show that $s$ can further be made large enough so that $\frac{L(\tilde{h})}{\lambda(\tilde{h})} \leq 2$. We do this by showing $\lim_{s \to \infty} \frac{L(\tilde{h})}{\lambda(\tilde{h})} = 1$.

First note that $\lambda(\tilde{h}) = \lambda(f) + s$ where $\lambda(f)$ is the minimum of $f(B \cdot y)$ on $y \in \Delta_n$. Notice that every monomial of $\tilde{h}$ is in the form $(a'_\alpha + s \cdot \frac{D!}{a_1! \cdots a_n!}) y^\alpha$ for some $a'_\alpha \in \mathbb{R}$ and $\alpha = D$. Hence $L(\tilde{h})$ is in the form $a'_\alpha \cdot \frac{D!}{a_1! \cdots a_n!} + s$. Then $\lim_{s \to \infty} \frac{L(\tilde{h})}{\lambda(\tilde{h})} = 1$. \hfill $\square$

Note that $f(x) + s$ can have a Handelman decomposition of degree smaller than $D(D - 1) + 1$. In our experiments, we have always found decompositions of Handelman degree $D$. 
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3.2 Benefits of Handelman decompositions

Next we compare between decomposing a random polynomial into a sum of powers of a linear form using Equation (10) and the Handelman method. We constructed a set of random polynomials in dimensions three, four, and five of total degree ranging from three to eight. For each dimension and degree pair, 20 random polynomials where constructed. Hence we tested 360 polynomials in total. For each polynomial of degree $D$ in $d$ variables, 20% of the possible $\binom{d+D}{d}$ monomials where randomly selected to have nonzero coefficients. The nonzero coefficients where uniformly selected from the set $[-10, 10] \cap \mathbb{Z} - \{0\}$. For the Handelman decompositions, the polytope $P$ was picked to be the box $[-1, 1]^d$, $t$ was set to $D$, and the objective function enforces a sparse decomposition and minimizes $s$.

Figure 2a illustrates how much better a Handelman decomposition can be over the power of linear form formula. The figure plots the average percent change between the number of terms in each method, and the bars reflect min and max percent reduction in the number of terms. For example, looking at the degree eight polynomials, the Handelman decompositions had about 40% fewer terms than the power of linear forms formula among the 60 test polynomials (20 in dimension three, four, and five, each). Among the 60 test polynomials, the best case had about 50% fewer terms while the worst case has about 30% fewer terms.

One interesting fact is that there are a few examples in degree three, four, and five where Handelman decompositions had a few more terms than the power of linear form decomposition (resulting in a negative percent improvement). However, Figure 2b reveals that the difference in the number of terms between both methods is small in these dimensions. Hence the benefit of a Handelman decomposition is less important for the low degree polynomials. Figure 2a does not show the degree 3 polynomials because their percent improvement ranged from $-50\%$ to $53\%$, meaning neither method consistently had fewer terms, but the number of terms from both methods is small. However, a Handelman decomposition also discovers a lower bound to shift $f(x)$ to make it nonnegative on $P$.

Next, we consider the effect of including a term in the objective function of Equation (11) to control the sparsity of solutions. We found that the average percent improvement between the number of linear forms found from our linear program and the number of nonzeros a generic basic feasible solution
would have ranged from 20% to 50% for each degree class of polynomials. The densest solution among any test polynomial still had 5% fewer terms than a generic basic solution. Every linear program we tested is degenerate. This shows that it could be worthwhile to build an objective function that controls sparsity. Of course, any objective function that is not just \( \min s \) can result in \(-s\) being a poor lower bound for \( f_{\min} \).

In terms of time to compute each decomposition, using Equation (10) is really fast for the polynomials we considered. In fact, no example took longer than 0.1 seconds to decompose into a sum of powers of linear forms. As Figure 2b shows, this is not surprising as about only a 1000 terms was ever produced. However, as Table 1 in [19] shows, Equation (10) can contain millions of terms already for just one monomial in dimension 10 of degree 40. For the Handelman decomposition, we used MAPLE 18 to build the linear systems and SoPlex 2.0.0 within SCIP 3.1.0 [1] for solving the linear systems . For polynomials of degree three to five, the average time to find a Handelman decomposition was 5 seconds, while for the polynomials of degree six to eight, the average was 60 seconds. The longest Handelman decomposition took 271 seconds.

One troubling fact with searching for a Handelman decomposition of order \( t \) on a polytope \( P \) with \( n \) facets is that a linear program of size \((t+d) \times (t+n)\) needs to be solved. This linear program quickly becomes impractical for large dimensions or with complicated polytopes. One way to reduce this cost when \( n \) is large is to contain \( P \) within a larger simpler polytope like a box or simplex, or to decompose \( P \) into simpler polytopes. Another idea is to use row and column generation methods for solving the linear program. These ideas and others will be considered in a future implementation of Handelman decompositions.

4 A generating function for use with Handelman decompositions

We expand on the work done in [4,19] and develop a new polynomial time method for exactly integrating a product of affine functions in polynomial time. This will allow the integration of terms from Handelman decompositions. The next few statements are a review of the types of generating functions that are key, and they are succinctly described in Chapter 8 of [7]. We use \( \langle \cdot, \cdot \rangle \) to denote the standard dot product in \( \mathbb{R}^d \).

**Proposition 1** ([41], and [47]) There exists a unique valuation \( I(\cdot, \ell) \) which associates to every polyhedron \( P \subset \mathbb{R}^d \) a meromorphic function so that the following properties hold.

1. If \( \ell \) is a linear form such that \( e^{\langle \ell, x \rangle} \) is integrable over \( P \), then \( I(P, \ell) = \int_P e^{\langle \ell, x \rangle} \, dx \).
2. For every point \( s \in \mathbb{R}^d \), one has \( I(s + P, \ell) = e^{\langle \ell, s \rangle} I(P, \ell) \).
3. If \( P \) contains a line, then \( I(P, \ell) = 0 \).

The next lemma follows from the Brion–Lasserre–Lawrence–Varchenko decomposition theory of a polyhedron into the supporting cones at its vertices [8,12,33].

**Lemma 5** Let \( P \) be a polyhedron with set of vertices \( V(P) \). For each vertex \( s \), let \( C_s \) be the cone of feasible directions at vertex \( s \). Then

\[
I(P, \ell) = \sum_{s \in V(P)} I(s + C_s, \ell).
\]

The proof of the next two statements can be found in Lemma 8.3 in [7].
Proposition 2 For a simplicial cone \( C \) generated by rays \( u_1, u_2, \ldots, u_d \) (with vertex 0) and for any point \( s \)
\[
I(s + C, \ell) = \text{vol}(\Pi_C) e^{\langle \ell, s \rangle} \prod_{i=1}^{d} \frac{1}{-\langle \ell, u_i \rangle}
\]
where \( \Pi_C \) is the fundamental parallelepiped generated by \( C \) and \( \text{vol}(\Pi_C) \) is the absolute value of the determinant of the matrix containing the vectors \( u_i \). These identities holds as a meromorphic function of \( \ell \) and pointwise for every \( \ell \) such that \( \langle \ell, u_i \rangle \neq 0 \) for all \( u_i \).

Lemma 6 For any triangulation \( D_s \) of the feasible cone \( C_s \) at each of the vertices \( s \) of the polytope \( P \) we have \( I(P, \ell) = \sum_{s \in V(P)} \sum_{C \in D_s} I(s + C, \ell) \).

We will repeatedly use the next lemma to multiply series in polynomial time in fixed dimension. The idea is to multiply each factor, one at a time, truncating after total degree \( M \).

Lemma 7 (Lemma 4 in [4]) For every fixed \( d \), there exists a polynomial time algorithm that takes as input a number \( M \) in unary encoding, and a sequence of \( k \) polynomials \( h_1, \ldots, h_k \in \mathbb{Q}[x] \) in \( d \) variables of total degree at most \( M \) in dense monomial representation, and outputs the product \( h_1 \cdots h_k \) truncated at total degree \( M \) in dense monomial representation.

The algorithm in Lemma 7 performs \( O(kM^{2d}) \) elementary rational operations, see [4]. The next proposition contains our new polynomial time algorithm for integrating a product of affine functions.

Proposition 3 When the dimension \( d \) and number of factors \( n \) is fixed, the value of
\[
\int_P \frac{(\langle \ell_1, x \rangle + r_1)^{m_1} \cdots (\langle \ell_n, x \rangle + r_n)^{m_n}}{m_1! \cdots m_n!} \, dx
\]
can be computed in polynomial time in \( M := \sum_{i=1}^{n} m_i \) and the binary encoding size of \( P, \ell_i \) and \( r_i \) for \( 1 \leq i \leq n \).

Proof We will compute the polynomial
\[
\sum_{p_1 + \cdots + p_n \leq M} \left( \int_P \frac{(\langle \ell_1, x \rangle + r_1)^{p_1} \cdots (\langle \ell_n, x \rangle + r_n)^{p_n}}{p_1! \cdots p_n!} \, dx \right) t_1^{p_1} \cdots t_n^{p_n}.
\]
in dense representation in polynomial time in \( M \) and the input data, which contains the desired value as a coefficient of a polynomial in \( t_1, \ldots, t_n \). This is useful when integrating a polynomial in a Handelman form.

Using Propositions 1 and 2 and Lemmas 5 and 6 we start with the exponential integral in the indeterminate \( \ell \):
\[
\int_P e^{\langle \ell, x \rangle} \, dx = \sum_{s \in V(P)} \sum_{C \in D_s} \text{vol}(\Pi_C) e^{\langle \ell, s \rangle} \prod_{i=1}^{d} \frac{1}{-\langle \ell, u_i \rangle}.
\]
Note that because the dimension is fixed, the number of vertices and the number of simplicial cones at each feasible cone of \( P \) is polynomial in the input size of \( P \), see Chapter 8—and in particular the Upper Bound Theorem—in [23].

First pick \( \ell_{n+1} \in \mathbb{Q}^d \) so that \( \langle \ell_{n+1}, u \rangle \neq 0 \) for every ray \( u \) in the simplicial cones \( D_s \) at each vertex \( s \). The set of points \( \ell_{n+1} \) that fail this condition have measure zero, so \( \ell_{n+1} \) can be picked randomly. Next, replace \( \ell \) with \( \ell_1 t_1 + \cdots + \ell_{n+1} t_{n+1} \) in Equation (14). To simplify notation,
\[ t = (t_1, \ldots, t_n), \ a_s = ((\ell_1, s), \ldots, (\ell_n, s)), \ r := (r_1, \ldots, r_n), \ b_i := ((\ell_1, u_i), \ldots, (\ell_n, u_i)), \ \text{and} \ \ell_x = ((\ell_1, x), \ldots, (\ell_n, x)). \] Then Equation (14) becomes

\[
\int e^{(\ell_x, t) + (r, t) + \langle \ell_{n+1}, x \rangle t_{n+1}} \, dx = \sum_{s \in V(P)} \sum_{C \in D_s} \text{vol}(\Pi_C) \prod_{i=1}^{d} \frac{e^{(a_s, t) e^{(r, t) e^{(\ell_{n+1}, s) t_{n+1}}}}}{-(b_i, t) - \beta_i t_{n+1}}. \tag{15}
\]

If the \(e^{(\ell_i, x) + r_i t_i}\) in Equation (15) are expanded according to \(e^z = \sum \frac{z^k}{k!}\) and multiplied together, then the left hand side of Equation (15) is

\[
\sum_{p_i \geq 0} \left( \int_P \left( (\ell_1, x) + r_1 \right)^{p_1} \cdots \left( (\ell_n, x) + r_n \right)^{p_n} \langle \ell_{n+1}, x \rangle^{p_{n+1}} \, dx \right) t_1^{p_1} \cdots t_{n+1}^{p_{n+1}}. \tag{16}
\]

To compute Equation (13) it is sufficient to compute the series expansion of each summand in the right hand side of Equation (15) in \(t_1, \ldots, t_n\) up to total degree \(M\) where the power of \(t_{n+1}\) is zero, and do this in polynomial time in \(M\). Let \(h_i(t) = \sum_{k=0}^{M} ((\ell_i, s) + r_i)^k k^k k!\) for \(1 \leq i \leq n\) and note that \(h_i(t)\) is the truncated series expansion of \(e^{(\ell_i, s) + r_i t_i}\). For \(1 \leq i \leq d\) let

\[
h_{n+i}(t) = \sum_{k=0}^{M} (-1)^k (b_i, t)^k (\beta_i t_{n+1})^{1-k}
\]

using a dense polynomial representation. Note that \(h_{n+i}\) is the truncated series from the generalized binomial theorem applied to \(-\frac{1}{(b_i, t) - \beta_i t_{n+1}}\). Each \(h_{n+i}\) for \(1 \leq i \leq d\) is a polynomial in \(t_1, \ldots, t_n\) of degree \(M\) with negative powers on \(t_{n+1}\). Applying Lemma 7 to \(H_1 := \prod_{i=1}^{d+1} h_i\) results in the series expansion

\[
\prod_{i=1}^{d} \frac{e^{(a_s, t) e^{(r, t) e^{(\ell_{n+1}, s) t_{n+1}}}}}{-(b_i, t) - \beta_i t_{n+1}}.
\]

up to total degree \(M\) in \(t_1, \ldots, t_n\) and where the power of \(t_{n+1}\) at most ranges from \(-d(M+1)\) to \(-d\).

Let \(h_{n+d+1}(t)\) be the series expansion of \(e^{(\ell_{n+1}, s) t_{n+1}}\) up to degree \(d(M+1)\) in \(t_{n+1}\). Next, use Lemma 7 one last time while treating \(t_{n+1}\) as a coefficient and truncating at total degree \(M\) to compute \(H_2 := H_1 h_{n+d+1}\). Any term where the power of \(t_{n+1}\) is not zero can be dropped because \(I(P, \ell_1 t_1 + \cdots + \ell_{n+1} t_{n+1})\) is holomorphic in \(t_{n+1}\). Repeating this calculation for every summand in the right hand side of Equation (15) and adding the results produces Equation (13). \(\square\)

5 Complexity guarantees for Handelman and generating functions

Algorithm 1 below gives the final connection between optimizing a polynomial, computing integrals, and a Handelman decomposition.

The proof of the following proposition gives a proof of part (1) of Theorem 3.

**Proposition 4** Fix the dimension \(d\) and the number of facets \(n\) in \(P\). Algorithm 1 runs in time polynomial in the unary encoding size of \(k\) and \(D\), and the binary encoding size of \(f\) and \(P\).

**Proof** By Theorem 3, \(f(x) + s\) has a degree \(t = D(D-1) + 1\) Handelman decomposition for some \(s\). Then because \(t\) is \(O(D^2)\), the linear program that is solved has a matrix with dimension at most \(O(D^2) \times O(D^2)\). Expanding \((\sum_{|a| \leq t} c_a a^a)^k\) has at most \((k^{t+n}) = O((k D^2)^n)\) Handelman terms. Finally, each term can be integrated in time polynomial in \(k t\) by Proposition 3. \(\square\)
We claim by where the factors associated with \( \alpha \) of degree \( t \) such that \( f(x) + s \geq 0 \) on \( P \), and \( \int_P (f(x) + s)^k \, dx \).

Proof of Theorem 3, part 2:

1. Let \( t \leftarrow D(D-1)+1 \)
2. Find \( s \in \mathbb{R} \) and \( c_\alpha \geq 0 \) such that \( f(x) + s = (\sum_{|\alpha| \leq t} c_\alpha g^\alpha) \) by solving the linear program in Equation (11).
3. Expand \( h(x) := (\sum_{|\alpha| \leq t} c_\alpha g^\alpha)^k \) in terms of \( g \) to get a new sum of products of affine functions.
4. Integrate each Handelman monomial in \( h(x) \) by the method in Proposition 3 and sum the results.

Notice that Steps (2) and (3) in Algorithm 1 can be swapped, resulting in the same time complexity. For example, \( h(x) := (f(x) + s)^k \) could first be expanded, and then a Handelman decomposition could be found for \( h(x) \).

This method is quite good in practice, but one wishes to have control on the values of the constant \( s \) that are compatible with Theorem 1 in the sense that the maximum for \( f \) is approximated well. When \( P \) is the standard simplex the size of \( s \) can be better controlled. This guarantee can be provided using the following result of Laurent and Sun.

**Lemma 8 (See page 4 in [40])** Let \( q(x) \) be a polynomial of degree \( D \) and let \( s = \min_i \lambda \) such that \( \lambda - q(x) \) has a Handelman decomposition of degree \( t \geq D \) on the standard simplex \( \Delta_D = \{ x \in \mathbb{R}^d \mid x_i \geq 0, \sum x_i = 1 \} \).

Then \( s - \max_i \leq D^D \left( \frac{D-1}{D} \right)^{(D-1)} (q_{\text{max}} - q_{\text{min}}) \).

**Proof of Theorem 3, part 2:**

What remains to be shown is the statement when \( P \) is a simplex. Let \( \Delta \) be a full dimensional simplex in \( \mathbb{R}^d \) given by the convex hull of its vertices: \( \Delta = \text{Conv}(u_1, \ldots, u_{d+1}) \). Let \( H \) be the homogenization map given by \( (x_1, \ldots, x_d) \mapsto (x_1, \ldots, x_d, 1) \), and \( H \) be the corresponding projection given by \( (x_1, \ldots, x_d, x_{d+1}) \mapsto (x_1, \ldots, x_d) \). Let \( U \in \mathbb{R}^{d+1 \times d+1} \) be the invertible matrix whose columns are \( H u_i \) for \( i = 1, \ldots, d+1 \), then \( U \) is a linear map from \( \Delta_{d+1} \) to \( H \Delta \). We now apply Lemma 8 with \( q(y) = -f(HUy) \) for \( y \in \Delta_{d+1} \).

First note that

\[
q_{\text{min}} = \min_{y \in \Delta_{d+1}} q(y) = \min_{y \in \Delta} -f(HUy) = \min_{x \in \Delta} -f(x) = q_{\text{max}},
\]

and similarly, \( q_{\text{max}} = -f_{\text{max}} \). Let \( s' = \min_i \lambda \) such that \( f(x) + \lambda \) has a Handelman decomposition of degree \( t = D(D-1)+1 \) on \( \Delta \). Unlike Equation (11), there is no sparsity term in the objective. Let \( s = \min_i \lambda \) such that \( f(HUy) + \lambda \) has a Handelman decomposition of degree \( t = D(D-1)+1 \) on \( \Delta_{d+1} \).

We claim \( s' \leq s \). First we show \( s' \leq s \). There exist \( c_\alpha \geq 0 \) such that

\[
f(HUy) + s = \sum_{|\alpha| \leq t} c_\alpha \prod_{i=1}^{d+1} (y_i)^{\alpha_i} \left( 1 - \sum y_i \right)^{\alpha_{d+1}} \left( \sum y_i - 1 \right)^{\alpha_{d+2}},
\]

where the factors associated with \( \alpha_{d+1} \) and \( \alpha_{d+1} \) come from writing the equality constraint in \( \Delta_{d+1} \) as two inequality constraints. We will rewrite Equation (17) as a Handelman decomposition on \( \Delta \). By [25] applied to a simple cone, the rows of \( U^{-1} H x = U^{-1} \begin{pmatrix} x \\ 1 \end{pmatrix} \geq 0 \) is the inequality description of \( \Delta \) (up to a scaling). Let \( y = U^{-1} H x \). Write \( u \in \Delta \) as a convex combination of the \( u_i \): \( u = \sum_{i=1}^{d+1} b_i u_i \) where \( b_i \geq 0 \) and \( \sum b_i = 1 \). Then if \( 1 \) is the all-ones vector in \( \mathbb{R}^{d+1} \), \( \sum y_i = 1^T y = 1^T U^{-1} (\sum b_i H u_i) = 1. \)
Therefore $\sum y_i = 1$ under the map $y = U^{-1} Hx$ for all $x \in \Delta$. Because $\Delta$ is full-dimensional, $\sum y_i = 1$ for every $x \in \mathbb{R}^d$ with $y = U^{-1} Hx$. Applying $y = U^{-1} Hx$ to both sides of Equation (17) results in $f(x) + s$ written as a Handelman polynomial of degree $t$ on $\Delta$ and so $s' \leq s$. A similar argument shows $s \leq s'$. Therefore, let $s$ be computed by solving the linear program $s = \min \lambda$ such that $f(x) + \lambda$ has a degree $t = D(D-1) + 1$ Handelman decomposition on $\Delta$, similar to Equation (11). This is done in polynomial time in the unary encoding size of $D$ and binary encoding size of $f(x)$ when $d$ is fixed. The dimensions of the linear system is $O(t^d \times O(t^{d+1})$.

Next, applying Lemma 8 with $t = D(D-1) + 1$ and $g(y) = -f(IUy)$ on $\Delta_{d+1}$ shows that

$$s + f_{\min} \leq D^D \left( \frac{2D-1}{D} \right) \left( \frac{D-1}{t-(D)} \right) (f_{\max} - f_{\min}) \leq D^D \left( \frac{2D-1}{D} \right) (f_{\max} - f_{\min}).$$

(18)

Define $c := D^D \left( \frac{2D-1}{D} \right)$ and $\epsilon' := \epsilon \frac{1}{2c}$. Then applying Theorem 1 with $\epsilon'$ to $f(x) + s$ together with Equation (18) shows that

$$U_k - L_k \leq \epsilon' (f_{\max} + s) \leq \epsilon' (f_{\max} - f_{\min} + c(f_{\max} - f_{\min})) = \epsilon' (f_{\max} - f_{\min}) + c \cdot (f_{\max} - f_{\min}) \leq 2\epsilon' c(f_{\max} - f_{\min}) = \epsilon (f_{\max} - f_{\min}).$$

$\Box$

In conclusion, Algorithm 1 is a simple practical approximation algorithm for optimizing a polynomial over a polytope, and we hope the theoretical guarantees of Theorem 3 will be extended further in the future.
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