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Abstract. The network model is a database model conceived as a flexible way of representing objects and their relationships. Its distinguishing feature is that the schema, viewed as a graph in which object types are nodes and relationship types are arcs, forms partial order. When a database is large and a query comparison is expensive then the efficiency requirement of managing algorithms is minimizing the number of query comparisons. We consider updating operation for network model database management systems. We develop a new sequential algorithm for updating operation. Also we suggest a distributed version of the algorithm.

1. Introduction

A database management system (DBMS) is a software package with computer programs that controls the creation, maintenance, and use of a database. One of the components of DBMS is a Data Manipulation Subsystem. Data manipulation subsystem helps the user to add, change, and delete information in a database and query it for valuable information. Software tools within the data manipulation subsystem are most often the primary interface between user and the information contained in a database. It allows the user to specify its logical information requirements. DBMSs are designed to use one of five database models to provide simplistic access to information stored in databases. The most popular five database models are the followings:

(i) hierarchical model,
(ii) network model,
(iii) relational model,
(iv) multidimensional model, and
(v) object model.

The network model is a database model conceived as a flexible way of representing objects and their relationships. Its distinguishing feature is that the schema, viewed as a graph in which object types are nodes and relationship types are arcs, forms partial order, is not restricted to being a tree or lattice (Figure 1). When a database is large and a query comparison is expensive then the efficiency requirement of managing algorithms is minimizing the number of query comparisons i.e., the efficiency is measured by query complexity of an algorithm. For example, conceptual graphs form a network model structure and query comparison will be a graph homomorphism checking which a very expensive operation is [1]-[9].

In this paper we consider updating operation for network model database management systems. We develop a new sequential algorithm for updating operation. Also we suggest a distributed version of the algorithm.

One of the important components of updating operation is a searching. In [10], Mozes, Onak, and Weimann present a linear-time algorithm that finds the optimal strategy for searching a tree-like partially ordered set. Dereniowski [11] proves that finding an optimal search strategy for general posets is hard and gives a polynomial-time approximation algorithm with sub-logarithmic approximation ratio. In our early works [12], [13] we proposed new sequential and distributed algorithms for searching operation. Another component of updating operation is a finding parents. For
finding parents operation Levinson [14] and Ellis [15] have proposed several modifications of breadth/depth first search technique using some simple properties of partially ordered sets. In this paper we used height of elements of poset for a good ordering of a dataset.

2. Partially ordered set (poset)

Definition. A partial order is a binary relation "≤" over a set P which is reflexive, antisymmetric, and transitive, that is, for all a, b and c in P, we have that:

(i) \( a \leq a \) (reflexivity);
(ii) if \( a \leq b \) and \( b \leq a \) then \( a = b \) (antisymmetry);
(iii) if \( a \leq b \) and \( b \leq c \) then \( a \leq c \) (transitivity).

A set \( P \) with a partial order "≤" is called a partially ordered set or poset \((P, \leq)\). For any two elements \( a \) and \( b \) of a poset \((P, \leq)\) we use \( a \geq b \) if \( b \leq a \). Also we use \( a < b \) \((a > b)\) if \( a \leq b \) \((a \geq b)\) and \( a \neq b \). Let \((P, \leq)\) be a poset. If \( T \in P \) such that \( \forall x \in P, x \leq T \), then \( T \) is called the top element of \( P \) (the bottom element \( \bot \) is dually defined); a poset does not necessarily have a top (bottom) element, but if it has a top (bottom) element then it is unique. Any finite poset can be represented by directed acyclic graph and this representation is called Hasse diagram of a poset (Figure 1). Network model databases have a partially ordered data structure, i.e., data and relations between them form a poset.

Let \((P, \leq)\) be a poset and \( D \) be any non-empty, finite subset of \( P: D \subseteq P, |D| = n \), where \( n \) is a positive integer. We note that \((D, \leq)\) is also a poset. We all times assume that the subset \( D \) has both top and bottom elements and that they are different: \( T \neq \bot \). We call the set \( D \) as a dataset. Let \( x \) be an element of \( P: x \in P \). We call the element \( x \) a query element. The following definitions are useful for future description.

\( \text{Ancestors}(x, D) = \{a \in D: a > x\} \);
\( \text{Descendants}(x, D) = \{d \in D: d < x\} \);
\( \text{Parents}(x, D) = \{p \in \text{Ancestors}(x, D): \exists a \in \text{Ancestors}(x, D), a < p\} \);
\( \text{Children}(x, D) = \{c \in \text{Descendants}(x, D): \exists d \in \text{Descendants}(x, D), d > c\} \);
\( \text{Indeg}(x, D) = |\text{Parents}(x, D)| \);
\( \text{Outdeg}(x, D) = |\text{Children}(x, D)| \).

We use \( \text{Ancestor}(x, D), \text{Descendant}(x, D), \text{Parent}(x, D) \) and \( \text{Child}(x, D) \) for an element of \( \text{Ancestors}(x, D), \text{Descendants}(x, D), \text{Parents}(x, D) \) and \( \text{Children}(x, D) \) respectively.

Figure 1. Example of a graph representation of a poset
Definition. A chain from an element \( a \) to an element \( b \) \((\neq a)\) in a poset \( D \) is a sequence of different elements \( a = x_0, x_1, \ldots, x_l = b \) of a poset \( D \) such that each of its elements, except last one, is a parent for the next element in the sequence; \( l \) is called a length of the chain; A chain from element \( a \) to element \( b \) with maximum length is called maximum chain from \( a \) to \( b \).

Definition. A length of maximum chain from top element \( \top \) to an element \( x \) is called height of \( x \) in a poset \( D \) and denoted as \( \text{Height}(x, D) \). Height of bottom element is called height of poset i.e., \( \text{Height}(D) = \text{Height}(\bot, D) \).

We do not provide here the proofs of the Propositions 1-3.

Proposition 1. For any two elements \( x \) and \( y \) of a poset \( D \), if \( x > y \) then \( \text{Height}(x, D) < \text{Height}(y, D) \).

Proposition 2. For any element \( x \) of a poset \( D \),
\[
\text{Height}(x, D) = \max_{y \in \text{Parents}(x, D)} \text{Height}(y, D) + 1.
\]

Proposition 3. Let \( x, y, z \) be elements of some poset. If \( x \geq y \) is false then for any \( z \) such that \( z \leq x \), we have that \( z \geq y \) is also false.

Also we use the next proposition in our algorithms.

Proposition 4. Let \((P, \leq)\) be a poset and \( D \) be any non-empty, finite subset of \( P \). Let \( q \in P \setminus D \). Let \( L_h \) be a set of elements of \( D \) with fixed height \( h \) i.e., \( L_h = \{x \in D \mid \text{Height}(x, D) = h \} \). Let \( L^+_h \) be a set of elements of \( D \) with height more than \( h \) i.e., \( L^+_h = \{x \in D \mid \text{Height}(x, D) > h \} \). If \( \forall x \in L_h \) \( x > q \) is false, then \( \forall y \in L^+_h \) \( y > q \) is also false.

Proof. Suppose that \( \exists y \in L^+_h \) \( y > q \). Let height of \( y \) be \( l \) i.e., \( \text{height}(y) = l \). Then there exists a (maximum) chain \( y_0 = \top, y_1, y_2, \ldots, y_l = y \) such that \( y_0 > y_1 > y_2 > \cdots > y_l = y \). Since \( l > h \) we have a sequence \( y_0, y_1, y_2, \ldots, y_h, y_{h+1}, \ldots, y_l \) and \( y_0, y_1, y_2, \ldots, y_h \) is a maximum chain from \( y_0 \) to \( y_h \). Therefore \( \text{height}(y_h) = h \) or \( y_h \in L_h \). However \( y_h > y \) and \( y > q \) then \( y_h > q \). This contradicts to the condition of Proposition 3. □

3. Representation of a poset: the extended descendants list data structure

For representation of a poset we use list of descendants or list of ancestors in special form. Let \( c_1, \ldots, c_n \) be elements of poset \( D \) and let \( c_1 \) be top element, i.e., \( c_1 = \top \). We define partial order over integers \( D' = \{1, 2, \ldots, n\} \) in the following way: for any \( x, y \in D', x \leq y \) if and only if \( c_x \leq c_y \). Two lists are associated with an element \( c_i \in D \), \( i = 1..n \): list of descendants \( \text{D}(i) \) and list of ancestors \( \text{A}(i) \). The list of descendants includes \( \text{Height}(i, D) \) as a first component of the list, second component is \( \text{Outdeg}(i, D') \), and first \( \text{Outdeg}(i, D') \) descendants are \( \text{Children}(i, D') \), and other descendants:
\[
\text{D}(i) = [\text{Height}(i, D'); \text{Outdeg}(i, D'); \text{Child}_1(i, D'), \ldots, \text{Child}_{\text{Outdeg}(i, D')}(i, D')];
\]
\[
\text{Descendant}_{\text{Outdeg}(i, D') + 1}(i, D'), \ldots, 1, \quad i = 1..n.
\]

We assume that elements \( c_1, \ldots, c_n \) of poset \( D \) are ordered such that \( \text{Height}(i, D') \) is a non-decreasing function of \( i \). Also we denote the number of elements of dataset \( D' \) with \( \text{Height}(x, D') = h \) as \( n_h \), \( h = 0, \ldots, \text{Height}(D') = H \). It is clear that \( \sum_{h=0}^{H} n_h = n \). The list of ancestors is dually defined.

The following is the list of descendants of the poset given in Figure 1.
\[
\text{D}(1) = [0; 3; 2,3,4; 5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27],
\]
\[
\text{D}(2) = [1; 3; 5,6,16; 10,11,12,16,17,18,21,22,23,24,25,26,27],
\]
\[
\text{D}(3) = [1; 2; 7,8; 12,13,15,18,19,20,22,23,24,25,26,27],
\]
\[
\text{D}(4) = [1; 2; 8,9; 12,13,14,15,18,19,20,22,23,24,25,26,27],
\]
\[
\text{D}(5) = [2; 3; 10,11,12; 16,17,18,21,22,23,24,25,26,27],
\]

\[
\text{D}(25) = [6; 1; 27],
\]
\[
\text{D}(26) = [6; 1; 27],
\]
\[
\text{D}(27) = [7; 0].
\]
4. Updating operation

Updating can be done using Inserting and Deleting of a query element. The Deleting first uses Searching of a query element then deletes it and its links to parents and children. Deleting and Searching have the same query complexity. These two operations are almost same. Since in early works [12], [13] we developed algorithms for Searching operation, in this invention we do not consider the Deleting operation. Inserting can be done using Finding Parents and Finding Children operations. Finding Parents and Finding Children are dual operations, i.e., an algorithm for Finding Parents can be very easily adapted to Finding Children operation and vice versa. Thereby we consider Finding Parents operation in this paper. We assume that a query element is not in a database; otherwise again we have an operation which is equivalent to Searching. Since our original operation is Inserting this assumption is inartificial.

5. Algorithm for finding parents operation

Let \((P, \leq)\) be a poset and \(D\) be any dataset i.e., non-empty, finite subset of \(P: D \subseteq P, |D| = n\), where \(n\) is a positive integer. Let a query element \(q \in P\) be not in \(D\) i.e., \(q \notin D\). Although the query element \(q\) is not in the dataset \(D\), it has parents, children and ancestors, descendants in \(D\) i.e., query element has a virtual address in the dataset (Figure 2). The proposed algorithm takes list of descendants \(D(i), i = 1, \ldots, n\) of a given poset \(D\), the numbers \(n_h, h = 0, \ldots, \text{Height}(D) = H\) of elements of dataset \(D'\) with \(\text{Height}(x, D') = h\) and a query element \(q (\notin D)\) as input and finds \(\text{Parents}(q, D)\).

Data representation way described in section 3 allows us to distribute the elements of dataset in the table (Table 1). The height of the table is \(H + 1\), where \(H\) is height of dataset. Width of the table is equal to \(\max\{n_0, n_1, \ldots, n_H\}\). The top element \(\top\) is only element on the 0-th row of the table, for \(h = 1, \ldots, H\), \(h\)-th row of the table contains elements of dataset from \(\sum_{i=0}^{h-1} n_i + 1\) to \(\sum_{i=0}^{h} n_i\).

Proposed algorithm scans elements of this table from up to down and from left to right. Scanning is a comparison of current element \(c\) and query element \(q\): if \(c > q\) then YES status will be assigned to the element \(c\), else NO. Regarding Proposition 3 if NO status is assigned to the element \(c\) then NO status will be assigned to all its descendants also. Algorithm scans not only current element \(c\) but all its children also. If all children of \(c\) have NO status then \(c\) is a parent of query element \(q\). Regarding Proposition 4 algorithm ends if all elements of some row of the table have NO status.

![Figure 2. Example of a virtual address of a query element](image-url)
In Figure 3 you can see the pseudo-code description of proposed algorithm.

![Algorithm 1: FindingParents(Dataset, query element);](image)

Figure 3. Finding parents algorithm
6. Distributed algorithm

Proposed algorithm can be adapted for distributed computing. For distributed algorithm we use parallel random-access machine (PRAM) model of computation with $P_1, P_2, \ldots, P_m$, $m \geq 2$ processors. In PRAM model of computation all processors can access common RAM in a single algorithm-step. In the distributed algorithm one of the processors starts and ends to compute following Algorithm 1. Scanning of elements in each row will be done parallelly by $m$ processors. Each row of Table 1 i.e., elements of dataset with fixed height, is divided to $m$ equal intervals: 

$$
\left\{ \frac{\sum_{i=0}^{h-1} n_i + 1 + (s-1) \left\lfloor \frac{n_h}{m} \right\rfloor}{m}, \frac{\sum_{i=0}^{h-1} n_i + s \left\lfloor \frac{n_h}{m} \right\rfloor}{m} \right\}, \quad s = 1 \ldots m,
$$

where $\left\lfloor a \right\rfloor$ is the smallest integer not less than $a$.

Each interval is scanned by one processor. It is given the pseudo-code description of distributed algorithm in Figure 4. In Algorithm 2 two or more processors do not check the same query comparison if they do not come to common child of two elements with same height and from different intervals.
Table 1. Distribution of the elements of a dataset by heights

|   |   |   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|---|---|
| 0 | 1 | - | ... | - | ... | - | ... | - |
| 1 | 2 | 3 | ... | 1+n_i | - | ... | - | ... |
| ... | ... | ... | ... | ... | ... | ... | ... | ... |
| h | \(\sum_{i=0}^{h} n_i + 1\) | ... | ... | \(\sum_{i=0}^{h} n_i\) | - | ... | - | ... |
| ... | ... | ... | ... | ... | ... | ... | ... | ... |
| H | n | - | ... | - | ... | - | ... | - |

at exactly the same time. In other words, there is no overlapping of partition of scanning space up to query comparisons. We also note that the processors are almost uniformly tasked.

7. Conclusions

Updating consists of two sub-operations: (1) deleting of an existing object from a database; (2) inserting of a new object to a database. In both case we call of a deleting/inserting object as a query object (element). For deleting/inserting of query object it will be compared with objects of database. This comparison is called a query comparison. It is clear that any updating algorithm uses at worst \(n\) query comparisons, where \(n\) is a database size. If a query comparison is easily computable (for example, comparison of \(d\)-dimensional vectors) then even an algorithm with exactly \(n\) query comparisons is suitable; thereby to develop of an updating algorithm is very easy. However when a query comparison is not easily computable (for example, comparison of graphs) then efficiency of an updating algorithm is required to minimize the number of query comparisons. A query complexity of an algorithm is the number of query comparisons that is used in the algorithm. Our goal was to develop an updating algorithm(s) with a query complexity as less as possible.

We first analyzed an updating operation and picked out an operation Finding Parents as a most considerable sub-operation. We proposed an algorithm for Finding Parents operation. We used a new data structure for posets: it is an extended descendant list of a poset. The main extra parameter of this representation is a height/level of an element of a database. The extended descendant list of poset allows us to distribute the elements of a database in a rectangular table. Then algorithm starts to scan cells of the table. For minimizing of query complexity we have also used the properties of posets. We also proposed a distributed version of the algorithm. Proposed distributed algorithm responds two main requirements for distributed algorithms: uniform distribution of computation among processors and no overlapping computation.
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