Abstract: Graphs can be considered as useful mathematical models. Graph algorithms are a common part of undergraduate courses in discrete mathematics. Even though they have been successfully implemented in secondary curricula, little research has been dedicated to the analysis of students’ work. Within a discrete mathematics course for university students, several graph algorithms were introduced via their applications. At the end of the course, the students took a test focused, inter alia, on applications of the algorithms. The mistakes that occurred in 127 students’ solutions of three problems (the Chinese postman problem, the shortest path problem, and the minimum spanning tree problem) were categorized and compared. Surprisingly, no mistakes were identified in the mathematization of situations or in the interpretation of results with respect to the wording of the problem. The categories of errors varied regardless of the problem types. Hierarchical cluster analysis grouped together the students’ solutions for the Chinese postman problem and the minimum spanning tree problem. By means of nonparametric item response theory analysis, the Chinese postman problem was identified as the most problematic for students. Possible sources of this difficulty are discussed in more detail herein.
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1. Introduction

Different types of mathematical models play an important role in an ever-increasingly technology driven society [1]. Lesh and Doerr [2] define models as “conceptual systems (consisting of elements, relations, operations and rules which they follow) expressed as an external notation system and used for creation, description, or explanation of the behavior of these systems”. A mathematical model is focused on the characteristics of particular systems. These systems are present in a learner’s mind and covered in equations, diagrams, computer programs, and other representations of mathematical content. In reality, however, mathematical models do not capture all aspects of real processes. Models often describe only elementary situations in a very loose and sketchy manner. Notwithstanding their looseness and sketchiness, models are generally useful thanks to the way they simplify real situations. A mathematical model as intricate as the real situation it should represent would be useless in most cases [3].

The main goal of teaching modeling is to pass such experience and skills on to students that are necessary to solve problems, for they encounter them in their everyday lives. In order to provide them with quality opportunities to acquire the experience and the skills, it is crucial that students should investigate complex problems [4].
The course of mathematical modeling is described by means of so-called modeling cycles. Thus far, several types of modeling cycles have been introduced whose structures depend on the purpose and the number of stages that the cycles consist of. The first modeling cycle related to mathematics education was presented in the 1970s by Henry Pollak (Figure 1). Pollak described mathematical modeling as a three-step cyclic process. The starting point is a particular problem related to a real situation that is to be solved. The real-world problem is “brought” to the “mathematical world”, where it is described and solved by means of long existing or newly invented mathematical methods. The acquired mathematical result is then interpreted and implemented, i.e., “brought back” to the real-world system. If the conclusions are insufficient or unsatisfactory, the modeling cycle is performed repeatedly so that appropriate alterations and adjustments can be made [5].

Figure 1. Pollak’s modeling cycle (source: adopted from [5]).

Pollak’s modeling cycle was an important stimulus that led to a more detailed analysis of the modeling process and initialized the development of other modeling cycles. In the 1990s, Gabriele Kaiser introduced a four-stage mathematical modeling cycle (Figure 2). In comparison with Pollak’s cycle, Kaiser’s cycle includes two stages on the way from the real world to the mathematical realm. At first, the real situation is simplified and idealized in order to form a real-world model, usually represented as a sketch covering the fundamental data, relations, and conditions. After that, based on the real-world model, a mathematical model is formed, which ends the “shift” from reality to mathematics. The other two stages include the problem solution using mathematical methods in order to get mathematical results, which is followed by the interpretation of the results in relation to the initial real situation [6].

Figure 2. Kaiser’s modeling cycle (source: adopted from [6]).

Another modeling cycle consisting of six stages was proposed by Blomhøj and Kjeldsen (Figure 3) for the sake of analyzing mathematical modeling competencies. In terms of this cycle, a mental
representation of the situation has to be formed first. This stage is followed by systematization, e.g., choice of important objects, relations, etc., with respect to the investigated area and their idealization to allow formation of possible mathematical representations. The next stage—mathematization—refers to the formation of mathematical representations of the examined objects and relations in a thoroughly elaborated manner. The stage of mathematical analysis covers the use of mathematical methods in order to acquire mathematical results and conclusions. Then, the results and conclusions are interpreted with respect to the investigated situation. Finally, the validity of the model has to be verified in contrast with experience, with observed and expected data, or with theoretical knowledge [7–9].

![Blomhøj and Kjeldsen’s modeling cycle](source: adopted from [8]).

One of the latest modeling cycles, based on Kaiser’s model, was introduced by Blum and Leiss (Figure 4). According to this cycle, when shifting from the real-world situation to a mathematical solution, as many as three models have to be formed—a situation model, a real model, and a mathematical model [10].

![Blum and Leiss’s modeling cycle](source: adopted from [10]).

In mathematics education, it is vital to encourage individual and original ways of mathematical modeling performed by individual students and thus allow various possible solutions. That is why the
teacher is supposed to know the different dimensions of the assigned tasks well and also realize their personal preferences for specific solutions [10]. The teacher must be able to predict mistakes that may be made by students while solving the tasks. It is recommended that, even if the teacher can see a mistake in the students’ solution, they should not tell the students explicitly [11]. Instead, the teacher should ask the students such questions that would make them think more carefully about the procedures they suggest in their solution [12,13]. We believe that if teachers tell their students what they should do and how to get the solution, the students are deprived of the joyful feeling that is usually experienced when a problem is solved. Experiencing the feeling of joy after finding a solution to a problem is beneficial for increasing the students’ interest in problem solving [14].

Through the use of mathematical modeling, we can illustrate to students the importance of mathematics in their everyday lives. By doing this, we can encourage students to learn mathematics and provide direct cognitive support for the students’ ways of thinking. Furthermore, it establishes mathematics in the contemporary culture as a way of understanding real-life situations [1]. Graph theory is often used as a modeling tool not only in school mathematics but also in computer science (e.g., [15,16]). In recent years, the research of mathematics taught within other disciplines has been attracting as much attention as the research of tertiary mathematics education, and it is related to the relevance of mathematics for the science field in particular [17]. The community of computer scientists has discussed the necessity of discrete mathematics courses in computer science undergraduate programs for several decades [18–21]. Even though Almstrum et al. [22] stated that quite a lot of concepts from discrete mathematics are not covered in mathematics courses and they are embedded in the computing courses, the graph theory has been embedded in nearly all courses in discrete mathematics for computer science in Slovakia [23] and worldwide [19] since the Marion’s seminal paper [24]. Various approaches including inquiry-based learning and team-based learning to discrete mathematics courses have been piloted [19,25,26]. Kuna and Turčán [27] investigated how implementing interactive multimedia elements into discrete mathematics e-courses can provide an environment enabling students to better understand the given problems considering the fact that visualization can be interpreted as a way of reducing abstraction. Several topics of graph theory were taught using dynamic geometry systems [28], specially designed software [29–31], or e-learning courses [32–34]. Milková [35] provided software for pairing, subgraphs, isomorphism of graphs, and solving the minimum spanning tree problem and the shortest path problem. Dijsktra’s algorithm for solving the shortest path problem is also implemented in software developed by Dagdilelis and Satratzemi [36].

Despite Niman’s idea [37] (p. 373) that graph theory “could constitute a plausible and exciting alternative in mathematics education” as early as primary level, it permeates school curricula very scarcely [30]. Several authors [38,39] have described their experiences of graph theory algorithms at secondary level; yet, it often happens that students encounter this topic no earlier than in undergraduate discrete mathematics courses. According to Gries and Schneider [25], discrete mathematics courses should motivate students to use rigorous mathematical approaches in solving problems in computer science. Other researchers [40,41] describe empirical experience with unconventionally designed lessons. Lodder [40] uses the historical approach to the introduction of the concept of the tree and the spanning tree. He gives students original problems leading to the discovery of formulas for the number of labeled trees by Cayley and Prufer. However, only a few of these papers include analyzes of students’ thinking [26,42].

Ten possible sources of possible misconceptions in discrete mathematics were recognized by Almstrum et al. [22]; most of them are strongly related to graph theory and graph-theory algorithms. In the area of functions, students perceive problems with properties of functions (injectivity, surjectivity, and bijectivity). These misconceptions can be manifested when the isomorphism of graphs is considered. Another source of misconceptions is the so-called “vacuous truth”, i.e., the fact that all the universally quantified predicates are true for the empty set. Two of the main concepts are related to algorithmic graph theory—inductive reasoning and recursive thinking. Within the concept of inductive reasoning, authors propose that students find it difficult to understand that this method involves increasing
the dimension of the problem until the pattern emerges. As for the concept of recursive thinking, students often struggle with the main idea of dynamic programming, which is that the smaller case, i.e., the optimal substructure, has to follow the same structure as the solution of the original problem.

Dagdilelis and Satratzemi [36] identified three characteristics of students’ difficulties with graph theory. The first category comprises difficulties related to the recognition of details of an algorithm. Even if students understand how the algorithm works in a particular case, they have difficulties with describing all the details in general cases. In the second category, there are problems caused by the incomplete understanding of the consecutive stages of the process of computation. The third category of difficulties covers the complications connected with the computational thinking of students, as the usual programming languages are not designed for working with graphs. Hazzan and Hadar [43] stress a dual nature of algorithms. From the procedural perspective, they can be viewed as a sequence of steps that should be executed. From the conceptual viewpoint, an algorithm can be seen as an object with properties to be studied. In recent years, the procedural knowledge has been considered to be equally important as the conceptual understanding [44,45].

One way to diagnose the misconceptions is error analysis (or error pattern analysis), as errors offer a picture of the students’ mind [46]. Error analysis focuses on weaknesses in procedural knowledge [47,48]. It is a process of reviewing students’ item responses in order to identify a pattern of misunderstandings [47]. As suggested by Blum and Boromeo Ferri [10], teachers should know what mistakes students make and predict at which modeling stage students are likely to make the mistakes. An analysis of mistakes can help uncover the causes of mistakes and provide students with valuable feedback [49]. On the other hand, error analysis is not a satisfactory tool to analyze students’ mathematical thinking from the cognitive point of view.

The main aim of this study is to identify types of mistakes that occur in problems related to graph algorithms and to compare the occurrence of the mistakes based on the kind of the problem. In other words, not only the students’ performance is analyzed but also the characteristics of particular problems.

2. Materials and Methods

2.1. Description of the Settings

The study was conducted during a discrete mathematics course for students of applied computer science and future informatics teachers. It is a compulsory course that is usually taken in the first year of the study. Altogether, 135 students were enrolled in the course, 127 of whom took the test. Only the solutions of the latter were subjected to the error analysis.

The discrete mathematics course is spread over two consecutive semesters. In the first semester, topics such as basic logic, sets, relations, and functions, and introduction to number theory are covered. In the spring semester, the basic counting and graph theory are introduced. The graph theory part of the course is oriented towards graph algorithms. In this study, we focus on three problems—the minimum spanning tree problem, the shortest-path problem, and the Chinese postman problem.

The minimum spanning tree problem was introduced to students via its very first application. In the 1920s, the electrification of the northern part of Moravia was being planned. Otakar Borůvka was asked to help. He designed the optimal network and generalized his approach. Students were provided with the unweighted graph. Its vertices represented the towns, and its edges represented the possibility to build a direct electric connection between the towns. The task was to find the minimum amount of edges needed for connecting all the towns. Students found several non-isomorphic solutions. Afterwards, the tree and the spanning tree were defined, and the characterization theorem for trees was proved by the lecturer. Students then solved the same problem on a weighted graph. They were asked to find the cheapest spanning tree. Some of the students managed to come up with Kruskal’s algorithm or some of its variants. The procedure is described in more detail in [42]. After solving the problem, three algorithms were introduced and proved—Kruskal’s algorithm, the reverse-delete
algorithm (which is dual to Kruskal’s one), and Jarník-Prim’s algorithm. After the problem-solving activity, the algorithms were formally described and proved by means of mathematical induction.

All three of the algorithms are greedy algorithms, and Jarník-Prim’s one is a typical demonstration of dynamic programming. A more detailed description of all three algorithms can be found, e.g., in the works of Milková [50,51] and Nešetřil et al. [52].

Kruskal’s algorithm starts with all vertices of the graph and no edges. The cheapest edges are added to the graph, while every added edge is required not to create a circle in the constructed subgraph. The reverse-delete algorithm starts with the full graph and deletes the most expensive edges. The deleted edge is required not to be a bridge, i.e., the constructed subgraph has to remain connected.

Jarník-Prim’s algorithm is sometimes referred to as Prim’s algorithm, though it was published by Jarník first. The algorithm uses the idea of dynamic programming. Starting at a single vertex, the cheapest edge connecting the previously constructed subgraph with the unconnected vertices is added. At each step, the constructed subgraph is a minimum spanning tree of the graph induced by vertices used previously, which requires a significant level of recursive thinking. This subgraph is called the optimal substructure in algorithmization.

The second problem covered in the course is the shortest path problem. Similarly to the minimum spanning tree problem, this problem was introduced to students through its application. The lecturer presented how to find the shortest connection between two chosen train stops in a graph representing a part of the Slovak railway network provided by the Slovak railway company. After the solution was created on an unweighted graph, the weighted alternative was solved. Afterwards, the algorithm was formalized and proved by means of mathematical induction.

Dijkstra’s algorithm is another greedy algorithm using dynamic programming. It consists of two stages. Firstly, the distance from one vertex to all other vertices is computed. Secondly, the shortest path is described. In the course, the two possibilities to find the path were introduced. The first one is based on tracing the computation; the second possibility draws on differences between the values of the vertices.

The third problem is the Chinese postman problem. The aim of the algorithm is to find the optimal route for the postman. We used the solution introduced by Edmonds and Johnson [53]. In the first part of the computation, the streets (edges) where the postman is required to walk twice are estimated, and then the Eulerian circle is found. Students worked in groups on designing the algorithms for constructing the Eulerian circle and the Eulerian trail before solving the Chinese postman problem. The Eulerian circle can be found by means of two algorithms. The Euler–Hierholzer’s algorithm is based on Hierholzer’s addition to the Euler’s theorem proof stating the necessary condition for a graph to be Eulerian. The second possibility was Fleury’s algorithm, another greedy algorithm using dynamic programming.

2.2. Data

At the end of the course, as a part of the final assessment, students took a paper-and-pencil test that contained 14 problems: four problems in combinatorics, nine problems in graph theory, and one counting problem where the base sets were graph edges and vertices. In this paper, we analyze three problems that measured the comprehension (the second level of Bloom’s taxonomy) of the abovementioned algorithms. If several algorithms for solving one problem were presented, students could decide on any of them (see Appendix A for the wording of analyzed problems). They could even use their own approaches provided that they were able to prove the correctness of their solution.

The students’ solutions were coded 1 (correct) and 0 (not correct). If a student did not attempt to solve the problem, the code NA (not available) was assigned. Mistakes identified in incorrect solutions were categorized and further analyzed.
2.3. Statistical Analysis

The statistical analysis of the obtained data was performed in the software environment R, packages RVAideMemoire, gplots, and DescTools. The success rates in the three problems were compared by the Cochran Q test, which is the generalization of the McNemar test for two independent samples. The three problems were considered as three independent samples. Subsequently, the post-hoc analysis comparing each pair of problems was performed using the McNemar test. The occurrence and the distribution of students’ mistakes in the three problems were compared by the $\chi^2$ test of independence. The $p$-value was estimated by the Monte Carlo method.

Hierarchical cluster analysis is usually employed in order to divide data into meaningful and/or useful groups (clusters). It aims to provide an understanding of the structure and further classification of involved elements (participants, samples, items). The goal is that the objects within a group should be similar (or related) to other objects in the same group, and they should differ from (or be unrelated to) objects in other groups [54]. The analysis was performed in two directions. Firstly, the students were considered as the object to be clustered, and their performances in the three problems were considered as descriptors. Secondly, the problems were considered as objects. In order to evaluate the most appropriate clustering method for each direction of analysis, the correlation coefficients between Euclidean and dendrogram-predicted distances were calculated. The final clustering was visualized by a heatmap and dendrograms.

The level of mathematical knowledge of students was not directly observable; therefore, we investigated a latent variable. Item response theory (IRT) enables us to model the relation between the probability of a particular response to the item and the latent variable. It is often used for assessing the characteristics of a problem [55]. In IRT models, the following three requirements must be met: (i) monotony, e.g., the relation between the probability of the correct answer and the latent variable is monotonously increasing; (ii) unidimensionality, i.e., the test measures only one latent variable; and (iii) local independency, i.e., the items do not correlate on the same levels of latent variable.

There are several IRT models depending on the type of variable, the number of estimated item parameters, and the number of latent variables. If item parameters are estimated, parametric IRT models are used. Parametric IRT models require huge samples [56] and a higher number of items. These requirements were not fulfilled in this case, thus the non-parametric IRT modeling was applied for items and scales. The most frequent approaches are Mokken scaling [57] and kernel smoothing IRT [58]. Mokken scaling is usually used for estimating the number of scales measured by the items. Its biggest drawback is the impossibility to work with data containing missing values. In the reported data, 23% of students had a missing response. On the other hand, kernel smoothing also enabled the analysis of responses with incomplete response patterns.

The non-parametric approach relates the response to an item with the estimate of a latent trait (i.e., characteristic) by means of the kernel density estimator [59]. The estimate of the latent trait is represented by the locally weighted average of latent traits of observations, higher weight being assumed by the observations that occur more closely to the observation whose latent trait value is to be estimated. Kernel smoothing is based on locally weighted averages, which makes it a non-parametric approach, and thus it does not require any IRT model specification. Such a non-parametric approach allows the relation between the latent trait value and the response to an item to be graphically represented as an option characteristic curve (henceforth OCC).

3. Results

In more than one third of the tests, all three solutions were correct. There were only three tests with a mistake in each algorithm (Table 1). The success rates of the problems are summarized in Table 2. The results obtained from Cochran’s Q test ($Q(2) = 24.76; p < 0.001$) imply that the three problems were not equally demanding. The Chinese postman problem was significantly more problematic in comparison with the remaining two problems. It may be a result of the higher complexity of the algorithm that demands more calculations; therefore, students are more likely to make a mistake.
Table 1. Frequencies of correctly solved problems in one test (source: own calculation).

| Number of Correctly Solved Problems | Frequency | Relative Frequency |
|-------------------------------------|-----------|--------------------|
| 3 correct solutions                 | 50        | 39.4%              |
| 2 correct solutions                 | 62        | 48.8%              |
| 1 correct solution                  | 12        | 9.4%               |
| 0 correct solutions                 | 3         | 2.4%               |
| **Total**                           | **127**   | **100.0%**         |

Table 2. Success rates of analyzed problems (source: own calculation).

| Problem                               | Number of Students Who Attempted to Solve the Problem | Number of Correct Solutions |
|---------------------------------------|------------------------------------------------------|-----------------------------|
| Minimum spanning tree problem         | 122                                                  | 110 \(^a\)                  |
| Shortest path problem                 | 112                                                  | 100 \(^a\)                  |
| Chinese postman problem               | 117                                                  | 76 \(^b\)                   |

\(^{a,b}\) Values signed by the same letter do not differ significantly according to McNemar test \((p = 0.01)\).

The two problems (minimum spanning tree problem and shortest path problem) demanding only knowledge and comprehension \([60]\) did not differ significantly \((p = 0.121)\), although the minimum spanning tree (MST) problem was introduced by a problem-solving activity, unlike the shortest path problem. This is in contradiction to the opinion of \([61]\), which claims that problem-based and inquiry-based teachings are not efficient ways to teach mathematics.

3.1. Problem 1: Minimum Spanning Tree Problem

The first problem had the highest success rate amongst the three analyzed problems. The students were allowed to choose from the three algorithms described above—Jarník-Prim’s, Kruskal’s, and reverse-delete algorithm. Surprisingly, the latter was not used at all. We considered it equivalent to Kruskal’s algorithm that was used by 115 students. All six of the solutions using Jarník-Prim’s algorithm were correct. It may be a result of the nature of the algorithm. It requires a higher insight into the idea of dynamic programming and a higher level of recursive thinking compared to Kruskal’s algorithm. Recursive thinking is characterized as an ability to recognize “that the smaller case to which a problem is reduced must have the same … structure as the original problem” \([22]\) (p. 143). When using Kruskal’s algorithm, the following mistakes occurred (Table 3).

Table 3. Frequencies of mistakes in students’ solutions of the minimum spanning tree problem (source: own calculation).

| Category | Description of Mistake                                      | Frequency |
|----------|-------------------------------------------------------------|-----------|
| A        | Wrong approach. Student tried to list all the spanning     | 1         |
|          |    trees and compare their values (3 spanning trees listed)  |           |
| B        | Wrong order of the selection of edges (as a result of not  | 5         |
|          |    sorting the list of weights of the edges)                |           |
|          | Creating a circle (continuing the computation after the     | 2         |
|          |    computations should have been stopped according to the   |           |
|          |    algorithm)                                               |           |
| C        | Assigning a wrong edge to the weight in the list           | 1         |
| D        | Numerical mistake when estimating the value of the         | 3         |
|          |    spanning tree                                             |           |
| **Total**|                                                            | **12**    |
3.2. Problem 2: Shortest Path Problem

This problem was solved by 112 students; 100 students managed to solve the problem correctly. The solution consists of two stages. Firstly, the vertices of the graph are given weights according to their distance from a chosen vertex. Secondly, the shortest path is determined. In the second stage, students were allowed to choose from two methods. A tracing table was used by 90 students; the method using differences between the weights of vertices was used by 12 students. Two students used their own modifications of the difference methods. The second stage of the algorithm was not performed by three students (Table 4). Students who used the wrong approach to determine the weight of vertices (category a mistake) showed a low level of recursive thinking as defined by Almstrum et al. in [22].

| Category | Description of Mistake                                                                 | Frequency |
|----------|----------------------------------------------------------------------------------------|-----------|
| A        | Wrong approach to determine the weights of vertices                                    | 5         |
| B        | Skipping the determination of the path                                                 | 3         |
| D        | Numerical mistake in determination of the weights of vertices                           | 1         |
|          | Numerical mistake when using the different methods for the determination of the path   | 2         |
|          | Graphical mistake when using the tracing table for the determination of the path (confusion of vertices labels C and G) | 1         |
| Total    |                                                                                        | 12        |

3.3. Problem 3: Chinese Postman Problem

Out of 127 students who took the test, as many as 117 attempted to solve the problem, and only 76 came up with the correct solution. The mistakes and their frequency are shown in Table 5. The most problematic part of the solution was to identify which edges should be covered twice. Most problems occurred in the determination of the distances between the pairs of odd-degree vertices (there were only three pairs of odd-degree vertices). In some cases, the shortest path was obvious, but there were pairs where the use of Dijkstra’s algorithm was very advantageous. The students could choose how to construct an Eulerian circle in the modified graph with added edges. Out of 95 students who reached this point in their solutions, five students did not solve it at all, 89 used Euler–Hierholzer’s algorithm, and one student used his own modification of this algorithm. Fleury’s algorithm was not used by any student.

| Category | Description of Mistake                                                                 | Frequency |
|----------|----------------------------------------------------------------------------------------|-----------|
| A        | Wrong approach                                                                        | 5         |
| B        | Wrong estimation of distance between vertices in three and more cases                  | 7         |
|          | Wrong pairing of odd-degree vertices                                                   | 3         |
|          | Skipping the determination of Eulerian circle                                         | 4         |
| C        | Wrong estimation of distance between vertices in one case                               | 2         |
|          | Wrong estimation of distance between vertices in two cases                              | 3         |
| D        | Numerical mistake in the sum of the distances                                          | 12        |
|          | Graphical mistake in determination of Eulerian circle                                  | 5         |
| Total    |                                                                                        | 41        |
3.4. Analysis

The mistakes described in the previous section were assigned to one of the following categories. Category A contains solutions where students started to solve the problem and performed some calculations that were not based on the algorithm presented within the course and did not lead to a correct solution. These kinds of errors are called helplessness and wanderings by [49]. Category B comprises solutions where students knew how to start, but they were not able to solve a part of the solution (e.g., to determine the path after assigning the values to the vertices in the shortest-path problem) or did not solve it correctly, i.e., operational errors. Category C covers mistakes arising from the students’ “instantaneous inattention” that are not based on single numerical or graphical error; they are usually caused by so-called big steps and/or omitting written recording of the calculation process. They are typically made by students in a hurry or by students overestimating their abilities. In order to overcome these types of errors, it is necessary to establish a way to trace the calculations. Category D includes solutions with a single numerical or graphical mistake (e.g., confusion of numbers four and seven).

There are two main sources of these errors: (1) insufficient automatization of lower operations, which demonstrates when the student is focused on solving problems requiring higher processes; (2) underestimating the clarity of their written recordings of the solution. Some authors [47] refer to such mistakes as slips. Categories B (operational errors) and D (slips) seem to be larger than the other two. Mistakes of both of these types can be remedied by more practice, resulting in deeper automatization of mental operations. The category of mistake is not in relation to the problem type ($\chi^2(6) = 9.69$; Monte-Carlo estimation of $p = 0.131$). In other words, the relative frequency of each mistake category is similar for each analyzed problem.

3.5. IRT Analysis

Based on data in Table 2, it is obvious that the majority of students came up with the correct solution. For the IRT modeling, we used binary coding. The codes 0 (incorrect), 1 (correct), and NA (did not attempt to solve the problem) were used, leading to maximum final score of 3. The option characteristic curves (OCC) were used for expressing the relation between the response to the item and the expected final score (Figure 5). The final score was considered as a measure of the level of obtained knowledge. Higher scores indicated a higher level of acquired knowledge. In all three of the investigated items, the relation between the expected score and the probability of a correct answer was monotonously increasing.

![Figure 5. Option characteristics curves describing the relation between the response to the item and the obtained score in binary coding (source: own visualization).](image)

The monotony of OCCs indicated that the problems were suitable for testing. The better the expected score was, the lower the probability of both incorrect answer and not attempting the solution was. The minimum spanning tree and the shortest path problems seemed again to be similarly demanding. The OCC of the minimum spanning tree problem was the steepest between the fifth percentile and the first quartile. However, the OCC of the Chinese postman problem was the steepest between the first and the third quartile. This implies that the Chinese postman problem discriminated the students according to the latent variable (mathematical ability) on a higher level. Thus, a higher
mathematical ability is needed to solve the Chinese postman problem compared to the minimum spanning tree problem or the shortest path problem.

3.6. Hierarchical Cluster Analysis

The identified types of mistakes could be considered as an ordinal variable. Data were coded numerically as 0 (no attempt to solve the problem), 1 (type A mistake), 2 (type B mistake), 3 (type C or D mistake), and 4 (correct solution). The 127 participating students were grouped into five clusters, henceforth denoted as clusters C\(_1\) to C\(_5\) (Figure 6). Among the five clustering methods (nearest neighbor, weighted pair group method with arithmetic mean, unweighted pair method with arithmetic mean, centroid, and Ward’s grouping), the correlation coefficient between the distance in dendrogram and the Euclidean distance was the highest in the case of the Ward’s grouping for both grouping the students and grouping the problems. Most students (80 out of 127) belonged to cluster C\(_1\). The solutions in this cluster were either all correct (50 students), contained only a marginal mistake (type C or D) in the shortest-path problem (two solutions) or the Chinese postman problem (18 solutions), or a B type mistake in the Chinese postman problem (10 solutions). Students in this cluster could be characterized as very successful, mostly making mistakes in solving the Chinese postman problem. The nine students in the second cluster C\(_2\) did not start to solve the minimum spanning tree problem or made a B type mistake. There were 13 students grouped in cluster C\(_3\). All of them made a mistake or did not attempt to solve the Chinese postman problem. The 19 students in cluster C\(_4\) did not solve (eight students) or made a mistake in the shortest path problem. The smallest cluster C\(_5\) consisted of only four students, with mistakes in both the Chinese postman problem and the shortest path problem.

![Figure 6. Heatmap clustering the students’ mistakes in the three problems in graph theory (source: own visualization).](image)

The second direction of the analysis clustered together the minimum spanning tree problem and the Chinese postman problem. According to the IRT analysis, the shortest path problem and the minimum spanning tree are of similar difficulty, thus one might conclude that one of them could be omitted from the test. However, the hierarchical cluster analysis showed that there were different students with mistakes in solving the minimum spanning tree problem and mistakes in solving the shortest path problem.
4. Discussion

This paper builds on the idea that teachers in modeling class should be aware of the different types of mistakes that students can make when solving mathematical problems. Students’ solutions of the three basic problems in algorithmic graph theory were investigated. All the mistakes were made in the mathematical stage of solving the problems. The processes of transition from reality to mathematics (mathematizations) and backwards (interpretations) do not seem to pose any difficulties for the students, unlike in the studies with secondary school students [11]. It could have been a result of the fact that the tasks in the test were set in contexts similar to those in which the motivating tasks had been set, i.e., students knew which algorithms would be the most appropriate.

Eight out of 41 mistakes in solving the Chinese postman problem were caused by a wrong estimation of the distance (the length of the shortest path) between correctly stated pairs of odd-degree vertices. On the other hand, the same students managed to solve the shortest path problem within the same test. This may indicate that the correct application of Dijkstra’s algorithm in context of other problems requires higher cognitive skills [60] compared to simple parroting of the algorithm to a given graph. Even for mathematicians, it can be “frustrating not to be able to find a shorter algorithm” to solve the Chinese postman problem. The Chinese postman problem is an interesting one, because although it is a simple problem, it has an overly complex solution. It is also a good example because it can be solved with different algorithms [62].

The three analyzed tasks make up a good test that excludes the students who have mastered less than the basics. According to the IRT analysis, it is not worth testing students’ abilities in finding the shortest path, since the shortest path problem discriminates as much as the minimum spanning tree problem does, and the shortest path problem is included in a more complex task—the Chinese postman problem. The results of the hierarchical cluster analysis, however, imply a higher similarity between the minimum spanning tree problem and the Chinese postman problem. It is therefore necessary to include all three problems in the test, as they reflect different skills of students in algorithmic graph theory.

The results we acquired suggest that including graph theory in mathematics education is beneficial for the development of students’ modeling skills. In real life, a lot of situations occur that can be modeled by means of graphs, and such a representation can simplify a problem solution. Grasping the principles of graph representations can be a useful problem-solving skill, and it is regrettable that they are scarcely included in secondary education as well as mathematics teacher training.

In this paper, we discussed some insights about students’ work when solving problems with the direct use of graph algorithms. We are aware that a mere look at students’ mistakes is insufficient in defining the sources of students’ difficulties related to higher cognitive skills and should be accomplished by means of a diagnostic interview. A deeper analysis of students’ recursive reasoning and inductive thinking employed in solving more demanding problems in discrete mathematics is a subject for further research.
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Appendix A

The texts of the problems given to students are added here.
Problem 1 (Minimum spanning tree problem)

The following picture (Figure A1) shows a computer network scheme. Data are sent from the source A to all the devices in the network. Design a path for the data that minimizes the network load. The numbers in the graph represent the particular response times [63].

![Diagram](image1.png)

Figure A1. Scheme to problem 1.

Problem 2 (Shortest path problem)

Given a weighted graph (Figure A2) that represents a railway network, find the shortest path between the stops A and F. The weights of the edges represent the distances between the railway stops.

![Diagram](image2.png)

Figure A2. Scheme to problem 2.

Problem 3 (Chinese postman problem)

A postman has to deliver mail to people living in his beat, which is represented in the graph (Figure A3). The streets are shown as edges whose weights represent the time needed to walk along the particular street. The vertices of the graph represent crossroads, i.e., spots where the streets meet or intersect each other. The postman sets out from the post office (P). Plan his route so that the delivery takes as little time as possible.

![Diagram](image3.png)

Figure A3. Scheme to problem 3.
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