Language distance modulates cognitive control in bilinguals
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Linguistic processes in the bilingual brain are partially shared across languages, and the degree of neural overlap between the languages is influenced by several factors, including the age of acquisition, relative language proficiency, and immersion. There is limited evidence on the role of linguistic distance on the performance of the language control as well as domain-general cognitive control systems. The present study aims at exploring whether being bilingual in close and distant language pairs (CLP and DLP) influences language control and domain-general cognitive processes. We recruited two groups of DLP (Persian–English) and CLP (French–English) bilinguals. Subjects performed language nonswitching and switching picture-naming tasks and a nonlinguistic switching task while EEG data were recorded. Behaviorally, CLP bilinguals showed a lower cognitive cost than DLP bilinguals, reflected in faster reaction times both in language switching (compared to nonswitching) and nonlinguistic switching. ERPs showed differential involvement of cognitive control regions between the CLP and DLP groups during linguistic switching vs. nonswitching at 450 to 515 ms poststimulus presentation. Moreover, there was a difference between CLP and DLP groups from 40 to 150 ms in the nonlinguistic task. Our electrophysiological results confirm a stronger involvement of language control and domain-general cognitive control regions in CLP bilinguals.

Adaptive bilingual language control. The potential impact of bilingualism on brain organization concerns both language representation and language control. Certain evidences suggest that knowing two languages has a direct and reinforcing impact on language control and on the more general cognitive control system1. Historically, bilingual language monitoring has been proposed to rely on cognitive control, a cognitive domain strongly related to executive functions (EFs). In previous studies, it has been suggested that EFs control language selection and production in the first and second languages (L1 and L2)2–5. Language representations of both target and nontarget languages are coactivated and compete during lexical selection processes, which potentially leads to conflicts and interferences between languages, bringing up the idea of an involvement of inhibitory control (IC6) in language monitoring. In their adaptive bilingual language control model, Abutalebi and Green6 suggest that IC is needed to avoid interference when the dominant L1 competes for access while speaking the nondominant L2. As such, executive processes such as suppression of interfering cues and use of facilitator information in performing a new task7 can be fostered by bilingual experience. More recently, the effect of bilingualism on EF has led to controversies8. While several studies have provided evidence that bilingualism has a positive effect on various aspects of EF, other studies find only partial or nonexistent effects of bilingualism (Refs.9–11; for reviews on this controversial issue see also Refs.8,12,13).

The level of competition between the spoken languages of bilinguals depends on several factors, including language background, language mode14, L2 proficiency15,16, degree of language immersion17, and bilingual experience18. In addition to these biographical factors (proficiency and age of acquisition), the linguistic structural differences between languages also play a role not only in language representation but also in language control. Linguistic differences refer to the extent to which two languages have different vocabulary, syntactic structure, phonemes, spelling and pronunciation, orthography and writing systems19. Certain orthographic and phonological features are language specific (e.g., alphabets and phonologies do not necessarily overlap across different languages). Overall, research on the role of such linguistic factors in the brains of bilingual subjects is limited.
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The role of language similarity in language control and domain-general cognitive control. Studies using spatially-sensitive methods suggest that linguistic distance modulates language representations in bilinguals and multilinguals. An fMRI study investigating how language distance affects the brain network involved in L1 and L2 reading showed that the network is comparable when the two languages are similar in orthographic transparency, while additional neural resources in the left middle frontal gyrus are needed when the L2 is more opaque (i.e. less transparent orthography-to-phonology mapping) than the L1. Such additional recruitment of the left middle frontal gyrus was also reported in a study with early bilinguals revealing larger involvement of such frontal areas during reading in the more opaque as compared to the transparent language. There is also evidence from clinical studies showing that linguistic differences matter, leading for example to different transfer patterns in bilingual people with aphasia. Clinical data also show that linguistic differences can lead to different transfer patterns in bilingual people with aphasia. Linguistic similarity facilitates cross-language generalization after language therapy, which argues for shared neural networks in closely related languages. However, there is limited knowledge about the role of linguistic distance on the convergent or divergent representation of languages in the brains of bilinguals. The convergent view postulates that both languages activate similar neural regions. The overlap of brain regions involved in L1 and L2 processing increases with increasing proficiency. The divergent view, however, states that L1 and L2 activate different brain regions. Data on the possible effect of linguistic distance on the involvement of the language control system in bilingual language processing are scarce and mixed. De Bot suggested that the sharedness of the lexical systems of two languages is related to the similarities of the languages. For distant languages, a larger amount of storage is needed to handle two separate systems. In this case, the presence of a control system to prevent interference between the words of two different languages is not necessary. On the other hand, when languages are similar, they have a shared system, which leads to the need for a control system to prevent interference between the languages. Similar to this view, Goral et al. and Kong et al. also suggest that two linguistic systems that are closely related may interfere and thus need increased control activity to keep the systems separate and to avoid potential interference during production. Likewise, Coderre and van Heuven suggested that similar-script bilinguals demonstrated more effective domain-general cognitive control than different-script bilinguals, since high orthographic overlap creates more cross-linguistic activation and increases the daily demands on cognitive control. This assertion was questioned by Paap et al. who stated that the effects of script similarity on bilingual advantages in cognitive control are likely to be negligible or null. Moreover, contrasting the view of stronger cognitive control involvement in close language pair bilinguals, Ghazi-Saidi and Ansaldo found that L2 picture-naming imposes a higher demand on cognitive control in phonologically distant language pairs (DLPs, Persian-French) than in close language pairs (CLPs, Spanish-French). This phenomenon was reflected in stronger recruitment of cognitive control areas (namely, the left inferior frontal gyrus, middle frontal gyrus, and bilateral cingulate gyri) during picture-naming in L2 in bilinguals of distant language pairs compared to bilinguals of close language pairs.

In summary, because of the limited data on the relation between linguistic distance and language control as well as discrepancies in the results, additional research is needed to understand the impact of L1–L2 relative distance on the language control system.

In the present study, two groups of healthy late bilinguals of a distant language pair (DLP, i.e., Persian-English) and a close language pair (CLP, i.e., French English) were recruited and asked to perform the following tasks while an electroencephalogram was recorded: (i) picture-naming in L1 and L2, (ii) picture-naming with L1–L2 switching and (iii) nonlinguistic switching.

The aim of the study was twofold. Aim 1 was to investigate to what degree language distance affects bilingual language control in L1 and L2 at the behavioral and electrophysiological levels. Based on the assumption that DLP bilinguals need to activate two separate lexica simultaneously, we hypothesized that CLP bilinguals show shorter voice onset time (VOT) than DLP bilinguals in a linguistic switching task and that this effect would be stronger for switching into L1 than for switching into L2 in both groups (asymmetrical switching cost). Alternatively, based on the assumption that the lexis of DLP bilinguals interferes less than those of CLP bilinguals, one could also expect that CLP bilinguals require greater language control compared to DLP bilinguals and thus show longer reaction times in a language switching task. Actually, lexical decision tasks in order to measure costs in bilinguals when switching between languages suggest that language switch costs originate from a combination of both lexical access and a task-specific decision process. The second process may depend on linguistic distances and may also depend on more general executive inhibitory processes. Until now, analysis pointed out that two different languages rely on their executive system, but also showed that groups of different distances (Swedish–Finnish/Swedish–English) did not show the influence of linguistic distance on switching behavior. However, we re-evaluate this question with more distant languages. On the electrophysiological level, we expected differences between groups in time windows related to the inhibition of irrelevant information/cognitive control, namely, approximately 200 ms poststimulus onset. Moreover, we expected differential involvement of left lateralized frontal, prefrontal and subcortical structures between language switching and nonswitching conditions.

Aim 2 was to investigate whether language distance affects general cognitive control performance at the behavioral and electrophysiological levels. We expected that CLP bilinguals would show faster RTs than DLP bilinguals in a domain-general cognitive control task based on the speculation that there is greater interference between languages in CLP than DLP bilinguals, possibly leading to a cognitive control system that is more trained to high cognitive load, thus leading to faster RTs in a nonlinguistic switching task. On the electrophysiological level, it was thus expected that such a result would be reflected in differential involvement of cognitive control regions, including dorsolateral prefrontal and anterior cingulate cortices in time windows related to inhibition of irrelevant information/cognitive control, i.e., approximately 200 ms.
Materials and methods
Research methodology related to second language evaluation, task procedure and EEG data acquisition and analyses have been similar to our previous studies40–42.

Participants. Twenty-nine native French speakers (n = 8 males, mean age 22.2 ± 3) were recruited for the CLP group, and 29 native Persian speakers (n = 14 males, mean age 27.1 ± 6) were recruited for the DLP group. All participants acquired English (L2) as a second language after 7 years of age. Subjects were right-handed according to the Edinburgh Handedness Inventory43 with no history of neurological or psychiatric illness or other health problems. Power analysis using G*Power1,2 indicated that a medium effect size (r > 0.4) can be detected with a power of 0.80 (alpha = 0.05 and medium effect size, dz > 0.60) with 25 participants per group46, in accord with the results of the previous studies.

The three languages spoken by the participants are part of Indo-European Language family. Persian is part of Indo-Iranian Language group. French is part of Italic group and English is part of the Germanic group. Lexical distance between French and English represents a direct link while distance between Persian and English represents an indirect link, corresponding categorically to a 3 steps distance47. Persian and English are different in orthography, morphology and phonology systems. Persian is not marked for gender and uses the Arabic writing system, whereas English uses the Latin alphabet. The canonical sentence order in English is Subject-Verb-Object (SVO), while in Persian, it is Subject-Object-Verb (SOV)31. English and French are considered closely related languages48. They share the same alphabet and a considerable amount of vocabulary and have closer morphology, orthography, and phonology.

Second language evaluation. Participants completed the language experiences and proficiency questionnaire (LEAPQ49) to assess age of acquisition, immersion, and self-evaluation of language use. To assess L2 receptive vocabulary, the vocabulary subtest from the computer-based DIALANG language diagnosis system was administered50. In this test, participants indicated for each of the 75 presented stimuli whether they were English words or highly word-like pseudowords. This evaluation confirms an intermediate level of English vocabulary and no significant difference between the DLP and CLP DIALANG scores (independent sample t-test, t = 0.29, p = 0.77).

To assess L2 productive vocabulary, the PVLT (Productive Vocabulary Levels Test)51 was used. The PVLT samples 18 items at five different word-frequency levels; the first level representing the most frequent 2000 words and the four subsequent levels representing lower frequency words at several vocabulary frequency levels: 3000, 5000, University Word List (UWL) and 10,000. For simplicity, the four latter levels were merged into one score reflecting low-frequency words. According to Nation and Waring52, second language learners with knowledge of the most frequent 2000 words will know approximately 80% of the running words in a written or spoken text. Low-frequency words cover the remaining 20%. Table 1 provides details on participants’ L1 and L2 age of acquisition, proficiency skills and immersion.

Procedure, stimuli and task. The experiment took place at the Neuroscience Department of the University of Fribourg, Switzerland for the CLP group (French/English) and at the laboratory of the Institute for Cognitive Science Studies, Tehran, Iran for the DLP group (Persian/English). Participants first gave their written, informed consent and then completed the questionnaires and language proficiency tests. Participants’ written consent was obtained, and the study was approved by the Swiss and Iranian local ethics committees (Vaud cantonal human research ethics committee, Switzerland, ref. no: 2019-00939, and SCS research ethics committee, ref. no: 98/60.1/1661, respectively). The first author was present in both experimental places in at least part of the recordings to ensure the similarity of procedures across countries. The experiment is done in accordance with Declaration of Helsinki (BMJ 1991; 302: 1194).

During the 64-electrode EEG acquisition, participants sat comfortably in a sound attenuated room at 110 cm from a 19” LCD screen on which the stimuli were presented. Participants were asked to perform the following tasks while the EEG was recorded: 1. The picture-naming task, consisting of (a) language nonswitching and (b) the language switching condition and 2. a nonlinguistic switching task. The procedure of these tasks have been adapted from our previous studies41,42.

Picture-naming tasks. Nonswitching picture-naming. Stimuli consisted of one list of 70 images to be named in French and English by the CLP bilingual participants and to be named in Persian and English by the DLP bilingual participants. Items were selected from the Snodgrass image corpus53. Target names were noncognates, and word frequency, name agreement, and image agreement were matched across the three languages based on data reported by Alario and Ferrand44 and Bakhtiar, Nilipour and Wekes55. Persian words were phonologically longer than English and French words (F(2, 67) = 7.18, p = 0.001, followed by a post hoc Tukey test). All images consisted of line drawings of approximately the same size (no larger than 540 × 400 pixels) with a white background. Participants were asked to name pictures as quickly as possible. Stimuli were presented in a random order for 2000 ms either in the upper or lower part of the screen with a refresh rate of 60 Hz. Each picture was preceded by a fixation cross of a random duration of 500–1500 ms. A fixation cross of 1000 ms followed the picture.

This task was performed in L1 and L2 in separate blocks for each group.

The language switching picture-naming task. The stimuli for this task consisted of the same list of 70 images, which was used for the nonswitching picture-naming task. Each image was presented twice, once it had to be
named in L1 and once in L2. Therefore, this task consisted of a total of 140 trials. A similar task procedure was applied. The subjects were asked to name the images in L1 when the image appeared in the upper part of the screen and name the image in L2 (English) when it appeared in the lower part of the screen. The order of the type of trials was kept constantly alternating. This method of stimuli presentation resulted in 70 L1-switches (i.e., a switch into L1) and 70 L2-switches (i.e., a switch into L2) trials. The order of image presentation was random.

In the picture-naming tasks (language switching and nonswitching), the oral responses were recorded in 3-s files for each trial. Only first-attempt correct responses (i.e., the exact expected word or close alternative responses as listed in the image corpus normative data for each language) within three seconds of the presentation of the image were scored as correct. In addition, the beginning of oral production for each trial was captured (i.e., voice onset time, VOT).

Nonlinguistic switching task. Adapted from our previous work and based on a language execution paradigm, this task consisted of 140 trials of four types of images (a red or blue circle or square). At each trial, one image was presented on the upper or the lower part of the screen. Subjects were instructed to press the corresponding response key as quickly as possible, to select the color of the image when the image was presented in the upper part of the screen and to select the shape of the image when it was presented in the lower part of the screen. Four keys on the 5-button Chronos box were assigned to 4 response types (square, circle, red and blue). Participants were instructed to use both hands and their index and middle finger to allow fast responses. Two versions of the task were designed and counterbalanced across participants.

After a fixation cross of 500–1500 ms, the images were presented on the screen for 2000 ms and were followed by a fixation cross of 1000 ms. The order of stimuli presentation was alternating shape-color.

At the beginning of the session, a short training was performed for each task to familiarize participants with the procedure. For the picture-naming tasks, the training consisted of five trials with stimuli that were not part of the main experiment.

Table 1. First and second language proficiency, usage and immersion.

| Variable                        | DLP (L2) | CLP (L2) | DLP (L1) | CLP (L1) | p-value |
|---------------------------------|----------|----------|----------|----------|---------|
|                                 | Mean     | SD       | Mean     | SD       | Mean    | SD       | Mean    | SD       | p-value |
| Self-evaluation                 |          |          |          |          |         |          |         |          |         |
| Speaking                        | 7.28     | 1.95     | 5.75     | 1.69     | 0.74    | 9.03     | 1.68    | 9.57     | 0.69    | 0.003   |
| Comprehension                   | 8.14     | 2.47     | 6.78     | 1.25     | 0.12    | 9.64     | 0.82    | 9.75     | 0.51    | 0.19    |
| Reading                         | 8.46     | 1.13     | 6.57     | 1.39     | 0.37    | 9        | 1.92    | 9.71     | 0.59    | 0.08    |
| Exposure                        |          |          |          |          |         |          |         |          |         |         |
| Interacting with friends        | 3.71     | 2.63     | 2.92     | 2.35     | 0.17    | 7.82     | 3.04    | 9.07     | 1.05    | 0.000   |
| Interacting with family         | 1.85     | 2.53     | 0.53     | 1.23     | 0.003   | 7.85     | 3.25    | 9.64     | 0.98    | 0.000   |
| Reading                         | 7.64     | 2.72     | 4.42     | 1.81     | 0.13    | 6.92     | 2.74    | 7.57     | 1.86    | 0.02    |
| Language-lab/self-instruction   | 5.60     | 2.58     | 1.03     | 1.73     | 0.07    | 3.64     | 3.62    | 0.71     | 2.17    | 0.000   |
| Watching TV                     | 6.03     | 3.45     | 5.10     | 2.73     | 0.13    | 5.75     | 3.69    | 6.60     | 2.58    | 0.002   |
| Listening to radio/music        | 7.53     | 2.47     | 5.07     | 3.01     | 0.002   | 5.5      | 3.41    | 6.35     | 2.28    | 0.006   |

Language proficiency. The proficiency was assessed using the DIALANG scale.

Table 1. First and second language proficiency, usage and immersion.
Stimulus presentation and behavioral data recording were controlled with EPrime 2.0 (Psychology Software Tools, Inc., Sharpsburg, PA, USA). Figure 1 illustrates the procedure of the tasks. The task order was counterbalanced across participants.

Both behavioral and EEG data that support the findings of this study are available from the corresponding author upon reasonable request.

**Analysis of behavioral data.** Each spoken response was checked for accuracy and the VOT. For this work we used version 2.4.2 of AUDACITY(R) recording and editing software57. This process allows for adjustments of the VOT in case of hesitations, audio artifacts and autocorrections.

Behavioral data analyses were conducted using mixed-effects models using R58 and lme459, to find the model formula which best fit the data, in order to investigate aim1, i.e., to what degree language distance affects bilingual language control in L1 and L2. As fixed effects, we entered Response Accuracy, Language, Switching and Group (with interaction terms) into the model. As random effects, we had intercepts for Subjects, L2 exposure and Items, as well as by-subject, by-L2 exposure and by-item random slopes for the effect of Accuracy, Language, Group and Switching. Visual inspection of residual plots did not reveal any obvious deviations from homoscedasticity or normality. P-values were obtained by likelihood ratio tests of the full model with the effect in question against the model without the effect in question. As the reference levels we took CLP Group, Accuracy 0 (incorrect responses), Non-Switch and L1.

We used R58 and lme459 to perform a linear mixed effects analysis of the relationship between response time (RT) of nonlinguistic switching task and language distance and finding the model which best fits the data. As fixed effects, we entered Response Accuracy and Group (with no interaction term; F(42.76) = 1.25, p = 0.27) into the model. As random effects, we had intercepts for Subjects and Items, as well as by-subject and by-item random slopes for the effect of Accuracy. Visual inspection of residual plots did not reveal any obvious deviations from homoscedasticity or normality. P-values were obtained by likelihood ratio tests of the full model with the effect in question against the model without the effect in question. As the reference levels we took CLP Group and Accuracy 0 (incorrect responses). To decrease the complexity in reporting the behavioral results, we report significant results only.

**EEG acquisition and preprocessing.** Electroencephalograms were recorded continuously at 1024 Hz from 64 Ag/AgCl electrodes using an ActiveTwo system (BIOSEMI, Inc., Amsterdam, the Netherlands) for CLP bilinguals in Switzerland and an ANT Neuro with Waveguard caps (ANT NEURO, the Netherlands, www.ant-
Electrical neuroimaging data analysis. The EEG analyses were similar to the analysis approach in our previous studies (For more details on the analysis methods see Refs.40,42). We used global analyses for the analysis of the ERPs, namely, analyses of global field power (GFP) and topography.40,41,64 Such analyses are reference-independent and allow verification of whether the observed effects are caused by differences in activation strength or are due to differences in the configuration of the underlying active brain generators across experimental conditions (e.g., Refs.66–68).

Global field power analysis. The electric field strength differences at the scalp were examined by computing a nonparametric randomization test on the GFP.40,69,70 The GFP equals the root mean square across all recording electrodes and represents the spatial standard deviation of the electric field at the scalp.70

Global dissimilarity analysis. Topographic modulations were analyzed using randomization statistics applied to global map dissimilarity measures (GMD).70. GMD is calculated as the root mean square of the difference between the strength-normalized voltage potentials across the electrode montage. Applying this analysis to the strength-normalized data allows attributing topographic differences between conditions to differences in source distribution and not in source strength (e.g., Ref.71). GMD values were analyzed as a function of peristimulus time with respect to the ERP analyses.60,69,72 A total of 5000 randomization runs were computed on subject-level averaged epochs (for details see Refs.60,69, with the p-threshold set to 0.05). Correction was made for temporal autocorrelation through the application of >1 contiguous data points temporal criterion for the persistence of significant effects.72

For the ERPs of the picture-naming tasks, both the GFP and the GMD were analyzed by applying a three-way ANOVA with the within-subject factors Language (L1; L2) and Switching (Switch; Non-Switch) and the between-subjects factor Group (CLP; DLP). To answer the specific question concerning the role of linguistic distance on language selection in both languages, the three-way interaction was examined.

Regarding the ERPs of the nonlinguistic switching task, given that the task was not language related and that there were only switching trials, the only effect of interest was the difference between the two groups. Therefore, differences in GFP and GDM between the CLP and DLP groups were analyzed using independent samples t-tests.

Analysis of intracranial sources and source differences. To estimate intracranial generators, we used a distributed linear inverse solution based on the local autoregressive average (LAURA) regularization approach.35,74. LAURA selects the source configuration that best mimics the biophysical behavior of the electric fields; it confines the solution space in the gray matter of the brain and considers how the activity in a given area reduces with the distance from the scalp and thereby assumes smoothness between adjacent sources. The solution space is based on a simplified realistic head model (SMAC)70 and contains 5006 solution points homogeneously distributed within the gray matter of the average brain of the Montreal Neurological Institute (MNI). This was used as the template source space for all subjects.

The lead field (or the forward solution) was then solved with an analytical solution with a three-shell spherical head model (brain, skull, and scalp).6,77
The intracranial sources were estimated for the resulting one-time-sample ERP for each subject, and each condition was time-averaged over the period of interest (i.e., the period showing a significant topographic interaction or difference) and then statistically compared using the same mixed within-between-subject design for picture-naming tasks and group comparison for the nonlinguistic switching task as was used for the GDM analysis. To control for multiple comparisons, only significant clusters of >15 consecutive points (KE) were kept. This spatial criterion was determined with the AlphaSim program. There was a false positive probability of \(p < 0.005\) for observing a cluster of >15 contiguous nodes (see also Refs. 78,79 for the same approach). For the resulting regions of interest (ROIs), we extracted and analyzed the T values, which then allowed us to draw conclusions on the direction of the effects, namely, whether the solution points found are more or less activated in the conditions of interest.

**Results**

**Behavioral results.** *Picture naming task.* Including L2 exposure as a random factor led to singularity problems and was removed from the model. The mixed-effects linear model on VOT \(\text{[intercept: estimate }= 1277.41 \text{ SE }= 63.36, t = 20.162, p < 0.001]\) revealed a main effect of Accuracy \(\text{[estimate }= -349.09 \text{ SE }= 60.63, t = 9.50, p < 0.001]\), shorter VOTs in correct responses, Switching \(\text{[estimate }= 101.97 \text{ SE }= 39.62, t = 2.574, p = 0.01, \text{longer VOTs in Switch trials, and Language [estimate }= 249.21 \text{ SE }= 44.43, t = 5.609, p < 0.001, \text{longer VOTs in response to L2 trials.]}\) The model showed interaction between Accuracy, Group, Switching and Language \(\text{[estimate }= 395.27 \text{ SE }= 84.98, t = 4.652, p < 0.001]\) led by longer VOTs of correct responses to Switch to L2 compared to Non-Switch trials in the DLP group compared to the CLP group. The details of these results can be found in the Supplementary Information.

The model formula which best fit the data is the following:

\[
VOT \sim Accuracy \times Group \times Switching \times Language \times (Accuracy \times Language \times Item) + (Accuracy \times Language \times Subject).
\]

**Nonlinguistic switching task.** The results for our model \(\text{[estimate }= 903.53 \text{ SE }= 65.60, t = 13.774, p < 0.001]\) showed that Group \(\text{[estimate }= 134.99 \text{ SE }= 58.11, t = 2.323, p = 0.0242]\) but not Accuracy \(\text{[estimate }= -26.62 \text{ SE }= 58.89, t = -0.452, p = 0.6552]\) were linearly related to RT. This revealed longer RTs to nonlinguistic switching trials in the DLP group. The details of these results can be found in the supplementary file.

The model formula which best fit the data was:

\[
RT \sim Accuracy + Group + (Accuracy \times Subject) + (Accuracy \times Item).
\]

Figure 2A,B illustrate behavioral results.

Given that approximately one-third of the participants in each group had to be removed from the EEG analyses (see section "EEG acquisition and preprocessing"), we also performed the same behavioral analyses on the specific subgroup of participants included in the EEG analyses. The behavioral analyses on this subgroup revealed a similar pattern of results as was the case for the initially included participants. Therefore, we report the behavioral analyses of the initial groups.

**Electrical neuroimaging results.** *Picture-naming tasks.* All conditions (L1 Non-Switch naming, L1 Switch naming, L2 Non-Switch naming, and L2 Switch naming) resulted in event-related potential waveforms that are typical for visual stimuli, as shown by superimposed group-averaged ERPs in Fig. 3B.

Global Field Power (GFP) analysis on picture-naming tasks. In the GFP analysis, no significant periods of a three-way interaction were found (all \(p > 0.05\)). However, a significant Language \(\times\) Switching interaction was found from 410 to 500 ms poststimulus onset (\(p < 0.05\), > 46 TF), while the two-way interactions between Switching \(\times\) Group and Language \(\times\) Group did not reach significance (both \(p > 0.05\)). Moreover, there was a main effect of language showing higher GFP for L2 compared to L1 naming from 300 to 600 ms poststimulus onset (\(p < 0.05\), > 46 TF). The analysis on the GFP also showed a main effect of Switch, revealing higher GFP for Non-Switch than Switch conditions from −100 to 90 ms and from 310 to 470 ms (\(p < 0.05\), > 46 TF). The time windows found for the main effects and Language \(\times\) Switching interaction occurred at the same time as topographic differences, which indicates differences in underlying neural sources (see below). GFP differences in the presence of topographic differences could mainly be explained by changes in topography (i.e. changes in underlying active sources) and not change of the activation strength of specific brain regions. As such, this result indicates that the differences are of a topographic nature rather than based on differences in GFP.

Global map dissimilarity (GMD) on picture-naming tasks. The topographic analysis revealed a three-way Language \(\times\) Switching \(\times\) Group interaction (\(p < 0.05\), > 50 TF) from 80 to 10 ms and from 450 to 515 ms, indicating that the topographic maps were significantly different in the CLP and DLP groups depending on the Language (L1 or L2) and Switching condition (Switch or Non-switch context) (Fig. 3C).

The topographic analyses revealed no significant two-way interactions for the factors Switching \(\times\) Group or Group \(\times\) Language (all \(p > 0.05\)). However, a Language \(\times\) Switching interaction as well as long-lasting main effects of Language and Switching were found during the entire peristimulus time window. The main effect of Group was not significant.

Additional global duration statistics revealed that 50 consecutive time frames can be expected at the chance level of 0.05, which was the case for the time windows revealing a three-way interaction and the main effects of Language and Switching.
Electrical source estimation on picture-naming tasks. Considering the main aim of the study, source localization was performed on the period of the three-way interaction. Repeated measures ANOVA of distributed source estimates for all conditions was performed for each of the 5006 solution points for the period of significant effects identified in the GMD analyses, i.e., from −80 to 10 ms peristimulus and 450–515 ms poststimulus presentation for the picture-naming tasks.

The significant topographic Language × Switching × Group interaction in the peristimulus period of −80 to 10 ms was driven by the stronger activation for the L1 Switch and L2 Non-Switch in the right MFG/SFG of the CLP group. In the DLP group, higher activation in the right MFG/SFG was revealed in L2 Switch, but no difference between Switch and Non-Switch was seen for L1 naming. A reverse pattern was seen in the posterior cingulate cortex (PCC), cuneus and lingual gyrus (LG) with stronger activation in L1 Non-Switch and L2 Switch of the CLP group, while higher activation of these posterior regions was observed in response to L2 Non-Switch in the DLP group.

Topographic differences in the time period of 450–515 ms were characterized by a higher activation in the left inferior frontal gyrus (IFG) for L2 Switch compared to L1 Switch in the DLP group, while in the CLP group, both L1 and L2 Switch naming showed strong activation in the left IFG (higher activation for L1 Switch). In the

Figure 2. Behavioral results; (A) Picture-naming voice onset time. (B) Nonlinguistic switching task, response accuracy and response time.
**Figure 3.** Electrical neuroimaging results: The picture-naming task; (A) The 60 common electrodes in the two EEG systems. Although both EEG recording systems consisted of 64 electrodes, only 60 of them had similar coordinates. These 60 channels were kept for the analyses. (B) Superimposed group-averaged ERP waveform of all conditions of interest. (C) Global dissimilarity analysis [Language (L1; L2) × Switch (Non-Switch; Switch) × Group (CLP; DLP)]. This analysis showed two time windows of significant interaction at −80 to 10 ms peristimulus and 450 to 515 ms poststimulus presentation. (D) Electrical source estimation at the time windows of the significant three-way interaction.
posterior regions, a similar pattern of activation as was the case in the peristimulus time range was observed. (Fig. 3D).

**The nonlinguistic switching task.** Global Field Power (GFP) analyses on nonlinguistic switching tasks. The GFP analysis revealed a period of differences between the CLP and DLP groups from 110 to 135 ms poststimulus onset, with higher GFP for the CLP group than for the DLP group. However, this effect did not pass the test of multiple comparisons according to which at least 48 consecutive significant time frames can be expected at a chance level of (p < 0.05, < 48 TF).

Global map dissimilarity (GMD) on nonlinguistic switching tasks. The topographic analysis revealed a significant difference between the CLP and DLP groups from 40 to 150 ms poststimulus presentation (p < 0.05, > 96 TF) (Fig. 4A shows superimposed event-related potentials to different conditions and Fig. 4B illustrates global map dissimilarity results).

Electrical source estimation on nonlinguistic switching tasks. The analyses of the source estimates for all conditions were performed for each of the 5006 solution points for the period of significant effects identified in the GMD analyses, i.e., the picture-naming tasks and from 40 to 150 ms for the nonlinguistic switching task.

The topographic differences between the CLP and DLP groups in the nonlinguistic switching task in the time period of 40–150 ms were characterized by stronger activation for the CLP compared to the DLP group in the right middle/superior frontal gyrus (MFG/SFG) and precentral gyrus (PrG) (Fig. 4C).

**Summary of the results.** In the picture-naming task, linear mixed effect modelling analyses of the VOTs revealed longer VOTs of correct responses to Switch to L2 compared to Non-Switch trials in the DLP group compared to the CLP group (i.e., Accuracy × Group × Switching × Language interaction (estimate = 395.27 (84.98), t = 4.652, p < 0.001). The VOTs was not significantly affected by L2 exposure.

Electrophysiologically, in topographic analyses, we found Language × Switching × Group interaction at ~ 80 to 10 ms and 450 to 515 ms peristimulus presentation. The prestimulus effect was observed in the right MFG/SFG. The significant interaction at 450–515 ms post stimulus involved the left IFG as well as the posterior cingulate cortex (PCC) and occipital regions.

In nonlinguistic switching task, Group, but not Accuracy, was linearly related to RT. This revealed longer RTs to nonlinguistic switching trials in the DLP group.

Electrophysiologically, our topographic analysis revealed a significant difference between the CLP and DLP groups from 40 to 150 ms poststimulus presentation. This topographic difference was characterized by stronger activation for the CLP compared to the DLP group in the right middle/superior frontal gyrus (MFG/SFG) and precentral gyrus (PrG).

**Discussion**

The present study investigated the role of linguistic distance on cognitive control using linguistic- and nonlinguistic switching tasks. Two groups of bilinguals, namely, Close Language and Distant Language Pair bilinguals, were recruited (i.e., CLP and DLP groups). Language-switching, language-nonswitching and a nonlinguistic-switching tasks were performed.

**Language switching vs. nonswitching picture-naming.** Behavioral data: switching cost. In the picture-naming task, linear mixed effect modelling analyses of the VOTs revealed longer VOTs of responses to Switch to L2 compared to Non-Switch trials in the DLP group compared to the CLP group. This result can be explained according to the assumption that DLP bilinguals involve more language control in a bilingual context, and as a result, they show slower language switching compared to nonswitching. Interestingly, a different pattern of VOTs in response to Switch vs. Non-Switch naming was found for L2 vs. L1 in the CLP group; while the DLP group showed slower VOTs for Switch trials into L1 and L2, CLP bilinguals showed slower VOTs for Switch trials into L1 but similar VOTs for Non-Switch and Switch trials into L2.

Such an asymmetric switching cost, showing longer VOTs for switching into the more dominant L1 than into L2, has previously been observed in language switching paradigms and has first been described by Meuter and Allport, as “paradoxical” asymmetry in the language switching cost which is well explained by the inhibitory control model (IC) of Green. According to the IC model, in bilinguals, when speaking in the more dominant L1, not much inhibition is required to suppress the less dominant L2, especially in less proficient bilinguals. However, when speaking in L2, the inhibition of L1 is more demanding. In a language switching context, this inhibition of L1 persists into the following trial. Thus, when switching back to L1, more time is needed to overcome the inhibition of the previous trial, leading to longer VOTs when switching to L1 but not to the less-dominant L2. Importantly, this outcome was not observed in DLP bilinguals; these participants showed a similar switching cost for L1 and L2. This asymmetry has been mostly described in receptive language tasks but rarely in naming tasks. The differential pattern of switching cost between CLP and DLP bilinguals could be explained in terms of language distance. That is, in DLP bilinguals, because less competition occurs between L1 and L2 representations, the inhibition of L1 and L2 is relatively similarly demanding. Therefore, we may assume that the difference of L1 and L2 inhibition was not present in DLP group, and paradoxical asymmetry in switching cost was not observed in DLP bilinguals. Alternatively, this differential pattern of switching cost in CLP and DLP bilinguals somehow confirms the higher efficiency of cognitive control in CLP groups. Because CLP bilinguals need a stronger involvement of the control system to prevent interference between the languages, their
Figure 4. Electrical neuroimaging results: Nonlinguistic switching task; (A) Superimposed group-averaged ERP waveform of all conditions of interest. (B) Global dissimilarity analysis. This analysis showed a significant difference between CLP and DLP at 40 to 150 ms poststimulus presentation. (C) Electrical source estimation at the significant time windows.
shared language systems. Coderre and van Heuven tested three groups of bilinguals with language pairs of high to low bilingual similarity (German-English, Polish-English and Arabic-English, respectively) and a group of English monolingual individuals on a Stroop and Simon task. Arabic-English bilinguals showed the smallest Stroop interference effects but the largest overall RT in both tasks. The authors suggested that because high orthographic overlap creates more cross-linguistic activation and increases the daily demands on cognitive control, similar-script bilinguals demonstrate more efficient domain-general executive control than different-script bilinguals.

Importantly, adding L2 exposure to the linear mixed model caused singularity problems (i.e. random effect variance estimates of (nearly) zero). This led to the assumption that the VOTs (our independent variable) were not significantly affected by L2 exposure. It is also noteworthy that because the order of the task was counterbalanced and the stimuli were presented in a random order, the order effect was similar across both groups, suggesting that there was no order bias across interactions.

**Electrophysiological data: process of language selection.** Electrophysiologically, our results showed a Language × Switching × Group interaction at ~ 80 to 10 ms and 450 to 515 ms peristimulus presentation. These effects were related to differences in activation of the underlying sources. The three-way interaction observed in the prestimulus time range (~ 80 to 10 ms) is most likely related to preparatory processes and voluntary reorientation of attention, indicating possible differences in brain activity before stimulus presentation, as the trials were presented in separate block (in non-switch naming) or predictable language order (in the language-switching task). Importantly, this prestimulus effect was observed in the right MFG/SFG. In previous studies, the right MFG has been considered a hub for proactive filtering and suppressing distracting information. Moreover, a role in task switching has also been reported.

The significant interaction at approximately 450–515 ms post stimulus involved the left IFG as well as the posterior cingulate cortex (PCC) and occipital regions. In non-switching picture-naming paradigms, this time window according to Indefrey and Levelt (2004), is related to the processes involved in form encoding (accessing phonological code, syllabification and phonetic coding). Based on a large meta-analysis, Indefrey and Levelt suggest that word production starts by accessing the lexical concept from a visual object approximately 175 ms post picture presentation, followed by lexical selection/lemma retrieval at 150–350 ms. Accessing the phonological code, syllabification and phonetic encoding take place between 350 and 600 ms, followed by the articulation of the word. However, according to the IC model, because in bilingual language production, both target and nontarget languages are coactivated and compete to be selected, an additional process in bilingual language production is language selection. In the same way, Christoffels et al. performed an ERP study on bilingual language switching in a picture-naming study. In this study, the authors found an ERP deflection between 375 and 475 ms poststimulus presentation. The authors reported main effects of Switching context (increased negativity in response to non-switch naming), Language (a more negative amplitude in response to L1 than L2), and cognate status (higher amplitude for cognates). The authors suggest that this ERP modulation represents the switching costs and monitoring lexical conflict. According to the authors, this pattern of results may distinguish the “default” speech condition (L1 naming in the nonswitch condition) from the other conditions. Our results support the findings of Christoffels. Thus, we could assume that this effect happens during the process of language selection. This interpretation is supported by the analyses performed in the brain space over the same time range (450–515 ms), showing a differential pattern of activation in the left IFG and PCC for L1 and L2 Switch in the CLP and DLP groups. The left IFG is shown to be involved in suppressing prepotent but incorrect responses. In bilinguals, the left IFG has been shown to be involved in language switching naming decision tasks and domain-general cognitive control. The PCC is a central part of the default mode network (DMN), which shows a baseline activity and is rapidly deactivated during attentionally demanding tasks (see Ref. for a review). In addition, the PCC is reported to play a crucial role in internally directed cognition, arousal and awareness, episodic memory retrieval and regulating the focus of attention specifically in high-attentional demanding situations (e.g., Refs. ). Interestingly, the differential pattern of activation in the left IFG and PCC for L1 and L2 Switch and Non-Switch conditions were inverted in the present study; the left IFG showed a higher activation in response to L2 Switch in the DLP group and both L1 and L2 Switch in the CLP group. In contrast, the PCC is less activated in response to L2 Switch in the DLP group and L1 Switch in the CLP group, the two conditions that are considered to impose more cognitive demand and higher arousal.

Together, our behavioral and electrophysiological results suggest that CLP bilinguals show stronger involvement of the control system when performing a language-switching task. We may note that the observed pattern of neural recruitment can be explained as the effect of adaptation to potentially stronger cognitive control demands due to more overlap across aspects of the two languages. This neural recruitment is more prominent for switching into L1. This stronger involvement of the control system leads to a more efficient switching performance in CLP bilinguals than in DLP bilinguals.

**Nonlinguistic switching performance in CLP and DLP bilinguals.** CLP participants showed faster responses in the nonlinguistic switching task than DLP participants. Electrophysiologically, we found different activation of the underlying sources between the CLP and DLP groups from 40 to 150 ms with stronger activation for the CLP compared to the DLP group in the right middle/superior frontal gyrus.

The observed difference between CLP and DLP bilinguals in nonlinguistic switching performance confirms our primary hypothesis of faster RTs in CLP than in DLP bilinguals. This result is in line with the results of Coderre and van Heuven, suggesting that bilinguals of similar languages, with similar scripts, experience more
effective executive control than different-script bilinguals. In contrast, this pattern of results does not support our hypothesis, according to which we would expect faster RTs in DLP bilinguals, which is due to the less-trained cognitive control system in CLP bilinguals because of the possible facilitatory effect of similar lexica. In the same way, our results are not in line with Oschwald et al.\(^{96}\). According to Oschwald and colleagues, who studied three groups of bilinguals with different linguistic similarities and a group of monolingual individuals, language similarity is linearly related to linguistic accuracy. Oschwald et al. postulate an inverse pattern for performance in executive function: better EF performance with more dissimilar languages. In children learning L2, Floccia et al.\(^{96}\) found better working memory scores if L2 was distant from L1 but ambiguous results for inhibition.

The early effects from 40 to 150 ms showing stronger right frontal activation in CLP than DLP bilinguals are most likely associated with attentional processing. Given that the order of stimuli presentation was alternating between shape-color, the type of the following stimulus was predictable to the participants, thus potentially triggering voluntary reorientation of attention and response preparation\(^{97}\). This interpretation is further supported by the pre-stimulus differences, which did not last long enough to pass the temporal criterion for the persistence of significant effects, but which were nevertheless detectable. Such pre-stimulus differences have been found in other ERP studies, especially those employing blocked designs, therefore increasing predictability of the upcoming stimulus\(^{97}\). Our result thus indicates that the CLP and DLP bilinguals differ in regard to the recruitment of preparatory neural resources.

The estimated source localization revealed stronger activation for the CLP compared to the DLP group in the right (medial and superior) frontal regions, right middle temporal gyrus and the PCC. Previous studies found involvement of the right frontal regions in the inhibition of behavioral responses in task switching. More specifically, right inferior frontal regions modulate inhibitory control via the prefrontal–basal ganglia network\(^{98,99}\). Right temporoparietal areas seem mainly associated with shifting attention to unexpected stimuli, that is, reorienting attention\(^{100}\).

Altogether, our results of the nonlinguistic switching task suggest that the difference in behavior between the two groups (faster RTs for the CLP group) might originate from differences in early stages of cognitive control processes. That is, different cognitive processes are involved in CLP and DLP groups in response to predictable switching conditions in non-linguistic tasks. This finding is supported by the pattern of brain activation in the CLP vs DLP group during the early time window, revealing differences in ERPs. The differences between CLP and DLP bilinguals are specifically observed in the time windows prior to the processes involved in stimulus identification, change detection and distinction (N200 component). This would lead to the assumption that the difference between DLP and CLP bilinguals is not limited to language related cognitive control processes, but this difference is also seen in non-linguistic cognitive control functions.

We note that this study has some limitations that encourage further consideration. First, the spatial accuracy of EEG source estimation is controversial because these approaches have less accuracy for deep sources\(^{101}\). It is notable that scalp-recorded potentials in EEG reflect synchronous activation of neuronal populations which line up in parallel. In deep sources, especially the thalamus, the geometrical alignment of neuronal populations is not in parallel, thus electrical source estimation fails to identify deep sources accurately. We therefore need to state that the source localizations reported should be interpreted cautiously. However, using a conservative statistical approach on a high-density EEG data, this limitation should be at least partially solved (Michel et al., 2004). Second, one may assume that the effect of using two EEG recording systems may affect the EEG data. This factor has been studied previously and it has been shown that when using standard research-grade EEG equipment, the data do not differ between the systems across different paradigms\(^{100}\). Third, we had a limited number of accepted trials (≥ 20 trials) for ERPs. This was led by several factors such as a limited number of initial trials (70 per condition) in order to minimize participants' fatigue. In addition, we only included the EEG data epochs of the correct responses. Also, in order to minimize the motor artefacts caused by oral response producing, we removed EEG data epochs of the trials where the subject responded faster than 600 ms (which was set as the length of our epochs after image presentation). We need also to clarify that the power analysis suggests that going down to 20 remains adequate following the literature; several previous ERP studies on language production used this number of epochs (minimum 20 epochs)\(^{40,42,103,104}\).

To conclude, our results showed faster behavioral responses in linguistic and nonlinguistic switching tasks in CLP bilinguals than in DLP bilinguals. Electrophysiological data support our behavioral findings, suggesting differential involvement of the brain areas related to language control and cognitive control when comparing the two groups. The electrophysiological effects from 450 to 515 ms with differential involvement of the left IFG and PCC are likely related to suppression of the nontarget language and selection of the lexical representation from the target language during language switching. In the nonlinguistic switching task, early effects from 40 to 150 ms can be associated with differences between CLP and DLP bilinguals in attentional processes at early stages of response inhibition.

Received: 22 April 2021; Accepted: 22 November 2021
Published online: 16 December 2021

References

1. Bialystok, E., Craik, F. I. M., Klein, R. & Viswanathan, M. Bilingualism, aging, and cognitive control: Evidence from the simon task. Psychol. Aging 19, 290–303 (2004).
2. Abutalebi, J. Neural aspects of second language representation and language control. Acta Psychol. Ams 128, 466–478 (2008).
3. Khateb, A. et al. Processing of semantic categorical and associative relations: An ERP mapping study. Int. J. Psychophysiol. Off. J. Int. Organ. Psychophysiol. 49, 41–53 (2003).
4. Metzke, N., Sela, T. & Lavdor, M. Enhancing cognitive control components of insight problems solving by anodal tDCS of the left dorsolateral prefrontal cortex. *Brain Stimul.* **5**, 110–115 (2012).

5. Postma, A. Detection of errors during speech production: A review of speech monitoring models. *Cognition* **77**, 97–132 (2000).

6. Abutalebi, J. & Green, D. Neuroimaging of language control in bilinguals: Neural adaptation and reserve. *Biling. Lang. Cogn.* **19**, 689–698 (2016).

7. Zhou, B. & Krott, A. Bilingualism enhances attentional control in non-verbal conflict tasks—Evidence from ex-Gaussian analyses. *Biling. Lang. Cogn.* **21**, 162–180 (2018).

8. Antoniou, M. The advantages of bilingualism debate. *Annu. Rev. Linguis.* **5**, 395–415 (2019).

9. de Bruin, A., Treccani, B. & Della Sala, S. Cognitive advantage in bilingualism: An example of publication bias?. *Psychol. Sci.* **26**, 99–107 (2015).

10. Dick, A. S. *et al.* No evidence for a bilingual executive function advantage in the ABCD study. *Nat. Hum. Behav.* **3**, 692–701 (2019).

11. Grundy, J. G. The effects of bilingualism on executive functions: An updated quantitative analysis. *J. Cult. Cogn. Sci.* **4**, 177–199 (2020).

12. Lehtonen, M. *et al.* Detection of errors during speech production: A review of speech monitoring models. *Psychol. Bull.* **144**, 394–425 (2018).

13. Paap, K. R., Darrow, J., Dalhuis, C. & Johnson, H. Effects of script similarity on bilingual advantages in executive control are likely to be negligible or null. *Front. Psychol.* https://doi.org/10.3389/fpsyg.2014.01539 (2015).

14. Marian, V. & Spivey, M. Competing activation in bilingual language processing: Within- and between-language competition. *Biling. Lang. Cogn.* **6**, 97–115 (2003).

15. Costa, A. Colome, A., Gomez, O. & Sebastian-Gallés, N. Another look at cross-language competition in bilingual speech production: Lexical and phonological factors. *Biling. Lang. Cogn.* **6**, 167–179 (2003).

16. Abutalebi, J. *et al.* Language proficiency modulates the engagement of cognitive control areas in multilinguals. *Cortex* **49**, 905–911 (2013).

17. Peeters, D. Bilingual switching between languages and listeners: Insights from immersive virtual reality. *Cognition* https://doi.org/10.1016/j.cognition.2019.104107 (2019).

18. DaLio, V., Rothman, J., Bialystok, E. & Platasikas, C. Redefining bilingualism as a spectrum of experiences that differentially affects brain structure and function. *Proc. Natl. Acad. Sci. U. S. A.* **116**, 7565–7574 (2019).

19. Chiswick, B. R. & Miller, P. W. Linguistic distance: A quantitative measure of the distance between English and other languages. *IZA Discuss. Pap.* Paper No. (2004).

20. Kim, S. Y. *et al.* How does language distance between L1 and L2 affect the L2 brain network? An fMRI study of Korean–Chinese bilinguals. *Neuroimage* **129**, 25–39 (2016).

21. Jamal, N. I., Piche, A. W., Napoliello, E. M., Perfetti, C. A. & Eden, G. F. Neural basis of single-word reading in Spanish–English bilinguals. *Hum. Brain Mapp.* **33**, 235–245 (2012).

22. Feroqui-Shah, Y., Frymark, T., Mullen, R. & Wang, B. Effect of treatment for bilingual individuals with aphasia: A systematic review of the evidence. *J. Neurolinguist.* **23**, 319–341 (2010).

23. Gil, M. & Goral, M. Nonparallel recovery in bilingual aphasia: Effects of language choice, language proficiency, and treatment. *Int. J. Biling.* **8**, 191–219 (2004).

24. Ullman, M. The declarative/procedural model of lexicon and grammar. *J. Psycholinguist. Res.* **30**, 37–69 (2001).

25. Polczynska, M. M. & Bookheimer, S. Factors modifying the amount of neuroanatomical overlap between languages in bilinguals—A systematic review of neurosurgical language mapping studies. *Brain Sci.* **10**, 983 (2020).

26. Sormunen, H., Hansson, P. & Körnng Ljungberg, J. Different features of bilingualism in relation to executive functioning. *Front. Psychol.* **10**, 269 (2019).

27. De Bot, K. A bilingual production model: Levelt’s ‘speaking’ model adapted. In *The Bilingualism Reader* 420–442 (2000).

28. Goral, M., Levy, E. S., Obler, L. K. & Cohen, E. Cross-language lexical connections in the mental lexicon: Evidence from a case of trilingual aphasia. *Brain Lang.* **98**, 235–247 (2006).

29. Korn, A. P. H., Abutalebi, J., Lam, K. S. Y. & Weekes, W. Executive and language control in the multilingual brain. *Behav. Neurol.* **2014**, 1–7 (2014).

30. Coderre, E. L. & Van Heuven, W. J. B. The effect of script similarity on executive control in bilinguals. *Front. Psychol.* **5**, 1070 (2014).

31. Ghazi-Saidi, L. & Ansaldo, A. I. The neural correlates of semantic and phonological transfer effects: Language distance matters. *Biling. Lang. Cogn.* **20**, 1080–1094 (2017).

32. DeClerck, M. & Phillips, A. A review of control processes and their locus in language switching. *Psychon. Bull. Rev.* **22**, 1630–1645 (2015).

33. Peeters, D. & Dijkstra, T. Sustained inhibition of the native language in bilingual language production: A virtual reality approach. *Biling. Lang. Cogn.* **21**, 1035–1086 (2018).

34. Linck, J. A., Hoshino, N. & Kroll, J. F. Cross-language lexical processes and inhibitory control. *Ment. Lex.* **3**, 349–374 (2008).

35. Ong, G., Mackague, M., Wekes, B. & Sewell, D. Diffusing the bilingual lexicon: Task-based and lexical components of language switch costs. *Cogn. Psychol. Cognit. Psychol.* **114**, 101225 (2019).

36. Sormunen, D. E., Hansson, P. & Ljungberg, J. K. Different features of bilingualism in relation to executive functioning. *Front. Psychol.* **10**, 269 (2019).

37. Abutalebi, J. *et al.* Bilingualism tunes the anterior cingulate cortex for conflict monitoring. *Cereb. Cortex* **22**, 2076–2086 (2012).

38. Abou-Ghazaleh, A., Khateb, A. & Kroll, J. F. New insights into the neural basis of cognitive control: An event-related fMRI study of task selection processes. *Int. J. Psychophysiol.* **153**, 80–90 (2020).

39. Smith, E. E. *et al.* The neural basis of task-switching in working memory: Effects of performance and aging. *Proc. Natl. Acad. Sci. U. S. A.* **98**, 2095–2100 (2001).

40. Just, L., Radman, N., Bueler, K. & Annoni, J.-M. Behavioral and electrophysiological signatures of word translation processes. *Neuropsychologia* **109**, 245–254 (2018).

41. Radman, N. *et al.* The role of the cognitive control system in recovery from bilingual aphasia: A multiple single-case fMRI study. *Neural Plast.* **2016**, 1–22 (2016).

42. Radman, N. *et al.* Dorsolateral prefrontal transcranial direct current stimulation modulates language processing but does not facilitate overt second language word production. *Front. Neurosci.* **12**, 490 (2018).

43. Oldfield, R. The assessment and analysis of handedness: The Edinburgh inventory. *Neuropsychologia* **9**, 97–113 (1971).

44. Faul, F., Erdfelder, E., Lang, A.-G. & Buchner, A. G*Power* 3: A flexible statistical power analysis program for the social, behavioral, and biomedical sciences. *Behav. Res. Methods* **39**, 175–191 (2007).

45. Cohen, J. Statistical power analysis. *Curt. Dir. Psychol. Sci.* **1**, 98–101 (1992).

46. Steinbach, S. F. Lexical distance among the languages of Europe. Alternative Transport. https://alternativetransport.wordpress.com/2015/05/05/34/ *(2015)*.
48. Chiswick, B., Le, A. T. & Miller, P. How Immigrants Fare across the Earnings Distribution in Australia and the United States. IJR Rev. 61, 353–373 (2008).
49. Marjan, V., Blumenfeld, H. K. & Kaushanskaya, M. The Language Experience and Proficiency Questionnaire (LEAP-Q): Assessing language profiles in bilinguals and multilinguals. J. Speech Lang. Hear. Res. 51, 940–967 (2007).
50. Zhang, S. & Thompson, N. DIALANG: A diagnostic language assessment system (review). Can. Mod. Lang. Rev. 61, 290–293 (2004).
51. Lauder, B. & Nation, P. A vocabulary-size test of controlled productive ability. Lang. Test. 16, 33–51 (1999).
52. Nation, P. & Waring, R. Vocabulary size, text coverage and word lists. In Vocabulary: Description, Acquisition, and Pedagogy 6–19 (Cambridge University Press, 1997).
53. Snodgrass, J. G. & Vanderwart, M. A standardized set of 260 pictures: Norms for name agreement, image agreement, familiarity, and visual complexity. J. Exp. Psychol. [Hum. Learn.] 6, 174–215 (1980).
54. Alario, F.-X. & Ferrand, L. A set of 400 pictures standardized for French: Norms for name agreement, image agreement, familiarity, visual complexity, image variability, and age of acquisition. Behav. Res. Methods Instrum. Comput. 31, 531–552 (1999).
55. Bakhhtiari, M., Nilipour, R. & Weekes, B. S. Predictors of timed picture naming in Persian. Behav. Res. Methods 45, 834–841 (2013).
56. Reverberi, C. et al. Language control in bilinguals: Intention to speak vs. execution of speech. Brain Lang. 144, 1–9 (2015).
57. Audacity Team. Audacity(R): Free Audio Editor and Recorder [Computer application] Version 2.4.2. from https://audacityteam.org/ (2020).
58. R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria. https://www.R-project.org/ (2020).
59. Bates, D., Maechler, M., Bolker, B. & Walker, S. Fitting linear mixed-effects models using lme4. J. Stat. Softw. 67, 1–48 (2015).
60. Koenig, T., Kotlow, M., Stein, M. & Melie-Garcia, L. Ragu: a free tool for the analysis of EEG and MEG event-related scalp field data using global randomization statistics. Comput. Intell. Neurosci. 2011, Article ID 938925 (2011).
61. Alscher, D. M., Tenke, C. E., Bertrand, I., Girard, M. H. & Echallier, J.-F. Mapping of scalp potentials by surface spline interpolation. Electroencephalogr. Clin. Neurophysiol. 66, 75–81 (1987).
62. Lee, T.-W., Girolami, M. & Sejnowski, T. J. Independent component analysis using an extended infomax algorithm for mixed subgaussian and supergaussian sources. Neural Comput. 11, 417–441 (1999).
63. Perrin, F., Pernier, J., Bertrand, O., Giraud, M. H. & Echallier, J.-F. Mapping of scalp potentials by surface spline interpolation. Electroencephalogr. Clin. Neurophysiol. 66, 75–81 (1987).
64. Sallard, E., Barral, J., Chavan, C. & Spierer, L. Early attentional processes distinguish selective from global motor inhibitory control: An electrical neuroimaging study. Neuroimage 87, 183–189 (2014).
65. Michel, C. et al. EEG source imaging. Clin. Neurophysiol. 115, 2195–2222 (2004).
66. Lehmann, D. Principles of spatial analysis. In Handbook of Electroencephalography and Clinical Neurophysiology. Methods of Analysis of Brain Electrical and Magnetic Signals 1 (eds Gevins, A. S. & Remond, A.) 309–354 (Elsevier, 1987).
67. Michel, C. & Murray, M. Towards the utilization of EEG as a brain imaging tool. Neuroimage 61, 371–385 (2012).
68. Tzovara, A., Murray, M., Michel, C. & De Lucia, M. A tutorial review of electrical neuroimaging from group-average to single-trial event-related potentials. Dev. Neurosci. 37, 518–544 (2012).
69. Koene, T. & Melie-Garcia, L. A method to determine the presence of averaged eventrelated fields using randomization tests. Brain Topogr. 23, 233–242 (2010).
70. Lehmann, D. & Skrandies, W. Reference-free identification of components of checkerboard-evoked multichannel potential fields. Clin. Neurophysiol. 48, 609–621 (1980).
71. Grieder, M., Crinelli, R. M., Wbildlung, L. O., Dierks, T. & Wirth, M. Electrophysiological and behavioral correlates of automatic semantic retrieval in aging. Neuropsychologia 50, 160–171 (2012).
72. Murray, M., Brunet, D. & Michel, C. Topographic ERP analyses: A step-by-step tutorial review. Brain Topogr. 20, 249–264 (2008).
73. Guthrie, D. & Buchwald, J. S. Significance testing of difference potentials. Front. Psychol. 9, 1–48 (2018).
74. de Peralta Menendez, R. G., Gonzalez Andino, S., Lantz, G., Michel, C. & Landis, T. Noninvasive localization of electromagnetic epileptic activity. I. Method descriptions and simulations. Brain Topogr. 14, 131–137 (2001).
75. Spinelli, L., Gonzalez Andino, S., Lantz, G., Sveick, M. & Michel, C. Electromagnetic inverse solutions in anatomically constrained spherical head models. Brain Topogr. 13, 115–125 (2000).
76. Brodbeck, V. et al. Electroencephalographic source imaging: A prospective study of 152 operated epileptic patients. Brain 134, 2887–2897 (2011).
77. Khateb, A. et al. Language selection in bilinguals: A spatio-temporal analysis of electric brain activity. Int. J. Psychophysiol. 65, 201–213 (2007).
78. De Lucia, M., Clarke, S. & Murray, M. A temporal hierarchy for conspecific vocalization discrimination in humans. J. Neurosci. 30, 11210–11221 (2010).
79. Knebel, J.-F. & Murray, M. Towards a resolution of conflicting models of illusory contour processing in humans. Neuroimage 59, 2808–2817 (2012).
80. Oschwald, J., Schattin, A., von Bastian, C. & Souza, A. Biauralism and bilingualism: Exploring the role of language similarity as a link between linguistic ability and executive control. Front. Psychol. 9, 1977 (2018).
81. Declerck, M., Koch, J., Duhaibert, J. A., Grainger, J. & Stephan, D. N. What absent switch costs and mixing costs during bilingual language comprehension can tell us about language control. J. Exp. Psychol. Hum. Percept. Perform. 45, 771–789 (2019).
82. Meuter, R. F. I. & Allport, A. Bilingual language switching in naming: Asymmetrical costs of language selection. J. Mem. Lang. 40, 25–40 (1999).
83. Green, D. W. Mental control of the bilingual lexico-semantic system. Biling. Lang. Cogn. 1, 67–81 (1998).
84. Tao, L., Taft, M. & Gollan, T. The bilingual switching advantage: Sometimes related to bilingual proficiency, sometimes not. J. Int. Neuropsychol. Soc. JINS 21, 531–544 (2015).
85. Ramanujan, K. The impact of relative language distance on bilingual language control—A functional imaging study. BioRxiv https://doi.org/10.1101/771212 (2019).
86. Magezi, D. A., Khateb, A., Mouthon, M., Spierer, L. & Annoni, J.-M. Cognitive control of language production in bilinguals involving a partly independent process within the domain-general cognitive control network: Evidence from task-switching and electrical brain activity. Brain Lang. 122, 55–63 (2012).
87. Lega, C. et al. Modulating the influence of recent trial history on attentional capture via transcranial magnetic stimulation (TMS) of right TPJ. Cortex 133, 149–160 (2020).
88. Banqued, P. L., Low, K. A., Fletcher, M. A., Gratton, G. & Fabiani, M. Shedding light on gray(ing) areas: Connectivity and task switching dynamics in aging. Psychophysiology 55, e12818 (2018).
89. Indefrey, P. & Levelt, W. J. M. The spatial and temporal signatures of word production components. Cognition 92, 101–144 (2004).
90. Christoffels, I. K., Fink, C. & Schiller, N. O. Bilingual language control: An event-related brain potential study. Brain Res. 1147, 192–208 (2007).
91. Swick, D., Ashley, V. & Turken, A. U. Left inferior frontal gyrus is critical for response inhibition. BMC Neurosci. 9, 1 (2008).
92. Hernandez, A. E., Martinez, A. & Kohnert, K. In search of the language switch: An fMRI study of picture naming in Spanish-English bilinguals. Brain Lang. 73, 421–431 (2000).
93. Ye, Z. & Zhou, X. Executive control in language processing. *Neurosci. Biobehav. Rev.* **33**, 1168–1177 (2009).
94. Leech, R. & Sharp, D. J. The role of the posterior cingulate cortex in cognition and disease. *Brain* **137**(Pt 1), 12–32 (2014).
95. Pearson, J. M., Heilbronner, S. R., Barack, D. L., Hayden, B. Y. & Platt, M. L. Posterior cingulate cortex: Adapting behavior to a changing world. *Trends Cogn. Sci.* **15**, 143–151 (2011).
96. Floccia, C. et al. Vocabulary of 2-year-olds learning English and an additional language: Norms and effects of linguistic distance. *Monogr. Soc. Res. Child Dev.* **83**, 7–29 (2018).
97. Michel, C. M., Koenig, T., Brandeis, D., Gianotti, L. R. & Wackermann, J. *Electrical Neuroimaging* (Cambridge University Press, 2009).
98. Aron, A. R., Monsell, S., Sahakian, B. J. & Robbins, T. W. A componential analysis of task-switching deficits associated with lesions of left and right frontal cortex. *Brain* **127**, 1561–1573 (2004).
99. Aron, A. R., Robbins, T. W. & Poldrack, R. A. Inhibition and the right inferior frontal cortex: One decade on. *Trends Cogn. Sci.* **18**, 177–185 (2014).
100. Krall, S. C. et al. The role of the right temporo-parietal junction in attention and social interaction as revealed by ALE meta-analysis. *Brain Struct. Funct.* **220**, 587–604 (2015).
101. Pascual-Marqui, R. D. Review of methods for solving the EEG inverse problem. *Int. J. Bioelectromagn.* **1**, 75–86 (1999).
102. Melnik, A. et al. Systems, subjects, sessions: To what extent do these factors influence EEG data?. *Front. Hum. Neurosci.* **11**, 150 (2017).
103. Jost, L. et al. Effects of continuous theta burst stimulation over the left dlPFC on mother tongue and second language production in late bilinguals: A behavioral and ERP study. *Brain Topogr.* **33**, 504–518 (2020).
104. Pestalozzi, M., Annoni, J.-M., Mürli, R. & Jost, L. Effects of theta burst stimulation over the dorsolateral prefrontal cortex on language switching—A behavioral and ERP study. *Brain Lang.* **205**, 105675 (2020).

**Acknowledgements**

This work was supported by the ZHAW Seed Money Grant number TE-70622 ZHAW to Jean-Marie Annoni and the internal grant of the Institute for Research in Fundamental Sciences, Iran to Narges Radman. The STEN toolbox (http://doi.org/10.5281/zenodo.1164038) has been programmed by Jean-François Knebel and Michael Notter, from the Laboratory for Investigative Neurophysiology (the LINE), Lausanne, Switzerland, and is supported by the Center for Biomedical Imaging (CIBM) of Geneva and Lausanne and by National Center of Competence in Research project "SYNAPSY—The Synaptic Bases of Mental Disease"; project no. 51AU40_125759. The CARTOOL software (cartoolcommunity.unige.ch) has been programmed by Denis Brunet, from the Functional Brain Mapping Laboratory (FBMLab), Geneva, Switzerland, and is supported by the Center for Biomedical Imaging (CIBM) of Geneva and Lausanne.

**Author contributions**

N.R. contributed to study conception, design, data analyses, and interpretation of the results, writing of the manuscript and preparing the figures. L.J. contributed to the study conception, design, interpretation of the results, and writing of the manuscript. S.D. contributed to data collection and preparing the figures. C.M. contributed to data collection and data analyses. J.-M.A. contributed to study conception, design, interpretation of the results, and writing of the manuscript.

**Competing interests**

The authors declare no competing interests.

**Additional information**

**Supplementary Information** The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-02973-x.

**Correspondence** and requests for materials should be addressed to N.R.

**Reprints and permissions information** is available at www.nature.com/reprints.

**Publisher’s note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021