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Abstract

Markov chain Monte Carlo (MCMC) methods provide consistent approximations of integrals as the number of iterations goes to infinity. MCMC estimators are generally biased after any fixed number of iterations, which complicates both parallel computation and the construction of confidence intervals. We propose to remove this bias by using couplings of Markov chains together with a telescopic sum argument of Glynn & Rhee (2014). The resulting unbiased estimators can be computed in parallel, with confidence intervals following directly from the Central Limit Theorem for i.i.d. variables. We discuss practical couplings for popular algorithms such as Metropolis-Hastings, Gibbs samplers, and Hamiltonian Monte Carlo. We establish the theoretical validity of the proposed estimators and study their efficiency relative to the underlying MCMC algorithms. Finally, we illustrate the performance and limitations of the method on toy examples, a variable selection problem, and an approximation of the cut distribution arising in Bayesian inference for models made of multiple modules.

1 Context

Markov chain Monte Carlo (MCMC) methods constitute a popular class of algorithms to approximate high-dimensional integrals such as those arising in statistics and many other fields [Liu, 2008, Robert and Casella, 1999, Brooks et al., 2011, Green et al., 2015]. These iterative methods provide estimators that are consistent in the limit of the number of iterations but potentially biased for any fixed number of iterations, as the Markov chains are rarely started at stationarity. This “burn-in” bias limits the potential gains from running independent chains in parallel [Rosenthal, 2000]. Consequently, efforts have focused on exploiting parallel processors within each iteration [Tjelmeland, 2004, Brockwell, 2006, Lee et al., 2010, Jacob et al., 2011, Calderhead, 2014, Goudie et al., 2017, Yang et al., 2017], or on the design of parallel chains targeting different distributions [Altekar et al., 2004, Wang et al., 2015, Srivastava et al., 2015]. Nevertheless, MCMC estimators are ultimately justified by asymptotics in the number of iterations. This imposes a severe limitation on the scalability of MCMC methods on modern computing hardware, with increasingly many processors and stagnating clock speeds.

We propose a general construction of unbiased estimators of integrals with respect to a target probability distribution using MCMC kernels. Thanks to the lack of bias, estimators can be generated independently in parallel and averaged over, thus achieving the standard Monte Carlo convergence rate as the number of parallel replicates goes to infinity. Confidence intervals can be constructed via the standard Central Limit Theorem (CLT) for i.i.d. variables, asymptotically valid in the number of parallel replicates, in contrast with confidence intervals for the standard MCMC approach. Indeed these
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are justified asymptotically in the number of iterations [e.g. Flegal et al., 2008, Gong and Flegal, 2016, Atchadé, 2016, Vats et al., 2018], although they might also provide useful guidance in the non-asymptotic regime.

Our contribution follows the path-breaking work of Glynn and Rhee [2014], which demonstrates the unbiased estimation of integrals with respect to an invariant distribution using couplings. Their construction is illustrated on Markov chains represented by iterated random functions, and leverages the contraction properties of such functions. Glynn and Rhee [2014] also consider Harris recurrent chains for which an explicit minorization condition holds. Previously, McLeish [2011] employed similar debiasing techniques to obtain “nearly unbiased” estimators from a single MCMC chain. More recently Jacob et al. [2017a] remove the bias from particle Gibbs samplers [Andrieu et al., 2010] targeting the smoothing distribution in state-space models, by coupling chains such that they meet exactly in finite time without analytical knowledge on the underlying Markov kernels. The present article brings this type of Rhee & Glynn estimators to generic MCMC algorithms, along with new unbiased estimators with reduced variance. The proposed construction involves couplings of MCMC chains, which we provide for various algorithms, including Metropolis–Hastings, Gibbs and Hamiltonian Monte Carlo samplers.

Couplings of MCMC algorithms have been used to study their convergence properties, from both theoretical and practical points of view [e.g. Reutter and Johnson, 1995, Johnson, 1996, Rosenthal, 1997, Johnson, 1998, Neal, 1999, Roberts and Rosenthal, 2004, Johnson, 2004, Johndrow and Mattingly, 2017]. Couplings of Markov chains also underpin perfect samplers [Propp and Wilson, 1996, Murdoch and Green, 1998, Casella et al., 2001, Flegal and Herbei, 2012, Lee et al., 2014, Huber, 2016]. A notable difference of the proposed approach is that only two chains have to be coupled for the proposed estimator to be unbiased, without further assumptions on the state space or on the target distribution. Thus the approach applies more broadly than perfect samplers [see Glynn, 2016], while yielding unbiased estimators rather than exact samples. Couplings of pairs of Markov chains also formed the basis of the approach of Neal [1999], with a similar motivation for parallel computation.

In Section 2, we introduce the estimators and a coupling of random walk Metropolis–Hastings chains as an illustration. In Section 3, we establish properties of these estimators under certain assumptions. In Section 4, we propose couplings of popular MCMC algorithms, using maximal couplings and common random number strategies. In Section 5, we demonstrate the applicability of our approach with examples including a bimodal distribution and a classic Gibbs sampler for nuclear pump failure data. We then consider more challenging tasks including variable selection in high dimension and the approximation of the cut distribution that arises in inference for models made of modules. [Liu et al., 2009, Plummer, 2014, Jacob et al., 2017b]. We summarize and discuss our findings in Section 6. Scripts in R [R Core Team, 2015] are available online\(^1\), and supplementary materials with extra numerical illustrations are available on the first author’s webpage.

## 2 Unbiased estimation from coupled chains

### 2.1 Basic “Rhee-Glynn” estimator

Given a target probability distribution \(\pi\) on a Polish space \(\mathcal{X}\) and a measurable real-valued test function \(h\) integrable with respect to \(\pi\), we want to estimate the expectation \(\mathbb{E}_\pi[h(X)] = \int h(x)\pi(dx)\). Let \(P\) denote a Markov transition kernel on \(\mathcal{X}\) that leaves \(\pi\) invariant, and let \(\pi_0\) be some initial probability distribution on \(\mathcal{X}\). Our estimators are based on a coupled pair of Markov chains \((X_t)_{t\geq 0}\) and \((Y_t)_{t\geq 0}\).

\(^1\) Link: github.com/pierrejacob/debiasedmcmc.
which marginally start from π₀ and evolve according to P. More specifically, let \( \bar{P} \) be a transition kernel on the joint space \( \mathcal{X} \times \mathcal{X} \) such that \( \bar{P}((x, y), A \times \mathcal{X}) = P(x, A) \) and \( \bar{P}((x, y), \mathcal{X} \times A) = P(y, A) \) for any \( x, y \in \mathcal{X} \) and measurable set \( A \). We then construct the coupled Markov chain \( (X_t, Y_t)_{t \geq 0} \) as follows. We draw \( (X_0, Y_0) \) such that \( X_0 \sim \pi_0 \) and \( Y_0 \sim \pi_0 \). Given \( (X_0, Y_0) \), we draw \( X_1 \sim P(X_0, \cdot) \). For any \( t \geq 1 \), given \( X_0, (X_1, Y_0), \ldots, (X_{t-1}, Y_{t-1}) \), we draw \( (X_{t+1}, Y_t) \sim \bar{P}((X_t, Y_{t-1}), \cdot) \). We consider the following assumptions.

**Assumption 2.1.** As \( t \to \infty \), \( \mathbb{E}[h(X_t)] \to \mathbb{E}_n[h(X)] \). Furthermore, there exists an \( \eta > 0 \) and \( D < \infty \) such that \( \mathbb{E}[(h(X_t))^2 + \eta] \leq D \) for all \( t \geq 0 \).

**Assumption 2.2.** The chains are such that the meeting time \( \tau := \inf\{t \geq 1: X_t = Y_{t-1}\} \) satisfies \( \mathbb{P}(\tau > t) \leq C \delta^t \) for all \( t \geq 0 \), for some constants \( C < \infty \) and \( \delta \in (0, 1) \).

**Assumption 2.3.** The chains stay together after meeting, i.e. \( X_t = Y_{t-1} \) for all \( t \geq \tau \).

By construction, each of the two marginal chains \( (X_t)_{t \geq 0} \) and \( (Y_t)_{t \geq 0} \) has initial distribution \( \pi_0 \) and transition kernel \( P \). Assumption 2.1 requires these chains to result in a uniformly bounded \((2 + \eta)\)-moment of \( h \); more discussion on moments of Markov chains can be found in Tweedie [1983]. Since \( X_0 \) and \( Y_0 \) may be drawn from any coupling of \( \pi_0 \) with itself, it is possible to set \( X_0 = Y_0 \). However, \( X_1 \) is then generated from \( P(X_0, \cdot) \), so that \( X_1 \neq Y_0 \) in general. Thus one cannot force the meeting time to be small by setting \( X_0 = Y_0 \). Assumption 2.2 puts a condition on the coupling operated by \( P \), and would not be satisfied for an independent coupling. Coupled kernels that satisfy Assumption 2.2 can be designed using e.g. common random numbers and maximal couplings. We present a simple case in Section 2.2 and further examples in Section 4. We stress that the state space is not assumed to be discrete, and that the constants \( D \) and \( \eta \) of Assumption 2.1 and \( C \) and \( \delta \) of Assumption 2.2 do not need to be known to implement the proposed approach. Assumption 2.3 typically holds by design; coupled chains satisfying this assumption are termed “faithful” in Rosenthal [1997].

Under these assumptions we introduce the following motivation for an unbiased estimator of \( \mathbb{E}_\pi[h(X)] \), following Glynn and Rhee [2014]. We begin by writing \( \mathbb{E}_\pi[h(X)] \) as \( \lim_{t \to \infty} \mathbb{E}[h(X_t)] \). Then for any fixed \( k \geq 0 \),

\[
\mathbb{E}_\pi[h(X)] = \mathbb{E}_\pi[h(X_k)] + \sum_{t=k+1}^{\infty} (\mathbb{E}_\pi[h(X_t)] - \mathbb{E}_\pi[h(X_{t-1})])
\]

expanding the limit as a telescoping sum,

\[
= \mathbb{E}_\pi[h(X_k)] + \sum_{t=k+1}^{\infty} (\mathbb{E}_\pi[h(X_t)] - \mathbb{E}_\pi[h(Y_{t-1})])
\]

since the chains have the same marginals,

\[
= \mathbb{E}_\pi[h(X_k)] + \sum_{t=k+1}^{\infty} (h(X_t) - h(Y_{t-1}))
\]

swapping the expectations and limit,

\[
= \mathbb{E}_\pi[h(X_k)] + \sum_{t=k+1}^{\infty} \sum_{r=t}^{\infty} (h(X_t) - h(Y_{t-1}))
\]

since the terms corresponding to \( t \geq \tau \) are null.

We note that the sum in the last equation is zero if \( k + 1 > \tau - 1 \). The heuristic argument above suggests that the estimator \( H_k(X, Y) = h(X_k) + \sum_{t=k+1}^{\tau-1} (h(X_t) - h(Y_{t-1})) \) should have expectation \( \mathbb{E}_\pi[h(X)] \). This estimator requires \( \tau \) calls to \( \bar{P} \) and \( \max(1, k + 1 - \tau) \) calls to \( P \); thus under Assumption 2.2 its cost has a finite expectation. In Section 3 we establish the validity of the estimator under the three conditions above; this formally justifies the swap of expectation and limit. The estimator can be viewed as a debiased version of \( h(X_k) \), where the term \( \sum_{t=k+1}^{\tau-1} (h(X_t) - h(Y_{t-1})) \) acts as bias correction. Thanks to this unbiasedness property, we can sample \( R \in \mathbb{N} \) independent copies of \( H_k(X, Y) \) in parallel and
average the results to estimate $E_x[h(X)]$. Unbiasedness is guaranteed for any choice of $k \geq 0$, but both cost and variance of $H_k(X, Y)$ are sensitive to $k$.

Before presenting examples and enhancements to the estimator above, we discuss the relationship between our approach and existing work. There is a rich literature applying forward couplings to study Markov chains convergence [Johnson, 1996, 1998, Thorisson, 2000, Lindvall, 2002, Rosenthal, 2002, Johnson, 2004, Douc et al., 2004], and to obtain new algorithms such as perfect samplers [Huber, 2016] and the methods of Neal [1999] and Neal and Pinto [2001]. Our approach is closely related to Glynn and Rhee [2014], who employ pairs of Markov chains to obtain unbiased estimators. The present work combines similar arguments with couplings of MCMC algorithms and proposes further improvements to remove bias at a reduced loss of efficiency.

Indeed Glynn and Rhee [2014] did not apply their methodology to the MCMC setting. They consider chains associated with contractive iterated random functions [see also Diaconis and Freedman, 1999], and Harris recurrent chains with an explicit minorization condition. A minorization condition refers to a small set $C$, $\lambda > 0$, an integer $m \geq 1$, and a probability measure $\nu$ such that, for all $x \in C$ and measurable set $A$, $P^m(x, A) \geq \lambda \nu(A)$. It is explicit if the set, constant and probability measure are known by the user. Finding explicit small sets that are practically useful is a challenging technical task, even for MCMC experts. If available, explicit minorization conditions could also be employed to identify regeneration times, leading to unbiased estimators amenable to parallel computation in the framework of Mykland et al. [1995] and Brockwell and Kadane [2005]. By contrast Johnson [1996, 1998], Neal [1999] more explicitly address the question of coupling MCMC algorithms such that pairs of chains meet exactly, without analytical knowledge on the target distribution. The present work combines the methods of Neal [1999] and Neal and Pinto [2001]. Our approach is closely related to Glynn and Rhee [2014], who employ pairs of Markov chains to obtain unbiased estimators. The present article focuses on the use of these couplings in the framework of Glynn and Rhee [2014].

### 2.2 Coupled Metropolis–Hastings example

Before further examination of our estimator and its properties, we present a coupling of Metropolis–Hastings (MH) chains that will typically satisfy Assumptions 2.1-2.3 in realistic settings; this coupling was proposed in Johnson [1998] as part of a method to diagnose convergence. We postpone discussion of couplings for other MCMC algorithms to Section 4. We recall that each iteration $t$ of the MH algorithm [Hastings, 1970] begins by drawing a proposal $X^* \sim q(X_t, \cdot)$ so that $X_t$ is the current state. The next state is set to $X_{t+1} = X^*$ if $U \leq \pi(X^*)q(X^*, X_t)/\pi(X_t)q(X_t, X^*)$, where $U$ denotes a uniform random variable on $[0,1]$, and $X_{t+1} = X_t$ otherwise.

We define a pair of chains so that each proceeds marginally according to the MH algorithm and jointly so that the chains will meet exactly after a random number of steps. We suppose the pair of chains are in states $X_t$ and $Y_{t-1}$, and consider how to generate $X_{t+1}$ and $Y_t$ so that $\{X_{t+1} = Y_t\}$ might occur.

If $X_t \neq Y_{t-1}$, the event $\{X_{t+1} = Y_t\}$ cannot occur if both chains reject their respective proposals, $X^*$ and $Y^*$. Meeting will occur if these proposals are identical and if both are accepted. Marginally, the proposals follow $X^*|X_t \sim q(X_t, \cdot)$ and $Y^*|Y_{t-1} \sim q(Y_{t-1}, \cdot)$. If $q(x, x^*)$ can be evaluated for all $x, x^*$, then one can sample from the maximal coupling between the two proposal distributions, which is the coupling of $q(X_t, \cdot)$ and $q(Y_{t-1}, \cdot)$ maximizing the probability of the event $\{X^* = Y^*\}$. How to sample from maximal couplings of continuous distributions is well-known [Thorisson, 2000] and described in Section 4.1 for completeness. One can accept or reject the two proposals using a common uniform random variable $U$. The chains will stay together after they meet: at each step after meeting, the proposals will be identical with probability one, and jointly accepted or rejected with a common uniform variable. This coupling does not require explicit minorization conditions, nor contractive properties of a random
2.3 Time-averaged estimator

To motivate our next estimator, we note that we can compute $H_k(X,Y)$ for several values of $k$ from the same realization of the coupled chains, and that the average of these is unbiased as well. For any fixed integer $m$ with $m \geq k$, we can run coupled chains for $\max(m,\tau)$ iterations, compute the estimator $H_\ell(X,Y)$ for each $\ell \in \{k, \ldots, m\}$, and take the average $H_{k:m}(X,Y) = (m - k + 1)^{-1} \sum_{\ell=k}^m H_\ell(X,Y)$, as we summarize in Algorithm 1. We refer to $H_{k:m}(X,Y)$ as the time-averaged estimator; the estimator $H_k(X,Y)$ is retrieved when $m = k$. Alternatively we could average the estimators $H_\ell(X,Y)$ using weights $w_\ell \in \mathbb{R}$ for $\ell \in \{k, \ldots, m\}$, to obtain $\sum_{\ell=k}^m w_\ell H_\ell(X,Y)$. This will be unbiased if $\sum_{\ell=k}^m w_\ell = 1$. The computation of weights to minimize the variance of $\sum_{\ell=k}^m w_\ell H_\ell(X,Y)$ for a given test function $h$ is an open question.

Rearranging terms in $(m - k + 1)^{-1} \sum_{\ell=k}^m H_\ell(X,Y)$, we can write the time-averaged estimator as

$$H_{k:m}(X,Y) = \frac{1}{m - k + 1} \sum_{\ell=k}^m h(X_\ell) + \sum_{\ell=k}^{\tau-1} \min\left(1, \frac{\ell - k + 1}{m - k + 1}\right) (h(X_{\ell+1}) - h(Y_\ell)).$$  \hfill (2.1)

The term $(m - k + 1)^{-1} \sum_{\ell=k}^m h(X_\ell)$ corresponds to a standard MCMC average with $m$ total iterations and a burn-in period of $k - 1$ iterations. We can interpret the other term as a bias correction. If $\tau \leq k + 1$, then the correction term equals zero. This provides some intuition about the choice of $k$ and $m$: large $k$ values lead to the bias correction being equal to zero with large probability, and large values of $m$ result in $H_{k:m}(X,Y)$ being similar to an estimator obtained from a long MCMC run. Thus we expect the variance of $H_{k:m}(X,Y)$ to be similar to that of MCMC for appropriate choices of $k$ and $m$.

The estimator $H_{k:m}(X,Y)$ requires $\tau$ calls to $\bar{P}$ and $\max(1, m + 1 - \tau)$ calls to $P$, which is comparable to $m$ calls to $P$ when $m$ is large. Thus both the variance and the cost of $H_{k:m}(X,Y)$ will approach those of MCMC estimators for large values of $k$ and $m$. This motivates the use of the estimator $H_{k:m}(X,Y)$ with $m > k$, since the time-averaged estimator allows us to limit the loss of efficiency associated with the removal of the burn-in bias. We discuss the choice of $k$ and $m$ in further detail in Section 3 and in the experiments.

2.4 Practical considerations

Once we have run the first two steps of Algorithm 1, we can store $X_k$ and $(X_t,Y_{t-1})$ for $k + 1 \leq t \leq m$ for later use: the test function $h$ does not have to be specified at run-time.

One typically resorts to thinning the output of an MCMC sampler if the test function of interest is...
unknown at run-time, if the memory cost of storing long chains is prohibitive, or if the cost of evaluating the test function of interest is significant compared to the cost of each MCMC iteration [e.g. Owen, 2017]. This is also possible in the proposed framework: one can consider a variation of Algorithm 1 where each call to the Markov kernels \( P \) and \( \tilde{P} \) would be replaced by multiple calls.

Algorithm 1 terminates after \( \tau \) calls to \( \tilde{P} \) and \( \max(1, m + 1 - \tau) \) calls to \( P \). For the proposed couplings, calls to \( \tilde{P} \) are approximately twice as expensive as calls to \( P \). Therefore, the cost of \( H_{k,m}(X,Y) \) is comparable to \( 2\tau + \max(1, m + 1 - \tau) \) iterations of the underlying MCMC algorithm. This cost is random and will generally depend on the specific coupling underlying the estimator.

As in regular Monte Carlo estimation, the use of a fixed computation budget yielding a random number of complete estimator calculations requires care. The naive approach – to take the average of completed estimators and discard ongoing calculations – can produce biased results [Glynn and Heidelberger, 1990]. Still, unbiased estimation is possible, as in Corollary 7 of the aforementioned article.

In addition to estimating integrals, it is often of interest to visualize the target distribution. We use our estimator to construct histograms for the marginal distributions of \( \pi \) by targeting \( \mathbb{E}_{\pi}[1(X(i) \in A)] \) for various intervals \( A \), where \( X(i) \) denotes the \( i \)-th component of \( X \). We can also obtain confidence intervals for these histogram probabilities by computing the variance of the estimators of \( \mathbb{E}_{\pi}[1(X(i) \in A)] \). Such histograms are presented in Section 5 with 95% confidence intervals as grey vertical boxes and point estimates as black vertical bars. Note that the proposed estimators can take values outside the range of the test function \( h \), so that the proposed histograms may include negative values as probability estimates; see Jacob and Thiery [2015] on the possibility of non-negative unbiased estimators.

### 2.5 Signed measure estimator

We can formulate the proposed estimation procedure in terms of a signed measure \( \hat{\pi} \) defined by

\[
\hat{\pi}(\cdot) = \frac{1}{m-k+1} \sum_{\ell=k}^{m} \delta_X(\cdot) + \sum_{\ell=k}^{\tau-1} \min\left(1, \frac{\ell-k+1}{m-k+1}\right) (\delta_{X_{\ell+1}}(\cdot) - \delta_{Y_{\ell}}(\cdot)),
\]

obtained by replacing test function evaluations by delta masses in (2.1), as in Section 4 of Glynn and Rhee [2014]. The measure \( \hat{\pi}(\cdot) \) is of the form \( \hat{\pi}(\cdot) = \sum_{r=1}^{N} \omega_r \delta_{Z_r}(\cdot) \) with \( \sum_{r=1}^{N} \omega_r = 1 \) and where the atoms \( (Z_r) \) are values among \( (X_i) \) and \( (Y_i) \). Some of the weights \( (\omega_r) \) might be negative, making \( \hat{\pi} \) a signed empirical measure. The unbiasedness property states \( \mathbb{E}[(\sum_{r=1}^{N} \omega_r h(Z_r))] = \mathbb{E}_{\pi}[h(X)] \).

One can consider the convergence behavior of \( \hat{\pi}^R(\cdot) = R^{-1} \sum_{r=1}^{R} \hat{\pi}^{(r)}(\cdot) \) towards \( \pi \), where \( (\hat{\pi}^{(r)}) \) are independent replications of \( \hat{\pi} \). Glynn and Rhee [2014] obtain a Glivenko–Cantelli result for a similar measure related to their estimator. In the current setting, assume for simplicity that \( \pi \) is univariate or else consider only one of its marginals. We redefine the weights and the atoms to write \( \hat{\pi}^R(\cdot) = \sum_{\ell=1}^{N_R} \omega_{\ell} \delta_{Z_{\ell}}(\cdot) \). Introduce the function \( s \mapsto \hat{F}^R(s) = \sum_{\ell=1}^{N_R} \omega_{\ell} \mathbb{I}(Z_{\ell} \leq s) \) on \( \mathbb{R} \). Proposition 3.2 states that \( \hat{F}^R \) converges to \( F \) uniformly with probability one, where \( F \) is the cumulative distribution function of \( \pi \).

The function \( s \mapsto \hat{F}^R(s) \) is not monotonically increasing because of negative weights among \( (\omega_r) \). Therefore, for any \( q \in (0,1) \) there might be more than one index \( \ell \) such that \( \sum_{r=1}^{\ell-1} \omega_r \leq q \) and \( \sum_{r=1}^{\ell} \omega_r > q \); the quantile estimate might be defined as \( Z_{\ell} \) for any such \( \ell \). The convergence of \( \hat{F}^R \) to \( F \) indicates that all such estimates are expected to converge to the \( q \)-th quantile of \( \pi \). Therefore the signed measure representation leads to a way of estimating quantiles of the target distribution in a consistent way as \( R \to \infty \). The construction of confidence intervals for these quantiles, perhaps by bootstrapping the \( R \) independent copies, stands as an interesting area for future research.

Another route to estimate quantiles of \( \pi \) would be to project \( \hat{\pi}^R \), or some of its marginals, onto the
space of probability measures. For instance, one could search for the vector \((\bar{\omega}_t)\) in the \(N_R\)-simplex \(\{\omega_t, t = 1, \ldots, N_R : \bar{\omega}_t \geq 0, \sum_{t=1}^{N_R} \bar{\omega}_t = 1\}\) such that \(\hat{\pi}^R(\cdot) = \sum_{t=1}^{N_R} \bar{\omega}_t \delta_{Z_t}(\cdot)\) is closest to \(\hat{\pi}(\cdot)\), in some sense. That sense could be a generalization of the Wasserstein metric to signed measures [Mainini, 2012].

Another option would be to estimate \(F\) using isotonic regression [Chatterjee et al., 2015], considering \(\hat{F}^R(s)\) for various values \(s\) as noisy measurements of \(F(s)\); this amounts to another projection of \(\hat{\pi}^R(\cdot)\) onto probability measures. One could hope that as \(\hat{\pi}^R\) approaches \(\pi\), the projection \(\hat{\pi}\) would also converge to \(\pi\), preserving consistency in \(R \rightarrow \infty\). In that case, \((\bar{\omega}_t, Z_t)_{t=1}^{N_R}\) are weighted samples which can be used to approximate quantiles or plot histograms approximating \(\pi\). Another appeal of \(\hat{\pi}^R\) is that weighted averages \(\sum_{t=1}^{N_R} \bar{\omega}_t h(Z_t)\) are guaranteed to take values in the convex hull of the range of \(h\).

3 Theoretical properties and guidance

We state our main result for the estimator \(H_k(X, Y)\), which extends directly to \(H_{k,m}(X, Y)\).

**Proposition 3.1.** Under Assumptions 2.1-2.3, for all \(k \geq 0\), the estimator \(H_k(X, Y)\) has expectation \(\mathbb{E}_\pi[h(X)]\), a finite variance, and a finite expected computing time.

From the proof of Proposition 3.1, it is clear that Assumption 2.2 could be weakened: geometric tails of the meeting time are sufficient but not necessary. The main consequence of Proposition 3.1 is that an average of \(R\) independent copies of \(H_{k,m}(X, Y)\) converges to \(\mathbb{E}_\pi[h(X)]\) as \(R \rightarrow \infty\), and that a central limit theorem holds.

Concerning the signed measure estimator of (2.2), following Glynn and Rhee [2014] we provide Proposition 3.2, which applies to univariate target distributions or to marginals of the target.

**Proposition 3.2.** Under Assumptions 2.2-2.3, for all \(m \geq k \geq 0\), and assuming that \((X_t)_{t \geq 0}\) converges to \(\pi\) in total variation, introduce the function \(s \mapsto \hat{F}^R(s) = \sum_{t=1}^{N_R} \omega_t 1(Z_t \leq s)\), where \((\omega_t, Z_t)_{t=1}^{N_R}\) are weighted samples obtained from \(R\) independent copies of \(\hat{\pi}\) in (2.2). Denote by \(F\) the cumulative distribution function of \(\pi\). Then \(\sup_{s \in \mathbb{R}} |\hat{F}^R(s) - F(s)| \xrightarrow{R \rightarrow \infty} 0\) almost surely.

In Section 3.1, we discuss the variance and efficiency of \(H_{k,m}(X, Y)\), and the effect of \(k\) and \(m\). In Section 3.2, we investigate the verification of Assumption 2.2 using drift conditions.

3.1 Variance and efficiency

Estimators \(H_{k,m}^{(r)}(X, Y)\), for \(r = 1, \ldots, R\), can be generated in parallel and averaged. More estimators can be produced in a given computing budget if each estimator is cheaper to produce. The trade-off can be understood in the framework of Glynn and Whitt [1992], also used in Rhee and Glynn [2012] and Glynn and Rhee [2014], by defining the asymptotic inefficiency as the product of the variance and expected cost of the estimator. Indeed, the product of expected cost and variance is equal to the asymptotic variance of \(R^{-1} \sum_{r=1}^{R} H_{k,m}^{(r)}(X, Y)\) as the computational budget, as opposed to the number of estimators \(R\), goes to infinity [Glynn and Whitt, 1992]. Of primary interest is the comparison of this asymptotic inefficiency with the asymptotic variance of standard MCMC estimators.

We start by writing the time-averaged estimator of (2.1) as

\[
H_{k,m}(X, Y) = \text{MCMC}_{k,m} + \text{BC}_{k,m},
\]

where \(\text{MCMC}_{k,m}\) is the MCMC average \((m-k+1)^{-1} \sum_{t=k}^{m} h(X_t)\) and \(\text{BC}_{k,m}\) is the bias correction.
term. The variance of $H_{k,m}(X,Y)$ can be written

$$\mathbb{V}[H_{k,m}(X,Y)] = \mathbb{E}[(\text{MCMC}_{k,m} - \mathbb{E}_\pi[h(X)])^2] + 2 \mathbb{E}[(\text{MCMC}_{k,m} - \mathbb{E}_\pi[h(X)])BC_{k,m}] + \mathbb{E}[BC_{k,m}^2].$$

Defining the mean squared error of the MCMC estimator as $\text{MSE}_{k,m} = \mathbb{E}[(\text{MCMC}_{k,m} - \mathbb{E}_\pi[h(X)])^2]$, Cauchy-Schwarz inequality yields

$$\mathbb{V}[H_{k,m}(X,Y)] \leq \text{MSE}_{k,m} + 2\sqrt{\text{MSE}_{k,m}}\sqrt{\mathbb{E}[BC_{k,m}^2]} + \mathbb{E}[BC_{k,m}^2]. \quad (3.1)$$

To bound $\mathbb{E}[BC_{k,m}^2]$ we introduce a geometric drift condition on the Markov kernel $P$.

**Assumption 3.1.** The Markov kernel $P$ is $\pi$-invariant, $\varphi$-irreducible and aperiodic, and there exists a measurable function $V : \mathcal{X} \to [1, \infty)$, $\lambda \in (0,1)$, $b < \infty$ and a small set $\mathcal{C}$ such that for all $x \in \mathcal{X}$,

$$\int P(x,dy)V(y) \leq \lambda V(x) + b1(x \in \mathcal{C}).$$

We refer the reader to Meyn and Tweedie [2009] for the definitions and general concepts of Markov chains, in particular Chapter 5 for aperiodicity, $\varphi$-irreducibility and small sets, and Chapter 15 for geometric drift conditions; see also Roberts and Rosenthal [2004]. Geometric drift conditions are known to hold for various MCMC algorithms [e.g. Roberts and Tweedie, 1996a, Jarner and Roberts, 2007, Atchade, 2006, Khare and Hobert, 2013, Choi and Hobert, 2013, Pal and Khare, 2014]. Assumption 3.1 often plays a central role in establishing geometric ergodicity [e.g. Theorem 9 in Roberts and Rosenthal, 2004]. We show next that this assumption enables an informative bound on $\mathbb{E}[BC_{k,m}^2]$.

**Proposition 3.3.** Suppose that Assumptions 2.2-2.3 and 3.1 hold, with a function $V$ for which $\int V(x)\pi_0(dx)$ is finite. If the function $h$ is such that $\sup_{x \in \mathcal{X}}|h(x)|/V(x)^\beta < \infty$ for some $\beta \in [0,1/2)$, then for all $m \geq k \geq 0$, we have

$$\mathbb{E}[BC_{k,m}^2] \leq \frac{C_{\delta,\beta}^k}{(m-k+1)^2},$$

for some constants $C_{\delta,\beta} < +\infty$, and $\delta = \delta^{1-2\beta} \in (0,1)$, with $\delta \in (0,1)$ as in Assumption 2.2.

Using Proposition 3.3, (3.1) becomes

$$\mathbb{V}[H_{k,m}(X,Y)] \leq \text{MSE}_{k,m} + 2\sqrt{\text{MSE}_{k,m}}\sqrt{\frac{C_{\delta,\beta}^k}{m-k+1}} + \frac{C_{\delta,\beta}^k}{(m-k+1)^2}. \quad (3.2)$$

The variance of $H_{k,m}(X,Y)$ is thus bounded by the mean squared error of an MCMC estimator, and additive terms that vanish geometrically when $k$ increases, and polynomially as $m-k$ increases.

In order to facilitate the comparison between the efficiency of $H_{k,m}(X,Y)$ and that of MCMC estimators, we add simplifying assumptions. First, the right-most terms of (3.2) decrease geometrically with $k$, at a rate driven by $\delta = \delta^{1-2\beta}$ where $\delta$ is as in Assumption 2.2. This motivates a choice of $k$ depending on the distribution of the meeting time $\tau$. In practice, we can sample independent realizations of the meeting time and choose $k$ such that $\mathbb{P}(\tau > k)$ is small; i.e. we choose $k$ as a large quantile of the meeting times.

Secondly, as $k$ increases and for $m \geq k$, we expect $(m-k+1)\text{MSE}_{k,m}$ to converge to $\mathbb{V}[(m-k+1)^{-1/2}\sum_{i=k}^m h(X_i)]$, where $X_k$ would be distributed according to $\pi$. Denote this variance by $V_{k,m}$. The limit of $V_{k,m}$ as $m \to \infty$ is the asymptotic variance of the MCMC estimator, denoted by $V_{\infty}$. We do the simplifying assumption that $k$ is large enough for $(m-k+1)\text{MSE}_{k,m}$ to be approximately $V_{k,m}$.
Furthermore, we approximate the cost of $H_{k,m}(X,Y)$ by the cost of $m$ calls to $P$. Dropping the third term on the right-hand side of (3.2), which is of smaller magnitude than the second term, we obtain the approximate inequality

$$E[2\tau + \max(1, m + 1 - \tau)]V[H_{k,m}(X,Y)] \lesssim \frac{m}{m - k + 1}V_{k,m} + 2\frac{m\sqrt{V_{k,m}C_{3,2}d_{2}}^k}{(m - k + 1)^{3/2}}.$$ 

In order for the left-hand side to be comparable to the asymptotic variance of MCMC, we can choose $m$ such that $m/(m - k + 1) \approx 1$, e.g. by defining $m$ as a large multiple of $k$. The second term on the right-hand side is negligible compared to the first as either $k$ or $m$ increases. This informal series of approximations suggests that we can retrieve an asymptotic efficiency comparable to the underlying MCMC estimators with appropriate choices of $k$ and $m$. In other words, the bias of MCMC can be removed at the cost of an increased variance, which can in turn be reduced by choosing large enough values of $k$ and $m$. Large values of $k$ and $m$ are to be traded against the desired level of parallelism: one might prefer to keep $m$ small, yielding a suboptimal efficiency for $H_{k,m}(X,Y)$, but enabling more independent copies to be generated in a given computing time.

Thus we propose to choose $k$ such that $\mathbb{P}(\tau > k)$ is small, and $m$ as a large multiple of $k$, for the asymptotic inefficiency to be comparable to that of the underlying MCMC algorithm; more precise recommendations would depend on the target, on the budget constraint and on the degree of parallelism of available hardware.

### 3.2 Verifying Assumption 2.2

We discuss how Assumption 3.1 can be used to verify Assumption 2.2. Informally, Assumption 3.1 guarantees that the bivariate chain $\{(X_t, Y_{t-1}), t \geq 1\}$ visits $C \times C$ infinitely often, where $C$ is a small set. Therefore, if there is a positive probability of the event $\{(X_t, Y_{t-1}) \in C \times C\}$ for every $t$ such that $(X_t, Y_t) \in C \times C$, then we expect Assumption 2.2 to hold. The next result formalizes that intuition. The proof is based a modification of an argument by Douc et al. [2004]. For convenience, we introduce $D = \{(x, y) \in \mathcal{X} \times \mathcal{X} : x = y\}$. Hence Assumption 2.3 reads $\bar{P}((x, x), D) = 1$, for all $x \in \mathcal{X}$.

**Proposition 3.4.** Suppose that $P$ satisfies Assumption 3.1 with a small set $C$ of the form $C = \{x : V(x) \leq L\}$ where $\lambda + \frac{b}{1+b} < 1$. Suppose also that there exists $\epsilon \in (0,1)$ such that

$$\inf_{x,y \in C} \bar{P}((x, y), D) \geq \epsilon. \tag{3.3}$$

Then there exists a finite constant $C''$, and $\kappa \in (0,1)$, such that for all $n \geq 1$,

$$\mathbb{P}(\tau > n) \leq C''\pi_0(V)\kappa^n,$$

where $\pi_0(V) = \int V(x)\pi_0(dx)$. Hence Assumption 2.2 holds as long as $\pi_0(V) < \infty$.

### 4 Couplings of MCMC algorithms

To compute our unbiased estimators, we must couple Markov chains in a way that satisfies Assumptions 2.2-2.3. We discuss such couplings for Metropolis–Hastings, Gibbs, and Hamiltonian Monte Carlo. These couplings are widely applicable since they do not require extensive analytical knowledge of the target
distribution; however they are not optimal in general, and we expect case-specific constructions to yield more efficient estimators. We begin in Section 4.1 by reviewing maximal couplings.

4.1 Sampling from a maximal coupling

The maximal coupling between two distributions $p$ and $q$ on a space $\mathcal{X}$ is the distribution of a pair of random variables $(X,Y)$ that maximizes $\mathbb{P}(X = Y)$, subject to the marginal constraints $X \sim p$ and $Y \sim q$. A procedure to sample from a maximal coupling is described in Algorithm 2. Here $\mathcal{U}(\alpha, \beta)$ refers to the uniform distribution on the interval $[\alpha, \beta]$ for $\alpha < \beta$. We write $p$ and $q$ for both these distributions and their probability density functions with respect to a common dominating measure. Algorithm 2 is well-known and described e.g. in Section 4.5 of Chapter 1 of Thorisson [2000]; in Johnson [1998] it is termed $\gamma$-coupling.

We justify Algorithm 2 and compute its cost. Denote by $(X,Y)$ the output of the algorithm. First, $X$ follows $p$ from step 1. To prove that $Y$ follows $q$, we introduce a measurable set $A$ and check that $\mathbb{P}(Y \in A) = \int_A q(y)dy$. We write $\mathbb{P}(Y \in A) = \mathbb{P}(Y \in A, \text{step 1}) + \mathbb{P}(Y \in A, \text{step 2})$, where the events {step 1} and {step 2} refer to the algorithm terminating at step 1 or 2. We compute

$$
\mathbb{P}(Y \in A, \text{step 1}) = \int_A \int_0^{\infty} 1 (w \leq q(x)) \frac{\mathds{1}(0 \leq w \leq p(x))}{p(x)} p(x)dw dx = \int_A \min(p(x), q(x)) dx,
$$

from which we deduce that $\mathbb{P}(\text{step 1}) = \int_X \min(p(x), q(x)) dx$. For $\mathbb{P}(Y \in A, \text{step 2})$ to be equal to $\int_A (q(x) - \min(p(x), q(x))) dx$, we need

$$
\int_A (q(x) - \min(p(x), q(x))) dx = \mathbb{P}(Y \in A|\text{step 2}) \left( 1 - \int_X \min(p(x), q(x)) dx \right),
$$

and we conclude that the distribution of $Y$ given {step 2} should have a density equal to $\hat{q}(x) = (q(x) - \min(p(x), q(x)))/\left(1 - \int_X \min(p(x'), q(x')) dx'\right)$ for all $x$. Step 2 is a standard rejection sampler using $q$ as a proposal distribution to target $\hat{q}$, which concludes the proof that $Y \sim q$. We now confirm that Algorithm 2 indeed maximizes the probability of $\{X = Y\}$. Under the algorithm,

$$
\mathbb{P}(X = Y) = \int_X \min(p(x), q(x)) dx = \frac{1}{2} \int_X (p(x) + q(x) - |p(x) - q(x)|) dx = 1 - d_{TV}(p, q),
$$

where $d_{TV}(p, q) = \frac{1}{2} \int_X |p(x) - q(x)| dx$ is the total variation distance. By the coupling inequality [Lindvall, 2002], this proves that the algorithm implements a maximal coupling.

To address the cost of Algorithm 2, observe that the probability of acceptance in step 2 is given by

$$
\mathbb{P}(W^* \geq p(Y^*)) = 1 - \int_X \min(p(y), q(y)) dy.
$$

Step 1 costs one draw from $p$, one evaluation from $p$ and one from $q$. Each attempt in the rejection sampler of step 2 costs one draw from $q$, one evaluation from $p$ and one from $q$. We refer to the cost of one draw and two evaluations by “one unit”, for simplicity. Then, there is a Geometric number of attempts in step 2, with mean $(1 - \int_X \min(p(y), q(y)) dy)^{-1}$, and step 2 occurs with probability $1 - \int_X \min(p(y), q(y)) dy$. Therefore the expected cost is of two units, for all distributions $p$ and $q$. To summarize, the expected cost of the algorithm does not depend on total variation distance between $p$ and $q$, and the probability of $\{X = Y\}$ is precisely one minus that distance.

Alternative couplings described in Johnson [1996], Neal [1999] include the following strategy, for univariate $p$ and $q$. Let $F_p^{-}$ and $F_q^{-}$ be the quantile functions associated with $p$ and $q$, and let $U$
Algorithm 2 Sampling from a maximal coupling of $p$ and $q$.

1. Sample $X \sim p$ and $W|X \sim U([0, p(X)])$. If $W \leq q(X)$, output $(X, X)$.
2. Otherwise, sample $Y^* \sim q$ and $W^*|Y^* \sim U([0, q(Y^*)])$ until $W^* > p(Y^*)$, and output $(X, Y^*)$.

 denote a uniform random variable on $[0, 1]$. Then $X = F_p^-(U)$ and $Y = F_q^-(U)$ computed with the same realization of $U$ constitute an optimal transport coupling of $p$ and $q$, also called an “increasing rearrangement” [Villani, 2008, Chapter 1]. Such couplings minimize the expected distance between $X$ and $Y$, which could be useful in the present context in combination with maximal couplings; this is left as an avenue of future research. Note that in multivariate settings, optimal transport of Normal distributions can be implemented following e.g. Knott and Smith [1984]; however, sampling from the optimal transport between arbitrary distributions is a challenging task.

4.2 Metropolis–Hastings

A couplings of MH chains due to Johnson [1998] was described in Section 2.2; the coupled kernel $\tilde{P}((X_t, Y_{t-1}), \cdot)$ is summarized in the following procedure.

1. Sample $(X^*, Y^*)|(X_t, Y_{t-1})$ from a maximal coupling of $q(X_t, \cdot)$ and $q(Y_{t-1}, \cdot)$.
2. Sample $U \sim U([0, 1])$.
3. If $U \leq \min(1, \pi(X^*)q(X^*, X_t)/\pi(X_t)q(X_t, X^*))$, then $X_{t+1} = X^*$, otherwise $X_{t+1} = X_t$.
4. If $U \leq \min(1, \pi(Y^*)q(Y^*, Y_{t-1})/\pi(Y_{t-1})q(Y_{t-1}, Y^*))$, then $Y_{t} = Y^*$, otherwise $Y_{t} = Y_{t-1}$.

Here we address the verification of Assumptions 2.1-2.3. Assumption 2.1 can be verified for MH chains under conditions on the target and the proposal [Nummelin, 2002, Roberts and Rosenthal, 2004]. In some settings the explicit drift function given in Theorem 3.2 of Roberts and Tweedie [1996b] may be used to verify Assumption 2.2 as in Section 3.2. In certain settings, the probability of coupling at the next step given that the chains are in $X_t$ and $Y_{t-1}$ can be controlled as follows. First, the probability of proposing the same value $X^*$ depends on the total variation distance between $q(X_t, \cdot)$ and $q(Y_{t-1}, \cdot)$, which is typically strictly positive if $X_t$ and $Y_{t-1}$ are in bounded subsets of $X$. Furthermore, the probability of accepting $X^*$ is often lower-bounded away from zero on bounded subsets of $X$, for instance when $\pi(x) > 0$ for all $x \in X$.

In high dimension, the probability of proposing the same value $X^*$ is low unless $X_t$ is close to $Y_{t-1}$. It might therefore be preferable to use a series of updates on low-dimensional components of the chain states as in a Metropolis-within-Gibbs strategy (see Section 4.4), or to combine maximal couplings with optimal transport couplings mentioned in the previous section. Scalability with respect to dimension is investigated in Section 4.5.

The optimal choice of proposal distribution for a single MH chain might not be optimal in the proposed coupling construction. For instance, in the case of Normal random walk proposals with variance $\Sigma$, larger variances lead to smaller total variation distances between $q(X_t, \cdot)$ and $q(Y_{t-1}, \cdot)$ and thus larger coupling probabilities for the proposals. However meeting events only occur if proposals are accepted, which is unlikely if $\Sigma$ is too large. This trade-off could lead to optimal choices of $\Sigma$ that are different than the optimal choices known for the marginal chains [Roberts et al., 1997], which deserves further investigation.

Among extensions of the Metropolis–Hastings algorithm, Metropolis adjusted Langevin algorithms [e.g. Roberts and Tweedie, 1996a] are such that the proposal distribution given $X_t$ is a Normal with
mean $X_t + h\nabla \log \pi(X_t)/2$ and variance $h\Sigma$, for some tuning parameter $h > 0$ and covariance matrix $\Sigma$. These Normal proposal distributions could be maximally coupled as well. Another important extension consists in adapting the proposal distribution during the run of the chains [Andrieu and Thoms, 2008, Atchadé et al., 2011]; it is unclear whether such strategies could be used in the proposed framework.

### 4.3 Hamiltonian Monte Carlo

Hamiltonian or Hybrid Monte Carlo [HMC, Duane et al., 1987, Neal, 1993, 2011, Durmus et al., 2017, Betancourt et al., 2017] is a popular MCMC algorithm using gradients of the target density, in which each iteration $t$ is defined as follows. The state $X_t$ is treated as the initial position $q(0)$ of a particle under a potential energy function given by $-\log \pi$. The initial momentum $p(0)$ of the particle is drawn at random, typically from a Normal distribution [see Livingstone et al., 2017]. One can numerically approximate the solution of Hamiltonian dynamics defined by:

\[
\frac{d}{dt}q(t) = p(t), \quad \frac{d}{dt}p(t) = \nabla \log \pi(q(t)),
\]

over a time interval $[0, T]$, where $T$ denotes the trajectory length. For instance, one might use a leap-frog integrator [Hairer et al., 2005] with $L$ steps and a step-size of $\epsilon$ so that $T = \epsilon L$. Finally, a Metropolis–Hastings step sets $X_{t+1}$ either to $q(T)$ or $X_t$.

The use of common random numbers for the initial velocities and the uniform variables of the acceptance steps leads to pairs of chains converging to one another, under conditions on the target distribution such as strict log-concavity. This is used in Mangoubi and Smith [2017] to quantify the mixing properties of HMC. In Heng and Jacob [2017], such coupled HMC steps are combined with coupled random walk MH steps that produce exact meeting times, and the verification of Assumptions 2.1-2.3 is discussed.

### 4.4 Gibbs sampling

Gibbs sampling consists in updating components of a Markov chain by alternately sampling from conditional distributions of the target [Chapter 10 of Robert and Casella, 1999]. In Bayesian statistics, these conditional distributions sometimes belong to a standard family such as Normal, Gamma, or Inverse Gamma. If all conditional distributions are standard, then the Markov kernel of the Gibbs sampler is itself tractable, and a maximal coupling can be implemented following Section 4.1. However, in many cases at least one of the conditional updates is intractable and requires a Metropolis step. We therefore focus on maximal couplings of each conditional update, using either full conditional distributions or Metropolis updates. Controlling the probability of meeting at the next step over a set, as required for the application of Proposition 3.4, can be done on a case-by-case basis. Drifts conditions for Gibbs samplers also tend to rely on case-by-case arguments [see e.g. Rosenthal, 1996].

In generic state space models, the conditional particle filter is an MCMC algorithm targeting the distribution of the latent process given the observations. It is a Gibbs sampler on an extended state space [Andrieu et al., 2010]. Couplings of such Gibbs samplers are the focus of Jacob et al. [2017a], where a combination of common random numbers and maximal couplings leads to pairs of chains that satisfy Assumptions 2.1-2.3.

### 4.5 Scaling with the dimension

We compare the scaling behavior of MH, Gibbs, and HMC couplings as the dimension $d$ of the target distribution increases.
Consider a $d$-dimensional Normal target distribution $\mathcal{N}(0, V)$, where $V$ is a $d \times d$ covariance matrix with entry $(i, j)$ equal to $0.5^{||i-j||}$. In an MH algorithm on the joint target, we consider Gaussian random walks, where the covariance matrix $\Sigma$ of the proposals is set to $V/d$ ("scaling 1" in Figure 1). The division by $d$ follows the recommendations of Roberts et al. [1997]. We consider another strategy where $\Sigma$ is set to $V$ ("scaling 2"). Our second algorithm is an MH-within-Gibbs approach where each univariate component is updated with a Metropolis step using Normal proposals with unit variance. We consider performing 1, 2 or 5 of such steps for each component under a systematic scan of the components. Each iteration refers to a complete scan of all components. Finally, we consider a mixture of MH and HMC kernels. At each iteration we perform an HMC step with 90% probability, and otherwise we perform an MH step with a Normal proposal distribution with variance $10^{-5}$ times the identity matrix. The HMC kernel uses a leap-frog integrator with 20 sub-steps, and we try different trajectory lengths. For all strategies, we initialize the chains from the target distribution.

For a range of values of the dimension $d$, we run the coupled chains until they meet. We present the average meeting time over $R = 100$ independent repetitions in Figure 1 to visualize the relationship between $\mathbb{E}[\tau]$ and dimension for various MCMC algorithms. Figure 1a illustrates that the coupling of MH on the joint space fails quickly as the dimension $d$ increases. Note the logarithmic scale on the $y$-axis. We obtain worse performance with $\Sigma = V/d$ than with $\Sigma = V$, even though the marginal chains mix more quickly with $\Sigma = V/d$. The MH-within-Gibbs approach scales more favorably with dimension, as indicated in Figure 1b. Performing multiple MH steps per component further decreases the average meeting time. Finally, we present results for HMC in Figure 1c for three different trajectory lengths. In this setting, the scaling of HMC with respect to the dimension is qualitatively similar to that of the Gibbs sampler and is sensitive to the choice of trajectory length.

These experiments suggest that the proposed methodology can be implemented in realistic dimensions. In particular, strategies that leverage the dependence structure of the target or gradient information can result in short meeting times even in high dimension.
5 Illustrations

5.1 Bimodal target

We use a bimodal target distribution and a random walk Metropolis–Hastings algorithm to illustrate various aspects of the proposed method and highlight challenging situations.

We consider a mixture of univariate Normals with density \( \pi(x) = 0.5 \cdot \mathcal{N}(x; -4, 1) + 0.5 \cdot \mathcal{N}(x; 4, 1) \), which we sample from using random walk Metropolis–Hastings with Normal proposal distributions of variance \( \sigma^2_q = 9 \). This enables regular jumps between the modes of \( \pi \). We set the initial distribution \( \pi_0 \) to \( \mathcal{N}(10, 10^2) \), so that chains are more likely to start near the mode at +4 than the mode at −4. Over 1,000 independent runs, we find that the meeting time \( \tau \) has an average of 20 and a 99% quantile of 105.

We consider the task of estimating \( \int 1(x > 3) \pi(dx) \approx 0.421 \). First, we consider the choice of \( k \) and \( m \). Over 1,000 independent experiments, we approximate the expected cost \( E[2 \tau + \max(1, m - \tau + 1)] \), the variance \( V[H_{k,m}(X,Y)] \), and compute the inefficiency as the product of the two. We then divide the inefficiency by the asymptotic variance of the MCMC estimator, denoted by \( V_\infty \), which we obtain from \( 10^6 \) iterations and a burn-in period of \( 10^4 \) using the R package CODA [Plummer et al., 2006].

We present the results of this test in Table 1. First, we see that the inefficiency is sensitive to the choice of \( k \) and \( m \): simply setting \( k \) and \( m \) to one would be highly inefficient. Secondly, we see that when \( k \) and \( m \) are large enough we can retrieve an inefficiency comparable to that of the underlying MCMC algorithm. A relative inefficiency close to 1 indicates that the estimator variance is similar to that of MCMC. The ideal choice of \( k \) and \( m \) will depend on tradeoffs between inefficiency, the desired level of parallelism, and the number of processors available. Whether it is preferable to run coupled chains with \( k = 200, m = 2,000 \) for an inefficiency of 1.3 or \( k = 200, m = 4,000 \) for an inefficiency of 1.2 is likely to depend on the context. We present a histogram of the target distribution, obtained using \( k = 200, m = 4,000 \), in Figure 2a.

| \( k \) | \( m \) | Cost | Variance | Inefficiency / \( V_\infty \) |
|---|---|---|---|---|
| 1 | 1 × \( k \) | 37 | 4.1e+02 | 1867.4 |
| 1 | 10 × \( k \) | 39 | 3.6e+02 | 1939.5 |
| 1 | 20 × \( k \) | 45 | 3.0e+02 | 1615.3 |
| 100 | 1 × \( k \) | 119 | 9.0e+02 | 129.8 |
| 100 | 10 × \( k \) | 1019 | 2.3e+02 | 2.9 |
| 100 | 20 × \( k \) | 2019 | 7.9e+03 | 1.9 |
| 200 | 1 × \( k \) | 219 | 2.4e+01 | 6.4 |
| 200 | 10 × \( k \) | 2019 | 5.3e+03 | 1.3 |
| 200 | 20 × \( k \) | 4019 | 2.4e+03 | 1.2 |

Table 1: Cost, variance, and inefficiency divided by MCMC asymptotic variance \( V_\infty \) for various choices of \( k \) and \( m \), for the test function \( h : x \mapsto 1(x > 3) \) in the mixture target example of Section 5.1.

Next, we consider a more challenging case by setting \( \sigma^2_q = 1^2 \), and we use again \( \pi_0 = \mathcal{N}(10, 10^2) \). These values make it difficult for the chains to jump between the modes of \( \pi \). Over \( R = 1,000 \) runs we find an average meeting time of 769, with a 99% quantile of 9,186. When the chains start in different modes, the meeting times are often dramatically larger than when the chains start by the same mode. One can still recover reasonable estimates of the target distribution, but \( k \) and \( m \) have to be set to larger values. With \( k = 20,000 \) and \( m = 30,000 \), we obtain the 95% confidence interval \([0.307, 0.430]\) for \( \int 1(x > 3) \pi(dx) \approx 0.421 \). We show a histogram of \( \pi \) in Figure 2b.

Finally, we consider a third case in which \( \sigma^2_q \) is again set to one, but \( \pi_0 \) is set to \( \mathcal{N}(10,1) \). This initialization makes it unlikely for a chain to start near the mode at −4. The pair of chains typically
Figure 2: Histograms of the mixture target distribution of Section 5.1, obtained with the proposed unbiased estimators, based on a Normal random walk Metropolis–Hastings algorithm, with a proposal variance $\sigma_q^2$ and an initial distribution $\pi_0$, over $R = 1,000$ experiments.

converge to the right-most mode and meet in a small number of iterations. Over $R = 1,000$ replications, we find an average meeting time of 9 and a 99% quantile of 35. A 95% confidence interval on $\int 1(x > 3)\pi(dx)$ obtained from the estimators with $k = 50$, $m = 500$ is $[0.799, 0.816]$, far from the true value of 0.421. The associated histogram of $\pi$ is shown in Figure 2c.

Sampling 9,000 additional estimators yields a 95% confidence interval $[-0.353, 1.595]$, again using $k = 50$, $m = 500$. Among these extra 9,000 values, a few correspond to cases where one chain jumped to the left-most mode before meeting the other. This resulted in large meeting times, and thus in a much larger empirical variance. Upon noticing a large empirical variance one can then decide to use larger values of $k$ and $m$; the challenging situation is when the empirical variance is small even though the number of replicates is seemingly large. We conclude that although our estimators are unbiased and are consistent in the limit as $R \to \infty$, poor performance of the underlying Markov chains can still produce misleading results for any finite $R$.

5.2 Gibbs sampler for nuclear pump failure data

Next we consider a classic Gibbs sampler for a model of pump failure counts, used e.g. in Murdoch and Green [1998] to illustrate the implementation of perfect samplers for continuous distributions. We refer to the latter article for the case-specific calculations associated with the implementation of perfect samplers. Here we compare the proposed method with the regeneration approach of Mykland et al. [1995], which was illustrated on the same example and which was motivated by the same practical concerns: choosing the number of iterations to discard as burn-in, constructing confidence intervals, and using parallel processors.

The data consist of operating times $(t_n)_{n=1}^{K}$ and failure counts $(s_n)_{n=1}^{K}$ for $K = 10$ pumps at the Farley-1 nuclear power station, as first described in Gaver and O’Muircheartaigh [1987]. The model specifies $s_n \sim \text{Poisson}(\lambda_n t_n)$ and $\lambda_n \sim \text{Gamma}(\alpha, \beta)$, where $\alpha = 1.802$, $\beta \sim \text{Gamma}(\gamma, \delta)$, $\gamma = 0.01$, and $\delta = 1$. The Gibbs sampler for this model consists of the following update steps:

$$\lambda_n \mid \text{rest} \sim \text{Gamma}(\alpha + s_n, \beta + t_n) \text{ for } n = 1, \ldots, K,$$
$$\beta \mid \text{rest} \sim \text{Gamma}(\gamma + 10\alpha, \delta + \sum_{n=1}^{K} \lambda_n).$$
Here the Gamma \((\alpha, \beta)\) distribution refers to the distribution with density \(x \mapsto \Gamma(\alpha)^{-1} \beta^\alpha x^{\alpha-1} \exp(-\beta x)\). We initialize all parameter values to 1. To form our estimator we apply maximal couplings at each conditional update of the Gibbs sampler, as described in Section 4.4.

We begin by drawing 1,000 meeting times to obtain the histogram in Figure 3a. Following the guidelines of Section 3.1, we set \(k = 7\), corresponding to the 99% quantile of \(\tau\) and \(m = 10k = 70\). We then generate 10,000 independent estimates for the test function \(h(\lambda_1, \ldots, \lambda_K, \beta) = \beta\). Figure 3b shows the efficiency of \(H_k(X,Y)\), defined as \((\mathbb{E}[\max(k, \tau)] \cdot \mathbb{V}[H_k(X,Y)])^{-1}\), for a range of \(k\) values. The choice of \(k = 7\) appears somewhat conservative relative to the efficiency-maximizing value of \(k = 4\). Figure 3c shows the efficiency of \(H_{4:m}(X,Y)\) as a function of \(m\). The horizontal dashed line represents the inefficiency associated with \(k = 7\) and \(m = 70\), and illustrates that the efficiency obtained by following the heuristics is close to the maximum that we observe.

It is natural to compare our estimator with the regenerative approach of Mykland et al. [1995], which also provides a way of parallelizing MCMC and of constructing confidence intervals. In that paper the authors show how to use detailed knowledge of a Markov chain to construct regeneration times – random times between which the chain forms independent and identically distributed “tours”. The authors define a consistent estimator for arbitrary test functions, whose asymptotic variance takes a particularly simple form. The estimator is obtained by aggregating over these independent tours. The authors give a set of preferred tuning parameters, which we adopt for our test below.

Applying the regeneration approach to 1,000 Gibbs sampler runs of 5,000 iterations each, we observe on average 1,996 complete tours with an average length of 2.50 iterations. These values agree with the count of 1,967 tours of average length 2.56 reported in Mykland et al. [1995]. We also observe a posterior mean estimate for \(\beta\) of 2.47 with a variance of \(1.89 \times 10^{-4}\) over the 1,000 independent runs, which implies an efficiency value of \((5,000 \cdot 1.89 \times 10^{-4})^{-1} = 1.06\). This exceeds the efficiency of 0.94 achieved by our estimator with our heuristic choice of \(k = 7\) and \(m = 70\). On the other hand, the regeneration approach requires more extensive analytical work with the underlying Markov chain; we refer to Mykland et al. [1995] for a detailed description. For reference, the underlying Gibbs sampler achieves an efficiency of 1.08, based on a long run with \(5 \times 10^5\) iterations and a burn-in of \(10^5\).
5.3 Variable selection

We consider a variable selection setting following Yang et al. [2016] to illustrate the proposed method on a high-dimensional discrete state space.

For integers $p$ and $n$ (potentially with $p > n$) let $Y \in \mathbb{R}^n$ represent a response variable depending on covariates $X_1, \ldots, X_p \in \mathbb{R}^n$. We consider the task of inferring a binary vector $\gamma \in \{0, 1\}^p$ representing which covariates to select as predictors of $Y$, with the convention that $X_i$ is selected if $\gamma_i = 1$. For any $\gamma$, we write $|\gamma| = \sum_{i=1}^p \gamma_i$ for the number of selected covariates and $X_\gamma$ for the $n \times |\gamma|$ matrix of covariates chosen by $\gamma$. Inference on $\gamma$ relies on a linear regression model relating $Y$ to $X_\gamma$,

$$Y = X_\gamma \beta_\gamma + w, \quad \text{where} \quad w \sim \mathcal{N}(0, \sigma^2 I_n).$$

We assume a prior on $\gamma$ of $\pi(\gamma) \propto p^{-|\gamma|/2} \mathbf{1}(|\gamma| \leq s_0).$ This distribution puts mass only on vectors $\gamma$ with fewer than $s_0$ ones, imposing a degree of sparsity. Conditional on $\gamma$, we assume a Normal prior for the regression coefficient vector $\beta_\gamma \in \mathbb{R}^{|\gamma|}$ with zero mean and variance $g\sigma^2(X'_\gamma X_\gamma)^{-1}$. We give the precision $\sigma^{-2}$ an improper prior $\pi(\sigma^{-2}) \propto 1/\sigma^{-2}$. This leads to the marginal likelihood

$$\pi(Y|X, \gamma) \propto \frac{(1 + g)^{-|\gamma|/2}}{(1 + g(1 - R_2^2))^{n/2}}, \quad \text{where} \quad R_2^2 = \frac{Y'X_\gamma (X'_\gamma X_\gamma)^{-1}X'_\gamma Y}{Y'Y}.$$

To approximate the distribution $\pi(\gamma|X, Y)$, Yang et al. [2016] rely on an MCMC algorithm whose kernel $P$ is a mixture of two Metropolis kernels. The first component $P_1(\gamma, \cdot)$ selects a coordinate $i \in \{1, \ldots, p\}$ uniformly at random and flips $\gamma_i$ to $1 - \gamma_i$. The resulting vector $\gamma^*$ is then accepted with probability $1 \wedge \pi(\gamma^*|X, Y)/\pi(\gamma|X, Y)$. Sampling a vector $\gamma'$ from the second kernel $P_2(\gamma, \cdot)$ proceeds as follows. If $|\gamma|$ equals zero or $p$, then $\gamma'$ is set to $\gamma$. Otherwise, coordinates $i_0, i_1$ are drawn uniformly among $\{j : \gamma_j = 0\}$ and $\{j : \gamma_j = 1\}$, respectively. The proposal $\gamma^*$ is such that $\gamma^*_i = \gamma_i, \gamma^*_0 = \gamma_i$, and $\gamma^*_j = \gamma_j$ for the other components. Then $\gamma'$ is set to $\gamma^*$ with probability $1 \wedge \pi(\gamma^*|X, Y)/\pi(\gamma|X, Y)$, and to $\gamma$ otherwise. Finally the MCMC kernel $P(\gamma, \cdot)$ targets $\pi(\gamma|X, Y)$ by sampling from $P_1(\gamma, \cdot)$ or from $P_2(\gamma, \cdot)$ with equal probability. Note that each MCMC iteration can only benefit from parallel processors to a limited extent, since $|\gamma|$ is always less than $s_0$, itself chosen to be a small value in most settings.

To sample a pair of states $(\gamma', \tilde{\gamma}')$ given $(\gamma, \tilde{\gamma})$, we consider the following coupled version of the MCMC algorithm described above. First, we use a common uniform random variable to decide whether to sample from a coupling of $P_1$ to itself, $P_1$, or a coupling of $P_2$ to itself, $P_2$. The coupled kernel $\tilde{P}_1((\gamma, \tilde{\gamma}), \cdot)$ proposes flipping the same coordinate for both vectors $\gamma$ and $\tilde{\gamma}$ and then uses a common uniform random variable in the acceptance step. For the coupled kernel $\tilde{P}_2((\gamma, \tilde{\gamma}), \cdot)$, we need to select two pairs of indices, $(i_0, \tilde{i}_0)$ and $(i_1, \tilde{i}_1)$. We obtain the first pair by sampling from a maximal coupling of the discrete uniform distributions on $\{j : \gamma_j = 0\}$ and $\{j : \tilde{\gamma}_j = 0\}$. This yields indices $(i_0, \tilde{i}_0)$ with the greatest possible probability that $i_0 = \tilde{i}_0$. We use the same approach to sample a pair $(i_1, \tilde{i}_1)$ to maximize the probability that $i_1 = \tilde{i}_1$. Finally we use a common uniform variable to accept or reject the proposals. If either vector $\gamma$ or $\tilde{\gamma}$ has no zeros or no ones, then it is kept unchanged.

We recall that one can sample from a maximal coupling of two discrete probability distributions $q = (q_1, \ldots, q_N)$ and $\tilde{q} = (\tilde{q}_1, \ldots, \tilde{q}_N)$ as follows. First, let $c = (c_1, \ldots, c_N)$ be the distribution with probabilities $c_n = (q_n \wedge \tilde{q}_n)/\alpha$ for $\alpha = \sum_{n=1}^N q_n \wedge \tilde{q}_n$ and define residual distributions $q'$ and $\tilde{q}'$ with probabilities $q'_n = (q_n - \alpha c_n)/(1 - \alpha)$ and $\tilde{q}'_n = (\tilde{q}_n - \alpha c_n)/(1 - \alpha)$. Then with probability $\alpha$, draw $i \sim c$ and output $(i, i)$. Otherwise draw $i \sim q'$ and $\tilde{i} \sim \tilde{q}'$ and output $(i, \tilde{i})$. The resulting pair follows a maximal coupling of $q$ and $\tilde{q}$, and the procedure involves $\mathcal{O}(N)$ operations for $N$ the size of the state.
space.

We now consider an experiment similar to those of Yang et al. [2016]. We generate covariates $X_{ij}$ as independent standard Normal variables, define

$$\beta^* = \text{SNR} \sqrt{\frac{\sigma_0^2}{n}} (2, -3, 2, 2, -3, 3, -2, 3, -2, 3, 0, \ldots, 0)' \in \mathbb{R}^p,$$

with $\sigma_0^2 = 1$ and $\text{SNR} = 1$, and generate $Y$ given $X$ and $\beta^*$ from the model, with $n = 500$ and $\sigma^2 = 1$. We set $s_0 = 100$, $q = 100$, and $\kappa = 0.1$. A sample from the initial distribution $\pi_0$ is drawn by defining a vector of $p$ zeros, sampling $s_0$ coordinates uniformly at random in $\{1, \ldots, p\}$, without replacement, and setting the corresponding entries to 1 with probability 0.5.

For values of $p$ between 100 and 1000, we run coupled chains until they meet, $R = 1,000$ times independently. The meeting times divided by $p$ are shown in Figure 4a, along with dashed lines connecting deciles. From the graph we see that these scaled meeting times are approximately constant, suggesting that meeting times increase linearly with $p$. This is in line with the findings of Yang et al. [2016], where mixing times are shown to increase linearly with $p$.

In the case $p = 1,000$, we choose $k = 50,000$ and $m = 100,000$ and generate $R = 1,000$ independent unbiased estimators of the inclusion probabilities $\mathbb{P}(\gamma_i = 1|X, Y)$ for all $i \in \{1, \ldots, p\}$. We compare the estimates with an MCMC estimate obtained with $10^9$ iterations and a burn-in of 50,000. The MCMC estimates for the first 20 variables are represented by a dotted line in Figure 4b, and 95% confidence intervals obtained from the unbiased estimators are shown as error bars. The probabilities of inclusion of the other variables are all close to zero. We observe an agreement between the proposed estimators and the MCMC estimates, considered as ground truth.

Assessing the convergence of MCMC can be difficult in high-dimensional discrete state spaces. We might not know whether the chain sticks to a small number of states because they are more probable than all other states or because the chain is stuck in a local mode. One can plot the target probabilities along the iterations of the chain and repeat over multiple chains to check that they all converge to the same range of values [see Figure 1 in Yang et al., 2016]. These considerations assume a different significance
in the proposed framework, where confidence intervals are constructed using the Central Limit Theorem for independent variables. We note that the results of this section are sensitive to the prior parameter \( \kappa \) and on the degree of correlations between the columns of \( X \); we refer to Yang et al. [2016] for a further discussion, and to Johnson [2004] for a similar Bayesian variable selection setting where couplings of chains are used to assess convergence.

5.4 Cut distribution

Our proposed estimator can be used to approximate the cut distribution, which poses a significant challenge for existing MCMC methods [Plummer, 2014, Jacob et al., 2017b].

Consider two models, one with parameters \( \theta_1 \) and data \( Y_1 \) and another with parameters \( \theta_2 \) and data \( Y_2 \), where we might allow the likelihood \( Y_2 \) to depend on both \( \theta_1 \) and \( \theta_2 \). For instance the first model could be a regression with data \( Y_1 \) and coefficients \( \theta_1 \), and the second model could be another regression whose covariates are the residuals, coefficients, or fitted values of the first regression [Pagan, 1984, Murphy and Topel, 2002]. In principle one could introduce an encompassing model and conduct joint inference on \( \theta_1 \) and \( \theta_2 \) via the posterior distribution. However, misspecification of either model would then lead to misspecification of the ensemble and misleading quantification of uncertainties, as noted in several studies [e.g. Liu et al., 2009, Plummer, 2014, Lunn et al., 2009, McCandless et al., 2010, Zigler, 2016, Blangiardo et al., 2011].

The cut distribution [Spiegelhalter et al., 2003, Plummer, 2014] allows the propagation of the uncertainty about \( \theta_1 \) to inference on \( \theta_2 \) while preventing misspecification in the second model from affecting estimation in the first. The cut distribution is defined as

\[
\pi_{\text{cut}} (\theta_1, \theta_2) = \pi_1(\theta_1) \pi_2(\theta_2 | \theta_1),
\]

where \( \pi_1(\theta_1) \) refers to the distribution of \( \theta_1 \) given \( Y_1 \) in the first model alone, and \( \pi_2(\theta_2 | \theta_1) \) refers to the distribution of \( \theta_2 \) given \( Y_2 \) and \( \theta_1 \) in the second model. Often, the density \( \pi_2(\theta_2 | \theta_1) \) can only be evaluated up to a constant in \( \theta_2 \), which may vary as a function of \( \theta_1 \). This makes the cut distribution intractable for standard MCMC algorithms [Plummer, 2014]. However the cut distribution has been used in practice, as in the references above, and can be justified with decision-theoretic arguments [Jacob et al., 2017b].

A naive approach consists of first running an MCMC algorithm targeting \( \pi_1(\theta_1) \), obtaining a sample \( (\theta_1^n)_{n=1}^{N_1} \), perhaps after discarding a burn-in period and thinning the chain. Then, for each \( \theta_1^n \), one can run an MCMC algorithm targeting \( \pi_2(\theta_2 | \theta_1^n) \), yielding \( N_2 \) samples. One might again discard some burn-in and thin the chains, or just keep the final state of each chain. The resulting joint samples approximate the cut distribution. However, the validity of this approach relies on a double limit in \( N_1 \) and \( N_2 \). Diagnosing convergence may also be difficult given the number of chains in the second stage, each of which targets a different distribution \( \pi_2(\theta_2 | \theta_1^n) \).

If one could sample \( \theta_1 \sim \pi_1 \) and \( \theta_2 | \theta_1 \sim \pi_2(\cdot | \theta_1) \), then the pair \( (\theta_1, \theta_2) \) would follow the cut distribution. The same two-stage rationale can be applied in the proposed framework. Consider a test function \( (\theta_1, \theta_2) \mapsto h(\theta_1, \theta_2) \). Writing \( E_{\text{cut}} \) for expectations with respect to \( \pi_{\text{cut}} \), the law of iterated expectations yields

\[
E_{\text{cut}} [h(\theta_1, \theta_2)] = \int \left( \int h(\theta_1, \theta_2) \pi_2(d\theta_2 | \theta_1) \right) \pi_1(d\theta_1) = \int \tilde{h}(\theta_1) \pi_1(d\theta_1).
\]

Here \( \tilde{h}(\theta_1) = \int h(\theta_1, \theta_2) \pi_2(d\theta_2 | \theta_1) \). In the proposed framework, one can make an unbiased estimator of \( \tilde{h}(\theta_1) \) for all \( \theta_1 \), and plug the estimators into an unbiased estimator of \( \int h(\theta_1) \pi_1(d\theta_1) \). This is even
clearer using the signed measure representation of Section 2.5: one can obtain a signed measure \( \hat{\pi}_1(\cdot) = \sum_{i=1}^{N} \omega_{i} \delta_{\theta_{1,i}}(\cdot) \) approximating \( \pi_1 \), and then obtain an unbiased estimator of \( \hat{h}(\theta_{1,i}) \) for all \( \ell \), denoted by \( \hat{H}_{\ell} \). Then the weighted average \( \sum_{i=1}^{N} \omega_{i} \hat{H}_{\ell} \) is an unbiased estimator of \( \mathbb{E}_{cut}[h(\theta_1, \theta_2)] \) by the law of iterated expectations. Such estimators can be generated independently in parallel, and their average provides a consistent approximation of an expectation with respect to the cut distribution.

We consider the example described in Plummer [2014], inspired by an investigation of the international correlation between human papillomavirus (HPV) prevalence and cervical cancer incidence Maucort-Boulch et al. [2008]. The first module concerns HPV prevalence, with data independently collected in 13 countries. The parameter \( \theta_1 = (\theta_{1,1}, \ldots, \theta_{1,13}) \) receives a Beta\((1, 1)\) prior distribution independently for each component. The data \((Y_1, \ldots, Y_{13})\) consist of 13 pairs of integers. The first represents the number of women infected with high-risk HPV, and the second represents population sizes. The likelihood specifies a Binomial model for \( Y_i \), independently for each component \( i \). The first posterior is given by a product of Beta distributions.

The second module concerns the relationship between HPV prevalence and cancer incidence, and poses a Poisson regression. The parameters are \( \theta_2 = (\theta_{2,1}, \theta_{2,2}) \) and receive a Normal prior with zero mean and variance \( 10^3 \). The likelihood in this module is given by

\[
Z_{1,i} \sim \text{Poisson}(\exp(\theta_{2,1} + \theta_{1,i}\theta_{2,2} + Z_{2,i})) \quad \text{for} \quad i \in \{1, \ldots, 13\},
\]

where the data \((Z_{1,i}, Z_{2,i})_{i=1}^{13}\) are pairs of integers. The first component represents numbers of cancer cases, while the second is a number of woman-years of follow-up. The Poisson regression model might be misspecified, which motivates departures from the joint model [Plummer, 2014].

In our setting, we can draw directly from the first posterior, denoted by \( \pi_1(\theta_1) \). We can thus obtain a sample \((\theta_{1,n}^0)_{n=1}^{N}\) approximating \( \pi_1(\theta_1) \). For each \( \theta_{1,n}^0 \), we consider a Metropolis–Hastings algorithm targeting \( \pi_2(\theta_2|\theta_{1,n}^0) \), using a Normal random walk proposal with variance \( \Sigma \). We set the initial distribution \( \pi_0 \) to be standard Normal, and the variance \( \Sigma \) to be unit diagonal matrix. From 1,000 coupled chains, we observe a 95% quantile of the meeting times at 381. We set \( k = 381 \) and \( m = 5k \), and estimate the posterior mean and variance using \( R = 1,000 \) independent estimators. We use these estimated moments to propose a new Normal distribution for \( \pi_0 \), and we set \( \Sigma \) to the estimated posterior variance. We run \( R = 10,000 \) coupled chains with these new settings, and observe the meeting times shown in the histogram of Figure 5a. The average meeting time is 15, with a maximum of 110. Applying the 95% quantile heuristic, we set \( k = 49 \) and \( m = 10k \). The two histograms of Figures 5b and 5c show that the marginal distributions are approximated accurately. The overlaid red curves indicate the “ground truth”, obtained by running 1,000 steps of MCMC targeting \( \pi_2(\theta_2|\theta_1) \) for each of 10,000 independent draws of \( \theta_1 \) from \( \pi_1 \) and keeping the final state of each chain.

6 Discussion

With the telescopic sum argument of Glynn and Rhee [2014] and couplings of MCMC algorithms, we have introduced unbiased estimators of integrals with respect to the target distribution, with a variance that can be controlled with tuning parameters \((k \text{ and } m)\). In practice, we propose to choose \( k \) as a large quantile of the meeting times. Then \( m \) can be set as a large multiple of \( k \). Improving on these simple guidelines stands as a subject for future research. In numerical experiments we have argued that the proposed estimators yield a practical way of parallelizing MCMC computations, applicable to a wide range of settings; the supplementary materials contain further experiments. We stress that
coupling pairs of Markov chains does not improve their marginal mixing properties, and that misleading confidence intervals are obtained for any fixed computational budget if the initial distribution and the MCMC kernels are poorly designed, as in Section 5.1. Misleading results would also be obtained if an impatient user stops the coupled chains before they meet. We have considered different couplings of MCMC algorithms, based on maximal couplings and common random numbers. These allow us to compute unbiased estimators without requiring further analytical knowledge about the target distribution or about the MCMC kernels. More sophisticated couplings are also possible, and include optimal transport couplings to bring two chains together quickly and, subsequently, facilitate exact meeting using a maximal coupling.

Regarding convergence diagnostics, the proposed framework yields the following representation for the total variation between $\pi_k$ and $\pi$, where $\pi_k$ denotes the marginal distribution of $X_k$:

$$d_{TV}(\pi_k, \pi) = \frac{1}{2} \sup_{h : |h| \leq 1} \left| \mathbb{E}[h(X_k)] - \mathbb{E}[h(X)] \right|$$

$$= \frac{1}{2} \sup_{h : |h| \leq 1} \left| \mathbb{E} \left[ \sum_{t=k+1}^{\tau-1} (h(X_t) - h(Y_{t-1})) \right] \right| ,$$

Here the supremum ranges over all bounded measurable functions under the stated assumptions. The equality above has several implications. For instance, by the triangle inequality we obtain $d_{TV}(\pi_k, \pi) \leq \min(1, \mathbb{E}[\max(0, (\tau - k + 1))])$, and we can approximate $\mathbb{E}[\max(0, (\tau - k + 1))]$ by Monte Carlo for a range of $k$ values. On the other hand, considering any particular function $h$ yields a lower bound on $d_{TV}(\pi_k, \pi)$.

Thanks to the potential for complete parallelization, the proposed framework can facilitate consideration of MCMC kernels that might be too expensive for serial implementation. For instance, one can improve MH-within-Gibbs samplers by performing more MH steps per component update (as in Section 4.5), HMC by using smaller step-sizes in the integrator [Heng and Jacob, 2017], and particle MCMC by using more particles at each step [Andrieu et al., 2010, Jacob et al., 2017a]. We expect the optimal tuning of MCMC kernels to be different in the proposed framework than when used marginally.

There are also settings in which the unbiased property itself might be appealing. For instance, if MCMC is used to approximate a gradient in a stochastic gradient algorithm, or an expectation in an Expectation-Maximization algorithm, the unbiasedness property could have benefits for the optimizer [see e.g. Doucet and Tadic, 2017]. Moreover, in the context of Bayesian inference with misspecified
models made of multiple components [Liu et al., 2009, Jacob et al., 2017b], we have demonstrated that the unbiased property leads to convenient approximations of the cut distribution [Plummer, 2014]. The design of generic and efficient MCMC kernels is a topic of active ongoing research [e.g. Andrieu et al., 2009, Murray et al., 2010, Goodman et al., 2010, Pollock et al., 2016, Vanetti et al., 2017, Titsias and Yau, 2017, and references therein]. These kernels can be used in the proposed framework as long as appropriate couplings can be found. The particular case of conditional particle filter is explored in Jacob et al. [2017a] and the case of Hamiltonian Monte Carlo in Heng and Jacob [2017]; both require specific couplings and associated arguments to establish the validity of the resulting estimators.
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A Proofs

A.1 Proof of Proposition 3.1

We present the proof for $H_0(X, Y)$, a similar reasoning holds for $H_k(X, Y)$. We follow the same arguments as in Glynn and Rhee [2014], Vihola [2015]. To study $H_0(X, Y) = h(X_0) + \sum_{t=1}^{n} (h(X_t) - h(Y_{t-1}))$, we introduce $\Delta_0 = h(X_0)$ and $\Delta_t = h(X_t) - h(Y_{t-1})$ for all $t \geq 1$, and define $H_n^0(X, Y) = \sum_{t=0}^{n} \Delta_t$. For simplicity we assume that $\Delta_t \in \mathbb{R}$, which corresponds to studying the component-wise behavior of $H_0(X, Y)$.

We have $\mathbb{E}[\tau] < \infty$ from Assumption 2.2, so that the computing time of $H_0(X, Y)$ has a finite expectation. Together with Assumption 2.3, this implies that $H_n^0(X, Y) \rightarrow H_0(X, Y)$ almost surely as $n \rightarrow \infty$. We now show that $H_n^0(X, Y)$ is a Cauchy sequence in $L_2$, the complete space of random variables with finite two moments, that is, $\sup_{n \geq 1} \mathbb{E}[(H_n^0(X, Y) - H_n^0(X, Y))^2] \rightarrow 0$ as $n \rightarrow \infty$. For $n' \geq n$, we compute

$$\mathbb{E}[(H_n^0(X, Y) - H_n^0(X, Y))^2] = \sum_{s=n+1}^{n'} \sum_{t=n+1}^{n'} \mathbb{E}[^{\Delta_s} \cdot 1_{(\tau > t)}] \leq \mathbb{E}[|\Delta_t|^{2+\eta}]^{1/(1+n/2)} \cdot \mathbb{E}[1_{(\tau > t)}]^{(2+\eta)} \cdot (C \delta^2)^{\eta/(2+n)}.
$$

Here we have used Assumption 2.2 to bound $\mathbb{E}[1_{(\tau > t)}]$. We can also use Assumption 2.1 together with Minkowski’s inequality to bound $\mathbb{E}[|\Delta_t|^{2+\eta}]^{1/(1+n/2)}$ by a constant $\tilde{C}$, for all $t \geq 0$. Defining $\delta = \delta^{\eta/(2+n)} \in (0, 1)$ then gives the bound $\mathbb{E}[\Delta_t^2] \leq \tilde{C} \delta^2$ for all $t \geq 0$. This implies $\mathbb{E}[(H_n^0(X, Y) - H_n^0(X, Y))^2] \leq \tilde{C} \delta^n$ for some other constant $\tilde{C}$, and thus $(H_n^0(X, Y))$ is Cauchy in $L_2$. This proves that its limit $H_0(X, Y)$ has finite first and second moments. Assumption 2.1 implies that $\lim_{n \rightarrow \infty} \mathbb{E}[H_n^0(X, Y)] = \mathbb{E}[h(X)]$, by a telescopic sum argument, so we conclude that $\mathbb{E}[H_0(X, Y)] = \mathbb{E}[h(X)]$. We can also obtain an explicit representation of $\mathbb{E}[H_0(X, Y)^2]$ as the limit of $\mathbb{E}[H_n^0(X, Y)^2]$, when $n \rightarrow \infty$.

A.2 Proof of Proposition 3.2

We adopt a similar strategy to that of Glynn and Rhee [2014], Section 4. For the $H_k(X, Y)$ case, the unbiased estimator of $F(s) = \mathbb{P}_\pi(X \leq s)$ over $R$ samples is of the form

$$F^R(s) = \frac{1}{R} \sum_{r=1}^{R} \left( I(X_k^{(r)} \leq s) + \sum_{\ell=k+1}^{\tau^{(r)}} (I(Y_{\ell-1}^{(r)} \leq s) - I(Y_{\ell}^{(r)} \leq s)) \right).$$

Here $\tau^{(r)}$ denotes the meeting time of the $r$-th independent run. We want to show that as $R \rightarrow \infty$, $\sup_s |F(s) - F^R(s)| \xrightarrow{a.s.} 0$. Define $G^R_{X, k}(s) = R^{-1} \sum_{r=1}^{R} I(X_k^{(r)} \leq s)$. For $\ell > k$, define

$$G^R_{X, \ell}(s) = \frac{1}{R} \sum_{r=1}^{R} I(X_{\ell-1}^{(r)} \leq s) \cdot 1_{(\ell \leq \tau^{(r)})}, \quad G^R_{Y, \ell}(s) = \frac{1}{R} \sum_{r=1}^{R} I(Y_{\ell-1}^{(r)} \leq s) \cdot 1_{(\ell \leq \tau^{(r)})}.$$
Then $\hat{F}^R(s) = G^R_{X,k}(s) + \sum_{\ell=k+1}^{\infty} (G^R_{X,\ell}(s) - G^R_{Y,\ell}(s))$. By the standard Glivenko-Cantelli theorem, as $R \to \infty$ we have

$$
\sup_s |G^R_{X,k}(s) - \mathbb{P}(X_k \leq s)| \xrightarrow{a.s.} 0, \quad \sup_s |G^R_{X,\ell}(s) - \mathbb{E}[\mathbb{I}(X_\ell \leq s) \cdot \mathbb{I}(\ell \leq \tau)]| \xrightarrow{a.s.} 0,
$$

for each $\ell > k$. Next, we observe that, for all $s, \ell$,

$$
\mathbb{E}[\mathbb{I}(X_\ell \leq s) - \mathbb{I}(Y_{\ell-1} \leq s)) \cdot \mathbb{I}(\tau \geq \ell)] = \mathbb{P}(X_\ell \leq s) - \mathbb{P}(X_{\ell-1} \leq s).
$$

This holds for a simple reason in our setting. For any $h(\cdot)$ and any $\ell$,

$$
\mathbb{E}[h(X_\ell) - h(Y_{\ell-1})] = \mathbb{E}[(h(X_\ell) - h(Y_{\ell-1}))\mathbb{I}(\tau > \ell)] + \mathbb{E}[(h(X_\ell) - h(Y_{\ell-1}))\mathbb{I}(\tau \leq \ell)]
$$

$$
= \mathbb{E}[(h(X_\ell) - h(Y_{\ell-1}))\mathbb{I}(\tau > \ell)]
$$

since if $\tau \leq \ell$ then $X_\ell = Y_{\ell-1}$ by Assumption 2.3. Applying this result with $h(\cdot) = \mathbb{I}(\cdot \leq s)$ yields the desired statement.

The above implies that for any finite $i \geq k$ we have

$$
\sup_s \left| G^R_{X,k}(s) - \mathbb{P}(X_k \leq s) + \sum_{\ell=k+1}^{i} \left( G^R_{X,\ell}(s) - G^R_{Y,\ell}(s) - \mathbb{E}[\mathbb{I}(X_\ell \leq s) - \mathbb{I}(Y_{\ell-1} \leq s) \cdot \mathbb{I}(\ell \leq \tau)] \right) \right|
$$

$$
= \left| G^R_{X,k}(s) - \mathbb{P}(X_k \leq s) + \sum_{\ell=k+1}^{i} \left( G^R_{X,\ell}(s) - G^R_{Y,\ell}(s) - (\mathbb{P}(X_\ell \leq s) - \mathbb{P}(X_{\ell-1} \leq s)) \right) \right|
$$

$$
= \left| G^R_{X,k}(s) + \sum_{\ell=k+1}^{i} (G^R_{X,\ell}(s) - G^R_{Y,\ell}(s)) \right| - \mathbb{P}(X_i \leq s)
$$

Hence

$$
\sup_s \left| G^R_{X,k}(s) + \sum_{\ell=k+1}^{i} (G^R_{X,\ell}(s) - G^R_{Y,\ell}(s)) \right| - \mathbb{P}(X_i \leq s) \to 0.
$$

We have assumed that $(X_i)_{i \geq 0}$ converges to $\pi$ in total variation, which implies $\sup_s |\mathbb{P}(X_i \leq s) - F(s)| \to 0$ as $i \to \infty$. Also, we note that for all $s$,

$$
\left| \sum_{\ell=i}^{\infty} G^R_{X,\ell}(s) - G^R_{Y,\ell}(s) \right| \leq \sum_{\ell=i}^{\infty} \frac{1}{R} \sum_{r=1}^{R} \mathbb{P}(\ell \leq \tau^{(r)}) \to \sum_{\ell>i} \mathbb{P}(\ell \leq \tau)
$$

almost surely by the strong law of large numbers. Assumption 2.2 implies that this quantity goes to 0 as $i \to \infty$.

Combining these observations with the result obtained for finite $i$, we conclude that $\sup_s |\hat{F}^R(s) - F(s)| \to 0$ as $R \to \infty$, almost surely. The reasoning holds for the function $\hat{F}^R$ corresponding to $H_{k:m}(X,Y)$ instead of $H_k(X,Y)$; such a function is simply the average of a finite number of functions associated with $H_\ell(X,Y)$ for $\ell \in \{k, \ldots, m\}$.

### A.3 Proof of Proposition 3.3

Throughout the proof $C$ denotes a generic finite constant whose actual value may change from one appearance to the next. We will use the usual Markov chain notation. In particular if $f : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ is
a measurable function then \( \tilde{P}[f](x,y) := \int_{X \times X} \tilde{P}((x,y),dz)f(z) \). Note that from the construction of \( \tilde{P} \), if \( f \) is depends only on \( x \) (resp. \( y \)), that is \( f(x,y) = f(x) \) (resp. \( f(x,y) = f(y) \)), then \( \tilde{P}[f](x,y) = Pf(x) \) (resp. \( \tilde{P}[f](x,y) = Pf(y) \)).

For \( k \geq 1 \), we consider the general problem of bounding \( E[S_k^2] \), where \( S_k \) is of the form

\[
S_k = \mathbb{1}(\tau > k) \sum_{t=k}^{\tau-1} b_t (h(X_t) - h(Y_{t-1})),
\]

for some arbitrary bounded sequence \( (b_t)_{t \geq 0} \). Fix an integer \( N \geq k \), and set

\[
S_k^{(N)} = \mathbb{1}(\tau > k) \sum_{t=k}^{N \wedge \tau-1} b_t (h(X_t) - h(Y_{t-1})).
\]

The same argument as in the proof of Proposition 3.1 can be applied here and shows that \( S_k^{(N)} \in L_2 \), is a Cauchy sequence in \( L_2 \) that converges to \( S_k \), as \( N \to \infty \), so that

\[
E[S_k^2] = \lim_{N \to \infty} E[(S_k^{(N)})^2].
\]

Since \( |h|_{V^\beta} := \sup_x |h(x)|/V^\beta(x) < \infty \), and under Assumption 3.1, there exists a measurable function \( g : X \to \mathbb{R} \) such that \( |g|_{V^\beta} < \infty \), and \( g - Pg = h - \pi(h) \). To see this, first note that the drift condition (3.1) implies that for any \( \beta \in (0,1/2) \), we have \( PV^\beta(x) \leq \lambda V^\beta(x) + b^2 \mathbb{1}(x \in C) \), for all \( x \in X \). Indeed by Jensen’s inequality \( PV^\beta(x) \leq (PV(x))^\beta \leq (\lambda V(x) + b \mathbb{1}(x \in C))^\beta \leq \lambda^\beta V^\beta(x) + b^2 \mathbb{1}(x \in C) \), using the fact that for all \( x, y \geq 0 \) and \( \alpha \in [0,1] \), \( (x + y)^\alpha \leq x^\alpha + y^\alpha \). The drift condition in \( V^\beta \) together with the fact that \( P \) is \( \phi \)-irreducible and aperiodic implies that there exists \( \rho_\beta \in (0,1) \), \( C_\beta < \infty \) such that for all \( x \in X, n \geq 0 \),

\[
\|P^n(x,\cdot) - \pi\|_{V^\beta} \leq C_\beta V^\beta(x) \rho_\beta^n,
\]

(A.1)

where for a function \( W : X \to [1, \infty) \), the \( W \)-norm between two probability measures \( \mu, \nu \) is defined as

\[
\|\mu - \nu\|_W := \sup_{f \in \text{meas. : } |f|_W \leq 1} |\mu(f) - \nu(f)|,
\]

and \( |f|_W := \sup_x |f(x)|/W(x) \). This result can be found in Theorem 15.0.1 of Meyn and Tweedie [2009]. It follows from (A.1) that \( \sum_{j \geq 0} |P^j(h - \pi(h))(x)| \leq |h|_{V^\beta} \sum_{j \geq 0} \|P^j(x,\cdot) - \pi\|_{V^\beta} \leq \frac{C_\beta|h|_{V^\beta}}{1 - \rho_\beta} < \infty \).

Hence the function

\[
g(x) = \sum_{j \geq 0} P^j(h - \pi(h))(x), \quad x \in X,
\]

is well-defined and measurable (as a limit of a sequence of measurable functions) and satisfies \( |g(x)| \leq C_\beta|h|_{V^\beta} V^\beta(x)/(1 - \rho_\beta) \). And since \( PV^\beta \) is finite everywhere, by Lebesgue’s dominated convergence we deduce that \( P\bar{g} \) is finite everywhere as well and

\[
P\bar{g}(x) = \int g(y)P(x,dy) = \sum_{j \geq 0} (P^j(h - \pi(h))(y))P(x,dy) = \sum_{j \geq 1} P^j(h - \pi(h))(x).
\]

Hence \( g - Pg = h - \pi(h) \), as claimed.

Hence, with \( Z_t := (X_t,Y_{t-1}) \), and \( \bar{g}(x,y) = g(x) - g(y) \), we have

\[
h(X_t) - h(Y_{t-1}) = \bar{g}(Z_t) - \tilde{P}[\bar{g}](Z_t).
\]
Using this and a telescoping sum argument, we write

\[ S_{k}^{(N)} = \sum_{t=k}^{N-1} b_t (h(X_t) - h(Y_{t-1})) \mathbf{1}(\tau > t) \]
\[ = \sum_{t=k}^{N-1} b_t (\bar{g}(Z_t) - \bar{P}[\bar{g}](Z_t)) \mathbf{1}(\tau > t) \]
\[ = \sum_{t=k}^{N-1} b_t (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t)) \mathbf{1}(\tau > t) \]
\[ + \sum_{t=k}^{N-1} (b_t \bar{g}(Z_t) \mathbf{1}(\tau > t) - b_{t+1} \bar{g}(Z_{t+1}) \mathbf{1}(\tau > t + 1)) \]
\[ + \sum_{t=k}^{N-1} (b_{t+1} \mathbf{1}(\tau > t + 1) - b_t \mathbf{1}(\tau > t)) \bar{g}(Z_{t+1}). \]

Since \( \bar{g}(Z_{t+1}) = 0 \) on \( \{ \tau = t + 1 \} \), the last term in the above display reduces to \( \sum_{t=k}^{N-1} (b_{t+1} - b_t) \bar{g}(Z_{t+1}) \mathbf{1}(\tau > t + 1) \), and we obtain

\[ S_{k}^{(N)} = \sum_{t=k}^{N-1} b_t (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t)) \mathbf{1}(\tau > t) \]
\[ + b_t \bar{g}(Z_k) \mathbf{1}(\tau > k) - b_N \bar{g}(Z_N) \mathbf{1}(\tau > N) + \sum_{t=k}^{N-1} (b_{t+1} - b_t) \bar{g}(Z_{t+1}) \mathbf{1}(\tau > t + 1). \] (A.2)

Let \( \mathcal{F}_t \) denote the sigma-algebra generated by the variables \( X_0, (X_1, Y_0), \ldots, (X_t, Y_{t-1}) \). Note that \( \{ \tau > t \} \) belongs to \( \mathcal{F}_t \). Hence

\[ \mathbb{E} \left[ b_t (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t)) \mathbf{1}(\tau > t)|\mathcal{F}_t \right] = b_t \mathbb{E}(\tau > t) \mathbb{E} \left[ \bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t)|\mathcal{F}_t \right] \]
\[ = b_t \mathbb{E}(\tau > t) \left( \bar{P}[\bar{g}](Z_t) - \bar{P}[\bar{g}](Z_t) \right) = 0. \]

In other words, \( \left\{ \left( \sum_{t=k}^{N} b_t (\bar{g}(Z_t + 1) - \bar{P}[\bar{g}](Z_t)) \mathbf{1}(\tau > t), \mathcal{F}_j \right), k \leq j \leq N - 1 \right\} \) is a martingale. The orthogonality of the martingale increments gives

\[ \mathbb{E} \left[ \left( \sum_{t=k}^{N-1} b_t (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t)) \mathbf{1}(\tau > t) \right)^2 \right] = \sum_{t=k}^{N-1} b_t^2 \mathbb{E} \left[ (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t))^2 \mathbf{1}(\tau > t) \right]. \]

We use this together with (A.2), the convexity of the squared norm, and Minkowski’s inequality to conclude that

\[ \mathbb{E} \left[ (S_{k}^{(N)})^2 \right] \leq 4 \sum_{t=k}^{N-1} b_t^2 \mathbb{E} \left[ (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t))^2 \mathbf{1}(\tau > t) \right] + 4b_k^2 \mathbb{E} \left[ \bar{g}^2(Z_k) \mathbf{1}(\tau > k) \right] \]
\[ + 4b_k^2 \mathbb{E} \left[ \bar{g}^2(Z_N) \mathbf{1}(\tau > N) \right] + 4 \sum_{t=k}^{N-1} |b_{t+1} - b_t| \mathbb{E}^{1/2} \left( \bar{g}^2(Z_{t+1}) \mathbf{1}(\tau > t + 1) \right). \] (A.3)

Assumption 3.1 together with \( \pi_0(V) < \infty \), implies that

\[ \sup_{n \geq 0} \mathbb{E}[V(X_n)] \leq C, \] (A.4)
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for some finite constant $C$. Indeed, $\mathbb{E}[V(X_n)] = \int \pi_0(dx)P^nV(x)$, and a repeated application of the drift condition (3.1) implies that $P^nV(x) \leq \lambda^nV(x) + \frac{1}{1-\lambda}$, for all $x \in \mathcal{X}$. For any $t \geq 0$, and for $1 < p = \frac{1}{1-\lambda}$, and $\frac{1}{p} + \frac{1}{q} = 1$, we have

$$
\mathbb{E} \left[ (V^\beta(X_t) + V^\beta(Y_{t-1}))^2 \mathbb{I}(\tau > t) \right] \leq \mathbb{E}^{1/p} \left[ (V^\beta(X_t) + V^\beta(Y_{t-1}))^{2p} \right] \mathbb{E}^{1/q}(\tau > t) \quad \text{(Hölder)}
$$

$$
\leq \left\{ \mathbb{E}^{1/(2p)} \left[ V^{2p\beta}(X_t) \right] + \mathbb{E}^{1/(2p)} \left[ V^{2p\beta}(Y_{t-1}) \right] \right\}^2 \times \mathbb{E}^{1/q}(\tau > t) \quad \text{(Minkowski)}
$$

$$
\leq C\mathbb{E}^{1/q}(\tau > t) \quad \text{(by (A.4))}
$$

$$
\leq C\delta_\beta^t \quad \text{(by Assumption 2.2)},
$$

where $\delta_\beta = \delta^{1/q}$ with $\delta$ as in Assumption 2.2. Note that all the expectations on the right hand side of (A.3) are of the form $\mathbb{E}[\bar{g}(Z_t)\mathbb{I}(\tau > t)]$, except for the term $\mathbb{E}\left[ (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t)) \mathbb{I}(\tau > t) \right]$. However by the martingale difference property, $\mathbb{E}[\bar{P}[\bar{g}](Z_t) (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t)) \mathbb{I}(\tau > t)] = 0$, so that for all $t \geq k$,

$$
\mathbb{E} \left[ (\bar{g}(Z_{t+1}) - \bar{P}[\bar{g}](Z_t))^2 \mathbb{I}(\tau > t) \right] = \mathbb{E} \left[ \mathbb{I}(\tau > t)\bar{g}(Z_{t+1})^2 \right] - \mathbb{E} \left[ \bar{g}(Z_{t+1})\bar{P}[\bar{g}](Z_t) \mathbb{I}(\tau > t) \right]
$$

$$
= \mathbb{E} \left[ \mathbb{I}(\tau > t)\bar{g}(Z_{t+1})^2 \right] - \mathbb{E} \left[ (\bar{P}[\bar{g}](Z_t))^2 \mathbb{I}(\tau > t) \right] \quad \text{(by conditioning on } \mathcal{F}_t \text{)}
$$

$$
\leq \mathbb{E} \left[ \mathbb{I}(\tau > t)\bar{g}(Z_{t+1})^2 \right] \leq |g|^2_{L^p,\tau}\mathbb{E} \left[ (V^\beta(X_t) + V^\beta(Y_{t-1}))^2 \mathbb{I}(\tau > t) \right] \leq C\delta_\beta^t,
$$

using the same arguments as above. On the other hand, for all $t \geq k$, the term $\mathbb{E}[\bar{g}^2(Z_t)\mathbb{I}(\tau > t)]$ satisfies

$$
\mathbb{E}[\bar{g}^2(Z_t)\mathbb{I}(\tau > t)] \leq |g|^2_{L^p,\tau}\mathbb{E} \left[ (V^\beta(X_t) + V^\beta(Y_{t-1}))^2 \mathbb{I}(\tau > t) \right] \leq C\delta_\beta^t,
$$

as seen above. In conclusion, all the expectations appearing in (A.3) are upper bounded by some constant times terms of the form $\delta_\beta^t$. We conclude that

$$
\mathbb{E} \left[ (S_k^{(N)})^2 \right] \leq C \left( b_k^2\delta_\beta^k + b_N^2\delta_\beta^N + \sum_{i=k}^{N-1} b_i^2\delta_\beta^i + \sum_{i=k}^{N-1} |b_{i+1} - b_i|\delta_\beta^i \right)^2.
$$

Letting $N \to \infty$, we conclude that

$$
\mathbb{E}[S_k^2] \leq C \left( b_k^2\delta_\beta^k + \sum_{j \geq k} b_j^2\delta_\beta^j + \sum_{j \geq k} |b_{j+1} - b_j|\delta_\beta^j \right)^2.
$$

In the particular case of $\eta_{k,m}$, we have $\eta_{k,m} = \mathbb{I}(\tau > k) \sum_{t=k}^{\tau-1} \min \left( 1, \frac{t+1-k}{m+1} \right) (h(X_{t+1}) - h(Y_t))$. Hence $b_k = 0$, $b_t = (t - k)/(m - k + 1)$ if $k < t \leq m + 1$, $b_t = 1$ if $t > m + 1$. We then obtain the bound of Proposition 3.3.
A.4 Proof of Proposition 3.4

Here $Z_n$ is defined as $(X_n, Y_{n-1})$ for all $n \geq 1$. Assumption (3.3) implies that for $(x, y) \in \mathcal{C} \times \mathcal{C}$, $\bar{P}$ can be written as a mixture

$$\bar{P}((x, y), dz) = \epsilon_{x,y} \nu_{x,y}(dz) + (1 - \epsilon_{x,y}) R((x, y), dz),$$

where $\epsilon_{x,y} \geq \epsilon$, $\nu_{x,y}(dz)$ is a restriction of $\bar{P}((x, y), dz)$ on $\mathcal{D}$ (that is for any measurable subset $A$ of $\mathcal{D}$, $\bar{P}((x, y), A) = P((x, y), A \cap \mathcal{D}) / P((x, y), \mathcal{D})$), and $R((x, y), dz)$ is the restriction of $\bar{P}((x, y), dz)$ on $(X \times X) \setminus \mathcal{D}$. This means that whenever $(x, y) \in \mathcal{C} \times \mathcal{C}$ one can sample from $\bar{P}((x, y), \cdot)$ by drawing independently a Bernoulli random variable $J$, with probability of success $\epsilon_{x,y}$. Then if $J = 1$, we draw from $\nu_{x,y}$, if $J = 0$, we draw from $R((x, y), \cdot)$. From this decomposition, the proof of the proposition follows the same lines as in Douc et al. [2004], and we give the details only for completeness. We cannot directly invoke their result since their assumptions do not seem to apply to our setting.

Set $\bar{V}(x, y) = 1/2(V(x) + V(y))$. First we show that the bivariate kernel satisfies a geometric drift towards $\mathcal{C} \times \mathcal{C}$. That is, there exists $\alpha \in (0, 1)$ such that

$$\bar{P} \bar{V}(x, y) \leq \alpha \bar{V}(x, y), \quad (x, y) \notin \mathcal{C} \times \mathcal{C}.$$ 

(A.5)

Indeed for $(x, y) \notin \mathcal{C} \times \mathcal{C}$, since $V \geq 1$, and $\mathcal{C} = \{V \leq L\}$, $\bar{V}(x, y) \geq (1 + L)/2$. In other words, $\frac{1}{2} \leq \bar{V}(x, y)/(1 + L)$. Therefore,

$$\bar{P} \bar{V}(x, y) = \frac{1}{2} (PV(x) + PV(y)) \leq \lambda \bar{V}(x, y) + b \frac{b}{2} \leq \lambda \bar{V}(x, y) + b \frac{b}{1 + L} \bar{V}(x, y) \leq \alpha \bar{V}(x, y),$$

with $\alpha = \lambda + \frac{b}{1 + L} < 1$. We set

$$B = \max \left( 1, \frac{1}{\alpha} \sup_{(x, y) \in \mathcal{C} \times \mathcal{C}} \frac{\bar{P} \mathbb{1}_{D^c}(x, y)}{\bar{V}(x, y)} \right) \leq \frac{\lambda + b}{\alpha}.$$

In this section $\mathbb{1}_{S}(\cdot)$ refers to the indicator function on the set $S$. Let $N_n$ denote the number of visits to $\mathcal{C} \times \mathcal{C}$ by time $n$. Then

$$\mathbb{P}(\tau > n) = \mathbb{P}(\tau > n, N_{n-1} \geq j) + \mathbb{P}(\tau > n, N_{n-1} < j).$$

The event $\{\tau > n, N_{n-1} \geq j\}$ implies that no success occurred within at least $j$ independent Bernoulli random variables each with probability of success at least $\epsilon$. Hence

$$\mathbb{P}(\tau > n, N_{n-1} \geq j) \leq (1 - \epsilon)^j.$$

For the second term, we have (since $B \geq 1$, and the chains stay together after meeting via Assumption 2.3),

$$\mathbb{P}(\tau > n, N_{n-1} \leq j - 1) \leq \mathbb{P} \left( Z_n \notin \mathcal{D}, B^{-N_{n-1}} \geq B^{-(j-1)} \right) \leq \mathbb{P} \left( \mathbb{1}_{D^c}(Z_n) B^{-N_{n-1}} \geq B^{-(j-1)} \right).$$
Then use Markov’s inequality to conclude that

\[
\mathbb{P}(\tau > n, N_{n-1} \leq j - 1) \leq B^{j - 1} \mathbb{E} [\mathds{1}_{D^n}(Z_n) B^{-N_{n-1}}] \\
\leq B^{j - 1} \mathbb{E} [\mathds{1}_{D^n}(Z_n) B^{-N_{n-1}} \bar{V}(Z_n)] = \alpha^n B^{j - 1} \mathbb{E}[M_n],
\]

where \( M_n = \mathds{1}_{D^n}(Z_n) \alpha^{-n} B^{-N_{n-1}} \bar{V}(Z_n) \) (set \( N_0 = 0 \) so that \( M_1 \) is well-defined). The result follows by noting that \( \{M_n, \mathcal{F}_n\} \) is a super-martingale, where \( \mathcal{F}_n = \sigma(Z_1, \ldots, Z_n) \), so that \( \mathbb{E}[M_n] \leq \mathbb{E}[M_1] \leq \pi_0(V) + \pi_0(PV) \leq (1 + \lambda)\pi_0(V) + b \), which implies that

\[
\mathbb{P}(\tau > n) \leq (1 - \epsilon)^j + \alpha^n B^{j - 1} ((1 + \lambda)\pi_0(V) + b).
\]

Since \( \alpha < 1 \), there exists an integer \( k_0 \geq 1 \) such that \( \alpha B^{\frac{j}{k_0}} < 1 \). In that case for \( n \geq k_0 \) one can take \( j = [n/k_0] \), to get

\[
\mathbb{P}(\tau > n) \leq \left\{ (1 - \epsilon)^{\frac{j}{k_0}} \right\}^n + ((1 + \lambda)\pi_0(V) + b) \left\{ \alpha B^{\frac{j}{k_0}} \right\}^n,
\]

as claimed.

The argument that \( \{M_n, \mathcal{F}_n\} \) is a super-martingale is as follows. We need to show that for all \( n \geq 1 \), \( \mathbb{E}[M_{n+1}|\mathcal{F}_n] \leq M_n \). Note that \( \mathbb{E}[M_{n+1}|\mathcal{F}_n] = 0 \leq M_n \) on \( Z_n \in \mathcal{D} \). So it is enough to assume that \( Z_n \notin \mathcal{D} \). Now, suppose also that \( Z_n \notin \mathcal{C} \times \mathcal{C} \). Then \( N_n = N_{n-1} \), and

\[
\mathbb{E}[M_{n+1}|\mathcal{F}_n] \leq \alpha^{-n} \mathbb{E} [B^{-N_{n-1}} \mathds{1}_{D^n}(Z_{n+1}) \bar{V}(Z_{n+1})|\mathcal{F}_n],
\]

\[
= \alpha^{-n} B^{-N_{n-1}} \mathbb{E} [\mathds{1}_{D^n}(Z_{n+1}) \bar{V}(Z_{n+1})|Z_n],
\]

\[
\leq \alpha^{-n} B^{-N_{n-1}} \mathbb{E} [\bar{V}(Z_{n+1})|Z_n],
\]

\[
\leq \alpha^{-n} B^{-N_{n-1}} \bar{V}(Z_n),
\]

\[
= M_n.
\]

Suppose now that \( Z_n \in \mathcal{C} \times \mathcal{C} \). Then \( N_n = N_{n-1} + 1 \). Hence

\[
\mathbb{E}[M_{n+1}|\mathcal{F}_n] \leq \alpha^{-n} B^{-N_{n-1} - 1} \mathbb{E} [\mathds{1}_{D^n}(Z_{n+1}) \bar{V}(Z_{n+1})|\mathcal{F}_n],
\]

\[
= \alpha^{-n} B^{-N_{n-1}} \bar{V}(Z_n) \frac{1}{\alpha B} \mathbb{E} [\mathds{1}_{D^n}\bar{V}(Z_n)] = \alpha^{-n} B^{-N_{n-1}} \bar{V}(Z_n) = M_n.
\]