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Abstract

We study a Weiner process that is conditioned to pass through a finite set of points and consider the dynamics generated by iterating a sample path from this process. Using topological techniques we are able to characterize the global dynamics and deduce the existence, structure and approximate location of invariant sets. Most importantly, we compute the probability that this characterization is correct. This work is probabilistic in nature and intended to provide a theoretical foundation for the statistical analysis of dynamical systems which can only be queried via finite samples.

1 Introduction

Motivated by \cite{2}, in this paper we identify the dynamics generated by sample paths of a Gaussian process \( f = \{ f(x) \}_{x \in X} \) conditioned to pass through a set of data points \( T = \{(x_n, y_n)\}_{n=0}^{N} \) where \( X = [x_0, x_N] \) (we specify the mean and covariance of this process precisely in Section \textsuperscript{2}). More precisely, we provide a characterization of local and global dynamics on \( X \) and an exact probability that this description is valid for a random sample path from \( f \).

Although for the sake of simplicity we remain in a probabilistic setting, and avoid describing any sampling procedures, we are motivated by the problem of understanding a dynamical system that we are able to access only through finite samples of the same form as \( T \). To understand the significance of our results (and those of \cite{2}) let us first consider a typical approach to this problem. Given the data set \( T \), a variety of well-known techniques are available to generate an surrogate function \( \hat{f} \) \cite{8}. If \( \hat{f} \) is accepted as the model, then the standard theoretical and computational techniques of nonlinear dynamics can be applied. However, because dynamical systems are subject to bifurcations, it is not clear that the dynamics generated by \( \hat{f} \) and the true dynamics that generated the data are the same, i.e., conjugate. In fact, the behavior of nonlinear dynamics is sufficiently rich that distinguishing conjugacy classes requires uncountably many invariants \cite{6} and thus identifying the conjugacy class is impossible with finite data.

With this in mind we propose to characterize the dynamics via the concept of a Morse tiling \cite{12}.
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Definition 1.1. Let \( g : Y \rightarrow Y \) be a continuous function on a compact metric space \( Y \) and \( Q \) a finite partially ordered set with partial order \( \leq \). A Morse tiling of \( Y \) for \( g \) is a decomposition of \( Y \) into a collection

\[
\mathcal{M} = \{ M(q) \mid q \in Q \}
\]

of regular closed sets with disjoint interiors with the following property. Let \( y \in Y \). If \( g^n(y) \in M(p) \), \( g^m(y) \in M(q) \), and \( n < m \), then \( q \leq p \).

The sets \( M(q) \) are Morse tiles for \( g \) and the partially ordered set \( Q \) is a Morse graph for \( g \).

The partial order on \( Q \) implies that if the trajectory leaves a Morse tile, then it cannot return. Therefore, recurrent dynamics of \( g \) occurs within individual Morse tiles. This provides a global decomposition of the dynamics where the gradient-like behavior is characterized by the Morse graph.

As is described in Section 3, an algebraic topological invariant, the Conley index, can be assigned to each Morse tile. The significance of this is that the Conley index can be used to deduce the existence of interesting invariant sets for \( g \) such as fixed points, periodic orbits, heteroclinic orbits, bistability, and chaotic dynamics [13].

The main result of this paper (see Theorem 5.5 for the technical details) is that we can produce a Morse tiling (as well as the associated Conley indices) and provide an exact formula for the probability that this Morse tiling is valid for a random sample path from \( f \). There is an important caveat: our Gaussian process \( f \) is a sequence of Brownian bridges with variance parameter \( \sigma^2 \) interpolating the set \( T \).

An outline of the paper is as follows. In Section 2, we state all of our probabilistic assumptions along with a simple proposition that is necessary for our computations. For the convenience of the reader we recall in Section 3 basic definitions and concepts from order theory. In Section 4 we recall basic ideas from dynamical systems and combinatorial Conley theory. The main results of the paper are presented in Section 5. Section 6 covers several examples designed to illustrate the techniques used in this paper. Finally, we provide some concluding remarks and comment on future directions in Section 7.

2 Brownian Paths and Excursion Bounds

In this section we state our basic probabilistic assumptions and a proposition that will be used extensively throughout the article. We begin by recalling the definitions of some simple Gaussian processes.

A Gaussian process is uniquely specified by its mean and covariance function [1]. The Gaussian process \( W = \{ W(x) \}_{x \geq 0} \) such that \( \mathbb{E}(W(x)) = 0 \) and \( \text{Cov}(W(x), W(x')) = \min(x, x') \) is called the standard Weiner process or standard Brownian motion. More generally, if \( x_a, x_b, y_a, y_b \in \mathbb{R} \) and \( x_a < x_b \) then the Gaussian process \( Z = \{ Z(x) \}_{x \in [x_a, x_b]} \) with \( \mathbb{E}(Z(x)) = y_a \) and \( \mathbb{E}(Z(x), Z(x')) = \sigma^2 \min(x, x') \) for all \( x, x' \in [x_a, x_b] \), where \( \sigma > 0 \), is the Weiner process (or Brownian motion) on the interval \([x_a, x_b]\), starting at \((x_a, y_a)\), with variance parameter \( \sigma^2 \). A Brownian bridge \( B = \{ B(x) \}_{x \in [x_a, x_b]} \) from \((x_a, y_a)\) to \((x_b, y_b)\) with variance parameter \( \sigma^2 \) has the law of \( Z \) conditioned to take the value \( y_b \) when \( x = x_b \). Then \( B \) is a Gaussian process satisfying \( \mathbb{E}(B(x)) = y_a + \frac{x - x_a}{x_b - x_a}(y_b - y_a) \) for all \( x \in [x_a, x_b] \) and \( \text{Cov}(B(x), B(x')) = \sigma^2 \frac{(x - x_a)(x_b - x')}{{x_b - x_a}} \) for \( x_a \leq x \leq x' \leq x_b \).

With these definitions in mind we discuss the Gaussian process \( f \) that we study in this paper. We begin with a collection of \( N + 1 \) points, \( T = \{ (x_n, y_n) \}_{n=0}^N \), where we assume that \( x_n < x_m \) for
n < m; recall that we have defined $X := [x_0, x_N]$. For simplicity of exposition we also assume that $x_0 < y_n < x_N$ for $0 \leq n \leq N$.

As indicated in the introduction, we will assume that $f$ is Brownian motion with variance parameter $\sigma^2$ conditioned on the events $\{f(x_n) = y_n\}_{n=0}^N$. More specifically, $f = \{f(x)\}_{x \in X}$ is the Gaussian process with mean $\mu(x) := \mathbb{E}(f(x))$ and covariance $\kappa(x, x') := \text{Cov}(f(x), f(x'))$ given by

- $\mu(x) = y_{n-1} + \frac{x-x_{n-1}}{x_n-x_{n-1}}(y_n - y_{n-1})$ for all $x \in [x_{n-1}, x_n]$ and
- $\kappa(x, x') = \begin{cases} \frac{\sigma^2}{x_n-x_{n-1}}(x_n-x'), & x_{n-1} \leq x \leq x' \leq x_n \\ 0, & \text{otherwise} \end{cases}$.

Note that we can think of this process as a sequence of $N$ independent Brownian bridges $B_n$ from $(x_{n-1}, y_{n-1})$ to $(x_n, y_n)$ with variance parameter $\sigma^2$.

Our ultimate goal is to characterize the dynamics of $f$ on $X$. In order to do so we will need to know the probability that $f$ stays between two particular threshold values on various combinations of intervals. That is, we are interested in computing the probabilities of events

$$S_n(\alpha, \beta) := \{f(x) \in (\alpha, \beta) \mid x \in [x_{n-1}, x_n]\}.$$ 

Because the process $f$ may be considered a sequence of independent Brownian bridges, this probability is equivalent to $P(B_n(x) \in (\alpha, \beta) \mid x \in [x_{n-1}, x_n])$. We can obtain this value exactly, which is a key motivation for our choice of Gaussian process.

In order to obtain $P(S_n(\alpha, \beta))$ we will make use of the function $\pi : \mathbb{R}^4 \to \mathbb{R}$ defined by

$$\pi(a, b, c, d) := \sum_{m=1}^{\infty} \exp\left(-2[m^2ab + (m-1)^2cd + m(m-1)(ad + cb)]\right)$$

$$+ \exp\left(-2[(m-1)^2ab + m^2cd + m(m-1)(ad + cb)]\right)$$

$$- \exp\left(-2[m^2(ab + cd) + m(m-1)ad + m(m+1)cb]\right)$$

$$- \exp\left(-2[m^2(ab + cd) + m(m+1)ad + m(m-1)cb]\right).$$

**Lemma 2.1** ([5], (4.3)). Let $a, c \geq 0$ and $b, d > 0$. Then

$$P\left[\sup_{0 \leq x < \infty} \{W(x) - (ax + b)\} \geq 0 \text{ OR } \inf_{0 \leq x < \infty} \{W(x) + cx + d\} \leq 0\right] = \pi(a, b, c, d).$$

Using Lemma 2.1 we are able to derive the following equation.

**Proposition 2.2.** Assume that $\alpha < \min(y_{n-1}, y_n) \leq \max(y_{n-1}, y_n) < \beta$. Then

$$P(S_n(\alpha, \beta)) = 1 - \pi\left(\frac{\beta - y_n}{\sigma \sqrt{x_n - x_{n-1}}}, \frac{\beta - y_{n-1}}{\sigma \sqrt{x_n - x_{n-1}}}, \frac{y_n - \alpha}{\sigma \sqrt{x_n - x_{n-1}}}, \frac{y_{n-1} - \alpha}{\sigma \sqrt{x_n - x_{n-1}}}\right).$$

Notice that if either $\alpha$ or $\beta$ is in the interval $[\min(y_{n-1}, y_n), \max(y_{n-1}, y_n)]$ then the probability is trivially zero.
Proof. In order to simplify the notation we will prove the result for a Brownian bridge $B$ with variance $\sigma^2$ from $(0,p)$ to $(T,q)$; no generality is lost with this shift. It is straightforward to verify that $B$ may be represented as

$$B(x) = \frac{T-x}{\sqrt{T}} \sigma W \left( \frac{x}{T-x} \right) + p + x \left( \frac{q-p}{T} \right)$$

with $B(T) = q$. We will use the transformation $s = \frac{x}{T-x}$. Thus we see the following:

$$\sup_{x \in [0,T]} B(x) = \sup_{x \in [0,T]} \frac{T-x}{\sqrt{T}} \sigma W \left( \frac{x}{T-x} \right) + p + x \left( \frac{q-p}{T} \right)$$

$$= \sup_{s \in [0,\infty)} \left( \frac{T - \frac{sT}{1+s}}{\sqrt{T}} \right) \sigma W(s) + p + \frac{T}{1+s} \left( \frac{q-p}{T} \right)$$

$$= \sup_{s \in [0,\infty)} \left( \frac{\sigma \sqrt{T}}{1+s} \right) W(s) + p + \frac{s(q-p)}{1+s}.$$  

From this characterization we see that the following events are equivalent.

$$\sup_{x \in [0,T]} B(x) \leq \beta \iff \sup_{s \in [0,\infty)} \left[ \left( \frac{\sigma \sqrt{T}}{1+s} \right) W(s) + p + \frac{s(q-p)}{1+s} \right] \leq \beta$$

$$\iff \sup_{s \in [0,\infty)} \left[ \left( \frac{\sigma \sqrt{T}}{1+s} \right) W(s) + (p-\beta) + \frac{s(q-p)}{1+s} \right] \leq 0$$

$$\iff \sup_{s \in [0,\infty)} \left[ \left( \frac{\sigma \sqrt{T}}{1+s} \right) W(s) + (p-\beta)(1+s) + s(q-p) \right] \leq 0$$

$$\iff \sup_{s \in [0,\infty)} \left[ W(s) - \left( s \frac{(\beta-q)}{\sigma \sqrt{T}} + \frac{(\beta-p)}{\sigma \sqrt{T}} \right) \right] \leq 0$$

Similar, we get that

$$\inf_{x \in [0,T]} B(x) \geq \alpha \iff \inf_{s \in [0,\infty)} \left[ W(s) + \left( s \frac{(q-\alpha)}{\sigma \sqrt{T}} + \frac{(p-\alpha)}{\sigma \sqrt{T}} \right) \right] \geq 0.$$  

The result then follows from Lemma 2.1. 

\[ \square \]

3 Order Theory

In this section we recall some basic definitions and notations from order theory that are used in the following section on computational Conley theory. For a more complete introduction the reader is referred to [3].
Definition 3.1. A lattice \( L \) is a set with the commutative and associative binary operations \( \land, \lor : L \times L \to L \) which satisfy the following absorption axiom for all \( a, b, c \in L \):
\[
a \land (a \lor b) = a = a \lor (a \land b)
\]
A lattice is **distributive** if for each \( a, b, c \in L \) it also satisfies the additional axiom
\[
a \lor (b \land c) = (a \lor b) \land (a \lor c).
\]
A lattice is **bounded** if there exist neutral elements \( 0, 1 \in L \) with the property that
\[
0 \land a = 0, \quad 0 \lor a = a, \quad 1 \land a = a, \quad 1 \lor a = 1
\]
for all \( a \in L \).

All lattices used in this paper are both bounded and distributive.

In the introduction we described our main results using the idea of a poset. We formally record the definition of this object here.

Definition 3.2. A partially ordered set or poset \( Q \) is a set with an order relation \( \leq \) satisfying the three properties:

1. **Reflexivity:** \( a \leq a \)
2. **Transitivity:** \( a \leq b \) and \( b \leq c \implies a \leq c \)
3. **Anti-symmetry:** \( a \leq b \) and \( b \leq a \implies a = b \)

Given \( q \in Q \) the downset of \( q \) is defined as \( \downarrow (q) := \{ q' \in Q \mid q' \leq q \} \).

An element \( c \) of a lattice \( L \) is join-irreducible if \( c \neq 0 \) and \( c = a \lor b \) implies that \( c = a \) or \( c = b \) for all \( a, b \in L \). We denote the set of join-irreducible elements of \( L \) by \( J(L) \).

Any lattice \( L \) has a naturally induced partial order relation \( \leq \); for any \( a, b \in L \),
\[
a \leq b \iff a \land b = a.
\]

Since \( J(L) \subset L \) it inherits the partial order relation on \( L \). Furthermore, an element \( c \in L \) is join-irreducible if and only if there exists a unique element \( \overleftarrow{c} \in L \) such that \( \overleftarrow{c} < c \) and there is no \( a \in L \) with \( a \neq \overleftarrow{c} \) such that \( \overleftarrow{c} < a < c \); the element \( \overleftarrow{c} \in L \) is called the **immediate predecessor** of \( c \in J(L) \).

Before closing this section let us specify some notation. Given any lattice \( L \), the notation \( L' \hookrightarrow L \) will indicate that \( L' \) is a sublattice of \( L \); that is, \( L' \) is a subset of \( L \), \( L' \) is itself a lattice and there is an inclusion morphism from \( L' \) to \( L \). We will further assume that any sublattice \( L' \hookrightarrow L \) introduced in this paper contains the same neutral elements \( 0 \) and \( 1 \) that bounded the original lattice \( L \).

4 Conley Theory

Conley theory has two components: (i) a framework for global decompositions of dynamics, and (ii) algebraic topological tools for reconstructing dynamics. For this paper the first is represented by the Morse tiling and the second by the Conley index. For the sake of simplicity we present this theory in the setting of one-dimensional maps where the starting point is the set of data points \( \mathcal{T} \) (see [2] for a more general dimension independent discussion).
As indicated in the introduction given the set of points \( \mathcal{T} = \{(x_n, y_n)\}_{n=0}^N \) we define the phase space of interest to be \( X = [x_0, x_n] \). We decompose \( X \) as a simplicial complex \( \mathcal{X} = \mathcal{X}(\mathcal{T}) \) with vertices \( \mathcal{X}^{(0)} := \{x_n\}_{n=0}^N \) and edges \( \mathcal{X}^{(1)} := \{[x_{n-1}, x_n]\}_{n=0}^N \). Viewing the face relation as a partial order \( \downarrow \{[x_{n-1}, x_n]\} = \{[x_{n-1}, x_n], x_{n-1}, x_n\} \).

We use combinatorial multivalued maps to model the dynamics. In particular for the dynamics computations we use \( \mathcal{F}^{\top}; \mathcal{X}^{(1)} \Rightarrow \mathcal{X}^{(1)} \) a set valued function \( \mathcal{F}^{\top}(\xi) \subset \mathcal{X}^{(1)} \). To simplify the discussion concerning the Conley index we restrict our attention to \emph{interval valued} maps, i.e., for each interval \( \xi \in \mathcal{X}^{(1)} \), \( \mathcal{F}^{\top}(\xi) = \bigcup_{i=1}^n [x_i, x_{i+1}] \), i.e., the image of \( \mathcal{F}^{\top}(\xi) \) is an interval. In order to perform the algebraic topological computations that determine the Conley index we extend \( \mathcal{F}^{\top} \) to \( \mathcal{F}: \mathcal{X} \Rightarrow \mathcal{X} \) by setting

\[
\mathcal{F}([x_{n-1}, x_n]) = \mathcal{F}^{\top}([x_{n-1}, x_n]) \quad \mathcal{F}(x_n) = \downarrow (\mathcal{F}^{\top}([x_{n-1}, x_n]) \cup \mathcal{F}^{\top}([x_n, x_{n+1}]))
\]

A combinatorial multivalued map \( \mathcal{F}^{\top}; \mathcal{X}^{(1)} \Rightarrow \mathcal{X}^{(1)} \) is an \emph{outer approximation} of \( g: X \rightarrow X \) if \( g(x) \in \text{int}(\mathcal{F}^{\top}(\xi)) \) for \( x \in \xi \).

To tie these combinatorial multivalued maps to the information provided by \( \mathcal{T} \) we make use of the surrogate map \( \mu \) and define

\[
\mathcal{F}_\mu^{\top}(\xi) := \left\{ \xi' \in \mathcal{X}^{(1)} \mid \xi' \cap \mu(\xi) \neq \emptyset \right\}.
\]

As is shown in [9] \( \mathcal{F}_\mu^{\top} \) is an outer approximation of \( \mu \). Note that any \emph{enclosure} of \( \mathcal{F}_\mu^{\top} \), i.e., \( \mathcal{F}^{\top}; \mathcal{X}^{(1)} \Rightarrow \mathcal{X}^{(1)} \) such that \( \mathcal{F}_\mu^{\top} \subset \mathcal{F}^{\top}(\xi) \) for every \( \xi \in \mathcal{X}^{(1)} \), is an outer approximation of \( \mu \).

**Remark 4.1.** For the remainder of this paper we restrict our attention to multivalued maps \( \mathcal{F}^{\top} \) that are enclosures of \( \mathcal{F}_\mu^{\top} \).

To see how these combinatorial constructions relate to continuous dynamics, recall that a closed set \( K \subset Y \) is an \emph{attractor block} for a continuous function \( g: Y \rightarrow Y \) if

\[
g(K) \subset \text{int}(K)
\]

where \( \text{int}(K) \) denotes the interior of \( K \). The set of all attractor blocks for \( g \) forms a bounded and distributive lattice \([10]\) and is denoted by \( \text{ABlock}(g) \). The bounding elements of \( \text{ABlock}(g) \) are \( 1 = Y \) and \( 0 = \emptyset \).

Given \( \mathcal{F}^{\top}; \mathcal{X}^{(1)} \Rightarrow \mathcal{X}^{(1)} \) define \( \text{Invset}^+(\mathcal{F}^{\top}) := \{ \mathcal{S} \subset \mathcal{X}^{(1)} \mid \mathcal{F}^{\top}(\mathcal{S}) \subset \mathcal{S} \} \); software which computes \( \text{Invset}(\mathcal{F}^{\top}) \) is available \([17]\). We leave it to the reader to check that if \( \mathcal{F}^{\top} \) is an enclosure of \( \mathcal{F}_\mu^{\top} \), then \( \text{Invset}^+(\mathcal{F}^{\top}) \hookrightarrow \text{Invset}^+(\mathcal{F}_\mu^{\top}) \). As is shown in \([11]\), \( \text{Invset}^+(\mathcal{F}^{\top}) \) is bounded distributive lattice with \( \land = \cap, \lor = \cup, 0 = \emptyset \) and \( 1 = X \). Of fundamental importance, as it leads to Proposition \([12]\) is the following result of \([11]\): if \( \mathcal{F}^{\top} \) is an outer approximation of \( g \) then \( \text{Invset}^+(\mathcal{F}^{\top}) \hookrightarrow \text{ABlock}(g) \).

**Proposition 4.2.** Given data set \( \mathcal{T} = \{(x_n, y_n)\}_{n=0}^N \), simplicial complex \( \mathcal{X}(\mathcal{T}) \), and combinatorial multivalued map \( \mathcal{F}^{\top}; \mathcal{X}^{(1)} \Rightarrow \mathcal{X}^{(1)} \) that is an enclosure of \( \mathcal{F}_\mu^{\top} \), consider a lattice \( K \) such that \( K \hookrightarrow \text{Invset}^+(\mathcal{F}^{\top}) \hookrightarrow \text{Invset}^+(\mathcal{F}_\mu^{\top}) \hookrightarrow \text{ABlock}(\mu) \). For each \( K \in J(K) \), define

\[
M(K) := c\ell(K \setminus \overline{K})
\]

and further let

\[
\mathcal{M}(K) := \{ M(K) \mid K \in J(K) \}.
\]

If \( \mathcal{F}^{\top} \) is an outer approximation of \( g \) then \( \mathcal{M}(K) \) is a Morse tiling for \( g \) with Morse graph \( J(K) \).
For a proof of Proposition 4.2 in a more general setting see [12]. However, the intuition behind the result is simple. Let \( x \in X \). Then \( x \in M(K) \) for some \( K \in J(K) \). This implies that \( x \in K \in \text{ABlock}(g) \). Let \( n > 0 \) and assume \( g^n(x) \in M(K') \). If \( K \neq K' \), then \( K' \subset K \) and hence \( K' \leq K \).

We now turn to the Conley index and again begin our discussion on the purely combinatorial level. We assume that we are given \( K \) contained in \( N \). A compact set \( \text{Invset}^{+}(\mathcal{F}^{\text{top}}) \) and \( K_0 \subset K_1 \). Then \( \mathcal{F} \) induces a map on homology, \( \mathcal{F}^*: H_*((K_1), (K_0)) \to H_*((K_1), (K_0)) \). We define the Conley index of \( K \) to be the shift equivalence class of \( \mathcal{F}^{\ast} \) and denote it by \( \text{Con}_*(K) \). In particular we can identify each \( K \in J(K) \) with the index pair \( (K, \tilde{K}) \), and so we declare the Conley index of \( M(K) \) to be

\[
\text{Con}_*(M(K)) := \text{Con}_*((K, \downarrow \tilde{K})).
\]

(4)

Turning to continuous dynamics consider a continuous map \( g: X \to X \). Given \( N \subset X \), the maximal invariant set contained in \( N \) is given by

\[
\text{Inv}(N, g) := \{ x \in N \mid \exists v: Z \to N \text{ such that } v(0) = x \text{ and } v(k + 1) = g(v(k)) \text{ for all } k \in \mathbb{Z} \}.
\]

A compact set \( N \subset X \) is an isolating neighborhood if \( \text{Inv}(N, g) \subset \text{int}(N) \). If \( N \) is an isolating neighborhood, then the homology Conley index \( \text{Con}_*(\text{Inv}(N, g)) \) is well defined [13].

To tie together the combinatorial and continuous theory we note that if \( \mathcal{F}^{\text{top}} \) is an outer approximation of \( g: X \to X \), then \( K, \tilde{K} \in \text{ABlock}(g) \). Therefore, \( g: (K, \tilde{K}) \to (K, \tilde{K}) \) and \( (K, \tilde{K}) \) is an index pair for the classical Conley theory [13]. Finally, \( \mathcal{F}^*: H_*((K_1), (K_0)) \to H_*((K_1), (K_0)) \) and \( g_*: H_*((K, \tilde{K})) \to H_*((K, \tilde{K})) \). Thus we obtain the following result.

**Proposition 4.3.** \( \text{Con}_*(M(K)) \) is shift equivalent to \( \text{Con}_*(\text{Inv}(M(K), g)) \).

5 Results

Our construction of a Morse tiling of \( X \) for a function \( g: X \to X \) relied on a lattice of attractor blocks \( K \) for \( g \). Since we are interested in obtaining a Morse tiling of \( X \) for a sample path from \( f \) we would therefore like to know the probability that a finite sublattice \( K \leftrightarrow \text{ABlock}(\mu) \) is also a lattice of attractor blocks for \( f \).

**Remark 5.1.** Since attractor blocks are defined for \( f \) only if \( f \in C(X, X) \), we are interested in the event

\[
(f \in C(X, X)) \cap (f(K) \subset \text{Int}(K) \forall K \in K)
\]

that for the sake of simplicity we denote by \((K \leftrightarrow \text{ABlock}(f))\). Since \( \text{ABlock}(\mu) \) is bounded from above by \( 1 = X \), and we have assumed that all sublattices will be bounded by the same elements as the original lattice, we have that \( 1 = X \in \mathcal{K} \). Thus the event \((f(K) \subset \text{Int}(K) \forall K \in K)\) implies the event \((f(x) \in X \forall x \in X)\). Therefore, since \( f \) is continuous with probability 1,

\[
\mathbb{P}(K \leftrightarrow \text{ABlock}(f)) = \mathbb{P}((f(K) \subset \text{Int}(K) \forall K \in K)).
\]

Let \( K \leftrightarrow \text{Invset}^{+}(\mathcal{F}^{\text{top}}) \to \text{ABlock}(\mu) \); our goal is to compute \( \mathbb{P}(K \leftrightarrow \text{ABlock}(f)) \). We need notation to describe the elements of \( K \) in terms of the edges in \( X \). Thus, for fixed \( K \in K \) we write \( K = \bigcup_{m=1}^{M_K} J_m \) where the

\[
J_m = [x_{i_m}, x_{j_m}]
\]
Theorem 5.3. Let \( \mathcal{I}_m(K) = \mathcal{I}_m = \{ n \mid i_m < n \leq j_m \} \) for \( 1 \leq m \leq M_K \). By assumption \( K \) is an attractor block for \( \mu \), and therefore for each \( m \) there is some unique \( \tau(m) \in \{ 1, \ldots, M_K \} \) such that \( \mu(J_m) \subset \text{int}(J_{\tau(m)}) \).

Let \( \mathcal{I}(K) = \bigcup_{m=1}^{M_K} \mathcal{I}_m \) and define the maps \( \alpha_K : \mathcal{I}(K) \to \mathbb{R} \) and \( \beta_K : \mathcal{I}(K) \to \mathbb{R} \) as follows.

\[
\text{If } n \in \mathcal{I}_m \text{ then } \alpha_K(n) := x_{i_{\tau(m)}} \text{ and } \beta_K(n) := x_{j_{\tau(m)}}. \tag{5}
\]

Notice that \( \alpha_K(n) \) (resp. \( \beta_K(n) \)) is simply the minimum (resp. maximum) of the connected component of \( K \) which contains \( y_{n-1}, y_n \).

The event that \( K \) is an attracting block for \( f \) is equivalent to \( \bigcap_{n \in \mathcal{I}(K)} S_n(\alpha_K(n), \beta_K(n)) \). Therefore we have the following result.

Proposition 5.2.

\[
\mathbb{P}(f(K) \subset \text{int}(K)) = \prod_{n \in \mathcal{I}(K)} \mathbb{P}(S_n(\alpha_K(n), \beta_K(n))) \tag{6}
\]

We now aim to extend Proposition 5.2 to all of \( K \) simultaneously. Let \( \mathcal{I} := \{ 1, \ldots, N \} \) and define the map \( \gamma : \mathcal{I} \to K \) by

\[
\gamma(n) := \min \{ K \in K \mid n \in \mathcal{I}(K) \}
\]

where the minimum is taken with respect to the partial order of \( K \). Note that this minimum is well-defined because if \( n \in \mathcal{I}(K) \) and \( n \in \mathcal{I}(K') \) then \( K \cap K' \in K \) and \( n \in \mathcal{I}(K \cap K') \).

Observe that the event \( S_n(\alpha_{\gamma(n)}(n), \beta_{\gamma(n)}(n)) \) implies the event \( S_n(\alpha_K(n), \beta_K(n)) \) for all \( K \) such that \( n \in \mathcal{I}(K) \); this statement holds because \( n \in \mathcal{I}(K) \cap \mathcal{I}(K') \) and \( K < K' \) implies that \( \alpha_{K'}(n) \leq \alpha_K(n) < \beta_K(n) \leq \beta_{K'}(n) \). Finally, we define the maps \( \alpha : \mathcal{I} \to \mathbb{R} \) and \( \beta : \mathcal{I} \to \mathbb{R} \) by

\[
\alpha(n) := \alpha_{\gamma(n)}(n), \quad \beta(n) := \beta_{\gamma(n)}(n).
\]

With this notation introduced we may now state one of the key results of this paper.

Theorem 5.3. Let \( K \) be a sublattice of \( \text{Invset}^+(\mathcal{F}) \). The probability that \( K \) is a lattice of attractor blocks for \( f \) is given by the following equation.

\[
\mathbb{P}(K \leftrightarrow \text{ABlock}(f)) = \prod_{n \in \mathcal{I}} \mathbb{P}(S_n(\alpha(n), \beta(n))) \tag{7}
\]

Proof. Recall that the lattice \( K \) is naturally imbued with a partial order \( \leq \). Choose a linear extension \( \leq' \) of the partial order \( \leq \). This allows us to write \( K = \{ K_q \mid 1 \leq' q \leq' Q \} \) where the labelling of the sets \( K_q \) respects the partial order of \( K \); that is, if \( K_p \subset K_q \) then \( p \leq q \).

For each \( 1 \leq q \leq Q \) and each \( n \in \mathcal{I} \), define \( S_n^q \) to be the event \( f([x_{n-1}, x_n]) \subset (\alpha_{K_q}(n), \beta_{K_q}(n)) \). Let \( V_q \) be the event that \( K_q \in \text{ABlock}(f) \); then \( V_q = \bigcap_{n \in \mathcal{I}(K_q)} S_n^q \). Our goal is to compute

\[
\mathbb{P}(K \leftrightarrow \text{ABlock}(f)) = \mathbb{P}(\bigcap_{q=1}^{Q} V_q) = \mathbb{P}(V_1)\mathbb{P}(V_2 | V_1)\mathbb{P}(V_3 | V_1 \cap V_2) \cdots \mathbb{P}(V_Q | \bigcap_{q=1}^{Q-1} V_q).
\]
In order to compute that value we will use the following intermediary step for any $1 \leq P \leq Q$.

$$P(V_P | \bigcap_{q=1}^{Q-1} V_q) = P(\bigcap_{n \in I(K_P)} S_n^P | (\bigcap_{n \in I(K_1)} S_n^1) \cap (\bigcap_{n \in I(K_2)} S_n^2) \cap \ldots \cap (\bigcap_{n \in I(P-1)} S_n^{P-1}))$$

$$= P(\bigcap_{n \in I(K_P)} S_n^P | (\bigcup_{p=1}^{P-1} I(K_P)) S_n^P(\alpha(n), \beta(n)))$$

$$= P(\bigcap_{n \in I(K_P)} (\bigcup_{p=1}^{P-1} I(K_P)) S_n^P(\alpha(n), \beta(n)))$$

$$= \prod_{n \in I(K_P)} P(S_n(\alpha(n), \beta(n)))$$

The result then follows from this computation:

$$P(\bigcap_{q=1}^{Q} V_q) = P(V_1) P(V_2 | V_1) P(V_3 | V_2 \cap V_1) \cdots P(V_Q | \bigcap_{q=1}^{Q-1} V_q)$$

$$= \prod_{q=1}^{Q} \prod_{n \in I(K_q)} P(S_n(\alpha(n), \beta(n)))$$

$$= \prod_{n \in I} P(S_n(\alpha(n), \beta(n)))$$

\[\square\]

As indicated in Section 4, knowing a lattice of attractor blocks $K$ for a function allows us to determine a Morse tiling of the domain for that function. In order to compute the Conley index of each of the associated Morse tiles, however, we must have an outer approximation of the function of interest; therefore we will now construct a combinatorial multivalued map $\mathcal{F}_K^\top : \mathcal{X}(1) \rightarrow \mathcal{X}(1)$ that is an outer approximation of $f$ whenever $K \hookrightarrow \text{ABlock}(f)$.

In fact, $\mathcal{F}_K^\top$ is essentially defined by the construction used in Theorem 5.3. For each $\xi_n := [x_{n-1}, x_n] \in \mathcal{X}(1)$ let

$$\mathcal{F}_K^\top(\xi_n) := [\alpha(n), \beta(n)]. \quad (8)$$

**Proposition 5.4.** Let $K \hookrightarrow \text{Invset}^+(\mathcal{F}_\mu)$ and define $\mathcal{F}_K$ by Equation (8). The following properties hold.

1. $\mathcal{F}_K^\top$ is an enclosure of $\mathcal{F}_\mu^\top$.

2. $K \hookrightarrow \text{Invset}^+(\mathcal{F}_K^\top)$

3. $\mathcal{F}_K^\top$ is an outer approximation of $f$ if and only if $(K \hookrightarrow \text{ABlock}(f))$.

**Proof.** Properties 1 and 2 follow directly from the construction of $\mathcal{F}_K^\top$ and Theorem 5.3. Further, if $\mathcal{F}_K^\top$ is an outer approximation of $f$ then $\text{Invset}^+(\mathcal{F}_K) \hookrightarrow \text{ABlock}(f)$ and so $K \hookrightarrow \text{Invset}^+(\mathcal{F}_K) \hookrightarrow \text{ABlock}(f)$. Therefore it remains only to show that $K \hookrightarrow \text{ABlock}(f)$ implies that $\mathcal{F}_K^\top$ is an outer approximation for $f$; we prove this by the contrapositive and assume that $\mathcal{F}_K^\top$ is not an outer approximation for $f$. Then there exists $x$ such that $f(x) \notin \text{int}(\mathcal{F}_K^\top(\xi_n))$ where $x \in \xi_n = [x_{n-1}, x_n]$. Consider $\gamma(n) \in K$ and write $\gamma(n) = \bigcup_{m=1}^{M_\gamma(n)} J_m$. Let $m'$ be the integer such that $\xi_n \subset J_{m'}$. By construction $\mathcal{F}_K^\top$ is constant on each $J_m$ and hence $f(x) \notin \text{int}(\mathcal{F}_K^\top(J_m)) = \text{int}(\mathcal{F}_K^\top(\xi_n))$. Again
by construction $F_{K}^\text{top}(J_{m'}) = J_{\tau}^{m'}$, and so $f(x) \notin \text{int}(J_{\tau}^{m'})$; thus $f(J_{m'}) \notin \text{int}(J_{\tau}^{m'})$ and so $f(K) \notin \text{int}(K)$ (here we use the fact that the $J_{m}$ are disjoint intervals, and so $f(K) \subset \text{int}(K)$ only if each of these intervals map into the interior of another one).

We now obtain the main result of this paper as a direct consequence of Theorem 5.3 and Propositions 4.2, 4.3, and 5.4.

**Theorem 5.5.** Let $K \hookrightarrow \text{Invset}^+ (F_{\mu}^\text{top})$ and define $M(K)$ and $\text{Con}_\ast(M(K))$ for each $K \in J(K)$ by Equations (2) and (4) respectively. Then with probability

\[
\prod_{n \in I} \mathbb{P}(S_n(\alpha(n), \beta(n)))
\]

$\mathcal{M}(K) = \{ M(K) \mid K \in J(K) \}$ is a Morse tiling of $X$ for $f$ and $\text{Con}_\ast(M(K))$ is the Conley index of each Morse tile.

### 6 Examples

This section contains three examples that help to explain the results of Section 5. In each example we plot the mean $\mu$ of the Gaussian process $f$ as well as a random sample path from $f$. The sample path plotted does not come into our analysis of the examples in any way and is merely included in order to illustrate the ideas at play.

In this first example we begin with an attractor block identified for the mean $\mu$ that is a single closed interval; a single closed interval is the simplest form of an attractor block possible. We will apply Proposition 5.2 and give the probability that this interval is an attractor block for the Gaussian process of interest.

**Example 6.1.** Consider

\[
\mathcal{T} = \{(x_n, y_n) \mid x_n = n/10\}_{n=0}^{10} = \{(0, .4509), (.1, .4999), (.2, .4613), (.3, .455), (.4, .5185), (.5, .4987), (.6, .5398), (.7, .5147), (.8, .5397), (.9, .5221), (1, .5331)\}.
\]

We will let $f$ be Brownian motion with variance parameter $\sigma^2 = 1$ conditioned to pass through $\mathcal{T}$. The mean function of $f$, $\mu$, is the piecewise linear function indicated in blue, shown in Figure 1. The combinatorial multivalued map $F_{\mu}^\text{top}$ is shown in Figure 1a. $K := X = [0, 1]$ is an element of $\text{Invset}^+(F_{\mu}^\text{top})$ and hence $K \in \text{ABlock}(\mu)$. More directly, we can see that $K$ is an attractor block for $\mu$ precisely because $0 < f(x_n) < 1$ for all $n \in \{0, \cdots, 10\}$, and the piecewise linearity of $\mu$ then implies that $0 < f(x) < 1$ for all $x \in [0, 1]$. 
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In this case, $\alpha_K(n)$ is identically $\alpha := 0$, and $\beta_K(n)$ is identically $\beta := 1$. By Proposition 5.2 the probability that $K \in \text{ABlock}(f)$ is
\[
\prod_{n=1}^{10} 1 - \pi \left( \frac{(\beta - y_n)}{\sigma \sqrt{x_n - x_{n-1}}}, \frac{(\beta - y_{n-1})}{\sigma \sqrt{x_n - x_{n-1}}}, \frac{(y_n - \alpha)}{\sigma \sqrt{x_n - x_{n-1}}}, \frac{(y_{n-1} - \alpha)}{\sigma \sqrt{x_n - x_{n-1}}} \right) \approx 0.8586.
\]

Alternatively, we can view the set $K = \{\emptyset, K = X\}$ as a lattice of attractor blocks for $\mu$ and apply Theorem 5.3 to determine that $\mathbb{P}(K \leftrightarrow \text{ABlock}(f)) = 0.8586$ as well. In this example the Morse tiling of $X$ is trivial and $\mathcal{M}(K) = \{M(K) = X\}$. Also,
\[
\text{Con}_k(M(K)) = \begin{cases} 
\text{id} & \text{if } k = 0 \\
0 & \text{otherwise}
\end{cases}
\]
which implies the existence of a fixed point $[15, 4]$.

In this next example we consider a larger lattice of sets and use Theorem 5.3 in order to identify the probability that this lattice is made up of attractor blocks for $f$. While the probabilistic ideas are not really any different from the preceding example, the indexing required to keep track of this more sophisticated structure is more complicated. We remark that this example demonstrates how the techniques developed in this paper may be used to identify bistability in a system.

**Example 6.2.** We consider the set
\[
\mathcal{T} = \{(x_n, y_n) \mid x_n = n/10\}_{n=0}^{10} = \{(0, .2005), (.1, .225), (.2, .2057), (.3, .2025), (.4, .2343), (.5, .5243), (.6, .8449), (.7, .8324), (.8, .8448), (.9, .8361), (1, .8416)\}
\]
shown in Figure 2, and let \( f \) be Brownian motion with variance parameter \( \sigma^2 = 1/16 \) conditioned to pass through \( T \). We err on the side of verbosity in analyzing this data in order to be totally clear how the indexing works when dealing with a general lattice of attracting blocks.

Using \( \mathcal{F}_{\mu}^{top} \), shown in Figure 2a, we identify five attracting blocks for the posterior mean \( \mu \) which form a lattice \( K \):

\[
K_0 = \emptyset, K_1 = [x_0, x_4], K_2 = [x_6, x_{10}], K_3 = K_1 \cup K_2, K_4 = [x_1, x_{10}]
\]

Note that \( K_0 \subset K_1 \subset K_3 \subset K_4 \) and \( K_0 \subset K_1 \subset K_2 \subset K_4 \), but \( K_1 \) and \( K_2 \) are incomparable.

The indexing sets are

\[
\mathcal{I}(K_1) = \{1, 2, 3, 4\}, \\
\mathcal{I}(K_2) = \{7, 8, 9, 10\}, \\
\mathcal{I}(K_3) = \{1, 2, 3, 4, 7, 8, 9, 10\}, \\
\mathcal{I}(K_4) = \{1, 2, 3, \ldots, 9, 10\}.
\]

For \( q \neq 3 \), each component \( K_q \) consists only of a single connected component and thus the maps \( \alpha_{K_q} : \mathcal{I}(K_q) \to \mathbb{R}, \beta_{K_q} : \mathcal{I}(K_q) \to \mathbb{R} \) are constant maps:

\[
\alpha_{K_1} \equiv x_0, \beta_{K_1} \equiv x_4 \\
\alpha_{K_2} \equiv x_6, \beta_{K_2} \equiv x_{10} \\
\alpha_{K_4} \equiv x_0, \beta_{K_4} \equiv x_{10}
\]

The maps \( \alpha_{K_3} \) and \( \beta_{K_3} \) are slightly more complicated since \( K_3 \) has two connected components, but we do not need to describe them because \( \gamma(n) \neq K_3 \) for any \( n \in \mathcal{I} \). We do need to know \( \gamma(n) \) for each \( n \in \mathcal{I} \):

\[
\gamma(n) = \begin{cases} 
K_1, & n \in \mathcal{I}(K_1) \\
K_2, & n \in \mathcal{I}(K_2) \\
K_4, & \text{otherwise}
\end{cases}
\]
(a) The combinatorial multivalued map $F^\text{top}_\mu$.

(b) $K$ is a lattice of attracting blocks for the sample path shown because the path remains between the indicated (dashed) bounds; these bounds define $F^\text{top}_K$.

Figure 2

With this information we are able to calculate $P(K \hookrightarrow \text{ABlock}(f))$:

$$\prod_{n \in \mathbb{Z}} 1 - \pi \left( \frac{(\beta(n) - y_n)}{\sigma \sqrt{x_n - x_{n-1}}} \right) \frac{(\beta(n) - y_{n-1})}{\sigma \sqrt{x_n - x_{n-1}}} \frac{(y_n - \alpha(n))}{\sigma \sqrt{x_n - x_{n-1}}} \frac{(y_{n-1} - \alpha(n))}{\sigma \sqrt{x_n - x_{n-1}}} \approx 0.9989$$

Having determined the probability that $K$ is a lattice of attractor blocks for $f$ we now provide the associated Morse tiling and Conley indices and discuss what these features indicate about the dynamics of $f$.

The lattice $K$ gives the Morse tiling

$$\mathcal{M}(K) = \{ M(K_1) = K_1, M(K_2) = K_2, M(K_4) = \text{cl}(K_4 \setminus K_3) \mid M(K_4) > M(K_1), M(K_4) > M(K_2) \}.$$ 

The Conley indices of these Morse tiles are

$$\text{Con}_k(M(K_1)) = \text{Con}_k(M(K_2)) = \begin{cases} \text{id} & \text{if } k = 0 \\ 0 & \text{otherwise.} \end{cases} \quad \text{and} \quad \text{Con}_k(M(K_4)) = \begin{cases} \text{id} & \text{if } k = 1 \\ 0 & \text{otherwise.} \end{cases}$$

This Morse tiling indicates that the dynamical system is bistable, with attractors that contain at least one fixed point in $K_1$ and $K_2$. Moreover, there is a non-trivial invariant set in $(x_4, x_6)$ with the Conley index of a repelling fixed point. By Theorem 5.5 all of this information is valid for $f$ with probability 0.9989.

Before beginning this final example we make a more general comment. Given a dynamical system $g : Y \to Y$ and a subset $Y' \subset Y$ such that $g(Y') \subset Y'$, the function $g|_{Y'} : Y' \to Y'$ defines a dynamical system. Such a restricted system is sometimes of interest when one is concerned only with the local dynamics in the region $Y'$. These local dynamics can also be understood using Conley theory and the probabilistic techniques that we develop in this paper. In particular, if
one is interested only in understanding the dynamics of \( f|_{X'} \), where \( X' = \bigcup_{n \in \mathcal{I}'} [x_{n-1}, x_n] \) for \( \mathcal{I}' \subset \{1, \cdots, N\} \), then we can analyze the dynamics of \( X' \) in the same manner as we analyze the dynamics of \( X \). That is, if we let \( X' \) be a simplicial complex with vertices \( X'^{(0)} := \{x_n\}_{n \in \mathcal{I}'} \) and edges \( X'^{(1)} := \{[x_{n-1}, x_n] \}_{n \in \mathcal{I}'} \), for \( \mathcal{F} = \mathcal{F}_\mu \) or \( \mathcal{F}_K \) we define the combinatorial multivalued map \( \mathcal{F}' : X' \Rightarrow X' \) by \( \mathcal{F}'(\xi) := \mathcal{F}(\xi) \cap X' \), then we are able to give a Morse tiling of \( X' \) for \( f|_{X'} \) using the same methodology as we did for \( X \) and \( f \).

In this final example we exploit this perspective. We begin by analyzing the dynamics of a Gaussian process defined on the interval \( X = [0, 1] \). We will see that the lattice of attractor blocks \( K \) identified for the mean \( \mu \) that we define has a fairly low probability of being a lattice of attractor blocks for \( f \). However, we will then note that if we restrict our view to a more local perspective, and instead analyze the same system on the interval \( X' = [0.2, 0.8] \), we have a reasonably high probability that \( f|_{X'} \) contains a periodic orbit. Hopefully this example demonstrates how an individual who is interested only in certain local information—in this case, a periodic orbit—may increase the probability of seeing the dynamics of interest by restricting their view to a smaller region of phase space.

**Example 6.3.** Consider the set

\[
\mathcal{T} = \{(x_n, y_n) \mid x_n = n/10\}_{n=0}^{10} = \{(0, 0.03), (1, 0.07), (2, 0.6853), (3, 0.6999), (4, 0.6884), (5, 0.501), (6, 0.255), (7, 0.3185), (8, 0.2987), (9, 0.95), (10, 0.97)\},
\]

shown in Figure 3. Let \( f \) be Brownian motion on \( X = [0, 1] \) with variance parameter \( \sigma^2 = 1/16 \) conditioned to interpolate \( \mathcal{T} \). The mean function \( \mu \) of \( f \) is the piecewise linear function indicated in blue. The lattice \( K = \{K_0 = \emptyset, K_1 = [0.2, 0.4] \cup [0.6, 0.8], K_2 = [0.2, 0.8], K_3 = X\} \) is a lattice of attractor blocks for \( \mu \); we determine this information because \( K \to \text{Invset}^+(\mathcal{F}_\mu^{\text{top}}) \), where \( \mathcal{F}_\mu^{\text{top}} \) is shown in Figure 3a. We observe that \( K_1 \) contains a periodic orbit for \( \mu \) and \( K_2 \setminus K_1 \) contains a repelling fixed point. Our goal in this example is to show that there is a relatively high probability that \( f \) has a periodic orbit and an isolated invariant with the index of an unstable fixed points in these same regions.

For each of the connected intervals \( K_q \), the maps \( \alpha_{K_q} \) and \( \beta_{K_q} \) are constant maps whose images are, respectively, the left and right endpoints of \( K_q \). However, for \( K_1 \) the situation is somewhat more complicated. Note that \( \mu([0.2, 0.4]) \subset (0.6, 0.8) \) and \( \mu([0.6, 0.8]) \subset (0.2, 0.4) \). Thus

\[
\alpha_{K_1}(n) = \begin{cases} 
0.6, & n = 3, 4 \\
0.2, & n = 7, 8 
\end{cases}
\]

and

\[
\beta_{K_1}(n) = \begin{cases} 
0.8, & n = 3, 4 \\
0.4, & n = 7, 8 
\end{cases}.
\]

Therefore we have that

\[
\alpha(n) = \begin{cases} 
0, & n = 1, 2, 9, 10 \\
0.6, & n = 3, 4 \\
0.2, & n = 5, 6, 7, 8 
\end{cases}
\]

and

\[
\beta(n) = \begin{cases} 
1, & n = 1, 2, 9, 10 \\
0.8, & n = 3, 4, 5, 6 \\
0.4, & n = 7, 8 
\end{cases}.
\]
With these maps defined we are able to use Theorem 5.3 to compute
\[ P(K \hookrightarrow ABlock(f)) \approx 0.1199. \]

This probability is relatively low, but we observe that a sample path is most likely to leave the necessary bounds on \( K_4 \setminus K_2 \); for instance, \( P(S_{10}(\alpha(10), \beta(10)) = 0.3812 \). Because we are not concerned with the behavior of \( f \) in this region we restrict our view to the domain \( X' := K_2 \). For this domain, the lattice \( K' = \{K_0 = \emptyset, K_1, K_2\} \) is a full lattice, bounded from above by the domain itself. Now Theorem 5.3 implies that
\[ P(K' \hookrightarrow ABlock(f|_{X'})) \approx 0.6283. \]

Figure 3: Note that \( K \) is not a lattice of attracting blocks for the sample path shown because the path leaves the required bounds. However, \( K_1 \) and \( K_2 \) are both attractor blocks for the sample path. We conclude that the sample path contains a periodic orbit in \( K_1 \) and an isolated invariant set with the Conley index of an unstable fixed point; the same is true of \( f \) with probability 0.6283.

The Morse tiling associated with \( K' \) is
\[ \mathcal{M}(K') = \{M(K_1) = K_1, M(K_2) = \text{cl}(K_2 \setminus K_1) \mid M(K_2) > M(K_1)\}; \]
by Theorem 5.5 this \( \mathcal{M}(K') \) is a Morse tiling for \( f \) with probability 0.6283. Using \( F_{K'}^{\text{top}} \), we are able to compute the Conley indices
\[ \text{Con}_k(M(K_1)) = \begin{cases} [0 \ 1] & \text{if } k = 0; \\ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} & \text{otherwise.} \end{cases} \]
\[ \text{and Con}_k(M(K_2)) = \begin{cases} -\text{id} & \text{if } k = 1; \\ 0 & \text{otherwise} \end{cases}. \]
These indices imply the existence of a periodic orbit for \( f \) in the interior of \( K_1 \) whenever \( \mathcal{F}_{K'}^{\text{top}} \) is an outer approximation of \( f|_{K_2} \) \(^{[15][4]} \); thus we conclude that \( f \) has a periodic orbit with at least probability 0.6283. Therefore, while we cannot make particularly strong claims about the global dynamics of \( f \) all of \( X \), we are able to identify interesting features of the dynamics on \( X' = [0.2, 0.8] \) with a reasonable probability.

### 7 Future Directions and Comparisons to Other Approaches

We begin this section by comparing our results to those found in \([2]\). The spirit of both papers is the same. In each of them, combinatorial Conley index theory and Gaussian processes are combined in order to identify dynamics with rigorous probabilities. However, there are two key differences between these, reflecting a trade-off between the methods used in each case.

The first difference is that the results of \([2]\) apply to a larger set of Gaussian processes. The dynamics of any Gaussian process with a covariance kernel that is at least four times differentiable may be studied using the results of that paper. This requirement means that the Gaussian process \( f \) that is analyzed in this paper cannot be studied using the methods of \([2]\), but the majority of Gaussian processes used in applications—including any process using the squared exponential covariance kernel—can be analyzed using those methods.

On the other hand, the results of \([2]\) are asymptotic. In that paper, the set of points \( T \) that is used to condition the Gaussian process represents sampled data. The main theorem establishes a procedure that characterizes dynamics where, given a fixed confidence level \( \delta \in (0, 1) \), it is proven that for a large enough sample \( T \) the characterization is accurate with confidence level \( \delta \). However, for any single fixed sample \( T \), the method cannot rigorously identify the confidence that the characterization is accurate. By contrast, this work can identify the probability that the provided characterization of dynamics is accurate for a fixed \( T \) and the Gaussian process \( f \) interpolating \( T \).

Future work should focus on extending the techniques from this paper to higher dimensional data and more general covariance structures. In order to replicate the results of this paper for more general Gaussian process requires obtaining some understanding of the events \( S_n \) in this more general setting. One natural approach to addressing this problem would be to use the maxima and minima of a Gaussian process in order to estimate the probability of \( S_n \). That is, for a general Gaussian process \( G \) with parameter space \( \mathbb{R} \), if we let \( U_n(\beta) = \left\{ \sup_{x \in [x_i, x_j]} G(x) \leq \beta \right\} \) and \( L_n(\beta) = \left\{ \inf_{x \in [x_i, x_j]} G(x) \geq \alpha \right\} \), then \( \mathbb{P}(S_n(\alpha, \beta)) \geq 1 - \mathbb{P}(U_n(\beta)) - \mathbb{P}(L_n(\alpha)) \); therefore if we can know (or bound) these probabilities we should be able to obtain lower bounds on the probability that a lattice of attractor blocks identified for the mean of the Gaussian process is also a lattice of attractor blocks for the true map. One possible route to obtain such bounds would be through Rice’s formula \([1]\).

Extending the results to higher dimensional data sets again requires obtaining (or bounding) probabilities like \( S_n \). As mentioned earlier, a closed set \( K \) is an attractor block for a map \( g \) if \( g(K) \subset \text{int}(K) \); this characterization does not depend on the dimension. We should be able to give a bound on the probability of such events in any finite dimension \( d \) if we can bound the probability that hypercubes map into other hypercubes. That is, we would like to know or estimate

\[
\mathbb{P}(f(\prod_{k=1}^{d} [a_k, b_k]) \subset \prod_{k=1}^{d} [\alpha_k, \beta_k]).
\]

While this cubical approach will not allow us to perfectly represent any attractor block in higher
dimensions (which have no geometric constraints in general) if we can obtain formulas like this then we will likely be able to extend the results of this paper to higher dimensions with a reasonable level of generality.

Finally, we note that one obvious extension of this work is to develop a statistical procedure which allows us to analyze data sets of the same form as \( T = \{(x_n, y_n)\}_{n=0}^N \). While we worked in a purely probabilistic setting here, we remarked in the introduction that such analysis is our ultimate motivation, and thus future work should attempt to make this generalization.
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