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Abstract. Anomalous sound detection (ASD) is the task of identifying whether the sound emitted from an object is normal or anomalous. In some cases, early detection of this anomaly can prevent several problems. This article presents a Systematic Review (SR) about studies related to Anomalous Sound Detection using Machine Learning (ML) techniques. This SR was conducted through a selection of 31 (accepted studies) studies published in journals and conferences between 2010 and 2020. The state of the art was addressed, collecting data sets, methods for extracting features in audio, ML models, and evaluation methods used for ASD. The results showed that the ToyADMOS, MIMII, and Mivia datasets, the Mel-frequency cepstral coefficients (MFCC) method for extracting features, the Autoencoder (AE) and Convolutional Neural Network (CNN) models of ML, the AUC and F1-score evaluation methods were most cited.
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1. Introduction

Anomaly Sound Detection (ASD) has received a lot of attention from the scientific machine learning community in recent years [1]. An anomaly in sound can indicate an error or defect, detecting the anomaly earlier can avoid a series of problems such as industrial equipment predictive maintenance and audio surveillance of roads [2].

Anomaly detection techniques can be categorized as supervised anomaly detection, semi-supervised anomaly detection, and unsupervised anomaly detection. Supervised anomaly detection requires the entire dataset to be labeled "normal" or "abnormal" and this technique is basically a type of binary classification task. Semi-supervised anomaly detection requires only data considered "normal" to be labeled, in this technique, the model will learn what "normal" data are like. Unsupervised anomaly detection involves unlabeled data. In this technique, the model will learn which data is "normal" and "abnormal" [3].

This paper presents a systematic review (SR) aiming to verify the state of the art in audio anomaly detection using machine learning techniques. Additionally, it was an-
analyzed which datasets, methods for extracting features in audio, ML models, and evaluation methods most used in the accepted primary studies. Thus, this survey can enable a general analysis of the scope of the work.

In addition to this introductory section, the paper is organized as follows. The Research Methodology section presents the concept of SR, the defined and used protocol, and the process of conducting the review. The “Results and discussion” section presents and discusses the results.

2. Research Methodology

Unlike traditional literature reviews, the SR is a rigorous and reliable research method that aims to select relevant research, collect and analyze data, and allow evaluation [5]. According to Kitchanhan’s suggestion, this paper was developed considering the 3 phases: planning, execution and analysis of results (Figure[1] [6]. In the planning phase, a protocol is defined specifying research questions, keywords, inclusion and exclusion criteria for primary studies and other topics of interest. In the execution phase, the bibliographic research is conducted following the defined protocol, it is in this phase that the inclusion and exclusion of primary studies is done. And finally, the results analysis phase, the extraction of the data is done and the results are compared.

![Figure 1. RS phases adapted [7].](image)

2.1. Planning

First, a detailed protocol was designed to describe the process and method to be applied in this SR (Table [1]). This protocol contains: objective, main question, keywords and synonyms, study language, sources search methods, study selection criteria, source list, quality form fields and data extraction form fields.

2.2. Selection

The searches were carried out between November and December 2020. Only recent studies (published since 2010) were considered for assessing the state of the art. The primary studies returned from the electronic database were identified through the search string:

("anomalous sound detection" OR "detecting anomalous audio" OR "detection of anomalous sound" OR "anomaly detection") AND ("machine learning" OR "supervised anomaly detection" OR "semi-supervised anomaly detection" OR "unsupervised anomaly detection") AND ("sound" OR "audio")
Table 1. Defined Protocol for this SR.

| **Objective** | This Systematic Literature Review Protocol (SLRP) presents the methodological structure for the implementation of the literature review stage on audio anomaly detection with machine learning techniques. |
|---------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **Main Question** | What machine learning techniques for audio anomaly detection? |
| **Keywords and Synonyms** | Anomalous Sound Detection; Anomaly Detection; Detecting Anomalous Audio; Detection of Anomalous Sounds; Machine Learning; Self-Supervised Anomaly Detection; Semi-Supervised Anomaly Detection; Unsupervised Anomaly Detection; Audio; Sound. |
| **Study Language** | English. |
| **Sources Search Methods** | The sources should be available via the web, preferably in scientific databases in the area (computer science, computing, electronics). In addition to traditional databases, some can be included according to the results found. Primary studies in other media can also be selected, as long as they meet the requirements of the SR.

This process will be carried out by means of searches composed of keywords. Primary studies will be found from searches carried out on search portals for articles, theses, dissertations, and journals.

During the information retrieval procedure, the strings found preferably in Titles, Abstracts, and Keywords of each database will be considered.

After checking the relevance of the work, it will be selected for reading (full text). Primary studies will then be accepted or rejected. There will be (I) Inclusion and (E) Exclusion criteria for each primary study analyzed. |
| **Study Selection Criteria** | **Inclusion**: Anomaly detection in audio; uses machine learning technique; primary study is written in english.

**Exclusion**: Not detect anomaly in audio; not uses a machine learning technique; it is not written in english; full paper not found; not present the abstract; have a publication year outside the specified deadline (i.e., earlier than 2010). |
| **Sources** | In addition to the below sources, a search was made for papers in the research community on Detection and Classification of Acoustic Scenes and Events (DCASE).

ACM: [http://portal.acm.org](http://portal.acm.org)

IEEE: [https://ieeexplore.ieee.org/Xplore/home.jsp](https://ieeexplore.ieee.org/Xplore/home.jsp)

SCOPUS: [http://www.scopus.com](http://www.scopus.com)

DCASE2020: [http://dcase.community/](http://dcase.community/) |
| **Quality Form Fields** | Coherence and cohesion textual; Uses machine learning technique in an objective way; Machine learning techniques are cited; |
| **Extraction Form Fields** | Which Machine learning category? Anomaly detection category? Which dataset used? Which programming language is used? Which libraries or structure used? |
The selection process for primary studies is illustrated in Figure 2. In the first step, 3150 primary studies were identified. In the second step, the titles and abstracts were read and the inclusion and exclusion criteria were applied. In this step, 109 studies were accepted, 3002 studies were rejected and 38 studies were duplicated. In the third step, the introduction and conclusion were read and the inclusion and exclusion criteria were also used. In this step, 34 studies were accepted, 72 studies were rejected and 3 duplicated studies. In the fourth step, 25 studies fully were read and 25 studies were accepted. After completing the selection of studies, it was noted that DCASE was widely cited. With that, a manual search was made and 7 more studies were accepted.

2.3. Analysis of Results

This phase consists of a review and extraction of information. The Table 2 shows the number of primary studies collected in each indexed database. It is important to note that Scopus covers some results from the ACM and IEEE. For each primary study, a summary was written with the main study topics.
Table 2. Number of studies obtained in the indexed databases.

| Source | Nº of Studies | Accepted - Selection Phase | Accepted - Extraction Phase |
|--------|---------------|-----------------------------|----------------------------|
| ACM    | 376           | 10 (2.65%)                  | 2 (20%)                    |
| IEEE   | 1100          | 25 (2.27%)                  | 3 (12%)                    |
| SCOPUS | 1674          | 74 (4.42%)                  | 19 (25.67%)                |
| DCASE  | 49            | 7 (14.28%)                  | 7 (100%)                   |
| Total  | 3199          | 116 (3.62%)                 | 31 (26.72%)                |

In the selection phase, 116 studies were selected for the next phase. After completing the selection phase, 31 studies were selected for the extraction phase. It is important to note that the selection of studies related to DCASE was done manually, that the studies of the selection phase were all accepted for the extraction phase. The main topics of interest: Machine Learning Technique, Anomaly Type, Dataset, Audio Feature Extraction Method, Anomaly Detection Model, and Machine Learning Model Evaluation Method. The main results of SR are described in the results section.

2.4. StArt Tool

The StArt tool (State of the Art through Systematic Review) was used to support the SR process [22]. This tool was created by LaPES-Software Engineering Research Lab (Federal University of S˜ao Carlos) and was developed with the purpose of to automate the phases of SR. The tool offers full support for SR and is divided into: Planning, Execution, and Summary.

3. Results and Discussions

3.1. Journals and Proceedings

All primary studies were retrieved from scientific journals and conference proceedings. The Table 3 lists primary studies published in journals. In general, the journals affiliated to IEEE obtained more studies with 5 (50%) primary studies, two of which have the best impact factor. The Table 4 lists the primary studies published in Proceedings. As shown in the table, the DCASE 2020 contain more studies with 7 (33%) primary studies. It is important to highlight that in the event there was a competition (task 2) that is totally related to the detection of anomalies in audio. Another important observation is that the proceedings affiliated with IEEE, which had 8 primary studies (38%) accepted in this SR.

The studies were published by 133 different researchers. Table 8 (Appendix C) shows a summary of the researchers responsible for two or more studies. In this table we can see that the highlights are laboratories from Japan. Figure 4 (Appendix B) shows the total number (per country) of researchers with published studies. Highlights Japan with 38 (28%) researchers and Italy with 29 (22%) researchers.

Figure 3 shows the evolution of the research areas in relation to the number of published studies. According to this SR, the theme of this study had its first study published only in 2014. In the years 2017 and 2018, there were few published studies. However, in 2019 and 2020 many more studies began to emerge.
### Table 3. Journals that provided the included primary studies.

| Journal                                               | Impact Factor | N° of Studies |
|-------------------------------------------------------|---------------|---------------|
| IEEE Transactions on Intelligent Transportation Systems (ISSN 1558-0016) | 6.319         | 1             |
| IEEE Transactions on Information Forensics and Security (ISSN 1556-6021) | 6.013         | 1             |
| Engineering Applications of Artificial Intelligence (ISSN: 0952-1976) | 4.201         | 2             |
| IEEE Access (ISSN 2169-3536)                          | 3.745         | 1             |
| IEEE/ACM Transactions on Audio, Speech, and Language Processing (ISSN 2329-9304) | 3.398         | 2             |
| Electronics (ISSN 2079-9292)                          | 2.412         | 1             |
| Expert Systems (ISSN 1468-0394)                       | 1.546         | 1             |

### Table 4. Proceedings that provided the included primary studies.

| Proceeding                                                                 | N° of Studies |
|---------------------------------------------------------------------------|---------------|
| Proceedings of the Fifth Workshop on Detection and Classification of Acoustic Scenes and Events (DCASE 2020) | 7             |
| IEEE International Conference on Acoustics, Speech, and Signal Processing (ICASSP) | 4             |
| IEEE Workshop on Evolving and Adaptive Intelligent Systems (EAIS)          | 1             |
| IEEE International Conference on Machine Learning and Applications (ICMLA) | 1             |
| IEEE Workshop on Machine Learning for Signal Processing                   | 1             |
| IEEE International Conference on Advanced Trends in Information Theory (ATIT) | 1             |
| International Conference on Industrial Engineering and Applications (ICIEA) | 1             |
| International Conference on Soft Computing Models in Industrial and Environmental Applications (SOCO) | 1             |
| European Signal Processing Conference (EUSIPCO)                           | 1             |
| International Conference on Intelligent Networking and Collaborative Systems (INCOS) | 1             |
| Proceedings of the International Conference on Pattern Recognition and Artificial Intelligence | 1             |
| International Conference on Soft Computing and Machine Intelligence (ISCMI) | 1             |

#### 3.2. Primary studies accepted in the SR

Tables 5, 6, and 7 shows a synthesis of the 31 primary studies analyzed including: dataset, audio features, ML model and evaluation method for each one. A global analysis is presented in this session taking into account the most relevant topics.

About datasets, 9 studies created and used their own dataset, and 22 studies used
Table 5. Anomaly Detection in audio presented in the included studies of the SR (Automatic Search).

| Study Year | Dataset | Audio Features | ML Model | Evaluation Method |
|------------|---------|----------------|----------|-------------------|
| 2020       | Mivia Dataset [8] | STFT, MFCC, Mel-Scale | DenseNet-121, MobileNetV2, ResNet-50 | RR, MDR, ER, FPR, Accuracy |
| 2020       | ToyADMOS [11], MIMII [12] | Mel-Filterbank | SPIDERnet, AE, Naive MSE, PROTOnet | AUC, ROC, TPR, FPR, F-measure |
| 2020       | Mivia Dataset [8] | Audio Power, Audio harmonicity, Total loudness in Bark scale, Autocorrelation coefficient, ZCR, Log-attack time, Temporal centroid, Audio spectrum roll-off, Audio spectrum spread, Audio spectrum centroid, MFCC, Audio spectral flatness | one-class SVM, and DNN | Accuracy, F1-score, Precision |
| 2020       | Own Dataset | MFCC, and Mel filterbank energies | LSTM | Accuracy, and F1-score |
| 2020       | Own Dataset, Freesound [12] | MFCC, DWT, ZCR, SR, and GFCC | SVM, Random Forest, CNN, KNN Gradient Boosting, | Precision, Recall, F1-score, Accuracy, p-value |
| 2020       | Own Dataset | Mel-spectrogram | Conv-LSTM AE, and CAE | ROC-AUC, F1-score |
| 2020       | Own Dataset | Mel-spectrogram | CAE, and One-Class SVM | ROC-AUC, F1-score |
| 2020       | Mivia Dataset [8] | Gammatonogram images | AReN (CNN) | Accuracy, RR, MDR, ER, FPR |
| 2019       | Own Dataset | Mel-spectrogram | Deep AE | ROC-AUC curve |
| 2019       | Toy Car Running Dataset [13] | Time-series of acoustic | AE | AUC |
| 2019       | UrbanSound8K [14], TUT Dataset [15] | LPC, MFCC, and GFCC | Agglomerative Clustering, BIRCH | Precision, Recall, F1-score, TP, FP, FN |
| 2019       | TUT Dataset [17] | Raw audio | WaveNet, and CAE | ROC-AUC |
### Table 6. Continued. Anomaly Detection in audio presented in the included studies of the SR (Automatic Search).

| Study Year | Dataset | Audio Features | ML Model | Evaluation Method |
|------------|---------|----------------|----------|-------------------|
| 2019       | DCASE2018 Task 1 [12], DCASE2018 Task 2 [20] | FFT, and Log mel spectrogram | CNN      | F1-score, AUC, mAP, AP, ER |
| 2019       | TUT Dataset [15], NAB Data Corpus [21] | Raw data | One-Class SVM, and LSTM-AE | Accuracy |
| 2019       | Own Dataset | Log mel energy | Deep AE | AUC |
| 2019       | Own Dataset, Effects Library [16] | Log mel spectrum, MFCC, General Sound, i-vector | WaveNet, AE, BLSTM-AE, AR-LSTM | F1-score |
| 2019       | DCASE 2016 Dataset [17] | MFCC | AE, VAE, and VAEGAN | AUC, TPR, and pAUC |
| 2018       | General Sound Effects Library [16] | Log mel filterbank | WaveNet, AE, BLSTM-AE, AR-LSTM | F1-score |
| 2018       | A3FALL [18] | Log mel-energies, and DWT | Siamese NN, SVM, One-Class SVM | F1-score, Recall, Precision |
| 2018       | TUT Dataset [15] | MFCC | Elliptic Envelope, and Isolation Forest | F1-score, and ER |
| 2017       | Own Dataset | Mel-spectrogram | LSTM-AE | ROC |
| 2017       | Own Dataset, UrbanSound8K [14] | Mel-spectrogram, Gammatone filterbanks | KNN | ROC, and AUC |
| 2016       | Mivia Dataset [8] | MFCC, ZCR, Energy ratios in Bark sub-bands, Audio spectrum centroid, Audio spectrum roll-off, Audio spectrum spread | SVM | RR, MDR, ER, FPR, ROC, AUC, Sensitivity |
| 2014       | Own Dataset | ZCR, FFT, DWT, MFCC, | One-Class SVM | F1-score, SD, LPC, and LPCC |
public and private datasets. In total, 14 datasets and the main ones were identified, where the 3 most cited datasets were: ToyADMOS \[11\], MIMII \[12\], and Mivia \[8\]. The ToyADMOS dataset is a machine operating sound dataset that has approximately 540 hours of normal sound and approximately 12,000 hours of anomalous sound. ToyADMOS was designed to detect audio anomalies in research involving machine operation \[11\]. The MIMII dataset is a data set for investigation and inspection of defective industrial machines. It contains the sounds generated from four types of industrial machines (valves, pumps, fans and slide rails) \[12\]. Mivia dataset is an audio dataset composed of 6,000 events considered to be vigilance (glass break, shots and screams) \[8\].

In ML, features are the independent variables that serve as input to your ML system or model. The ML model uses features to learn and make predictions. About the audio features method, 34 methods were identified. The main methods of extracting features from the analyzed audio were: Mel-frequency cepstral coefficients (MFCCs), Log-Mel Energy, and Mel-spectrogram.

To answer the main question of this SR, 33 machine learning techniques were identified to detect anomalies in audio. However, two machine learning techniques stand out: the Autoencoder (AE) and the Convolutional Neural Network (CNN). In the most recent studies, the transfer learning method is being used. Transfer Learning is an ML method in which a model developed in one task is reused as a starting point in another task. The developed models identified in this study: DenseNet-121, MobileNetV2, and ResNet-50.

About the evaluation method, 23 (approximately 75%) studies used AUC-ROC and F1-score. AUC-ROC is a performance evaluation that involves classification problems with thresholds. AUC represents a degree of separability and ROC is a probability curve. The higher the AUC, the better the model for predicting a particular class. F1-score measures the accuracy of an ML model. It is widely used in classification, in our example, "normal" and "abnormal".
### Table 7. Anomaly Detection in audio presented in the included studies of the SR (Manual Search).

| Study Year | Dataset | Audio Features | ML Model | Evaluation Method |
|------------|---------|----------------|----------|-------------------|
| 2020       | ToyADMOS [11, 12] | Log-mel energies | ResNet   | AUC               |
| 2020       | ToyADMOS [11, 12] | Gammatone Spectrogram | AE       | ROC, AUC, pAUC    |
| 2020       | ToyADMOS [11, 12] | Spectrogram       | AE       | AUC, pAUC         |
| 2020       | ToyADMOS [11, 12] | Log-mel energies | CNN      | AUC, pAUC         |
| 2020       | ToyADMOS [11, 12] | Log-mel energies | CAE      | ROC, AUC, pAUC    |
| 2020       | ToyADMOS [11, 12] | Log-mel energies | ResNet, MobileNetV2, GroupMADE | AUC, pAUC |
| 2020       | ToyADMOS [11, 12] | Log-mel energies | CNN, PCA, RLDA, PLDA | AUC |

### 4. Conclusions

This paper presents a systematic review on anomaly detection in audio using machine learning techniques. This research had as main objective to obtain the state of the art, enabling an organization of ideas and summarization of information.

In total, 31 studies were selected to study machine learning techniques for anomaly sound detection. After the analysis, 33 machine learning techniques were identified, where AE and CNN were the most cited. We also analyzed the most-used datasets for anomaly detection as their respective methods for extracting features and the evaluation method for machine learning models.

It aims that this study, the result of a secondary study, may allow some direction in the works and research related to the theme. In particular, the author’s interest is related to the use of machine learning techniques for anomaly sound detection in-vehicle.
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