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We give answer to an open problem regarding consistency of the maximum likelihood estimators (MLEs) in generalized linear mixed models (GLMMs) involving crossed random effects. The solution to the open problem introduces an interesting, nonstandard approach to proving consistency of the MLEs in cases of dependent observations. Using the new technique, we extend the results to MLEs under a general GLMM. An example is used to further illustrate the technique.

1. Introduction. Generalized linear mixed models (GLMMs) have become a popular and very useful class of statistical models. See, for example, Jiang (2007), McCulloch, Searle and Neuhaus (2008) for some wide-ranging accounts of GLMMs with theory and applications. In the earlier years after GLMM was introduced, one of the biggest challenges in inference about these models was computation of the maximum likelihood estimators (MLEs). As is well known, the likelihood function under a GLMM typically involves integrals that cannot be computed analytically. The computational difficulty was highlighted by the infamous salamander mating data, first introduced by McCullagh and Nelder [(1989), Section 14.5]. A mixed logistic model, which is a special case of GLMM, was proposed for the salamander data that involved crossed random effects for the female and male animals. However, due to the fact that the random effects are crossed, the likelihood function involves a high-dimensional integral that not only does not have an analytic expression, but is also difficult to evaluate numerically [e.g., Jiang (2007), Section 4.4.3]. For years, the salamander data has been a driving force for the computational developments in GLMM. Virtually every numerical procedure that was proposed used this data as a “gold standard”
to evaluate, or demonstrate, the procedure. See, for example, Karim and Zeger (1992), Breslow and Clayton (1993), Drum and McCullagh (1993), McCulloch (1994), Breslow and Lin (1995), Lin and Breslow (1996), Jiang (1998), Booth and Hobert (1999), Jiang and Zhang (2001), Sutradhar and Rao (2003), and Torabi (2012).

1.1. A theoretical challenge and an open problem. To illustrate the numerical difficulty as well as a theoretical challenge, which is the main objective of the current paper, let us begin with an example.

Example 1. A mixed logistic model was proposed by Breslow and Clayton (1993) for the salamander data, and has since been used [e.g., Breslow and Lin (1995), Lin and Breslow (1996), Jiang (1998)]. Some alternative models, but only in terms of reparametrizations, have been considered [e.g., Booth and Hobert (1999)]. Jiang and Zhang (2001) noted that some of these models have ignored the fact that a group of salamanders were used in both the summer experiment and one of the fall experiments; in other words, there were replicates for some of the pairs of female and male animals. Nevertheless, all of these models are special cases of the following, more general setting. Suppose that, given the random effects $u_i, v_j, (i, j) \in S$, where $S$ is a subset of $I = \{(i, j): 1 \leq i \leq m, 1 \leq j \leq n\}$, binary responses $y_{ijk}, (i, j) \in S, k = 1, \ldots, c_{ij}$ are conditionally independent such that, with $p_{ijk} = P(y_{ijk} = 1|u,v), \logit(p_{ijk}) = x_{ijk}'\beta + u_i + v_j$, where $\logit(p) = \log\{p/(1-p)\}, p \in (0, 1), x_{ijk}$ is an known vector of covariates, $\beta$ is a unknown vector of parameters, and $u, v$ denote all the random effects $u_i$ and $v_j$ that are involved. Here $c_{ij}$ is the number of replicates for the $(i,j)$ cell. Without loss of generality, assume that $S$ is an irreducible subset of $I$ in that $m, n$ are the smallest positive integers such that $S \subset I$. Furthermore, suppose that the random effects $u_i$’s and $v_j$’s are independent with $u_i \sim N(0, \sigma^2)$ and $v_j \sim N(0, \tau^2)$, where $\sigma^2, \tau^2$ are unknown variances. One may think of the random effects $u_i$ and $v_j$ as corresponding to the female and male animals, as in the salamander problem. In fact, for the salamander data, $c_{ij} = 2$ for half of the pairs $(i, j)$, and $c_{ij} = 1$ for the rest of the pairs. It can be shown [e.g., Jiang (2007), page 126; also see Section 4 in the sequel] that the log-likelihood function for estimating $\beta, \sigma^2, \tau^2$ involves an integral of dimension $m + n$, which, in particular, increases with the sample size, and the integral cannot be further simplified.

The fact that the random effects are crossed, as in Example 1, presents not only a computational challenge but also a theoretical one, that is, to prove that the MLE is consistent in such a model. In contrast, the situation is very different if the GLMM has clustered, rather than crossed, random effects. For example, consider the following.
Example 2. Suppose that, given the random effects $u_1, \ldots, u_m$, binary responses $y_{ij}, i = 1, \ldots, m, j = 1, \ldots, n$ are conditionally independent such that, with $p_{ij} = P(y_{ij} = 1 | u)$, we have $\text{logit}(p_{ij}) = x_{ij}'\beta + u_i$, where $x_{ij}$ is a vector of known covariates, $\beta$ a vector of unknown coefficients, and $u = (u_i)_{1 \leq i \leq m}$. Furthermore, suppose that the $u_i$'s are independent with $u_i \sim N(0, \sigma^2)$, where $\sigma^2$ is unknown. It is easy to show that the log-likelihood function for estimating $\beta, \sigma^2$ only involves one-dimensional integrals. Not only that, a major theoretical advantage of this case is that the log-likelihood can be expressed as a sum of independent random variables. In fact, this is a main characteristic of GLMMs with clustered random effects. Therefore, limit theorems for sums of independent random variables [e.g., Jiang (2010), Chapter 6] can be utilized to obtain asymptotic properties of the MLE.

Generally speaking, the classical approach to proving consistency of the MLE [e.g., Lehmann and Casella (1998), Chapter 6; Jiang (2010)] relies on asymptotic theory for sum of random variables, independent or not. However, one cannot express the log-likelihood in Example 1 as a sum of random variables with manageable properties. For this reason, it is very difficult to tackle asymptotic behavior of the MLE in the salamander problem, or any GLMM with crossed random effects, assuming that the numbers of random effects in all of the crossed factors increase. In fact, the problem is difficult to solve even for the simplest case, as stated in the open problem below.

Open problem [e.g., Jiang (2010), page 541]: Suppose that $x_{ijk}'\beta = \mu$, an unknown parameter, $c_{ij} = 1$ for all $i, j, S = I$, and $\sigma^2, \tau^2$ are known, say, $\sigma^2 = \tau^2 = 1$ in Example 1. Thus, $\mu$ is the only unknown parameter. Suppose that $m, n \to \infty$. Is the MLE of $\mu$ consistent?

It was claimed [Jiang (2010), pages 541, 550] that even for this seemingly trivial case, the answer was not known but expected to be anything but trivial.

1.2. Origination of the open problem. The problem regarding consistency of the MLE in GLMMs with crossed random effects began to draw attention in early 1997. It remained unsolved over the past 15 years, and was twice cited as an open problem in the literature, first in Jiang (2007), page 173 and later in Jiang (2010), page 541. The latter also provided the following supporting evidence for a positive answer [Jiang (2010), page 550].

Let $k = m \wedge n$. Consider a subset of the data, $y_{ii}, i = 1, \ldots, k$. Note that the subset is a sequence of i.i.d. random variables. It follows, by the standard arguments, that the MLE of $\mu$ based on the subset, denoted by $\hat{\mu}$, is consistent. Let $\tilde{\mu}$ denote the MLE of $\mu$ based on the full data, $y_{ij}, i = 1, \ldots, m, j = 1, \ldots, n$. The point is that even the MLE based on a subset of the data, $\tilde{\mu}$, is consistent; and if one has more data (information), one is expected to do better. Therefore, $\hat{\mu}$ has to be consistent as well.
1.3. The rest of the paper. In Section 2, we give a positive answer to the open problem as well as the proof. Surprisingly, the proof is fairly short, thanks to a new, nonstandard technique that we introduce, known as the subset argument. Using this argument, we are able to establish both Cramér (1946) and Wald (1949) types of consistency results for the MLE. It is fascinating that a 15-year-old problem can be solved in such a simple way. The new technique may be useful well beyond solving the open problem—for proving consistency of the MLE in cases of dependent observations. We consider some applications of the subset argument in Section 3 regarding consistency of the MLE in a general GLMM. An example is used in Section 4 to further illustrate the new technique. Remark and discussion on a number of theoretical and practical issues are offered in Section 5.

2. Answer to open problem. Throughout this section, we focus on the open problem stated in Section 1. Let \( \mu \) denote the true parameter.

**Theorem 1** (Cramér consistency). There is, with probability tending to one, a root to the likelihood equation, \( \hat{\mu} \), such that \( \hat{\mu} \xrightarrow{P} \mu \).

**Proof.** The idea was actually hinted in Jiang [(2010), page 550] as “evidence” that supports a positive answer (see the last paragraph of Section 1.2 of the current paper). Basically, the idea suggests that, perhaps, one could use the fact that the MLE based on the subset data is consistent to argue that the MLE based on the full data is also consistent. The question is how to execute the idea. Recall that, in the original proof of Wald [(1949); also see Wolfowitz (1949)], the focus was on the likelihood ratio \( \frac{p_{\theta}(y)}{p_{\theta_0}(y)} \), and showing that the ratio converges to zero outside any (small) neighborhood of \( \theta_0 \), the true parameter vector. Can we execute the subset idea in terms of the likelihood ratio? This leads to consideration of the relationship between the likelihood ratio under the full data and that under the subset data. It is in this context that the following **subset inequality** (2) is derived (see Section 5.1 for further discussion), which is the key to the proof.

Let \( y_{[1]} \) denote the (row) vector of \( y_{ii}, i = 1, \ldots, m \wedge n \), and \( y_{[2]} \) the (row) vector of the rest of the \( y_{ij}, i = 1, \ldots, m, j = 1, \ldots, n \). Let \( p_{\mu}(y_{[1]}, y_{[2]}) \) denote the probability mass function (p.m.f.) of \((y_{[1]}, y_{[2]})\), \( p_{\mu}(y_{[1]}) \) the p.m.f. of \( y_{[1]} \),

\[
p_{\mu}(y_{[2]}|y_{[1]}) = \frac{p_{\mu}(y_{[1]}, y_{[2]})}{p_{\mu}(y_{[1]})}
\]

the conditional p.m.f. of \( y_{[2]} \) given \( y_{[1]} \), and \( P_{\mu} \) the probability distribution, respectively, when \( \mu \) is the true parameter. For any \( \varepsilon > 0 \), we have

\[
P_{\mu}\{p_{\mu}(y_{[1]}, y_{[2]}) \leq p_{\mu+\epsilon}(y_{[1]}, y_{[2]}|y_{[1]}) \} = P_{\mu}\left\{ \frac{p_{\mu+\epsilon}(y_{[1]}, y_{[2]})}{p_{\mu}(y_{[1]}, y_{[2]})} \geq 1 \middle| y_{[1]} \right\}
\]
for discussion). With a slightly more restrictive limiting process, as follows.

A stronger result is called Wald-type consistency [Wald (1946)], which states that a root to the likelihood equation is consistent. However, it does not always imply that the MLE, which by definition is the (global) maximizer of the likelihood function, is consistent. A stronger result is called Wald-type consistency [Wald (1949); also see Wolfowitz (1949)], which states that the MLE is consistent. Note that the limiting process in Theorem 1 is \(m, n \rightarrow \infty\), or, equivalently, \(m \wedge n \rightarrow \infty\) (see Section 5.4 for discussion). With a slightly more restrictive limiting process, the Wald-consistency can actually be established, as follows.

Theorem 2 (Wald consistency). If \((m \wedge n)^{-1} \log(m \vee n) \rightarrow 0\) as \(m, n \rightarrow \infty\), then the MLE of \(\mu\) is consistent.

Proof. Define \(p_0(\lambda) = E\{h(\lambda + \xi)\}\), where \(h(x) = e^x/(1 + e^x)\) and \(\xi \sim N(0, 2)\). Write \(p_0 = p_0(\mu)\). For any integer \(k\), divide the interval \([k, k + 1]\) by \(\lambda_{k,j} = k + \delta(mn)^{-1}(m \wedge n)j\), \(j = 1, \ldots, J\), where \(J = [mn/\delta(m \wedge n)]\) and \(0 < \delta < 1 - p_0\). It is easy to show that \(|(\partial / \partial \mu) \log p_\mu(y[1], y[2])| \leq mn\) uniformly for all \(\mu\). Thus, for any \(\lambda \in [k, k + 1]\), there is \(1 \leq j \leq J\), such as follows.
that \( \log p_\lambda(y_1, y_2) - \log p_{\lambda_{k,j}}(y_1, y_2) = \{(\partial/\partial \mu) \log p_\mu(y_1, y_2)\} |_{\mu = \hat{\lambda}} (\lambda - \lambda_{k,j}) \leq \delta (m \land n) \), where \( \hat{\lambda} \) lies between \( \lambda \) and \( \lambda_{k,j} \). It follows that

\[
\sup_{\lambda \in [k,k+1]} \frac{p_\lambda(y_1, y_2)}{p_\mu(y_1, y_2)} \leq e^{\delta (m \land n)} \max_{1 \leq j \leq J} \frac{p_{\lambda_{k,j}}(y_1, y_2)}{p_\mu(y_1, y_2)}.
\]

Therefore, by the subset argument [see (2)], we have

\[
P_\mu \left\{ \sup_{\lambda \in [k,k+1]} \frac{p_\lambda(y_1, y_2)}{p_\mu(y_1, y_2)} > 1 \bigg| y_1 \right\} \leq \sum_{j=1}^{J} P_\mu \left\{ \frac{p_{\lambda_{k,j}}(y_1, y_2)}{p_\mu(y_1, y_2)} > e^{-\delta (m \land n)} \bigg| y_1 \right\} \leq e^{\delta (m \land n)} \sum_{j=1}^{J} \frac{p_{\lambda_{k,j}}(y_1)}{p_\mu(y_1)}.
\]

On the other hand, we have \( 0 \leq 1 - p_0(\lambda) = \mathbb{E}\{1 + \exp(\lambda + \xi)\}^{-1} \leq e^{-\lambda} \mathbb{E} e^{-\xi} = e^{1-\lambda} \); and, similarly, \( 0 \leq p_0(\lambda) \leq e^{1+\lambda} \). Let \( A_\delta = \{ |\Delta| \leq \delta \} \) with \( \Delta = (m \land n)^{-1} \sum_{i=1}^{m \land n} y_{ii} - p_0 \). If \( k \geq 1 \), then, for any \( 1 \leq j \leq J \), write \( p_1 = p_0(\lambda_{k,j}) \). We have, on \( A_\delta \),

\[
\frac{p_{\lambda_{k,j}}(y_1)}{p_\mu(y_1)} = \left\{ \frac{p_1}{p_0} \right\}^{\lambda_0 + \Delta} \left\{ \frac{1-p_1}{1-p_0} \right\}^{1-p_0-\Delta} \leq \left\{ a_\delta^{-1} (1-p_1)^{1-p_0-\delta} \right\}^{m \land n}
\]

\[
\leq \left[ a_\delta^{-1} \exp \{(1-\lambda_{k,j})(1-p_0 - \delta)\} \right]^{m \land n}
\]

\[
\leq \exp \{\{1-p_0 - \delta - \log a_\delta - (1-p_0 - \delta)k\} (m \land n)\},
\]

where \( a_\delta = \inf_{|x| \leq \delta} p_0^{p_0+x}(1-p_0)^{1-p_0-x} > 0 \). It follows, by (3), that

\[
P_\mu \left\{ \sup_{\lambda \in [k,k+1]} \frac{p_\lambda(y_1, y_2)}{p_\mu(y_1, y_2)} > 1 \bigg| y_1 \right\} \leq \frac{m n}{\delta (m \land n)} \exp \{\{1-p_0 - \log a_\delta - (1-p_0 - \delta)k\} (m \land n)\}
\]

on \( A_\delta \), or, equivalently, that

\[
P_\mu \left\{ \sup_{\lambda \in [k,k+1]} \frac{p_\lambda(y_1, y_2)}{p_\mu(y_1, y_2)} > 1, |\Delta| \leq \delta \bigg| y_1 \right\} \leq \frac{m n}{\delta (m \land n)} \exp \{\{1-p_0 - \log a_\delta - (1-p_0 - \delta)k\} (m \land n)\} 1_{A_\delta},
\]
Note that $A_4 \in \mathcal{F}(y_{11})$. By taking expectations on both sides of (4), it follows that the unconditional probability corresponding to the left side is bounded by the right side without $1_{A_4}$, for $k = 1, 2, \ldots$. Therefore, we have

$$P_{\mu} \left\{ \sup_{\lambda \in [k, k+1]} \frac{p_{\lambda}(y_{11}: y_{22})}{p_{\mu}(y_{11}: y_{22})} > 1 \text{ for some } k \geq K, |\Delta| \leq \delta \right\}$$

$$\leq \sum_{k=K}^{\infty} P_{\mu} \left\{ \sup_{\lambda \in [k, k+1]} \frac{p_{\lambda}(y_{11}: y_{22})}{p_{\mu}(y_{11}: y_{22})} > 1, |\Delta| \leq \delta \right\}$$

$$\leq \frac{mn}{\delta(m \wedge n)} \exp\{(1 - p_0 - \log a_\delta)(m \wedge n)\} \sum_{k=K}^{\infty} e^{-(1-p_0-\delta)(m \wedge n)k}$$

$$= \frac{mn}{\delta(m \wedge n)} \exp\{(1 - p_0 - \log a_\delta)(m \wedge n)\} \frac{e^{-(1-p_0-\delta)(m \wedge n)K}}{1-e^{-(1-p_0-\delta)(m \wedge n)}}$$

$$= \left\{1 - e^{-(1-p_0-\delta)(m \wedge n)}\right\}^{-1} \times \exp\{-(m \wedge n)\{(1 - p_0 - \delta)K - 1 + p_0 + \log a_\delta - (m \wedge n)^{-1} \log (m \vee n) + (m \wedge n)^{-1} \log \delta\}\}.$$  

Thus, if we choose $K$ such that $(1-p_0-\delta)K - 1 + p_0 + \log a_\delta \geq 1$, then, for large $m \wedge n$, the probability on the left side of (5) is bounded by $2e^{-(m \wedge n)/2}$. On the other hand, we have $P_{\mu}(A_\delta^c) \to 0$, as $m \wedge n \to \infty$. Thus, we have

$$P_{\mu} \left\{ \frac{p_{\lambda}(y_{11}: y_{22})}{p_{\mu}(y_{11}: y_{22})} > 1 \text{ for some } \lambda \geq K \right\}$$

$$\leq 2e^{-(m \wedge n)/2} + P(A_\delta^c) \to 0$$

as $m \wedge n \to \infty$. Similarly, the left side of (6), with the words “$\lambda \geq K$” replaced by “$\lambda \leq -K$,” goes to zero, as $m \wedge n \to \infty$, if $K$ is chosen sufficiently large.

On the other hand, again by the subset argument, it can be shown (see the supplementary material [Jiang (2013)]) that for any $\varepsilon > 0$ and $K > |\mu| + \varepsilon$, we have

$$P_{\mu} \left\{ \sup_{\lambda \in [-K-\mu-\varepsilon, \mu+\varepsilon, K]} \frac{p_{\lambda}(y_{11}: y_{22})}{p_{\mu}(y_{11}: y_{22})} > 1 \right\} \to 0$$

as $m, n \to \infty$. The consistency of the MLE then follows by combining (7) with the previously proved results. \(\square\)

3. Beyond. We consider a few more applications of the subset argument, introduced in the previous section. All applications are regarding a general GLMM, whose definition is given below for the sake of completeness [see, e.g., Jiang (2007) for further details].
(i) Suppose that, given a vector $u$ of random effects, responses $y_1, \ldots, y_N$ are conditionally independent with conditional density function, with respect to a $\sigma$-finite measure $\nu$, given by the exponential family $f_i(y_i|u) = \exp[a_i^{-1}(\phi)\{y_i\xi_i - b(\xi_i)\} + c_i(y_i, \phi)]$, where $\phi$ is a dispersion parameter (which in some cases is known), and $b(\cdot), c_i(\cdot, \cdot)$ are known, continuously differentiable functions with respect to $\xi_i$ and $\phi$. The natural parameter of the conditional exponential family, $\xi_i$, is therefore associated with the conditional mean, $\mu_i = E(y_i|u)$, according to the properties of the exponential family [e.g., McCullagh and Nelder (1989), Section 2.2.2]. (ii) Furthermore, suppose that $\mu_i$ satisfies $g(\mu_i) = x_i'\beta + z_i'\theta$, where $x_i, z_i$ are known vectors, $\beta$ is a vector of unknown parameters, and $g(\cdot)$ is a link function. (iii) Finally, assume that $u \sim N(0, G)$, where the covariance matrix $G$ may depend on a vector $\varphi$ of dispersion parameters.

It is typically possible to find a subset of the data that are independent, in some way, under a general GLMM. For example, under the so-called ANOVA GLMM [e.g., Lin (1997)], a subset of independent data can always be found. Here an ANOVA GLMM satisfies $g(\mu) = X\beta + \sum_{i=1}^r Z_i u_i$, where $\mu = (\mu_i)_{1 \leq i \leq N}$, $g(\mu) = [g(\mu_i)]_{1 \leq i \leq N}$, $X = (x_{ij})_{1 \leq i \leq N}$, $Z_i = (z_{ij})_{1 \leq i \leq N}, 1 \leq r \leq s$, are known matrices, $u_i, 1 \leq r \leq s$ are vectors of independent random effects, and $u_1, \ldots, u_s$ are independent. Examples 1 and 2 are special cases of the ANOVA GLMM. Note that in both examples the responses are indexed by $(i, j)$, instead of $i$, but this difference is trivial. Nevertheless, the “trick” is to select a subset, or more than one subsets if necessary, with the following desirable properties: (I) the subset(s) can be divided into independent clusters with the number(s) of clusters increasing with the sample size; and (II) the combination of the subset(s) jointly identify all the unknown parameters. More specifically, let $y_i^{(a)}, i = 1, \ldots, N_a$ be the $a$th subset of the data, $1 \leq a \leq b$, where $b$ is a fixed positive integer. Suppose that, for each $a$, there is a partition, $\{1, \ldots, N_a\} = \bigcup_{j=1}^{n_a} S_{a,j}$. Let $y_{a,j} = [y_i^{(a)}]_{i \in S_{a,j}}$, and $p_\theta(y_{a,j})$ be the probability density function (p.d.f.) of $y_{a,j}$, with respect to the measure $\nu$ (or the product measure induced by $\nu$ if $y_{a,j}$ is multivariate), when $\theta$ is the true parameter vector. Let $\Theta$ denote the parameter space, and $\theta_0$ the true parameter vector. Then, (I) and (II) can be formally stated as follows:

(A1) $y_{a,j}, 1 \leq j \leq m_a$ are independent with $m_a \to \infty$ as $N \to \infty, 1 \leq a \leq b$;

(A2) for every $\theta \in \Theta \setminus \{\theta_0\}$, we have

$$\min_{1 \leq a \leq b} \limsup_{N \to \infty} \frac{1}{m_a} \sum_{j=1}^{m_a} \mathbb{E}_{\theta_0} \left[ \log \left\{ \frac{p_\theta(y_{a,j})}{p_{\theta_0}(y_{a,j})} \right\} \right] < 0.$$ 

Note that (A2) controls the average Kullback–Leibler information [Kullback and Leibler (1951)]; thus, the inequality always holds if $< \leq$. 


3.1. Finite parameter space. Let us first consider a simpler case by assuming that $\Theta$ is finite. Although the assumption may seem restrictive, it is not totally unrealistic. For example, any computer system only allows a finite number of digits. This means that the parameter space that is practically stored in a computer system is finite. Using the subset argument, it is fairly straightforward to prove the following (see the supplementary material [Jiang (2013)]).

**Theorem 3.** Under assumptions (A1) and (A2), if, in addition,

(A3) for every $\theta \in \Theta \setminus \{\theta_0\}$, we have

$$\frac{1}{m^a} \sum_{j=1}^{m_a} \text{var}_{\theta_0} \left[ \log \left\{ \frac{p_\theta(y_{a,j})}{p_{\theta_0}(y_{a,j})} \right\} \right] \rightarrow 0, \quad 1 \leq a \leq b,$$

then $P_{\theta_0}(\hat{\theta} = \theta_0) \rightarrow 1$, as $N \rightarrow \infty$, where $\hat{\theta}$ is the MLE of $\theta$.

3.2. Euclidean parameter space. We now consider the case that $\Theta$ is a convex subspace of $R^d$, the $d$-dimensional Euclidean space, in the sense that $\theta_1, \theta_2 \in \Theta$ implies $(1-t)\theta_1 + t\theta_2 \in \Theta$ for every $t \in (0, 1)$. In this case, we need to strengthen assumptions (A2), (A3) to the following:

(B2) $\theta_0 \in \Theta^\circ$, the interior of $\Theta$, and there is $0 < M < \infty$ [same as in (B3) below] such that, for every $\varepsilon > 0$, we have

$$\limsup_{N \rightarrow \infty} \sup_{\theta \in \Theta, |\theta - \theta_0| \leq M} \min_{1 \leq a \leq b} \frac{1}{m^a} \sum_{j=1}^{m_a} \text{E}_{\theta_0} \left[ \log \left\{ \frac{p_\theta(y_{a,j})}{p_{\theta_0}(y_{a,j})} \right\} \right] < 0. \tag{8}$$

(B3) There are positive constant sequences $s_N, s_{a,N}, 1 \leq a \leq b$ such that

$$\sup_{\theta \in \Theta, |\theta - \theta_0| \leq M} \max_{1 \leq c \leq d} \left| \frac{\partial}{\partial \theta_c} \log \{p_\theta(y)\} \right| = O_P(s_N) \tag{9}$$

with $\log(s_N)/\min_{1 \leq a \leq b} m_a \rightarrow 0$, where $p_\theta(y)$ is the p.d.f. of $y = (y_i)_{1 \leq i \leq N}$ given that $\theta = (\theta_c)_{1 \leq c \leq d}$ is the true parameter vector,

$$\sup_{\theta \in \Theta, |\theta - \theta_0| \leq M} \frac{1}{m^a} \sum_{j=1}^{m_a} \max_{1 \leq c \leq d} \left| \frac{\partial}{\partial \theta_c} \log \{p_\theta(y_{a,j})\} \right| = o_P(s_{a,N}) \tag{10}$$

with $\log(s_{a,N})/m_a \rightarrow 0$; and (for the same $s_{a,N}$)

$$\sup_{\theta \in \Theta, |\theta - \theta_0| \leq M} s_{a,N}^{d-1} \sum_{j=1}^{m_a} \text{var}_{\theta_0} \left[ \log \left\{ \frac{p_\theta(y_{a,j})}{p_{\theta_0}(y_{a,j})} \right\} \right] \rightarrow 0, \quad 1 \leq a \leq b. \tag{11}$$
Theorem 4. Under assumptions (A1), (B2) and (B3), there is, with probability → 1, a root to the likelihood equation, \( \hat{\theta} \), such that \( \hat{\theta} \xrightarrow{P} \theta_0 \), as \( N \to \infty \).

Proof. Aside from the use of the subset argument, the lines of the proof are similar to, for example, the standard arguments of Lehmann and Casella [(1998), the beginning part of the proof of Theorem 5.1], although some details are more similar to Wolfowitz (1949). We outline the key steps below and refer the details to the supplementary material [Jiang (2013)]. Once again, the innovative part is the consideration of the conditional probability given the subset data and, most importantly, the subset inequality (15) in the sequel.

For any \( \varepsilon > 0 \), assume, without loss of generality, that \( \{ \theta : |\theta - \theta_0| \leq \varepsilon \} \subset \Theta \) and \( \mathcal{C}_\varepsilon = \{ \theta \in \mathbb{R}^d : |\theta_c - \theta_{0c}| \leq \varepsilon, 1 \leq c \leq d \} \subset \{ \theta \in \Theta : |\theta - \theta_0| \leq M \} \). Essentially, all we need to show is that, as \( N \to \infty \),

\[
P(\varepsilon) \equiv P_{\theta_0} \left\{ p_{\theta_0}(y) \leq \sup_{\theta \in \partial \mathcal{C}_\varepsilon} p_\theta(y) \right\} \to 0,
\]

where \( \partial \mathcal{C}_\varepsilon \) is the boundary of \( \mathcal{C}_\varepsilon \), which consists of \( \theta \in \mathcal{C}_\varepsilon \) such that \( |\theta_c - \theta_{0c}| = \varepsilon \) for some \( 1 \leq c \leq d \). Define

\[
S_{N,a}(\theta) = \frac{1}{m_a} \sum_{j=1}^{m_a} E_{\theta_0} \left[ \log \left\{ \frac{p_\theta(y_{a,j})}{p_{\theta_0}(y_{a,j})} \right\} \right], \quad 1 \leq a \leq b,
\]

and \( I_N(\theta) = \min \{ 1 \leq a \leq b : S_{N,a}(\theta) = \min_{1 \leq a' \leq b} S_{N,a'}(\theta) \} \). Then, \( \partial \mathcal{C}_\varepsilon = \bigcup_{a=1}^{b} \partial \mathcal{C}_\varepsilon \cap \Theta_{N,a} \), where \( \Theta_{N,a} = \{ \theta \in \Theta : I_N(\theta) = a \} \). Then, we have

\[
P(\varepsilon) \leq \sum_{a=1}^{b} P_{\theta_0} \left\{ p_{\theta_0}(y) \leq \sup_{\theta \in \partial \mathcal{C}_\varepsilon \cap \Theta_{N,a}} p_\theta(y) \right\}.
\]

For a fixed \( 1 \leq a \leq b \), let \( \delta \) be a small, positive number to be determined latter, and \( K = [e^{\delta m_a}] + 1 \). For any \( l = (l_1, \ldots, l_d) \), where \( 0 \leq l_c \leq K - 1, 1 \leq c \leq d \), select a point \( \theta_l \) from the subset \( \{ \theta : \theta_{0c} + \varepsilon + 2\varepsilon l_c/K \leq \theta_c \leq \theta_{0c} - \varepsilon + 2\varepsilon l_c + 1)/K, 1 \leq c \leq d \} \cap \partial \mathcal{C}_\varepsilon \cap \Theta_{N,a} \), if the latter is not empty; otherwise, do not select. Let \( D \) denote the collection of all such points. Also let \( B \) denote the left side of (9). It can be shown that

\[
P_{\theta_0} \left\{ p_{\theta_0}(y) \leq \sup_{\theta \in \partial \mathcal{C}_\varepsilon \cap \Theta_{N,a}} p_\theta(y) \right\}
\]

\[
\leq P_{\theta_0} \left\{ \exp \left( \frac{2\varepsilon |B|}{K} \right) > 2 \right\} + P_{\theta_0} \left\{ p_{\theta_0}(y) \leq 2 \max_{\theta \in D} p_\theta(y) \right\}.
\]

We now apply the subset argument. Let \( y_{(1)} \) denote the combined vector of \( y_{a,j}, 1 \leq j \leq m_a \), and \( y_{(2)} \) the vector of the rest of \( y_1, \ldots, y_N \). Then, similar
to the argument of (2), we have, for any \( \theta \in D \),

\[
P_{\theta_0} \{ p_{\theta_0}(y) \leq 2p_\theta(y) \mid y_{[1]} \} \leq 2 \frac{p_\theta(y_{[1]})}{p_{\theta_0}(y_{[1]})}.
\]

Using this result, it can be shown that \( P_{\theta_0} \{ p_{\theta_0}(y) \leq 2 \max_{\theta \in D} p_\theta(y) \mid y_{[1]} \} = o_P(1) \). From here, (12) can be established. \( \square \)

Again, Theorem 4 is a Cramér-consistency result. On the other hand, Wald-consistency can be established under additional assumptions that control the behavior of the likelihood function in a neighborhood of infinity. For example, the following result may be viewed as an extension of Theorem 2. The proof is given in the supplementary material [Jiang (2013)]. Once again, the subset argument plays a critical role in the proof. For simplicity, we focus on the case of discrete responses, which is typical for GLMMs. In addition, we assume the following. For any \( 0 \leq s \leq t \), define \( S_d[v, w) = \{ x \in R^d : v \leq |x| < w \} \) and write, in short, \( S_d(k) = S_d(k, k + 1) \) for \( k = 1, 2, \ldots \)

(C1) There are sequences of constants, \( b_k, c_N \geq 1 \), and random variables, \( \zeta_N \), where \( c_N, \zeta_N \) do not depend on \( k \), such that \( \zeta_N = O_P(1) \) and

\[
\sup_{\theta \in \Theta \cap S_d[k-1,k+2]} \max_{1 \leq i \leq d} \left| \frac{\partial}{\partial \theta_i} \log \{ p_\theta(y) \} \right| \leq b_k c_N \zeta_N, \quad k = 1, 2, \ldots
\]

(C2) There is a subset of independent data vectors, \( y_{(j)}, 1 \leq j \leq m_N \) [not necessarily among those in (A1)] so that: (i) \( E_{\theta_0} \{ \log \{ p_{j, \theta_0}(y_{(j)}) \} \} \) is bounded, \( p_{j, \theta}(\cdot) \) being the p.m.f. of \( y_{(j)} \) under \( \theta \); (ii) there is a sequence of positive constants, \( \gamma_k \), with \( \lim_{k \to \infty} \gamma_k = \infty \), and a subset \( T_N \) of possible values of \( y_{(j)} \), such that for every \( k \geq 1 \) and \( \theta \in \Theta \cap S_d(k) \), there is \( t \in T_N \) satisfying \( \max_{1 \leq j \leq m_N} \log \{ p_{j, \theta}(t) \} \leq -\gamma_k \); (iii) \( \inf_{t \in T_N} m_N^{-1} \sum_{j=1}^{m_N} p_{j, \theta_0}(t) \geq \rho \) for some constant \( \rho > 0 \); and (iv) \( |T_N|/m_N = o(1) \), and \( c_N \sum_{k=K}^{\infty} k^d \delta_k e^{-\beta m_N \gamma_k} = o(1) \) for some \( K \geq 1 \) and \( \delta < \rho \), where \( d_1 = d_1(d > 1) \).

It is easy to verify that the new assumptions (C1), (C2) are satisfied in the case of Theorem 2 for the open problem (see the supplementary material [Jiang (2013)]). Another example is considered in the next section.

**Theorem 5.** Suppose that (A1) holds; (B2), (B3) hold for any fixed \( M > 0 \) (instead of some \( M > 0 \)), and with the \( s_{a,N}^{-1} \) in (11) replaced by \( s_{a,N}^{d-1} \). In addition, suppose that (C1), (C2) hold. Then, the MLE of \( \theta_0 \) is consistent.

**4. Example.** Let us consider a special case of Example 1 with \( x_{ijk}^2 = \mu \), but \( \sigma^2 \) and \( \tau^2 \) unknown. We change the notation slightly, namely, \( y_{ijk} \) instead of \( y_{ijk} \). Suppose that \( S = S_1 \cup S_2 \) such that \( c_{ij} = r_i, (i, j) \in S_r, r = 1, 2 \).
(as in the case of the salamander data). We use two subsets to jointly identify all the unknown parameters. The first subset is similar to that used in the proofs of Theorems 1 and 2, namely, \( y_{i,i} = (y_{i,i,k})_{k=1,2}, (i,i) \in S_2 \). Let \( m_1 \) be the total number of such \((i,i)\)'s, and assume that \( m_1 \to \infty \), as \( m,n \to \infty \). Then, the subset satisfies (A1). Let \( \theta = (\mu, \sigma^2, \tau^2)' \). It can be shown that the sequence \( y_{i,i}, (i,i) \in S_2 \) is a sequence of i.i.d. random vectors with the probability distribution, under \( \theta \), given by

\[
E_{\theta_0}\left[ \log \left( \frac{p_\theta(y_{i,i})}{p_{\theta_0}(y_{i,i})} \right) \right] < 0
\]

unless \( p_\theta(y_{i,i})/p_{\theta_0}(y_{i,i}) \) is a.s. \( P_{\theta_0} \), a constant, which must be one because both \( p_\theta \) and \( p_{\theta_0} \) are probability distributions. It is easy to show that the probability distribution of (16) is completely determined by the function \( M(\vartheta) = [M_r(\vartheta)]_{r=1,2} \), where \( M_r(\vartheta) = E\{h''_r(\zeta)\} \) with \( \vartheta = (\mu, \psi)' \), \( h_0(\zeta) = \exp(\mu + \psi \zeta)/(1 + \exp(\mu + \psi \zeta)) \), and \( \zeta \sim N(0,1) \). In other words, \( p_\theta(y_{i,i}) = p_{\theta_0}(y_{i,i}) \) for all values of \( y_{i,i} \) if and only if \( M(\vartheta) = M(\vartheta_0) \). Jiang (1998) showed that the function \( M(\cdot) \) is injective [also see Jiang (2007), page 221]. Thus, (17) holds unless \( \mu = \mu_0 \) and \( \psi^2 = \psi^2_0 \).

It remains to deal with a \( \theta \) that satisfies \( \mu = \mu_0, \psi^2 = \psi^2_0 \), but \( \theta \neq \theta_0 \). For such a \( \theta \), we use the second subset, defined as \( y_i = (y_{i,2i-1,1}, y_{i,2i,1})' \) such that \((i,2i-1) \in S \) and \((i,2i) \in S \). Let \( m_2 \) be the total number of all such \( i \)'s, and assume that \( m_2 \to \infty \) as \( m,n \to \infty \). It is easy to see that (A1) is, again, satisfied for the new subset. Note that any \( \theta \) satisfying \( \mu = \mu_0 \) and \( \psi^2 = \psi^2_0 \) is completely determined by the parameter \( \gamma = \sigma^2/\psi^2 \). Furthermore, the new subset is a sequence of i.i.d. random vectors with the probability distribution, under such a \( \theta \), given by

\[
p_\gamma(y_i) = E\left[ \frac{\exp(y_{i,2i-1,1}(\mu_0 + X))}{1 + \exp(\mu_0 + X)} \cdot \frac{\exp(y_{i,2i,1}(\mu_0 + Y))}{1 + \exp(\mu_0 + Y)} \right],
\]

where \( (X,Y) \) has the bivariate normal distribution with \( \text{var}(X) = \text{var}(Y) = \psi^2_0 \) and \( \text{cor}(X,Y) = \gamma \). Similar to (17), we have

\[
E_{\gamma_0}\left[ \log \left( \frac{p_\gamma(y_i)}{p_{\gamma_0}(y_i)} \right) \right] < 0
\]

unless \( p_\gamma(y_i) = p_{\gamma_0}(y_i) \) for all values of \( y_i \). Consider (18) with \( y_i = (1,1) \) and let \( P_\gamma \) denote the probability distribution of \( (X,Y) \) with the correlation coefficient \( \gamma \). By Fubini’s theorem, it can be shown that

\[
p_\gamma(1,1) = \int_0^\infty \int_0^\infty P_\gamma\{X \geq \logit(s) - \mu_0, Y \geq \logit(t) - \mu_0\} \, ds \, dt.
\]
Hereafter, we refer the detailed derivations to the supplementary material [Jiang (2013)]. By Slepian’s inequality [e.g., Jiang (2010), pages 157–158], the integrand on the right side of (20) is strictly increasing with \( \gamma \), hence so is the integral. Thus, if \( \gamma \neq \gamma_0 \), at least we have \( p_\gamma(1,1) \neq p_{\gamma_0}(1,1) \), hence (19) holds.

In summary, for any \( \theta \in \Theta, \theta \neq \theta_0 \), we must have either (17) or (19) hold. Therefore, by continuity, assumption (B2) holds, provided that true variances, \( \sigma_0^2, \tau_0^2 \) are positive. Note that, in the current case, the expectations involved in (B2) do not depend on either \( j \) or \( N \), the total sample size.

To verify (B3), it can be shown that \(|(\partial/\partial \mu) \log \{ p_\theta(y) \}| \leq N \). Furthermore, we have \(|(\partial/\partial \sigma^2) \log \{ p_\theta(y) \}| \vee |(\partial/\partial \tau^2) \log \{ p_\theta(y) \}| \leq (A + C + 1)N \) in a neighborhood of \( \theta_0, N(\theta_0) \). Therefore, (9) holds with \( s_N = N \).

As for (10), it is easy to show that the partial derivatives involved are uniformly bounded for \( \theta \in N(\theta_0) \). Thus, (10) holds for any \( s_{a,N} \) such that \( s_{a,N} \to \infty, a = 1, 2 \). Furthermore, the left side of (11) is bounded by \( c_a s_{a,N}^2 / m_a \) for some constant \( c_a > 0, a = 1, 2 \) (note that \( d = 3 \) in this case). Thus, for example, we may choose \( s_{a,N} = \sqrt{m_a / \{1 + \log(m_a)\}} \), \( a = 1, 2 \), to ensure that \( \log(s_{a,N})/m_a \to 0 \), \( a = 1, 2 \), and (11) holds.

In conclusion, all the assumptions of Theorem 4 hold provided that \( \sigma_0^2 > 0, \tau_0^2 > 0, \) and \((m_1 \wedge m_2)^{-1} \log(N) \to 0 \).

Similarly, the conditions of Theorem 5 can be verified. Essentially, what is new is to check assumptions (C1) and (C2). See the supplementary material [Jiang (2013)].

5. Discussion.

5.1. Remark on subset argument. In proving a number of results, we have demonstrated the usefulness of the subset argument. In principle, the method allows one to argue consistency of the MLE in any situation of dependent data, not necessarily under a GLMM, provided that one can identify some suitable subset(s) of the data whose asymptotic properties are easier to handle, such as collections of independent random vectors. The connection between the full data and subset data is made by the subset inequality, which, in a more general form, is a consequence of the martingale property of the likelihood-ratio [e.g., Jiang (2010), pages 244–246]: suppose that \( Y_1 \) is a subvector of a random vector \( Y \). Let \( p_\theta(\cdot) \) and \( p_{1,\theta}(\cdot) \) denote the p.d.f.’s of \( Y \) and \( Y_1 \), respectively, with respect to a \( \sigma \)-finite measure \( \nu \), under the parameter vector \( \theta \). For simplicity, suppose that \( p_{\theta_0}, p_{1,\theta_0} \) are positive a.e. \( \nu \), and \( \lambda(\cdot) \) is a positive, measurable function. Then, for any \( \theta \), we have

\[
P_{\theta_0} \{ p_{\theta_0}(Y) \leq \lambda(Y_1) p_{\theta}(Y)|Y_1 \} \leq \lambda(Y_1) \frac{p_{1,\theta}(Y_1)}{p_{1,\theta_0}(Y_1)} \quad \text{a.e. } \nu,
\]

where \( P_{\theta_0} \) denotes the probability distribution corresponding to \( p_{\theta_0} \).
5.2. Quantifying the information loss. On the other hand, the subset argument merely provides a method of proof for the consistency of the full-data MLE—it by no means suggests the subset-data MLE as a replacement for the full-data MLE. In fact, there is an information loss if such a replacement takes place. To quantify the information loss, assume the regularity conditions for exchanging the order of differentiation and integration. Then, the Fisher information matrix based on the full data can be expressed as

\[
I_f(\theta) = -E_\theta \left\{ \frac{\partial^2}{\partial \theta \partial \theta'} \log p_\theta(y) \right\} \\
= E_\theta \left[ \left\{ \frac{\partial}{\partial \theta} \log p_\theta(y) \right\} \left\{ \frac{\partial}{\partial \theta'} \log p_\theta(y) \right\} \right] - E_\theta \left\{ \frac{1}{p_\theta(y)} \frac{\partial^2}{\partial \theta \partial \theta'} p_\theta(y) \right\} \\
= I_{f,1}(\theta) - I_{f,2}(\theta).
\]

Similarly, the information matrix based on the subset data can be expressed as \(I_s(\theta) = I_{s,1}(\theta) - I_{s,2}(\theta)\), where \(I_{s,j}(\theta)\) is \(I_{f,j}(\theta)\) with \(y\) replaced by \(y_{[1]}\), \(j = 1, 2\) \([p_\theta(y_{[1]})]\) denotes the p.d.f. (or p.m.f.) of \(y_{[1]}\). By conditioning on \(y_{[1]}\), it can be shown that \(I_{f,2}(\theta) = I_{s,2}(\theta)\), while \(I_{f,1}(\theta) \geq I_{s,1}(\theta)\). It follows that

\[
I_f(\theta) \geq I_s(\theta)
\]

for all \(\theta\). Here the inequality means that the difference between the left side and right side is a nonnegative definite matrix. (21) suggests that the information contained in the full data is no less than that contained in the subset data, which, of course, is what one would expect. Furthermore, the information loss is given by

\[
I_f(\theta) - I_s(\theta) = E_\theta \left[ \text{Var}_\theta \left\{ \frac{\partial}{\partial \theta} \log p_\theta(y) \mid y_{[1]} \right\} \right],
\]

where \(\text{Var}_\theta(\cdot|y_{[1]})\) denotes the conditional covariance matrix given \(y_{[1]}\) under \(\theta\). The derivations of (21) and (22) are deferred to the supplementary material [Jiang (2013)]. It is seen from (22) that the information loss is determined by how much (additional) variation there is in the score function, \((\partial / \partial \theta) \log p_\theta(y)\), given the subset data \(y_{[1]}\). In particular, if \(y_{[1]} = y\), then the score function is a constant vector given \(y_{[1]}\) (and \(\theta\)); hence \(\text{Var}_\theta((\partial / \partial \theta) \log p_\theta(y) | y_{[1]}) = 0\), thus, there is no information loss. In general, of course, the subset data \(y_{[1]}\) is not chosen as \(y\); therefore, there will be some loss of information.

Nevertheless, the information contained in the subset data is usually sufficient for identifying at least some of the parameters. Note that consistency is a relatively weak asymptotic property in the sense that various estimators, including those based on the subset data and, for example, the method of
moments estimator of Jiang (1998), are consistent, even though they may not be asymptotically efficient. Essentially, for the consistency property to hold, one needs that, in spite of the potential information loss, the remaining information that the estimator is able to utilize grows with the sample size. For example, in the open problem (Sections 1 and 2), the information contained in \( y_{i,i} \) grows at the rate of \( m \wedge n \), which is sufficient for identifying \( \mu \); in the example of Section 4, the information contained in \( y_{i,i} \) grows in the order of \( m_1 \), which is sufficient for identifying \( \mu \) and \( \psi^2 = \sigma^2 + \tau^2 \), while the information contained in \( y_{i,i} \) grows at the rate of \( m_2 \), which is sufficient for identifying \( \gamma = \sigma^2 / \psi^2 \). The identification of the “right” subset in a given problem is usually suggested by the nature of the parametrization. As mentioned (see the third paragraph of Section 3), a subset \( y_{[1]} \) of independent data can always be found under the ANOVA GLMM (e.g., starting with the first observation, \( y_1 \), one finds the next observation such that it involves different random effects from those related to \( y_1 \), and so on). If the \( y_{[1]} \) is such that \( \lim_{N \to \infty} \lambda_{\text{min}} \{ I_s(\theta) \} = \infty \), where \( I_s(\theta) \) is as in (21) and \( \lambda_{\text{min}} \) denotes the smallest eigenvalue, the subset \( y_{[1]} \) is sufficient for identifying all the components of \( \theta \); otherwise, more than one subsets are needed in order to identify all the parameters, as is shown in Section 4.

5.3. Note on computation of MLE. The subset argument offers a powerful tool for establishing consistency of the MLE in GLMM with crossed random effects. Note that the idea has not followed the traditional path of attempting to develop a (computational) procedure to approximate the MLE. In fact, this might explain why the computational advances over the past two decades [see, e.g., Jiang (2007), Section 4.1 for an overview] had not led to a major theoretical breakthrough for the MLE in GLMM in terms of asymptotic properties. Note that the MLE based on the subset data is a consistent estimator of the true parameter, and in that sense it is an approximation to the MLE based on the full data (two consistent estimators of the same parameter approximate each other). However, there is an information loss, as discussed in the previous subsection [see (22)], so one definitely wants to do better computationally.

One computational method that has been developed for computing the MLE in GLMMs, including those with crossed random effects, is Monte Carlo EM algorithm [e.g., McCullogh (1994, 1997), Booth and Hobert (1999)]. Here, however, we would like to discuss another, more recent, computational advance, known as data cloning [DC; Lele, Dennis and Lutscher (2007), Lele, Nadeem and Schmuland (2010)]. The DC uses the Bayesian computational approach for frequentist purposes. Let \( \pi \) denote the prior density function of \( \theta \). Then, one has the posterior,

\[
\pi(\theta | y) = \frac{p_\theta(y) \pi(\theta)}{p(y)},
\]

(23)
where $p(y)$ is the integral of the numerator with respect to $\theta$, which does not depend on $\theta$. There are computational tools using the Markov chain Monte Carlo for posterior simulation that generate random variables from the posterior without having to compute the numerator or denominator of (23) [e.g., Gilks, Richardson and Spiegelhalter (1996); Spiegelhalter et al. (2004)]. Thus, we can assume that one can generate random variables from the posterior. If the observations $y$ were repeated independently from $K$ different individuals such that all of these individuals result in exactly the same data, $y$, denoted by $y^{(K)} = (y, \ldots, y)$, then the posterior based on $y^{(K)}$ is given by

$$
\pi_K\{\theta|y^{(K)}\} = \frac{\{p_\theta(y)\}^K \pi(\theta)}{\int \{p_\theta(y)\}^K \pi(\theta) d\theta}.
$$

(24)

Lele, Dennis and Lutscher (2007), Lele, Nadeem and Schmuland (2010) showed that, as $K$ increases, the right side of (24) converges to a multivariate normal distribution whose mean vector is equal to the MLE, $\hat{\theta}$, and whose covariance matrix is approximately equal to $K^{-1}I^{-1}_f(\hat{\theta})$. Therefore, for large $K$, one can approximate the MLE by the sample mean vector of, say, $\theta^{(1)}, \ldots, \theta^{(B)}$ generated from the posterior distribution (24). Denoted the sample mean by $\bar{\theta}^{(\cdot)}$, and call it the DC MLE. Furthermore, $I^{-1}_f(\hat{\theta})$ [see (21), (22)] can be approximated by $K$ times the sample covariance matrix of $\theta^{(1)}, \ldots, \theta^{(B)}$. Torabi (2012) successfully applied the DC method to obtain the MLE for the salamander-mating data.

Note that the DC MLE is an approximate, rather than exact, MLE, in the sense that, as $K \to \infty$, the difference between $\bar{\theta}^{(\cdot)}$ and the exact MLE vanishes. Because we have established consistency of the exact MLE, it follows that the DC MLE is a consistent estimator as long as the number $K$ increase with the sample size. More precisely, it is shown in the supplementary material [Jiang (2013)] that, for every $\varepsilon, \delta > 0$, there is $N_{\varepsilon, \delta}$ such that for every $n \geq N_{\varepsilon, \delta}$ and $B \geq 1$, there is $K(n, B)$ such that $P\{|\bar{\theta}^{(\cdot)} - \theta_0| \geq \varepsilon\} < \delta$, if $K \geq K(n, B)$, where $\theta_0$ is the true parameter vector. Note that, as far as consistency is concerned, one does not need that $B$ goes to infinity. This makes sense because, as $K \to \infty$, the posterior (24) is becoming degenerate [the asymptotic covariance matrix is $K^{-1}I^{-1}_f(\hat{\theta})$]; thus, one does not need a large $B$ to “average out” the variation in $\bar{\theta}^{(\cdot)}$. Thus, from an asymptotic point of view, the result of the current paper provides a justification for the DC method.

More importantly, because $B, K$ are up to one’s choice, one can make sure that they are large enough so that there is virtually no information loss, as was concerned earlier. In this regard, a reasonably large $B$ would reduce the sampling variation and therefore improve the DC approximation, and make the computation more efficient. See Lele, Nadeem and Schmuland (2010) for discussion on how to choose $B$ and $K$ from practical points of view.
As for the prior $\pi$, Lele, Nadeem and Schmuland (2010) only suggests that it be chosen according to computational convenience and be proper (to avoid improper posterior). Following the subset idea, an obvious choice for the prior would be the multivariate normal distribution with mean vector $\hat{\theta}_s$, the subset-data MLE, and covariance matrix $I_s^{-1}(\theta_s)$ [defined above (21)]. Note that $I_s(\theta)$ is much easier to evaluate than $I_f(\theta)$. This would make the procedure more similar to the empirical Bayes than the hierarchical one. Nevertheless, the DC only uses the Bayesian computational tool, as mentioned.

5.4. Regarding the limiting process. In some applications of GLMM, the estimation of the random effects are of interest. There have also been developments in semiparametric GLM and nonparametric ANOVA. In those cases, the random effects are treated the same way as the fixed effects. As a result, the proof of the consistency results in those cases usually impose constraints on the ratio of the number of effects and number of observations falling in each cluster [e.g., Chen (1995), Jiang (1999), Wu and Liang (2004), and Wang, Tsai and Qu (2012)]. A major difference exists, however, between the case of clustered data (e.g., Example 2) and that with crossed random effects (e.g., Example 1) in that, in the latter case, the data cannot be divided into independent groups (with the number of groups increasing with the sample size). Furthermore, the necessary constraints are very different depending on the interest of estimation. Consider, for example, a very simple case of linear mixed model, $y_{ij} = \mu + u_i + v_j + e_{ij}$, $i = 1, \ldots, m, j = 1, \ldots, n$, where the $u_i$'s and $v_j$'s are random effects, and $e_{ij}$'s are errors. Assume, for simplicity, that all the random effects and errors are i.i.d. $N(0, 1)$, so that $\mu$ is the only unknown parameter. Suppose that $n \to \infty$, while $m$ is fixed, say, $m = 1$. In this case, $\hat{y}_i = n^{-1} \sum_{j=1}^{n} y_{ij} = \mu + u_1 + \bar{v} + \bar{e}_1$. is a consistent estimator of the cluster mean, $\mu_1 = \mu + u_1$. On the other hand, the MLE of $\mu$, which is also $\hat{y}_1$, is inconsistent (because it converges in probability to $\mu + u_1$, which is not equal to $\mu$ with probability one). Note that here the ratio of the number of effects and number of observations in the cluster is $2/n$. Apparently, this is sufficient for consistently estimating the mixed effect $\mu + u_1$, but not the fixed effect $\mu$. One might suspect that the case $m = 1$ is somewhat extreme, as $\mu$ and $u_1$ are “inseparable”; but it does not matter. In fact, for any $m \geq 1$, as long as it is fixed, the MLE of $\mu$ is $\bar{y} = (mn)^{-1} \sum_{i=1}^{m} \sum_{j=1}^{n} y_{ij} = \mu + \bar{u} + \bar{v} + \bar{e}_\cdot$, which converges in probability to $\mu + \bar{u}$. as $n \to \infty$, and $\mu + \bar{u} \neq \mu$ with probability one. Thus, the only way that the MLE of $\mu$ can be consistent is to have both $m$ and $n$ go to $\infty$.

The example also helps to explain why it is necessary to consider the limiting process $m \land n \to \infty$, instead of something else, in the open problem. The result of Theorem 1 shows that $m \land n \to \infty$ is also sufficient for the consistency of the MLE. In fact, from the proof of Theorem 1 it follows that, for large $m, n$, we have with probability tending to one that the conditional
probability that \( p_\mu(y) \leq p_{\mu+\varepsilon}(y) \) given \( y_{[1]} \) is bounded by \( \gamma^{m\wedge n} \) for some constant \( 0 < \gamma < 1 \). The corresponding upper bound under Theorem 3 is \( e^{-\lambda m_a} \) for some constant \( \lambda > 0 \), where \( m_a \) is the number of independent vectors in the subset \( y_{[1]} \), and a similar result holds under Theorem 4 with the upper bound being \( \exp[-\lambda m_a(1+o(1))] \). The assumption of Theorem 3, namely, (A1), makes sure that \( m_a = \min_{1 \leq a \leq b} m_a \to \infty \) as the sample size increases; the assumptions of Theorem 4, namely, (A1) and (B3), make sure that, in addition, the \( o(1) \) in the above vanishes as \( m_a \to \infty \).

Although estimation of the random effects is not an objective of this paper, in some cases this is of interest. For example, one may consider estimating the conditional mean of \( y_{ij} \) given \( u_i \) in the open problem (which may correspond to the conditional probability of successful mating with the \( i \)th female in the salamander problem). As mentioned, the data are not clustered in this case; in other words, all the data are in the same cluster, so the ratio of the number of effects over the number of observations is \( (1+m+n)/mn = m^{-1} + n^{-1} + (mn)^{-1} \), which goes to zero as \( m \wedge n \to \infty \). It is easy to show that \( \bar{y}_i = n^{-1} \sum_{j=1}^n y_{ij} \) is a consistent estimator of \( \mathbb{E}_{\mu}(y_{ij}|u_i) = \mathbb{E}\{h(\mu+u_i+\eta)\} \), where \( h(x) = e^x/(1+e^x) \) and the (unconditional) expectation is with respect to \( \eta \sim N(0,1) \), \( 1 \leq i \leq m \). Similarly, \( \bar{y}_j = m^{-1} \sum_{i=1}^m y_{ij} \) is a consistent estimator of \( \mathbb{E}_{\mu}(y_{ij}|v_j) = \mathbb{E}\{h(\mu+\xi+v_j)\} \), where the (unconditional) expectation is with respect to \( \xi \sim N(0,1) \), \( 1 \leq j \leq n \).
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