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Abstract

Healthcare professionals have long envisioned using the enormous processing powers of computers to discover new facts and medical knowledge locked inside electronic health records. These vast medical archives contain time-resolved information about medical visits, tests and procedures, as well as outcomes, which together form individual patient journeys. By assessing the similarities among these journeys, it is possible to uncover clusters of common disease trajectories with shared health outcomes. The assignment of patient journeys to specific clusters may in turn serve as the basis for personalized outcome prediction and treatment selection. This procedure is a non-trivial computational problem, as it requires the comparison of patient data with multi-dimensional and multi-modal features that are captured at different times and resolutions. In this review, we provide a comprehensive overview of the tools and methods that are used in patient similarity analysis with longitudinal data and discuss its potential for improving clinical decision making.
1 Introduction

Driven by the expansion of health services and the broad introduction of the Electronic Health Records (EHRs) in the last decades, there has been a massive increase in the amount of available digital medical data. The volume of data was estimated to be 153 Exabytes ($10^{18}$ bytes) in 2013 and projected to reach 2,314 Exabytes in 2020\(^1\), or in other words, roughly 300 Gigabytes per person on average. These data, which are currently underutilized, are a promising and abundant resource for uncovering new medical knowledge that could potentially improve patient health outcomes.

For the last three decades, medical professionals have turned to randomized controlled trials (RCTs) as the most reliable source of clinical evidence. While RCTs remain the cornerstone of medical decision making, there is increasing consensus that the vast EHR data repositories and the medical knowledge generated from them should also be regarded as a complementary source of clinical evidence\(^2,3\). These efforts are part of what is now called the learning health care system\(^4\), which searches for clinical evidence in real world data by identifying novel correlations or adjusting known ones. Newly discovered clinical signals from data-driven analysis can then be validated using RCT standards.

While RCTs usually look at 2 or 3 timepoints, the increased availability of longitudinal health data is making it possible to learn from a complete patient journey (i.e. a chronological record of medical visits, symptoms, tests, procedures and outcomes). Using these data, patient similarity analysis aims to classify patients into medically relevant clusters in order to gain insight into underlying disease mechanisms and facilitate precision medicine. Specifically, this clustering of patient journeys can identify common (as well as previously unrecognized) disease trajectories that lead to a specific outcome. Moreover, in precision medicine, patient similarity analysis can be used to improve patient outcome prediction. This is based on the idea that outcome prediction models trained on data from patients similar to the index patient are more accurate than those trained on all available data. Both of these applications of patient similarity analysis are likely to contribute to clinical decision making in the future.

Medical data are often innately noisy and irregular with high rates of missing data, which makes comparison of patient journeys a difficult undertaking. Here we present a systematic review of papers that use patient similarity analysis to derive novel clinical insights from historically collected longitudinal health data such as EHRs or high-resolution Intensive Care Unit (ICU) data. We highlight the methods used in patient similarity analysis with regards to (1) Data abstraction methods, (2) Similarity metrics used, and (3) Algorithms applied across different application domains. Our investigations go beyond existing reviews that are focused on the overall opportunities, challenges, and the use of machine learning (i.e. specifically deep learning) in medicine (beyond the scope of current work)\(^5-10\), or specific aspects of either longitudinal data analysis or patient similarity analysis\(^11-13\).

2 Methods

We conducted a systematic literature review of prior work discussing patient similarity analysis of patient journeys. We used combination of relevant keywords to search IEEE Xplore, ACM Digital Library, arXiv, and PubMed for studies that were focused on the analysis of patients’ longitudinal data (i.e. patient journeys) and included the notion of “similarity/dissimilarity”, “matching”, and similar terms (list of exact keywords used is found}
in Supplementary S1). Figure 1 depicts the literature selection workflow. Our search strategy identified 125 papers discussing patient similarity assessment in longitudinal health data between the years 1995 and 2019. While there was an increase in papers over the years, studies on personalized predictions showed the biggest growth (Figure 2). In Supplementary S2, we provide a breakdown of each paper according to specific application area, used methods and dataset sources, as well as the chosen outcome and evaluation metric.

Figure 1. Literature selection workflow
3. Results

**Basic workflow:** The reviewed papers reveal a prototypical workflow for patient similarity assessment (Figure 3). At forefront is the need to perform **data abstraction** (see section 3.1) for reducing the complexity of patient journeys (i.e. abstracting the timeline into vectorial representations). Using this abstraction, we can either explicitly define a **similarity metric** (see section 3.2) for the grouping of journeys (using distance measures such as Euclidean distance and/or dynamic time warping, sequence alignment and distance metric learning), or apply **algorithms** (see section 3.3) that implicitly incorporate similarity (i.e. kernel methods, gaussian processes) for use in various application domains.

**Application domains:** Moreover, we can categorize the identified application domains into three high-level categories - **cohort building**, **pathway discovery**, and **personalized outcome prediction** (Figure 3, bottom). Assembling patient journeys into personalized cohorts based on similarity to an index patient minimizes the bias and is the basis for both the grouping of journeys into common pathways (for the discovery of latent disease state, endotypes or
typical care patterns) and personalized outcome prediction (for learning about treatment options that worked for a majority of patients in a cohort).

Data Sources: Commonly used datasets reported in the reviewed papers were based on longitudinal EHR data as in\textsuperscript{14–19}, ICU data\textsuperscript{20–28}, claims/administrative\textsuperscript{20,25} and registry data\textsuperscript{30}. Moreover, multiple studies used freely accessible datasets such as MIMIC II and III\textsuperscript{31}, Alzheimer’s Disease Neuroimaging Initiative (ADNI)\textsuperscript{32}, eICU-CRD (critical care database)\textsuperscript{33}, challenge datasets such as Parkinson’s Progression Makers Initiative (PPMI) challenge\textsuperscript{34}, PhysioNet computing cardiology challenge\textsuperscript{35}, TREC Medical Track collection data\textsuperscript{36}, ECML/PKDD discovery challenge\textsuperscript{37}, UCI benchmark data\textsuperscript{38} and other miscellaneous datasets\textsuperscript{39–41}.

Evaluation Metrics: Papers that focused on outcome-related tasks predominantly presented results using the Area Under the Receiver Operating Characteristic curve (AUROC), F-measure, precision, recall, accuracy, root mean squared error and Matthews Correlation Coefficient. Papers focusing on similar patients’ retrieval included precision/recall/specificity@k metric, normalized discounted cumulative gain (NDCG). Papers focusing on clustering approaches used Purity, Mutual Information, Rand Index, Silhouette analysis, significance testing and distribution analysis of dominant features in identified clusters. Qualitative analysis was also used. Here authors and/or physicians commented on the obtained results and qualitatively contrasted the findings to what is known in the literature.
3.1 Data Abstraction

Patient data is described by high-dimensional features, where each feature is captured at different times and resolutions, and with different levels of completeness. This results in noisy and irregular data with high rate of missing values. Hence, there is no one-to-one correspondence between patient features, making straightforward assessment of similarity between patients a difficult task. Consequently, the use of **data abstraction**, in which the patient data are transformed into a possibly lower-dimensional and non-sparse representation, is a promising way for proper journey comparison. Below we describe data abstraction methods that have been successfully applied to either EHR or high-throughput ICU streaming data. While many temporal abstraction methods have been applied, recent research has focused on using neural networks to automatically learn the best data representation.

**Symbolic Temporal Abstraction**

Symbolic temporal abstraction is the process of transforming the raw time-based measurements into interval-based abstraction focused on symbolic representation. This can be a powerful way to represent irregular EHR data. These interval-based representations are known as time interval related patterns (TIRPs). In the context of patient similarity analysis, this transformation can be done using (1) pre-specified thresholds on the measured variable or binning approaches, or (2) statistical algorithms such as symbolic aggregate approximation (SAX)\(^2\).
Thresholding: As one example, Moskovitch et al.\textsuperscript{42} constructed TIRPs by mapping the raw time-stamped medical data into conceptual representations (“HbA1c increasing”, “stable diabetes medication dose”, etc.). The authors enumerated and considered TIRPs that have frequency above a given support threshold using modified version of Allen’s relations (i.e. before, meets, overlaps, finish-by, contain, start-by, equal and their inverse). The algorithm was tested using medical records from diabetic patients collected over a five years timespan. They discovered frequent TIRPs that identified clusters of patients with similar temporal relations among different variables. Further work\textsuperscript{41} showed that increasing the minimal support (i.e. minimum threshold) led to higher consistency of the discovered TIRPs, as did the use of a Semantic Adjacency Criterion (SAC) as a formal defined constraint. Moskovitch and colleagues\textsuperscript{43,44,45} then also applied this technique for outcome prediction. Using eight cohorts of patients derived from the New York-Presbyterian/Columbia University Medical Center Clinical Data Warehouse, the authors used their framework to predict eight commonly performed clinical procedures targeting different organ systems. The authors showed that training a model using the detected TIRPs outperformed non-temporal models incorporating symbolic representation or TIRPS with Boolean representations of patients’ timelines.

Bonomi et al.\textsuperscript{28} built on the TIRPs concept, proposing a similarity measure that takes into account noise in the TIRP representation at both the value and temporal relations level. Applying their work on MIMIC-III dataset, the authors constructed time interval sequences consisting of diagnosis codes, procedures and prescriptions associated to each patient’s admission. Given two TIRPS the similarity between them was measured using Hamming distance for both the values and the relations. The authors give examples of real-world TIRPs and their distances, however further work is needed to evaluate the performance of this methodology.

**Symbolic Aggregate Approximation (SAX):** SAX converts the numerical form of time series into a sequence of discrete symbols (SAX words) according to pre-specified mapping rules. Lin and Li\textsuperscript{46} used SAX to convert medial timeseries from an electrocardiogram (ECG) dataset\textsuperscript{47} into SAX words and used them to construct a word-sequence matrix. The authors showed that the use of Euclidean distance on this data representation resulted in improved clustering (using hierarchical clustering and k-means) and classification (1-Nearest Neighbor) of ECG time series, compared to clustering based on Euclidean distance or Dynamic Time Warping (DTW) of raw time series data. Zhao et al.\textsuperscript{48}, explored the use of Piecewise Aggregate Approximation (PAA) together with SAX for detection of adverse drug events (ADEs) in patient EHRs. PAA segments a time series into fixed non-overlapping intervals, and each of these is then represented by the average of all data points time-stamped within the interval. The authors (1) computed PAA of the signal (2) mapped the signal to a discrete symbol using SAX algorithm and (3) defined a shapelet (motif representing time series subsequences) based on the sequence of symbols generated by SAX algorithm. This approach along with Random Forest model showed promising results for detection of ADEs. Ghosh et al.\textsuperscript{49} used SAX and sequential contrast algorithm on mean arterial pressure time series data to identify subsequences predictive of acute hypotensive episodes. Morid and colleagues\textsuperscript{50} implemented temporal abstraction based on PAA and adjacency-based imputation of missing values and validate their methods in the context of early ICU mortality prediction.

**Data Representation Learning using Neural Networks**

Different approaches have been proposed to automatically learn the best data representation using neural networks. A number of groups implemented autoencoders (AE)
to create a fixed-length vector representation of medical data. For example, the AE implemented by Dhamala and colleagues used an encoder-decoder that is based on a gated recurrent unit (GRU) neural network. The proposed framework achieved an improved accuracy for predicting acute hypotensive events compared to state-of-the-art approaches. Zhang et al. proposed a time-sensitive gated RNN (GRU) based AE to model EHR time series data with irregularly sampled time points. Beyond modeling time-irregularity, the authors proposed to jointly model static data, such as demographics or family history, which is typically recorded only once in an EHR record. Using k-means clustering on the representations learned from a longitudinal Parkinson dataset, they demonstrated that their approach generates patient clusters with highly distinct clinical features. To ensure they are accounting for noisy and missing values in the data representation, Bianchi and colleagues proposed a deep AE bidirectional recurrent neural network architecture such that pairwise similarity in the input space is preserved using a kernel function. Using an ECG dataset, the authors compared their method to other dimensionality reduction techniques and showed the role of kernel alignment in improving the learned representation in the case of missing data. Beaulieu-Jones et al. presented a semi-supervised learning approach for clustering and progression prediction of Amyotrophic lateral sclerosis (ALS) patients using denoising AEs to construct a representation from aggregated measurements of patients’ medical histories. Beaulieu-Jones used autoencoders and long short-term memory RNN (LSTM) as temporal abstraction of patient timelines for unsupervised and supervised modeling of patient care events. Their use of t-SNE with clustering showed meaningful embeddings with patient trajectories linked to 1-year mortality grouping together. Baytas et al. developed a time-aware LSTM (T-LSTM) model using an AE to learn a representation for patients’ longitudinal records that were later clustered into clinical subtypes using k-means. Their approach generated meaningful patient sub-types using Parkinson’s Progression Markers Initiative dataset.

Other Data Abstractions Approaches

Henriques and colleagues proposed a pattern recognition strategy to compute the similarity between two time series using data from physiological signal measurements. They used Haar wavelet decomposition, in which signals are represented as linear combination of a set of orthogonal basis. As a further dimensionality reduction approach, Karhunen-Loève transform was applied to the eigenvectors of the covariance matrix of the wavelet basis. The authors concluded that the resultant compact data representation is particularly suitable for maintenance of historical data records. In another example, Montani et al. presented a retrieval tool for time series data of dialysis patients, which uses Discrete Fourier Transform for dimensionality reduction and Euclidean distance for similarity assessment.

Sacchi et al. studied longitudinal blood glucose data to identify patients with varying risk profiles. The authors used temporal abstraction to represent time series data into sequence of intervals focusing on three patterns: increasing, decreasing and stationary patterns. Then the transformed sequences were clustered using temporal abstraction clustering to generate patients’ risk profiles for experiencing hyper- or hypo-glycemic episodes during ICU stays. Batal et al. used time interval-based representation similar to Höppner’s representation for identifying patterns associated with the detection of adverse medical events in diabetic and post-cardiac surgery patients. Other reported data abstraction approaches were based on wavelet transform, description logic, knowledge-based
temporal abstraction, residual deviance representation, time-annotated sequences, shapelets, fuzzy space-time windowing, and temporal profile graphs.

3.2 Similarity Metric

Data abstraction does not solve another fundamental challenge of patient similarity analysis, which is the choice of the metric that would allow for a meaningful understanding of whether two patients are comparable with respect to their care pathway and disease outcome. A large body of work addresses the different aspects of selecting an appropriate similarity metric, with more recent publications, as observed in the Data Abstraction section above, focusing on Neural Networks for similarity metric learning.

Heuristic and Distance-based Similarity Metrics

The most straightforward approach to designing a similarity metric is to compare known clinically relevant patient features. For example, Chan and colleagues presented a “similarity-based” machine learning approach for outcome prediction in hepatocellular carcinoma (HCC). The authors applied multiple custom similarity measures to the 14 known risk factors of HCC. Based on these measures, an SVM classifier showed best performance in predicting if each pair of patients is similar or dissimilar based on their survival time. Gottlieb et al. built personalized cohorts based on 10 similarity measures (such as co-occurrence frequency and nearest common ancestor in the international classification of diseases (ICD) coding hierarchy, ECG and blood tests similarities) to predict ICD codes upon hospital discharge. Wang et al. also used heuristic similarity measures (such as diagnosis, vital signs, and lab test similarities) together with an agglomerative nesting algorithm for patient clustering and cohort identification. Sun and colleagues proposed to divide a medical time series into discrete treatment episodes, represented as tables of physician orders consisting of one or more drugs and dosage details. They then constructed a heuristic similarity metric that calculated the weighted average similarity between treatment episodes of two time series using sequential rules, such as comparing drug names and drug delivery routes. Using a Density Peaks based clustering approach on EHR data, they demonstrated the ability to find prototypical treatment regimens.

Different distance metrics have been used to measure patient similarity. As mentioned in the Data Abstraction section, many studies use Euclidian distance following data transformation. Alternatively, cosine similarity is a popular choice of a distance metric. Kim and O’Reilly proposed a scalable fast retrieval system for patients with similar physiological waveforms based on locality-sensitive hashing (LSH) method. The similarity between sequences was assessed using $l_1$ distance and their method was tested on arterial blood pressure time series dataset extracted from the MIMIC-II database. Furthermore, Hielscher and colleagues proposed the use of Heterogeneous Euclidean Overlap Metric (HEOM), which is able to deal with missing values in time series data, for classifying patients with hepatic steatosis, with the similarity measure being used for both feature selection and classification.

Similarity based on Dynamic Programming

Smith-Waterman algorithm
A number of studies used a variation of Smith-Waterman local alignment algorithm as the basis for their similarity metric. For example, Sha et al.\textsuperscript{83} constructed sequences from patients’ laboratory tests and computed local alignment between pairwise sequences to find similar patient journeys. The authors used their approach with k-nearest neighbor (k-NN) for mortality prediction of ICU patients with acute kidney injury and sepsis. Syed and Das\textsuperscript{84} also used Smith-Waterman for local alignment, as well as Needleman-Wunsch for global alignment, to find similar trajectories in medical time series data. Their adaptation of alignment algorithms accounted for the time between events while penalizing missing events. The authors used their algorithm to automatically identify the chemotherapy protocol of breast cancer patients by aligning the patient journey to a known treatment protocol. Hajihashemi et al.\textsuperscript{85,86} reported another variation on the Smith-Waterman local alignment algorithm for improved prediction of change in patient’s health status based on temporal sensor data collected from aging facility. Authors computed a pairwise similarity between a new recording and all “normal” sensor recordings in a training set. The computed similarity is then compared to fitted Gamma distribution of pairwise similarities of all normal sensor recordings to determine if a recording was normal or abnormal.

**Dynamic Time Warping**

Dynamic Time Warping (DTW) is also frequently implemented to assess similarity between time series sequences. For example, Zhang et al.\textsuperscript{87,88} implemented DTW for matching temporally ordered sequences of patient visits, each visit being represented by MetaMap-encoded\textsuperscript{89} and vectorized clinical notes. They then used multiple clustering algorithms to group sequences of patient visits. In all of these approaches, the authors used a common sequence reflecting many patient’s features together. In contrast, Tsevas and Iakovidis\textsuperscript{90} used DTW in a multi-modal setting where they constructed separate temporal sequences for each patient feature. Similarity matrices computed for individual sequences were then merged using a fusion scheme. The authors applied their method to a hepatitis dataset\textsuperscript{37} to successfully retrieve relevant cases based on a query case. Salgado et al.\textsuperscript{91} described a fuzzy clustering algorithm (based on fuzzy c-means) that uses DTW on time-variant (physiological variables), as well as time-invariant (demographics) data. The authors used their approach for predicting vasopressors administration in patients with pancreatitis and risk of mortality for patients with septic shock. Goyal and colleagues\textsuperscript{92} presented a matching approach based on subsequence alignment to compute similarity among patients using DTW. The authors contrasted their approach to global-based alignment methods and tested their model on the task of stratifying patients with risk of developing Alzheimer’s disease. The results support the use of DTW over global alignment methods. Interestingly, Hoogendoorn et al.\textsuperscript{93} compared a similarity-based approach (prediction model that used similar patients for outcome prediction) to a “global” predictive model using the whole cohort to predict ICU mortality. The similarity-based model used DTW with Euclidean distance as a similarity measure and k-NN for predicting mortality risk. Testing their work on MIMIC-II dataset, the authors found this similarity-based model achieved lower performance compared to a global approach.

**Interactive Similarity Learning**

Some papers put the focus on learning an appropriate similarity metric using expert input. In this case, the similarity labels are provided by the physicians, and the similarity metric is learned algorithmically.
Sun and colleagues\textsuperscript{94} presented a system comprising of a suite of methods for performing supervised similarity metric learning. The system incrementally updates an existing learned metric using physicians’ feedback and used Comdi\textsuperscript{95} for aggregating multiple learned similarity metrics from several physicians. The authors demonstrated that their system retrieves similar patients with higher precision than baseline systems. Given feature vectors representing patient’s measurements and similarity labels provided by expert physicians, Sun et al.\textsuperscript{20,21,96} learned a generalized Mahalanobis distance, where the precision matrix captures the correlations between different features, such that patients with different labels are far from each other, and patients with identical labels are close together. A model using localized metric learning with features represented in the wavelet domain (i.e. using wavelet coefficients) achieved the best performance in both classification and retrieval tasks. Zhan and colleagues\textsuperscript{97} also discussed the use of a generalized Mahalanobis metric as similarity learning approach in conjunction with Group LASSO for feature selection. The algorithm was tested on the UCI benchmark dataset as well on a longitudinal real-world clinical dataset to successfully retrieve similar patients. Wang and colleagues\textsuperscript{98} presented a system in which physicians’ feedback is partially used as labels in a semi-supervised learning process. Similar to\textsuperscript{95}, the procedure projects a patient feature vector to lower dimensional space in which pairwise similarity between patients is computed. A prediction using the top retrieved similar patients outperformed the baseline methods in predicting congestive heart failure 6 month later. Ng and colleagues\textsuperscript{99} also proposed the use of locally supervised metric learning for retrieving sets of patients similar to a given index patient. They then trained a logistic regression using the top similar patients from two classes (i.e. positives and controls) to predict the probability of developing diabetes. Additionally, Wivel et. al.\textsuperscript{40} discussed a more guided and iterative approach, which relied on expert discussions about the appropriate clinical, functional and biological variables that are needed for assessing patient similarity. This strategy was used to establish and compare individual patient trajectories using data from two randomized controlled trials (RCTs) assessing the efficacy of belimumab in patients with systemic lupus erythematosus (SEM). The authors reanalyzed the RCT data constructing variable-specific patient journeys, categorizing each journey into “improved”, “worsened” or “stable”. The paper highlights the difference between traditional single time-point reporting (typical for RCTs) and information learned from patient journey analysis, which reveals refined subgroups within the responder and non-responder categories.

Using Neural Networks to Learn Similarity Metric
Many papers proposed the use of neural models for computing similarities among patient journeys. Suo et al.\textsuperscript{15} investigated a time fusion convolutional neural network (CNN) framework to simultaneously learn patient representation and pairwise similarity between two patients’ time series. Building on the work of Zhu et al.\textsuperscript{100}, they proposed a similarity computation procedure using a multilayer perceptron (MLP) and segmented one-sided convolution neural network. Once the model was trained, multiple prediction models were trained using cross-entropy loss and in a later paper\textsuperscript{101} using a triplet loss function on personalized cohorts based on the learned similarity representation. The models’ performance was compared to a “global” logistic regression model. Using claims data, they showed that personalized prediction bests prediction based on the global model, and that a CNN-derived similarity representation outperforms a baseline representation. Che et al.\textsuperscript{102} built a similarity-based model based on GRU RNN with a modified version of DTW using a 2D-RNN architecture with ranking loss function to Parkinson disease patient sub-groups. Their
proposed personalized approach also outperformed “global” predictive models and showed to be robust to noisy and irregularly sampled data. Finally, Zhu et al.\textsuperscript{100} adapted ideas from word embedding, deriving fixed-length vector representation from EHRs by medical concept embedding (word2vec using skip-gram model). For similarity metric learning, the authors implemented a CNN, where wide feature maps and pooling were applied to get a fixed-length vector representation for each patient. These representations were then used to calculate pairwise similarity metric between patients. Then the fixed vector representations were joined along with the computed similarity into one vector that was passed to softmax layer for predicting if two patients were similar. Using longitudinal EHR data, the authors showed that this deep learning approach achieved significantly better results compared to unsupervised approach using R-Vector coefficient and distance covariance coefficient\textsuperscript{103,104}.

3.3 Algorithms

In addition to the work done on data abstraction and similarity metric learning, a significant body of work has been dedicated to developing methods for modeling and processing of patient journeys to learn associations, identify motifs and patterns that are discriminative for predicting or clustering those journeys. In this section, we discuss the fundamental algorithm categories that are used in cohort building, patient stratification, and patient outcome prediction from longitudinal health data.

Sub-pattern discovery algorithms

These algorithms focus on the effective clustering and pattern detection from patient journeys. A good example of a sub-pattern discovery algorithm is multiscale structure matching (MSM), which compares two sequences by partially changing observation scales to examine similarity between them from long- and short-term perspectives. To calculate similarity, the approach attempts to find the best pair of sub-segments, even across scales, that minimizes total difference between the sequences. Hirano et al.\textsuperscript{105,106,115,116,107–114} in a series of papers, discussed the use of MSM-based algorithms for analyzing time-series of laboratory values. Using data form hepatitis B and C patients, they presented a qualitative evaluation of the results, identifying times-series indicative of liver damage, as well as meaningful clustering of patients based on discovered patterns.

Other groups implemented nonnegative matrix factorization (NMF) approaches for pattern discovery in EHRs\textsuperscript{117–119}. For example, Wang and colleagues\textsuperscript{118,119} presented their system OSC-NMF (One-Sided Convolutional Nonnegative Matrix Factorization) for pattern discovery in longitudinal medical records. The method is devised to deal with data heterogeneity (multidimensional/multimodal data), sparsity as well as irregularity. The algorithm computes a one-sided convolution and minimizes $\beta$-divergence between the original event matrix representation and the discovered set of one-sided convolutional patterns. The authors tested their algorithm using synthetic and real data, discovering meaningful and predictive temporal patterns in a diabetes dataset.

A number of clustering methods have been applied to the problem of patient journey classification, including hierarchical clustering, k-means\textsuperscript{120}, constraint-based clustering algorithms\textsuperscript{121}, and spectral clustering\textsuperscript{17}.

Other groups tried to differentiate between journeys of sick and normal patients using ICU and/or vital sign data using the Hurst exponent and fractal to quantify the ruggedness of
the data\textsuperscript{122}, and estimating the distribution of normal and abnormal journeys using kernel density estimation\textsuperscript{123}.

Other algorithms applied to pattern discovery problem using longitudinal patient data included association rule mining algorithm\textsuperscript{124}, functional dependencies mining \textsuperscript{125}, tensor factorization algorithm\textsuperscript{126}, and regression-based trend templates algorithm\textsuperscript{127}.

### Hidden Markov Models

HMMs are popular choice for patient journey modelling and was used for both clinical pathway discovery and outcome prediction. For example, Galagali et al.\textsuperscript{128} presented a continuous-time HMM (CT-HMM) that models patient journeys to infer the progression of a hidden disease state using finite discrete state space. Under this CT-HMM model, a likelihood of a given journey can be computed, offering a measure to assess similarity among patients, with more probable journeys being more similar. The authors used mixture model to cluster patients into disease subtypes by maximizing the joint probability of subtype assignment and the conditional probability of patient journeys. They demonstrated the utility of their model by discovering subtypes of progression to hemodynamic instability (requiring cardiovascular intervention) in a patient cohort from a multi-institution ICU dataset.

A number of groups implemented Bayesian Hidden Markov Model (B-HMM)\textsuperscript{17,129–131}. The paper by Huang et al.\textsuperscript{129} segmented each patient’s journey into set of epochs, i.e. sets of treatment events. The goal was the identification of latent treatment topics for each epoch and the transition of topics in a given patient's journey. The authors constructed a B-HMM to represent patients’ journeys with Dirichlet priors placed on the transition parameters and emissions distributions. A likelihood of patient journeys is used to calculate similarity among patients, and agglomerative hierarchical clustering algorithm was used to cluster patients into homogeneous groups. Using data from Chinese EMR for patients spanning 9 years following unstable angina treatment, the authors found that their method achieved a better performance compared to baseline models.

Zhang and Padman\textsuperscript{132} first clustered patients into homogenous groups using longest common subsequence as distance metric. Then for every group a first order HMM was trained to infer most probable clinical pathways given sequences of multiple laboratory tests observations and other patients characteristics. Using EHR data from chronic kidney disease patients, the authors identified most probable clinical trajectories.

In a series of papers, Lehman et al.\textsuperscript{25,133,134} investigated the use of autoregressive HMM, or switching vector autoregressive process (SVAR) to learn shared dynamics from time series measurements. The goal was to identify recurring time series segments within patient’s measurements that may be shared across the whole cohort. The authors showed that modeling blood pressure measurements using SVAR outperforms a model using Simplified Acute Physiology Score (SAPS-I) scores for mortality prediction within 24 hours of a ICU stay, and a SVAR-based model of heart rate and blood pressure improves sepsis detection when combined with SAPS-I scores\textsuperscript{25,133,134}.

### Other Graphical Models

Besides HMMs, a number of other probabilistic graphical models were used. As with HMMs, these were applied to both knowledge discovery and outcome prediction domains. The work of Schulam et al.\textsuperscript{16} attempted to identify subgroups of patient journeys, starting with the assumption that clinical severity markers can reflect disease subtypes. The authors proposed a comprehensive hierarchical model that accounts for variability stemming from
factors that are not linked to the disease mechanism (i.e. covariate-dependent as well as individual-specific variability). The authors evaluated their model on a scleroderma data set by predicting marker measurements at unobserved time points and performing a qualitative subtype analysis. The model had better prediction performance than selected baseline models and identified novel disease subtypes for different markers. Schulam and Arora proposed a probabilistic model (disease trajectory map, DTM) to map clinical marker trajectories into a lower-dimensional vector space to capture latent similarity between patients using Euclidean distance. The DTM model was based on reduced-rank formulation of linear mixed models where the inference was done using stochastic variational inference. Low-dimensional representations were consistent with medical literature and showed an association with important clinical outcomes. Zeldow et al. discussed a Bayesian generalized linear model (GLM) with an enriched Dirichlet process (EDP) for regressing lab tests on baseline covariates such that the model predicts lab measurements at any desired time points in a time series. The authors tested their approach by predicting lab measures indicating diabetes status exactly one year following initiation of a second-generation antipsychotic (SGA) drug. As model optimization implicitly involved clustering of patient-specific trajectories of lab measures, they also demonstrated the ability to find meaningful subgroups of lab measurement trajectories after SGA administration. Alaa et al., in a series of papers, presented a methodology for risk prognosis for critical care patients. Their approach first discovers latent patient subtypes in an unsupervised way using expectation maximization (EM) algorithm trained on EHR data. The authors then trained a Gaussian Process (GP) for every discovered subtype using their clinical time series measurements to capture the physiology of every sub-type. The algorithm outperformed state-of-the-art scores in predicting ICU admission. Chung and colleagues investigated a mixed-effect based model for outcome prediction. Their approach aimed at capturing a global trend across all patients through the use of a multi-layered RNN network and a personalized patient-specific trend using GP. The model showed superior performance for disease classification and length of stay prediction compared to baselines using RNN or GPs alone.

Marlin et al. discussed clustering of pediatric ICU time-series data by discretizing time into hour-long intervals using PAA. A Gaussian mixture model was used to cluster the timeseries with an informative prior distribution (i.e. square exponential kernel based gaussian prior) on the mean parameters to alleviate the sparseness of measurements in the dataset. The posterior distribution of the latent variable representing the cluster membership allowed for assigning each patient to the most likely cluster. Moreover, the authors used Bernoulli cluster model to predict mortality per cluster basis using posterior weighted data. Suresh et al. presented a two-step framework in which they learned patient subtypes and then predicted the outcome for each patient subgroups. They used an LSTM-based RNN sequence-to-sequence (seq2seq) autoencoder for time series representation and then used a Gaussian Mixture model to identify patient subgroups. The authors then used multi-task LSTM model to predict in-hospital mortality using MIMIC-III database.

Other graphical/neural network models used for patient journey modelling included Restricted Boltzmann Machine (RBM), Conditional Restricted Boltzmann Machine, Bayesian network model and Hierarchical Dirichlet Process model.

Heuristic Algorithms to Identify Common Disease Trajectories

The heuristic algorithms described in this section mostly focus on discovering common disease trajectories between patients and attempt to predict the intervention that would
change these trajectories. For example, the algorithm proposed by Jensen and colleagues\textsuperscript{18} starts by identifying significant correlations between pairs of diagnoses by calculating risk ratio in relation to comparison patients. The correlated diagnosis pairs are extended to full patient trajectories by concatenating pairs sharing the same diagnosis codes. Trajectories are retained and ordered by the number of patients that follow the full trajectory from beginning to end. In a final step, trajectories are clustered using Jaccard Index as a similarity measure. Using EHR data spanning more than 14 years across 6 million Danish patients, their work revealed prototypical pathways leading to septicemia starting from 3 original states (alcohol abuse, diabetes and anemia) and established the trajectory-specific probability of sepsis mortality\textsuperscript{147,148}. Starting with patients with no diabetes diagnosis at baseline, Oh et al.\textsuperscript{149} constructed typical patient trajectories of developing three comorbidities (hyperlipidemia, hypertension, and impaired fasting glucose) and evaluated the probabilities of such trajectories (and their permutation) using EHR data. The authors identified the most common trajectory of comorbidity development, as well as atypical ones that contributed to increased log odds of developing type 2 diabetes mellitus (T2DM). Al-Mardini et al.\textsuperscript{150} discussed a mechanism for proposing patient-specific interventions in order to optimize a patient’s care path (using the number of future hospitalizations as an optimization criteria). Using fuzzy clustering, the method first creates patient clusters that are scored by the average number of future hospitalizations across the patients in the cluster. The method then allows for inspection of each patient’s diagnostic codes and proposes a set of diagnostic changes (interventions) that will change a patient’s cluster assignment to some cluster with less average hospitalizations. Finally, Dabek and Caban’s work\textsuperscript{151} offered a unique perspective for modeling patients’ trajectories by modeling clinical path as automata and using grammar induction algorithm to reduce the graph to identify a common trajectory. Deterministic and non-deterministic finite-state automata were used (i.e. DFA and NFA) to represent patients’ trajectories. Using data from patients who sustained mild traumatic brain injury (mTBI) and developed post-traumatic stress disorder (PTSD), the authors were able to identify the most common path patients took from brain injury to PTSD.

4. Conclusion

In this review, we presented a comprehensive summary of recent computational work focusing on the use of patient similarity assessment on longitudinal health data for a wide range of medical applications. These technologies allow for the realization of an early vision of decision support systems that attempted to query and compare historical medical information stored in electronic health record systems\textsuperscript{152–154}. The underlying idea rests on the belief that identifying patient journeys that are similar to that of an index patient can be used to predict the clinical outcomes for the index patient and to suggest beneficial interventions. Moreover, patient similarity analysis has the potential to identify unknown disease mechanisms and outcomes. However, successfully mining the medical data remains a challenge, and as of now there is no consensus on the best methodology for patient similarity analysis. We recommend that development of robust computational frameworks to handle data abstraction, similarity metric learning, patient journey clustering and outcome prediction is essential to move towards clinical applications.
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