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Abstract

Frequent Subgraph Mining (FSM) is the key task in many graph mining and machine learning applications. Numerous systems have been proposed for FSM in the past decade. Although these systems show good performance for small patterns (with no more than four vertices), we found that they have difficulty in mining larger patterns. In this work, we propose a novel two-vertex exploration strategy to accelerate the mining process. Compared with the single-vertex exploration adopted by previous systems, our two-vertex exploration avoids the large memory consumption issue and significantly reduces the memory access overhead. We further enhance the performance through an index-based quick pattern technique that reduces the overhead of isomorphism checks, and a subgraph sampling technique that mitigates the issue of subgraph explosion. The experimental results show that our system achieves significant speedups against the state-of-the-art graph pattern mining systems and supports larger pattern mining tasks that none of the existing systems can handle.

1 Introduction

Frequent Subgraph Mining (FSM) is an important operation on graphs and is widely used in various application domains, including bioinformatics [22, 29], computer vision [11], and social network analysis [28]. The task is to discover frequently occurring subgraph patterns from an input graph. Different from graph pattern matching problems where a query pattern is given, FSM needs to find the important patterns based on a support measure and thus has a much larger exploration space.

Since the patterns of interest are unknown, most systems for FSM take an explore-aggregate-filter approach [10, 12, 27, 30]. The principle is to explore all the subgraphs, aggregate the subgraphs according to their patterns, and filter out the subgraphs that are redundant or are not of interest. The exploration happens in a vertex-by-vertex manner where smaller subgraphs are iteratively extended based on the connections in the graph. There are mainly two ways for exploration: breadth-first and depth-first. Starting from all vertices in the graph, breadth-first exploration stores all subgraphs of size \( l \) and extends them with one more vertex to find subgraphs of size \( l + 1 \). The main problem of breadth-first exploration is that the intermediate data can easily exceed the memory capacity as the subgraph size grows. With depth-first exploration, a subgraph of size \( l \) is immediately extended to a subgraph of size \( l + 1 \) without seeing other subgraphs of size \( l \). It needs not save the intermediate subgraphs and thus can explore larger patterns. However, depth-first exploration cannot exploit the anti-monotone property to prune the search space [12], resulting in a lot of unnecessary computation.

Some recent graph mining systems take a pattern-based approach [15, 17]. The idea is to enumerate the (unlabeled) subgraph patterns and then perform pattern matching on the graph. Because the pre-generated patterns guide the exploration, these systems need not store any intermediate data, and the aggregation overhead can be reduced as the topology of the subgraphs is given. However, this approach only works well for small patterns because when the pattern is larger (more than 6), listing all subgraph patterns itself becomes a hard problem [2, 19, 20]. It is also difficult for the pattern-based systems to exploit the anti-monotone property to prune the search space. Peregrine [15] maintains a list of frequent patterns, extend the patterns with one vertex or edge, and then re-match the extended patterns on the graph. It prunes the search space without storing the intermediate subgraphs, but the re-matching incurs a lot of redundant computation. These issues have impeded the existing graph mining systems from supporting FSM for large patterns. In fact, most of the prior work only reports experimental results for FSM with no more than 4 vertices.

To enable large pattern mining, we propose a novel two-vertex exploration method in this work. Our key observation is that vertex-by-vertex exploration is not necessary for pattern mining. Instead, we can perform two-vertex exploration that joins size-\((n - 2)\) subgraphs with size-3 subgraphs on a common vertex to obtain subgraphs of size-n. The new exploration method significantly accelerates the exploration process and reduces the memory access overhead in the join operation. It also allows us the exploit the anti-monotone property to prune the exploration space without storing the intermediate subgraphs or re-matching the patterns.

To further accelerate the mining process, we propose two new techniques to overcome the performance bottlenecks. One performance bottleneck is due to the expensive isomorphism checks in the aggregation step. To aggregate the subgraphs based on their patterns, we need to generate a canonical form for each subgraph such that the subgraphs with the same canonical form are isomorphic. Unfortunately,
The best known algorithms for generating such canonical forms have exponential complexity [7, 25, 31]. Therefore, we want to perform isomorphism check for as few subgraphs as possible. Previous work has employed a quick pattern technique to reduce the number of isomorphism checks [27, 30]. The main is to first group the subgraphs based on an easily computed pattern (e.g., a list of all edges). Since subgraphs in the same group must be isomorphic, only one isomorphism check is needed for each group. We improve on this idea by proposing an index-based quick pattern technique. It assigns an index to each pattern and uses the indices to compute a quick pattern for the joined subgraph. Compared with the quick pattern technique used in prior work, our quick pattern encodes the information of sub-patterns and achieves more accurate grouping of the subgraphs, leading to a significant reduction of isomorphism checks.

Another more fundamental challenge of mining large patterns on graphs is due to the exponential growth of the exploration space. For example, in a median size graph, MiCo [13], which has $9 \times 10^8$ vertices and $10^6$ edges, there are more than $10^{12}$ size-5 subgraphs. When the pattern size increases to 7, the estimated number of subgraphs is in the order of $10^{17}$ for which exhaustive enumeration becomes infeasible. To mitigate this issue, we propose a subgraph sampling technique. The idea is that we sample a small subset of size-3 subgraphs for exploring larger subgraphs during the joining and/or the matching phase. Since the subgraphs of frequent patterns are more likely to be sampled, we are able to discover frequent patterns with only a small number of sampled subgraphs. Compared with previous works that apply edge or neighbor sampling to FSM [14, 18], we can discover more frequent patterns with the same or less computation. This is because subgraph samples preserve more structural information of the graph than edge samples.

We perform extensive evaluation of our system and compare with three state-of-the-art graph mining systems: AutoMine [17], Peregrine [15], and Pangolin [10]. The results show that without using sampling our system achieves 1.8x to 8.4x speedups on tasks for which the compared systems are refered to [21] for detailed descriptions and computation complexity while achieving a good accuracy in measuring the ‘frequency’ of patterns in a graph. The readers are refered to [21] for detailed descriptions and computation complexity of different support measures. We adopt the MNI support for our experiments, although our proposed techniques are applicable to any support measure with the anti-monotone property.

With a support measure $\sigma$, the frequent subgraph mining problem is defined as finding all patterns $(P_i = (V_i, E_i, L_i))$ in a graph $G$ such that $|V_i| = s$ and $\sigma(P_i, G) \geq t$ where $s$ is the number of vertices in the pattern and $t$ is a threshold.

### 2.2 Frequent Subgraph Mining

The task of Frequent Subgraph Mining (FSM) is to obtain all frequent subgraph patterns from a labeled input graph. A pattern is considered frequent if it has a support above a threshold. While the definition of the support measure can vary across applications, the support usually needs to satisfy an anti-monotone property, i.e., the support of a pattern should be no greater than the support of its sub-patterns [21].

**Definition 2 (MNI Support).** Given a pattern $P = (V_p, E_p, L_p)$ and an input graph $G = (V, E, L)$, if $P$ has $m$ embeddings $\{f_1, f_2, \ldots, f_m\}$ in $G$, the minimum image based (MNI) support of $P$ in $G$ is defined as

$$\sigma_{\text{MNI}}(P, G) = \min_{\omega \in V_P} \{ |f_i(\omega) : i = 1, 2, \ldots, m | \}. $$

Other support measures include maximum independent set based (MIS) support, minimum instance based (MI) support, and maximum vertex cover based (MVC) support. All these support measures are anti-monotone. MNI support is the most commonly used one because it has linear computation complexity while achieving a good accuracy in measuring the ‘frequency’ of patterns in a graph. The readers are refered to [21] for detailed descriptions and computation complexity of different support measures. We adopt the MNI support for our experiments, although our proposed techniques are applicable to any support measure with the anti-monotone property.

With a support measure $\sigma$, the frequent subgraph mining problem is defined as finding all patterns $(P_i = (V_i, E_i, L_i))$ in a graph $G$ such that $|V_i| = s$ and $\sigma(P_i, G) \geq t$ where $s$ is the
given pattern size and \( t \) is the given support threshold. The support can be calculated with either vertex-induced subgraphs or edge-induced subgraphs. Our proposed techniques work for both cases. We use edge-induced subgraphs for experiments, as it is the common setting in prior work [12, 15, 30].

3 Illustration of the Idea

Before getting into technical details, we describe our idea of two-vertex exploration with an example. We use an unlabeled graph for simple illustration.

Suppose our task is to discover size-5 patterns in an input graph (as shown in Figure 1a). We can first find all size-3 subgraphs and join them on a common vertex to obtain size-5 subgraphs. In this example, we first apply a matching algorithm to obtain all the embeddings of size-3 patterns (i.e., wedge and triangle) as listed in Figure 1b. Each pattern is assigned an index (0 for wedge and 1 for triangle in this example), and the index is stored with each embedding during the pattern matching.

Next, we calculate the MNI support for each size-3 pattern and prune the patterns with support less than the threshold. In this example, the supports for both wedge and triangle is 3. Suppose we set the support threshold to 3. Neither of the patterns will be pruned. After we obtain the pruned size-3 subgraphs, we perform binary join on every pair of the columns (i.e., \( \langle 1,1 \rangle, \langle 1,2 \rangle, \langle 1,3 \rangle, \langle 2,1 \rangle, \langle 2,2 \rangle, \langle 2,3 \rangle, \langle 3,1 \rangle, \langle 3,2 \rangle, \langle 3,3 \rangle \)) to explore size-5 subgraphs. Figure 1c shows how we can obtain four size-5 subgraphs by joining column \( \langle 1,1 \rangle \) on key 3. Every pair of subgraphs with key 3 are tested (i.e., \( \langle 342', 342 \rangle \), \( \langle 342, 352 \rangle \), ... \( \langle 387', 387 \rangle \), \( \langle 387, 387 \rangle \)). If two subgraphs have one and only one common vertex, they compose a valid size-5 subgraph. In this example, '342' and '375' make up a valid size-5 subgraph '34275'; '342' and '387' make up '34287'; '352' and '387' make up '35287'; and '342' and '385' make up '34285'. These valid joins are marked with connected arrows in Figure 1c. We can see that, through the join operation, we grow the pattern size from 3 to 5 in one exploration step. We will show that such two-vertex exploration is exhaustive for subgraph exploration in §4.1.

One may notice that the result of joining '342' with '385' ('37485') is not included in Figure 1c. This is because our system performs an automorphism check when generating the join results to remove redundancy. We propose a smallest-vertex-first dissection method that ensures only the results that are obtained by joining the subgraph of the smallest spanning vertex indices are saved. In this case, the '37485' subgraph will be generated when we join the third column of '543' and the first column of '387'. More details on the automorphism check and redundancy removal are explained in §4.3.

The above procedure can be extended to explore larger subgraphs by joining multiple subgraph lists. For example, a 3-way join of two size-3 subgraphs and one size-2 subgraph (i.e. edges) will explore all size-6 subgraphs. A 3-way join of size-3 subgraphs will explore all size-7 subgraphs. Given an input graph \( G \), a pattern size \( s \), and a support threshold \( t \), the workflow of our frequent subgraph mining algorithm is summarized as follows:

Step1: Obtain all size-3 subgraphs by matching.
Step2: Calculate the support for each size-3 and size-2 pattern, and remove patterns with support smaller than \( t \) along with their subgraphs.
Step3: Perform multi-way join of size-3 subgraphs and/or edges to obtain subgraphs of size \( s \): if \( s == 2n + 1 \), join \( n \) size-3 subgraph lists; if \( s == 2n \), join the edge list with \( n - 1 \) size-3 subgraph lists.
Step4: Calculate support for each size-\( s \) pattern and remove patterns with support smaller than \( t \).

For Step1, any matching algorithm will work; we use AutoMine [17] in our implementation. Step2 and Step4 are straightforward based on the definition of the support measure. Step3 is the most important step in the algorithm. We will detail this step in the next section.

4 Subgraph Exploration Process

All the current graph mining systems based on the explore-aggregate-filter approach use single-vertex exploration because it ensures that all the size-\( n \) subgraphs can be found by extending the size-(\( n - 1 \)) subgraphs with an edge. We find
that limiting the step size to 1 is not a must to find all patterns. This section describes our two-vertex exploration idea and explains its advantage over single-vertex exploration.

4.1 Two-Vertex Exploration

We propose to explore the size-\(n\) subgraphs by joining the size-(\(n-2\)) subgraphs with the size-3 subgraphs (i.e., wedges and triangles). The completeness of this two-vertex exploration method is summarized as follows.

**Theorem 1.** All of the size-\(n\) subgraphs can be discovered by joining the size-(\(n-2\)) subgraphs with the size-3 subgraphs on a common vertex.

**Proof:** Our goal is to show that any size-\(n\) subgraph can be dissected into a connected size-(\(n-2\)) subgraph and a connected size-3 subgraph on one vertex. Because we join all size-(\(n-2\)) and size-3 subgraphs in all possible ways, if a dissection exists for a size-\(n\) subgraph, it will be discovered by the join operation. Suppose any size-\(n\) subgraph can be dissected into a size-(\(n-2\)) and a size-3 subgraph. There are only two way a size-(\(n+1\)) subgraph can be constructed from a size-\(n\) subgraph: 1) the new vertex is connected with the size-(\(n-2\)) subgraph, and in this case, the size-(\(n+1\)) subgraph can be dissected in the same way as the size-\(n\) subgraph; 2) if the new vertex is only connected with the size-3 subgraph, it is easy to verify that for either of the two cases (wedge or triangle), we can always pick three connected vertices as the new dissection. As the base case, all the six size-4 patterns can be dissected into a size-3 subgraph and an edge. The proof finishes by induction. \(\square\)

Note that multi-vertex exploration is not complete with more than two vertices. For example, a seven-vertex three-pronged star graph with two vertices in each prong cannot be obtained by joining any two size-4 subgraphs. Therefore, we cannot explore more than two vertices in each step.

Two-vertex exploration can be either vertex-induced or edges induced. For vertex-induced exploration, we add all the connecting edges between the two joining subgraphs to the resulting subgraph. For edge-induced exploration, we enumerate all possible combinations of the connecting edges between the joining subgraphs and generate a resulting subgraph for each combination.

4.2 Depth-First Multi-Way Join of Subgraphs

To avoid the large memory consumption, we implement the exploration process as a depth-first multi-way join. Suppose we want to join \(r\) subgraph lists \(SL_1, SL_2, ..., SL_r\) and the subgraph in \(SL_i\) has \(l_i\) vertices. For each subgraph list \(SL_i\), we group the subgraphs by each of its \(l_i\) columns, create \(l_i\) hash tables and store the hash tables in \(H_i\). For example, the size-3 subgraphs in Figure 1c are grouped by the vertex indices in the first column. Once the hash tables are created, the multi-way join operation is simply a nested loop that iterates over all possible combinations of subgraphs in different hash tables, as shown in Figure 2. We first enumerate all possible combinations of columns in different subgraph lists by iterating over all hash tables of each subgraph list. Then, we identify the matching keys \(k_i\) in the first two hash tables and try to combine the subgraphs \((s_1, t_1, k_1)\) on the key. If the two subgraphs make up a valid larger subgraph \(s_2\), we iterate over all the vertices of \(s_2\) and look up each vertex \(k_2\) in the third hash table. For every subgraph \(t_3\) with key \(k_2\) in the third hash table, we combine \(s_2\) with \(t_3\) to obtain a larger subgraph. For joining more subgraph lists, the code simply repeats the for loop.

Depth-first join is also used in Fractal [12] for single-vertex exploration. The main issue is that it incurs a huge amount of redundant memory accesses. Our two-vertex exploration mitigates this issue as it requires fewer join steps to enumerate subgraphs of a certain size. To see this, let us consider the exploration of size-5 subgraphs. With single-vertex exploration, it requires a 4-way join of the edges in the graph. The first join operation of the edge list does not incur any redundant memory accesses as each neighbor list is accessed only once in the two hash tables. However, when we join the intermediate size-3 subgraphs with the edge list, we need to query the edge list for each intermediate subgraph. For non-consecutive size-3 subgraphs of the same key, each neighbor list will be accessed multiple times during the join process. The same problem exists when joining size-4 subgraphs with the edge list. In contrast, two-vertex exploration obtains size-5 subgraphs by performing a binary join of size-3 subgraphs which incurs no redundant memory accesses. Our experimental results also validate this point.

4.3 Redundancy Removal through Smallest-Vertex-First Dissection

Combing small subgraphs in different ways can lead to identical results. As we briefly mentioned in Figure 1c, joining subgraph ‘342’ and ‘375’ generates the same subgraph as

---

\[\text{Figure 2. Code of multi-way join.}\]
Algorithm 1: Combine two subgraphs and check for automorphism.

```
func dissect(s', n):
    foreach v in s' in ascending order do
        l = the first n vertices visited by starting from v
        r' = the unvisited vertices in s';
        foreach v' in l in ascending order do
            r = r' ∪ v';
            if r is connected then return l, r;
    if s and t have identical vertices other than k then return Ø;
    // s' is a valid subgraph joined by s and t
    // find the smallest dissection of s'
    l, r = dissect(s', t.size);
    // if the two joining subgraphs correspond to the smallest
dissection, return s'
    if l == t and r == s then return s';
else return Ø;
```

joining ‘352’ and ‘274’. These redundant subgraphs incur redundant computation, and the redundancy can accumulate over the exploration steps. To eliminate the redundant subgraphs, we perform an automorphism check when a subgraph is generated. The previous automorphism check technique for single-vertex exploration is based on the concept of the canonicality of the subgraphs [27]. This canonicality check does not work for multi-vertex exploration because the small subgraphs are generated by a matching algorithm and may not have the canonicality property. We propose a smallest-vertex-first dissection method that enables the redundancy removal for multi-vertex exploration.

Our method is based on the following observation: for any subgraph, there is only one way to divide it into two smaller subgraphs with both subgraphs being connected and one of them having the smallest spanning vertex indices. Thus, we can eliminate redundancy by producing a subgraph s’ only if the two joining subgraphs correspond to this unique dissection of s’. The automorphism check is performed each time we combine two subgraphs (i.e., in the combine function in Figure 2). Algorithm 1 shows the procedure of the combine function. For a pair of input subgraphs s and t (t is usually a size-3 subgraph), we first check if there are any other identical vertices except for the joining vertex k. If yes, s and t cannot form a valid subgraph, and the function return an empty set. If no, we give the combined subgraph to a dissection procedure that divides the subgraph into two small subgraphs l and r. From the vertex with the smallest index, the dissection procedure finds the smallest n vertices and store them in l where n is the size of t. Next, the algorithm checks if the remaining vertices can constitute a connected subgraph r with any of the vertices in l. If yes, the dissection procedure stops and returns l and r. The algorithm returns as soon as the first dissection is found, and it will always return because of Theorem 1. Once we have the smallest dissection l and r, we check if they are the same as s and t. If yes, the combine function returns the combined subgraph; otherwise, it returns an empty set.

Example: The smallest-vertex-first dissection of the subgraph ‘34257’ in Figure 1a can be obtained by spanning from vertex 2. The two adjacent vertices of 2 are 3 and 8. Because 3 is smaller, we take 3 in the first step, and the visited set contains vertex 2 and 3. The vertices that are adjacent to the two visited vertices are 4, 5, 7, 8. Because 4 is the smallest, we take 4 in the next step, and we have three vertices 2, 3, 4 in l. The unvisited vertices are 5 and 7. We check if any of 2, 3, 4 can form a connected graph with 5, 7, and we find 3 is the smallest vertex that connects 5 and 7. The algorithm stops and returns l = {2, 3, 4} and r = {3, 5, 7}. When joining the two subgraph lists in Figure 1c, our system generates ‘34257’ (by combining ‘342’ and ‘375’) instead of ‘35274’ (by combining ‘352’ and ‘274’). For the same reason, ‘37485’ is not generated by combining ‘374’ and ‘385’ as the smallest dissection of ‘37485’ is ‘345’ and ‘387’.

The worst cases complexity of the algorithm is $O(|s'|^3)$. Although it is higher than the linear complexity of the automorphism check for single-vertex exploration [27, 30], the actual number of instructions does not increase much because s’ is small and the algorithm usually returns early at line 7.

4.4 Pattern Aggregation with Index-based Quick Pattern

Next, we need to aggregate the subgraphs according to their patterns. This is done by computing the canonical form of each subgraph. The subgraphs with the same canonical form are isomorphic and will be put in the same group. As pointed out in §2, computing the canonical form is expensive, especially for large patterns. Previous work has used a quick pattern technique to reduce the canonical form computation. However, their quick patterns encode little topological information of the subgraphs, resulting in a lot of quick pattern groups of isomorphic subgraphs.

We propose an index-based quick pattern technique that can achieve more accurate grouping of subgraphs and reduce the overhead of canonical form computation. The idea is to assign an index to each pattern in a subgraph list and use the indices for computing the quick pattern of the combined subgraph. If a subgraph list is generated by the matching algorithm, we simply index the input patterns and store the indices with each subgraph. As shown in Figure 1b, the size-3 subgraphs are obtained by matching the two size-3
patterns. We store the pattern_idx with each of its embeddings. When two subgraphs are combined, we construct a 4-tuple as the quick pattern for the combined subgraph. The first two elements in the 4-tuple are the pattern indices of the two joining subgraphs. The third element represents the position of the joining vertex in the two subgraphs. Suppose the two joining subgraphs $s_1$ and $s_2$ are of size $n_1$ and $n_2$. If the joining vertex is the $i$th vertex in $s_1$ and the $j$th vertex in $s_2$, then the value of the third element is $(i \times n_2 + j)$. The last element is a bitarray representing connections between the two subgraphs. If the $i$th vertex in $s_1$ is connected with the $j$th vertex in $s_2$, then the $(i \times n_2 + j)$th bit in the bitarray is set.

Example: In Figure 1c, the resulting subgraph '34275' is obtained by joining $s_1 = '342'$ and $s_2 = '375'$, and its quick pattern is $(0, 0, 32)$. The first two elements are the pattern index of '342' and '375'. The third element is 0 because the joining vertex is at position 0 in both subgraphs. The last element is 32 because the $s_1[1] = 4$ is connected with $s_2[2] = 5$ in the graph and the $(1 \times 3 + 2)$th bit is set in the bitarray. Similarly, the quick pattern of both '34278' and '35287' is $(0, 0, 128)$, and the quick pattern of '34285' is $(0, 0, 0, 272)$.

By encoding the sub-pattern information, our quick pattern achieves more accurate grouping of the subgraphs and thus reduces the canonical form computation. The computation is further reduced by multi-vertex exploration as larger subgraphs contain more accurate sub-pattern information. To see this point, let us consider the number of possible size-4 4-tuple as the quick pattern for the combined subgraph. The number of possible values of the last element in the 4-tuple is the number of possible joining positions, and 4 is the number of possible joining positions, and 4 is the number of possible values of the last element in the 4-tuple. In comparison, if we use the edge list as the quick pattern as in previous work [27, 30], the fully-connected size-4 graph alone has 624 (6! − 4 × 4!) possible quick patterns where 6! represents all possible permutations of the six edges and 4 × 4! represents the permutations that do not have adjacent edges. This indicates that our index-based technique has much fewer possible patterns compared with the technique used in previous work, leading to fewer groups for isomorphism check.

The quick pattern is computed after every combine function in Figure 2. If the combine function returns a valid subgraph, we compute its quick pattern and look for the quick pattern in a global dictionary. The dictionary keeps a mapping from quick patterns to their indices. If the quick pattern exists, we store its index with the subgraph. If a quick pattern is not found in the dictionary, we increase the global index number and insert a new pair of quick pattern and its index. In our implementation, we parallelize the for-loop that iterates over all keys in the first joining hash table. To avoid synchronization among vertices of the two joining subgraphs. For any size-3 subgraph 'abc' with 'a' being the joining vertex and 'b', 'c' from different subgraphs, if the subgraph is not in the list of frequent size-3 patterns, the combine function returns an empty set immediately.

4.5 Exploration Space Pruning

An optimization that most graph mining systems adopt for frequent subgraph mining is to filter out the subgraphs of infrequent patterns so as to reduce the subgraph exploration space [10, 15, 27, 30]. All of the existing systems achieve this optimization with breadth-first exploration. They either store all intermediate subgraphs (e.g., RStream [30], Pangolin [10]) or maintain a list of frequent patterns and re-match these patterns (e.g., Peregrine [15]) in each exploration step. The problem with the first approach is that it takes a lot of memory and needs to aggregate the subgraphs in each step. The problem with the second approach is that it needs to perform redundant matching in each step, and it only works for support measures that can be computed without storing all the embeddings (e.g., MNI). If the user wants to use more memory support measures (e.g., MIS, MVC [21]), the second approach will not work. An advantage of two-vertex exploration is that it enables exploration space pruning without storing intermediate results or re-matching.

Our main idea is that, instead of checking the support of the combined pattern, we check whether the vertices around the joining point form any subgraphs of smaller infrequent patterns. If an infrequent subgraph is found, then the combined subgraph must be infrequent and should be discarded. Figure 3 shows an example of this method. When the system tries to join two subgraph '012' and '234' at vertex 2, it finds that there is an edge connecting vertex 0 and 3 and an edge connecting vertex 1 and 4. This forms two triangles '023' and '124'. While triangle '124' is frequent, triangle '023' is not, according to the list of frequent size-3 patterns. Due to the anti-monotone property of the support measure, a frequent pattern cannot contain infrequent subpatterns. Thus, the combined subgraph '01234' must be infrequent and should not be used for further exploration.

The above pruning procedure is done in the combine function (line 9 in Algorithm 1) when we check the connectivity among vertices of the two joining subgraphs. For any size-3 subgraph 'abc' with 'a' being the joining vertex and 'b', 'c' from different subgraphs, if the subgraph is not in the list of frequent size-3 patterns, the combine function returns an empty set immediately.
5 Subgraph Sampling for Faster Exploration

In real applications, we may not need to find all frequent patterns, and exhaustive exploration is unnecessary [14]. Thus, we propose a subgraph sampling technique to accelerate the exploration process.

Sampling during Joining: The idea is to add a sampling operation each time we iterate over the joining subgraphs, i.e., before each for-loop in the dotted boxes in Figure 2. Because the MNI support measures the frequency of a pattern as the number of distinct matching vertices, we sample a fixed number of iterations in each of the boxed for-loops in Figure 2, in order to achieve a more even distribution of subgraphs over all vertices. If a loop has fewer iterations than the sampling threshold, we execute all of them; if a loop has more iterations than the threshold, we sample the iterations uniformly to the threshold number. This subgraph sampling during the joining phase can be considered as a generalization of the neighbor sampling technique in ASAP [14]. ASAP samples a subset of the edges when it extends the matched subgraph from one vertex to its neighbors. We sample the neighboring size-3 subgraphs instead. Intuitively, our subgraph sampling is more accurate than neighbor sampling because size-3 subgraphs preserve more graph structures than edges.

Sampling during Matching: For very large graphs, we may not be able to store all size-3 subgraphs in memory or even on disk. To achieve fast mining, we can sample the subgraphs during the matching phase and only store the sampled subgraphs. Similar to the sampling in the joining phase, we sample a fixed number of subgraphs around each vertex in order to have subgraphs evenly distributed over all vertices. More specifically, we permute the vertex list at each inner loop of the nested for-loop generated by AutoMine [17]. The execution continues to the next iteration of the outermost loop if $t$ subgraphs have been matched in the current iteration. This will give us $t$ subgraphs sampled from each vertex. We set $t$ to a number such that all the sampled subgraphs can be stored in memory. These sampled size-3 subgraphs are then given to the join procedure to explore larger subgraphs. This subgraph sampling during the matching phase can be considered as a generalization of the edge sampling technique for approximate graph processing [5, 33]. Previous work has shown that edge sampling does not work well for graph mining tasks [14]. Our subgraph sampling is much more robust than edge sampling for graph pattern mining as it preserves more structures of the graph. Our experiments also validate this point.

6 Experimental Results

This section presents our experimental setup and performance comparison with the existing graph mining systems and methods.
on MI) compared with the joining time, and 2) Step1 can be considered as preprocessing. We find that Peregrine and Pangolin abort for most tasks. In fact, Peregrine paper [15] only reports results of 3-FSM. Pangolin [10] reports results mostly for 3-FSM. It reports 4-FSM for only one graph using large support thresholds, but it fails to give result for MI. For the only one testcase (4-FSM on CI) that Peregrine and Pangolin do return, our system is 1.8x to 5.6x faster. AutoMine is able to return results for these tasks. However, because it matches the patterns in a depth-first order, it cannot benefit from the anti-monotone property (i.e., it does not run faster for larger support thresholds). Our system is 1.9x to 8.4x faster than AutoMine for these tasks.

**Advantage over Single-Vertex Exploration:** As discussed in Section 4.2, one advantage of two-vertex exploration over single-vertex exploration is that it reduces the memory access overhead in depth-first multi-way join. To show the advantage, we configure our system to run single-vertex exploration. The single-vertex version still uses our index-based quick patterns, but it does not support exploration pruning since the size-3 subgraphs are not computed. The execution times of single-vertex exploration are shown in Figure 4. We can see that single-vertex exploration is 1.02x to 1.52x slower than two-vertex exploration. We also collect the total memory access sizes to the hash tables with two-vertex exploration and single-vertex exploration (assuming every query to the hash tables is a cache miss). As shown in Figure 5, two-vertex exploration reduces the memory access overhead by 5x to 189x. The results are collected with support threshold 0.001n. Other support thresholds show a similar pattern.

**Benefit of Index-Based Quick Pattern:** To show the benefit of our index-based quick pattern technique, we disable our index-based quick pattern and use the quick pattern technique in previous work instead (i.e., a list of edges with labels of adjacent nodes). Figure 4 shows the execution times of two-vertex exploration without our index-based quick pattern. We can see that it leads to 1.75x to 2.78x slowdown. To further verify the advantage, we collect the number of invocations to the bliss function [16] for computing the canonical forms of subgraphs. As shown in Figure 6, our index-based quick pattern reduces the number of isomorphism checks by 31x to 564x for different tasks, which explains the speedups.

**6.3 Performance with Sampling**

Next, we evaluate the effectiveness of our sampling methods. Since all the size-3 subgraphs of CI and MI can be stored in memory, we only perform sampling during the joining phase for these two graphs.

Figure 7 shows the number of size-4 frequent patterns we can find on MI graph with different support thresholds and different sampling thresholds. The execution time of different runs are labeled on top of the bars. When the support threshold is set to 0.001n, there are 215025 frequent patterns in total, and to discover all these patterns precisely our system needs to run for 41645 seconds (as shown in Table 2). If we sample 10 edges and 100 size-3 subgraphs in each key group when we join the edge list and the size-3 subgraphs (ST10 in the figure), our two-vertex exploration returns 49% of the frequent patterns in 671 seconds. The execution time is reduced by 62x. When the support threshold is set to 0.005n, we can find 41% of the total frequent patterns within 524 seconds, which is 1/63 of the total execution time. When the support threshold is set to 0.05n, there are only 8 frequent patterns, and our two-vertex exploration with ST6 sampling can find 7 of them in 58 seconds, which leads to a 443x speedup compared with the accurate execution. The figure also shows that the larger sampling thresholds we use the more frequent patterns we can find.

Figure 8 shows the number of size-7 frequent patterns found on CI graph with different support thresholds and different sampling thresholds. When the support threshold is 0.001n, our two-vertex exploration can find 86% of the frequent patterns in 1284 seconds with ST10 sampling. Compared with the time of accurate execution in Table 2, sampling achieves a 21x speedup. When the support threshold is set to 0.005n and 0.01n, there are fewer frequent patterns, and our two-vertex exploration with ST10 sampling can find more than 90% of the frequent patterns with less than 1/21 of the total execution time. When the support threshold is 0.05n, there are only 22 frequent patterns, and our two-vertex exploration with ST6 sampling can find all of them within 170 seconds, which is 1/96 of the accurate execution time.
Figure 4. Performance of two-vertex exploration, single-vertex exploration, and two-vertex exploration without our index-based quick pattern. The Execution times are normalized for each task with the execution time of two-vertex exploration in Table 2.

Figure 5. Total memory access size in multi-way join with two-vertex and single-vertex exploration for different FSM tasks (MNI support threshold 0.001).

Figure 6. Number of isomorphism checks for different FSM tasks (MNI support threshold 0.001) with and without our index-based quick pattern technique.

Advantage over Single-Vertex Exploration: As discussed in Section 5, another advantage of two-vertex exploration over single-vertex exploration is that it leads to more accurate sampling. To verify this, we configure our system to run sampled single-vertex exploration. Since single-vertex exploration needs twice join steps as two-vertex exploration, we set its sampling threshold to the square root of the threshold for two-vertex exploration in order to achieve a similar size of overall exploration space. As shown in Figure 7 and 8, if we do not include the matching time, two-vertex exploration has a slightly shorter execution time than single-vertex exploration when they use the corresponding sampling thresholds. Even if we add the time for matching size-3 subgraphs (102 seconds on MI and 0.08 seconds on CI), the total execution time is close to that of single-vertex exploration. For 4-FSM on MI, two-vertex exploration finds 6% to 57% more frequent patterns than single-vertex exploration. For 7-FSM on CI, the number of frequent patterns found by two-vertex exploration is 1.18x to 4x that of single-vertex exploration.

Figure 7. Number of discovered size-4 frequent patterns on MI graph with different support thresholds and different sampling thresholds. For single-vertex exploration, STx means in every join step only x edges are sampled in each neighbor list. For two-vertex exploration, it means that x edges and $x^2$ size-3 subgraphs are sampled in each key group when we join the edge list with the size-3 subgraphs.

Figure 8. Number of discovered size-7 frequent patterns on CI graph with different support thresholds and different sampling thresholds. For single-vertex exploration, STx means in every join step only $x^2$ edges are sampled in each neighbor list. For two-vertex exploration, it means that in every join step only $x^2$ size-3 subgraphs are sampled in each key group.

Table 3 shows the number of size-9 frequent patterns found on CI graph with different support thresholds. We can see that with a similar execution time two-vertex exploration discovers much more frequent patterns than single-vertex
Table 3. Results of 9-FSM on CI graph with sampling threshold 0.001n and different sampling thresholds. 'M. ST' stands for Matching Sampling Threshold, 'M. Time' stands for Matching Time, 'J. ST' stands for Joining Sampling Threshold, 'J. Time' stands for Joining Time.

|                | M. ST | M. Time (sec) | J. ST | J. Time (sec) | # of Patterns |
|----------------|-------|---------------|-------|---------------|---------------|
| SV 0.001       | 119   | 4             | 175   | 18            | 1             |
| SV 0.005       | 119   | 4             | 207   | 20            | 2             |
| SV 0.01        | 120   | 4             | 268   | 20            | 2             |
| SV 0.05        | 122   | 4             | 299   | 20            | 2             |
| SV 0.1         | 1184  | 16            | 1651  | 18            | 1             |
| SV 0.5         | 600   | 16            | 105   | 20            | 1             |
| SV 1.0         | 601   | 16            | 16    | 20            | 2             |
| SV 5.0         | 602   | 16            | 16    | 20            | 2             |
| SV 10.0        | 603   | 16            | 16    | 20            | 2             |
| SV 100.0       | 604   | 16            | 16    | 20            | 2             |

Table 4. Results of 5-FSM on OK graph with support threshold 0.001n and different sampling thresholds. 'M. ST' stands for Matching Sampling Threshold, 'M. Time' stands for Matching Time, 'J. ST' stands for Joining Sampling Threshold, 'J. Time' stands for Joining Time.

|                | M. ST | M. Time (sec) | J. ST | J. Time (sec) | # of Patterns |
|----------------|-------|---------------|-------|---------------|---------------|
| SV 0.001       | 4     | 175           | 18    |               | 1             |
| SV 0.005       | 4     | 207           | 20    |               | 2             |
| SV 0.01        | 4     | 268           | 20    |               | 2             |
| SV 0.05        | 4     | 299           | 20    |               | 2             |
| SV 0.1         | 1184  | 16            | 1651  | 18            | 1             |
| SV 0.5         | 600   | 16            | 105   | 20            | 1             |
| SV 1.0         | 601   | 16            | 16    | 20            | 2             |
| SV 5.0         | 602   | 16            | 16    | 20            | 2             |
| SV 10.0        | 603   | 16            | 16    | 20            | 2             |
| SV 100.0       | 604   | 16            | 16    | 20            | 2             |

Table 5. Results of 5-FSM on UK and FR graph with different sampling thresholds and support thresholds. 'M. ST' stands for Matching Sampling Threshold, 'M. Time' stands for Matching Time, 'J. ST' stands for Joining Sampling Threshold, 'J. Time' stands for Joining Time.

|                | M. ST | M. Time (sec) | J. ST | J. Time (sec) | # of Patterns |
|----------------|-------|---------------|-------|---------------|---------------|
| UK 0.001       | 4     | 175           | 18    |               | 1             |
| UK 0.005       | 4     | 207           | 20    |               | 2             |
| UK 0.01        | 4     | 268           | 20    |               | 2             |
| UK 0.05        | 4     | 299           | 20    |               | 2             |
| UK 0.1         | 1184  | 16            | 1651  | 18            | 1             |
| UK 0.5         | 600   | 16            | 105   | 20            | 1             |
| UK 1.0         | 601   | 16            | 16    | 20            | 2             |
| UK 5.0         | 602   | 16            | 16    | 20            | 2             |
| UK 10.0        | 603   | 16            | 16    | 20            | 2             |
| UK 100.0       | 604   | 16            | 16    | 20            | 2             |

The results of 5-FSM on UK and FR graph are shown in Table 5. We can see that matching takes a large proportion of the total execution time. This is because there are a lot of size-3 subgraphs and patterns in these two large graphs. However, if we consider matching as preprocessing and store the sampled size-3 subgraphs in memory, the joining procedure is fast. As shown in Table 5a, our system can find frequent patterns on UK within a few minutes, and more patterns can be found by using larger joining sampling thresholds. Table 5b shows the results of 5-FSM on FR graph. Again, the matching procedure is expensive. Once the size-3 subgraph are sampled, we can find size-5 frequent patterns in a relatively short time with sampled join. For comparison, we also run single-vertex exploration with sampling threshold 2 on these two graphs. It cannot finish execution within 24 hours, so we print out the found patterns after 24 hours of execution. For UK, it returns 5 frequent patterns when support threshold is set to 0.0001n, and 0 frequent pattern when support threshold is 0.0005n. For FR, single-vertex exploration with sampling threshold 2 cannot return any frequent pattern within 24 hours.

7 Related Work

This section summarizes the graph pattern mining systems that are most related to our work.

Exploration-based Systems: Arabesque [27] is a distributed graph pattern mining system. It enumerates all possible embeddings in multiple rounds and uses a filter-process model to generate the results. It first propose the quick pattern technique for reducing isomorphism checks. RStream [30] is...
Approximate Pattern Mining:

which leads to redundant computation. DwarvesGraph [9] is
step, they ensure that patterns of higher supports are more
it calculates a probability distribution of all candidate pat-
all patterns. Every time it walks from one pattern to another,
it exists in more than a certain amount of graphs. The main
idea of these works is to perform random walk in the space of
patterns based on the subgraphs it has explored and main-
of enumerating all the patterns before matching, it discovers
cult. Peregrine [15] is another pattern-based system. Instead
size is more than 7, enumerating the patterns becomes diffi-
cides patterns at each node, they can be applied to the exploration-based systems. We fill this gap and show that FSM can be accelerated by sampling the subgraphs in each key group of the join operation.

8 Conclusion

In this work, we propose a novel two-vertex exploration method to accelerate frequent subgraph mining. Based on two-vertex exploration, we further improve the performance through an index-based quick pattern technique and sub-
graph sampling. The experiments show that our method outperforms other state-of-the-art graph mining systems for FSM on various input graphs and pattern sizes.
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