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Abstract

Thermal images can be obtained as either grayscale images or pseudo colored images based on the thermal profile of the object being captured. In this work, we explore what an optimal encoder decoder might look like for creating a thermal-optical fused domain image. We compare the results from several different encoder-decoder structures with different networks to answer this question. This output images obtained from our method provides information of both domains jointly in a colorized image. We call this a cross domain colorized image. We also present a robust registration method for thermal and optical pairs, which can work despite changes in resolution and the make of the thermal imager. Lastly, we present a unique public dataset with registered thermal-visual image pairs containing around 1800 images as a part of this work, collected over a period of 2 years. We compare our results with prior literature, show how our results are different and discuss on some future work that can be explored further in this domain.

1. Introduction

Encoder Decoder structures which model data to be reduced to an optimal representation and then scale it up to a representative output, have emerged as one of the most popular deep learning techniques to handle any regression task in recent years. This can range from colorization [2], [34] to specialized information extraction [46-47] or even recognition [44], [48-49] amongst a host of other applications. The general rule of thumb applied to such models is to minimize patch size to the lowest possible level (down to 1) and then scale it up to the necessary resolution. The next level of optimization in these algorithms is to then add in a skip connection at each progressive level to concatenate the output from similar levels, finally obtaining the necessary output. This model is finally trained against a database of input to output images to obtain the necessary weights at each level. This seems like a very good generalization of most regression tasks as is evidently shown by the encouraging results obtained. However, with the ever increasing level of optimization and similar structures, one of the most important questions that arise is if this is indeed the most optimal way to design an encoder-decoder.

We try to look into this question and conduct extensive experiments to see what would happen if we were to use a database which instead of having fully similar data points (images in this case), used widely differing data points as a small percentage (around 4.5%) included in the training database. We conduct this experiment on the field of thermal image colorization and compare our results with a recent work which uses a similar architecture as we are using, but with the usual characteristics of encoder decoder structures like going down to a patch size of 1x1 along with skip connections. Our assumption of an optimal level in an encoder-decoder is in line with the work presented in [42] where the authors theorize that there is a minimal patch of image which is needed in order to recognize it. Thus, similarly, an encoder should have an optimal patch size before the results would start to degrade instead of improving. We proceed with our work based on this assumption and show that this is indeed a viable hypothesis.

Of course, in order to prove this we had to include a degree of dissimilar images as a part of the database. This is because if the images used in the experiment are all very similar to each other, even if the lowest level of patch used in an encoder-decoder structure goes down to 1, the optimal distribution would be maintained by virtue of the training points being very close to each other in the data space.

We choose to work in the domain of thermal imaging because based on the principle of emitted radiation, it is possible to capture images in complete darkness, as long as there is a temperature difference between the object being captured and the surrounding. It needs to be noted that when we are talking about infrared images, we specifically mean Thermal Infrared (TIR) images. TIR images are different from Near Infrared (NIR) in the sense that NIR images incorporate optical band information in an infrared image. NIR images are quite similar to optical domain images and seem to possess sharper edges as compared to TIR images, but they would not work in complete darkness because of the same reason. However, barring a few expensive thermal imagers, all of them work with a primary thermal imager and a secondary optical sensor.

The first problem with these imagers is that they are usually not centred at the same point on the 2 images. The shift is random, based on the distance of the object being captured, located from the
This is primarily because the thermal sensor and the optical sensor are physically located at different points in a general thermal imager. Here, we propose a registration technique, which works in order to obtain the optimal area of an optical image based on the corresponding thermal image. We also introduce an open access paired image dataset [32], with diverse images. The images that we are presenting comprise of images from a natural setting (greenery), modern setting (buildings), crowd setting and historical buildings. Although the number of paired images in this database are not very high (1843 pairs), the point we are trying to make here is that we have used 2 different thermal imagers (of 2 different makes, with different resolutions across the internal cameras) and varied subject settings while training our networks. Our technique works with the said constraints, proving that it is a robust method even under varying conditions.

The deep learning algorithm we create is used to obtain a color mask for a thermal prior. Once we have obtained this mask, we fuse it with the thermal image. This is done because our motivation was to preserve the information that is obtained in the thermal domain while producing a colorized image, rather than produce a purely optical colorized image. This is a big challenge because the TIR image data is different from optical images due to the difference in sensors being used. Moreover, the algorithm might provide different color outputs based on the thermal profile of the same scene, irrespective of the optical ground truth based on the illumination profile of the thermal data. For example, the same scene photographed during day and night would yield different optical images due to the difference in illumination, but provide the same thermal image as long as the relative surrounding temperature profile remains the same. Hence, we create a fusion technique which is able to preserve the characteristics present in a thermal image for better human perception. This is based on the idea that a human is more likely to notice the features in a colorized image rather than in a grayscale image. After all, color can provide more information than grayscale [1], especially in domains dealing specifically with night vision problems like in surveillance and assistive driving, where perceptual information enhancement forms an important field.

While traditional methods for image colorization have included techniques like scribble-based colorization [16], labelling [17], color transfer from images based on similarity matching [18-20] and feature extraction [21], newer methods based on Convolutional Neural Networks (CNN) are coming to the forefront at a very rapid speed. Grayscale to color image conversion [9], [22-25] is a very important topic in this field. While there have not been much work on thermal images in this aspect, Near Infrared Images, by virtue of their similarity to grayscale images have had some work [26-27], [14] presented as well. Other innovative uses for thermal images include its application in biometric surveillance and assistive driving, where perceptual information enhancement forms an important field. While traditional methods for image colorization have included techniques like scribble-based colorization [16], labelling [17], color transfer from images based on similarity matching [18-20] and feature extraction [21], newer methods based on Convolutional Neural Networks (CNN) are coming to the forefront at a very rapid speed. Grayscale to color image conversion [9], [22-25] is a very important topic in this field. While there have not been much work on thermal images in this aspect, Near Infrared Images, by virtue of their similarity to grayscale images have had some work [26-27], [14] presented as well. Other innovative uses for thermal images include its application in biometric surveillance and assistive driving, where perceptual information enhancement forms an important field.

While there has been a research work by Berg et al. [2], on thermal image colorization, it specifically focuses on only one domain of images, namely images from vehicle traffic [3] from the KAIST Multispectral (MS) Pedestrian Dataset. This is also the case with the work by X Kuang et al. [4], who use a Generative Adversarial Network (GAN) to process images from the same database as [34], which uses stacked encoder-decoder for colorization. There have been multiple sources which have reported that GANs are difficult to train because finding the correct hyper parameters needed to tune the networks are quite difficult [5], [6], [7], [8]. However, this method becomes much easier when the images being used are from a single domain. Since we are trying to work on finding an optimal distribution for an encoder decoder structure for a varied database, we do not take the route of using GANs for our work. For the singular purpose of thermal image colorization, another avenue of work that could be considered is style transfer for images via GAN [28-30] for synthetic data preparation. A particular domain for this includes using CycleGAN [36] for creating realistic images for a single domain, like in the case of transforming facial TIR images into their visible counterparts as
in [37] or directly using GAN for inter domain identification [40]. However, a point that needs to be understood on this matter is that GAN based models have their hyper parameters tuned to work on a specific domain (like faces), instead of generalized images, which is another factor we are focusing on in this work.

Additionally, since most of the previously mentioned works focus specifically on image colorization exclusively, none of them focus on the image registration method separately. While the paper by Yan et al. [10] does touch on this aspect, we found that when we took real world images, we could simplify the algorithm they provided. Without the different resolutions and scaling, it reduces to just a centre-shift problem, which is much less complex than the model we are proposing here. While this is similar to multi modal registration methods, most of such works like [35] focus on additional factors like corner detectors or use of localized voxels. The method we are proposing is much simpler in terms of computational complexity, while showing similar results.

We show in Fig. 3 and Table 5 that our results are better both qualitatively and quantitatively compared to [34], which is an improvement on the original encoder-decoder based technique [2]. Furthermore, as a part of the colorization technique, we show that it is possible to obtain good results even if we change the domain of images from Luminance-Chrominance (LAB*) to RGB. This was inspired by our work on illumination enhancement for paintings [45], where we worked on the RGB domain and obtained very encouraging results. In order to show that the method we are proposing is in fact a good approximation to an optimal solution, we present extensive ablation studies in Table 5 where we compare scores for our method with several changes in the proposed method. These are explained in Section 3.1.

In brief, our major contributions in this work comprise of:

- showing that there exists an optimal level of downscaling in an encoder-decoder past which results start degrading for a given database
- showing skip connections are not always better for encoder-decoder networks
- a new simplified method for registration of thermal images with their optical counterparts, which is robust enough to work even with images obtained from different thermal imagers with widely varying resolution of both optical and thermal images
- an optimal encoder-decoder architecture for creating a color mask so that new information can be produced for a thermal input in the form of color, which can then be fused with the thermal images to create a cross domain colorized image containing information from both the thermal and the optical images
- a new unique database [32] comprising of thermal-optical paired images from several different classes as well as their raw unscaled counterparts

2. Proposed Method

Our method is based on 3 separate modules which work serially to produce an output for a thermal image input. It can be formally broken down into 3 phases:

- Registration
- Colorization
- Post-processing
Of these, the first module (Registration) works only in the training phase whereas the next 2 modules work in both the training and testing phases. We are going to cover each of these sections separately in the following parts.

2.1. Registration

The registration module works on thermal-optical image pairs. The basic idea behind the registration module is that every image in the thermal domain has an optical counterpart. Since the thermal imagers we used have the option of capturing a thermal and an optical image of the same scene simultaneously, this is achievable.

However, the problems we encountered when dealing with a thermal-optical pair are that the thermal and the optical images were of different resolutions, and had a random centre shift based on the distance of the object being captured, since the physical location of the TIR and the optical sensors were different on the imager itself.

The FLIR imager had a 3.1 Megapixel optical sensor which produce images at a resolution of 1536x2048 pixels and the Sonel imager had a 5 Megapixel optical sensor which produces images at a resolution of 2592x1944 pixels. This means that for the same scene, the images captured by the FLIR imager were in landscape format while that by the Sonel imager were in portrait mode, and they were of widely different resolutions. So, we needed to formulate a method that would work uniformly across images from both imagers.

For this, we used the concept of Homography for the calculation of the scale of each image pair in the different thermal imagers. Homography tells us that in order to calculate the corresponding region that maps each $x_i$ (data in the first domain) to its corresponding $X_i$ (data in the second domain), we need to simply compute the $3 \times 3$ homography matrix [11]. Since we are dealing with 2D images, we consider the case where one image can be considered as the perspective projection of the other image. This is the standard method used for maps and aerial photography techniques. Once we had the factor, we could apply it uniformly across all images captured via that thermal imager. However, while the rescaling factors were the same for all images captured via a particular thermal imager, the factors themselves varied. The rescaling factor was 18% in case of the images captured via the Sonel thermal imager and 36.5% in case of the images captured via the FLIR thermal imager uniformly across both axes.

For obtaining the 4 corresponding points in 2 images from 2 different domains, we use LED lighting strips in order to create basic cases where we could obtain 4 different corresponding points of interest across the 2 differing domains easily, shown in Fig. 1. In that figure, (a) is the image obtained via the Sonel thermal imager, and (b) is the one obtained via the FLIR thermal imager. Both optical images have an inset of the original thermal image at the bottom left to give an idea of the difference in scales between the captured thermal and optical images.

Once the rescaling problem was tackled and we obtained the factors for the images from the 2 different thermal imagers, we focused on the actual problem of registration. Now, while there are a lot of matching factors that are used as registration scores against similar images, we found that most of them were ineffective for our use. This is because registration techniques like Structural Similarity Index Measure (SSIM) work by matching how similar 2 images might be, which would not work in thermal-optical pairs since features present in optical domain (like painted patterns) might not be present in the thermal domain. The problems with matching techniques based on illumination, like Histogram Matching, however, are different. In these cases, the thermal and the optical pairs would behave differently because of the nature of the sensors. While optical domain images work on the principle of reflected light, the thermal sensors work on capturing the emitted radiation instead. This results in completely different illumination profiles for the same scene, which render illumination matching techniques useless.

However, we reasoned that the internal entropy of an image should be same regardless of the sensor used to capture the image since it represents the amount of disorder in an image. More intuitively, it represents the amount of information content in an image. Thus, we opted to use Mutual information (MI) as a matching score for the registration metric in our method. There has been a previous work on using MI for thermal-grayscale registration [13]. However, they showed that you would need to correct the illumination in both images for it to work. Our assumption, however, was that this would not yield any extra advantage to the thermal image as MI does not work with the absolute values of the illumination, but rather, with the distribution of the illumination. Of course, this is based on the fact that the images are captured during the daytime, when the distribution can be clearly observed in both domains simultaneously, and would not work during night time.

We outline the algorithm (Algorithm 1) proposed for our Registration method as below. In it, $N$ stands for the total size of the flattened rescaled optical grayscale image and $K$ stands for the size of the thermal image. This is $384\times288 = 110,592$ for captured via the Sonel imager and $240\times320 = 76,800$ for images captured via the FLIR imager. Once the region is calculated, the corresponding 2D index has to be calculated for the point on the resized optical image for obtaining the registered image, followed by reshaping it to the original 2D shape from 1D array.

In the below algorithm, $temp$ represents the score
that is used in order to decide the patch which needs to be registered in each iteration and MI represents the Mutual Information function which calculates the mutual information, given 2 distributions.

Algorithm 1

**Input:** Thermal-Optical image pair  
**Output:** Cropped region of registered Optical image  
1. for each image pair in database:  
2. flatten the thermal image as thermal  
3. flatten the grayscale image as grayscale  
4. temp = 0  
5. for i in 0 to N-K:  
   5.1. if (temp < MI (thermal, grayscale[i to i+K]))  
   5.2. x = i  
   5.3. temp = MI (thermal, grayscale[i to i+K])  
6. save image corresponding to x in 2D format

In mathematical terms, the registration process becomes an optimization problem based on Shannon’s entropy, which can be expressed as below. Given a matrix of the thermal image A with shape (a, b) and an optical image matrix X with starting index (x, y), we can define a patch $p_i$ where

$$p_i = (x_i : x_i + a, y_i : y_i + b) \tag{1}$$

as the $(a, b)$ patch with the highest Mutual Information MI in the optical image and $(x, y)$ being the shape of the image, where

$$0 \leq a \leq x - a,  
0 \leq b \leq y - b \tag{2}$$

since the values of $a$ and $b$ has to be bound between 0 and the last indices subtracted from the size of the image being considered for registration. We calculate the region with the highest Mutual Information in the optical image $X$ based on the Mutual Information (MI) formula following Algorithm 1, where MI is defined as:

$$MI = H(A) + H(X) - H(A, X)$$

$$= \sum_{a \in A} \sum_{x \in X} p_{AX}(a, x) \log \frac{p_{AX}(a, x)}{p_A(a)p_X(x)} \tag{3}$$

where $H(X)$ represents the entropy of system $X$. However, the calculation of MI is a very computationally expensive work. As such, we simplified the method by reducing the number of checks that need to be performed as a part of the search problem. Instead of searching the full optical image for the most optimal region corresponding to the thermal image, we change the range for the check to half of the difference between the 2 images. Thus, the range reduces from $(0 : x - a, 0 : y - b)$ to $(x-a)/2 : (x-a)/2 + (y-b)/2 : (y-b)/2 + (x-a)/4$.

This process brings down the registration time complexity further by a factor of 32% from the previous iteration. We call this Algorithm 2, and is the final registration algorithm we are proposing in this work. We include a bar graph showing the time complexity comparison of Algorithm 1-3 in Fig. 2 in the Supplementary section.

It needs to be understood however, that our method does not work for all pairs of thermal-optical images. This is covered in more detail in Section 3.4.

2.2. Colorization

While most of the deep learning based colorization techniques focus on using the Luminance-Chrominance image model to work on images, our idea was different. Although earlier papers [14], [15], [9], [2] show that the LAB model is easier to work with for colorization techniques, they were all based on the idea that only the
chrominance values need to be calculated while the luminance values can be directly transferred from the grayscale image. While this method would work for the colorization of optical domain grayscale values, it becomes clear that the method would fail in case of colorization of thermal images where the optical grayscale images and the thermal grayscale images differ significantly from each other. Thus, instead of the LAB domain, we chose to work directly in the RGB domain instead. This not only creates an output with equal focus on the chrominance and the luminance channels, the output luminance channel is merged with the thermal inputs to create the final fused image. This is covered in more depth in Section 2.3.

Our method for colorization is a deep learning network. The basic framework for the network is based on the principle of a simple encoder-decoder for the calculation of the luminance- chrominance values from a grayscale prior. We modify it significantly to produce a mask directly in the RGB domain, which is then fed into the post processing step for creating the final colored image. Several changes like using a Conv2DTranspose layer instead of upsampling layer (so that the gradient information is better preserved during back propagation of loss) and checking the effectiveness (and thus eliminating) the skip connections have been implemented. More details on this can be found in Table 1-4. We also make a post processing step which ensures that the final output contains the data from both the thermal and the optical domain concurrently in the same output image. This is detailed in Section 2.3.

We divide the network into 3 subsections, namely Encoder Layer, Intermediate Layer and Decoder Layer in order to better describe it (Tables 1 – 4).

In the Tables 2-4, D represents the depth (or the number of layers) of the network at the corresponding level, W stands for the shape of the sliding window and S is the stride. N stands for the number of outputs in the case of the Dense layers and represents the number of times the previous layer is repeated in case of a Concatenation layer. Conv2D represents a 2D Convolution layer, BatchNorm is the Batch Normalization layer, LReLU is a Leaky ReLU layer and DropOut is a Drop-out layer. All DropOut layers have a parameter of 0.5.

The deep learning network that we use (Fig. 2) for the translation of the thermal image into an RGB mask is an end to end colorization technique which produces a unique output for a given grayscale thermal input. We use elu as an activation function in the first convolution layer and in all of the Conv2DTranspose layers. The encoder Conv2D layers do not have any activation as we add ReLU layers after them. The last layer activation is sigmoid since the output is on a range of [0,1] as we normalize the RGB values for all the 3 channels of

| Layer Name | Details | Output |
|------------|---------|--------|
| ALIGN      | same convblock | 100x100 |
| Block3     | same convblock | 25x25 |
| Block4     | same convblock | 25x25 |
| Block5     | same convblock | 25x25 |
| Block6     | same convblock | 25x25 |
| Block7     | same convblock | 25x25 |

| Layer Name | Details | Output |
|------------|---------|--------|
| Block8     | same convblock | 25x25 |
| Block9     | same convblock | 25x25 |
| Block10    | same convblock | 25x25 |
| Block11    | same convblock | 25x25 |
| Block12    | same convblock | 25x25 |

| Layer Name | Details | Output |
|------------|---------|--------|
| Block13    | double block | 50x50 |
| Block14    | same convblock | 50x50 |
| Block15    | double block | 100x100 |
| Block16    | same convblock | 100x100 |
| Block17    | double block | 200x200 |
| Block18    | Conv2D [W: (3,3), S: (1,1)] | 200x200 |

| Layer Name | Details | Output |
|------------|---------|--------|
| Block1     | Conv2D [W: (3,3), S: (1,1)] | 200x200 |
| Block2     | half block | 100x100 |

Table 1: Building blocks (Input: nxn)

Table 2: Encoder Layer (Input: 200x200)

Table 3: Intermediate Layer (Input: 25x25x512)

Table 4: Decoder Layer (Input: 25x25x512)
the output images by dividing the individual values at the 3 different layers by 255, to normalize them.

After the intermediate layer, we finally start upscaling the layers via 2D transposed convolution in the decoder layer while, at the same time decreasing the depth of the output so that we obtain the final RGB mask, which needs to be fused back with the infrared thermal input image to obtain the colorized fused image as the output.

The input to the network is a 200x200 image, irrespective of what the initial thermal image size may be, so that we have a parity of inputs in the model. Since it is a grayscale image, it has only 1 layer while the output is a 200x200x3 RGB image.

As can be seen from the architecture, we increase the depth of the layer in steps. Each of the blocks deal with a fixed depth of output while halving the dimensions till we reach a fixed size and simply increase the depth up to 2048, finally doubling the size at each level and decreasing the depth. For halving the shape of the input, we use convolution layers directly. It is to be noted here that unlike the original paper by Berg et al., we do not use the upsample layer for our work, rather opting for convolution transpose layer. The benefit of this is the fact that the transpose layer retains the weights, thus providing a link between the original input

Figure 3: Comparative Analysis of Results. The first row represents the raw thermal images, second till 8th row provides the outputs obtained from the deep networks for the different models. The ninth row represents the RGB output mask obtained via the proposed network while the 10th row represents the output obtained after fusion. The last row shows the ground truth obtained via the optical sensor. Full sized image is presented as Fig. 3-4 in the Supplementary Section.
across the layers and the output which is double the size of the input in the 2 axes.

We use logcosh as the loss function with ADAMAX as an optimizer for our network. Detailed explanation as to why we are using logcosh is discussed in Section 3. Once the network is trained, we can input a thermal grayscale image and obtain an RGB mask for the input image. The mask is combined with the thermal input image in the post processing layer to obtain the final colorized output.

For our ablation studies presented in Table 5, we use variations of this base deep network in order to obtain the RGB masks. These networks range from increasing the length of the encoder (and decoder layers) by halving the shape till it reaches a patch size of 1x1, introducing skip connections in the network and changing the number of intermediate layers, among others. A detailed discussion of these networks along with their results are presented in Section 3.

2.3 Post Processing

Once the mask is obtained for an input, we need to create the final output in the form of a colorized image from it. This is the post processing step. The postprocessing step can be further divided into 3 sub-steps. They are:

- Conversion to LAB domain
- Fusion of Thermal Image
- Conversion back to RGB domain

Our theory was that the mask, obtained in the RGB domain contains the chrominance information for an input thermal grayscale image. Thus, while creating the final colorized image, we gave an equal priority to the thermal image input for preparing the final output. For the first step, we take the RGB mask and convert it into LAB domain. This is because at this stage, we wish to incorporate the information from the thermal image as the luminance channel into the output in order to create the final cross domain colorized image. For this to be successful, it is important to separate the chrominance from the luminance value of the output mask. However, we did not want to discard the luminance information contained in the mask completely either. Thus, comes the second stage. Once we obtain the luminance information of the output mask, we fuse it with the thermal image according to the equation given below:

\[ L = \frac{l + \text{thermal}}{2} \]  

(6)

In Eq. 6, \( L \) represents the final luminance channel of the output image, \( l \) stands for the mask luminance channel and \( \text{thermal} \) represents the thermal image. This equation incorporates the thermal image information into the final colorized output. Once the luminance channel is ready, we just fuse it together with the chrominance channel and convert it back from the LAB domain into the RGB domain. The range of all 3 variables is normalized to \([0, 255]\) to achieve this.

While there have been works on fusion of thermal and visible images like in [41], those are focused on separate problems, like foreground detection in fused images, whereas our method focuses on imparting information to thermal images through data synthesis. Moreover, these fusion related works focus on grayscale images, which is very different from our objective as well.

3. Experimental Results and Discussion

The general structure presented in [2] is a basic encoder decoder with skip connections. This is used for colorization of thermal images and the authors present very good results obtained with this architecture. However, the database used for this experiment is the KAIST Multispectral database [3] which is a collection of consecutive frames obtained from videos of pedestrians jointly in the thermal and the optical domain. What this results in is that the images are very similar to each other. This means that the mean difference between the data points become very low, which would not be sufficient for testing our hypothesis on whether different configurations of the encoder-decoder structure would affect the final output.

This is why we created a database containing registered 1843 thermal to color paired images. Next we had to consider the problem of the base image size which we would use in order to train the network. Since we were using an encoder-decoder structure, we had to keep the input and output images in same dimension. The problem however was that the FLIR thermal imager has a maximum resolution of 240x320 for the thermal images, which is why we opted to create 200x200 images across both imagers and used that resolution in our network. We add in the images from Set 00 to Set 04 from KAIST MS dataset to our training images. This resulted in an additional 50189 thermal-optical pair of images in addition to our 1843 images, for a total of 52032 images. Out of this, we use 100 images from our dataset, chosen randomly for testing and the rest for training. All 50189 images from KAIST MS dataset have been used for training as we used Set 06 from the KAIST MS dataset, containing a total of 12987 images for testing. This resulted in a separate pool of images for training and testing and ensured that there were no overlapping images between the 2, which could bias the output.

We wanted to compare our results against the TIR2Lab results presented in the paper [2], the code that the authors presented publicly did not work properly on our end. We attributed this to the fact that they had stated on their page that it was still in development stage and might not work properly. As such we sent a few data points directly to the authors so that they may test it on their end and mail us the results.
results. However, the authors said that they were unable to provide the output, citing other engagements on their part. Hence, we reproduce their code independently and provide the baseline results in their paper for the same database as outlined in [2]. In order to ensure that there were no biasness on our method, we use built-in TensorFlow metrics for calculating both the Mean Squared error and the DSSIM error, which have been used in both works. Additionally, we would like to state that for reproducing the work in [34], we had to restructure the output layers by cropping a layer at a few levels to ensure that the output shapes matched (since halving 200 continuously reaches 25 and then 13, and the double of 13 via upsampling provides 26 instead of 25). We used the same process in our own method, where we go down to 1x1 patch size for our ablation study presented in Table 5. Lastly, we take the values for \( α \) and \( β \) as 0.33 and 0.67 for the combined error that they describe in [34] since the values were not mentioned in their work. 0.33 refers to the weight used for the luminance layer and 0.67 refers to the weight used for the chrominance layer loss calculation. This is based on the rationale of distributing the weights according to the number of layers in luminance and chrominance (1 and 2 respectively) proportionately.

We choose logcosh as the loss function in our deep learning method because the operational values become very small after normalization and lie between (0,1). This simplifies the calculation by directly changing the values under consideration by making \( \log(cosh(x)) \) approximately equal to the value shown in Eq. 7:

\[
\log(cosh(x)) = \begin{cases} \frac{x^2}{2}, & \text{for } x \ll 1 \\ |x| - \log(2), & \text{otherwise} \end{cases}
\]  

(7)

In our case, since we are dealing with the sigmoid layer at the last layer, all of our output values are confined to the range of [0,1]. Thus, we can safely assume that since our output values are small enough, the logcosh loss will always approximate to the \( \frac{x^2}{2} \) value. Moreover, in order to keep parity and make the loss converge faster, we opt for an activation function of elu or provide a ReLU layer at results in Table 5. We also show our result against the method detailed in [34], which reports better every block.

This is because the elu activation function is defined as:

\[
ELU(x) = \begin{cases} x, & x > 0 \\ \alpha(e^x - 1), & x < 0 \end{cases}
\]  

(8)

This, combined with the logcosh loss ensures that the values of the network always stay in the exponential plane. This is relevant because in the standardized RGB system, which is used by display systems, the value of luminance is based on Gamma correction, represented by Eq. 9:

\[
V_{out} = AV_{in}^γ
\]  

(9)

where \( γ \) represents the variable value in question for the output luminance value for individual R, G and B channels. In general cases, the value of A is taken as 1 and the inputs and outputs are typically in the range of 0-1, as is the case with our deep network.

In the standardized sRGB system, the value of gamma cannot be expressed as a single numerical value and it is usually expressed as an average value of around 2.2 with a linear \( (γ = 1) \) near black and it varies elsewhere as a log input to an output space with an exponent of 2.4. Thus, combining Eq. (7), (8) and (9), we can generalize our loss function as:

\[
loss = ax^n
\]  

(10)

which can be expressed as \( AV^γ \). This is equivalent to the gamma value needed to represent the R, G and B values in the sRGB model. Hence, as we are aiming to use the RGB values directly in our network, we opt for logcosh as our loss function.

Lastly, for the optimizer, we use ADAMAX instead of ADAM as in [2] and [34] because we are using a database which instead of using images which are all similar in nature, uses sparse values (around 4.5% of the total images) which are completely different in nature. Thus, instead of using a vector value which is a combination of the past and current gradients, it calculates the maximum of the two by using the \( L_\infty \) norm [43]. What this essentially means is that when significant gradient updates are required, they can be done, but only when these values are actually required, when compared to the past gradients.

Our hypothesis, while designing this experiment was that when we are dealing with images where we need to create an output in a completely different domain (from grayscale NIR to optical RGB in this case), the respective mapping needs to be relevant. Thus, if we start considering ever smaller patches of an image, we would overshoot the point at which a patch of the input image would stop being relevant. That is, our assumption was that there is a minimum size of patch needed which would make an image recognizable. This is supported by the work [42] as well. However, the general structure of encoder-decoder used usually halves the patch size till it reached 1x1 and then upscals it from there. While this would be relevant when the data used for the experiment is similar to each other (as in the case of KAIST MS dataset), this would stop being useful as soon as we introduce some data points which deviates completely from the standard pattern, thus leading to generalization. In fact, this can be seen in [2] and [34] which are basically the same work, wherein [34] reports a better result by simply going down to a patch size of 1x1. However, as can be noted from Table 5, we can see that the results from our experiments yield results which clearly show that this is not effective. This is discussed in more
details in Section 3.1 as well. However, we do not stop with just this. Our second hypothesis was, in case of regression deep networks, used for data modelling (like creation of RGB data from grayscale input), skip connections might not necessarily be a good thing at every step since the data distribution of the input differs widely from the data distribution of the output (on account of being from 2 different kind of sensors: NIR and optical in this case). Again, this comes down to the data used in order to model a network, but when we are considering generalization of data as a major point in the design of a deep network, this cannot be ignored. In fact, this is also shown by the results we present in Table 5, which is discussed in further details in Section 3.1.

We would like to state here that while we found one other instance of a large dataset of thermal images from the Military Sensing Information Analysis Center (SENSIAC) [31] used in [33], it often obtained via very high-grade state of the art cameras, which are not feasible for general use. Finally, the dataset is not publicly available, and needs a fee for its usage.

### 3.1. Quantitative Analysis

The quantitative analysis of the results are shown in Table 5. We are presenting the comparison of the scores obtained from the images from our method along with the baseline scores obtained from [2] and the scores obtained from [34], which is reported as having obtained better results in comparison to [2]. We also include scores from [34], trained with ADAMAX instead of ADAM, showing that the scores are almost similar, but yield different image outputs, shown in Fig. 3. Along with the above methods, we include the proposed method, and several variants of the proposed method as different points of comparison. The first of these methods checks if the number of intermediate layers would make a difference. Instead of having 5 intermediate layers, would having 2 make a difference is the question this tries to answer. The next one checks if adding skip connections in the proposed method, with skip connections added between the encoder and the correspondingly sized decoder blocks would be helpful. The next one checks if the combination of the previous 2 would have a better result and the last one is meant to check the effect of downsampling the patch size to 1x1, but without the use of any skip connections.

We have chosen 4 different scores of comparison for our methods. These are the L1 score, or Mean Absolute Error (MAE), the Root Mean Square Error (RMSE), Peak Signal to Noise Ratio (PSNR) and the Structural Similarity Index Measure (SSIM). The first 2 are simple scores which show how far the images are in the data space from their optical counterparts, the PSNR is meant to compare the noise introduced as a result of the respective measures and the SSIM checks how similar each layer of the RGB images are to the optical outputs they are trying to create. We include the lowest value, the average value and the highest value for each method. As can be observed, except for the L1 score, every other metric has the best average value for our proposed method. The nearest values to our proposed method scores are observed in the network created with skip connection in addition to our proposed network. However, even if the scores denote a close value, if we observe the images created in Fig. 3, we can clearly observe that our method provides better results. We discuss this further in Section 3.2.

We denote the best values (the lowest scores for L1 and RMSE difference scores and highest values for SSIM and PSNR scores) in blue and the worst scores in red in Table 5. The best average scores are denoted in bold. Even though the low and high scores for correspondingly L1 and RMSE and PSNR and SSIM values are better for the results obtained from [34] in comparison with [2], we can see that the average value for L1, RMSE and PSNR is better for the work presented by Berg et al. in comparison to [34]. This indicates that the outputs obtained from [2] are more stable in comparison to those obtained.
by [34]. This is in also in line with our conjecture that going down to the lowest 1x1 patch might not be the best option.

This score table proves our point that there is an optimal level of patch size for an encoder-decoder method, given a particular database below which the output starts degrading instead of improving. This is in line with the hypothesis that there is a size of patch below which information cannot be further quantized for a given image. This is the reason why the work presented in both [2] and [34] provided very good results when trained with just the KAIST MS dataset, but failed to provide results that were as good as we have been able to obtain. The average values for L1, RMSE and the PSNR score between [2] and [34] also supports this argument since the improvement that [34] reports on [2] is going down to a patch size of 1x1 (with the corresponding skip connections added in).

As can be observed, the scores for the proposed method extended to 1x1 exhibit some of the worst values in the table, although for RMSE, it also exhibits the best singular value, denoting that the scores fluctuate a lot, and thus, an unstable, and thus, not very well constructed deep network. The proposed method, incorporated with skip connections provides values which are almost similar to the values obtained from the proposed network, but other than the image analysis presented in Section 3.2, the question arises as to why would one want to incorporate more complexity in a network when the values are so close to each other by incorporating concatenating layers. Further, when we compare the values between the proposed method with skip connections, the one with just 2 blocks in intermediate layer and a combination of the 2, in none of the cases does the combination network work better than either of the 2, showing that simply increasing complexity in an encoder-decoder structure does not guarantee a better output.

3.1. Qualitative Analysis and Discussion

In Fig. 3, the first row denotes the thermal images rescaled to 200x200, which are used as inputs to the deep network shown in Fig. 2. These are grayscale images which go from cold black (pixel value of 0) to white hot (pixel value of 255). This means that the thermal images are always histogram equalized by default since it occupies the whole [0-255] range of pixel values for every image.

The second row shows the outputs from the baseline method of [2]. As can be seen in these images, while the general shape of the output is being created, the images themselves tend to be more of grayscale rather than containing color information. For example, for image (d), we can see that the structure of the building is clearly coming through, as is the case for the last image as well. However, as we can note from Table 5, this scores best for the L1 difference values, indicating that the output images themselves, while not being very perceptually clear, lie close to the output optical images on the data plane.

For rows 3 and 4, we show the outputs obtained from the method presented in [34] and a variation of the same, where we change the optimizer from ADAM to ADAMAX. As we can see, the color information changes visibly between the 2 rows, and is most visibly noticeable in column (d) and (g), wherein the images for ADAMAX seem to be more prominent.

Row 5 onwards, we have the outputs from the different variations of our networks present. The 5th row shows outputs when we use only 2 intermediate blocks instead of 5. The next row shows what the output will be like if we used our network with skip connections between the encoder and the decoder blocks while the 7th row shows a combination of these 2. The next row provides outputs on what the output will be like if we used patch till 1x1 levels for the encoder and then convolution transposed is back to the input size. The 9th row shows our proposed network outputs, the 10th shows the fused images we are creating and the last row shows the optical images against which we train our network.

It is immediately apparent from these images that among our networks, the 1x1 network exhibits the worst output images. However, this is despite the fact that in Table 5. For RMSE values, it provides the best singular value (and the worst one as well). The 5th and the 6th rows exhibit similar outputs, and it gets perceptibly better for the 7th row, despite the fact that the 6th row scores exhibit the second best values. However, looking at image (a), (d) and (f), we can immediately see that they are better.

The proposed method provides better image outputs visually. This is because if we look at image (d), we can see that the color of the sky and the color of the building closely match the optical output as compared to the 7th row images. It is the same for image (f) and (g), where the lines on the roads have a better clarity. Image (i) also provides much better color information in this case as is evident from the clarity of the road section.

In the 9th row, we show the fused outputs, where the images contain information jointly from the thermal and the optical images. These are created by combining the thermal input images the output masks in row 9 according to Eq. 6. This jointly provides the clarity provided by the thermal inputs while retaining the information provided by the optical RGB masks, creating a new type of image. The full sized image of Fig. 3 is presented as Fig. 3-4 in the Supplementary Section for better clarity.

3.1. Limitations

While our method seems to work with most data, it fails in few cases. The first is the failure at the registration module. We see that in the case of data where the subject is moving, the thermal and the
that this does not affect the registration directly in some cases (where the subject of movement is very small in comparison to the background), we do not take these cases in consideration while preparing the training set. This is because our work deals with colorization and if the difference in images attributed due to the motion between the images of the input and the output domain become too large, the deep network cannot learn the necessary parameters needed to create the color mask from the input.

The second case where the registration module fails to provide an accurate registration for an input is in case of a parallax error, as can be observed in Fig. 4 (c). The optical and the thermal sensors are physically located at different locations in both the thermal imagers we have used for creating our database. This creates a shift in the image being captured. We observed that while this does not create much of an error when the objects being captured are far away, at nearby distances, it becomes a major issue. In fact, the image captured becomes completely different when the object is very close to the imager, creating a shift in perspective, thus making the algorithm we have provided being unable to provide a good match. We can notice that in Fig. 4 (c), the arches change in their perspective between the thermal and the optical images altogether and in Fig. 4 (f), we can see that the leaves on the right side of the structure change the image between the thermal and the captured optical images.

Another problem that we have faced is that some images are highly bleached. By ‘bleached’, we mean that there is not sufficient difference in the different surfaces of the object in the thermal image. This is primarily the case when we deal with objects which are left for too long at a certain temperature (for example, an animal sitting in the sun). This can be seen in Fig. 4 (g) and (a). In the first one, you can see that due to the extreme difference between the foreground and the background, there is a distinctive loss in features in the image, while in the second case, the background becomes blurry, creating a case where the Mutual Information based algorithm is unable to get enough unique information to create a good match.

Finally, the last case where we see problems with registration is where there is a loss of data due to the sensor being unable to capture precise data. This can be seen in Fig. 4 (e) and (h). In case of Fig. 4 (e), we can see that the small branches in front of the tree are not captured in the thermal image, thus creating a different image for the algorithm, while in (h), the optical sensor is unable to capture the correct image.

| Method presented in [34] with ADAMA X | Measure | L1  | RMSE | PSNR  | SSIM  |
|--------------------------------------|---------|-----|------|-------|-------|
| Baseline [2]                         | Average | 142.86 | 17.76 | 27.91 | 0.14  |
|                                      | Low     | 91.25 | 16.96 | 27.68 | 0.03  |
|                                      | High    | 179.83 | 18.23 | 28.31 | 0.27  |
| Method presented in [34] with ADAMA X | Average | 149.70 | 17.94 | 27.83 | 0.24  |
|                                      | Low     | 85.27 | 16.69 | 27.49 | 0.05  |
|                                      | High    | 193.49 | 18.64 | 28.78 | 0.42  |
| Proposed Method with 2 blocks in Intermediate Layer | Average | 146.52 | 17.02 | 28.29 | 0.45  |
|                                      | Low     | 65.17 | 15.25 | 27.60 | 0.14  |
|                                      | High    | 211.47 | 18.39 | 29.24 | 0.67  |
| Proposed Method with Skip Connections | Average | 148.14 | 16.96 | 28.32 | 0.48  |
|                                      | Low     | 54.30 | 14.50 | 27.61 | 0.15  |
|                                      | High    | 216.66 | 18.38 | 29.70 | 0.75  |
| Proposed Method with 2 blocks in Intermediate Layer and Skip Connections | Average | 147.18 | 16.98 | 28.31 | 0.46  |
|                                      | Low     | 58.18 | 14.72 | 27.60 | 0.15  |
|                                      | High    | 210.25 | 18.40 | 29.57 | 0.71  |
| Proposed Method with downsampling to 1x1 | Average | 154.10 | 17.18 | 28.22 | 0.45  |
|                                      | Low     | 63.73 | 14.35 | 27.45 | 0.16  |
|                                      | High    | 212.25 | 18.72 | 29.76 | 0.72  |
| Proposed Method                      | Average | 148.24 | 16.91 | 28.35 | 0.49  |
|                                      | Low     | 63.73 | 14.55 | 27.59 | 0.15  |
|                                      | High    | 215.69 | 18.43 | 29.66 | 0.70  |

Table 5: Quantitative Analysis of the results obtained by the different methods
corresponding to a thermal map due to fog and imperfect illumination. A case the deep network might fail is with too much illumination, bleaching out details in the photograph.

All of our data is available for public use in IEEE Dataport at [32]. We have also included the raw data for the unregistered images in the database so that others may yet use them in further researches in other avenues.

4. Conclusion

We have presented a method which has been trained with data from Prayagraj (Allahabad) city in India for the modern setting based images and jointly from Chitrakoot and Prayagraj for the historical buildings images and the greenery data. The crowd data is collected from the Maha Kumbh Mela 2019 that occurs every 12 years at Prayagraj. It is the biggest fair on earth and to our knowledge, this is the only dataset that contains images from it. The data was collected over a period of 1.5 years and collated together. We have been able to use only 1843 images as a part of the diverse dataset we have presented in [32] as of now, and it is expected that the results would improve once more data is added to this database.

Another course of study that can be performed is the effect of movement in thermal images and how it affects the results. However, since that needs a separate specific database, we have not attempted it as part of this paper and aim to include it as part of a future work.

All experiments were carried out on a machine with i5 7600 processor with 16 GB RAM and a RTX 2080 Super with 8 Gbps GDDR6 memory. All coding was done on Python with Keras 2.2.4, using Tensorflow 1.13.1 as the backend. On an average, one epoch of proposed took about 21 minutes to complete. The proposed algorithm reached loss saturation by the 29th epoch. The thermal imagers used were FLIR E40 and Sonel KT400.
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