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The ability to quantify complex relationships within multivariate time series is a key component of modelling many physical systems, from the climate to brains and other biophysical phenomena. Unfortunately, even testing the significance of simple dependence measures, such as Pearson correlation, is complicated by altered sampling properties when autocorrelation is present in the individual time series. Moreover, it has been recently established that commonly used multivariate dependence measures—such as Granger causality—can produce substantially inaccurate results when applying classical hypothesis-testing procedures to digitally-filtered time series. Here, we suggest that the digital filtering-induced bias in Granger causality is an effect of autocorrelation, and we present a principled statistical framework for the hypothesis testing of a large family of linear-dependence measures between multiple autocorrelated time series. Our approach unifies the theoretical foundations established by Bartlett and others on variance estimators for autocorrelated signals with the more intricate multivariate measures of linear dependence. Specifically, we derive the sampling distributions and subsequent hypothesis tests for any measure that can be decomposed into terms that involve independent partial correlations, which we show includes Granger causality and mutual information under a multivariate linear-Gaussian model. In doing so, we provide the first exact tests for inferring linear dependence between vector autoregressive processes with limited data. Using numerical simulations and brain-imaging datasets, we demonstrate that our newly developed tests maintain the expected false-positive rate (FPR) with minimally-sufficient samples, while the classical log-likelihood ratio tests can yield an unbounded FPR depending on the parameters chosen. Due to the prevalence of autocorrelation in empirical datasets, many time-series dependencies in the scientific literature may have been, and may continue to be, spuriously reported or missed if our exact testing procedure is not widely adopted.

I. INTRODUCTION

Dependence measures such as Pearson correlation, mutual information, and Granger causality are used in a broad range of scientific domains to investigate the complex relationships in both natural and artificial processes. Despite their widespread use, concerns have been raised about the validity of classical hypothesis tests typically used to infer the statistical significance of empirical calculations of such measures from data [1–5]. Specifically, the presence of autocorrelation (or serial correlation) in a signal—one of two defining properties of a stationary time series [6, 7]—has been found to bias the estimation of these linear-dependence measures. This bias yields a greater number of both spurious correlations and missed causalities (Type I and Type II errors) during hypothesis testing and calls into question the legitimacy of the many studies across the empirical sciences that have employed these techniques.

The effect of autocorrelation on estimating Pearson’s product-moment correlation coefficient has been extensively studied in statistics. Seminal work on this subject is often attributed to Bartlett [8], who provided a variance estimator for sample correlation coefficients (among other statistics) between two identical first-order autoregressive (AR) processes under the null hypothesis of no correlation [8]. He later extended his analysis to account for arbitrary-order AR processes [9]; however, both time series were still assumed to be generated by the same model. Quenouille [10] and Bayley and Hammersley [11] independently took this work further by studying sample estimates when the two time series can exhibit different autocorrelation functions. Roy then provided a more comprehensive result on the asymptotic covariance for multivariate processes when there exists an underlying correlation between the processes [12], which provides the distribution under the alternate hypothesis. Variance estimators such as these, that explicitly account for autocorrelation, are commonly referred to as Bartlett’s formula [2, 6, 7, 12].

Although the sampling properties established by Bartlett and others rigorously accounts for autocorrelation, until recently they have remained underused in practice, with the impact of the resulting false-positive bias clearest in applications involving short time series and high autocorrelation, e.g., in fMRI-based neuroimaging [1, 2], environmental and ecological studies [13, 15]. For instance, experiments on brain-imaging data have revealed that the related concept of digitally filtering a signal can induce spurious correlations [1]. The authors provided hypothesis tests based on the filter frequency response; however, since digital filtering is usu-
FIG. 1: Application to brain-imaging data, demonstrating our correction for the otherwise dramatic inflation of false-positive rates (FPRs) of classical hypothesis tests of dependence estimates in the presence of autocorrelation. We perform 1000 experiments with both the (uncorrected) log-likelihood ratio (LR) hypothesis tests as well as our (corrected) exact tests introduced in Sec. IV for inferring the significance of three dependence measures: mutual information, multivariate mutual information (with two variables in each process), and Granger causality. For each of these experiments, we randomly selected two uncorrelated fMRI time series $X$ and $Y$ from the Human Connectome Project [13] (see Sec. V for more details). A sample window of these univariate processes are shown in the left panel (grey lines), with the common preprocessing technique of band-pass digital filtering later applied to the signals (red lines). At the bottom of the left panel, we plot the sample autocorrelation $r_{ii}(u)$ of both the raw and the filtered signal $X(t)$, illustrating the higher autocorrelation length (and lower effective sample size) induced by digital filtering. The panels on the right show the FPR as a function of the significance level $\alpha$. For ideal hypothesis testing, we expect a line along the diagonal (i.e., the FPR equals the significance level). The LR tests illustrate an increased FPR for all measures, as seen by both the plots and the FPR at 5% significance level. In contrast, our tests remain consistent with the expected FPR.

ally not the only cause of autocorrelation, this signal characteristic is typically unknown in practice [2]. Following this result, Afyouni et al. [2] rediscovered Roy’s asymptotic distribution, showing that it also holds as an approximation with finite samples. This distribution was then validated through minimal examples and fMRI brain-imaging time series, overcoming the issue of an unknown filter frequency response. The application to fMRI data was particularly important, since these typically only contain several hundred samples, are highly autocorrelated both before and after commonly-applied digital filtering, and have been widely studied with correlation coefficients [16]. These represent important milestones in inferring the relationship between univariate time series, however correlation coefficients are but one of many linear-dependence measures, with others in the family capturing both directed and multivariate dependence. Even though such measures can model a much richer set of dependence structures in physical processes, the notion that their sampling properties could be altered in the presence of autocorrelation has been so far overlooked; bridging this gap is the focus of this work.

Motivated to study directed dependencies in economics, Granger [17] introduced his measure of causal influence between autoregressive models nearly 60 years ago. Since then, it has become an exceedingly popular measure of linear dependence, exemplified by more than 99,000 works that mention the phrase “Granger causality”, as indexed by Google Scholar (as of March, 2020). This impact is reflected in the measure’s ubiquity in the scientific community beyond its origins in econometrics, yielding insights into phenomena ranging from brain dynamics [18–20] to climate change [21, 22] and political relationships [23, 24]. Although Granger causality was explicitly designed to capture one-way dependence between AR signals, researchers are becoming increasingly aware that preprocessing techniques that increase this autoregression, such as filtering, raises its FPR when us-
ing classical hypothesis tests such as the log-likelihood ratio (LR) and F-tests [3–5]. Following this line of inquiry, in Fig. II we use a widely-accessed brain-imaging dataset to illustrate the extent to which natural and artificial autocorrelation can inflate the FPRs over a nominated 5% rate (see Sec. V for more detail on this experiment). For unrelated signal pairs, the FPR of Granger causality using the LR test was computed to be 20%, increasing to 63% after bandpass filtering—more than twelve times the expected value. Even though previous studies have provided similar findings and clearly demonstrated increased Type I and II errors due to filtering, it remained unclear as to why this bias existed, nor how to correct it. We hypothesized that these errors were due to an inflated variance of the sampling distribution as a function of autocorrelation, in the same way that Pearson correlation is affected.

In order to unify Bartlett’s earlier investigations on correlation coefficients (under autocorrelation) with more complex measures such as Granger causality, we must expand the former body of work to account for multivariate relationships. A natural multivariate extension to Pearson correlation is canonical correlation analysis, which Hotelling first introduced as a way of relating more than two Gaussian variables [25]. Robinson [26] later established that, under serial correlation, estimates of canonical correlations are consistent and obey a central limit theorem. However, he also showed that, like Pearson correlation, canonical correlation estimates are inefficient under autocorrelation, which introduces Type I and II errors during inference. As an alternative, information theory naturally facilitates multivariate analysis [27–29]. (Also, though not in scope for this study, information-theoretic measures can handle nonlinearity using model-free estimators, for which the issue of serial correlation is addressed using methods such as the Theiler window correction [29], discussed in Sec. VI. Information theory’s general applicability arises in simply requiring a probability distribution that can be either parametric or non-parametric. When this probability distribution is modeled as a multivariate Gaussian, canonical correlation analysis and information theory overlap because multivariate mutual information can be decomposed into sums involving canonical variables [30]. While this unification provides an elegant perspective, to this point it has not yet solved the issue of serial correlation. For instance, in Fig. II we characterise the effect of autocorrelation on the LR-based hypothesis tests—the de facto standard of significance testing linear-Gaussian model mutual information [31]. The results show that the estimates are significantly biased, yielding a FPR of 55% for mutual information (an 11-fold increase of the expected rate) and 90% for multivariate mutual information (an 18-fold increase) with linear-Gaussian models.

To overcome this issue, in this work we leverage the foundational knowledge of Bartlett et al. [8–11] to correct the sampling distributions for a large family of Gaussian-model linear-dependence measures based on the autocorrelation function of individual signals. After presenting preliminaries in Sec. III we first show how a variety of univariate and multivariate measures can be decomposed into sums involving independent squared partial correlation coefficients in Sec. III. We then derive the Student’s $t$-distribution of partial correlation coefficients between two autocorrelated signals in Sec. IV A and Sec. IV E, which is exact under the null hypothesis. Using this result, we are able to obtain the Bartlett-corrected F-distribution that each of the squared correlation terms follow through Sec. IV C and Sec. IV F summing these F-distributions then gives the sampling distribution of the original dependence measure. We can then construct these distributions via Monte Carlo sampling, generate a $p$-value, and test the significance of the estimate. More specifically, we begin by providing the sampling distribution for mutual information (Sec. IV C) and conditional mutual information (Sec. IV D) under the Gaussian model. We then use the chain rule to construct sampling distributions for all other measures, such as multivariate mutual information (Sec. IV E), univariate (Sec. IV F) and multivariate Granger causality (Sec. IV G). Thus, our approach can be used to derive the sampling distribution of any measure that can be expressed in terms of conditional mutual information or partial correlation, e.g., canonical correlations and partial autocorrelation [6, 7] or information-theoretic measures such as predictive information [32, 33] and active information storage [34], under the linear-Gaussian assumption.

By expressing dependence as a sum of squared partial correlation terms, we identify two main sources of inflated Type I and II errors with the LR hypothesis tests [35] in Sec. IV. The first problem is that each independent term that goes into computing a dependence measure has an “effective sample size” (the number of samples in a dataset that are independent depending on the cross-correlation of the processes) that is potentially different to the original time-series length used in the calculation. When both processes are positively autocorrelated, the effective sample size is smaller than the original length and thus the LR test overestimates the statistic, potentially inducing spurious correlations (Type I errors). When instead one of the processes is negatively autocorrelated (and the other positively), the effective sample size is larger than the original dataset length and the LR test underestimates the statistic and may miss causalities (Type II errors). This effect is addressed for single calculations via the Bartlett correction, and extended for each squared partial correlation term in our sum here; notably, each term may be associated with a different effective sample size. The second source of inflated FPR comes from the exact distribution of partial correlation even if the samples are independent (i.e., not autocorrelated). When hypothesis testing partial correlation for an IID processes, the sample size is reduced by the dimension of the conditional process. Thus, for computing the null distribution, we must not only take into account the
Bartlett correction for each term that involves squared partial correlation but also the dimension of the conditional for that term in the chained sum \(30\). Classical approaches to hypothesis testing, such as the LR and Wald tests, use null distributions that are only asymptotically valid and so do not account for these finite-sample effects. The severity of ignoring these corrections depends both on the time-series length and its autocorrelation and so we run a number of experiments with fixed sample size while changing other parameters to illustrate their effect.

Using numerical simulations throughout Sec. \(\text{IV}\), and then on the brain-imaging data for Fig. \(1\) in Sec. \(\text{V}\) we validate our corrected \(F\)-tests and characterize the effect of autocorrelation on the LR test. Our examples involve generating samples from two first-order independent AR processes and iteratively filtering the output signal such that the autocorrelation is increased for both time series; this allows for the process parameters to be modified while ensuring that the null hypothesis (of no inter-process dependence) is not violated. We perform these experiments for mutual information and Granger causality in their unconditional, conditional, and multivariate forms. Our results generally agree with the hypotheses that the FPR of LR tests can be inflated by the number of conditionals (through increasing the dimension of mutual information or the history length of Granger causality). Given minimally-sufficient effective samples, however, we confirm that our Bartlett-corrected \(F\)-tests remain consistent with the expected FPR of our hypothesis tests. We thus show that, in contrast, when using the LR test, the sensitivity and specificity for a large class of dependence measures can be arbitrarily low (approximately zero in certain instances) and overwhelmingly depends on the parameters of the underlying independent processes. Moreover, we provide the first exact approach for testing the significance of linear dependence between vector autoregressive processes. Given that measures such as Granger causality are specifically designed to account for autocorrelation, our theoretical and empirical findings suggest that autocorrelation-induced statistical errors caused by classical LR test (and others) may be even more prevalent in prior publications than previously suggested by a number of authors \[1\] \[3\] \[4\]. Our newly presented hypothesis tests enable statistically valid analysis of the linear dependence between multiple time series in future research. We expect our approach to be widely implemented in order to legitimise the inference of linear relationships within complex systems across myriad scientific applications, ranging from the macroevolution of climate dynamics to the microevolution of the brain.

II. PRELIMINARIES

We first introduce the definition, notation, and some standard assumptions for vector AR processes in Sec. \(\text{IIA}\). These can be obtained from a number of sources, e.g., see \[7\] \[37\] \[38\] or the chapters on multivariate time-series analysis in classic textbooks \[6\] \[29\]. Following this, we introduce some common measures that are used to infer dependence from information theory and econometrics in Sec. \(\text{II B}\).

A. Multivariate time series

In this work, we focus on multivariate signals,

\[
\{ (Z_1(t)), \ldots, (Z_m(t)) \}, \quad t = 0, \pm 1, \pm 2, \ldots, \tag{1}
\]

that is, a collection of \(m\) series sampled at equally spaced time intervals. Writing

\[
Z(t) = (Z_1(t), \ldots, Z_m(t))',
\]

we refer to the \(m\) series as an \(m\)-dimensional vector of multiple time series such that \(Z(t) \in \mathbb{R}^m\). Now, assume that \(Z = (Z(t) : t \in \mathbb{Z})\) is a second-order stationary purely non-deterministic process with the mean removed, i.e., it is fully defined by its autocovariance. In many scenarios of practical interest, we assume that the time series \(Z\) can be represented by the causal state equations

\[
Z(t) - \Phi(1)Z(t-1) - \ldots - \Phi(p)Z(t-p) = a(t), \tag{3}
\]

with innovation process \((a(t) : t \in \mathbb{Z})\) and a time-invariant matrix \(\Phi(u)\) that encodes the autoregression parameters. Thus, the observed dynamics are assumed to follow a \(p\)-order Markov process where each \(a(t) = (a_1(t), \ldots, a_m(t))'\) is uncorrelated with mean \(0\) and non-singular covariance matrix \(\text{Var}(a(t)) = \Sigma\). In this work we make the typical assumption that the innovation process is Gaussian such that \(a(t) \sim \mathcal{N}(0, \Sigma)\). The form of \(\text{(3)}\) is known as the vector AR (VAR) model \[7\], and is one of the most common discrete-time stochastic process models. In digital filtering literature, it is equivalent to an all-pole infinite impulse response (IIR) filter \[9\], whose input is the white noise innovation process \(a\).

Following Geweke \[10\], we partition the \(m \times 1\) column vector \(Z(t)\) into \(k \times 1\) and \(l \times 1\) subvectors denoted \(X(t) \in \mathbb{R}^k\) and \(Y(t) \in \mathbb{R}^l\), i.e., \(Z(t) = [X(t); Y(t)]\) where the semi-colon denotes vertical (row-wise) concatenation. This reflects an interest in the relationship between the processes \(X = (X(t) : t \in \mathbb{Z})\) and \(Y = (Y(t) : t \in \mathbb{Z})\). As a consequence, the matrix \(\Phi(u)\) in \(\text{(3)}\) can be represented by block submatrices:

\[
\Phi(u) = \begin{bmatrix}
\Phi_X(u) & \Phi_{XY}(u) \\
\Phi_{YX}(u) & \Phi_Y(u)
\end{bmatrix},
\]

where \(\Phi_{XY}(u)\) is the causal influence of \(Y(t-u)\) on \(X(t)\).

B. Measures of linear dependence

In this section, we introduce two types of measures of linear dependence: correlation coefficients and
information-theoretic quantities under a linear Gaussian model. The former often deal with univariate ensembles or processes, and the latter more naturally extend to multivariate random vectors. Although these are known quantities, we have collated definitions from a variety of sources here in order to present these measures with consistent notation.

Each of the measures below are a function of the covariance between \( X \) and \( Y \). Notationally, the covariance matrix \( K_X \) is the matrix whose \((i,j)\) entry is the covariance \( \text{Cov}(X_i,X_j) = E[(X_i - E[X_i])(X_j - E[X_j])] \). The partial covariance matrix \( K_{XY|W} \) is the covariance between \( X \) and \( Y \) if a third variable \( W \) were to be held constant, i.e., a matrix where the \((i,j)\) entry is the partial covariance \( \text{Cov}(X_i,Y_j \mid W) \). In matrix notation, \( K_{XY|W} \) is defined as

\[
K_{XY|W} = K_{XY} - K_{XW} K_W^{-1} K_{YW}. \tag{4}
\]

For a univariate process, the variance of \( X \) is \( \text{Cov}(X,X) \) and expressed as \( \text{Var}(X) = \sigma_X^2 \).

1. Correlation coefficients

For a stationary process \( Z \), the covariance between \( Z_i(t) \) and \( Z_j(t+u) \) depends only on the difference in times \( t \) and \( t+u \) of the observation but not on \( t \) itself. Let \( \gamma_{ij}(u) = \text{Cov}(Z_i(t), Z_j(t+u)) \) be the cross-covariance between \( Z_i(t) \) and \( Z_j(t+u) \). The cross-correlation is then defined as \([6][7]\)

\[
\rho_{ij}(u) = \frac{\gamma_{ij}(u)}{\sqrt{\gamma_{ii}(0)\gamma_{jj}(0)}}. \tag{5}
\]

If \( \rho_{ij}(u) \neq 0 \) for any \( u > 0 \), then the stochastic process \( Z_i \) exhibits autocorrelation, and the collection of \( \rho_{ij}(u) \) for \( u = 0, \pm 1, \pm 2, \ldots \) is generally called the autocorrelation function of \( Z_i \). We denote the zero-lag correlation between \( Z_i \) and \( Z_j \) as \( \rho_{ij} = \rho_{ij}(0) \). If \( X \) and \( Y \) are univariate \((k = l = 1)\), the zero-lag correlation between these variables simplifies to Pearson correlation:

\[
\rho_{XY} = \frac{\text{Cov}(X,Y)}{\sqrt{\text{Var}(X) \text{Var}(Y)}}. \tag{6}
\]

When conditioning the correlation on another (possibly multivariate) process \( W \), we obtain partial correlation, which is computed as \([11]\)

\[
\rho_{XY \mid W} = \frac{\text{Cov}(X,Y \mid W)}{\sqrt{\text{Var}(X \mid W) \text{Var}(Y \mid W)}}. \tag{7}
\]

A special case of this is partial autocorrelation, which is commonly used to infer an AR order \([6][7]\), as discussed in Appendix A.

2. Mutual information

Mutual information \( I_{X,Y} \) quantifies the amount of information in a process \( X \) obtained by observing another process \( Y \). For the linearly-coupled Gaussian variables considered here, this quantity can be computed from the joint \((X,Y)\) covariance matrix \( K_{XY} \) and the independent covariance matrices \( K_X \) and \( K_Y \) \([42]\):

\[
I_{X,Y} = -\frac{1}{2} \log \left( \frac{|K_{XY}|}{|K_X||K_Y|} \right). \tag{8}
\]

Similar to Pearson correlation, we can quantify the mutual information between \( X \) and \( Y \) when taking into account the outcome of a third process \( W \). This is known as the conditional mutual information of \( X \) and \( Y \), given \( W \). For linear Gaussian variables, we can express the conditional mutual information \( I_{X,Y \mid W} \) in terms of three partial covariance matrices \([42]\):

\[
I_{X,Y \mid W} = -\frac{1}{2} \log \left( \frac{|K_{XY \mid W}|}{|K_X \mid W||K_Y \mid W|} \right). \tag{9}
\]

3. Granger causality and transfer entropy

Granger causality was introduced as a directed measure of causal dependence between two AR models. It measures the dependence of a predictee process \( X \) on a predictor \( Y \), in the context of the past of \( X \) \([17]\). Thus, unlike correlation coefficients or mutual information, Granger causality was derived for the purpose of measuring dependence between processes that exhibit autocorrelation. The use of the term “causality” here refers to Wiener’s definition (as a model of dependence based on prediction) rather than Pearl’s (a mechanistic causal-effect that is often inferred using interventions); see \([13]\) for a differentiation of these concepts.

To present this notion, we require some new notation. Let \( X(p) \) \( (t) \) represent the past \( p \) states of \( X(t) \), i.e., \( X(p)(t) \) is a \( kp \times 1 \) column vector (since \( X(t) \in \mathbb{R}^k \)). Now, consider two additional multivariate processes: one that represents the relevant history of the predictee \( X(p) = (X(p)(t) \mid t \in \mathbb{Z}) \) and one that captures relevant history of the predictor \( Y^{(q)} = (Y^{(q)}(t) \mid t \in \mathbb{Z}) \). Granger causality is then typically computed as a LR of partial covariance matrices \([40][42]\):

\[
F_{Y \rightarrow X}(p,q) = \log \left( \frac{|K_{X \mid X(p)}|}{|K_X \mid X(p)Y^{(q)}|} \right), \tag{10}
\]

where the numerator is the covariance of the “reduced” model (i.e., with the past of \( X \) but without \( Y \)) and the denominator is the covariance of the “full” model (i.e., taking into account both the past of the predictee \( X \) and the past of the predictor \( Y \)). The optimal orders \( p \) and \( q \) are often inferred by statistical tests such
as partial autocorrelation [7] or active information storage (discussed in Appendix A). Further, in general, the variables representing the past \( X^{(p)}(t) \) need not be a sequence of consecutive temporal indices, nor have the same history length \( p \) for each dimension of \( X \). For instance, one could use a Takens embedding [43–46], where a time delay \( \tau \in \mathbb{Z} \) is included such that the relevant past states are now contained in the variable \( X^{(p,\tau)}(t) = [X(t-\tau); \ldots; X(t-p\tau)] \), or any other statistically significant set of variables [47–48]. However, for simplicity, in this work we assume that the data are generated by a causal model such as in Eq. (3) and thus use a consecutive sequence of variables as the history of \( X(t) \).

Granger causality can be conditioned on another multivariate process \( W \) by including it in both covariance matrices [4] [42] [49]:

\[
\mathcal{F}_{Y \rightarrow X|W}(p, q) = \log \left( \frac{|K_{X|X^{(p)}W}|}{|K_{X|X^{(p)}Y^{(q)}W}|} \right),
\]  

(11)

which allows us to compute directional dependence of \( X \) on \( Y \) in the context of some tertiary process \( W \).

The information-theoretic quantity known as transfer entropy [50] [51] was independently established as the mutual information between the current state \( X \) and the past of \( Y \), in the context of the past of \( X \):

\[
\mathcal{T}_{Y \rightarrow X|X^{(p)}}(p, q) = \mathcal{I}_{X|Y^{(q)}X^{(p)}}.
\]  

(12)

Transfer entropy has gained popularity in measuring the dependence between nonlinear time series, from robotics [52] to neuroscience [53]. As shown by Barnett et al. [42], the transfer entropy and Granger causality are equivalent for Gaussian innovation terms, i.e., \( \mathcal{F}_{X \rightarrow Y|X}(p, q) = 2\mathcal{T}_{Y \rightarrow X|X^{(p)}}(p, q) \). This can be seen by comparing Eqs. (9) and (10) and, crucially, means that Granger causality can be interpreted as a conditional mutual information.

### III. DEPENDENCE AS SQUARED CORRELATION

In this section, we will show that the above information-theoretic quantities reduce to expressions involving squared correlation coefficients, under the linear Gaussian assumption. This is perhaps unsurprising because linear dependence is implied by a reduction in uncertainty when adding more variables into a model, and a reduction in variance is quantified by squared correlation [54]. However, this representation not only unifies the relationship between typically disconnected dependence measures but it is a crucial intermediate step in deriving the sample distributions for linear-dependence measures under temporal autocorrelation. Specifically, later in Sec. IV we present the sampling distribution for partial correlation between autocorrelated processes. Thus, by formulating any measure as a function of partial correlation we can construct its sampling distribution. This equivalence between information-theoretic measures and correlation coefficients has previously been shown for both mutual information and conditional mutual information; however, these formulations, while elegant, remained without without practical consequences. In this section we extend these results to the multivariate case, which can then be used to derive a novel decomposition of Granger causality in terms of partial correlation.

#### A. Mutual information

A well-known result in the literature is that mutual information for univariate processes is a function of the squared correlation coefficient [27] [28]. That is, for univariate \( X \) and \( Y \), we have the following covariance matrices:

\[
K_X = \text{Var}(X), \quad K_Y = \text{Var}(Y),
\]

(13)

\[
K_{XY} = \begin{bmatrix}
\text{Var}(X) & \text{Cov}(X,Y) \\
\text{Cov}(Y,X) & \text{Var}(Y)
\end{bmatrix},
\]

(14)

Taking the determinant of the joint covariance matrix \( |K_{XY}| = \sigma_X^2 \sigma_Y^2 (1 - \rho_{XY}^2) \), we obtain the established result via Eq. (8) that, for linear Gaussian variables [28],

\[
\mathcal{I}_{X,Y} = -\frac{1}{2} \log \left( \frac{|K_{XY}|}{|K_X||K_Y|} \right) = -1/2 \log(1 - \rho_{XY}^2).
\]  

(15)

Similar formulas relating squared correlation to uncertainty reduction exist ubiquitously throughout literature. For instance, \( \rho_{XY}^2 \) is the coefficient of determination, \( 1 - \rho_{XY}^2 \) is the unexplained variance resulting from the prediction [51], and \( \sqrt{1 - \rho_{XY}^2} \) is T.L. Kelley’s alienation coefficient [55], which is equivalent to mutual information when taken inside the log.

#### B. Conditional mutual information

It has further been established that the conditional mutual information between two univariate processes \( X \) and \( Y \), conditioned on a third (potentially multivariate) process \( W \), can be expressed as a function of partial correlation [56].

In this scenario, we have the following covariance matrices:

\[
K_{X|W} = \text{Var}(X|W), \quad K_{Y|W} = \text{Var}(Y|W),
\]

(16)

\[
K_{XY|W} = \begin{bmatrix}
\text{Var}(X|W) & \text{Cov}(X,Y|W) \\
\text{Cov}(Y,X|W) & \text{Var}(Y|W)
\end{bmatrix}.
\]

(17)

Taking the determinant of the joint conditional covariance matrix yields

\[
|K_{XY|W}| = \sigma_X^2 \sigma_Y^2 |W(1 - \rho_{XY|W}^2)|.
\]
from which we obtain an expression for conditional mutual information as [50]
\[
I_{X,Y|W} = -\frac{1}{2} \log \left( \frac{|K_{XY|W}|}{|K_{X|W}||K_{Y|W}|} \right) \\
= -1/2 \log(1 - \rho_{XY|W}^2).
\]  

(18)

C. Multivariate mutual information

As a novel contribution, we can now use the known expressions from the previous section and apply the chain rule for conditional mutual information to represent multivariate measures of linear dependence in terms of squared partial correlations.

The chain rule provides a decomposition of multivariate mutual information as a sum of conditional mutual information terms. That is, mutual information between multivariate \(X\) and \(Y\) can be expressed as
\[
I_{X,Y} = \sum_{g=1}^{k} \sum_{h=1}^{l} I_{X_g,Y_h|V_{XY}^{(gh)}}
\]

\[
= -1/2 \sum_{g=1}^{k} \sum_{h=1}^{l} \log \left( 1 - \rho_{X,g,Y,h}^{(gh)} \right),
\]

(19)

with the conditional for the \((g,h)\) term given by
\[
V_{XY}^{(gh)} = \left[ X_{1:g-1} ; Y_{1:h-1} \right].
\]

(20)

where \(X_{1:g} = [X_1; \ldots ; X_g]\) with \(g \leq k\), and \(X_{1:g} = \emptyset\) with \(g = 0\). This approach can be trivially extended to conditioning on another tertiary variable \(W\). Now, the decomposition is
\[
I_{X,Y|W} = -1/2 \sum_{g=1}^{k} \sum_{h=1}^{l} \log \left( 1 - \rho_{X,g,Y,h|W}^{(gh)} \right). 
\]

(21)

with conditional
\[
V_{XY|W}^{(gh)} = \left[ V_{XY}^{(gh)} ; W \right].
\]

(22)

Since conditional mutual information is a basis for a number of other dependence measures, we can build on these results to provide similar decompositions of a large family of linear-dependence measures based on this result. One measure that is fundamental to studying the dependence between autoregressive processes is Granger causality.

D. Granger causality

Granger causality is equivalent to the mutual information between \(X\) and \(Y^{(q)}\), conditioned on \(X^{(p)}\) (see Eq. (12)). As such, we can leverage the previous section and introduce a decomposition of Granger causality into a sum of conditional mutual information terms, and thus present it as a sum of log terms involving partial correlations. Many other information-theoretic and log-likelihood measures could be similarly decomposed in order to derive their exact hypothesis tests.

We first present the decomposition of Granger causality between univariate \(X\) and \(Y\), with a fixed predictor history of \(q = 1\) and an arbitrary predictee history length \(p\). For this case, the relevant history of \(X\) is described in the multivariate process \(X^{(p)}(t) = [X(t-1) ; \ldots ; X(t-p)]\) and the relevant history of \(Y\) is the original process lagged by one time-step: \(Y^1(t) = Y(t - 1)\). From Eq. (18), this can be expressed as a log function of partial correlation as
\[
F_{Y \rightarrow X}(p, 1) = -\log \left( 1 - \rho_{XY}^{(p, 1)} \right) \cdot \rho_{XY}^{(p, 1)}
\]

(23)

For an arbitrary predictor history \(q\), Granger causality becomes akin to (conditional) multivariate mutual information, and is thus a sum of log terms, similar to Eq. (21). To present this, we denote a backshifted (lagged) variable by upper indices without parenthesis, e.g., \(Y^j(t) = Y(t - j)\) is the same variable lagged by \(j\) time steps. Further, recall that for an arbitrary history length \(j\), we have \(Y^{(j)}(t) = [Y(t-1) ; \ldots ; Y(t-j)]\). We can now express Granger causality as a sum involving independent partial correlation terms:
\[
F_{Y \rightarrow X}(p, q) = -\sum_{j=1}^{q} \log \left( 1 - \rho_{XY}^{j,p} \right).
\]

(24)

with the \(j\)th conditional as the matrix
\[
V_{Y \rightarrow X}^{(j)} = \left[ X^{(p)} ; Y^{(j-1)} \right].
\]

(25)

and, again, \(Y^{(0)} = \emptyset\).

With higher dimensional processes \(X\) and \(Y\), this decomposes into three nested sums. That is, multivariate Granger causality can be expressed as:
\[
F_{Y \rightarrow X}(p, q) = -\sum_{g=1}^{k} \sum_{h=1}^{l} \sum_{j=1}^{q} \log \left( 1 - \rho_{XY}^{j,g,h} \right),
\]

(26)

with the \((g,h,j)\) term using the conditional matrix
\[
V_{Y \rightarrow X}^{(g,h,j)} = \left[ X^{(p)} ; Y^{(g)} ; Y^{(j-1)} \right].
\]

(27)

Similar to mutual information, Granger causality can be conditioned on another process \(W\) as:
\[
F_{Y \rightarrow X|W}(p, q) = -\sum_{g=1}^{k} \sum_{h=1}^{l} \sum_{j=1}^{q} \log \left( 1 - \rho_{XY}^{j,g,h} \right).
\]

(28)
with
\[ V_{Y \to X|W}^{(ghj)} = \left[ V_{Y \to X}^{ghj} : W \right]. \] (29)

The decomposition of a large family of information-theoretic (and econometric) measures into terms involving partial correlations is not only a novel unification of two previously disjoint fields; it also facilitates our understanding of their sampling distributions when applied to multiple autocorrelated time series in the following section.

IV. INFERRING LINEAR DEPENDENCE

Having decomposed the linear-dependence measures in terms of squared correlation coefficients, we are now able to describe how their estimates would be distributed if there were no actual dependence between the processes, i.e., under the null hypothesis. With these distributions, we can then infer whether there is a statistical dependence between the processes at a given level of confidence; this procedure is known as hypothesis testing.

Hypothesis tests for linear-dependence measures are often derived from one of the three classical procedures for maximum likelihood estimates: the Wald test, the score test, and the LR test [6, 7, 39]. The sample distribution of estimates under any of these tests are only known asymptotically and so, as we will show, they will fail under serial correlation with less data. Due to the strong overlap between all three approaches, we only discuss the LR test here, which is a commonly used test for testing the significance of information-theoretic measures and is based on Wilks’ theorem. His theorem states that a test statistic that is twice the LR of nested models will follow a \( x^2 \)-distribution. However, under serial correlation, the assumptions of independence of samples underscoring this result fail and these sampling distributions can be shown to be biased [4]. In the previous section, we expressed a number of these measures in terms of squared correlation coefficients. We derived these expressions because the sampling distributions of correlation coefficients for autocorrelated processes have been extensively studied by Bartlett [8, 9] and others. In the next few sections, we leverage this knowledge to obtain large-sample distributions of these estimates.

Since we are now dealing with statistical estimates, we assume access to a finite-length dataset over which to compute the measures. Without loss of generality, the dataset comprises \( T \) observations of the sample path of stochastic process \( Z \), i.e., \( z = (z(t) : t \in [1, T]) \). The estimate of a quantity is indicated by a hat, with any subscripted random variable \( X \) replaced by its realisation \( x \), e.g., \( \hat{\rho}_{XY} \) is the estimate of \( \rho_{XY} \). The cross-covariance for a sample path is computed as
\[ \hat{\gamma}_{ij}(u) = c_{ij}(u) = \frac{1}{T} \sum_{t=1}^{T} z_i(t) z_j(t + u). \] (30)

This can be used to compute the sample cross-correlation coefficients:
\[ \hat{\rho}_{ij}(u) = r_{ij}(u) = \frac{c_{ij}(u)}{\sqrt{\hat{\sigma}_i^2(0)\hat{\sigma}_j^2(0)}}. \] (31)

In the next section we discuss known results on the inefficiency of sample cross-correlations (under autocorrelation). We then build on these results to derive large-sample distributions for the more advanced linear-dependence measures introduced above.

A. Linear correlation coefficient

Correlation coefficients measure the dependence between two univariate processes where each sample \( z(t) = (x(t), y(t))' \) of the dataset is generated from a bivariate normal distribution. The null hypothesis is that there is no correlation \( \rho_{XY} = 0 \) between the processes. Under this assumption, the sample correlation coefficient for white variables \( X \) and \( Y \) follows Student’s \( t \)-distribution:
\[ r_{xy} \sqrt{\frac{T-2}{1-r_{xy}^2}} \sim t(T-2). \] (32)

In this work, however, we are concerned with time series data and thus the assumptions underlying the distribution in (32) often fail because the processes \( X \) and \( Y \) are serially correlated. Instead, when they exhibit autocorrelation, there are a smaller number of “effective samples” than \( T \) in the dataset due to each sample’s inherent correlation with the next. This effective sample size can be inferred from a number of formulae, the earliest of which is due to Bartlett [8, 9]. Bartlett’s formula states that the large-sample null distribution of correlation between linear Gaussian processes (or any zero-skew noise process) is normal with mean zero and variance
\[ \text{Var} (r_{ij}) \approx \eta(Z_i, Z_j)^{-1}, \] which depends on the autocorrelation function of \( Z \):
\[ \eta(Z_i, Z_j) = T \left[ \sum_{u=\infty}^{\infty} \rho_{ii}(u)\rho_{jj}(u) \right]^{-1}. \] (33)

In practice, the unknown autocorrelations \( \rho_{ii}(u) \) are replaced the estimates \( \hat{\rho}_{ii}(u) \) obtained from the sample path \( z \), which gives us an estimate of the variance via \( \eta \). Moreover, in a stationary process, these autocorrelations are symmetric, and so we can replace this infinite sum with only the positive lags over the dataset [7]:
\[ \eta(z_i, z_j) = T \left[ 1 + 2 \sum_{u=1}^{T-1} r_{ii}(u) r_{jj}(u) \right]^{-1}. \] (34)

This problem of recovering autocorrelation functions from data is often considered nontrivial and has resulted
in procedures such as tapering to handle noisy estimates [2, 11]. We cover this concept and some other considerations for Bartlett’s formula briefly in Appendix [3].

For testing the hypothesis of no correlation between time series, therefore, the number of effective samples \(N_{xy}\) is computed from Bartlett’s formula:

\[
N_{xy} = \eta(x, y),
\]

and the null distribution of sample correlation \(r_{xy}\) between autocorrelated paths \(x\) and \(y\) is given as by a Bartlett-corrected version of Eq. (32):

\[
r_{xy} \sqrt{\frac{N_{xy} - 2}{1 - r_{xy}^2}} \sim t(N_{xy} - 2).
\]

Naturally, when \(x\) and \(y\) are white, \(N_{xy} = T\) and this reduces to the standard \(t\)-test for Pearson correlation.

By using the LHS of Eq. (36) as a statistic, we can construct a \(p\)-value from the distribution to test against a nominated level of significance. Specifically, this statistic is input to the cumulative distribution function (CDF) of Student’s \(t\)-distribution with \(T - 2\) degrees of freedom, and the output (the complement of the \(p\)-value) is the probability that such a correlation or higher would be observed under the null hypothesis. More precisely, we define an arbitrary significance level \(\alpha\), which is the probability of rejecting the null hypothesis even if it were true—this is often set to 5% or 1%. If the \(p\)-value is below the significance level, then we deduce that there is a correlation. A false positive occurs when the \(p\)-value is below the significance level \(\alpha\) but there is no actual correlation between the variables, i.e., \(\rho_{xy} = 0\). Ideally, we expect the proportion of false positives (the FPR) to match the significance level \(\alpha\), i.e., one would expect an FPR of 5% for \(\alpha = 0.05\) significance level. Similar procedures can be used for all linear-dependence measures below.

B. Partial correlation

In order to use the above logic in uncovering sample distributions for the measures in Sec. [11B we need to extend the results to partial correlation. For partial correlation, the degrees of freedom in the \(t\)-test are reduced by the number of variables upon which are conditioned [58]. That is, consider a partial correlation \(r_{xy|w}\), with the dimensionality of the conditional \(w(t)\) denoted \(\dim(w(t)) = c\). A common approach to computing partial correlation is through a Pearson correlation of the residuals from linear regression of \(x\) and \(y\) on \(w\) [11]. Specifically, one first computes the residual vectors

\[
\begin{align*}
e_{x|w} &= x - \bar{x}(w) \\
e_{y|w} &= y - \bar{y}(w),
\end{align*}
\]

where \(\bar{x}(w)\) denotes the projection of \(w\) onto \(x\). These fitted values are obtained by ordinary least squares \(\bar{x}(w) = (P_x)^{\prime} w\) with projection matrix \(P = w'(ww')^{-1} w\), and so \(e_{x|w}\) and \(e_{y|w}\) are simply the variables \(x\) and \(y\) after their linear dependence on \(w\) has been removed. Then, the sample partial correlation is equivalent to the sample correlation between \(e_{x|w}\) and \(e_{y|w}\) [11], i.e., \(r_{xy|w} = r_{e_{x|w}e_{y|w}}\). Thus, the sampling distribution under the null hypothesis can be treated equivalently to that of the correlation coefficients above:

\[
r_{xy|w} \sqrt{\frac{N_{xy|w} - 2}{1 - r_{xy|w}^2}} \sim t(N_{xy|w} - 2),
\]

with effective sample size

\[
N_{xy|w} = \eta(e_{x|w}, e_{y|w}) - c.
\]

Here, the effective sample size \(\eta(e_{x|w}, e_{y|w})\) is computed from Eq. (34) but with the autocorrelation functions of the residual vectors \(e_{x|w}\) and \(e_{y|w}\), rather than the original sample paths \(x\) and \(y\). Another crucial addition is that the dimension of the conditional process \(\dim(w(t)) = c\) further reduces the effective sample size [58], for the same reason regressors reduce the degrees of freedom in standard \(F\)-tests [4].

C. Mutual information

We can obtain the sampling distribution of mutual information (under autocorrelation) from its expression as a function of the correlation coefficient in Eq. (15). The sample mutual information can be computed as

\[
\hat{I}_{x:y} = -1/2 \log(1 - r_{xy}^2).
\]

The classical LR hypothesis test assumes that mutual information between univariate Gaussian processes under the null hypothesis of no relationship follows the distribution [31, 59]:

\[
2T \hat{I}_{x:y} \sim \chi^2(1).
\]

Using our expression of mutual information as a correlation coefficient, we obtain a different large-sample distribution to Eq. (40). Our approach is to use the sampling distribution of \(r_{xy}^2\) in order to obtain the null distribution for \(\hat{I}_{x:y}\) when \(x\) and \(y\) are autocorrelated. First, if a random variable \(Z\) has Student’s \(t\)-distribution with degrees of freedom \(N\), then \(Z^2\) has an \(F\)-distribution with parameters \(1\) and \(N\), i.e., \(Z^2 \sim F(1, N)\). Thus, the square of the statistic in Eq. (36) (the LHS) follows an \(F\)-distribution:

\[
(N_{xy} - 2) \frac{r_{xy}^2}{1 - r_{xy}^2} \sim F(1, N_{xy} - 2),
\]

with the effective sample size \(N_{xy}\) defined earlier in Eq. (35). From Eq. (41), we can now obtain the approximate distribution for mutual information between
autocorrelated processes. Rearranging (39) gives squared correlation as a function of sample mutual information
\[ r_{xy}^2 = 1 - \exp(-2 \tilde{r}_{x,y}), \]  \hspace{1cm} (42)
which we can substitute into (41) in order to construct an \( F \)-distributed statistic under the null:
\[ (N_{xy} - 2)[\exp(2 \tilde{r}_{x,y}) - 1] \sim F(1, N_{xy} - 2). \]  \hspace{1cm} (43)
This equation is similar to the well-known \( F \)-test for information-theoretic quantities [1, 5], however with a Bartlett-corrected effective sample size \( N_{xy} \), rather than the original sample size \( T \), making it exact for limited time-series data.

Although Eq. (43) follows an analytic distribution, later in the paper we present more complex statistics that are no longer analytically tractable. For consistency then, here we present the general Monte Carlo approach used to generate an empirical CDF of the null distribution. Let the tilde denote a sample from a distribution, e.g., \( \tilde{F}(1, N_{xy} - 2) \) is a sample from the \( F(1, N_{xy} - 2) \) distribution. Then, a random sample \( \tilde{r}_{x,y} \) of the distribution under the null hypothesis that \( x \) and \( y \) are independent (but themselves may be autocorrelated) is then generated by:
\[ \tilde{r}_{x,y} = \frac{1}{2} \log \left( \frac{\tilde{F}(1, N_{xy} - 2)}{N_{xy} - 2} + 1 \right). \]  \hspace{1cm} (44)

Using a large number of independent samples \( \tilde{r}_{x,y} \) obtained in this way allows us to generate an empirical CDF of the null distribution from which we can obtain the \( p \)-value for testing the significance of the measured value \( \tilde{r}_{x,y} \).

Another established approach to empirical generation of a CDF for the null distribution involves permuting, re-drawing or rotating the samples of one variable \( x \) or \( y \) [1, 31, 20]. Clearly, however, permuting or re-drawing will completely destroy the autocorrelation profile of that variable, making this empirical distribution approach the analytic LR distribution here. Even rotating, while seemingly only breaking the time series at one point, will have strong impacts across the autocorrelation profile for multiple lags. Indeed, such empirical generation of the CDF via permutation testing was attempted (for Granger causality) by Barnett and Seth [4], and shown to incur the same inflated FPR issues as the LR test.

Finally, we can see how the large-sample distribution we presented in Eq. (43) becomes equivalent to the classical LR distribution [10] by taking the limit \( T \to \infty \). First, the LHS of Eq. (43) can be approximated by the LHS of Eq. (40) through a first-order Taylor expansion; as the number of samples \( T \) increases, this approximation improves (i.e., the LHS converges). Second, it is known that if a random variable \( X \sim F(d_1, d_2) \), then the variable \( Y = \lim_{d_2 \to \infty} d_1 X \) has a \( \chi^2(d_1) \) distribution. Since the second parameter \( d_2 \) of the \( F \)-distribution in Eq. (43) is a function of \( T \), then as \( T \to \infty, d_2 \to \infty \) as well. Thus, given enough samples \( T \), the distributions (the RHS) converge.

1. Numerical evaluation

We performed a number of Monte Carlo simulations that illustrate how our new hypothesis test based on (43) and (44) performs against the classical LR test in (40). In particular, we are interested in studying how each test behaves under increasing levels of autocorrelation of both \( X \) and \( Y \).

For these tests, we use an AR model similar to the example proposed in [4], with two processes \( X \) and \( Y \) that have no interdependence. We begin with the first-order bivariate AR model:
\[ Z(t) - \Phi(1)Z(t - 1) = a(t), \]  \hspace{1cm} (45)
with
\[ Z(t) = \begin{bmatrix} X(t) \\ Y(t) \end{bmatrix}, \quad \Phi(1) = \begin{bmatrix} \Phi_X(1) & 0 \\ 0 & \Phi_Y(1) \end{bmatrix}. \]  \hspace{1cm} (46)
where \( \Phi_X(1) = 0.3, \Phi_Y(1) = -0.8 \), and the innovation process has unit variance \( \Sigma = I_2 \). To illustrate the effect of higher autocorrelation on the FPR of both methods, we digitally filter the original processes \( X \) and \( Y \) with two types of filters: a finite-impulse response (FIR) linear-phase least-squares filter and an infinite-impulse response (IIR) Butterworth filter. Both filters were low-pass, with their cutoff set to a normalised frequency of \( \pi/2 \) radians. The filter order is variable such that increasing the order increases the autocorrelation of the signals. It would, of course, be possible to manually choose the parameters \( \Phi(u) \) for increasing AR order \( u \); however, filtering artefacts from time series is a common preprocessing step for practitioners (even differentiating the signal is a form of an FIR filter), and so it is important to show the effect this can have on linear-dependence measures. Moreover, filtering the signals has been shown in the past to bias various dependence measures such as Granger causality [4]. Until this work, however, it has not been suggested that this bias is a function of autocorrelation nor has a valid hypothesis test been proposed based on this autocorrelation.

Following [4], to illustrate the finite-sample effects, we generate relatively short stationary time series with \( T = 2^9 = 512 \) samples to obtain our dataset \( z = [x; y] \). After simulating these processes, we estimate the mutual information using Eq. (39), and obtain \( p \)-values by sampling the CDF of both the asymptotic distribution (40) and our proposed large-sample distribution (44). We then consider the FPR to be the proportion of \( p \)-values that are significant at \( \alpha = 0.05 \) over 1000 trials.

The results of these tests are shown in Fig. 2, where the uncorrected FPR refers to the LR \( \chi^2 \) distributions (40) and the corrected tests refer to our newly derived distributions (44). The plots illustrate that the LR tests
overestimate the estimates for higher AR orders, yielding over 15% of false positives at the nominal significance of \( \alpha = 0.05 \)—approximately three times the FPR expected from the test. The figures on the right illustrate the significance level \( \alpha \) against the FPR for an 8th order filter. From these figures, we can see that the FPR for the LR hypothesis tests is higher than nominal for all significance levels \( \alpha \in (0, 1) \). In comparison, our Bartlett-corrected F-test procedure yields an FPR that approaches the expected value for all filter orders. Although the FPR for the IIR filtered signals appear marginally biased, none of the FPRs for individual filter orders are statistically different from 5%. One potential source of this increased estimation variance is from poor estimation of the autocorrelation functions, another is from the approximation made in Eq. (33); both of these are discussed further in Appendix B.

A filter order of zero in Fig. 2 refers to using the causal model (45) without any digital filtering. Interestingly, in this case, the LR yielded less than the nominal 0.05 FPR. This occurs when the number of effective samples becomes greater than the original sample size \( N_{xy} > T \). Referring to Bartlett’s formula (34), this is due to the product of negative autocorrelation exhibited by the \( Y \) process (induced by \( \Phi_Y = -0.8 \)) and the positive autocorrelation exhibited by the \( X \) process (induced by \( \Phi_X = 0.3 \)). Counter-intuitively, this would imply that the samples are less autocorrelated than white variables. Although the reduction of false positives appears to be a good result for the LR test, it implies that the statistical power (i.e., the true-positive rate (TPR)) will now be lessened. To verify this, we performed 1000 trials where there was a small dependence of \( X \) on \( Y \). That is, the \( X \) process is now generated from state equation (45) with AR matrix

\[
\Phi(1) = \begin{bmatrix}
\Phi_X(1) & \Phi_{XY}(1) \\
0 & \Phi_Y(1)
\end{bmatrix}
\]

and \( \Phi_{XY}(1) = 0.03 \), and \( \Phi_X(1) \) and \( \Phi_Y(1) \) unchanged. The TPR was 0.049 (SE of 0.0068) for the LR test and 0.1570 (SE of 0.0115) for our F-test. Thus, the sensitivity of our hypothesis test is three times higher than the LR test in this scenario.

D. Conditional mutual information

Conditional mutual information can be treated similarly to mutual information. From Eq. (18), we have that

\[
\hat{I}_{xy|w} = -1/2 \log(1 - r_{xy|w}^2)
\]

with \( r_{xy|w} \) the sample partial correlation between \( x \) and \( y \), given \( w \). From Wilk’s theorem, the LR distribution of this statistic under the null hypothesis of no relationship is \( \chi^2(1) \) [31] [59].

\[
2T \hat{I}_{xy|w} \sim \chi^2(1).
\]

![FIG. 2: Correction of otherwise inflated FPRs with our technique; for mutual information estimates under autocorrelation, as a function of filter type and order.](image)

The mutual information was measured (using Eq. (39)) between independent univariate time series (generated by Eq. (40)) after filtering, and tested using the LR test (Eq. (40)) and our exact test (Eq. (44)). The plots show the effect of increasing the filter order on the FPR for both an (a) FIR filter and (b) IIR filter. The errorbars represent the standard error of the FPR over trials at a given filter order. The subplots on the right capture the FPR for all potential significance levels \( \alpha \) with an 8th order filtered signal. An ideal distribution is where the FPR equals \( \alpha \) and thus sits perfectly on the diagonal, as per our tests.

Following the same logic as above, however, under the null hypothesis we can construct the following F-distributed statistic for conditional mutual information:

\[
(N_{xy|w} - 2)[\exp(2\hat{I}_{xy|w}) - 1] \sim F(1, N_{xy|w} - 2), \quad (49)
\]

with the effective sample size \( N_{xy|w} \) from Eq. (38). This enables us to generate samples \( \tilde{I}_{xy|w} \) for an empirical distribution under the null, as per Eq. (44), for conditional mutual information as:

\[
\tilde{I}_{xy|w} := \frac{1}{2} \log \left( \frac{\tilde{F}(1, N_{xy|w} - 2) - 2}{N_{xy|w} - 2} + 1 \right). \quad (50)
\]

There are two important distinctions here from the original sampling distribution. The first is that we now have an effective sample size that changes depending on the
The autocorrelation function of signals $X$ and $Y$. The second is that the sample size is further reduced by the dimension of the conditional term $W$. Although the asymptotic results still hold (see Sec. IVC), both of these reductions introduce a significant bias in the estimation of linear dependence for many real-world applications.

1. Numerical evaluation

For validating our hypothesis tests with conditional mutual information, we extend the model (46) to include a third process with arbitrary dimension $\dim(W(t)) = c$. That is, the process is generated from (45) with

$$Z(t) = \begin{bmatrix} X(t) \\ Y(t) \\ W(t) \end{bmatrix}, \quad \Phi(1) = \begin{bmatrix} \Phi_X(1) & 0 & 0 \\ 0 & \Phi_Y(1) & 0 \\ 0 & 0 & \Phi_W(1) \end{bmatrix}$$

where the AR parameter is $\Phi_W(1) = 0.4I_c$ and the innovation process has unit variance $a_W(t) \sim \mathcal{N}(0, 1)$. The three processes $X$, $Y$, and $W$ are then digitally filtered (independently, along the time dimension only) with increasing filter orders in the same way as discussed in Sec. IV.C.

The results, presented in Fig. 3 are similar to those of mutual information tests in Fig. 2. Again, increasing the filter order increases the FPR for the LR test, yet our new approach is consistent with the expected FPR for a given significance level $\alpha$.

As discussed above, an important distinction between the distributions for mutual information (14) and conditional mutual information (50) is that the second parameter of the $F$-distribution not only includes the Bartlett corrected sample size but also the dimension of the conditional $c$. To show this effect, we generate the $X$ and $Y$ processes and filter the signal with an 8th order FIR and IIR filter. Estimates are significance tested via the LR (Eq. (48)) and our (Eq. (50)) tests. The subplots on the right show the FPR for each significance level $\alpha$ when $c = 100$. The result is shown in Fig. 4 where the FPR of the LR test increases linearly with the dimension, however our new approach is consistent with...
the expected FPR of 0.05. Hence, even when the autocorrelation function is the same, the dimension of the conditional must also be included in the analysis.

E. Multivariate mutual information

The sampling distribution of multivariate measures can be obtained by extending the results from the previous sections using the chain rule. From \[ \text{Eq. (50)}, \]

by summing over individual samples drawn as described multivariate conditional mutual information empirically such, we obtain the sampling distribution of the null for have an analytic form for the distribution of the sum. As \[ F \]

While we can form an \[ F \]-distributed statistic for each term given by \[ \hat{T}_{x:y|w} = \frac{1}{2} \sum_{g=1}^{k} \sum_{h=1}^{l} \log \left( 1 - r_{x,y|w}^2 \right) \tag{52} \]

with design matrix for the \( (g,h) \) term given by \[ y^{(gh)}_{xy|w} = \begin{bmatrix} x_{1:g-1} ; y_{1:h-1} ; w \end{bmatrix}. \tag{53} \]

Following Wilk’s theorem, again, this statistic under the null hypothesis of no relationship follows the asymptotic distribution \[ \chi^2(2kl) \tag{54} \].

However, using our results, we can obtain the sampling distribution for measurements between autocorrelated processes. Each partial correlation in \[ (52) \] is obtained through ordinary least squares. The residual processes for the \( (g,h) \) term in \[ (52) \] is \[ e_{x|w}^{(gh)} = x_{g} - \bar{x}_{g} \left( y^{(gh)}_{xy|w} \right) \]

\[ e_{y|w}^{(gh)} = y_{h} - \bar{y}_{h} \left( y^{(gh)}_{xy|w} \right). \tag{55} \]

Then, the number of effective samples for each term is given by:

\[ N^{(gh)}_{xy|w} = \eta \left( e^{(gh)}_{x|v_{h,y}} e^{(gh)}_{y|v_{h,y}} \right) - \dim \left( y^{(gh)}(t) \right). \tag{56} \]

While we can form an \[ F \]-distributed statistic for each term in the sum of Eq. \[ (52) \] (as per Eq. \[ (49) \]), we do not have an analytic form for the distribution of the sum. As such, we obtain the sampling distribution of the null for multivariate conditional mutual information empirically by summing over individual samples drawn as described by Eq. \[ (50) \]:

\[ \bar{T}_{x:y|w} = \frac{1}{2} \sum_{g=1}^{k} \sum_{h=1}^{l} \log \left( \frac{\bar{F}(1, N^{(gh)}_{xy|w}) - 2}{N^{(gh)}_{xy|w} - 2} + 1 \right). \tag{57} \]

The sums in \[ (57) \] have been ordered first over the dimensions of \( Y \), and then over the dimensions of \( X \). The order of these summations are arbitrary, however we imposed an order solely for the effective sample size formula.

The above derivation assumes that each \[ F \]-distributed random variable is uncorrelated to all others. This may present an issue if the residuals were correlated. This could be mediated by using multivariate versions of Bartlett’s formula that take into account covariance; unfortunately, this requires generating sums of correlated \[ F \]-distributed variables. This is discussed in more depth in Appendix \[ 3 \].

1. Numerical evaluation

In order to demonstrate the effect of autocorrelation on multivariate mutual information, we extend the univariate state equations \[ (46) \] to allow for multivariate sub-processes:

\[ Z(t) = \begin{bmatrix} X(t) \\ Y(t) \end{bmatrix}, \quad \Phi(1) = \begin{bmatrix} \Phi_X(1) & 0 \\ 0 & \Phi_Y(1) \end{bmatrix} \tag{58} \]
where \( \Phi_X(1) = 0.3I_k \) and \( \Phi_Y(1) = -0.8I_l \), and \( \Sigma = I_m \). Instead of increasing the filter order, however, we generate these state equations for an increasing dimension of \( k \) and \( l \), with \( k, l \in [1, 5] \). These signals are then filtered along the temporal dimension using 8th order FIR and IIR filters. By doing so, we ensure that there is no correlation between signals within the same subprocess, i.e., \( \rho_{ij} = 0 \) for all \( i, j \in [1, m] \). An internal correlation between any of these subprocesses may further increase the FPR for the LR test; our tests of Granger causality in Sec. IV-F-IV-G naturally incorporate examples with correlated subprocesses in the underlying mutual information.

The results are shown in Fig. 5 where the increasing the dimension approximately linearly increases the FPR of the original LR test, yet our F-test remains constant at 0.05 FPR. This increase of the FPR is expected, given the increase in dimensionality of the conditional process was not taken into account in the LR test.

F. Univariate Granger causality

As discussed in the above, Granger causality is equivalent to conditional mutual information for Gaussian variables. As such, we can build on the previously presented hypothesis tests to obtain Bartlett-corrected distributions for Granger causality when applied to univariate or multivariate processes for an arbitrary AR order.

We will begin by discussing the simplest case of Granger causality where the model comprises a fixed predictor order of \( q = 1 \) and an arbitrary predictee order \( p \). Here, the variable describing the history of \( X \) at time \( t \) is \( X^{(p)}(t) \) and the variable describing the history of \( Y \) is \( Y^{(1)}(t) \). From [23], we can see that Granger causality can be computed as the partial correlation between the sample paths of \( x \) and \( y \), given \( x^{(p)} \),

\[
\hat{F}_{y \rightarrow x}(p, 1) = -\log \left( 1 - r_{xy, y^{(1)}}^2 \right).
\]  

(59)

Univariate Granger causality is often assumed to be \( \chi^2 \)-distributed under the null hypothesis of no partial correlation [41-42 49]

\[
T \hat{F}_{y \rightarrow x}(p, 1) \sim \chi^2(1).
\]  

(60)

However, we can obtain the finite-sample distribution for Granger causality between univariate processes \( X \) and \( Y \) in the same way as above for conditional mutual information [IV-D]. That is, by using residuals obtained from a regression of \( x \) on \( x^{(p)} \) and of \( y \) on \( x^{(p)} \)

\[
e_{x|x^{(p)}} = x - \bar{x}(x^{(p)}),
\]

\[
e_{y|x^{(p)}} = y - \bar{y}(x^{(p)}),
\]

we get an effective sample size of

\[
N_{y \rightarrow x} = \eta(e_{x|x^{(p)}}, e_{y|x^{(p)}}) - \dim(x^{(p)}(t)),
\]

and an \( F \)-distributed statistic under the null hypothesis can be constructed as:

\[
(N_{y \rightarrow x} - 2)\exp(2 \hat{F}_{y \rightarrow x}(p, 1) - 1) \sim F(1, N_{y \rightarrow x} - 2).
\]  

(61)

The sampling distribution of the null can also be constructed empirically from:

\[
\bar{F}_{y \rightarrow x}(p, 1) := \log \left( \frac{\hat{F}(1, N_{y \rightarrow x} - 2)}{N_{y \rightarrow x} - 2} + 1 \right).
\]  

(62)

From Eq. [24], for higher order predictor processes—i.e., an arbitrarily large \( q \)—Granger causality is computed from a sum of partial correlation terms:

\[
\bar{F}_{y \rightarrow x}(p, q) = -\sum_j \log \left( 1 - r_{xy, y^{(j)}}^2 \right).
\]  

(63)

Here, the \( j \)th term can be computed explicitly from residuals. Recall that the set of variables up to \( j \) samples back is denoted by a bracketed upper index \( Y^{(j)}(t) \). Then, the design matrix becomes

\[
\mathbf{v}_{y \rightarrow x}^{(j)} = [x^{(p)}; y^{(j-1)}].
\]

The null distribution of this measure from a log-likelihood perspective is [10]

\[
T \bar{F}_{y \rightarrow x}(p, q) \sim \chi^2(q).
\]  

(64)

For these models, however, the Granger causality decomposes as a sum of log terms [63], where each term involves a squared partial correlation \( r_{xy, y^{(j)}}^2 \), between residuals computed as

\[
e_{x|x^{(p)}, y^{(j)}} = x - \bar{x}(x^{(p)}),
\]

\[
e_{y|x^{(p)}, y^{(j)}} = y - \bar{y}(x^{(p)}),
\]

and thus the effective sample size is different for each term:

\[
N_{y \rightarrow x}^{(j)} = \eta(e_{x|x^{(p)}, y^{(j)}}, e_{y|x^{(p)}, y^{(j)}}) - \dim(\mathbf{v}_{y \rightarrow x}(t)).
\]

We can empirically generate the sampling distribution of the null, following Eq. [64] akin to conditional mutual information, via:

\[
\bar{F}_{y \rightarrow x}(p, q) := \sum_{j=1}^{q} \log \left( \frac{\hat{F}(1, N_{y \rightarrow x}^{(j)} - 2)}{N_{y \rightarrow x} - 2} + 1 \right).
\]  

(65)

1. Numerical evaluation

In order to evaluate the performance of both the LR and our new hypothesis test on estimates of Granger causality, we use the same procedure discussed in
Sec. IV C. That is, the univariate model (46) is used to generate 512 samples of the source \( Y \) processes, which are then passed through a filter. Referring to Fig. 6, we perform this with each filter order and each filter type (FIR and IIR). After generating these sample paths, the AR order of the prediete \( p \) and the predictor \( q \) were inferred from partial autocorrelation (see Appendix A). We then compute Granger causality via Eq. (63) and use this estimate to obtain a \( p \)-value from both the LR \( \chi^2 \)-distribution [64] and our Bartlett-corrected \( F \)-distribution [65]. This is performed 1000 times in order to obtain a FPR for each approach. Crucially, whilst our experiment here is equivalent to a conditional mutual information, unlike the experiments in previous sections, the autocorrelation within the time series naturally induces a correlation amongst the variables within the source \( Y^{(q)}(t) \) and conditional \( X^{(p)}(t) \).

The results shown in Fig. 6 illustrate that increasing the autocorrelation length via filtering increases the FPR of Granger causality under the LR tests. In contrast, the corrected tests for mutual information perform better than the corrected tests for Granger causality, remaining consistent with the nominal significance of \( \alpha = 0.05 \) for the IIR filters as well as the lower FIR filter orders tested. However, it is clear that the FPR of Granger causality using our new approach is slightly above the nominal level for higher FIR filter orders (and higher than that of mutual information, c.f. Fig. 2). We hypothesise that this is because any small numerical errors in each of the \( q \) terms used to compute the distribution will compound. We discuss the potential source of these errors in Appendix B. Note however that the problematic high FIR filter orders here (above 15) are unlikely to be used in practice for such short time series, due to the dramatic impact they have on the signal here.

In addition to optimally setting the history lengths \( p \) and \( q \), it common to manually set a large enough history to presumably capture all past dependence, e.g., see [4, 61]. In Fig. 7, we show that this approach actually inflates the FPR even further when using the LR hypothesis test. This is illustrated by increasing the predictor history length \( q \) from one to 200 (in increments of 20), whilst holding the autocorrelation length (filter or-
G. Multivariate Granger causality

Finally, we present the most general case: the sample distribution of Granger causality with an arbitrarily large dimension for both $X$ and $Y$, and arbitrary AR orders $p$ and $q$ for each of those dimensions. From Eq. (66) this can be computed as:

$$\tilde{\mathcal{F}}_{x \to y}(p, q) = - \sum_{g=0}^{k} \sum_{h=1}^{l} \sum_{j=1}^{q} \log \left( 1 - r_{x_{g}^{(p)} \cdot y_{g_{j}^{(p)}}^{(h)}} \right).$$

That is, the $(g, h, j)$ term is the conditional Granger causality for dimension $g$ of $X$, dimension $h$ of $Y$, and the predictor sample $j$ steps back of the $h$th sub-process of $Y$. This is conditioned on all dimensions and predictor samples below $g$, $h$, and $j$. We can express this through the design matrix for the $(g, h, j)$ term:

$$v_{y \to x}^{(ghj)} = \left[ x_{1:g}^{(p)}, y_{1:h-1}^{(j-1)} : y_{h}^{(j)} \right].$$

By virtue of Wilk’s theorem, the classical assumption is that—when $X$ does not depend on $Y$—estimates of multivariate Granger causality are distributed as [40]:

$$T \tilde{\mathcal{F}}_{y \to x}(p, q) \sim \chi^2(klq).$$

(67)

From (66), however, the sample estimate involves sums of correlations between residuals. The $(g, h, j)$ term is computed from the residuals

$$e_{x|y^{(p)}}^{(ghj)} = x_{g} - \bar{x}_{g} \left( v_{y^{(ghj)}}^{(q)} \right),$$

$$e_{y|y^{(q)}}^{(ghj)} = y_{j} - \bar{y}_{h} \left( v_{y^{(ghj)}}^{(q)} \right).$$

Again, the effective sample size is different for each regression and computed as:

$$N_{y^{(ghj)}}^{(p)} = \eta \left( e_{x|y^{(p)}}^{(ghj)}, e_{y|y^{(q)}}^{(ghj)} \right) - \dim \left( v_{y^{(ghj)}}^{(q)} \right).$$

As per conditional mutual information and univariate Granger causality, we can empirically sample from the null distribution as:

$$\tilde{\mathcal{F}}_{y \to x}(p, q) = - \sum_{g=0}^{k} \sum_{h=1}^{l} \sum_{j=1}^{q} \log \left( \frac{\tilde{F}(1, N_{y^{(ghj)}}^{(p)} - 2)}{N_{y^{(ghj)}}^{(p)} - 2} + 1 \right).$$

(68)

Here, we have used the same history lengths $(p$ and $q$ for each predictee and predictor subprocess), however this could be easily generalised.

Conditioning Granger causality on another variable $W$ can be treated equitably. The measure is computed as

$$\tilde{\mathcal{F}}_{x \to y|w}(p, q) = - \sum_{g=0}^{k} \sum_{h=1}^{l} \sum_{j=1}^{q} \log \left( 1 - r_{x_{g}^{(p)} \cdot y_{g_{j}^{(p)}}^{(h)} \cdot w^{(q)}} \right).$$

(69)

The only difference is that the effective sample size for each term is reduced further. By letting

$$v_{y \to x|w}^{(ghj)} = \left[ v_{y^{(ghj)}}^{(q)} \right],$$

we obtain residuals $e_{x|y^{(p)}}^{(ghj)}$ and $e_{y|y^{(q)}}^{(ghj)}$ in the same way as above. From this, the effective sample size is given as:

$$N_{y^{(ghj)}}^{(p)} = \eta \left( e_{x|y^{(p)}}^{(ghj)} \cdot e_{y|y^{(q)}}^{(ghj)} \right) - \dim \left( v_{y^{(ghj)}}^{(q)} \right),$$

FIG. 8: Correction of otherwise inflated FPRs with our technique: for multivariate Granger causality estimates under autocorrelation, as a function of dimensions $k$ and $l$ of predictor and predictee processes. Granger causality, with each subprocess’ history length chosen optimally, is estimated (using Eq. (66)) between multivariate time series (generated by Eq. (58)) after filtering via 8th order FIR and IIR filters. Estimates are then tested using the LR test (Eq. (67)) and our exact test (Eq. (68)). The subplots on the right show the FPR for each significance level $\alpha$ when $k = l = 3.$
and the null distribution for multivariate conditional Granger causality can be obtained through samples:

\[
\tilde{F}_{y\rightarrow x|w}(p, q) := \sum_{g=1}^{k} \sum_{h=1}^{l} \sum_{j=1}^{q} \log \left( \frac{\tilde{F}(1, N_{y\rightarrow x|w}^{(ghj)} - 2)}{N_{y\rightarrow x|w}^{(ghj)} - 2} + 1 \right).
\]

(70)

1. Numerical evaluation

Using the multivariate state equations (58), we can evaluate the effect of increasing the dimensionality of both processes on Granger causality inference. Here, the dimension of the subprocesses \(X\) and \(Y\) range from one to five. Note that the number of terms involved in computing Granger causality (or the null distributions) is \(k \times l \times q\). Due to the relatively short time series length of \(T = 512\) samples and high autocorrelation and dimensionality, allowing an arbitrary predictor history length of \(q\) results in the effective sample size approaching zero for our tests. Thus, for these experiments we fix the history length of the predictor to \(q = 1\).

The results are shown in Fig. 8, where the LR hypothesis tests inflate the FPR close to 100% for higher dimensional processes. Although our corrected tests perform well for moderate dimensionality, when \(k, l > 3\) with the IIR filter, the FPR of our \(F\)-tests begin to have numerical issues. This is caused by the regression matrix not being well conditioned, i.e., the ratio of regressors to data-points is too high. Nonetheless, we can see from the figure that our tests maintain a much lower FPR than the LR tests. Moreover, a poorly conditioned regression can be easily tested for in practice. So, we conclude that with minimally-sufficient samples, our tests maintain the desired FPR even for the most general case of multivariate Granger causality and, when the sample size is simply too small for reliable inference, our approach flags this as an issue.

V. CASE STUDY: HUMAN CONNECTOME PROJECT DATASET

Functional magnetic resonance imaging (fMRI) research is particularly abundant with short, autocorrelated time series [15]. In these applications, the blood-oxygen level-dependent (BOLD) data is translated into a slowly-varying (and thus highly autocorrelated) multivariate time series that traces the haemodynamic response of different regions of the brain. Digital filtering is then commonly used as a preprocessing step to reduce line noise and other common artefacts in neuroimaging data. This induces an (either finite or infinite) impulse response that can increase autocorrelation, even if the original signals were not serially correlated. In this section, we validate our theory by showing that the numerical simulations presented earlier reflect realistic scenarios that are encountered in practice. To this end, we use the Human Connectome Project (HCP) resting state fMRI (rsfMRI) dataset [13] to characterise the FPR of linear-dependence measures between completely independent brain regions.

The HCP rsfMRI dataset comprises 500 subjects imaged at a 0.72 s sampling rate for 15 minutes in the (relatively quiescent) resting state. This results in 1200 samples of spatially dense time series data, which is then parcellated into 333 regions of interest in the brain. Thus, the dataset contains 500 subjects with 333 brain regions each, and each of these regions is associated with a stationary time series of 1200 samples. The raw (BOLD) data of each region was then preprocessed by removing the DC component, detrending, applying a 3rd order zero-phase Butterworth bandpass filter (0.01-0.08 Hz). These are common techniques used to remove potential filtering artefacts. We also removed 200 samples from the start and the end of the time series, in order to minimise filter initialisation effects. This leaves \(T = 800\) samples for the analysis. In order to build a scenario where the null hypothesis holds, we conduct experiments on 1000 time-series pairs, selecting different random regions of interest from different random subjects, making the corresponding time series completely independent of one another. The analysis was performed for mutual information, multivariate mutual information (this time between pairs of two rather than single, unrelated time series) and Granger causality in the same way as discussed for the simulated time-series experiments in Sec. IV. We use the same hypothesis testing procedure of both the classical LR and our newly proposed Bartlett-corrected test for both the filtered and unfiltered data with a 5% significance level.

Referring to Fig. 1, our results clearly demonstrate the inflated FPR under the LR tests as well as the corrected FPRs due to our tests. Briefly, the FPR of the LR test for: mutual information was 44% (before filtering) and 55% (after); multivariate mutual information was 82% (before filtering) and 90% (after); Granger causality was 20% (before filtering) and 63% (after). This represents an inflated FPR of between nine and 18 times the nominal significance level for a real-world dataset. As expected, the inherent autocorrelation in the unfiltered time series led to inflated FPR, which was worsened by filtering. In contrast, by using our Bartlett-corrected hypothesis-testing procedure, we maintain between 5-7% FPRs for all measures of linear dependence when applied to both unfiltered and filtered time series. These results are in agreement with those of our numerical simulations, indicating that the classical LR hypothesis test is invalid for fMRI analysis and any other short, autocorrelated dataset, whereas our hypothesis tests do not suffer from the same biases.
VI. DISCUSSION

We have shown that the autocorrelation exhibited in typical stationary time-series data inflates the FPR of linear-dependence inference procedures when using the classical hypothesis tests. By framing different dependence measures in unified theoretical terms, we provide the first demonstration of how Bartlett’s correction can be applied to derive exact hypothesis tests for Granger causality and mutual information, in their unconditional, conditional, and multivariate forms. These measures—particularly Granger causality—are used in a very wide range of disciplines, modelling myriad physical processes from anthropogenic climate change [21, 22] to the brain dynamics of dementia patients [62]. The continued use of flawed classical testing procedures in empirical sciences is problematic, making it imperative that the corrections reported here are incorporated into such analysis.

Indeed, it was known that digital filtering led to an increased FPR for Granger causality for shorter time-series [4], yet this effect was not understood nor able to be corrected until now. Due to the widespread use and influence of Granger causality across fields including neuroscience, climate analysis and economics, underlined by any examination of the literature (see Sec. I), this was a serious deficiency for directed inference of relationships in time-series analysis. The issue was magnified in fields with short, highly-autocorrelated time-series, as demonstrated in Fig. 1 and Sec. V for computational neuroscience using fMRI recordings. Using classical LR testing after standard pre-processing and filtering of typical fMRI data, we found arbitrarily large FPRs. Crucially, applying our new method of correcting the distribution under the null hypothesis of no relationship resulted in FPRs consistent with the expected levels across a wide combination of filtering types and linear-dependence measures. These results strongly suggest that our method should be incorporated into all null hypothesis testing for Granger causality and related dependence measures. Moreover, our work suggests that relationships established using classical testing should perhaps be revisited—particularly in fields that have high levels of autocorrelation and limited data.

In more detail, we first demonstrated how a large class of dependence measures (including mutual information and Granger causality) can be written as functions of independent partial correlations. We then derived an exact test for partial correlation between autocorrelated processes based on seminal work by Bartlett and others. Since conditional mutual information can be expressed in terms of partial correlation, we were able to derive its null distribution. Using the chain rule, we then showed how to derive the null distribution for any linear-Gaussian model information-theoretic measure, with particular examples of multivariate mutual information and Granger causality. Through comprehensive numerical simulations and widely-accessible brain-imaging data, we have shown that the classical hypothesis tests can have arbitrarily poor specificity and sensitivity when testing the linear dependence between autocorrelated processes. In contrast, our exact distributions maintain the expected FPR with minimally-sufficient samples.

A major challenge of handling autocorrelation for more involved dependence measures, such as mutual information and Granger causality, was in extending Bartlett’s formula to multivariate relationships. Crucially, our approach facilitates not only independent multivariate relationships but also correlated multivariate processes. Our results on multivariate mutual information in Sec. IV E used examples that involved dependence between multivariate processes, where the subprocesses were all independent. When instead extending this approach to Granger causality in Sec. IV C for arbitrarily large history lengths and dimensionality, the subprocesses become inherently correlated (since one subprocess is a time-lagged version of another, and they involve significant autocorrelation). This provides strong evidence that our approach is a robust extension of Bartlett’s dependence studies to handle a much richer class of multivariate dependency structures beyond those already presented in this paper.

Granger causality is the de facto measure of dependence between autoregressive models. The classical approach to inferring the significance of (potentially multivariate) Granger causality estimates has been via asymptotically valid hypothesis tests such as the LR and Wald tests [20]. In this study, we have shown that higher levels of autocorrelation (equivalently, a higher-order autoregression) in the signal inflates the variance of these statistical estimates, resulting in statistical errors under classical hypothesis testing. This means that, ironically, using these tests induces errors exactly when the assumptions underlying Granger causality are valid. One might logically surmise that this issue could be mediated by accounting for a longer history of the process, i.e., condition on additional autoregressive variables. However, in Fig. 7 we have shown that this will result in the FPR being even further inflated. This is particularly concerning given that the autocorrelation function is one of the two properties that define a stationary process [6, 7, 39]—the other is its mean, which has no effect on scale-invariant dependence measures such as Granger causality, mutual information, and Pearson correlation. We conclude that the classical hypothesis tests cannot be used to reliably infer the significance of Granger causality or mutual information estimates when applied to autoregressive signals and instead our exact tests should be used, particularly for limited time-series data.

Throughout this work, we have made the assumption that the time-series innovations are Gaussian and that all autoregressive relationships are linear. Thus, we have only discussed linear-Gaussian probability distributions for information-theoretic measures. When instead applied to nonlinear time series, these probability distributions are often inferred using non-parametric density estimation techniques such as nearest neighbour or kernel
methods [31]. Spurious estimates of the nearest neighbour counts have previously been observed for autocorrelated signals by Theiler [24], who provided a solution by excluding samples that are close in time to a target. This is now a popular approach to effectively account for autocorrelation in density estimation for nonlinear time-series analysis [63]. In fact, in introducing transfer entropy—now understood as a model-free extension of Granger causality [42]—Schreiber explicitly recommended the use of a Theiler window (also known as serial- or dynamic-correlation exclusion) when kernel estimation methods are used [50]. The Theiler window approach has been demonstrated to control FPR for such estimators in practice, e.g., see the Supporting Information of Novelli et al. [48] for a similar experiment with transfer entropy on the same HCP rsfMRI dataset used in our Fig. 1 and Sec. V. Yet the Theiler window approach, however effective, remains a heuristic with no theoretical guarantees and, similar to Pearson correlation, autocorrelation is often poorly accounted for in practical estimation of transfer entropy (e.g., Weber et al. [34] report a contrasting finding of increased FPR in transfer entropy inference due to filtering, however the use of a Theiler window is not specified). We hypothesize that the methods outlined in our work could be extended to provide a more rigorous approach to handling autocorrelated nonlinear time series through, e.g., nonlinear versions of Bartlett’s formula [65], facilitating a broader class of information-theoretic measures.

Finally, the dependence structure of the stochastic processes discussed in this work is assumed to be in the time domain and on the (observable) output of a process. However, other models and approaches consider different forms of dependence with correlation structures that could similarly increase FPRs. Future work will be required to consider handling such correlation structures in a similar fashion to that which we have presented. For instance, one could consider autoregression on: the innovation terms (the moving average (MA) or linear state-space model); both the output and the innovation terms (the ARMA model), and the output and innovations in the frequency domain (spectral models). Many extensions to Granger causality have been made to handle these scenarios, e.g., the ARMA model has been addressed by [38] and more recently through state-space Granger causality [66]. The latter was recently shown to still exhibit significant bias with a reasonable number of samples [67]. It thus remains for future investigations to determine whether corrections of the style presented here are able to be, and should be, incorporated into these extensions.

Appendix A: Partial autocorrelation and active information storage

The partial autocorrelation function conveys important information regarding the dependence structure of an autoregressive process. For a univariate stationary time series \( Z \), the partial autocorrelation \( \alpha_Z(u) \) at lag \( u \) is the correlation between \( Z(t) \) and \( Z(t-u) \), adjusted for the intervening observations \( Z(u-1) = [Z(t-1); \ldots; Z(t-u+1)] \). Using notation from the main text, we denote \( Z^u \) as the process of \( Z \) lagged by \( u \) time steps and \( Z^{(u)} \) as the history up until that lag (inclusive) \( Z^{(u)} = [Z^1; \ldots; Z^u] \). Then, for a stationary time series, the partial autocorrelation function is defined by [6]

\[
\alpha_Z(1) = \rho_{Z^1}, \quad (A1)
\]

and

\[
\alpha_Z(u) = \rho_{Z^u, Z^{(u-1)}}, \quad u > 1. \quad (A2)
\]

In this work, we employed the common practice of using the partial autocorrelation function to identify the relevant history length \( p \) for an autoregressive model of \( Z \), since \( \alpha_Z(u) = 0 \) for \( u > p \) [6, 7, 39]. Again, this is a statistical estimate and thus we must infer the order \( p \) by testing each sample partial autocorrelation \( \hat{\alpha}_Z(u) \) for significance against the null distribution. To simplify inference, we \( z \)-transformed the estimate \( f = \tanh^{-1}(\hat{\alpha}_Z(u)) \) and considered it statistically insignificant when \( |f| < 1.96 (1-p)^{-1/2} \).

Intriguingly, our work reveals a relationship between the partial autocorrelation function and active information storage [34]—a recently developed model-free measure for quantifying memory in a process—under the linear Gaussian assumption. Active information storage \( A_X \) quantifies the information storage component of a process that is directly in use in the computation of the next value of a sequence. More precisely, active information storage is the mutual information between the (semi-infinite) past state of the process \( X^{(p)}(t) \) and its next value \( X(t) \), i.e.,

\[
A_X(p) = I_X; X^{(p)}. \quad (A3)
\]

Since the active information storage can be computed from multivariate mutual information, we can use Eq. (19) to decompose it into a sum of squared partial autocorrelations:

\[
I_X; X^{(p)} = -1/2 \sum_{u=1}^{p} \log \left(1 - \rho_{X^{(u-1)}, X^{(u)}}^2\right),
\]

\[
= -1/2 \sum_{u=1}^{p} \log \left(1 - [\alpha_X(u)]^2\right). \quad (A4)
\]

This same logic can be straightforwardly applied to other measures such as excess entropy [32] and predictive information [23].

In additional to quantifying the memory within a process, active information storage is often used for inferring the optimal history length for both the Gaussian and non-Gaussian cases [31]. This is typically achieved
by using the LR test procedure to infer the significance of
increasing the embedding lengths $p$. For linear-Gaussian
processes, we infer the embedding length $p$ for $X$ by first
taking the difference $\delta_X(u) = A_X(u + 1) - A_X(u)$ and
then generating a $p$-value by testing $2\delta_X(u)$ against a
$\chi^2(1)$ distribution, which represents the null hypothesis
of no increase in information storage. If the $p$-value is be-
low a threshold (say 5%), then the test is rejected and the
lag is increased $u = u + 1$. This process is iterated until
the null hypothesis is accepted, at which point we sur-
mise that the optimal lag $p$ is the one at which $\delta_X(p + 1)$
is considered insignificant. This approach is similar to
using the partial autocorrelation, as the difference $\delta_X(u)$
is approximately equivalent to squared partial autocor-
relation up to a factor of two. This can be seen from
Eq. (A4):

$$\delta_X(u) = A_X(u + 1) - A_X(u)$$
$$= -\frac{1}{2} \log \left(1 - \left[\alpha_X(u + 1)\right]^2\right)$$
$$\approx \frac{1}{2} \left[\alpha_X(u + 1)\right]^2, \quad \text{(A5)}$$

through a Taylor expansion. In contrast to measures of
dependence between multiple processes, the LR hypothe-
sis test is valid, even without Bartlett-correcting the dis-
tributions, for testing any
approximation to squared partial autocor-
relation up to a factor of two. This can be seen from
distributions, for testing any $\delta_X(u)$ for $u > p$. This is be-
cause, after the full set of past variables is included in the
regression, any higher order residuals $X^u - \bar{X}^u(\bar{x}(p))$ with
$u > p$ have zero expected autocorrelation for every lag.
Equivalently, the residuals on the next value $X - \bar{X}^u(\bar{x}(p))$ have zero expected autocorrelation. Thus, no Bartlett
correction is required, however the conditionals should be
included, such that the LR test should be done with a modified effective sample size of $T - p$.

**Appendix B: Considerations and extensions of Bartlett’s formula**

In our derivations we use one of the earliest versions
of Bartlett’s formula, as described in [9]. However, since
his seminal work, there have been a number of extensions
made to his formula as well as techniques intended to
overcome the issues of its empirical computation.

One of the more general cases of Bartlett’s formula is due to Roy [12], who provided the large-sample
distribution between pairs of sample cross correlations at
differing lags. Consider the four processes $Z_a, Z_b, Z_d, Z_e$. By letting

$$\Delta_v(a, b, d, e) = \sum_{u=-\infty}^{\infty} \rho_{ab}(u)\rho_{de}(u + v), \quad \text{(B1)}$$

and

$$s_{ab}(v) = T^{1/2} \left[r_{ab}(v) - \rho_{ab}(v)\right], \quad \text{(B2)}$$

the asymptotic distribution of the standard error $s_{ab}(v)$
is Gaussian with zero mean and covariance

$$\lim_{T \to \infty} \text{Cov}(s_{ab}(v), s_{de}(w))$$
$$\approx \Delta_{w-v}(a, b, d, e) + \Delta_{w+v}(b, d, a, e)$$
$$- \rho_{ab}(v) \left[\Delta_w(a, d, a, e) + \Delta_w(b, d, b, e)\right]$$
$$- \rho_{de}(w) \left[\Delta_v(b, d, a, d) + \Delta_v(b, e, a, e)\right]$$
$$+ \frac{1}{2} \rho_{ab}(w)\rho_{de}(w) \left[\Delta_0(a, d, a, d) + \Delta_0(a, e, a, e)\right]$$
$$+ \Delta_0(b, d, b, d) + \Delta_0(b, e, b, e)$$ \quad \text{(B3)}$$

This derivation can be further generalised to the non-
Gaussian case, for instance by allowing for skewed dis-
tributions [68]. As discussed below, the full covariance
structure (B3) facilitates testing against an alternative
hypothesis (of non-zero correlation), and could further
help in situations when the partial correlation terms are
themselves correlated.

First, however, there are a number of special cases of
Roy’s formula that are worth noting. In the event that we are interested in the covariance $\text{Cov}(s_{ab}(v), s_{de}(w))$
between cross-correlation estimates of two univariate pro-
cesses $Z_a$ and $Z_b$ at arbitrary lags $v$ and $w$, this is ob-
tained from (B3) by setting $d = a$ and $e = b$, reducing to
the results reported in [9] and [10] (Theorem 11.2.3). Us-
ing this special case, the sampling distribution of Pearson
(zero-lag) correlation between two univariate processes
$\text{Var}(s_{ab}(0))$ can be obtained by setting $v = w = 0$. Fi-
ally, under the null hypothesis of $\rho_{ab}(0) = 0$, most of
these terms disappear and we are left with Bartlett’s orig-
inal formula:

$$\lim_{T \to \infty} \text{Var}(s_{ab}(0)) = \lim_{T \to \infty} \text{Var} \left(T^{1/2} [r_{ab}(0)]\right).$$

This can be alternatively represented as an approxima-
tion for a large-sample size:

$$\text{Var}(s_{ab}(0)) \approx \sum_{u=-\infty}^{\infty} \rho_{aa}(u)\rho_{bb}(u), \quad \text{(B4)}$$

which was the form used in the main text of this paper.
For the exact number of samples to constitute a large-
sample dataset, we refer the reader to the discussions in [9] [11].
Bartlett did present a formula irrespective of sample size in [9],
which may yield an improvement for small sample distributions and give minor practical
advantages (e.g., reducing the bias slightly in Fig. 2b),
however, we did not find this necessary for practical pur-
poses here and instead follow the approximations given
in [10] [11].

Under the alternative hypothesis of $\rho_{ab}(0) \neq 0$, we
obtain the finite-sample approximation discussed in [2].
That is, we can obtain an alternative hypothesis test for
the dependence measures discussed in this paper. Specifi-
cally, by inferring the effective sample size [38] with the variance
$\text{Var}(r_{ij})$ that is used in obtained from [13] (in-
stead of [14]), we can derive the exact sampling distribu-
tion for the dependence measures under the alternative.
Previous work has followed similar logic for obtaining the alternative hypothesis for correlation coefficients [2]. A challenge in this approach is that computing the exact distribution correlation coefficients is non-trivial, and so it is often more common to use Fisher’s z-transformation to approximate the coefficient as a normal distribution. This approach may also be suitable for deriving alternative distributions for dependence measures, however the effect of a short sample size on Fisher’s approximation may present issues in applications with short datasets and high autocorrelation such as neuroimaging.

1. Correlated residuals

In our derivation of the sampling distribution of multivariate mutual information [52] and much of the discussion above, we have assumed that each term is independent. This logic then follows to all other distributions by virtue of the chain rule. To expand on this point, let Eq. (52) be expressed as a sum of \( k \) random variables \( L_i, i.e., \)

\[
\hat{\chi}_{x|y|w} = -\frac{1}{2} \sum_{g=1}^{k} \sum_{h=1}^{l} \log \left( 1 - r_{x_{g}y_{h}|w}^{(s_{gh})} \right) = \sum_{i=1}^{kl} L_i. \tag{B5}
\]

In general, the variance of the sum of \( kl \) random variables \( \{L_1, \ldots, L_{kl}\} \) is

\[
\text{Var} \left( \sum_{i=1}^{kl} L_i \right) = \sum_{i,j=1}^{kl} \text{Cov}(L_i, L_j) = \sum_{i=1}^{kl} \text{Var}(L_i) + \sum_{i \neq j} \text{Cov}(L_i, L_j). \tag{B6}
\]

If the random variables \( L_i \) in (B5) are uncorrelated, then the second term \( \text{Cov}(L_i, L_j) = 0, \forall(i \neq j) \). In this paper, we derived the variance for each \( L_i \) as a log \( F \)-distribution in [57]. Since they are all independent, we can then obtain the sampling distribution of \( \hat{\chi}_{x|y|w} \) as a sum of all these log \( F \)-distributions. However, if the random variables were correlated, then we must use the multivariate form of Bartlett’s formula [53], which provides the covariance of each variable \( L_i \) term with all other variables \( L_j \). In expectation, we expect this to be unnecessary, since there is theoretically no covariance between each term. However, in practice, the residuals are computed iteratively and thus each have the same standard error in them, which can induce spurious correlation between residual processes. The fact that this is not accounted for in our work might be the source of some small biases that we see in, e.g., Fig. 3 and 6. However, accounting for this covariance would require knowing the distribution of a sum of correlated log \( F \)-distributions that, to the best of our knowledge, is not an established result.

2. Regularising autocorrelation estimates

Another potential source of error in the sampling distributions come from incorrectly estimating the autocorrelation function \( r_{uu}(u) \). Tapering (also known as data windowing) is commonly used in practice to regularise the autocorrelation samples to better estimate their true value [2, 41]. These approaches involve scaling the autocorrelation samples by some factor, with the maximum lag truncated below the dataset length. Using this method, we can appropriate Bartlett’s formula to

\[
\text{Var} \left( s_{ab}(0) \right) \approx 1 + \sum_{u=1}^{U} \lambda(u)r_{aa}(u)r_{bb}(u), \tag{B7}
\]

where \( \lambda(u) \) are a set of weights called the lag window and \( U < T \) is the truncation point. The lag window comprises \( \lambda(u) \) values that decrease with increasing \( u \); two common approaches are the Parzen and the Tukey windows (see [41] for details). Numerous truncation points \( U \) have also been proposed, e.g., \( N/4, N/5, \sqrt{N}, \) and \( 2\sqrt{N} \) [2]. We tested a number of these techniques to verify whether or not they had an effect on our results.

3. Comparing these distributions

In this above few sections we outlined a number of potential factors that could introduce small biases in our sampling distributions. To test our approach against these more complex extensions, we compared the FPR of hypothesis tests that compute the effective sample size based on the full covariance matrix (B3), both with and without tapering. This was performed for each of the experiments performed in the paper. As mentioned in Sec. 3.1 the sum of correlated log \( F \)-distributions is unknown, so we instead use sums of partial correlations, rather than sums of squared partial correlations. Obtaining this distribution is tractable since the sum of Gaussian distributed random variables is another Gaussian variable with variance from (B6). In performing these tests, we found no notable difference in the FPR for any of the validation experiments, and thus conclude that Eq. (34) (the formula used in the main text) is suitable in practice.
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