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Abstract
This paper introduces AcCoRD (Actor-based Communication via Reaction-Diffusion) version 1.0. AcCoRD is a sandbox reaction-diffusion solver designed for the study of molecular communication systems. It uses a hybrid of microscopic and mesoscopic simulation models that enables scalability via user control of local accuracy. AcCoRD is developed in C as an open source command line tool and includes utilities to process simulation output in MATLAB. The latest code and links to user documentation can be found at \url{https://github.com/adamjnoel/AcCoRD/}. This paper provides an overview of AcCoRD’s design, including the motivation for developing a specialized reaction-diffusion solver. The corresponding algorithms are presented in detail, including the computational complexity of the microscopic and mesoscopic models. Other novel derivations include the transition rates between adjacent mesoscopic subvolumes of different sizes. Simulation results demonstrate the use of AcCoRD as both an accurate reaction-diffusion solver and one that is catered to the analysis of molecular communication systems. A link is included to videos that demonstrate many of the simulated scenarios. Additional insights from the simulation results include the selection of suitable hybrid model parameters, the impact of reactive surfaces that are in the proximity of a hybrid interface, and the size of a bounded environment that is necessary to assume that it is unbounded. The development of AcCoRD is ongoing, so its future direction is also discussed in order to highlight improvements that will expand its potential areas of application. New features that are being planned at the time of writing include a fluid flow model and more complex actor behavior.
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1. Introduction
1.1. Background and Motivation
There has been recent interest in designing synthetic wireless communication networks for environments where conventional (i.e., radio frequency) wireless technologies are unsafe, infeasible, or impractical, such as in biological systems. This interest has inspired the idea of adapting natural communication strategies from these biological systems. One such strategy is molecular communication (MC), initially proposed for synthetic networks in \cite{1}, where transmitters use physical molecules as information carriers. MC is used for signaling in nature over a wide range of physical scales, from quorum sensing in bacterial communities to communication via pheromones over a kilometer or more, as described in \cite{2} and \cite{3, Ch. 53}, respectively. In particular, MC is ubiquitous in communication within and between cells; see \cite{4, Ch. 16}.

Natural MC systems are typically designed for the transmission of limited quantities of information, such as a time-varying ON/OFF control signal for some process. However, synthetic MC networks are envisioned for transmitting arbitrarily large amounts of information. These networks could enable new applications in fields including biological engineering, medicine, manufacturing, and environmental modeling; see \cite{5}.

Commonly-studied forms of MC include molecular diffusion, where molecules passively propagate via collisions with other molecules in a fluid environment. The interest in diffusion for communication engineering, as demonstrated in \cite{6}, can be attributed to its speed over very short distances (particularly on the scale of a micron or less), its simplicity (requiring no active propagation mechanism), and the availability of mathematical models to facilitate analysis. In particular, mathematical models are needed to determine a channel’s impulse response (i.e., the time-varying signal observed at a receiver due to the release of an instantaneous signal by a transmitter). Knowledge of the channel impulse response is essential for meaningful transceiver system design and performance analysis.

There are many seminal texts on the analysis of diffusion, e.g., \cite{7, 8, 9}. However, closed-form expressions for the impulse response of a diffusive channel generally require simplifying assumptions and specific system geomet-
tries. This reality is an obstacle to the development of MC networks. Most existing research has considered a variation of a common system model. Typically, authors will consider a one- or three-dimensional (i.e., 1D or 3D) unbounded environment, possibly with a uniform fluid flow, with a point source and a receiver that is either an absorbing surface (i.e., molecules are “consumed”) or a passive observer.

While the resulting analysis of simplified models is convenient, and uniformity is helpful for comparing transceiver designs, there are a couple of issues with this trend. First, realistic diffusive environments are generally bounded. Approximating an environment as unbounded is only appropriate if it is symmetric and in the absence of other local obstacles, but environments such as cells and cellular tissues are full of obstacles; see [1] Ch. 20. Second, diffusion is not the only phenomenon that can affect the behavior of a diffusing particle. In addition to fluid flow (which is in general not uniform; see [10]), molecules can undergo chemical reactions (besides absorption at a surface) that convert them into other molecular species or transport them across boundaries. For example, see [11, Ch. 9] for elementary analysis of chemical reactions.

Flow and reactions can significantly modify the channel response, and could even be deliberately introduced to improve communication performance. This was observed by using an electric fan in the macroscale testbench developed in [12], and by adding enzymes to the propagation environment in our own work in [13]. Neither of these strategies could be accurately described using the commonly-studied channel models; the experiments in [12] were fitted to a corrected 1D model in [14], and the enzyme kinetics in [13] were simplified to a first order degradation reaction so that the impulse response could be derived.

The notion that we simplified the analytical model in [13] immediately begs the question of how we verified its accuracy. Furthermore, it was insufficient to determine the expected channel behavior; for communications analysis, we are interested in the probability distribution of the channel behavior. We addressed both issues in [13] by simulating the detailed model. Unfortunately (and to the best of our knowledge), no existing simulation platform would accommodate the detailed model in [13]. Even though we could have used a generic reaction-diffusion solver such as Smoldyn (see [15]) to evaluate the expected channel behavior, it was not suitable for assessing the time-varying channel statistics or for configuring a source to release molecules based on modulating a sequence of random binary data. Our solution in [13] was to internally develop a simulator in MATLAB. However, this simulator was specific to the environment of the model in [13] and not easily portable to other system models. We claim that existing publicly-available MC simulators have similar limitations, e.g. [16, 17, 18, 19, 20] (which we will discuss in further detail in Section 2.2).

1.2. The AcCoRD Simulator

With these limitations in mind, we have developed the AcCoRD simulator (Actor-based Communication via Reaction-Diffusion). AcCoRD is a generic reaction-diffusion solver that is developed in C and designed for communications analysis. It is an open source project in active development on Github; see [21]. As of the time of writing (November 2016), the latest release is version 1.0. It has the following primary features:

- AcCoRD is a hybrid solver that integrates two simulation models to define 3D environments with flexible local accuracy. Each local region is classified as microscopic or mesoscopic. Microscopic regions define each molecule individually and evolve over discrete time steps. Mesoscopic regions count the number of molecules in disjoint virtual bins (called subvolumes) and evolve over time steps with continuous granularity. We increase the scalability by accommodating the placement of adjacent mesoscopic regions that have subvolumes of different sizes. This feature is based on an extension of the 2D system that we proposed in [22].
- Actors can be distributed throughout the environment as active molecule sources (i.e., transmitters) or passive observers (i.e., receivers). Transmitters release molecules according to the modulation of a random binary data sequence. The precise number of molecules released and the release times for a given symbol interval can be deterministic or randomized. Receivers can record the number of molecules and (optionally) their positions at any specified interval. Future development will couple these two actor classes to enable transceivers that behave according to their observations.
- Zeroth, first, and second order chemical reactions can be defined locally or globally, i.e., over the entire propagation environment or in a particular set of regions. This general framework can accommodate reactions such as molecule degradation, enzyme kinetics, reversible or irreversible surface binding, ligand-receptor binding, transitions across boundary membranes, and simplified molecular crowding. Surface binding reactions include absorption, i.e., consumption, adsorption, i.e., sticking, and desorption, i.e., release from a surface. Generally, we will refer to adsorption as reversible absorption.
- AcCoRD implements some microscopic behavior in continuous time. Specifically, the release of molecules by active actors, zeroth order reactions, and most first order reactions can occur at any time. Thus, a molecule can undergo multiple reactions in...
a single microscopic time step, and the accuracy of these phenomena are independent of the chosen time step.

- Independent realizations of a simulation can be repeated an arbitrary number of times (and on different computers) and then aggregated to determine the average behavior and channel statistics.
- The online documentation includes installation and usage instructions for the latest version, descriptions of all configuration options, and many sample configuration files; see [21]. The sample configurations are provided to demonstrate all of AcCoRD’s functionality.
- AcCoRD’s interface has been designed to be helpful to novice users by providing descriptive output messages. AcCoRD also includes post-processing tools developed in MATLAB. These tools enable the aggregation of simulation output files, plotting receiver observations (either the time-varying behavior or empirical distributions at specified times), and visualizing the physical environment (either as still images or compiled into a video).

Four sample environments that illustrate AcCoRD’s primary features are shown in Figs. 1 to 4. Figs. 1 and 2 show hybrid environments with both microscopic and mesoscopic regions. Fig. 1 has reversible surface reactions. Fig. 2 has a distinct transmitter and receiver. More details about these environments, including their simulation results, are discussed in Section 7.

AcCoRD provides significant flexibility for a user to define the physical environment, specify chemical reactions, and place sources and observers of molecules. We describe AcCoRD as a reaction-diffusion “sandbox”, i.e., this flexibility enables users to explore (“play”) and create their own system. As a communications analysis tool, it can model data modulation at transmitters and generate channel statistics at observers by repeating a simulation an arbitrary number of times. By developing AcCoRD as a “sandbox” reaction-diffusion solver from the perspective of molecular communication, we anticipate that it will contribute the following for the MC community:

- Encourage the use of simulations. Most authors in this domain have thus far verified their work via numerical evaluations of their analysis or via Monte Carlo simulations. In the latter case, the time-varying probability distribution of the channel behavior is assumed to be known. By omitting simulations, assumptions about the model and their accuracy for different parameter values might be untested.
- Improve the understanding and visualization of known reaction-diffusion environments and their channel responses. This is especially important for improving the accessibility of this multi-disciplinary field and encouraging new researchers to contribute without needing to develop their own simulation tools.
- Provide a platform to verify new analysis and test transceiver designs. For example, we used AcCoRD in [25] to study the accuracy of the common assump-

Figure 1: Simulation snapshot of a hybrid environment where the diffusing molecules are initially uniformly distributed. The left half is mesoscopic, where molecules are counted in one of 64 cubes (i.e., subvolumes), and the right half is microscopic, where molecules are tracked individually. 100 diffusing molecules are displayed. This environment is labeled System 1 and variations of it are simulated in Section 7.1. A sample video of this simulation is available as Video 2 in [23].

Figure 2: A portion of a hybrid environment with a reactive surface. The environment is a 0.5 mm long rod. At one end (shown in dark blue) is an absorbing surface. Three observers watch the molecules present over 5 µm sections of the rod (shown in yellow, green, and red). This environment is labeled System 2 and variations of it are simulated in Section 7.2. The variation shown has a hybrid interface between microscopic and mesoscopic regions at a distance of 25 µm from the absorbing end, such that the cubes with blue outlines are mesoscopic subvolumes. A sample video of the simulation of this environment is available as Video 3 in [23].

---

---

A series of eight videos are discussed throughout this paper and can be found at [https://www.youtube.com/playlist?list=PLZ7uYXG-7XF8ybhFr1uQlZiglXAB9e3l](https://www.youtube.com/playlist?list=PLZ7uYXG-7XF8ybhFr1uQlZiglXAB9e3l); see [23].
1.3. Contributions

This paper introduces the AcCoRD simulator, and also makes the following novel technical contributions:

1. We derive the transition rate between adjacent 3D mesoscopic subvolumes of different sizes that have partially-overlapping faces. The 2D version of this rate was presented in [22]. Accommodating mesoscopic subvolumes with different sizes increases the flexibility of local accuracy.

2. We derive the continuous event time for a first order microscopic chemical reaction event that is “known” to have occurred in the current microscopic time step. This derivation is inspired by how chemical reactions occur in both the microscopic and mesoscopic models, and enables a molecule to react multiple times within a single microscopic time step (albeit with an increased computational cost if multiple reactions do occur).

3. We verify AcCoRD’s accuracy by comparing its simulation output with analytical results for known reaction-diffusion environments. Examples include surface reactions, enzyme kinetics, and common molecular communication channels. Early versions of some of these results in 2D environments were presented in [26], but no specific simulations are repeated here.

4. We demonstrate scalability by investigating the trade-off between computational efficiency and local accuracy in hybrid and multi-scale environments. We provide insights into the appropriate size and placement of subvolumes in the mesoscopic regime, the impact of a reactive surface near the proximity of the hybrid interface, and make general comments on when a hybrid model is appropriate. Preliminary versions of some of these results with simpler hybrid transition rules and in 2D environments were presented in [22, 26].

5. We demonstrate that a bounded environment can be treated with an unbounded model if the distance from the area of interest to the nearest boundary is at least three times the average diffusion distance for the time scale of interest.

1.4. Organization

The rest of this paper is organized as follows. We review related simulation tools, including generic reaction-diffusion solvers and diffusive MC simulators, in Section 2. In Section 3, we describe the components of an AcCoRD simulation. Section 4 presents the underlying theory for reaction and diffusion behavior. It includes our derivation for the transition rate between mesoscopic subvolumes.
of different sizes and for the reaction times of first order chemical reactions that have occurred within a microscopic time step. We present the overall AcCoRD algorithm and discuss computational complexity in Section 5. We summarize the interface and workflow for using AcCoRD in Section 6. In Section 7, we present detailed simulation results to demonstrate AcCoRD’s functionality and to verify its accuracy by comparing with analytical results. In Section 8, we identify features for AcCoRD’s future development. Conclusions are drawn in Section 9.

The Appendices focus on additional technical details that we include for completeness. Appendix A lists constraints and limitations to defining simulation environments. Appendix B describes the surface reaction probabilities that were mostly derived in [21] but are also implemented in AcCoRD. In Appendix C, we present the detailed algorithms of the main simulation steps. We review probability distributions and the calculation of mutual information in Appendix D. Furthermore, sample simulation videos of many of the environments studied in this paper are included in [28] and summarized in Appendix E.

A reader who is only interested in using the AcCoRD software can focus on Sections 3 and 6. A reader who is interested in the details of the implementation should refer to Sections 3, 4, 5, Appendix B, and Appendix C.

2. Related Work

In this section, we summarize existing simulation tools that implement features comparable to those developed in AcCoRD. First, we present a general discussion of reaction-diffusion solvers, including the simulation models that are commonly used over various physical scales. We also discuss efforts to develop simulations that integrate multiple models for improved scalability. Then, we focus on describing the simulation tools that have been developed specifically for the study of diffusive molecular communication systems. Finally, we draw comparisons between AcCoRD and existing tools.

2.1. Reaction-Diffusion Solvers

Generic reaction-diffusion solvers make trade-offs between simulation accuracy and computational efficiency to model molecule behavior. As we discussed in [30], solver models can usually be placed into one of four categories that correspond to the degree of local detail of molecular behavior. In order of increasing computational efficiency (and therefore decreasing accuracy), these categories are molecular dynamics models, microscopic models, mesoscopic models, and continuum models. Here, we discuss each of these categories in sequence, and then describe efforts to implement simulation models over multiple scales.

2.1.1. Molecular Dynamics

The most detailed solvers use molecular dynamics and account for all interactions between all individual molecules, including fluid solvents (e.g., water). A classical molecular dynamics simulator is the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS); see [27] and details of ongoing development in [25]. For example, LAMMPS can model rigid body particles, charge potentials, and electron force fields, where the orientations of individual particles are accounted for.

2.1.2. Microscopic Models

The next most-detailed solvers use microscopic models which treat solvent molecules as a continuum but all other molecules are individually tracked. Modeling the solvent as a continuum enables the introduction of a diffusion coefficient to describe the motion of an individual molecule as it moves within the solvent; see [8]. One microscopic solver is the Smoluchowski Dynamics simulator (Smoldyn); see [15, 29]. Smoldyn uses a constant time step and tracks the number and state of molecules over subsequent time steps. An alternative to this approach is Green’s-function reaction dynamics (GFRD), which uses a continuous time model and tracks changes in molecules’ states (e.g., when two molecules collide and react); see [30].

2.1.3. Mesoscopic Models

More computationally efficient solvers do not model individual molecules but partition the simulation environment into virtual containers. This approach becomes more efficient as the environmental complexity grows (e.g., with the presence of more molecules). The third category of solvers uses mesoscopic models, which refer to the containers as “subvolumes” and track discrete numbers of molecules in each container. Reactions involving two or more molecules can only occur if all reactants are in the same subvolume. Chemical reactions occur as “events”, and diffusion is modeled as an event where a molecule moves from one subvolume to another. In their most accurate form, mesoscopic models execute one reaction at a time, and this approach can capture system behavior exactly (in a statistical sense) if molecule populations throughout each subvolume are homogeneous and the size of each subvolume is chosen in consideration of the time scales of potential events; see [31].

There are a few ways to increase computational efficiency via scalability in mesoscopic models. One method is by adjusting the size and placement of the subvolumes themselves. Examples of this method use subvolumes that are tetrahedrons (as in the URDME simulator in [32]) or subvolumes whose size can change in both time and space (as considered for square subvolumes in [33]). Another method is to evolve the system according to time steps and execute multiple events in each step. This approach is known as “tau-leaping”; see [34] for its introduction in reaction-only systems and [35] for an implementation in reaction-diffusion systems. Depending on the size of the
molecule populations within a given subvolume and the likelihood of reaction events, the number of events in one step could be found as a Poisson random variable, a Gaussian random variable (i.e., the Langevin method), or a deterministic value (i.e., a continuum model).

2.1.4. Continuum Models

In the limit of large molecule populations, mesoscopic models become continuum models, where local molecule concentrations have continuous values and the system is in effect evolving via the solution of a set of partial differential equations with finite element analysis. Such a system is no longer stochastic but has deterministic behavior. COMSOL Multiphysics (see [36]) and ANSYS (see [37]) are commercially-available continuum solvers.

2.1.5. Hybrid Models

There have been multiple attempts to integrate multiple simulation models into a single reaction-diffusion solver. Doing such an integration improves flexibility in the trade-off between accuracy and computational complexity by using a more accurate model only where (or when) it is needed. For example, approaches have been proposed that combine microscopic and mesoscopic models, as in [38, 39, 40]. The hybrid model in [40] has been implemented in the (primarily mesoscopic) solver URDME (see [41]) whereas other reactions are simulated over larger time scales via tau-leaping or the Langevin method; see a recent discussion comparing most molecular communication simulators in [42]. Virtual Cell is a continuum solver that added Smoldyn for microscopic behavior; see [43].

2.2. Diffusive Molecular Communication Simulators

The existing generic reaction-diffusion solvers described in Section 2.1 are, in general, useful “sandbox” tools for exploring the dynamics of molecular behavior. However, there are several characteristics that limit their applicability to the study of molecular communication networks. We identify these characteristics as follows:

- In communications analysis, we are not necessarily interested in accurately observing system behavior everywhere. Instead, we are ultimately interested in the behavior at the receiver(s) of information. Selecting a solver model typically imposes a particular range of accuracy over the entire simulation environment. Thus, computational resources might be “wasted” to maintain accuracy in regions of the environment that have minimal impact on the receiver(s) of interest. However, this limitation can be mitigated by choosing an appropriate hybrid simulation model.

- Existing generic solvers are not designed for generating channel statistics over a large number of independent realizations. The reliability of a receiver is often measured as the probability that it correctly detects a message sent from a transmitter, which implies that a particular observation (or series of observations) was made by the receiver. If we want to simulate the time-varying probability distributions of receiver observations, i.e., the non-stationary channel statistics, then we may need to simulate one scenario many thousands of times and aggregate the results. Such a functionality is not native to existing generic solvers.

Given the aforementioned limitations in existing generic reaction-diffusion solvers, communications researchers have developed a number of simulators specifically for simulating diffusive molecular communication systems. A recent discussion comparing most molecular communication simulators is in [47]. Here, we highlight the features of simulators whose source code or executables are publicly available. Thus, we exclude simulators that have been described but not released, including NanoNS (Nanoscale Network Simulator) in [44], dMCS (Distributed Molecular Communication Simulator) in [45], BNSim (Bacterial Network Simulator) was presented in [18] and is a multi-scale mesoscopic reaction-diffusion solver for simulating interactions between mobile bacteria populations. The bacteria undergo chemotaxis (i.e., run-and-tumble motion) and collisions between them are accounted for. Key chemical reactions are simulated with the complete Stochastic Simulation Algorithm (SSA; see [46]) whereas other reactions are simulated over larger time scales via tau-leaping or the Langevin method; see a review of this and other methods in [47].

BiNS2 (Biological Nanoscale Simulator) was described in [17] and is a microscopic reaction-diffusion simulator for flowing cylindrical environments (e.g., blood vessels). Both transmitters and receivers can be mobile and molecules are detected via receptor reactions. The simulation environment is customizable, can include local obstacles, and can be visualized at run time.

N3Sim was presented in [18, 19] and is a microscopic simulator for a square or unbounded 3D environment. In
addition to Brownian motion, it can account for molecule inertia and collisions between solvent molecules. Circular or spherical emitters can release molecules according to predefined waveforms or a user-defined pattern. Receivers can be squares or circles in 2D and spheres in 3D, and can be either passive or fully absorbing. Notably, N3Sim is the only publicly-available molecular communication simulator (excluding AcCoRD) with a detailed user guide and instructions for use (see [49]).

MUCIN (MolecUlar CommunicatIoN) was presented in [19] and is a microscopic simulator for unbounded 3D environments developed in MATLAB. It models a point or spherical transmitter that releases molecules according to one of several modulation schemes. The spherical receiver can be passive, partially absorbing (i.e., molecules are reflected with some probability), or fully absorbing.

The IEEE P1906.1/Draft 1.0 Recommended Practice for Nanoscale and Molecular Communication Framework, summarized in [50], uses a simulation tool implemented on top of ns-3 as a reference simulator. It is used to compare molecular and electromagnetic communication schemes. However, this simulator uses analytical results from a specific physical environment and does not simulate the environment directly.

Finally, nanoNS3 was introduced in [20] and is a continuum simulator for bacteria-based molecular communication. It is implemented on top of ns-3 and has models implemented for the signal observed at a receiver bacterium, microfluidic channel loss, ON/OFF transmitter modulation, and addressing via signal amplitudes.

2.3. Comparing with AcCoRD

Some of the existing simulators for diffusive MC, namely BNSim and BiNS2, are very detailed for their intended environments and how they can be configured. However, these tools and the other MC simulators were not designed as generic reaction-diffusion solvers, so they are not as flexible as AcCoRD for studying new and different environments. Instead of making exhaustive comparisons between AcCoRD and all aforementioned simulation tools listed in this section, we make a simplified comparison in Table 1. The first “model” listed for each simulator is its primary model, but we emphasize that only AcCoRD was initially designed as a hybrid of simulation models. Furthermore, AcCoRD is the only generic reaction-diffusion solver (i.e., “sandbox” simulator) that can accommodate molecule sources that modulate a sequence of randomly-generated data. We believe that this combination facilitates studying the performance of a variety of diffusion-based molecular communication systems.

We will find it most insightful to make a direct comparison between AcCoRD and the microscopic reaction-diffusion solver Smoldyn. AcCoRD and Smoldyn have a number of similar underlying algorithms and features, such as for chemical reactions and hybrid microscopic-mesoscopic interfaces, which will be discussed in greater detail in Section 4. Appendix B and Appendix C Smoldyn, which has been in active development for over a decade, has a more mature code base, more features such as more options for defining physical environments and surface interactions, and the flexibility to change parameters while a simulation is in progress. However, we identify the following primary advantages for AcCoRD:

- AcCoRD addresses the aforementioned limitations of generic reaction-diffusion solvers to facilitate adoption for communications analysis. In particular, AcCoRD can accommodate the release of molecules according to the modulation of a random binary sequence. Also, simulation realizations can be easily aggregated (even if they were run on different computers) to compile the simulation statistics.
- AcCoRD implements some microscopic behavior in continuous time, whereas microscopic behavior in Smoldyn is completely discrete. Therefore, the accuracy of some phenomena in AcCoRD (namely, zeroth order and some first order reactions) is independent of the chosen time step.
- A primary motivation for AcCoRD was the integration of microscopic and mesoscopic models to enable flexibility in local accuracy, as we initially proposed in [22]. Smoldyn is primarily a microscopic simulator that recently added a mesoscopic “module” that is not as well documented as the rest of the platform. Thus, even though AcCoRD and Smoldyn both implement transitions between the two models using

| Simulator | Model | Sandbox | Modulate |
|-----------|-------|---------|----------|
| LAMMPS    | MD/Cont | Yes     | No       |
| Smoldyn   | Micro/Meso | Yes     | No       |
| URDME     | Meso/Meso | Yes     | No       |
| COMSOL    | Cont    | No      | No       |
| ANSYS     | Cont    | Yes     | No       |
| Virtual Cell | Cont/Micro | Yes     | No       |
| BNSim     | Meso    | No      | No       |
| BiNS2     | Micro   | No      | Yes      |
| N3Sim     | Micro   | No      | Yes      |
| MUCIN     | Micro   | No      | Yes      |
| nanoNS3   | Cont    | No      | Yes      |
| AcCoRD    | Micro/Meso | Yes     | Yes      |
the hybrid model in [39], the integration in AcCoRD is central to the simulator’s design. In AcCoRD, it is relatively seamless for a user to apply both models. Furthermore, we accommodate adjacent mesoscopic regions that have subvolumes of different sizes, whereas Smoldyn does not.

- AcCoRD includes visualization tools that were developed in MATLAB, which make them accessible and familiar to a wide research audience. Smoldyn can display animations of simulation progress and save images for future use, but the images must be displayed and captured online; i.e., while the environment is being simulated. AcCoRD performs its visualization offline; a user can preview the physical environment without running a simulation, and simulation output can be processed to either generate images or make a video with the freedom to choose what environment features to display and at what times.

- Smoldyn uses the Mersenne Twister (see [51]) as its random number generator (RNG). The Mersenne Twister is a common RNG and the default RNG in MATLAB. However, the permuted congruential generator (PCG) family of RNGs, recently proposed in [52], is claimed to have improved statistical quality. A detailed discussion of the PCG’s advantages is outside the scope of this work, but we note that it has a faster generation speed and a smaller code footprint. AcCoRD uses a PCG RNG that we have confirmed in internal testing to be faster than an efficient implementation of the Mersenne Twister.

3. System Model Components

We have introduced AcCoRD as a “sandbox” reaction-diffusion solver for molecular communications design and analysis. Therefore, before we discuss the underlying theory (in Section 4) or the implementation of AcCoRD’s algorithms (in Section 5 and Appendix C), we describe the system model components that are available to the user. In this section, we present these components, which are categorized into regions, actors, chemical parameters, and global settings. We also summarize how these components are included in an AcCoRD configuration file. A sample environment demonstrating many of these components is shown in Fig. 5 (which is also shown in Video 1 in [23]). Throughout this section, most parameters that can be defined by the configuration are staticized. A listing of constraints and limitations on model components are included in Appendix A.

3.1. Regions

Regions are the literal “building blocks” of a simulation environment. They define the physical space where molecules can move or be created. Other components, i.e., actors and chemical reactions, can be defined for all or some subset of an environment’s regions. As long as some (minor) constraints are satisfied, regions can be placed in solitude, adjacent to other regions, or nested inside of other regions. A parent region is one that has another region (i.e., its child) nested inside of it. Generally, if a region’s face is adjacent to another region, then those regions are automatically classified as neighbors. As long as neighboring regions are not separated by a surface region that restricts molecule transitions, then molecules can move freely between them.

There are three ways to classify a region:

1. Shape. AcCoRD is primarily 3D and the implemented 3D shapes are spheres and rectangular boxes. 2D rectangles are also implemented.

2. Type. A region can be normal or a surface. Normal regions occupy all of the space that they are defined in, except where they are a parent to other regions nested inside. A 3D surface region can have either a 3D shape, such as a box or sphere, or it can also have a 2D shape (i.e., a rectangle). 2D rectangle regions are implemented but have only been tested as surfaces to normal 3D regions. Surfaces also have an associated “direction” as defined by the surface type. A one-sided surface means that molecules can only approach and interact with one of the two sides and not both. A two-sided surface, defined as a membrane, can have molecules interact from either side. However, all surfaces are reflecting by default, un-
less the user defines chemical reactions at a surface to enable other interactions (as described later in this section).

3. Model. Each region uses either a microscopic or mesoscopic model. All molecules in microscopic regions are tracked individually and evolve according to a global microscopic time step. Mesoscopic regions keep track of how many of every type of molecule are in each subvolume. In a given simulation, we define the union of all microscopic regions as the microscopic regime, and the union of all mesoscopic regions as the mesoscopic regime. All regions, whether they are microscopic or mesoscopic, are partitioned into subvolumes. Subvolumes are the foundation of a mesoscopic model, but they are also useful for the implementation of microscopic regions when determining where regions are located relative to each other. Spherical regions are always microscopic and have only one subvolume.

The location of a region is defined by its anchor coordinate, which for example is the center of a sphere or the “lower corner” \(\{x, y, z\}\) coordinate of a box. The size of a sphere is defined by its radius, which can in principal be any positive real number (including \(\infty\) for an unbounded environment). The sizes of boxes are constrained by a global subvolume base size \(h_{\text{base}}\). The length of a box along each dimension \(\{x, y, z\}\) is defined as an integer multiple of \(h_{\text{base}}\), and each subvolume in a box is a cube whose length, the region subvolume length \(h\), is also an integer multiple of \(h_{\text{base}}\). We discuss some of the physical and computational considerations for choosing an appropriate subvolume length in Section 5.2. 2D rectangle regions have a length of 0 along one of the three dimensions. Defining \(h_{\text{base}}\) facilitates the placement of regions (and also actors) by avoiding issues due to floating point operations (e.g., when \(2 \times 1 \neq 2\) due to different data types or floating point rounding errors).

Given the above definitions, regions can be placed almost arbitrarily. Generally, regions can be placed adjacent to each other or inside of each other (i.e., nested), such that the parent outer region is identified by the child inner region. Any two regions that are adjacent or has one nested directly inside the other are detected as neighbors. Surface regions are usually only defined along the outer boundaries of normal regions, unless the surface is a 3D shape nested inside of a normal 3D region. For clarity of exposition, we list more details of the constraints on region placement in Appendix A.

There are two additional properties that are not specific to any one region but are needed when a simulation has both a microscopic regime and a mesoscopic regime. These properties control how molecules can transition from one regime to the other (i.e., at the hybrid interface), and are described in further detail in Section 4.2.2. The first property selects whether the mesoscopic subvolumes at the hybrid interface are assumed to be small relative to the average displacement in the microscopic regime. The second property defines how far away a microscopic molecule should be from the boundary, either before or after it diffuses, to ignore the possibility that it entered the mesoscopic regime during the diffusion step.

3.2. Actors

Actors in AcCoRD provide the interface to a simulation by enabling input of molecules or observing molecules as output. The two classes of actors are active and passive. These classes share some common properties but otherwise have unique behavior. Active actors (e.g., transmitters) enable input by creating molecules according to the modulation of a binary data sequence. Passive actors (e.g., receivers) enable output by observing the number of molecules that are present at some location. Both classes of actors are currently immobile and independent, i.e., their behavior is established by the user and does not depend on that of the system or other actors. However, the generic actor design facilitates the future implementation of dependent actors which will have coupled behavior. We discuss this further in Section 8.

All actors can be placed using one of two methods. In the first method, an actor is defined as the union of a subset of the regions. This method is preferred when an actor is intended to exist over an entire region or regions, and enables an actor to be disjoint or to have non-standard shapes (e.g., if an actor is defined either over disjoint regions or over some region and not that region’s nested children). In the second method, an actor is defined as a single virtual shape. Currently, all region shapes are valid actor shapes, and it is also possible to define an active actor as a point. Actors defined with the second method are always defined over the entire specified shape (i.e., and not just its surface).

It is important to clarify that actors are virtual and do not have a tangible physical presence in a simulation environment. They only define where molecules can be added or observed. Regions must be used to impose physical boundaries. For example, if a user wants a receiver that is an absorbing sphere, then the configuration needs to define a spherical surface region, the absorbing chemical reaction at the surface (see the following subsection), and a passive actor to observe the molecules that are absorbed. However, if the user wants a receiver that is a passive sphere within some larger environment, then it is most computationally efficient to just define a spherical actor without an accompanying region (due to the significant overhead to identify transitions between microscopic regions).

Every actor has its own start time to begin its first action (i.e., releasing or observing molecules). The actions are repeated according to an action interval, until either a maximum number of actions has been reached or the simulation time is complete.

The release pattern of an active actor is based on its binary bit sequence, which can be defined by the user or
randomly generated according to the specified independent probability of bit-1. Multiple bits can be used in each action interval (i.e., symbol interval). Currently, concentration shift keying (CSK) is implemented, where one type of molecule is released. Other types of modulation can be added in future development; see [53] for examples. Molecules for each symbol are released over a release interval, which can be as short as 0 seconds or as long as desired (even longer than the action interval). An actor can be configured to behave as a noise source and release molecules continuously by setting the probability of bit-1 to 1 and the release interval to be equal to the action interval. The precise number of molecules created and their release times within the release interval can be random (i.e., generated via a Poisson arrival process, such that the time between consecutive molecule releases is an exponential random variable) or deterministic (by dividing the release interval into discrete slots and releasing molecules at the start of each slot). Every added molecule is placed at a uniformly-distributed random location within the actor. If an active actor is being recorded, then its bit sequence is written to the simulation output file.

The behavior of passive actors is simpler. Each passive actor acts by counting the number of molecules of the specified types that are within their defined space. It is also possible to record molecule positions, which are copied for molecules in the microscopic regime and randomly generated within the corresponding subvolume in the mesoscopic regime. Another option is to save the environment time associated with each observation.

3.3. Chemical Properties

The chemical properties describe the molecules that can exist in the environment and how they can interact via reactions. Even if there are no chemical reactions, the number of molecule types and their diffusion coefficients must be defined. There are two methods to represent different states of the same molecule species, for example to specify that a molecule should not diffuse once it has been absorbed by a surface. In the first method, the user can define two types of molecules, set one of them to have a diffusion coefficient of zero, and make that molecule the product of the other molecule’s absorption reaction. In the second method, the user can define one type of molecule and set that molecule’s local diffusion coefficient to zero at the surface region (via an optional region property).

Chemical reactions define processes for molecules to be created, destroyed, or transformed; refer to [11] Ch. 9 for an elementary discussion. Every chemical reaction has a set of reactants (which the reaction consumes), a set of products (which the reaction creates), and some way to indicate the likelihood of the reaction occurring (typically a reaction rate). A molecule that is a reaction catalyst and facilitates the reaction without being consumed (i.e., an enzyme) can be represented as both a reactant and a product. Reactions with no reactants, one reactant, and two reactants are referred to as zeroth order, first order, and second order, respectively. Reactions with more reactants are typically decomposed into a sequence of elementary reactions that are zeroth, first, or second order. First and second order reactions are also known as unimolecular and bimolecular reactions, respectively.

We classify each chemical reaction in AcCoRD as either a surface reaction or a non-surface reaction. Surface reactions can be either 1) an interaction between one molecule and a surface region, e.g., absorption (i.e., consumption) by a surface, desorption (i.e., release) from a surface, and transition across a membrane surface, or simply 2) a reaction where the reactants must be on the surface. We consider adsorption (i.e., sticking to a surface) to be reversible absorption. Non-surface reactions do not require a surface region, but can also occur at a surface. Ligand-receptor surface binding is not considered a surface reaction under our definition, because one of the reactants (i.e., the ligand) is initially not on the surface and it reacts with the receptor and not the surface. Every chemical reaction is associated with a default list of regions where it can occur, and this can be set as everywhere (i.e., in all surface regions for a surface reaction or in all normal regions for a non-surface reaction) or nowhere. Regions that are exceptions to the default placement can also be listed.

Reaction rates for zeroth, first, and second order reactions have units mol·s⁻¹·m⁻³, s⁻¹, and mol⁻¹·s⁻¹·m³, respectively, where “mol” is number of molecules. Second order reactions that can occur in the microscopic regime also need a binding radius ᵢ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details). Bimolecular reactions in the microscopic regime with more than one product also have an unbinding radius ᶦ which is used instead of the reaction rate (in general, the binding radius can be derived from the reaction rate, but this is not currently part of AcCoRD’s implementation; see [15] for further details).
1. “Normal”: The reaction rate is treated as if the reaction is a non-surface first order reaction. This option can accommodate “perfect” absorption (i.e., when the absorption rate is infinite), but otherwise its application is limited.

2. “Mixed”: We assume that the distribution of molecules near the surface is in the well-mixed state, such that the concentration is uniform. This option is fast to calculate and accurate for systems that are actually well-mixed.

3. “Steady state”: We assume that the distribution of molecules near the surface is in the steady state, such that the concentration is constant but can vary locally. This option was shown in [24] to have excellent accuracy, even when the system is transient. Also from [24], the reverse reaction rate is accounted for when determining this reaction probability.

Membrane reactions should not have any product molecules defined (since we assume that the product molecule is the same type as the reactant) and they need to be classified as inner or outer to indicate the side of the membrane that the reactant can approach from. Non-membrane surface reactions need to explicitly indicate whether each product is automatically detached from the surface (although this is generally intended only for desorption reactions) and if so then how the products are placed. The options for placing detached product molecules are as follows:

1. “Leave”: Molecules are placed in the normal region at the point where they were bound to the surface. This option is the simplest but is only accurate if the molecule detaches at the end of the microscopic time step.

2. “Full diffusion”: Molecules diffuse perpendicular to the surface for the elapsed time since the detachment occurred. This option should be the most accurate in cases of irreversible desorption.

3. “Steady state diffusion”: Molecules diffuse perpendicular to the surface for an unknown period of time that is no greater than the microscopic time step. This option is the most appropriate when the detachment reaction has a reverse adsorption reaction whose surface transition probability is steady state, because then the precise adsorption time is also unknown. The placement distribution for this method was derived in [24] in consideration of the steady state transition probability.

The methods for placing molecules according to the “full diffusion” and “steady state diffusion” options are discussed in Appendix B.2.

3.4. Other Settings
Every simulation starts at time $t = 0$ but needs a specified final time and number of times to be repeated. The random number seed is used to initialize the PCG RNG (see [52]), although it can be over-ridden with a different seed via an extra command line input argument. The prefix of the simulation output file is specified such that the random number seed (that is actually used) is appended to it. Finally, the user can also choose to override the display of warnings from the loading of the configuration file and control the maximum number of progress updates that will be printed to the console screen with an estimate of the remaining run time to complete the simulation. There will be no more than one progress update per independent realization, since it is difficult to estimate the time remaining while within a realization.

3.5. Configuration Files
AcCoRD’s configuration files are written in JavaScript Object Notation (JSON) format. JSON is a lightweight data interchange format, easy to read, and has parsers available in many programming languages; see [55]. AcCoRD’s configuration files accommodate all of the system model components introduced in this section with the following consistent format:

- Output Filename
- Switch to over-ride configuration warnings
- Simulation Control
  - Number of repeats and random number seed $\psi$
  - Final simulation time $t_{\text{end}}$ and microscopic time step $\Delta t$
  - Hybrid interface parameters
- Chemical Properties
  - Number of types of molecules and their diffusion coefficients $D_m$
- Environment
  - Subvolume Base Size $h_{\text{base}}$
  - Region Specification
    * One object describing each region
  - Actor Specification
    * One object describing each actor

As long as the correct nesting of parameters is maintained, JSON files can be arbitrarily reordered. Even though JSON does not support comments, extra fields can be created to include additional information. Many of the sample configuration files included with the AcCoRD source code have “Notes” fields for comments.
4. Reaction-Diffusion Theory and Algorithms

In this section, we describe the underlying theory for the microscopic and mesoscopic simulation models. We present the equations and algorithms for modeling diffusion, chemical reactions in solution, and surface reactions. This section includes our derivation of the transition rate between mesoscopic subvolumes of different sizes, and the continuous reaction event time for first order chemical reactions that are known to have occurred in the current microscopic time step.

Before we describe the analytical details of the individual phenomena, we establish some global model definitions and notation. The total simulation environment is partitioned into a set of regions $\Omega_R$. Each region is either in the microscopic regime $\Omega_{micro}$ or the mesoscopic regime $\Omega_{meso}$, and $\Omega_{neigh,r}$ is the set of regions that are neighbors of region $r$. The mesoscopic regime is partitioned into the set of subvolumes $\Omega_{Sub}$. The set of defined molecule types is $\Omega_{Mol}$ and the set of chemical reactions is $\Omega_{C}$. The number of molecules of the $m$th type that are in the $s$th mesoscopic subvolume is $U_{s,m}$.

4.1. Model Evolution

The most intuitive way to distinguish between the two simulation models is to summarize how they behave over time and space. The microscopic model describes molecule locations over continuous space but evolves in discrete time steps of constant size $\Delta t$. For each time step, every microscopic molecule can diffuse and react.

The mesoscopic model describes molecule locations over a discrete grid (of subvolumes) but evolves over continuous time. In its most accurate form (i.e., without tau-leaping, which we will consider in future development), only one mesoscopic event occurs at a time. The potential events are every possible chemical reaction in each subvolume and every possible transition via diffusion between adjacent subvolumes. Each potential event is assigned a propensity, $\alpha$, such that the probability of the event occurring within the infinitesimal time step $\delta t$ is $\alpha \delta t$.

The integration of the two models within the overall AcCoRD simulation algorithm is described in Section 5 along with a discussion of their computational complexity and comments on the appropriate selection of time step $\Delta t$ and the mesoscopic subvolume size. The implementation of both individual models is discussed in greater detail in Appendix C.

4.2. Diffusion

Diffusion is modeled in both regimes with diffusion coefficients, which describe the variance of motion of individual molecules by assuming that the molecules are moving in a continuum of solvent (e.g., air, water, or blood). The diffusion coefficient of the $m$th molecule type is $D_m$, which we will occasionally write as $D$ when referring to an arbitrary molecule.

4.2.1. Diffusion in One Regime

In the microscopic regime, every molecule tries to diffuse in every time step. In the absence of collisions with surfaces or other molecules, the displacement of a single molecule in one time step is $n\sqrt{2D_m\Delta t}$ along each dimension, where $n$ is a normal random variable with mean 0 and variance 1. $n$ is independently drawn in each dimension for every molecule.

In the mesoscopic regime, it is assumed that all molecules within a given subvolume are uniformly distributed. The propensity that some molecule diffuses from a subvolume into a neighboring subvolume is directly proportional to the number of molecules in that subvolume that are of the same type. For a uniform grid of square or cubic subvolumes of length $h$, where neighboring subvolumes share an entire face, the diffusion propensity for the $m$th molecule type from the $s$th subvolume to the $q$th subvolume is given as [39, Eq. (1.6)]

$$\alpha_{s,q,m} = \frac{D_m}{h^2} U_{s,m},$$  

(1)

assuming that subvolumes $s$ and $q$ share a face (otherwise, $\alpha_{s,q,m} = 0$).

In AcCoRD, mesoscopic subvolumes can have different sizes and so they might have faces that are only partially shared. Thus, we need a more general expression to describe the diffusion propensity. As we considered for the 2D case in [22], we start with the propensity from a 1D subvolume of length $h_s$ to one of a different length $h_q$. This was previously derived as [56, Eq. (15)]

$$\alpha_{s,q,m} = \frac{2D_m}{h_s(h_s + h_q)} U_{s,m}. $$  

(2)

The advantage of (2) over (1) is that (2) accounts for the size of the destination subvolume while satisfying Fick’s law for the diffusion flux. The impact is that a molecule will be less likely to enter a larger neighbor than one that is the same size. While this might be an unintuitive result, it can be shown that (2) will maintain a uniform distribution of molecules between the two subvolumes whereas (1) will not.

Eq. (2) immediately applies to the 3D case if the face shared by subvolume $s$ with subvolume $q$ is completely covered by subvolume $q$. However, this does not always occur in the 3D case. In [22], we scaled (2) by the relative overlap length for the 2D case, i.e., the fraction of the line segment that subvolume $s$ shares with subvolume $q$. Here, we consider the overlap area, $A_o$, which is the size of the shared surface between subvolume $s$ and subvolume $q$ (see Fig. 6). The likelihood of a molecule diffusing from subvolume $s$ to subvolume $q$ should be scaled by $A_o/h_s^2$, which is the fraction of the face of subvolume $s$ that is actually shared with subvolume $q$. Thus, we can write the propensity for the $m$th molecule type to diffuse from subvolume $s$ to subvolume $q$ as

$$\alpha_{s,q,m} = \frac{2D_m A_o}{h_s^2 (h_s + h_q)} U_{s,m}. $$  

(3)
where $A_o \leq \min\{h_s^2, h_q^2\}$.

4.2.2. Hybrid Diffusion Between Microscopic and Mesoscopic Regimes

When both regimes exist, then we have hybrid diffusion and we need to account for diffusion across the interface between the two regimes. We adopt the transition rules described in [39]. The rules define how an individual molecule in the microscopic regime can be placed in a mesoscopic subvolume, and how a diffusion event in a mesoscopic subvolume can result in a new microscopic molecule. We summarize both processes here.

A molecule in the microscopic regime has two ways to enter the mesoscopic regime. First, a molecule is automatically placed in a mesoscopic subvolume if its diffusion trajectory crosses the subvolume. Otherwise, if the molecule’s destination region (i.e., after diffusion) has mesoscopic neighbors, then we still consider the possibility that the molecule entered the mesoscopic regime during the time step (since actual diffusion is not along a straight line). The probability that the molecule entered mesoscopic region $r$ within arbitrary time step $\delta t$, $P_{\text{intra}}$, is given by [39, Eq. (1.9)]

$$P_{\text{intra}} = \exp \left(- \frac{l_{r,i}l_{r,f}}{D_m^\delta t} \right),$$

where $\{l_{r,i}, l_{r,f}\}$ are the closest distances from the molecule to region $r$ at the start and end of the diffusion step, respectively. We introduce a maximum distance $l_{\text{max}}$ to control computational requirements, i.e., $\{l_{r,i}, l_{r,f}\}$ is ignored if either of $\{l_{r,i}, l_{r,f}\}$ are greater than $l_{\text{max}}$. Alternatively, defining relatively small microscopic regions that neighbor the mesoscopic regime will also limit the number of checks using [4], although this will also increase the number of checks for diffusion across microscopic region boundaries.

For molecules that originate in the mesoscopic regime, we need to consider the propensity for a molecule to enter the microscopic regime and where to place the molecule when a diffusion event occurs. For ease of implementation, we assume that if a mesoscopic subvolume is adjacent to microscopic region $r$ along some face, then the entire face is shared with region $r$, i.e., the overlap area for subvolume $s$ is $A_s = h_s^2$. Thus, the propensity for the $m$th molecule type to diffuse from subvolume $s$ to region $r$ is [39, Eqs. (1.10), (1.11)]

$$\alpha_{s,r,m} = \frac{2}{h_s} \sqrt{\frac{D_m}{\pi \Delta t}} U_{s,m},$$

which replaces [9] when the neighboring subvolume is in a microscopic region. We note that [5] depends on the microscopic time step $\Delta t$, so a smaller time step will result in a higher propensity to leave subvolume $s$.

If a diffusion event defined by the propensity in [5] occurs, then a microscopic molecule must be created. Specifically, tangential and normal coordinates must be chosen, since the molecule is able to diffuse away from the mesoscopic surface until the next microscopic time step. Without loss of generality in presentation (since any other orientation is analogous), we assume that the diffusion event occurs at a subvolume $s$ whose shared face with the microscopic region is in the $yz$-plane and centered at the origin with the microscopic region in positive $x$, as shown in Fig. 4. Then, the probability distribution to initialize the microscopic molecule in the $x$-direction is [39, Eq. (1.12)]

$$f_x(x) = \sqrt{\frac{\pi}{4D_m\Delta t}} \text{erfc} \left( \frac{x}{\sqrt{4D_m\Delta t}} \right), \quad x > 0,$$

where $\text{erfc}(\xi) = 1 - \text{erf}(\xi)$ is the complementary error function (from [57, Eq. (3.1.2)]), and the error function is [57, Eq. (3.1.1)]

$$\text{erf}(\xi) = \frac{2}{\sqrt{\pi}} \int_0^\xi \exp(-\gamma^2) \, d\gamma.$$

As presented in [24, Eq. (35)], an efficient approximation to sample from the distribution in [9] is to generate a uniform random number $u$ between 0 and 1 and then $x$ is

$$x = \frac{0.729614u - 0.70252u^2}{1 - 1.47494u + 0.484371u^2} \sqrt{2D_m\Delta t}.$$

For the tangential directions $\{y, z\}$ there are two models presented in [39]. Both models make assumptions about the relative size of the mesoscopic subvolumes in order to simplify the infinite sum that appears when balancing the diffusion distributions at the interface. The models either assume that the mesoscopic subvolumes are relatively small (i.e., that the spatial resolution of the mesoscopic regime is comparable to that of the microscopic regime) or that the subvolumes are relatively large (i.e., that the spatial resolution of the mesoscopic regime...
The subvolume is assumed to be relatively small, model, where the mesoscopic subvolume is assumed to be the microscopic molecule placement distributions in \(6, 9\), and \(10\).

is larger than that of the microscopic regime). In the first model, where the mesoscopic subvolume is assumed to be relatively small, the model assumes that \(h_s \sim \sqrt{D_m \Delta t}\) as \(h_s \to 0\) and \(\Delta t \to 0\). This assumption, which is adopted by the hybrid implementation in Smoldyn (see \(11\)), uses a triangular distribution to place the molecule along each tangential dimension, i.e., \(39\) Eq. (2.14)]

\[
 f_y(y) = \frac{1}{h_s} \left(1 - \frac{|y|}{h_s}\right), \quad -h_s < y < h_s, \quad (9)
\]

for \(y\) (and analogously for \(z\)). In the second model, where the subvolume is assumed to be relatively large, the model assumes that \(h_s \gg \sqrt{D_m \Delta t}\). This results in a uniform distribution along each tangential dimension, i.e., \(39\) Eq. (2.16)]

\[
 f_y(y) = \frac{1}{h_s^2}, \quad -\frac{h_s}{2} < y < \frac{h_s}{2}, \quad (10)
\]

for \(y\) (and analogously for \(z\)). We implement both the large and small hybrid subvolume models in AcCoRD, so the user can choose the most appropriate model in consideration of the relative size of the subvolumes at the hybrid interface.

4.3. Chemical Reaction Kinetics

The accurate modeling of a chemical reaction relies on knowledge of the reaction’s elementary steps, which describe the actual reaction steps that occur at the molecular level; see \(11\) Ch. 9. If a reaction’s elementary steps are known, then the reaction kinetics can be determined and simulation is possible. The three common classes of elementary reactions are zeroth order, first order, and second order (higher order elementary reactions, which rely on the unlikely simultaneous collision of three or more molecules, are very rare). Here, we describe each of the three common orders and how they are simulated. We also discuss the special cases of surface reactions.

4.3.1. Zeroth Order Reactions

Zeroth order reactions are of the form

\[
 \emptyset \stackrel{k_0}{\rightarrow} \text{Products}, \quad (11)
\]

such that product molecules are spontaneously created in the propagation environment. The zeroth order reaction rate constant, \(k_0\), with units mol \(\cdot\) s\(^{-1}\) m\(^{-3}\), specifies the number of molecules created per second per cubic meter of solvent. When a zeroth order reaction is defined on a 2D surface, we define the reaction rate with units mol s\(^{-1}\) m\(^{-2}\).

We note that a true zeroth order chemical reaction is unphysical, but it models a source that adds molecules to the environment at some rate. In fact, we implement the addition of molecules by active actors as zeroth order reactions with a time-varying rate that is modulated by its data sequence (unless the actor is configured to release its molecules instantaneously).

A zeroth order reaction is a Poisson process, i.e., the times between reaction events are continuous, independent, and have a constant rate; see \(58\) Ch. 5. Realizations of the time \(t_c\) between consecutive events of zeroth order reaction \(c\) with rate \(k_0 = k_c\) in region \(r\) can be obtained by generating exponential random variables via the inverse transform method, i.e., \(58\) Ch. 15]

\[
 t_c = -\frac{\log u}{k_c V_r}, \quad (12)
\]

where \(u\) is an independent random number uniformly distributed between 0 and 1, \(V_r\) is the volume (or area if applicable) of region \(r\), and \(\log\) is the natural logarithm. In the microscopic regime, we create molecules on a continuous timescale, so zeroth order reactions are directly simulated using \(12\). Molecule locations are created uniformly within the region. In the mesoscopic regime, we need to represent the reaction with a corresponding propensity. We will see in Appendix C.3 that all events in the mesoscopic regime occur at times according to a sequence of exponential random variables. For zeroth order reaction \(c\), the propensity in subvolume \(s\) is \(58\) Eq. (6)]

\[
 \alpha_{s,c} = k_c V_s, \quad (13)
\]

where \(V_s\) is the volume (or area) of subvolume \(s\).

In the case of actor \(a\) being active and releasing molecules at random times, we use \(12\) in both the microscopic and mesoscopic regimes by replacing \(V_r\) with the actor volume \(V_a\). This simplifies the implementation by minimizing changes to the mesoscopic algorithm when an actor starts or stops adding molecules. When an active actor creates a molecule that should be placed in the mesoscopic regime, then it is added to the corresponding subvolume.

4.3.2. First Order Reactions

First order (or unimolecular) reactions are of the form

\[
 A \stackrel{k_1}{\rightarrow} \text{Products}, \quad (14)
\]
such that an \( A \) molecule needs to exist and it is transformed into one or more products at a rate \( k_1 \), which has units \( s^{-1} \). In the mesoscopic regime, the propensity of first order reaction \( c \) with rate \( k_1 = k_c \) in subvolume \( s \) is \[ \alpha_{s,c} = k_c U_{s,m} \] (15), where the reactant is a molecule of type \( m \). Product molecules are placed in the same subvolume as the reactant.

Our implementation of first order reactions in the microscopic regime is more involved. If a non-surface reaction \( c \) is the only first order reaction for which a molecule of type \( m \) is the reactant, then the probability of a given molecule of type \( m \) reacting within arbitrary time interval \( \delta t \) is \[ \text{Pr (Reaction } c \text{ occurs)} = 1 - \exp (-k_c \delta t) \] (16), but if the molecule can participate in multiple non-surface first order reactions, then the probability of reaction \( c \) occurring is \[ \text{Pr (Reaction } c \text{ occurs)} = \frac{k_c}{\sum k_{m,1}} \left[ 1 - \exp \left( -\delta t \sum k_{m,1} \right) \right] \] (17), where \( \sum k_{m,1} \) is the sum of the rate constants of all non-surface first order reactions for which a molecule of type \( m \) can be a reactant. For both (16) and (17), we can simulate whether reaction \( c \) occurs by generating a uniform random variable \( u \) and comparing it with the corresponding probability.

In AcCoRD, we implement non-surface first order reactions in the microscopic regime on a continuous time scale, which makes the accuracy of these reactions independent of the microscopic time step \( \Delta t \). So, when first order reaction \( c \) occurs and at least one product molecule is created, we need to determine the precise reaction time within the current microscopic time step. We consider the time interval \([0, \Delta t]\), i.e., relative to the current microscopic step. Generally, we assume that the candidate reactant molecule was created within this interval at time \( t_i \), i.e., \( 0 \leq t_i < \Delta t \) (and if the molecule previously existed, then \( t_i = 0 \)). The time remaining for this molecule to react is \( \delta t = \Delta t - t_i \). From mesoscopic theory, we can generate the reaction time for a first order reaction as an exponential random variable via

\[
t_1 = -\frac{\log u}{\sum k_{m,1}},
\] (18)

but this time is unconstrained. We need to generate a constrained exponential random variable so that the reaction time \( t_1 \in [0, \delta t] \). We can achieve this by constraining the uniform random variable \( u \). If we set \( t_1 = \delta t \) and rearrange (18), then we can determine that the minimum value of \( u \) is

\[
\log u_{\text{min}} = -\delta t \sum k_{m,1}.
\] (19)

Thus, the time of reaction \( c \) can be simulated using (18), where \( u \) is between \( u_{\text{min}} \) and 1. The reaction time of reaction \( c \) relative to the current microscopic time step is then \( t_c = t_i + t_1 \).

The absorption and membrane surface reactions, where a molecule in solution interacts with a surface, are special cases of first order reactions that can only occur if the molecule attempts to diffuse across the surface. Furthermore, their corresponding reaction rates are more strictly referred to as reaction coefficients with units \( m/s \). Given that a molecule’s diffusion trajectory intersects a reactive surface, then the surface reaction occurs with some probability. If the reaction does not occur, then the molecule is reflected off of the surface. We adopt the surface reaction probabilities derived for Smoldyn in [24], which apply to surfaces in the microscopic regime. For clarity of exposition, the surface reaction probabilities and details for placing product molecules are described in Appendix B. The primary difference between Smoldyn’s implementation and AcCoRD’s is that surface reactions in AcCoRD occur over the sub-microscopic time interval \( \delta t \leq \Delta t \), which is based on a molecule’s creation time. However, in order to adopt the analysis in [24], we generally assume (unless otherwise noted) that the precise reaction times for surface reactions are unknown. Thus, the accuracy of absorption and membrane reactions depends on the microscopic time step.

As noted in [24], it is most accurate to also consider the possibility that a molecule reacts with a surface even if its diffusion trajectory does not intersect the surface. This is analogous to considering that a microscopic molecule might enter and exit the mesoscopic regime within the time step, which occurs with probability (4) when the reactive surface is a flat plane. The author of [24] claimed that the corresponding potential for improving accuracy is minimal, so we also ignored this possibility in AcCoRD’s implementation. However, given the small time steps that are needed for accurate surface reactions in Section 7 we can re-visit the benefits of this simplification in future work.

4.3.3. Second Order Reactions

Second order (or bimolecular) reactions are of the form

\[ A + B \rightarrow \text{Products}, \] (20)

i.e., an \( A \) molecule collides with a \( B \) molecule and they are transformed into one or more products at a rate \( k_2 \), which has units \( \text{mol}^{-1}s^{-1}m^{-3} \) (in 3D). In the mesoscopic regime, the propensity of the second order reaction \( c \) with rate \( k_2 = k_c \) in subvolume \( s \) is \[ \alpha_{s,c} = \frac{k_c U_{s,A} U_{s,B}}{V_s} \] (21), where \( U_{s,A} \) and \( U_{s,B} \) are the number of \( A \) molecules and \( B \) molecules in subvolume \( s \), respectively. The product \( U_{s,A} \cdot U_{s,B} \) represents the number of potential reactive collisions between specific \( A \) and \( B \) molecules. A subvolume clearly needs both reactants present in order
for a reaction to be possible. When reaction \( c \) occurs, the product molecules are placed in the same subvolume as the reactants. If both reactants in reaction \( c \) are the same type of molecule, i.e., if \( A \equiv B \), then \( U_{s,B} \) in [21] is replaced with \( (U_{s,A} - 1) \) because an \( A \) molecule cannot collide with itself.

The implementation of second order reactions in the microscopic regime is distinct from zeroth order and first order reactions. The stochastic behavior of second order reactions is achieved via the randomness of diffusion. Instead of defining a reaction probability, a reaction is characterized by a binding radius \( r_B \); see [15]. Thus, reaction \( c \) occurs if reactants \( A \) and \( B \) are separated by a distance of less than \( r_B \) after diffusing.

In general, determining the value of \( r_B \) from reaction rate \( k_2 \) is non-trivial. In [15], closed-form expressions for the binding radius are described in the limits of very small and very large time steps, i.e., when the mutual displacement of the reactants in one time step is much smaller and much larger than the binding radius, respectively. Otherwise, lookup tables are presented in the supplementary information of [15] to determine \( r_B \) for a given \( k_2 \)-time step, and mutual diffusion coefficient (i.e., the sum of the diffusion coefficients of the reactants).

Another complication with bimolecular reactions is when they are reversible. A bimolecular reaction’s reverse reaction should also define an unbinding radius \( r_U \) as an initial separation distance between the products. The unbinding radius is intended as a balance to ensure that the “forward” bimolecular reaction occurs at the correct frequency. Lookup tables to determine the binding radius in [15] include the unbinding radius for reversible bimolecular reactions.

In AcCoRD, the user must define the binding and unbinding radii explicitly. For a given candidate reactant molecule, we check the coordinates of every corresponding candidate reactant that is in the same region or in a neighboring region. Currently, we only apply the unbinding radius for the products of second order reactions so that we can model collisions between spherically-shaped molecules with non-negligible volumes. Also, since second order reactions are determined after diffusion for the current time step, any given molecule can only participate in up to one second order reaction in a single time step, either as a reactant or a product, so the accuracy of microscopic second order reactions is sensitive to the time step.

5. AcCoRD Algorithms and Complexity

In the previous section, we focused on modeling the individual reaction and diffusion phenomena. In this section, we describe the structure of AcCoRD’s simulation algorithms. First, we discuss the overall algorithm. Then, we comment on the computational complexity of the microscopic and mesoscopic models, including how to select appropriate values for the microscopic time step and the mesoscopic subvolume size. Specific details of the primary simulation steps are described in detail in Appendix C.

The most significant demands on memory usage are for tracking molecules in the microscopic regime and subvolumes in the mesoscopic regime. We will discuss these tasks in greater detail in Appendix C.3 and Appendix C.4, respectively, but we introduce them here so that we can discuss their use in other stages of the simulation. Microscopic molecules are stored in linked lists, which can be easily modified as needed when molecules are created or removed. We maintain two lists for every type of molecule in every region. One list is for “recent” molecules that were created within the current microscopic time step. Each recent molecule was created at some time \( t_i \), where \( 0 \leq t_i < \Delta t \), and has its own individual time step, i.e., \( \Delta t - t_i \). The other list is for all “normal” molecules that were created before the current microscopic time step, and which do not need the additional memory for an individual time step. Generally, we add molecules to the corresponding “recent” list when they are first created and then transfer them to the “normal” list after their first diffusion step.

In the mesoscopic regime, there is a constant number of subvolumes. Thus, we maintain arrays of subvolume structures where each structure describes a single subvolume. For each subvolume, we store the identities of its neighboring subvolumes, the number of each type of molecule present, and the propensities of all potential reactions as calculated in Section 3.

5.1. Overall Algorithm

The overall AcCoRD algorithm is presented in Algorithm 1. The two input arguments are the configuration filename CONFIG and the seed number \( \psi \) for the random number generator (RNG). In line 2, the configuration text file is parsed and read to determine the simulation parameters. The initialization step in line 3 performs routine tasks such as memory allocation and initializing the RNG, but also does the following:

- Determine which regions are neighbors and which region subvolumes are neighbors.
- Determine where actors are placed relative to the regions.
- Define the network of chemical reactions.
- Initialize reaction and diffusion propensity calculations for mesoscopic subvolumes.
- Create the simulation output files.

The outer simulation loop in the AcCoRD algorithm starts at line 4 and executes the number of independent realizations specified by the configuration. At the start of each realization, the physical environment is reset to its “initial” state, i.e., with no molecules present in any region. At the end of each realization, at line 20, we write the
observations of the specified actors to the primary simulation output file. We then update the simulation progress to the console (as specified; the configuration file defines the frequency of progress updates). After the simulation loop, the cleanup step in line 23 writes a summary of the simulation execution to a separate summary file and releases all allocated memory.

The core of the overall algorithm is the evolution of the system in a single realization from time \( t_{cur} = 0 \) until time \( t_{cur} > t_{end} \). The system evolves as a series of steps. The four possible steps are: 1) Action by an active actor; 2) Action by a passive actor; 3) Evolution of the microscopic regime; and 4) Evolution of the mesoscopic regime. These four steps are discussed in detail in Appendix C.

AcCoRD has an actor-based design with a hybrid of simulation regimes, so steps do not occur in a predetermined order. Instead, every actor and each simulation regime has its own internal timer that defines when the corresponding step should be executed. All timers are sorted in a priority queue. The current step is determined in line 8 by the timer whose value equals \( t_{cur} \). Once the corresponding behavior is executed, the timer is updated. Then, in line 18 the queue is re-sorted and the new time \( t_{cur} \) is determined from the new lowest timer value. This flexible design enables actors to behave at any frequency and accommodates the execution of both microscopic and mesoscopic simulation models.

5.2. Computational Complexity

We focus our discussion of AcCoRD's computational complexity by discussing the factors that impact the execution speed. Specifically, we consider the running time of the microscopic and mesoscopic evolution steps. These two steps generally consume an overwhelming majority of a given simulation's total run time, such that the time required to execute actor behavior and the overall AcCoRD algorithm is usually negligible. With the environment configurations that we have tested, execution speed has been considerably more of a bottleneck than the required computer memory. However, we also comment briefly on considerations for memory usage.

5.2.1. Mesoscopic Complexity

The speed of simulation in the mesoscopic regime depends on the number of events, i.e., chemical reactions within individual subvolumes or diffusion between adjacent subvolumes, and the time to execute each event. Every mesoscopic simulation step executes a single event. Each simulation has a specified end time \( t_{end} \), so the number of events is inversely proportional to the time between individual events. The time until the next mesoscopic event is inversely proportional to the total propensity \( \alpha_T \), which is the sum of all possible individual event propensities (we described the calculation of propensities in Section 4 and we discuss the generation of event times from propensities in Appendix C.4). Thus, by inspection of the propensity equations, we can infer the event frequency and therefore simulation run time complexity for different events.

The time required to simulate diffusion in the mesoscopic regime between subvolumes of the same size can be inferred from \( O(D_m U_{s,m}/h_s^2) \), i.e., the number of diffusion events of molecule type \( m \) out of subvolume \( s \) grows with \( O(D_m U_{s,m}/h_s^2) \), where \( O(\cdot) \) refers to big O notation. Clearly, computation time will increase by increasing the diffusion rate, increasing the number of molecules, or decreasing the subvolume size. The same observation can be made by considering the diffusion between subvolumes of different sizes in \( \sqrt{D_m U_{s,m}/h_s} \), but from \( \sqrt{D_m U_{s,m}/h_s} \) the number of diffusion events from the subvolume to an adjacent microscopic region grows with \( O(\sqrt{D_m U_{s,m}/h_s}) \). We emphasize that the number of molecules can be time-varying, so the overall diffusion simulation speed is also time-varying.

Unlike diffusion, which always adds a molecule in one subvolume after removing it from another, the number of chemical reaction events in the mesoscopic regime depends on the net change in the total number of molecules due to each reaction. The number of zeroth order reactions is independent of the number of molecules, since they have no reactant. From \( O(k_c V_s) \), we can deduce that the number of instances of zeroth order chemical reaction \( c \) in subvolume \( s \) grows with \( O(k_c V_s) \).

First and second order reactions do depend on the corresponding number of molecules. From \( O(k_c V_s) \), we conclude
that the number of instances of first order reaction $c$ in subvolume $s$ with reactant $m$ grows with $O(k,U_{s,m})$. From [21], we find that the number of instances of second order reaction $c$ in subvolume $s$ with reactants $A$ and $B$ grows with $O(k,U_{s,A,U_{s,B}/V_s})$.

Now that we have established the growth in the number of mesoscopic simulation events, we comment on the speed of executing a single event. This is described in further detail in Appendix C.3 where it is shown that a mesoscopic step takes $O((\log N_{Sub} + N_{Event})$ time, where $N_{Sub}$ is the total number of subvolumes and $N_{Event}$ is the total number of possible events in the current subvolume (i.e., the sum of all reaction and diffusion events).

Given the above discussion, and assuming that there are no hybrid interfaces, we can write the overall complexity of the mesoscopic model run time as

$$C_{\text{meso}} = O\left(t_{\text{end}} \left[ \sum_{\Omega_{\text{sub}}} \left( \sum_{m} \frac{D_m U_{s,m}}{h_s^2} + \sum_{k_0} k_0 V_s + \sum_{k_1} k_1 U_{s,k_1} + \sum_{k_2} \frac{k_2 U_{s,k_2} U_{s,k_2,2}}{V_s} \right) \right] \right) \times (\log N_{Sub} + N_{Event}), \quad (22)$$

where the summations are over all mesoscopic subvolumes, all types of molecules in subvolume $s$, and all zeroth, first, and second order reactions in subvolume $s$, respectively. $U_{s,k_1}$ is the number of molecules in subvolume $s$ that are the reactant associated with reaction rate $k_1$, and $U_{s,k_2,1}, U_{s,k_2,2}$ is the product of the corresponding numbers of reactants associated with reaction rate $k_2$. $t_{\text{end}}$ is the simulation end time, assuming that it starts at $t = 0$. If hybrid interfaces are present, then we must include in a summation of $\sqrt{D_m U_{s,m}}/h_s$ over molecule types for the subvolumes that are adjacent to a microscopic region.

From [22], using more subvolumes will increase both the number of simulation events and the time to execute each event. Thus, one factor in the selection of subvolume size is the simulation run time. However, it is not the only factor, and in fact there are practical bounds that constrain subvolume size for an accurate simulation, particularly if bimolecular reactions can occur. For example, as defined in [31 Eq. (7)], a 3D subvolume will only be “well-mixed” (such that the second order reaction propensity in [21] is accurate) if the subvolume length $h_s$ is much less than $\sqrt{6D_{\text{trace}}}$, where $t_\rho$ is the characteristic time of the fastest bimolecular reaction. Alternatively, if subvolumes are too small, then bimolecular reaction propensities will depend on reactant molecules in neighboring subvolumes. A lower limit on 3D subvolume size for a given bimolecular reaction was calculated in [52] to be about $3.2\rho$, where $r_B$ is the binding radius of the two reactants. For subvolumes smaller than this limit, corrections are needed to modify the bimolecular reaction propensity, but such changes are outside the scope of this work.

5.2.2. Microscopic Complexity

Unlike the mesoscopic regime, the frequency of microscopic steps in simulation time does not vary over the course of the simulation. Instead, the number of microscopic simulation steps is explicitly defined by the constant simulation time step $\Delta t$ as $t_{\text{end}}/\Delta t + 1$, where $[\cdot]$ is the ceiling function. Generally, a smaller time step increases the simulation accuracy, but as with subvolume size there are practical limits to consider. In order to assume Brownian motion, the time step must be large enough to ignore hydrodynamic memory effects, which occur over time scales less than $t = \gamma^2 \rho/\eta$, where $\gamma$ is the diffusing molecule radius, $\rho$ is the fluid density, and $\eta$ is the fluid viscosity.\footnote{Using typical values for water density ($10^3$ kg/m$^3$) and viscosity ($10^{-3}$ kg/(m·s)), and molecule radii on the order of less than 10 nm, hydrodynamic memory effects would occur on a time scale of less than 1 ns, which is much less than the smallest microscopic time steps considered in this paper.}

To see [60], for time steps that are too large, interactions between a molecule and environmental features (especially surfaces and other boundaries) will be modeled inaccurately, since we generally consider straight line diffusion trajectories. A simple bound is to consider a molecule’s root mean square distance along each dimension in one time step, i.e., $\sqrt{2Dt\Delta t}$. This distance should be much smaller than the resolution of the smallest environmental features.

As we discuss in Appendix C.3, a microscopic simulation step has separate stages for zeroth order reactions, non-surface first order reactions, diffusion (with surface reactions), and second order reactions. From the run time complexity results in Appendix C.3, we can write the overall complexity of the microscopic model run time as

$$C_{\text{micro}} = O\left(\frac{t_{\text{end}}}{\Delta t} \sum_{\Omega_{\text{micro}}} \left[ \sum_{k_0} k_0 V_r + \sum_{k_1} k_1 N_{k_1,r} \right. \right. \left. \left. + N_{\text{micro},r}\Omega_{\text{neigh},r} \left| \sum_{k_2} N_{k_2,r} \left( N_{k_2,r} + \sum_{w \in \Omega_{\text{neigh},r}} N_{k_2,w} \right) \right. \right] \right), \quad (23)$$

where each summation is over the set of microscopic regions, the set of corresponding chemical reactions (i.e., zeroth, first, and second order with rates $k_0, k_1,1$, and $k_2$, respectively), and the set of regions $\Omega_{\text{neigh},r}$ that neighbor region $r$. $V_r$ is the region’s volume, $N_{k_1,r}$ is the number of reactant molecules for the first order reaction associated with rate $k_1$, $N_{k_2,r}$ is the number of molecules in region $r$, and $\Omega_{\text{neigh},r}$ is the total number of regions that are neighbors to region $r$. $N_{k_2,1,r}$ and $N_{k_2,2,r}$ are the numbers of first and second reactant molecules in region $r$ for the second order reaction associated with rate $k_2$, and $N_{k_2,2,w}$ is the corresponding number of second reactant molecules in neighboring microscopic region $w$. The term $N_{\text{micro},r}\Omega_{\text{neigh},r}$ represents the cost for diffusing each
molecule and verifying its trajectory, including testing for entering the mesoscopic regime.

We can compare the complexity in computational run time of the mesoscopic and microscopic models by comparing [22] and [23]. Both rely on the characteristic parameters that define each regime, i.e., time step in the microscopic model and subvolumes in the mesoscopic model. However, they show similar sensitivity to all three orders of chemical reactions. We will gain more specific insights into the time for simulating diffusion by measuring simulation run times in Section 7.

5.2.3. Memory Usage

Finally, we comment on memory usage. AcCoRD’s greatest memory demands are to store information about the individual subvolumes and the individual molecules. Subvolumes are used in both the mesoscopic and microscopic regimes, although more memory is used for each subvolume in the mesoscopic regime in order to: 1) count the number of each type of molecule in the subvolume, and 2) track the subvolume’s place in the indexed priority queue to determine when its next event will occur. Memory for individual molecules is needed in microscopic regions, and also to store molecule locations (from both regimes) before a realization’s observations are written to the output file. Generally, if too much memory is required, then we can either represent mesoscopic regions with fewer subvolumes or have fewer molecules in the microscopic regime.

6. Using AcCoRD

In this section, we describe the general work flow for an AcCoRD user. This section does not provide step-by-step instructions; a user can refer to the online code documentation for specific details on the latest version; see [21]. The online documentation includes installation and usage instructions, descriptions of all configuration options, and many sample configuration files. We described the format of a configuration file in Section 2. Here, we focus on AcCoRD’s usability, and we intend for this section to accommodate future updates to the code.

6.1. Preparing a Simulation

Every simulation is based on the environment and behavior specified in a configuration file. The sample configuration files are intended to be copied and renamed for modification. To confirm that the environment is designed as intended (i.e., with the correct size and relative placement of objects), the user can draw the regions and actors via a configuration plotting function in MATLAB. For example, every figure with a sketch in this paper (with the exception of Fig. 6) was prepared using an AcCoRD configuration file and the plotting function.

The AcCoRD simulator is compiled as a single executable file. Executables and build scripts are currently provided for Windows and Linux operating systems. The executable can be called directly from a command line interface, and it is also possible to run the simulator remotely on a computing cluster (such as those operated by Compute/Calcul Canada, which were used for many of the simulations in Section 7). Providing a seed for the random number generator at run time will over-ride the seed defined in the configuration file. The intent is that a user can distribute the computing load of a simulation by running different realizations on different processors; providing a unique seed in each call will avoid repeated realizations.

6.2. Running a Simulation

To facilitate automated or remote execution, a simulation normally runs without any input from the user. The command line interface displays a brief summary of the configuration, including the number of regions, actors, and subvolumes. It also shows the relative directory where the simulation output is being written. We use a timer to measure the duration of every realization and provide updates on the estimated time remaining under the assumption that each realization will execute in comparable time. The total simulation time, i.e., the time required to execute the for-loop in Algorithm 1 on page 17 is also displayed at the end.

AcCoRD can return warnings or errors at run time. In general, we use warnings to indicate invalid or missing configuration information that can be replaced by hard-coded default values. We use errors to deal with memory allocation problems or identify invalid configuration information that is too late to automatically correct (for example, regions that are nested improperly). Warnings and errors are described in the command line with corresponding details, such as the name of the region, actor, or reaction that led to the warning or error. By default, the creation of any warnings during the loading of the configuration will pause the simulation and prompt the user to continue (especially since the “corrected” configuration may not behave as intended or may lead to other errors). Any errors will terminate the simulation.

6.3. Post-Processing

Running a simulation once, i.e., with one seed value, generates two output files that are both labeled with the corresponding seed number. A summary file is in JSON-format and it describes the information in the custom-formatted primary output file. This information includes how many actors were being recorded and how much data is associated with each actor. All post-processing utilities were developed in MATLAB and the user can load simulation output with an import function. By specifying multiple seed values, multiple pairs of output files can be imported and aggregated simultaneously. For example, a simulation that was repeated 10 times (with 10 different seeds) and simulated 1000 realizations with each seed can be imported as a single simulation with $10^4$ realizations and saved to a MATLAB mat-file.
We have a number of visualization tools for AcCoRD’s simulation output. Current options include the following:

1. Visualizing individual molecules in an animation or video. We combine the configuration plotting tool, which displays the specified regions and actors, with plots of individual molecules at locations observed by passive actors within a single realization. A user generally has full control over what simulation components are displayed, what time interval is viewed, how the camera is controlled (can be static or dynamic), and whether to create a series of figures or an exported video file. Custom overlay information can include a simulation progress timer or a display of the number of molecules of some type observed by one of the passive actors. A total of eight videos are included in Appendix D.

2. Plotting the time-varying signal as a curve. Curves can correspond to individual realizations or be averaged over any subset of realizations in the imported simulation file. It is also possible with the same syntax to add curves of user-defined data, so a user can add analytical results or other information.

3. Plotting the signal’s statistical distribution as a probability mass function (PMF) or cumulative distribution function (CDF). These empirical distributions are determined from a specified subset of simulation realizations, and can be time-varying (i.e., drawn as a 3D surface) or averaged over multiple observation times (i.e., drawn as a 2D curve). Analogous to plotting the time-varying signal, we can also plot analytical distributions based on a user-defined trial probability (i.e., probability of observing a given molecule) and number of trials (i.e., number of molecules). A distribution can be Binomial or either the Poisson or Gaussian approximation of the Binomial distribution. We review these distributions in Appendix D.

4. Plotting the signal’s time-varying mutual information relative to one or more reference observations in 2D and 3D, respectively. Mutual information can be used as an indicator of observation independence, as we considered in Appendix D. Consecutive observations that are not sufficiently separated in time will be identical and have mutual information equal to the entropy of the signal. Observations that are sufficiently separated in time should be independent and have zero mutual information. Since “zero” mutual information cannot be measured directly from a finite number of samples (see [20]), a user can also plot Monte Carlo mutual information, which measures the mutual information between finite samples of independent Binomial random variables. We review the calculation of mutual information in Appendix D.

Communications performance metrics such as the bit error rate (BER) depend on the specific design of the receiver’s detector. AcCoRD does not impose a specific detector design. By making the receiver observations available for post-processing in MATLAB, a user can readily implement their own detector off-line and measure its performance. Utilities that implement common detector designs will be added in a future update. Also, the future implementation of dependent actors will include detectors as part of the online simulation.

7. AcCoRD Simulation Results

In this section, we present a series of simulation results generated by AcCoRD. Our overall aim is to demonstrate the functionality and the accuracy of the software, including its design as a “sandbox” reaction-diffusion solver and its generation of output that is suitable for signal processing (including communications analysis). All results were generated using version 0.7 or 0.7.0.1 and can be equivalently generated by version 1.0. Some results have accompanying videos in Appendix D to show a sample of the evolution of the environment with a reduced number of molecules. These videos are also summarized in Appendix D. Generally, we have avoided focusing on results that we have already presented in preliminary work with earlier versions of AcCoRD. These earlier results include a study on the choice of statistical distribution to describe the number of observed molecules in [20], a demonstration of a system with a large number of molecule sources in [63], a study on the accuracy of the assumption that a transmitter is a point source in [25], and a direct comparison between passive and absorbing receivers in [61]. The reader may refer to these earlier works for results from those specific scenarios.

We consider four system environments in this section, each with a series of variations. These systems are representative of AcCoRD’s features but in consideration of space they are not comprehensive. We now summarize each system and its contribution to our study. There is at least one video in Appendix D for each system.

System 1 is a bounded rectangular environment, as shown in Fig. 8 and also in Fig. 1 on page 3. In Section 7.1, we use System 1 to study the accuracy of using a hybrid of microscopic and mesoscopic simulation models for a diffusion-only environment. We also verify the accuracy of [20] to describe the transition rate between mesoscopic subvolumes of different sizes. We measure the distribution of molecules observed in different parts of the system, the mutual information between consecutive observations at a given location, and the simulation run time.

System 2 is a long rectangular rod with a perfectly-absorbing surface at one end, as shown in Fig. 2 on page 3.

---

5Specifically, we do not simulate a reversible first order reaction in solution or use bimolecular reactions to model molecule crowding. However, sample configurations for these cases are included with the source code in [20]. We also only consider “steady state” reaction probabilities for surface reactions that have finite reaction rates.
partially-absorbing surface. We also consider the impulse response with degradation while the system is unbounded versus having an absorbing or reflecting outer boundary. We also consider the impulse response with degradation while diffusing. To do so, we compare a first order degradation reaction with enzyme-mediated degradation via Michaelis-Menten kinetics (see [11, Ch. 10]). We measure the time-varying PMF at a passive receiver when the transmitter releases a series of finite pulses of molecules. We also verify the impulse response when the receiver has a fully- or partially-absorbing surface.

7.1. System 1: Hybrid and Multi-Scale

The layout of System 1 is a box as shown in Fig. 8 with a width and depth of 3.2\(\mu m\) and a length of 6.4\(\mu m\). We first divide the environment into two cubic halves, where one half is microscopic with a time step of \(\Delta t = 0.5\) ms and the other half is mesoscopic with subvolumes of a uniform size that we vary from \(h = 0.1\mu m\) to \(h = 3.2\mu m\). We place two observers in the microscopic region (one at the hybrid interface and the other at the opposite end of the region; shown in red and yellow, respectively, in Fig. 8), and each is a passive actor with a depth of 0.32\(\mu m\) so they observe 10% of the microscopic region, respectively. An active actor uniformly initializes 1000 molecules with a diffusion coefficient of \(D = 10^{-10}\frac{m^2}{s}\) throughout the entire system at time \(t = 0\), and the passive actors observe the system at intervals of 0.01 s for 1 s (i.e., 100 observations). With these parameters, the average diffusion distance of a microscopic molecule along one dimension in one time step is \(\sqrt{2DT}\) approximately 32\(\mu m\). Thus, the range of subvolume sizes include subvolumes that are relatively small (i.e., \(h \sim \sqrt{DT}\)) and relatively large (i.e., \(h \gg \sqrt{DT}\)), so we can compare rules (9) and (10) when determining the tangential placement of molecules that enter the microscopic region from a mesoscopic subvolume. We define \(l_{\text{max}} = 10\mu m\), so no molecules in the microscopic region are excluded from the possibility of entering and exiting the mesoscopic region during a diffusion step.

We seek to get a sense of the trade-offs of the hybrid environment, including its speed and accuracy, when simulating diffusion. In this system, the hybrid interface between the microscopic and mesoscopic regions is relatively large compared to the total size of the environment. Thus, we expect that the accuracy will be very sensitive to that at the interface, and that the simulation run time will be very sensitive to the overhead introduced by having the interface. The total simulation time of 1 s is long enough a molecule’s expected displacement along each dimension to be a few times larger than the entire system, so any long term bias in the diffusion between regions should be observable.

In Fig. 9 we simulate each value of \(h = 10^4\) times and plot the probability mass function of all 100 observations at each observer (as a single PMF for each observer constructed from \(10^6\) observations). We separately consider the transition rules (9) or (10), i.e., assume that the mesoscopic subvolumes are small or large, respectively. The hybrid environments are compared with a variation where the entire system is microscopic (i.e., where there is no hybrid interface). Video 2 in [23] shows a sample realization when \(h = 0.8\mu m\).

Given the uniform molecule distribution, we expect that each PMF in Fig. 9 should have a peak value at about 10% of the microscopic region size. This is the case for the benchmark microscopic system. We observe that all hybrid variations in Fig. 9 underestimate the actual number of molecules close to the hybrid interface (see subplots (a) and (b)). We see
that accuracy in subplot (a), i.e., when we assume that \( h \) is small, improves with decreasing \( h \). The accuracy in subplot (b), i.e., when we assume that \( h \) is large, improves with increasing \( h \). However, none of the PMFs of the observer close to the interface match the microscopically benchmark well when we assume that \( h \) is small. This inaccuracy is most likely due to the hybrid transition rule for small \( h \), which does not account for the environment boundary when molecules leave the mesoscopic regime. This can be corrected in a future release of AcCoRD. The accuracy is better when we consider the observer far from the interface (subplot (c)), but is still not as accurate as the corresponding case when we assume that the subvolumes are large (subplot (d)). Again, this can be improved by accounting for molecules crossing the environment boundary when leaving the mesoscopic regime. Currently, the accuracy appears to be much less sensitive to the subvolume size when we assume that the subvolumes are large, so we will only consider this assumption and use \( 10^{-2} \) for the remainder of our results in this paper.

In Fig. 9, we collected all observations by a passive actor into a single PMF and we did not consider the impact of the observation times. It is interesting to consider the impact of the hybrid interface on the joint observation statistics, since communications analysis and related signal processing often relies on assuming independent observations; see [61, 68]. We address this idea in Fig. 10 where we measure the mutual information using (D.14) between consecutive observations as a function of time between when the observations were taken. We consider the first observation as the reference time and vary the offset from \( 10^{-7} \)s to \( 10^{-2} \)s, i.e., most of the offsets shown are smaller than the microscopic time step \( \Delta t = 0.5 \) ms used in Fig. 9. The mutual information for each offset is calculated from \( 10^4 \) simulated observations, and we also compare with the mutual information measured from \( 10^4 \) pairs of independently-generated random variables with the same mean (i.e., 50) as a bound of “true” independence. We use base 2 for the logarithm in (D.14) so that mutual information is measured in bits.

In Fig. 10 the only hybrid variation that we consider is when \( h = 0.8 \) \( \mu \)m, but similar results can be observed with other subvolume sizes. When the observer is far from the interface, i.e., at the edge of the environment, the mutual information between observations is identical to that when the entire system is microscopic. However, these observations are not truly independent until there is about 10 ms between them, i.e., more than an order of magnitude longer than the microscopic time step in Fig. 9. In this case, one cannot automatically assume that observations

---

\[ h = 0.2, 0.4, 0.8, 1.6, 3.2 \] \( \mu \)m, except we omit the \( h = 3.2 \) \( \mu \)m case in (b) and (d) because its PMFs are indistinguishable from those when \( h = 1.6 \) \( \mu \)m. Simulations with \( h = 0.1 \) \( \mu \)m were also performed, but the resulting PMFs are indistinguishable from those when \( h = 0.2 \) \( \mu \)m so they are not shown.

---

6 As we discuss in Appendix E, independent variables actually have zero mutual information, but calculating mutual information from a finite number of realizations generally results in a non-zero value; see [62]. We use such a value here as an independence bound.
taken more frequently than every 10 ms will be independent.

There are two interesting observations about the mutual information at the observer in the middle of the environment, i.e., at the interface in the hybrid case. First, the mutual information in both system variations is less than it is at the edge of the environment for the same offset. This is because more molecules at the edge reflect off of the system boundary and remain within the observer, so there are fewer molecule transitions into and out of the observer and hence less uncertainty about the values of consecutive observations. Second, the mutual information in the hybrid case is less than in the microscopic system; the region transitions at the hybrid interface introduce additional uncertainty in the molecule locations. Determining the precise cause of this uncertainty at the interface is an interesting problem for future work. Nevertheless, we observe that the mutual information between observations in the middle of the environment tends towards that measured for randomly-generated independent observations for both simulation models.

It is also of interest to consider variations of System 1 that are entirely mesoscopic, and also to use subvolumes of different sizes. We consider using mesoscopic subvolumes of size $h = 0.4 \mu m$ throughout the entire system, as well as a variation where half of the environment is replaced with subvolumes of size $h = 1.6 \mu m$, and compare the corresponding observation PMFs in the middle of the system with that of the microscopic benchmark in Fig. [11] All three of these PMFs are practically indistinguishable, which also verifies the transition rule that we derived for mesoscopic subvolumes of different sizes in [3]. Comparable results can be observed using mesoscopic subvolumes of other sizes.

Now that we have considered the accuracy of microscopic, mesoscopic, and hybrid diffusion, we briefly consider the simulation run times in Fig. [12] We measure the average run time per realization as determined by running at least 100 realizations on an Intel i7 desktop PC. The run time of the fully mesoscopic system is clearly proportional to the number of subvolumes, as expected from the run time complexity expression in [22], and is many orders of magnitude faster than the microscopic system when the subvolumes are very large (e.g., in the limiting case of $h = 3.2 \mu m$, there are only two subvolumes). However, the microscopic system is faster than the mesoscopic system when the subvolumes are $0.4 \mu m$ in size or smaller. As expected, the run time of the multi-scale mesoscopic case, which divides each half of the environment into subvolumes of size $h = \{0.4, 1.6\} \mu m$, is between that of the corresponding mesoscopic variations with a uniform subvolume size.

overhead to manage the transitions between the two simulation models, as discussed in Appendix C.3 (especially with such a large value of $l_{\text{max}} = 10 \mu m$). We will consider the potential benefits of the hybrid model in further detail when we study System 2.

Finally, for completeness, we consider the PMFs of the common statistical distributions using the parameters of System 1. Specifically, in Fig. [13] we plot the binomial PMF for 1000 trials that each have a success probability

![Figure 11: Probability mass functions of number of molecules observed in a subregion in the middle of System 1 (5% of the total size). We model the environment as fully microscopic, fully mesoscopic with subvolumes of size $h = 0.4 \mu m$, or as fully mesoscopic where half of the subvolumes have size $h = 0.4 \mu m$ and the other half have size $h = 1.6 \mu m$ ("MESO Multi-scale"). The corresponding probability mass functions are practically indistinguishable.](image)

![Figure 12: Simulation run times for the variations of System 1. The hybrid variations measured were those assuming that the subvolume size $h$ was large. Run time was averaged over at least 100 realizations of each variation on an Intel i7 desktop PC. The run time of the multi-scale mesoscopic variation, with subvolumes of size $h = \{0.4, 1.6\} \mu m$, is between that of the corresponding mesoscopic variations with a uniform subvolume size.](image)
of 5% (since there are 1000 molecules that have an unconditional probability of 5% of being observed by a given passive actor), and the Poisson and Gaussian approximations of that PMF. The Binomial PMF is identical to that of the microscopic system (which we do not plot again in Fig. 13) refer to Figs. 9 and 11). Both approximations are close to the Binomial PMF in this case, but neither is indistinguishable; the Poisson approximation underestimates the likelihood of the peak observation, whereas the Gaussian approximation underestimates and then overestimates the likelihood of the observations with values less than and greater than 50, respectively. We discussed the general accuracy of these approximations further in [26].

7.2. System 2: Hybrid Reaction-Diffusion

In System 2, a portion of which is shown in Fig. 2 on page 3, we demonstrate the potential gain in computation speed by defining an environment with both microscopic and mesoscopic regions. As with System 1, we consider a simple hybrid environment, but this one has a surface reaction in the microscopic regime and (when applicable) a much larger mesoscopic regime. System 2 is a 0.5 mm long and 5 \( \mu \)m wide rectangular rod with one perfectly-absorbing end; i.e., every molecule that crosses that end is absorbed. 1000 molecules with diffusion coefficient \( D = 10^{-10} \text{m}^2/\text{s} \) are initially placed uniformly over the entire rod, and we observe the number of molecules over three 5 \( \mu \)m sections of the rod. The sections are at distances of 0, 5, and 20 \( \mu \)m from the absorbing end.

The area closest to the absorbing surface is modeled as a microscopic region with a time step of \( \Delta t = 1 \mu \text{s} \), which we found to be small enough to accurately model the perfect absorption reaction at the surface. We first consider the rod modeled as a single microscopic region, and then variations where we model most of the rod as a mesoscopic region with subvolumes of width \( h = 5 \mu \text{m} \) (such that the condition \( h \gg \sqrt{D\Delta t} \) is easily satisfied).

In the hybrid variations, the hybrid interface is placed at \( d_i = \{5, 10, 25, 50\} \mu \text{m} \) from the absorbing surface, such that the environment is either 1%, 2%, 5%, or 10% microscopic, respectively. A fully mesoscopic variation was not possible, since AccORD cannot yet simulate surface reactions in the mesoscopic regime. Due to the very small microscopic time step, we set \( l_{\text{max}} = 1 \mu \text{m} \) to limit the proximity of microscopic molecules to the hybrid interface that are tested for entering and exiting the mesoscopic region within a diffusion step.

We simulated every variation 1000 times and plot the average time-varying signal at each observer in Figs. 14 and 15, where we focus on the hybrid interface being close to and far from the absorbing end, respectively. We measure the average realization run time for all variations in Fig. 16 Video 3 in [33] shows a sample realization when \( d_i = 25 \mu \text{m} \).

The expected time-varying signal in this environment can be derived in closed form, if we assume that the rod has infinite length. Using the point concentration defined in [27, Eq. (3.13)], and the integral of the error function in [57, Eq. (4.1.1)]

\[
\int \text{erf}(y) \, dy = y \text{erf}(y) + \frac{1}{\sqrt{\pi}} \exp(-y^2),
\]

then it can be shown that the expected time-varying concentration is

\[
C(t) = C_0 \left[ r_2 \text{erf} \left( \frac{r_2}{2\sqrt{Dt}} \right) - r_1 \text{erf} \left( \frac{r_1}{2\sqrt{Dt}} \right) + 2\sqrt{\frac{Dt}{\pi}} \left( \exp \left( -\frac{r_2^2}{4Dt} \right) - \exp \left( -\frac{r_1^2}{4Dt} \right) \right) \right],
\]

where \( C_0 \) is the initial concentration and \( r_1 \) and \( r_2 \) are the distances from the absorbing surface to the start and end of the observer, respectively. In System 2, the initial linear distribution of molecules is 1000 molecules per 500 \( \mu \)m, so we multiply the time-varying concentration in (25) by the observer length of 5 \( \mu \)m to get the time-varying number of molecules at the observer. We apply this scaling for the “Analytical” curves in Figs. 14 and 15.

Both Figs. 14 and 15 demonstrate that the observations in the fully microscopic system are consistent with the analytical curves. Thus, System 2 is sufficiently long to assume that it has infinite length for the time scale considered. In Fig. 14 we see that the hybrid model with the interface 5 \( \mu \text{m} \) from the surface (i.e., \( d_i = 5 \mu \text{m} \)) overestimates the number of molecules counted by the observer adjacent to the absorbing surface, and significantly underestimates the number of molecules counted by the observer 5 \( \mu \text{m} \) from the surface. In this environment, since
$d_i = 5 \mu m$, these two observers are adjacent to the hybrid interface. The interface’s proximity to the absorbing surface is most likely the cause of these deviations, since the hybrid interface transition rules were originally derived in [39] under the assumption that there were no molecule “sinks” in the vicinity. There is much less deviation in this variation at the observer 20 \mu m from the surface, which is sufficiently far from the interface to not be affected by the inaccuracies that it introduces over the time scale that we simulated.

When the hybrid interface is $d_i = 10 \mu m$ from the surface, then the accuracy of the molecules observed at 0 \mu m and 5 \mu m from the interface are more accurate than when $d_i = 5 \mu m$. However, this variation is actually less accurate for the observer at 20 \mu m from the surface, particularly after time $t = 0.5s$. This time is how long it takes for a molecule to travel an average diffusion distance of 10 \mu m along one dimension, which is the distance from the hybrid interface to this observer, so the accuracy at the interface is a factor. Overall, placing the interface at $d_i = 10 \mu m$ gives us better (albeit still imperfect) accuracy near the absorbing surface, at the cost of worse accuracy further from the surface over the time scale shown (i.e., where the average diffusion distance for one molecule is about 14 \mu m).

In Fig. 14 we confirm whether the trade-offs in local accuracy are dominated by proximity to the hybrid interface. For the time scale simulated, this is apparently not the case. When the hybrid interface is either $d_i = \{25, 50\} \mu m$, the accuracy is comparable to that of the fully microscopic variation. This is even the case when $d_i = 25 \mu m$ and the observer is 20 \mu m from the surface, i.e., when the observer is adjacent to the interface. So, we maintain our claim that the dominant factor affecting accuracy in the hybrid system is the interface’s proximity to the absorbing surface, although further analysis would be needed to confirm this analytically.

We complement our study of the accuracy of the System 2 variations by considering the simulation run times in Fig. 15. We observe that placing the hybrid interface $d_i = 5 \mu m$ from the surface, which made the system only 1% microscopic, improved the simulation run time by over 2 orders of magnitude. Even making the system 5% microscopic, which corresponded to a negligible loss in accuracy, still improved the run time by over an order of magnitude. From these results, and those observed for System 1 in Fig. 12, we gain some insight into when it is appropriate to use a hybrid model. We make the following general observations:

- The hybrid interface introduces a computational overhead, as discussed in Appendix C.3, since we need to check microscopic molecules for entering and leaving the microscopic regime within a single simulation time step. Thus, it is beneficial if the size of the interface is small relative to the larger of the adjacent regions. This was true for System 2 but not for System 1.

- The hybrid interface is beneficial if the simulation can take advantage of the benefits of both simulation models. In System 2, the microscopic model needed a very small simulation step to accurately simulate the surface reaction (which AccORD cannot currently simulate in the mesoscopic regime). However, the mesoscopic model simulates events at the frequency in which they locally occur. Diffusion “far” from a reactive surface does not need to be modeled with a small time step, and in System 2 the
hybrid model took advantage of this. We also note that, in future work, a microscopic model that uses different time steps in different regions may provide a similar speed benefit, although the hybrid model could still have better memory usage by not needing to model each molecule in the mesoscopic regime.

- A user placing a hybrid interface should consider its proximity to reactive surfaces or other environmental features (e.g., unusual boundary shapes) that are not accounted for in the hybrid interface transition rules.

7.3. System 3: Reactive Spherical Surfaces

In System 3, we consider an approximation of the environment considered in [24, Fig. 6a] to verify the surface reaction probabilities derived in [24] (and which we summarize in Appendix B). However, instead of the 1D environment considered in [24], System 3 has two concentric spherical surfaces with radii 120 µm and 122 µm, as shown in Fig. 3 on page 3. This system is locally 1D, and we can also use it to verify our implementation of reflections off of spherical surfaces. This environment is fully microscopic and we use a time step of ∆t = 1 ms.

For consistency with [24], we consider 3 types of molecule: 1) Type I can be irreversibly absorbed by the outer surface and reflects off of the inner surface; 2) Type II can reversibly adsorb to the outer surface and reflects off of the inner surface; and 3) Type III can reversibly transition across the inner surface and reflects off of the outer surface. We separately consider both “slow” and “fast” reaction kinetics for each type of molecule, using the reaction coefficients listed in Table 2 and we apply the “steady state” surface reaction probabilities defined in Appendix B. All molecules have a diffusion coefficient of $5 \times 10^{-12} \text{ m}^2 \text{s}^{-1}$, and each simulation begins by uniformly placing 20000 molecules of the given type between the spherical surfaces. We observe the number of molecules that are absorbed/adsorbed to the outer surface (“Absorption/Adsorption”) or within the inner surface (“Membrane”) in System 3. This environment is a spherical analog to the 1D system studied in [24, Fig. 6a]. “IRR” and “REV” stand for irreversible and reversible, respectively.

The average time-varying results from 100 realizations of System 3 are shown in Fig. 17 and compared with the corresponding analytical equations derived in the appendices of [24]. All of the simulations agree very well with their corresponding analytical curves, despite the system not being truly 1D. Thus, we have confidence in AcCoRD’s algorithms for placing molecules within non-trivial spherical environments (since the initialization space was that between the two spheres), detecting imperfect surface reactions, and implementing surface reflections. Videos 4 and 5 in [23] show sample realizations with reversible adsorption and membrane transitions, respectively.

Table 2: Surface reaction coefficients used by System 3. “IRR” and “REV” stand for irreversible and reversible, respectively.

| Reaction          | Slow Reaction | Fast Reaction |
|-------------------|---------------|---------------|
| IRR Absorption    | $4.23 \text{ m}^{-1}$ | $85.9 \text{ m}^{-1}$ |
| REV Adsorption    | $4.23 \text{ m}^{-1}$ | $85.9 \text{ m}^{-1}$ |
| Desorption        | $28 \text{ s}^{-1}$ | $276 \text{ s}^{-1}$ |
| Membrane          | $4.36 \text{ m}^{-1}$ | $5045 \text{ m}^{-1}$ |

Footnote: For clarity of exposition and in consideration of space, we do not write out these analytical expressions in this work. However, we note that their general form is similar to the reaction probabilities that we describe in Appendix B.
7.4. System 4: Simple Communication System

In System 4, we consider variations of the extensively-studied molecular communication scenario with a point transmitter and a spherical receiver, as shown in Fig. 18 on page 3. The receiver has a radius of \( r = 1 \mu m \), and the transmitter is placed \( d = 5 \mu m \) from the center of the receiver. Due to the shape of the receiver, and the many variations that we consider, we consistently use a microscopic model. Unless otherwise noted, the transmitter releases an impulse of \( N_{TX} = 10^4 \) molecules at time \( t = 0 \), molecules have a diffusion coefficient of \( D = 10^{-10} \frac{m^2}{s} \), and every simulation is repeated at least 1000 times.

First, we consider a passive receiver, i.e., the receiver is a passive spherical actor through which the molecules can freely diffuse. In Fig. [18] we test three “outer” boundary conditions, namely: 1) unbounded, where molecules are unimpeded everywhere; 2) reflective, where the transmitter and receiver are in the middle of a box with a reflective outer boundary; and 3) absorbing, where the transmitter and receiver are in the middle of box with an absorbing outer boundary. Each box is a cube and we consider different box widths. The aim of this test is to assess the accuracy of assuming that a bounded environment is unbounded. For ease of analysis, it is commonly assumed that environments are unbounded. Fully bounded environments can lead to time-varying impulse responses that include infinite sums; see examples in [7]. However, many envisioned application environments, such as the human body or microfluidic devices, are clearly bounded. We expect that the accuracy of the unbounded model will depend on the time scale considered and (in this case) on the size of the box. The expected time-varying number of molecules at the receiver, \( N_{RX}(t) \), in the unbounded case is a classical result that can be described as “diffusion wave” and can be expressed from [7 Eq. (3.5)] as

\[
N_{RX}(t) = \frac{N_{TX}V_{RX}}{(4\pi D t)^{3/2}} \exp\left(-\frac{d^2}{4Dt}\right), \\
(26)
\]

where \( V_{RX} \) is the volume of the receiver, and we assume that the receiver is sufficiently far from the transmitter to assume that the concentration throughout the passive receiver is uniform; see [60].

We plot the average time-varying number of molecules at the receiver for the unbounded and box cases in Fig. [18] where we consider box widths of \( \{25, 35, 45\} \mu m \) and use a time step of \( \Delta t = 2 \text{ ms} \). The simulation of the unbounded case agrees with the analytical result, and the slight deviation at higher values of \( t \) can be improved with more realizations. We expected that the unbounded equation would overestimate the number of molecules inside the absorbing box and underestimate the number of molecules in the reflective box. This is indeed the case; the unbounded equation is accurate for early time, and for smaller boxes the deviation from this equation occurs sooner. Interestingly, for the same box size, the reflective and absorbing box models begin to deviate at the same time, i.e., at \( \{0.35, 0.75, 1.1\} \) s when the box is \( \{25, 35, 45\} \mu m \) wide, respectively. In each case, this deviation occurs in about one third of the time it would take for the “peak” of the diffusion wave to reach the edge of the box and return to the source. So, for a bounded environment to accurately model a diffusion-only unbounded environment, the distance from the area of interest to the nearest environment boundary should be at least three times the average 3D diffusion distance of \( \sqrt{6D_t} \) for the time scale \( t \) of interest.

Next, we study molecule degradation in the propagation environment, which has been considered to address the significant intersymbol interference in a diffusion-only MC system; see [65] and our previous work in [13 61]. Specifically, we compare molecule degradation through enzymatic action (using Michaelis-Menten kinetics) with passive, first order molecule degradation. With enzyme kinetics, the diffusing information molecules might reversibly bind to diffusing enzyme molecules. Binding to an enzyme also catalyzes the degradation of the information molecule, but this degradation leaves the enzyme intact.

---

8 We clarify that a “passive” actor is not synonymous with a passive receiver. In AcCoRD, all observers are passive actors. For example, a receiver with a reactive surface would still need a passive actor to count the number of molecules on the surface.

9 It can be shown that the expected time of the peak value of \( \frac{26}{26} \) at distance \( d \) is \( d^2/(6D) \), such that the average diffusion distance for time \( t = \sqrt{6D_t} \). For \( d = \{25, 35, 45\} \mu m \), the expected time for molecules to diffuse from the center of the box to the edge and back is \( \approx \{1.04, 2.04, 3.38\} \) s, respectively.
to bind with other molecules. The Michaelis-Menten reaction mechanism is commonly used to describe enzyme kinetics and can be written as\textsuperscript{[11]} Sec. 10.2
\[
E + S \underset{k_1}{\overset{k_{-1}}{\rightarrow}} ES
\]
\[
ES \underset{k_2}{\overset{k_{-2}}{\rightarrow}} E + S
\]
\[
ES \underset{k_3}{\overset{k_{-3}}{\rightarrow}} P + E,
\]
where \(E\) is the enzyme molecule, \(S\) is the substrate molecule (i.e., a molecule released by the transmitter in this context), \(ES\) is the intermediate formed by the binding of the enzyme molecule with its substrate, and \(P\) is the product molecule (which we will assume is ignored by the receiver, i.e., \(P \equiv \emptyset\)). \(k_1, k_2,\) and \(k_3\) are the corresponding reaction rate constants. If the enzyme concentration is uniform, and we assume that both \(k_1 \to 0\) and \(k_3 \to \infty\), then we can approximate Michaelis-Menten kinetics with a first order mechanism that is
\[
S \underset{k_4}{\overset{k_{-4}}{\rightarrow}} \emptyset,
\]
where \(k_4\) is \(k_1\) in (27) scaled by the average concentration of enzyme molecules. It is much faster to simulate (28) than (27), due to the extra computational load to compare distances between candidate \(E\) and \(S\) molecules with the binding radius. Furthermore, analytical solutions for signals with first-order degradation are more readily available. For example, it can be shown that first order degradation changes the diffusion wave in (26) to
\[
N_{RX}(t) = \frac{N_{TX} V_{RX}}{(4\pi D t)^{3/2}} \exp \left( -\frac{d^2}{4Dt} - k_1 t \right),
\]
i.e., an additional decaying exponential factor is added.

We compare Michaelis-Menten enzyme kinetics with first order molecule degradation as follows. We seek parameter values that are convenient to simulate. We begin with a target first order degradation rate of \(k_4 = 8\) s\(^{-1}\), a target bimolecular binding radius of \(r_B = 0.1\) \(\mu\)m, and a microscopic time step of \(\Delta t = 2\) ms. The value of \(k_4\) is sufficient to observe measurable degradation over the time scale of the diffusion wave’s peak at the passive receiver. The value of \(r_B\) is smaller than the size of the average 1D diffusion distance in one microscopic time step \(\sqrt{2D\Delta t} \approx 0.63\) \(\mu\)m, which we need to satisfy in order to relate \(r_B\) to \(k_4\) with the closed-form expression
\[
r_B = \left( \frac{3k_1 \Delta t}{4\pi} \right)^{1/4},
\]
as derived in\textsuperscript{[15]} Eq. (27). From (30), we calculate that \(r_B\) corresponds to \(k_4 = 2.094 \times 10^{-17}\) mol\(^{-1}\) m\(^3\) s\(^{-1}\), which (fortunately) is almost two orders of magnitude smaller than the largest value of \(k_4\) physically possible; see\textsuperscript{[11]} Ch. 10. The corresponding uniform enzyme concentration needed to achieve an overall binding rate that matches \(k_4\) is \(3.82 \times 10^{18}\) mol\(^{-1}\) m\(^2\). To limit the actual number of enzyme molecules needed, we place the transmitter and receiver in the middle of a reflective box of width 15 \(\mu\)m. This is significantly smaller than the smallest box considered in Fig.\textsuperscript{[18]} but only requires 12891 enzyme molecules to meet the target concentration. In the interest of computational speed, we proceed with these system parameters, while emphasizing that AcCoRD can also accommodate much larger environments. Most enzymes are proteins that tend to be larger than their substrates (see\textsuperscript{[4]} Ch. 4)), and larger molecules diffuse more slowly, so we set the enzyme \(E\) diffusion coefficient to \(2 \times 10^{-11}\) m\(^2\) s\(^{-1}\) and that of the intermediate \(ES\) to \(1.8 \times 10^{-11}\) m\(^2\) s\(^{-1}\).

In Fig.\textsuperscript{[19]} we observe the average time-varying number of molecules inside the passive receiver when the released \(S\) molecules can degrade in the propagation environment, and for additional comparison we include the case where there is no degradation but the transmitter and receiver are still in a reflective box of width 15 \(\mu\)m. We see that the simulation of first order degradation agrees well with the analytical expression in (29) and shows significant deviation from the signal without degradation given by (26) and the simulation of the bounded environment. Interestingly, the curve for the simulation of the bounded environment appears to reach a minimum after about 0.25 s and then increase. This is because molecules are returning to the center of the box after reflecting off of the boundary. The receiver occupies about 1.24\% of the box, so the expected number of molecules should converge to about 12.4.

For the enzyme kinetics in Fig.\textsuperscript{[19]} we simulate three variations in the values of \(k_1\) and \(k_4\), i.e., in the reverse (unbinding) and degradation reactions, respectively. In the ideal limit, where \(k_1 \to 0\) and \(k_4 \to \infty\), the first order degradation curve is still a clear lower bound. Near the peak of the curve, this difference is because a given enzyme molecule can only react with one observable molecule in a given time slot. For time \(t > 0.1\) s, the finite size of the environment also becomes a factor, although not to the degree observed in the absence of degradation. We also consider very slow but practical values of \(k_1\) and \(k_4\) by first setting \(k_4 = 1\) s\(^{-1}\) and then adding \(k_1 = 1\) s\(^{-1}\), when \(k_4\) is finite, an intermediate molecule can exist for multiple time slots. This slows down an enzyme molecule’s capacity to bind with multiple substrates, so overall fewer molecules degrade and more are observed at the receiver. When we include a non-zero value of \(k_1\), intermediates can also unbind with no change to the substrate, which further reduces the amount of degradation. From Fig.\textsuperscript{[10]} we clearly see that the first order degradation model has limited accuracy in modeling practical enzyme kinetics. Video 6 in\textsuperscript{[23]} shows a sample realization with non-zero \(k_1\) and \(k_4\).

For our final variation of a passive receiver, we study the time-varying statistics of the receiver’s observations

\textsuperscript{10}k_1\) and \(k_4\) typically have values between 1 and \(10^5\) s\(^{-1}\); see\textsuperscript{[11]} Ch. 10.
when the transmitter releases a series of molecule pulses with finite width. Specifically, the transmitter encodes the 10-bit sequence \([1, 1, 0, 1, 0, 1, 1, 0, 1, 1, 0, 1]\) with a bit interval of 0.1 s. For every bit 0, no molecules are released. For every bit 1, molecules are released as a zeroth order reaction \(k_r = 1 \text{s}^{-1}\) for every bit 1, the molecules degrade by binding with diffusing enzymes, and 2) the same reflective environment without degradation. Analytical curves are included for first order degradation and no degradation in an unbounded environment.

The information used to generate Fig. 20 can also be used to analyze the detection performance at the receiver, but that is not a feature currently native to AcCoRD and so is outside the scope of this paper. Video 7 in [23] shows the first five symbol intervals of a sample realization of this multi-symbol variation. Finally, we consider variations of System 4 with reactions at the surface of the receiver. Such a receiver more accurately models the chemical detection of molecules. We focus on the fully-absorbing (i.e., perfectly-absorbing) receiver and the partially-absorbing receiver, which have well known analytical results for the geometry of System 4. When the receiver is fully absorbing, the expected time-varying number of molecules absorbed is given by [70, Eq. (3.116)]

\[
N_{RX}(t) = \frac{N_{TX}r}{d} \text{erfc} \left( \frac{d - r}{\sqrt{4Dt}} \right). \tag{31}
\]

When the receiver is partially absorbing, the absorption rate \(k\) is finite. The expected time-varying number of molecules absorbed is given by [70, Eq. (3.114)]

\[
N_{RX}(t) = N_{TX} \frac{r\beta - 1}{d\beta} \left[ 1 + \text{erf} \left( \frac{r - d}{2\sqrt{Dt}} \right) \right] - \exp \left( (d - r)\beta + D\beta t^2 \right) \text{erfc} \left( \frac{d - r + 2D\beta t}{2\sqrt{Dt}} \right), \tag{32}
\]

where

\[
\beta = \frac{k}{D} + \frac{1}{r}. \tag{33}
\]

We plot the average time-varying number of molecules absorbed by the receiver in Fig. 21, where we consider full absorption and partial absorption with a rate of \(k = 200 \mu\text{m/s}\). A time step of \(\Delta t = 1 \mu\text{s}\) was used to accurately simulate the receiver reactions. Both simulations agree very well with their corresponding analytical curves. Video 8 in [23] shows a sample realization of the partially-absorbing receiver.

8. Limitations and Future Development

As we have previously noted, the development of AcCoRD is active and ongoing. In this section, we discuss...
Cumulative Number of Molecules at RX

| Time [s] | Simulation | Analytical |
|----------|------------|------------|
| 0        | 0          | 0          |
| 0.1      | 20         | 20         |
| 0.2      | 40         | 40         |
| 0.3      | 60         | 60         |
| 0.4      | 80         | 80         |
| 0.5      | 100        | 100        |

Figure 21: Average time-varying number of molecules absorbed by a spherical surface (of radius 1 µm) after release by a point source located 5 µm from the center of the sphere. Infinite ($k = \infty$) and finite ($k = 200 \mu m/s$) absorption rates are considered for the fully and partially absorbing cases, respectively.

some of AcCoRD’s current limitations and how they may be addressed in the future to improve either the accuracy or the applicability of the software. We focus on high level limitations that apply to the implementation of reaction-diffusion phenomena or the design of molecular communication systems. A more detailed description of technical constraints is included in Appendix A.

8.1. Adding Molecule Flow and Polarity

We have limited molecule behavior to pure diffusion and selected chemical reactions. We can potentially make minor improvements to the implementations of these phenomena, such as by accounting for environment boundaries in the hybrid transition rules and for surface reactions occurring within a microscopic time step. Furthermore, there are other phenomena that can influence a molecule’s behavior. Molecules could be carried by a bulk fluid flow that can vary in both space and time. For example, laminar flow, where layers of fluid slide over one another, is predominant in small blood vessels; see [71]. Also, molecular interactions could be introduced by the presence of ionic charges, such that the molecules exert attractive or repulsive forces on each other. These interactions were first considered in a molecular communication context in [72].

8.2. Expanding Actor Placement and Behavior

Actors in AcCoRD must currently be fixed in place and have independent, predetermined behavior. This is sufficient for unidirectional communication between two fixed devices, but cannot model more complex systems that may require bidirectional communication, relaying, mobility, or other behaviors that rely on real-time signal processing. In both practical biological environments and communication networks, the detection of a signal should trigger a response at the receiver. Under the framework of AcCoRD, we should couple active actors to passive actors so that molecules can be released when specified observation thresholds are met (i.e., detectors are needed to trigger the active actor). We can also consider introducing actor mobility, which can be more accurate for modeling transceivers that are able to move (e.g., bacteria).

Active actors can only release molecules according to the modulation of a concentration shift keying signal, where the number (or rate) of molecules released is linearly proportional to the current information symbol. Other types of modulation can be added, such as those described in [53]. Furthermore, adaptive transmission schemes can be considered, where the number of molecules released for a given symbol depends on the interference expected from previous symbols, as we considered in [73].

8.3. Improving Scalability

In the simulations of System 2, we observed conditions where the hybrid simulation demonstrated considerable improvement in computation speed over the microscopic model. The potential trade-offs in simulation accuracy versus computational complexity can be further improved by adding “tau-leaping” to the mesoscopic model; see [34, 35, 74]. In tau-leaping, mesoscopic time steps are used to execute multiple reaction and diffusion events simultaneously. If mesoscopic subvolumes have a sufficient number of molecules, then tau-leaping can improve the simulation run time considerably with minimal loss of accuracy. Finally, a possibility for scalability in the microscopic regime is to enable a different time step in each region.

9. Conclusions

In this paper, we introduced the AcCoRD simulator (Actor-based Communication via Reaction-Diffusion). AcCoRD is a generic 3D reaction-diffusion solver that is designed for MC analysis. It can use a combination of microscopic and mesoscopic simulation models to track time-varying molecule behavior over independent realizations. Simulation environments are defined by the flexible placement of regions. Actors are used to release or observe molecules in the regions. Utilities are provided to visualize the simulation environment and to plot the time-varying behavior or observation statistics. We described all of the simulation components, including the underlying reaction-diffusion theory. We discussed the overall AcCoRD algorithm, including its run time complexity, and we also described the work flow for running and processing a simulation. We demonstrated AcCoRD’s consistency with analytical results via a detailed series of simulations.

We hope that the development of AcCoRD will encourage a wider use of simulations within the MC community.
to support analytical modeling and predict experimental results. MC is a multi-disciplinary field and the availability of a relevant reaction-diffusion “sandbox” should improve its accessibility to new researchers while providing a flexible yet convenient platform for exploration and verification.
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Appendix A. Constraints and Limitations

In this appendix, we provide additional detailed notes on AcCoRD’s current technical constraints and limitations.

The following constraints exist for the placement of regions:

- Two regions can overlap only if one region is entirely inside the other. In that case the inner (i.e., child) region must identify the outer region as its parent (to let AcCoRD know that the nesting is intended). Multiple levels of nesting can be used, i.e., a child’s parent can also have its own parent region.
- If a spherical region (which must always be microscopic) is the parent of a box region (or vice versa), then their surfaces must be separated by at least a distance of the box region’s subvolume length $h$. If the box region is the parent of the spherical region, then the box must also be microscopic. However, a spherical region can have a mesoscopic child region.
- If a box region is the parent of a box region, then the placement of the child must be flush with subvolumes of the parent (i.e., every subvolume in the parent region is either fully within the child or not). This applies whether the parent is microscopic or mesoscopic.
- Regions can be placed adjacent to each other, including as children of the same parent region.
- A square surface cannot have a normal 3D region as its parent, but they can be placed adjacent to each other.
- Surface regions must be microscopic and can only be adjacent to other microscopic regions. This could be relaxed in a future release.

- Regions that are supposed to be neighbors but which are separated by multiple levels of nesting (e.g., grandparents and grandchildren regions) are not properly detected as neighbors. This occurs when a region shares part of its outer boundary with its parent but the parent does not share part of its outer boundary with the grandparent. This could be corrected in a future release.

The following constraints exist for the placement of actors:

- Spherical actors must be placed entirely in the microscopic regime.
- If two actors are configured to act at the same time, then they will act in a random order (according to whichever actor happens to be at the top of the timer queue). For example, if a user intends to observe molecules immediately after they are placed, then they should add a small offset to the start time of the passive actor. This could be improved in a future release by assigning an actor priority to define which actor should go “first” in the case of simultaneous behavior.

The following constraints and limitations exist for chemical reactions:

- Membrane surface reactions can only be defined at membrane surface regions.
- Absorbing and desorbing surface reactions can only be defined at non-membrane surface regions.
- There is currently no mechanism to enable a surface-bound molecule to diffuse along its surface, which should be possible if the surface is fluid (e.g., lipid bilayers in cells are 2D fluids whose molecules can move in the plane of the bilayer; see [4, Ch. 11]).

- Surface reactions only occur by testing a candidate molecule’s diffusion trajectory for crossing a reactive surface. It is more accurate to also consider the possibility that a molecule reacted with a surface even if its diffusion trajectory does not intersect the surface. We ignored this more general case, as in [24], but this might be added in a future release.

- Unbinding radii are only applied to second order microscopic reactions that have multiple products. This could be expanded in a future release to apply to all microscopic reactions with multiple products, including the unbinding of enzyme intermediates.

- Bimolecular reactions in the microscopic regime are tested at the region level, which can result in many unnecessary distance comparisons if the region is much larger than the binding radius. One workaround is to define regions on the order of the...
The assumption on subvolume size at a hybrid interface (i.e., assuming that subvolume length $h$ is $\gg \sqrt{D\Delta t}$ or $\sim \sqrt{D\Delta t}$) is applied uniformly to the entire environment and does not consider local values of diffusion coefficient or subvolume size. A future release could enable local definition of this assumption based on the specific interface and diffusing molecule.

Mesoscopic molecules added to the microscopic regime via transition rule [9], i.e., under the assumption that the subvolume is small, could be placed beyond the environment boundary. The validity of the molecule’s location is not corrected until the following microscopic time step. This can be corrected in a future release.

A mesoscopic subvolume that is adjacent to a microscopic region along some face of the subvolume should be “exposed” to that region along the entire face. The equation for the diffusion propensity in [5] assumes that this is the case.

Appendix B. Surface Reaction Probabilities

In this appendix, we list and describe the surface reaction probabilities. We also discuss the placement of the corresponding product molecules. Most equations in this appendix were derived in [24] and are included here because they are implemented directly in AcCoRD. All probabilities are described for arbitrary reaction $c$ with reactant $m$ and reaction rate [11] constant $k_c$. Where applicable, $k'_c$ is the reaction rate of reaction $c$’s reverse reaction. A direct comparison of the accuracy of the different equations for surface reactions is outside the scope of this work.

Generally, [24] derives “steady state” reaction probabilities which imply that the interactions between the molecules and the surface are in a state of equilibrium. However, these probabilities were shown to also be accurate over transient time scales. In some cases there is also a “well-mixed” reaction probability which assumes that the molecule distribution in the vicinity of the surface is homogeneous. The well-mixed probability, originally derived in [25], is in general not as accurate as the steady state expressions but it is simpler to calculate.

Appendix B.1. Absorption

First, we consider absorption, where a molecule binds to or is consumed by the surface. If absorption occurs, then the product molecule(s) is (are) placed at the surface where the surface intersected the trajectory of the diffusing reactant. If the reaction is unsuccessful, then the molecule has a perfectly-elastic collision with the surface and is reflected off of the surface at the intersection point.

The well-mixed absorption probability is [24, Eq. (1)]

$$P_{\text{abs,mixed}} = k_c \sqrt{\frac{\pi \delta t}{D_m}},$$  \hspace{1cm} (B.1)

where $\delta t$ is the corresponding time step (which can be less than or equal to the simulation’s microscopic time step $\Delta t$, depending on when the molecule was created), and $D_m$ is the molecule’s diffusion coefficient. Eq. (B.1) is accurate if

$$k_c \ll \sqrt{\frac{D_m}{\pi \delta t}},$$  \hspace{1cm} (B.2)

i.e., if $P_{\text{abs}}$ is sufficiently small.

The steady state reaction probability depends on whether the absorption is reversible. In the irreversible case, a polynomial fit was used to find the reaction probability as [24, Eq. (21)]

$$P_{\text{abs,irr}} = k'_c \sqrt{2\pi} - 3.33321 k'^2_c + 3.35669 k'^3_c - 1.52092 k'^4_c,$$  \hspace{1cm} (B.3)

where [24, Eq. (12)]

$$k'_c = k_c \sqrt{\frac{\delta t}{2D_m}},$$  \hspace{1cm} (B.4)

is the reduced absorption coefficient.

The steady state reaction probability for reversible absorption (i.e., adsorption) was derived in closed form as [24, Eq. (37)]

$$P_{\text{abs,rev}} = \frac{k'_c \sqrt{2\pi} (\gamma_2 - \gamma_1 - \gamma_1 \text{erf}(\gamma_1) + \gamma_1 \text{erf}(\gamma_2))}{\gamma_1 \gamma_2 (\gamma_2 - \gamma_1)},$$  \hspace{1cm} (B.5)

where

$$\gamma_1 = \frac{k'_c - \sqrt{k'^2_c - 2k_c \cdot \delta t}}{\sqrt{2}},$$  \hspace{1cm} (B.6)

$$\gamma_2 = \frac{k'_c + \sqrt{k'^2_c - 2k_c \cdot \delta t}}{\sqrt{2}},$$  \hspace{1cm} (B.7)

$k_{cr}$ is the rate of the reverse desorption reaction, erf$(\cdot)$ is the scaled complementary error function

$$\text{erf}(\gamma) = \exp \left(\frac{\gamma^2}{2}\right) \left(1 - \text{erf}(\gamma)\right),$$  \hspace{1cm} (B.8)

and the error function erf$(\cdot)$ is defined in [7].

---

[9] Strictly speaking, absorption and membrane reactions are defined by a reaction coefficient, but we use the term “rate” here for consistency.
Appendix B.2. Desorption

Desorption releases a molecule that was bound to the surface. In the irreversible case, the probability of reaction is the same as that for a non-surface first order reaction, i.e., as in [10]. However, we must still determine where to place the product. We place the product along the surface normal from the point where the reactant was bound. A steady state distance \( x \) along the normal can be generated via [24, Eq. (27)]

\[
x = \frac{0.571825u - 0.552246u^2}{1 - 1.53908u + 0.546424u^2} \sqrt{2D_m \delta t},
\]

(B.9)

where \( D_m \) is the diffusion coefficient of the molecule once it is unbound from the surface and \( u \) is a single uniform random variable between 0 and 1. Eq. (B.9) was determined numerically with the assumption that the precise reaction time was unknown. In AcCoRD, we can determine the time of irreversible desorption using the method described in Section 4.3. Given desorption time \( t_1 \), the molecule will have \( \delta t - t_1 \) seconds to diffuse from the surface, and the distance \( x \) along the normal can be generated via

\[
x = \sqrt{8D_m(\delta t - t_1)}n,
\]

(B.10)

where \( n \) is a normal random variable with mean 0 and variance 1. Eq. (B.10) is twice the unbounded diffusion distance for this time interval because here we have a reflective surface (since the desorption is irreversible), and in AcCoRD we use (B.10) by specifying the “full diffusion” option for placing desorbed molecules.

The reaction probability for reversible desorption can be written as a function of the corresponding absorption (i.e., adsorption) reaction in [B.5], i.e., [24, Eq. (32)]

\[
P_{\text{des,rev}}|_{ss} = \frac{k_c}{k_{c,r}} \frac{D_m \delta t}{\pi} P_{\text{abs,rev}}|_{ss},
\]

(B.11)

where here \( k_c \) is the desorption rate and \( k_{c,r} \) is the rate of the reverse adsorbing reaction.

Since the exact desorption times are unknown in the reversible case, we should only consider molecule placement via the corresponding steady state equation, which was determined numerically as [24, Eq. (35)]

\[
x = \frac{0.729614u - 0.70252u^2}{1 - 1.47494u + 0.48371u^2} \sqrt{2D_m \delta t}.
\]

(B.12)

Appendix B.3. Membrane Transitions

Membrane reactions enable selective transitions across a surface. When these reactions occur successfully, the diffusing molecule continues along its original trajectory. Otherwise, it is reflected off of the surface at the point where the trajectory intersected the surface.

In the irreversible case, a molecule can only transition in one direction. Thus, the transition probabilities in this case are the same as for an absorption reaction with the same reaction rate, i.e., the well-mixed probability is given by [B.1] and the steady state probability is given by [B.3]. The forward and reverse reactions in reversible membrane transitions are analogous to each other. Thus, unlike the irreversible case, reversible membrane reactions are not analogous to reversible adsorption. The transition probability for reversible membrane transitions was derived as [24, Eq. (47)]

\[
P_{\text{mem,rev}}|_{ss} = \frac{k_c}{(k_c + k_{c,r})} \left[ \frac{2(k_c + k_{c,r})}{\pi} + \sqrt{\frac{\pi}{2}} \text{erfcx} \left( \sqrt{\frac{2}{2} (k_c + k_{c,r})} \right) - 1 \right],
\]

(B.13)

where \( k_c \) is the reaction rate for the transition in the direction being considered.

Appendix C. Detailed AcCoRD Algorithms

In this appendix, we describe each of the four system evolution steps of the overall AcCoRD algorithm that was presented in Section 5.1. Specifically, we describe active actor behavior, passive actor behavior, evolution of the microscopic regime, and evolution of the mesoscopic regime. We also include comments as appropriate on the computational speed of the microscopic and mesoscopic algorithms using big O notation (\( O(\cdot) \)).

Appendix C.1. Active Actors

The algorithm for executing an active actor simulation step is presented in Algorithm 2. Each step takes one of two actions: either a new symbol is created for some actor or molecules from an existing symbol are released by actor \( a \). We separate these two actions in order to accommodate the release of molecules over a release interval. The release interval can be instantaneous or any finite interval independent of the actor’s action interval, i.e., symbol interval. By defining the release interval to be longer than the action interval, it is technically possible for an actor to be releasing molecules for multiple symbols simultaneously (although this is most likely impractical for a molecular communication system).

When a new symbol is needed, we generate the symbol bits randomly (with some independent probability) or read them from a sequence provided by the configuration file. The modulation properties and the new symbol bits are used to determine how many molecules to release and how often. For example, concentration shift keying (CSK) releases molecules at a uniform rate over the release interval, where the rate is linearly proportional to the symbol value.

When the current actor action is the actual release of molecules, we use the modulation properties to determine how many molecules to release at the current time. If the release times within the interval are random, then only one
molecule will be released and we must randomly generate the next molecule release time as a zeroth order reaction process (see Section 4.3 for the simulation of zeroth order reactions). Otherwise, the number of molecules will depend on the modulation strength, and we calculate the next molecule release time using a slot interval, which is a subset of the release interval. In either case, if the next molecule release time is beyond the current release interval, then it is ignored and transmission for the corresponding symbol is complete.

Every molecule released by actor \( a \) is initialized at a uniformly-generated random location within the actor volume. If the location is within the microscopic regime, then the molecule is added to the corresponding region’s linked list for that molecule type. If the location is within the mesoscopic regime, then the molecule count in the corresponding subvolume is incremented and the subvolume’s reaction propensities are updated as described in Appendix C.2.

At the end of the active actor simulation step, we determine actor \( a \)’s next action by comparing the time of the next new symbol with that of the next molecule release. The corresponding time is used to update the actor’s timer.

Algorithm 2 Active Actor Step

```plaintext
1: procedure ACTIVE_ACTION(a)
2:   if Next actor \( a \) action is new symbol then
3:     if Bits are random then
4:       Generate random symbol bits
5:     else
6:       Read defined symbol bits
7:     end if
8:   end if
9:   // Determine modulation parameters
10:  // Update list of current symbols
11:  // Update time of next new symbol
12:  else \( \triangleright \) Releasing molecule(s) for a current symbol
13:    if Release times random then
14:      \( N_{\text{new}} \leftarrow 1 \) \( \triangleright \) Only one new molecule
15:    else
16:      Calculate \( N_{\text{new}} \)
17:      Calculate next release time
18:    end if
19:    for All \( N_{\text{new}} \) do
20:      Place new molecule within actor \( a \)
21:    end for
22:    Update time of symbol’s next molecule release
23:  end if
24:  Determine actor \( a \)’s next action
25:  Update actor \( a \)’s timer
26: end procedure
```

Algorithm 3 Passive Actor Step

```plaintext
1: procedure PASSIVE_ACTION(a)
2:   for Each type of molecule being observed do
3:     for Every region within actor \( a \) do
4:       if Region microscopic then
5:         for Every molecule in “recent” list do
6:           if Molecule within actor \( a \) then
7:             Record molecule
8:           end if
9:         end for
10:       end if
11:       else \( \triangleright \) Region mesoscopic
12:         for Every subvolume within actor \( a \) do
13:           if Entire subvolume inside actor then
14:             Record all molecules
15:           else \( \triangleright \) Partial overlap
16:             for Every molecule do
17:               Flip biased coin for location
18:               if Molecule within actor \( a \) then
19:                 Record molecule
20:               end if
21:             end for
22:           end if
23:         end for \( \triangleright \) Microscopic or mesoscopic?
24:       end for \( \triangleright \) Regions in actor \( a \)
25:     end for \( \triangleright \) Molecule types
26:   end for
27: Append observations to realization list
28: Update actor \( a \)’s timer
29: end procedure
```

Appendix C.2. Passive Actors

The algorithm for executing a passive actor simulation step is presented in Algorithm 3 for passive actor \( a \). We test the location of all candidate molecules against the boundary of the actor. This test is trivial for molecules whose region is known to be entirely inside the actor. Any molecule that is within the actor is recorded. In general, we only count the number of each type of molecule that the actor is configured to observe. Optionally, the observation can also include the molecule location coordinates. These coordinates are necessary if making a video from the simulation output.

In microscopic regions, the precise coordinates of every molecule are already known and so the test for being inside actor \( a \) is a purely geometric problem. It is also straightforward to record molecule locations if needed. In mesoscopic regions, we consider the individual subvolumes. If a subvolume is known to be inside the actor, then all corresponding molecules are recorded. Otherwise, we flip a biased coin for each molecule based on the relative fraction of the subvolume that is within actor \( a \). If molecule locations are needed, then they are randomly generated.
within the subvolume (or a fraction thereof when the entire subvolume is not within the actor).

Once all molecules have been recorded, we append this information to the master list of observations for the current realization. Finally, we update actor a’s timer by incrementing it by the actor’s action interval.

Appendix C.3. Microscopic Steps

The algorithm for executing a microscopic simulation step is presented in Algorithm 4. The primary stages in this algorithm are (in order) the execution of zeroth order reactions, first order reactions, diffusion, and second order reactions. For clarity of presentation in Algorithm 4, we omit showing that each stage is completed for all regions before proceeding to the next stage.

Appendix C.3.1. Zeroth Order Reactions

Zeroth order reactions in a microscopic region each have their own internal timer to track the time of the most recent reaction event. Within a microscopic time step, we generate the delay between reaction times as exponential random variables according to \( k_{\text{on}} \) in Section 4.3. We continue until the reaction time exceeds the time remaining in the step and is saved for the next time step. Random reaction locations are generated uniformly within the region volume. Every product molecule is added to the region’s corresponding “recent” molecule list with the reaction location and the molecule’s time step.

The generation of zeroth order reaction times is effectively analogous to how zeroth order reaction events can occur in the mesoscopic regime. Thus, this process for zeroth order reaction \( c \) in region \( r \) takes \( \mathcal{O}(N_{\text{micro},r}) \) time, where \( V_r \) is the region’s volume.

Appendix C.3.2. First Order Reactions

The stage for non-surface first order reactions is as follows. For each molecule that can be the reactant in a first order reaction, we generate a uniform random variable \( a \) between 0 and 1 and compare it with the probability of the reaction occurring in \( \mathcal{O}(\Delta t) \) (or with the probabilities generated by [17] if the molecule is a potential reactant in more than one non-surface first order reaction). If a reaction is successful, then we generate the precise reaction time as a constrained exponential random variable via [18]. Product molecules are initialized at the same location as the reactant. This process is iterative, so a product molecule that can also be the reactant in a first order reaction is tested for reacting in the time still remaining within the time step. As with zeroth order reactions, the generation of reaction times is effectively analogous to how it is done in the mesoscopic regime, so the number of instances of first order reaction \( c \) grows with \( \mathcal{O}(k_{\text{on}}N_{\text{micro},r}) \), where \( N_{\text{micro},r} \) is the number of corresponding reactant molecules in the region.

### Algorithm 4 Microscopic Regime Step

| Line | Code |
|------|------|
| 1    | procedure MICROSCOPIC_STEP |
| 2    | for Every zeroth order reaction type do |
| 3    | while Next reaction time within time step do |
| 4    | Execute reaction |
| 5    | Generate next reaction time |
| 6    | end while |
| 7    | end for |
| 8    | for Every molecule do |
| 9    | while First order reaction is possible do |
| 10   | Flip coin for first order reaction |
| 11   | if Reaction occurs then |
| 12   | Generate reaction time |
| 13   | Execute reaction |
| 14   | end if |
| 15   | end while |
| 16   | end for |
| 17   | for Every molecule do |
| 18   | Generate new location via diffusion |
| 19   | Validate new location |
| 20   | if Molecule entered mesoscopic regime then |
| 21   | Place molecule in subvolume |
| 22   | else if Molecule reacted with surface then |
| 23   | Execute reaction |
| 24   | else |
| 25   | Update molecule in “normal” list |
| 26   | end if |
| 27   | end for |
| 28   | for Every second order reaction do |
| 29   | for Every valid first reactant do |
| 30   | for Every valid second reactant do |
| 31   | if Reactants within binding radius then |
| 32   | if Reactants reach reaction site then |
| 33   | Execute reaction |
| 34   | Separate with unbinding radius |
| 35   | end if |
| 36   | end if |
| 37   | end for |
| 38   | end for |
| 39   | end for |
| 40   | Update subvolume propensities as needed |
| 41   | Increment microscopic timer by \( \Delta t \) |
| 42   | end procedure |

Appendix C.3.3. Diffusion

The diffusion stage generates a potential diffusion trajectory for every molecule with a nonzero diffusion coefficient. The time to generate and test the trajectories grows with \( \mathcal{O}(N_{\text{micro},r}) \), where \( N_{\text{micro},r} \) is the number of molecules in microscopic region \( r \). We follow each proposed trajectory from the initial location to the proposed new location in a process that we approximate as taking \( \mathcal{O}(|\Omega_{\text{neigh},r}|) \) time, where \( |\Omega_{\text{neigh},r}| \) is the number of regions that are neighbors of region \( r \). In practice, \( \mathcal{O}(|\Omega_{\text{neigh},r}|) \) time can be considerable, since we need to
check every neighbor for a trajectory intersection and implement the corresponding behavior at the closest intersecting neighbor. This process must then be repeated for every boundary reflection or transition to a normal (i.e., non-surface) neighbor.

Molecules are permitted to transition between adjacent normal regions without impedance. If the trajectory crosses a region boundary where there is no adjacent region, then we reflect the trajectory from the point of intersection with the boundary. If the trajectory crosses a surface region, then we test the corresponding surface reaction (either absorption or a membrane transition, if applicable) with its probability calculated in Appendix B and we reflect the trajectory if the surface reaction fails. If absorption occurs, then we execute the corresponding reaction with a reaction time that is at the end of the time step. If a membrane transition occurs, then the molecule can pass through the surface and we continue to test the proposed trajectory.

If the diffusion trajectory crosses a mesoscopic region, then we place the molecule in the first mesoscopic subvolume crossed by the trajectory. Even if a molecule’s trajectory does not cross a mesoscopic region, it can be placed in a mesoscopic region if the molecule’s final location is in a region that neighbors a mesoscopic region, which we test by comparing a uniform random variable $u$ with the probability in (4). This probability is a function of the initial and final distances from the hybrid interface. Performing this test takes considerable time, since we need to calculate the corresponding distances and generate a random variable, so we ignore this test if either the initial or final distance is greater than the defined maximum distance $l_{\text{max}}$. Every molecule that is still in the microscopic regime at the end of the diffusion stage is in the corresponding region’s “normal” list.

Appendix C.3.4. Second Order Reactions
In the stage for second order reactions, we compare the distances between pairs of candidate reactants for every possible reaction. This takes up to $O\left(N_{\text{micro},r}\left(N_{\text{micro},r} + \sum_{\text{neighb},r} N_{\text{micro},w}\right)\right)$ time for each reaction in region $r$, where the summation is over the set of regions that are neighbors to region $r$ and $N_{\text{micro},w}$ is the number of microscopic molecules in neighboring region $w$. To be a candidate pair, the two molecules must satisfy all of the following criteria:

- Be the specific reactants for the current second order reaction.
- Be located in the same or neighboring microscopic regions.
- Have not yet participated in a second order reaction within the current time step (either as a reactant or product).

If a candidate pair of reactants are separated by less than the reaction binding radius $r_B$, then the candidate reaction site is determined from the reactants’ diffusion coefficients $D_A$ and $D_B$. If the current locations (i.e., after diffusing) of reactants 1 and 2 are $\vec{r}_1 = \{x_1, y_1, z_1\}$ and $\vec{r}_2 = \{x_2, y_2, z_2\}$, respectively, then the candidate reaction site $\vec{r}_{\text{rxn}}$ is

$$\vec{r}_{\text{rxn}} = \frac{D_1}{D_1 + D_2}(\vec{r}_2 - \vec{r}_1) + \vec{r}_1.$$  \hspace{1cm} (C.1)

To validate $\vec{r}_{\text{rxn}}$, we follow the trajectory of each reactant from their current location. Both reactants must be able to reach $\vec{r}_{\text{rxn}}$. We deem $\vec{r}_{\text{rxn}}$ to be invalid if any of the following are true:

- Either reactant reflects off of a surface.
- Either reactant crosses a mesoscopic region.
- $\vec{r}_{\text{rxn}}$ is in a region where the current second order reaction was not defined.

We assume that all potential surface reactions at this stage would lead to reflection (which invalidates the candidate second order reaction site) because we force the time step for reactions to $\delta t = 0$. This is an approximation since we assume that the translation of reactants to the reaction site occurs spontaneously at the end of the current time step (since surface reactions were already assessed for each reactant in the diffusion stage). If $\vec{r}_{\text{rxn}}$ is valid, then we remove the reactants and add product molecules that are centered around $\vec{r}_{\text{rxn}}$ according to the unbinding radius $r_U$. Otherwise, the reaction does not occur and the reactants remain at their current locations. If there is one product, then it is placed at $\vec{r}_{\text{rxn}}$. If there are at least two products, then the displacement of each product is $r_U$ scaled by the relative diffusion coefficient (similar to how we determined $\vec{r}_{\text{rxn}}$ in (C.1)). If there are two products, then they are placed in the same directions as the locations of the two reactants. If there are more than two products, then the directions are determined randomly. We track the trajectory of each product molecule from the reaction site in case the molecule reflects off of a surface or enters a mesoscopic region, and correct the product molecule’s location as needed.

At the end of the microscopic simulation step, we update the propensities of mesoscopic subvolumes that had molecules added via diffusion (as described in Appendix C.4), and then we increment the microscopic timer by the microscopic time step $\Delta t$.

Appendix C.4. Mesoscopic Steps
The algorithm for executing a mesoscopic simulation step is presented in Algorithm 3. Each potential reaction event in every mesoscopic subvolume, including chemical reactions and diffusion between adjacent subvolumes, is assigned a propensity, $\alpha$. We described the calculation of event propensities in Section 4 as functions of the type of
Algorithm 5 Mesoscopic Regime Step

1: procedure MESOSCOPIC_STEP
2: Determine subvolume of next reaction (via NRM)
3: Determine next reaction in subvolume (via DM)
4: if Next event is diffusion then
5: Determine molecule type and destination
6: Decrement molecule count in source subvolume
7: if Destination subvolume is microscopic then
8: Create microscopic molecule
9: else \( \triangleright \) Destination is also mesoscopic
10: Increment molecule count in destination
11: Update destination propensity (via NRM)
12: end if
13: else \( \triangleright \) Next event is chemical reaction
14: Adjust molecule counts
15: end if
16: Update source propensity (via NRM)
17: Update mesoscopic timer
18: end procedure

The primary feature in a mesoscopic algorithm is how the reaction propensities are used to determine the order of reaction events, when the events occur, and how the order is updated. There are several mathematically equivalent methods for doing so, and they can be integrated as desired for a given implementation. In AcCoRD we adopt the Next Subvolume Method (NSM), which was originally proposed in \([76]\) and uses both Gillespie’s original Direct Method (DM; see \([46]\)) and Gibson and Bruck’s Next Reaction Method (NRM; see \([77]\)). Specifically, we use the NRM to determine the subvolume where the next event will occur and the DM to determine the next event in a given subvolume. Even though the NRM is efficient when there is a very large number of events, the NSM was shown in \([76]\) to be faster than applying the NRM to all events.

The primary difference between the original NSM and the implementation in AcCoRD is that AcCoRD accounts for the hybrid interface between microscopic and mesoscopic regimes. The event propensity for a subvolume molecule to enter a microscopic region, and the algorithm for determining a new microscopic molecule’s location, were described in Section \([12, 22]\).

Appendix C.4.1. Next Reaction Method in NSM

The NSM uses the NRM to determine the subvolume where the next reaction occurs. We sort all subvolumes in an indexed priority queue. Subvolume \( s \) has an associated subvolume propensity \( \alpha_s \), which is the sum of all propensities of all possible reaction events in that subvolume. Given the subvolume’s initial propensity \( \alpha_{s,i} \), the time \( t_i \) until the first reaction event can be generated as an exponential random variable via

\[
t_i = -\frac{\log u}{\alpha_{s,i}}, \tag{C.2}
\]

where \( u \) is a uniform random number between 0 and 1. We sort the subvolumes in the indexed priority queue according to their reaction times, such that the subvolume with the lowest time is at the front of the queue (and can be immediately found, i.e., in \( \mathcal{O}(1) \) time). When a reaction occurs in subvolume \( s \), then the propensity \( \alpha_{s,i} \) is updated (if the number of molecules of any type changed) and the time until the next subvolume event is obtained via \((C.2)\). Sometimes, the propensity can change \textit{without} a reaction occurring in the subvolume, i.e., if molecules are added to the subvolume by an active actor or via diffusion. If this occurs, then the reaction time can be updated \textit{without} generating a new random number. Given the initial propensity \( \alpha_{s,i} \), the updated propensity \( \alpha_{s,f} \), the original reaction time \( t_i \), and the current simulation time \( t_c \), then the updated subvolume event time \( t_f \) is \([77, p. 1881]\)

\[
t_f = t_c + \frac{\alpha_{s,i}}{\alpha_{s,f}} (t_i - t_c), \tag{C.3}
\]

and this update is much faster than using \((C.2)\). When the subvolume reaction time is updated (either via \((C.2)\) or \((C.3)\), we also update the subvolume’s place in the indexed priority queue, which takes \( \mathcal{O}(\log N_{\text{Sub}}) \) time, where \( N_{\text{Sub}} \) is the total number of subvolumes. However, as noted in \([77]\), updating the queue often takes much less than \( \mathcal{O}(\log N_{\text{Sub}}) \) time if a small number of subvolumes are much more likely to have an event than the others. At the end of the mesoscopic simulation step, we read the time associated with the subvolume at the front of the queue to update the mesoscopic timer.

Appendix C.4.2. Direct Method in NSM

The NSM uses the DM to determine which subvolume reaction takes place. This process is effectively a biased die roll where the probability of each event is proportional to the propensity of that event. If reaction \( c \) has propensity \( \alpha_c \), then it has probability \( \alpha_c/\alpha_s \) of being the next reaction in subvolume \( s \). We perform the die roll by generating a uniform random number \( u \) and comparing it with the cumulative sum of \( \alpha_c/\alpha_s \) terms for subvolume \( s \); see \([46, Eq. (27b)]\).

Using the DM takes \( \mathcal{O}(N_{\text{Event}}) \) time, where \( N_{\text{Event}} \) is the total number of possible events in that subvolume, i.e., all chemical reactions and diffusion of each type of molecule to every neighboring subvolume. Every distinguishable reaction is a distinct event. For example, consider a subvolume with two types of molecules. If the molecules can participate in one of three chemical reactions (either as a reactant or product), and both types of molecule can diffuse into any of the subvolume’s six neighbors, then there are a total of \( 3 + 2 \times 6 = 15 \) possible events.
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Appendix C.4.3. Executing Events

Once the NSM has determined the current event, it is executed by adjusting the corresponding molecule counts. This takes $O(1)$ time for a diffusion event and $O(|\Omega_{\text{Mal}}|)$ time for a chemical reaction event, where $|\Omega_{\text{Mal}}|$ is the number of molecule types. It also takes $O(N_{\text{Event}})$ time to update the event propensities within the subvolume (or subvolumes in the case of diffusion). As mentioned previously, the individual event propensities are added to get the total subvolume propensity $\alpha$, and then we can recalculate the subvolume’s next event time.

Given the time to execute the NSM and the time to execute the current event, one mesoscopic step takes $O(\log N_{\text{Sub}} + N_{\text{Event}} + |\Omega_{\text{Mal}}|) = O(\log N_{\text{Sub}} + N_{\text{Event}})$ time, since the number of events is a linear function of the number of types of molecules.

Appendix D. Review of Statistics

In this appendix, we review expressions for the probability distributions and mutual information used in Ac-CoRD’s post-processing utilities.

Appendix D.1. Binomial Distribution

If we assume that all molecules behave independently and have the same probability of being observed at some time by a passive actor, then it is natural to describe the number of molecules observed by the Binomial random variable; see [58, Ch. 5]. Suppose that $X$ is a Binomial random variable and corresponds to the number of molecules observed, then the probability mass function (PMF) of $X$ is [58, Eq. (5.1.2)]

$$\Pr\{X = k\} = \binom{n}{k} p^k (1 - p)^{n-k}, \quad (D.1)$$

where $k \in \{0, 1, \ldots, n\}$. The PMF can be more convenient to calculate via [78, Eq. (26.5.25)]

$$\Pr\{X \leq i\} = \sum_{k=0}^{i} \binom{n}{k} p^k (1 - p)^{n-k}, \quad (D.6)$$

which can be more convenient to calculate via [78, Eq. (26.5.24)]

$$\Pr\{X \leq i\} = I_{1-p} (n - i, i + 1). \quad (D.7)$$

Appendix D.2. Poisson Approximation

One approximation of the Binomial distribution uses the Poisson distribution with mean $np$, which is valid when $n$ is sufficiently large and $p$ is sufficiently small; see [58, Ch. 5]. If $X$ is a Poisson random variable with mean $np$, then its PMF is [58, Eq. (5.2.1)]

$$\Pr\{X = k\} = \frac{(np)^k \exp(-np)}{k!}, \quad (D.8)$$

and its CDF is

$$\Pr\{X \leq i\} = \sum_{k=0}^{i} \frac{(np)^k \exp(-np)}{k!}. \quad (D.9)$$

Using [78, Eqs. (26.4.19), (26.4.21)], it can be shown that the CDF can also be calculated as

$$\Pr\{X \leq i\} = \frac{\Gamma([i + 1], np)}{\Gamma([i + 1])}, \quad (D.10)$$

where [78, Eq. (6.5.3)]

$$\Gamma(a, x) = \int_{x}^{\infty} t^{a-1} \exp(-t) \, dt \quad (D.11)$$

is the incomplete Gamma function and [78, Eq. (6.1.1)]

$$\Gamma(a) = \Gamma(a, x)|_{x=0} \quad (D.12)$$

is the Gamma function.

Appendix D.3. Gaussian Approximation

By the central limit theorem, a Binomial random variable can also be approximated as a Gaussian random variable with mean $np$ and variance $np(1-p)$; see [58, Ch. 6]. However, since a Gaussian distribution has real support, we should include a continuity correction to approximate the discrete Binomial distribution. If Binomial random variable $X$ is approximated by Gaussian random variable $Y$, then the PMF of $X$, $\Pr\{X = k\}$, should be approximated using $\Pr\{k - 0.5 < Y < k + 0.5\}$. By adding the continuity correction to [78, Eq. (2.1-93)], we approximate the CDF of Binomial random variable $X$ as

$$\Pr\{X \leq k\} = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{k + 0.5 - np}{\sqrt{2np(1-p)}} \right) \right], \quad (D.13)$$

and we obtain the PMF $\Pr\{X = k\}$ by subtracting $\Pr\{X \leq k-1\}$ from $\Pr\{X \leq k\}$.


Appendix D.4. Mutual Information

The mutual information between two variables $X$ and $Y$, $I(X;Y)$, measures how much the knowledge of one variable aids in the prediction of a second variable. It is defined as \[ Eq. (2.28) \]

$$ I(X;Y) = \sum_x \sum_y \Pr(X = x, Y = y) \times \log \frac{\Pr(X = x, Y = y)}{\Pr(X = x) \Pr(Y = y)} $$

where $\Pr(X = x, Y = y)$ is the joint probability distribution of $X$ and $Y$, and $\Pr(X = x)$ and $\Pr(Y = y)$ are the marginal distributions of $X$ and $Y$, respectively. Given realizations of the two variables $X$ and $Y$, we can calculate these distributions empirically. If $X$ and $Y$ are independent, then knowing $X$ does not provide any greater certainty in predicting the value of $Y$ (or vice versa). Theoretically, independent variables have $I(X;Y) = 0$, though calculating mutual information from a finite number of realizations will generally result in a non-zero value; see \[62\].

Appendix E. Video Summary

There are eight videos in \[23\]. Video 1 shows a sample environment described in Section \[3\]. The environments in the remaining videos are shown in Section \[1\] and complete descriptions can be found in Section \[7\]. For clarity, each video generally shows fewer molecules than the corresponding simulation. Summaries of the video files are as follows:

1. **Video 1**: This video shows a simulation of the environment in Fig. 3 on page 3. Molecules are released by the blue surface. They can diffuse (in one direction) through the green membrane surface and be absorbed by the sphere. All other boundaries are reflective. The trajectory of one molecule is emphasized by showing it in red (until it is absorbed and turns blue).

2. **Video 2**: This video shows a simulation of System 1, whose environment is shown in Fig. 1 on page 1 and Fig. 5 on page 21. The system has adjacent microscopic and mesoscopic regions of equal size. Molecules are initialized uniformly throughout the environment and freely diffuse throughout. All boundaries are reflective. The trajectory of one molecule is emphasized by showing it in blue in the mesoscopic regime and in red in the microscopic regime.

3. **Video 3**: This video shows a simulation of a subset of System 2, whose environment is shown in Fig. 2 on page 3. The system is a rectangular rod that is mostly a mesoscopic region but the end with an absorbing surface is microscopic. Molecules are initialized uniformly throughout the environment and freely diffuse until they are absorbed. The molecules are dark grey in the mesoscopic region, light grey in the microscopic region, and turn red when absorbed.

4. **Video 4**: This video shows a simulation of a small subset of System 3, whose full environment is shown in Fig. 3 on page 4. Molecules are initialized in the narrow space between two spheres. These molecules can irreversibly absorb to the outer sphere (and turn blue) and are reflected off of the inner sphere.

5. **Video 5**: This video shows a simulation of a small subset of System 3, whose full environment is shown in Fig. 3 on page 4. Molecules are initialized in the narrow space between two spheres. These molecules can probabilistically diffuse through the inner sphere in either direction (i.e., the inner sphere is a bidirectional membrane) and are reflected off of the outer sphere. The molecules turn yellow while they are inside the inner sphere.

6. **Video 6**: This video shows a simulation of System 4, whose environment is shown in Fig. 4 on page 4. A point transmitter releases molecules that are observed at a passive sphere. The released molecules are blue while they diffuse freely, yellow while they are bound to enzyme molecules, and red while they are inside the sphere. The unbound enzymes are white.

7. **Video 7**: This video shows a simulation of System 4, whose environment is shown in Fig. 4 on page 4. A point transmitter releases multiple pulses of molecules that are observed at a passive sphere. The molecules turn red while they are inside the sphere.

8. **Video 8**: This video shows a simulation of System 4, whose environment is shown in Fig. 4 on page 4. A point transmitter releases molecules that are observed at an absorbing sphere. The molecules turn red when they are absorbed.
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