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ABSTRACT
This paper concerns the enumeration of simultaneous conjugacy classes of tuples of commuting unitary matrices and of commuting symplectic matrices over a finite field $F_q$ of odd size. For any given conjugacy class, the orbits for the action of its centralizer group on itself by conjugation (that is, the conjugacy classes within the centralizer group) are called branches. We determine the branching rules for the unitary groups $U_2(F_q), U_3(F_q),$ and for the symplectic groups $Sp_2(F_q), Sp_4(F_q)$.
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1. Introduction

Let $G$ be a finite group and $k$ a positive integer. The group $G$ acts on the set,

$$G^{(k)} = \{(g_1, \ldots, g_k) \in G^k | g_i g_j = g_j g_i, \forall 1 \leq i \neq j \leq k\}$$

of $k$-tuples of pair-wise commuting elements in $G$ by simultaneous conjugation. The question here is to determine the (number of) orbits, which is simultaneous conjugacy classes of commuting elements for a given $G$. The evaluation of the number of simultaneous conjugacy classes of commuting elements is done with the help of branching rules. For a given conjugacy class $C(g)$ of $g$ in $G$, the orbits for the conjugacy action of the centralizer $Z_G(g)$ on itself (that is the conjugacy classes within $Z_G(g)$) are called branches of the given conjugacy class $C(g)$. Notice that the computation of simultaneous conjugacy classes of commuting elements amounts to

(a) computing branches of all conjugacy classes of $G$,  
(b) computing branches of all conjugacy classes of centralizer subgroups of $G$, and 
(c) continue the step (b) for further centralizer subgroups within those centralizer subgroups iteratively.

For the step (a) we simply need to compute the branches for the types (the elements of which centralizer subgroups are isomorphic). Now, the conjugacy classes in a particular $Z_G(g)$ are either a conjugacy class of $G$ or a new type (because of splitting of a class of $G$). For the steps (b) and (c) we compute the branches for the new types. This information is stored in a branching table.
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which is indexed by the types of conjugacy classes of $G$ along with the new ones. The $r$th entry of the branching tables stores the number of times the class $C_r$ appears in branching of class $C_n$, thus giving rise to the branching matrix $B_G$. This paper concerns determination of this branching matrix for some matrix groups. The first named author studied this problem for the algebra of all matrices over finite field in [15, 17] which also gives the answer for the group $GL_n(F_q)$. In this paper we continue this study for unitary and symplectic groups.

One of the central problems in group theory is to understand commuting probability for a group. The probability of finding a $k$-tuple (or $k$ elements in $G$ randomly) of elements of $G$ which commute pair-wise is defined by

$$cp_k(G) = \frac{|G^{(k)}|}{|G|^k}.$$  

Erdos and Turan [5] showed that $cp_2(G) = \frac{1}{|G|}$, where $l$ is the number of conjugacy classes in $G$. Lescot (see [12, Lemma 4.1]) gave a recurrence formula for $cp_k(G)$:

$$cp_k(G) = \frac{1}{|G|} \sum_{i=1}^l cp_{k-1}(Z_G(g_i)) \left|\frac{C(g_i)}{C(g_j)}\right|^{k-2},$$  

where $C(g_i)$ denotes the conjugacy class of $g_i$ in $G$, and $Z_G(g_i)$ denotes the centralizer of $g_i$ in $G$. Let $c_G(k)$ be the number of simultaneous conjugacy classes of $k$-tuples of pairwise commuting elements of $G$. We set $c_G(0) = 1$. For the case $k \geq 3$, we use Lescot’s formula to relate $cp_k(G)$ to $c_G(k-1)$ and the branching matrix $B_G$ as follows.

**Theorem 1.1.** Let $G$ be a finite group and $k$ be a positive integer. The probability that a $k$-tuple of elements of $G$ commute is

$$cp_k(G) = \frac{c_G(k-1)}{|G|^{k-1}} = \frac{1}{|G|^{k-1}} B_G^{k-1} e_1,$$

where $1$ is a row matrix with all 1’s, the vector $e_1$ is the column vector with 1 at first place and 0 elsewhere and $B_G$ is the branching matrix of $G$.

We prove this in Section 7. Using this one can compute $cp_k(G)$ easily for those groups where we compute the branching matrix. We plan to continue our study along these lines too in future. For more information on the importance of commuting probability, we refer to [6, 7, 9, 11, 12].

In [3] the simultaneous conjugacy classes, the orbits of the action of $G$ on $G^k$ by conjugation, are studied in the context of complete reducibility for algebraic groups. The moduli spaces of ordered pairs and ordered triples of commuting elements in a compact Lie group, up to simultaneous conjugacy, is studied in [2]. In [13] the indecomposable symplectic modules of $C_2 \times C_2$ in characteristic 2 are studied, which comes down to essentially looking at this problem for ordered pairs. In general, the branching helps in computing the indecomposable (unitary, symplectic, orthogonal) $kA$-module where $A$ is a finite Abelian group. We compute the number of simultaneous conjugacy classes of $k$-tuples of commuting matrices in $U_n(F_q)$ and $Sp_{2l}(F_q)$ for $n = 2, 3$ and $l = 1, 2$, which gives the number of isomorphism classes of $n$-dimensional unitary representations and symplectic representations, of the polynomial algebra in $k$ variables $F_{q^2}[x_1, ..., x_k]$ and $F_{q^2}[x_1, ..., x_k]$ respectively.

Let $F_q$ be a finite field, where $q$ is a prime power, and $q$ is odd. Consider $F_{q^2}$, the degree 2 field extension of $F_q$ and the involution $\sigma : F_{q^2} \to F_q$ given by $\sigma(x) = x^q$ for $x \in F_{q^2}$. Let $V$ be an $n$-dimensional vector space over $F_{q^2}$, and let $\beta : V \times V \to F_{q^2}$ be a non-degenerate sesquilinear form. We say that $\beta$ is hermitian if with respect to some basis for $V$, the matrix, $[\beta_{ij}]$, of $\beta$ satisfies $[\beta_{ij}]^* = [\beta_{ji}]$. Let $g \in GL_n(F_{q^2})$, where $g = [g_{ij}]$, and $\bar{g} = [g_{ij}^q]$. We say that $g$ is a **unitary matrix**
with respect to the hermitian form $\beta$ if $g^*\beta g = \beta$. The set $U_{n,\beta}(F_q^2) = \{g \in GL_n(F_q^2) \mid g^*\beta g = \beta\}$ forms a group, called a unitary group. All hermitian forms over a finite field are equivalent (see [8, Corollary 10.4]), the unitary groups therefore are conjugate in $GL_n(F_q^2)$ for different $\beta$ and hence isomorphic. Thus, the unitary group is simply denoted by $U_n(F_q)$. The relation between conjugacy classes and characters of this group has been a topic of intensive investigation. Wall [20] discussed the conjugacy classes of unitary, symplectic and orthogonal groups. Thiem and Vinroot [18] studied the conjugacy classes of unitary, symplectic and orthogonal groups. Thiem and Vinroot [18] studied the conjugacy classes of unitary, symplectic and orthogonal groups. Thiem and Vinroot [18] studied the conjugacy classes of unitary, symplectic and orthogonal groups.

**Theorem 1.2.** The branching rules for the unitary groups $U_2(F_q)$ and $U_3(F_q)$ are as in the branching table given in *Table 1* and *Table 2*, respectively.

The proof of this theorem is in two parts. The case of $U_2(F_q)$ is in Section 3.1, and the case of $U_3(F_q)$ is dealt in Section 4.1.

Now, consider finite field $F_q$ of odd size and a vector space $V$ of dimension $2l$ over it. We consider the non-degenerate skew-symmetric bilinear form $\beta : V \times V \rightarrow F_q$, which is unique up to equivalence, i.e., the matrix of $\beta$ satisfies $\beta = -^t\beta$. Then any element $g \in GL_{2l}(F_q)$ is said to be symplectic if $g^*\beta g = \beta$. The set $Sp_{2l}(F_q) = \{g \in GL_{2l}(F_q) \mid g^*\beta g = \beta\}$ of symplectic matrices over $F_q$, forms a group and is called the *symplectic group*. The representation theory of symplectic group is studied in [14, 19]. We compute the branching rules in this group.

**Theorem 1.3.** The branching rules for the symplectic groups, $Sp_2(F_q) \cong SL_2(F_q)$ and $Sp_4(F_q)$ are as in the branching table in *Table 3* and *Table 4*, respectively.

The proof of this theorem too is in two parts. The proof in the case of $Sp_2(F_q)$ is in Section 5.1, and the proof in the case of $Sp_4(F_q)$ is in Section 6.2. We also see that for the case of $Sp_4(F_q)$ three new branches appear and hence the table is of size $21 + 3 = 24$ instead of 21 which is the number of conjugacy class types. In all other cases the branching table is of the same size as the number of conjugacy class types.

In addition to determining the branching rules, we observe the following:

**Corollary 1.4.**

1. Let $c_{\alpha}(2,k,q)$ be the number of simultaneous conjugacy classes of $k$-tuples of commuting matrices in $U_2(F_q)$, and $c_{\alpha}(2,k,q)$ the same for $GL_2(F_q)$. Then, $c_{\alpha}(2,k,q)$ can be obtained from $c_{g}(2,k,q)$ by swapping the $(q - 1)'s$ with $(q + 1)'s$ in the formula of $c_{g}(2,k,q)$ for any $k$.

2. Using SageMath [16], we show that for $k \leq 20$ the number of simultaneous conjugacy classes of commuting $k$-tuples in $U_2(F_q), U_3(F_q),$ and $Sp_2(F_q)$, are polynomials in $q$ with non-negative integer coefficients.

It would be interesting to prove the second result in this corollary, as the computations suggest, in its full generality. We hope to explore this in future.
In [1] these polynomials are used to understand conjugacy of centralizer subgroups in unitary groups. We say that the centralizer of the tuple is the intersection of the centralizers of the elements in the tuple. Let $\Gamma_k$ be a monic polynomial as above. Let $f(t)$ be the polynomial $f(t) = t^d + a_{d-1}t^{d-1} + \cdots + a_1t + a_0$.

**Definition 2.1.** Let $f(t) \in F_{q^2}[t]$ be a monic polynomial as above. Let $\tilde{f}(x)$ be the polynomial $\tilde{f}(t) = f(0)^{-q}t^d(t-a_0) - a_{d-1}t^{d-1} + \cdots + a_1t + f(0)^q$. The polynomial $f(t)$ is said to be self $U$-reciprocal if $\tilde{f}(t) = f(t)$.

In [1] these polynomials are used to understand conjugacy of centralizer subgroups in unitary groups. We shall also define $U$-irreducible polynomials.

**Definition 2.2.** We say that $f(t) \in F_{q^2}[t]$ is $U$-irreducible if there is an $x \in \overline{F}$, the algebraic closure of $F_{q^2}$, such that $f(t) = (t - x)(t - x^{-q})(t - x^{-q^2}) \cdots (t - x^{(q - 1)^2})$.

Thiem and Vinroot in [18] used these polynomials and called it $F$-irreducible. It is a routine exercise to check that any $U$-irreducible polynomial in $F_{q^2}[t]$ is a self $U$-reciprocal polynomial.

We now have a useful lemma due to Ennola (see [4, Lemma 2]), which will help us determine

**Table 2.** Branching table of $U_3(F_q)$.

| (1,1,1)_1 | (2,1)_1 | (1,1,1)_2 | (3)_1 | (2,1)_1 | (1,1,1)_2 | (1,2)_1 | (1)_3 |
|-----------|----------|-----------|------|---------|-----------|---------|-----|
| $q+1$     | 0        | 0         | 0    | 0       | 0         | 0       | 0   |
| $q+1$     | $q(q+1)$ | 0         | 0    | 0       | 0         | 0       | 0   |
| $q(q+1)$  | 0        | $(q+1)^2$ | 0    | 0       | 0         | 0       | 0   |
| $q^2-1$   | 0        | 0         | $(q+1)q^2$ | 0       | 0         | 0       | 0   |
| $q(q+1)$  | $(q+1)q^2$ | 0         | $q^3(q+1)$ | 0       | 0         | 0       | 0   |
| $(q+1)^3$ | 0        | $(q+1)(q+1)^2$ | 0       | 0       | $(q+1)^3$ | 0       | 0   |
| $(q+1)(q^2-q-2)$ | 0        | $(q+1)(q^2-q-2)$ | 0       | 0       | $(q+1)(q^2-1)$ | 0       | 0   |
| $q^3+1$   |          |           |       | $q^3+1$ |           |         |      |

**Table 3.** Branching table of $Sp_2(F_q)$.

| C   | $A_1$ | $A_2$ | $D$ | $lr$ |
|-----|------|------|-----|-----|
| 2   | 0    | 0    | 0   | 0   |
| 2q  | 2q   | 0    | 0   | 0   |
| 2q  | 2q   | 0    | 0   | 0   |
| $\frac{a-1}{2}$ | 0    | 0    | $q-1$ | 0   |
| $\frac{a-1}{2}$ | 0    | 0    | 0   | $q+1$ |

1.1. Notations used

For any $k$-tuple $(A_1, A_2, \ldots, A_k)$ of pair-wise commuting matrices in $U_n(F_q)$, the common centralizer of the tuple is the intersection of the centralizers of the $A_i$'s i.e., $\bigcap_{i=1}^k Z_{U_n(F_q)}(A_i)$. We denote this by $Z_{U_n(F_q)}(A_1, A_2, \ldots, A_k)$. The number of simultaneous conjugacy classes of $k$-tuples of commuting unitary $n \times n$ matrices with entries in $F_q$ is denoted as $c_u(n, k, q)$. For any $k$-tuple $(A_1, A_2, \ldots, A_k)$ of pair-wise commuting matrices in $Sp_{2l}(F_q)$, the common centralizer $\bigcap_{i=1}^k Z_{Sp_{2l}(F_q)}(A_i)$ is denoted by $Z_{Sp_{2l}(F_q)}(A_1, A_2, \ldots, A_k)$. The number of simultaneous conjugacy classes of $k$-tuples of commuting $2l \times 2l$ symplectic matrices over $F_q$ is denoted as $c_s(2l, k, q)$.

2. Preliminaries for the unitary groups

We need to understand the conjugacy classes in unitary groups. We briefly recall that here.

2.1. Self $U$-reciprocal and $U$-irreducible polynomials

In this section, we shall discuss polynomials over $F_{q^2}$, called self $U$-reciprocal polynomials. Let $f(t) \in F_{q^2}[t]$, be a monic polynomial $f(t) = t^d + a_{d-1}t^{d-1} + \cdots + a_1t + a_0$.

**Definition 2.1.** Let $f(t) \in F_{q^2}[t]$ be a monic polynomial as above. Let $\tilde{f}(x)$ be the polynomial $\tilde{f}(t) = f(0)^{-q}t^d(t-a_0) - a_{d-1}t^{d-1} + \cdots + a_1t + f(0)^q$. The polynomial $f(t)$ is said to be self $U$-reciprocal if $\tilde{f}(t) = f(t)$.

In [1] these polynomials are used to understand conjugacy of centralizer subgroups in unitary groups. We shall also define $U$-irreducible polynomials.

**Definition 2.2.** We say that $f(t) \in F_{q^2}[t]$ is $U$-irreducible if there is an $x \in \overline{F}$, the algebraic closure of $F_{q^2}$, such that $f(t) = (t - x)(t - x^{-q})(t - x^{-q^2}) \cdots (t - x^{(q - 1)^2})$.

Thiem and Vinroot in [18] used these polynomials and called it $F$-irreducible. It is a routine exercise to check that any $U$-irreducible polynomial in $F_{q^2}[t]$ is a self $U$-reciprocal polynomial.
Table 4. Branching table of $Sp_4(F_2)$.

| $A_1$ | $A_2$ | $A_3$ | $A'_3$ | $A_4$ | $B_1$ | $B_2$ | $B_3$ | $B_4$ | $B_5$ | $B_6$ | $B_7$ | $B_8$ | $B_9$ | $B_{10}$ | $B_{11}$ | $B_{12}$ | $B_{13}$ | $B_{14}$ | $B_{15}$ | $C_1$ | $C_2$ | $C_3$ | $C_4$ | $C_5$ | $C_6$ | $C_7$ | $C_8$ | $C_9$ | $D_1$ | $D_2$ | $D_3$ | $N_1$ | $N_2$ | $N_3$ |
|-------|-------|-------|--------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 2     | 0     | 0     | 0      | 2q    | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 4     | 0     | 0     | 0     | 0      | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 2     | 2q    | 0     | 2q     | 0      | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| 4q - 4| 0     | 2q    | 0      | 0      | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| $q^2 - q$ | 0 | 0     | 0     | 0      | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| $q - 1$ | 0     | 0     | 0     | 0      | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |
| $q - 2$ | 0     | 0     | 0     | 0      | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     |

Note: The table continues with similar entries.
when a U-irreducible polynomial is irreducible in the usual sense. For a proof see Section 2.1 in [18].

**Lemma 2.3.** A polynomial \( f(t) \in \mathbb{F}_q[t] \) is U-irreducible if and only if either

1. \( f(t) \) is irreducible in \( \mathbb{F}_q[t] \), and \( f \) is self U-reciprocal \((\deg(f(t)) \) must be odd here), or,
2. \( f(t) = h(t)h(t) \), where \( h(t) \) is irreducible in \( \mathbb{F}_q[t] \), but is not self U-reciprocal \((\deg(f(t)) \) is even in this case).

Next, we need to find out the number of U-irreducible polynomials of any given degree. Consider the polynomial \( a_n(t) = t^n - (-1)^n - 1 \). Any \( x \) such that \( x^{(-q)^n} = x \), for \( d \) such that \( d \mid n \), is a root of \( a_n(t) \). Thus, every root of a U-irreducible polynomial whose degree divides \( n \), is a root of \( a_n(t) \). Hence, \( a_n(t) \) is a product of all U-irreducible polynomials of degrees that divide \( n \), i.e.,

\[
a_n(t) = t^n - (-1)^n - 1 = \prod_{d|n} \prod_{\deg f(t) = d} f(t).
\]

Thus, \( q^n - (-1)^n = \sum_{d|n} \hat{\phi}_d(q) \), where \( \hat{\phi}_d(q) \) is the number of U-irreducible polynomials of degree \( d \) (here \( \hat{\phi}_d(q) \) denotes the number of irreducible, in the usual sense, polynomials of degree \( d \) over \( \mathbb{F}_q \)). Applying Möbius inversion, we get the number of U-irreducible polynomials of degree \( d \) over field \( \mathbb{F}_{q^2} \) to be

\[
\hat{\phi}_n(q) = \frac{1}{n} \sum_{d|n} \mu\left(\frac{n}{d}\right)(q^d - (-1)^d).
\]

Hence we have the following lemma:

**Lemma 2.4.** \( \hat{\phi}_n(q) = \phi_n(q) \), for \( n \geq 3 \). For \( n = 1 \) and \( 2 \), we have

\[
\hat{\phi}_1(q) = q + 1 \quad \text{and} \quad \hat{\phi}_2(q) = \frac{q^2 - q - 2}{2}.
\]

### 2.2 Similarity class types and centralizers

In [15], we discussed that there is a bijection between similarity classes of \( M_n(\mathbb{F}_q) \), and the following set of maps:

\[
\{ \nu : \text{Irr}(\mathbb{F}_q[t]) \to \Lambda | \sum_{f(t) \in \text{Irr}(\mathbb{F}_q[t])} |\nu(f)| \deg(f) = n. \},
\]

where \( \Lambda \) denotes the set of integer partitions. For unitary matrices, the characteristic polynomials are products of \( U \)-irreducible polynomials in \( \mathbb{F}_q[t] \). In case of \( U_n(\mathbb{F}_q) \), we have a bijection between similarity classes of \( U_n(\mathbb{F}_q) \), and the following set of maps:

\[
\{ \nu : \text{UIrr}(\mathbb{F}_q[t]) \to \Lambda | \sum_{f(t) \in \text{UIrr}(\mathbb{F}_q[t])} |\nu(f)| \deg(f) = n. \},
\]

where \( \text{UIrr} \) denotes the set of \( U \)-irreducible polynomials in \( \mathbb{F}_q[t] \). We can now bring in Green’s definition (see [10]) of similarity class types, for the unitary groups. Before stating Green’s definition of types, we define for non-negative integer \( d \), and partition \( \mu \), and a function \( \nu : \text{UIrr}(\mathbb{F}_q[t]) \to \Lambda \), the number \( r_{\nu}(\mu, d) \) as follows:

\[
r_{\nu}(\mu, d) = |\{ f(t) \in \text{UIrr}(\mathbb{F}_q[t]) | \deg(f) = d, \ \nu(f) = \mu \} |.
\]
**Definition 2.5** (Green). Let $A$ and $B$ be two unitary matrices over $\mathbb{F}_q^2$. Let $\nu_A$ denote the partition function associated with the similarity class of $A$, and $\nu_B$ be that associated with $B$. We say that $A$ and $B$ are of the same similarity class type (or simply type), if $\nu_{\nu_A}(\mu, d) = \nu_{\nu_B}(\mu, d)$ for all partitions $\mu$, and all $d \geq 0$.

An alternative definition of similarity class types, which can be shown to be compatible with Green’s definition is this.

**Definition 2.6.** Let $(A_1, \ldots, A_k)$, and $(B_1, \ldots, B_l)$, be tuples of commuting unitary matrices. We say that these two tuples are of the same similarity class type if their respective common centralizers in $U_n(\mathbb{F}_q)$ are conjugate in $GL_n(\mathbb{F}_q^2)$.

A type is written as a partition in the following way,

$$
\left(\hat{\lambda}_1^{(1)}, \ldots, \hat{\lambda}_l^{(1)}\right)_{d_1}, \ldots, \left(\hat{\lambda}_1^{(j)}, \ldots, \hat{\lambda}_l^{(j)}\right)_{d_j},
$$

where $\sum_{i=1}^j |\hat{\lambda}_i^{(j)}|d_i = n$.

For $n, k \geq 1$, we denote by $U_n(\mathbb{F}_q)^{(k)}$, the set of $k$-tuples of commuting matrices in $U_n(\mathbb{F}_q)$. We denote by $c_u(n, k, q)$, the number of simultaneous conjugacy classes of $U_n(\mathbb{F}_q)^{(k)}$. We can see that

$$
c_u(n, k, q) = \sum_{Z \subseteq U(U_n(\mathbb{F}_q))} s_Zc_Z(k - 1),
$$

where $Z$ varies over the subgroups of $U_n(\mathbb{F}_q)$, the number $s_Z$ is the number of conjugacy classes of $U_n(\mathbb{F}_q)$ whose centralizer is conjugate to $Z$ in $GL_n(\mathbb{F}_q^2)$, and $c_Z(k - 1)$ is the number of orbits for the simultaneous conjugation action of $Z$ on $Z'_{U_n(\mathbb{F}_q)}(A)$ on itself. In what follows we determine the branches for $U_2(\mathbb{F}_q)$ and $U_3(\mathbb{F}_q)$. In the similar way we define branches for the symplectic groups in later sections.

### 3. Branching rules for $U_2(\mathbb{F}_q)$

In this section we explore the $2 \times 2$ unitary groups. There are a total of $q^2 + 2q$ similarity classes in $U_2(\mathbb{F}_q)$. We begin with explicit description of the canonical forms of the various types of classes in $U_2(\mathbb{F}_q)$. Recall that a matrix $A \in GL_2(\mathbb{F}_q^2)$ is in $U_2(\mathbb{F}_q)$ if $tA\beta\bar{A} = \beta$ for a fixed hermitian form $\beta$. In what follows we work with different hermitian form matrices while dealing with a particular class, depending on the one which makes our computations easier. We usually take the hermitian matrix to be either $I_2$, the identity matrix, or $\beta = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$. As these are equivalent over finite field, we can use any of these forms as per our convenience. Let $A = \begin{pmatrix} a_0 & a_1 \\ a_2 & a_3 \end{pmatrix} \in GL_2(\mathbb{F}_q^2)$. Then, $A$ is unitary with respect to the hermitian form $I_2$ if it satisfies $tAA = I_2$. By writing $\bar{A} = \begin{pmatrix} a_0 \bar{a}_1 \\ a_2 \bar{a}_3 \end{pmatrix}$ we get the following equations to be satisfied by $A$,

$$
a_0^{q+1} + a_2^{q+1} = 1, a_1^{q+1} + a_3^{q+1} = 1, a_0a_1 + a_2a_3 = 0
$$

Similarly we get the following equations for $A \in GL_2(\mathbb{F}_q^2)$ to be unitary with respect to the second $\beta$, 

$$
a_0^{q+1} + a_2^{q+1} = 1, a_1^{q+1} + a_3^{q+1} = 1, a_0a_1 + a_2a_3 = 0
$$
Now we write down the 4 types of classes and the canonical forms of matrices of each of the types of classes of $U_2(F_q)$.

(1) This is Central type corresponding to (1), There are $q + 1$ such classes. This comprises of scalar matrices, $aI_2$. The matrices $aI_2 \in U_2(F_q)$ with respect to either of the hermitian forms $I_2$ or $\beta$, if $a^{q+1} = 1$.

(2) There are $q + 1$ such classes. In $GL_2(F_q)$, a matrix of a similarity class of this type can be written as $\begin{pmatrix} a_0 & a_1 \\ a_0 & a_1 \end{pmatrix}$. With respect to the second hermitian form $\beta$, such a matrix is unitary if it satisfies the Equations (3.2) which gives $a_0^{q+1} = 1$, and $a_0 a_1^q + a_0^q a_1 = 0$. These equations have a non-zero solution as $q$ is an odd prime. Thus, we have a canonical form for a unitary matrix of the type (2), of the form $\begin{pmatrix} a_0 & a_1 \\ a_0 & a_1 \end{pmatrix}$.

(1), (1) There are $\begin{pmatrix} q + 1 \\ 2 \end{pmatrix}$ such classes. A matrix of this type has diagonal canonical form $\begin{pmatrix} a_0 & a_1 \\ a_0 & a_1 \end{pmatrix}$ in $GL_2(F_q)$, where $a_0 \neq a_1$. With respect to the hermitian form $I_2$, this diagonal matrix is in $U_2(F_q)$ if and only if $a_0^{q+1} = a_1^{q+1} = 1$.

(1), (1) There are $(q^2 - q - 2)/2$ such classes. The characteristic polynomial of a matrix of this type is an $U$-irreducible polynomial of degree 2 in $F_q[t]$. Such a polynomial is of the form $(t - a)(t - a^{-q})$, where $a^{-q} \neq a$. The canonical form of a matrix of this type is $\begin{pmatrix} a & a^{-q} \\ a^{-q} & a \end{pmatrix}$.

Now we compute the branching rule for each type.

Proposition 3.1. For a matrix $A$ of the Central type, the branching rules are given as follows,

| Type of Branch | No. of Branches |
|----------------|-----------------|
| Central        | $q + 1$          |
| (2), (1)       | $q + 1$          |
| (1), (1), (1)  | $\begin{pmatrix} q + 1 \\ 2 \end{pmatrix}$ |
| (1)           | $(q^2 - q - 2)/2$ |

Proof. The centralizer of any matrix of the Central type in $U_2(F_q)$ is $U_2(F_q)$ itself. Thus, enumerating the similarity classes in $U_2(F_q)$ gives us the table mentioned in the statement of this proposition.

Proposition 3.2. For a matrix of similarity class type (2), there are $q(q + 1)$ branches of the type (2).

Proof. Let $A$ be a unitary matrix of type (2). Then, $A$ has the canonical form $\begin{pmatrix} a_0 & a_1 \\ a_0 & a_1 \end{pmatrix}$ where $a_0^{q+1} = 1$, and a fixed $a_1$, which satisfies $a_0 a_1^q + a_0^q a_1 = 0$. The centralizer of $A$ in $U_2(F_q)$ is $\{ \begin{pmatrix} x_0 & x_1 \\ x_0 & x_1 \end{pmatrix} \mid x_0 \neq 0 \} \cap U_2(F_q)$. In this case we work with the second hermitian form $\beta$, we have $x_0^{q+1} = 1$, and $x_1$ satisfies $x_0 x_1^q + x_1 x_0^q = 0$. For each $x_0$, there are $q$ such $x_1$. So, $Z_{U_2(F_q)}(A) = \{ \begin{pmatrix} x_0 & x_1 \\ x_0 & x_1 \end{pmatrix} \mid x_0^{q+1} = 1 \text{ and } x_0 x_1^q + x_1 x_0^q = 0 \}$. We note that $Z_{U_2(F_q)}(A)$ is a commutative subgroup of $U_2(F_q)$ of size $q(q + 1)$. Thus, each element of $Z_{U_2(F_q)}(A)$ is an orbit for the conjugation of
$Z_{U_2(F_q)}(A)$ on itself. Each of these orbits has $Z_{U_2(F_q)}(A)$ as the centralizer. Thus, $A$ has $q(q + 1)$ branches of the type $(2)_1$. □

**Proposition 3.3.** A matrix of type $(1)_1(1)_1$ has $(q + 1)^2$ branches of the type $(1)_1(1)_1$.

**Proof.** A matrix $A$ of type $(1)_1(1)_1$ has the canonical form $\begin{pmatrix} a_0 & a_1 \\ a_1 & a_0 \end{pmatrix}$ where $a_0^{q+1} = a_1^{q+1} = 1$, and $a_0 \neq a_1$. This is a regular semisimple element with centralizer $Z_{U_2(F_q)}(A) = \left\{ \begin{pmatrix} x_0 & \ast \\ \ast & x_1 \end{pmatrix} \mid x_0^{q+1} = x_1^{q+1} = 1 \right\}$, a maximal torus which is commutative. Thus $A$ has $(q + 1)^2$ branches of the type $(1)_1(1)_1$. □

**Proposition 3.4.** For type $(1)_2$, there are $(q^2 - 1)$ branches of type $(1)_2$.

**Proof.** A unitary matrix $A$ of type $(1)_2$ has the canonical form $A = \begin{pmatrix} a & -a^{-q} \\ a^{-q} & a \end{pmatrix}$ where $a^{-q} \neq a$ with respect to the second hermitian form $\beta$. This is a regular semisimple class and hence centralizer is an anisotropic maximal torus which is commutative. This we can also do by explicit computation and get $Z_{U_2(F_q)}(A) = \left\{ \begin{pmatrix} x_0 & \ast \\ \ast & x_0^{-q} \end{pmatrix} \mid x_0 \neq 0 \right\}$. As $Z_{U_2(F_q)}(A)$ is commutative, each of its members form an orbit for the conjugation action of $Z_{U_2(F_q)}(A)$ on itself. Thus, $|Z_{U_2(F_q)}(A)| = q^2 - 1$ and $A$ has $q^2 - 1$ branches of type $(1)_2$. □

### 3.1. Proof of Theorem 1.2 in the case of $U_2(F_q)$

We shall write down the four similarity class types in the order: $\{(1,1)_1, (2)_1, (1)_1(1)_1, (1)_2\}$. From Propositions 3.1, 3.2, 3.3, and 3.4, the branching rules for $U_2(F_q)$ can be summarized in a matrix or in a table with rows and columns indexed by the similarity class types chosen above. We call this matrix $BU_2$ of which entries are described in the Table 1. Given a conjugacy class type $\tau$ of $U_2(F_q)$, the branches of a canonical matrix of type $\tau$ are given in the column corresponding to $\tau$. Proof of the remaining part of this theorem for the case $U_3(F_q)$ will follow in the next section.

### 3.2 The number of simultaneous similarity classes

We define $\mathbf{1} = (1 \ 1 \ 1 \ 1)$ and $\mathbf{e}_i$ is the column vector with 1 at the first place and 0 elsewhere. From the branching matrix $BU_2$, we get $c_u(2,k,q) = 1(BU_2)^k \mathbf{e}_1$. Table 5 shows some values of $c_u(2,k,q)$. We consider the generating series $h_u(2,t)$ for $c_u(2,k,q)$ in $k$:

$$h_u(2,t) = \sum_{k=0}^{\infty} c_u(2,k,q) t^k.$$ 

| $k$ | $c_u(2,k,q)$                     |
|-----|---------------------------------|
| 1   | $q^2 + 2q + 1$                  |
| 2   | $q^4 + 3q^2 + 5q^2 + 5q + 2$   |
| 3   | $q^6 + 4q^4 + 10q^2 + 17q^3 + 16q^2 + 7q + 1$ |
| 4   | $q^8 + 5q^7 + 17q^6 + 39q^5 + 53q^4 + 43q^3 + 23q^2 + 9q + 2$ |
We get

\[ h_u(2, t) = \sum_{k=0}^{\infty} (B_2^k)^t e_1 = \sum_{k=0}^{\infty} B_2^k t^k e_1 = 1 \left( \sum_{k=0}^{\infty} B_2^k t^k \right) e_1 = 1(I_4 - tB_2)^{-1} e_1 \]

which after further simplification we get

\[ h_u(2, t) = \frac{q^4 t^2 - q^3 t^2 + 2q^3 t^2 - 3q^2 t^2 + q^2 t^2 - 3qt^2 - 2q^2 t - t^3 - 2qt + 1}{(q^2 t + q - 1)(q^2 t + q + 1)(q^2 t + q^2 t + q + 1)(q^2 t + 2qt + t - 1)}. \]

Thus

\[ h_u(2, t) = \frac{1 - 2q(q - 1)t + q^2(q + 1)t^2 - (q - 1)^3 t^3}{(q^2 t + q - 1)(q^2 t - q - 1)(q^2 t + q + 1)(q^2 t + 2qt + t - 1)}. \]

(3.3)

As both the numerator and denominator of \( h_u(2, t) \) are polynomials with integer coefficients, it is clear that \( c_u(2, k, q) \) is a polynomial in \( q \) with integer coefficients. From the data in Table 5, and calculations of \( c_u(2, k, q) \) for higher \( k \), up to 20 using Sage [16], we prove a part of Corollary 1.4(2).

We close this section with a comparison of \( c_u(2, k, q) \) with \( c_g(2, k, q) \), the number of simultaneous conjugacy classes of \( k \)-tuples of commuting \( 2 \times 2 \) matrices in \( GL_2(F_q) \).

Proof of Corollary 1.4 (1). For \( GL_2(F_q) \), we have the following branching matrix (from the \( 2 \times 2 \) case in [15])

\[
B_{G_2} = \begin{pmatrix}
(1,1) & (2)_1 & (1,1) & (1,1) \\
q -1 & 0 & 0 & 0 \\
q -1 & q(q - 1) & 0 & 0 \\
(q - 1)(q - 2) & 0 & (q - 1)^2 & 0 \\
\frac{q(q - 1)}{2} & 0 & 0 & q^2 - 1
\end{pmatrix},
\]

and we have \( c_g(2, k, q) = 1.B_{G_2}^k.e_1 \). This leads to the generating function, \( h_G(2, t) \) in \( k \) for \( c_g(2, k, q) \):

\[ h_G(2, t) = \frac{1 - 2q(q - 1)t + q^2(q - 1)^2 t^2 - (q - 1)^3 t^3}{(1 - (q - 1)t)(1 - (q - 1)^2 t)(1 - (q^2 - q)t)(1 - (q^2 - 1)t)}. \]

(3.4)

From Equation (3.3) we get that \( c_u(2, k, q) \) is:

\[
c_u(2, k, q) = \sum_{a+b+c+d=k} (q + 1)^a(q + 1)^b(q - 1)^c(q^2 + q)^d(q + 1)^{2d}
- 2(q^2 + q) \left( \sum_{a+b+c+d=k-1} (q + 1)^a(q + 1)^b(q - 1)^c(q^2 + q)^d(q + 1)^{2d} \right)
+ (q^2 + q)^2 \left( \sum_{a+b+c+d=k-2} (q + 1)^a(q + 1)^b(q - 1)^c(q^2 + q)^d(q + 1)^{2d} \right)
- (q + 1)^3 \left( \sum_{a+b+c+d=k-3} (q + 1)^a(q + 1)^b(q - 1)^c(q^2 + q)^d(q + 1)^{2d} \right)
\]

and from Equation (3.4) we get that \( c_g(2, k, q) \) is:
\[ c_g(2, k, q) = \sum_{a+b+c+d=k} (q-1)^a(q-1)^2b(q^2-q)^c(q+1)^d(q-1)^d - 2(q^2-q) \sum_{a+b+c+d=k-1} (q-1)^a(q-1)^2b(q^2-q)^c(q+1)^d(q-1)^d + (q^2-q)^2 \sum_{a+b+c+d=k-2} (q-1)^a(q-1)^2b(q^2-q)^c(q+1)^d(q-1)^d - (q-1)^3 \sum_{a+b+c+d=k-3} (q-1)^a(q-1)^2b(q^2-q)^c(q+1)^d(q-1)^d \]

From the above we can see a certain duality between \(c_u(2, k, q)\) and \(c_g(2, k, q)\). We can obtain \(c_u(2, k, q)\) from \(c_g(2, k, q)\) by swapping the \((q-1)’s\) and \((q+1)’s\) in the formula of \(c_g(2, k, q)\).

4. Branching rule for \(U_3(F_q)\)

Now, we consider \(3 \times 3\) unitary group \(U_3(F_q)\), which is of size \(q^3(q+1)(q^2-1)(q^3+1)\). The hermitian forms, which we will consider for various similarity classes in \(U_3(F_q)\) are

\[ \beta = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad \gamma = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad \text{and } I_3 \text{ the } 3 \times 3 \text{ identity matrix.} \]

There are 8 types of similarity classes in \(U_3(F_q)\). We shall list them along with their canonical forms here. These can be obtained by doing a similar calculation as in the case of \(U_2(F_q)\) done in the last section from that of in \(GL_3(F_{q^2})\) with respect to one of the suitable forms mentioned above.

(1,1,1)\(_1\): The scalar matrices \(aI_3\), where \(a^{q+1} = 1\).

(2,1)\(_1\): With respect to the hermitian form \(\gamma\), a unitary matrix of this type has the canonical form \( \begin{pmatrix} a_0 & a_1 \\ a_0 & a_0 \end{pmatrix} \) where \(a_0^{q+1} = 1\), and \(a_1\) is some fixed member of \(F_{q^2}\) that satisfies \(a_0a_1^q + a_0^q a_1 = 0\).

(1,1)\(_1\)(1)\(_1\): The canonical form of a unitary matrix of this type is \( \begin{pmatrix} a_0 I_2 & a_1 \\ a_0 & a_1 \end{pmatrix} \) where \(a_0^{q+1} = a_1^{q+1} = 1\), and \(a_0 \neq a_1\).

(3)\(_1\): Unitary matrices of this type have the canonical form \( \begin{pmatrix} a_0 & a_1 & a_2 \\ a_1 & a_0 & a_1 \\ a_2 & a_1 & a_0 \end{pmatrix} \) where \(a_0^{q+1} = 1\), \(a_1, a_2\) are fixed elements of \(F_{q^2}\) satisfying \(a_0^q a_1 + a_0 a_1^q = 0\) and \(a_0^q a_2 + a_1^q + a_0 a_2^q = 0\).

(2)\(_1\)(1)\(_1\): Unitary matrices of this type have the canonical form \( \begin{pmatrix} a_0 & a_1 & a_2 \\ a_1 & a_0 & a_0 \\ a_2 & b_0 \end{pmatrix} \) where \(a_0^{q+1} = b_0^{q+1} = 1\), \(a_0 \neq b_0\), and \(a_1\) is some fixed element of \(F_{q^2}\) satisfying \(a_0 a_1^q + a_0^q a_1 = 0\).

(1)\(_1\)(1)\(_1\)(1)\(_1\): Unitary matrices with respect to the hermitian form \(I_3\) of this type have the canonical form \( \begin{pmatrix} a_0 & b_0 \\ b_0 & c_0 \end{pmatrix} \) where \(a_0^{q+1} = b_0^{q+1} = c_0^{q+1} = 1\) and all \(a_0, b_0, c_0\) are distinct.

(1)\(_2\)(1)\(_1\): Unitary matrices with respect to the hermitian form \(\gamma\) have the canonical form \( \begin{pmatrix} a & a^{-q} \\ a^{-q} & b_0 \end{pmatrix} \) where \(a^{-q} \neq a\), and \(b_0^{q+1} = 1\).
(1.3): A matrix of this type has a $U$-irreducible polynomial of degree 3, as its minimal polynomial.

Now we move on to the branching rules for each type.

**Proposition 4.1.** For a matrix $A$ of the Central type, the branching rules are as follows,

| Type          | No. of branches | Type          | No. of branches |
|---------------|-----------------|---------------|-----------------|
| $(1.1, 1)_1$  | $q + 1$         | $(2.1, 1)_1$  | $(q + 1)q$      |
| $(2.1)_1$     | $q + 1$         | $(1.1, 1)_1$  | $(q + 1)q$      |
| $(1.1, 1)_1$  | $(q + 1)q$      | $(1.1, 1)_1$  | $(q^3 - q - 2)(q + 1)/2$ |
| $(3.1)$       | $q + 1$         | $(1.3)$       | $(q^3 - q)/3$   |

**Proof.** The centralizer of any Central type of matrix is the entire group $U_3(F_q)$. Hence, enumerating the similarity classes gives the table above.

**Proposition 4.2.** For a matrix of type $(1.1)_1$, the branching rules are as follows,

| Type of Branch | No. of Branches |
|----------------|-----------------|
| $(1.1, 1)_1$   | $(q + 1)^2$     |
| $(2.1, 1)_1$   | $(q + 1)^2$     |
| $(1.1, 1)_1$   | $q(q + 1)^2/2$  |
| $(1.2, 1)_1$   | $(q + 1)(q^3 - q - 2)/2$ |

**Proof.** A matrix $A$ of type $(1.1)_1$ has the canonical form $\begin{pmatrix} a_0 & a_0 & b_0 \\ a_0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}$, where $a_0 \neq b_0$, and $a_0^{q+1} = b_0^{q+1} = 1$. The centralizer of a matrix of this type is $Z_{U_3(F_q)}(A) = \left\{ \begin{pmatrix} X \\ z_0 \end{pmatrix} \right| X \in U_2(F_q), z_0^{q+1} = 1 \right\}$. Thus, each of the branches of $A$ is of the type $\tau(1)_1$, where $\tau$ is a similarity class type from $U_2(F_q)$. Hence the number of branches is the product of the number of classes $U_2(F_q)$ of type $\tau$, and $q + 1$. Thus, we get the required table.

**Proposition 4.3.** For a matrix of type $(2.1)_1$, there are $q(q + 1)$ branches of type $(2.1)_1$, $q^3(q + 1)$ branches of type $(2.1, 1)_1$, and $q^2 - 1$ branches of type $(3.1)$.

**Proof.** A matrix of this type $(2.1)_1$ has the canonical form $A = \begin{pmatrix} a & b \\ a & a \end{pmatrix}$, where $a^{q+1} = 1$, and $b$ is a fixed element of $F_{q^2}$ satisfying $ab^q + a^q b = 0$. Thus, $Z_{U_3(F_q)}(A)$ is

$$Z_{U_3(F_q)}(A) = \left\{ \begin{pmatrix} a_0 & a_1 & -a_0 dc^q \\ a_0 & a_0 & c \\ c & d \end{pmatrix} \right| a_0^{q+1} = d^{q+1} = 1, a_0 a_1^q + c^{q+1} + a_0^q a_1 = 0 \right\}.$$ 

Let $B = \begin{pmatrix} a_0 & a_1 & -a_0 dc^q \\ a_0 & 0 & c \\ c & d \end{pmatrix}$ and $B' = \begin{pmatrix} a'_0 & a'_1 & -a'_0 d' c'^q \\ a'_0 & a'_0 & c' \\ c' & d' \end{pmatrix}$ be in $Z_{U_3(F_q)}(A)$. Suppose $B'$ is a conjugate of $B$ by some matrix $X = \begin{pmatrix} x_0 & x_1 \\ x_0 & y \\ y & z_0 \end{pmatrix} \in Z_{U_3(F_q)}(A)$, i.e., $XB = B'X$. Equating the entries in $XB = B'X$ gives us $a'_0 = a_0$ and $d' = d$ and
We deal with the two cases separately when \( a_0 \neq d \) and \( a_0 = d \).

**When** \( a_0 \neq d \): In Equation (4.1), we can choose \( y \in F_q^d \) such that \( x_0 c' = 0 \), thus making \( c' = 0 \). Now replace \( c \) by \( c' = 0 \), and substitute in Equation (4.2). We get \( x_0 a_1 = x_0 a_1' \), which implies \( a_1' = a_1 \). Hence, \( B \) is reduced to \( B = \left( \begin{array}{cc} a_0 & a_1 \\ a_0 & a_0 \\ \end{array} \right) \), and

\[
Z_{U_3(F_q)}(A,B) = \left\{ \left( \begin{array}{cc} x_0 & x_1 \\ x_0 & z_0 \end{array} \right) \right\} \mid x_0^{q+1} = z_0^{q+1} = 1, \ x_0 x_1^q + x_1 x_0^q = 0 \}
\]

which is the centralizer group of a unitary matrix of type \((2)_1(1)_1\). Hence \((A,B)\) is a branch of type \((2)_1(1)_1\). The number of such branches is \((q+1)q^2\) (as \( a_0 \) is arbitrary, \( d \neq a_0 \), and for each \( a_0 \), there are \( q \) \( a_1 \)'s satisfying \( a_0 a_1^q + a_1 a_0^q = 0 \)).

**When** \( a_0 = d \): In this case, instead of using the \( XB = B'X \) approach, and reducing \( B \) to a possible 'canonical' form, we shall look at \( XB = BX \). Here we have \( B \) with \( a_0 = d \). We have,

\[
\begin{pmatrix}
  x_0 & x_1 \\
  y & z_0 \\
\end{pmatrix} 
\begin{pmatrix}
  a_0 & a_1 \\
  a_0 & a_0 \\
\end{pmatrix} 
\begin{pmatrix}
  x_0 & x_1 \\
  y & z_0 \\
\end{pmatrix} = \begin{pmatrix}
  a_0 & a_1 - c a_0^2 \\
  a_0 & a_0 \\
\end{pmatrix} 
\begin{pmatrix}
  x_0 & x_1 \\
  y & z_0 \\
\end{pmatrix}.
\]

This leaves us with

\[
c(x_0 - z_0) = 0 \tag{4.3}
\]

\[
c y^q x_0 z_0 = yc a_0^2 \tag{4.4}
\]

Let us first assume \( c = 0 \). We have \( B = \left( \begin{array}{cc} a_0 & a_1 \\ a_0 & a_0 \end{array} \right) \), where \( a_0 a_1^q + a_1 a_0^q = 0 \). There are \( q(q + 1) \) such matrices. We have \( Z_{U_3(F_q)}(A,B) = Z_{U_3(F_q)}(A) \). The class size is \( \frac{q^2(q+1)^2}{q^2(q+1)} = 1 \). Hence, number of orbits is \( q(q + 1)/1 = q(q + 1) \). We have \( q(q + 1) \) branches of type \((2.1)_1\).

In the case when \( c \neq 0 \), we get \( B = \left( \begin{array}{cc} a_0 & a_1 - c a_0^2 \\ a_0 & c \\ a_0 & a_0 \end{array} \right) \), where \( a_0 a_1^q + a_1 a_0^q + c^q + 1 = 0 \). There are \((q + 1)q(q^2 - 1)\) such \( B \)'s. Now, from Equation (4.3.3), we have \( x_0 = z_0 \), and thus, Equation (4.4) becomes \( cy^q = c a_0^2 y \). Thus, \( y^q = c^{q-1} a_0^2 y / x_0^2 \). There are \( q \) such \( y \in F_q^d \) so that \( y^q = c^{q-1} a_0^2 y / x_0^2 \). Hence, the centralizer of \( A \) and \( B \) is:

\[
Z_{U_3(F_q)}(A,B) = \left\{ \left( \begin{array}{cc}
  x_0 & x_1 - c^{q-1} a_0^2 y \\
  x_0 & x_0 \\
\end{array} \right) \right\} \mid x_0^{q+1} = y^q = c^{q-1} a_0^2 y / x_0^2, \ x_0 x_1^q + x_1 x_0^q + y^{q+1} = 0 \}
\]

Hence, \( |Z_{U_3(F_q)}(A,B)| = (q + 1)q^2 \). The centralizer is a commutative subgroup of \( U_3(F_q) \), and is conjugate to that of a matrix of type \((3)_1\). The size of the conjugacy class of \( B \) in \( Z_{U_3(F_q)}(A) \) is \( \frac{q^2(q+1)^2}{q^2(q+1)} = q(q + 1) \). Hence, the number of orbits is \( q(q^2 - 1)(q+1) / q(q+1) = q^2 - 1 \). So we have \( q^2 - 1 \) branches of type \((3)_1\). \( \square \)

For a matrix of the remaining types, \((3)_1, (2)_1(1)_1, (1)_1(1)_1(1)_1, (2)_2(1)_1, \) and \((1)_3\), the centralizer group of the matrix is the group of polynomials in that matrix with coefficients from \( F_q^d \),
such that they are in \( U_3(F_q) \). Thus, for any such matrix \( A \), the \( Z_{U_3(F_q)}(A) \) is a commutative subgroup of \( U_3(F_q) \). Hence, each orbit for the conjugation action of \( Z_{U_3(F_q)}(A) \) on itself, is a singleton. Thus, each branch \((A, B)\) of \( A \) is of the same type as \( A \). We summarize this in the following,

**Proposition 4.4.** For a matrix \( A \) of any of the types, \((3)_1, (2)_1(1)_1, (1)_1(1)_1(1)_1, (1)_2(1)_1, \) and \((1)_3\), table below gives us type of \( A \), type of the branch of \( A \), and number of branches.

| Type of \( A \) | Type of branch | No. of branches |
|----------------|---------------|-----------------|
| \((3)_1\)      | \((3)_1\)     | \(q^2(q + 1)\)  |
| \((2)_1(1)_1\) | \((2)_1(1)_1\) | \((q + 1)^2q\)  |
| \((1)_1(1)_1(1)_1\) | \((1)_1(1)_1(1)_1\) | \((q + 1)^3\)  |
| \((1)_2(1)_1\) | \((1)_2(1)_1\) | \((q^2 - 1)(q + 1)\)  |
| \((1)_3\)      | \((1)_3\)     | \((q^3 + 1)\)  |

4.1. **Proof of Theorem 1.2 in the case of \( U_3(F_q) \)**

We shall write down the types of similarity classes of \( U_3(F_q) \) in the following order:

\[ \{(1.1.1)_1, (2.1)_1, (1.1)_1(1)_1, (3)_1, (2.1)_1(1)_1, (1)_1(1)_1(1)_1, (1)_2(1)_1, (1)_3\} \]

Using the order above, and the results of Propositions 4.1, 4.2, 4.3, and 4.4, we have the branching rules for \( U_3(F_q) \) summarized in the Table 2 with rows and columns indexed by the eight conjugacy class types of \( U_3 \) in the order mentioned above. We write the entries of this table as a matrix, called branching matrix, \( BU_3 \). This completes the proof of this theorem.

4.2 **The number of simultaneous conjugacy classes \( c_u(3, k, q) \) and \( c_g(3, k, q) \)**

Now that we have the branching matrix \( BU_3 \), we define \( 1 = (1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1) \) and \( e_1 \) is the column vector with 1 at the first place and 0 everywhere else. Therefore

\[ c_u(3, k, q) = 1 \cdot BU_3^k \cdot e_1. \]

We list \( c_u(3, k, q) \) for some \( k \) in Table 6. From the data in the this table, and further computations using Sage [16] for \( c_u(3, k, q) \) up to \( k = 20 \), we see that \( c_u(3, k, q) \) is a polynomial in \( q \) with non-negative integer coefficients. This proves Corollary 1.4(2). We recall the branching matrix of \( GL_3(F_q) \) from [15],

\[
B_{g_3} = \begin{pmatrix}
(1.1.1)_1 & (2.1)_1 & (1.1)_1(1)_1 & (3)_1 & (2.1)_1(1)_1 & (1)_1(1)_1(1)_1 & (1)_2(1)_1 & (1)_3 \\
q-1 & q(q-1) & 0 & 0 & 0 & 0 & 0 & 0 \\
q-1 & (q-1)(q-2) & 0 & (q-1)^2 & 0 & 0 & 0 & 0 \\
q-1 & q^2-q & 0 & q^2(q-1) & 0 & 0 & 0 & 0 \\
q-1 & (q-1)(q-2)q & (q-1)^2 & q(q-1)^2 & 0 & 0 & 0 & 0 \\
\frac{q-1}{3} & (q-1)\left(\frac{q-1}{2}\right) & 0 & (q-1)^3 & 0 & 0 & 0 & 0 \\
\frac{q-1}{3} & (q-1)\left(\frac{q}{2}\right) & 0 & (q-1)^3 & 0 & 0 & 0 & 0 \\
\frac{q^3-q}{3} & 0 & 0 & 0 & 0 & 0 & q^3-1 & 0
\end{pmatrix}
\]

The number of types for \( GL_3(F_q) \) and \( U_3(F_q) \) are same and given by the same partitions. With the help of the branching matrices \( BU_3 \) (for \( U_3(F_q) \)), and \( B_{g_3} \) (for \( GL_3(F_q) \)) we can compute...
5. Branching rules of $\text{Sp}_2(F_q)$

Here we will see the branching rules of $2 \times 2$ symplectic matrices over the finite field $F_q$. We recall that $\text{Sp}_2(F_q) = \{A \in GL_2(F_q) \mid A, \beta A = \beta \}$ where $\beta = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. A simple calculation shows that $\text{Sp}_2(F_q)$ is the special linear group $\text{SL}_2(F_q)$. Although the conjugacy classes are well known in this case, we list them in Appendix A, with the class types being denoted in a way similar to the class type notations in [14].

**Proposition 5.1.** For a matrix of type $C$ (the Central type), the branching rules are as follows,

| Type of Branch | No. of Branches |
|----------------|-----------------|
| $C$            | 2               |
| $A_1$          | 2               |
| $A_2$          | 2               |
| $D$            | $\frac{q^2 - 1}{2}$ |
| $Ir$           | $\frac{q^2 - 1}{2}$ |

**Proof.** As the matrix is central, its centralizer is the whole of $\text{Sp}_2(F_q)$, thus the result follows. □

The other four types $A_1$, $A_2$, $D$, and $C$ are regular types, hence for a matrix $A$ of any of these four types, its centralizer $Z_{\text{Sp}_2(F_q)}(A)$ is polynomial in $A$ and hence it is a commutative group. Thus the commuting pair $(A, B)$ is of the same type as $A$. Thus, from the above argument, and the centralizer data listed in the same table, we have

**Proposition 5.2.** The table below shows the type, its only branch type, and the number of branches, for the regular types.

| Type | Branch Type | No. of Branches |
|------|-------------|-----------------|
| $A_1$| $A_1$       | $2q$            |
| $A_2$| $A_2$       | $2q$            |
| $D$  | $D$         | $q - 1$         |
| $Ir$ | $Ir$        | $q + 1$         |
5.1. Proof of Theorem 1.3 for $\text{Sp}_2(F_q)$

From Propositions 5.1 and 5.2, we have the branching rules for $\text{Sp}_2(F_q)$ summarized in the Table 3 which we call the matrix $B_{\text{Sp}_2}$, indexed by the rows and columns in the order $\{C, A_1, A_2, D, Ir\}$. The proof of remaining part of the theorem is in the next section.

5.2. Proof of Corollary 1.4(2)

Denoting the number of simultaneous conjugacy classes of $k$-tuples of commuting matrices in $\text{Sp}_2(F_q)$ by $c_s(2,k,q)$, we have

$$c_s(2,k,q) = (1 \ 1 \ 1 \ 1 \ 1).B_{\text{Sp}_2}.e_1$$

where $e_1$ is the column vector with 1 at the first place and 0 elsewhere. We list some values of $c_s(2,k,q)$:

| $k$  | $c_s(2,k,q)$                               |
|------|--------------------------------------------|
| 1    | $q + 4$                                    |
| 2    | $q^2 + 8q + 9$                             |
| 3    | $q^3 + 16q^2 + 19q + 16$                   |
| 4    | $q^4 + 32q^3 + 38q^2 + 32q + 33$           |

We calculated $c_s(2,k,q)$ for $k$ up to 20 using Sage [16], and observed that for each of those $k$, the value of $c_s(2,k,q)$ is a polynomial in $q$ with non-negative integer coefficients. This proves Corollary 1.4(2).

6. Branching rules for $\text{Sp}_4(F_q)$

We now move to $\text{Sp}_4(F_q)$. We know that $\text{Sp}_4(F_q)$ is $\{A \in GL_4(F_q) \mid A.\beta^t.A = \beta\}$ where $\beta$ is a non-degenerate skew-symmetric matrix. We use one of the following depending on the ease of computation,

$$\beta_1 = \begin{pmatrix} -1 & 1 \\ -1 & 1 \end{pmatrix}, \text{ or } \beta_2 = \begin{pmatrix} -1 & 1 \\ -1 & -1 \end{pmatrix}, \text{ or } \beta_3 = \begin{pmatrix} -I_2 & I_2 \\ -I_2 & I_2 \end{pmatrix}. $$

This group is of size $q^4(q^4 - 1)(q^2 - 1)$. The conjugacy classes of $\text{Sp}_4(F_q)$ are neatly described in Srinivasan’s paper [14] (see pages 489-491) with respect to the form $\beta_1$. We reproduce the same in Appendix A in Table 7 for two reasons (a) for the convenience of reader, and, (b) a slight change in the nomenclature of the conjugacy class types, but based very much on Srinivasan’s nomenclature.

**Proposition 6.1.** For a matrix of type $A_1$, the branching rules are the first two columns of the Table 7.

**Proof.** Since these matrices are central, the result follows. \qed

**Proposition 6.2.** For a matrix in $\text{Sp}_4(F_q)$ of type $A_2$, there are:

- $2q$ branches of type $A_2$.
- $4(q - 1)$ branches of type $A_4$.
- $2q$ branches of type $D_2$.
- $4q$ branches of type $D_3$. 
Table 7. Conjugacy Classes of $\text{Sp}_4(F_q)$.

| Class Representative | Number of Classes | Order of Centralizer | Name of Type |
|----------------------|-------------------|----------------------|--------------|
| $a_0 I_4$            | 2                 | $q^4(q^2 - 1)(q^2 - 1)$ | $A_1$        |
| $a_0 = \pm 1$       |                   |                      |              |
| $(a_0 1 0 0)$, $(a_0 \gamma 0 0)$, $(0 0 a_0 0)$, $(0 0 0 a_0)$ | 4                 | $2q^4(q^2 - 1)$ | $A_2$        |
| $a_0 = \pm 1$, $\langle \gamma \rangle = F_q^*$ |                   |                      |              |
| $(a_0 1 0 0)$, $(0 0 a_0 0)$, $(0 0 0 a_0)$ | 2                 | $2q^3(q - 1)$ | $A_3$        |
| $a_0 = \pm 1$, $\langle \gamma \rangle = F_q^*$ |                   |                      |              |
| $(a_0 1 0 0)$, $(0 0 a_0 0)$, $(0 0 0 a_0)$ | 2                 | $2q^3(q - 1)$ | $A_3$        |
| $a_0 = \pm 1$, $\langle \gamma \rangle = F_q^*$ |                   |                      |              |
| $(a_0 1 0 0)$, $(0 0 a_0 0)$, $(0 0 0 a_0)$ | 4                 | $2q^2$ | $A_4$        |
| $a_0 = \pm 1$, $\langle \gamma \rangle = F_q^*$ |                   |                      |              |
| $(\zeta^i 0 0 0)$, $(0 \zeta^{-i} 0 0)$, $(0 0 \zeta^j 0)$, $(0 0 0 \zeta^{-j})$ | $\frac{1}{4}(q^2 - 1)$ | $q^2 + 1$ | $B_1$        |
| $i \in \{1, 2, ..., (q^2 - 1)/4\}$ |                   |                      |              |
| $(\theta^i 0 0 0)$, $(0 \theta^{-i} 0 0)$, $(0 0 \theta^j 0)$, $(0 0 0 \theta^{-j})$ | $\frac{1}{4}(q - 1)^2$ | $q^2 - 1$ | $B_2$        |
| $i : \theta^i, \theta^{-i}, \theta^j, \theta^{-j}$ are distinct |                   |                      |              |
| $(\gamma^i 0 0 0)$, $(0 \gamma^{-i} 0 0)$, $(0 0 \gamma^j 0)$, $(0 0 0 \gamma^{-j})$ | $\frac{1}{4}(q - 3)(q - 5)$ | $(q - 1)^2$ | $B_3$        |
| $i, j \in \{1, 2, ..., (q - 3)/2\}$ | $i \neq j$ |                      |              |
| $(\eta^i 0 0 0)$, $(0 \eta^{-i} 0 0)$, $(0 0 \eta^j 0)$, $(0 0 0 \eta^{-j})$ | $\frac{1}{8}(q - 1)(q - 3)$ | $(q + 1)^2$ | $B_4$        |
| $i, j \in \{1, 2, ..., (q - 1)/2\}$ | $i \neq j$ |                      |              |
| $(\eta^i 0 0 0)$, $(0 \eta^{-i} 0 0)$, $(0 0 \eta^j 0)$, $(0 0 0 \eta^{-j})$ | $\frac{1}{4}(q - 1)(q - 3)$ | $(q^2 - 1)$ | $B_5$        |
| $i \in \{1, 2, ..., (q - 1)/2\}$ |                      |                      |              |
| $j \in \{1, 2, ..., (q - 3)/2\}$ |                      |                      |              |

(continued)
| Class Representative | Number of Classes | Order of Centralizer | Name of Type |
|----------------------|-------------------|---------------------|--------------|
| $\eta^i$             | $\frac{1}{2}(q-1)$ | $q(q+1)(q^2-1)$     | $B_n$        |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^i$             |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $i \in \{1, 2, ..., (q-1)/2\}$ & | | |
| $\eta^i$             | $\frac{1}{2}(q-1)$ | $q(q+1)$            | $B_n$        |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^i$             |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $i \in \{1, 2, ..., (q-3)/2\}$ & | | |
| $\eta^i$             | $(q-1)$           | $q(q+1)(q^2-1)$     | $C_1$        |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^i$             |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $i \in \{1, 2, ..., (q-1)/2\}$ & | | |
| $a_0 = \pm 1$        |                   |                     |              |
| $\eta^i$             | $2(q-1)$          | $2q(q+1)$           | $C_2$        |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^i$             |                   |                     |              |
| $0$                  |                   |                     |              |
| $\eta^{-i}$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $i \in \{1, 2, ..., (q-1)/2\}$ & | | |
| $\gamma^i$          | $(q-3)$           | $q(q-1)(q^2-1)$     | $C_3$        |
| $0$                  |                   |                     |              |
| $\gamma^{-i}$        |                   |                     |              |
| $0$                  |                   |                     |              |
| $\gamma^i$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $\gamma^{-i}$        |                   |                     |              |
| $0$                  |                   |                     |              |
| $i \in \{1, 2, ..., (q-3)/2\}$ & | | |
| $a_0 = \pm 1$        |                   |                     |              |
| $\gamma^i$          | $2(q-3)$          | $2q(q-1)$           | $C_4$        |
| $0$                  |                   |                     |              |
| $\gamma^{-i}$        |                   |                     |              |
| $0$                  |                   |                     |              |
| $\gamma^i$          |                   |                     |              |
| $0$                  |                   |                     |              |
| $\gamma^{-i}$        |                   |                     |              |
| $0$                  |                   |                     |              |
| $i \in \{1, 2, ..., (q-3)/2\}$ & | | |
| $a_0 = \pm 1$        |                   |                     |              |
| $1$                  | $q^2(q^2-1)^2$    |                     | $D_1$        |
| $0$                  |                   |                     |              |
| $0$                  |                   |                     |              |
| $0$                  |                   |                     |              |
| $0$                  |                   |                     |              |
| $a_0 = \pm 1$        |                   |                     |              |
| $1$                  | $4q^2(q^2-1)$    |                     | $D_2$        |
| $0$                  |                   |                     |              |
| $-1$                 |                   |                     |              |
| $0$                  |                   |                     |              |
| $0$                  |                   |                     |              |
| $-a_0 = \pm 1$       |                   |                     |              |
| $a_0$                | $-a_0$            |                     |              |
| $0$                  | $-a_0$            |                     |              |
| $0$                  | $-a_0$            |                     |              |
| $0$                  | $-a_0$            |                     |              |
| $a_0 = \pm 1$        |                   |                     |              |

(continued)
Proof. A matrix of type $A_2$ has the canonical form $A = \begin{pmatrix} a_0 & a_1 \\ a_0 & a_0 \end{pmatrix}$, where $a_0 = \pm 1$ and $\lambda = 1$ or $\gamma$ (where $\langle \gamma \rangle = F_q^*$, hence $\gamma$ is a non-square), with respect to the form $\beta_2$. To prove this proposition, it is enough to prove it when $\lambda = 1$. The centralizer of $A$ is

$$Z_{\text{Sp}}(F_q)(A) = \begin{pmatrix} a_0 & b_1 & b_2 \\ c_0 & c_1 & a_1 \\ c_2 & c_3 & a_0(b_2c_0 - b_1c_1) \end{pmatrix} \begin{pmatrix} a_1 \\ a_0(b_2c_2 - b_1c_3) \end{pmatrix} \mid a_0 = \pm 1, \left( \begin{array}{ccc} c_0 \\ c_2 \\ c_3 \end{array} \right) \in SL_2(F_q).$$

We let $B = \begin{pmatrix} a_0 & b_1 & b_2 \\ c_0 & c_1 & a_1 \\ c_2 & c_3 & a_0(b_2c_0 - b_1c_1) \end{pmatrix}$, $X = \begin{pmatrix} x_0 & y_1 & x_1 \\ z_0 & z_1 & x_0(y_2z_0 - y_1z_1) \\ z_2 & z_3 & x_0(y_2z_2 - y_1z_3) \end{pmatrix}$, and $B' = \begin{pmatrix} a_0' & b_1' & b_2' \\ c_0' & c_1' & a_1' \\ c_2' & c_3' & a_0'(b_2'c_0' - b_1'c_1') \end{pmatrix}$. Like in the proofs of any of the propositions in [15], we work on $XB = B'X$, to reduce $B$ to the simplest forms possible, and find the common centralizer of the branch $(A, B)$ of $A$, accordingly, and state the type and number of branches. In this case $XB = B'X$ leads us to $a_0' = a_0$, and

$$\begin{pmatrix} x_0 & y_1 & x_1 \\ z_0 & z_1 & x_0(y_2z_0 - y_1z_1) \\ z_2 & z_3 & x_0(y_2z_2 - y_1z_3) \end{pmatrix} = \begin{pmatrix} z_0 & z_1 \\ z_2 & z_3 \end{pmatrix} \begin{pmatrix} c_0 & c_1 \\ c_2 & c_3 \end{pmatrix} \begin{pmatrix} c_0' & c_1' \\ c_2' & c_3' \end{pmatrix}.$$

Thus, we can
take \( \begin{pmatrix} c_0 & c_1 \\ c_2 & c_3 \end{pmatrix} \), to be a representative of a conjugacy class of \( SL_2(F_q) \), and \( \begin{pmatrix} z_0 & z_1 \\ z_2 & z_3 \end{pmatrix} \) to be its centralizer matrix. This leads us to the following set of equations:

\[
x_0(b_1, b_2) + (y_1, y_2) \begin{pmatrix} c_0 & c_1 \\ c_2 & c_3 \end{pmatrix} = (b_1, b_2) \begin{pmatrix} z_0 & z_1 \\ z_2 & z_3 \end{pmatrix} + a_0(y_1, y_2).
\]

\[
x_0a_1 + (y_1, y_2) \begin{pmatrix} a_0(b_2c_0 - b_1c_1) \\ a_0(b_2c_2 - b_1c_3) \end{pmatrix} = x_0a'_1 + (b'_1, b'_2) \begin{pmatrix} x_0(y_2z_0 - y_1z_1) \\ x_0(y_2z_2 - y_1z_3) \end{pmatrix}.
\]

We use these to simplify \( B \) to get the branches listed in the statement.

**Proposition 6.3.** For a matrix of type \( A_3 \) the branches are as follows:

- \( 2q \) branches of type \( A_3 \).
- \( (q^3 - 3q) \) branches of type \( B_9 \).
- \( 2q^2 \) branches of type \( D_3 \).
- \( q(q + 3) \) branches of a new type, which we will call new type \( N_3 \), with the following common centralizer

\[
\begin{pmatrix}
x_0 & x_1 & y_1 \\
x_0 & y_1 & x_2 \\
x_0 & y_2 & x_0
\end{pmatrix} | x_0^2 = 1
\]

- \( 2(q - 1) \) branches of the new type, \( N_1 \).

**Proof.** A matrix \( A \) of type \( A_3 \) has the canonical form

\[
\begin{pmatrix}
a_0 & 1 & 0 \\
0 & 1 & a_0 \\
a_0 & 0 & -1
\end{pmatrix}
\]

where \( a_0 = \pm 1 \), with respect to the bilinear form \( \beta_3 \). The centralizer of \( A \) is

\[
Z_{Sp_6(F_q)}(A) = \left\{ \begin{pmatrix} C & D'A^{-1}C \\ \DeltaCA \end{pmatrix} | D = \begin{pmatrix} I' & C \end{pmatrix}, C, \Delta \in M_2(F_q) \right\}
\]

where \( \Delta = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} = \Delta^{-1} \). So, the \( C \) described above is a matrix in the orthogonal group \( O_2^+(F_q) \). We see \( C \) satisfying \( 'C^{-1} = \Delta CA \).

Let \( B = \begin{pmatrix} C & D'A^{-1}C \\ \DeltaCA \end{pmatrix} \), and \( X = \begin{pmatrix} Z & Y'Z^{-1} \\ \DeltaAZ \end{pmatrix} \), and let \( B' = \begin{pmatrix} C' & D'A^{-1}C' \\ \DeltaCA' \end{pmatrix} \). We work on \( XB = B'X \), to reduce \( B \) to the canonical forms of the branches of \( A \). Here, \( XB = B'X \) leads us firstly to \( ZC = C'Z \). So we might as well take \( C \) to be a representative of a conjugacy class of \( O_2^+(F_q) \), and \( Z \) to be a matrix in its centralizer in \( O_2^+(F_q) \). With this, and \( XB = B'X \), we have the equation \( ZD\Delta CA + YAZ\Delta \Delta CA = C.YAZ\Delta + D'\Delta CA.\Delta AZ \) which further simplifies to \( ZD\Delta CA + YAZ\Delta = C.YAZ\Delta + D'\Delta CZ \). Using the various conjugacy classes of \( O_2^+(F_q) \) (mentioned in Appendix B), we get the branches as mentioned in the statement of this proposition.

**Proposition 6.4.** For a matrix of type \( A_5 \) the branches are,

- \( 2q \) branches of type \( A_5 \).
- \( 2q^2 \) branches of type \( D_3 \).
- \( q(q - 1) \) branches of type \( B_7 \).
- \( q(q - 1) \) branches of the new type \( N_3 \), and
- \( 2(q - 1) \) branches of new type \( N_1 \).
The conjugacy classes of the centralizer of each of these in $C_3$, we get the branching rules as per the statement of the lemma, with help of Proposition 6.3, we get the branching rules as per the statement of the lemma, with help of the canonical form of this is given in the Table 7, as the form in the table has entries from the degree 2 extension $F_{q^2}$, a non-square. The centralizer of $A$ is

$$Z_{Sp_4(F_q)}(A) = \left\{ \begin{pmatrix} C & D^t C^{-1} \\ \Delta^{-1} C \Delta \end{pmatrix} \mid D \in M_2(F_q), D = \begin{pmatrix} 1 & b \\ \Delta & 1 \end{pmatrix} \right\}.$$ 

The matrix $C$ lies in the non-split orthogonal group $O_2^-(F_q)$. Using the steps similar to the proof of Proposition 6.3, we get the branching rules as per the statement of the lemma, with help of the reduction of the non-split orthogonal group.

**Proposition 6.5.** A matrix of type $B_{6}$, has the following branches:

- $q + 1$ branches of type $B_{6}$
- $q(q - 2)$ branches of type $B_{2}$
- $q + 1$ branches of type $B_{7}$, and
- $q + 1$ branches of type $B_{4}$

**Proof.** A matrix of this type, in $Sp_4(F_q)$ has canonical form $A = \begin{pmatrix} 1 & -1 & b \\ b & 1 & 1 \\ 1 & b & 1 \end{pmatrix}$, where $x^2 - bx + 1$ is an irreducible polynomial in $F_q[x]$ with respect to the form $\beta_3$. This is different from the way the canonical form of this is given in the Table 7, as the form in the table has entries from the degree 2 extension $F_{q^2}$ of $F_q$. The centralizer in $Sp_4(F_q)$ is

$$Z_{Sp_4(F_q)}(A) = B \triangleleft \bigsqcup_{w \neq 0} Cl(w).B \triangleleft AD(1).B,$$

where $B$ is the subgroup

$$\begin{pmatrix} 1 & -by/2 & y \\ 1 & y & -by/2 \\ 1 & 1 & 1 \end{pmatrix}, \quad \begin{pmatrix} x_0 & -x_1 \\ x_1 & x_0 + bx_1 \\ z_0 & z_1 \\ -z_1 & z_0 + bz_1 \end{pmatrix} \mid x_0 z_0 + bx_0 z_1 + x_1 z_1 = 1, x_0 z_1 = x_1 z_0,$$

$$Cl(w) = \begin{pmatrix} 1 & bw/2 & w \\ bw/2 & 1 & 1 \\ w & bw/2 & 1 \end{pmatrix}$$

and $AD(1) = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}$. The subgroup $B$ is of size $q(q^2 - 1)$, and putting the $(q - 1 + 2) = q + 1$ cosets together, the $Z_{Sp_4(F_q)}(A)$ is of size $q(q + 1)(q^2 - 1)$. The center of $Z_{Sp_4(F_q)}(A)$ is

$$\begin{pmatrix} a_0 & -a_1 \\ a_1 & a_0 + ba_1 \\ a_0 & a_1 \\ a_1 & a_0 + ba_1 \end{pmatrix} \mid a_0^2 + ba_0 a_1 + a_1^2 = 1.$$ 

The centralizer of each of these in $Z_{Sp_4(F_q)}(A)$ is $Z_{Sp_4(F_q)}(A)$ itself, and these are $q + 1$ in number. Hence, $(q + 1)$ branches of type $B_{6}$. 
Now, we take a matrix $B = \begin{pmatrix} a_0 & -a_1 \\ a_1 & a_0 + ba_1 \end{pmatrix}$ with $a_0^2 + ba_0a_1 + a_1^2 \neq 1$ then the $Z_{Sp_n(F_q)}(A, B)$ is

$$Z_{Sp_n(F_q)}(A, B) = \begin{pmatrix} x_0 & -x_1 \\ x_1 & x_0 + bx_1 \end{pmatrix} \begin{pmatrix} z_0 & z_1 \\ -z_1 & z_0 + bz_1 \end{pmatrix} \bigg| x_0z_0 + bx_0z_1 + x_1z_1 = 1, x_0z_1 = x_1z_0 \bigg\}$$

which is of size $q^2 - 1$. This is a branch of type $B_2$, and there are $q(q - 2)$ of these. Next, we take

$$B = \begin{pmatrix} 1 & -b/2 & 1 \\ 1 & 1 & -b/2 \\ 1 & 1 & 1 \end{pmatrix} \begin{pmatrix} a_0 & -a_1 \\ a_1 & a_0 + ba_1 \\ a_0 & a_1 \end{pmatrix}, \text{ where } a_0^2 + a_0a_1 + a_1^2 = 1, \text{ and then}

$$Z_{Sp_n(F_q)}(A, B) = \begin{pmatrix} 1 & -by/2 \\ 1 & y \\ 1 & 1 \end{pmatrix} \begin{pmatrix} x_0 & -x_1 \\ x_1 & x_0 + bx_1 \\ -x_1 & x_0 + bx_1 \end{pmatrix} \bigg| x_0^2 + bx_0x_1 + x_1^2 = 1 \bigg\}.$$

This centralizer is commutative of size $q(q + 1)$. This branch $(A, B)$ of $A$ is of type $B_7$, and there are $(q + 1)$ such branches.

Lastly, we take $B = AD(1) \begin{pmatrix} a_0 & -a_1 \\ a_1 & a_0 + ba_1 \end{pmatrix}$, where $a_0^2 + ba_0a_1 = a_1^2 = 1$. The centralizer $Z_{Sp_n(F_q)}(A, B)$ is

$$Z_{Sp_n(F_q)}(A, B) = \begin{pmatrix} x_0 & -x_1 \\ x_1 & x_0 + bx_1 \end{pmatrix} \begin{pmatrix} y_0 & -by_1/2 \\ -by_1/2 & y_0 \end{pmatrix} \bigg| x_0^2 + bx_0x_1 + x_1^2 = 1, y_0^2 - (b^2 - 4)y_1^2/4 = 1 \bigg\}. $$

This is a group of size $(q + 1)^2$. This branch $(A, B)$ is of type $B_4$, and there are $q + 1$ branches. This completes the proof. □

**Proposition 6.6.** For a symplectic matrix of type $B_8$, there are:

- $(q - 1)$ branches of type $B_8$,
- $(q - 1)$ branches of type $B_9$,
- $\frac{1}{2}(q - 1)(q - 2)$ branches of type $B_3$,
- $\frac{1}{2}q(q - 1)$ branches of type $B_2$.

**Proof.** A matrix $A$ of type $B_8$ has the canonical form $\begin{pmatrix} aI_2 & -a^{-1}I_2 \end{pmatrix}$, where $a \in F_q^*$ and $a \neq \pm 1$, with respect to the form $\beta_3$. The centralizer of $A$ is $\{ \begin{pmatrix} C & \cdot \cdot \cdot \\ \cdot \cdot \cdot & C^{-1} \end{pmatrix} | C \in GL_2(F_q) \}$. It is enough to
know the conjugacy classes of $GL_2(F_q)$ here. So, each branch is of the form $B = \begin{pmatrix} C & t_{C^{-1}} \end{pmatrix}$, where $C$ is a canonical matrix of its conjugacy class type, and $Z_{Sp_4(F_q)}(A, B) = \left\{ \begin{pmatrix} X & t_{X^{-1}} \end{pmatrix} \mid XC = CX \right\}$. □

The next four non-regular types $C_1, C_3, D_1,$ and $D_2$ are non-primary types, i.e., their canonical forms are of the kind: $\begin{pmatrix} A & B \end{pmatrix}$, where $A$ and $B$ are non-conjugate elements of $Sp_2(F_q)$. Thus its centralizer is

$$Z_{Sp_4(F_q)}\left(\begin{pmatrix} A & B \end{pmatrix}\right) = \left\{ \begin{pmatrix} X & Z \end{pmatrix} \mid X \in Z_{Sp_2(F_q)}(A), Z \in Z_{Sp_2(F_q)}(B) \right\}.$$ 

Hence the branches of such a matrix are of the form $\begin{pmatrix} C & D \end{pmatrix}$, where $C$ is a branch of $A$, and $D$ is a branch of $B$. Thus we can use this argument to prove the next four propositions regarding the branching of the types $C_1, C_3, D_1,$ and $D_2$.

**Proposition 6.7.** For a symplectic matrix of type $C_1$, these are the branches:

- $2(q + 1)$ branches of type $C_1$.
- $4(q + 1)$ branches of type $C_2$.
- $\frac{1}{7}(q^2 - 1)$ branches of type $B_5$.
- $\frac{1}{2}(q^2 - 1)$ branches of type $B_4$.

**Proposition 6.8.** For a symplectic matrix of type $C_3$, these are the branches:

- $2(q - 1)$ branches of type $C_3$.
- $4(q - 1)$ branches of type $C_4$.
- $\frac{1}{2}(q - 3)(q - 1)$ branches of type $B_3$.
- $\frac{1}{2}(q - 1)^2$ branches of type $B_5$.

**Proposition 6.9.** For a symplectic matrix of type $D_1$, the branching data is as follows:

| Branch Type | No. of Branches |
|-------------|-----------------|
| $B_3$       | $\frac{(q - 3)^2}{4}$ |
| $B_4$       | $\frac{(q - 1)^2}{4}$ |
| $B_5$       | $\frac{1}{2}(q - 1)(q - 3)$ |
| $C_1$       | $2(q - 1)$ |
| $C_2$       | $4(q - 1)$ |
| $C_3$       | $2(q - 3)$ |
| $C_4$       | $4(q - 3)$ |

**Proposition 6.10.** A symplectic matrix of type $D_2$ has the following branches:

- $4q$ branches of type $D_2$.
- $8q$ branches of type $D_3$.
- $q(q - 3)$ branches of type $C_4$, and
- $q(q - 1)$ branches of type $C_2$.

These are the branching rules of the non-regular types. The remaining types of similarity classes of $Sp_4(F_q)$ are the regular types. So, their centralizers in $Sp_4(F_q)$ are commutative subgroups. Each of these matrices have the same regular type as their only branch. We summarize this in the following,
Proposition 6.11. For all the Regular types, the only branch is that type itself, and the number of branches is the size of its centralizer. The branching for the 11 Regular types in Sp₄(F₉) is as follows:

| Regular Type | No. of Branches | Regular Type | No. of Branches |
|--------------|----------------|--------------|----------------|
| A₁           | 2q²           | B₁           | q(q + 1)       |
| B₂           | q² + 1        | C₂           | 2q²(q + 1)     |
| B₃           | q² - 1        | D₂           | 2q²(q - 1)     |
| B₄           | (q - 1)²      | C₃           | 2q²(q + 1)     |
| B₅           | (q + 1)²      | D₃           | 4q²           |
| B₆           | q² - 1        |              |                |

6.1. Branching rules of the new types in Sp₄(F₉)

In the process of computing the branching rules for A₂, A₃ and A₃′ in the Proposition 6.2, 6.3 and 6.4 we get three new types N₁, N₂ and N₃. Thus to complete the branching rule for arbitrary size tuples we further need branching rules for these new ones.

Proposition 6.12. For a commuting pair of symplectic matrices, of type N₁, the branches are,

- 2q² branches of type N₁.
- q²(q - 1) branches of type N₃.
- 2q² branches of type D₃.

Proof. With respect to the form β₃ the common centralizer of a pair (A, B) of commuting matrices of type N₁ is Z_{Sp₄(F₉)}(A, B) = \left\{ \left( \begin{array}{cc} a₀ & b₀ \\ b₁ & a₀d₀b₁ \\ d₀ & b₂ \\ a₀ & b₀ \\ b₁ & a₀ \\ d₀ & b₂ \end{array} \right) \bigg| a₀, d₀ = \pm 1 \right\}. Let C = \left( \begin{array}{ccc} a₀ & b₀ & a₀d₀b₁ \\ d₀ & b₁ & b₂ \\ a₀ & b₀ & a₀ \\ b₁ & a₀ & b₂ \end{array} \right), X = \left( \begin{array}{ccc} x₀ & y₀ & x₀z₀y₁ \\ z₀ & y₁ & x₀ \\ y₂ & z₀ & x₀ \end{array} \right), \quad C' = \left( \begin{array}{ccc} a₀' & b₀' & a₀'d₀'b₁' \\ d₀' & b₁' & b₂' \\ a₀' & d₀' & b₂' \end{array} \right).

Then the equation XC = C'X leads us to a₀ = d₀, d₀ = d₀', b₀' = b₀, and b₂' = b₂. Which further gives the equation z₀b₁ + a₀y₁ = x₀b₁ + y₁d₀. We look at cases a₀ = d₀, and d₀ = -a₀, to get the b₁', and thus the branches as mentioned in the statement. □

Proposition 6.13.

(1) For a pair of commuting matrices, of type N₂, there are 2q^3 branches of the same type.

(2) For a pair of commuting matrices of type N₃, there are 2q^3 branches of the same type.

Proof. The centralizer of a commuting pair of symplectic matrices (A, B) of type N₂ is \left\{ \left( \begin{array}{ccc} x₀ & y₁ & x₁ \\ z₀ & x₀ & -y₁ \\ x₀ & x₁ & y₁ \end{array} \right) \bigg| x₀² = 1 \right\}, with respect to the bilinear form β₂. It is easy to see that it is a commutative group and hence 2q³ branches. Similarly, for a commuting tuple of type N₃, the centralizer is \left\{ \left( \begin{array}{ccc} x₀ & x₁ & y₁ \\ x₀ & y₂ & x₁ \\ x₀ & y₁ & x₂ \end{array} \right) \bigg| x₀² = 1 \right\}, with respect to the bilinear form β₃. Again, this one too is commutative. □
Now, in this process we do not get any new type. Thus, the process of computing branches stops here and we get the complete branching rules for $\text{Sp}_4(\mathbb{F}_q)$.

### 6.2. Proof of Theorem 1.3

The similarity class types (the existing ones, along with the three new types) are written in the order $\{A_1, A_2, A_3, A'_4, A_4, B_1, B_2, B_3, B_4, B_5, B_6, B_7, B_8, B_9, C_1, C_2, C_3, C_4, D_1, D_2, D_3, N_1, N_2, N_3\}$. The Propositions 6.1 to 6.13 give the branching rules for $\text{Sp}_4(\mathbb{F}_q)$. This is summarized in the form of a Table given in Table 4, and we call this matrix $B\text{Sp}_4$. This can be used to compute $c_s(4, k, q)$. However, this gets quite complicated so we refrain from presenting that here.

### 7. Branching and commuting probability

In this section, we explore the relation between simultaneous conjugacy of commuting tuples (which is equivalent to computing branching matrix) and commuting probability. Let $G$ be a finite group and $l$ be the number of conjugacy classes in it. Let $g_1, \ldots, g_l$, denote the representatives of the conjugacy classes in $G$. We denote by $Z_G(g_i)$ the centralizer of $g_i$ in $G$, and $C_G(g_i)$ the conjugacy class of $g_i$.

#### Lemma 7.1

Let $G$ be a finite group, and $k$ be a positive integer. Set $c_G(0) = 1$. Then, the number of simultaneous conjugacy classes of $k$-tuples of commuting elements of $G$ is:

$$c_G(k) = \sum_{i=1}^{l} c_{Z_G(g_i)}(k - 1) = 1.B_G^k.e_1$$

where $1$ is a row vector with all 1’s, the vector $e_1$ is the column vector with 1 at first place and 0 elsewhere and $B_G$ is the branching matrix of $G$.

**Proof.** Since $c_G(0) = 1$, we get, $c_G(1) = \sum_{i=1}^{l} 1 = l$, the number of conjugacy classes in $G$. Now, given a $k$-tuple $(h_1, \ldots, h_k)$ of commuting elements in $G$ for $k \geq 2$, the $k - 1$-tuple $(h_2, \ldots, h_k) \in Z_G(h_1)^{(k-1)}$. This gives a bijection between the orbits for the conjugation action of $Z_G(h_1)$ on $Z_G(h_1)^{(k-1)}$, and simultaneous conjugacy classes of commuting $k$-tuples in $G^{(k)}$, where the first component is conjugate to $h_1$, hence we get first equality.

Now, we prove the second equality by induction on $k$. For the sake of clarity, we assume $B_G$ the branching matrix for a finite group $G$, is given with the rows and columns indexed by the conjugacy class types, with the first row and column indexed by the central type, i.e., the center of $G$. So, by the definition of $G$, the first column consists of the branches of any central element of $G$, which is the number of conjugacy classes of $G$ of each type in $G$. When $k = 1$, we have $c_G(1) = \sum_{i=1}^{l} 1 = \sum_{t}(B_G)_{t1}$, where $t$ denotes the conjugacy class types in $G$. Recall, for the new types the entries $(B_G)_{t1} = 0$, hence, $c_G(1) = 1.B_G.e_1$.

Now, assume induction up to $k$. Before going ahead, we make the following observation. From the branching matrix $B_G$, we can obtain the branching matrix for the centralizer subgroup $Z_G(t)$, for each of the types $t$. This we can do by taking a submatrix $B_{Z_G(t)}$ of those entries $(B_G)_{ab}$, where conjugacy classes $C_a$ and $C_b$ occur in the list of branching of a class $C_t$ of type $t$. Notice that when $B_G$ is multiplied with itself, this submatrix multiplies only with itself. So, we have:
\[ c_G(k+1) = \sum_B (B_G)_{t1}c_{Z_G(t)}(k) = \sum_B (B_G)_{t1} \left( 1.B_{Z_G(t)}^k.e_t \right) \] by induction

\[ = \sum_B (B_G)_{t1} \left( 1.((B_G)_{at})^k.e_t \right) \] types c, d are branches of type t

\[ = \sum_B (B_G)_{t1} \left( \sum_a (B_G)_{at}^k \right) \text{ type a occurs as in the branching of type t} \]

\[ (B_G)_{at}^k = 0 \text{ if type a is not a branch of type t}. \]

\[ = \sum_B \sum_a (B_G)_{at}^k.(B_G)_{t1} = \sum_B \left( \sum_a (B_G)_{at}^k.(B_G)_{t1} \right) \]

\[ = \sum_B (B_G)_{at}^{k+1} = 1.B_{G}^k.e_1. \]

This completes the proof.

**Proof of Theorem 1.1.** We prove this by induction on \( k \). When \( k = 2 \), it is already known (see [5] Theorem IV) that \( cp_2(G) = \frac{I}{|G|^2} \), which is equal to \( \frac{c_{Z_G(1)}}{|G|^1} \). Thus we may assume \( k \geq 3 \). Using Lescot’s formula (Equation (1.1)), we get:

\[ cp_{k+1}(G) = \frac{1}{|G|} \sum_{i=1}^{l} \frac{1}{|c_{Z_G(g_i)}|^k} cp_k(Z_G(g_i)) \]

\[ = \frac{1}{|G|} \sum_{i=1}^{l} \frac{1}{|c_{Z_G(g_i)}|^{k-1}} c_{Z_G(g_i)}(k-1) \text{ by induction} \]

\[ = \frac{1}{|G|} \sum_{i=1}^{l} c_{Z_G(g_i)}(k-1) = \frac{1}{|G|^k} \sum_{i=1}^{l} c_{Z_G(g_i)}(k-1) = \frac{c_G(k)}{|G|^k}. \]

The last step follows from Lemma 7.1. This completes the proof.

**Appendix A: Conjugacy classes in \( Sp_2(F_q) \) and \( Sp_4(F_q) \)**

We first describe the conjugacy classes for \( Sp_2(F_q) \cong SL_2(F_q) \) in the table below. We refer to the notation introduced in the Section 5.

| Representative | No. of classes | Centralizer size | Class size | Notation |
|----------------|----------------|-----------------|------------|----------|
| \( t, -t \)   | 1              | \( q(q^2 - 1) \) | 1          | \( C \)  |
| \( (1 1), (-1 1) \) | 1              | 2q              | \( q^2 - 1 \) | \( A_1 \) |
| \( (1 \eta) \), \( (-1 \eta) \) \( \eta \) is a non-square in \( F_q \) | 1              | 2q              | \( q^2 - 1 \) | \( A_2 \) |
| \( \frac{1}{2} \) \( (-1 -1) \) \( \xi \neq \pm 1 \) | \( q^2 - 1 \) | \( q(q+1) \) | \( D \)    |
| \( \frac{1}{2} \) \( (1 b) \) \( \kappa^2 - bx + 1 \) is irreducible | \( q^2 - 1 \) | \( q+1 \) | \( q(q-1) \) | \( Ir \) |

Next we describe the conjugacy classes of \( Sp_4(F_q) \) which is already known (with respect to \( b_1 \) (see pages: 489-491 from Srinivasan [14])). We have changed the nomenclature slightly, but kept it as close as possible to that of Srinivasan’s. Also here we bring in \( \kappa \in F_q^* \), a generator of the multiplicative cyclic group. Define \( \zeta = \kappa^{q-1} \in F_q^* \), \( \theta = \kappa^{q+1} \in F_q^* \), which is, in fact, a generator of \( F_q^* \). Also define \( \eta = \theta^{q-1} \in F_q^* \setminus F_q^* \), and \( \gamma = \theta^{q+1} \), thus a generator of \( F_q^* \), and a non-square.
Appendix B: Conjugacy classes of $O^+_2(F_q)$, and $O^-_2(F_q)$

For the branching in group $Sp_4(F_q)$ we require the conjugacy classes in $2 \times 2$ orthogonal group over $F_q$. There are two such groups one split, denoted as $O^+_2(F_q)$, and other non-split, denoted as $O^-_2(F_q)$. The split orthogonal group $O^+_2(F_q) = \{ A \in GL_2(F_q) | A.\beta.\gamma A = \beta \}$ is defined with respect the symmetric bilinear form $\beta = \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}$. If we take the symmetric bilinear form to be $\gamma = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}$, it is equivalent to $\beta$, and hence gives orthogonal group, conjugate to $O^+_2(F_q)$. The conjugacy classes of this group $O^+_2(F_q)$ are:

| Representative | No. of classes | Centralizer size | Class size |
|---------------|---------------|-----------------|------------|
| $l_2, -l_2$   | 1, 1          | 2(q - 1)        | 1          |
| $(\gamma \ 0) \quad (0 \ \gamma^{-1})$ | $\frac{q+1}{2}$ | $q - 1$ | 2          |
| $(0 \ 1) \quad \left(0 \quad \gamma \right) \quad \left(1 \quad 0 \right) \quad \left(\gamma^{-1} \quad 0 \right)$ | 1, 1 | 4 | $\frac{q+1}{2}$ |

The non-split orthogonal group $O^-_2(F_q) = \{ A \in GL_2(F_q) | A.\beta.\gamma A = \beta \}$ is defined with respect to the symmetric bilinear form $\beta = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}$, where $\gamma$ is a non-square such that $\langle \gamma \rangle = F_q^*$. The conjugacy classes in $O^-_2(F_q)$ are:

| Representative | No. of Classes | Centralizer Size | Class Size |
|---------------|---------------|-----------------|------------|
| $l_2, -l_2$   | 1, 1          | 2(q + 1)        | 1          |
| $(a_0 \ a_1) \quad (\gamma a_1 \ a_0)$ | $\frac{q+1}{2}$ | $q + 1$ | 2          |
| $a_2^2 + \gamma a_1 = 1, a_0 \neq 0$ | 1, 1 | 4 | $\frac{q+1}{2}$ |
| $(1 \ -1) \quad (-1 \ 1)$ | | | |

Acknowledgments

The authors would like to thank Amritanshu Prasad, IMSc Chennai, for his interest in this work. We thank the referee(s) for their feedback and suggestions for revision which helped the paper improve.

Funding

Uday Bhaskar Sharma has received National Post-Doctoral Fellowship from SERB, India during this project. Anupam Singh would like to acknowledge support of MATRICS grant from SERB during this project.

References

[1] Bate, M., Martin, B., Röhrle, G., Tange, R. (2011). Complete reducibility and conjugacy classes of tuples in algebraic groups and lie algebras. Math. Z 269(3-4):809–832. DOI: 10.1007/s00209-010-0763-9.
[2] Bhunia, S., Singh, A. (2019). Conjugacy classes of centralizers in unitary groups. J. Group Theory 22(2): 231–251. DOI: 10.1515/jgth-2018-0036.
[3] Borel, A., Friedman, R., Morgan, J. W. (2002). Almost commuting elements in compact lie groups. Mem. AMS. Soc. 157(747):x+136pp. DOI: 10.1090/memo/0747.
[4] Ennola, V. (1962). On the conjugacy classes of the finite unitary groups. Ann. Acad. Sci. Fenn. Ser. A I Math. 313:13. DOI: 10.5186/aasmf.1962.313.
[5] Erdos, P., Turan, P. (1968). On some problems of a statistical group-theory IV. Acta Math. Acad. Sci. Hungar. 19:413–435.
[6] Feit, W., Fine, N. J. (1960). Pairs of commuting matrices over a finite field. Duke Math. J. 27:91–94. DOI: 10.1215/S0012-7094-60-02709-5.

[7] Fulman, J., Guralnick, R. (2018). Enumeration of commuting pairs in lie algebras over finite fields. Ann. Comb. 22(2):295–316. DOI: 10.1007/s00026-018-0390-4.

[8] Green, J. A. (1955). The characters of the finite general linear groups. Trans. Amer. Math. Soc. 80(2): 402–447. DOI: 10.1090/S0002-9947-1955-0072878-2.

[9] Grove, L. C. (2002). Classical Groups and Geometric Algebra, Graduate Studies in Mathematics, Vol. 39. Providence, RI: American Mathematical Society. pp. x+169.

[10] Guralnick, R. M., Robinson, G. R. (2006). On the commuting probability in finite groups. J. Algebra 300(2): 509–528. DOI: 10.1016/j.jalgebra.2005.09.044.

[11] Hofmann, K. H., Russo, F. G. (2012). The probability that x and y commute in a compact group. Math. Proc. Camb. Philos. Soc. 153(3):557–571. DOI: 10.1017/S0305004112000308.

[12] Lescot, P. (1995). Isoclinism classes and commutativity degrees of finite groups. J. Algebra 177(3):847–869. DOI: 10.1006/jabr.1995.1331.

[13] Pforte, L., Murray, J. (2018). The indecomposable symplectic and quadratic modules of the Klein-four group. J. Algebra 505:92–124. DOI: 10.1016/j.jalgebra.2018.02.032.

[14] Sharma, U. B. (2016). Asymptotic of number of similarity classes of commuting tuples. J. Ramanujan Math. Soc. 31(4):385–397.

[15] Sharma, U. B. (2016). Simultaneous similarity classes of commuting matrices over a finite field. Lin. Algebra Appl. 501:48–97.

[16] Srinivasan, B. (1968). The characters of the finite symplectic group Sp(4,q). Trans. Amer. Math. Soc. 131: 488–525. DOI: 10.2307/1994960.

[17] Stein, W. A., et al. (2018). Sage Mathematics Software Version 8.2. The SAGE Development Team. http://www.sagemath.org.

[18] Thiem, N., Vinroot, C. R. (2007). On the characteristic map of finite unitary groups. Adv. Math. 210(2): 707–732. DOI: 10.1016/j.aim.2006.07.018.

[19] Vinroot, C. R. (2005). Twisted Frobenius-Schur indicators of finite symplectic groups. J. Algebra 293(1): 279–311. DOI: 10.1016/j.jalgebra.2005.01.023.

[20] Wall, G. E. (1963). On the conjugacy classes in the unitary, symplectic and orthogonal groups. J. Aust. Math. Soc. 3(1):1–62. DOI: 10.1017/S1446788700027622.