Port-Hamiltonian modeling of ideal fluid flow: Part I. Foundations and kinetic energy
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\textbf{A B S T R A C T}

In this two-parts paper, we present a systematic procedure to extend the known Hamiltonian model of ideal inviscid fluid flow on Riemannian manifolds in terms of Lie–Poisson structures to a port-Hamiltonian model in terms of Stokes-Dirac structures. The first novelty of the presented model is the inclusion of non-zero energy exchange through, and within, the spatial boundaries of the domain containing the fluid. The second novelty is that the port-Hamiltonian model is constructed as the interconnection of a small set of building blocks of open energetic subsystems. Depending only on the choice of subsystems one composes and their energy-aware interconnection, the geometric description of a wide range of fluid dynamical systems can be achieved. The constructed port-Hamiltonian models include a number of inviscid fluid dynamical systems with variable boundary conditions. Namely, compressible isentropic flow, compressible adiabatic flow, and incompressible flow. Furthermore, all the derived fluid flow models are valid covariantly and globally on n-dimensional Riemannian manifolds using differential geometric tools of exterior calculus.
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1. Introduction

Fluid mechanics is one of the most fundamental fields that has stimulated many ideas and concepts that are central to modern mathematical sciences. Fluid mechanics has been studied in the literature using both the Lagrangian and Hamiltonian formalism. In the classical Hamiltonian theory for fluid dynamical systems, a fundamental difficulty arises in incorporating the spatial boundary conditions of the system, which is also the case for general distributed parameter systems. Previous Hamiltonian formulations of fluid flow in the literature\textsuperscript{[10–12,15]} tend to focus on conservative systems with no energy-exchange with its surrounding environment. Usually, this is imposed by certain assumptions on the system variables. For example, if the spatial domain is non-compact, it is assumed that the system variables decay at infinity. Whereas if the spatial domain is compact, the boundary is assumed impermeable by imposing that the velocity vector field is tangent to the boundary.

Consequently, the traditional Hamiltonian theory is limited to distributed parameter systems on spatial manifolds without a boundary or ones with zero-energy exchange through the boundary. While this is useful for analyzing a system that is isolated from its surroundings, it is certainly an obstacle for practical applications such as simulation and control.

The port-Hamiltonian framework grew out of the interest to extend the applicability of traditional Hamiltonian theory and has proven to be very effective for the treatment of both lumped-parameter\textsuperscript{[13]} and distributed-parameter systems...
Fig. 1. Port-Hamiltonian model of various fluid dynamical systems as a network of interconnected energetic subsystems. Part I of this series deals with the kinetic energy storage $H_k$, its corresponding Dirac structure $\tilde{D}_k$, and its open ports. Part II will deal with the various possibilities to interconnect another subsystem for storage of internal energy $H_i$ for adiabatic or isentropic compressible flow or incompressible flow.

systems [19], see also the recent survey [17]. While the traditional Hamiltonian formalism, in its generalized version on Poisson manifolds, is limited to conservative closed systems, the port-Hamiltonian formalism, based on Dirac structures, is applicable to non-conservative open systems capable of energy exchange with its environment.

Another core feature that distinguishes the port-Hamiltonian framework from the Hamiltonian framework is that a dynamical system is modeled as the interconnection of several subsystems classified based on their relation to energy. Namely, energy storage, (free) energy dissipation, energy supply, and energy routing elements. Therefore, the port-Hamiltonian framework is not a trivial extension of the Hamiltonian framework but rather a paradigm shift in treating dynamical systems in a bottom-up approach as opposed to the top-down approach of classical Hamiltonian theory.

This two-part series of articles describes how fluid dynamical systems are systematically and completely modeled in the port-Hamiltonian framework by a small set of building blocks of open subsystems. Depending on the choice of subsystems one composes in an energetically consistent manner, the geometric description of a number of fluid dynamical systems can be achieved, ranging from incompressible to compressible flows, as shown in Fig. 1.

This decomposed network-based model of fluid dynamical systems comes at a great technical advantage. Each of the subsystems is described in the structurally simplest possible way, even if other subsystems require a considerably more sophisticated formulation. The composition of such unequal subsystems is mediated by a Dirac structure, which routes the energy flow between all subsystems.

A second tremendous technical simplification is achieved concerning the precise choice of state space underlying each energetic subsystem. For example when treating the kinetic energy of the fluid, no prior assumptions are required on the state space of fluid velocity to handle specific cases, such as impermeable boundaries and incompressibility. Instead, one chooses a state space that treats the general case of a compressible velocity field on any spatial domain (possible curved) that is permeable. Then, a modeling assumption is imposed by composition with a suitable type of subsystem that physically models this assumption and is simply coupled to the unchanged kinetic-energy system. The equations resulting from this procedure are, in the end, of course the same as those following from the traditional view, but their geometric description is technically simplified and made physically more insightful at the same time.

In addition to the system theoretic advantages of modeling ideal fluid flow in the port-Hamiltonian paradigm, the work we present here serves as a stepping stone for modeling fluid–structure interaction in the quest of understanding the flapping-flight of birds within the PORTWINGS project. In this project, we target a methodology which allows to describe the behavior of multi-physical systems, one of which is fluid dynamics, and the interconnection of various components in order to create a intrinsically composable model of the overall system.

In this first paper of the two-part series, we start the port-Hamiltonian modeling process of fluid dynamical systems with the construction of the energetic subsystem that stores the kinetic energy of a fluid flowing on a general spatial domain with permeable boundary. The procedure to construct the port-Hamiltonian model we are aiming for relies greatly on understanding the underlying geometric structure of the state space of each energetic subsystem. This geometric formulation, pioneered by [3] and [6], will allow a systematic derivation of the underlying Hamiltonian dynamical equations and Dirac structures, usually postulated a priori in the literature [2, 16, 18, 19]. Furthermore, it will allow for the boundary terms, which are always absent in the traditional Hamiltonian picture, to be easily identified and transformed into power ports which can be used for energy exchange through the boundary of the spatial domain.

The geometric description of ideal fluid flow is then used to compile the main results of Part I of this series. Namely, the port-Hamiltonian formulation of the kinetic energy storage subsystem and the identification of the Dirac structure that routes the energy flowing in and out of the kinetic energy subsystem to a distributed power port (which allows the connection to subsystems that interact with the fluid within the spatial domain) and a boundary power port (which allows the connection to subsystems that allow the exchange of material).
The work presented in this two-part article stems from the work of [18] for modeling compressible isentropic flow. In Part I, we extend the work of [18] showing how the underlying Stokes–Dirac structure can be systematically derived from first principles exploiting the Lie algebra structure of the space of energy variables. While in Part II, we extend the work of [18] by constructing port-Hamiltonian models of adiabatic compressible as well as incompressible flow.

This first paper is organized as follows: Section 2 introduces the geometric description of ideal fluid flow using differential forms on the spatial domain in the quest of identifying the state space of fluid motion. Then, Section 3 discusses advected quantities, their corresponding governing equations, and their own state space separated from the one of fluid motion. Then, Section 4, will discuss the first two steps of the port-Hamiltonian modeling procedure aiming to construct the open port-Hamiltonian model for the kinetic-energy subsystem with variable boundary conditions and distributed stress forces. Finally, we conclude with some remarks in Section 5.

In Part II, we will present the remaining steps of the port-Hamiltonian procedure which will utilize the distributed stress forces added to the port-Hamiltonian model presented in Section 4 of the present paper to add storage of internal energy for modeling compressible flow, and to add constraint forces to model incompressible flow.

2. Kinematics of fluid motion

In this section, we provide a brief introduction to the geometric description of ideal fluid flow using differential geometric tools which we will build on in this work. For more details on this background material, the reader is referred to [1, Ch. 8] and [9, Ch. 11]. The majority of the differential geometric and exterior calculus notation used in this paper follows that of [7].

2.1. Configuration space and Lie algebra

We start by describing the physical space in which the fluid flows. This region is mathematically represented by an $n$-dimensional compact manifold $M$, where for non relativistic physically meaningful spaces we are restricted to $n = [2, 3]$. The manifold could have a boundary $\partial M$ or could have no boundary ($\partial M = \emptyset$), like for instance our (almost) spherical Earth.

As the fluid flows within the domain $M$, the material particles are transported with the flow. Consider the fluid particle passing through a point $x \in M$ in the spatial domain at time $t$, and let $v(t, x)$ denote the velocity of that particle assumed to be smooth in its arguments. For each time $t$, $v_t := v(t, \cdot) \in X(M)$ is a vector field on $M$. We call $v$ the *Eulerian velocity field* of the fluid.

In order to construct a configuration space that describes motion of the fluid, it is necessary to define a family of motions that move elements of the fluid along the spatial manifold $M$. The evolution of the fluid particle during a fixed time $t$ is described by the map $g_t : M \to M$. Thus, the particle starting at a point $x_0$ reaches the point $g_t(x_0) \in M$ after time $t$. The map $g_t : M \to M$, referred to as the flow map, defines the current configuration of the fluid at time $t$. The forward map $g_t : x_0 \mapsto x$ takes a fluid parcel from its initial position in the reference configuration (chosen as the Lagrangian labels) to its current spatial position in the domain. Whereas, the inverse map $g_t^{-1} : x \mapsto x_0$ assigns the Lagrangian labels to a given spatial point. The flow map $g_t$ is mathematically the flow or evolution operator of the time dependent vector field $v$ [1, pg. 285].

The set of all diffeomorphisms $g_t$ on $M$ is known as the *diffeomorphism group* $D(M)$. By construction the identity element $g_0$ of $D(M)$ coincides with the identity map on $M$. The key property of $D(M)$ is that it is an (infinite-dimensional) Lie Group [10] which allows the construction of a proper analytic framework in which fluid dynamic equations can be derived in the same spirit as for finite-dimensional system. As an example the Lie group $D(M)$ serves as the configuration space for the fluid flow in the same way as the Lie Group $SE(3)$ is the configuration space for rigid body motion. The reader is referred to [6] for a proper introduction to a functional-analytic arguments of considering $D(M)$ as a Lie group, which is out of the scope of this work.

The Lie algebra of $D(M)$, denoted by $\mathfrak{g}^n$, consists of the space of vector fields on $M$, i.e. $T_e D(M) = \mathfrak{g}(M)$. We denote the Lie bracket of $\mathfrak{g}^n$ by $[u, v]_\alpha$, where $u, v \in \mathfrak{g}^n$. The algebra adjoint operator $ad_u: \mathfrak{g}^n \to \mathfrak{g}^n$ is implicitly defined by $ad_u(v) := [u, v]_\alpha$. The Lie bracket on $\mathfrak{g}^n$ is given by minus the standard Jacobi–Lie bracket on $\mathfrak{g}(M)$, which can be expressed using the Lie Derivative as

$$[u, v]_\alpha = ad_u(v) = -L_u v. \quad (1)$$

2.2. Differential form representation of Lie algebra

In this work we rely greatly on representing the Lie algebra $\mathfrak{g}^n$ using the space of differential forms on $M$. The differential form representation is technically beneficial for a number of reasons. First, the related Grassmannian algebra operators are very efficient in carrying out calculations and proving theorems. Second, well established results like Stokes theorem will be crucial in the development of the Dirac structures of this work. Third, the equations of motion expressed using differential forms are invariant with respect to coordinate changes.

As a Riemannian manifold, $M$ carries a metric $\mathbb{M} : \mathfrak{g}(M) \times \mathfrak{g}(M) \to C^\infty(M)$ which induces a compatible volume form $\mu_{vol} = \ast 1 \in \Omega^n(M)$. There are two options to identify the Lie algebra of vector fields $\mathfrak{g}^n = \mathfrak{g}(M)$ with the space
of k-differential forms $\Omega^k(M)$ on the Riemannian manifold $M$. The first uses the metric $g$ and produces the 1-form $\tilde{v} := \mathcal{M}[\nu, \cdot] \in \Omega^1(M)$. The second option uses the interior product and the volume form to produce the $(n-1)$-form $\omega_v := \iota_v \mu_{vol} \in \Omega^{n-1}(M)$. For future reference, we denote the isomorphism $\nu \mapsto \omega_v$ by $\psi_{vol}$.

Conversely, we will denote the vector field corresponding to an $n-1$ form $\omega \in \Omega^{n-1}(M)$ by $\hat{\omega} \in \mathfrak{x}(M)$ and the vector field corresponding to a 1-form $\alpha \in \Omega^1(M)$ by $\hat{\alpha} \in \mathfrak{x}(M)$.

The Hodge star operator makes it possible to commute between the two representations. In particular, using the general identity

$$\iota_v \alpha = (-1)^{(k+1)(n-k)} \ast (\tilde{v} \wedge \ast \alpha), \quad \forall v \in \mathfrak{x}(M), \alpha \in \Omega^k(M),$$

and the fact that $\mu_{vol} = \ast 1$, it holds that

$$\omega_v = \iota_v \mu_{vol} = \iota_v (\ast 1) = \ast \tilde{v}, \quad \text{and} \quad \tilde{v} = (-1)^{n-1} \ast \omega_v.$$

Remark 2.1. Note that the sign in (2) is positive if $\alpha$ is a top form (i.e. $k = n$) or is of an odd order, which will always be the case where this identity is used in this work.

The construction presented so far describes the configuration of a fluid flowing using the diffeomorphism group $\mathcal{D}(M)$ rests on the fundamental assumption that the fluid particles always remain within the fluid container. Thus, we have $g = \Omega^{n-1}(M)$ and its corresponding Lie bracket, denoted by $[\cdot, \cdot]_g$, is given by the following result.

Proposition 2.2. The Lie bracket $[\cdot, \cdot]_g : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}$ is given by

$$[\omega, \beta]_g = -\mathcal{L}_{\hat{\omega}} \beta + \text{div}(\hat{\omega}) \beta,$$

where the divergence of a vector field $v \in \mathfrak{x}(M)$ is the function $\text{div}(v) \in C^\infty(M)$ defined such that $\mathcal{L}_{\nu} \mu_{vol} = \text{div}(v) \mu_{vol}$, and $\omega = \psi_{vol}^{-1}(\omega) \in \mathfrak{g}^\circ$ is the vector field corresponding to $\omega \in \mathfrak{g}$.

Proof. By using the map $\psi_{vol}$ as a Lie-algebra isomorphism between $\mathfrak{g}^\circ$ and $\mathfrak{g}$, the bracket on $\mathfrak{g}$ can be constructed by

$$[\omega, \beta]_g := \psi_{vol}([\psi_{vol}^{-1}(\omega), \psi_{vol}^{-1}(\beta)]_\mathfrak{x}).$$

Using (1) and the definition of $\psi_{vol}$, one has that $[\omega, \beta]_g = \psi_{vol}([\hat{\omega}, \hat{\beta}]_\mathfrak{x}) = \psi_{vol}(-\mathcal{L}_{\hat{\omega}} \hat{\beta}) = -\iota_{(\mathcal{L}_{\hat{\omega}} \hat{\beta})} \mu_{vol}$. Using the Lie derivative property

$$\mathcal{L}_{\nu} (t_\nu \alpha) = t_\nu \mathcal{L}_{\nu} \alpha + t_\nu (\mathcal{L}_{\nu} \alpha), \quad \forall \nu, \alpha \in \Omega^k(M),$$

and the definition of divergence it holds $[\omega, \beta]_g = -\mathcal{L}_{\hat{\omega}} (\iota_{\hat{\beta}} \mu_{vol}) + \iota_{\hat{\beta}} (\mathcal{L}_{\hat{\omega}} \mu_{vol}) = -\mathcal{L}_{\hat{\omega}} \beta + \text{div}(\hat{\omega}) \beta$. ■

2.3. Permeable vs. impermeable boundaries

Before moving on, we turn attention to a fundamental issue that distinguishes between the Hamiltonian and port-Hamiltonian treatments of fluid dynamics with respect to the boundary of the fluid container, as shown in Fig. 2.

The construction presented so far in describing the configuration of a fluid flowing using the diffeomorphism group $\mathcal{D}(M)$ rests on the fundamental assumption that the fluid particles always remain within the fluid container. In case $M$ has no boundary, this is obviously always true. However, in case $M$ has a boundary, the Lie algebra of $\mathcal{D}(M)$ is constrained to the subspace $\mathfrak{x}_T(M) \subset \mathfrak{x}(M)$ with $\mathfrak{x}_T(M)$ defined as the subset of vector fields on $M$ that are tangent to $\partial M$. This extra condition on $v$ is synonymous with the boundary of $M$ being impermeable.

The restriction of $\mathfrak{g}^\circ$ to vector fields that are tangent to $\partial M$ translates to the condition that its corresponding $n-1$ form is normal to $\partial M$, i.e. satisfies $i^\ast(\omega_{\nu}) = 0$, where $i : \partial M \to M$ is the canonical inclusion map. Differential forms normal to $\partial M$ are said to satisfy the Dirichlet boundary condition. Thus, in the case of impermeable boundary, the Lie algebra $\mathfrak{g}$ for impermeable boundaries becomes $\Omega_D^{n-1}(M)$, which denotes the space of normal $n-1$ forms on $M$.

The cases for which $M$ has no boundary or $\partial M$ is impermeable correspond to an isolated fluid dynamical system that cannot exchange (mass) flow with its surrounding. Consequently, all results of the traditional Hamiltonian formalism relying on $\mathcal{D}(M)$ and Poisson structures are related to such isolated systems.
In order to treat fluid dynamical systems in the port-Hamiltonian framework, it is necessary to treat the fluid container with a boundary that is permeable by default. This is necessary, for instance, if \( M \) is to represent a control volume inside a bigger flow domain. Fortunately, the extension of the known geometric formulation of fluids to permeable boundaries is only obstructed at the group level. At the Lie algebra level, this extension is simply afforded by dropping the previously identified Dirichlet constraint from the vector space \( \Omega^{n-1}_n(M) \), which is the algebra for impermeable boundaries, and taking instead all of \( \Omega^{n-1}(M) \) as the underlying vector space.

The deceptive simplicity of this step comes with a drastic conceptual shift. The Lie algebra \( (\mathfrak{g}, [\cdot, \cdot]_\mathfrak{g}) \) for permeable boundaries can no longer be the associated Lie algebra of the diffeomorphism group \( \mathcal{D}(M) \) or any of its subgroups. The intuition behind it is that the flow map \( g_t \) no longer becomes bijective as the fluid particles in the spatial domain \( M \) comprising the reference configuration are no longer constrained to remain in \( M \). Therefore, the treatment of permeable boundaries requires nothing more and nothing less than the ability to phrase any question about the fluid in a form that can be treated entirely at Lie algebra level.

The discussion of impermeable and permeable boundaries at this early stage is important, because much of what follows depends on whether one deals with impermeable or permeable boundaries. For instance, the determination of the duals of the vector space underlying the Lie algebra \( \mathfrak{g} \), crucially depends on the nature of \( \partial M \). Another consequence is that boundary terms, which all vanish for impermeable boundaries, must be carried through in a treatment that aspires to be valid for the three boundary cases.

Indeed, it is precisely the surface terms that make the key difference between the Lie–Poisson structure, underlying the traditional Hamiltonian theory, and the Stokes–Dirac structure, underlying the port-Hamiltonian theory, and will be of extreme importance in this work as it will rigorously reveal the corresponding boundary ports.

### 2.4. Dual space of Lie algebra

The dual space \( \mathfrak{g}^* \) to the Lie algebra \( \mathfrak{g} \) is naturally identified with the space of 1-forms \( \Omega^1(M) \) by means of the duality pairing
\[
\langle \alpha | \omega \rangle_{\mathfrak{g}} := \int_M \alpha \wedge \omega, \quad \alpha \in \mathfrak{g}^*, \beta \in \mathfrak{g}, \tag{6}
\]
which is the natural pairing based on integration on \( M \) of differential forms of complementary order.

An essential ingredient for deriving the equations of fluid motion in the Hamiltonian formalism is the map \( ad^*_\omega : \mathfrak{g}^* \to \mathfrak{g}^* \), which is the formal dual to the adjoint operator of \( \mathfrak{g} \) defined by \( ad_\omega(\cdot) := \{ \omega, \cdot \}_\mathfrak{g} \), for a given \( \omega \in \mathfrak{g} \). The explicit expression for \( ad^*_\omega \) is given by the following result.

**Proposition 2.3.** For any \( \omega \in \mathfrak{g} \), the dual map \( ad^*_\omega \) of the adjoint operator \( ad_\omega \) of \( g = \Omega^{n-1}(M) \) is given by
\[
ad^*_\omega(\alpha) = \mathcal{L}_\omega \alpha + \text{div}(\hat{\omega})\alpha, \quad \omega \in \mathfrak{g}, \alpha \in \mathfrak{g}^*.
\tag{7}
\]
For a general manifold \( M \) with boundary \( \partial M \), the map \( ad^*_\omega \) in (7) satisfies for any \( \omega, \beta \in \mathfrak{g} \) and \( \alpha \in \mathfrak{g}^* \),
\[
\langle ad^*_\omega(\alpha) | \beta \rangle_{\mathfrak{g}} = \langle \alpha | ad_\omega(\beta) \rangle_{\mathfrak{g}} + \int_{\partial M} \eta_{ad_\omega}(\alpha, \beta)|_{\partial M}, \quad \omega, \beta \in \mathfrak{g}, \alpha \in \mathfrak{g}^*,
\tag{8}
\]
where the \((n-1)\)-form \( \eta_{ad_\omega}(\alpha, \beta) \in \Omega^{n-1}(M) \) is given by
\[
\eta_{ad_\omega}(\alpha, \beta) = \iota_\omega(\alpha \wedge \beta).
\tag{9}
\]
The term \( \eta_{|\partial M} \in \Omega^k(\partial M) \) denotes the trace of the form \( \eta \in \Omega^k(M) \) which is defined as the pullback of the inclusion map \( i : \partial M \to M \), i.e. \( \eta_{|\partial M} := i^* \eta \).

**Proof.** Consider any \( \beta \in \mathfrak{g} \). By using (4) we have that
\[
\langle \alpha | ad_\omega(\beta) \rangle_{\mathfrak{g}} = \int_M \alpha \wedge [\omega, \beta]_{\mathfrak{g}} = \int_M \alpha \wedge \text{div}(\hat{\omega})\beta - \int_M \alpha \wedge L_\omega \beta. \tag{10}
\]
Using the Leibniz rule for the Lie derivative \( L_\omega(\alpha \wedge \beta) = L_\omega \alpha \wedge \beta + \alpha \wedge L_\omega \beta \) and Cartan’s magic formula \( L_\omega = d_{\iota_\omega} + \iota_\omega d \) the second integrand in (10) becomes
\[
-\alpha \wedge L_\omega \beta = L_\omega(\alpha \wedge \beta) - d_{\iota_\omega}(\alpha \wedge \beta).
\tag{11}
\]
Substituting (11) in (10), using the definition of divergence and Stokes theorem we have that
\[
\langle \alpha | ad_\omega(\beta) \rangle_{\mathfrak{g}} = \langle \text{div}(\hat{\omega})\alpha + L_\omega \alpha | \beta \rangle_{\mathfrak{g}} - \int_{\partial M} \iota_\omega(\alpha \wedge \beta))
= \langle ad^*_\omega(\alpha) | \beta \rangle_{\mathfrak{g}} - \int_{\partial M} (\iota_\omega(\alpha \wedge \beta))|_{\partial M}. \tag{12}
\]

Remark 2.4. Interestingly (but not surprisingly), this condition on representatives of the Lie algebra in case of impermeable boundary, is exactly the one that nullifies the boundary term in (8), which is easily verified because the pullback in the trace distributes over the wedge. This consideration sheds light on the fact that in classical Hamiltonian theory the state space is constrained such that no energy exchange can happen on the boundary of the spatial manifold, and the surface term in the duality pairing (8) is consequently neglected.

As will be shown in what follows, the surface terms are the key difference between the Lie–Poisson structure, underlying the traditional Hamiltonian theory, and the Stokes–Dirac structure, underlying the port-Hamiltonian theory, and will be of extreme importance in this work. Our methodology does not rely on constraining the state space of the fluid, but to consider duality pairings like (8) in their full generality, which will reveal rigorously boundary ports that can be used for modeling or control purposes.

3. Kinematics of advected quantities

In ideal continuum flow, the material parcels of the fluid are carried by the flow. These parcels are transported (advected) by the ideal flow along with extensive thermodynamic properties such as the parcels’ mass and heat. The properties transported by the flow are referred to as advected quantities.

The presence of advected quantities adds more structure to the spaces underlying the motion of fluids $g$ and $g^*$. Understanding this additional structure is crucial for the development of the decomposed model of fluid dynamics we aim for in this work as well as the derivation of the Stokes–Dirac structure underlying the kinetic energy subsystem.

Next, we describe mathematically advected quantities and their governing evolution equations. Then, we introduce the interconnection maps that will allow relating the spaces of fluid motion and the spaces of advected quantities to each other. Finally, we discuss the added semi-direct algebra structure that the presence of these advected quantities introduces into the geometric picture.

3.1. Mathematical description

In general, an advected quantity $a_t$ is represented mathematically as a time-dependent tensor field. We denote the vector space of advected quantities by $V^* = \mathcal{T}(M)$ which is usually a subspace of the space of tensor fields $\mathcal{T}(M)$ on $M$.

Specific examples include scalar fields (e.g. buoyancy, entropy), vector fields (e.g. magnetic field), 2-forms (e.g. vorticity), and top forms (e.g. mass form). All advected quantities that will be considered in this work will be represented by differential forms.

The relation between the differential form $a_t$ at $t > 0$ and its initial value $a_0$ is given by the pullback of the flow map $g_t \in G$. Thus, we have that $a_0 = g_t^* a_t$ or $a_t = (g_t^{-1})^* a_0$. An important observation is that the Eulerian advected quantity $a_t$ is thus completely determined by the flow map $g_t$ and its initial value $a_0$.

The differential expression for $a_t$ to be advected with the flow is that

$$\frac{\partial}{\partial t} + \mathcal{L}_v a_t = 0, \quad (12)$$

which is an immediate consequence of the Lie derivative formula for time-dependent tensor fields [1, Pg. 372]. An advected quantity is also referred to as being invariant under the flow, frozen into the fluid, or Lie dragged with the flow.

The prototypical case of an advected quantity that occurs in all continuum flows is the mass top-form given by $\mu_t := \rho_t \mu_{vol} \in \Omega^n(M)$, where $\rho_t \in C^\infty(M)$ denotes the mass density function. We have that $\mu_t \in V^* = \Omega^n(M)$.

The mass conservation (or continuity) equation can be written in terms of the mass form as $g_t^* \mu_t = \mu_0$, or equivalently

$$\frac{\partial}{\partial t} \mu_t + \mathcal{L}_v \mu_t = 0. \quad (13)$$

To express the mass continuity in terms of the density function $\rho_t$, we substitute $\mu_t = \rho_t \mu_{vol}$ in (13) which can be manipulated to result in

$$\frac{\partial}{\partial t} \rho_t + \mathcal{L}_v \rho_t + \rho_t \text{div}(v) = 0. \quad (14)$$

By comparing the mass continuity equation in its two forms (13) and (14), it is observed that in general, the mass form $\mu_t$ is an advected quantity while the mass density function $\rho_t$ is not. This observation is the main reason why $\mu_t$ will be chosen as a state variable later in this work for representing the fluid’s kinetic energy, which depends on the density and velocity of the flow.

Other examples of advected quantities, which will be used in Part II, include the entropy function $s_t \in C^\infty(M)$, in case of adiabatic compressible flow, and the volume form $\mu_{vol} \in \Omega^n(M)$ in case of incompressible flow.
Fig. 3. Interconnection maps relating the space of fluid motion to the space of advected quantities.

3.2. Relation between fluid motion and advected quantities

In order to build a decomposed model of fluid flow, it is important to describe the dynamics of advected quantities separately from the dynamics of fluid motion. With reference to Fig. 3, the dynamics of the fluid motion are defined on the space \((g \times g^*)\), whereas the dynamics of advected quantities are defined on \((V^* \times V)\). The dual space of \(V^* = \Omega^2(M)\) is \(V = \Omega^{2-k}(M)\) with respect to the duality pairing \(<\cdot | \cdot> : V \times V^* \rightarrow \mathbb{R}\) given by the integral of the wedge product, i.e.

\[
\langle \bar{a} | a \rangle_{V^*} := \int_M \bar{a} \wedge a, \quad a \in V^*, \bar{a} \in V. \tag{15}
\]

As discussed in Section 3.1, the evolution of an advected quantity depends on the fluid motion described by \(\omega \in g\). On the other hand, the advected quantity carried by the flow influences the flow motion in a power-consistent manner through the bidirectional exchange of kinetic energy of the fluid and the additional energy characterized by the advected quantity (e.g. potential or magnetic energy).

The effect of the fluid motion (\(\omega \in g\) on the advected quantity \(a \in V^*\) is encoded in the primary map \(\tilde{\varphi}_a : g \rightarrow V^*\), which is defined by

\[
\tilde{\varphi}_a : g \rightarrow V^*, \quad \omega \mapsto \tilde{\varphi}_a(\omega) := \mathcal{L}_a \omega.
\tag{16}
\]

In terms of this primary map, the governing equation of an advected quantity (12) is rewritten as \(\dot{a}_t = -\tilde{\varphi}_a(\omega)\), with \(\omega = \Psi_\text{vol}(v)\).

The reverse effect, which the advected quantities has on the fluid motion, is characterized by the (formal) dual map of \(\tilde{\varphi}_a\) given by

\[
\tilde{\varphi}^*_a : V \rightarrow g^*, \quad \bar{a} \mapsto \tilde{\varphi}^*_a(\bar{a}). \tag{17}
\]

We refer to the two maps \(\tilde{\varphi}_a, \tilde{\varphi}^*_a\) as the **interconnection maps** (cf. Fig. 3) as they will serve the fundamental role of interconnecting the space of advected quantities with the space of fluid motion in the port-Hamiltonian model, as will be shown later in this part and in Part II.

The explicit expression for \(\tilde{\varphi}^*_a\) is given by the following result which depends on a specific choice of \(V^*\). For our purpose, we only consider the cases of top-forms and smooth functions relevant to the advected quantities of mass form \((V^* = \Omega^n(M) \ni \mu)\) and entropy \((V^* = \Omega^0(M) \ni s)\).

**Proposition 3.1.** Let \(V\) be a representation space of \(\mathcal{D}(M)\) and \(V^*\) its dual space, where both \(V\) and \(V^*\) are spaces of differential forms. For a given \(a \in V^*\), consider the map \(\tilde{\varphi}_a\) defined by (16) and consider its dual map \(\tilde{\varphi}^*_a : V \rightarrow g^*\). For a general manifold \(M\) with boundary \(\partial M\), the dual map \(\tilde{\varphi}^*_a\) satisfies for any \(\omega \in g\)

\[
\langle \tilde{\varphi}^*_a(\bar{a}) | \omega \rangle_g = \langle \bar{a} | \tilde{\varphi}_a(\omega) \rangle_{V^*} + \int_{\partial M} \eta_{\tilde{\varphi}_a}(\omega, \bar{a}) |_{\partial M}, \tag{18}
\]

where \(\eta_{\tilde{\varphi}_a}(\omega, \bar{a}) \in \Omega^{n-1}(M)\) is the corresponding \(n-1\) form representing the surface term.

1. In case \(V = \Omega^0(M)\) and \(V^* = \Omega^n(M)\),

\[
\tilde{\varphi}^*_a(\bar{a}) = -(\ast a) \delta \bar{a}, \quad \eta_{\tilde{\varphi}_a}(\omega, \bar{a}) = -(\ast a) \omega \wedge \bar{a},
\]

2. In case \(V = \Omega^n(M)\) and \(V^* = \Omega^0(M)\),

\[
\tilde{\varphi}^*_a(\bar{a}) = (\ast \bar{a}) \delta a, \quad \eta_{\tilde{\varphi}_a}(\omega, \bar{a}) = 0,
\]

where \(\ast\) denotes the Hodge star operator and \(\delta\) denotes the exterior derivative operator.
Proof.

1. Let \( \dd{a} V = \Omega^0(M) \) and \( a \in V^* = \Omega^0(M) \), where \( a \) can be written as \( a = \sym{a} \mu_{\text{vol}} \). Let \( \omega \in \g \) and let \( \hat{\omega} \in \chi(M) \) be its corresponding vector field.

Using the fact that \( \dd{a} \in C^\infty(M) \) and the Leibniz rule for the exterior derivative, we can write

\[
\langle \dd{a} \hat{\omega} \rangle_{V^*} = \int_M \dd{a} \wedge \mathcal{L}_{\hat{\omega}} a = \int_M \dd{a} \wedge d(\sym{a} \mu_{\text{vol}}).
\]

2. Let \( \dd{b} V = \Omega^0(M) \) and \( b \in V^* = \Omega^0(M) \), where \( \dd{b} \) can be written as \( \dd{b} = \sym{b} \mu_{\text{vol}} \).

Using the definition of \( \hat{\omega} = \omega \) and the fact that \( b \in C^\infty(M) \), we write

\[
\langle \dd{b} \hat{\omega} \rangle_{V^*} = \int_M \dd{b} \wedge \mathcal{L}_{\hat{\omega}} b = \int_M \dd{b} \wedge d\mu_{\text{vol}}.
\]

Using the Leibniz rule for the interior product it holds \( d\mu_{\text{vol}} \wedge \dd{b} = \mu_{\text{vol}} d\dd{b} \wedge \dd{b} = d\mu_{\text{vol}} \dd{b} = 0 \), since, as an \( n + 1 \) form, \( d\mu_{\text{vol}} \dd{b} = 0 \). It follows

\[
\int_M \mu_{\text{vol}} \dd{b} \wedge \dd{b} = \int_M \mu_{\text{vol}} \dd{b} = \int_M \mu_{\text{vol}} \dd{b} \wedge \dd{b} = \int_M \mu_{\text{vol}} \dd{b} \wedge \dd{b} = \langle \hat{\omega} \dd{b} \rangle = \langle \hat{\omega} \dd{b} \rangle \mu_{\text{vol}}
\]

Moreover, from (18) we have that \( \eta_{\omega} (\omega, \dd{b}) = 0 \).  

3.3 Semidirect product structure

The presence of advected quantities add more structure to the Lie algebra structure of \( \g \) that will be central for deriving the Hamiltonian dynamics in the coming section. On the group level (valid only for impermeable or no boundary), the pullback operation of a flow map \( g \in D(M) \) on an advected quantity \( a \in V^* \) defines a right linear action (i.e. representation) of the group \( D(M) \) on the vector space \( V^* \), which induces another representation on its dual space \( V \), given also by the pullback operation \([9]\). Thus, both \( V \) and \( V^* \) are representation spaces of \( D(M) \).

On the algebra level, the representation of \( D(M) \) on \( V \) and \( V^* \) induces two other representations of \( \g \) on \( V \) and \( V^* \) that are both related to the Lie derivative operator \([9]\).

Given the group \( D(M) \), vector space \( V = \Omega^k(M) \), and the right representation given by the pullback operation, we define the semi-direct product Lie group \( S \) as the group with underlying manifold \( D(M) \times V \) and group operation

\[
[g_1, \dd{a}_1] \circ [g_2, \dd{a}_2] = (g_1 \circ g_2, g_2^* \dd{a}_1 + \dd{a}_2).
\]

Usually \( S \) is denoted by \( \bar{D}(M) \times V \). The Lie algebra of \( S \) is then given by the semi-direct product algebra \( s = \g \times V \), with its corresponding bracket \([\cdot, \cdot]_s : s \times s \rightarrow s \), is defined using the Lie bracket on \( \g \) in (4) and the induced action of \( \g \) on \( V \) as

\[
[(\omega_1, \dd{a}_1), (\omega_2, \dd{a}_2)]_s = [(\omega_1, \dd{a}_2), \mathcal{L}_{\omega_2} \dd{a}_1 - \mathcal{L}_{\dd{a}_1} \dd{a}_2].
\]

The dual space \( s^* = g^* \times V^* \) to the Lie algebra \( s \) will serve as the Poisson manifold on which the dynamical equations of motion will be formulated later. The duality pairing between an element \( (\alpha, a) \in s^* \) and an element \( (\omega, \dd{a}) \in s \) is given by

\[
\langle (\alpha, a) | (\omega, \dd{a}) \rangle_s = \langle \omega | a \rangle_\g + \langle a | \dd{a} \rangle_\g = \int_M \omega \wedge a + a \wedge \dd{a},
\]

where the duality pairing \( \langle \cdot | \cdot \rangle_\g : V^* \times V \rightarrow \mathbb{R} \) is given by

\[
\langle a | \dd{a} \rangle_\g := \int_M a \wedge \dd{a}, \quad a \in V^*, \dd{a} \in V.
\]

As usual we define the adjoint operator \( ad_{(\omega, \dd{a})} : s \rightarrow s \) for a given \((\omega, \dd{a}) \in s \) by \( ad_{(\omega, \dd{a})} := [(\omega, \dd{a}), \cdot]_s \). Note that the bold notation for \( ad_{(\omega, \dd{a})} \) is to distinguish it from the \( ad_\omega \) operator of the Lie algebra \( \g \). Then the dual map \( ad_{(\omega, \dd{a})}^* : s^* \rightarrow s^* \) is given by the following result, which is an extension of Proposition 2.3 for the case of the semi-direct product \( s \).

**Theorem 3.2.** For a given \((\omega, \dd{a}) \in s \), the formal dual \( ad_{(\omega, \dd{a})}^* \) of the adjoint operator \( ad_{(\omega, \dd{a})} \) and (20) is given explicitly by

\[
ad_{(\omega, \dd{a})}^* (\alpha, a) = \langle ad_\omega^* (\alpha) + \dd{a} \circ a, \mathcal{L}_{\omega} a \rangle, \quad (\alpha, a) \in s^*,
\]

\[
(\omega, \dd{a}) \in s.
\]
where \( \text{ad}^*_c : g^* \to g^* \) is given by \( \text{Proposition 2.3} \), and the diamond map \( \odot : V \times V^* \to g^* \) is given by

\[
\tilde{a} \odot a := (-1)^{c+1} \tilde{\phi}_c^*(a), \quad \tilde{a} \in V = \Omega^k(M), a \in V^* = \Omega^{n-k}(M),
\]

where \( c = k(n - k) \in \mathbb{R} \).

For a general \( n \)-dimensional manifold \( M \) with boundary \( \partial M \), the map \( \text{ad}^*_c \) satisfies the following equality for any \((\omega_1, \tilde{a}_1), (\omega_2, \tilde{a}_2) \in \mathfrak{s} \) and \((\alpha, a) \in \mathfrak{s}^* \)

\[
\{ \text{ad}^*_c (\omega_1, \tilde{a}_1) (\alpha, a) \} (\omega_2, \tilde{a}_2) = \{ (\alpha, a) \} \text{ad}^*_c (\omega_1, \tilde{a}_1) (\omega_2, \tilde{a}_2) + \int_{\partial M} \eta_{\text{ad}^*_c (\omega_1, \tilde{a}_1)} (\alpha, a, \omega_2, \tilde{a}_2) d\Omega,
\]

where the surface term \( \eta_{\text{ad}^*_c (\omega_1, \tilde{a}_1)} (\alpha, a, \omega_2, \tilde{a}_2) \) is given by \( \eta_{\text{ad}^*_c (\omega_1, \tilde{a}_1)} (\alpha, a, \omega_2, \tilde{a}_2) = \eta_{\text{ad}^*_c (\omega_1, \tilde{a}_1)} (\omega_2, \tilde{a}_2) - (-1)^{k+1} \Omega_{\omega_1} (\omega_2, \tilde{a}_1) + \iota_{\omega_1} (\alpha \wedge \tilde{a}_1) - \iota_{\omega_2} (a \wedge \tilde{a}_2), \)

where the expressions of the surface terms are given in (9) and in \( \text{Proposition 3.1} \).

**Proof.** See Appendix A.1. ■

**Remark 3.3.** The diamond operator \( \odot : V \times V^* \to g^* \) in (23) is usually introduced in the Hamiltonian mechanics literature, e.g., [8, 12, 14], as a short-hand notation for the dual map (17) and it describes the effect that the advected quantities impose on the motion of the fluid.

In this notation of the diamond operator, the element of \( V^* \) plays the role of modulation in the linear maps (16) and (17). Furthermore, the image of \( \omega \) under \( \tilde{\phi}_c \) belongs to the tangent space at \( a \in V^* \), i.e., \( \tilde{\phi}_c (\omega) = -\tilde{a} \in T_a V^* \cong V^* \). On the other hand, the range of the map \( \tilde{\phi}_c \) is the cotangent space at \( a \in V^* \), i.e., \( T_a^* V^* \cong V \).

### 4. Port-Hamiltonian modeling of the kinetic energy subsystem

Now we start the port-Hamiltonian modeling procedure of a fluid dynamical system flowing on an arbitrary spatial manifold. Unlike the standard top-down approach in classical Hamiltonian theory for modeling a fluid system starting from the configuration space \( \mathcal{D}(M) \), the philosophy of the port-Hamiltonian modeling process is based on a bottom-up approach.

The port-Hamiltonian procedure for modeling a general dynamical system can be summarized as follows:

1. **Conceptual tearing:** The starting point for the port-Hamiltonian approach for modeling is a conceptual tearing process of the overall physical system, viewing it as a set of interconnected energetic subsystems. The \( i \)-th subsystem is characterized by the energy it possesses, denoted by \( H_i : \mathcal{X}_i \to \mathbb{R} \). This energy traverses from one subsystem to another through an imaginary boundary dividing both of them.

2. **Hamiltonian modeling of isolated energetic subsystems:** After identifying the individual energetic subsystems, one can use the standard Hamiltonian theory at this point to develop a Hamiltonian model for each energetic subsystem isolated from the rest of the system. However, the emphasis here is on physical energy variables \( \mathcal{X} \subset \mathcal{X} \) which do not necessarily correspond to the canonical coordinates of some cotangent bundle. In fact, energy variables that are most physically compelling are in general non-canonical [15]. Consequently, the outcome of this stage is a closed Hamiltonian model for each energetic subsystem, defined by the energy function \( H_i(\mathcal{X}) \) and its corresponding non-canonical Poisson structure.

3. **Add interaction ports:** The closed Hamiltonian model of each subsystem is now extended to an open port-Hamiltonian model with interaction ports. One then replaces the Poisson structure representing the conservation of \( H_i \) by a Dirac structure that allows for non-zero energy exchange via the interaction ports.

4. **Interconnect all energetic subsystems:** The overall physical system is then constructed by interconnecting the different energetic subsystems. This is achieved by specifying the interconnection structure of the open port-Hamiltonian subsystems in the form of constraints on the variables of the interaction ports of each subsystem. For the interconnection to be power-consistent, only subsystems with compatible interaction ports are interconnected, where the geometric structure of Lie algebras plays a significant role. Additional Dirac structures could be possibly used to resolve incompatibility issues.

5. **Compact the port-Hamiltonian model:** After developing a decomposed model of the physical system in terms of a network of interconnected subsystems, one could (optionally) compact the network by combining the energy storing elements together and all the Dirac structures into one, denoted by \( \mathcal{D}(\mathcal{X}) \). The compact port-Hamiltonian model would then have a total state space \( \mathcal{X} \) and total Hamiltonian \( H : \mathcal{X} \to \mathbb{R} \) given, respectively, by

\[
\mathcal{X} := \prod_i \mathcal{X}_i, \quad H(\mathcal{X}) := \sum_i H_i(\mathcal{X}_i),
\]

where \( \mathcal{X} \in \mathcal{X} \) is the state of the overall system corresponding to the combined energy variables, which may have redundancies. The compact model could be either a closed system, or an open one with interaction ports that allows the overall port-Hamiltonian model to be interconnected to its external environment.
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For the fluid dynamical system at hand, the conceptual tearing process yields two energetic subsystems: one for storage of kinetic energy and another for storage of internal energy (for the general case of compressible flow). In what remains of Part I, we will only focus on the application of the second and third steps for modeling the kinetic energy subsystem. Indeed, we will derive it as a closed Hamiltonian model and then extend it to an open port–Hamiltonian model.

The non-canonical coordinates we choose to develop the Hamiltonian model belong to the dual space $s^* = g^* \times V^*$ of the semi-direct Lie-algebra $s = g \ltimes V$. In the classical fluid dynamics literature, these coordinates are referred to as the Eulerian representation of the fluid motion, in contrast to the Lagrangian representation corresponding to the canonical coordinates on the cotangent bundle of $\mathcal{D}(M)$.

Using the semi-direct product reduction theorem [11,12], we will show in the coming section that the Hamiltonian dynamical equations in terms of the Eulerian variables is derivable from the canonical symplectic Hamiltonian dynamics of the semi-direct Lie-algebra $s = g \ltimes V$. It is important to note that this is the only stage where the diffeomorphism group is used, which is possible since we will deal with an isolated closed dynamical system. Moreover, the material presented in this work will be a mere reproduction of the results of [11,12] with a slight difference that the algebra considered here is $n - 1$ differential forms.

Afterwards, we will show the derived Hamiltonian model and its corresponding Lie–Poisson structure are extended to an open port–Hamiltonian model based on a Stokes–Dirac structure. In this open model, the group structure will be no longer valid, but all the constructions on the algebra will be extended directly to incorporate the permeable boundaries.

### 4.1. Closed model of kinetic energy

The kinetic co-energy$^2$ of the fluid flow can be used to construct a (reduced) Hamiltonian functional on $s^* = g^* \times V^*$. By analogy with the kinetic co-energy of a system of particles, we define the co-energy of the fluid flowing on a manifold $M$ to be

$$E^*_k(v, \rho) := \int_M \frac{1}{2} \rho M(v, v) \mu_{vol},$$

where $M$ is the Riemannian metric on $M$.

Now we wish to represent the kinetic co-energy of the fluid in terms of the Lie algebra $g$ and the space of advected quantities $V^*$, which is expressed as

$$L_k(\omega_v, \mu) = \int_M \frac{1}{2} (\ast \mu) \omega_v \land \ast \omega_v,$$

which follows from $\rho = \ast \mu$ and the equalities

$$\rho M(v, v) \mu_{vol} = \iota_v \tilde{\mu} \mu_{vol} = \tilde{\nu} \land \ast \tilde{\nu} = (-1)^{n-1} \ast \omega_v \land \omega_v = \omega_v \land \ast \omega_v,$$

where the second equality follows from identity (2). Thus, $L_k : g \times V^* \to \mathbb{R}$ is a (reduced Lagrangian) functional on the Lie algebra of $\mathcal{D}(M)$ that depends parametrically on $\mu \in V^*$. Using a partial Legendre transformation, we can thus of course represent the kinetic energy as a functional on $g^* \times V^*$ as follows.

**Theorem 4.1.** The Legendre transformation of $L_k : g \times V^* \to \mathbb{R}$, as given by (27), is the functional $H_k : g^* \times V^* \to \mathbb{R}$ given by

$$H_k(\alpha, \mu) = \int_M \frac{1}{2(\ast \mu)} \alpha \land \ast \alpha,$$

where $\alpha := (-1)^{n-1}(\ast \mu) \ast \omega_v \in g^*$ denotes the momentum of the fluid.

The variational derivatives $\delta_\alpha H_k \in T_{\alpha} g^* \cong g = \Omega^{1}(M)$ and $\delta_\mu H_k \in T_{\mu} V^* \cong V = \Omega^{0}(M)$ with respect to the states $\alpha \in g^*$ and $\mu \in V^*$, respectively, are given by

$$\delta_\alpha H_k = \ast \frac{\ast \alpha}{\ast \mu}, \quad \delta_\mu H_k = -\frac{1}{2(\ast \mu)^2} \iota_{\alpha} \alpha,$$

where $\alpha \in \mathfrak{X}(M)$ denotes the vector field corresponding to the 1-form $\alpha$.

**Proof.** See Appendix A.2. ■

One of the benefits of the previous systematic construction of the (reduced) Hamiltonian $H_k$ is that the correct conjugate momentum variable with respect to $\omega_v \in g$ is chosen, and all variational derivatives are correctly derived. As for the governing equations of motion, the semi-direct product reduction theorem asserts that the Hamiltonian dynamics on $s^* = g^* \times V^*$ is given as follows.

---

$^2$ For the motivation behind using the co-energy and energy terminologies, see [5, Sec. B.2].
Theorem 4.2. The Hamiltonian dynamical equations of fluid flow in terms of Eulerian variables on the dual space \( s^* = g^* \times V^* \) are given by
\[
\left( \frac{\dot{\alpha}}{\dot{\mu}} \right) = -ad^*_{\delta \alpha H_k, \delta \mu H_k}(\alpha, \mu) = \left( -ad^*_{\delta \alpha H_k}(\alpha) - \delta \mu H_k \circ \mu \right),
\]
where the Hamiltonian \( H_k(\alpha, \mu) \) and its corresponding variational derivatives are given by Theorem 4.1.

The corresponding Lie–Poisson bracket underlying these dynamical equations is given by
\[
\{F, G\}(\alpha, \mu) = \left( \alpha + [\delta \alpha F, \delta \mu G]_{\delta \alpha H_k} \right) + \left( \mu + [\delta \mu F, \delta \alpha G]_{\delta \mu H_k} \right), \tag{32}
\]
where \( F, G \in C^\infty(s^*) \) are smooth functions on \( s^* \).

Proof. To derive the Hamiltonian dynamics using the semidirect product reduction theorem, we need the Hamiltonian \( H_{\delta \alpha} \) described on the phase space \( T^*D(M) \). The goal is to extend the Hamiltonian functional \( H_k : g^* \times V^* \to \mathbb{R} \) in (29) to one on \( T^*D(M) \). Consider the isomorphism \( \Gamma : T^*D(M) \times V^* \to g^* \times V^* \) defined by
\[
\Gamma(g, \pi, \mu_0) = ((R_k)^*(\pi), (g^{-1})^*\mu_0), \tag{33}
\]
which physically represents the map from the space \( (T^*D(M) \times V^*) \) of Lagrangian coordinates to the space \( (g^* \times V^*) \) of Eulerian coordinates. The action of \( \Gamma \) on \( (g, \pi) \in T^*D(M) \) is given by the pullback of the right translation map \( R_k : D(M) \to D(M) \), whereas the action of \( \Gamma \) on \( \mu_0 \in V^* \) is given by the pullback operator. Then, by construction, the functional \( H_k(\pi, \mu_0) := H_k(\pi, \mu_0) = H_k(\alpha, \mu) \) is a Hamiltonian on \( T^*D(M) \times V^* \). Moreover, define the Hamiltonian \( H_{\delta \alpha} : T^*D(M) \to \mathbb{R} \) by \( H_{\delta \alpha}(g, \pi, \mu_0) = H_k(g, \pi, \mu_0) \). By construction, \( H_{\delta \alpha} \) is right-invariant under the action of the stabilizer group \( G_{\mu_0} \) of \( \mu_0 \in V^* \) given by \( G_{\mu_0} := \{ g \in D(M) | (g^{-1})^*\mu_0 = \mu_0 \} \).

As a consequence of the previous construction, the semi-direct product reduction theorem asserts that, for a given Hamiltonian functional \( H : s^* \to \mathbb{R} \), the Hamiltonian dynamics on \( s^* = g^* \times V^* \) are given by
\[
\dot{x} = -ad^*_{\delta \alpha H_k}(x),
\]
where \( \delta \alpha H \in s \) is the variational derivative of \( H \) with respect to \( x \), and \( ad^*_{\delta \alpha H} \) is the dual of the adjoint operator \( ad_{\delta \alpha H} \) of \( s \) given in (23).

The corresponding Lie–Poisson bracket associated to \( s^* \) is defined by
\[
\{F, G\}(x) := \left. \frac{\partial F}{\partial x}, \frac{\partial G}{\partial x} \right|_{(R_k)^*(\pi), (g^{-1})^*\mu_0}, \tag{34}
\]
for any \( F, G \in C^\infty(s^*) \) and \( x \in s^* \).

A key advantage of the equations of motion in the Hamiltonian form (31) is that the structure of the equations clearly separates the kinetic energy functional \( H_k(\alpha, \mu) \) from the underlying interconnection structure governing the evolution of the energy variables \( (\alpha, \mu) \). Note that the second equation in (31) represents the advection law for the conservation of mass, whereas the term with the diamond operator in the first equation corresponds to the effect of advection on the momentum balance.

4.2. Port-based representation

In the port-based paradigm, the system described by Eqs. (31) is represented by two subsystems that are connected together using ports. The first subsystem corresponds to the storage property of the system’s energy (29), while the second subsystem corresponds to the interconnection structure encoded in the Lie–Poisson bracket (32).

In general, an energy-storage system (or element) in the port-Hamiltonian framework is defined by the smooth state space manifold \( \mathcal{X} \) with a Hamiltonian functional \( H : \mathcal{X} \to \mathbb{R} \) representing the stored energy, and \( x \in \mathcal{X} \) is called the energy variable. The rate of change of the energy is given by \( \dot{H} = (\delta \alpha H_{\alpha, k})_{\mathcal{X}} \), where \( (\delta \alpha H_{\alpha, k})_{\mathcal{X}} \in T^*_x \mathcal{X} \times T_x \mathcal{X} \) are referred to as the effort and flow variables of the energy storage element, respectively. The duality pairing between an effort in \( T^*_x \mathcal{X} \) and a flow in \( T_x \mathcal{X} \) corresponds to the power entering the energy-storage element at a certain instant of time.

For the case of the kinetic energy Hamiltonian \( H_{\alpha} \) in (29), the state space manifold is given by \( \mathcal{X} = s^* \); the energy variables are given by \( x = (\alpha, \mu) \), while the effort variable \( \delta \alpha H_{\alpha} \) and flow variable \( \dot{x} \) are given by
\[
(\delta \alpha H_{\alpha})_{\mathcal{X}} \in T^*_x s^* \cong g^* \times V^*, \tag{35}
\]
\[
\dot{x} = \left( \frac{\alpha}{\mu} \right) \in T_{(\alpha, \mu)} s^* \cong g^* \times V^*. \tag{36}
\]
The energy balance is expressed by
\[
\dot{H}_k = \langle \dot{x} | \delta_s H_k \rangle_s = \langle \dot{\alpha} | (\delta_s H_k, \delta_\mu H_k) \rangle_s = \langle \dot{\alpha} | \delta_s H_k \rangle_s + \langle \mu | \delta_\mu H_k \rangle_V = \int_M \dot{\alpha} \wedge \delta_s H_k + \mu \wedge \delta_\mu H_k.
\] (37)

Thus, this represents the first subsystem corresponding to the storage of the kinetic energy \( H_k \) in \( (29) \).

The second subsystem corresponds to the Lie–Poisson structure defined by the map
\[
J_k : T^*_s s^* \cong s \rightarrow T^*_s s^* \cong s^*
\]
\[
e_{sk} \mapsto J_k(e_{sk}) := f_{sk}.
\] (38)

For the energy variables, \( x = (\alpha, \mu) \in g^* \times V^* \), we have that \( e_{sk} = (e_\alpha, e_\mu) \) and \( f_{sk} = (f_\alpha, f_\mu) \). Then we can express the Lie–Poisson structure as
\[
J_k(e_\alpha, e_\mu) = \begin{pmatrix}
-\text{ad}^*_e(\alpha) - e_\mu \diamond \mu \\
-\mathcal{L}_{\dot{\alpha}}(\mu)
\end{pmatrix}, \quad (e_\alpha, e_\mu) \in s = g \times V.
\] (39)

By substituting the expressions of \( \text{ad}^*_e \) in Proposition 2.3 and the diamond operator in Proposition 3.1 (case 1), we can rewrite the Lie–Poisson structure \( (39) \) as
\[
J_k(e_\alpha, e_\mu) = \begin{pmatrix}
-\text{div}(\dot{e}_\alpha) - (\mu \diamond e_\alpha) \\
-\text{d}((\mu \diamond e_\alpha))
\end{pmatrix},
\] (40)

where the second row in \( (40) \) follows from \( \mathcal{L}_{\dot{\alpha}}(\mu) = d\dot{e}_\alpha(\mu) = d((\mu \diamond e_\alpha)) \), using identity \( \mu \diamond \mu = \omega \) for any \( \omega \in g \), and the fact that \( \mu \) is a top form. Thus, this represents the second subsystem corresponding to the interconnection structure of the system. Since the Lie–Poisson structure \( (40) \) is defined in terms of the momentum variable \( \alpha \), we refer to it as the momentum representation of the Lie–Poisson structure.

The port-Hamiltonian representation of the system \( (31) \) is now given by
\[
\dot{x} = J_k(\delta_s H_k),
\] (41)

which is constructed by connecting the two ports \( (e_{sk}, f_{sk}) \) and \( (\delta_s H_k, \dot{x}) \) together:
\[
f_{sk} = \dot{x} = (\dot{\alpha}, \dot{\mu}), \quad e_{sk} = \delta_s H_k = (\delta_s H_k, \delta_\mu H_k).
\]

Graphically, the port-based representation of the Hamiltonian dynamics \( (31) \) is shown in Fig. 4, where the left figure is represented using bond graphs and the right figure is represented using block diagrams, explicating causality. The kinetic energy storage subsystem is denoted in generalized bond graphs [4] by a \( C \)-element with its energy functional \( H_k \). The storage subsystem is connected to the Lie–Poisson structure \( J_k \) through a port denoted by a double half-arrow. The flow and effort variables are indicated on the right and left of the port, respectively.

At any instant of time, the duality pairing between the flow \( \dot{x} \) and the effort \( \delta_s H \) equals the power (rate of change of kinetic energy). The conservation of energy can be seen from
\[
\dot{H}_k = \langle \dot{x} | \delta_s H_k \rangle_s = \langle J_k(\delta_s H_k) | \delta_s H_k \rangle_s = -\langle \dot{x} | \text{ad}^*_e(\delta_s H_k) \rangle_s = \langle \dot{x} | \text{ad}^*_e(\alpha) \rangle_s = \langle \dot{x} | \delta_s H_k \rangle_s = \langle x | [\delta_s H_k, \delta_s H_k]_s \rangle_s = 0,
\] (42)

which follows from the skew-symmetry of the Lie bracket of \( s \). Consequently, the Lie–Poisson structure \( J_k \) is a skew-symmetric operator, which corresponds to it being a power-continuous element in port-based terminology.

**Remark 4.3.** At this stage, it is extremely important to reflect on the discussion mentioned before in Section 2.3 regarding the permeability of the spatial domain. The treatment presented so far in Sections 4.1 and 4.2 is for a closed dynamical
system which implies that the boundary is either empty or impermeable. In these cases, \( g \) is the associated Lie algebra of the diffeomorphism group \( D(M) \). In case of an impermeable boundary, differential forms in \( g = \Omega^{n-1}_D(M) \) satisfy the Dirichlet boundary condition and consequently differential forms in \( g^* = \Omega^1(M) \) satisfy the Neumann boundary condition. An immediate result of this is that for the closed system (31), the surface terms (24) that should appear in the energy balance (42) naturally disappear.

In summary, the closed port-Hamiltonian system shown in Fig. 4 describes the conservation of kinetic energy \( H_k \) and the corresponding evolution of the energy variables \((\alpha, \mu)\). The conservation of energy follows from the skew-symmetry of the Lie–Poisson structure. The aforementioned port-Hamiltonian system is still equivalent to the standard Hamiltonian one that describes a conservative system that is isolated from any energy-exchange with the external world. Next, we discuss how to allow non-zero energy exchange by replacing the underlying Lie–Poisson structure with a Stokes–Dirac structure.

4.3. Open model of kinetic energy

There are two ways in which the port-Hamiltonian system (41) can interact and exchange energy with the world; either through the boundary \( \partial M \) of the spatial manifold \( M \) or within the domain itself through a distributed port that allows energy exchange at every point in \( M \). The former allows exchange of kinetic energy by mass inflow or outflow, while the latter allows transformation of kinetic energy to another form in a reversible (or irreversible) way.

To add a distributed port based on Newton's second law, a distributed force field \( f_e \in g^* = \Omega^1(M) \) is added to the momentum balance equation such that the port-Hamiltonian system (31) is rewritten, using (40) as

\[
\begin{aligned}
\left( \dot{\alpha}, \dot{\mu} \right) &= \left( -\mathcal{L}_{(s_0 H_k)}(\alpha) - \text{div}(\delta_\mu H_k) \alpha - (\ast \mu) \text{d}\delta_\mu H_k + f_e \right), \\
H_k(\alpha, \mu) &= \int_M \frac{1}{2(\ast \mu)} \alpha \wedge \ast \alpha.
\end{aligned}
\]

It is worth noticing how our previous choice of the Lie algebra \( g \) as \( \Omega^{n-1}(M) \) effects the external force field \( f_e \) on the dual algebra \( g^* \) to be a co-vector field, which is the correct geometrical representation of a force field. We can write (43) more compactly as

\[
\dot{x} = J_s(s_0 H_k) + G f_s,
\]

with \( J_s \) given by (40) and \( G : g^* \rightarrow g^* \times V^* \), \( G = (1 \ 0)^T \) representing the input map. The force one-form (co-vector field) \( f_e \) will be used later in Part II to model stress forces due to pressure. In general, the distributed force can be used for modeling other stress forces due to viscosity, as well as any body (external) forces on the continuum (e.g. due to magnetic fields or gravity and electrostatic accelerations).

The Hamiltonian energy (44), as a functional \( H_k : s^* \rightarrow \mathbb{R} \), admits its rate of change such that along trajectories \( x(t) \), parameterized by time \( t \in \mathbb{R} \), it holds that

\[
\dot{H}_k = \langle \dot{x} | \delta_\mu H_k \rangle_s = \int_M \dot{x} \wedge \delta_\mu H_k.
\]

As shown in (42), for an isolated fluid system on a closed manifold (corresponding to \( G = 0 \), and either \( \partial M = \emptyset \) or \( \partial M \) is impermeable) the kinetic energy is always conserved. However, for a general open fluid system, the expression for the kinetic energy balance (46) is given by the following result.

**Theorem 4.4.** The rate of change of the Hamiltonian (44) along trajectories of the port-Hamiltonian system (45) is given by

\[
\dot{H}_k = \int_M e_{sk} \wedge f_{sk} + \int_M e_d \wedge f_d,
\]

where the boundary port variables \( e_{sk}, f_{sk} \in \Omega^0(\partial M) \times \Omega^{n-1}(\partial M) \) and distributed port variables \( e_d, f_d \in \Omega^1(M) \times \Omega^{n-1}(M) \) are defined by

\[
\begin{aligned}
e_{sk} &:= \left( \mathcal{L}_{(s_0 H_k)}(\alpha) - \text{div}(\delta_\mu H_k) \right) \big|_{\partial M}, \\
e_d &:= f_s, \\
f_{sk} &:= -(\ast \mu) \delta_\mu H_k \big|_{\partial M}, \\
f_d &:= \delta_\mu H_k,
\end{aligned}
\]

where \( \eta \big|_{\partial M} \in \Omega^k(\partial M) \) denotes the trace of the form \( \eta \in \Omega^k(M) \).
Proof. For notational simplicity, we denote \((e_\alpha, e_\mu) = (\delta_\alpha H_k, \delta_\mu H_k)\). By substituting (45) in (46), we have that
\[
\dot{H}_k = \left\{ J_s(e_\alpha, e_\mu) \right\} (e_\alpha, e_\mu) + \{ G_\delta | (e_\alpha, e_\mu) \}_G
\]
\[
= - \left\{ \text{ad}_{(e_\alpha, e_\mu)}(\alpha, \mu) \right\} (e_\alpha, e_\mu) + \{ f_s | G^\top (e_\alpha, e_\mu) \}_G
\]
\[
= - \left\{ (\alpha, \mu) | \text{ad}_{(e_\alpha, e_\mu)}(e_\alpha, e_\mu) \right\} - \int_{\partial M} \eta_{\text{ad}_{(e_\alpha, e_\mu)}}(\alpha, \mu, e_\alpha, e_\mu) |_{\partial M} + \{ f_s | e_\alpha \}_G,
\]
where (24) was used, and the first term in the last equality vanishes due to the skew-symmetry property of the Lie bracket \(\text{ad} = [\_ , \_]\). Using (25), (9), and Proposition 3.1 (case i), we can express the surface term as
\[
\eta_{\text{ad}_{(e_\alpha, e_\mu)}}(\alpha, \mu, e_\alpha, e_\mu) = \eta_{\text{ad}_{e_\alpha}}(\alpha, e_\alpha) - \eta_{\text{ad}_{e_\mu}}(e_\alpha, e_\mu) - \iota_{\delta_\alpha}(\mu \wedge e_\mu) + \iota_{\delta_\mu}(\mu \wedge e_\alpha),
\]
\[
= \iota_{\delta_\alpha}(\alpha \wedge e_\alpha) - (-(*\mu)e_\alpha \wedge e_\alpha) + 0.
\]
Using the interior product properties, we have that
\[
\iota_{\delta_\alpha}(\alpha \wedge e_\alpha) = \iota_{\delta_\alpha}(\alpha) \wedge e_\alpha - \alpha \wedge \iota_{\delta_\alpha}(e_\alpha) = \iota_{\delta_\alpha}(\alpha) \wedge e_\alpha - \alpha \wedge \iota_{\delta_\delta}(\mu_{\text{vol}}) = \iota_{\delta_\alpha}(\alpha) \wedge e_\alpha,
\]
where the nil-potency property of the interior product was used in the last equality. Therefore, finally we have that
\[
\dot{H}_k = \int_{\partial M} \left( \iota_{\delta_\alpha}(\alpha) \wedge e_\alpha \wedge -(*\mu) e_\alpha \right) |_{\partial M} + \int_{\partial M} f_s \wedge e_\alpha,
\]
which concludes the proof. ■

It is interesting to note the physical interpretation of the boundary flow variable \(f_{\partial k}\). Using (30) we have that
\[
f_{\partial k} = -(*\mu) |_{\partial M} = -\ast \omega |_{\partial M} = -(*\mu) \omega |_{\partial M} = -\iota_{\delta_\mu} |_{\partial M},
\]
which represents the incoming mass flow through the boundary. As discussed before in Section 2.3, the condition \(\omega |_{\partial M} = 0\) corresponds to an impermeable boundary \(\partial M\) which implies that \(f_{\partial k} = 0\) and thus results in no exchange of power through the boundary, as seen in (47). The physical interpretation of the boundary effort variable \(e_{\partial k}\) will be discussed later.

With reference to Fig. 5, the port-Hamiltonian system now has 3 ports: an energy storage port \((e_{sk}, f_{sk})\), a boundary port \((e_{\partial k}, f_{\partial k})\), and a distributed port \((e_d, f_d)\). The port \((e_{sk}, f_{sk})\) represents the power incoming to the system through the boundary, while the port \((e_d, f_d)\) represents the power flow from an external distributed source in the spatial domain. The 3 ports are connected together through a power-conserving structure \(D_k\) that encodes the power balance equation (47). Such mathematical structure is called a **Stokes–Dirac structure** defined as
\[
D_k = \{ (f_{sk}, f_{\partial k}, f_d, e_{sk}, e_{\partial k}, e_d) \in B_k \}
\]
\[
\begin{pmatrix}
  f_s \\
  f_{\mu}
\end{pmatrix}
= \left( \begin{array}{cc} L_{\delta_\alpha}(\alpha) + \text{div}(\tilde{e}_\alpha) & \alpha + (*\mu) e_{\mu} \\
\partial((*\mu)e_\alpha)
\end{array} \right) - \left( \begin{array}{c}
  1 \\
  0
\end{array} \right)
\begin{pmatrix}
  e_d
\end{pmatrix}
\]
\[
f_d = \left( \begin{array}{c}
  1 \\
  0
\end{array} \right)
\begin{pmatrix}
  e_{\mu}
\end{pmatrix}
\]
\[
\begin{pmatrix}
  e_{sk} \\
  f_{sk}
\end{pmatrix}
= \left( \begin{array}{c}
  \iota_{\delta_\alpha} e_\alpha \\
  \iota_{\delta_\mu} e_\mu - (*\mu) e_{\mu} |_{\partial M}
\end{array} \right)
\]
where the storage port variables are given by $f_{sk} = (f_{\alpha}, f_{\mu}) \in s^* = \Omega^1(M) \times \Omega^0(M)$ and $e_{sk} = (e_{\alpha}, e_{\mu}) \in \mathfrak{s} = \Omega^{n-1}(M) \times \Omega^n(M)$. The bond-space $\mathcal{B}_k = \mathcal{F}_k \times \mathcal{E}_k$ is the product space of the flow space $\mathcal{F}_k = \Omega^1(M) \times \Omega^0(M) \times \Omega^{n-1}(\partial M) \times \Omega^n(M)$ and the effort space $\mathcal{E}_k = \Omega^{n-1}(M) \times \Omega^n(M) \times \Omega^0(\partial M) \times \Omega^1(M)$, represented by smooth differential forms of the appropriate degree.

The Dirac structure (49) is a modulated one in the sense that it depends on the state variables $x = (\alpha, \mu)$. In the absence of the distributed force ($e_d = 0$) and in case of an impermeable (or no) boundary ($f_{sk} = 0$), the Stokes–Dirac structure degenerates to the Lie–Poisson structure (40) which encodes the conservation of kinetic energy ($\mathcal{H}_k = 0$). The sign difference between the Lie–Poisson structure in (40) and its counterpart in (49) is due to the choice of having all power ports entering the Dirac structure. This can be clearly seen in the graphical representation of the port-Hamiltonian system in Fig. 5 in terms of bond graph and block diagram notation.

It is interesting to note that the three power ports shown in Fig. 5 are of different natures and result from different duality pairings. The power in the storage port is expressed by the pairing $\langle e_{sk}, (\mathcal{F}_k)_{s^*} \rangle$, the power in the distributed port is expressed by the pairing $\langle e_d, (\mathcal{F}_k)_{s^*} \rangle$, while the power in the distributed port is expressed by $\int_M e_{sk} \wedge f_{sk}$.

The port-Hamiltonian system (43) can be recovered from the Stokes–Dirac structure (49) by imposing

$$e_{sk} = e_{\alpha}, \quad f_{sk} = f_{\alpha} = \left( -\dot{\alpha}, \right),$$

where the minus sign is due to the choice of having the storage port entering the Dirac structure, as shown in Fig. 5.

Therefore the implicit port-Hamiltonian dynamics are governed by

$$\langle \left( -\dot{\alpha}, -\dot{\mu} \right), f_{sk}, \delta_{\alpha} H_k, (\delta_{\alpha} H_k, \delta_{\mu} H_k), e_{sk}, f_s \rangle \in \mathcal{D}_k. \quad (50)$$

4.4. Change of coordinates to the velocity representation

In the work of [19], the port-Hamiltonian model for compressible isentropic flow was given in terms of the velocity 1-form $\tilde{v} \in \Omega^1(M)$ and the mass top-form $\mu \in \Omega^2(M)$ as the underlying energy variables. The arguments behind this choice of coordinates are closer to the geometric structure underlying the state space, as we presented so far in this work. Instead, in [19] the authors defined a canonical version of a Stokes Dirac structure based on exterior derivatives, that is representative of a number of physical systems based on conservation laws of different nature. Then, the authors modified this canonical Dirac structure to represent the fluid dynamical system with the velocity and mass forms as energy variables.

One of the contributions of this article is to present a rigorous derivation of the Stokes Dirac structure presented in [19], starting from (49) based on semi-direct product theory. We will represent the port-Hamiltonian system in (43) in terms of the same energy variables in [19] by means of a change of coordinates, recovering the Dirac structure which was introduced there without a formal derivation.

The following change of coordinates procedure was introduced by [20] for the Lie–Poisson structure only. In this work we extend the coordinate change for the full Stokes–Dirac structure and emphasize its port-based interpretation. It will turn out that in terms of the new variables, the expression of the Dirac structure will be simpler than the momentum representation in (40). In addition, this description yields further advantages such as a trivial derivation of the vorticity equation.

Consider the (nonlinear) diffeomorphism

$$\Phi : (\alpha, \mu) \mapsto (\tilde{v}, \mu) := \left( \frac{\alpha}{\mu}, \mu \right). \quad (51)$$

We denote the new state variables $(\tilde{v}, \mu)$ by $\tilde{x} \in s^*$, i.e. $\Phi : x \mapsto \tilde{x}$. Consider the pushforward map $(\Phi_*)_x$ and pullback map $(\Phi^*)_x$ of $\Phi$ at a point $x \in s^*$

$$(\Phi_*)_x : T^*_x s^* \rightarrow T_{\tilde{x}} s^*, \quad (\Phi^*)_x : T_{\tilde{x}} s^* \rightarrow T^*_x s^*$$

$$(\dot{\alpha}, \dot{\mu}) \mapsto (\tilde{v}, \dot{\mu}), \quad (e_{\alpha}, e_{\mu}) \mapsto (e_{\tilde{v}}, e_{\dot{\mu}}). \quad (52)$$

Now we consider the coordinate change for the Lie–Poisson part (40) of the Stokes–Dirac structure. The velocity representation of the Lie–Poisson structure is the map $\tilde{J}_k : T_{\tilde{x}} s^* \rightarrow T_{\tilde{x}} s^*$, defined by

$$\tilde{J}_k := (\Phi_*)_x \circ J_k \circ (\Phi^*)_x. \quad (53)$$

The change of coordinates described above can be represented graphically in an elegant way in the port-based framework as shown in Fig. 6.

The exact expressions for the maps $(\Phi_*)_x, (\Phi^*)_x$, and $\tilde{J}_k$ are given by the following theorem [20].

**Proposition 4.5.** The pushforward $(\Phi_*)_x$ and pullback map $(\Phi^*)_x$ of the diffeomorphism (51) at a point $x = (\alpha, \mu) \in s^*$ are given respectively by

$$(\Phi_*)_x(\dot{\alpha}, \dot{\mu}) = \left( \frac{\dot{\alpha} - (\# \dot{\mu}) \tilde{v}}{\# \dot{\mu}}, \dot{\mu} \right) =: (\tilde{v}, \dot{\mu}), \quad (\Phi^*)_x(e_{\alpha}, e_{\mu}) \mapsto e_{\tilde{v}}, e_{\dot{\mu}}. \quad (54)$$
Fig. 6. Graphical representation of change of coordinates from the momentum-representation \( J_x \) to the velocity representation \( \tilde{J}_x \) of the Lie–Poisson structure.

\[
(\Phi^*)_x(e_\nu, e_\mu) = \left( \frac{e_\nu}{\ast \mu}, \frac{\ast (\tilde{\nu} \wedge e_\nu)}{\ast \mu} \right) =: (e_\nu, e_\mu),
\]

where \((\tilde{\nu}, \mu) = \Phi(\nu, \mu)\). The velocity representation of the Lie–Poisson structure defined by (53) is expressed as

\[
\tilde{J}_x(e_\nu, e_\mu) = \left( -\frac{de_\nu}{\ast \mu} - \frac{1}{\ast \mu} \iota_{e_\nu} \ast d \tilde{\nu}, \right. -\frac{de_\mu}{\ast \mu} \left. \right).
\]

Proof. See Appendix A.3.

In terms of the new energy variables, the kinetic energy Hamiltonian functional and its variational derivatives are given by the following result.

**Proposition 4.6.** The kinetic energy Hamiltonian given by (29) in terms of the velocity 1-form \( \tilde{\nu} \) and the mass top-form \( \mu \) is given by

\[
H_k(\tilde{\nu}, \mu) = \int_M \frac{1}{2}(\ast \mu) \tilde{\nu} \wedge \ast \tilde{\nu}.
\]

The variational derivatives \( \delta_\nu H_k, \delta_\mu H_k \in T_\ast^1 g^* \cong g = \Omega^{n-1}(M) \) and \( \delta_\mu H_k, \delta_\nu H_k \in T_\mu^1 V^* \cong V = \Omega^0(M) \) with respect to the states \( \tilde{\nu} \in g^* \) and \( \mu \in V^* \), respectively, are given by

\[
\delta_\nu H_k = (\ast \mu) \ast \tilde{\nu} = \iota_{\nu, \mu}, \quad \delta_\mu H_k = \frac{1}{2} \iota_{\nu} \tilde{\nu}.
\]

Proof. See Appendix A.4.

The new energy balance for the kinetic energy Hamiltonian (57) instead of (47) can be now calculated using the pullback map \((\Phi^*)_x\) in (55) as follows.

**Theorem 4.7.** The rate of change of the kinetic energy Hamiltonian (57) in terms of the new state variables \((\tilde{\nu}, \mu)\) is given by

\[
\dot{H}_k = \int_{\partial M} e_{\nu k} \wedge f_{\nu k} + \int_M e_d \wedge f_d,
\]

where the boundary port variables \(e_{\nu k}, f_{\nu k} \in \Omega^0(\partial M) \times \Omega^{n-1}(\partial M)\) and the distributed port variables \((e_d, f_d) \in \Omega^1(M) \times \Omega^{n-1}(M)\) are expressed using the new coordinates \((\tilde{\nu}, \mu)\) by

\[
e_{\nu k} = \delta_\nu H_k |_{\partial M} = \frac{1}{2} \iota_{\nu} \tilde{\nu} |_{\partial M}, \quad e_d = f_i,
\]

\[
f_{\nu k} = -\delta_\nu H_k |_{\partial M} = -\iota_{\nu, \mu} |_{\partial M}, \quad f_d = \frac{\delta_\mu H_k}{\ast \mu} = \omega_{\nu},
\]

where the variational derivatives of \(H_k\) in (57) are given by (58), and \(\omega_{\nu} = \iota_{\nu} \mu_{\nu} \in \Omega^{n-1}(M)\).

Proof. See Appendix A.5.

As mentioned before, the boundary flow variable \(f_{\nu k}\) is physically the incoming mass flow through the boundary. On the other hand, the boundary effort variable \(e_{\nu k}\) is physically the dynamic pressure (modulo the density) which is the
only pressure that exists related to the kinetic energy of the fluid since we have not modeled yet any thermodynamic potential.

The new Stokes–Dirac structure $\tilde{D}_k$ in terms of the state variables $(\tilde{v}, \mu)$ can now be constructed using the velocity representation of the Lie–Poisson structure (56) and the definitions of the boundary and distributed port variables in Theorem 4.7. The expression for $\tilde{D}_k$ is given by

$$ \tilde{D}_k = \{f_k, f_d, e_{sk}, e_{dk}, e_d \in B_k \}
$$

$$ f_k = \left( \frac{1}{s_{\mu}} \begin{array}{c} 0 \\ 1 \end{array} \right),
$$

$$ f_d = \left( \begin{array}{c} 0 \\ 1 \end{array} \right),
$$

$$ e_{sk} = \left( \begin{array}{c} 0 \\ -1 \end{array} \right),
$$

$$ e_{dk} = \left( \begin{array}{c} -1 \\ 0 \end{array} \right),
$$

$$ e_d = \left( \begin{array}{c} -1 \\ 0 \end{array} \right),
$$

where the storage port variables are now given by $f_{sk} = (f_k, f_{sk}) \in s^* = \Omega^1(M) \times \Omega^0(M)$ and $e_{sk} = (e_k, e_{sk}) \in s = \Omega^{n-1}(M) \times \Omega^0(M)$. The bond-space $B_k$ is the same as the one defined before for $D_k$ in (49).

By excluding the distributed port $(e_{dk}, f_d)$, the Stokes–Dirac structure (60) coincides with the one postulated in [19] for an ideal fluid and considered as an extended version of with respect to the one containing only exterior derivative operators.

To summarize, the explicit port-Hamiltonian dynamical model in terms of the kinetic energy state variable $x_k := \tilde{x} = (\tilde{v}, \mu) \in \mathcal{X} = s^*$ is given by

$$ \begin{cases}
\dot{\tilde{v}} = \left( -d(\delta_{\mu} H_k) - i_{\tilde{v}} d\tilde{v} \right) + \left( \frac{1}{s_{\mu}} \right) f_k, \\
\omega_d = \left( \begin{array}{c} -1 \\ 0 \end{array} \right) \theta_{\mu} H_k,
\end{cases}
$$

$$ H_k(x_k) = H_k(\tilde{v}, \mu) = \int_M \frac{1}{2} (s_{\mu} \tilde{v} \wedge \tilde{v}),
$$

where the variational derivatives are given by Proposition 4.6. The term $i_{\tilde{v}} d\tilde{v}$ is equivalent to $\frac{1}{s_{\mu}} i_{\tilde{v}} \check{\tilde{v}} = i_{(\tilde{v} / s_{\mu})} \check{\tilde{v}}$ in (56), which follows from $\frac{\delta_{\mu} H_k}{s_{\mu}} = \frac{(s_{\mu} \tilde{v})}{s_{\mu}} = (\check{\tilde{v}})^\vee = \tilde{v}$. Moreover, the port-Hamiltonian dynamics (61)–(63) are recovered from the Dirac structure $\tilde{D}_k$ in (60) by

$$ ((-\tilde{v}, -\mu), f_{sk}, f_d, (\delta_{\mu} H_k, \delta_\mu H_k), e_{sk}, f_k) \in \tilde{D}_k.
$$

The graphical representation of the kinetic energy port-Hamiltonian system (61)–(63) is shown in Fig. 7.

5. Conclusion

In part I of this paper, we presented the systematic port-Hamiltonian formulation of the kinetic energy storage subsystem and the derivation of its corresponding Stokes–Dirac structure that routes the energy exchanged with a distributed port (which allows the connection to subsystems that interact with the fluid at every point of its domain) and a boundary port (which allows the connection to subsystems that allow exchange of mass flow).
Using the geometric nature and the semi-direct product algebra structure of the state space underlying the energy variables, we showed that the Stokes–Dirac structure could be systematically constructed in two steps. First, one uses Poisson reduction [11,12] to construct the underlying Lie–Poisson structure and its corresponding bracket. The second step then extends the Lie–Poisson structure to a Stokes–Dirac structure that allows non-zero exchange of kinetic energy within the spatial domain and through its boundary. All the surface terms were easily identified thanks to the duality pairings of the different maps constructed on the semi-direct product algebra $s$. We also highlighted that these surface terms naturally disappear in case of an impermeable boundary (imposing the Dirichlet boundary condition in $g$), which is a key difference between the Hamiltonian and port-Hamiltonian formulations.

This systematic two-step procedure coincides with the Stokes–Dirac structure of compressible isentropic flow heuristically obtained in [18,19] based on the velocity of the flow as the energy variable. We also presented an alternative Stokes–Dirac structure based on the momentum of the flow, and showed how to relate both representations to each other. While in [18,19] the Stokes–Dirac structure was constructed by manipulating the classical Euler equations into a port-Hamiltonian form, the work presented in this paper clarifies the nature of the different components available in the Stokes–Dirac structure by systematically deriving it.

The constructions of this paper, which only comprise what is needed to describe a universal subsystem for the kinetic energy storage of a fluid and its corresponding Dirac structure, will be combined in part II of this series with corresponding constructions for the description of a universal potential energy subsystem, by whose addition one obtains a number of Euler equations.
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**Appendix. Proof of theorems and propositions**

**A.1. Proof of Theorem 3.2**

Consider $(\omega_1, \bar{a}_1), (\omega_2, \bar{a}_2) \in s$. Using the definition of the bracket in (20), the duality pairing in (21), and the identity $\int_M a \wedge L_{\bar{\omega}_2} \bar{a} + L_{\bar{\omega}_1} a \wedge \bar{a} = \int_{\partial M} \iota_{\bar{\omega}}(a \wedge \bar{a})$, we have that

$$\langle (\alpha, a) | \text{ad}_{(\omega_1, \bar{a}_1)}(\omega_2, \bar{a}_2) \rangle = \langle (\alpha, a) | (\omega_1, \omega_2)_g, L_{\bar{\omega}_2} \bar{a}_1 - L_{\bar{\omega}_1} \bar{a}_2 \rangle_g$$

$$= \langle (\alpha, a) | a L_{\bar{\omega}_2} \bar{a}_1 \rangle_{\omega_2} + \langle a | L_{\bar{\omega}_2} \bar{a}_1 \rangle_{\omega_2} \langle a L_{\bar{\omega}_1} \bar{a}_2 \rangle_{\omega_1}$$

$$= \langle (\alpha, a) | a L_{\bar{\omega}_2} \bar{a}_1 \rangle_{\omega_2} + \langle (\alpha, a) | a L_{\bar{\omega}_1} \bar{a}_2 \rangle_{\omega_1}$$

$$+ \int_{\partial M} \iota_{\bar{\omega}_2}(a \wedge \bar{a}_1)_{\partial M} - \int_{\partial M} \iota_{\bar{\omega}_1}(a \wedge \bar{a}_2)_{\partial M}.$$

Let $c := k(n - k) \in \mathbb{R}$. Using the wedge product properties and (18), the term $-\{L_{\bar{\omega}_2} a | \bar{a}_1 \}_{\omega_2}$ can be expressed as

$$- \int_{\partial M} L_{\bar{\omega}_2} a \wedge \bar{a}_1 = \int_{\partial M} (-1)^{c+1} \bar{a}_1 \wedge L_{\bar{\omega}_2} a = \int_{\partial M} (-1)^{c+1} \langle \bar{a}_1 | \bar{\omega}_2(\omega_2) \rangle_{\bar{\omega}_2}$$

$$= \int_{\partial M} (-1)^{c+1} \langle \bar{\omega}_2(\omega_2) | \bar{a}_1 \rangle_{\omega_2} - \int_{\partial M} \eta_{\bar{\omega}_2}(\omega_2, \bar{a}_1)_{\partial M}$$

$$= \langle \bar{a}_1 \circ a | \omega_2 \rangle_{\bar{\omega}_2} - \int_{\partial M} (-1)^{c+1} \eta_{\bar{\omega}_2}(\omega_2, \bar{a}_1)_{\partial M}.$$

Using the pairing equalities (8) and (65), we have that

$$\langle (\alpha, a) | \text{ad}_{(\omega_1, \bar{a}_1)}(\omega_2, \bar{a}_2) \rangle = \langle \text{ad}^*_\omega(\alpha) | \omega_2 \rangle_q - \int_{\partial M} \eta_{\text{ad}_\omega}(\alpha, \omega_2)_{\partial M} + \langle \bar{a}_1 \circ a | \omega_2 \rangle_{\bar{\omega}_2}$$

$$- \int_{\partial M} (-1)^{c+1} \eta_{\bar{\omega}_2}(\omega_2, \bar{a}_1)_{\partial M} + \{ L_{\bar{\omega}_2} a | \bar{a}_2 \}_{\omega_2}$$

$$+ \int_{\partial M} \iota_{\bar{\omega}_2}(a \wedge \bar{a}_1)_{\partial M} - \int_{\partial M} \iota_{\bar{\omega}_1}(a \wedge \bar{a}_2)_{\partial M}$$

$$= \{ \text{ad}^*_\omega(\alpha) + \bar{a}_1 \circ a | \omega_2 \} - \int_{\partial M} \eta_{\text{ad}_\omega}(\alpha, \omega_2)_{\partial M}.$$
Using (3), we have that physically 
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A.3. Proof of Proposition 4.5

For notational simplicity in this proof we denote \( *\mu = *\hat{\mu} \) by \( \rho \) when needed. The derivation of the pushforward map \( (\Phi_\ast)_x \) follows from the rate of change of \( \alpha = \rho \hat{v} \)

\[
\dot{\alpha} = \hat{\rho} \hat{v} + \rho \hat{\dot{v}} \quad \Rightarrow \quad \dot{\alpha} = \frac{\hat{\alpha} - (\hat{\mu} \hat{v})}{\rho} = \frac{\hat{\alpha} - (\hat{\mu} \hat{v})}{*\mu},
\]

where \( \hat{\rho} \) is the density of the top-form \( \hat{\mu} = \hat{\mu} \). This concludes the proof of (54).

The pullback map \( (\Phi^\ast)_x \) is defined implicitly by

\[
\langle (\dot{\alpha}, \hat{\mu}) \rangle (\Phi^\ast)_x(e_{\hat{v}}, e_{\hat{\mu}})_x = \langle (\Phi_\ast)_x(\hat{\alpha}, \hat{\mu}) \rangle (e_{\hat{v}}, e_{\hat{\mu}})_x = \langle (\hat{\dot{v}}, \hat{\mu}) \rangle (e_{\hat{v}}, e_{\hat{\mu}})_x.
\]
Using the duality pairing definition (21), we have that
\[
\langle (\dot{\alpha}, \dot{\mu}) | (e_\alpha, e_\mu) \rangle = \int_M \dot{\hat{\nu}} \wedge e_\nu + \dot{\hat{\mu}} \wedge e_\mu = \int_M \left( \frac{\dot{\alpha} - (\ast \dot{\mu}) \nu}{\rho} \right) \wedge e_\nu + \dot{\mu} \wedge e_\mu
\]
\[
\quad = \int_M \dot{\alpha} \wedge e_\nu - \ast \dot{\mu} \wedge e_\mu + \mu \wedge e_\mu = \int_M \dot{\alpha} \wedge e_\nu - \ast \dot{\mu} \wedge e_\mu + \mu \wedge e_\mu = \left( \langle (\dot{\alpha}, \dot{\mu}) | (e_\alpha, e_\mu) \rangle \right)
\]
which concludes the proof of (55).

Finally the proof of the Lie–Poisson structure (53) is as follows. Let \((e_\alpha, e_\mu)\) be given by (55). Then using (40) one has that
\[
\left( \dot{\alpha}, \dot{\mu} \right) = J_\delta(e_\alpha, e_\mu) = \left( -\mathcal{L}_{X_\alpha} \alpha \right) = \text{div}(X_\alpha) \alpha - \rho d(e_\mu - \ast \dot{\nu} \wedge \nu)
\]
\[
\quad \text{vol}(\rho^\frac{1}{2})
\]
where the first row in (69) could be massaged as follows
\[
\dot{\alpha} = -\mathcal{L}_{X_\alpha} (\nu \rho) - \text{div}(X_\alpha) (\nu \rho) - \rho \ast \dot{\nu} \wedge \nu = -\rho \mathcal{L}_{X_\alpha} (\nu \rho) - \rho \ast \dot{\nu} \wedge \nu
\]
\[
\quad \text{vol}(\rho^\frac{1}{2})
\]
where the Leibniz rule for the Lie derivative and Cartan’s homotopy formula were used, and the last equality follows from \(-\mu X_\nu + (\ast \nu) \ast \ast \nu = -\mu X_\nu + (\ast \nu) \ast \ast \nu = 0\), using identity (2). The second row in (69), and consequently the second row in (56), can be written simply as
\[
\dot{\mu} = -\rho \dot{\nu} = \dot{\mu}
\]
By substituting the expressions (70) in the expression of \(\dot{\nu} \) in (54), we have that
\[
\dot{\nu} = \frac{1}{\rho} (\dot{\alpha} - \rho \dot{\mu}) = -\mu X_\nu \dot{\nu} - \frac{1}{\rho} (\dot{\rho} + \mathcal{L}_{X_\rho} \rho) \dot{\nu} - \rho \ast \dot{\nu} \wedge \nu = -\mu X_\nu \dot{\nu} - \rho \ast \dot{\nu} \wedge \nu
\]
where the term in the parenthesis vanishes as a consequence of the mass continuity equation (14). Thus, finally using \(\mu X_\nu \dot{\nu} = \frac{1}{\rho} \mu X_\nu \dot{\nu} = \dot{\mu} \), the proof of (56) is concluded.

A.4. Proof of Proposition 4.6

The new functional \(H_k(\tilde{v}, \mu)\) is defined by \(H_k = H_k \circ \Phi^{-1}\). By substituting \(\Phi^{-1}(\tilde{v}, \mu) = ((\ast \mu) \tilde{v}, \mu)\) in (29) as
\[
H_k(\tilde{v}, \mu) = H_k(\Phi^{-1}(\tilde{v}, \mu)) = \int_M \frac{1}{2 (\ast \mu) (\ast \mu) \tilde{v} \wedge (\ast \mu) \tilde{v}) = \int_M \frac{1}{2} (\ast \mu) \tilde{v} \wedge (\ast \mu) \tilde{v})
\]
For notational simplicity, we drop the tilde from the mass form \(\mu = \tilde{\mu} \in V^\ast\) as well as the tilde over the new energy functional and denote it by \(H_k(\tilde{v}, \mu)\).

The variational derivative of \(H_k\) with respect to \(\tilde{v} \in g^\ast\) can be found out by rewriting (57) as \(H_k(\tilde{v}, \mu) = \int_M \frac{1}{2} \tilde{v} \wedge (\ast \mu) \tilde{v})\), where we have that \(\delta_h H_k = (\ast \mu) \ast \tilde{v}\) from the fact that \(H_k\) is quadratic in \(\tilde{v}\). Furthermore, we can express \(\delta_{\tilde{v}} H_k\) as
\[
\delta_{\tilde{v}} H_k = (\ast \mu) \ast \tilde{v} = (\ast \mu) \ast \tilde{v} = (\ast \mu) \ast \tilde{v} = (\ast \mu) \ast \tilde{v} = (\ast \mu) \ast \tilde{v} = (\ast \mu) \ast \tilde{v}
\]
Similarly, the variational derivative of \(H_k\) with respect to \(\mu \in V^\ast\) can be found out by rewriting (57) as \(H_k(\tilde{v}, \mu) = \int_M \frac{1}{2} (\ast \mu) \wedge (\ast \mu) \tilde{v})\), where
\[
\delta_{\mu} H_k = \frac{1}{2} (\ast \mu) \wedge (\ast \mu) \tilde{v})
\]
follows by definition of variational derivative. Using identity (2) allows one to write \(\delta_{\mu} H_k\) as in (58), which concludes the proof.
A.5. Proof of Theorem 4.7

In this proof we denote by \((e_\alpha, e_\mu) = (\delta_\alpha H_k, \delta_\mu H_k)\) and by \((e_\tilde{\alpha}, e_\tilde{\mu}) = (\delta_\tilde{\alpha} H_k, \delta_\tilde{\mu} H_k)\). By substituting \((e_\alpha, e_\mu)\) defined by (55) and \((\alpha, \mu) = (\ast \mu \tilde{\alpha}, \mu)\) in the energy balance expression in terms of \((\alpha, \mu)\) given by (48)

\[
\dot{H}_k = \int_M \left( \frac{i_{\lambda_\theta}(\nu)}{\ast \lambda_\mu} + e_\mu \right) \left| i_{\lambda_\theta} \ast \lambda_\mu \right| dM - \int_M f_\mu \wedge e_\alpha + \int_M f_\mu \wedge e_\alpha,
\]

\[
= \int_M \left( i_{\lambda_\theta}(\nu) + e_\mu \right) \left| i_{\lambda_\theta} \ast \lambda_\mu \right| dM - \int_M f_\mu \wedge e_\alpha + \int_M f_\mu \wedge e_\alpha,
\]

where \(X_\alpha\) is defined such that \(i_{X_\alpha} \mu \text{vol} = e_\alpha = \frac{f_\mu}{\ast \lambda_\mu}\). Consequently, we have that \(\frac{f_\mu}{\ast \lambda_\mu} = \ast X_\alpha\). The term \(\frac{e_\mu}{\ast \lambda_\mu}\) can be rewritten using identity (2) as \(\frac{e_\mu}{\ast \lambda_\mu} = \ast (\nu \wedge \frac{f_\mu}{\ast \lambda_\mu}) = \ast (\nu \wedge \ast X_\alpha) = \ast (X_\alpha \ast \nu) = i_{X_\alpha} \nu\). Therefore, we have that

\[
\dot{H}_k = \int_M \left( i_{\lambda_\theta}(\nu) + e_\mu \right) \left| i_{\lambda_\theta} \ast \lambda_\mu \right| dM - \int_M f_\mu \wedge e_\alpha + \int_M f_\mu \wedge e_\alpha,
\]

\[
= \int_M e_\mu \left| i_{\lambda_\theta} \ast \lambda_\mu \right| dM - \int_M f_\mu \wedge e_\alpha + \int_M f_\mu \wedge e_\alpha.
\]

Therefore, \(e_\tilde{\alpha} = \delta_\tilde{\alpha} H_k\) and \(e_\tilde{\mu} = \delta_\tilde{\mu} H_k\) are given in (58) (where \(\tilde{\mu} = \mu\) is used). Moreover, the term \(\frac{f_\mu}{\ast \lambda_\mu}\) could be rewritten using (58) as \(\frac{f_\mu}{\ast \lambda_\mu} = \frac{\delta_\tilde{\alpha} H_k}{\frac{\delta_\tilde{\alpha} H_k}{\frac{\delta_\tilde{\mu} H_k}{\frac{\delta_\tilde{\mu} H_k}{\frac{\delta_\tilde{\mu} H_k}}}}\right)\text{definedby}\)
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