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We present a three-dimensional theory of stimulated Raman scattering (SRS) or superradiance. In particular we address how the spatial and temporal properties of the generated SRS beam, or Stokes beam, of radiation depends on the spatial properties of the gain medium. Maxwell equations for the Stokes field operators and of the atomic operators are solved analytically and a correlation function for the Stokes field is derived. In the analysis we identify a superradiating part of the Stokes radiation that exhibit beam characteristics. We show how the intensity in this beam builds up in time and at some point largely dominates the total Stokes radiation of the gain medium. We show how the SRS depends on geometric factors such as the Fresnel number and the optical depth, and that in fact these two factors are the only factors describing the coherent radiation.

I. INTRODUCTION

The collective emission of radiation from an ensemble of atoms is interesting both from fundamental as well as an applied perspective. The enhanced collective emission or superradiance \(^1\) from an atomic ensemble was predicted already by Dicke in 1954 \(^2\) and was observed in the form stimulated Raman scattering (SRS) in 1962 \(^3\), but in recent years it has attracted renewed interest due to the the observation of SRS from Bose Einstein condensates Ref. \(^4, 5, 6, 7\). From a more applied perspective the problem of SRS is closely related to free electron lasers \(^8\) as well as to activities in quantum information science aiming at realizing a quantum interface between light and matter \(^9\). Recently it has even been proposed that SRS from a Bose-Einstein condensate could serve as a direct source of entanglement \(^10\).

From a theoretical perspective one of the challenges consists of describing SRS from an extended ensemble. Whereas the original Dicke superradiance \(^2\) was described for a collection of atoms localized to dimensions much less than the wavelength of the outgoing light, most experiments are actually performed in the opposite regime where the dimensions of the ensemble is much larger than the wavelength. A full quantum description of SRS was presented by Raymer and Mostowski in Ref. \(^11\) using a one dimensional model. Such a one-dimensional description can be shown to be applicable to all transverse modes of the field if the gain medium has an infinite transverse extension \(^9\). In such a description there is, however, no restriction on the transverse modes and a summation over all transverse modes therefore results in an infinite intensity of the outgoing light. The theory was generalized to also include certain three-dimensional properties of the propagation of light in the gain medium in Ref. \(^12\). Here it was argued that the one-dimensional theory could be used to predict the total intensity for a sample with a Fresnel number of unity \(F = 1\), where the process was dominated by a single transverse mode. These theories were developed under the basic assumption that the region in which this SRS process happens is defined by the properties of the laser both in time and space. Thus figures of merits are the width and temporal shape of the laser which is driving the SRS process. The experiments exploring the SRS process have changed since then \(^4, 5, 6, 7\), and much more attention is given to systems where the temporal and spatial shape of the laser have long surpassed the spatial geometries and temporal properties of the gain medium. A three dimensional theory applicable to small atomic ensembles were presented in Refs. \(^13, 14\) in the approximation that certain off-diagonal matrix elements in the momentum representation could be ignored. For the closely related problem of light emission from an ensemble of atoms with a few collective excitations, direct numerical simulations have been performed for a few thousand atoms \(^15, 16\). Using periodic boundary conditions the three dimensional effects of this problem was studied in Ref. \(^17\), and an approximate analytical treatment was also presented in Ref. \(^18\). To our knowledge, however, no theory have been developed which fully describe SRS from a spatially extended ensemble. Here we develop the theoretical framework that enables us to describe SRS from such extended ensembles. Since we shall neglect the depletion of the initial atomic state, the present theory is, however, only capable of describing the onset and build up of SRS. In the resulting theory the only two parameters describing superradiance is the optical depth \(d\) and the Fresnel number of the sample \(F\).

We show explicitly that the time at which SRS begins to dominate is given almost exclusively by the optical depth but that the Fresnel number \(F\) is important for determining the total amount of light radiated from the ensemble. Our theory is based on a generalization of the one dimensional theory presented in Ref. \(^11\), but includes several effects omitted in the three dimensional generalization in Ref. \(^12\). The main difference is that we go beyond the extreme paraxial approximation used there, a generalization only briefly discussed in an appendix of Ref. \(^12\). The theory that we develop can therefore explain both spontaneous emission as well as SRS.

The analysis begins with the basic set of equations describing the interaction of light with atoms. The atoms are treated as non-moving point particles and the radi-
ation fields are described by the displaced electric field, suited for a macroscopic description of the system. See e.g. Ref. [19] for a discussion of this choice. We will in Sec. [II] derive effective equations of motion for both the radiation field and the atoms. These equations are directly comparable to the equations used in Ref. [11]. Having established the equations of motion we will in Sec. [III] change from the point particle picture to a continuous description. This again follows methods described in e.g. Ref. [19]. In Sec. [IV] we make a formal diagonalization of the matrix describing the interaction between atoms mediated by the light. This diagonalization means that we have to find a basis that will simplify the interaction. In Sec. [V] we will look at the intensity of the radiated field and see how this is evolving as the atoms are interacting. Finally in Sec. [VI] we look at the intensity of the radiated field and present the final results. We shall in addition to the analytical results make a comparison with numerical calculations for the SRS starting with the point particle equations of motion derived in Sec. [II]. In Sec. [VII] we conclude the work.

II. EQUATIONS OF MOTION

In the electric dipole approximation the Hamiltonian describing a collection of atoms is given by

$$
\mathcal{H} = \int \{ \mathcal{H}_F + \mathcal{H}_I \} d^3r + \mathcal{H}_A, \quad \text{(II.1)}
$$

$$
\mathcal{H}_F = \frac{\mathbf{D}^2}{2\varepsilon_0} + \frac{\mathbf{B}^2}{2\rho_0}, \quad \text{(II.2)}
$$

$$
\mathcal{H}_I = -\frac{1}{\varepsilon_0} \mathbf{D}(\mathbf{r},t) \cdot \mathbf{P}(\mathbf{r},t), \quad \text{(II.3)}
$$

$$
\mathcal{H}_A = \sum_{\text{Atom}} \sum_n E_{n}^j \sigma_{nn}^{j}(t), \quad \text{(II.4)}
$$

where $\mathbf{D}$ is the displaced electric field, $\mathbf{B}$ is the magnetic field and $\mathbf{P}$ is the atomic polarization. The operator $\sigma_{nn}^{j}(t)$ is a projection operator for the $j$'th atom, and $E_{n}^j$ is the energy corresponding to the state $\left| n \right\rangle$. We choose to use the displaced electric field and not the electric field for reasons discussed e.g. in Ref. [19]. This choice, however, does not influence the result of the analysis. Here we have ignored any direct interaction between the atoms, e.g. atomic collisions. As we shall often make reference to Ref. [11], we shall try and match the constants and the dynamics of our system to the system presented there. The Hamiltonian is also chosen such that results derived in Ref. [19] can be directly incorporated. In the following section we will focus on the dynamics of the atoms.

A. Atomic dynamics

The macroscopic description of the atomic ensemble is given by the polarization, $\mathbf{P}(\mathbf{r},t)$ which again is the sum of the individual dipole moment of the atoms.

$$
\mathbf{P}(\mathbf{r},t) = \sum_{\text{Atom}} \sum_{nm} \delta(\mathbf{r} - \mathbf{r}_j) d_{nm} \sigma_{nm}^{j}(t), \quad \text{(II.5)}
$$

where the time dependent operator $\sigma_{nm}^{j}(t)$ is the operator $|n\rangle\langle m|$ taking the $j$'th atom from state $|m\rangle$ to state $|n\rangle$, and the dipole moment is $d_{nm} = e(n|\mathbf{r}|m)$. In addition we assume the atoms to be identical with a level structure shown in Fig. 1. We assume the two levels |1⟩ and |2⟩ to be stable ground states. For the chosen atomic system we assume that the transition from level |1⟩ or |2⟩ to |3⟩ increases the atomic angular momentum by one unit of $\hbar$, and that there are no other states that the level |3⟩ can decay to. This means that the only non-vanishing vector components of the dipole moments are $\mathbf{e}_+ = (\mathbf{e}_x + i\mathbf{e}_y)/\sqrt{2}$ for positively oscillating terms and $\mathbf{e}_-$ for negatively oscillating terms.

We employ the Rotating Wave Approximation (RWA) and assume that $\Delta$ is sufficiently large so that we may adiabatically eliminate the exited level |3⟩. In this process we split the radiation field $\mathbf{D}$ into its positively and negatively oscillating parts, and extract the strong classical field $\mathbf{D}_{cl}$ oscillating with a frequency $\omega_L$ from the weak quantum mechanical stokes field $\mathbf{D}$ oscillating with frequency $\omega_S$. We will assume that the strong classical field $\mathbf{D}_{cl}$ induce a Stark shift of the atomic levels. The effective Stokes frequency $\omega_S$ is therefore given

![Figure 1: Atomic level structure. Two stable ground states |1⟩ and |2⟩ are coupled through an exited state |3⟩. We assume a strong classical laser of $σ^+$-polarized light drives the transition from |2⟩ to |3⟩ with detuning $\Delta$. The laser thereby effectively drives a transition from level |2⟩ to |1⟩. The radiation $ω_S$ connected to the transition from |3⟩ to |1⟩ describes the Stokes field, that is analyzed here.](image-url)
of large detuning $\Delta$ (but fixed $a$ is the propagator. The coupling between level $\ket{u}$ stokes field and the classical laser-field, and $\bar{\sigma}_{12}$ is given in Ref. [19] by

$$\bar{\sigma}_{12}(t) = \sigma_{12} e^{i(\omega_1 - \omega_1)t - i\kappa_{12}z},$$

(II.7)

$$\bar{D}^{(+)} = \bar{D}^{(+)} e^{i\omega_1 t}.$$  

(II.8)

For large detuning and weak fields we can adiabatically eliminate the exited state, and obtain an effective ground state equation of motion:

$$\frac{d}{dt} \bar{\sigma}_{12}(t) = -\frac{i\alpha}{\kappa_{0}} (\sigma_{22} - \sigma_{11}) |D_{cl}|^2 \bar{D}^{+}(r_j, t),$$  

(II.9)

where the constant $\alpha$ is given by

$$\alpha = \frac{d_{32} d_{31}}{\kappa_0 \kappa_1}.$$  

(II.10)

The positively oscillating part of the polarization is in this approximation

$$\bar{\mathcal{P}}^{(+)}(r, t) = \sum_j a |D_{cl}| e_+ \bar{\sigma}_{12}^{(j)}(t) \delta(r - r_j).$$

(II.11)

The negatively oscillating part $\bar{\mathcal{P}}^{(-)}(r, t)$ is found by Hermitian conjugation.

**B. Field equation**

The equation of motion for the electric field $\mathbf{D}(r, t)$ is e.g. given in Ref. [19] by

$$\mathbf{D}^{(+)}(r, t) = \mathbf{D}_0^{(+)}(r, t) + \sum_j \int dt' \bar{\mathcal{P}}^{(+)}(r, t| r_j, t') \cdot e_+ a |D_{cl}| \bar{\sigma}_{12}^{(j)}(t'),$$

(II.12)

where $\mathbf{D}_0$ is the unperturbed field containing the vacuum Stokes field and the classical laser-field, and $\bar{\mathcal{P}}^{(+)}$ is the propagator. The coupling between level 2 and 1 in principle give rise to an index of refraction. As shown in Ref. [19], such an index of refraction should be incorporated into the propagator $\bar{\mathcal{P}}^{(+)}$. In the limit of large detuning $\Delta$ (but fixed $a|D_{cl}|$), we can however neglect this, and will do so in the following. The propagator in the slowly varying approximation is in Fourier representation given by

$$\bar{\mathcal{P}}^{(+)}(r, r') = k_0^3 \int d^3 k \sum_{\pm 1} \frac{k^2 e^{i \mathbf{k}(r-r')}}{(2\pi)^3 k^2 - 1} \varepsilon \varepsilon^*.$$  

(II.13)

where the $k$-integral is understood to include only the contribution corresponding to the retarded Green function. Here and in the remainder of this work we will measure the spatial coordinates in units of $k_0$, which gives the factor of $k_0^3$ and a pole at $1$ in Eq. (II.13).

Inserting Eq. (II.12) into Eq. (II.11) gives us an effective equation of motion for the atomic operators,

$$\frac{d}{dt} \bar{\sigma}_{12}(t) = -\Gamma \bar{\sigma}_{12}(t) + \sum_{j' \neq j} M_{jj'} \bar{\sigma}_{12}^{(j')}(t) + \bar{F}_j(t),$$

(II.14)

where

$$\Gamma = \frac{\alpha^2 k_0^3 |D_{cl}|^2}{3\pi \epsilon_0 \epsilon},$$

(II.15)

$$\bar{F}_j(t) = -\frac{i\alpha}{\kappa_{0}} \bar{D}_0^{(+)}(r_j, t) \cdot e_+ |D_{cl}| - \sum_{j' \neq j} \frac{3\pi i \Gamma}{k_0^3} e^*_{j'} \bar{\mathcal{P}}^{(+)}(r_j, r_j') \cdot e_+.$$  

(II.16)

We have in addition made the approximation $\sigma_{22} - \sigma_{11} \approx 1$, where we assume that initially all atoms are in state $2$ and that the experiment takes place on a timescale such that we may neglect depletion of this level. To derive the decay $\Gamma$ we used the identity

$$e^*_{j'} \cdot \bar{\mathcal{P}}^{(+)}(r_j, r_j') \cdot e_+ = \frac{ik_0^3}{6\pi}.$$  

(II.17)

which is discussed in e.g. Ref. [19] as the infinitely short Primakoff approximation and simply use $\bar{\mathcal{P}}^{(+)}$. The effective equation of motion for the atoms, Eq. (II.14), is the starting point for many studies of SRS [11, 12], but also for studies of the coupling between atomic spin-excitations and collective emission of light. [16, 17, 20].

In our analysis we neglect the effect of the source term $\bar{F}_j$ in Eq. (II.14), as we are eventually only interested in measuring the photon flux $\langle D^{(-)} D^{(+)} \rangle$. It can be found from Eqs. (II.12) and (II.14) that the effect of the source term $\bar{F}_j$ leads to a contribution $\langle D_0^{(-)} D_0^{(+)} \rangle$ to the measurement. This contribution vanish as we assume that the Stokes field is in the vacuum state. We also assume that there is no classical noise in the laser field $D_{cl}$.

We shall be interested in defining creation and annihilation operators for the atoms. This leads in general to nonlinear equations, but under the low excitation approximation, that is $\sigma_{22} - \sigma_{11} \approx 1$, we employ the Holstein-Primakoff approximation and simply use

$$\hat{b}_j^\dagger = \sigma_{12}, \quad \hat{b}_j = \sigma_{21},$$

(II.19)

so that

$$[\hat{b}_j, \hat{b}_{j'}^\dagger] = \delta_{jj'}.$$  

(II.20)

The effective equation of motion for the atoms is then given by

$$\frac{d}{dt} \hat{b}_j(t) = -\frac{\Gamma}{2} \hat{b}_j(t) + \sum_{j' \neq j} M_{jj'} \hat{b}_{j'}(t),$$

(II.21)
and for the field Eq. (II.12) gives

$$D^{(+)}(r, t) = D_0^+(r, t) + \sum_j \int dt' \tilde{P}^{(+)}(r, t | r_j, t') \cdot e_+ a | D_{c|} \hat{b}_j(t). \quad (II.22)$$

### III. GOING FROM DISCRETE TO CONTINUOUS SYSTEM

We will be interested in treating Eq. (II.21) as a continuous equation. For an atomic gas we do not know the individual positions of the atoms, thus an expectation value of a physical operator has to be accompanied by a spatial average of the individual atomic positions. We therefore define the density distribution \( \hat{\rho}(r) \),

$$\hat{\rho}(r) = \sum_j \delta(r - r_j). \quad (III.1)$$

We assume that after a spatial average of the position of the atoms in the ensemble the density distribution \( \rho(r) \) can be described by a Gaussian function

$$\langle \hat{\rho}(r) \rangle_{sa.} \equiv \rho(r) = \rho_0 e^{-\frac{\sigma_x^2}{2\sigma_0^2} - \frac{\sigma_y^2}{2\sigma_0^2}}. \quad (III.2)$$

We will also assume that \( 1 < \sigma_x \ll \sigma_y \) and \( \sigma_y > \sigma_x \), where spatial coordinates are measured in units of \( k_0 \).

We then define the normalized continuous operator

$$\hat{b}(r) = \frac{1}{\sqrt{\rho(r)}} \sum_j \delta(r - r_j) \hat{b}_j. \quad (III.3)$$

After taking spatial average of the position of the atoms, this definition leads to the standard commutation relations for such continuous operators,

$$[\hat{b}(r), \hat{b}^\dagger(r')] = \delta(r - r'). \quad (III.4)$$

From this definition of the continuous operators Eq. (II.21) can be rewritten

$$\frac{d}{dt} b^\dagger(r, t) = \int d^3r \sum_j \frac{\delta(r - r_j)}{\sqrt{\rho(r)}} M(r, r') \sqrt{\rho(r')} b^\dagger(r', t)$$

$$= \int d^3r \sqrt{\rho(r)} M(r, r') \sqrt{\rho(r')} b^\dagger(r', t)$$

$$+ \int d^3r \sum_j \delta(r - r_j) \frac{\rho(r)}{\sqrt{\rho(r)}} M(r, r') \sqrt{\rho(r')} b^\dagger(r', t). \quad (III.5)$$

The lowest order spatial average is found simply by making a spatial average of Eq. (III.5). In Ref. 19 we considered higher order corrections coming from such a spatial average, and showed how fluctuations in position give rise to spontaneous emission and dipole-dipole interaction effects. Here we shall ignore these effects. To lowest order in the spatial average, the first term in Eq. (III.5) describes the mean effect of the atoms interaction with each other, that is when averaged with respect to their individual positions. The second term will after spatial averaging only give a contribution for atoms interacting with themselves via the infinitely short propagator \( | \bar{\Gamma} \rangle \), thus the term effects in the decay described by \( \Gamma \), which is independent of the interactions between atoms. To get the sign of the decay, one would have to remember that the approximation \( \sigma_{22} - \sigma_{11} \approx 1 \) is not justified for this particular type of term, and including this correction as in Eq. (II.14), gives the negative sign. The continuous version of Eq. (II.21) is then

$$\frac{d}{dt} b^\dagger(r, t) = \int d^3r \sqrt{\rho(r)} M(r, r') \sqrt{\rho(r')} b^\dagger(r', t) - \frac{\Gamma}{2} b^\dagger(r, t). \quad (III.6)$$

It is convenient to remove the last term of Eq. (III.6) by defining new atomic operators with respect to the decay \( \Gamma \), \[ \hat{b}(r, t) \rightarrow \hat{b}(r, t)e^{-\frac{\Gamma}{2} t} \], ignoring the source term \( \bar{F} \) and the point-particle corrections, the effective differential equation describing the excitation of the atoms is after spatial average given by

$$\frac{d}{dt} b^\dagger(r, t) = \int d^3r \sqrt{\rho(r)} M(r, r') \sqrt{\rho(r')} b^\dagger(r', t). \quad (III.7)$$

Similarly the field equation (II.12) can be described in terms of the continuous operators, and one find

$$D^{(+)}(r, t) = D_0^+(r, t) + a| D_{c|} \int d^3r' \tilde{P}^{(+)}(r, r') \sqrt{\rho(r')} \cdot e_+ b^\dagger(r', t). \quad (III.8)$$

In the following we will find approximate solutions to the above equations.

### IV. DIAGONALIZING THE INTERACTION MATRIX

The system is assumed to be cylindrically symmetric, with a density described by Eq. (III.2). We shall therefore use a cylindrically symmetric set of basis functions for our diagonalization: a combination of plane waves and Bessel functions. We denote the basis by \( \{ f_{kmn} \} \), where

$$f_{kmn}(r, z, \phi) = \frac{\sqrt{2}}{2\pi a_c J_{m+1}(X_{mn} \frac{r}{a_c})} e^{ikz + im\phi} J_m(X_{mn} \frac{r}{a_c}). \quad (IV.1)$$

\( J_m \) is the Bessel function of first kind of order \( m \), and \( X_{mn} \) is the \( n \)'th zero of the \( m \)'th order Bessel function of first kind. The parameter \( a_c \) is a cut-off in the radial
The propagator is then given by

\[ J_m(\sqrt{1 - h^2r_\perp})H_m^{(1)}(\sqrt{1 - h^2r_\perp}) = \frac{2}{\pi i} \int_{C_1} dx \frac{1 + h^2}{x^2 + h^2 - 1}. \]  

(IV.6)

The propagator is then given by

\[ e_+^\dagger \cdot \vec{P}^{(+)}(r, r') \cdot e_+ = \frac{k^2_\perp}{8\pi} \sum_m \int_{C_1} dh \int dx \frac{1 + h^2}{x^2 + h^2 - 1} e^{im(\phi - \phi') + ih(z - z')} J_m(xr)J_m(xr'). \]  

(IV.7)

The polarization effects are here included in the differential operator \( \nabla^2 + \partial_z^2 \). In addition we use that the Green’s function can be written as [22]

\[ e^{i|r-r'|}/|r-r'| = \frac{i}{2} \sum_m \int_{C_1} dh e^{im(\phi - \phi') + ih(z - z')} J_m(\sqrt{1 - h^2r_\perp})H_m^{(1)}(\sqrt{1 - h^2r_\perp}). \]  

(IV.5)

where \( r_\perp \) is the minor (larger) of \( r \) and \( r' \). \( C_1 \) is describing a curve essentially going from \(-\infty \) to \( \infty \) along the real axis but shifted to avoid the branch cut and pick out the retarded Green’s function, as shown in Fig. 2. By introducing an integral, the non-trivial product of Bessel functions in Eq. (IV.5), can be symmetrized [24]:

\[ J_m(\sqrt{1 - h^2r_\perp})H_m^{(1)}(\sqrt{1 - h^2r_\perp}) = \frac{2}{\pi i} \int_{C_1} dx \frac{1 + h^2}{x^2 + h^2 - 1}. \]

(IV.6)

In the basis \( \{ f_{kmn} \} \) the differential equation (III.7) can be written

\[ \frac{d}{dt} \hat{b}^\dagger_{kmn}(t) = \sum_{k'm'n'} M_{k'm'n'}^{kmn} \hat{b}^\dagger_{k'm'n'}(t) \]  

(IV.8)

where

\[ M_{k'm'n'}^{kmn} = \langle f_{kmn}(r)|M(r, r')|f_{k'm'n'}(r') \rangle, \]  

(IV.9)

and

\[ \hat{b}^\dagger_{kmn}(t) = \langle f_{kmn}(r)|\hat{b}^\dagger(r, t) \rangle. \]  

(IV.10)

When calculating the matrix Eq. (IV.9), we have to make integrals over \( r \), \( z \) and \( \phi \). We can at this point simplify the radial integrals by extending the upper integral limit to infinity. This is correct since the cut-off \( a_c \) can be chosen arbitrarily and as we in the end will set it to infinity. Due to finite width \( \sigma_\perp \) of the density function, this limit accurately describe the matrix elements for \( a_c \gg \sigma_\perp \). After making the spatial integrations the matrix \( M \) reduces to

\[ M_{k'm'n'}^{kmn} = \delta_{mm'} \delta_{nn'} \int_{C_1} dh \int dx \eta(k - h) \eta(k' - h) \frac{1 + h^2}{x^2 + h^2 - 1} \frac{8\sigma^2_\perp e^{-\sigma^2_\perp(\gamma^2_\perp + \gamma^2_\perp')}}{x^2 + h^2 - 1} \times e^{-2\sigma^2_\perp\gamma_\perp x} J_m(2\sigma^2_\perp\gamma_\perp x) I_m(2\sigma^2_\perp\gamma_\perp x) \]  

(IV.11)
where
\[ \eta(k) = \frac{\sigma_{||}}{\sqrt{\pi}} e^{-\sigma_{||}^2 k^2}, \tag{IV.12} \]

and where we have introduced the constant \( \lambda_0 = \frac{2\pi a}{\iota} \Gamma. \)

To shorten notation we also introduce \( \gamma = \frac{\Delta}{\Omega} \), where we understand that \( \gamma \) depend on the azimuthal quantum number \( m \). For integrals involving Gaussian functions and Bessel functions we refer to Ref. \[24\]. We notice that both integrals over \( x \) and \( h \) are bounded by Gaussian functions, and since we assume \( \sigma_{\perp} \gg 1 \) we may make a series expansion in \( x \) and \( h \) of the function \( 1/(x^2 + h^2 - 1) \). We will be interested in a series expansion of the integrals over \( x \) and \( h \) only to the lowest order. Since we assume that \( \sigma_{||} \gg \sigma_{\perp} \), i.e. cigar-shape, our lowest order calculation will terminate after first order in \( 1/\sigma_{||}^2 \).

The integral over \( h \) can to this order be approximated by treating the function \( \eta(k - h) \) as a delta function, thus we shall here and in the remainder of the article treat the function \( \eta(k - h) \) as a delta function. We show in Appendix \[A\] that the integral over \( x \) to lowest order in the variable \( 1/\sigma_{||}^2 \) gives

\[ M_{k_{m\perp}^{n}}(k_{m\perp}^{n}) = \delta_{m^{(n)}_{m^{(n)}}} \frac{\lambda_0}{l} \left\{ \frac{\Lambda_{m^{(n)}}^{1 + k_{m\perp}^{2} - 1}}{\sigma_{||}^2} - \frac{\Lambda_{m^{(n)}}^{1 + k_{m\perp}^{2} - 1}}{\sigma_{||}^2} (k_{m\perp}^2 - 1) \right\} + O(\sigma_{||}^{-2}, \sigma_{\perp}^{-4}), \tag{IV.13} \]

We thus see that when letting \( a_{c} \to \infty \), a transverse momentum naturally arises \( k_{m\perp} \to \infty \), and the discrete matrix equation, Eq. \[IV.18b\] becomes an integral equation over the transverse momentum \( k_{m\perp} \), using \( \sum_{n^{'}} \Delta k_{m\perp} k_{n^{(n)}} = \int dk_{m\perp} \)

\[ \frac{d}{dt} b_{n}(t) = \int dk_{m\perp} \Omega \Lambda_{m_{n}^{(n)}}^{k_{m\perp}^{(n)}} k_{m\perp}^{(n)} \cdot b_{n}(k_{m\perp}^{(n)}, t). \tag{IV.19} \]

It is evident that when using the limiting properties of the Bessel function \( I_m(x) \) the integral kernel \( \Lambda_{m_{n}^{(n)}}^{k_{m\perp}^{(n)}}, k_{m\perp}^{(n)} \) becomes a delta function for \( \sigma_{\perp} \to \infty \). We thus realize that the effective one-dimensional result obtained by Raymer and Mostowski \[11\] is exact for every transverse mode in an infinitely wide atomic ensemble. In this limit however there is no limitations on the transverse momentum, which results in an infinite intensity. To obtain finite results we thus need to consider the full solution to the three dimensional problem.

Now we again include the correction \( \Lambda_{m^{(n)}}^{1^{(n)}} \) in the analysis. Both matrices \( \Lambda_{m^{(n)}}^{1^{(n)}} \) are real and symmetric and can thus be diagonalized. In Appendix \[B\] we show that the two matrices commute. We can therefore choose a common set of eigenfunctions, \( \left\{ F_{k_{m\perp}^{(n)}} \right\} \) for both matrices. We define the unitary matrix \( \tilde{U} \) that transform our initial basis \( \left\{ f_{k_{m\perp}^{(n)}} \right\} \) to the basis given by the eigenfunctions \( \left\{ F_{k_{m\perp}^{(n)}} \right\} \).
Finally we will define a corresponding set of eigenvalues,

$$\Lambda_{pp'}^m = \sum_n U_{pn}^\dagger \lambda_{mn} U_{np'}$$  \hspace{1cm} (IV.22)

and

$$\Lambda_{pp'}^{1m} = \sum_n U_{pn}^\dagger \lambda_{mn}^1 U_{np'}$$  \hspace{1cm} (IV.23)

It is convenient in the following to change to this basis, where $\Lambda_{pp'}^m$ and $\Lambda_{pp'}^{1m}$ are diagonal. We therefore write Eq. (IV.13) as

$$\sum_{pp'} U_{pn}^\dagger \Lambda_{pp'}^m U_{n'p'} =$$

$$\frac{\lambda_0}{i} \left\{ \lambda_{mn} \frac{1 + k^2}{k^2 - 1} - \frac{\lambda_{mn}^1}{\sqrt{8\sigma_{\perp}^2 (k^2 - 1)^2}} \delta_{mn'} \delta_{nn'} \eta(k - k') \right\} + O \left[ \sigma_{\| \perp}^{-2}, \sigma_{\perp}^{-4} \right].$$  \hspace{1cm} (IV.24)

V. REAL SPACE REPRESENTATION OF THE ELECTRIC FIELD

In the following section we will, based on the eigenvalue analysis of the atomic operators, derive the real-space behavior of the electric field. We shall divide the analysis into a regime of small times where the dominating effect is spontaneous emission, and a large time regime, where the dominating effect is the cooperatively emitted light, the SRS beam. To keep things simple, we mainly consider the electric field at and around the symmetry axis. In this region the scattered radiation field is sufficiently well described by the vector component $D^{(+)}_v$ and its Hermitian conjugate. This can be seen from Eq. (III.8) and the real space representation of the propagator $\bar{P}$.

Let us first determine the electric field on the symmetry axis at the initial time, $t = 0$. In this case the electric field is given by:

$$D^{(+)}_v(r_s, 0) = D^{(+)}_v(r_s, 0)_0 + \int d^3r' \frac{a|D_{cl}|k_3}{4\pi} \hat{b}^\dagger(r', 0) \times$$

$$\frac{((z - z')^2 + \frac{1}{2}r^2)e^{i\sqrt{(z-z')^2+r^2}}}{\sqrt{r^2 + (z - z')^2}^{3/2}} \sqrt{\rho(r')} \cdot$$

\hspace{1cm} (V.1)

The analysis of the radiation field for $t \neq 0$ starts by inserting the identity operator,

$$\mathbb{1} = \int d^3r' \int dk \sum_{mn} F_{kmn}(r) F_{k'mn}(r')$$  \hspace{1cm} (V.2)

into the field equation, (III.8). We then get the following expansion of the electric field.

$$D^{(+)}_v(r, t) = D^{(+)}_v(r, t)_0$$

$$+ \int d^3r' \int dk \sum_{mn} C_{kmn}(r) e^{i\lambda_{kmn} t} F^{*}_{k'mn}(r') \hat{b}^\dagger(r', 0),$$

\hspace{1cm} (V.3)

where

$$C_{kmn}(r) = a|D_{cl}| \int d^3r' e^*_{+} \cdot \bar{P}^{(+)}(r, r') \cdot e_{+} \sqrt{\rho(r')} F_{k'mn}(r'),$$

\hspace{1cm} (V.4)

the functions $F_{kmn}$ are the basis functions given in Eq. (IV.21), and the eigenvalue $\lambda_{kmn}$ is given in Eq. (IV.24).

The calculation of the modefunctions $C_{kmn}$ is initiated by integrating with respect to the spatial coordinate $r'$. The integrals involving Bessel functions are found in e.g. Ref. [24], and one arrive at

$$C_{kmn}(r) = \frac{a|D_{cl}|k_3}{4\pi} \sqrt{\rho_0(1 - \partial^2_z)} \int dx \int dy \sum_p U_{np} e^{im\phi + i(k+y)z}$$

$$\frac{\sqrt{2} J_m(xr)}{x^2 + (k+y+z)^2} \left( 2\sigma_{\|}^2 \sigma_{\perp}^2 \sigma_{\perp}^2 \gamma_0^2 + \gamma_0^2 + \gamma_0^2 + x^2 \right) I_m(2\sigma_{\perp}^2 \gamma_0 x) .$$

\hspace{1cm} (V.5)

The next step of the calculation is to include the mode summation. We will therefore define the propagator $P^{(+)}$
given by
\[ P^+(r, r'; t) = \int dk \sum_{mn} C_{kmn}(r)e^{i\lambda_{kmn}t}F^*_{knm}(r'). \]  
(V.6)

We notice that the variable \( y \) in Eq. (V.5) is small, as it is controlled by the Gaussian function of width 1/\( \sigma_p \). We shall therefore by a translation of the integral variable \( k' = k + y \) move the perturbation \( y \) to the eigenvalue \( \lambda_{kmn} \), so that we use \( \lambda_{k', y, mn} \). This choice ensures that we will get the correct behavior of the integrals in the limit \( t = 0 \). By doing this we can then in principle make the \( k' \) integral by using the series expansion of the function \( e^{\lambda_{k', y, mn}t} \), where the zeroth order term in the expansion in \( t \) is the limit given by Eq. (V.1). In order to accurately capture the exponential growth, however, instead follow the path used by e.g. Ref. [11].

In the following we make a series expansion of the eigenvalue \( \lambda_{k', y, mn} \) given in Eq. (V.24) with respect to the variable \( y \).

\[ \lambda_{k', y, mn} \equiv \frac{1}{i} \left( \frac{\lambda_{mn} (k - y)^2 + 1}{(k - y)^2 - 1} - \frac{\sqrt{\lambda_{mn}^2 (k - y)^2 + 1}}{\sqrt{(k - y)^2 - 1}} \right) \]
\[ \approx \frac{1}{i} \left( \frac{\lambda_{mn} k^2 + 1}{k^2 - 1} + 2\mu_{mn} \frac{k^2 + 1}{(k^2 - 1)^2} \right), \]  
(V.7)

The series expansion can be done since the \( y \)-integral is bounded by a Gaussian factor. To shorten notation we have substituted \( k' \rightarrow k \), and introduced the coefficient \( \mu_{mn} = \lambda_{mn}y - \frac{\lambda_{mn}}{\sqrt{\lambda_{mn}^2 + 1}} \).

In Eq. (V.6) the \( k \)-integral includes a pole
\[ \frac{1}{k^2 + x^2 - 1} \rightarrow \frac{1}{2\sqrt{1 - x^2}(k - \sqrt{1 - x^2})}, \]  
(V.8)

where the arrow reflects the fact that we are only interested in the retarded Green function, which correspond to the pole \( k = \sqrt{1 - x^2} \). Since we are particularly interested in this pole, we shall in the \( k \)-integral in Eq. (V.6), make a translation of the eigenvalue \( \lambda_{k, y, mn} \rightarrow \lambda_{k, y + \sqrt{1 - x^2}, mn} \), and then a series expansion similar to Eq. (V.7). We can make the calculation with two different situations in mind: One situation explains the spontaneous radiation originating from a sample of atoms of some geometrical shape. We are most interested in the other situation describing the collective emission or the SRS occurring when the atoms co-radiate. As a check of our formalism we shall, however, also consider the short time-limit where there is just spontaneous emission. We expect that as time evolves the SRS effect will become dominant. Therefore we demonstrate where the SRS effect is found and described in our mathematical treatment of the problem.

Let us first show how the important steps in the calculation of SRS is done, before going into the full details. The integral appearing in the calculation is of the type
\[ I_k(t) = \frac{1}{2\pi} \int ds e^{i\lambda_{k, y, mn}t + is\Delta z} \frac{\lambda_{mn} \Delta z}{k^2 + x^2 - 1}, \]  
(V.9)

where \( \Delta z = z - z' \). For now we consider the lowest order correction for simplicity, that is we neglect \( \mu_{mn} \) in Eq. (V.7). Including \( \mu_{mn} \) to the eigenvalue is a trivial generalization. We focus on the pole in the integral at \( k = \sqrt{1 - x^2} \) as this pole describes the energetically allowed scattering processes. By introducing the variable \( s = i\Delta z(k - \sqrt{1 - x^2}) \) the integral \( I_k^0(t) \) can be written
\[ I_k^0(t) = \frac{1}{2\pi} \int_{-i\infty}^{i\infty} ds e^{+i\Delta z\sqrt{1 - x^2} + \lambda_{mn} \Delta z/(\sqrt{1 - x^2})}, \]
\[ (V.10) \]

where the superscript 0 indicates that this is a zeroth order calculation in the correction to the eigenvalue due to finite size. The SRS contribution to Eq. (V.10) comes from the pole of the exponential. In order for this pole to contribute to the pole describing the propagating light, that is the zero point of the denominator, the term \( \Delta z(\sqrt{1 - x^2} - 1) \) has to be small. For \( \Delta z(\sqrt{1 - x^2} - 1) < 1 \) we shall treat it as a perturbation. When this no longer apply, the pole in the exponent can be neglected, and we are thus left with the result for short times, i.e. spontaneous emission. The latter is analyzed in the following section, and we shall for now concern ourselves with the SRS contribution. For reasons discussed in Sec. (V.1) we will, when discussing SRS, use that \( \Delta z \) is large, so that \( \Delta z(\sqrt{1 - x^2} - 1) \approx z^2 \Delta z \). Since \( z^2 \Delta z < 1 \) we can make an expansion in this quantity and obtain
\[ I_k(t) = \frac{i e^{i\Delta z}}{2} \sum_{l=0}^{\infty} \sum_{q=0}^{\infty} \left( \frac{i 2^l \Delta z}{2} \right)^l \left( -2i t \mu_{mn} \Delta z^2 \right)^q q^l \times \]
\[ \frac{1}{2\pi} \int_{-i\infty}^{i\infty} ds e^{+i\lambda_{mn} \Delta z/(s + i l + 2q)}, \]  
(V.11)

Here we include the correction to the eigenvalue in Eq. (V.7). The integral may be found in Ref. [27] and we find
\[ I_k(t) = \frac{i e^{i\Delta z}}{2} \sum_{l=0}^{\infty} \sum_{q=0}^{\infty} \left( \frac{i 2^l \Delta z}{2} \right)^l \left( -2i t \mu_{mn} \Delta z^2 \right)^q q^l \times \]
\[ \frac{I_{l+2q}(2\sqrt{\lambda_{mn} t \Delta z})}{(\sqrt{\lambda_{mn} t \Delta z})^{l+2q}}, \]  
(V.12)

A. Short time limit

In order to understand our calculation of SRS, we first analyze it for \( t = 0 \), as we know how the propagator for \( t = 0 \) looks when measured on the symmetry axis. The \( t = 0 \) regime is also met for \( z^2 \Delta z \gg 1 \). We shall also refer to this calculation as the short time limit. Here we find from a residue calculation Eq. (V.9) to give
\[ I_k(0) = \frac{i e^{i\Delta z}}{2\sqrt{1 - x^2}}. \]  
(V.13)

By inserting this into the propagator in Eq. (V.6), the propagator may be written
where $\Delta \phi = \phi - \phi'$. The only dependence on the mode-index $n$ is in the product of the two matrices $U_{np} U_{np'}$ and the sum over $n$ reduces to a delta function $\delta_{pp'}$. We then, similar to Sec. [IV] identify $\sum_p \frac{1}{a_c} \int \frac{dp}{2\pi}$ for $a_c \to \infty$. The variable $\gamma_n$ is in this sense fixed, thus letting $a_c \to \infty$ has to be accompanied by $X_{mn} \to \infty$. Therefore we can use the large argument approximation for the Bessel functions,

$$J_{m+1}(X_{mn}) \approx \sqrt{\frac{2}{\pi X_{mn}}} \cos(X_{mn} - \frac{m\pi}{2} - \frac{\pi}{4}), \quad X_{mn} \gg 1.$$  

(\text{V.15})

Using this we can make the integrals over $\gamma_p$ and $\gamma_{p'}$. The result of the mode summation (\text{V.6}) is then

$$P^{(+)}(r, r'; 0) = \frac{a|D_{cl}|k_0^3\rho^2}{4\pi} \int dx \sum_{pp'} \frac{2i\sigma^2 e^{im\Delta \phi + i\sqrt{1-x^2}\Delta z}}{\sqrt{1-x^2}} J_m(xr) J_m(xr')$$

(\text{V.16})

Finally the $z$ differential give us the result we are looking for.

$$P^{(+)}(r, r', 0) = \frac{a|D_{cl}|k_0^3\rho^2}{4\pi} e^{i\sqrt{R^2 + \Delta z^2}} \frac{1}{\sqrt{R^2 + \Delta z^2}} \frac{1}{R^2 + \Delta z^2}.$$  

(\text{V.20})

When we then look at the symmetry axis, the variable $R$ reduce to $r'$ and we are left with the result in Eq. (\text{V.1}). The result of this section can be written as

$$D^{(+)}_+(r, 0) = D^{(+)}_+(r, 0) + \int d^3r' P^{(+)}(r, r'; 0) \hat{b}^+(r', 0).$$  

(\text{V.21})

\section{Finite time, build up of SRS}

In the following we shall analyze the effect of the eigenvalues $\lambda_{mn}$ and $\lambda_{mn}'$ in the expression (\text{V.12}). When we introduced the eigenvalues in Sec. [IV] we only concluded they could be found. We also know that physics connected to the eigenvalues can not depend on the cut-off $a_c$ involved in the index $n$. In the following we show that indeed the physics is independent of the cut-off $a_c$. To find this result we shall in particular look at the sum

$$\sum_n U_{mn}^\dagger U_{np} \lambda_{mn} U_{np'}$$

where the powers $N$ and $M$ are zero or some positive integer. The powers $N$ and $M$ are
connected to the series expansions of functions involving the eigenvalue \( \lambda_{mn} \), e.g. Eq. (V.12). \( \lambda_{mn} \) and \( \lambda_{mn}^{\prime} \) are the eigenvalues of the matrices \( \Lambda_{pp}^{mn} \) and \( \Lambda_{pp}^{1mn} \) in Eqs. (IV.22) and (IV.23). Let us generalize the matrices \( \Lambda_{pp}^{mn} \) and \( \Lambda_{pp}^{1mn} \) defined in Eqs. (IV.14) and (IV.15) to

\[
\Lambda_{pp}^{mn}(\frac{\sigma_+^2}{N}) = \frac{4\sigma_+^2e^{-\frac{r^2}{2}}(\gamma^2+z^2)(2\sigma_+^2\gamma_\pi)^{\frac{1}{2}}}{N\sigma_+^2J_m(X_{mp})J_m(X_{mp'})},
\]

i.e. \( \Lambda_{pp}^{mn} \) correspond to \( N = 2 \) and \( \Lambda_{pp}^{1mn} \) correspond to \( N = 1 \). One can then show that

\[
\sum_n U_{np}M_{mn}^N \sum_{p'} U_{np'} = \sum_s \left( M_s \right) y^{M-s}(-4\sigma_+^2)^{-s} \Lambda_{pp'}^{nm}(\frac{\sigma_+^2}{2(N + M - s) + s})
\]

This result along with the appropriate series expansion of functions involving the eigenvalues \( \lambda_{mn} \) and \( \lambda_{mn}^{\prime} \) can be inserted into the result for the propagator Eq. (V.6), and the resulting sum over indices \( p \) and \( p' \) takes the form

\[
\sum_{pp'} \frac{J_m(\gamma_{pp'})J_m(2\sigma_+^2\gamma_\pi x_e)}{a_+^2J_{m+1}(X_{mp})J_{m+1}(X_{mp'})} \Lambda_{pp'}^{mn}(\frac{\sigma_+^2}{N})
\]

\[
= \frac{1}{4\sigma_+^2} e^{-\frac{r^2}{4\sigma_+^2} - \frac{\gamma^2_\pi}{2\sigma_+^2}} J_m(x'r'),
\]

where \( N \) is an integer derived from Eq. (V.23) and the before mentioned series expansions. The propagator (V.6) can therefore be written

\[
P^{(+)}(r, r'; t) = \sum_{mn} \frac{\alpha |D_{cl}|^2 \sqrt{\rho_0(1 - \partial_0^2)}}{4\pi} \int dx \int dy \int dx' \int dy' e^{-\sigma_+^2y^2 + iyy'} \sum_{pp'} U_{np}U_{np'} \times
\]

\[
4\sigma_+^2 e^{im\Delta \phi} \int \frac{J_m(xr)J_m(\gamma_{pp'}x)}{a_+^2J_{m+1}(X_{mp})J_{m+1}(X_{mp'})} e^{-\frac{2}{\gamma_\pi}r^2} e^{i2\Delta z J_m(xr)J_m(x'r')} \times
\]

\[
\sum_{l=0}^{\infty} \sum_{q=0}^{\infty} \frac{(i\Delta z)^l}{2} \frac{(i\lambda_0 t\Delta z)^q}{\sqrt{\sigma_+^2}} \Phi^q(r', z') \frac{I_{l+2q}(2\sqrt{\frac{r^2}{2\sigma_+^2} - \frac{\gamma^2_\pi}{2\sigma_+^2}}\lambda_0 t\Delta z)}{\sqrt{\frac{r^2}{2\sigma_+^2} - \frac{\gamma^2_\pi}{2\sigma_+^2}} \lambda_0 t\Delta z}^{l+2q}.
\]

where

\[
\Phi^q(r', z') = \sum_{n=0}^{\infty} \sum_{s=0}^{E(n/2)} \frac{(-4\sigma_+^2)^{(q+n)}}{(q - n)! (n - 2s)!} \left( -\frac{\sigma_+^2}{\sigma_+^2} \right)^n \frac{z^{n-2s}}{2\pi}.
\]

We notice since \((x^2 + \Delta z^2)/2 < 1\), that choosing the variable \( \Delta z \) large means that the sum over \( l \) will converge very fast. Choosing the variable \( \Delta z \) large can be done by placing the detector plane far away from the sample, in which case we will talk about a far-field calculation. Unfortunately the sum over \( q \) converges more slowly when \( \Delta z \) is larger, and we can not quite rely on our initial approximations \( \eta(k - k') \approx \delta(k - k') \), see Sec. (V) for large \( \Delta z \). We shall therefore consider the problem in the near field region. The limit \( 2\Delta z^2/2 < 1 \) in the \( x \)-integral we shall on the other hand approximate with the value \( \sqrt{2}/L \), where \( L = \sqrt{2\pi\sigma_\parallel} \) is the effective length of the atomic ensemble. This approximation will become better at later times, since the coherent build-up is essentially described by the modified Bessel function \( I_{l+2q}(2\sqrt{\lambda_0 t\Delta z}) \) which in time will dominate for large values of \( \Delta z \). In Fig. 3 we illustrate the physical significance of the integral over \( x \), which represents an integral over transverse momentum. We see that as we include more light from deviating angles, this radiation has a shorter region over which it can build up, and as the build-up is exponential in the build-up length, the error made by the cut-off \( L \) becomes relatively small. From the propagator (V.25) the electric field can be written, similar to the spontaneously emitted
radiation, (V.21), as
\[ D^{(+)}_{\Delta}(r, t) = D^{(+)}_{\Delta}(r, t_0) + \int d^3 r' P^{(+)}(r, r'; t) \hat{b}(r', 0). \]  
(V.27)

VI. INTENSITY AND THE CORRELATION FUNCTION

In this section we consider the electric field, and assume that we place a detector in a plane at some position \( z_0 \) after the end of the atomic sample. We then define the correlation function as a function of the radial coordinate \( r \) and time \( t \)
\[ C(r, r', t) = \frac{2}{\hbar \rho_0 k_s} \int d\phi \langle \hat{D}^{(-)}(z_0, r, \phi, t) \hat{D}^{(+)}(z_0, r', \phi, t) \rangle. \]  
(VI.1)

where \( \langle \cdot \rangle \) is the quantum mechanical average. The normalization \( \frac{2}{\hbar \rho_0 k_s} \) is chosen such that the number of photons in a pulse is given by
\[ N_p = \int \frac{dA}{k_s^2} \int dc(r, r, t). \]  
(VI.2)

The factor \( k_s^2 \) is inserted since lengths are measured in units of \( k_s \). Inserting the propagator in Eq. (V.25) allows us to describe SRS, while the propagator (V.14) gives the spontaneous emission for short times. We shall be most interested in SRS, but will also for comparison examine the emitted light. First we present the correlation function describing the SRS, when measured in a plane at the end of the atomic sample. An important parameter below will be the Fresnel number \( F \) which we define by \( F = \frac{s^2}{\ell} \). [Recall that all lengths are measured in units of \( k_s \).] We shall in general assume the Fresnel number to be large, in particular \( F > 1 \). In the integration over \( z' \) we will use the following substitution
\[ \int dz' e^{-z'^2} \rightarrow \int_0^L dz', \]  
(VI.3)

where \( L = \sqrt{2\pi} |\sigma| \). The correlation function can then be calculated to give
\[ \int dz' e^{-z'^2} \rightarrow \int_0^L dz', \]  
(VI.3)

where \( L = \sqrt{2\pi} |\sigma| \). The correlation function can then be calculated to give

\[ \mathcal{C}(r, r', t) = \frac{k_s^2 \lambda_0 e^{-\Gamma t}}{4F} \sum_{m} \sum_{lqk} \sum_{n, n'} \int_0^{2\pi} \int_0^{2\pi} \left( \frac{-iy}{2F} \right)^l \left( \frac{iy}{2F} \right)^{l'} \left( \frac{-i}{\sqrt{8F}} \right)^q \left( \frac{i}{\sqrt{8F}} \right)^{q'} (8i\pi F)^n (-8i\pi F)^{n'} \times \]  
(VI.4)

where
\[ \chi_{lqkn}^{l'q'k'n'} = \sum_{s, s'} \sum_{Q, Q'} \chi_{lqkn}^{l'q'k'n'} \]  
(VI.5)

This is the main result of this section. We notice that when \( r \) is measured in units of \( \sigma_\perp \), the only variables controlling the behavior of the correlation function is the Fresnel number, \( F \), the optical depth, \( d = 6\pi \rho_0 L \) and time measured in units of the single atom scattering rate \( \Gamma \). This follows since \( \lambda_0 l \ell = \frac{3a}{2} \rho_0 L \ell \ell = \frac{d \ell}{t} \). From the correlation function (VI.4) we also expect fast convergence in the index \( q \) and \( l \) as the Fresnel number increases. In the remainder of this article we shall evaluate the correlation function numerically. Even though the
correlation function involves a double integral beside the large number of sums, we see that as we increase the index \( k, k', q, q', n, n' \), the \( y^2 \) and \( y'^2 \)-integrals will simplify. This follows since the argument of the modified Bessel function decreases as the indices \( k, k', q, q', n, n \) increases. We can therefore use the small argument limit. Similarly the Gaussian function can be approximated by unity. From Eq. (VI.4) we see that the dominating term in the sum over \( k \) will have a higher \( k \) when time grows.

This means that the radial behavior of the beam simplifies. The main parameter characterizing the time scale is the optical depth. Thus in order to compare the two time domains, the spontaneous emission and the SRS, we will have to fix e.g. the length of the system. From Eq. (VI.4) we find that the cross-over time when going from spontaneous emission to SRS scales linearly with the optical depth, so that an increase of the optical depth gives a similar decrease of the cross-over time. In Fig. 4 we show this cross-over for varying Fresnel numbers \( \mathcal{F} \) and a fixed length of the ensemble \( L = 300 \frac{\text{cm}}{\text{m}} \). We see that the cross-over only depends weakly on the Fresnel number. The main parameter characterizing the time scale is thus the optical depth. The cross-over time is found by plotting the intensity on the symmetry axis, Eq. (VI.4) and the spontaneous emission on the symmetry axis, Eq. (VI.7), and finding the point at which they cross.

### A. Intensity on the symmetry axis

In this section we will examine the radiated light on the symmetry axis. The purpose is to examine the timescale on which there is a crossover from spontaneous emission to SRS.

Placing the detector on the symmetry axis is a nice simplification especially for the spontaneous emission correlation function, since in that case we may use the result presented in Eqs. (V.21) and (V.20). Also the SRS correlation function simplifies since terms with \( m \neq 0 \) vanish at the symmetry axis. In the spontaneous emission limit \( t \approx 0 \) the intensity on the axis is given by

\[
C_0(0, 0) = k^2 \lambda_0 \int_0^L d\Delta z \int r' dr' e^{-\frac{\Delta z^2}{2} \left( \frac{r'^2 + \Delta z^2}{r^2 + \Delta z^2} \right)^2},
\]

where we use the substitution in Eq. (VI.3), and assume that the detector is placed at the end of the atomic ensemble. The \( z \)-integral can be performed analytically and one finds

\[
C_0(0, 0) = k^2 \lambda_0 L \int dr e^{-\frac{r^2}{2\sigma^2}} \left\{ -\frac{13 - 11r^2}{(1 + r^2)^2} + \frac{19 \arctan(r^{-1})}{r} \right\}.
\]

From this expression we find that the parameters controlling the intensity on the symmetry axis is the optical depth, and the ratio between the length and the width of the atomic ensemble.

We shall now investigate the time scale on which SRS begins to dominate the radiation. For short times where the radiation is dominated by spontaneous emission, we expect that the radiation is being emitted almost homogeneously in all directions, so that it makes sense to compare the spontaneous emission in a given direction, with SRS. We find from Eq. (VI.7) that the figure of merit for the spontaneous emission is the density, the length, and the width of the atomic ensemble, and not as in the case of SRS, only the Fresnel number and the optical depth. Thus in order to compare the two time domains, the spontaneous emission and the SRS, we will have to fix e.g. the length of the system. From Eq. (VI.4) we find that the cross-over time when going from spontaneous emission to SRS scales linearly with the optical depth, so that an increase of the optical depth gives a similar decrease of the cross-over time. In Fig. 4 we show this cross-over for varying Fresnel numbers \( \mathcal{F} \) and a fixed length of the ensemble \( L = 300 \frac{\text{cm}}{\text{m}} \). We see that the cross-over only depends weakly on the Fresnel number. The main parameter characterizing the time scale is thus the optical depth. The cross-over time is found by plotting the intensity on the symmetry axis, Eq. (VI.4) and the spontaneous emission on the symmetry axis, Eq. (VI.7), and finding the point at which they cross.

### B. Intensity profile

In this section we shall look at the spatial shape of the radiation leaving the atomic ensemble. Before we present the numerical calculations for the coherent emission we will look at the correlation function in Eq. (VI.3). The spatial shape of the function is mainly given by

\[
\int_0^{2\mathcal{F}} dy \int_0^{2\mathcal{F}} dy' J_m(\sqrt{\mathcal{F}} \frac{r}{\sigma_\perp}) J_m(\sqrt{\mathcal{F}} \frac{r'}{\sigma_\perp}) \times e^{-\frac{2r^2}{2(\mathcal{F} + k' \mathcal{F}) + \mathcal{F} + q + q'} + n + n'} \frac{2\sqrt{n'}}{2r + 2(k + k') + q + q' + n + n'}
\]

With increasing values of \( k, k', q, q', n \) and \( n' \), the exponential function can to a higher and higher precision be approximated by unity. The modified Bessel function of order \( m \) for small arguments can for small arguments be approximated with

![Figure 4: Plot of the time \( \tau_c \) measured in units of \((d\mathcal{F})^{-1}\), at which the intensity on the symmetry axis is dominated by SRS. The cross-over time is only weakly dependent on Fresnel number, and is given primarily by the optical depth.](image-url)
From the argument of the modified Bessel function in Eq. (VI.8) we find that the region for which the approximation Eq. (VI.9) is applicable is given both by the number \(2 + 2(k + k') + q + q' + n + n'\) and by the integration range \(2F\). Eq. (VI.8) indicates that as time increases the dominant mode will be the \(m = 0\) mode for a finite sized atomic ensemble. On the other hand we see that for an infinitely sized atomic ensemble all \(m\)-modes will contribute. This is essentially the limit considered in the one-dimensional theory in Ref. [11]. That theory applies to an infinitely wide sample such that all modes experience the same dynamics. For a sample of finite width we see that the oscillating behavior of the Bessel functions \(J_m\) gives a cut of the width of the beam scaling with approximately \(r_c/\sigma_\perp \sim 1/\sqrt{2F}\) or \(r_c \sim \sqrt{L/2}\). This cut \(r_c\) will, due to the behavior of the Bessel function \(J_m\), increase as \(m\) increases. We thus see that even though the width of the beam is mainly determined by the length of the atomic ensemble, the width of the atomic ensemble plays an important role as a wider ensemble supports higher order modes that are inherently wider, thus in effect a wider atomic ensemble will generate a wider beam.

From the expansion Eq. (VI.3) and the small argument limit of the modified Bessel function Eq. (VI.9) along with Eq. (VI.8) we see that as time increases the contributions to the intensity from modes \(m \neq 0\) will not grow as rapidly as \(m = 0\). In Fig. 5 we show a plot of the radiated power in three SRS modes at time \(t = 0\), where we use a Fresnel number \(F = 4\) and optical depth \(d = 160\). In Fig. 6 we use an atomic ensemble with Fresnel number \(F = 8\) and optical depth \(d = 160\). The plots demonstrate how the relative importance between different modes are changed as the Fresnel number is changed. From the two plots in Figs. 5 and 6 we see that the larger the Fresnel number, the more modes with higher azimuthal quantum number \(m\) can we fit into the system. In Fig. 5 we see that the principal mode \(m = 0\) is dominating the higher order modes. When the Fresnel number is doubled in Fig. 6 the principal mode \(m = 0\) is still dominating, but less than in Fig. 5. To conclude that a higher Fresnel number, allows higher order azimuthal quantum numbers \(m\) to contribute, we have to look at the total number of photons for each \(m\). This is the topic of Sec. VI.C and from the results derived there we indeed find that we can have relatively more photons for higher order \(m\) as the Fresnel number is increased. E.g for \(F = 4\) the photon power in each of the \(m = \pm 1\) mode relative to the \(m = 0\) mode is about 62%, and it is 35% for \(m = \pm 2\), whereas for \(F = 8\) this number is increased to 72% for \(m = \pm 1\) and 49% for \(m = \pm 2\).

Next we consider how the time evolution changes the shape of the mode. From the earlier discussion of Eq. (VI.8) we expect that the relative photon intensity carried by modes with \(m\) different from the principal mode \(m = 0\) will decrease compared to the principal mode as time is increased. In Figs. 7 and 8 we plot the radial distribution of the photon power at time \(t = 0.25\). We see that the radial shape of the modes have not changed compared with the plots at \(t = 0\), [ Figs. 5 and 6]. The relative maximum photon power for modes with \(m \neq 0\) has however decreased compared with the principal mode \(m = 0\). Again we can look at the total photon power in each mode, and find that for the case of Fresnel number \(F = 4\), each of the modes \(m = \pm 1\) now only contains 23% of the intensity carried by the \(m = 0\) mode, and the...
Figure 7: (Color online) Plot of the radiated power for different azimuthal quantum numbers $m = 0$ (solid line), $m = \pm 1$ (dashed line), and $m = \pm 2$ (dotted line) as a function of the detection coordinate $r/\sigma_\perp$. Here the plot is made for a time of $t = 0.25$ and an optical depth $d = 160$. Comparison with Fig. 8 demonstrate how the relative distribution of radiation in modes with different $m$ is changed as the Fresnel number $F$ is varied. Here we use $F = 4$ and in Fig. 8 we use $F = 8$. When the plots in Figs. 7 and 8 are compared with the plots for $t = 0$ in Figs. 5 and 6, we indeed see that as time increases, the evolution of the principal mode, $m = 0$ is faster than that of the higher order modes.

$m = \pm 2$ mode only 4.8%. A similar behavior is found for the $F = 8$ case, though less pronounced, i.e. now each of the modes $m = \pm 1$ carries 38% of the photon power compared with the $m = 0$ mode, and for the $m = \pm 2$ modes it is 12%. As expected the modes with $m \neq 0$ become relatively less important for long times.

C. Total coherent radiation.

Finally we will examine the total intensity of SRS. We shall in this section not only show the effect of the analytical calculations made so far, but also compare the result with a purely numerical treatment of the equations given in Eq. (II.21). The total intensity is normalized such that it gives the number of photons per second coming through the detector-plane

$$P(t) = \frac{2}{k_0 \epsilon_0 h} \int dr \int d\phi \times \langle \hat{D}^-(z_0, r, \phi, t) \hat{D}^+(z_0', r', \phi, t) \rangle.$$  \hspace{1cm} (VI.10)

To find the total intensity we use the result in Eq. (VI.4) and perform the radial integral. To do this we use the relation

$$\int_0^\infty rdrJ_m(xr)J_m(x'r) = \frac{\delta(x - x')}{x}, \hspace{1cm} (VI.11)$$

derived in Appendix C. The total radiation is then found to be

$$P(t) = \frac{d\Gamma e^{-\Gamma t}}{8} \sum_m \sum_{lqk} \sum_{n,n'} \int_0^{2F} dy \left\{ \left( \frac{-iy}{2F} \right)^l \left( \frac{i y}{\sqrt{8F}} \right)^l' \left( \frac{-i}{\sqrt{8F}} \right)^q \left( \frac{i}{\sqrt{8F}} \right)^q' \right\} \chi_{lqkn} \chi_{lqkn}' \left( 4d\Gamma t \right)^{k+k'+q+q'} e^{-\frac{2y}{8+2(k+k'+q+q')}} I_m \left( \frac{2y}{8+2(k+k'+q+q')+n+n'} \right) \left( 2\pi \right)^n \left( 8\pi F \right)^n (-8i\pi F)^n.$$  \hspace{1cm} (VI.12)
the same Fresnel number.

In Fig. 9 we show a plot of the total radiated power, Eq. (VI.12) for the parameter $F = 4$. The scaling is chosen such that the curve will be identical for all samples with the same Fresnel number $F$. It is interesting to note that indeed the intensity in modes with $m \neq 0$ evolves slower in time than for the $m = 0$ mode. This can be seen by looking at the slope of the curves as they are plotted on a logarithmic scale.

In Fig. 10 we analyze how the total radiation depends on the Fresnel number. For large times, the dependence is approximately linear in the Fresnel number. This may also be concluded directly from Eq. (VI.12).

We now compare the result for the total radiated power with the effective one-dimensional calculation derived in Ref. [11]. The general assumption in the one-dimensional calculation is that the atomic ensemble is infinitely wide. This assumption makes the problem easy to solve in Fourier space. When the transverse momentum in the propagator for the light is neglected, the result for the total radiated power is that all modes corresponding to different transverse momentum gives equal contribution to the total radiated power. Thus the total radiated power measured in units of number of photons per time gives

$$P_{RM}(t) = \sum_{k \perp} \frac{dt e^{-\Gamma t}}{4} \left( I_0^2(\sqrt{d\Gamma t}) - I_1^2(\sqrt{d\Gamma t}) \right).$$

(VI.13)

Since we have neglected all information on the transverse shape there is a priori no upper limit on the transverse momentum. Thus taking all modes corresponding to all transverse momentum into account gives an infinite contribution. A derivation of such a mode description can be found in Ref. [10]. It is concluded in Ref. [12] that for a Fresnel number near unity the radiation is dominated by a single transverse mode, and thus the total radiation is finite, and given approximately by a single term in the sum (VI.13).

We can also make a simplification of our result (VI.12) by neglecting all kinds of finite size effects in the eigenvalue matrix, $M^{kmn}_{k'm'n'}$. From the derivation of Eq. (VI.12), one sees that this amounts to fixing $\{q,q',l,l'\} = 0$ and setting $k = 0$ and $k' = 0$ in the modified Bessel function as well as the exponential function. Finally the approximation gives an additional factor of $1 + k + k'$. This is an oversimplification, but allows a comparison with the results by Raymer and Mostowski in Ref. [11]. The total radiated power is then given by

$$P_0(t) = \frac{d\Gamma e^{-\Gamma t}}{4} \left( I_0^2(\sqrt{d\Gamma t}) - I_1^2(\sqrt{d\Gamma t}) \right) \times \int_0^{2F} dy \sum_m \frac{e^{-y}I_m(y)}{2}.$$  

(VI.14)

For $F \approx 1$ this expression is identical to a single term in the sum in Eq. (VI.13). We now assume the Fresnel number $F \sim 1$, and apply the approximation (VI.19), which is only valid for small Fresnel numbers. In this way we find

$$\sum_m \frac{e^{-y}I_m(y)}{2} \approx e^{-\frac{y}{2}} - \frac{e^{-y}}{2},$$  

(VI.15)
and the integral results in the total radiated power

\[ P_0(t) = \frac{dTe^{-\tau t}}{4} \left( \frac{3}{2} - 2e^{-F} + e^{-2F} \right) \times \left( I_0^2(\sqrt{dt}) - P^2_t(\sqrt{dt}) \right). \] (VI.16)

We are thus led to conclude that for a Fresnel number near unity, the simple Raymer Mostowski result correspond to neglecting all spatial corrections to the dynamic of the atoms and also neglecting spatial corrections to the propagation of light out of the atomic ensemble.

We can improve the approximation, by looking at the general result in Eq. (II.12) and keeping only zeroth order terms in the index \( q, q', t, \) and \( t' \). In this way we get

\[ P_1(t) = \frac{dTe^{-\tau t}}{8} \sum_{m} \sum_{kk'} \int_0^{2F} dy \left\{ e^{-\frac{dy}{d\tau}} - \frac{1}{k!} (\frac{dy}{d\tau})^k \right\} \times \left( I_0^2(\sqrt{dt}) - 2I_t^2(\sqrt{dt}) + I_0(\sqrt{dt})I_2(\sqrt{dt}) \right). \] (VI.17)

for \( F \ll \frac{1}{2} + \frac{dt}{8} \) we can reduce Eq. (VI.17) even further and arrive at the result

\[ P_1(t) \approx \frac{dTe^{-\tau t}}{4} \left( I_0^2(\sqrt{dt}) - 2I_t^2(\sqrt{dt}) + I_0(\sqrt{dt})I_2(\sqrt{dt}) \right). \] (VI.18)

In this limit \( F \ll \frac{1}{2} + \frac{dt}{8} \) the only contribution to the total radiated power comes from the \( m = 0 \) mode.

In Fig. 11 we analyze how the different corrections to the Raymer Mostowski calculation effects the total radiated power. We fix the Fresnel number at \( F = 1 \), as this is the limit where the Raymer Mostowski result is assumed to be valid. The curve \( P_0(t) \) is the simple result Eq. (VI.16). In curve \( P_1(t) \) we use the lowest order time correction, that is Eq. (VI.17). Finally in curve \( P(t) \) we use the general result from Eq. (VI.12), which is evaluated numerically with the approximated Bessel function (VI.19). The approximation is used so that we can get an estimation of the effect of all azimuthal quantum numbers, thus the numerical methods require modest Fresnel numbers, such that the main contribution to the total radiated power comes from the mode corresponding to \( m = 0 \). We see that the simple Raymer Mostowski type result, Eq. (VI.16) over-estimates the total radiated power compared to the general result. We also see that the zeroth order result \( P_1(t) \) is a much better approximation in the regime \( d\tau / 8 \gg F \).

Finally we compare the result of Eq. (VI.12) with a purely numerical calculation based on the point particle equations (II.21) and (II.22). To make such a comparison we need to connect the evolution of the atomic operators \( \hat{b}_j(t) \) with the total intensity of the radiated field. Based on energy conservation, the evolution of the number of atoms in the ground state, is given by the number of photons exiting a boundary sphere enclosing the atomic ensemble. We derive this conservation law in Appendix D where we show that

\[ \frac{2}{k_0 \hbar c_0} \int d\Omega \ \mathbf{D}(-)(r,t) \cdot \mathbf{D}(+)(r,t) = \sum_{jj'} \left\{ M_{jj'} \hat{b}_j(t) \hat{b}^\dagger_{jj'}(t) + H.c. \right\}, \] (VI.19)

where \( \hat{M}_{jj'} \) is given by \( M_{jj'} + \Gamma \delta_{jj'} \), and \( M_{jj'} \) is given in Eq. (II.17). When comparing the result of Eq. (VI.12) to the atomic evolution we have to remember that we are only measuring half of the photons, since we only consider the emission at one end of the ensemble. Using that the evolution of the atomic operators are given by

\[ \frac{d}{dt} \hat{b}^\dagger_{jj'}(t) = \sum_j M_{jj'} \hat{b}^\dagger_j(t), \] (VI.20)

we find that the atomic operators evolve in time according to

\[ \hat{b}^\dagger_{jj'}(t) = \sum_j e^{\hat{M}_l t} \hat{b}^\dagger_j(t), \] (VI.21)

where we define \( \hat{M} \) as the matrix with elements given by \( M_{jj'} \). After taking quantum average of the result in Eq. (VI.19) we find that

\[ \frac{2}{k_0 \hbar c_0} \int d\Omega \ (\hat{D}^\dagger_{++} - \hat{D}^\dagger_{--})(r,t)) = \text{trace} \left( \hat{M}_l t \hat{M} + C.c. \right). \] (VI.22)
We then find the total intensity from the point particle model

\[ P_N(t) = \frac{1}{2} \left\{ \text{trace} \left[ \varepsilon e^{\tilde{M} t} \left( \mathbb{1} + \tilde{M} e^{\tilde{M} t} \right) + C.c. \right] \right\} , \quad (\text{VI.23}) \]

where we normalize with a factor 1/2 since we want to compare the result with the result in Eq. \((\text{VI.12})\).

The advantages of making these calculations, or indeed solving the problem of SRS on a computer are clear. One avoids the problems of shifting from the point particle model to a continuous model. Thereby one also automatically include dipole dipole interaction effects connected to the point particle nature of the system which we have ignored here. Also the computer easily describes the total radiated field and not only the strongest super-radiating mode as we have analyzed here. On the other hand the direct method is numerically heavy for a large number of atoms, and we are limited to \(N \sim 6000\) atoms. To understand the behavior at larger number of atoms it is therefore important to have an analytical theory along the lines considered here.

To make the numerical simulation we have randomly distributed between 3000 and 6000 atoms with a distribution function given by Eq. \((\text{III.2})\). After that the matrix \(M_{jj'}\) is calculated and processed in order to find the total number of Stokes photons \((\text{VI.23})\). We can then by making a series of such realizations of the position of the atoms get some statistics on the inherent noise on the point particle model. In Fig. 12 we show the result of a numerical calculation using parameters \(F = 4\) and an optical depth of \(d = 90\). When we increase the number of atoms, we decrease the particle density in order to keep a fixed Fresnel number and a fixed optical depth. We see from Fig. 12 that there is some dependence on particle density, an effect of the fact that the system is a point particle system and not a continuum, hence we do not expect the analytical theory developed so far to explain this effect. However as the density decreases the total radiated power converges. Finally in Fig. 13 we compare the total radiated power in the analytical calculation \(P(t)\), \((\text{VI.12})\), with the numerical calculation \(P_N(t)\), \((\text{VI.23})\). That the two methods gives very different results for small times is quite clear since initially the radiation is dominated by the spontaneous emission, which is not included in the analytical calculation. At increasing times, which is the regime where the analytical calculation is supposed to be valid, the two methods gives quite similar results, and we therefore believe that the analytical calculation gives an accurate description.

We finally note that for the time-scale used in Fig. 13 the approximation of neglecting depletion is not completely justified, as the number of emitted photons exceeds the number of atoms already before the two curves meet. We can examine the break-down of the no-depletion assumption, by finding the time \(t_e\), at which the number of photons emitted in the superradiating mode \(N_{Pr}(t)\) exceeds the number of atoms in the ensemble \(N_A\), i.e. \(N_A = N_B(t_e)\), where

\[ N_{Pr}(t) = \int_0^t P(t') dt' . \quad (\text{VI.24}) \]

To get an analytical result we will use the approximation \(P(t) \approx P_1(t)\), with \(P_1(t)\) given in Eq. \((\text{VI.17})\). After the
atomic state and the theory is therefore mainly applicable to the onset and build up of SRS. We believe, however, that the theory still captures the most important effect of the three-dimensional structure of the problem, since after the onset of SRS the radiation is dominated by the modes determined by our theory.

The theory is based on a generalization of the one-dimensional theory in Ref. [11]. In the limit where the Fresnel $F$ is very large we find that the one-dimensional description of Ref. [11] applies to all transverse modes in agreement with the derivation in Ref. [9]. Without a detailed investigation of the three-dimensional structure there is, however, no restriction on the transverse momentum of the light and a naive application of the theory therefore predicts an infinite radiated intensity. In our three-dimensional theory the build up of SRS only happens for small transverse momentum of the light, limited by the Fresnel number $F$ of the ensemble. This automatically limits the emitted radiation such that the theory gives finite predictions.

In the theory we assume that the dimensions of the ensemble is much larger than the wavelength of the radiation, and we show that in this limit the only two parameters describing SRS are the optical depth $d$ and the Fresnel number $F$ of the ensemble. We find that in the limit $F \gtrsim 1$ the time scale of SRS is almost exclusively given by the optical depth $d$ with only a weak dependence on the Fresnel number $F$. On the other hand, the total radiated power for SRS depends strongly on the Fresnel number $F$. The total power radiated into modes with a given azimuthal quantum number $m$ is linearly proportional to $F$. We find that the largest contribution to the radiation always comes from the azimuthal quantum number $m = 0$ and that this contribution also have the fastest growth. With increasing Fresnel number $F$ the contribution from other azimuthal quantum numbers $m \neq 0$ may, however, become comparable to the $m = 0$ contribution. To investigate the validity of our analytical findings we have compared our analytical results to a direct numerical solution for a limited number of atoms. The two approaches are found to be in good agreement.

An interesting question which we have not addressed in detail here comes from the fact that an ensemble of atom is not given by a continuous density, but consists of a collection of discrete point particles. The effect of this is in principle included in our direct numerical investigations, and may be the reason for the dependence on the atom number in Fig. [12]. Here the simulations with the highest density deviate from the results with a lower density. It would be interesting to investigate such effects using for instance the methods developed in Ref. [19]. Furthermore, the question of the collective emission of radiation from atomic ensembles is also very interesting from the point of view of quantum information. Several important quantum protocols such as quantum repeaters [20], quantum memory [21], and quantum teleportation [22] are currently being investigated in atomic ensembles. For a full evaluation of the potential of these approaches

\[ \frac{2N_p(t)}{F} = d\Gamma t \left[ I_0^2(\sqrt{d\Gamma t}) - 2I_1^2(\sqrt{d\Gamma t}) \right. \\
\left. + I_0(\sqrt{d\Gamma t})I_2(\sqrt{d\Gamma t}) \right] - I_0^2(\sqrt{d\Gamma t}), \]

where we have used that $d, N_A \gg 1$. In Fig. [12] we plot the function $N_p(T)$. From the requirement $N_A = N_p$ we find the time $t_c$ for the result shown in Fig. [13] to be $\Gamma t_c = 0.54$, where the radiation is still dominated by spontaneous emission. If, however we increase the optical depth we decrease the time at which the analytical curve $P(t)$, (VI.12), and the numerical curve $P_N(t)$, (VI.23), agree. For a higher optical depth $d$ there will thus be a region where the effects considered here are dominant within the applicability of our theory. While the limited atom number used here is thus not physically relevant, the simulation can still be used as a confirmation of the approximations used in our analytical calculation since both curves are derived using the same approximation of neglecting depletion of the atoms. For the ongoing SRS experiments using Bose-Einstein condensed atoms e.g. Ref. [4] the number of atoms used in the process is factors of thousands larger than what we are able to numerically simulate here, and the approximation used here is much less severe.

**VII. CONCLUSION**

In this paper we have developed a three-dimensional theory for spontaneous Raman scattering (SRS). The theory applies to an ensemble of non-moving atoms and is derived by describing the atoms as a continuous medium. In the theory we neglect the depletion of the initial atomic state and the theory is therefore mainly applicable
it will by important to have a full understanding of the effect of the realistic three dimensional structure of the ensembles. The methods developed in this article may serve as useful starting point for such investigations.
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Appendix A: DERIVING THE FIRST ORDER CORRECTION TO THE MATRIX $M_{k^m_{\perp}l_{\perp}m^\prime_{\perp}n^\prime_{\perp}}$

By introducing the dummy variable $\alpha = 2\sigma^2_{\perp}$ in the Gaussian function, the series expansion of the $x$-integral in Eq. (IV.11) may be written as

$$\sum_{l=0}^{\infty} (-\partial_{\alpha})^l \int_{0}^{\infty} e^{-\alpha x^2} I_m(2\alpha_{\perp}^2 \gamma_n x) J_m(2\alpha_{\perp}^2 \gamma_{n^\prime} x) \bigg|_{\alpha=2\sigma^2_{\perp}} (A.1)$$

Using the above expansion along with the relation $I_m(x) = i^{-m} J_m(ix)$ together with the result [24]

$$\int_{0}^{\infty} rdre^{-\sigma^2 r^2} J_m(\beta r) J_m(\gamma r) = \frac{1}{4\alpha^2} e^{-\frac{\alpha^2 + \beta^2}{4\alpha^2}} I_m\left(\frac{\beta \gamma}{2\alpha^2}\right)$$

$$|\text{arg}[\alpha]| < \frac{\pi}{4}, \Re[m] > -1, \beta > 0, \gamma > 0, (A.2)$$

Equation (A.1) may be rewritten as

$$\sum_{l=0}^{\infty} (-\partial_{\alpha})^l \int_{0}^{\infty} e^{-\alpha x^2} I_m(2\sigma^2_{\perp} \gamma_n x) J_m(2\sigma^2_{\perp} \gamma_{n^\prime} x) \bigg|_{\alpha=2\sigma^2_{\perp}} (A.3)$$

From Ref. [24] we find the integral to give

$$\sum_{l=0}^{\infty} (-\partial_{\alpha})^l \frac{e^{\frac{\sigma^2_{\perp}(\gamma_n + \gamma_{n^\prime})}{\alpha}}}{2\alpha} I_m\left(\frac{2\sigma^2_{\perp} \gamma_n \gamma_{n^\prime}}{\alpha}\right) \bigg|_{\alpha=2\sigma^2_{\perp}}. (A.4)$$

We see that in terms of an expansion in the variable $1/\sigma^2_{\perp}$ each differentiation will give a factor of $1/\sigma^2_{\perp}$. We shall therefore only consider a sum up to the first order in the differential. To zeroth order the $x$-integral simply gives

$$\frac{\sigma^2_{\perp}(\gamma_n + \gamma_{n^\prime})}{4\sigma^2_{\perp}} I_m\left(\frac{\sigma^2_{\perp} \gamma_n \gamma_{n^\prime}}{\alpha}\right). (A.5)$$

To first order we find the $x$-integral to give

$$-\partial_{\alpha} \frac{e^{\frac{\sigma^2_{\perp}(\gamma_n + \gamma_{n^\prime})}{\alpha}}}{2\alpha} I_m\left(\frac{2\sigma^2_{\perp} \gamma_n \gamma_{n^\prime}}{\alpha}\right) \bigg|_{\alpha=2\sigma^2_{\perp}} = \frac{e^{\frac{\sigma^2_{\perp}(\gamma_n + \gamma_{n^\prime})}{\alpha}}}{8\sigma^4_{\perp}} I_m(\sigma^2_{\perp} \gamma_n \gamma_{n^\prime})$$

$$-\frac{\sigma^2_{\perp}}{2} (\gamma_n^2 + \gamma_{n^\prime}^2) I_m(\sigma^2_{\perp} \gamma_n \gamma_{n^\prime}) + \frac{\sigma^2_{\perp}}{2} \gamma_n \gamma_{n^\prime} \left[I_m(\sigma^2_{\perp} \gamma_n \gamma_{n^\prime}) + I_{m-1}(\sigma^2_{\perp} \gamma_n \gamma_{n^\prime}) + I_{m+1}(\sigma^2_{\perp} \gamma_n \gamma_{n^\prime})\right]. (A.6)$$

To understand the above expression let us assume a sufficiently large $\sigma_{\perp}$ so that the modified Bessel function $I_{m \pm 1}$ can be approximated with $I_m$. In this way we get

$$-\partial_{\alpha} \frac{e^{\frac{\sigma^2_{\perp}(\gamma_n + \gamma_{n^\prime})}{\alpha}}}{2\alpha} I_m\left(\frac{2\sigma^2_{\perp} \gamma_n \gamma_{n^\prime}}{\alpha}\right) \bigg|_{\alpha=2\sigma^2_{\perp}} = \frac{e^{\frac{\sigma^2_{\perp}(\gamma_n + \gamma_{n^\prime})}{\alpha}}}{8\sigma^4_{\perp}} I_m(\sigma^2_{\perp} \gamma_n \gamma_{n^\prime})\left[1 - \frac{\sigma^2_{\perp}}{2} (\gamma_n - \gamma_{n^\prime})^2\right]. (A.7)$$

The above approximation gets worse for increasing values of $m$, however we argue in Sec. [VIB] that for a finite width of the sample, higher order modes in $m$ has less influence. Finally the exponential function along with
the modified Bessel function express a conservation of transverse momentum given by the variables $\gamma_n$ since for increasing values of the transverse momentum, Eq. (A.7) can be approximated with

$$\frac{e^{-\frac{\sigma^2}{2}(\gamma_n-\gamma_{n'})^2}}{8\sigma_1\sqrt{2\pi\gamma_n\gamma_{n'}}} \left[ 1 - \frac{\sigma^2}{2}(\gamma_n-\gamma_{n'})^2 \right].$$

(A.8)

We shall then make the approximation

$$1 - \frac{\sigma^2}{2}(\gamma_n - \gamma_{n'})^2 \approx e^{-\frac{\sigma^2}{2}(\gamma_n - \gamma_{n'})^2},$$

thus the expression in Eq. (A.8) can to second order in $\gamma_n - \gamma_{n'}$ be written as

$$e^{-\sigma^2(\gamma_n-\gamma_{n'})^2} \frac{1}{8\sigma_1\sqrt{2\pi\gamma_n\gamma_{n'}}}.$$  \hspace{1cm} (A.10)

This result is the large size limit, and we therefore conclude that to give this limit as $\sigma_1 \rightarrow \infty$ the term in Eq. (A.10) must be approximated with

$$\sqrt{2} e^{-\sigma^2(\gamma_n+\gamma_{n'})^2} I_m(2\sigma^2\gamma_n\gamma_{n'}) \frac{1}{8\sigma_1}.$$  \hspace{1cm} (A.11)

From this we conclude the result given in Eq. (IV.13).

### Appendix B: COMMUTATION RELATION FOR $\Lambda^n_{mn'}$ AND $\Lambda^{1m}_{mn'}$

Here we show that the two matrices $\Lambda^n_{mn'}$ and $\Lambda^{1m}_{mn'}$ commute. Since both matrices are symmetric, it is enough to show that the product $\sum_p \Lambda^m_{np} \Lambda^{1m}_{pn'}$ is symmetric. Again we make the continuation $\sum_p \frac{1}{a_c} \rightarrow \int \frac{d\gamma}{\pi}$ for $a_c \rightarrow \infty$. In this way we get

$$\sum_p \Lambda^m_{np} \Lambda^{1m}_{pn'} = \frac{4\sigma^4_1 e^{-\frac{\sigma^2}{2}(\gamma_n+\gamma_{n'})^2} \gamma_n}{a_c^2 \gamma_{n'} J_{m+1}(X_{mn}) J_{m+1}(X_{mn'})} \times \int d\gamma \gamma_p \frac{(-1)^m}{2} e^{-\frac{3\sigma^2}{2}} J_m \left( 2\sigma^2 \gamma_n \gamma_{n'} \right) J_m \left( 2\sigma^2 \gamma_n \gamma_{n'} \right) .$$

(B.1)

After making the $\gamma_p$-integral we end up with

$$\sum_p \Lambda^m_{np} \Lambda^{1m}_{pn'} = \frac{4\sigma^4_1 e^{-\frac{\sigma^2}{2}(\gamma_n+\gamma_{n'})^2} \gamma_n}{3a_c^2 \gamma_{n'} J_{m+1}(X_{mn}) J_{m+1}(X_{mn'})} .$$

(B.2)

Since the matrix Eq. (B.2) is symmetric we conclude that the matrices $\Lambda^n_{mn'}$ and $\Lambda^{1m}_{mn'}$ commute.

### Appendix C: DERIVATION OF EQ. (VI.11)

Here we will show Eq. (VI.11). Our starting point is the orthogonality relation given by

$$\int_0^\infty rdr \ J_m(\gamma_n r) J_m(\gamma_{n'} r) = \frac{\delta_{nn'} a_c^2}{2J_{m+1}(X_{mn})^2} .$$

(C.1)

where the variable $\gamma_n = \frac{X_{nn}}{a_c}$ and $X_{mn}$ is the $n$'th zero of the $m$'th order Bessel function $J_m$. We will assume that $X_{mn}$ is large, which does not require $\gamma_n$ to be so, since we can choose the cut-off $a_c$ to be anything. In this way we can write Eq. (C.1) as

$$\int_0^\infty rdr \ J_m(\gamma_n r) J_m(\gamma_{n'} r) = \frac{\delta_{nn'} a_c}{\pi \gamma_n} .$$

(C.2)

We will then take the sum over $n$ on both sides and use the standard continuation $\sum n \rightarrow \int \frac{d\gamma}{\pi}$ so that

$$\int d\gamma_n \gamma_n \int rdr J_m(\gamma_n r) J_m(\gamma_n r) = 1 .$$

(C.3)

Since $\gamma_n$ is now a continuous variable, we conclude that the measure of the distribution

$$f(x, x') = x \int rdr J_m(\gamma_n x) J_m(\gamma_n x') ,$$

(C.4)

where $x, x'$ is some real and positive number is unity. The next step is to show that for $x \neq x'$ the function $f(x, x')$ vanish. This follows when choosing a zero point $X_{nn}$ and a cut-off $a_c$ such that $x = \gamma_n$. This does not necessarily mean that $x'$ has a similar representation with the chosen cut-off. On the other hand this is not necessary as one may show, see e.g. [21], that

$$\frac{1}{\pi \gamma_n} \int_0^{a_c} rdr J_m(\gamma_n r) J_m(\gamma_n r') = 0 .$$

(C.5)

from here we conclude that when $\gamma_n$ and $x'$ are different the function $f(\gamma_n, x')$ vanish. This concludes the derivation of Eq. (VI.11).

### Appendix D: THE SUM RULE

Here we derive the sum rule Eq. (VI.19) used in Sec. VI.C. The starting point is the total radiated intensity of Stokes-photons

$$\int_S \left\{ \mathbf{D}^- \times (\nabla \times \mathbf{A}^+) - (\nabla \times \mathbf{A}^-) \times \mathbf{D}^+ \right\} ,$$

(D.1)

where $S$ is a sphere surrounding the atoms. Using the Divergence theorem as well as the Maxwell equations, the total radiated intensity can be written as

$$-\mu_0 \epsilon_0 \int_V d^3r \frac{\partial \mathbf{H}_F + \mathbf{H}_I}{\partial t} - \mu_0 \int_V d^3r G[\mathbf{P}, \mathbf{D}] .$$

(D.2)

where

$$G[\mathbf{P}, \mathbf{D}] = \frac{\partial \mathbf{P}^-}{\partial t} \cdot \mathbf{D}^+ + \mathbf{D}^- \cdot \frac{\partial \mathbf{P}^+}{\partial t} .$$

(D.3)

To lowest order in $1/\omega_s$, Eq. (D.2) reduce to

$$\mu_0 \omega_s \hbar c_0 \left[ \sum_j \Gamma \tilde{b}_j(t) \tilde{b}_j^*(t) \right] + \sum_{j \neq j'} \left\{ \tilde{b}_j(t) M_{jj'} \tilde{b}_j^*(t) + H.c. \right\} .$$

(D.4)
where we have used Eqs. (II.11), (II.17) and (II.18). When measuring the intensity infinitely far away from the atomic ensemble, the expression in Eq. (D.1) reduces to the electric field squared times $2\mu_0 c$, thus the normalized sum-rule reads

$$
\frac{2}{k_0 \hbar \epsilon_0} \int d^3 D^- \cdot D^+ = \sum_j \Gamma \hat{b}_j(t) \hat{b}_j(t)
+ \sum_{j \neq j'} \left\{ \hat{b}_j(t) M_{jj} \hat{b}_{j'}^\dagger(t) + H.c. \right\}. \quad (D.5)
$$