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Abstract This study uses supervised and unsupervised machine learning (ML) methods to correct unwanted offsets observed in the NOAA GOES-16 magnetometer data. All GOES satellites have an inboard and outboard magnetometer sensor mounted along a long boom. Post-launch testing of the GOES-16 magnetometers found that the inboard sensor suffers significant thermally induced magnetic contamination and currently only the outboard sensor is used in NOAA operations. The contamination varies both diurnally and seasonally making it very difficult to correct using basic statistical methods. For simplicity in explaining the offsets we are trying to correct, and methods used, we focus on correcting only one of the inboard vector components, the E-component (Earthward). We start by applying the unsupervised k-Shape method to the magnetic field vector E-component outboard minus inboard sensor time series, ΔE, resulting in four clusters that are closely related to the time of year and the solar β angle, which is a measure of the amount of time that a satellite is in direct sunlight. We then utilized LSTM networks as regressors to correct the offsets observed in GOES-16 inboard sensor E-component data. We trained our LSTMs using GOES-17 magnetometer data, which we show to exhibit much less variability compared with the GOES-16 data. The correction results reduced the offsets in the clusters from between 3–5 nT and 0–2 nT standard deviations. The combining of unsupervised and supervised ML methods is a powerful technique that can be applied to space-based instruments that produce time series data.

Plain Language Summary The Geostationary Operational Environmental Satellites (GOES) have two magnetometers, one is closer to the bus (inboard sensor) and another one mounted a few meters along the boom (outboard sensor). Post-launch testing of the GOES-16 magnetometers found that the inboard (IB) magnetometer suffers from contamination, which produces an offset in the IB data. Therefore, only the outboard (OB) sensor is used in NOAA operations. Having a good working second sensor on the satellite allows cross-sensor comparisons and validation both during post-launch testing and throughout the operational lifetime of the mission. We use unsupervised and supervised Machine Learning methods to correct the offset in the IB sensor data. We found that the offset is closely related to the time of year, more precisely the amount of time that the GOES satellite is in direct sunlight.

1. Introduction

The Geostationary Operational Environmental Satellite (GOES)-R series are the next generation weather satellites of the U.S. National Oceans and Atmospheric Administration (NOAA). Two of the four satellites in the series, GOES-16 and GOES-17, were launched in November 2016 and March 2018, respectively. The last two satellites are slated to be launched in February 16, 2022 and in April 2024. As with previous GOES, the GOES-R series supply NOAA’s primary geostationary weather observations (NASA-GSFC, 2019). The GOES-R series have similar space weather payloads to previous GOES including magnetometers (MAGs) which measure the geomagnetic field and are the dataset of interest for this study. Products derived from GOES MAG observations are used by NOAA in forecasting, situational awareness, and development and validation of global space weather models (Singer et al., 1996; Loto’aniu et al., 2020). The science community also routinely uses this data for scientific research.

The GOES-16 and GOES-17 MAGs are identical, and a description of the instrument can be found in Loto’aniu et al. (2019). A drawing of the GOES-R series satellite is shown in Figure 1a. MAG consists of two
tri-axis fluxgate vector magnetometers mounted on a long boom with the inboard MAG sensor (IB) positioned 6.35 meters along the boom from the spacecraft and the outboard sensor (OB) at the end of the boom or 8.55 meters out from the edge of the spacecraft bus. The GOES-16 and GOES-17 satellites are, as of writeup, operational and located at geostationary orbit at 75.2° West longitude (called GOES-East) and 137.2° West longitude (GOES-West), respectively. The data used in this study were taken either from these two longitudes, or, in between longitudes where GOES satellites undergo testing or are placed into storage.

Post launch testing of the GOES-16 MAG revealed anomalies in the data, with the IB sensor data showing more significant issues (Loto’aniu et al., 2019). Similar post-launch tests of the GOES-17 MAG did not show the same level of contamination. This was in large part due to redesigns on GOES-17 as a result of lessons learned from issues observed with the GOES-16 MAG. Redesigns for the follow-on GOES-R MAGs (GOES-S, -T, and -U) concentrated on improving on-orbit thermal stability by adding extra thermal blankets, redesigning boom accommodation and refocusing on maintaining magnetic cleanliness best practices from hardware integration through to launch (see Loto’aniu et al. (2019) or further details).

Closer analysis of the GOES-16 IB sensor data offsets revealed that they were more sensitive to on-orbit thermal environment changes than expected. The source of the thermally induced contamination is not known. However, the GOES-16 geostationary orbit shown in Figure 1b is a particularly harsh thermal environment where temperatures can swing over 100°C between day and night. In addition to diurnal thermal environment variations, as Earth orbits, the Sun seasonal effects also result in instruments at geostationary orbit being exposed to varying thermal environment with time of year. Hence, any soft magnetic material(s) with magnetic properties that change with changing thermal conditions located close to the sensors will also produce a time varying contamination in the sensor data. For details of the anomalies observed in the GOES-16 MAG data and lessons learned, see Loto’aniu et al. (2019).

This study presents a demonstration of how machine learning (ML) methods can be used to correct contamination in the GOES-16 IB sensor time series data. Both unsupervised and supervised methods, which are two sub-classes of ML methods (Stinis, 2019), are utilized to correct the GOES-16 IB sensor vector magnetic field E-component (Earthward). The component direction is shown in Figure 1b (Also see, Section 3).

Unsupervised ML uses unannotated/untagged data to learn patterns and anomalies in the input data. The most widely used unsupervised ML method is clustering, which finds groups of data that have similar spatial and/or temporal behavior. We utilize the k-Shape clustering method, which was introduced in 2015 for time series data (Paparrizos & Gravano, 2015). Different from other clustering methods, k-Shape uses a different method to calculate the distances between time series as well as a different method to find centroids in each cluster. k-Shape uses normalized cross-correlation as a distance measure, which allows for shape comparison between time series because this distance measure is invariant to scaling and shifting. As a result, the k-Shape algorithm is domain independent and scalable for varying volumes of data and highly effective in clustering quality (Paparrizos & Gravano, 2015). The k-Shape method has been successfully applied in energy usage pattern recognition and energy load forecast (Jarábek et al., 2017; Yang et al., 2017). The k-Shape clustering method is used here to find patterns within the differences between the GOES-16 OB and IB sensor E-component time series that are signatures of contamination in the IB sensor data induced by thermal environment changes.

Supervised ML methods, on the other hand, use annotated data for a wide range of applications such as natural language processing (Greff et al., 2017), image convolution, super-resolution and denoting (Díaz Baso...
& Asensio Ramos, 2018; Diaz Baso et al., 2019), Earth observations (dos Santos, 2020; Jeppesen et al., 2019), and space weather prediction (Camporeale et al., 2020; Inceoglu et al., 2018). For sequenced data, such as time series, where the ordering of the data points is important, a modified version of recurrent neural networks named long short-term memory (LSTM) networks (Hochreiter & Schmidhuber, 1997) is shown to be more effective and scalable (Greff et al., 2017) and we employ LSTM in this study. The LSTM networks are utilized for many problems from language modeling (Merity et al., 2017) to solar flare predictions (Liu et al., 2020). For each cluster identified, we build an LSTM and utilize the resultant networks as regressors to correct the GOES-16 IB E-component data.

In Section 2, we provide an example of the data issues we want to correct, while Section 3 describes the MAG data selected for the study. The analyses and results are explained in Section 4. Finally, we give our conclusions in Section 5.

## 2. Temperature Effects

An example of the GOES-16 high-resolution (10 Hz) MAG data is shown in Figure 2a. The panel shows OB and IB sensor frame magnetic field Bz-components, which point along the boom. The OB sensor is mounted on the outside of a baseplate at the end of the boom as shown in Figure 1a, while the IB sensor is mounted on the side of its baseplate facing the spacecraft. In this configuration, with the two sensors only a couple of meters apart, Bz_OB measurements should be virtually identical to −Bz_IB. However, as can be seen in the

**Figure 2.** (a) Time series plot of GOES-16 MAG outboard (OB) and inboard (IB) sensor Bz magnetic field in the sensor frame for January 11, 2018. Corresponding temperature readings from all three components of the IB (b) and the OB (c) sensors. Note that the x-axis is given in both Universal Time (UT) and in Magnetic Local Time (MLT).
top panel, they are not equal, and this observed difference in diurnal time series trends between the OB and IB data is an example of the issue we are trying to correct.

Figures 2b and 2c show the corresponding thermistor readings from the IB and OB sensors along each sensor X, Y, and Z axes. Each MAG sensor has a heater, and the heater duty cycle is triggered by the Z-axis temperature. As seen in Figures 2b and 2c, the Z-axis temperature remains practically constant throughout the day because the heater dead-band range is set to 0°C meaning that any drop from the operating temperature of the Z-axis (35°C in this example) turns the heater on. This is also true for the OB sensor. The constant Z-axis temperature readings provide no useful information to correct the IB/OB differences observed in Figure 2a.

The X-axis and Y-axis temperatures do not remain constant, indicating uneven heating of the sensor throughout the day by the heater and suggests that temperature gradients across the sensors are important factors. However, analysis found no clear correlations between temperature readings on three axes of the sensor and the IB/OB trend differences. Hence, thermistor readings from the GOES-16 MAG sensors are not good parameters to use for our correction algorithm. This could be because the thermistors are not located at optimal positions. However, solar angle changes throughout the year changes the illumination profile on the sensors, and we show below that this is a better parameter to use to account for thermal environment changes.

3. Data Selection

The MAG vector magnetic field data used for the machine learning analysis are in EPN coordinates, which is shown in Figure 1b. In the EPN frame, the P-axis is defined as normal to the orbit plane (Poleward), E is the Earthward (nadir) direction, and N (Normal) completes the right-handed system (Loto’aniu et al., 2019). We use EPN coordinates to provide consistency with the frame most commonly used for publicly available GOES MAG data.

Magnetic field data used from both IB and OB sensors spans January 2017 to November 2020 for GOES-16 and late March 2018 to November 2020 for GOES-17. Before any further analyses, we applied data selection criteria to remove low quality data for the purpose of this study. Our data selection criteria are; (a) data shall not have gaps more than 1 hr, (b) if the data gap is shorter than 1 hr, this gap cannot last more than 5 min continuously, meaning that it must consist of gaps shorter than 5 min. These two criteria are applied to the IB and OB magnetometer data as well as satellite location data in geographic latitude, longitude, and distance from Earth, which will be used to calculate the magnetic local times (MLT). For example, if a data set has 30 min total gap, which consists of 7 shorter gaps, each of which is shorter than 5 min, then the data set is accepted. However, if there are only 3 shorter gaps, durations of each is 10 min, then we disregard this data. After the selection criteria, we have magnetic field and satellite location data for 1,015 days for GOES-16 and 896 days of data for GOES-17, which span between November 29, 2017 and November 15, 2020, and between March 23, 2018 and November 18, 2020, respectively. NOAA currently uses the 1-min averaged MAG data in operations and therefore we also use the 1-min resolution data (∼0.0167 Hz) in this study and linearly interpolate data gaps that are shorter than 5 min.

4. Analyses and Results

The GOES-16 and GOES-17 IB and OB MAG data in EPN coordinates spanning the data selection criteria period are shown in Figure 3. Note that around mid-October 2018, there is a shift in the GOES-17 magnetic field measurements, particularly in the E and N-components. During post-launch testing, GOES spacecraft undergo spin maneuvers to determine MAG instrument on-orbit calibration offsets. The observed shift in the GOES-17 magnetic field data corresponds to when the calibration values were applied to the magnetic field data products. Due to this shift, the GOES-17 MAG data from 2018 were not used in the LSTM networks.

The magnetic field observed at geostationary orbit shows both natural diurnal and seasonal variations. In the P-component, the field is stretched on the nightside lowering field strength and compressed on the dayside due to solar wind pressure resulting in stronger magnetic field on the dayside. Seasonally, geomagnetic
activity tends to enhance around equinox, where the Sun-Earth interaction is enhanced due to the equinoctial effect and the Russell-McPherron effect (Russell & McPherron, 1973). Around equinox, the position of Earth in heliographic latitude is also more favorable for interactions with high speed solar wind at high heliographic latitudes (the axial effect; Cliver et al., 2000). These changes in activity due to seasonal effects are clearly visible in the E and N-components of the magnetic field.

In order to justify using the GOES-17 MAG data to build the LSTM networks, we show in Figure 4 differences between OB and IB time series (E, P, and N coordinates) for all the GOES-16 and GOES-17 data used as a function of MLT. We compare the data from OB to IB for the reason that the two sensors should measure the same ambient magnetic field since they are located only a couple of meters apart along the boom of each spacecraft. Hence, OB-IB should be constant with time although not necessarily 0 nT because there could be a constant offset in one or both sensors. If there are significant issues such as magnetic contamination or thermal effects that vary with time on one or both sensors, then OB-IB should also vary with time. It is highly unlikely that time varying unwanted signals in each sensor data would be in lockstep such that OB-IB was constant with time. It is now common practice in space science missions to fly more than one identical magnetometer onboard in-part to be able to do this inter-sensor comparison.

In Figure 4, differences between OB and IB time series ($\Delta E$, $\Delta P$, and $\Delta N$) for all the GOES-16 and GOES-17 data are shown as a function of MLT. The differences between the GOES-16 MAG OB and IB magnetic field measurements in E and P-components vary with amplitudes as high as 25 nT. The results for GOES-17, on the other hand, display much less diurnal variations, and the amplitude of the variations does not exceed around $\sim 2$ nT within each day. This is also confirmed by comparing the standard deviations in the datasets in Figures 4c, 4f, and 4i. The figure also justifies our decision to apply the correction first to the GOES-16 E-component data because it shows the largest variation in the OB-IB differences.
4.1. Clustering the Differences in the GOES-16 MAG Outboard and Inboard Sensor Data Using K-Shape

A closer inspection of the differences in the GOES-16 MAG OB and IB sensor data (OB-IB) hints at the presence of clusters, while the OB-IB differences from GOES-17 do not show such signs. We investigate the presence of any clustering behavior in the GOES-16 E-component OB-IB differences, $\Delta E$, using $k$-Shape clustering (Paparrizos & Gravano, 2015). The $k$-Shape clustering method is an efficient and domain independent clustering method based on a scalable iterative refinement procedure. This method uses a normalized version of the cross-correlation measure as a distance measure to find the centroid of each cluster and update the members that belong to each cluster in each iteration. Additionally, using a normalized version of the cross-correlation measure as a distance measure enables comparison of the shapes of the time series and provides preservation of their shapes, as this method is invariant to scaling and shifting (Paparrizos & Gravano, 2015).

The number of clusters, $k$, is expected as an input for the $k$-Shape algorithm, much like $k$-means method that is another clustering algorithm based similarly on iterative refinement procedure (MacQueen, 1967). In estimating the number of clusters within the GOES-16 $\Delta E$ data, we input cluster numbers $k = 1, 2, 3, \ldots, 10$ and calculate the sum of squared distances (SSD) for each cluster, with results shown in Figure 5. The relationship between SSD and $k$, often called a scree-plot, is generally used as an indication of the optimum number of clusters in a data set (Paparrizos & Gravano, 2015). The results show that further decreases in SSD are very small after cluster number 4, meaning that the optimum number of clusters in the $\Delta E$ data is 4.

To evaluate the goodness of the $k$-Shape algorithm on clustering, we use the silhouette coefficient (Rousseeuw, 1987). The silhouette coefficient is used when the ground truth of the cluster labels are unknown. The silhouette coefficient is calculated using the following equation:

$$ s(i) = \frac{b(i) - a(i)}{\max(a(i), b(i))} \tag{1} $$

where $a(i)$ represents average dissimilarity of $i$ to all other objects within cluster, whereas $b(i)$ denotes average dissimilarity of $i$ to all other objects in the next nearest cluster (Rousseeuw, 1987), meaning that we need the

**Figure 4.** Differences between OB and IB time series for the E-component ($\Delta E$), the P-component ($\Delta P$), and the N-component ($\Delta N$) for GOES-16 (a–c) and GOES-17 (d–f). Also shown are the corresponding distributions of standard deviations of the differences between OB and IB (g–i).

**Figure 5.** Sum of squared distances (SSD) calculated for each number of clusters, which ranges from 1 to 10.
labels obtained by a clustering method, and proximities between objects. The silhouette coefficient ranges from \(-1\) to \(+1\). Values close to \(-1\) represent incorrect clustering, while values close to \(+1\) show highly dense clustering. Additionally, we calculated the statistical significance of the silhouette coefficient by randomly generating four cluster labels and calculating the silhouette coefficients for each iteration. We iterate this process for 10,000 times. The silhouette coefficient for four clusters is calculated as 0.47 \((p \ll 0.01)\).

Figure 6 visualizes the four clusters have varying temporal characteristics but similar maximum amplitude difference of \(\sim20\) nT. Cluster-1 (C1), shown in Figure 6a, consists of 413 members and shows an abrupt drop at the beginning of the day from about 6 nT toward \(-10\) nT, then gradual increase to around 16 MLT to peak around 8 nT. The values then decrease more rapidly to \(\sim-10\) nT until 20 MLT, after which the members display less variation except for the spike at the end of the day which is actually part of the same spike observed at the beginning of the day because 0 MLT = 24 MLT. Cluster-2 (C2), shown in Figure 6b, consists of 44 members and has the same spike at the beginning/end of the day and shows similar gradual increase until 16 MLT before it decreases. However, there are two further peaks that occur between 20 and 24 MLT before the spike at the end of the day.

Cluster-3 (C3) has 326 members and has a temporal trend similar with C1 and C2 until 20 MLT. However, there is no peak at the beginning/end of the day. After 20 MLT, there is an abrupt increase in values from around \(-15\)–5 nT, and this level stays almost the same with a slight decrease until around 23 MLT, where it displays a sharp decrease down to around \(-15\) nT (Figure 6c). Cluster-4 (C4) has 232 members (Figure 6d) and shows generally similar temporal variations to C1 with the exceptions that the spikes around 0–1 MLT and 23–24 MLT are made up of more members (thicker region) than C1. We discuss the meaning of the cluster temporal trends in the following section.

### 4.2. Effects of the GOES-16 Orbital Configuration

If the GOES-16 IB and OB magnetometer sensors were perfect instruments, the \(\Delta E\)'s shown in Figure 6 would be zero, and therefore, no clusters would be found using \(k\)-shape analysis. However, analysis indicates an optimum number of four clusters in the \(\Delta E\) data, and this suggests that the clusters may be seasonally dependent. This is confirmed in Figure 7, which shows the time of year over which each cluster occurs.

The C1 cluster covers the months from late April to early September (northern hemisphere spring and summer), while C2 covers late February and mid to late October, C3, on the other hand, covers late October to late February (around northern hemisphere winter), and C4 covers March to early April and September (equinox months). The importance of the clusters occurring at different times of the year is that solar illumination on the spacecraft varies as Earth orbits the sun resulting in varying thermal environment along the boom, including at the sensor locations.

The amount of direct sunlight a satellite experiences is defined by the solar beta angle, \(\beta\). Figure 8 shows the distributions of the \(\beta\) angles for each cluster. GOES satellites encounter two periods during the year in which they are shadowed from sunlight by Earth around local midnight. Eclipses occur when \(\beta \sim 0^\circ\) around the equinox months from about late February to mid-April, and from late August to mid-October. The C4 cluster \(\beta\) distribution is centered at \(\sim 0^\circ\), and the spike in C4 around 0 or 24 MLT, shown in Figure 6, is probably the result of strong differential thermal conditions as GOES-16 moves in and out of Earth eclipse.
Clusters C1 and C2 include small numbers of cluster members that overlap the equinox months where $\beta$ is low, which probably explains the less dense spikes also around midnight MLT in Figures 6a and 6b.

The C1 cluster mostly occurs outside eclipse periods by Earth, with $\beta$ positive and clustered around 23.45°. The 23.45° value is the obliquity of the ecliptic for Earth and therefore the maximum $\beta$ for geostationary orbiting satellites. For C3, which includes the winter months, all of its cluster members occur outside eclipse periods by Earth.
season, and this explains the lack of spikes in the C3 cluster shown in Figure 6c at 0/24 MLT and the high absolute $\beta$ clustered around the maximum $-23.45^\circ$ in Figure 8c.

Besides eclipse season where Earth shadows the spacecraft, from September to about mid-April each year the GOES-16 MAG sensors and boom can be completely or partially shadowed by the spacecraft bus (Lo-to'aniu et al., 2019). This time period mainly covers clusters C3 and C2 and explains why they both observed sudden jumps in $\Delta E$ starting around 21 MLT as seen in Figures 6b and 6c and lasting until about 22–23 MLT. The orientation of the boom relative to the spacecraft bus as shown in Figure 1 is the reason shadowing by the bus of the boom happens within the 20–24 local time sector. Hence, even though C3 is outside eclipse season as shown by its $\beta$ distribution, local spacecraft shadowing can still affect the contamination on the IB sensor.

The cluster diurnal trends in Figure 6 between about 02 and 20 MLT show a similar pattern for all four clusters irrespective of time of year. This trend is likely the result of the changing temperature gradient across the boom and the sensors as the spacecraft orbits Earth toward the dayside across noon and back toward the nightside. $\Delta E$ approaches 0 nT for all clusters close to 16 MLT where the orbit is probably optimal to minimize the thermally induced effects. Afterward, $\Delta E$ goes negative again as solar illumination moves to the other side of the boom.

The results of the $k$-shape analysis found clusters in the $\Delta E$ time series and these clusters are associated with solar $\beta$ angle. This justifies our use of $\beta$ as an input to the LSTM network model development. However, we also need to include MLT because shadowing also depends on the spacecraft local time as the spacecraft bus can shadow the boom even outside eclipse season, and temperature gradients across the boom varies as the spacecraft orbits Earth.

### 4.3. Differences Between GOES-16 and GOES-17 MAG Sensor Measurements

In Figure 4, we showed that the MAG OB-IB sensor differences for GOES-17 showed less variability and were less sensitive to local time than corresponding GOES-16 MAG OB-IB differences. Here, we subtract the GOES-17 MAG OB E-component measurements from the GOES-16 MAG IB and OB observations in order show that for each cluster the GOES-16 IB sensor has greater unwanted variations. In order to take into account the differences in longitudes of the two satellites, a model magnetic field is used and subtracted from both satellites time series.

The model used was the well known TS04 model, and values were calculated using the GEOPACK IDL package (Tsyganenko, 2002a, 2002b; Tsyganenko & Sitnov, 2005; Tsyganenko et al., 2003) with input solar wind and geomagnetic indices taken from the NASA-CDAWeb. The model was calculated at 3-min resolution at both satellite locations and interpolated to the 1-min resolution of the measured OB and IB data. We then subtracted the model results from the GOES-16 OB and IB MAG measurements creating GOES-16$_{\text{OB}-\text{TS04}}$ and GOES-16$_{\text{IB}-\text{TS04}}$, respectively. This was repeated for the GOES-17 OB sensor resulting in the time series GOES-17$_{\text{OB}-\text{TS04}}$ and GOES-17$_{\text{IB}-\text{TS04}}$, and then this time series was subtracted from the GOES-16 IB and OB results giving residuals for each E-component ($\Delta E$) cluster, as shown in Figure 9.

It is clear from Figure 9 that the average variations (black lines) in $\Delta E$ for the GOES-16 OB clusters (left panel) show less variability than the GOES-16 IB $\Delta E$ clusters (right panels). The broadening or thickening of the color curves around the night time MLT hours is due to the fact that the magnetic field model is less accurate in this region. From the comparisons we conclude that the magnetic field measurements from the GOES-16 IB sensor is more affected than the OB sensor by the satellite orbital configuration, diurnal variations, and shadowing effects that were previously discussed.

### 4.4. Correcting GOES-16 IB MAG Data Using LSTM Networks

We used LSTM networks (Hochreiter & Schmidhuber, 1997) to correct the GOES-16 IB sensor E-component measurements. An LSTM node consists of four interactive parts; a memory cell, an input gate, an output gate, and a forget gate. An illustration of an LSTM node is shown in Figure 10. These gates are neural network layers with sigmoid activation functions that are followed by point-wise multiplications and they
regulate the flow of information in an LSTM unit. The cell state, \( C_t \), which is the core concept of the LSTMs, can learn which information to transfer forward or to forget using the gates. The cell state at time \( t \) (\( C_t \)), given by

\[
    C_t = C_{t-1} \odot f_t + \tilde{C}_t \odot i_t,
\]

is continuously updated by the cell state at time \((t - 1)\) (\( C_{t-1} \)) and the candidate cell state at time \( t \) (\( \tilde{C}_t \)). In Equation 2, \( f_t \) and \( i_t \) are the forget and input gates, respectively. The forget gate regulates how much of the previous cell state (\( C_{t-1} \)) should be forwarded to the current cell state (\( C_t \)). The input gate, on the other hand, determines how much of the candidate cell state (\( \tilde{C}_t \)) is to be added to the current cell state. The forget and input gates can be written as

\[
    f_t = \sigma (W_f \times [h_{t-1}, x_t] + b_f),
\]
\[
    i_t = \sigma (W_i \times [h_{t-1}, x_t] + b_i),
\]

Figure 9. The left panel shows magnetic field E-component [(GOES-16 OB – GOES-16 TS04) – (GOES-17 OB – GOES-17 TS04)] for each cluster found in the GOES-16 data, while the right panel shows [(GOES-16 IB – GOES-16 TS04) – (GOES-17 IB – GOES-17 TS04)]. The color coding is the same with Figure 6. The solid-black lines are the mean values in each cluster. Note that the y-axis in each plot is zoomed-in to make the variations more visible. This plot shows that the variability in the IB sensor (right panel) is more significant than the OB sensor (left panel) for all four clusters.

Figure 10. Illustration of an LSTM node; \( C_{t-1} \) and \( C_t \) denote the cell state, while \( h_{t-1} \) and \( h_t \) represent the output vector at time \( t \) and \((t-1)\), respectively. The input, output, and forget gates are represented with \( i_t \), \( o_t \), and \( f_t \), while \( x_t \) is the input vector. The point-wise multiplication and addition are represented with \( \times \) and \( + \) in the blue circles. The sigmoid (\( \sigma \)) and tanh activation functions are shown in orange boxes.
Table 1

| Cluster | Training data (days) | Node | Epoch | Batch size |
|---------|----------------------|------|-------|------------|
| C1      | 160 (~60%)           | 10   | 10    | 64         |
| C2      | 17 (~60%)            | 25   | 10    | 64         |
| C3      | 110 (~60%)           | 10   | 10    | 64         |
| C4      | 110 (~70%)           | 50   | 10    | 128        |

Note. The percentages in brackets show the length of the training period.

In Equations 3 and 4, \( W \) and \( b \) represent the weights and biases in different gates, respectively. The input vector at time \( t \) is denoted as \( x_t \), while the output vector at time \( t-1 \) is represented as \( h_{t-1} \). The point-wise multiplication is shown by \( \odot \), whereas the matrix vector multiplication is indicated by \( \times \).

The LSTM networks we used consist of an input, one hidden, and an output layer. We build one LSTM network for each cluster and utilize our networks as regressors. The LSTM networks were trained using GOES-17 OB data, MLT, solar \( \beta \) angle, and satellite longitudes as inputs, and the GOES-17 IB data as the output for the overlapping GOES-16 and GOES-17 observational time periods. As previously mentioned, GOES-17 MAG data from 2018 were excluded because it includes pre-calibrated MAG data (See, Figure 3).

For training of the LSTM networks, we employed an Adam optimizer (Kingma & Ba, 2014), and mean absolute error as our loss function as we are using our LSTM networks as regressors. Additionally, hyper-parameter optimization was done using a simple grid-search method. In this method, we used 60%, 70%, and 80% of the data for training periods containing 10, 25, and 50 nodes (neurons) in the LSTM network with 64, 128, and 256 data points as batch sizes, and 10, 50, and 100 as epoch numbers. Each configuration is then run 50 times to give a distribution of the root mean squared errors (RMSE\textsubscript{Test}) for the test data. The RMSE\textsubscript{Test} is calculated between the measured GOES-16 OB E-component magnetic field and corrected GOES-16 IB E-component magnetic field because we expect the two datasets to be closer than the observed differences. The reason for using the RMSE\textsubscript{Test} is that we use our LSTM networks in a transfer learning fashion. Therefore, the most important thing is to choose the hyperparameters that would result in the smallest RMSE\textsubscript{Test} instead of RMSE calculated for the validation set, which is calculated between the measured GOES-17 OB E-component magnetic field and corrected GOES-17 IB E-component magnetic field.

As an example, we show results for hyper-parameter optimizations of the C1 cluster in Figure 11. For C1, epoch sizes 50 and 100 generally result in higher RMSE\textsubscript{Test} values, while epoch size 10, on the other hand, results in smaller numbers. The analysis shows that 160 days of training data (~60%) give better results. Smaller batch sizes, similar to epoch size, produces smaller RMSE\textsubscript{Test} values. As a result of the grid-search method for the hyper-parameter optimization, we chose 160 days of training data (~60%), 10 nodes, 10 epochs, and batch size of 64 to train our LSTM network for C1. Table 1 shows the hyper-parameters values chosen for all four clusters. For C2, these numbers are 17, 25, 10, and 64, respectively. As for C3, the minimum RMSE\textsubscript{Test} values are reached using 110 days of training data, 10 nodes, 10 epochs, and the batch size of 64, whereas 110 days of training data, 50 nodes, 10 epochs, and the batch size of 128 gave the smallest RMSE\textsubscript{Test} values for C4. Fluctuations in the RMSE\textsubscript{Test} values, even within one hyper-parameter setting, are quite large because of the stochastic nature of neural networks and therefore each cluster correction algorithm was run in a loop that ended when the RMSE\textsubscript{Test} reached its minimum.

Figure 12 shows examples of corrected GOES-16 IB E-component (IB\textsubscript{C} or green lines) for four different days, which are chosen randomly from the four different clusters. They generally follow the same trend as the measured GOES-16 OB sensor E-component values (OB or blue lines), as well as being less offset from OB compared to the measured GOES-16 IB E-component values (IB\textsubscript{m} or orange lines). On February 23, 2019
(panel b), which is in the C2 cluster, the shadowing effect within 20–24 MLT is observed in IB\(_C\) but removed by the LSTM network in IB\(_C\). The same is true on January 2, 2019 (panel c), which is in C3. On April 11 and March 2, 2019 (panels a and d), which are in the C1 and C4 clusters, there is a sharp drop in IB\(_C\) around local midnight (0/24 MLT) and on both days this drop is corrected using the LSTM networks. However, the overall amount of correction varies with MLT for the days shown in Figure 12. The LSTM networks seem to almost completely remove sudden changes due to eclipse season (near local midnight) and spacecraft shadowing (20–24 MLT) effects, while trends throughout the day show varying offsets between IB\(_C\) and OB. There could be multiple explanations for this including that the GOES-16 OB sensor is also known to suffer some thermally induced effects, but to a much lesser extent than the IB sensor (Loto’aniu et al., 2019).

Looking more generally at the amount of correction after the LSTM networks were applied to the GOES-16 IB E-component data, we replotted \(\Delta E\) as the difference between the GOES-16 OB E-component and the corrected GOES-16 IB E-component data, with results shown for each cluster in Figure 13. The \(\Delta E\) for C1 varies between −4 and +5 nT with a standard deviation distribution between 0 and 2 nT, while the variances in the offsets between measured values are between 4 and 5 nT. \(\Delta E\) values in C2 show the least
improvement relative to measured values, with a corrected standard deviation as high as 5 nT. This is due to the fact that there are very few number of data sets in C2 and only 17 days of training data for the LSTM networks, which does not seem as effective in capturing the relationships between input variables.

In Figure 13, the ΔE values in C3 and C4 show similar results as those for C1 with slight differences. All three curves are fairly linear with slight negative gradients. However, C4 ΔE is offset from 0 nT and centered around 5 nT, while both C3 and C1 average closer to 0 nT. This indicates that during eclipse season, which is the C4 cluster time period, there is a few nT offset between the GOES-16 OB and IB E-component that is linear with MLT but not captured by the LTSM. Away from eclipse season, at any MLT the GOES-16 OB and IB E-component observations are closer on average. An example of this offset within the C4 cluster time period is shown in Figure 12d for March 2, 2019. As previously mentioned, there could be multiple explanation for this greater offset during eclipse season including thermal issues with the GOES-16 OB sensor, albeit to a much lesser extend than the IB sensor.

Two identically built and thermally stable magnetometers will still usually possess different factory temperature offset characteristics simply due to slight differences in hardware imperfections. However, the GOES-16 MAGs are not temperature corrected on-orbit because of the lack of correlation between the temperature curves and the magnetic field data as shown in Figure 2 example. The GOES-17 MAG data are also not temperature corrected. The observed differences between the GOES-16 OB and IB MAG measurements is likely partly due to the difference in temperature response between the sensors and partly due to some form of thermally induced magnetic contamination. The results presented do not separate these two effects. Nevertheless, the LSTM method identified that an additional offset remains, shown in Figure 13g, and also linearized this offset as a function of MLT allowing for a simple curve fit subtraction rather than dealing with the complex diurnal variations observed in the data before the LSTM method was applied.

Figure 12. The corrected E-component IB (green), measured E-component IB (orange) and OB (blue) MAG from the GOES-16 satellite for C1 on the April 11, 2019 (a), for C2 on the February 23, 2019 (b), for C3 on the January 2, 2019 (c), and for C4 on the March 2, 2019 (d). Note that we provide both MLTs and UTs in the bottom and top x-axis of each panel.
5. Conclusions

This study shows how machine learning can be used to correct thermally induced magnetic contamination observed in the GOES-16 magnetometer IB sensor data. For simplification, we concentrated on correcting only one of the IB vector components, the E-component (Earthward). We started by comparing the differences between the GOES-16 magnetometer OB and IB sensor data (OB-IB) with differences between the GOES-17 OB and IB sensor data in EPN coordinates. The OB-IB comparisons revealed variations reaching up to 25 nT on GOES-16, while this value is limited to about ~2 nT for GOES-17. Furthermore, GOES-16 OB-IB show variations in their overall levels with some flat-topped and peak-topped structures after about 20 MLT in the E and P-components, while the differences in the GOES-17 sensors does not exhibit such structures. The GOES-16 MAG has significantly more contamination issues than the GOES-17 MAG.

The $k$-Shape method was used to find possible clusters in the GOES-16 OB-IB E-component differences, $\Delta E$. This method provides domain independent and efficient clustering of time series. The optimum number of clusters was found by comparing the sum of squared distances calculated for each cluster number ranging from 1 to 10 with results indicating that there are four clusters in the data. Further analyses show that the

Figure 13. The left panel shows the difference between GOES-16 measured OB and corrected IB E-component magnetic field values for each cluster. On the right panel, we show the standard deviations calculated for the offsets between the measured OB and IB (darker colors) and also the standard variations in the differences between the measured OB and corrected IB (hatched bars). The color coding is the same with Figure 6.
4 clusters are closely related to the time of year and the solar $\beta$ angle, which is a measure of the amount of time that a satellite is in direct sunlight. The $\Delta E$ trends for each cluster are consistent with thermally induced contamination due to Earth shadowing of the spacecraft during eclipse seasons as defined by $\beta$, and due to spacecraft shadowing of the boom.

In order to show that it is the IB sensor on GOES-16 that is the cause of the major variability in $\Delta E$, we subtract the GOES-17 OB E-component time series from the GOES-16 OB and IB E-component time series, while taking into account the difference in the two satellite locations by subtracting the TS04 magnetic field model time series calculated at each of the satellite locations. The results clearly indicate that it is the GOES-16 IB sensor magnetic field measurements responsible for most of the shapes in each $\Delta E$ cluster.

Finally, we create LSTM networks for each cluster to minimize the $\Delta E$ variations in the clusters. LSTM networks are very effective when sequenced data are considered, such as time series data. Inputs to train the LSTM networks include the GOES-17 OB sensor E-component data, together with MLT, longitudes of the satellite, and solar $\beta$ angles, while the output includes the GOES-17 IB data. The time periods used were all the periods where GOES-16 and GOES-17 had overlapping observations up to November 2020 for each cluster. We excluded data from 2018 as this period included pre-calibrated GOES-17 data. The hyper-parameters were optimized with a simple grid search algorithm. The trained LSTM algorithm for each cluster was then used to correct the GOES-16 IB E-component data. The results from the corrections indicate that C1, C3, and C4 showed the highest improvements where standard deviations reduced from a range between 3–5 nT and 0–2 nT. For C2, although there was improvement, the diurnal variation still persisted. This is because there are very limited training data available in this cluster.

We have showed in this study that unsupervised ML method, such as $k$-Shape, allows us to separate out time dependent offset trends in the differences between the GOES-16 OB and IB MAG measurements. In addition, using a supervised ML method like the LSTM networks enabled us to correct the effects from the diurnal and seasonal variations in the GOES-16 IB sensor E-component data. In future work, we plan to improve and extend this method to improve results for C2 and also to include corrections in the P-component. For the N-component, the differences between GOES-16 OB and IB (See $\Delta N$ in Figure 4) were not considered significant enough to apply the LSTM networks on the N-component data.

It should be noted that there are additional offsets and anomalies in the data that are not accounted for in this study. For example, GOES-17 undergoes a yaw-flip every 6 months and analysis of that data found an additional DC offset in the GOES-17 MAG instrument data. However, in the E-component, the offset correction was less then 0.1 nT (Loto’aniu et al., 2021) and well outside the resolution of our ML correction method. There is also contamination induced from the firing of arcjets on GOES-16 and GOES-17 (Califf, Early, et al., 2020; Califf, Loto’aniu, et al., 2020) and over the dates used in this study arcjet firing durations were about 90 min every four days. We decided that out of the total data length used, this small amount of data (~1.5%) could be ignored for the purposes of this study. The corrections to the GOES-16 IB sensor E-component data shown in this study are corrections to average unwanted seasonal and diurnal variations. Furthermore, the LSTM method applied to the $k$-Shape derived clusters tend to flatten out the shapes as a function of MLT but not necessarily always produce zero offsets. However, once flattened or linearized the remaining offsets are much simpler to correct. This proof-of-concept study showcases the strengths of the unsupervised and supervised ML methods in correcting space-based instrument time series data.

Data Availability Statement

Data used in this study are publicly available through the National Oceanic and Atmospheric Administration’s National Centers for Environmental Information GOES-R data portal https://ngdc.noaa.gov/stp/satellite/goes-r.html.
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