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Abstract

Architectures that model language and vision together have received much attention in recent years. Nonetheless, most tasks in this field focus on end-to-end applications without providing insights on whether it is the underlying semantics of visual objects or words that is captured. In this paper we draw on the established Definition Modeling paradigm and enhance it by grounding, for the first time, textual definitions to visual representations. We name this new task Visual Definition Modeling and put forward DEMETER and DIONYSUS, two benchmarks where, given an image as context, models have to generate a textual definition for a target being either i) a word that describes the image, or ii) an object patch therein. To measure the difficulty of our tasks we finetuned six different baselines and analyzed their performances, which show that a text-only encoder-decoder model is more effective than models pretrained for handling inputs of both modalities concurrently. This demonstrates the complexity of our benchmarks and encourages more research on text generation conditioned on multimodal inputs. The datasets for both benchmarks are available at https://github.com/SapienzaNLP/visual-definition-modeling as well as the code to reproduce our models.

Introduction

Two of the most important building blocks of human cognition and Artificial Intelligence are text and image understanding, which are widely known, respectively, as Natural Language Processing and Image Processing. Recently, these two worlds have joined forces and modality-specific models are losing ground to more hybrid architectures that were developed to leverage both textual and visual data (Su et al. 2019; Tan and Bansal 2019). In fact, these models showed that the key to achieving more comprehensive reasoning skills lies in exploiting both sources of information at the same time. However, most multimodal tasks aim at investigating the high-level understanding capabilities of a model, such as Visual Semantic Role Labeling (Yatskar, Zettlemoyer, and Farhadi 2016) and Image Captioning (Lin et al. 2014). Indeed, while being apt at showing what kind of patterns models can capture, these tasks do not provide any fine-grained information about how models “perceive” image and text components (objects and words). In fact, the semantic understanding of these aspects is often overlooked, i.e., objects are just classified with coarse-grained classes (Zhang et al. 2013) and words have been investigated by categorizing them according to a predefined discrete sense inventory (Gella, Lapata, and Keller 2016; Gella, Elliott, and Keller 2019). Therefore, while we may have a picture reflecting the extent to which multimodal architectures perform, we still do not know how these approaches cope with a more in-depth understanding of words and objects in context.

In this paper, with the goal of shedding some light on these aspects, we draw inspiration from the recent Definition Modeling task (Noraset et al. 2017), where a word in context has to be associated with a textual definition of the concept it represents, and shift it to a multimodal perspective. Hence, we propose the new task of Visual Definition Modeling (VDM), where a model is required to generate a definition for i) a given word representative of the concept depicted in an input image (Figure 1a), or ii) a visual object
For the first of these two settings we introduce the **DE**fining Multimodally-contExtualized **TER**ms (DEfining Multimodally Narrowed by ViSual Sub-regions) dataset, whereas for the second we put forward the **D**ionysus (DEfining Objects Narrowed by ViSual Sub-regions) dataset. To briefly illustrate how these benchmarks work, given the context image in Figure 1a and the word “hike” (DE**M**eter dataset), or the visual context in Figure 1b and the outlined visual object (Dionysus dataset), a model has to generate definitions such as “a long walk usually for exercise or pleasure” and “an aircraft that has a fixed wing and is powered by propellers or jets”, respectively.

Furthermore, we also introduce six baselines relying on state-of-the-art vision-and-language and text-only models and test them on both our benchmarks, showing the impact that a pretrained decoder can have on the final performance.

To summarize, our contributions are threefold:

1. **Visual Definition Modeling**: we extend the **D**ef**I**ning Objects Narrowed by ViSual **S**ub-regions (DE**I**ONYSUS) task to the visual modality and design a task to probe the semantic understanding of neural models;  
2. **DE**METER and **D**ionysus: two new benchmarks aimed at measuring the ability of neural models to define visual and word objects in different settings.  
3. **Experimental Analysis**: an extensive experimental analysis, presenting various baselines for both our tasks and an evaluation of the capability of a pretrained text-only model to deal with multimodal inputs.

**Related Work**

Models for vision and language can mainly be divided into two different classes: single- and dual-stream architectures. While single-stream models process both visual and language inputs through a single transformer architecture (Su et al. 2019), dual-stream models first treat the two inputs separately with different transformer layers, then apply a mechanism of intra-modality attention to fuse the two representations (Tan and Bansal 2019; Lu et al. 2019). Unfortunately, while some effort has recently been put into unifying the evaluation of vision-and-language models (Bugliarello et al. 2020), the test bed of these architectures is still scattered across different benchmarks. These datasets cover both basic tasks, where models need to find and tag objects with a predefined set of labels (Plummer et al. 2015, Flickr30k), as well as more complex generation tasks, such as producing a description of a picture (Lin et al. 2014, MSCOCO), answering questions regarding a given image (Goyal et al. 2017; Hudson and Manning 2019, VQA2, GQA) or generating expressions referring to a visual object (Yu et al. 2016, RefCOCO).

Over the years many other classification tasks have been proposed, such as Visual Entailment (Xie et al. 2019, SNLI-VE), that requires models to tag a sentence as either entailed, neutral or contradictory with respect to the premise that is presented as an image, and the Visual Reasoning benchmark (Suhr et al. 2019, NLVR²) that asks models whether a natural language statement is true given a pair of pictures as context. Many of these tasks require architectures to have a high-level “understanding” of the image, e.g., capturing the situation that is depicted and generating a description (MSCOCO), or having knowledge of the objects and their relations within the picture in order to answer questions (VQA). However, none of the proposed tasks aims at investigating the extent to which vision-and-language models capture the semantics of words and visual objects, that is, from these tasks, we cannot infer if a model knows what a given image patch or word represents.

Recently, Noraset et al. (2017) introduced the task of Definition Modeling (DM). This benchmark challenges a model to generate a definition for a given word in context, and is thus arguably suitable for measuring the level of “comprehension” of word semantics. DM is useful for second language learners and has also been leveraged as an alternative and more flexible method for performing Word Sense Disambiguation (Bevilacqua, Maru, and Navigli 2020). We found the task of Definition Modeling particularly suited for measuring the capability of systems to model semantics and thus, for the first time, we transfer this paradigm to the multimodal context. Different from RefCOCO, our new DIONYSUS dataset requires a definition of the framed object to be provided and not for its actions within the specific image to be described (see Figure 2). Another task related to ours is Visual Word Sense Disambiguation (V-WSD), where an image has to be tagged with a label representing its meaning in English (Saenko and Darrell 2009; Gella, Lapata, and Keller 2016) and in different languages (Gella, Elliott, and Keller 2019). While similar as regards the objective of analyzing the semantics of a picture, our tasks differ substantially differ from V-WSD. In fact, we require models to generate a definition for a word or an object given a visual context, rather than to output a class drawn from a finite inventory given an image as input. This allows us to dispose of the dependency on a predefined and discrete inventory, hence enabling our task to be not only more flexible, but also easily extendable.

**Visual Definition Modeling**

Visual Definition Modeling (VDM) is a new task that transfers the Definition Modeling (Noraset et al. 2017) paradigm from a textual to a visual context. We define VDM as the
task of generating a definition for a word or an object patch, given a visual context. Within this setting, we designed the two VDM datasets of DEMETER and DIONYSUS, that require models to generate an English definition for a concept represented by either a word or an object in a visual context, respectively.

**DEMETER**

We now introduce the first of the two Visual Definition Modeling benchmarks, DEMETER. First, we define the goal and organization of the dataset. Then, we describe its creation and provide relevant statistics of its training, development and test sets.

**Dataset Definition** The goal of the DEMETER dataset is, given a multimodal pair made up of i) an image and ii) a word or multi-word that describes it, to provide a textual definition of the concept brought about by the input (see Figure 1a). Note that the instances of our DEMETER dataset are not only associated with concepts that refer to concrete and physical things, e.g., dog, airplane, but also to non-concrete and abstract entities, e.g., sadness, smell.

This benchmark helps to evaluate the capabilities of a system to create meaningful connections between words and images, and hence to test their “understanding” of concepts in a more general and interpretable manner. In fact, generating a textual definition allows us, first, to remove any dependency on a discrete list of labels, and second, to have an output that is more informative and of clearer interpretation than a single category.

**Dataset Creation** In order to ensure a good coverage of both abstract and concrete concepts, we built DEMETER from the BabelPic\(^2\) (Calabrese, Bevilacqua, and Navigli 2020) and ImageNet\(^3\) (Russakovsky et al. 2015) repositories. BabelPic provides an image-meaning association for a subset of the concepts in BabelNet (Navigli and Ponzetto 2012; Navigli et al. 2021), i.e., a large multilingual semantic network providing lexicalizations of concepts in different languages. Each concept in BabelPic has been either manually or automatically linked to multiple images that are representative of it. Similarly to BabelPic, ImageNet provides different images for a subset of the concepts in WordNet (Miller et al. 1990), i.e., the most used English lexical knowledge base for Natural Language Processing applications. While BabelPic provides images for both abstract and concrete concepts, ImageNet focuses on physical and tangible objects.

For each concept in these two repositories, we retrieved their corresponding lemmas and definitions in WordNet\(^4\). In fact, each concept in WordNet comes with a human-made definition and a set of synonyms that express the target concept. Thus, each instance in the DEMETER dataset comprises: i) either 5 (for training) or 1 (for validation and test) randomly-sampled images representing the target concept, ii) a lemma that describes the target concept, iii) a definition for the target concept. We reserve all instances with 5 images for training, so as to test the capability of models to generalize and avoid overfitting on a single image per concept. As for the validation and test instances, instead, we retain only one image in order to make the evaluation straightforward. The entries in the test dataset are gold, as we derived them from the manually-annotated parts of BabelPic and ImageNet.

As a result of this process, the total number of instances in the DEMETER dataset is 90,880. We adopted a 80%, 10%, 10% train, validation and test split, resulting in 72,704, 9,088 and 9,088 instances, respectively. These figures along with number of distinct words, images and other in-depth statistics are reported in Table 1.

**DIONYSUS**

We now describe the second Visual Definition Modeling benchmark, namely, DIONYSUS. First, we describe its organization and define the benchmark itself. Then, we present how the dataset was created along with reporting relevant statistics of its data. Finally, we outline the process of annotation undertaken for building the dataset.

**Dataset Definition** The goal of DIONYSUS is to produce a definition given an image and a visual object representing a concept therein. The visual input consists of: i) an image and ii) a subregion of this image highlighting a specific object. The target annotation of the instance, instead, is a textual definition of the object in the visual context, as depicted in Figure 1b. Differently from DEMETER, DIONYSUS’s input is entirely visual, because the focus of this benchmark is to test the ability of models to understand the semantics behind visual objects in an image, without leaving any room for ambiguity as can be the case in Image Captioning. For example, the image in Figure 3 is associated with the ambiguous caption “an image of a keyboard with a mouse next to it” where the word mouse in the given textual context can refer to either the electronic device or the animal. In our dataset, the visual region depicting the mouse object is, instead, associated with the definition “a hand-operated electronic device that controls the coordinates [...]”, which clearly describes the correct meaning of the word mouse.

Both DIONYSUS and DEMETER contain a number of images and instances that are in line with other datasets in the

|          | Train | Val | Test |
|----------|-------|-----|------|
| instances | 72,704 | 9,088 | 9,088 |
| words     | 65,734 | 8,951 | 8,931 |
| images    | 184,981 | 9,088 | 9,088 |
| avg. words per concept | 1.7 | 1.0 | 1.0 |
| avg. images per concept | 4.0 | 1.0 | 1.0 |

Table 1: Statistics on the training validation and test splits of the DEMETER dataset.

\(^2\)https://sapienzanlp.github.io/babelpic/

\(^3\)https://image-net.org/download. We exploited the ImageNet data available for the ILSVRC challenge as, at the time of performing the experiments, the full ImageNet repository was not available for download.

\(^4\)All the concepts in BabelPic can be linked to a corresponding concept in WordNet thanks to BabelNet.
Dataset Creation

In order to create the DIONYSUS dataset, we leveraged the information within MSCOCO training data (Lin et al. 2014)\(^1\). MSCOCO is a large-scale object classification, segmentation and image captioning dataset, and images therein are associated with multiple captions and a list of bounding boxes. Each bounding box delimits a subregion of the input image that is annotated with a coarse-grained label giving a rough description of the object therein\(^2\).

Our goal was to associate each object subregion of MSCOCO images with its corresponding definition. To this end, we manually annotated the 80 MSCOCO object categories with a WordNet concept and definition\(^3\). We note that each object category in MSCOCO is implicitly unambiguous, that is, a category is always referred to the same object from a semantic point of view. For example, the category named *mouse* is always associated with a region portraying the mouse as an electronic device and never as an animal.

Once every object category had been associated with a definition, we needed to identify the subregions within each image where an object appeared. While MSCOCO already provides object bounding boxes, most vision-and-language models rely on object features extracted by the Faster R-CNN model (Ren et al. 2015)\(^4\), which automatically detects 36 boxes and computes their representations. Thus, to facilitate other vision-and-language models to perform this task, we needed to match MSCOCO object boxes with those extracted by the Faster R-CNN. To this end, we processed all MSCOCO training images with Faster R-CNN and discarded all the bounding boxes that did not match those extracted by the Faster R-CNN within a window of 50 pixels.

At the end of this process, every image in the MSCOCO training dataset had been associated with a list of subregions overlapping with those extracted through Faster R-CNN, each of which was annotated with a coarse-grained label thanks to MSCOCO, and to a definition, thanks to our annotation process. The final training, validation and test splits of DIONYSUS were created by using the extensively used Karpathy split (Karpathy and Fei-Fei 2017). All the subregions we extracted for an image of the Karpathy’s training split are part of the training set of the DIONYSUS dataset\(^5\). The same line of reasoning applied also for the validation and test data. We decided to randomly select a maximum number of instances per object category for each dataset, that we set to 5,000 so as to balance the distribution of object labels and not skew it towards only a small subset of categories, such as *person*. Finally, the instances of the test data were manually validated by annotators since the bounding boxes were automatically extracted, and all those that were considered wrong were removed from the test data. The final DIONYSUS dataset consists of 111,119 instances for training, 6,619 for validation and 4,824 for test\(^6\). These figures, along with other relevant statistics, are reported in Table 2.

Dataset Annotation

We employed two annotators to perform the tasks needed for the creation of the DIONYSUS dataset: associating each MSCOCO category label with a WordNet concept and validating the image-definition instances of the test set. The annotators were required to be proficient in English and have a prior knowledge of WordNet’s structure.

The first task of annotation consisted in associating a definition with one of the MSCOCO object labels. To this end, one of the two annotators was presented with 10 images randomly selected from the ones associated with a target object label and a list of definitions linked to the meanings in WordNet\(^7\) of the word representing the MSCOCO category (the subregion representing the target object was outlined in every image). The annotator was asked to select one definition among those provided. There was no case in which the annotator was undecided between two different definitions, thus all categories were associated with one definition only. Once the process of annotation had been completed, the second annotator was asked to validate the associations created in the previous step. In case of conflict, the two annotators were asked to discuss until they reached an agreement. For this

|                | Train | Val | Test |
|----------------|-------|-----|------|
| instances      | 111,119 | 6,619 | 4,824 |
| objects        | 74    | 74  | 74   |
| images         | 55,689 | 3,353 | 1,893 |
| avg. subregions per concept | 1,501  | 89  | 65   |
| avg. images per concept   | 1,079 | 65  | 48   |

Table 2: Statistics on the training, validation and test splits of the DIONYSUS dataset.

---

\(^1\)https://cocodataset.org/
\(^2\)Labels are from the 2017 Object Detection challenge.
\(^3\)We recall that each concept in WordNet has a definition.
\(^4\)We used the Faster R-CNN model trained on Visual Genome provided by Anderson et al. (2018).
\(^5\)Each subregion of an image corresponds to a different instance in the DIONYSUS dataset.
\(^6\)2,035 instances were removed from the original test set after the validation process.
\(^7\)Each meaning is associated with one unique definition.
task the annotators worked for a total of 4 hours (1.5 hours per annotator plus 1 hour of discussion).

For the second task, both the annotators were asked to validate the instances of the Dionysus test set. For each instance, they were given an image in which a subregion representing the automatically-extracted bounding box was outlined, along with the corresponding MSCOCO object category and the definition retrieved thanks to the mapping between object categories and WordNet definitions. The annotators were requested to give a binary answer as to whether the association between the subregion and the definition was correct or not. Each annotator was presented with 62.5% of the dataset, hence granting a 25% share of annotations to be validated by both annotators. At the end of the annotation process, we hired an external validator who had the same qualifications as the two annotators. The validator was given the same task and was asked to annotate the set of instances shared by both original annotators. We computed the inter-annotator agreement on this portion of the dataset validated by both the annotators and the validator, resulting in an average pairwise Cohen’s $\kappa = 0.79$. Depending on the magnitude guidelines one follows, this agreement should be considered either substantial (Landis and Koch 1977) or excellent (Fleiss and Cohen 1973). While the annotators worked for an average of 48 hours to perform this task (24 hours per annotator), the validator worked for 6 hours. Both the annotators and the validator were paid in accordance with the standard wages of their country of residence.

**Annotators’ Guidelines**

We provided the annotators with a user-friendly interface built in Python 3.8. Annotators were instructed to validate entries according to their intuition. For each entry, the annotators were presented with a context image in which the target object was highlighted by means of a red box, along with the automatically-generated definition for the target and the label identifying the class of the object in MSCOCO. Annotators were simply required to validate the appropriateness of the definition used to describe the target by typing in the interface either $T$ or $F$ to validate or discard the given entry, respectively. We provided each of them with the following list of exceptional cases:

1. If the subregion depicts two objects of the same category and the definition is appropriate for the representative object, then the instance must be labeled as $T$ (see Figure 5a).

2. If the definition associated with the object is correct but the visual object is not clearly the focus of the highlighted subregion, then the instance must be tagged as $F$ (see Figure 5b).

3. If the object highlighted in the subregion is not clearly framed, the instance must be labeled $F$ (see Figure 5c).

**Experimental Setup**

In this Section we describe the evaluation we performed on our newly-created Visual Definition Modeling datasets.

**Datasets**

We use Demeter and Dionysus created and split as previously described, i.e., each dataset is split into three subsets, i.e., training, validation and test.

---

12See next Section for Annotators’ guidelines.
We devised two distinct baselines, one representative of each class, i.e., single and dual stream. For the single-stream model we used VL-BERT (Su et al. 2019) and LXMERT (Tan and Bansal 2019) as a dual-stream architecture. Both models take as visual inputs the 36 features extracted by the Faster R-CNN model used for all the other baselines (VL-BERT and LXMERT, respectively) and one initializing the decoder layers with BART weights (Lewis et al. 2020) (VL-BERT and LXMERT, respectively). The weights of VL-BERT and LXMERT encoders, instead, were initialized with those of their pretrained models. Both models take as input a list of words and image subregions features and, while VL-BERT passes them all through the same transformer encoder, LXMERT first encodes them separately, secondly applies a cross-modality attention, and finally outputs a vision and a language vectors. We concatenate the vision and language outputs into a unique sequence and pass them through 12 decoder transformer layers. For each architecture, we created two versions, one initializing the decoder layers randomly (VL-BERT and LXMERT) and one initializing the decoder layers with BART weights (Lewis et al. 2020) (VL-BERT and LXMERT, respectively). The weights of VL-BERT and LXMERT encoders, instead, were initialized with those of their pretrained models. Both models take as visual inputs the 36 features extracted by the Faster R-CNN model (Ren et al. 2015).

Visually-Enhanced BART (veBART) We also experimented with BART pretrained model (Lewis et al. 2020). BART is an encoder-decoder language model that has been trained on text with the goal of reconstructing masked input sequences of arbitrary length. In order to make BART capable of processing visual inputs, we added a linear transformation layer that projects visual vectors into the BART input space and named this model veBART (see Figure 4 and 6). As visual input for the veBART model, we experimented with two different representations: i) the pretrained Faster R-CNN model used for all the other baselines (VL-BERT and LXMERT), and ii) the visual output of LXMERT (veBART). 

### Metrics

In order to evaluate the system performance on our benchmarks, we adopted some of the most commonly used metrics employed for scoring generation systems. As string-matching evaluation measures, we considered BLEU (Papineni et al. 2002) and ROUGE-L (Lin 2004). However, as these metrics only take into consideration the overlap between the generated strings and the gold ones, we also included in our pool METEOR (Banerjee and Lavie 2005) and BERTScore (BL, R-L, MT, BS).

| Model       | BL  | R-L  | MT  | BS |
|-------------|-----|------|-----|----|
| VL-BERT     | 15.5| 11.9 | 5.0 | 6.0|
| LXMERT      | 14.1| 12.6 | 6.0 | 12.0|
| VL-BERT     | 18.8| 13.8 | 6.0 | 12.0|
| LXMERT      | 18.2| 14.1 | 6.5 | 13.2|
| veBART   | 26.7| 23.3 | 11.6| 25.3|
| veBART    | 25.5| 21.8 | 10.6| 23.1|

Table 3: Results on the DEMETER test set. Columns: BLEU, ROUGE-L, METEOR, BERTScore (BL, R-L, MT, BS).
were exposed to a generation task during their pretraining, VL-BERT with KM-BART (Xing et al. 2021) and VL-BART (Cho et al. 2021) – are needed to combine different pretraining objectives for vision-and-language models, thus allowing them to also generate text conditioned on different modalities effectively. In fact, when using a pretrained decoder (VL-BERT and LXMERT), their performance increases according to all metrics. These results suggest that further studies – in line with KM-BART (Xing et al. 2021) and VL-BART (Cho et al. 2021) – are needed to combine different pretraining objectives for vision-and-language models, thus allowing them to also generate text conditioned on different modalities effectively. In fact, when leveraging a pretrained encoder-decoder, i.e., veBART models, we observe a consistent increase in performance. This result is interesting since the underlying model, i.e., BART, was never exposed to visual inputs during its pretraining, and the only weights dedicated to the visual part are those of a linear layer that transforms the input image features. Nonetheless, this seems sufficient for veBART to handle images effectively and to define the input word accordingly. Interestingly enough, LXMERT features seem to bring slightly more benefits than the raw Faster R-CNN vectors, since LXMERT had already been used to consider both image and textual features.

**Table 4: Results on the Dionysus test set. Columns: BLEU, ROUGE-L, METEOR, BERTScore (BL, R-L, MT, BS).**

| Model    | BL  | R-L | MT  | BS  |
|----------|-----|-----|-----|-----|
| VL-BERTR | 19.0| 24.5| 19.3| 13.3|
| LXMERTR  | 18.6| 24.1| 18.4| 14.7|
| VL-BERTB | 23.9| 24.1| 12.6| 26.0|
| LXMERTB  | 57.8| 54.8| 30.5| 41.1|
| veBARTLX | 48.1| 45.6| 26.9| 43.8|
| veBARTFR | 76.4| 69.0| 47.0| 53.8|

All in all, both our benchmarks highlighted that adapting a pretrained language model specialized on text to the multimodal setting is more effective than pretraining multimodal architectures from scratch. Indeed, veBART, while being exposed to images at finetuning time only, outperformed all its alternatives, showing a better ability to encode word and visual object semantics.

**Results**

In what follows, we report the results of all the proposed baselines on the test sets of DEmeter and Dionysus.

**DEmeter**

In Table 3, we provide the scores for all the baselines on the DEmeter test set. As can be seen, when the vision-and-language models do not leverage a pretrained encoder, i.e., VL-BERT and LXMERT, they achieve the lowest score across the board. In fact, neither VL-BERT nor LXMERT were exposed to a generation task during their pretraining, hence they are penalized when it comes to generating a definition. When equipped with a pretrained decoder (VL-BERT and LXMERT), their performance increases according to all measures. These results suggest that further studies – in line with KM-BART (Xing et al. 2021) and VL-BART (Cho et al. 2021) – are needed to combine different pretraining objectives for vision-and-language models, thus allowing them to also generate text conditioned on different modalities effectively. In fact, when leveraging a pretrained encoder-decoder, i.e., veBART models, we observe a consistent increase in performance. This result is interesting since the underlying model, i.e., BART, was never exposed to visual inputs during its pretraining, and the only weights dedicated to the visual part are those of a linear layer that transforms the input image features. Nonetheless, this seems sufficient for veBART to handle images effectively and to define the input word accordingly. Interestingly enough, LXMERT features seem to bring slightly more benefits than the raw Faster R-CNN vectors, since LXMERT had already been used to consider both image and textual features.

**Dionysus**

In Table 4, we show the models’ performance on the Dionysus dataset. As can be seen, the scores are higher than the DEMETER benchmark overall. This is partially due to the nature of the task. Indeed, while a single word may assume different meanings and thus be defined differently according to the context, a visual object is usually less ambiguous, as in most cases it already identifies a specific concrete object. At the same time, Dionysus test instances refer to objects’ classes that have been seen during training, hence making the task easier in general. Aside from this, VL-BERT and LXMERT still perform poorly, confirming that training a transformer decoder from scratch is not effective. Indeed, when using a pretrained decoder (VL-BERT and LXMERT), both attain significantly better performance, with LXMERT reporting from roughly 12 to 30 points increments depending on the measure.

Interestingly enough, veBART performs worse than LXMERT on all measures but BERTScore. While this may seem surprising, we note that the input of this task is only visual, a setting which was not included in the LXMERT pretraining. In fact, when using Faster R-CNN vectors, which are tailored to represent visual objects, veBART outperforms all the other models by a large margin.

**Conclusion**

In this paper, we introduced the new task of Visual Definition Modeling, i.e., a multimodal task, where, given a context represented by an image and an object (either a visual patch of the image or a word that represents the concept shown by the image), a model has to generate a textual definition. The task aims at investigating whether modern multimodal architectures have a deep comprehension of words and objects in a visual context. To this end we put forward two challenging datasets: DEMETER, where a concept has to be defined given a word and a visual context, and Dionysus, where the object to be defined is a visual patch of the input image. By conducting experiments with six different baselines, four of which were specialized to deal with multimodal inputs and two featuring a text-only pretrained encoder-decoder architecture, we showed that pretraining only on language inputs is a more effective way to learn word semantics. To the contrary, multimodal baselines struggle to attain competitive performance on both tasks, suggesting that including a pure text-only pretraining objective could bring much benefit to these architectures. All the data produced and the code to run the experiments are available at https://github.com/SapienzaNLP/visual-definition-modeling.

As future work, we plan to further extend the Definition Modeling paradigm to new modalities as we believe it to be an essential probe to test real semantic comprehension. Furthermore, we will use our tasks as additional pretrained data for multimodal architectures and measure their impact on other downstream tasks.
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