NON-HOMOGENEOUS WAVE EQUATION ON A CONE

SHEEHAN OLVER AND YUAN XU

Abstract. The wave equation \((\partial_{tt} - c^2 \Delta_x) u(x, t) = e^{-t} f(x, t)\) in the cone \(\{ (x, t) : \|x\| \leq t, x \in \mathbb{R}^d, t \in \mathbb{R}_+ \}\) is shown to have a unique solution if \(u\) and its partial derivatives in \(x\) are in \(L^2(e^{-t})\) on the cone, and the solution can be explicit given in the Fourier series of orthogonal polynomials on the cone. This provides a particular solution for the boundary value problems of the non-homogeneous wave equation on the cone, which can be combined with a solution to the homogeneous wave equation in the cone to obtain the full solution.

1. Introduction

For a fixed constant \(c > 0\), let \(\mathbb{V}^{d+1}\) be the cone in \(\mathbb{R}^{d+1}\) defined by
\[
\mathbb{V}^{d+1} = \{ (x, t) : \|x\|^2 \leq c^2 t^2, x \in \mathbb{R}^d, t \in \mathbb{R}_+ \}.
\]
Our main result shows that a solution for the non-homogeneous wave equation
\[
(\partial_{tt} - c^2 \Delta_x) U(x, t) = e^{-t} f(x, t),
\]
can be given explicitly in terms of an orthogonal series for a fairly generic function \(f\), and this solution is unique if \(U(x, t) = e^{-t} u(x, t)\) and \(u\) satisfies a fairly mild condition.

To describe our main result, we define the inner product, for \(\mu > -\frac{1}{2}\),
\[
\langle f, g \rangle_\mu := b_\mu \int_{\mathbb{V}^{d+1}} f(x, t) g(x, t) W_\mu(x, t) dx dt, \quad W_\mu(x, t) = (c^2 t^2 - \|x\|^2)^\mu e^{-t},
\]
where \(b_\mu\) is the constant chosen so that \(\langle 1, 1 \rangle = 1\). A basis of orthogonal polynomials with respect to this inner product is given in [20] in terms of the Laguerre and Jacobi polynomials and spherical harmonics. More precisely, let
\[
Q^{n,\mu}_{m,j,\ell}(x, t) = L^{2m+2\mu+d}_{n-m}(t) t^{j+2} P^{|\mu, m-2j+\frac{d-2}{2}}_j \left( 2 \frac{\|x\|^2}{c^2 t^2} - 1 \right) Y^m_{\ell,-2j}(x),
\]
where \(\{Y^m_{\ell,-2j}\}\) is an orthonormal basis of spherical harmonics of degree \(m - 2j\) of \(d\)-variables, \(0 \leq j \leq m/2\) and \(0 \leq m \leq n\). Then \(\{Q^{n,\mu}_{m,j,\ell}\}\) is an orthogonal basis of \(L^2(\mathbb{V}^{d+1}, W_\mu)\). In particular, the Fourier orthogonal series of \(f \in L^2(\mathbb{V}^{d+1}, e^{-t})\) is given by
\[
f = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j=0}^{\lfloor n/2 \rfloor} \sum_{\ell} \widehat{f}^{n}_{m,j,\ell} Q^{n,0}_{m,j,\ell}, \quad \widehat{f}^{n}_{m,j,\ell} = \frac{\langle f, Q^{n,0}_{m,j,\ell} \rangle_0}{\langle Q^{n,0}_{m,j,\ell}, Q^{n,0}_{m,j,\ell} \rangle_0}.
\]
The polynomials in (1.2) are in fact well defined when \(\mu = -1\) (see Section 2 for details). We can now state our main result.
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Theorem 1.1. Let $f \in L^2(\mathcal{V}^{d+1}, e^{-t})$ be a smooth function. The wave equation

$$\tag{1.3} (\partial_t - c^2 \Delta_x) U(x, t) = e^{-t} f(x, t),$$

has a solution $U(x, t) = e^{-t} u(x, t)$, where $u$ is given by

$$\tag{1.4} u(x, t) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j=0}^{\lfloor \frac{n}{2} \rfloor} \sum_{\ell} u_{m,j,\ell}^n c_{m,j,\ell}^n \tilde{Q}_{m,j,\ell}^{n-1}(x, t)$$

with the coefficients $u_{m,j,\ell}^n$ determined by

$$u_{m,j,\ell}^n = \frac{1}{a_{m,j}} \sum_{i=0}^{\lfloor \frac{n-m}{2} \rfloor} \frac{(n-m)!}{(n-m-2i)!} f_{m+2j+1,i},$$

where $a_{m,j} = (2m - 2j + d - 2)/(2m + d - 2)$ and we assume $a_{0,0} = 1$ for $d = 2$. Furthermore, the solution is unique if $u$ and $\partial_{x^i} u$ are in $L^2(\mathcal{V}^{d+1}, e^{-t})$.

The precise condition on the smoothness of $f$ will be given in Section 3, together with further discussion of our main results and examples. The uniqueness of the solution holds because of the uniform decaying in $t$ variable in $u \in L^2(\mathcal{V}^{d+1}, e^{-t})$. For example, if $d = 3$, then all smooth functions of the form

$$U(x, t) = \frac{1}{r} [f_1(t-r) + f_2(t+r)], \quad r = \|x\|,$$

satisfy the wave equation $(\partial_t - \Delta_x) U = 0$. These functions, however, do not satisfy $e^{t} U(x, t) \in W^1_2(\mathcal{V}^{d+1})$ if $f \neq 0$.

Our approach is motivated by spectral methods for solving partial differential equations on the unit ball. Classical orthogonal polynomials on the unit ball are orthogonal with respect to the weight function $\omega_{\mu}(x) = (1 - \|x\|^2)^\mu$ for $\mu > -1$. Let $V_n^{d}(\omega_{\mu})$ denote the space of orthogonal polynomials with respect to $\omega_{\mu}$ on the unit ball $B^d$. An orthogonal basis, denoted by $P_j^{n,\mu}$ of $V_n^{d}(\omega_{\mu})$ can be given explicitly in terms of the Jacobi polynomials and spherical harmonics. These polynomials can be extended to $\mu = -1$ and enjoy an orthogonality with respect to an inner product that contains derivatives \[19\]. Spectral-Galerkin methods based on orthogonal polynomials have been used to solve the Laplace equation or Helmholtz equation on the unit disk or the unit ball \[1, 2, 4, 11, 18\]. As it is shown in \[11\], the Laplace operator maps the space $V_n^{d}(\omega_{-1})$ into $V_n^{d}(\omega_0)$. It turns out that elements of $V_n^{d}(\omega_{-1})$ are orthogonal polynomials with respect to an inner product that involves derivatives, which arises naturally from the weak formulation of the differential equation. It is this analogy that leads us to consider the action of the wave operator on the polynomials $Q_{m,j,\ell}^{n-1}$, which turns out to be an element in $V_n(\mathcal{V}^{d+1}, e^{-t})$ and satisfies a surprisingly simple formula. The latter leads us to our main result.

There are a number of implications of these results in the numerical solution of wave problems. Typically wave problems are solved numerically by truncation of the domain, at which point one must deal with the introduction of boundary conditions at the artificially introduced boundary, for example, perfectly matched layers \[3\]. To quote \[21\]:

\[1\] The reference numbers have been changed to refer to those in this paper.
There has been significant developments in the treatment of artificial outer boundaries since the 70s, but there is no consensus on an optimal method \cite{9,10}. Especially the construction of boundary conditions for non-linear problems is difficult \cite{15}.

In \cite{21}, it is advocated to solve hyperbolic PDEs on unbounded space-time geometries by compactification of the geometry by a coordinate transformation. Instead, our solution approach indicates that it is possible to solve directly, and in closed form, on the unbounded geometry. As the solution cannot propagate faster than the wave speed $c$, we are guaranteed to capture the global solution of any inhomogenous wave problem with compact supported forcing term, provided it can be well-represented in the proposed orthogonal polynomial basis. This solution technique would serve as a useful preconditioner for variable-coefficient wave problems, as in those that arise in iterative solutions of nonlinear wave problems. We note that an efficient Laguerre transform would be required to make this feasible; we mention recent progress on fast Jacobi and spherical harmonics transforms based on recurrence relationships of orthogonal polynomials \cite{17,14,16} which may be adaptable to this setting.

One is left with the task of solving the homogeneous wave equation with boundary conditions in the cone. In one-spatial dimension this can be accomplished trivially via a traveling wave solution constructed in terms of the boundary data. We leave the higher-dimensional problem as an open problem, though note that the unified transform method has proven useful for deriving explicit integral solutions for linear PDEs in convex geometries \cite{6,8}, including the wave equation on the half-plane \cite{5}, and so may be applicable here.

The paper is organized as follows. In Section 2 we consider the orthogonal structure on the cone and establish the action of wave operators on the cone. The main result is discussed and proved in Section 3.
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2. Orthogonal polynomials on the cone

We discuss orthogonal polynomials on the cone in the first subsection and the action of the wave operator on a family of polynomials in the second subsection.

Throughout this section we assume $c = 1$, so that $W_\mu(x,t) = (t^2 - \|x\|^2)^\mu e^{-t}$ and the cone is defined by $\mathcal{V}^{d+1} = \{(x,t) : \|x\| \leq t, x \in \mathbb{R}^d, t \in \mathbb{R}_+\}$. The case $c \neq 1$ can be obtained by a simple dilation $x \rightarrow x/c$.

2.1. Cone polynomials. Let $\mathcal{V}_n(\mathcal{V}^{d+1}, W_\mu)$ denote the space of orthogonal polynomials of degree $n$ with respect to the inner product $\langle \cdot, \cdot \rangle_\mu$ in the introduction. An orthogonal basis of this space can be given in terms of the Laguerre polynomials and orthogonal polynomials on the unit ball. First we recall the definition of several families of orthogonal polynomials.
The Laguerre polynomials $L_n^\alpha$ are orthogonal with respect to the weight function $t^\alpha e^{-t}$ on $\mathbb{R}_+ = [0, \infty)$ and it is given by

$$L_n^\alpha(t) = \frac{(\alpha + 1)_n}{n!} \sum_{k=0}^n \frac{(-n)_k}{k!(\alpha + 1)_k} t^k,$$

where $(a)_k = a(a + 1) \ldots (a + k - 1)$ is the Pochhammer symbol. Its $L^2$ norm is

$$h_n^\alpha = \frac{1}{\Gamma(\alpha + 1)} \int_0^\infty [L_n^\alpha(t)]^2 t^\alpha e^{-t} dt = \frac{(\alpha + 1)_n}{n!}.$$

The Jacobi polynomials $P_n^{(\alpha, \beta)}$ are orthogonal with respect to the weight function $w_{\alpha, \beta}(t) = (1-t)^\alpha (1+t)^\beta$ on $[-1, 1]$ and, in terms of the Gauss hypergeometric function,

$$P_n^{(\alpha, \beta)}(t) = \frac{(\alpha + 1)_n}{n!} _2F_1 \left( \begin{array}{c} -n, n + \alpha + \beta + 1 \\ \alpha + 1 \end{array} ; \frac{1-t}{2} \right).$$

With normalization constant $c_{\alpha, \beta} = \frac{1}{\Gamma(1/2) \Gamma(1/2 + \alpha)}$, its $L^2$ norm is given by

$$h_n^{(\alpha, \beta)} = c_{\alpha, \beta} \int_{-1}^1 P_n^{(\alpha, \beta)}(t) P_m^{(\alpha, \beta)}(t) w_{\alpha, \beta}(t) dt = \frac{(\alpha + 1)_n (\beta + 1)_n (\alpha + \beta + n + 1)}{n! (\alpha + \beta + 2)_n (\alpha + \beta + n + 1)}.$$

Let $\mathcal{V}_n^{d}(\varpi_\mu)$ be the space of orthogonal polynomials with respect to

$$\varpi_\mu(x) = (1 - \|x\|^2)^\mu, \quad \mu > -1,$$

on the unit ball $\mathbb{B}^d$. When $d = 1$, the orthogonal polynomial is the Gegenbauer polynomial $C_n^{\mu+\frac{1}{2}}$. For $d > 1$, these orthogonal polynomials are also classical, see [7, Section 5.2]. In particular, a basis of $\mathcal{V}_n^{d}(\varpi_\mu)$ can be given in terms of the Jacobi polynomials and spherical harmonics. A spherical harmonic $Y$ of $d$-variables is a homogeneous polynomial that satisfies $\Delta Y = 0$, where $\Delta$ is the Laplace operator on $\mathbb{R}^d$. They are orthogonal on the unit sphere with respect to the inner product

$$\langle f, g \rangle_{\mathbb{S}^{d-1}} = \frac{1}{\omega_d} \int_{\mathbb{S}^{d-1}} f(\xi) g(\xi) d\sigma(\xi),$$

where $\omega_d$ is the surface area of $\mathbb{S}^{d-1}$ and $d\sigma$ is the Lebesgue measure on the sphere. For $m = 0, 1, 2, \ldots$, let $\mathcal{H}_m^d$ be the space of spherical harmonics of degree $n$ in $d$ variables. It is known that $\dim \mathcal{H}_m^d = \binom{n + d - 1}{d - 1}$. For $0 \leq j \leq m/2$, let $\{Y_{\ell}^m: 1 \leq \ell \leq \dim \mathcal{H}_m^d - 2j\}$ be an orthonormal basis of $\mathcal{H}_m^d - 2j$. Define

$$P^m_{j, \ell}(\varpi_\mu; x) := P_{j}^{(n-m-2j+\frac{d-2}{2})} (2\|x\|^2 - 1) Y_{\ell}^{m-2j}(x), \quad x \in \mathbb{B}^d.$$

Then $\{P^m_{j, \ell}(\varpi_\mu; \cdot) : 0 \leq j \leq m/2, 1 \leq \ell \leq \dim \mathcal{H}_m^d \}$ is an orthogonal basis of $\mathcal{V}_n^{d}(\varpi_\mu)$ [7, (5.2.4)] for $d > 1$.

We are now ready to define our orthogonal basis of polynomials for the space $\mathcal{V}_n^{d+1}(W_\mu)$ on the cone. For $0 \leq m \leq n$, define

$$Q^{n, \mu, \ell}(x, t) = L_{n-m-2\mu+\ell}^m(t) t^m P^m_{\ell, \mu}(\varpi_\mu; \frac{x}{t}),$$

where $P^m_{\ell, \mu}$ is the basis defined in (2.1) for $d > 1$ and $C_m^{\mu+\frac{1}{2}}$ when $d = 1$. Using the fact that $Y_{\ell}^{m-2m}$ is homogeneous, we see that this is the same as the expression in (1.2).
The $L^2$ norm of the polynomial can be deduced from the norms of the Laguerre and the Jacobi polynomials, which gives

\[ b_\mu \int_{\mathbb{R}^{d+1}} |Q_{m,j,\ell}^{n,\mu}(x,t)|^2 W_\mu(x,t) \, dx \, dt \]
\[ = \frac{(2\mu + d + 1)_{n+m}(\mu + 1)_{j}(\frac{d}{2})_{m-j}(\mu + m - j + \frac{d}{2})}{(n-m)!j!(\mu + \frac{d}{2} + 1)_{m-j}(\mu + m + \frac{d}{2})}. \]

In particular, for $\mu = 0$, we obtain

\[ h_{m,n} := b_0 \int_{\mathbb{R}^{d+1}} |Q_{m,j,\ell}^{0,0}(x,t)|^2 e^{-t} \, dx \, dt = \frac{d(d + 1)_{m+n}}{(2m + d)(n-m)!}. \]

It should be mentioned that these polynomials are eigenfunctions of a second order differential operator \[20\]: Every $u \in \mathcal{V}_n(\mathbb{R}^{d+1}, W_\mu)$ satisfies the differential equation

\[ [t (\Delta_x + \partial_t^2) + 2 \langle x, \nabla_x \rangle \partial_t - \langle x, \nabla_x \rangle + (2\mu + d + 1 - t) \partial_t] u = -nu. \]

Analytic continuation shows that the polynomials $Q_{m,j,\ell}^{n,\mu}$ are well-defined if $\mu < -1$ and $\mu$ is not an integer. If $\mu = -k$ is a negative integer, then these polynomials are well defined for $j \geq k$ by using the formula \[14\] (4.22.2),

\[ \binom{n}{k} P_j^{(-k,\beta)}(s) = \binom{j + \beta}{k} \left( \frac{s - 1}{2} \right)^k P_j^{(k,\beta)}(s), \quad 1 \leq k \leq j. \]

Particularly important for our purpose is that $Q_{m,j,\ell}^{n,-1}$ is well defined for all $j$ if we define $P_j^{(1,\beta)}(t) = 1$. Indeed, using (2.6) and setting $\beta_j := m - 2j + \frac{d}{2} - 2$, we have

\[ Q_{m,j,\ell}^{n,-1}(x,t) = \frac{j + \beta_j}{j} L_{n-m}^{2m+d-2}(t) Y_{\ell}^m(x), \]
\[ Q_{m,j,\ell}^{n,-1}(x,t) = \frac{j + \beta_j}{j} L_{n-m}^{2m+d-2}(t) t^{2j-2} \]
\[ \times \left( t^2 - ||x||^2 \right) P_j^{(1,\beta_j)} \left( \frac{2||x||^2}{t^2} - 1 \right) Y_{\ell}^m(x), \quad j \geq 1. \]

These polynomials are no longer orthogonal with respect to a weight function in the $L^2$ sense, but they are orthogonal in a Sobolev space. Let us define

\[ \langle f, g \rangle_\nabla := \int_{\mathbb{R}^{d+1}} \nabla_x f(x,t) \cdot \nabla_x g(x,t) \, dx \, dt + \lambda \int_{\mathbb{R}^{d+1}} f(x,t) g(x,t) t^{-1} e^{-t} \, d\sigma(x,t), \]

where $\nabla_x$ is the gradient in $x$ variables, $\lambda > 0$ is a constant and $d\sigma$ is the surface measure on the surface $\mathbb{S}^{d+1}_0$ of the cone. It is easy to see that this is an inner product in the Sobolev space

\[ W_2^2(\mathbb{S}^{d+1}) := \left\{ f \in L^2(\mathbb{S}^{d+1}, e^{-t}) : \int_{\mathbb{R}^{d+1}} |\nabla_x f|^2 e^{-t} \, dx \, dt < \infty \right\}. \]

**Proposition 2.1.** The polynomials $Q_{m,j,\ell}^{n,-1}$ are mutually orthogonal with respect to the inner product $\langle \cdot, \cdot \rangle_\nabla$.

**Proof.** By \[19\], the polynomial $Q_{m,j,\ell}^{n,-1}$ can be written as

\[ Q_{m,j,\ell}^{n,-1}(x,t) = L_{n-m}^{2m+d-2}(t) t^m P_{j,\ell}^{m,-1} \left( \frac{x}{t} \right), \]
where $P_{j,\ell}^{m-1}$ are mutually orthogonal polynomials with respect to the inner product
\[
\langle f, g \rangle_B := \int_{\mathbb{B}^d} \nabla f(x) \cdot \nabla g(x) \, dx + \lambda \int_{\mathbb{S}^{d-1}} f(\xi) g(\xi) \, d\sigma(\xi)
\]
on the unit ball. Changing variable $x = ty$, so that $\nabla_x = t^{-1} \nabla_y$, it follows that
\[
\langle Q_{m,j,\ell}^{n-1}, Q_{m',j',\ell'}^{n'-1} \rangle_B = \int_{0}^{\infty} t^{m+m'+d-2} L_{n-m}^{2m+d-2}(t) L_{n'-m'}^{2m'+d-2}(t) e^{-t} dt \langle P_{j,\ell}^{m-1} P_{j',\ell'}^{m'-1} \rangle_B,
\]
from which the orthogonality of $Q_{m,j,\ell}^{n-1}$ follows readily.

We can also writing the polynomial $Q_{m,j,\ell}^{n-1}$ as a sum of $Q_{m,j,\ell}^{k,0}$, which turns out to have a fairly simple form of merely six terms with rational coefficients. Let $a_{m,j}$ be defined as in (2.9).

**Proposition 2.2.** For $0 \leq j \leq m/2$ and $0 \leq m \leq n$,
\[
Q_{m,j,\ell}^{n-1} = a_{m,j} \left[ (Q_{m,j,\ell}^{n,0} - b_{m,n} Q_{m-2,j-1,\ell}^{n,0}) - 2(Q_{m,j,\ell}^{n-1,0} - c_{m,n} Q_{m-2,j-1,\ell}^{n-1,0}) 
+ (Q_{m,j,\ell}^{n-2,0} - d_{m,n} Q_{m-2,j-1,\ell}^{n-2,0}) \right].
\]
where
\[
a_{m,j} = \frac{2m - 2j + d - 2}{2m + d - 2} \quad \text{and} \quad b_{m,n} = (n - m + 1)(n - m + 2),
\]
and we assume $a_{0,0} = 1$ when $d = 2$, and $c_{m,n} = (n + m + d - 2)(n - m + 1)$ and $d_{m,n} = (n + m + d - 2)(n + m + d - 3)$.

**Proof.** Expanding $Q_{m,j,\ell}^{n-1}$ in terms of $\{Q_{m,j,\ell}^{k,0}\}$, the coefficients of the expansion can be computed from
\[
\frac{\langle Q_{m,j,\ell}^{n,0}, Q_{m',j',\ell'}^{n',0} \rangle_B}{h_{m',n'}} = \frac{d}{h_{m',n'} \Gamma(d+1)} \int_{\mathbb{S}^{d+1}} Q_{m,j,\ell}^{n-1,0}(x,t) Q_{m',j',\ell'}^{n',0}(x,t) t^{d+1} dt.
\]
By the orthogonality of $Y_{\ell}^{m-2j}$, we can assume $m - 2j = m' - 2j'$. In particular, $\beta_j = m - 2j + \frac{d-2}{2}$ remains unchanged when $(m, j)$ is replaced by $(m', j')$. Hence, separating variables, the integral in the right-hand side becomes a product of two integrals of one-variable. The first one is
\[
d \int_{0}^{1} P_{j}^{(-1,\beta_j)}(t^{2r^2 - 1}) P_{j}^{(0,\beta_j)}(t^{2r^2 - 1}) r^{2\beta_j+1} dr,
\]
which can be evaluated by setting $s = 2r^2 - 1$ and using [12 (18.9.5)]
\[
P_{j}^{(-1,\beta_j)}(s) = \frac{j + \beta}{2j + \beta} (P_{j}^{(0,\beta_j)}(s) - P_{j-1}^{(0,\beta_j)}(s)).
\]
These lead to two cases, $j' = j$ or $j' = j-1$. If $j' = j$ then $m' = m$ by $m - 2j = m' - 2j'$, whereas if $j' = j - 1$ then $m' = m - 2$. In each case the second integral, given by
\[
\frac{1}{\Gamma(d+1)} \int_{0}^{\infty} t^{m+m'+d-2}(t) L_{n'-m'}^{2m'+d}(t) L_{m-m}^{2m+m'+d} e^{-t} dt,
\]
can be evaluated by applying the identity
\[
L_{k}^{\alpha}(t) = L_{k}^{\alpha+1}(t) - L_{k-1}^{\alpha+1}(t)
\]
Lemma 2.4. For $m' = m$, we apply the identity for $\alpha = 2m + d - 2$. For $m' = m - 2$, we apply the identity for $\alpha = 2m + d - 4$. In all cases, the integrals involved reduce to the norm of the Jacobi polynomials or the Laguerre polynomials. We omit the details. □

2.2. Wave operator on the cone polynomials. In this subsection we study the action of the wave operator on the polynomials $Q_{m,j,t}^{n-1}$. We start with the action of Laplace operator.

**Lemma 2.3.** For $1 \leq j \leq m/2$,

\[
\Delta x \left[ Q_{m,j,t}^{n-1}(x,t) \right] = -4(m - j + \frac{d}{2})^2 Q_{m-2,j-1,t}^{n-2,1}(x,t).
\]

**Proof.** The orthogonal polynomials $P_{m,j}^{n}(\varpi - 1)$ satisfies \[\text{Lemma 3.2}\]

\[
\Delta P_{m,j}^{n}(\varpi - 1) = -4(m - j + \frac{d}{2})^2 P_{m-2,j-1}(\varpi), \quad j \geq 1.
\]

Hence, by (2.2),

\[
\Delta x \left[ Q_{m,j,t}^{n-1}(x,t) \right] = L_{n-m}^{2m+d-2}(t) t^{m-2}(\Delta P_{m,j}^{n}(\varpi)) \left( \frac{x}{t} \right)
\]

\[
= -4(m - j + \frac{d}{2})^2 L_{n-m}^{2m+d-2}(t) t^{m-2} P_{m-2,j-1}(\varpi),
\]

which equals to the right-hand side of (2.10) by (2.2).

Next we consider the action of $\partial_{tt}$. For $j \geq 1$, we use (2.7) and write

\[
e^{-t}Q_{m,j,t}^{n-1}(x,t) = \frac{j + \beta}{j} e^{-t} L_{n-m}^{2m+d-2}(t) H_{j-1}^{(\beta)}(x,t) Y_{\ell}^{m-2j}(x),
\]

where

\[
H_{j}^{(\beta)}(x,t) := (t^2 - ||x||^2)^{2j} P_{j}^{(1,\beta)} \left( \frac{2||x||^2}{t^2} - 1 \right).
\]

Applying the Leibnitz rule, we will work out the action of $\partial_{tt}$ by considering

\[
e^{t} \partial_{tt} \left[ e^{-t} L_{n-m}^{2m+d-2}(t) H_{j-1}^{(\beta)}(x,t) \right] = L_{n-m}^{2m+d}(t) H_{j-1}^{(\beta)}(x,t)
\]

\[+ 2L_{n-m}^{2m+d-1}(t) \frac{\partial}{\partial t} H_{j-1}^{(\beta)}(x,t) + L_{n-m}^{2m+d-2}(t) \frac{\partial^2}{\partial t^2} H_{j-1}^{(\beta)}(x,t),
\]

where we have used the fact that the derivatives of the Laguerre polynomials satisfy

\[
e^{t} \frac{d}{dt} \left[ e^{-t} L_{n}^{\alpha}(t) \right] = -L_{n}^{\alpha+1}(t) \quad \text{and} \quad e^{t} \frac{d^2}{dt^2} \left[ e^{-t} L_{n}^{\alpha}(t) \right] = L_{n}^{\alpha+2}(t).
\]

**Lemma 2.4.** For $0 \leq j \leq m/2$,

\[
\frac{\partial}{\partial t} H_{j}^{(\beta)}(x,t) = 2(j + 1) t^{2j+1} P_{j}^{(0,\beta)} \left( \frac{2r^2}{t^2} - 1 \right),
\]

\[
\frac{\partial^2}{\partial t^2} H_{j}^{(\beta)}(x,t) = 2(j + 1)(4j + 2\beta + 3) t^{2j} P_{j}^{(0,\beta)} \left( \frac{2r^2}{t^2} - 1 \right)
\]

\[- 4(j + 1)(j + \beta + 1) t^{2j} P_{j}^{(1,\beta)} \left( \frac{2r^2}{t^2} - 1 \right).
\]

**Proof.** Setting $s = 2r^2 - 1$ and $r = ||x||$, we can write $H_{j}^{(\beta)}(x,t)$ as

\[H_{j}^{(\beta)}(x,t) = 2^{j} r^{2j+2} h_{j,\beta}(s) \quad \text{with} \quad h_{j,\beta}(s) := (1 - s)(1 + s)^{-j-1} P_{j}^{(1,\beta)}(s).\]
A quick computation shows that, with $s = 2 \frac{q^2}{t^2} - 1$,
\[
\frac{d}{dt} h_{j,\beta} \left( 2 \frac{r^2}{t^2} - 1 \right) = -\frac{2}{t} (1 + s) h'_{j,\beta}(s),
\frac{d^2}{dt^2} h_{j,\beta} \left( 2 \frac{r^2}{t^2} - 1 \right) = -\frac{2}{t^2} (1 + s) \left( 3h'_{j,\beta}(s) + 2(1 + s)h''_{j,\beta}(s) \right).
\]
Using the fact that the Jacobi polynomial satisfies ([12, (18.9.17)] and [12, (18.9.5)])
\[
(2j + \beta + 1)(1 - s^2) \frac{d}{ds} P_j^{(1, \beta)}(s) = j(1 - \beta_j - (2j + \beta + 1)s) P_j^{(1, \beta)}(s)
+ 2(j + 1)(j + \beta) P_j^{(1, \beta)}(s),
\]
we can deduce that
\[
h'_{j, m}(s) = -2(j + 1)(1 + s)^{-j-2} P_j^{(0, \beta)}(s).
\]
Taking one more derivative and using ([12, (18.9.15)] and [12, (18.9.6)])
\[
\frac{d}{ds} P_n^{(\alpha, \beta)}(s) = \frac{n + \alpha + \beta + 1}{2} P_n^{(\alpha + 1, \beta + 1)}(s),
\]
\[
(n + 2 \frac{q^2}{t^2} + 1)(1 + s) P_n^{(\alpha, \beta + 1)}(s) = (n + 1) P_n^{(\alpha, \beta)}(s) + (n + \beta + 1) P_n^{(\alpha, \beta)}(s),
\]
we can also deduce that
\[
h''_{j, m}(s) = 2(j + 1)(1 + s)^{-j-3} \left( (2j + \beta + 3) P_j^{(0, \beta)}(s) - (j + \beta + 1) P_j^{(1, \beta)}(s) \right).
\]
Putting these together proves the stated identities.

In the following, we adopt the convention that $Q_{m,j,\ell}^{n-1}(x, t) = 0$ whenever the index $m$ or $j$ is a negative integer.

**Theorem 2.5.** For $0 \leq m \leq n$ and $0 \leq j \leq m/2$,
\[
(2.13) \quad e^t (\partial_t - \Delta_x) \left[ e^{-t} Q_{m,j,\ell}^{n-1}(x, t) \right] = a_{m,j} \left( Q_{m,j,\ell}^{n, 0}(x, t) - b_{m,n} Q_{m-2,j-1,\ell}^{n, 0}(x, t) \right),
\]
where $a_{m,j}$ and $b_{m,n}$ are defined in ([2.17]).

**Proof.** We prove the case $j \geq 1$ by first carrying out the computation of the right-hand side of ([2.12]). Using ([12, (18.9.6)])
\[
(1 - s) P_{j-1}^{(1, \beta)}(s) = \frac{2j}{m + \frac{d-2}{2}} \left( P_{j-1}^{(0, \beta)}(s) - P_j^{(0, \beta)}(s) \right),
\]
the first term in the right-hand side of ([2.12]) is
\[
L_{n-m}^{2m+d}(t) H_j^{(\beta_j)}(x, t) = \frac{2j}{2m + d - 2} t^2 L_{n-m}^{2m+d}(t) t^{2j-2} \left( P_j^{(0, \beta_j)}(s) - P_j^{(0, \beta_j)}(s) \right).
\]
Using Lemma ([2.24]) the second term in the right-hand side of ([2.12]) becomes
\[
-2 L_{n-m}^{2m+d-1}(t) \frac{\partial}{\partial t} H_j^{(\beta_j)}(x, t) = -4j L_{n-m}^{2m+d-1}(t) t^{2j-1} P_j^{(0, \beta_j)}(s),
\]
and the third term in the right-hand side of ([2.12]) gives
\[
L_{n-m}^{2m+d-2}(t) \frac{\partial^2}{\partial t^2} H_j^{(\beta_j)}(x, t) = 2j(2m + d - 3) L_{n-m}^{2m+d-2}(t) t^{2j-2} P_j^{(0, \beta_j)}(s)
- 4j(m - j + \frac{d-2}{2}) L_{n-m}^{2m+d-2}(t) t^{2j-2} P_j^{(1, \beta_j)}(s).
\]
Collecting the terms involving $P^{(0,\beta)}_j$ in the right-hand of (2.12) and using the identity
\[ t^2L_n^{α+2}(t) - 2αtL_n^{α+1}(t) + α(α - 1)L_n^α(t) = (n + 1)(n + 2)L_{n+2}^α(t), \]
which can be easily verified using the explicit formula of the Laguerre polynomials, we obtain
\[
\frac{j + \beta_j}{j} e^{a_j t} \left[ e^{-t} L_{n-m}^{2m+d-2}(t) H_{j-1}(x, t) \right] = -a_{m,j} b_{m,n} L_{n-m}^{2m+d}(t) t^{j+2} P_j^{(0,\beta_j)}(s) \\
+ a_{m,j} L_{n-m-2}^{2m+d}(t) t^{j} P_j^{(0,\beta_j)}(s) - 4(m - j + \frac{d-2}{2}) L_{n-m-2}^{2m+d-2}(t) t^{j-2} P_j^{(1,\beta_j)}(s),
\]
where $a_{m,j}$ and $b_{m,n}$ are as defined in (2.9). Multiplying by $Y_{ℓ}^{n-2j}(x)$ and using the definition of $Q_{m,j,ℓ}^{n,µ}$, we conclude that
\[
\frac{j + \beta_j}{j} e^{a_j t} \left[ t^2 - \|x\|^2 \right] e^{-t} Q_{m,j,ℓ}^{n,1}(x, t) = a_{m,j} Q_{m,j,ℓ}^{n,0}(x, t) - a_{m,j} b_{m,n} Q_{m-2,j-1,ℓ}^{n,0}(x, t) \\
- 4(m - j + \frac{d-2}{2}) Q_{m-2,j-1,ℓ}^{n-1,1}(x, t),
\]
The last term in the right-hand side is the action of the Laplace operator by (2.10). Hence, by (2.11) and (2.12), we have proved the case of $j ≥ 1$.

The case of $j = 0$ is simple, since $ΔY_{2m}^{m,µ} = 0$ so that
\[
e^{a_j t} \left[ t^2 - \|x\|^2 \right] e^{-t} Q_{m,0,ℓ}^{n-1,1}(x, t) = L_{2m+d}(t) Y_{ℓ}^{m}(x).
\]
Since $P_{m,0}(x) = Y_{ℓ}^{m}(x)$ by (2.1), we see that the right-hand side is exactly $Q_{m,0,ℓ}^{n,1}$ by (2.2). By $a_{m,0} = 1$, this proves (2.13) for $j = 0$. The proof is completed.

3. Wave equation

If $u(x, t)$ is the solution of the wave equation $(\partial^2_t - Δ_x) u = f$, then the function $U(x, t) = u(ξ, t)$ satisfies the wave equation $(\partial^2_t - c^2 Δ_x) U = F$ where $F(x, t) = f(ξ, t)$. Hence, we shall state and work with the case $c = 1$.

Recall that $W_0(x, t) = e^{-t}$ and the inner product in $L^2(\mathbb{R}^{d+1}, e^{-t})$ is
\[
\langle f, g \rangle_0 = b_0 \int_{\mathbb{R}^{d+1}} f(x, t) g(x, t) e^{-t} dx dt, \quad b_0 = \frac{1}{Γ(d + 1)}
\]
For $f ∈ L^2(\mathbb{R}^{d+1}, e^{-t})$, its Fourier orthogonal series on the cone is given by
\[
f = \sum_{n=0}^{∞} \sum_{m=0}^{n} \sum_{j=0}^{\left[ \frac{n}{2} \right]} \sum_{ℓ=1}^{m,j,ℓ} \hat{f}_{m,j,ℓ}^{n} Q_{m,j,ℓ}^{0} \text{ with } \hat{f}_{m,j,ℓ}^{n} = \frac{\langle f, Q_{m,j,ℓ}^{0} \rangle_0}{h_{m,n}},
\]
where $h_{m,n}$ is given by (2.4). Let $\|f\|_2$ be the norm of $f$ in $L^2(\mathbb{R}^{d+1}, e^{-t})$. By the Parseval’s identity,
\[
\|f\|_2^2 = \sum_{n=0}^{∞} \sum_{m=0}^{n} \sum_{j=0}^{\left[ \frac{n}{2} \right]} \sum_{ℓ=1}^{m,j,ℓ} |\hat{f}_{m,j,ℓ}^{n}|^2 h_{m,n}.
\]
We will need to assume that $f$ is smooth so that
\[
\sum_{n=0}^{∞} \sum_{m=0}^{n} \sum_{j=0}^{m,j,ℓ} |\hat{f}_{m,j,ℓ}^{n}|^2 h_{m,n} < ∞,
\]
where the coefficients $a_i$ and $b_i$ are given by (3.3) and prove that we obtain that

$$\mathcal{L}u_n = \sum_{m=0}^{n} \sum_{j=0}^{\left\lfloor \frac{n-m}{2} \right\rfloor} \sum_{\ell=1}^{\dim H_{m-2j}^d} u_{m,j,\ell}^n a_{m,j} \left( Q_{m,j,\ell}^{n,0}(x,t) - b_{m,n} Q_{m-2,j-1,\ell}^{n,0}(x,t) \right).$$

Reshuffling the summation, we obtain

$$\mathcal{L}u_n = \sum_{m=0}^{n} \sum_{j=0}^{\left\lfloor \frac{n-m}{2} \right\rfloor} \sum_{\ell=1}^{\dim H_{m-2j}^d} \left( a_{m,j} u_{m,j,\ell}^n - a_{m+2,j+1} b_{m+2,n} u_{m+2,j+1,\ell}^n \right) Q_{m,j,\ell}^{n,0}(x,t),$$

where we observe that $b_{m+2,n} = 0$ for $m = n - 1$ and $m = n$. Consequently, let

$$S_nf = \sum_{m=0}^{n} \sum_{j=0}^{\left\lfloor \frac{n-m}{2} \right\rfloor} \sum_{\ell=1}^{\dim H_{m-2j}^d} f_{m,j,\ell}^n Q_{m,j,\ell}^{n,0}(x,t).$$

Theorem 3.1. Let $f \in W^2(\mathbb{Y}^{d+1}, e^{-t})$. Then the wave equation

$$\left( \partial \partial_t - c^2 \Delta_x \right) U(x,t) = e^{-t} f(x,t),$$

has a solution $U(x,t) = e^{-t} u(x,t)$, where $u \in L^2(\mathbb{Y}^{d+1}, e^{-t})$ is given by

$$u(x,t) = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j=0}^{n-m} \sum_{\ell=1}^{\dim H_{m-2j}^d} u_{m,j,\ell}^n Q_{m,j,\ell}^{n,0}(x,t),$$

where the coefficients $u_{m,j,\ell}^n$ are determined by

$$u_{m,j,\ell}^n = \frac{1}{a_{m,j}} \sum_{i=0}^{\left\lfloor \frac{n-m}{2} \right\rfloor} \frac{(n-m)!}{(n-m-2i)!} \hat{f}_{m+2i,j+i,\ell}^n.$$
denote the $n$-th partial sum of $f$; then $Lu_n = S_n f$ leads to

$$a_{m,j} u_{m,j,\ell}^n - a_{m+2,j+1} b_{m+2,n} u_{m+2,j+1,\ell}^n = \hat{f}_{m,j,\ell}^n, \quad 0 \leq j \leq \frac{m}{2}, \quad 0 \leq m \leq n,$$

for each $1 \leq \ell \leq \dim \mathcal{H}^d_{m-2}$. If $m = n - 1$ or $m = n$, then $b_{m+2,n} = 0$. We obtain

$$u_{n-1,j,\ell}^n = \frac{\hat{f}_{n-1,j,\ell, a_{n-1,j}}}{a_{n-1,j}}, \quad 0 \leq j \leq \frac{n-1}{2} \quad \text{and} \quad u_{n,j,\ell}^n = \frac{\hat{f}_{n,j,\ell}}{a_{n,j}}, \quad 0 \leq j \leq \frac{n}{2}.$$  

Furthermore, for $m = n - 2, n - 3, \ldots, 1, 0$, we can deduce $u_{m,j,\ell}^n$ recursively from rewriting (3.5) as

$$u_{m,j,\ell}^n = \frac{1}{a_{m,j}} (\hat{f}_{m,j,\ell, a_{m,j} + a_{m+2,j+1} b_{m+2,n} u_{m+2,j+1,\ell}^n}), \quad 0 \leq j \leq \frac{m}{2}.$$  

Notice that $\dim \mathcal{H}^n_{m-2} = \dim \mathcal{H}^n_{m-2(j+1)}$, so that $\ell$ remains fixed for its whole range, and $0 \leq j \leq m/2$ is the same as $1 \leq j + 1 \leq (m + 2)/2$. It follows that $u_{m,j,\ell}^n$ are completely determined by (3.6) and (3.7) for each fixed $n$. Furthermore, using induction if necessary, the recursive relation can be solved explicitly, which is the formula for $u_{m,j,\ell}^n$ given in (3.4). Thus, we have shown that $Lu_n = S_n f$ for all $n$. Consequently, we conclude that $Lu = f$ in $L^2(\mathbb{V}^{d+1}, e^{-\ell})$. Furthermore, if $f = 0$, then all $\hat{f}_{m,j,\ell}$ are zero and (3.3) shows that all $u_{m,j,\ell}^n$ are zero, so that $u = 0$. Thus, the solution is unique.

Next, we show that $u \in L^2(\mathbb{V}^{d+1}, e^{-\ell})$. Using Proposition 2.2, we can write $u$ in terms of $Q_{m,j,\ell}^{n,0}$ as

$$u = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j=0}^{\left\lfloor \frac{m}{2} \right\rfloor} \sum_{\ell} \left[ a_{m,j} \left( u_{m,j,\ell}^n - 2u_{m,j,\ell}^{n+1} + u_{m,j,\ell}^{n+2} \right) - a_{m+2,j+1} \left( b_{m+2,n} u_{m+2,j+1,\ell}^n - 2c_{m+2,n+1} u_{m+2,j+1,\ell}^{n+1} + d_{m+2,n+2} u_{m+2,j+1,\ell}^{n+2} \right) \right] Q_{m,j,\ell}^{n,0}.$$  

By the relation (3.5), we can further deduce that

$$u = \sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j=0}^{\left\lfloor \frac{m}{2} \right\rfloor} \sum_{\ell} \left[ \left( f_{m,j,\ell}^n - 2f_{m,j,\ell}^{n+1} + f_{m,j,\ell}^{n+2} \right) + a_{m+2,j+1} (2m + d) \left( -2(n-m) u_{m+2,j+1,\ell}^{n+1} + (2n + d + 3) u_{m+2,j+1,\ell}^{n+2} \right) \right] Q_{m,j,\ell}^{n,0},$$  

where we have used the relations

$$c_{m+2,n+1} - b_{m+2,n+1} = (2m + d)(n-m), \quad d_{m+2,n+2} - b_{m+2,n+2} = (2m + d)(2n + d + 3).$$  

Thus, by the orthogonality of $Q_{m,j,\ell}^{n,0}$, the boundedness of $\|f\|_2$ and $a_{m,j} \leq 1$, we see that $\|u\|_2$ is bounded if

$$\sum_{n=0}^{\infty} \sum_{m=0}^{n} \sum_{j=0}^{\left\lfloor \frac{m}{2} \right\rfloor} \sum_{\ell} \left[ (2m + d) \left( -2(n-m) u_{m+2,j+1,\ell}^{n+1} + (2n + d + 3) u_{m+2,j+1,\ell}^{n+2} \right) \right]^2 h_{m,n}.$$
is bounded, which is in turn bounded by, after shifting the indices,
\[
\sum_{n=1}^{\infty} \sum_{m=2}^{\infty} \sum_{j=1}^{m} \sum_{\ell} \left| (2m + d - 4)(n - m - 1) u_{m,j,\ell}^n \right|^2 h_{m-2,n-1} \\
+ \sum_{n=2}^{\infty} \sum_{m=2}^{\infty} \sum_{j=1}^{m} \sum_{\ell} \left| (2m + d - 4)(2n + d - 1) u_{m,j,\ell}^n \right|^2 h_{m-2,n-2}.
\]
By the Cauchy inequality and \( a_{j,m} \geq 1/2 \), we see that \( u_{m,j,\ell}^n \) defined in \((3.4)\) satisfies
\[
|u_{m,j,\ell}^n|^2 \leq 2 \left( \sum_{i=0}^{n-m} \frac{(n-m)^2}{(n-m-2i)! (n+m)^{2i}} \right)^2 h_{m+2i,n}.
\]
Consequently, putting these estimates together, we conclude that
\[
\|u\|_2^2 \leq c_0 \|f\|_2 + cA_{m,n} \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \sum_{j=0}^{m} \sum_{\ell} F_{m+2i,j+1,\ell}^n \left| \hat{f}_{m,j,\ell}^n \right|^2 h_{m+2i,n},
\]
where, using the explicit formula of \( h_{m,n} \) in \((1.4)\), the quantity \( A_{m,n} \) is given by
\[
A_{m,n} = \sum_{i=0}^{\left\lfloor \frac{m}{2} \right\rfloor} \frac{(n-m)!}{(n-m-2i)! (n+m)^{2i}} = \sum_{i=0}^{\left\lfloor \frac{m}{2} \right\rfloor} \frac{(-1)^i (n-m)^{2i}}{(n+m)^{2i}}.
\]
We show that \( A_{m,n} \) is in fact bounded. Indeed, we observe that
\[
A_{m,n} = _2F_1 \left( -\left( \frac{n-m}{n+m} \right), 1; 1 \right) + _2F_1 \left( -\left( \frac{n-m}{n+m} \right), 1; -1 \right).
\]
By the Chu–Vandermonde identity \([12] \ (15.4.24)\),
\[
_2F_1 \left( -\left( \frac{n-m}{n+m} \right), 1; 1 \right) = \frac{(n+m-1)_{n-m}}{(n+m)_{n-m}} = \frac{n+m-1}{2n-1} \leq 1.
\]
By the Pfaff transformation \([12] \ (15.8.1)\) and Euler’s integral identity \([12] \ (15.6.1)\), we obtain
\[
_2F_1 \left( -\left( \frac{n-m}{n+m} \right), 1; -1 \right) = 2^{-1} _2F_1 \left( 2n, 1; \frac{1}{2} \right) = \frac{\Gamma(n+m)}{\Gamma(n+m-1)} \int_0^1 (1-t)^{n+m-2} (1-t)^{-1} dt \leq 2,
\]
since \( 1/(1-t/2) \leq 2 \) on \([0, 1]\). Hence, \( A_{m,n} \) is bounded by \( 3 \). Thus, using
\[
\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \sum_{j=0}^{m} \sum_{\ell} F_{m+2i,j+1,\ell}^n = \sum_{n=1}^{\infty} \sum_{i=0}^{m} \sum_{\ell} F_{m,j,\ell}^n,
\]
we conclude that
\[
\|u\|_2^2 \leq c_0 \|f\|_2^2 + 3c \sum_{n=2}^{\infty} \sum_{m=0}^{\infty} \sum_{j=0}^{m} \sum_{\ell} \left| \hat{f}_{m,j,\ell}^n \right|^2 h_{m,n},
\]
which is bounded since \( \|(\mathcal{D})^{1/2} f\|_2 \) is finite.
Finally, we prove that the solution of the wave equation is unique if \( u \in W^1_2(\mathbb{V}^{d+1}) \).
We only need to show that if \( f(x, t) = 0 \) and \( u \in W^1_2(\mathbb{V}^{d+1}) \), then the solution is zero.
The assumption on $u$ shows, by Proposition 2.1, that $u$ has a Fourier orthogonal series of the form (3.3) since the usual Parseval identity holds in $W^2_2(\mathbb{V}^{d+1})$. Consequently, by (3.3), $u$ is identically zero. □

A couple of remarks are in order. If $f$ is a smooth function, say, in the Sobolev space $W^2_2(\mathbb{V}^{d+1})$ consisting of functions whose $r$-th derivatives are in $L^2(\mathbb{V}^{d+1})$, then $u$ in (3.3) is an element in $W^2_2(\mathbb{V}^{d+1})$.

Our result holds for fairly generic function $f$. For example, it applies to the function $f$ given by

$$f(x,t) = g(x,t)\chi_{[a,b]}(t), \quad 0 \leq a < b < \infty,$$

which is supported on the compact set $\{(x,t) : \|x\| \leq t, a \leq t \leq b\}$. Since the derivatives in $D$ applies only on $x$ variable, the theorem applies if we assume $g \in \mathcal{W}^2(\mathbb{V}^{d+1})$, so that (3.3) gives a solution for the non-homogeneous wave equation that is equal to $e^{-t}f(x,t)$.

Finally, it is worth pointing out that if $f$ is a polynomial, then the solution $u$ for $Lu = f$ is a polynomial given explicitly by (3.3). We end the paper with one example for $d = 2$.

In the spherical coordinates $(x_1, x_2) = r(\cos \theta, \sin \theta)$, the spherical harmonics in $H^2_n$ are just trigonometric functions $r^n \cos n\theta$ and $r^n \sin n\theta$. Hence, in the coordinates $(t, x_1, x_2) = (t, tr \cos \theta, tr \sin \theta) \in \mathbb{V}^3$, with $0 \leq r \leq 1$ and $0 \leq \theta \leq 2\pi$, the orthogonal basis in (1.2) is given by

$$Q_{m,j,1}^{n,\mu}(x,t) = L_{n-m}^{2m+2\mu+d}(t) t^m P_j^{(m, m-2j+d/2)} \left( \frac{2\|x\|^2}{c^2 t^2} - 1 \right) r^{m-2j} \cos(m-2j)\theta,$$

$$Q_{m,j,2}^{n,\mu}(x,t) = L_{n-m}^{2m+2\mu+d}(t) t^m P_j^{(m, m-2j+d/2)} \left( \frac{2\|x\|^2}{c^2 t^2} - 1 \right) r^{m-2j} \sin(m-2j)\theta.$$

As an example that illustrates our theorem, we choose $f(x_1, x_2, t) = tx_1^2 + t^2 x_2 + x_1 x_2$. Its expansion in terms of the basis $\{Q_{m,j,1}^{n,0}\}$ is given by

$$f = -\frac{3}{2} Q_{0,0,1}^{3,0} + \frac{1}{3} Q_{1,0,1}^{3,0} + 2Q_{1,0,2}^{3,0} - \frac{1}{2} Q_{2,0,1}^{3,0} - \frac{1}{4} Q_{2,1,1}^{3,0} - \frac{1}{4} Q_{3,0,1}^{3,0} + \frac{1}{12} Q_{3,1,1}^{3,0}$$

$$+ \frac{15}{2} Q_{0,0,1}^{2,0} + 2Q_{1,0,1}^{2,0} - 12Q_{2,0,1}^{2,0} + \frac{7}{2} Q_{2,0,1}^{2,0} + \frac{7}{4} Q_{2,1,1}^{2,0}$$

$$- 15Q_{1,0,1}^{1,0} + 5Q_{1,0,1}^{1,0} + 30Q_{1,0,2}^{1,0} + 15Q_{0,0,1}^{0,0}.$$

Using (3.3) with the coefficients determined by (3.4), we derive

$$u = -3Q_{0,0,1}^{3,1} + \frac{1}{2} Q_{1,0,1}^{3,1} + 2Q_{1,0,2}^{3,1} - \frac{1}{2} Q_{2,0,1}^{3,1} - \frac{1}{2} Q_{2,1,1}^{3,1} - \frac{1}{4} Q_{3,0,1}^{3,1} + \frac{1}{8} Q_{3,1,1}^{3,1}$$

$$+ 11Q_{0,0,1}^{2,1} - 2Q_{1,0,1}^{2,1} - 12Q_{2,0,1}^{2,1} + \frac{7}{2} Q_{2,0,1}^{2,1} + \frac{7}{2} Q_{2,1,1}^{2,1}$$

$$- 15Q_{1,0,1}^{1,1} + 5Q_{1,0,1}^{1,1} + 30Q_{1,0,2}^{1,1} + 15Q_{0,0,1}^{0,1},$$

which, after simplification, gives

$$u(t, x_1, x_2) = 8 + 2x_1^2 + 6x_2 + t^2 x_2 + t(2 + x_1^2 + 4x_2) + x_1(2 + x_1^2).$$

One can verify right away that indeed $(\partial_t - \Delta(x)) e^{-t} u = e^{-t} f$. 
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