Method for tilt correction of calibration lines in high resolution spectra
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Technological advancement has led to improvement in the design capabilities of astronomical spectrographs, allowing for high precision spectroscopy, thereby expanding the realms of observational astronomy. High-resolution spectrographs use Echelle grating that operates in higher orders, giving more detailed spectra. Often, curvature and tilted lines are observed in the spectra, arising due to the design trade-offs of the respective spectrographs. Removal of these artifacts can help avoid wrong flux calculation and line centroid position misinterpretation, which can aid in a better prediction of the wavelength calibration model. In this paper we present a post-processing technique that we developed to correct the observed curvature and tilt in the spectra. We have demonstrated the correction technique on Fabry-Perot and Th-Ar calibration spectra obtained from Hanle Echelle Spectrograph (HESP), Magellan Inamori Kyocera Echelle (MIKE) spectrometer and X-shooter spectrograph.
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1. INTRODUCTION

Spectroscopy is a key method for monitoring and analyzing the physical and chemical properties of astronomical objects. Measurement of the dark matter content of galaxies and their clusters [1], estimation of the mass of stellar systems [2], determination of the age of stars [3], identification of chemical composition, temperature and other parameters by studying the strength of spectral features [4] and radial velocity measurements to determine the presence of planets around stars [5] are the primary fields of application for spectroscopy.

Spectrographs are instruments used to observe the spectrum of astrophysical objects. Usually, conventional low-resolution spectrographs are compact and light weight. They are directly attached to Cassegrain focus of the telescope behind the primary mirror. The direct interface with telescope makes it easier to focus the star light directly onto the spectrograph slit. However, high-resolution Echelle spectrographs (typically \( R \geq 50,000 \)) tend to be bulky and require larger space. In such cases, spectrograph is decoupled from the main telescope and placed on a stable Nasmyth platform or sometimes housed in a separate room. A tertiary mirror can be used to steer the telescope beam onto the Nasmyth focus. Alternatively, fibers are deployed to collect the light from telescope focal plane and deliver it to the spectrograph slit. A diverging beam from the slit is collimated and then passed onto the dispersing element. A diffraction grating is used in most spectrographs to disperse the light from the target object into its component wavelengths. A collimated beam incident on the grating ensures that different wavelengths are dispersed at distinct angles. The camera optics then focuses the dispersed light on to a charged coupled device (CCD), where it is recorded for further analysis.

In contrast to their low-resolution counterparts, high-resolution spectrographs employ Echelle grating for use in higher diffraction order, thereby providing more details about spectral features and giving resolution up to \( R = 150,000 \). Echelle gratings have large blaze angles, typically between 50°-75°, providing dispersion at higher angles, and optimized to concentrate maximum efficiency in a specific direction. At higher orders, they offer substantial overlap, causing the longer wavelength of a higher order to overlap with the following order’s shorter wavelength. A cross disperser, like a prism or a grating, is used to separate the overlapping orders in spatial direction to achieve a wider spectral coverage.

Stellar spectra consist of both absorption and emission lines, whose precise position is determined by converting the pixels into the wavelength scale. This step is described as wavelength calibration, which utilizes known laboratory sources such as Th-Ar or advanced techniques such as Fabry-Perot (FP) etalon [6], Iodine cell [7], and laser frequency comb [8].

The benefits provided by echelle spectrographs also come with some shortcomings and design constraints. In order to accommodate the spectra effectively on the detector, optical components, such as slit or camera, are often adjusted, leading to the introduction of artifacts and aberration like distortion,
defocus and tilted lines. The grating also introduces an out-of-plane gamma angle, along with cross disperser prism, which induces tilt in the spectral lines [9]. Neglecting these factors may lead to addition of errors.

The tilt in calibration and spectral lines is also introduced by imperfections resulting from various trade-offs in the spectrograph design. Curvature in the spectrograph orders can arise due to the cross disperser, whose dispersion direction is perpendicular to the Echelle grating. The tilt in individual lines in the spectrum are caused due to the cross disperser and Echelle grating working on two different planes (operating in quasi-Littrow mode). Generally, the binning of data is done normal to the dispersion axis, and hence if the tilt in spectral lines is not considered, the resulting 1D data may show an increase in the FWHM of the lines and also cause blending in some cases. This is because, in the case of tilted lines, the intensity is distributed over several pixels, which, when binned along the slit direction, gives a broadened line and wrong flux values, as shown in figure 1. The broadened spectral line also results in the degradation of spectral resolution. The tilt in the slit image at the detector is a function of wavelength [10]. It also compromises the attainable accuracy in RV measurements if not adequately taken care of or modelled out by the extraction software [11]. Disentangling the tilt related shifts in line centroid position from the RV shift is essential for RV studies. The point spread function (PSF) is predominantly the response of the instrument to a monochromatic light or a point source. The instrumental aberrations of the system already broaden the energy distribution in the PSF. The tilt is an artifact of the system, which causes further broadening of the line. Removal of this artifact can hence facilitate the effort of predicting instrument PSF by removing one of the dependent factors, in cases where it is necessary to generate a PSF map of the instrument and its variation during an observation run. Measuring the tilt can also help in the study and estimation of instrument aberrations, for example, a better prediction of distortion in the system.

In this paper, we are using FP and Th-Ar calibration data to assess and remove the tilt and curvature being introduced by the instrument. Since FP is a stable source that provides several continuous lines of equal intensity, it helps in better estimation and elimination of these artifacts, thereby resulting in a better prediction of the wavelength calibration model. We have designed and developed an FP based wavelength calibration system [12]. The system was tested on Hanle Echelle Spectrograph (HESP), where the artifacts of the instrument often show up in the FP spectra. Spectrographs like Magellan Inamori Kyocera Echelle (MIKE) spectrometer [13] and X-shooter [14] show highly tilted spectral lines due to the quasi-Littrow configuration. The tilt removal algorithm developed as part of this study has been tested on X-Shooter and MIKE Th-Ar calibration data. A general review of the existing methods adopted for curvature and tilt correction in Echelle spectra is presented in 2. The proposed methodology and algorithm are described in section 3. Results from the correction algorithm have been presented in section 4 followed by a summary of this work in section 5.

2. REVIEW OF EXISTING TECHNIQUES FOR TILT AND CURVATURE REMOVAL

In order to obtain calibrated science quality data, the two-dimensional spectrograms obtained from the spectrograph have to be processed and the spectrum extracted. Software like IRAF [15, 16] can be used for general reduction purpose. Many spectrographs have dedicated state of the art pipeline for preparation and reduction of the 2D spectra. A brief description of the method adopted in X-Shooter and MIKE pipeline will be discussed in this section, along with a new algorithm called PyReduce developed for the same purpose.

![Fig. 2. Zoomed in Th-Ar calibration spectra from X-shooter showing highly curved orders along with large tilt in spectral lines.](image-url)

X-Shooter is a single target spectrograph of medium resolution (R~ 4000-17000), installed at the Cassegrain focus of ESO’s Very Large Telescope (VLT) [17]. The output of this spectrograph consists of highly curved orders with tilted spectral lines, shown in figure 2. Due to this, special measures are taken for wavelength calibration and optimal extraction of the spectra, as described in [18, 19]. X-Shooter pipeline is written in ANSI C. Separate pinhole mask arc frames are taken for computation of initial guess for wavelength solution and determine spatial and wavelength scale calibrations. A polynomial interpolation, constructed using multi-pinhole frame, is used for transforming detector coordinates into a function of wavelength (determined by the guess solution), order number and position on the slit that allows the removal of order curvature and line tilts. The physical model of the instrument can also be used to determine the wavelength position on detector. Finally, the detector pixels are oversampled in 2D and linear interpolation is used to find the slit profile which is then collapsed over user defined slits. A detailed description of the entire pipeline can be found in [20].

The Magellan Inamori Kyocera Echelle (MIKE) is a high resolution, double echelle spectrograph installed on the Magellan II telescope at Las Campanas Observatory, Chile. Figure 3 shows...
we have developed a routine that corrects the curvature in spectra and removes the tilt of the individual spectral lines. Image processing tools in Python, namely, Scikit-Image [28] and OpenCV [29] were used for this purpose.

3. METHODOLOGY AND ALGORITHM

We have developed a routine that corrects the curvature in spectra and removes the tilt of the individual spectral lines. Image processing tools in Python, namely, Scikit-Image [28] and OpenCV [29] were used for this purpose.

The new REDUCE package [23] adds to the earlier version of the developed package [24] by incorporating tilted and curved slit images. The method follows a slit decomposition algorithm, where the 2D image of the spectral order is represented by slit illumination and spectrum, sampled on the detector. The shape of slit image is modelled by taking strong and unblended emission lines in a wavelength calibrated spectrum and fitting a 2D Gaussian to each of the line image. The tilt and curvature variations across the order is combined by fitting a polynomial and interpolating to all the columns. Optimal extraction is then performed keeping in mind the calculated tilt and curvature.

HESP is a high-resolution general purpose spectrograph installed on the 2m Himalayan Chandra Telescope (HCT), located at Indian Astronomical Observatory (IAO), Hanle, at an altitude of 4500 m above sea level. HESP covers a wavelength range of 350-1000 nm and has been designed to carry out a wide variety of scientific studies, including the ability to conduct RV studies of exoplanet host stars [25]. It provides two modes of operation, low-resolution mode offering a resolution of R=30000 and high-resolution mode, which uses an image slicer, giving a resolution of R=60000. A passively stabilized FP based wavelength calibration system has been installed on HESP spectrograph [26]. The FP spectra obtained in high-resolution mode (R=60,000), is shown in figure 4. IRAF and a Python based pipeline, which does not incorporate tilt correction, is used for reduction of data obtained from the spectrograph.

Fig. 3. Zoomed in Th-Ar calibration spectra from red channel of MIKE at 0.7” slit setting, showing tilted lines.

The tilt is now computed in curvature removed results. Routine following the routines described in CERES [30].

B. Order extraction

After all the apertures were traced, the apertures are extracted in the next step. The aperture size (apsize) was chosen based on the extent of every aperture in the cross dispersion direction. While choosing the aperture size, the inter-order separation in the spectra is kept in mind in order to avoid any overlapping of the mask with consequent orders. Intensity values in the aperture were extracted by creating a mask using Bivariate Spline [31] and sampling at every 0.5 pixels. Mask extent was decided from (y0 − apsize/2) to (y0 + apsize/2) in step size of 0.5, where y0 is the traced polynomial. An example of the traced mask is shown in figure 5.

Fig. 5. Aperture extraction mask, in red, over plotted on the spectra, for one particular aperture. There is no overlap of the mask with neighbouring orders.

C. Curvature removal

Correction of the tilt in individual spectral lines should be preceded by curvature and global tilt removal, if any. For removing the curvature and straightening the new array, extracted points were stored in a separate array row-wise. The intensity data extracted from the first row was stored in the first row of the new array and so on. Stacking each straightened aperture in order of their extraction reproduced the entire spectra without the curvature as shown in figure 6.

D. Tilt calculation and removal

The tilt is now computed in curvature removed results. Routine was tested on both FP and Th-Ar calibration frames (in X-Shooter and MIKE). Since the spectra have lines with distinguishable
edges, we have used the Canny edge detection technique [32] for determining the boundaries of each tilted line. The correction was performed individually on each aperture. The selection, tilt calculation and correction procedures are entirely automated. The algorithm for tilt correction is as follows:

- Load the required aperture and take a central y-cut through the middle of the aperture.
- Smoothen the data obtained from y-cut using Gaussian smoothening. Detect the peak values in smoothened data and save the x-position corresponding to the peaks. This generates position information for all the lines present.
- Calculate the difference between adjacent peak positions. This gives the separation between two peaks. Take the median value of differences obtained. Construct a boundary array with \( x_{\text{peak position}} \pm \text{median}/2 \) being edge positions. This is done to avoid overlapping of each FP line boundary when the final corrected array is reconstructed.
- Use the boundary array to construct a box and isolate the region of interest in a separate array. Calculate the y-extent of the separated box to include areas with FP data present and avoid background noise.
- Since Th-Ar spectra does not have equally spaced lines of uniform intensity, mean thresholding is performed, and a binary image is generated, example of which is shown in figure 7. The transitions from 0 to 1 and vice versa determine the boundary array values mentioned in the previous step.

The centroid and tilt angle are determined using function region prop in Scikit processing package on each calibration line. The centroid value is taken as the reference position \( (x_0, y_0) \).

- Every pixel is shifted with respect to the reference position \( (x_0, y_0) \) determined above, using Eq. 1 [33, 34]. Function warp in the scikit-image processing tool is used for shifting pixels according to the calculated \( x_s \) value.

\[
x_s = x' - (y' - y_0) \times \text{slope},
\]

- The result of the algorithm applied on one tilted line is shown in figure 8. Top panel shows the corrected image and bottom panel shows the effect of correction on the FWHM of the line. The corrected line is stitched into the reconstructed main array using the boundary values determined before. This is done to make sure that the FSR of the data is not altered.

4. RESULTS

The developed method has been tested on Fabry-Perot calibration spectra of HESP. For X-shooter and MIKE, Th-Ar calibration spectra were used.

A. HESP

The FP calibration frame of HESP has been shown in figure 4. Tilt calculation is preceded by curvature removal and global tilt correction described in the previous section. FP lines exist across 22 orders of the spectra, and in figure 9 we show the representative plots for six orders: two top orders, two central orders and two bottom orders. The calculated tilt for FP lines is plotted along with a linear fit to the points. In HESP, we do not see a smooth variation in tilt angle after removal of curvature.
As illustrated in figure 9, the weak trend in the data, however, is still visible from small but non-zero slopes of the best fit lines seen in different orders. The wavelength dependence of tilt is indicated by the slope of the linear fit to the tilt values, which increases from lower-order (7.75 × 10^{-6} for order 25) to higher order (1.46 × 10^{-5} for order 46). The tilt values are more scattered because the HESP design does not introduce a large tilt in the individual lines, causing the noise level in the spectra to come into the picture. For spectrographs in which it is known that the design introduces appreciable tilt, the scatter in the tilt angles are less, as will be seen in forthcoming sections.

![Figure 9. Tilt angle variation of FP lines across several spectrograph orders. The solid black line shows a linear fit to the data, and the dotted line shows a two sigma clipping boundary. Any point outside this boundary is rejected as an outlier during the fit. The scatter in the plot indicates the low tilt value in HESP spectra.](image1)

Figure 10 shows the uncorrected and corrected orders, plotted along with their similarity and difference image for one order. Structural Similarity Index (SSIM) is used to determine the similarity between two images, +1 indicating the most similar images and -1 indicating the images are very different [35]. SSIM image and difference image are computed between the original order and corrected order.

![Figure 10. Zoomed in view of one tilt corrected FP spectral order, taken with HESP. Original order is the image before tilt correction. Corrected order is the image after correction. SSIM image shows the similarity image, I being the parts where the images are similar. The similarity index for the order shown is 0.987469. The difference image shows the normalized mathematical difference computed between two images, 0 being no difference regions.](image2)

Since HESP does not show any visible tilt, the FWHM of each FP line across the order is plotted in figure 11 before and after the correction. The number of lines that show a decrease in FWHM is determined and the finesse is calculated. Not all the FP lines show a decrease in FWHM, especially the lines at edges, which can show an increase. This is because of low SNR at the edges due to the non-uniform illumination of the detector. Hence the correction is not performed effectively at these regions. The FWHM and finesse values for the six plotted orders are tabulated in table 1.

![Figure 11. Comparison of FWHM of FP lines across an order before and after tilt correction. Values marked with blues stars show the FWHM of lines before correction. Values marked with red circles show the FWHM values of the same lines after correction.](image3)

### Table 1. Summarised result from tilt correction on HESP data.

| Order no. | Original mean finesse | Corrected mean finesse | Total Peaks | Peaks with increased FWHM | Peaks with decreased FWHM |
|-----------|-----------------------|------------------------|-------------|--------------------------|--------------------------|
| 25        | 2.161                 | 2.175                  | 360         | 75                       | 285                      |
| 26        | 2.250                 | 2.300                  | 355         | 45                       | 310                      |
| 34        | 2.053                 | 2.151                  | 309         | 2                        | 307                      |
| 35        | 2.057                 | 2.115                  | 304         | 14                       | 290                      |
| 44        | 2.291                 | 2.326                  | 254         | 11                       | 243                      |
| 46        | 2.257                 | 2.387                  | 243         | 0                        | 243                      |

**B. X-shooter**

Th-Ar calibration frames have been used to test the tilt correction algorithm. Unlike FP, Th-Ar does not provide equispaced lines of uniform intensity, which makes line detection across the order tricky. The method applies well on high to medium SNR arc lines. Figure 12 shows the images of uncorrected and corrected orders, plotted along with their similarity image and difference
image calculated between the original order and the corrected order.

![Order 9: SSIM=0.778193](image1)

(a) Order 9: SSIM=0.778193

![Order 10: SSIM=0.749655](image2)

(b) Order 10: SSIM=0.749655

**Fig. 12.** Tilt correction of Th-Ar spectra taken with X-Shooter. (a) Original spectrum before the tilt correction. (b) Th-Ar spectrum after tilt correction. (c) SSIM image showing the similarity image. The regions with highest similarity in the images correspond to 1. (d) Difference image shows the normalized mathematical difference computed between two images, 0 being no difference regions. The similarity index is mentioned for each order.

X-shooter introduces visible tilts in the spectra, with the tilt amplitude being ~1.5-2 times the HESP tilt values. Hence the calculated tilt shows less scatter than in HESP. Figure 13 shows the comparison between the slope values before and after correction. Most of the outliers in the data coincide with low SNR lines.

![Slope values plotted for the uncorrected (black stars) Th-Ar lines and the corrected lines (red circles) for X-Shooter. The uncorrected slope values follow a clear trend. The scatter arises due to the attempt to calculate slopes of low SNR lines. The slope of the Th-Ar lines has been reduced after correction, the only deviation arising around the low SNR lines.](image3)

**Fig. 13.** Slope values plotted for the uncorrected (black stars) Th-Ar lines and the corrected lines (red circles) for X-Shooter. The uncorrected slope values follow a clear trend. The scatter arises due to the attempt to calculate slopes of low SNR lines. The slope of the Th-Ar lines has been reduced after correction, the only deviation arising around the low SNR lines.

**C. MIKE**

Since Th-Ar spectra do not share the same properties as FP spectra, only high to medium SNR lines are detected and corrected. We have performed the analysis on both blue and red channels of the spectrograph and data with slit settings of 2”, 0.7” and 0.35” and will be presenting results of all the settings mentioned for the top, middle and bottom order. Figure 14 shows the corrected and difference images for the mentioned slit settings of spectra in the red channel. The tilt in lines before and after correction is visible in the figure. Figure 15 shows the slope values before correction and after correction for spectra with 2” slit width. Figure 16 shows the corrected slope values for 0.7” slit data. The corrected slope values for 0.35” slit setting is plotted in figure 17. All the corrected slope plots are shown for both blue and red channels.

![Slope values plotted for the uncorrected (black stars) Th-Ar lines and the corrected lines (red circles) for 2” slit setting of MIKE in red channel. (a) The image of order before tilt correction. (b) The image of same order after correction. (c) SSIM image shows the similarity image, 1 being the areas with maximum similarity. (d) Difference image shows the normalized mathematical difference computed between two images, 0 being no difference regions.](image4)

**Fig. 14.** Slope values plotted for the uncorrected (black stars) Th-Ar lines and the corrected lines (red circles) for 2” slit setting of MIKE in red channel. (a) The image of order before tilt correction. (b) The image of same order after correction. (c) SSIM image shows the similarity image, 1 being the areas with maximum similarity. (d) Difference image shows the normalized mathematical difference computed between two images, 0 being no difference regions.

![Slope values plotted for the uncorrected (black stars) Th-Ar lines and the corrected lines (red circles) for 2” slit setting of MIKE. The uncorrected slope values show a clear trend. The slope of the Th-Ar lines has been reduced after correction. The scatter in data is due to the attempt to calculate and correct for the low SNR lines.](image5)

**Fig. 15.** Slope values plotted for the uncorrected (black stars) Th-Ar lines and the corrected lines (red circles) for 2” slit setting of MIKE. The uncorrected slope values show a clear trend. The slope of the Th-Ar lines has been reduced after correction. The scatter in data is due to the attempt to calculate and correct for the low SNR lines.
Tilted lines in echelle spectra are artifacts often introduced by the curvature in spectra or due to the design of the spectrograph itself. It is essential to eliminate this artifact in order to avoid the introduction of any errors in the data while post-processing. A possible way is to avoid binning the data and analyzing the flux at a single-pixel location. However, this technique will result in lesser flux values and hence less SNR in the data. Binning the 2D spectrum obtained in red channel using slit widths of 0.35", 0.7" and 2". For 0.35" and 0.7" slit widths, the pipeline gives 19% ± 7% and 11% ± 4% mean reduction in the FWHM of the Th-Ar lines respectively. For the same slit widths, the discussed algorithm gives 20% ± 7% and 10% ± 4% mean reduction in the FWHM respectively.

**5. SUMMARY**

Analysis of the FP spectra acquired through HESP led us to the observation of discrepancies between the expected FP line FWHM (obtained with FTS) and the FWHM of the lines obtained with the spectrograph. This motivated us to examine the factors that can cause the increase in line-width. Performance of the FP degrades over the years due to deterioration of the optical coating. An additional reason for the increase in line-width was found to be the tilt in the FP lines, caused due to curvature in the orders. The HESP design does not introduce any significant tilt in the data. Hence it is not visually discernible in the spectra. Although the amount of the tilt is small, it is important to take care of this artifact in post-processing in order to maintain the performance of FP.

Figure 18 shows comparison between the FWHM of extracted Th-Ar lines by MIKE pipeline ($lw_1$) and by the discussed algorithm ($lw_2$). The difference between $lw_1$ and $lw_2$ has also been plotted, a positive difference obtained when $lw_1$ is greater than $lw_2$. The values have been calculated for one order of Th-Ar spectrum obtained in red channel using slit widths of 0.35", 0.7" and 2". For 0.35" and 0.7" slit widths, the pipeline gives 19% ± 7% and 11% ± 4% mean reduction in the FWHM of the Th-Ar lines respectively. For the same slit widths, the discussed algorithm gives 20% ± 7% and 10% ± 4% mean reduction in the FWHM respectively.
spectrum in the usual way is done vertically, i.e. along the slit direction. When a tilted line is binned vertically, it results in wrong flux values at each binned pixel as well as a decrease in spectral resolution due to broadening of the line, and hence wrong wavelength when the final calibration is performed. The tilt is not constant and varies as a function of wavelength across the spectra. This also affects the accuracy with which we can determine the centroid positions of spectral lines, which is crucial in the case of high precision RV studies. To avoid the miscalculations arising from binning a tilted line vertically, either the binning could be performed along an oblique axis or a simpler way is to find out the obliquity of each spectral line and correct for it. We employ the latter method to remove the tilt by automating the detection of each spectral line, computing the line’s slant, and then compensating for it, so that the standard post-processing techniques can be applied as usual.

We present in this paper a simple algorithm for curvature and tilt correction in high-resolution spectra. The algorithm is written in Python and uses image processing techniques for finding individual line slant values and correcting for them. We have demonstrated the algorithm on FP calibration spectra from HESP. A total of 6624 FP lines were detected across 22 orders, and a reduction in FWHM of 5417 lines was observed after using the tilt correction algorithm along with an overall improvement in the finesse value from 2.167 to 2.208. In order to ascertain the capability of the algorithm, we looked into spectrographs with highly tilted lines and performed the tilt corrections on the Th-Ar calibration spectra from X-shooter and MIKE. We noticed the data for HESP and MIKE is not publicly available at this time but the data underlying the results may be obtained from the authors upon reasonable request.
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