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Abstract—We study the problem of privacy preservation in data sharing, where \( S \) is a sensitive variable to be protected and \( X \) is a non-sensitive useful variable correlated with \( S \). Variable \( X \) is randomized into variable \( Y \), which will be shared or released according to \( p_{Y|X}(y|x) \). We measure privacy leakage by information privacy (also known as log-lift in the literature), which guarantees mutual information privacy and differential privacy (DP). Let \( X^c \subseteq X \) contain elements in the alphabet of \( X \) for which the absolute value of log-lift (abs-log-lift for short) is greater than a desired threshold \( \epsilon \). When elements \( x \in X^c \) are randomized into \( y \in Y \), we derive the best upper bound on the abs-log-lift across the resultant pairs \( (s, y) \). We then prove that this bound is achievable via an \( X \)-invariant randomization \( p(y|x) = R(y) \) for \( x, y \in X^c \). However, the utility measured by the mutual information \( I(X;Y) \) is severely damaged in imposing a strict upper bound \( \epsilon \) on the abs-log-lift. To remedy this and inspired by the probabilistic \((\epsilon, \delta)\)-DP, we propose a relaxed \((\epsilon, \delta)\)-log-lift framework. To achieve this relaxation, we introduce a greedy algorithm which exempts some elements in \( X^c \) from randomization, as long as their abs-log-lift is bounded by \( \epsilon \) with probability \( 1 - \delta \). Numerical results demonstrate efficacy of this algorithm in achieving a better privacy-utility tradeoff.

I. INTRODUCTION

A. Motivation and Background

Most businesses collect increasingly large amounts of data about their customers or users. Such data has become a critical business asset in itself. For example, when analyzed using machine learning algorithms, it enables targeted advertising or enhances productivity. It can also be traded on various business asset in itself. For example, when analyzed using machine learning algorithms, it enables targeted advertising or enhances productivity. It can also be traded on various data marketplaces or shared between business partners. While user data contains useful information (e.g., purchasing habits) that unlock such added values, it can explicitly or implicitly contain users’ private information (e.g., medical conditions).

As data custodians, such businesses have both legal and ethical obligations to protect sensitive user information. A research thrust has been designing provable mechanisms that transform such data to maintain its usefulness for a given task/analysis when shared with a third party, while minimizing the capability of such party to infer the sensitive information. Achieving a good balance between utility and privacy in shared data remains a challenging research topic and a barrier for businesses in trading/sharing more datasets.

One statistical privacy-preserving paradigm is based on information theory. It assumes the distribution between a sensitive variable \( S \) and a non-sensitive variable \( X \), denoted by \( p(s,x) \), is known or can be estimated. For instance, publically available data links consumption of more than one soft drink per day (variable \( X \)) to increased likelihood of diabetes (variable \( S \)). The aim is to probabilistically or deterministically perturb \( X \) into another variable \( Y \) to be shared such that an information-theoretic measure of privacy leakage is minimized, while an acceptable utility from \( Y \) can still be attained. Privacy leakage and utility can both be measured by the Shannon mutual information, denoted by \( I(Y;S) \) and \( I(X;Y) \) respectively, as in the privacy funnel [3], [5]. Recently, \( \alpha \)-Sibson generalization of mutual information [6], denoted by \( I_{\alpha}(S;Y) \), was proposed as another measure of privacy leakage [7], with maximal privacy leakage defined as \( I_{\infty}(S;Y) \) [8].

A stronger (non-average) measure of privacy is based on lift and log-lift [2], [9], which are defined as \( I(s,y) = \frac{p(s,y)}{p(s)p(y)} \) and \( i(s,y) = \log I(s,y), s \in S, y \in Y \), respectively. Whenever the absolute value of log-lift (abs-log-lift for short) is upper bounded as \( |i(s,y)| \leq \epsilon \) for all \( s \in S, y \in Y \), we say that \( \epsilon \)-log-lift is attained between \( S \) and \( Y \). Note that \( I(S;Y) = \mathbb{E}[i(S;Y)] \) and \( I_{\infty}(S;Y) = \mathbb{E}[\max_{s \in S} i(s,y)] \). Therefore, \( \epsilon \)-log-lift is a strong condition on privacy, which guarantees both \( I(S;Y) \leq \epsilon \) and \( I_{\infty}(S;Y) \leq \epsilon \). In fact, it was shown in [2] that it also guarantees \( 2\epsilon \)-differential privacy (DP) and in [9] that it guarantees \( I_{\alpha}(S;Y) \leq \frac{\alpha}{\alpha-1} \epsilon \), for \( \alpha > 1 \).

B. Contributions

A main research challenge is the design of an optimal privacy preserving mechanism \( p(y|x) \) to achieve \( \epsilon \)-log-lift while maintaining the best utility for the released variable \( Y \), which we measure by \( I(X;Y) \). In [9], the authors started with a desired bound \( \epsilon \) on the abs-log-lift. Subset \( X^c \subseteq X \) contains elements that already satisfy \( |i(s,x)| \leq \epsilon \) for all \( s \in S \) and are shared unchanged. Elements in \( X^c = X \setminus X^c \) are perturbed into \( y \in Y \) through a probabilistic mapping \( p(y|x) \). This scheme was referred to in [9] as privacy watchdog. An upper bound for the resultant abs-log-lift was given, but can often be loose. In this context, our paper addresses the following questions:

1) Given \( \epsilon \), \( X^c \) and \( X^c \), what is the tightest bound on the abs-log-lift for all pairs \( (s, y) \) and what are the randomized mechanisms that achieve this tight bound?
2) What are the critical values of \( \epsilon \) that affect \( X^c \), \( X^c \)?
3) How should one choose a good value for \( \epsilon \) with an overall low abs-log-lift and good utility \( I(X;Y) \)?

In Section III, we address question 1. For a given \( \epsilon \), we provide a sufficient and necessary condition for \( \epsilon \)-log-lift to be attainable after a privacy-preserving randomization...
\(p(y|x)\). From this result, we provide an explicit expression for the best attainable \(\epsilon\)-log-lift and show that any \(X\)-invariant randomization achieves this optimum (e.g., merging all symbols in \(X^c\) into a single arbitrary element \(y^* \in \mathcal{Y}\)). In Section [V] we address question 2 and explore critical values of \(\epsilon\) based on the joint distribution \(p(s, x)\). In Section [V] we address question 3 and show how a strict bound \(\epsilon\) on abs-log-lift can severely damage utility. To address this, we propose a relaxed probabilistic \((\epsilon, \delta)\)-log-lift watchdog, where \(\epsilon\)-log-lift is guaranteed with probability \(1 - \delta\). We present a concrete heuristic \((\epsilon, \delta)\)-log-lift algorithm which starts from the original watchdog bi-partition \(X_e^c\) and \(X^c\) and judiciously exempts some elements satisfying \((\epsilon, \delta)\)-log-lift in \(X^c\) from randomization. The remaining elements in \(X^c\) go through a similar \(X\)-invariant randomization (such as merging all remaining elements). The algorithm admits an additional parameter \(\tilde{\epsilon} > \epsilon\) that guarantees abs-log-lift never exceeds \(\epsilon\). Numerical simulations show that such relaxation can significantly improve utility.

II. SYSTEM MODEL AND PROBLEM MOTIVATION

We consider the Markov chain \(S \rightarrow X \rightarrow Y\), where \(S \in \mathcal{S}\) represents some sensitive data, \(X \in \mathcal{X}\) represents some non-sensitive data, and \(Y \in \mathcal{Y}\) is shared with a third party for a given task or analysis requiring some utility about \(X\). The objective is to design a privacy-preserving randomized mechanism with conditional distribution \(p(y|x)\), \(x \in \mathcal{X}, y \in \mathcal{Y}\), such that an acceptable privacy protection for \(S\) and utility level about \(X\) can be simultaneously obtained.

Let us first understand the privacy leakage about \(S\) if \(X\) were to be released unperturbed. Denoting the joint probability \(p(s, x)\), in previous work [2, 9], log-lift was defined as:

\[
i(s, x) \triangleq \log \left( \frac{p(s, x)}{p(s)p(x)} \right) = \log \left( \frac{p(x|s)}{p(x)} \right) = \log \left( \frac{p(s|x)}{p(s)} \right),
\]

for \(s \in \mathcal{S}, x \in \mathcal{X}\). In this definition, note the log-ratio measures the statistical distance of the posterior belief \(p(s|x)\) on the sensitive data \(s\), upon observation \(x\), to the prior belief \(p(s)\). A larger deviation of \(p(s|x)\) from \(p(s)\) will make the posterior belief more deterministic and thus more vulnerable to malicious estimation, guessing or any other type of inference. So, if this deviation is bounded, many statistical measures of information privacy leakage will become bounded as a result, as discussed in the Introduction.

Together, the maximum and minimum value of log-lift over all \(s, x\), or \(\max_{s,x} |i(s, x)|\), denote the privacy level: A smaller \(\max_{s,x} |i(s, x)|\) indicates more privacy and the perfect privacy is attained if \(\max_{s,x} |i(s, x)| = 0\), i.e., there is 0-leakage or independence between \(S\) and \(X\). To attain a desired \(\epsilon\)-log-lift by a privacy-preserving mechanism \(p(y|x)\), a convenient method that was suggested in [9], is to bi-partition \(X\) into

\[
X_e = \{x \in \mathcal{X} : |i(s, x)| \leq \epsilon, \quad \forall s \in \mathcal{S}\},
\]

and \(X^c = \mathcal{X} \setminus X_e\). Elements in \(x \in X_e\) are directly published and those in \(X^c\) are randomized using a valid, but otherwise unspecified distribution \(R(y)\) over \(y \in X^c\); such that

\[\sum_{y \in X^c} R(y) = 1\]

Even though the desired \(\epsilon\)-log-lift is guaranteed in \(X_e\), in general there is no guarantee that \(\epsilon\)-log-lift is also attained in \(\mathcal{Y}\) after randomization \(R(y)\). It is important to determine the worst-case abs-log-lift after randomization and the probability of it occurring. The authors in [9] derived an upper bound on the resultant abs-log-lift for all pairs \((s, y), s \in \mathcal{S}, y \in X^c\).

Fig. [7] shows the former issue. The red curve is the cumulative distribution function (CDF) of the upper bound on abs-log-lift in \(X^c\) for \(\epsilon = 2\) according to [9]. Proposition 2 after randomization \(R(y)\) is applied to elements in \(X^c\) for 5000 randomly generated distributions \(p(s, x), s \in \mathcal{S}, x \in \mathcal{X}\). The upper bound actually tends to infinity almost all the time (in the figure it is capped to 23 for illustration purposes). The original distribution of maximum abs-log-lift in \(X^c\) without any randomization is shown in the blue curve. It is clear that the upper bound widely overestimates the maximum abs-log-lift. This is particularly the case for rather large \(\epsilon\), which may prompt custodians to unnecessarily lower \(\epsilon\) and expand \(X_e\), which as we will see in Section [V] will damage utility. This motivates the next section: to determine the best possible abs-log-lift in \(X^c\) over all general randomizations \(p(y|x)\).

III. THE BEST POSSIBLE ABS-LOG-LIFT IN \(X^c\)

For the randomization scheme [1], we have \(p(y|x) = \sum_x p(y|x)p(x|s)\) due to the Markov property and \(p(y) = \sum_x p(y|x)p(x)\) in the log-lift log \(\frac{p(y|x)}{p(y)}\). Note, this randomization preserves the original abs-log-lift in \(X_e\) to be at most...
\(\epsilon\). Therefore, we focus on the abs-log-lift in \(X^c\). We say that \(p(y|x)\) in (1) attains \((\epsilon', X^c)\)-log-lift if

\[ |i(s, y)| = \left| \log \frac{p(y|s)}{p(y)} \right| \leq \epsilon', \quad \forall y \in X^c, \ s \in S. \]

Generalizing the notion of log-lift from singular elements \(x \in X\) to subsets \(X_Q \subseteq X\), we define

\[ i(s, X_Q) = \log \frac{p(X_Q|s)}{p(X_Q)}, \tag{2} \]

where \(p(X_Q) = \sum_{x \in X_Q} p(x)\) and \(p(X_Q|s) = \sum_{x \in X_Q} p(x|s)\). In particular, \(i(s, X^c)\) for \(X_Q = X^c\) will be crucial in what follows, where we show both the achievability of \((\epsilon', X^c)\)-log-lift and the optimal value of \(\epsilon'\) are determined by \(i(s, X^c)\).

**Theorem 1.** There exists a valid randomization \(p(y|x), x, y \in X^c\) that attains \((\epsilon', X^c)\)-log-lift if and only if

\[ |i(s, X^c)| \leq \epsilon', \quad s \in S. \tag{3} \]

**Proof:** To prove the sufficient condition, consider the privacy-preserving mechanism \(p(y|x)\) such that for each \(y \in X^c\), all non-zero \(p(x|y)\) have the same value. That is, \(p(y|x) = R(y), \forall x \in X^c\) as in (1), where \(R(y)\) remains constant (invariant) in \(x \in X^c\), but obeys the probability constraint \(\sum_{x \in X_Q} R(y) = 1\). We call this \(p(y|x)\) an \(X\)-invariant randomization for \(x, y \in X^c\). For each \(s\), rewrite the condition (3) using (2) as

\[ e^{-\epsilon'} p(X^c_s) \leq p(X^c|s) \leq e^{\epsilon'} p(X^c). \]

For each \(s\), the following inequalities hold for all \(y \in X^c\). Multiply each side of the above by \(R(y)\) to get

\[ e^{-\epsilon'} R(y)p(X^c) \leq R(y)p(X^c|s) \leq e^{\epsilon'} R(y)p(X^c) \]

\[ e^{-\epsilon'} \sum_{x \in X^c_s} p(y|x)p(x) \leq \sum_{x \in X^c} p(y|x)p(x|s) \leq e^{\epsilon'} \sum_{x \in X^c_s} p(y|x)p(x). \]

To prove the necessary condition, for each \(s \in S, y \in X^c\), let us focus on the lower bound \(-\epsilon'\) of \(i(s, y)\), where we have

\[ e^{-\epsilon'} p(y) \leq p(y|s) \]

\[ e^{-\epsilon'} \sum_{x \in X^c} p(y|x)p(x) \leq \sum_{x \in X^c} p(y|x)p(x). \]

Summing both sides over all \(y \in X^c\) and rearranging, we get

\[ e^{-\epsilon'} \sum_{x \in X^c} p(x) \sum_{y \in X^c} p(y|x) \leq \sum_{x \in X^c} p(x) \sum_{y \in X^c} p(y|x), \]

from which we conclude \(e^{-\epsilon'} p(X^c_s) \leq p(X^c|s)\). The inequality \(p(X^c|s) \leq e^{\epsilon'} p(X^c)\) for the upper bound \(\epsilon\) on \(i(s, y)\) can be similarly proved. In Appendix X we present a proof of the necessary condition by contradiction.

For \(X_Q \subseteq X\), define

\[ \epsilon(X_Q) = \max_{s \in S} |i(s, X_Q)|, \tag{4} \]

where \(i(s, X_Q)\) was defined in (2). Using Theorem 1 we obtain the optimal/minimal abs-log-lift that is attainable in \(X^c\):

**Corollary 1.** For a given value of \(\epsilon\), the minimum value of \(\epsilon'\) such that \((\epsilon, X^c)\)-log-lift is attainable is given by

\[ \epsilon' = \epsilon(X^c) = \max_{s \in S} |i(s, X^c)|. \tag{5} \]

Moreover, the best abs-log-lift \(\epsilon^c\) is attained by any valid \(X\)-invariant probability distribution \(R(y)\) that only depends on \(y\), but remains constant for all \(x \in X^c\).

The yellow curve in Fig. 1 shows the best abs-log-lift \(\epsilon^c\) in \(X^c\) after randomization \(R(y)\), which shows its efficacy in bringing the abs-log-lift to a much lower level than the original maximum log-lift before randomization, thereby assuring data custodians that the overall abs-log-lift remains below \(\epsilon\).

**Remark 1.** As explained in the proof of Theorem 1 in (1), \(R(y)\) refers to a privacy-preserving mechanism on \(X^c\) that only depends on \(y\), but remains constant for all \(x \in X^c\). For example, the uniform distribution \(R(y) = \frac{1}{|X^c|}\) is one such candidate. It also contains as a special case, the merging solution, e.g., the method in [3], [5] when there is only one \(y^* \in X^c\) such that \(R(y^*) = 1\) for all \(x \in X^c\) and \(R(y) = 0\), otherwise. This \(R(y)\) is exactly the one used in [6]. However, the optimality of it was not shown in [6].

In Appendix B we directly prove Corollary 1 without using Theorem 1, which clearly shows that we cannot have \(\epsilon' < \epsilon^c\) by any randomization \(p(y|x)\) in \(X^c\) other than the \(X\)-invariant randomization for \(x, y \in X^c\) in (1).

In the sense of attaining the best abs-log-lift in \(X^c\), \(p(y|x)\) in (1) is the optimal solution. We will use (1) to study privacy-utility tradeoff in Section V.

**IV. Critical Values of \(\epsilon\) and \(\epsilon^c\)**

The interpretation of Corollary 1 is that the optimal bound \(\epsilon'\) on abs-log-lift only depends on the original data statistics \(p(s, x)\). That is, once the value of \(\epsilon\) is given, \(\epsilon'\), the minimal attainable \(\epsilon'\), is known. For finite alphabets \(S\) and \(X\), the set \(X^c\) is determined by \(|X|\) discrete/finite thresholds of \(\epsilon\) as follows.

Recall from (4), \(\epsilon(s) \triangleq \max_{x \in S} |i(s, x)|\), which for singleton elements \(x \in X\), is the maximum abs-log-lift across all \(s \in S\). Let \(j = 1, \ldots, |X|\) be the ordering of \(x \in X\) such that \(\epsilon(x_j)\) is (strictly) decreasing in \(j\):

\[ \epsilon(x_1) > \epsilon(x_2) > \cdots > \epsilon(x_{|X|}). \]

When the context is clear, we simplify the notation \(\epsilon(x_j)\) to \(\epsilon_j\) and refer to them as critical \(\epsilon_j\)'s. We can verify that whenever \(\epsilon \in \{\epsilon_{j+1}, \epsilon_j\}\), \(X^c_{\epsilon_j} = \{x_1, \ldots, x_j\}\) and \(X^c_{\epsilon} = X \setminus X^c_{\epsilon_j} = \{x_{j+1}, \ldots, x_{|X|}\}\). Then, \(X^c_{\epsilon_j}\) is characterized by the set chain:

\[ \emptyset = X^c_{\epsilon_0} \subseteq X^c_{\epsilon_1} \subseteq X^c_{\epsilon_2} \subseteq \cdots \subseteq X^c_{\epsilon_{|X|-1}} = X, \tag{6} \]

where \(X^c_{\epsilon_{j+1}} \setminus X^c_{\epsilon_j} = \{x_{j+1}\}\). Note that for \(\epsilon \in \{\epsilon_2, \epsilon_1\}\), \(X^c_{\epsilon} = \{x_1\}\) is singleton and therefore, it is not meaningful to design privacy preserving mechanisms for this case.
For a general bi-partition of \( X \) induced by \( X_Q \), where elements in \( X_Q \) are unchanged and elements in \( X_Q^c = X \setminus X_Q \) go through randomization, the effective abs-log-lift is

\[
\epsilon_{\text{eff}}(X_Q) = \max \{ \max_{x \in X_Q} \epsilon(x), \epsilon(X_Q^c) \}.
\]

Denote \( \epsilon_j^c = \epsilon(X_Q^c) \) and note that \( \epsilon_j^c \) can be larger than \( \epsilon_j \). Based on Corollary 1 for each \( \epsilon_j \), the effective abs-log-lift over both \( X_j \) and \( X_j^c \) is \( \epsilon_{\text{eff}} = \max \{ \epsilon_j, \epsilon_j^c \} \).

V. Privacy-Utility Tradeoffs & Relancements

We study how the choice of \( \epsilon \) as a bound on abs-log-lift affects the utility, measured by the mutual information \( I(X;Y) \). Under the optimal randomization \( p(y|x) \) in (1), \( p(y) = \sum_{x \in X} p(y|x)p(x) = R(y) \sum_{x \in X_j} p(x) = R(y)p(x_j) \) for all \( y \in X_j^c \) and the mutual information is given by

\[
I(X;Y) = \sum_{x,y} p(x,y) \log \frac{p(x,y)}{p(x)p(y)} = \sum_{x \in X} p(x) \log \frac{1}{p(x)} + \sum_{y \in X_j^c} \sum_{x \in X} p(y|x)p(x) \log \frac{p(y|x)}{p(y)} = H(X) + \sum_{x \in X_j^c} p(x) \log \frac{p(x)}{p(X_j^c)} = H(X) - p(x_j^c)H(q)
\]

where in the last equality, \( q(x) = \frac{p(x)}{p(X_j^c)} \) is the re-normalized distribution of \( X \) over \( X_j^c \) only. From (8), it is clear that the larger the probability \( p(x_j^c) \) or the more uniform the distribution \( q(x) \), the smaller the utility \( I(X;Y) \) will be attained. For a given subset \( X_Q \subseteq X \), define the normalized mutual information loss (NMLIL) as

\[
\text{NMLIL}(X_Q) = \frac{p(x_j^c)H(q)}{H(X)}.
\]

where \( H(q) = -\sum_{x \in X} p(x) \log p(x) \) and NMIIL \( \in [0,1] \). It can be verified that NMLIL is monotonic in \( X_Q \): NMLIL(\( X_Q \)) < NMLIL(\( X_Q’ \)) for \( X_Q \subset X_Q’ \). We calculate NMLIL(\( X_j^c \)) over 5000 random generations of the joint probability distribution \( p(s,x) \) with \( |X| = 20 \) and \( |S| = 15 \), from which we calculate both log-lift \( i(s, x) \) and NMLIL. Fig. 2 shows the CDF of randomly obtained NMLIL over these 5000 trials for two values \( \epsilon = 1 \) and \( \epsilon = 2 \) (here only two curves with \( \delta = 0 \) are relevant, where \( \delta \) will be defined shortly). We observe from the rightmost curve that for a relatively strict privacy watchdog \( \epsilon = 1 \), a heavy price for the utility is paid where the NMLIL is 0.7 or more almost all the time.

A. Introducing Probabilistic (\( \epsilon, \delta \))-Log-lift Privacy

As seen above, the condition of a desired bound \( \epsilon \) on abs-log-lift being 100% satisfied is quite strict and can lead to a substantial utility loss. Upon choosing \( \epsilon \in [\epsilon_{j+1}, \epsilon_j] \), both \( X_j = \{ i + 1, \cdots, |X| \} \) and \( X_j^c = \{ 1, \cdots, j \} \) are fixed. However, this universal condition does not take into account the behavior of the log-lift across \( s \in S \) nor the joint probability \( p(s,x) \). Note, \( p(s,x) \) denotes the chances for a particular log-lift \( i(s, x) \) to appear in the dataset. For example, it could very well be that for a given \( x \in X \), the abs-log-lift is very large for a particular pair \( (s^*, x) \), but with a small probability \( p(s^*, x) \) and very small for all other \( (s, x) \) with a much larger probability \( \sum_{s \in S} p(s, x) \).

In this part, we relax the condition of abs-log-lift from being 100% (or ‘universally’) satisfied to being satisfied with probability \( 1 - \delta \) for a small slack parameter \( \delta \). This relaxation is a counterpart of probabilistic (\( \epsilon, \delta \))-DP [11, 12], where \( \epsilon \)-DP is guaranteed with probability \( 1 - \delta \).

Now define

\[
\Delta(\epsilon, X_Q) = \sum_{s \in S} p(s, X_Q) \geq \epsilon.
\]

where for non-singleton \( X_Q \), \( \Delta(\epsilon, X_Q) \) measures the probability that the abs-log-lift goes above \( \epsilon \) if we randomize \( X_Q \) according to \( R(y) \) in (1). For singleton \( X_Q = \{ x \} \), where \( x \in X \), \( \Delta(\epsilon, X) \) measures the probability that the abs-log-lift is above \( \epsilon \) for an unperturbed \( x \). Define the overall probability of breaching \( \epsilon \)-log-lift across the bi-partition of \( X \) induced by \( X_Q \) as

\[
\Delta_{\text{total}}(\epsilon, X_Q) = \sum_{x \in X_Q} \Delta(\epsilon, X_Q),
\]

where the first term signifies the probability of breaching the \( \epsilon \)-log-lift if we kept the elements in \( X_Q \) unperturbed.

**Definition 1.** Fix \( \epsilon > 0 \) and \( 0 < \delta < 1 \). If a bi-partition \( (X_Q, X_Q^c) \) satisfies

\[
\Delta_{\text{total}}(\epsilon, X_Q) \leq \delta,
\]

we say it is a \( \delta \)-approximation \( \epsilon \)-log-lift partition on \( X \), or an \( (\epsilon, \delta) \)-partition for short, that achieves \( (\epsilon, \delta) \)-log-lift privacy.

Let \( \Gamma(\epsilon, \delta) \) denote the set of all \( (\epsilon, \delta) \)-partitions on \( X \). We propose the following privacy-utility optimization.

**Proposition 1.** Fix \( \epsilon > 0 \) and \( \delta > 0 \). The best mutual information utility \( I(X;Y) \) subject to \( (\epsilon, \delta) \)-log-lift privacy is the solution to the following problem:

\[
\min_{X_Q \in \Gamma(\epsilon, \delta)} \text{NMLIL}(X_Q^c).
\]

In the absence of any known structure for \( \Gamma(\epsilon, \delta) \), the optimization in Proposition 1 seems combinatorial in nature. However, it is possible to limit the search in a systematic way to a subset of \( \Gamma(\epsilon, \delta) \) to find good bi-partitions \( (X_Q, X_Q^c) \) that can strike a better balance between \( (\epsilon, \delta) \)-log-lift privacy on the one hand and utility on the other.

B. A Heuristic Algorithm and Numerical Simulations

The idea of the heuristic algorithm is as follows. For a given \( \epsilon \), we first determine the original \( X_j^c \) and \( X_j \) and then bootstrap from this bi-partition to judiciously remove some elements

3Note, if \( \sum_{s \in S} p(s, x) \) is very small, \( i(s, x) \) will be very large.

4We emphasize the distinction between approximate (\( \epsilon, \delta \))-DP, which is more prevalent in the DP literature, and probabilistic (\( \epsilon, \delta \))-DP. For a treatment of subtleties among different relaxations of DP see [11]. Our relaxation scheme is inspired by the probabilistic relaxation of DP, not approximate (\( \epsilon, \delta \))-DP.
from $\mathcal{X}_c^s$ and add them back into $\mathcal{X}_c$ without violating the overall $(\epsilon, \delta)$-log-lift privacy condition in Definition 1. Note that $\delta_0 = \Delta_{\text{total}}(\epsilon, \mathcal{X}_c^s)$ as defined in (10) is the probability that the abs-log-lift $|i(s, \mathcal{X}_c^s)|$ is greater than $\epsilon$ to begin with. Therefore, relaxation of log-lift occurs when $\delta > \delta_0$.

Other than the three basic inputs $p(s, x)$, $\epsilon$ and $\delta$, the algorithm admits one additional parameter $\bar{\epsilon}$. If we wish to have no abs-log-lift greater than a given parameter $\bar{\epsilon} > \epsilon$ all the time, we can exclude those elements from being moved back to $\mathcal{X}_c$. By setting $\bar{\epsilon} = \infty$, no upper limit is imposed on the resulting log-lift. To avoid unnecessary iterations in the algorithm, we refine $\mathcal{X}_c^s$ at initialization as follows

$$\mathcal{M} = \mathcal{X}_c^s \setminus \left\{ x \in \mathcal{X}_c^s : \delta(\epsilon, x) > \bar{\delta} \text{ or } \epsilon(x) > \bar{\epsilon} \right\},$$

(14)

which removes all $x \in \mathcal{X}_c^s$ that incur $\delta(\epsilon, x) > \bar{\delta}$, since moving them to $\mathcal{X}_c$ breaches the $\delta$ condition, and all $x \in \mathcal{X}_c^s$ that have $|i(s, x)| > \bar{\epsilon}$ for some $s \in \mathcal{S}$, since moving them to $\mathcal{X}_c$ incurs maximum abs-log-lift greater than $\bar{\epsilon}$. The algorithm then sorts elements in $\mathcal{M} = \{x_1, x_2, \ldots\}$ such that $\delta(\epsilon, x_i) \leq \delta(\epsilon, x_j)$ for $i \leq j$. It then greedily adds elements from $\mathcal{M}$ back to $\mathcal{X}_c$ in increasing order of $\delta(\epsilon, x)$, as long as $\delta$ and $\bar{\epsilon}$ conditions are not violated and the utility measured by NMIL is improved.

Fig. 2 compares the CDF of NMIL for numerical simulations of Algorithm 1 against the original non-relaxed cases. We set a global value for $\epsilon = 1$ and three different relaxations as follows. In the first setting, we set $\delta = 0.005$ and $\bar{\epsilon} = 2$. In the second setting, $\delta = 0.005$ and $\bar{\epsilon} = \infty$ ($\epsilon = 1000$ in the simulations). In the third setting, we further relax $\delta = 0.01$ with $\bar{\epsilon} = 4$. Compared to $\epsilon = 1$ and $\delta = 0$ and even with a very small relaxation $\delta = 0.005$ and $\bar{\epsilon} = 2$, we can improve the NMIL noticeably. But perhaps most interestingly, substantial gain in utility is observed when we further relax either $\bar{\epsilon}$ or $\delta$. In the yellow curve, we allow any abs-log-lift to happen: $\bar{\epsilon} = \infty$, but with maximum probability $\delta = 0.005$. Through this relaxation, we can get very close to the utility curve with $\epsilon = 2$ and strict $\delta = 0$ (purple curve) and even outperform it at high utility losses, while still ensuring $\epsilon = 1$ for 99.5% of the time. In the green curve, we allow $\bar{\epsilon} = 4$ with probability $\delta = 0.01$, through which, we can substantially improve the utility curve compared to $\epsilon = 2$ and strict $\delta = 0$, while still ensuring $\epsilon = 1$ for 99% of the time. Under this last setting, utility loss is at most 50% more than 97% of the time.

VI. CONCLUSION

In this paper, we derived a tight performance bound on the abs-log-lift in the privacy watchdog framework. We showed that this bound is achievable via simple symbol merging or uniform randomization. We introduced a relaxation parameter $\delta$ into the $\epsilon$-log-lift privacy framework, which allows abs-log-lift to go over $\epsilon$ with probability at most $1 - \delta$. We proposed a greedy algorithm to implement this idea and showed it can provide a better privacy-utility tradeoff compared to the original strict $\epsilon$-log-lift watchdog scheme. For future work, it will be interesting to incorporate the distribution $p(s, x)$ into other privacy measures to relax them into probabilistic $(\epsilon, \delta)$ measures. It will be also interesting to study the privacy watchdog scheme under full data randomization where both $s \in \mathcal{S}$ and $x \in \mathcal{X}_c$ are used in the randomization $p(y|x, s)$. One can also pursue practical applications of the $(\epsilon, \delta)$-log-lift privacy scheme where data is either longitudinal (has repeated or correlated entries) or is continuously updated and released.
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APPENDIX A
SUPPLEMENT PROOF OF THEOREM 1

We prove the necessary condition of Theorem 1 by contradiction. Assume that there exists a randomization \( p(y|x) \) that attains \((\epsilon', X_c^c)\)-log-lift for all \( y \in X_c^c \) when (3) does not hold. That is, either \( p(X_c^c|s) > e^{\epsilon'} p(X_c^c) \) or \( p(X_c^c|s) < e^{-\epsilon'} p(X_c^c) \). Assume the first case \( p(X_c^c|s) > e^{\epsilon'} p(X_c^c) \) holds for some \( s \).

Pick any \( s \in X_c^c \). Due to the \((\epsilon', X_c^c)\)-log-lift assumption

\[
\sum_{x \in X_c^c} (1 - \sum_{y \in X_c^c : y \neq y^*} p(y|x)) p(x|s) = \sum_{x \in X_c^c} p(y|x)p(x|s) = p(y|s) e^{\epsilon'} = \sum_{x \in X_c^c} p(y|x)p(x)e^{\epsilon'},
\]

which is equivalent to

\[
p(X_c^c|s) - p(X_c^c) e^{\epsilon'} \leq \sum_{y \in X_c^c : y \neq y^*} p(y|x)p(x|s) - p(x|s)e^{\epsilon'} \leq 0.
\]

This contradicts the condition \( p(X_c^c|s) > e^{\epsilon'} p(X_c^c) \). Note that this contradiction happens for each \((\epsilon', X_c^c)\)-log-lift randomization \( p(y|x) \) and also can be shown in the same way when the second case \( p(X_c^c|s) < e^{-\epsilon'} p(X_c^c) \) holds. Therefore, there must not exist a randomization \( p(y|x) \) that attains \((\epsilon', X_c^c)\)-log-lift for any \( y \in X_c^c \) when (3) does not hold.

APPENDIX B
COMPLETE PROOF OF COROLLARY 1

Let \( \bar{s} \in \arg \max p(X_c^c|s) \) and \( \bar{s} \in \arg \min p(X_c^c|s) \). We prove Corollary 1 by contradiction. Assume there exists another \( p(y|x) \) that attains a lift strictly smaller than \( e^\epsilon \). That is, both

\[
\frac{\sum_{x \in X_c^c} p(y|x)p(x|s)}{\sum_{x \in X_c^c} p(y|x)p(x)} < i(\bar{s}, X_c^c) = \frac{p(X_c^c|s)}{p(X_c^c)} \tag{15},
\]

and

\[
\frac{\sum_{x \in X_c^c} p(y|x)p(x|s)}{\sum_{x \in X_c^c} p(y|x)p(x)} > i(\bar{s}, X_c^c) = \frac{p(X_c^c|s)}{p(X_c^c)} \tag{16}
\]

hold for all \( y \in X_c^c \) and \( s \in S \). But, for any \( y \), we have

\[
\frac{\sum_{x \in X_c^c} p(y|x)p(x|s)}{\sum_{x \in X_c^c} p(y|x)p(x)} - \frac{p(X_c^c|s)}{p(X_c^c)} = \frac{p(X_c^c \cap x \in X_c^c|s)}{p(x)} - \frac{p(X_c^c|s)}{p(X_c^c)} \tag{17}
\]

\[
= \frac{\sum_{x \in X_c^c} p(y|x)p(x|s) - p(X_c^c|s) \sum_{x \in X_c^c} p(y|x)p(x)}{p(X_c^c) \sum_{x \in X_c^c} p(y|x)p(x)} \tag{17}
\]

\[
= \frac{\sum_{x \in X_c^c} (1 - \sum_{y \in X_c^c : y \neq y^*} p(y^*|x)) (p(X_c^c|s)p(x|s) - p(X_c^c|s)p(x))}{p(X_c^c) \sum_{x \in X_c^c} p(y|x)p(x)} \tag{18}
\]

\[
\frac{\sum_{x \in X_c^c} p(X_c^c|s)p(x|s) - p(X_c^c|s)p(x)}{p(X_c^c) \sum_{x \in X_c^c} p(y|x)p(x)} \tag{19}
\]

\[
= \frac{p(X_c^c|s) - p(X_c^c|s)}{\sum_{x \in X_c^c} p(y|x)p(x)} \tag{19}
\]

Here, the inequality (18) is because, for all \( y' \in X_c^c : y' \neq y \), (15) holds and therefore \( \sum_{x \in X_c^c} p(y|x)(p(X_c^c|s)p(x|s) - p(X_c^c|s)p(x)) > 0 \). For \( s = \bar{s} \), we have (19) = 0, i.e., (15) does not hold, which is a contradiction. To show the contradiction in (16), consider the numerator of (17) and replace \( s \) with \( \bar{s} \). We have

\[
\sum_{x \in X_c^c} p(y|x)(p(X_c^c|s)p(x|s) - p(X_c^c|s)p(x)) \geq \sum_{x \in X_c^c} (1 - \sum_{y \in X_c^c : y \neq y^*} p(y^*|x)) (p(X_c^c|s)p(x|s) - p(X_c^c|s)p(x)) \leq \sum_{x \in X_c^c} (p(X_c^c|s)p(x|s) - p(X_c^c|s)p(x)) = p(X_c^c|s)p(X_c^c|s) - p(X_c^c|s)p(X_c^c|s) \tag{20}
\]

which contradicts (16) for \( s = \bar{s} \). Therefore, Corollary 1 holds.

APPENDIX C
REMARKS ON THE RELATION OF \( \epsilon', \epsilon \) AND \( \delta_0 \)

For the log-lift \( i(s, X_c^c) = \log \frac{p(x|s)}{p(x)} \), apply the log-sum inequality to get

\[
\sum_{x \in X_c^c} p(x|s) \log \frac{p(x|s)}{p(x|s)} = \sum_{x \in X_c^c} p(x|s) \log \frac{p(x|s)}{p(x)} \tag{21}
\]

Note that in (21), the upper and lower bounds on \( i(s, X_c^c) \) are both in the form of convex combination of the log-lift \( i(s, x) \) for instances of \( s \) and \( x \) in \( X_c^c \). We know that for each \( x \in X_c^c \), \( \hat{S}(x) = \{ s : i(s, x) > \epsilon \} \neq \emptyset \). Here, \( \hat{S}(x) \) varies with \( x \). In the LHS and RHS of (21), consider any \( x \in X_c^c \). If for all \( x' \in X_c^c \) such that \( x' \neq x \), we have \( \hat{S}(x) \cap \hat{S}(x') = \emptyset \), it is possible to have \( \sum_{x \in X_c^c} p(x|s) i(s, x) > -\epsilon \) and \( \sum_{x \in X_c^c} p(x|s) i(s, x) < -\epsilon \) so that

\[
\epsilon' = \max_{s \in S} i(s, X_c^c) < \epsilon. \tag{22}
\]

Intuitively, this happens when the elements of \( s \) are such that a large abs-loglift for one \( s \) is compensated by a small abs-loglift of another \( s' \). If (22) holds, then

\[
\delta_0 = \Delta_{\text{local}}(\epsilon', X_c^c) = \sum_{s \in S : \hat{S}(x) \neq \emptyset} \frac{p(s, x)}{\sum_{s \in S : \hat{S}(x) \neq \emptyset} p(s, x)} \tag{23}
\]

When \( \delta_0 = 0 \), all \( \delta > \delta_0 = 0 \) are valid relaxation choices, as was the case in the experiments in Section V-B.

6There might be other cases in which (22) holds. For example, if there are only two \( x, x' \in X_c^c \) such that \( s \in \hat{S}(x) \cap \hat{S}(x') \), but \( i(s, x) > \epsilon \) and \( i(s, x') < -\epsilon \).