Multiple Strategies Based Salp Swarm Algorithm for Optimal Operation of Multiple Hydropower Reservoirs
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Abstract: Reasonable optimal operation policy for complex multiple reservoir systems is very important for the safe and efficient utilization of water resources. The operation policy of multiple hydropower reservoirs should be optimized to maximize total hydropower generation, while ensuring flood control safety by effective and efficient storage and release policy of multiple reservoirs. To achieve this goal, a new meta-heuristic algorithm, salp swarm algorithm (SSA), is used to optimize the joint operation of multiple hydropower reservoirs for the first time. SSA is a competitive bio-inspired optimizer, which has received substantial attention from researchers in a wide variety of applications in finance, engineering, and science because of its little controlling parameters and adaptive exploratory behavior. However, it still faces few drawbacks such as lack of exploitation and local optima stagnation, leading to a slow convergence rate. In order to tackle these problems, multiple strategies combining sine cosine operator, opposition-based learning mechanism, and elitism strategy are applied to the original SSA. The sine cosine operator is applied to balance the exploration and exploitation over the course of iteration; the opposition-based learning mechanism is used to enhance the diversity of the swarm; and the elitism strategy is adopted to find global optima. Then, the improved SSA (ISSA) is compared with six well-known meta-heuristic algorithms on 23 classical benchmark functions. The results obtained demonstrate that ISSA outperforms most of the well-known algorithms. Then, ISSA is applied to optimal operation of multiple hydropower reservoirs in the real world. A multiple reservoir system, namely Xiluodu Reservoir and Xiangjiaba Reservoir, in the upper Yangtze River of China are selected as a case study. The results obtained show that the ISSA is able to solve a real-world optimization problem with complex constraints. In addition, for the typical flood with a 100 return period in 1954, the maximum hydropower generation of multiple hydropower reservoirs is about 6671 GWh in the case of completing the flood control task, increasing by 1.18% and 1.77% than SSA and Particle Swarm Optimization (PSO), respectively. Thus, ISSA can be used as an alternative effective and efficient tool for the complex optimization of multiple hydropower reservoirs. The water resources in the river basin can be further utilized by the proposed method to cope with the increasingly serious climate change.
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1. Introduction

With construction of new large-scale water storage projects in China and other countries all over the world, attention gradually focuses on improving the operational effectiveness and efficiency of existing reservoir systems for maximizing the beneficial uses of these projects [1,2]. Over the past few decades, a large number of hydraulic projects have been built and put into operation, which substantially promote the development and utilization of water resources [3,4]. Optimizing the utilization of reservoirs has become an indispensable part of water resources planning [5,6]. At the same time, electricity demand...
is substantially improved because of the increasing standards of living, industrialization, and growing populations [7,8]. This increased demand has brought more concerns about the sustainable supply and development of water resources and the maximum of economic benefits of hydropower reservoirs because the hydropower is one of the most important clean energies [9,10]. However, it is well known that most of the reservoirs serve multiple purposes for hydropower generation, flood control, and other functions of water consumption [11,12]. From the perspective of flood control, floods are devastating natural disasters globally, which are growing more intense and frequent around the world because of the changing climate and anthropogenic activities [13]. According to preliminary statistics, devastating flood incidents have caused a huge number of deaths and enormous property loss across the world, bringing great challenges to human life and production [14]. In other words, reservoirs with flood control functions must ensure the safety of downstream protected regions and reservoirs themselves during a flood event [15]. As a result, the formulation of operation policy balancing hydropower generation and flood control for multiple reservoir systems is particularly important and necessary [16–18].

Optimal operation of a multiple reservoir system is a complex decision-making process with multiple objectives and a number of nonlinear constraints including equality, inequality, and bound constraints [19,20]. At present, some scholars at home and abroad have carried out a number of studies on the optimal operation of multi-purpose reservoirs, including flood control, hydropower generation, water supply, navigation, ecology, and so on. In general, most of the multi-purpose reservoirs serve hydropower generation and flood control as key purposes [21,22]. The methods have been used to handle multiple objectives include weighing approach, the constraint method, and meta-heuristic optimization techniques [19]. The last one is the most popular approach because of its simplicity, flexibility, derivation-free mechanism, and local optima avoidance [23]. Zhou et al. applied a non-dominated sorting genetic algorithm (NSGA-II) to efficiently counterbalance the risks of flood control and hydropower generation in the dynamic operation of multiple hydropower reservoirs [24]. Rahimi et al. employed an imperialist competitive algorithm (ICA) to optimize multi-reservoir utilization operation for overcoming the conflict between the flood control and the revenue generated from hydropower energy [25]. However, the multi-objective optimization for flood control and hydropower generation may decrease the social and economic benefit of multiple reservoir systems because of the decision-making difficulties caused by the Pareto optimal solution sets.

Rational and judicious operation of multiple hydropower reservoirs is vital and critical during the flood season [26–28]. The optimal allocation of flood control capacity upstream determines the flood control safety downstream to a certain extent. An optimal operation policy simultaneously considering hydropower generation and flood control to achieve the optimal allocation of flood control capacity for a decision maker is urgently needed. The best solution is to maximize the hydropower generation and also meet the requirements of storage and release water for any particular flood event. For example, upstream reservoirs usually need to intercept a certain amount of flood volume to cooperate with a downstream reservoir to complete flood control tasks. In this case, how to maximize the benefits of hydropower generation for multiple hydropower reservoirs is a very challenging problem. To solve this challenging problem, the key variable to control the operation scheme of multiple hydropower reservoirs is the available flood storage capacity. Therefore, a new storage and release policy integrating the interception demand of certain flood volume in flood season into optimal operation of multiple hydropower reservoirs is proposed to maximize the hydropower generation considering flood control requirement simultaneously; then, a new bio-inspired optimizer (Salp Swarm algorithm, SSA for short) enhanced by multiple strategies is applied to solve the optimization problem of a multiple reservoir system.

In recent years, meta-heuristic algorithms have been widely used to tackle optimization problems in different fields such as science, engineering, and industry [29]. Assuming an optimization problem as a black box only needs an input and then gives an output without derivative calculation of the search space. Evolutionary and swarm intelligence
techniques are the two important branches of meta-heuristic algorithms [30,31]. The state-of-the-art in the field of meta-heuristic algorithms are Particle Swarm Optimization (PSO) [32], Grey Wolf Optimizer (GWO) [23], Whale Optimization Algorithm (WOA) [33], Artificial Bee Colony (ABC) algorithm [34], Sine Cosine Algorithm (SCA) [35], SSA [36], and so on. Among them, SSA is a highly competitive algorithm based on the information sharing and exchange technique of salp swarm in the ocean as search agents and is found to be highly effective because of its little controlling parameters and adaptive exploratory behavior. However, for all we know, few literature works have applied SSA to tackle the optimal operation problem of multiple hydropower reservoirs so far. To refill this research gap, SSA is introduced in this paper for reservoir optimal operation for the first time. However, it is noteworthy that no single intelligence algorithms are able to solve all optimization problems [23]. This means that the success of an algorithm in solving a specific set of problems does not guarantee solving all optimization problems with different type and nature. In other words, all of the optimization techniques perform equally on average when considering all optimization problems despite the superior performance on a subset of optimization problems [37]. Thus, the original SSA was found to suffer from few drawbacks such as slow convergence rate and stagnation in local optima during the application process. To overcome the drawbacks faced by the original SSA for optimal operation of multiple reservoir system, an improved SSA (ISSA) algorithm is proposed by integrating the sine cosine operator (SCO) [35], opposition-based learning (OBL) mechanism [38], and elitism strategy into the original SSA. To the best of our knowledge, these strategies are first adopted to promote the efficiency of the original SSA by equipping it with multiple strategies. The SCO is applied to find trade-offs between exploration and exploitation; the OBL is used to enrich the diversity of salp swarm over the course of iterations; the elitism strategy is adopted to select the global solution, and a modified updating mechanism of a search agent is proposed. Then, the ISSA is applied to the optimal operation of multiple hydropower reservoirs to increase the hydropower generation under the condition of guaranteeing the flood control demand of the river basin.

The rest of the paper is organized below: the optimal operation model of multiple hydropower reservoirs is established in Section 2. The overview of the original SSA and multiple strategies is given in Section 3. In Section 4, a new improved version of SSA is proposed using multiple strategies including SCO, OBL, and elitism selection strategy. Performance of the ISSA algorithm in benchmark functions is verified in Section 5. Application of ISSA for optimal operation of multiple reservoir system is described in detail in Section 6. Conclusions and the future directions are drawn in Section 7.

2. Optimal Operation Model of the Multiple Reservoir System

2.1. Objectives

In this study, the objective of the multiple reservoir system is maximization of total hydropower generation, which can be expressed below:

\[
\begin{align*}
E &= \max \sum_{i=1}^{N} \sum_{t=1}^{T} P_{i,t} \Delta t \\
P_{i,t} &= k_i H_{i,t} Q_{i,t}
\end{align*}
\]

where \( E \) is the total hydropower generation produced during operation periods; \( P_{i,t} \), \( k_i \), \( H_{i,t} \), and \( Q_{i,t} \) are the power output, power production coefficient, water head, and turbine discharge of reservoir \( i \) at period \( t \), respectively; \( \Delta t \) is the operation interval.

2.2. Constraints

The optimal operation of multiple reservoir system is a complex constrained optimization problem [39]. The multiple constraints are expressed below:

(1) Water balance equations
\[
\begin{aligned}
V_{i,t+1} &= V_{i,t} + (I_{i,t} - Q_{i,t}^{\text{total}}) \\
I_{i,t} &= q_{i,t} + \sum_{j=1}^{N_i} O_{j,t} \\
O_{i,t} &= Q_{i,t}^{e} + Q_{i,t}^{d}
\end{aligned}
\]

where \( V_{i,t}, I_{i,t}, Q_{i,t}^{\text{total}}, q_{i,t}, \) and \( O_{i,t} \) are the storage volume, total inflow, total outflow, local inflow, and water spillage of reservoir \( i \) at period \( t \), respectively; \( N_i \) is the number of upstream reservoirs directly connected to the reservoir \( i \).

(2) Water head equations

\[
H_{i,t} = \frac{1}{2} (Z_{i,t} + Z_{i,t-1}) - Z_{i,t}^{d}
\]

where \( Z_{i,t} \) and \( Z_{i,t}^{d} \) are the forebay water level and downstream water level of reservoir \( i \) at period \( t \), respectively.

(3) Forebay water level limits

\[
Z_{i,t}^{\text{min}} \leq Z_{i,t} \leq Z_{i,t}^{\text{max}}
\]

where \( Z_{i,t}^{\text{min}} \) and \( Z_{i,t}^{\text{max}} \) are the minimum and maximum forebay water levels of reservoir \( i \) at period \( t \), respectively.

(4) Forebay water level fluctuation limits

\[
|Z_{i,t} - Z_{i,t-1}| \leq \Delta Z_{i,t}^{\text{max}}
\]

where \( \Delta Z_{i,t}^{\text{max}} \) is the acceptable maximum fluctuation of forebay water level of reservoir \( i \).

(5) Turbine discharge limits

\[
Q_{i,t}^{\text{min}} \leq Q_{i,t} \leq \min(Q_{i,t}^{\text{max}}, Q_{i,t}^{e})
\]

where \( Q_{i,t}^{\text{min}}, Q_{i,t}^{\text{max}}, \) and \( Q_{i,t}^{e} \) are the minimum and maximum turbine discharges as well as expected discharge capacity of reservoir \( i \) at period \( t \), respectively.

(6) Total discharge limits

\[
Q_{i,t}^{\text{total, min}} \leq Q_{i,t}^{\text{total}} \leq Q_{i,t}^{\text{total, max}}
\]

where \( Q_{i,t}^{\text{total, min}} \) and \( Q_{i,t}^{\text{total, max}} \) are the minimum and maximum total discharges of reservoir \( i \) at period \( t \), respectively.

(7) Power output limits

\[
p_{i,t}^{\text{min}} \leq P_{i,t} \leq \min(p_{i,t}^{\text{max}}, p_{i,t}^{e})
\]

where \( p_{i,t}^{\text{min}}, p_{i,t}^{\text{max}}, \) and \( p_{i,t}^{e} \) are the minimum and maximum power outputs as well as expected power outputs of reservoir \( i \) at period \( t \), respectively.

(8) Total power output limits

\[
\left\{ \begin{array}{l}
E = \max \left( \sum_{i=1}^{N} \sum_{t=1}^{T} P_{i,t} \Delta t \right) \\
E = k_i H_{i,t} Q_{i,t}
\end{array} \right.
\]

where \( E^{\text{total, min}}, \) and \( E^{\text{total, max}} \) are the minimum and maximum total power outputs of CHRs at period \( t \).

(9) Initial and target forebay water level limits

\[
\begin{aligned}
Z_{i,0} &= Z_{i,\text{initial}} \\
Z_{i,T} &= Z_{i,\text{target}}
\end{aligned}
\]

where \( Z_{i,\text{initial}} \) and \( Z_{i,\text{target}} \) are the preset initial and target forebay water levels of reservoir \( i \) at period zero and \( T \), respectively.

(10) Nonlinear characteristic curves limits
\begin{equation}
\begin{aligned}
V_{i,t} &= f_{i,1}(Z_{i,t}) \\
Q_{i,t}^c &= f_{i,2}(Z_{i,t-1}) \\
Z_{i,t}^d &= f_{i,3}(Q_{i,t}^{total}) \\
P_{i,t} &= f_{i,4}(H_{i,t}, Q_{i,t}) \\
Z_{targ_{i}} &= f_{i,1}^{-1}(V_{s,i} + V_{i,0})
\end{aligned}
\end{equation}

where \( f_{i,1}(\cdot), f_{i,2}(\cdot), f_{i,3}(\cdot), \) and \( f_{i,4}(\cdot) \) are the nonlinear stage–storage curve, stage–discharge capacity curve, stage–downstream water level curve, and stage–discharge-head–output curve of reservoir \( i \), respectively; \( V_{s,i} \) is the required storage capacity of reservoir \( i \) during operation periods; \( V_{i,0} \) is the storage volume of reservoir \( i \) at period zero.

(11) Storage and release water limits

\( V_{s} = \sum_{i=1}^{N} V_{s,i} \)

where \( V_{s} \) is the total required storage capacity of multiple reservoir system.

### 2.3. Constraints Handling Method

A constraint handling method is equipped with ISSA to cope with complex constraints for multiple reservoir systems. The constraints mentioned above can be divided into three types. One is water level limits, the second is discharge limits, and another is output limits. Three limits correspond to water level sets \( S_1, S_2, \) and \( S_3 \), respectively. A death penalty function is used to penalize the search agents with a very large objective value in case of violation of any constraints at any level. The constraints handling method is expressed below:

1. Transform discharge and output limits into water level limits \( S'_1 \) and \( S''_1 \);
2. Take the intersection \( S \) of \( S_1, S'_1, \) and \( S''_1 \) obtained;
3. It is noteworthy that the priority of water level limit is higher than discharge limit and output limit. Thus, the water level limit is given priority when the intersection \( S \) is null.
4. Calculate total violation of each search agent, which can be expressed below:

\[ Vlt = \sum_{i=1}^{T} (Vlt_{Q,i} + Vlt_{P,i}) \]

where \( Vlt_{Q,i} \) and \( Vlt_{P,i} \) are the violation of discharge and output of each search agent at period \( t \), respectively.

It is noteworthy that the upstream water levels of reservoir are selected as decision variables in the present study.

### 3. Background of SSA and Multiple Strategies

#### 3.1. Original Salp Swarm Algorithm

SSA is proposed to simulate the social behavior such as navigation and foraging of salp swarms, which has been proved as an alternative tool for optimization problems in different fields [36]. Salp is a barrel-shaped, planktic tunicate, which moves by contracting to pump water through its gelatinous body. The movement of salp is one of the most efficient examples of jet propulsion in the animal kingdom [40]. The life cycle of salps is complex with obligatory alternation of generations, including solitary life history phase and aggregation phase.

The SSA algorithm is mainly developed to model the swarming and foraging behavior of salp chains formed during the aggregate phase. Figure 1 shows the natural behavior of salp swarm, indicating that most of the salps follow the first salp in the chain in a certain order. Inspired by this aggregation behavior, the swarm in the salp chain can be divided into two types including leader and followers. The salp chain is arranged in order under the leader, but the order of the single salp varies over living and feeding together in the sea. For the sake of easy understanding, the global optimal solution is regarded as the food
source chased by salp chain. Thus, the position of the leader is updated with respect to the food source; then, the positions of the followers are updated according to the leader. It is noteworthy that the position of the food source is set to that of the leader as the global optimal solution in current iteration because of the unknown of the global optimum of the optimization problems.

Figure 1. The natural behavior of salp swam in the deep ocean.

(1) Updating of the leaders
Mathematical expression of the position updating strategy of the leader is given below:

\[
L_j^t = \begin{cases} 
F_j + r_1(\text{lb}_j + r_2(\text{ub}_j - \text{lb}_j)) & r_3 \geq 0.5 \\
F_j - r_1(\text{lb}_j + r_2(\text{ub}_j - \text{lb}_j)) & r_3 < 0.5 
\end{cases} 
\]  

(14)

where \(L_j^t\) denotes the updating position of the leader in the dimension \(j\) in current iteration, wherein \(j = 1, 2, \ldots, d\) and \(d\) is the number of decision variables; \(F_j\) denotes the position of the food source in the dimension \(j\) of the previous generation, note that the position of the food source in the initial iteration is that of the individual salp with the best fitness value; \(\text{ub}_j\) and \(\text{lb}_j\) are the upper bound and lower bound of each salp in the dimension \(j\), respectively. \(r_1, r_2, \) and \(r_3\) are the random numbers uniformly distributed in the interval [0, 1]. The functions of the three random numbers are different. The former is developed to find a balance between exploration and exploitation, whereas the latter two are used to control the salp walking in the positive direction or negative direction. Note that \(r_1\) decreases non-linearly over the course of iterations, which can be expressed below:

\[r_1 = 2e^{-(4t/T)^2}\]

(15)

where \(t\) denotes the current iteration; \(T\) denotes the maximum number of iterations.

(2) Updating of the followers
The inspiration of position updating of the followers comes from Newton’s law of motion, which can be expressed below:

\[S_j^t = \frac{1}{2}at^2 + \bar{w}_0t\]

(16)
where $i = 1, 2, \ldots, N$, but $i \geq 2$ here and $N$ is the population size; $S^j_i$ denotes the updating position of the follower $i$ in the dimension $j$ in current iteration; $a$ and $w_0$ denote the acceleration and the velocity of the salp chain, respectively. It is noteworthy that the initial speed $w_0$ is assumed to 0 and the discrepancy of time represented by iteration is set to 1. Thus, Equation (3) can be also expressed below:

$$S^j_i = \frac{1}{2}(S^j_i + S^{j-1}_i)$$

(17)

The pseudo-code of the SSA can be found in the original paper [35].

3.2. Sine Cosine Operator

The sine cosine operator refers to the position updating strategy using sine and cosine functions in the SCA algorithm [35]. The sine and cosine operators are able to promote a search agent to update its position around another search agent. In other words, the SCA algorithm can control its ability of exploration and exploitation in the search space by adaptive adjustment of the range in the sine and cosine functions. The position updating equations using sine and cosine functions developed in the SCA algorithm can be expressed below:

$$X^t_j = X^{t-1}_j + c_1 \sin(c_2) \times |c_3 F^t_j - X^{t-1}_j|, \quad c_4 \geq 0.5$$

$$X^t_j = X^{t-1}_j + c_1 \cos(c_2) \times |c_3 F^t_j - X^{t-1}_j|, \quad c_4 < 0.5$$

(18)

where $X^t_j$ denotes the updating position of one search agent in dimension $j$ at iteration $t$; $c_1$, $c_2$, $c_3$ and $c_4$ denotes random numbers; $F^t_j$ denotes the position of the best solution obtained so far in dimension $j$ at iteration $t$. Note that $|\cdot|$ denotes the absolute value between the current search agent $X^t_j$ and its reference one $X^{t-1}_j$.

It is noteworthy that the random numbers $c_1$, $c_2$, $c_3$, and $c_4$ are applied to achieve different random functions. Among them, $c_1$ is the most important parameter controlling the movement direction of one search agent to diverge from its reference or converge towards its reference to balance the exploration and exploitation of search agents, whereas $c_2$ determines the step size of the movement towards or outwards the reference search agent; $c_3$ is used to quantify the effect of the reference search agent on the distance between one search agent and its reference one; and $c_4$ is applied to decide whether to use a sine function or a cosine function to perform position updating. Different from other parameters, $c_1$ is updated over the course of iterations to balance exploration and exploitation, which can be expressed below:

$$c_1 = a - t \frac{a}{T}$$

(19)

where $a$ is a constant.

3.3. Opposition-Based Learning

Opposition-based learning is a learning mechanism proposed by Tizhoosh [41]. The core idea of OBL is to help search agents enrich their search directions to generate neighboring solutions, thus approaching the global optimal solution faster. More concretely, OBL redirects each search agent in the opposite direction, which indirectly enriches the diversity of the population during optimization. From this point of view, OBL can promote the convergence rate of the algorithm by creating a new candidate search agent with the opposite direction of the current search agent to increase the selection pressure over the course of iterations. As a result, the convergence ability of the algorithm is improved, whereas the time consumption is decreased overall [41].

In summary, the OBL mechanism consists of two steps when applied in meta-heuristic algorithms. Firstly, the new search agent with the opposite position corresponding to the current search agent is generated, which can be expressed by Equation (20). Secondly,
the fitness values of the new search agent and its corresponding one are evaluated and compared; then, the one with higher fitness value is selected to the next generation. The second step can be expressed by Equation (21):

\[
\tilde{X}^t = lb + ub - X^t
\]  

\[
X^{t+1} = \begin{cases} 
X^t, & F^t \geq F^{t+1} \\
\tilde{X}^t, & F^t < F^{t+1}
\end{cases}
\]  

where \(lb\) and \(ub\) are the lower and upper bounds of the search agent in current iteration \(t\); \(X^t, \tilde{X}^t,\) and \(X^{t+1}\) denote the search agent in the current search agent, the corresponding opposite search agent and the search agent selected to the next generation, respectively; \(F^t\) and \(F^{t+1}\) are the fitness values of \(X^t, \tilde{X}^t,\) respectively. Note that \(F^t \geq F^{t+1}\) denotes that the performance of \(X^t\) is better than or equal to that of \(\tilde{X}^t\) and vice versa.

3.4. Elitism Strategy

Population is one of the important concepts in meta-heuristic algorithms. Population-based algorithms generate more than one search agent using a variety of stochastic generation mechanisms and improve them to expand the search space or enhance the local search ability over the course of iterations. A large number of studies have proved that a small population is prone to result in slow convergence rate and stagnation in local optima, whereas a large population can increase the probability of capturing the global optimal solution but suffer from huge computational costs and memory requirement [42]. To tackle this problem, population size that guarantees an optimal solution quickly enough has been a topic of intense research in past decades [43,44]. The compact GA (cGA) was proposed by Harik et al. [45] to generate offspring population by an estimation of distribution method instead of original recombination and mutation operators. It can provide a higher quality global optimal solution when solving simple optimization problems, while lacking the ability to solve the difficult optimization problems without exerting a higher selection pressure.

Elitism strategy effectively solves the above-mentioned problems. The best solution obtained so far is set as an elite solution and the worst solution in current iteration is replaced by an elite one to the next generation, preventing the loss of information of low salience. In other words, elitism strategy enhances the ability to find the best solution by increasing the selection pressure instead of increasing memory. As a result, elitism strategy has an effect on enriching the diversity of each population during optimization, leading to the improvement of the convergence rate and accuracy.

4. Proposed ISSA Algorithm

4.1. Proposed ISSA

As mentioned in the Introduction, SSA is simple yet effective to solve complex optimization problems, making it have extensive applications in various fields. Despite the merits of SSA, it can not solve all the optimization problems based on the No Free Lunch (NFL) theorem. In other words, SSA also faces some demerits. It has been found that SSA suffers from a slow convergence rate because of unbalanced exploration and exploitation and stagnation in local optima caused by poor exploration. To cope with such problems, multiple strategies are integrated to the original SSA to promote its convergence rate and the ability of balancing exploration and exploitation in this paper.

Needless to say, ISSA also consists of four steps similar to other population based meta-heuristic algorithms. Firstly, few algorithm parameters such as population size \(N\), maximum number of iterations \(T\), and number of decision variables \(d\) are defined and a random population (refer to salp swarm here) of solutions is generated in the initial stage. Secondly, the fitness value of each search agent (refer to a single salp here) is evaluated for leader selection in the evaluating stage. Thirdly, follower search agents are randomly updated by SCO and OBL. When a random number \(r\) is bigger than or equal to 0.5, the
search agent is updated by SCO and vice versa. Then, one-to-one competition between the candidate search agent produced by SCO or OBL and the original search agent in the current iteration is conducted to obtain the better one. In addition, elitism strategy is applied to save the best search agent as elite in the current iteration in the updating stage. Fourthly, stopping condition is evaluated and the best search agent is obtained finally in the terminal stage. It is noteworthy that the third step is the core of the proposed ISSA, wherein population diversity is enriched to balance exploration and exploitation. For the sake of clarity, more detailed expression of ISSA is presented in Figure 2.

Figure 2. Framework of the ISSA algorithm.

4.2. Computational Complexity

The goal of complexity analysis is to carry out quantitative analysis of time and space resources required by an algorithm during optimization. In this paper, the computational complexity with respect to ISSA can be determined by multiple strategies (SCO, OBL, and elitism) except original SSA itself, which can be expressed below:

\[
O(ISSA) = N_t O(SSA) + (N - N_t) (O(SCO) + O(OBL)) + O(ES)
\]

\[
O(SSA) = O(T(N \times d + N \times E + N \log N))
\]

\[
O(SCO) = O(T(N \times d + N \times E))
\]

\[
O(ES) = O(T)
\]
where $O(\cdot)$ denotes Big O notation of computational complexity; $N_a$ denotes the number of search agents handled by the SSA algorithm.

5. Experimental Evaluation and Discussion

5.1. Benchmark Functions

In this subsection, 23 classical benchmark functions with different characteristics widely used for meta-heuristics algorithms testing are adopted to testify the performance of ISSA. Such benchmark functions are widely applied to qualitative and quantitative analysis for meta-heuristic algorithms in a large number of studies in recent years [46–48], which can be divided into three types: unimodal (F1–F7), multimodal (F8–F13), and fixed-dimension multimodal (F14–F23). Note that all these benchmark functions are minimization problems.

The detailed descriptions of these benchmark functions are presented in Tables 1–3. The detailed information of the symbols in Tables 1–3 can be found in Mirjalili et al. [23]. In addition, their landscapes are illustrated in Figure 3. Figure 3 shows that unimodal benchmark functions only have one global optimal solution without any local minima. Thus, they can be used to test the performance of meta-heuristic algorithms on convergence rate. Additionally, Figure 3 shows that there are multiple local optimal solutions for multimodal benchmark functions, increasing the difficulty of searching the global optimal solution. Such benchmark functions are closer to the complex issues in real-world optimization. Therefore, they can be applied to benchmark the ability of meta-heuristic algorithms in terms of local optima avoidance and global search ability.

| Function | Dim | Range          | $f_{\text{min}}$ |
|----------|-----|----------------|------------------|
| $f_1(x) = \sum_{i=1}^{n} x_i^2$ | 30  | $[-100, 100]$  | 0                |
| $f_2(x) = \sum_{i=1}^{n} x_i^2 + \prod_{i=1}^{n} |x_i|$ | 30  | $[-100, 100]$  | 0                |
| $f_3(x) = \sum_{i=1}^{n} \left( \sum_{j=1}^{i-1} x_j \right)^2$ | 30  | $[-100, 100]$  | 0                |
| $f_4(x) = \max_i \{ |x_i|, 1 \leq i \leq n \}$ | 30  | $[-100, 100]$  | 0                |
| $f_5(x) = \sum_{i=1}^{n-1} \left[ 100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2 \right]$ | 30  | $[-30, 30]$     | 0                |
| $f_6(x) = \sum_{i=1}^{n} (|x_i + 0.5|)^2$ | 30  | $[-100, 100]$  | 0                |
| $f_7(x) = \sum_{i=1}^{n} (x_i^4 + \text{random}(0, 1)$ | 30  | $[-1.28, 1.28] | 0                |

**Table 1.** Unimodal benchmark functions.
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Figure 3. Cont.
Table 2. Multimodal benchmark functions.

| Function | Dim | Range       | $f_{\text{min}}$ |
|----------|-----|-------------|-----------------|
| $f_6(x) = \frac{1}{n} \sum_{i=1}^{n} x_i \sin(\sqrt{|x_i|})$ | 30  | $[-500, 500]$ | $-418.9829 \times 5$ |
| $f_9(x) = \frac{1}{n} \sum_{i=1}^{n} x_i - 10 \cos(2\pi x_i) + 10$ | 30  | $[-5.12, 5.12]$ | 0 |
| $f_{10}(x) = -20 \exp\left(-0.2, \frac{1}{8} \sum_{i=1}^{n} x_i^2\right) - \exp\left(\frac{1}{\pi} \sum_{i=1}^{n} \cos(2\pi x_i)\right) + 20 + \epsilon$ | 30  | $[-32, 32]$ | 0 |
| $f_{11}(x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_i ^2 - \prod_{i=1}^{n} \cos \left(\frac{x_i}{\sqrt{2}}\right) + 1$ | 30  | $[-600, 600]$ | 0 |
| $f_{12}(x) = \frac{3}{2} \sin^2(\pi y_1) + \sum_{i=1}^{n-1} \left(y_i - 1\right)^2 \left[1 + 10 \sin^2(\pi y_{i+1})\right] + (y_n - 1)^2 \sum_{i=1}^{n-1} h(x, 10, 100, 4)$ | 30  | $[-50, 50]$ | 0 |
| $u(x, a, k, m) = \begin{cases} \frac{k(x_i - a)^m}{x_i > a} & \frac{k(x_i - a)^m}{x_i < a} & 0 & \frac{k(x_i - a)^m}{a < x_i < a} \end{cases}$ | 30  | $[-50, 50]$ | 0 |

Table 3. Fixed-dimension multimodal benchmark functions.

| Function | Dim | Range | $f_{\text{min}}$ |
|----------|-----|-------|-----------------|
| $f_{14}(x) = \left[\frac{1}{\sum_{i=1}^{n} c_i} \sum_{i=1}^{n-1} a_i \left(\frac{2x_i + b_i}{2x_i + b_i + 3x_i} - 1\right) \right]^{-1}$ | 2   | $[-65, 65]$ | 1 |
| $f_{15}(x) = \sum_{i=1}^{n} a_i \left(\frac{x_i - a_i}{x_i - a_i} + 1\right)$ | 4   | $[-5, 5]$ | 0.00030 |
| $f_{16}(x) = 4x_1^2 - 2.1x_1^4 + \frac{1}{3}x_1^6 + x_1x_2 - 4x_2^2 + 4x_2^4$ | 2   | $[-5, 5]$ | $-1.0316$ |
| $f_{17}(x) = \left(x_2 - \frac{x_2^3}{3x_2 + 1}\right) \cos x_1 + 10 (1 - \frac{x_1^2}{x_1^2}) \cos x_1 + 10$ | 2   | $[-5, 5]$ | 0.398 |
| $f_{18}(x) = \left[1 + \left(x_1 + x_1 + x_1\right) \left(x_1 - 3x_1^2\right) \left(x_1 - 2x_1^3\right) \left(x_1 - 1x_1^4\right) \left(x_1 - 6x_1^5\right) \left(x_1 - 10\right) \left(1 - \frac{x_1^2}{x_1^2}\right) \cos x_1 + 10 \left(x_1 - 3x_1^2\right) \cos x_1 + 10 \right] \times 2$ | 2   | $[-2, 2]$ | 3 |
| $f_{19}(x) = \sum_{i=1}^{n} c_i \exp\left(-\sum_{i=1}^{n-1} a_i \left|x_i - p_i\right|^2\right)$ | 3   | $[1, 3]$ | $-3.86$ |
| $f_{20}(x) = \sum_{i=1}^{n} c_i \exp\left(-\sum_{i=1}^{n-1} a_i \left|x_i - p_i\right|^2\right)$ | 6   | $[0, 1]$ | $-3.32$ |
| $f_{21}(x) = -\sum_{i=1}^{n} \left[x_i - a_i\right] \left[x_i - a_i\right]^T + c_i$ | 4   | $[0, 10]$ | $-10.1532$ |
| $f_{22}(x) = -\sum_{i=1}^{n} \left[x_i - a_i\right] \left[x_i - a_i\right]^T + c_i$ | 4   | $[0, 10]$ | $-10.4028$ |
| $f_{23}(x) = -\sum_{i=1}^{n} \left[x_i - a_i\right] \left[x_i - a_i\right]^T + c_i$ | 4   | $[0, 10]$ | $-10.5363$ |
5.2. Performance Comparison

In this subsection, the proposed ISSA is compared to the widely used meta-heuristic algorithm including PSO [32], GWO [23], WOA [33], SCA [35], MVO [49], and the original SSA. Average (Ave) and standard deviation (Std) are adopted as performance metrics to quantify the performance differences among such meta-heuristic algorithms, wherein Ave and Std are applied to verify how well and robust ISSA is while tackling optimization problems, respectively. Additionally, the boxplot method is employed to further verify the superiority of the proposed ISSA. For the sake of fair comparison, the number of search agents and maximum iteration are set to 50 and 1000, respectively. It is noteworthy that the parameter settings of other algorithms can refer to the source code in their corresponding original literature to maximize the performances. Each algorithm mentioned above run 30 times independently on benchmark functions. Then, the results including Ave and Std are obtained.

The statistic results in terms of Ave and Std of the best fitness values on each benchmark function were calculated by all algorithms mentioned above, as shown in Tables 4–6. Tables 4–6 show the statistic results on unimodal, multimodal, and fixed-dimension multimodal benchmark functions, respectively. F1–F7 are unimodal benchmark functions for benchmarking exploitation ability of meta-heuristic algorithms, whereas F8–F23 are multimodal ones for testing exploration ability of meta-heuristic algorithms. According to Table 4, ISSA performs better than all others in most of the benchmark functions including F1–F5 and F7. These results indicate that ISSA performs better in exploitation ability. In addition, Tables 5 and 6 show that ISSA achieves the best candidate solutions for F8–F15 compared to all others, indicating that ISSA has good performance in terms of exploration ability. Figure 4 shows mean rank and final rank based on the statistic results. It can be observed from the mean rank that ISSA is ranked first and has the best overall performance, while WOA are the second best, followed by GWO, PSO, SSA, MVO, and SCA. Meanwhile, the ISSA algorithm is first with respect to final rank among all algorithms. Furthermore, in order to explore the convergence rate of the proposed algorithm, the convergence curves of all algorithms on several benchmark functions are given in Figure 5, wherein F3 and F4 represent unimodal functions, F9 and F10 represent multimodal functions, and F20 and F21 represent fixed-dimension functions. Figure 5 shows that ISSA has a faster convergence rate than all other algorithms, indicating its good convergence ability.

![Figure 4. Ranks of all algorithms based on the average values.](image-url)
Figure 5. Convergence curves of algorithms for selected six benchmark functions (F3, F4, F9, F10, F20, and F21).

Furthermore, the boxplot is applied to graphically depict the distribution features of optimal solutions obtained by algorithms. Boxplot displays differences between populations without making any assumptions of the underlying statistical distribution and the spacings between the different parts of the box indicate the degree of dispersion (spread) and skewness in the data, and show outliers. The boxplots of ISSA, SSA, and PSO on 23 classical benchmark functions are shown in Figure 6. Figure 6 shows that ISSA has smaller best fitness values distribution and fewer outliers than most of other algorithms, indicating its stronger robustness and adaptability.

In summary, the ISSA algorithm is able to provide competitive performance on the 23 classical benchmark functions in contrast to other popular meta-heuristic algorithms. It
substantially realizes the balance of exploration and exploitation, avoiding the drawback of original SSA easy to fall into local optimal solution, while having a faster convergence rate. This is mainly due to the multiple strategies introduced in this paper. SCO and OBL are able to promote the search agent to move toward the promising regions of the search space, while elitism strategy can avoid optimal search agent from being destroyed by position updating during optimization to promote the convergence rate. These results demonstrate that ISSA has advantages in exploration and exploitation.

5.3. Scalability Test for ISSA

The optimization problems in the real world are much more complex than the benchmark problems mentioned above. Therefore, the property, also called scalability, of an algorithm to handle a growing amount of dimensions is important. In this subsection, the scalability test of ISSA compared to SSA is conducted to benchmark its performance with an increasing number of variables of benchmark functions. F1 and F3 are selected to represent unimodal benchmark functions. F10 and F13 are selected to represent multimodal benchmark functions. The number of dimension varies from 50 to 200 with the step size of 10 [35]. ISSA and SSA are run 30 times on the four benchmark functions at the same conditions, wherein the number of search agents is set to 50 and maximum iteration is set to 1000. The results of average best fitness values of 30 times run are given in Figure 7. Figure 7 shows that ISSA is able to find the optimal solution on F1, F3, F10, and F13, and its performance is stable with the increased dimensions. In addition, it can be observed that the performance of SSA on F1 does not significantly degrade when the dimension changes from 50 to 120. However, it gradually degrades with the dimension varying from 120 to 200. For F3, F10, and F13, it can be seen that the performance of SSA significantly degrades with the increased dimension from 50 to 200. In summary, the proposed ISSA has good scalability and the potential to solve optimization problems with high complexity in the real world.
Figure 6. Cont.
Figure 6. Boxplot of several algorithms on 23 classical benchmark functions.

Table 4. Statistical results of ISSA on unimodal benchmark functions.

| F   | ISSA Ave | Std | SSA Ave | Std | PSO Ave | Std | GWO Ave | Std | WOA Ave | Std | SCA Ave | Std | MVO Ave | Std |
|-----|----------|-----|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|
| F1  | 8.98E-09 | 2.19E-09 | 5.11E-41 | 1.87E-40 | 2.48E-70 | 7.10E-70 | 1.72E-171 | 0.019875 | 0.100649 | 0.166311 | 0.045074 |
| F2  | 1.80E-12 | 9.74E-12 | 0.484525 | 0.900047 | 0.031545 | 0.082854 | 6.67E-41 | 7.20E-41 | 2.10E-108 | 1.06E-107 | 9.00E-06 | 2.01E-05 | 0.648912 | 1.943556 |
| F3  | 0        | 0     | 43.08652 | 38.00249 | 0.195600 | 0.607822 | 7.80E-19 | 3.91E-18 | 10042.777 | 6425.4290 | 2347.681 | 2494.744 | 20.75324 | 7.058324 |
| F4  | 9.43E-102 | 3.97E-101 | 4.056714 | 2.307347 | 0.095783 | 0.073373 | 1.15E-17 | 1.68E-17 | 29.153443 | 27.726704 | 15.89663 | 9.665593 | 0.687700 | 0.303864 |
| F5  | 1.05E-06 | 7.99E-07 | 112.4777 | 164.3470 | 28.91212 | 25.86795 | 26.54622 | 0.779563 | 26.611611 | 0.2630880 | 39.34549 | 18.39766 | 378.3789 | 650.9280 |
| F6  | 8.54E-09 | 1.81E-09 | 8.46E-09 | 2.00E-09 | 9.81E-19 | 3.78E-18 | 0.0051755 | 0.0026628 | 4.247630 | 0.362458 | 0.160354 | 0.056140 |
| F7  | 0.000298 | 0.000276 | 0.049464 | 0.015361 | 0.009523 | 0.003416 | 0.000472 | 0.000315 | 0.0010005 | 0.0013238 | 0.022524 | 0.016091 | 0.012674 | 0.004374 |

Table 5. Statistical results of ISSA on multimodal benchmark functions.

| F   | ISSA Ave | Std | SSA Ave | Std | PSO Ave | Std | GWO Ave | Std | WOA Ave | Std | SCA Ave | Std | MVO Ave | Std |
|-----|----------|-----|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|
| F8  | −12,569.48 | 4.62E-09 | −7470.13 | 705.3940 | −6679.82 | 869.3618 | −6089.03 | 762.6417 | −11,502.4 | 1387.035 | −4115.09 | 291.7951 | −7835.94 | 744.9758 |
| F9  | 0        | 0     | 46.82932 | 50.94181 | 12.76947 | 0.178023 | 0.807614 | 0     | 0     | 7.139095 | 12.83080 | 101.3064 | 23.31654 |
| F10 | 8.88E-16 | 0     | 1.667327 | 0.295709 | 0.886698 | 0.909045 | 1.26E-14 | 2.97E-15 | 4.20E-15 | 2.45E-15 | 11.73253 | 9.356035 | 0.935679 | 0.745774 |
| F11 | 0        | 0     | 0.012722 | 0.009906 | 0.012213 | 0.013792 | 0.000435 | 0.002481 | 0.004108 | 0.012557 | 0.103289 | 0.172552 | 0.455974 | 0.101828 |
| F12 | 4.66E-11 | 1.37E-11 | 3.632309 | 1.883809 | 0.045027 | 0.133793 | 0.030127 | 0.022969 | 0.018970 | 0.100584 | 1.182626 | 2.253334 | 0.814240 | 0.806732 |
| F13 | 6.39E-10 | 1.98E-10 | 0.007261 | 0.022036 | 0.061321 | 0.177640 | 0.304770 | 0.202546 | 0.050539 | 0.087352 | 2.869403 | 1.250370 | 0.051935 | 0.051260 |
| F  | ISSA Ave | Std | SSA Ave | Std | PSO Ave | Std | GWO Ave | Std | WOA Ave | Std | SCA Ave | Std | MVO Ave | Std |
|----|----------|-----|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|---------|-----|
| F14 | 0.998003 | 2.23E-16 | 0.998003 | 2.16E-16 | 2.508110 | 2.518540 | 3.220763 | 1.753464 | 1.883184 | 1.262611 | 0.685970 | 0.998003 | 4.66E-12 |
| F15 | 0.000307 | 7.58E-07 | 0.001502 | 0.003574 | 0.002509 | 0.006068 | 0.004354 | 0.008143 | 0.000644 | 0.000427 | 0.000977 | 0.000387 | 0.005321 | 0.008444 |
| F16 | -1.03162 | 2.24E-14 | -1.03162 | 6.56E-15 | -1.03162 | 6.77E-16 | -1.03162 | 2.77E-09 | -1.03162 | 4.81E-12 | -1.03161 | 1.09E-05 | -1.03162 | 5.6E-08 |
| F17 | 0.397887 | 6.77E-15 | 0.397887 | 7.71E-15 | 0.397887 | 0.0 | 0.397887 | 3.246463 | 0.397887 | 3.25E-07 | 0.398595 | 0.000793 | 0.397887 | 1.01E-07 |
| F18 | 3.000000 | 4.68E-14 | 3.000000 | 1.39E-13 | 3.000000 | 2.999999 | 3.000000 | 9.03E-16 | 3.000000 | 3.89E-06 | 3.000001 | 2.51E-06 | 3.000000 | 2.825388 |
| F19 | -3.86278 | 1.66E-14 | -3.86278 | 8.18E-15 | -3.86278 | 2.71E-15 | -3.86251 | 0.001297 | -3.86123 | 0.002477 | -3.85569 | 0.002686 | -3.86278 | 1.33E-07 |
| F20 | -3.28584 | 0.056170 | -3.22243 | 0.045289 | -3.27840 | 0.058273 | -3.29378 | 0.052021 | -3.28447 | 0.064367 | -3.29263 | 0.407979 | -3.27037 | 0.060038 |
| F21 | -9.72864 | 2.540196 | -8.89591 | 2.616982 | -5.40101 | 3.297071 | -9.30779 | 1.921985 | -7.09439 | 1.631403 | -3.93081 | 2.054582 | -8.21742 | 2.861372 |
| F22 | -7.39095 | 2.678932 | -8.93234 | 2.770893 | -7.08865 | 3.649912 | -10.2268 | 0.962911 | -9.51344 | 2.290626 | -4.85657 | 1.676668 | -8.65763 | 2.765086 |
| F23 | -8.55350 | 2.650601 | -9.57052 | 2.536041 | -5.97861 | 4.057991 | -10.3574 | 0.978761 | -9.90720 | 1.922443 | -5.25634 | 1.464902 | -9.38051 | 2.384433 |
6. Application to Optimal Operation of Multiple Reservoir Systems

6.1. Engineering Background

The Xiluodu Reservoir (XLD) and Xiangjiaba Reservoir (XJB) in the upper Yangtze River of China are selected as a case study. XLD and XJB are multiple hydropower reservoirs located in the lower reaches of Jinsha River. The location of XLD and XJB are shown in Figure 8. The designed installed capacities of XLD and XJB are $1260 \times 10^4$ kW and $600 \times 10^4$ kW, respectively, which are mainly for hydropower generation and have great comprehensive benefits in flood control, blocking, improving downstream shipping conditions, environmental, and social economy. It is noteworthy that there are two flood control tasks for XLD and XJB in flood season. Specifically, one is to ensure the flood control safety of downstream Sichuan-Chongqing reach, and the other is to cooperate with the Three Gorges Reservoir (TGR) for flood control in the middle and lower reaches of the Yangtze River on the premise of ensuring the safety of the dam itself. Therefore, the XLD and XJB multiple reservoir system is required to intercept a certain flood volume to reduce flood control pressure of TGR in the Jingjiang section and Chenglingji section in the middle and lower reaches of the Yangtze River. To guarantee the hydropower generation benefit in the case of specified intercepted flood volume, an effective and efficient optimization method needs to be developed for operators to make reasonable storage and release strategy for multiple hydropower reservoirs.

Figure 7. Results of scalability test on four selected benchmark functions (F1, F3, F10, and F13) for ISSA.
6.2. Data

The typical flood with a 100 return period in 1954 from 1 June to 30 September is used as the original inflow. Then, the maximum 15-day flood hydrograph is obtained based on the original inflow and is from 25 July to 8 August, as shown in Figure 9. Figure 9 shows that the maximum 15-day flood hydrograph presents significant characteristics with double peak, increasing the difficulty of solving optimal operation of multiple hydropower reservoirs. The flood limiting water levels of XLD and XJB are 560 m and 370 m, respectively. The flood control water levels of XLD and XJB are 600 m and 380 m, respectively. The forebay water level fluctuations of XLD and XJB are 3 m and 4 m, respectively. Other parameters of the two reservoirs can be referred to their operation regulations.

6.3. Results and Discussion

To verify the usefulness, ISSA is used for the optimal operation of XLD and XJB multiple hydropower reservoirs. The convergence curves of ISSA, SSA, and PSO algorithms for optimal operation are shown in Figure 10, indicating that the total hydropower generation of multiple reservoir system eventually converges to the optimal solution over the course of iterations. From the different background colors in Figure 10, the convergence rate of ISSA is higher than that of SSA, followed by PSO and the hydropower generation obtained

---

**Figure 8.** Location of XLD and XJB cascade reservoirs.

**Figure 9.** Maximum 15-day flood hydrograph of typical flood with a 100 return period in 1954.
by ISSA is bigger than that of SSA, followed by PSO. In addition, from the square view enlarged at the end of Figure 10, the optimal solutions by ISSA, SSA, and PSO are different, wherein the maximum hydropower generations obtained by ISSA, SSA, and PSO are 6671, 6593, and 6554 GWh, respectively. As a result, hydropower generation obtained by ISSA is increased by 1.18% compared to SSA and 1.77% compared to PSO, indicating the stronger exploration ability of ISSA for optimal operation of the multiple reservoir system.

![Figure 10. Convergence curves of ISSA, SSA, and PSO for optimal operation.](image)

In order to fully prove the effectiveness of the ISSA algorithm, water level, flow, and output processes are given in Figures 11–13. Figure 11 shows that the water levels of XLD and XJB are all between their flood limiting water level and flood control water level. The absolute water level fluctuations of XLD and XJB are lower than 3 m and 4 m, respectively. This indicates the effectiveness of the constraints handling method. In addition, it can be observed that XLD operates at higher water levels by ISSA than SSA and PSO, while XJB operates at lower water levels by SSA and PSO. According to the regular operation scheme of the XLD and XJB multiple reservoir system in the flood season, the flood control capacity of XLD is first used in the operation sequence of reservoir capacity. When the water level of XLD rises to 573.1 m, the balance between the inflow and outflow of XLD is maintained, and XJB begins to intercept flood volume; when the flood control capacity of XJB is used up, XLD will continue to intercept. It can be seen from the operation results by ISSA in Figure 11 that the water level of XLD gradually increases from 560 m to 570 m from 25 July to 31 July, intercepting most of the flood volume in this stage. It can be seen from Table 7 that the optimized target water level of XLD and XJB by ISSA are 570.11 m and 376.58 m, respectively. The corresponding storage volume are $10.42 \times 10^8$ m$^3$ and $5.58 \times 10^8$ m$^3$, respectively; meeting the preset target storage volume $16 \times 10^8$ m$^3$. This also indicates that XLD and XJB jointly intercept flood volume form the upper reaches of the Yangtze River. XLD and XJB undertake 65 % and 35 % of flood control task for the typical flood with 100 return period in 1954, respectively.
It is noteworthy that XLD and XJB should make full use of flood resources while cooperating with TGR to intercept flood volume. Therefore, XLD then roughly maintains the balance of inflow and outflow and the corresponding absolute storage flow is low when its water level rises to 570 m (as shown in Figure 12), operating at a high water level. At the same time, the hydropower generation benefits of XLD are improved because of the high water head caused by high water level. It can be seen from Figure 12 that XJB cooperates with XLD and dynamically adjusts the storage and release capacity to meet the final flood control requirements, namely intercepting certain flood volume. However, the water levels and outflows of XLD and XJB obtained by SSA and PSO are different from those of ISSA. Firstly, the water levels of XLD obtained by SSA and PSO are lower than those of ISSA (as...
shown in Figure 11), reducing the hydropower generation benefits. Secondly, the water level and outflow fluctuations (as shown in Figures 11 and 12) obtained by SSA and PSO are significantly larger than those of ISSA, which is not conducive to the safe and stable operation of cascade reservoirs.

Figure 13. Mean water level and output processes of XLD and XJB.

Furthermore, the mean water level and output processes during optimization are given in Figure 12. It can be observed that the outputs of XLD and XJB all meet the power output limits, indicating the effectiveness of the constraints handling method. For XLD, the outputs calculated by ISSA are larger than those calculated by SSA and PSO, while XJB is on the contrary. This indicates that the contribution of XLD to the hydropower generation benefits for multiple hydropower reservoirs is greater than XJB. The reason is that XLD is
first used to intercept flood volume while cooperating with TGR for the flood control of the middle and lower reaches of the Yangtze River and XLD operates at a higher water level by ISSA than SSA and PSO, resulting in the higher water head to produce more hydropower generation than SSA and PSO.

In summary, the optimal results including water level, outflow, and output by ISSA satisfy the complex constraints during optimal operation for multiple hydropower reservoirs. The second is that more hydropower generation can be obtained for multiple hydropower reservoirs by the proposed ISSA algorithm. Those demonstrate that ISSA can be used to solve complex optimal operation problem for multiple hydropower reservoirs.

7. Conclusions

In this study, a novel multiple strategy based salp swarm algorithm (ISSA) is proposed to cope with the drawbacks faced by the original SSA including slow convergence rate, unbalanced exploration and exploitation, and stagnation in local optima. Then, ISSA is used to the optimal operation of multiple hydropower reservoirs in the real world. The main contributions of this paper can be concluded below:

(1) Multiple strategies are integrated into SSA to enhance its performance. SCO is used to control balance between exploration and exploitation; the OBL is employed to promote the convergence rate of the algorithm, while the elitism strategy is adopted to enhance the ability to find the best solution by increasing the selection pressure.

(2) ISSA with multiple strategies is benchmarked by 23 classical benchmark functions. The results demonstrate that ISSA outperforms most of the well-known metaheuristic algorithms, and has good scalability and the potential to solve optimization problems with high complexity in the real world.

(3) ISSA is applied to optimal operation of XLD and XJB multiple reservoir systems in the upper Yangtze River. The results indicate that the proposed ISSA algorithm can solve the complex optimal operation problem effectively and efficiently. In addition, the maximum hydropower generation for XLD and XJB obtained by ISSA is 6671 GWh, increasing by 1.18% and 1.77% compared to SSA and PSO, respectively.

In the future, the feasibility of the ISSA algorithm in other complicated real-world engineering problems can be deepened.
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