A famous saying is that the electronic transport is the first property to be measured, last to be understood. Yet, recently there has been progress both from the field-theoretical point of view as well as from the numerical simulations of the lattice models. The dynamical mean-field theory (DMFT)/high-temperature expansion approach and exact diagonalization using finite temperature Lanczos method (FTLM) both found a growth of resistivity beyond the Mott-Ioffe-Regel value (which in the Boltzmann picture corresponds to a scattering at every atom). This does not come from a further suppression of the electronic lifetime, but rather indicates a suppression of the charge susceptibility. The same phenomenology was found also in lattice simulations using Monte Carlo techniques. Importantly, recent experiments on the optical lattice realizations of the Hubbard model confirmed these results.

At a quantitative level, however, the DMFT and FTLM $4 \times 4$ lattice resistivities do differ beyond the numerical/statistical error bars of the methods. Does this
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FIG. 1. (a) Illustration of the type of self-energy diagrams that are captured by isolated cluster and embedded cluster (in particular cellular DMFT), and the respective difference in the Brillouin zone (discrete vs. continuous). (b) Separation of a susceptibility into the bubble and the vertex corrections part.
mean that non-local correlations persist in this regime? These are encoded in the non-local corrections to self-energy, present in FTLM, but beyond the DMFT approximation. Or is it that quantum fluctuations at distances beyond the linear size of the FTLM cluster play a role? DMFT does capture these through an effective fermionic bath. Finally, it could as well be the vertex corrections. Namely, as shown in Fig. 1b, the two-particle correlation functions can be split into the disconnected part (“the bubble”) and the connected part (“vertex corrections”). In Ref. 13, the DMFT result contains only the bubble contribution, while the FTLM is the full result. Whereas the contribution of the connected part is always important for charge susceptibility 24–26, in the large dimensionality limit the vertex corrections to conductivity cancel 27 (the full vertex $F$ loses $kk'$-dependence and the current vertex is odd $\nu_{-k} = -\nu_k$, unlike the charge vertex which is even). In finite dimensions, however, the vertex corrections do contribute to conductivity, as discussed previously in several approximative approaches 28–33. In numerically exact solutions of the Hubbard model, no firm understanding of the extent of vertex corrections to conductivity has emerged so far.

To answer these questions, we study the conductivity and the charge susceptibility in the Hubbard model on a square lattice using several computational methods from both approaches at different cluster sizes. The comparison of the results from different methods allows us to distinguish between different contributions to the two susceptibilities of interest. We identify a characteristic temperature $T \sim 0.3D$ above which non-local self-energy and long-distance quantum fluctuations bring a negligible contribution to the conductivity, thus rendering a straightforward “one-shot” solution of an isolated $4 \times 4$ cyclic cluster essentially exact. Strikingly, the bubble part captures the qualitative picture, while the vertex corrections account for a sizable, yet roughly constant shift in dc-resistivity. Our findings not only explain the observations of recent optical lattice transport experiment, but also provide guidelines for the choice and the development of the computational methods.

**Model.** The Hamiltonian reads

$$H = -t \sum_{\sigma, \langle i,j \rangle} c_{\sigma i}^\dagger c_{\sigma j} + U \sum_i n_{\uparrow i} n_{\downarrow i} - \mu \sum_i n_{\sigma i}$$

where $c_{\sigma i}^\dagger / c_{\sigma i}$ create/annihilate an electron of spin $\sigma$ at the lattice site $i$. The hopping amplitude between the nearest neighbors is denoted $t$, and we set $D = 4t$ as the unit of energy. The density operator is $n_{\sigma i} = c_{\sigma i}^\dagger c_{\sigma i}$, the chemical potential $\mu$, and the on-site Hubbard interaction $U$. Throughout the paper, we keep $U = 2.5D$, which corresponds to the (doped) Mott insulator regime, and assume paramagnetic solutions with full lattice symmetry.

**Formalism.** The paramagnetic current-current correlation function is defined as

$$\Lambda_{q}^{\alpha\beta}(iv_{n}) = \sum_{i} e^{-i\mathbf{q} \cdot \mathbf{r}_{i}} \int d\tau e^{iv_{n} \tau} \langle j_{i}^{\alpha}(\tau) j_{i}^{\beta}(0) \rangle$$

where $\tau$ is imaginary time, $iv_{n} = 2in\pi T$ is bosonic Matsubara frequency, $\mathbf{r}_{i} = (x_{i}, y_{i})$ denotes the real-space vector of the site $i$, $\alpha, \beta$ denote the directions in space ($x$ or $y$), and the paramagnetic current operator $j$ is defined as $j_{i}^{\alpha} = -it \sum_{\sigma} c_{\sigma i}^\dagger c_{\sigma n.n.(i)\alpha} + h.c.$ where $n.n.(i; a)$ denotes the nearest neighbor in the $a$ direction. The optical conductivity is defined as

$$\sigma_{q}^{\alpha\beta}(\omega) = \frac{1}{i \omega} [\Lambda_{q}^{\alpha\beta}(\omega) - \Lambda_{q}^{\alpha\beta}(0)]$$

where $\Lambda(\omega)$ is the analytical continuation of $\Lambda(iv_{n})$ to the real axis, i.e. the inverse of the Hilbert transform

$$\Lambda_{q}^{\alpha\beta}(iv) = \frac{1}{\pi} \int d\omega \frac{\text{Im}\Lambda_{q}^{\alpha\beta}(\omega)}{\omega - iv} = \frac{1}{\pi} \int d\omega \frac{\text{Re}\sigma_{q}^{\alpha\beta}(\omega)}{\omega - iv}$$

We are interested in longitudinal, uniform conductivity $\sigma_{q=0}^{xx}(\omega)$, so we adopt a shorthand notation $\Lambda(\nu_{n}) = \Lambda_{q=0}^{xx}(\nu_{n})$ and analogously for $\sigma(\omega)$. The second equality in Eq. (4) is due to $\text{Im}\Lambda(\omega = 0) = 0$ which holds in the present context. Furthermore, the direct-current (dc) conductivity is defined as $\sigma_{dc} = \text{Re}\sigma(\omega = 0) = \text{Im}\Lambda(\omega = 0)$, and the dc resistivity is then $\rho_{dc} = 1/\sigma_{dc}$.

The thermodynamic charge susceptibility can be evaluated from the uniform static component of the charge-charge correlation function

$$\chi_{c} \equiv \chi_{q=0}(iv_{n} = 0)$$

$$= \sum_{n} \int d\tau \langle (n_{i}(\tau) - \langle n_{i}(0) \rangle) (n_{i=0}(0) - \langle n_{i} \rangle) \rangle$$

$$= \frac{d\langle n \rangle}{d\mu}$$

where $n_{i} = n_{\uparrow i} + n_{\downarrow i}$ is the total charge operator. Both $\chi_{c}$ and $\Lambda$ are two-particle correlation functions and can be separated into the bubble and the vertex corrections part, Fig. 1. The respective bubbles read

$$\chi_{c}^{\text{disc}}(iv_{m}) =$$

$$-T \sum_{i \omega_{n}, \mathbf{k}} v_{k}^{2} G_{\sigma, \mathbf{k}+\mathbf{q}}(i\omega_{n} + iv_{m}) G_{\sigma, \mathbf{k}}(i\omega_{n})$$

with the vertex factor $v_{k} = 1$ in the case of $\chi_{c}$ and $v_{k} = \frac{\partial \varepsilon_{k}}{\partial \mathbf{k}} = 2t \sin k_{x}$ in the case of $\Lambda_{q}^{xx}$ on the square lattice. Here $G$ is the full Green’s function, $\varepsilon_{k}$ denotes the bare dispersion, $i\omega_{n} = i(2n + 1)\pi T$ is the fermionic Matsubara frequency. In all quantities, the superscript “disc” denotes the bubble contribution, and the superscript “conn” the vertex corrections part.
FIG. 2. Charge susceptibility (upper) and dc resistivity (lower) as a function of temperature, at different levels of doping. The color between the curves denotes the physical origin of the difference. Dashed curves denote just the bubble contribution, solid lines the full result. For orientation, the Mott-Ioffe-Regel limit is $\rho_{\text{MIR}} \sim 3$.

Methods A. We solve an isolated cyclic $4 \times 4$ cluster using the FTLM method and quantum Monte Carlo (the continuous-time interaction-expansion algorithm, CTINT). Both methods yield numerically exact solutions of the representative finite-size model. In FTLM we calculate $\sigma(\omega)$, while CTINT yields $\Lambda(i\omega_n)$, as well as the self-energy $\Sigma_{ij}(i\omega_n)$ and the Green’s function $G_{ij}(i\omega_n)$.

In the isolated cluster calculations one faces several finite-size effects stemming from the finite range of the bare electronic propagator. Most importantly, this not only limits the range of electronic correlations, but also affects the diagrammatic content of short range correlations: diagrams with distant interaction vertices are not captured (Fig. 1). One may see this equivalently in the $k$-space as a discretization of the Brillouin zone, which affects the internal momentum summations in all self-energy and full vertex diagrams.

Methods B. We solve the embedded clusters of size $2 \times 1$ and $2 \times 2$ within the cellular DMFT scheme (CDMFT) and the $4 \times 4$ cluster within the dynamical cluster approximation (DCA) scheme, both using CTINT (unlike the isolated cluster case, the $G_0$ entering CTINT here takes account of the effective non-interacting bath). The single-site DMFT calculations (cluster size $N_c = 1$) are done using both the CTINT and the approximative real-frequency numerical renormalization group method (NRG) as impurity solvers. The obtained thermodynamical results, self energies and optical conductivities agree closely between these two approaches (e.g. the difference in $\rho_{\text{dc}}$ is about 2% at most).

Unlike in the isolated cluster case, in CDMFT method an electron can travel infinitely far between two scatterings, but a self-energy insertion in the corresponding diagrammatic expansion can only be of limited range (see Fig. 1). In DCA, the approximation is made in reciprocal space and amounts to allowing the electron to visit $k$-states otherwise not present in the finite cluster.

Results. Top panels of Fig. 2 show the temperature dependence of $\chi_c$ for several values of doping $p = 1 - \langle n \rangle$. One sees that in the high-temperature regime $T \gg 0.3D$, the results of different methods (solid curves) all agree. With even further increase of temperature, the value approaches that of the atomic limit, as expected of a thermodynamic quantity.

At lower temperatures, the non-local correlations show up. At half-filling $p = 0$, the Mott insulating, incompressible state is incorrectly described in DMFT. Away from half-filling, FTLM and DCA yield a charge susceptibility that increases with lowering temperature, yet in DMFT, it saturates instead. The enhancement of charge susceptibility at low $T$ comes from the antiferromagnetic fluctuations. The difference between the DCA and the DMFT is used to characterize the importance
of non-local correlations (green shading). They manifest themselves also in the growth of non-local self-energy at low T (thin dashed-dotted lines). The DCA and the FTLM result do not completely coincide: the difference (pink shading) comes from the longer-distance quantum fluctuations. The discretization of the Brillouin zone in FTLM can be somewhat ameliorated by the twisted-boundary conditions scheme (TBC)\(^{11}\). As expected, TBC is closer to DCA (black line), but one needs a better method to capture the full effect of longer-range processes.

We have also evaluated separately the bubble contribution \(\chi^\text{com} \) to \(\chi_c\) (dashed lines) and observe it is substantially larger than the full result \(\chi_c\).

Bottom panels of Fig. 2 show the temperature dependence of resistivity \(\rho_{dc}\) as calculated from the bubble term in the DMFT (dashed line) and the full result from FTLM (solid line). Strikingly, even in the temperature range \(T \gtrsim 0.3D\) where the behavior of \(\chi_c\) collapsed to that of the atomic limit, the DMFT and FTLM are shown to yield significantly different results with a lower value of resistivity found in the FTLM. To understand the origin of this difference we take a closer look of the data at \(T = 0.5, p = 0.1\) that we show in Fig. 3. In panel a) we compare the self-energies found in the DMFT, CDMFT 2x1 and the CTINT calculation for the isolated 4 x 4 cluster. Not only is the nearest neighbor self-energy (top) found to be two orders of magnitude smaller than the local one (bottom), but also the local parts of the self-energies show excellent agreement. Thus, neither non-local correlations (neglected in DMFT) nor long-range processes (neglected in 4 x 4) play an important role for the self-energy at this temperature.

Might long-range processes play a more important role for the conductivity? One can readily investigate the role of long-range processes for the bubble part of the conductivity. This is done by calculating the conductivity in the DMFT formulated for the 4 x 4 lattice, which amounts to discretizing the Brillouin zone (in both the self-consistency condition, and internal bubble summation Eq. 6). Fig. 3b compares the optical conductivity obtained in this way (denoted by DMFT 4 x 4) to the infinite lattice DMFT result and to the FTLM one. The DMFT and the DMFT 4 x 4 are close: the long-range processes clearly do not account for the discrepancy between the DMFT and the FTLM either. The most of the difference between the DMFT and the FTLM result thus comes from the vertex corrections. It is striking to see that the locality of self-energy in itself does not necessarily imply a cancellation of vertex corrections to optical conductivity.\(^{42}\) Note also that the vertex corrections enhance conductivity (see also\(^{35}\)) but suppress charge susceptibility.

To confirm that the origin of the difference between DMFT and FTLM in the optical conductivity is dominantly the vertex corrections term, we have evaluated the current-current correlation function \(\Lambda(i\nu_n)\) also in CTINT, and deduced the connected part by \(\Lambda^\text{conn}(i\nu_n) = \Lambda(i\nu_n) - \Lambda^\text{disc}(i\nu_n)\), which is shown by the blue squares in Fig. 3c. These points fall precisely on the blue line which is obtained by analytical continuation of the difference in \(\sigma(\omega)\) between the FTLM and the DMFT4x4. It is easy to check that \(\Lambda^\text{conn}(i\nu_n) \ll \Lambda^\text{disc}(i\nu_n) \approx \Lambda(i\nu_n)\). However, by comparison of the correlation functions at the Matsubara frequencies only, one cannot easily judge on the importance of vertex corrections since the conductivity is determined by the slope, \(\sigma_{dc} = \sigma(\omega = 0) = -\partial_{\nu} \text{Re} \Lambda(i\nu)|_{\nu = 0^+}\). The slope of the blue line is not small, and the bubble and the vertex corrections contributions to \(\sigma_{dc}\) are, in fact, comparable. We note that the structure of \(\Lambda^\text{conn}(\nu)\) illustrates the difficulty of analytical continuation from the Matsubara to the real frequency axis, which we circumvented by using FTLM. The finite-size effect in the bubble term is the difference in \(\sigma(\omega)\) between DMFT and DMFT 4 x 4 - its analytical continuation to the imaginary axis is presented with red lines and dots. We see that the corresponding slope at \(i\nu = 0\) is small, as expected. However, the magnitude at \(i\nu = 0\) is even bigger than that of the vertex corrections. Therefore,
to reconstruct the difference between FTLM and the (infinite lattice) DMFT on the imaginary axis (orange line), one needs to also take account of the finite-size effects in the bubble, even though it has little effect on $\sigma_{dc}$. Indeed, the sum of vertex corrections $\Lambda^{\text{conn}}$ from CTINT and the difference between the DMFT and the DMFT $4 \times 4$ (yellow diamonds) falls precisely on the orange line.

By now we have shown that at $4 \times 4$, the finite cluster size is irrelevant for the bubble, but can we make the same statement about the vertex corrections term? A priori, the contribution of vertex correction to $\rho_{dc}$ may change with a growing cluster: the added longer distance components of $\Lambda^{\text{conn}}$ might be sizeable, and even the short distance components might change due to improved diagrammatic content captured by the bigger cluster. As for the longer distance components, we analyze the vertex corrections term as a function of real-space vector $\mathbf{r}$ and present the results in Fig. 3d. We observe that the value drops rapidly with distance and conclude that introducing further distance components will not affect the $\mathbf{q} = 0$ value. As for the change in shorter distance components, we cannot make a definite statement, but we can observe what happens in the case of the self-energy. In Fig. 3a we see that the local self-energy does not change between the embedded single site and isolated $4 \times 4$ cluster, and neither does the nearest-neighbor component of $\Sigma$ between the embedded $2 \times 1$ and isolated $4 \times 4$ cluster. This gives us confidence that diagrams involving long-distance electron propagation are already negligible and that the vertex corrections term would not change with a further growth of the cluster. A similar conclusion was reached in Ref.\(^1\) where they studied cluster-size dependence of the $\rho_{dc}$ result and found no change after size $8 \times 8$ at temperatures relevant for our work, although they did not consider the $4 \times 4$ size.

**Conclusions.** In summary, we carefully investigated the problem of high temperature transport for the Hubbard model on the square lattice. We have shown that long-range processes and non-local correlations make negligible contribution above a temperature $T \sim 0.3D$ and hence the thermodynamic quantities and the one-particle spectral functions can be accurately calculated using the single-site DMFT approach. However, the vertex corrections to the conductivity persist to the highest examined temperatures and DMFT yields a reasonable, but quantitatively incorrect result for $\sigma(\omega)$. An essentially exact $\sigma(\omega)$ can be computed using the exact diagonalization of an isolated $4 \times 4$ cyclic cluster, which is in this regime quite representative of the thermodynamic limit.
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