On the Inclusion and Utilization of Pilot Tones in Unique Word OFDM

Christian Hofbauer, Member, IEEE, Werner Haselmayr, Member, IEEE, Hans-Peter Bernhard, Senior Member, IEEE, and Mario Huemer, Senior Member, IEEE

Abstract—Unique word-orthogonal frequency division multiplexing (UW-OFDM) is known to provide various performance benefits over conventional OFDM using cyclic prefixes (CP). Most important, UW-OFDM features excellent spectral sidelobe suppression properties and an outstanding bit error ratio performance. Current research has mainly focused on principle performance bounds of UW-OFDM, with less attention on challenges aside from idealized communication scenarios, such as system parameter estimation tasks. In this work we present an approach for including frequency pilot tones into the UW-OFDM signaling scheme, which can then be utilized for these estimation tasks. Suitable optimization criteria are presented and interactions of pilots with data symbols are highlighted. Pilot tone based estimation of a carrier frequency offset (CFO) is conducted as an estimation example, revealing considerable differences to conventional OFDM. Simulation results in a multipath environment demonstrate a significantly increased estimation accuracy in UW-OFDM over CP-OFDM, which becomes even more dominant with an increasing CFO. This performance difference is due to the inherent redundancy present in an UW-OFDM signal.

Index Terms—UW-OFDM, CP-OFDM, unique word, pilot tone, carrier frequency offset.

I. INTRODUCTION

The Unique Word (UW)-OFDM signaling scheme introduced in [1] uses a deterministic sequence in the guard interval instead of the conventional cyclic prefix (CP). The introduction of the unique word within the discrete Fourier transform (DFT) interval requires the introduction of redundancy in the frequency domain. This redundancy can advantageously be utilized to provide several beneficial properties, such as superior spectral shaping characteristics [2]–[6] or outstanding bit error ratio (BER) performance for linear [2], [7]–[11], non-linear [12]–[14] as well as iterative [15], [16] receivers.

Various other approaches labeled KSP-OFDM (known symbol padding) [19], TDS-OFDM (time domain synchronous) [20]–[22], PRP-OFDM (pseudorandom prefix) [23], OFDM with PN (pseudo noise) sequence [22] or even OFDM with UW [24] implement deterministic sequences in the guard interval. Differing from each other in the specific instance of the sequence, all those schemes implement the guard interval outside of the DFT interval. Hence, no redundancy as in UW-OFDM is present, precluding thus the advantageous properties of UW-OFDM signals.

So far, UW-OFDM has been investigated regarding its principle performance bounds, implying the assumption of several idealized conditions, such as perfect timing, carrier phase or carrier frequency synchronization. The investigation of real-world aspects has been limited to computational complexity analyses [8], [25], peak to average power ratio (PAPR) and peak to minimum power ratio (PMR) considerations [26], [27], as well as the effects of channel estimation errors on the BER performance [2].

One important task in all real-world communication systems is the estimation of various system parameters, which is carried out in time, frequency or both domains. As such, a deterministic time domain sequence like a UW can already offer valuable contributions. However, the domain actually applicable and suitable for a particular estimation problem usually depends on various aspects. These aspects may on the one hand encompass specific requirements of each problem regarding accuracy, computational complexity or real-time constraints, or on the other hand prerequisites like e.g., the underlying signaling scheme. For instance, multicarrier schemes as e.g., OFDM may — due to their inherent structure — prefer utilizing pilot symbols in the frequency domain (also known as pilot tones) to conduct such system parameter estimation tasks [28].

This work is based on [29] and extends the UW-OFDM concept in order to enable the inclusion of deterministic pilot symbols at dedicated subcarriers in the frequency domain. We therefore provide a generic UW-OFDM signaling framework that enables pilot symbols in both time (i.e., UWs) and frequency domain (i.e., pilot tones). However, the utilization of UWs in this context, the term iterative receiver refers to an iterative exchange of reliability (soft) information between detector and decoder [17], [18].
for actual estimation tasks is beyond the scope of this work,\(^2\) and the interested reader is e.g., referred to [19], [22], [23], [30]–[36] for details. Instead, we show that due to its specific structure, the UW-OFDM signaling scheme provides a better estimation performance than conventional CP-OFDM, even for an estimator solely based on pilot tones. In this context, we address the following aspects. We investigate the inclusion of pilot tones and study their interaction with data symbol transmission. We introduce suitable cost functions for the optimization of the UW-OFDM transmit signal, identify potential optimization parameters and study their impact on the cost functions. Example generator matrices are presented and their similarities with matrices from pilotless UW-OFDM systems are evaluated. Further, an UW-OFDM signaling model incorporating a carrier frequency offset (CFO) is provided. Moreover, we present a pilot tone based common phase error (CPE) estimation technique to address the most severe CFO effect, elaborate on the differences to conventional OFDM systems and compare their estimation performance.

Existing work on CFO impairments in the context of UW based systems address the utilization of UW sequences for time domain based CFO estimation [31], [33]–[36], mainly with UW based single-carrier systems as underlying transmission scheme in mind. In our work, however, we address UW based OFDM systems in combination with the — in any OFDM variant — popular method of CFO estimation based on dedicated frequency domain pilot tones. In order to enable a fair comparison with CP-OFDM, we aim at utilizing the same pilot symbols as basis for all transmission schemes when assessing the CFO estimation performance. Therefore, we do not consider UW based estimators and restrict ourselves to pilot tone based estimators instead.

We note that this paper expands its conference version [37] in several directions. We describe the generic signaling framework for pilot symbol insertion in more detail. Further, we thoroughly develop the CFO model step-by-step until finally yielding the signaling model presented in [37]. We investigate the approximation error in the signaling model due to partially neglecting intercarrier interference (ICI) and justify its neglect. Moreover, the pilot tone based estimator for the CPE utilized in both works is also explained in more detail, and complemented by an approach to derive the CFO based on the CPE. Finally, the performance of the pilot tone based estimator is evaluated for two different generator matrices instead of only one.

**Notation:** Vectors and matrices are denoted in bold face lower case a and upper case letters A, respectively. A tilde is used to explicitly label variables in the frequency domain (\(\tilde{a}, \tilde{A}\)). The \(k\)th element of a vector \(a\) is named \(a[k]\), \([A]_{k,l}\) addresses the element in column \(k\) and row \(l\), \([A]_{k,:}\) represents all elements of row number \(k\), and \([A]_{:,l}\) all elements of column number \(l\). The transpose operation is expressed as \((\cdot)^T\), the conjugate transpose or Hermitian as \((\cdot)^H\), expectation as \(E\{\cdot\}\), \(\text{tr}(A)\) denotes the trace operation, \(\text{diag}(A)\) extracts the main diagonal entries of a matrix \(A\), and \((\cdot)^{-1}\) corresponds to the Moore-Penrose Pseudo-Inverse. The identity matrix is given by \(I\) and a zero matrix as \(0\).

\(\mu\) is a vector \(a \sim \mathcal{C}N(\mu, C)\) denotes a circularly symmetric complex Gaussian noise vector with mean \(\mu\) and covariance matrix \(C\). Further, \(a\) corresponds to an estimate of \(a\). An underlined letter shall emphasize the motivation behind the specific subscript (or superscript) of \(a_m\). For all signals and systems in this work, the usual equivalent complex baseband representation applies.

The remainder of this paper is organized as follows. Section II briefly recaps the UW-OFDM signaling scheme, which is then extended by frequency domain pilot tone insertion in Section III. In Section IV we investigate the utilization of pilot tones for estimating the CPE and CFO. Subsequently, Section V compares the estimation performance in UW-OFDM against CP-OFDM, and Section VI finally concludes our work.

**II. UW-OFDM SIGNALING SCHEME**

The UW-OFDM concept is briefly reviewed in the following, a detailed analytical derivation can be found in [38].

**A. Transmit Symbol Generation**

Let \(x_u \in \mathbb{C}^{N_u \times 1}\) be a predefined sequence which we call UW. This unique word shall form the tail of each OFDM time domain symbol vector of length \(N\) and occupy the guard interval of equal length \(N_g = N_u\), as illustrated in Fig. 1. Hence, an OFDM time domain symbol \(x' \in \mathbb{C}^{N \times 1}\) consists of two parts and is of the form \(x' = [x_{pl}^T x_u^T]^T\), whereas \(x_{pl} \in \mathbb{C}^{(N-N_u) \times 1}\) carries the payload affected by the data symbols. Energy arguments elaborated in [38], [39] suggest to first generate an OFDM time domain symbol with a zero-word \(x = [x_{pl}^T 0^T]^T\), followed by adding the desired UW in time domain in a second step to obtain \(x' = x + [0^T x_u^T]^T\). As in conventional OFDM, unused zero subcarriers together with \(N_d\) data symbols \(d \in \mathbb{A}^{N_d \times 1}\) drawn from a symbol alphabet \(\mathbb{A}\) shall form an OFDM symbol \(\tilde{x} \in \mathbb{C}^{N \times 1}\) in the frequency domain. Since UW-OFDM additionally demands a zero-word in time domain as part of \(x\), the system of equations \(F_N^{-1} \tilde{x} = x\), whereas \(F_N^{-1}\) denotes the inverse DFT of size \(N\) with \(F_N^{-1} = \frac{1}{N} F_N^H\) and \([F_N]_{k,l} = e^{-\text{j} \frac{2 \pi}{N} k l}\), can only be fulfilled by reducing the number of data symbols in the frequency domain by at least \(N_u\), and instead introducing a certain kind of redundancy. For this purpose, let \(G \in \mathbb{C}^{(N_d + N_u) \times N_d}\) be a generator matrix with \(N_r = N_u\), which ensures all these requirements. Furthermore, and w.l.o.g., we decompose \(G\) into submatrices according to

\[
G = A \begin{bmatrix} I \\ T \end{bmatrix} \tag{1}
\]
to distinctly address the different requirements on \( \mathbf{G} \). Hence, this leads to the time-frequency relation

\[
x = \mathbf{F}_N^{-1} \mathbf{B} \mathbf{A} \begin{bmatrix} \mathbf{I} \\ \mathbf{T} \end{bmatrix} \mathbf{d} = \begin{bmatrix} \mathbf{x}_{pl} \\ 0 \end{bmatrix}.
\]

(2)

Independent of \( \mathbf{G} \), matrix \( \mathbf{B} \in \{0, 1\}^{N \times (N_d + N_r)} \) models the insertion of optional \( N_z \) zero subcarriers for spectral shaping reasons, completing the total number of subcarriers of \( N = N_d + N_r + N_z \).

Within \( \mathbf{G} \), the identity matrix \( \mathbf{I} \) takes care of mapping the data symbols onto \( \mathbf{x} \). Further, \( \mathbf{T} \) automatically generates the desired zero-word in time domain by simply choosing \( \mathbf{T} = -(\mathbf{M}_{22})^{-1} \mathbf{M}_{21} \), \( \mathbf{G} \in \mathbb{C}^{N_r \times N_d} \), with appropriately sized submatrices from \( \mathbf{F}_N^{-1} \mathbf{B} \mathbf{A} = [\mathbf{M}_{11} \quad \mathbf{M}_{12}] \), regardless of the specific realizations of \( \mathbf{B} \) and \( \mathbf{A} \). Finally, \( \mathbf{A} \in \mathbb{C}^{(N_d + N_r) \times (N_d + N_r)} \) provides the degrees of freedom to optimize the UW-OFDM generator matrix towards an appropriate cost function to yield certain desired properties. In other words, the decomposition of \( \mathbf{G} \) according to (1) has transformed an originally constrained optimization problem into an unconstrained one, as \( \mathbf{T} \) will ensure fulfilling the zero-word constraint for any realization of \( \mathbf{A} \). The only restriction on \( \mathbf{A} \) is its non-singularity due to the inversion of \( \mathbf{M}_{22} \). Based on the specific design of \( \mathbf{A} \), different classes of UW-OFDM systems emerge, such as systematically encoded or non-systematically encoded UW-OFDM [38], resulting in a huge collection of different systems with each individual providing benefits for a different scenario.\(^3\)

\(^3\)Due to space limitations, the different kinds of generator matrices are not detailed further, instead, the interested reader is referred to [29] for a detailed discussion.

\[\begin{align*}
\mathbf{y}_{pl} &= \mathbf{\hat{H}} \mathbf{G} \mathbf{d} + \mathbf{\hat{H}} \mathbf{B}^T \mathbf{x}_u + \mathbf{B}^T \mathbf{F}_N \mathbf{n},
\end{align*}\]

(3)

whereas \( \mathbf{\hat{H}} \in \mathbb{C}^{(N_d + N_r) \times (N_d + N_r)} \) denotes a diagonal channel matrix with the sampled channel frequency response on its main diagonal, \( \mathbf{x}_u = \mathbf{F}_N \begin{bmatrix} 0^T \\ \mathbf{x}_u^T \end{bmatrix}^T \) corresponds to the frequency domain version of the UW, and \( \mathbf{n} \in \mathbb{C}^{N \times 1} \) to a noise vector with \( \mathbf{n} \sim \mathcal{CN}(0, \sigma_n^2 \mathbf{I}) \). Subtracting the UW induced offset according to \( \mathbf{\tilde{y}} = \mathbf{y}_{pl} - \mathbf{\hat{H}} \mathbf{B}^T \mathbf{x}_u \) (assuming that the channel matrix \( \mathbf{\hat{H}} \) or at least an estimate of it is available) yields the linear model

\[\begin{align*}
\mathbf{\tilde{y}} &= \mathbf{\hat{H}} \mathbf{G} \mathbf{d} + \mathbf{v},
\end{align*}\]

(4)

with a noise vector \( \mathbf{v} = \mathbf{B}^T \mathbf{F}_N \mathbf{n} \), \( \mathbf{v} \sim \mathcal{CN}(0, \sigma_v^2 \mathbf{I}) \). One possibility to obtain a data estimate is to apply a linear minimum mean square error (LMMSE) estimator

\[\begin{align*}
\mathbf{d} &= (\mathbf{G}^H \mathbf{\hat{H}}^H \mathbf{H} \mathbf{G} + \frac{N \sigma_d^2}{\sigma_v^2} \mathbf{I})^{-1} \mathbf{G}^H \mathbf{\hat{H}}^H \mathbf{\tilde{y}},
\end{align*}\]

(5)

given a zero-mean data vector with covariance matrix \( \sigma_d^2 \mathbf{I} \). The covariance matrix of the error \( \mathbf{e} = \mathbf{d} - \mathbf{d} \) is then

\[\begin{align*}
\mathbf{C}_{ee} &= \mathbb{E}(\mathbf{e} \mathbf{e}^H) = N \sigma_d^2 (\mathbf{G}^H \mathbf{\hat{H}}^H \mathbf{H} \mathbf{G} + \frac{N \sigma_d^2}{\sigma_v^2} \mathbf{I})^{-1}.
\end{align*}\]

(6)

III. INCLUSION OF PILOT TONES IN UW-OFDM

In this section the UW-OFDM signaling scheme is extended to allow the inclusion of deterministic pilot symbols \( \mathbf{p} \in \mathbb{C}^{N_p \times 1} \) at dedicated subcarriers in the frequency domain. The presented framework is based on partitioning the signal \( \mathbf{x} \) into two additive terms. The first term maps the data symbols on \( \mathbf{x} \) by using a generator matrix \( \mathbf{G}_p \in \mathbb{C}^{(N_d + N_r + N_p) \times N_d} \), and the second term incorporates the pilot symbols by using \( \mathbf{G}_p \in \mathbb{C}^{(N_d + N_r + N_p) \times N_p} \), yielding

\[\begin{align*}
\mathbf{x} &= \mathbf{F}_N^{-1} \mathbf{B} \mathbf{g} \mathbf{d} + \mathbf{F}_N^{-1} \mathbf{B} \mathbf{g} \mathbf{p} = \begin{bmatrix} \mathbf{x}_d \\ 0 \end{bmatrix}.
\end{align*}\]

(7)

Matrix \( \mathbf{B} \in \mathbb{C}^{N \times (N_d + N_r + N_p)} \) models the insertion of optional zero subcarriers and exactly coincides with matrix \( \mathbf{A} \) from the pilotless case in Section II-A.\(^4\)

\(^4\)Note that \( \mathbf{B} \) is identical for the pilot based and the pilotless case, but the definition of the dimensions differ due to the additional parameter \( N_p \). Contrary to Section II-A, it now holds that \( N - N_z = N_d + N_r + N_p \) instead of \( N - N_z = N_d + N_r \).

The partitioning of the transmit signal in (7) into two additive and independent terms suggests that these two terms can be optimized independently from each other as part of two distinct optimization problems with distinct cost functions. These problems will be tackled in the following.

A. Optimization of Data Dependent Term

The optimization of the data dependent term can be formulated as an optimization problem for \( \mathbf{G}_d \) given as

\[\begin{align*}
\mathbf{G}_d &= \text{argmin}_{\mathbf{G}_d} \{ J_d \} \quad \text{s.t.} \quad \mathbf{F}_N^{-1} \mathbf{B} \mathbf{g} \mathbf{d} = \begin{bmatrix} \Xi \\ 0 \end{bmatrix},
\end{align*}\]

(8)

with \( J_d \) denoting an appropriate cost function and \( \Xi \in \mathbb{R}^{N \times (N - N_u)} \) an arbitrary matrix. Similar to the previous section, let us choose the approach

\[\begin{align*}
\mathbf{G}_d &= \mathbf{B}_p \mathbf{A}_d \begin{bmatrix} \mathbf{I} \\ \mathbf{T}_d \end{bmatrix},
\end{align*}\]

(9)

where as \( \mathbf{A}_d \in \mathbb{R}^{(N_d + N_r) \times (N_d + N_r)} \), \( \mathbf{B}_p \in \mathbb{C}^{(N_d + N_r + N_p) \times (N_d + N_r)} \), and \( \mathbf{T}_d \in \mathbb{C}^{N_r \times N_d} \) with \( \mathbf{T}_d = \mathbf{M}_{21}' \mathbf{M}_{22}' \). Matrix \( \mathbf{B}_p \) places zeros at the positions of the \( N_p \) pilot subcarriers and therefore ensures that the data part \( \mathbf{G}_d \mathbf{d} \) in (7) will not be spread onto the pilot subcarriers. In contrast, however, the pilot part with \( \mathbf{G}_p \mathbf{p} \) will overlay the data part to some extent to fulfill the zero word constraint, which will be discussed later on in Section III-B. The submatrices \( \mathbf{M}_{21}' \in \mathbb{C}^{N_u \times N_d} \) and \( \mathbf{M}_{22}' \in \mathbb{C}^{N_u \times N_r} \) with \( N_r = N_u \) follow from \( \mathbf{F}_N^{-1} \mathbf{B} \mathbf{g} \mathbf{A}_d = \begin{bmatrix} \mathbf{M}_{21}' \\ \mathbf{M}_{22}' \end{bmatrix} \). For pilotless UW-OFDM systems, minimizing the sum of the error covariances after data estimation at a fixed SNR turned out to be
a well-chosen cost function $J_d$ for finding generator matrices. In [2] we showed that setting up $J_d$ assuming AWGN conditions with $H = I$, an approach to yield an independence of $G_d$ from dedicated channel realizations, delivers instances of $G_d$ that feature an outstanding BER performance compared to conventional OFDM. This is especially true for frequency-selective channels, which is particularly astonishing due to the optimization towards an AWGN and thus frequency-flat channel. Therefore, this motivates to apply the same optimization criterion in case of UW-OFDM symbols with pilot subcarriers. Considering (7), the transmit signal $x''$ can be modelled as

$$x'' = F_{N}^{-1} (BG_d d + BG_p p + \tilde{x}_u).$$

(10)

Similar to (3), the frequency domain signal at the receiver (the zero subcarriers are already excluded) can be expressed as

$$\tilde{y}_{pl} = \tilde{H}G_d d + \tilde{H}G_p p + \tilde{H}B^T \tilde{x}_u + B^T F_{N} n.$$  

(11)

Then, the known signal parts (assuming that $\tilde{H}$ or at least an estimate of it is available) caused by the UW and the pilots are subtracted from $\tilde{y}_{pl}$, yielding the linear model

$$\tilde{y} = \tilde{y}_{pl} - \tilde{H}B^T \tilde{x}_u - \tilde{H}G_p p$$

(12)

$$= \tilde{H}G_d d + v.$$  

(13)

Putting differences in dimensionality and actual realizations of the involved terms aside, the principle structure of a linear model is the same as in (4). We thus conclude that every UW-OFDM approach — regardless of the presence of pilot symbols in the frequency domain — leads to the same basic transmission model. The main difference between an UW-OFDM system with and without pilot tones is an additional subtraction of the pilot induced offset on top of the UW part to yield the linear model. Based on (13), the following conclusions can be drawn:

- The same structure of a linear transmission model for data symbols enables the deployment of the same estimator concepts as in the case without pilots.
- The same structure of a linear model permits the same optimization procedure as in the pilotless case, which means the same cost function $J_d$, as well as the same tools to solve the optimization problem in (8). As a consequence, the steepest descent algorithm from [2] developed for the pilotless case can be utilized without adaptations.
- Pilots are introduced for system parameter estimation purposes and then simply subtracted before the data estimation process, as they do not contribute any information to the latter. In this sense, the pilot dependent part can be designed independently from the data dependent part, which is discussed in detail in Section III-B.

Fig. 2 illustrates two exemplary generator matrices obtained from solving the optimization problem in (8) for the setup given in Table II. These matrices — referred to as $G_d'$ and $G_d''$ — are the result of applying the steepest descent algorithm, initialized once with a permutation matrix $P$ (derived from $I_r$ in Table II) yielding $A^{(0)} = P$, and once with $[A^{(0)}]_{ij} \sim N(0, 1)$, respectively. The generator matrix $G_d'$ maps a symbol mainly onto one subcarrier, thus behaving much like a conventional
OFDM system, which maps a symbol exclusively on one dedicated subcarrier. The generator matrix \( G_p \), on the other hand, spreads a symbol almost uniformly over all subcarriers, thus appearing similar to a single-carrier based system, which spreads it exactly uniformly over the available bandwidth. In [2], we have investigated the pilotless UW-OFDM generator matrices \( G' \) and \( G'' \) obtained by applying the same initializations to the steepest descent algorithm as for \( G''_p \) and \( G''_p \), respectively. It turns out that \( G' \) and \( G''_p \) as well as \( G'' \) and \( G''_p \) feature a similar structure. Therefore, the insertion of pilot subcarriers does not change the behavior of the generator matrices, meaning that insights already found for the pilotless case are valid for the pilot based case as well.

In [8], we conducted a complexity analysis of pilotless UW-OFDM systems, which showed some overhead over conventional CP-OFDM, in terms of signal generation at the transmitter as well as signal estimation at the receiver. The conclusions on complexity considerations gained from the pilotless case can be transferred to pilot tone based UW-OFDM.

### B. Optimization of Pilot Dependent Term

The pilot symbols \( p \) can usually be freely chosen during system design. Therefore, the pilot dependent term offers an additional degree of freedom besides the generator matrix \( G_p \), leading to the optimization problem

\[
\tilde{G}_p, \tilde{p} = \text{argmin}_{G_p, p} \{ J_p \} \quad \text{s.t.} \quad F_{N}^{-1} \mathbf{B} G_p = \begin{bmatrix} \Xi \mathbb{1} \end{bmatrix} \quad \text{and} \quad |p[i]| = 1, \quad (14)
\]

with \( J_p \) denoting an appropriate cost function, \( \Xi \in \mathbb{R}^{N \times (N_N - N_{r})} \) again an arbitrary matrix, and \( |p[i]| = 1 \) with \( i = 0, \ldots, N_p - 1 \) a constant energy constraint on each individual pilot symbol. In fact, this optimization problem shows strong similarities with the one for finding generator matrices of a systematically encoded UW-OFDM system [38]. Consequently, let us choose the approach

\[
G_p = P_p \begin{bmatrix} \mathbb{I} \\ T_p \end{bmatrix}, \quad (15)
\]

whereas \( \mathbb{I} \) in combination with a permutation matrix \( P_p \in \{0, 1\}^{(N_d + N_r + N_p) \times (N_d + N_r + N_p)} \) places the pilot symbols at the corresponding subcarrier positions, and \( T_p \in \mathbb{C}^{(N_d + N_r) \times N_p} \) again ensures the zero-word constraint. Although \( N_r \) subcarriers (assuming \( N_{r} = N_{u} \)) would be sufficient to fulfill the zero-word constraint from a mathematical point of view (compare with its counterpart \( T_d \) from Section III-A), \( T_p \) spreads the required redundancy over \( (N_d + N_r) \) subcarriers instead, thus providing additional \( N_d \) degrees of freedom in the design of the generator matrix. The matrix \( T_p \) is calculated as \( T_p = -M_{21}^{(p)} M_{21}^{(p)} \), with the submatrices \( M_{21}^{(p)} \in \mathbb{C}^{N_u \times N_p} \) and \( M_{22}^{(p)} \in \mathbb{C}^{N_{r} \times (N_d + N_r)} \), \( N_{r} = N_{u} \), derived from \( F_{N}^{-1} \mathbf{B} P_p = M_{11}^{(p)} + M_{21}^{(p)} M_{22}^{(p)} \). Fig. 3 depicts an exemplary generator matrix \( G_p \). As intended, \( G_p \) fulfills its purpose and places the pilot symbols on the designated subcarriers. However, \( G_p \) has to ensure the zero-word constraint at the same time, which is only possible by also spreading (minor) portions of \( p \) on other subcarriers (as already mentioned on at least \( N_r = N_u \)). To keep spreading at a minimum as there is no other purpose beyond fulfilling the zero-word constraint, a reasonable cost function \( J_p \) in (14) is one that delivers \( G_p \) and \( p \) which induce minimum energy. The energy \( E_p \) induced by the pilots is given by the cost function

\[
J_p = E_{p|N} = \mathbf{p}^H G_p^H G_p \mathbf{p}. \quad (16)
\]

The two different factors influencing the resulting energy of the pilots are the positions of the pilot subcarriers determined by \( P_p \) within \( G_p \), and the values of the pilot symbols \( p \). Since it has been shown in [40] that a uniform distribution of the pilot subcarriers over the available bandwidth is beneficial for various system parameter estimation tasks, we fix the position of the pilots accordingly. Hence, the positions are not available as a degree of freedom to minimize (16). In other words, the design of \( G_p \) is fixed and there is no possibility left for optimization of the generator matrix, leaving the values of the pilot symbols \( p \) as only optimization parameters. The original optimization problem in (14) reduces then to

\[
\tilde{p} = \text{argmin}_{p} \{ J_p \} \quad \text{and} \quad |p[i]| = 1. \quad (17)
\]

The problem can be solved by an exhaustive search, whereas a pilot symbol \( p[i] \) is drawn from an alphabet

\[
\mathcal{A} = \left\{ e^{j \frac{2 \pi \kappa}{|\mathcal{A}|}} \right\} \quad \kappa = 0 \ldots |\mathcal{A}| - 1 \quad (18)
\]

with cardinality \(|\mathcal{A}|\), resulting in \(|\mathcal{A}|^{N_p}\) different combinations in case of \( N_p \) pilot subcarriers. Table I shows the corresponding minimum values for \( E_p \), as a function of the cardinality of the pilot symbol alphabet, evaluated for a generator matrix \( G_p \) constructed according to the setup parameters in Table II and depicted in Fig. 3. For instance, the global minimum energy of 5.1783 in Table I follows from evaluating (16) with the pilot symbols \( p[i] \) drawn from (18) with \( \kappa = |\tilde{k}[i]| \) and \( k[i] \) denoting

\[\text{Fig. 3. Magnitude of entries of pilot generator matrix } G_p \text{ based on the setup in Table II.}\]
the $i$th element of the vector $k = [17, 14, 3, 0]$. We notice from Table I that the performance does not significantly vary with the cardinality $|A|$. We conclude that the granularity of the alphabet and thus the optimization effort for the exhaustive search can be kept at a minimum without facing any significant performance loss.

Since $G_p$ and $p$ are fixed after system design, it suffices to evaluate $G_p$ only once. Hence, the effective computational overhead of UW-OFDM over CP-OFDM in terms of signal generation reduces to an addition of the resulting vector to the data dependent part to form an OFDM symbol vector according to (7).

IV. ESTIMATION OF COMMON PHASE ERROR AND CARRIER FREQUENCY OFFSET

A well-known critical issue for OFDM systems is the presence of a CFO. A CFO is the result of an oscillator mismatch between transmitter and receiver, or of a Doppler effect due to a movement of at least one of the two. Due to the high sensitivity of OFDM, an accurate estimation and compensation of the CFO is essential. This section will extend the UW-OFDM model in (11) by CFO effects and based on that analyze an estimation algorithm for an CFO induced phase offset. The algorithm is intended to be utilized within the tracking phase [28] of an overall CFO estimation and compensation task and shall take over a fine CFO estimation on an OFDM symbol by symbol basis. Due to an aquisition phase normally preceding the tracking, a CFO can safely be assumed to be in the range of a fraction of the subcarrier spacing. In practice, the remaining CFO will be less than 10% when set in relation to the subcarrier spacing [28]. The CFO effects in this section are detailed up to the level necessary for developing the estimation algorithm in Section IV-C. The interested reader is therefore referred to App. A for details on the definitions and derivations.

A. Receiver Model

Assuming a relative\textsuperscript{7} carrier frequency offset $\epsilon$, the receive signal of the $l$th OFDM symbol in the frequency domain incorporating the CFO effects can be modelled by

$$\mathbf{y}_{pl}^{(l)} \approx \tilde{\mathbf{A}}^{(l)} \tilde{\mathbf{H}}_p \mathbf{d}^{(l)} + \mathbf{p} \hat{\mathbf{f}} + \mathbf{v},$$

with a minor approximation error that will be investigated in detail in Section IV-B. A CFO in the frequency domain modelled by $\tilde{\mathbf{A}}^{(l)}$ causes three effects on a subcarrier symbol, which can be explained by the decomposition

$$\tilde{\mathbf{A}}^{(l)} = e^{j\hat{\phi}_l} \tilde{\mathbf{A}}_{\text{stat}}. \quad (20)$$

First, the $l$th OFDM symbol is rotated by an accumulated phase offset $\hat{\phi}_l$, which is also referred to as CPE in the literature. The other two CFO effects are incorporated in the static matrix $\tilde{\mathbf{A}}_{\text{stat}} \in \mathbb{C}^{(N-N_z) \times (N-N_z)}$, which is on the one hand (in the considered CFO range of $\epsilon \leq 0.1$) a negligible scaling of the subcarrier symbols represented by the main diagonal entries of $\tilde{\mathbf{A}}_{\text{stat}}$ (e.g., 0.98 for $\epsilon = 0.1$), and on the other hand an ICI induced disturbance given by the off-diagonal entries.

A full compensation of the CFO induced effects would require an inversion of $\tilde{\mathbf{A}}^{(l)}$. However, the most dominant out of the three CFO effects is given by $\hat{\phi}_l$ [28], [41]. Hence, an estimation and compensation of $\hat{\phi}_l$ by derotating with its estimate $\hat{\phi}_l$ — also known as common phase synchronization — is a sufficient countermeasure against CFO induced disturbances [28], [41]. The estimation of $\hat{\phi}_l$ will be tackled in Section IV-C.

B. Evaluation of Approximation Error in Receiver Model

The receiver model in (19) is only an approximation, as it neglects the ICI induced disturbances resulting from those UW spectrum parts that overlay otherwise unused zero subcarriers. As detailed in the Appendix in (96), there would be actually an additional fifth term $\tilde{\mathbf{A}}_{\text{stat}}^{(l)} \mathbf{H}_z \mathbf{x}_{u,z}$ in (19). This term represents that portion of the UW in frequency domain, which overlays potential zero subcarriers, i.e., $\mathbf{x}_{u,z}$, and is then spread on non-zero subcarriers due to ICI effects modelled within $\tilde{\mathbf{A}}_{\text{stat}}^{(l)}$.\textsuperscript{8} The following part will investigate the approximation error in (19) in detail and confirm that this error is negligible.

Normally, zero subcarriers follow a dedicated purpose like shaping the spectral mask. Hence, a UW might be chosen and designed already beforehand to explicitly maintain these properties and thus justify our approximation. However, even if this is not possible, one can still simply subtract the corresponding offset, given the availability of an estimate of $\tilde{\mathbf{A}}_{\text{stat}}^{(l)}$ and the channel frequency response $\mathbf{H}_z$ on the zero subcarriers. The question remains though, if the effort for estimation and subtraction even translates to any noticeable performance gain, which is investigated next.

For that, we elaborate on the error introduced by ICIs in principle in a first step (Fig. 4), and complement this elaboration with practical examples in a second step (Fig. 5).

Overall, the entries of $\tilde{\mathbf{A}}_{\text{stat}}^{(l)}$ incorporate the potential impact of ICIs. Fig. 4 plots the magnitude of the entries of the $k$th

\textsuperscript{7}A relative carrier frequency offset $\epsilon$ is defined as $\epsilon = \frac{f_{\text{CFO}}}{f_{\text{CFO}}}$, whereas $f_{\text{CFO}}$ denotes an absolute carrier frequency offset and $\Delta_f$ the absolute subcarrier spacing of the system in consideration.

\textsuperscript{8}Note that $\tilde{\mathbf{A}}_{\text{stat}}^{(l)}$ can be decomposed into the same CFO effects as $\tilde{\mathbf{A}}^{(l)}$ in (20).
row for \( \epsilon = 0.1 \), which determine the influence of the neighbors on the \( k \)th subcarrier due to ICI. Since the magnitudes of the ICI coefficients monotonically increase in \( \epsilon \), this denotes the worst-case-scenario for ICI effects seen in the considered tracking phase. Obviously, the impact of ICI declines rapidly as a function of the distance, from 0.1 for the first to already 0.03 for the third neighboring subcarrier. From a practical point of view, this means that independent of the actual UW load on the subcarriers, only the close neighboring subcarriers are likely to cause any relevant ICI induced disturbances. Consequently, these observations already strongly indicate that the approximation error shall always be rather small. In order to complete investigations, Fig. 5 examines the resulting ICI effects evaluated for actual UWs, namely a CAZAC [42], a Barker [43] and the UW sequence from IEEE 802.16 [44]. It depicts for each utilized (i.e., non-zero) subcarrier the ratio between the average power of the approximated signal in (19) with

\[
\sigma_k^2 = E \left\{ \tilde{y}_{pl}[k] \tilde{y}_{pl}[k]^H \right\},
\]

(21)

and the average power of the approximation error

\[
\sigma_{k,\Delta}^2 = E \left\{ \left( \tilde{\Lambda}_{z\Delta}^n \tilde{H}_z \tilde{x}_{u,z} \right) \left( \tilde{\Lambda}_{z\Delta}^n \tilde{H}_z \tilde{x}_{u,z} \right)^H \right\}_{k,k},
\]

(22)

which corresponds to the ICI induced disturbances originating from the UW load on zero subcarriers. It turns out that the impact of an ICI induced UW error is in a negligible range, at most at the edges of the utilized bandwidth it might be in a noticeable range. In conclusion, the approximation error is non-dominant in practical scenarios and therefore justifies the simplification in (19). Hence, in the following investigations the approximate model in (19) can be used.

C. Estimation of CPE \( \varphi_l \)

There are various approaches for estimating the CPE \( \varphi_l \) in OFDM systems, e.g., based on data symbols [45], [46] known as decision directed schemes or cyclic prefix based methods [47], [48]. Another common way is the utilization of pilot symbols \( p \) in the frequency domain [28] to obtain the estimate

\[
\varphi_l = \arg \left( p^H \hat{W}_p \hat{p}^{(l)} \right).
\]

(23)

The estimate \( \hat{p}^{(l)} \) is attained from the \( l \)th received OFDM symbol in (19) and \( \hat{W}_p = \text{diag}(w_p) \) is a diagonal weighting matrix with \( w_p \in \mathbb{C}^{N_p \times 1} \) to rate the pilots regarding their estimation quality (e.g., based on the inverse main diagonal of an error covariance matrix). In order to evaluate the applicability of this concept to UW-OFDM as well, let us investigate the CFO effects on the pilot symbols in more detail. The general definition of a received OFDM symbol introduced in (19) serves as a starting point to obtain \( \hat{p}^{(l)} \). We apply a linear estimator \( \hat{E}_p = \hat{E}_p \hat{H}^{-1} \) consisting of two stages. The first stage inverts the channel, and the second stage \( \hat{E}_p = \left[ I \ 0 \right] \hat{P}_p^T \) extracts the pilots from the frequency domain vector, with the permutation matrix \( \hat{P}_p \) from (15). We are aware that \( \hat{E}_p \) is only suboptimum in terms of estimation performance, as it is not capable of exploiting the portion of the pilots spread on the non-pilot subcarriers due to \( G_p p \). This for instance would be possible with a best linear unbiased estimator (BLUE) \( \hat{E}_p = G_p^\dagger \) [49]. Nevertheless, this suboptimum approach does e.g., not require the subtraction of the data and UW dependent offset term in (19) to transform an affine into a linear model [49], which therefore simplifies the estimation task greatly. Applying \( \hat{E}_p \) leads to

\[
\hat{p}^{(l)} = E_p \tilde{H}^{-1} \hat{y}_{pl}^{(l)}
\]

\[= E_p \hat{H}^{-1} \tilde{\Lambda}^{(l)} \tilde{H} G_p p + E_p \hat{H}^{-1} \tilde{\Lambda}^{(l)} \tilde{H} G_d d^{(l)} \]

(24)

\[+ E_p \hat{H}^{-1} \tilde{\Lambda}^{(l)} \tilde{H} B^T \tilde{x}_u + E_p \hat{H}^{-1} B^T v \]

(25)

\[= E_p \tilde{A}^{(l)}_h \left( G_p p + B^T \tilde{x}_u \right) + d^{(l)}_{\text{ICI}} + v'' \]

(26)

Pilot and data symbols are orthogonal in frequency domain, but \( \tilde{A}^{(l)}_h \) introduces intercarrier interference resulting in

\[d^{(l)}_{\text{ICI}} = E_p \tilde{H}^{-1} \tilde{\Lambda}^{(l)} \tilde{H} G_d d^{(l)},\]

(27)

with \( d^{(l)}_{\text{ICI}} \in \mathbb{C}^{N_p \times 1} \). The vector \( v'' \in \mathbb{C}^{N_p \times 1} \) represents additive noise according to

\[v'' = E_p \hat{H}^{-1} B^T v.\]

(28)

Since \( \tilde{A}^{(l)}_h \) has entries off the main diagonal and is only approximately a diagonal matrix, multiplying with \( \hat{H}^{-1} \) cannot fully equalize the channel \( \hat{H} \), which is incorporated in

\[\tilde{A}^{(l)}_h = \hat{H}^{-1} \tilde{\Lambda}^{(l)} \hat{H}.\]

(29)

For an easier analysis, a single pilot symbol is considered in the following, which is given as

\[\hat{p}^{(l)}[k] = [E_p]_{k,k} \hat{A}^{(l)}_h \left( G_p p + B^T \tilde{x}_u \right) + d^{(l)}_{\text{ICI}}[k] + v''[k]\]

\[= [E_p]_{k,k} \hat{A}^{(l)}_h \left( [G_p]_{k,k} p[k] + B^T \tilde{x}_u \right) [E_p]_{k,k} \hat{A}^{(l)}_h\]
\[
\times \sum_{m=0, m \neq k}^{N_p-1} [G_p]_{e, m} p[m] + d_{IC}^{(l)}[k] + v''[k] \\
= e_k^T \tilde{\Lambda}^{(l)} (g_k p[k] + \mathbf{B}^T \tilde{x}_u) \\
+ e_k^T \tilde{\Lambda}^{(l)} \sum_{m=0, m \neq k}^{N_p-1} g_m p[m] + d_{IC}^{(l)}[k] + v'''[k] \\
= e_k^T \tilde{\Lambda}^{(l)} (g_k p[k] + \mathbf{B}^T \tilde{x}_u) + p_{IC}^{(l)}[k] + d_{IC}^{(l)}[k] + v''[k], \\
(30)
\]

with \( e_k^T = [E_p]_{e, k} \), \( g_k = [G_p]_{e, k} \) and \( g_m = [G_p]_{e, m} \). Consequently, there are four terms influencing \( \tilde{p}^{(l)}[k] \). The additive noise term \( \nu''[k] \) should not require any further explanation. The term \( d_{IC}^{(l)}[k] \) models theICI driven by data symbols and degrades estimation quality in a similar manner as additive noise. The term

\[
p_{IC}^{(l)}[k] = e_k^T \tilde{\Lambda}^{(l)} \sum_{m=0, m \neq k}^{N_p-1} g_m p[m] \\
(31)
\]

comprises theICI induced by the other pilot symbols. Since the pilot symbols are constant, this term leads to a constant estimation error (assuming a fixed CFO \( \epsilon \)). In any way, the influence of this term is rather limited. This is due to a usually uniform distribution of the pilot symbols over the available spectrum to optimally support system parameter estimation tasks [40], resulting in a distance of several subcarriers among them, cf. Fig. 3. The first term in (30) comprises the actual pilot symbol, an additive offset caused by the UW and a part causing the CPE to be estimated.

Let the last three terms in (30) form a new additive noise term \( \nu'''[k] = p_{IC}^{(l)}[k] + d_{IC}^{(l)}[k] + v''[k] \), then the estimation of \( \hat{\varphi}_l \)

\[
\hat{\varphi}_l = \arg \left( p^H W_p \tilde{p}^{(l)} \right) \\
= \arg \left( \sum_{k=0}^{N_p-1} p[k]^H w_p[k] p^{(l)}[k] \right) \\
(32)
\]

\[
= \arg \left( \sum_{k=0}^{N_p-1} e_k^T \tilde{\Lambda}^{(l)} (g_k w_p[k] p[k])^2 + \mathbf{B}^T \tilde{x}_u w_p[k] p[k]^H \right. \\
\left. + v'''[k] w_p[k] p[k]^H \right) \\
(33)
\]

\[
= \arg \left( \sum_{k=0}^{N_p-1} e_k^T \tilde{\Lambda}^{(l)}_{h, \text{stat}} w_p[k] (g_k|^2 + \mathbf{B}^T \tilde{x}_u w_p[k]^H) \right. \\
\left. + \sum_{k=0}^{N_p-1} v'''[k] w_p[k] p[k]^H \right), \\
(34)
\]

with \( \tilde{\Lambda}_{h, \text{stat}} = \mathbf{H}^{-1} \tilde{\Lambda}_{\text{stat}} \mathbf{H} \). The angle \( \hat{\varphi}_l \) depends now on two sources, with the first one denoted as pilot term and the second one as noise term. Through investigation of the individual terms in (35) it can be shown that the noise term has only a minor impact on \( \arg (\cdot) \), i.e., (35) almost equals an argument solely taken from the pilot term. This translates to the model

\[
\hat{\varphi}_l = \arg \left( \sum_{k=0}^{N_p-1} e_k^T \tilde{\Lambda}^{(l)}_{h, \text{stat}} (g_k w_p[k])^2 \right) \\
+ \mathbf{B}^T \tilde{x}_u w_p[k] p[k]^H \right) + \Delta_l \\
(36)
\]

\[
= \arg \left( e_j^{\varphi_l} \sum_{k=0}^{N_p-1} a_{p, k} w_p[k] (e_k^T \tilde{\Lambda}^{(l)}_{h, \text{stat}} g_k p[k])^2 \right. \\
\left. + e_k^T \tilde{\Lambda}^{(l)}_{h, \text{stat}} \mathbf{B}^T \tilde{x}_u p[k]^H \right) + \Delta_l, \\
(37)
\]

with \( \Delta_l \) denoting minor additive deviation approximated by

\[
\Delta_l \approx f \left( \sum_{k=0}^{N_p-1} v'''[k] w_p[k] p[k]^H \right). \\
(38)
\]

We assume \( f(\cdot) \) to be a proper function that takes care (in a not further specified way) of shifting the deviation outside of \( \arg (\cdot) \). A detailed specification of the function \( f(\cdot) \) is not of relevance for the subsequent analysis and is therefore disregarded. The expression in (37) is still quite complex and requires additional simplification to allow an intuitive interpretation of the impact factors on \( \hat{\varphi}_l \). Let us therefore introduce the magnitude and phase representation

\[
a_{p, k} e^{j \varphi_{p, k}} = w_p[k] e_k^T \tilde{\Lambda}^{(l)}_{h, \text{stat}} (g_k|^2 + \mathbf{B}^T \tilde{x}_u w_p[k]^H) \\
(39)
\]

\[
a_{p, k} e^{j \varphi_{p, k}} = \sum_{k=0}^{N_p-1} a_{p, k} e^{j \varphi_{p, k}}, \\
(40)
\]

then the estimated CPE \( \hat{\varphi}_l \) can finally be written as

\[
\hat{\varphi}_l = \arg \left( e_j^{\varphi_l} \sum_{k=0}^{N_p-1} a_{p, k} e^{j \varphi_{p, k}} \right) + \Delta_l \\
(41)
\]

\[
= \arg \left( e_j^{\varphi_l} (\varphi_p + \Delta_l) \right) + \Delta_l, \\
(42)
\]

\[
= \varphi_l + \varphi_p + \Delta_l. \\
(43)
\]

We observe that the estimate \( \hat{\varphi}_l \) in (43) consists of the true CPE \( \varphi_l \) disturbed by \( \varphi_p \) and \( \Delta_l \). While \( \Delta_l \) occurs in UW-OFDM and CP-OFDM (but with different values), the phase offset \( \varphi_p \) is only present in UW-OFDM. As observable from (39), this is due to a non-zero UW and an additional scaling and rotating of the pilot symbol. The latter originates from the fact that \( G_p \) places a pilot symbol at the dedicated subcarrier position, but also spreads portions of it over the remaining subcarriers to fulfill the zero-word constraint of UW-OFDM, cf. (7). In combination with \( \tilde{\Lambda}^{(l)} \), the portions of a pilot symbol spread over several
subcarriers are leaked back. This leads to an ICI induced self interference of the pilot symbols and thus a biased estimate of \( \varphi_l \), which has to be accounted for. Therefore, in the following we present an approach to compensate the induced phase offset \( \varphi_l \) within the estimate \( \hat{\varphi}_l \).

### D. Compensation of Phase Offset \( \varphi_p \) in \( \hat{\varphi}_l \)

The first step towards offset compensation in (43) is now to obtain an estimate of \( \varphi_p \). There are two problems emerging in this context as a result of the dependence of \( \varphi_p \) on \( \epsilon \) due to \( \hat{\Lambda}_{h,\text{stat}} \). First and addressed in this section, a straightforward relationship between \( \varphi_p \) and \( \epsilon \) is not immediately apparent from (39)–(40). Second and addressed subsequently in Section IV-E, an estimate \( \hat{\varphi}_p \) requires also an estimate \( \hat{\epsilon} \), which in turn has somehow be obtained from \( \hat{\varphi}_p \) based on the relationship between \( \varphi_p \) and \( \epsilon \) (see (88) in the Appendix), thus leading to mutual dependencies among \( \varphi_l, \hat{\varphi}_p \) and \( \epsilon \).

We have confirmed through empirical investigations that \( \varphi_p \) can be modelled as

\[
\varphi_p = m \epsilon + q, \quad m, q \in \mathbb{R},
\]

in the relevant CFO range of \( \epsilon \leq 0.1 \). This behavior is exemplarily shown in Fig. 6 for the pilot generator matrix \( \mathbf{G}_p \) visualized in Fig. 3 in case of \( \mathbf{H}_p = \mathbf{I}, \mathbf{W}_p = |\mathbf{H}_p|^2 = \mathbf{I} \) and different UWs. Here, \( \mathbf{H}_p \in \mathbb{C}^{N_p \times N_p} \) denotes a diagonal matrix with the channel coefficients corresponding to the pilot subcarriers on the main diagonal. It turns out that for \( \mathbf{x}_u \neq \mathbf{0} \), the offset is approximately an affine function of \( \epsilon \) for the relevant CFO range (i.e., \( \epsilon \leq 0.1 \)) for a given setup, which collapses to a linear function in case of \( \mathbf{x}_u = \mathbf{0} \). In particular, if \( \epsilon = 0 \), then the matrix \( \hat{\Lambda}_{h,\text{stat}} \) collapses to an identity matrix for any realization of \( \hat{\mathbf{H}} \), resulting in 

\[ e_k^T \hat{\Lambda}_{h,\text{stat}} \mathbf{g}_k = 1 \] 

and

\[ e_k^T \hat{\Lambda}_{h,\text{stat}} \mathbf{B}^T \mathbf{x}_u = \hat{x}_u[i_p,k], \]

with \( i_p,k \) addressing the \( k \)th element of the ordered pilot subcarrier index set \( \mathcal{I}_{p,o} = \{ (\mathcal{I}_{p},<) \} \) defined as

\[
\mathcal{I}_{p,o} = \{ i_{p,0}, i_{p,1}, \ldots, i_{p,N_p-1} \}. \tag{45}
\]

In this context, an estimate follows then as

\[
\hat{\varphi}_{p|\epsilon=0} = q
\]

\[
= \arg \left( \sum_{k=0}^{N_p-1} w_p[k] \left( |p[k]|^2 + \hat{x}_u[i_p,k]p[k]^H \right) \right) + \Delta_l
\]

\[
\approx \arg \left( \sum_{k=0}^{N_p-1} w_p[k] \left( |p[k]|^2 + \hat{x}_u[i_p,k]p[k]^H \right) \right). \tag{46}
\]

Clearly, the constant phase offset \( q \) originates from the presence of a non-zero UW and vanishes in case of \( \mathbf{x}_u = \mathbf{0} \) and thus \( \hat{x}_u[i_p,k] = 0 \). The actual value of \( q \) depends on the UW offset at the specific subcarriers and the pilot symbols themselves. Note that the affine model in (44) could easily be transformed into a linear model by the definition of new pilot symbols \( \mathbf{p}' = \mathbf{p} + \hat{\mathbf{x}}_{u,p} \), where \( \hat{\mathbf{x}}_{u,p} \) denotes a vector with elements out of \( \mathbf{x}_u \) at the corresponding pilot subcarrier positions. The estimation of \( \varphi_l \) follows then according to \( \hat{\varphi}_l = \arg(\mathbf{p}'^H \mathbf{W}_p \hat{\mathbf{p}}^{(l)}). \)

The variable \( m \epsilon \) within the phase offset model for \( \varphi_p \) exists independent of the presence of a zero or non-zero UW. The slope \( m \) is determined by both sources, the UW and the rotation and scaling of the pilot symbols

\[
\begin{align*}
\epsilon \hat{\varphi} & = \arg \left( \sum_{k=0}^{N_p-1} e_k^T \hat{\Lambda}_{h,\text{stat}} \mathbf{g}_k w_p[k]|p[k]|^2 \right. \\
& \quad - e_k^T \hat{\Lambda}_{h,\text{stat}} \mathbf{B}^T \mathbf{x}_u w_p[k]|p[k]|^2H \right) - q,
\end{align*}
\]

which in turn depend on the channel realization \( \hat{\mathbf{H}} \), the generator matrix \( \mathbf{G}_p \), the estimator \( \mathbf{E}_p \), and the pilot symbols \( \mathbf{p} \). Regardless of the specific values of these parameters, the affine model for \( \varphi_p \) as a function of \( \epsilon \) holds in the relevant range.

In a real communication system, the parameters of the affine model for \( \varphi_p \) in (44) are easily determined. Given a certain setup and assuming knowledge of the channel \( \hat{\mathbf{H}} \) or an estimate of it (which does not induce an additional effort, as it is required for other purposes anyway), the parameters can be derived by numerically evaluating \( \varphi_p \) at two different points, e.g., for \( \epsilon = 0 \) and \( \epsilon = 0.1 \). This evaluation has to be carried out for each new channel instance \( \hat{\mathbf{H}} \) and denotes an additional computational overhead compared to the pilot tone based estimator in conventional CP-OFDM. Inserting then (44) into (43) yields

\[
\hat{\varphi}_l = \varphi_l + \varphi_p + \Delta_l
\]

(48)

\[
= \varphi_l + m \epsilon + q + \Delta_l. \tag{49}
\]

Finally, compensating the offset \( \varphi_p \) by its estimate \( \hat{\varphi}_p \) delivers an approximately unbiased estimate for the CPE — assuming
that the model in (44) sufficiently holds — and is given as
\[
\hat{\varphi}_l = \varphi_l - \hat{\varphi}_p = \varphi_l - m\epsilon - q. \tag{50}
\]

### E. Estimation of CFO \( \epsilon \)

The presented linearization in (44) highlights the simple relationship between the phase offset \( \varphi_p \) and the CFO \( \epsilon \), thus allowing for an easy compensation. In a real system, however, \( \varphi_p \) is not available and we have to obtain an estimate
\[
\hat{\varphi}_p = m\epsilon + q \tag{51}
\]
instead, which in turn requires an estimate \( \hat{\epsilon} \). This will be provided next. The obvious way is exploiting the linear relationship between \( \varphi_l \) and the CFO \( \epsilon \) from (88). In practice, there is only the estimate \( \varphi_l \) available which incorporates the unknown offset \( \varphi_p \) as detailed in (43), thus leading to mutual dependencies. Fortunately, the approximation of \( \varphi_p \) as a linear function of \( \epsilon \) resolves these dependencies. Introducing the prefactor \( \hat{\epsilon} = \frac{2}{N} \) to model \( m = N_p \frac{2}{N} \epsilon \) with a constant \( N_p \in \mathbb{R} \), and using (88) together with (49) yields
\[
\hat{\epsilon}_l = \epsilon + \Delta_{\epsilon_l} = (\hat{\varphi}_l - q) - \frac{N}{2\pi} \left( NL + Nu + \frac{N-1}{2} + N_p \right). \tag{52}
\]
The error \( \Delta_{\epsilon_l} \) in \( \hat{\epsilon}_l \) decreases with increasing \( \hat{\varphi}_l \) due to \( NL \) in the denominator. However, the proposed estimation algorithm \( \hat{\varphi}_l = \arg(p_l^T W_p l(k)) \) implicitly applies a modulo operation on \( \hat{\varphi}_l \) over the range \([0, 2\pi]\), whereas the estimator in (53) requires the total angle accumulated from the beginning of the burst up to and including OFDM symbol \( l \). This restriction limits the applicability to angles \( \varphi_l \) not exceeding \( 2\pi \) and thus also the estimation accuracy. One way to circumvent this restriction is averaging over several estimates \( \hat{\epsilon}_l \) gained from the knowledge that the angle increases linearly with
\[
\varphi_\Delta = \varphi_l - \varphi_{l-1} = \frac{2\pi}{N} \epsilon (NL - N(l - 1)) = 2\pi \epsilon \tag{54}
\]
between two OFDM symbols. Furthermore, the latter approach offers the advantage of automatically cancelling out the offset \( \hat{\varphi}_p \) within \( \varphi_\Delta \).

At this point, let us briefly summarize the presented algorithm for CFO compensation. The most critical CFO effect is known as CPE, which can be estimated as shown in Section IV-C. However, in case of UW-OFDM, this estimate requires a compensation of the incorporated phase offset \( \hat{\varphi}_p \). Fortunately, this phase offset can easily be compensated by approximating it as an affine function of \( \epsilon \) as detailed in Section IV-D. This approximation requires in turn an estimate \( \hat{\epsilon} \), which can be obtained as shown in Section IV-E.

### V. PERFORMANCE EVALUATION

The preceding analysis has unveiled a few differences in pilot based CFO estimation between UW-OFDM and CP-OFDM. The question remains, whether these differences have an impact on the estimation quality, which is discussed next.

A. Simulation Setup

Table II summarizes the most important setup parameters of the UW-OFDM and CP-OFDM systems in consideration. In order to provide a fair comparison with CP-OFDM, the utilized non-systematically encoded UW-OFDM generator matrices are scaled such that \( G_{d}^H G_d = \alpha I \) with \( \alpha = N_d' / N_d \), whereas \( N_d' \) denotes the number of data subcarriers of the reference CP-OFDM system. This ensures that the data induced mean power per non-pilot subcarrier is the same for both systems; an important aspect, as this defines the severity of the disturbance caused by \( d_{IC} \), cf. (26). This is even slightly advantageous for CP-OFDM, since in UW-OFDM the total mean power per non-pilot subcarrier is even higher due to the spread of the pilots according to \( G_p \). Within the presented signaling framework, CP-OFDM is modelled by the generator matrices \( G_{d,cp} = B_p I \) and \( G_{p,cp} = P_p \begin{bmatrix} I & 0^T \end{bmatrix}^T \), assuming appropriately sized identity and zero matrices. Burstwise transmission of OFDM symbols is applied, for details on the whole transmission chain (data modulation alphabet, channel encoder, etc.), the interested reader is referred to [29].

Zero additive noise \( v'' = 0 \), cf. (26), is assumed throughout this section in order to distinctly elaborate on the degrading effects of a CFO. The results are obtained by averaging over \( 10^4 \) independent realizations of channel impulse responses with unit energy, drawn from a model with exponentially decaying power delay profile [50] and assuming a channel delay spread of \( \tau_{RMS} = 100 \) ns.

The CFO \( \epsilon \) has been estimated according to (53) once per burst based on the estimated CPE of the first OFDM symbol \( \hat{\varphi}_0 \). The CPEs \( \hat{\varphi}_l \) are estimated according to (23) with \( W_p = |\tilde{H}_p|^2 \). The equalizer is the same as for CP-OFDM and has been chosen to be \( E_p = \begin{bmatrix} 0 & I \end{bmatrix} P_p^T \). Perfect channel knowledge is assumed at the receiver.

B. Simulation Results

Fig. 7 clearly shows that UW-OFDM outperforms CP-OFDM in terms of estimating \( \varphi_l \) based on frequency pilot tones, regardless of the utilized generator matrix and the UW. The performance variation among different UWs is due to two reasons. First of all, the approximation of \( \varphi_p \) as an affine function is not equally accurate for all UWs, cf. Fig. 6. Second of all, in some cases (e.g., for a Barker sequence) the portions of the UW overlaying the pilot subcarriers coincidentally add up coherently with the pilot symbols and thus increase the resulting signal-to-interference-noise ratio in the estimation process, cf. (37). The latter is also the reason why a zero UW — contrary to intuitive expectations, as in this case there are no UW induced disturbances — does not deliver the best results. Independent of that, there is a principle performance gap between UW-OFDM and CP-OFDM, regardless of a specific UW design. The reason for this gap becomes immediately apparent when studying all sources degrading \( \hat{\varphi}_l \), which can be seen from \( \hat{\varphi}(k) \) in (30). Therefore, let us evaluate the mean power of the data driven ICI
between (dashed line), (solid line), $\Delta_0 = 100$ present in a system, $p_{\text{model}}$ and $x$ rather than on the absolute value, thus on the OFDM $u$. We start with a description of the CFO from (31) is a little $\tilde{\alpha}$ an arbitrary phase offset. Perfect timing synchronization $\tilde{\alpha}_{\text{OFDM}}$ is given in (27). It turns out that the redundancy introduced by the UW-OFDM generator matrix reduces the resulting interferences significantly, yielding $\sigma^2_{\text{ICI, CP}} > \sigma^2_{\text{ICI, UW}}$ for an increasing CFO as shown in Fig. 8. The mean power of the pilot induced ICI

$$
\sigma^2_{\text{ICI}} = \frac{1}{N_p} \sum_{k=0}^{N_p-1} \mathbb{E} \left\{ p_{\text{ICI}}^{(l)}[k] p_{\text{ICI}}^{(l)}[k]^H \right\}
$$

(58)

with $p_{\text{ICI}}^{(l)}[k] = e^{j \tilde{\alpha}_{\text{OFDM}}^{(l)}} \sum_{m=0, m \neq k}^{N_p-1} g_{m} p[m]$ from (31) is a little bit higher for UW-OFDM, but without any relevance. We conclude that UW-OFDM clearly outperforms CP-OFDM in terms of pilot based estimation of the CFO induced CPE, regardless of the specific setup.

VI. Conclusion

Pilot tones in the frequency domain are a well-established means for estimating various system parameters. This work has provided a framework to include them into UW-OFDM signals. The presented framework allows optimizing an UW-OFDM signal towards two criteria at the same time, to achieve optimum data estimation capabilities on the one hand, as well as the most energy efficient pilot insertion on the other hand. Contrary to conventional OFDM, pilot tone based CPE estimates incorporate an additional phase offset in case of UW-OFDM, which has to be accounted for. This phase offset depends on the channel instance and the utilized setup. An MSE analysis confirms that the same pilot tone based estimation method provides a significantly better estimate of the CPE in UW-OFDM than in CP-OFDM. This is due the redundancy present in UW-OFDM signals, decreasing the ICI that causes otherwise a degradation of the estimation performance.

Appendix

Derivation of CFO Model

In this Appendix we derive a comprehensive CFO signaling model for UW-OFDM. We start with a description of the CFO effects in time domain and finally end up with the model in (19), describing the receive signal of the $l$th OFDM symbol in the frequency domain.

Assuming a carrier frequency offset $f_{\text{CFO}}$ present in a system, the time domain samples in the complex baseband experience an incremental phase shift of

$$
y(u T_s) = e^{j 2 \pi f_{\text{CFO}} u T_s} e^{j \phi_0} x(u T_s),
$$

(59)

where $u$ denotes the discrete time variable, $T_s$ the sampling time and $\phi_0$ an arbitrary phase offset. Perfect timing synchronization is expected to take care of $\phi_0$, hence it is set to $\phi_0 = 0$ and discarded in the following. The impact of $f_{\text{CFO}}$ on the OFDM system performance depends on the relative proportion to the subcarrier spacing $\Delta_f$ rather than on the absolute value, thus

$^9$Note that parts of the CFO model have already been developed in [51].
motivating to introduce a relative carrier frequency offset
\[ \epsilon = \frac{f_{\text{CFO}}}{\Delta f} = \frac{f_{\text{CFO}}}{f_s/N} = \frac{f_{\text{CFO}}N}{f_s} = f_{\text{CFO}}NT_s. \] (60)

With (60) the incremental phase offset in (59) translates to \( e^{j2\pi\epsilon} \) (where \( u = 0, 1, \ldots, N-1 \) when considering only one OFDM symbol) and in matrix notation to
\[ y = \Lambda' x \] (61)
with \( \Lambda' \in \mathbb{C}^{N \times N} \) given as \( \Lambda' = \text{diag}(1, e^{j2\pi\epsilon}, \ldots, e^{j2\pi\epsilon(N-1)})^T \). In order to take into account the phase accumulated by previous OFDM symbols and the additional UW in front of the burst (which ensures the cyclic structure for the first OFDM symbol), a diagonal matrix \( \Lambda^{(t)} \in \mathbb{C}^{N \times N} \) with
\[ \Lambda^{(t)} = e^{j\psi t} \Lambda' = e^{j2\pi\epsilon(Nt+N_u)} \Lambda' \] (62)
is introduced, whereas \( l \in \{0, 1, \ldots, L-1\} \), \( L \) denotes the number of OFDM symbols per burst, and \( \psi t \) is a phase offset defined as
\[ \psi t = \frac{2\pi \epsilon (Nt + N_u)}{N}. \] (63)

In the following, matrices with the notation ‘\( \prime \)’ as e.g., \( \Lambda' \) encompass the whole frequency range including the zero subcarriers. The counterpart \( \Lambda \) and similar matrices introduced later will only comprise non-zero subcarriers.

Starting with the UW-OFDM transmit signal in (10) and taking into account (62), the \( l \)th OFDM time domain symbol at the receiver can be modelled as
\[ y_r^{(l)} = \Lambda^{(l)}H_x F_N^{-1} \left( B_G d + B_G p + \tilde{x}_u \right) + n \]
(64)
\[ = \Lambda^{(l)}F_N^{-1}F_N H_x F_N^{-1} \left( \tilde{x}^d + \tilde{x}_p + \tilde{x}_u \right) + n \]
(65)
\[ = \Lambda^{(l)}F_N^{-1} \hat{H} \tilde{x}^{p(t)} + n, \]
where \( \tilde{x}^{p(t)} = \tilde{x}^d + \tilde{x}_p + \tilde{x}_u \in \mathbb{C}^{N \times 1} \) summarizing the effects of data, pilots and the UW in one frequency domain vector. Applying the DFT yields the frequency domain OFDM symbol
\[ \hat{y}_r^{(l)} = F_N y_r^{(l)} \]
(67)
\[ = F_N \Lambda^{(l)}F_N^{-1} \hat{H} \tilde{x}^{p(t)} + F_N n \]
(68)
\[ = \tilde{\Lambda}^{(l)}H \tilde{x}^{p(t)} + \nu', \] (69)
with a noise vector \( \nu' \in \mathbb{C}^{N \times 1} \) defined as
\[ \nu' = F_N n \sim \mathcal{CN}(0, N\sigma_n^2 I). \]

Since \( \Lambda^{(l)} \) is diagonal, multiplying with \( F_N \) and \( F_N^{-1} \) results in a circulant matrix \( \tilde{\Lambda}^{(l)} \). In order to provide a better insight on \( \tilde{\Lambda}^{(l)} \) and its relationship to \( \epsilon \), let us start with the definition of the \( k \)th element of vector \( y_r^{(l)} \)
\[ \hat{y}_r^{(l)}[k] = [F_N]_{k, \nu} y_r^{(l)} = \frac{N-1}{u=0} e^{-j2\pi \epsilon u} y_r^{(l)}[u]. \] (71)

According to (66), the \( u \)th element of \( y_r^{(l)} \) is expressed as
\[ y_r^{(l)}[u] = \left[ \Lambda^{(l)} \right]_{u, \nu} F_N^{-1} \hat{H} \tilde{x}^{p(t)} + n[u] \]
(72)
\[ = e^{j\psi t} e^{j2\pi \epsilon u} [F_N^{-1}]_{u, \nu} \hat{H} \tilde{x}^{p(t)} + n[u] \]
(73)
\[ = e^{j\psi t} e^{j2\pi \epsilon u} \frac{1}{N} \sum_{m=0}^{N-1} e^{j\pi ku} \left[ \hat{H} \right]_{m,m} \tilde{x}^{p(t)}[m] + n[u]. \] (74)

Note that (73) follows from (72) by considering that only the \( u \)th element of the vector \( \left[ \Lambda^{(l)} \right]_{u, \nu} \) is non-zero. Plugging (74) into (71) and rearranging yields
\[ \tilde{y}_r^{(l)}[k] = \frac{N-1}{u=0} e^{-j2\pi \epsilon u} e^{j\psi t} e^{j2\pi \epsilon u} \] (75)
\[ \times \frac{1}{N} \sum_{m=0}^{N-1} e^{j\pi ku} \left[ \hat{H} \right]_{m,m} \tilde{x}^{p(t)}[m] + \nu'[k] \] (76)
\[ = e^{j\psi t} e^{j2\pi \epsilon u} \frac{1}{N} \sum_{m=0}^{N-1} \sum_{u=0}^{N-1} e^{j\pi ku} \left[ \hat{H} \right]_{m,m} \tilde{x}^{p(t)}[m] \] (77)
\[ + \nu'[k] \]
\[ = e^{j\psi t} e^{j2\pi \epsilon u} \frac{1}{N} \sum_{m=0}^{N-1} \left[ \hat{H} \right]_{m,m} \tilde{x}^{p(t)}[m] \sum_{u=0}^{N-1} e^{j\pi ku} \] (78)

The relationship between \( \tilde{y}_r^{(l)} \) and \( \tilde{x}^{p(t)} \) is fully determined by \( \tilde{\Lambda}^{(l)} \hat{H} \), cf. (69). Applying this knowledge on (78) together with
\[ \tilde{\Lambda}^{(l)} = e^{j\psi t} \tilde{\Lambda}' \] (79)
leads to the definition
\[ \tilde{\Lambda}^{(l)}_{k,m} = \frac{1}{N} \sum_{u=0}^{N-1} e^{j\pi ku} e^{j2\pi \epsilon u} \] (80)
\[ k = 0 \ldots N-1; \]
\[ m = 0 \ldots N-1. \]

These formulas allow a compact notation of \( \tilde{\Lambda}^{(l)} \), however, an immediate interpretation of the CFO impact in the frequency domain is rather difficult. This will thus be provided in the following. Let \( \tilde{x}^{p(t)}[m] = [\hat{H}]_{m,m} \tilde{x}^{p(t)}[m] \) for reasons of compactness, and separate the impact of the subcarrier in consideration (indicated with index \( k \)) from all others, then (78) can be rewritten as
\[ \hat{y}_r^{(l)}[k] = \frac{1}{N} e^{j\psi t} \tilde{x}^{p(t)}[k] \sum_{u=0}^{N-1} e^{j2\pi \epsilon u} \] (81)
\[ + \frac{1}{N} e^{j\psi t} \sum_{m=0, n \neq k}^{N-1} \tilde{x}^{p(t)}[m] \sum_{u=0}^{N-1} e^{j2\pi \epsilon u} \] (82)
\[ + \nu'[k] \]
\[ = \frac{1}{N} e^{j\psi t} \tilde{x}^{p(t)}[k] \left[ 1 - e^{j2\pi \epsilon} \right] \]
\[ 1 - e^{j2\pi \epsilon} \]
\[
\hat{x}_h^{(l)}[m] = \frac{1}{N} e^{j\psi_l} e^{j\pi \left( \frac{m(m+\epsilon)}{N} \right)} + v'[k]
\]

(82)

\[
= \frac{1}{N} e^{j\psi_l} e^{j\pi \left( \frac{m(m+\epsilon)}{N} \right)} + v'[k]
\]

(83)

\[
= e^{j\psi_l} e^{j\pi \left( \frac{m(m+\epsilon)}{N} \right)} + v'[k]
\]

(84)

Note that (82) follows from (81) by applying the formula for the sum of a geometric series \( S_n = \sum_{p=0}^{P-1} r^p = 1 - r^P / (1 - r) \), and (83) is a preparation step to apply \( e^{-j\pi/n} \). Finally, the frequency domain receive signal corrupted by CFO is

\[
\tilde{y}_r^{(l)}[k] = e^{j\psi_l} e^{j\pi \left( \frac{N-1}{N} \right)} \sin(\pi \epsilon / N) \left[ \mathbf{H} \right]_{k,k} \tilde{x}_n^{(l)}[k] + i[l][k] + v'[k]
\]

(85)

\[
= e^{j\psi_l} \sin(\pi \epsilon / N) \left[ \mathbf{H} \right]_{k,k} \tilde{x}_n^{(l)}[k] + i[l][k] + v'[k],
\]

(86)

with an ICI term \( i[l][k] \) given as

\[
i[l][k] = \sum_{m=0,m\neq k}^{N-1} e^{j\pi (m+\epsilon)(N-1)/N} \sin(\pi (m+\epsilon) / N) \left[ \mathbf{H} \right]_{m,m} \tilde{x}_n^{(l)}[m],
\]

(87)

and a phase offset

\[
\varphi_l = \psi_l + 2\pi \left( \frac{N-1}{2} \right) = \frac{2\pi}{N} (Nl + Nu + \frac{N-1}{2}).
\]

(88)

As can be seen from (86), there are three effects on a subcarrier symbol \( \tilde{x}_n^{(l)}[k] \) as a result of a CFO:
- A phase offset by \( \varphi_l \),
- an attenuation by \( \frac{\sin(\pi \epsilon / N)}{N \sin(\pi \epsilon / N)} \), and
- an ICI term \( i[l][k] \) with similar properties as additive noise.

In matrix notation, (86) translates to

\[
\tilde{y}_r^{(l)} = \mathbf{H} \tilde{x}_n^{(l)} + \mathbf{v}'
\]

(89)

\[
= e^{j\psi_l} \mathbf{H} \tilde{x}_n^{(l)} + \mathbf{v}'
\]

(90)

taking into account (79) and

\[
\mathbf{H}^{(l)} = \frac{1}{N} \left[ \begin{array}{c} \sin(\pi (m+\epsilon - k)/N) \\ \vdots \\ \sin(\pi (m+\epsilon - k)/N) \end{array} \right],
\]

(93)

\[
= \frac{1}{N} \left[ \begin{array}{c} \sin(\pi (m+\epsilon - k)/N) \\ \vdots \\ \sin(\pi (m+\epsilon - k)/N) \end{array} \right],
\]

(94)

For the main diagonal entries with \( k = m \), (94) collapses to

\[
\frac{\sin(\pi \epsilon / N)}{N \sin(\pi \epsilon / N)}.
\]

The nomenclature static within \( \mathbf{H}^{(l)} \) refers to the independence from the OFDM symbol index \( l \).

So far, the derived model is based on \( \tilde{y}_r^{(l)} \) which incorporates all subcarriers. For data estimation performance analysis, it suffices to consider only the subcarriers carrying the payload. We thus discard the zero subcarriers and yield the vector

\[
\tilde{y}_p^{(l)} = \mathbf{B}^T \tilde{y}_r^{(l)}.
\]

(95)

Excluding zero subcarriers is straightforward in a CFO free case given in (11) due to the diagonal structure of the channel matrix \( \mathbf{H} \). However, \( \tilde{y}_p^{(l)} \) in (69) is a dense matrix, hence requiring more in-depth investigations. Conducting a few derivations (for details we refer to [29]), the receive signal in (95) can be expressed as

\[
\tilde{y}_p^{(l)} = \tilde{A}^{(l)} \mathbf{H}_g d^{(l)} + \tilde{A}^{(l)} \mathbf{H}_p p + \tilde{A}^{(l)} \mathbf{H} \mathbf{b}^T \tilde{x}_u + \tilde{A}^{(l)} \mathbf{H}_z \tilde{x}_u, z \rightarrow 0,
\]

(96)

whereas \( \mathbf{H}_g = \mathbf{H}_z \mathbf{I}_N \) denotes the set of non-zero subcarrier indices, \( \mathbf{I}_N = \{ 0, \ldots, N - 1 \} \), and \( \mathbf{I}_z \) represents the positions of zero subcarriers. The offset \( \tilde{A}^{(l)} \tilde{H}_z \tilde{x}_u, z \rightarrow 0 \), yielding the final receive model

\[
\tilde{y}_p^{(l)} \approx \tilde{A}^{(l)} \mathbf{H}_g d^{(l)} + \tilde{A}^{(l)} \mathbf{H}_p p + \tilde{A}^{(l)} \mathbf{H} \mathbf{b}^T \tilde{x}_u + \mathbf{v}
\]

(97)

with negligible approximation error.
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