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Abstract—Improving the performance of a low performing simple model with the assistance of a high performing complex model has been of significant interest recently as it finds applications in important problems such as explainable artificial intelligence, model compression, robust model building and learning from small data. Known approaches to this problem (viz. Knowledge Distillation, Model compression, ProfWeight, etc.) typically transfer information directly (i.e. in a single/one hop) from the complex model to the chosen simple model through schemes that modify the target or reweight training examples on which the simple model is trained. In this paper, we propose a meta-approach where we transfer information from the complex model to the simple model by dynamically selecting and/or constructing a sequence of intermediate models of decreasing complexity that are less intricate than the original complex model. Our approach can transfer information between consecutive models in the sequence using any of the previously mentioned approaches as well as work in 1-hop fashion, thus generalizing these approaches. In the experiments on real data, we observe that we get consistent gains for different choices of models over 1-hop, which on average is more than 2% and reaches up to 8% in a particular case. We also empirically analyze conditions under which the multihop approach is likely to be beneficial over the traditional 1-hop approach, and report other interesting insights. To the best of our knowledge, this is the first work that proposes such a multihop approach to perform knowledge transfer given a single high performing complex model, making it in our opinion, an important methodological contribution.

Index Terms—simple models, knowledge transfer, interpretability, resource constrained environments

I. INTRODUCTION

In many real scenarios where interpretability is important [1] or robustness is critical [2] we may have strict requirements on the type of model that is desired. For example, domain experts in multiple industries such as chip manufacturing or oil production might have a strong preference for decision trees [1], since they understand the model well and can reason its decisions especially when things go wrong. In such a scenario the ask is typically to build the best possible decision tree, rather than some other model even though it may be more accurate. Hence, having a high performing neural network by itself is of less value, unless one can leverage it to build the best possible decision tree. It is also important in such settings to build the simple model on a fixed representation such as the original input data which presumably has features that the expert can interpret. Thus, learning an intermediate representation [3] on which to train a simple model may not be desirable or even allowable. There are also other settings where transferring to a fixed (set of) model might be important such as when we have strict memory/power/hardware constraints as in the case of Unmanned Aerial Vehicles (UAVs) or edge devices in Internet of Things (IoT) kind of systems. Moreover, having an understandable model can lead many times to better real world performance with a human in the loop, rather than blindly basing ones decisions on a black-box model [4].

In our current work, we thus provide solutions for the setting where we are given a fixed simple model and want to improve its performance based on a given complex model. Our main idea, as we will see later, is to create anchor models from a given complex model and leverage some of these to transfer information from the complex model. Moreover, our approach also explores variations/perturbations of these anchor models where we create what we aver to as intermediate models thus leading to an even richer model class than just the anchors themselves for more effective knowledge transfer. A key point to notice here is that the intermediate models do not have to respect the constraints that led to the choice of the simple model (viz. interpretability or size etc.) as only the simple model will be deployed which gives us a lot of flexibility in not only designing the intermediate models, but also the number of them we use in the sequence (i.e. number of hops) to transfer information from the complex model to the simple model. An illustration of this is seen in Figure 1(left), where rather than the typical approach which transfers information directly, ours can use multiple hops based on intermediate models of decreasing complexity, but which are more complex than the simple model. It is important to note that direct or 1-hop transfer is just a special case of our approach.

With the intention of motivating the idea, in Figure 1(right), we observe a synthetic data example. Here a fifth degree polynomial is the complex model and a linear model with bisquare loss is the simple model. Uniform random noise is added to the first 20% of the complex models predictions. We see in the figure that when the simple model is directly fit to the noisy predictions of the complex model the mean squared error of the simple model is 2.29. This error is reduced by more than half when an intermediate model, which is a third degree polynomial in this case, is used. A detailed discussion
Fig. 1: Above in the left figure we see more details about our approach where we see a 3-hop transfer with intermediate models that formed by perturbing (possible) anchor models. On the right we see a synthetic data example which showcases the potential of our approach. The complex model is a fifth degree polynomial and the simple model is a (robust) linear model with bisquare loss. We observe that the simple model’s mean squared error (MSE) from fitting to the complex models noisy predictions is much higher than fitting the simple model to a third degree polynomial (intermediate model) which in turn was fit to the noisy complex models predictions.

of this setup is provided in the experimental section where qualitatively similar results are seen in the noiseless setting and more insight is provided about its behavior.

The main motivation for our proposed approach is that smoothing the prediction surface at the expense of some degree of fidelity seems to be useful for knowledge transfer to simple models. Knowledge distillation does this to some degree where a simple model is fit to the (soft) predictions of a complex model, which although accurate, has of course lower fidelity than the original (ground truth) training data. We generalize this idea where we choose to not limit ourselves to such a 1-hop transfer, but rather choose the optimal number of hops (and intermediate models) for further improving performance. A better tradeoff between fidelity and smoothness seems to be achieved by our methodology for knowledge transfer as can be witnessed in the experiments. Another more subtle motivation for our approach is that there is typically a loss mismatch between how models are trained and how they are evaluated. For instance, neural networks typically optimize cross-entropy loss, however, the test performance is evaluated with 0-1 loss. In such cases of loss mismatch, which is also seen in our synthetic experiment in Figure 1(right), the multihop approach seems to have even more promise, as smoother but less faithful models w.r.t. one loss can transfer better relative to a different loss. This subtle, but interesting aspect may inspire more methods and deeper analysis in the future.

II. RELATED WORK

As described before there are multiple approaches to transfer information from a complex to a simpler model. Knowledge Distillation (KD) [2], [5] is arguably the most popular approach for doing this where the simple model is typically a neural network. It entails minimizing the cross-entropy loss of a simpler network based on calibrated confidences [6] of a more complex network accomplished by temperature scaling or by minimizing Kullback-Liebler (KL) divergence. The simple networks are typically of the same (or similar) depth but thinned down [7]. Other strategies such as model compression [8]–[10] are also conceptually similar to KD, where the actual outputs are replaced by predictions from the complex model. In [11], authors use soft targets and their uncertainty estimates to inform a student model on a larger dataset with more noisy labels. Uncertainty estimates are obtained from Gaussian Process Regression done on a dataset that has less noisy labels. In [12], authors train a student neural network that is identically parameterized to the original one by fitting to soft scores rescaled by temperature. [13] define a new class of decision trees called soft decision trees to enable it to fit soft targets (classic KD) of a neural network. The weighting based approaches [1], [14] on the other hand do not alter the target to which the simple model is fit, rather learn an importance weighting of the training inputs on which the simple can be trained. These procedures can be easily applied to models optimizing losses other than cross-entropy such as hinge loss or squared loss also providing interpretation of which inputs are more (or less) important. [15] propose to weight samples to make deep learning robust by tuning the weights on a validation set through gradient descent. This is different from our problem where we have a pre-trained complex model and wish to improve a given simple model. As such, all these approaches transfer information directly (i.e. in 1-hop) from a complex to a simple model. Even the recent approach that learns new representations [3], which may not be suitable for our problem setting as mentioned earlier, does so directly from the complex model and hence belongs to the 1-hop category.

There are also approaches which transfer information from
multiple complex models to one or more simple models. In [16], multiple complex models are trained and multiple simple models are distilled. These simple models are then ensembled to form the final model. The ensembling can of course break the requirements for applications motivated in this paper such as interpretability or deployment in resource constrained settings. Another approach [17] transfers information in multihop fashion but assumes access to multiple complex models of decreasing complexity termed as teaching assistants, unlike ours where we just have access to a single complex model and show how to create anchor/intermediate models. The method also is limited to transferring information between neural networks with the same architecture, but differing depths and using KD. Other transfer strategies such as weighting based are not suited for it. Ours can work for arbitrary complex-simple model combinations and also with transfer methods other than KD. Moreover, given k anchor models and a maximum of m hops the method has time complexity of \(O(mk^2)\) as opposed to \(O(mn)\) where \(n \leq k\) which is ours. Nonetheless, we compare with an enhanced version of this method in the experiments and show consistently better results.

III. METHODOLOGY

A. Problem Formulation

Let \(X \times Y\) denote the input-output space. For a positive integer \(d\) let \(C : \mathbb{R}^d \rightarrow \mathbb{R}\) denote the complex model and \(S : \mathbb{R}^d \rightarrow \mathbb{R}\) the class of simple models. Let \(t(\ldots)\) be a function that takes the complex model, simple model class and intermediate models as input and returns a particular simple model as output. Procedures such as KD or ProfWeight (PW) could be used to transfer information in each hop. Assume k anchor models \(A_1, \ldots, A_k\) all mapping \(\mathbb{R}^d \rightarrow \mathbb{R}\) of complexity lower than \(C\). Examples of how to create these from different commonly used complex models \(C\) are described in section Anchor Models. Further assume a randomized perturbation function \(e(.)\) which takes as input an anchor model and outputs another model with same or "slightly" different architecture – i.e. a potential intermediate model is available. We also show example instantiations of this for popular models in section Intermediate Models. With this and given a likelihood or reward function \(\rho(.,.)\), we want to optimize the following objective over a dataset \(D\) where knowledge transfer up to \(m\) hops is allowed:

\[
S^* = \arg \max \sum_{S \in \{t(C, S, t)\mid I \in \{e(A_i)\mid i = 0, \ldots, k\}\}^m} \frac{1}{|D|} \sum_{(x,y) \in D} \rho(S(x), y)
\]  

(1)

where we define \(e(A_0) = \phi\) that is absence of a (intermediate) model or no model,

\[
\{e(A_i)\mid i = 0, \ldots, k\}^m
\]

\[
\{e(A_i)\mid i = 0, \ldots, k\} \otimes \ldots \otimes \{e(A_i)\mid i = 0, \ldots, k\}^m
\]

that is a \(m\)-ary cartesian product of the set of intermediate models which are created from the anchor models and \(|.|\) denotes cardinality.

Algorithm 1: Multihop Stochastic Transfer Method (MSTM).

Input: Complex model \(C\), dataset \(D\), maximum hops \(m\), transfer function \(t(.,.)\) and simple model class \(S\).

Create \(k\) anchor models \(A_1, \ldots, A_k\) with decreasing complexity from \(C\) [See section Anchor Models]

Use appropriate perturbation function \(e(.)\) based on Algorithm 2 [See section Intermediate Models]

Initialize \(I \leftarrow \{1, \ldots, k\}\), \(i \leftarrow 1\) and \(I \leftarrow \phi\)

while \(i \leq m\) do

Randomly choose \(n \leq |I|\) elements from \(I\) along with 0 and assign to set \(I_{[n]}\)

\(I_i \leftarrow \arg \max_{e(A_j) \mid j \in I_{[n]}} \sum_{(x,y) \in D} \rho(t(C, S, \bigcup e(A_j))(x), y)\)

\(I_i \leftarrow \{\text{index of the anchor model } A_j \text{ chosen above to maximize the reward in iteration } i\}\)

\(I \leftarrow \bigcup I_i\)

\(I \leftarrow I - \{r \mid r = 1, \ldots, I\}\) [Consider only lower complexity anchor models for next hop.]

if \(I = \phi\) then break

\(i \leftarrow i + 1\)

end while

Return \(S \leftarrow t(C, S, I)\)

Loosely speaking, we want to find the combination of intermediate models derived from the anchor models that transfers information from the complex models the best so as to obtain a high performing simple model. There are a few things to note about this formulation. First, direct or 1-hop transfer is just a special case of this formulation where \(e(A_0)\) or \(\phi\) is selected at each hop. Second, the \(e(.)\) functions are randomized and so can lead to different intermediate models at different hops even for the same anchor model making the search space more complicated but also richer. One could of course set \(e(.)\) to an identity function in which case intermediate models would be specific anchor models and the problem becomes solely a selection problem. Third, the search space for the best combination is exponential in \(m\) and hence methods that intelligently explore promising parts of the space have to be developed. Even for small \(m\) and \(k\) brute-force search can still be expensive as each operation requires training models that are produced by perturbing the anchor models.

B. Method Description

Given the above formulation we now propose our approach Multihop Stochastic Transfer Method (MSTM) which is detailed in algorithm 1. It is a type of stochastic greedy algorithm, where at each hop the intermediate model that best improves the simple model is chosen based on evolving or perturbing a given set of randomly sub-selected anchor models. The perturbations can also be stochastic and non-parametric as we describe below in subsection Intermediate Models. Moreover, to make the search more efficient, as training models is expensive, at each hop we only consider anchor models of lower complexity.
than the ones already chosen in the previous hops to create intermediate models. This makes intuitive sense since adding a more complicated model will in all likelihood lead to it exactly emulating the previous intermediate model as its hypothesis class would be a superset. This would bring little additional value to transferring knowledge from the original complex model. Hence, our approach can be perceived as a refined version of the typical stochastic greedy procedures which have strong theoretical guarantees [18].

Another thing to note is that at each hop not adding an intermediate model is allowed in our approach. Moreover, the function \( t(\ldots) \) could be instantiated based on different transfer strategies such as KD or weighting based ones, not to mention their combinations, i.e. KD for some hops and PW for others, are also possible. This makes the traditional 1-hop approaches special cases of our method.

1) Anchor Models: As we have seen anchor models are an integral part of our approach. In this subsection, we show how one can create these models from many commonly used complex models.

1) Deep Neural Networks (DNN): For complex models that are DNNs we can create anchor models by replicating the architecture but to lesser depths. For example, if ResNet-50 is the complex model, then anchor models could be ResNet-40, ResNet-30 and so on. If we have a DenseNet-169, then we could create DenseNets with fewer layers. Similar strategies could be pursued for other deep architectures. Moreover, well known simpler architectures such as ShuffleNet and MobileNet can also serve as anchor models for more complicated architectures.

2) Tree Ensembles: For complex models such as boosted trees or random forests one can also easily create anchor models. In this case, the anchor models could be ensembles with fewer trees. For example, if 100 boosted trees is the complex model, then 50 boosted trees or a 50 tree random forest could be an anchor model.

3) Other types of Models: For non-ensemble complex models such as generalized linear models one could create anchor models by taking different order Taylor or Pade approximations of the functions. One could also create anchor models by doing function decompositions based on binary, ternary and higher order interactions [19].

Thus, as can be seen above not having anchor models readily provided is not a bottleneck to using our approach as they can be created without too much difficulty for a wide range of complex models.

2) Intermediate Models: We now describe how the perturbation function \( e(\cdot) \) can be designed for popular architectures to create intermediate models from anchor models. Of course, if our search space is rich enough just based on the anchor models, we could set \( e(\cdot) \) to identity in which case the (possible) intermediate models would just be some of the anchor models. Most modern neural architectures [20–22] are formed by stacking several blocks each of which consists of repeated sub-blocks and corresponding hyperparameters that perform a certain functionality. Here are some examples of sub-blocks and hyperparameters for popular architectures:

\[
\begin{align*}
\text{DenseNet [22]:} & \quad \text{A DenseNet has a Convolution-Relu-BatchNorm sub-block. The number of times a Convolution-Relu-BatchNorm sub-block should be repeated along with the number of channels also called growth rate are hyperparameters that determine the DenseNet architecture.} \\
\text{MobileNetV2 [21]:} & \quad \text{A MobileNetV2 has residual sub-blocks which includes a depth-wise convolution layer. Each residual sub-block has stride (1 or 2), expansion factor \( \alpha \), number of filters and number of times a sub-block is repeated as the hyperparameters. The depth-wise convolution expands the number of filters of the convolution by an expansion factor \( \alpha \), applies the convolution function and then projects it back to the original number of filters.} \\
\text{ResNet [20]:} & \quad \text{The sub-blocks in Residual Networks are comprised of Convolution-BatchNorm-Relu layers. The hyperparameters are number of filters and number of times a block is repeated.} \\
\end{align*}
\]

Given instantiations of the above architectures as anchor models we can create intermediate models by (slightly) modifying their architecture as given in algorithm 2.\(^1\) The algorithm also mentions how one could create intermediate

\[
\text{Algorithm 2: Design of perturbation function } e(\cdot) \text{ to create intermediate models.}
\]

\[
\begin{align*}
\text{Input:} & \quad \text{Anchor model } \mathcal{A} \\
\text{if } \mathcal{A} \text{ is a neural model then} & \quad \text{num-sub-blocks} = \text{compute-subblocks(} \mathcal{A} \text{)} /*Returns number of sub-blocks in } \mathcal{A} */ \\
\text{intermediate-model } \mathcal{M} = \mathcal{A}, \text{ choose number of perturbations } L \text{ and cur-step } = 0 \\
\text{while cur-step } < L \text{ do} & \quad \text{subblock-num} = \\
\text{is-delete} = \text{delete-or-modify-subblock()} /*Randomly pick a sub-block*/ \\
\text{else} & \quad \text{num-sub-blocks} = \text{compute-subblocks(} \mathcal{M} \text{)} /*Delete sub-block*/ \\
\text{end} & \quad \text{cur-step} += 1 \\
\text{end}
\end{align*}
\]

\[
\begin{align*}
\text{else if } \mathcal{A} \text{ is tree ensemble then} & \quad \text{M} = \text{perturb-tree-depth(} \mathcal{M} \text{)} /*For tree ensembles perturb tree depth*/ \\
\text{else if } \mathcal{A} \text{ is GLM then} & \quad \text{M} = \text{perturb-sparsity(} \mathcal{A} \text{)} /*For regularized GLMs change degree of sparsity*/ \\
\text{End}
\end{align*}
\]

\[
\text{Return } \mathcal{M}
\]

\(\text{1For MLP sub-blocks would just imply layers.}\)
models for non-neural architectures such as tree ensembles and regularized generalized linear models (GLMs).

IV. EXPERIMENTS

We now perform experiments with synthetic and real data showcasing the power of our approach. Besides just reporting performance we also study where and when our approach is likely to exhibit the most benefit. We also provide additional insights to better understand our approach.

A. Synthetic Experiments

To understand and motivate our multihop idea we consider a simple setup where a fifth degree polynomial is the complex model and the simple model is a linear model. A trimmed down version of our method MSTM is considered, where only a single anchor model – a third degree polynomial – which is also the intermediate model (i.e. \( e(.) \) is an identity function) is used to produce an up to 2-hop transfer.

Setup: The complex model is a fifth degree polynomial with coefficients and bias \( 10^{-5} \), which is also the ground truth data generator. We generate input data \( x \) lying between \([-14, 14]\) at intervals of \( 0.01 \) leading to roughly 2800 points. For two experiments Figure 2(left) and Figure 2(right) we generate uniform random noise between \([0, 1]\) for the first 20% of the inputs and add it to the predictions of the complex model. The intermediate model in all experiments is fit using least squares loss to the noisy predictions (Figure 2(left) and Figure 2(right)) or noiseless predictions (Figure 2(center)) of the complex model (i.e. to the red curves). In the first two experiments the simple linear model is fit using bisquared loss, while in the third it is fit using least squared loss. The final evaluation of the simple model is based on mean squared error (MSE) w.r.t. the ground truth data generator i.e. the (noiseless) complex models predictions.

Observations and Insights: In Figure 2(left), we see that fitting the simple model to the predictions of the intermediate model which in turn was fit to the noisy complex model produces a much better linear predictor (green line), than 1-hop fitting (yellow line). The error of the 2-hop predictor is less than half of the 1-hop predictor in this case. We see similar qualitative behavior for different degrees of noise. In fact even in the extreme case of no noise Figure 2(center), we observe that the 2-hop simple model is still superior to the 1-hop fitting approach, although by a smaller margin. In Figure 2(right), we see that the 1-hop approach has the same performance as 2-hop (green line overlays the yellow line) where the only difference between this and the first experiment is that the simple model is trained using least squares loss.

The above experiments bring forth at least a couple of interesting insights. i) Smoothening of the prediction function using intermediate models seems to help knowledge transfer to simple models. ii) The evaluation loss (i.e. MSE in this case) being different from the one that the simple model optimizes can lead to different models that perform better using the multihop approach. This is a very interesting and subtle point which seems to be important to witness the power of the multihop approach over its traditional 1-hop counterpart. Note that bisquare loss has a single minima and so the improvement based on one approach but not the other cannot be attributed to serendipitously finding a better local minima. Hence, our justification based on loss mismatch has stronger grounding. Moreover, such loss mismatches are prevalent in most machine learning applications as the evaluation loss is typically 0-1 loss, however, one rarely trains a model that directly minimizes it (e.g. NNs optimize cross-entropy, LR optimizes log-likelihood). Even such a simple setup with limited options for our method showcases the power of our approach and helps us understand possible scenarios of when it might be useful.

B. Real Data Experiments

Setup: We experimented on six real datasets (CIFAR100 [23] and 5 UCI datasets [24]). All datasets except CIFAR100 which
TABLE I: Below we see the % test accuracies (Acc) of the different approaches. Best results for the simple model (based on paired t-test) are indicated in bold. As can be seen our method MSTM is consistently better than other approaches which include direct training, 1-hop, ours with no perturbation (MSTMnp) and an enhanced version (indicated by the "+" sign) of a state-of-the-art multi-teacher approach (TAKD). TM implies transfer method.

| Dataset | CM | CM Acc | SM | SM Acc | TM | 1-hop Acc | MSTM Acc | MSTMnp Acc | TAKD+ Acc |
|---------|----|--------|----|--------|----|-----------|----------|------------|-----------|
| CIFAR100 | DNet169 | 79.15 | LeNet | 36.8 | KD | 40.64 | 42.6 | 41.05 | 40.49 |
|          | PW | 32.39 |     |     |     | 42.61 |       | 41.65 | N/A       |
| Credit Card | XGB | 74.6 | Tree | 68.6 | KD | 68.8 | 71.2 | 68.80 | 69.40 |
|          | PW | 68.9 |     |     |     | 71.4 |       | 68.8 | N/A       |
|          | NN | 71.8 | Tree | 68.6 | KD | 64.8 | 66.40 | 65.20 | 65.80 |
|          | PW | 69.7 |     |     |     | 69.7 |       | 68.24 | N/A       |
| Magic | XGB | 85.64 | Tree | 76.8 | KD | 76.92 | 77.56 | 72.92 | 73.96 |
|          | PW | 76.92 |     |     |     | 77.24 |       | 76.76 | N/A       |
|          | NN | 83.4 | Tree | 76.8 | KD | 72.08 | 75.52 | 75.32 | 75.28 |
|          | PW | 76.6 |     |     |     | 76.36 |       | 75.96 | N/A       |
| Higgs | XGB | 70 | Tree | 59.6 | KD | 57.6 | 65.8 | 57.80 | 58 |
|          | PW | 58.2 |     |     |     | 62.2 |       | 58 | N/A       |
|          | NN | 65.8 | Tree | 59.6 | KD | 53.4 | 60.20 | 54.60 | 55.80 |
|          | PW | 58.2 |     |     |     | 61.8 |       | 61.4 | N/A       |
| Waveform | XGB | 85.6 | Tree | 70.32 | KD | 71.28 | 72.48 | 70.32 | 70.24 |
|          | PW | 71.08 |     |     |     | 72.32 |       | 71.28 | N/A       |
|          | NN | 85.12 | Tree | 70.32 | KD | 69.12 | 70.56 | 68.72 | 68.64 |
|          | PW | 67.20 |     |     |     | 68.24 |       | 68.4 | N/A       |
|          | KW | 76.04 |     |     |     | 78.12 |       | 77.04 | 76.72 |
|          | PW | 76.14 |     |     |     | 76.56 |       | 72.39 | N/A       |
| Diabetes | XGB | 77.6 | Tree | 75 | KD | 71.56 | 73.96 | 66.67 | 61.46 |
|          | PW | 76.04 |     |     |     | 81.25 |       | 80.73 | N/A       |

comes with its own train/test partition were randomly split 10 times into 75% train and 25% test. Results were averaged over these random splits. 500 examples from the train set were used for validation and maximum hops $m = 3$ for all datasets.

For CIFAR100 the complex model was DenseNet169 ($≈$ 15M parameters) and the simple model was a LeNet [25] ($≈$ 60K parameters). There were 20 anchor models in this case (i.e. $k = 20$) which were smaller DenseNets (DNets) with at least 2M parameters, smaller ResNets, as well as MobileNetV2 ($≈$ 3.4M parameters). Intermediate models were created from these by following the steps in the Intermediate Models section above. The maximum number of perturbations allowed were set to three. For the first hop for DenseNets, the number of repetitions of the Convolution-Relu-BatchNorm sub-block were (randomly) chosen from $\{6, 8, 10, 12, 16, 24\}$ and the growth rate from $\{4, 8, 16, 24, 32\}$. For MobileNetV2, the $\alpha$ was (randomly) chosen between 1 to 8 and the number of times a sub-block should be repeated was between 1 to 5. These choices were made so that the first hop intermediate model is of lesser complexity than the complex model. For subsequent hops, as mentioned before, these parameters changed depending on the intermediate model chosen in the previous hop. ADAM optimizer was used to train these deep models. The complex model and simple model were trained for 240 epochs, while each of the intermediate models were trained for 70 epochs. The learning rate was set to 0.01 and weight decay was set to 0.1. For the other datasets the complex model was XGBoost (XGB) with 100 trees where each tree had a maximum depth eight as well as a fully connected neural network (NN) of depth 10. The simple model was a single (CART) decision tree of maximum depth 3. There were 228 anchor models for XGB (i.e. $k = 228$) which were XGB trees and random forests (RFs) of sizes ranging from 3 to 60 with each tree having a maximum depth of six. Intermediate models were created by (randomly) perturbing the tree levels by utmost two. Thus, the search space was large ruling out brute-force search. For the NN the anchor models were smaller depth NNs from depth two to nine (i.e. $k = 8$). Intermediate models were created by randomly adding or removing a layer. $n$ was set to 20 for the XGB and DNet169 experiments. It was set to 8 for the NN experiments as there were only 8 anchor models (i.e. $n = k = 8$).

We experimented with two state-of-the-art 1-hop knowledge transfer strategies that work of the original input representations namely, KD and ProfWeight (PW) [1]. For DenseNet169 we used the KD code provided here https://github.com/HobbitLong/RepDistiller/. Since, KD is mainly used to transfer knowledge from neural networks we use its special case for XGB which is model compression [8]. Similarly, PW is also primarily applicable to complex models that are neural networks and so we use its special case for XGB where the confidence outputted for the true class serves as the example weight. For baselines we compare with direct training, 1-hop transfer, our method with no perturbations (i.e. $e(\cdot)$ is identity) and an enhanced version of the teaching assistant based knowledge distillation (TAKD) method [17], which we refer to as TAKD+. We had to enhance the method as its original implementation requires access to multiple complex models which are neural networks.
of varying depth with the same architecture and where the simple model also has the same architecture, but is shallower. The method however, is designed for KD as the 1-hop transfer method and is not suited to weighting based transfer methods, which is why we have "N/A" in Table I. The anchor models were provided to this method as teaching assistants.

**Performance:** In Table I we see the test performance of the different methods. We see that our multihop approach MSTM produces consistently the best results over standard training and 1-hop approaches. The improvement over standard training on the original dataset is on average 3% and goes up to 6% in a particular case. The improvement over 1-hop is on average a little more than 2% and goes above 8% at best. Best results on CIFAR100 were seen where perturbed versions of DenseNet121 and MobileNetV2 were the intermediate models. In the case of XGB, the best intermediate models varied per dataset and transfer method. In some cases smaller XGBs gave the best results, while in other cases smaller RFs were preferred. Typically, best results were obtained within two to three hops.

**Simple model optimized loss vs Evaluation accuracy:** In Table II we see the losses optimized by the respective simple models. LeNet optimizes cross entropy loss, while (CART) decision tree optimizes Gini index [26]. In the table to represent the latter as a global loss we compute the weighted sum of the Gini indices of the leaves, where the weights correspond to fraction of examples in the test set that belong to a particular leaf. More formally, if we have a decision tree with \( l \) leaves where \( G_i \) is the Gini index and \( n_i \) is the number of examples in the test set for leaf \( i \) with \( n_t \) being the total number of test examples then, \( \text{WGI} = \frac{1}{n_t} \sum_{i=1}^{l} n_i G_i \). This measure tells us how well the simple model performs w.r.t. Gini index on the test set.

### Table II

| Dataset    | Loss     | TM   | SM   | 1-hop | MSTM |
|------------|----------|------|------|-------|------|
| CIFAR100   | Cross entropy | KD 2.47 | 3.24 | 3.25 |       |
|            |          | PW 2.22 | 2.22 | 2.47 |       |
| Credit Card | WGI      | KD 0.38 | 0.32 | 0.06 |       |
|            |          | PW 0.38 | 0.33 | 0.26 |       |
| Magic      | WGI      | KD 0.31 | 0.26 | 0.21 |       |
|            |          | PW 0.31 | 0.26 | 0.21 |       |
| Higgs      | WGI      | KD 0.43 | 0.35 | 0.23 |       |
|            |          | PW 0.43 | 0.40 | 0.38 |       |
| Waveform   | WGI      | KD 0.37 | 0.36 | 0.27 |       |
|            |          | PW 0.37 | 0.35 | 0.31 |       |
| Diabetes   | WGI      | KD 0.30 | 0.27 | 0.09 |       |
|            |          | PW 0.30 | 0.25 | 0.20 |       |

Looking at Table II in relation to Table I we realize that lower simple model loss even on the test set may not correspond to higher accuracy in all cases. For instance, cross entropy loss increases as we go from the model that is directly trained on the dataset to 1-hop to our multihop approach. However, these losses are directly proportional to the test accuracies in Table I. This is also seen when comparing direct training and 1-hop on the Higgs dataset. Given that these are test set results the reason cannot be model overfitting on the training set that produces this behavior, rather we see the effects of loss mismatch which we also witness in the synthetic experiments. The effect being that multihop can produce better quality models w.r.t. an evaluation loss even though it may be hard to beat the (training) loss optimized by the simple models. This is a very interesting and subtle point which seems to be important to witness the power of the multihop approach over its traditional 1-hop counterpart. Moreover, such loss mismatches are prevalent in most machine learning applications as the evaluation loss is typically 0-1 loss, however, one rarely trains a model that directly minimizes it (e.g. NNs, LR optimize cross-entropy, log-likelihood respectively). Qualitatively similar results were seen using PW as the 1-hop method.

**Type of Examples Corrected by MSTM:** Figure 3 provides us insight about the type of examples that the simple model trained using MSTM (with KD) correctly classified, but that it originally misclassified. We see here the relationship between the output confidences of the simple model (and complex model) trained on the dataset for such examples with the average output confidence over all the examples in the test set. In general, it seems that misclassified examples by the simple model that are somewhat near the boundary are targeted for improvement, i.e., they are not confidently misclassified.

![Figure 3](image-url)
The simple models confidence for these examples is typically around half its confidence over all examples. The complex model on the other hand is generally confident about these examples, where its confidence on average is similar to its confidence over all examples. Qualitatively similar results were seen with PW as the 1-hop method.

V. DISCUSSION

In the previous sections we observed and analyzed the behavior of the different approaches. It seems one of the key aspects for effective knowledge transfer to simple models is to have the right kind of function smoothing. For instance, KD increases entropy of the prediction surface, that is, flattens peaks of the class conditional distribution of the complex model. Weighting based approaches such as PW and SRatio remove certain peaks by setting weights of those examples to zero in the extreme case. Multihop seems to perform this smoothing better, where one can in principle use a combination of KD and PW to reap benefits of both types of smoothening.

In terms of computational complexity the multihop approach is of course more expensive than the 1-hop approach as more alternatives need to be tested. However, given our stochastic scheme the search is over a much smaller space with it still having some performance guarantees as seen in lemma ?? over exhaustively searching over the entire state space. Moreover, given the gain in performance the additional complexity may be justified. As such, depending on the available resources one could decide how many models (i.e. n) to test in each hop, as well as how many hops to try. Based on our experience the best models are obtained with two to three hops so the main question is really the value of n. Additionally, since at every successive hop our candidate anchor models are only those with lower complexity than the previously chosen anchor model the set of possible candidates can reduce sharply. Also as previously stated, our method seems to be much more efficient than its closest competitor TAKD [17] which has a time complexity of $O(mk^3)$ as opposed to $O(mn)$ where $n \leq k$ which is ours.

In this work we added intermediate models in a sequence, but it may be possible to extend these multihop structures to generic directed acyclic graphs (DAGs). This would add another layer of complexity where one would now have to decide how to aggregate or effectively compute the information to transfer from one hop to the next.

In summary, we have provided a novel meta-approach to transfer knowledge from a complex black-box to a simple model of predetermined complexity and where there may be also constraints on the representation used to train the simple model (viz. input representation for interpretability). We saw that the approach consistently performed best across different datasets and complex-simple model combinations. An interesting insight that was uncovered was that the multihop approach is especially powerful when there is a mismatch between the loss that the simple model optimizes (viz. log-likelihood) and the evaluation loss (viz. 0-1 loss), which anyway is typically the case in practice.
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