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ABSTRACT

Spatial intensity moments computed on images can be used as a probe of the centroid, size, and orientation of pixelized sources such as stars and galaxies. However, all measurements made on images suffer from errors due to undersampling and finite pixel size, causing systematic biases in the computation of moments and other statistics. We show examples of bias in the first and second geometric moments computed on images of Gaussian sources with widths near the pixel scale, $0.1 < \sigma < 5$ pixels. We then illustrate how undersampling could lead to the orientation angle patterns seen in modern surveys of the sky.
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1. INTRODUCTION

The localization and measurement of light sources, such as estimation of the centroid, ellipticity, and orientation of a galaxy, is often a prime focus of astronomical surveys of the sky. One such set of image measurements is the method of moments which summarizes spatial information about the intensity distribution of an object and is capable of uniquely characterizing a distribution function. For instance, the geometric moments $m_{pq}$ of a 2D image $I$ are calculated by summing the product of pixel values $I_{ij}$ with coordinates $(x_i, y_j)$ to the $\{p,q\}$ power: $m_{pq} = \sum_i \sum_j x_i^p y_j^q I_{ij} w_{ij} / \sum_i \sum_j I_{ij} w_{ij}$, where $w_{ij}$ is a pixel weighting function that can be chosen for the application. The zeroth moment $m_{00}$ represents the total flux (often normalized to unity), and the first moment’s estimate of the centroid is $\{\bar{x}, \bar{y}\} = \{m_{10} / m_{00}, m_{01} / m_{00}\}$. Higher moments calculated about that centroid are the central moments, $\mu_{pq} = \sum_i \sum_j (x_i - \bar{x})^p (y_j - \bar{y})^q I_{ij} w_{ij} / \sum_i \sum_j I_{ij} w_{ij}$, where the second, third, and fourth central moments provide information about the size/shape, skewness, and tails of the object being imaged. A perfectly-sampled elliptical 2D Gaussian is therefore completely summarized by moments up to order two, where the second central moments in $x$ and $y$ equal the Gaussian widths $\sigma_x, \sigma_y = \sqrt{\mu_{20,2}} \sqrt{\mu_{02,2}}$ and the cross term $\mu_{1,1}$ can be used to measure the orientation angle relative to the measurement axes, $\theta = \frac{1}{2} \arctan(2\mu_{1,1}/(\mu_{2,0} - \mu_{0,2}))$.

With astronomical images these calculations are performed on two-dimensional grids of pixel values which correspond to spatial integrals of an object’s light over a pixel area and sampled at discrete positions. However, this necessarily breaks the unique correspondence between intrinsic properties and image moments, which requires the image to be point-sampled at continuous positions rather than integrated over areas at discrete positions (as most realistic imagers do). For instance, the centroid of a half-pixel-wide object will be correct only when located at a pixel center or edge; elsewhere the first moment is biased by the assumption that flux is point-sampled at pixel centers. Unbiased estimation of an object’s true size and shape using moments measured on pixelized images therefore requires assumptions about both the pixel response function and the sub-pixel distribution of light. For objects much larger than the pixel scale this bias usually becomes negligible compared to statistical noise, but in general it remains a systematic bias in every measurement made on pixelized images.

We illustrate the effect of this bias on second moment (size) measurement in one dimension using a Gaussian source $g(x)$ of variable width $\sigma$ and centered at $x = 0$, noiselessly imaged by a linear array pixels indexed by $x_i$ and spaced by $\Delta_x$. The resultant digital image $g_i$ can be represented as the integral of the continuous object’s intensity distribution $g(x)$ over a pixel response function, typically assumed to be a unit square $rect(u)$ which is nonzero only for $|u| < 1/2$:

$$g_{rect}(x_i) = \int g(x) \times rect\left(\frac{x - x_i}{\Delta_x}\right) dx = \sigma \sqrt{\frac{\pi}{2}} \left( \text{erf}(x_i - \Delta_x/2) - \text{erf}(x_i + \Delta_x/2) \right).$$
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Figure 1. Top left: a Gaussian of width $\sigma = 1.0 \text{pix.}$ (black line) which has been $\delta$-sampled (black dots) and rect-sampled (green points), illustrating the size bias $g_{\text{rect}} \geq g_{\delta} = g(x_i)$. Bottom left: the difference between these images (black points) is compared to the second order Taylor expansion model (yellow line) in Eq. 2. Right: the percentage bias in several estimates of size $\sigma_{\text{out}}$ made on $\delta$-sampled and rect-sampled images of a Gaussian with input width $\sigma_{\text{in}}$. The assumption of a $\delta$-sampling on rect-sampled images, for instance in fitting a $\delta$-sampled Gaussian through $\chi^2$-minimization (green) or in typical calculation of second moments (blue), leads to a polynomially-decreasing size bias (green dashed line). Applying the correction model in Eq. 2 to rect-sampled images can reduce the bias in the second moment calculation at larger input scales (orange). At smaller scales the second moment of $\delta$-sampled images (red) is limited by a pixel spacing systematic which decreases exponentially (red dashed line).

Under these conditions, the pixel values of $g_{\text{rect}}$ are differences of error functions which can be calculated through numerical integration and fast and accurate approximations. In the limit of infinitely small pixel widths, the pixel response can be modeled as a Dirac $\delta$-sampled image $g_{\delta}$ which is simply the Gaussian evaluated at each integer pixel position. The difference between these two images is a bias $b$ which can be approximated to second order via a Taylor series approximation:

$$b(x_i) = \frac{x_i^2}{24\sigma^4} \exp\left(-\frac{x_i^2}{(2\sigma^2)}\right).$$

These 1D images $g_{\delta}$, $g_{\text{rect}}$, and their difference, are shown in the left panels of Figure 1. When normalized to the peak pixel value it can be seen that for all pixels $g_{\text{rect}} > g_{\delta}$, implying unweighted moments calculated on the rect-sampled image are always biased larger than the input size, i.e. $\mu_{2,\text{rect}} > \mu_{2,\delta} > \sigma_{\text{in}}$. For instance, the second centralized moment $\mu_{2,\text{rect}}$ of a rect-sampled Gaussian of width $\sigma_{\text{in}} = 1$ pixels is biased 0.1% larger than $\sigma_{\text{in}}$. Similarly, a systematic bias of 0.5% arises from fitting a $\delta$-sampled model to a noiseless rect-sampled image (fitting a $\delta$-sampled model to a $\delta$-sampled image results in zero bias). At input widths greater than a pixel, this bias in second moment of can be decreased using the second order model in Eq. 2 (assuming an a-priori knowledge of the centroid and size). As the object size shrinks to scales much smaller than a pixel, the undersampling induces a size bias much greater than a percent, even when second moments are calculated on $\delta$-sampled images. We illustrate these biases in the right panel of Figure 1 for a range of input Gaussian profiles of width $\sigma_{\text{in}}$ and measured by a $\delta$-sampled Gaussian fit, unweighted second moments, and second moments calculated on an image which has had the second order correction (Eq. 2) applied.

In the following sections, we aim to show that pixelization biases such as these have measurable consequences in practical astronomical imaging, from extremely undersampled images encountered in space-based imaging or device characterization, to ground-based survey images which typically aim to critically-sample the atmospheric point spread function (PSF). We begin in the next section with a description of the algorithms which will be used to compute the moments, including unweighted, Gaussian-weighted, and adaptive moments, as well as a novel set of moments which are correctly weighted to account for bias. In Section 3 we present the bias in centroid measurement of images and simulations of sub-pixel sized sources which can be found in images with a
sub-pixel PSF (e.g. a diffusion-limited PSF). In Section 4 we show that, independent of biases in the centroid, undersampling and pixelization can lead to a systematic bias in size seen in several methods for computing the moment. This bias is shown to be a function of intrinsic object size, and can be partially mitigated using a correctively-weighted moment measurement. In Section 5 we show how an uncorrected size-dependent bias in adaptive moments computed on images of elliptical Gaussians can lead to an orientation angle bias pattern. We then demonstrate that such systematic orientation angle bias patterns can be found in modern weak lensing catalogs, breaking the null assumption of isotropic orientation angles. In Section 6 we conclude with a discussion.

2. ALGORITHMS FOR COMPUTING THE MOMENT

Due to its simplicity and generality, the method of moments has long been a popular tool to measure the centroid and shape of objects in images of all types. In astronomy, second moments were first used for weak lensing science to search for the characteristic shear pattern induced by gravitational lensing of distant galaxies. The divergent noise properties of unweighted moments spurred further development of several variants of weighted moments to measure shapes of objects in a multitude of different surveys of the sky.

Commonly available software such as SExtractor can be used to both automatically detect sources and measure their unweighted and weighted moments in a single pass. To improve the performance and signal to noise of moment measurements, adaptive moments (HSM) were developed and have been used to measure the weak gravitational lensing signal in modern surveys of the sky. In calculating adaptive moments, the weight function is iteratively matched to the measured shape of an image, converging after a given threshold or number of iterations is reached. In the case of a Gaussian weight function, the method is therefore mathematically equivalent to finding the elliptical Gaussian that provides the best least-squares fit to the image. A similar algorithm used in the SDSS Photo Pipeline applies a different metric to stabilize the iteration and test for convergence. We use the HSM adaptive moment algorithm implemented in GalSim and a reimplementation of the SDSS algorithms SdssShape & SdssCentroid available online and in the LSST software stack to measure the bias in computing the second moment on pixelized objects.

3. BIAS IN THE CENTROID

Given the discrete locations at which the coordinates and pixels can be sampled, it is intuitively apparent that objects with sizes near the scale of a pixel will not have an accurate centroid estimate using the first moment. This sub-pixel centroid bias encouraged the invention of various mitigation schemes, including weighting, smoothing, and interpolation which can be found in the HSM, SdssShape and SdssCentroid algorithms.

In Figure 2 we show a test of several first moment methods computed on pixelized images of a Gaussian object of width $\sigma = 0.4$ pixels, which is roughly the scale of diffusion in an LSST sensor. In the test, the Gaussian image is projected onto the pixel grid at a range of input sub-pixel centroids covering the pixel ($-0.5 < x_{in}, y_{in} < 0.5$ pix.) and then measured with four algorithms: unweighted first moments, weighted using the input Gaussian width, and iterative and interpolative moments via SdssShape and SdssCentroid algorithms.

In this test, it can be seen that the unweighted moments have the smallest bias and that applying a weight function or correction only increases the bias. All methods only produce unbiased estimates when the input centroid is at the middle or the edge of a pixel, and the SdssShape algorithm produces a discontinuous bias when objects are this small, which seems most likely due to the range of validity for the sub-pixel interpolation scheme used in the calculation. The right panel of Figure 2 shows the histogram of sub-pixel centroids from these methods, demonstrating a way to diagnose sub-pixel centroid bias in data where the input centroid is unknown. The ‘preference’ for measuring a centroid at the center of a pixel is a common feature which has been observed in measurements made via a variety of methods (including model fitting) made on images of radioactive Iron-55 ($^{55}Fe$) strikes forming diffusion-limited images, as well as sub-pixel pinhole images projected onto CCDs. This bias becomes negligible with input Gaussian widths $\sigma$ greater than a pixel, but for extremely undersampled objects this bias remains an issue in all general-purpose algorithms.
Figure 2. Bias in the first moment computed on dithered and pixelized input Gaussians of width $\sigma_{in} = 0.4$ and then measured by a variety of algorithms including an unweighted (blue), weighted with $\sigma_{in}$ (red), and the adaptively-weighted and interpolating methods $SdssShape$ (green) and $SdssCentroid$ (orange). Unweighted moments show the least amount of sub-pixel bias, shown via the difference between the measured and the input $x_{out} - x_{in}$ on the left. This bias translates into an algorithmic ‘preference’ for centroids to be measured near the center of a pixel, as shown in the histogram of sub-pixel centroids on the right.

Figure 3. Bias in the second moment computed on centered and pixelized input Gaussians of width $\sigma_{in}$ and then measured by a variety of algorithms for computing $\sigma_{out} = \sqrt{m_{22}}$, including an unweighted (blue), adaptively-weighted (orange), weighted with the correct input $\sigma_{in}$ (green), and one weighted using the second-order corrective factor given in Equation 2 (red). The correctively-weighted moments illustrate zero bias on scales larger than a pixel, where other methods show a power-law decrease as the Gaussian is well-sampled. On scales smaller than a pixel, all moment methods show a large bias from undersampling.
Figure 4. Orientation angle bias from computing the HSM adaptive moments \[7, 9\] on pixelized elliptical Gaussian images of a given width \(1.05 < \sigma < 1.55\), ellipticity \(0.2 < |e| < 0.6\), and orientation angle uniformly distributed between \(-\pi/2\) and \(\pi/2\). The top figure shows the difference between the input angle and the one inferred from the moment measurement, normalized to the peak amplitude of the bias for a given set of \([\sigma, e]\). In the bottom figure, the absolute value of these angle bias patterns is shown to illustrate how the bias is minimized at specific angles.

4. BIAS IN THE SIZE

We illustrate size measurement bias due to pixelization in Figure \[8\] using images of round pixelized Gaussians of input width \(\sigma_{in}\) centered on a pixel, which then have second moments measured by a variety of algorithms including an unweighted, adaptively-weighted, weighted with the correct input \(\sigma_{in}\), and one weighted using the second-order corrective factor shown in Figure \[1\] and given by Equation \[2\]. The correctively-weighted moments have zero bias on scales larger than a pixel, while other methods show a power-law decrease as the Gaussian becomes better sampled. For these round Gaussians, the HSM and \texttt{SdssShape} adaptive algorithms give identical biases represented by the orange curve in Figure \[9\], overestimating the second moment on large scales. This corrective weighting scheme illustrates that the bias can be minimized if a-priori knowledge of the object size and centroid is available or correctly derived from the data.

5. ORIENTATION ANGLE BIAS

In this section, we demonstrate that a bias in the calculation of size has a measurable effect on the distribution of galaxy orientation angles derived from the second moments. We use the same framework as above, pixelizing elliptical Gaussians with width near the pixel scale \(1.05 < \sigma_{in} < 1.55\), ellipticity \(0.2 < e_{in} < 0.6\), and orientation angle uniformly distributed \(-\pi/2 < \theta_{in} < \pi/2\). We measure the second moments \(\mu_{2,0}, \mu_{0,2}\), and \(mu_{1,1}\) using HSM adaptive moments \[7, 9\] and then compute the orientation angle from this via \(\theta = \frac{1}{2} \arctan(2\mu_{0,1}/\mu_{2,0} - \mu_{0,2})\).

The difference between the input orientation angle and the one computed via second moments of the pixelized image is shown in Figure \[4\]. It can be seen that all sets of simulated images have some level of bias on the order of \(10^{-2}\) to \(10^{-4}\) degrees, except at specific angles where the bias vanishes. In all cases, the bias vanishes at \(\theta_{in} = \pm \pi/2, \pm \pi/4\), and 0, when the elliptical Gaussian is aligned with the principal pixel axes and therefore the second moments have a minimum bias. However, there are additional angles where this bias is minimized for a given set of \([\sigma, e]\).

A bias which passes through zero represents a transition between an unbiased measurement and one where the bias has opposite signs. This situation is similar to the first moment in Figure \[2\] where transitions in bias
Figure 5. The orientation angle distribution of five large sky surveys, where preferential angles can be seen at some level in each. Horizontal dotted lines show the expected average in each bin ±1 and 10%. All survey catalogs have their raw orientation angle distributions shown in red, utilizing all available outputs in the ellipticity catalog. In yellow a more limited sample shown, where either the objects have higher than median weight or lower than median noise, or if they have no flags in the analysis. In blue this sample is further limited to objects which also have a radial size smaller than the median of the catalog.

left a signature of peaks and troughs in the histogram of subpixel centroids. Similarly, this angle bias will tend to ‘push’ measurements toward or away from these minimum bias angles. The absolute value of the orientation angle bias shown in the bottom panel of Figure 4 is therefore a sort of mock-histogram of measured orientation angles, where peaks in a histogram are equivalent to minima in a systematic error. If enough galaxies are measured, actual peaks and troughs in the distribution of orientation angles can be observed. This null test of isotropic orientation angles can be used as a probe of systematic error in the shape measurement of objects.

We perform such a null orientation test using six publicly-available catalogs of uncalibrated galaxy shapes from five surveys. The survey catalogs and the number of objects used, as well as the algorithms which produced them, are listed in the table. These algorithms and their general performance on realistic simulations, can be found in the GREAT3 results and the papers accompanying the algorithms listed in the table below. Each survey exhibits an orientation bias to some degree, with the amplitude of the effect on the histogram ranging from tens of percent to sub-percent level. As shown in Figure 5, all surveys show some bias at $\theta = 0, \pm \pi/2, \pm \pi/4$, and some at other integer or near-integer fractions of $\pi$. All survey catalogs are first displayed in their raw form, simply using all available valid outputs of the shape measurement algorithm. Additionally, where available, we also display the histograms when the sample is limited to objects without any flags, or where shape measurement weights have greater than the median weight (typically inverse variance) of the catalog. Finally, we also display the pattern of orientation in each survey after a smallness criterion is applied (such that the objects are smaller than the median of the catalog) as well as passing the no-flag/high-weight criterion. Though each of these orientation angle distributions are dependent upon the measurement algorithm and any other cuts made in the compilation of the catalog, it is observed that the orientation bias generally becomes more prominent when selecting smaller objects inside the same sample.
6. DISCUSSION AND CONCLUSIONS

The systematic size biases seen in the introductory 1D model hint at two generic consequences of incorrect assumptions made in measurement of pixelized images. First, the loss of high-frequency information due to finite pixel spacing will bias the estimation of size as seen in the red curve in right panel of Figure 3. This loss of information due to undersampling introduces a degeneracy between the intrinsic signal and an aliased copy at lower frequency. Second, rect-sampled images violate the assumption of a unique correspondence between input parameters and measurements, as the observed image could have been generated by an infinite number of input functions that could provide the same pixel value integral in Eq. 1. These degeneracies between intrinsic parameters and output images leads to a bias in measurements made via model fitting or moment calculations that assume an incorrect pixel sampling or do not account for the information loss at small scales. We propose a simple model to account for the bias in weighted second moment calculations that removes the size dependent bias seen in second moments computed on Gaussians of width $\sigma > 1$ pixel or larger.

We demonstrate these pixelization biases using the method of moments computed via various algorithms which are currently in use in astronomy. In Section 3 we show that all forms of calculating the centroid are biased for small sub-pixel sources, and that these biases can be diagnosed via a null test on sub-pixel centroids. Independent of biases in the first moment, the second moment is also biased when the size of objects approach the pixel scale. Using a second order approximation to the difference between $\delta$ and rect-sampled Gaussian images (Equation 2) it is possible to correct for nearly all of the pixelization bias in second moments when a-priori knowledge of the centroid and size of the object is known.

We then demonstrate that an uncorrected size-dependent bias in the second moments can lead to an orientation angle bias, observable as a pattern of peaks and troughs in the distribution of orientation angles computed from biased moments. Similar patterns can be seen in six modern shape catalogs, despite their use of different model-fitting algorithms under a variety of observational, PSF, and pixel-sampling conditions. In fact, similar orientation angle patterns can also be found in generic line fitting algorithm outputs as well as other studies of orientation angle measurement for cosmic shear. Indeed, the simplicity of the noiseless model which resulted in the second moment and orientation angle biases seen in Figures 3 and 4 implies that subtle differences between assumptions and algorithmic implementations can produce the observed orientation bias patterns.

Ultimately, a proof that undersampling is the source of all of these distinctively non-isotropic galaxy angle distributions would require a re-analysis of each survey’s data. However, the generic features shared between these orientation bias patterns may be hinting at a common source. For one, all ground-based surveys typically aim to ‘critically sample’ the point spread function (PSF) with the intent of maximizing signal-to-noise. This leaves the majority of distant objects spread across just a handful of pixels. Additionally, in a large surveys of the sky, most galaxies will be at the edge of resolution. Therefore one would expect that less-well sampled imaging surveys might, without a much more careful analysis, lead to more biased orientation angle histograms than better sampled surveys. Whatever the cause of these isotropy-breaking preferential angle patterns, it is clear that further work is needed to achieve unbiased galaxy shape measurement at a sub-percent level.

ACKNOWLEDGMENTS

We gratefully acknowledge Tony Tyson and Craig Lage for their insight. Software used: LSST Data Management Science Pipelines Software. This material is based upon work supported in part by the NSF through Cooperative Agreement 1258333 managed by the Association of Universities for Research in Astronomy (AURA),
and the DOE under Contract No. DE-AC02-76SF00515 with the SLAC National Accelerator Laboratory. Additional LSST funding comes from private donations, grants to universities, and in-kind support from LSSTC Institutional Members. Financial support from DOE grant DE-SC0009999 and Heising-Simons Foundation grant 2015-106 are gratefully acknowledged.

REFERENCES

[1] Hu, M.-K., “Visual pattern recognition by moment invariants,” *IRE Transactions on Information Theory* **8**, 179–187 (February 1962).

[2] Hagen, N. and Dereniak, E. L., “Gaussian profile estimation in two dimensions,” *Applied Optics* **47**, 6842 (Dec. 2008).

[3] Valdes, F., Tyson, J. A., and Jarvis, J. F., “Alignment of faint galaxy images: cosmological distortion and rotation,” *ApJ* **271**, 431–441 (Aug 1983).

[4] Kaiser, N., Squires, G., and Broadhurst, T., “A Method for Weak Lensing Observations,” *ApJ* **449**, 460 (Aug 1995).

[5] Bertin, E. and Arnouts, S., “SExtractor: Software for source extraction,” *AAPS* **117**, 393–404 (June 1996).

[6] Bernstein, G. M. and Jarvis, M., “Shapes and Shears, Stars and Smears: Optimal Measurements for Weak Lensing,” *AJ* **123**, 583–618 (Feb 2002).

[7] Hirata, C. and Seljak, U., “Shear calibration biases in weak-lensing surveys,” *MNRAS* **343**, 459–480 (Aug. 2003).

[8] Lupton, R., Gunn, J. E., Ivezić, Z., Knapp, G. R., and Kent, S., “The SDSS Imaging Pipelines,” in *Astronomical Data Analysis Software and Systems X*, Harnden, F. R., Jr., Primini, F. A., and Payne, H. E., eds., *Astronomical Society of the Pacific Conference Series* **238**, 269 (Jan. 2001).

[9] Rowe, B. T. P., Jarvis, M., Mandelbaum, R., Bernstein, G. M., Bosch, J., Simet, M., Meyers, J. E., Kacprzak, T., Nakajima, R., Zuntz, J., Miyatake, H., Dietrich, J. P., Armstrong, R., Melchior, P., and Gill, M. S. S., “GALSIM: The modular galaxy image simulation toolkit,” *Astronomy and Computing* **10**, 121–150 (Apr 2015).

[10] Bosch, J., Armstrong, R., Bickerton, S., Furusawa, H., Ikeda, H., Koike, M., Lupton, R., Mineo, S., Price, P., Takata, T., Tanaka, M., Yasuda, N., Alsayyad, Y., Becker, A. C., Coulton, W., Coupon, J., Garmilla, J., Huang, S., Kruglof, K. S., Lang, D., Leauthaud, A., Lim, K.-T., Lust, N. B., MacArthur, L. A., Mandelbaum, R., Miyatake, H., Miyazaki, S., Murata, R., More, S., Okura, Y., Owen, R., Swinbank, J. D., Strauss, M. A., Yamada, Y., and Yamanoi, H., “The Hyper Suprime-Cam software pipeline,” *Publications of the Astronomical Society of Japan* **70**, S5 (Jan. 2018).

[11] Pier, J. R., Munn, J. A., Hindsley, R. B., Hennessy, G. S., Kent, S. M., Lupton, R. H., and Ivezić, Ž., “Astrometric Calibration of the Sloan Digital Sky Survey,” *Astronomical Journal* **125**, 1559–1579 (Mar. 2003).

[12] Christov, A. personal communication (2019).

[13] Mandelbaum, R., Rowe, B., Armstrong, R., Bard, D., Bertin, E., Bosch, J., Boutigny, D., Courbin, F., Dawson, W. A., Donnarumma, A., Fenech Conti, I., Gavazzi, R., Gentile, M., Gill, M. S. S., Hogg, D. W., Huff, E. M., Jee, M. J., Kacprzak, T., Kilbinger, M., Kunzter, T., Lang, D., Luo, W., March, M. C., Marshall, P. J., Meyers, J. E., Miller, L., Miyatake, H., Nakajima, R., Ngôel Mboula, F. M., Nurbeta, G., Okura, Y., Paulin-Henriksson, S., Rhodes, J., Schneider, M. D., Shan, H., Sheldon, E. S., Simet, M., Starck, J.-L., Sureau, F., Tewes, M., Zarb Adami, K., Zhang, J., and Zuntz, J., “GREAT3 results - I. Systematic errors in shear estimation and the impact of real galaxy morphology,” *MNRAS* **450**, 2963–3007 (July 2015).

[14] Heymans, C., Van Waerbeke, L., Miller, L., Erben, T., Hildebrandt, H., Hoekstra, H., Kitching, T. D., Mellier, Y., Simon, P., Bonnett, C., Coupon, J., Fu, L., Harnois Déraps, J., Hudson, M. J., Kilbinger, M., Kuijken, K., Rowe, B., Schrabback, T., Semboloni, E., van Uitert, E., Vafaei, S., and Velander, M., “CFHTLenS: the Canada-France-Hawaii Telescope Lensing Survey,” *MNRAS* **427**, 146–166 (Nov. 2012).
[15] Erben, T., Hildebrandt, H., Miller, L., van Waerbeke, L., Heymans, C., Hoekstra, H., Kitching, T. D., Mellier, Y., Benjamin, J., Blake, C., Bonnett, C., Cordes, O., Coupon, J., Fu, L., Gavazzi, R., Gillis, B., Grocutt, E., Gwyn, S. D. J., Holljelm, K., Hudson, M. J., Kilbinger, M., Kuijken, K., Milkeraitis, M., Rowe, B. T. P., Schrabback, T., Semboloni, E., Simon, P., Smit, M., Toader, O., Vafaei, S., van Uitert, E., and Velander, M., “CFHTLenS: the Canada-France-Hawaii Telescope Lensing Survey - imaging data and catalogue products,” MNRAS 433, 2545–2563 (Aug. 2013).

[16] Miller, L., Heymans, C., Kitching, T. D., van Waerbeke, L., Erben, T., Hildebrandt, H., Hoekstra, H., Mellier, Y., Rowe, B. T. P., Coupon, J., Dietrich, J. P., Fu, L., Harnois-Déraps, J., Hudson, M. J., Kilbinger, M., Kuijken, K., Schrabback, T., Semboloni, E., Vafaei, S., and Velander, M., “Bayesian galaxy shape measurement for weak lensing surveys - III. Application to the Canada-France-Hawaii Telescope Lensing Survey,” MNRAS 429, 2858–2880 (Mar. 2013).

[17] Wittman, D. M., Tyson, J. A., Dell’Antonio, I. P., Becker, A., Margoniner, V., Cohen, J. G., Norman, D., Loomba, D., Squires, G., Wilson, G., Stubbs, C. W., Hennawi, J., Spergel, D. N., Boeshaar, P., Clocchiatti, A., Hamuy, M., Bernste, G., Gonzalez, A., Guhathakurta, P., Hu, W., Seljak, U., and Zaritsky, D., [Deep lens survey], vol. 4836 of Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series, 73–82, Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series (2002).

[18] Jee, M. J., Tyson, J. A., Schneider, M. D., Wittman, D., Schmidt, S., and Hilbert, S., “Cosmic Shear Results from the Deep Lens Survey. I. Joint Constraints on Ω_M and σ_8 with a Two-dimensional Analysis,” ApJ 765, 74 (Mar. 2013).

[19] Kuijken, K., Heymans, C., Hildebrandt, H., Nakajima, R., Erben, T., de Jong, J. T. A., Viola, M., Choi, A., Hoekstra, H., Miller, L., van Uitert, E., Amon, A., Blake, C., Brouwer, M., Buddendiek, A., Conti, I. F., Eriksen, M., Grado, A., Harnois-Déraps, J., Helmich, E., Herbonnet, R., Irisarri, N., Kitching, T., Klaes, D., La Barbera, F., Napolitano, N., Radovich, M., Schneider, P., Sifón, C., Sikkema, G., Simon, P., Tudorica, A., Valentin, E., Verdoes Kleijn, G., and van Waerbeke, L., “Gravitational lensing analysis of the Kilo-Degree Survey,” MNRAS 454, 3500–3532 (Dec. 2015).

[20] Hildebrandt, H., Viola, M., Heymans, C., Joudaki, S., Kuijken, K., Blake, C., Erben, T., Joachimi, B., Klaes, D., Miller, L., Morrison, C. B., Nakajima, R., Verdoes Kleijn, G., Amon, A., Choi, A., Covone, G., de Jong, J. T. A., Dvornik, A., Fenech Conti, I., Grado, A., Harnois-Déraps, J., Herbonnet, R., Hoekstra, H., Köhlinger, F., McFarland, J., Mertin, J., Napolitano, N., Peacock, J. A., Radovich, M., Schneider, P., Simon, P., Valentin, E. A., van den Busch, J. L., van Uitert, E., and Van Waerbeke, L., “KiDS-450: cosmological parameter constraints from tomographic weak gravitational lensing,” MNRAS 465, 1454–1498 (Feb. 2017).

[21] Mandelbaum, R., Miyatake, H., Hamana, T., Oguri, M., Simet, M., Armstrong, R., Bosch, J., Murata, R., Janus, F., Leauthaud, A., Coupon, J., More, M., Takada, M., Miyazaki, S., Speagle, J. S., Shirasaki, M., Sifón, C., Huang, S., Nishizawa, A. J., Medezinski, E., Okura, Y., Okabe, N., Czakon, N., Takahashi, R., Coulton, W. R., Hikage, C., Komiyama, Y., Lupton, R. H., Strauss, M. A., Tanaka, M., and Utsumi, Y., “The first-year shear catalog of the Subaru Hyper Suprime-Cam Subaru Strategic Program Survey,” PASJ 70, S25 (Jan 2018).

[22] Zuntz, J., Sheldon, E., Samuroff, S., Troxel, M. A., Jarvis, M., MacCrann, N., Gruen, D., Prat, J., Sánchez, C., Choi, A., Bridle, S. L., Bernstein, G. M., Dodelson, S., Drlica-Wagner, A., Fang, Y., Gruendl, R. A., Hoyle, B., Huff, E. M., Jain, B., Kirk, D., Kacprzak, T., Krawiec, C., Plazas, A. A., Rollins, R. P., Rykoff, E. S., Sevilla-Noarbe, I., Soergel, B., Varga, T. N., Abbott, T. M. C., Abdalla, F. B., Alam, S., Annis, J., Bechtol, K., Benoit-Lévy, A., Bertin, E., Buckley-Geer, E., Burke, D. L., Carnero Rosell, A., Carrasco Kind, M., Carretero, J., Castander, F. J., Crocce, M., Cunha, C. E., D’Andrea, C. B., da Costa, L. N., Davis, C., Desai, S., Diehl, H. T., Dietrich, J. P., Doel, P., Eifler, T. F., Estrada, J., Evrard, A. E., Neto, A. F., Fernandez, E., Flaugher, B., Fosalba, P., Frieman, J., García-Bellido, J., Gaztanaga, E., Gerdes, D. W., Giammantonio, T., Gschwend, J., Gutierrez, G., Hartley, W. G., Honscheid, K., James, D. J., Jeltema, T., Johnson, M. W. G., Johnson, M. D., Kuehn, K., Kuhlmann, S., Kurokawa, A., Lahteenkorva, A., Li, T. S., Lima, M., Maia, M. A. G., March, M., Martini, P., Melchior, P., Menanteau, F., Miller, C. J., Miquel, R., Mohr, J. J., Neilsen, E., Nichol, R. C., Ogando, R. L. C., Roe, N., Romer, A. K., Roodman, A., Sanchez, E., Scarpine, V., Schindler, R., Schubnell, M., Smith, M., Smith, R. C., Soares-Santos, M., Sobreira, F., Suchyta, E., Swanson, M. E. C., Tarle, G., Thomas, D., Tucker, D. L., Vikram, V., Walker, A. R., Wechsler,
R. H., and Zhang, Y., “Dark Energy Survey Year 1 results: weak lensing shape catalogues,” *MNRAS* **481**, 1149–1182 (Nov 2018).

[23] Abbott, T. M. C., Abdalla, F. B., Alam, S., Amara, A., Annis, J., Asorey, J., Avila, S., Ballester, O., Banerji, M., Barkhouse, W., Baruah, L., Baumer, M., Bechtol, K., Becker, M. R., Benoit-Lévy, A., Bernstein, G. M., Bertin, E., Blazek, J., Bocquet, S., Brooks, D., Brout, D., Buckley-Geer, E., Burke, D. L., Busti, V., Campisano, R., Cardiel-Sas, L., Carnero Rosell, A., Carrasco Kind, M., Carretero, J., Castander, F. J., Cawthon, R., Chang, C., Chen, X., Conselice, C., Costa, G., Crocc, M., Cunha, C. E., D’Andrea, C. B., da Costa, L. N., Das, R., Daues, G., Davis, T. M., Davis, C., De Vicente, J., DePoy, D. L., DeRose, J., Desai, S., Diehl, H. T., Dietrich, J. P., Dodelson, S., Doel, P., Drlica-Wagner, A., Eifler, T. F., Elliott, A. E., Evrard, A. E., Farahi, A., Fausti Neto, A., Fernand ez, E., Finley, D. A., Flaugher, B., Foley, R. J., Fosalba, P., Friedel, D. N., Frieman, J., García-Bellido, J., Gaztanaga, E., Gerdes, D. W., Giannantonio, T., Gill, M. S. S., Glazebrook, K., Goldstein, D. A., Gower, M., Gruen, D., Gruendl, R. A., Gschwend, J., Gupta, R. R., Gutierrez, G., Hamilton, S., Hartley, W. G., Hinton, S. R., Hislop, J. M., Hollowood, D., Honscheid, K., Hoyle, B., Huterer, D., Jain, B., James, D. J., Jeltema, T., Johnson, M. W. G., Johnson, M. D., Kaçprzak, T., Kent, S., Khullar, G., Klein, M., Kovačes, A., Kozioł, A. M. G., Krause, E., Kremen, A., Kron, R., Kuehn, K., Kuhlmann, S., Kuropatkin, N., Lahav, O., Lasker, J., Li, T. S., Li, R. T., Liddle, A. R., Lima, M., Lin, H., López-Reyes, P., MacCrann, N., Maia, M. A. G., Maloney, J. D., Manera, M., March, M., Marriner, J., Marshall, J. L., Martini, P., Mc Clintock, T., McKay, T., McMahon, R. G., Melchior, P., Menanteau, F., Miller, C. J., Miquel, R., Mohr, J. J., Morganson, E., Mould, J., Neilson, E., Nichol, R. C., Nogueira, F., Nord, B., Nugent, P., Nunes, L., Ogando, R. L. C., Old, L., Pace, A. B., Palmese, A., Paz-Chinchón, F., Peiris, H. V., Percival, W. J., Petravick, D., Plazas, A. A., Pollo, J., Pond, C., Porredon, A., Pujol, A., Refregier, A., Reil, K., Ricker, P. M., Rollins, R. P., Romer, A. K., Roodman, A., Rooney, P., Ross, A. J., Rykoff, E. S., Sako, M., Sanchez, M. L., Sanchez, E., Santiago, B., Saro, A., Scarpine, V., Scolnic, D., Serrano, S., Sevilla-Noarbe, I., Sheldon, E., Shipp, N., Silveira, M. L., Smith, M., Smith, R. C., Smith, J. A., Soares-Santos, M., Sobreira, F., Song, J., Stebbins, A., Suchyta, E., Sullivan, M., Swanson, M. E. C., Tarle, G., Thaler, J., Thomas, D., Thomas, R. C., Troxel, M. A., Tucker, D. L., Vikram, V., Vivas, A. K., Walker, A. R., Wechsler, R. H., Weller, J., Wester, W., Wolf, R. C., Wu, H., Yanny, B., Zheng, Z., Zuntz, J., DES Collaboration, Juneau, S., Fitzpatrick, M., Nikutta, R., Nidever, D., Olsen, K., Scott, A., and Data Lab, N., “The Dark Energy Survey: Data Release 1,” *The Astrophysical Journal Supplement Series* **239**, 18 (Dec 2018).

[24] Zuntz, J., Kačprzak, T., Voigt, L., Hirsch, M., Rowe, B., and Bridle, S., “IM3SHAPE: a maximum likelihood galaxy shear measurement code for cosmic gravitational lensing,” *MNRAS* **434**, 1604–1618 (Sept. 2013).

[25] Sheldon, E., “NGMIX: Gaussian mixture models for 2D images,” (Aug 2015).

[26] Bareket, N., “Undersampling errors in measuring the moments of images aberrated by turbulence,” *Appl. Opt.* **18**, 3064–3069 (Sep 1979).

[27] Desolneux, A., Ladjal, S., Moisan, L., and Morel, J., “Dequantizing image orientation,” *IEEE Transactions on Image Processing* **11**, 1129–1140 (Oct 2002).

[28] Whittaker, L., “Constraining cosmology using galaxy position angle-only cosmic shear,” *arXiv e-prints*, arXiv:1910.13305 (Oct 2019).

[29] Whittaker, L., Brown, M. L., and Battye, R. A., “Weak lensing using only galaxy position angles,” *MNRAS* **445**, 1836–1857 (Dec 2014).

[30] Jurić, M., Kantor, J., Lim, K. T., Lupton, R. H., Dubois-Felsmann, G., Jenness, T., Axelrod, T. S., Aleksic, J., Allsman, R. A., AlSayyad, Y., Alt, J., Armstrong, R., Basney, J., Becker, A. C., Becla, J., Biswas, R., Bosch, J., Boutigny, D., Kind, M. C., Ciardi, D. R., Connolly, A. J., Daniel, S. F., Daues, G. E., Economou, F., Chiang, H. F., Fausti, A., Fisher-Levine, M., Freemon, D. M., Gris, P., Hernandez, F., Hoblitt, J., Ivezic, Z., Jammes, F., Jevremovic, D., Jones, R. L., Kalniba, J. B., Kasliwal, V. P., Krughoff, K. S., Lurié, J., Lust, N. B., MacArthur, L. A., Melchior, P., Moejens, J., Nidever, D. L., Owen, R., Parejko, J. K., Peterson, J. M., Petravick, D., Pietrowicz, S. R., Price, P. A., Reiss, D. J., Shaw, R. A., Sick, J., Slater, C. T., Strauss, M. A., Sullivan, I. S., Swinbank, J. D., Van Dyk, S., Vujčić, V., Withers, A., and Yoachim, P., “The LSST Data Management System,” in *Astronomical Data Analysis Software and Systems XXV*, Lorente, N. P. F., Shortridge, K., and Wayth, R., eds., *Astronomical Society of the Pacific Conference Series* **512**, 279 (Dec 2017).