Seebeck effects in two-dimensional spin transistors

M. I. Alomar,1,2 Llorenç Serra,1,2 and David Sánchez1,2

1Institut de Física Interdisciplinària i Sistemes Complexos IFISC (UIB-CSIC), E-07122 Palma de Mallorca, Spain
2Departament de Física, Universitat de les Illes Balears, E-07122 Palma de Mallorca, Spain

We consider a spin-orbit-coupled two-dimensional electron system under the influence of a thermal gradient externally applied to two attached reservoirs. We discuss the generated voltage bias (charge Seebeck effect), spin bias (spin Seebeck effect) and magnetization-dependent thermopower (magneto-Seebeck effect) in the ballistic regime of transport at linear response. We find that the charge thermopower is an oscillating function of both the spin-orbit strength and the quantum well width. We also observe that it is always negative for normal leads. We carefully compare the exact results for the linear response coefficients and a Sommerfeld approximation. When the contacts are ferromagnetic, we calculate the spin-resolved Seebeck coefficient for parallel and antiparallel magnetization configuration. Remarkably, the thermopower can change its sign by tuning the Fermi energy. This effect disappears when the Rashba coupling is absent. Additionally, we determine the magneto-Seebeck ratio, which shows dramatic changes in the presence of a the Rashba potential.

I. INTRODUCTION

One of the key ingredients of spintronics is the possibility of manipulating the electronic flow via spin-charge coupling potentials [1, 2]. This goal can be achieved in semiconductor heterostructures lacking space inversion symmetry, as demonstrated by Rashba [3]. Importantly, the strength of the Rashba spin-orbit interaction can be externally tuned with a gate electrode electrostatically coupled to the heterostructure [4, 5]. Thus, a spin field-effect transistor can be envisaged based on a narrow channel sandwiched between two ferromagnetic electrodes with independently controlled magnetizations [6]. The electric field applied to the gate is then viewed as a momentum-dependent effective magnetic field acting on the channel, causing a modulated precession of the injected spins, which are transmitted into the drain electrode, provided their spin direction matches the drain magnetization. This device works in the ballistic regime and in the single-mode limit, in which case the precession angle is independent of energy.

Recent experiments report signatures of Rashba spin-orbit modulated conductance in spin valve systems [7] measured in the nonlocal configuration [8]. An important difference with the original proposal is that the transistor channel indeed supports multiple modes. As a consequence, conductance oscillations disappear as the spin-orbit coupling increases, a result which is consistent with numerical simulations [9, 10]. The mechanism behind this amplitude decrease is the Rashba intersubband coupling term that mixes adjacent subbands with opposite spin directions [12]. This term cannot be neglected in quantum wires and is responsible for a variety of phenomena: Fano-Rashba antiresonances [13, 20], removal of magnetic-field-induced anomalous conductance steps [21, 22], spin texturing [23–30], and spin relaxation [31–33].

In the limit of wide channels, the spectrum of the transversal modes becomes continuous and the Rashba precession and mixing terms must be treated on equal footing. Reference [34] shows that conductance oscillations persist, although they now originate from quantum interference between majority spin propagating states and minority spin quasibound states. These two-dimensional electron systems (2DES) offer the advantage of exhibiting transistor features in nonballistic devices or even without the presence of magnetic contacts [35, 36]. Quite recently, there is a renewed interest in the physics and applications of 2DES due to their bandgap tunability and reduced dimensions [37].

Spintronic devices are attractive systems because they offer new functionalities and less dissipation [38]. However, in contrast to the intense efforts in understanding the electric properties of spin transistors, much less is known about their response to a temperature difference (thermoelectric or Seebeck effect). The subject is interesting in view of recent experiments that verify the generation of spin currents when a thermal gradient is applied. This spin Seebeck effect has thus far been revealed in magnetic alloys [39], ferromagnetic semiconductors [40], and even nonmagnetic materials [41]. In a broad sense, spin caloritronics is the study of spintronic effects created in thermally biased samples [42]. Spin biases due to temperature driven electron flow can be detected by means of the inverse spin Hall effect [43]. Furthermore, a magneto-Seebeck effect has also attracted a good deal of attention recently [44–47]. Here, the focus is not put on the creation of spin-polarized currents but rather on the dramatic changes seen in the junction thermopower when the orientation of the ferromagnetic electrodes is switched from the parallel to the antiparallel configuration. Finally, recent measurements of the charge thermopower in 2DES setups may indicate the presence of electronic correlations [48, 49] or diffusive transport mechanisms [50, 51].

Our aim in this work is to examine the three Seebeck effects (charge, spin and magneto) in a 2DES spin transistor. We consider a quantum well laterally coupled to two ferromagnetic reservoirs kept at different temperatures $\Delta T$, as sketched in Fig. 1. Thermocurrent-induced spin polarization effects in Rashba 2DES are discussed...
Cold

\[ H_R = -i \left( \alpha(x)\sigma_x \frac{\partial}{\partial y} - \frac{1}{2} \sigma_y \{\alpha(x), \frac{\partial}{\partial x}\} \right). \]  

In Eq. (2) the Rashba strength \( \alpha(x) \) takes a constant value in each of the three regions of our system. In the left and the right contacts \( \alpha(x) \) is equal to zero while in the central region, of width \( \ell \), \( \alpha(x) \) takes a uniform value \( \alpha(x) = \alpha \). In our numerical simulations, the variation of this parameter at the interfaces is almost abrupt with a minor numerical smoothing, see Appendix A.

The eigenfunctions in the leads are plane waves since the reservoirs are assumed metallic with good screening properties. In those asymptotic regions the band structure takes the general form

\[ E = \frac{\hbar^2 k^2}{2m_0} = \frac{\hbar^2}{2m_0} (k^2 + q^2), \]  

where \( k \) and \( q \) are the wave numbers along \( x \) (longitudinal) and \( y \) (transverse) directions, respectively.

The \( q \) momentum is constant throughout the system since the Hamiltonian of Eq. (1) remains invariant after translation along \( y \). Thus, the wave function in the central region can be written in terms of the product of a plane wave in \( y \)-direction and an \( x \)-dependent amplitude \( \psi_{qs}(x) \) for each channel labeled with \( (q, s) \). If we sum over spins \( s \) and over all the transverse momenta the total wave function reads

\[ \Psi(x, y, \eta) = \sum_{s=\pm} \int dq \psi_{qs}(x)e^{iqy}\chi_s(\eta), \]  

where \( s \) is a spin index that characterizes the spin function \( \chi_s(\eta) \equiv \langle \eta|s \rangle \), with \( \eta = \uparrow, \downarrow \), the usual basis of the Pauli matrices.

To determine the channel amplitude equations we project the Schrödinger equation \( (H - E)\Psi = 0 \) on a particular channel \( (q, s) \),

\[ \begin{aligned}
&\left( -\frac{\hbar^2}{2m_0} \frac{d^2}{dx^2} + \frac{\hbar^2 q^2}{2m_0} - E \right) \psi_{qs}(x) \\
&+ \sum_{s'=\pm} \left\{ \left( \alpha(x)q \langle s|\sigma_x|s' \rangle + \frac{i}{2} \alpha'(x) \langle s|\sigma_y|s' \rangle \right) \psi_{qs'}(x) \\
&+ i \alpha(x) \langle s|\sigma_y|s' \rangle \frac{d}{dx} \psi_{qs'}(x) \right\} = 0.
\end{aligned} \]  

These channel equations show coupling between different spins due to the spin-orbit interaction (the terms \( \langle s|\sigma_{x,y}|s' \rangle \)). However, channels with different \( q \) remain uncoupled due to the translational invariance along \( y \)-direction. This a unique feature of 2DES devices since in quantum wires the coupled channel method does connect adjacent modes with opposite spins [13].

In the contacts the Rashba coupling vanishes and the wave functions can be expressed with the aid of input
understood from the one-dimensional problem of electrons scattering off a square well where $\ell$ is its width and $\alpha$ is proportional to its depth. To see this, we set $q = 0$ in Eq. (8),

$$
\left( \frac{\hbar^2}{2m_0} \frac{d^2}{dx^2} - E \right) \psi_{qs}(x) + \frac{i}{2} \alpha'(x) s \psi_{qs}(x) - \frac{i}{2} \alpha(x) s \frac{d}{dx} \psi_{qs}(x) = 0,
$$

where we choose the quantization axis of the spin $s = \pm$ in the $y$-direction. Clearly, the two spins are uncoupled. We now make the gauge transformation

$$
\psi_{qs}(x) = e^{i \frac{\sigma_n}{2} s} \psi_{qs}(x).
$$

Then Eq. (9) is written in terms of $\widetilde{\psi}_{qs}(x)$

$$
- \frac{\hbar^2}{2m_0} \psi''_{qs}(x) + (V_0(x) - E) \psi_{qs}(x) = 0
$$

We define the transmission probabilities

$$
T_{s's}(q, E) = \left| t_{s's}^{(R)} \right|^2, \quad T_{s's}(q, E) = \left| t_{s's}^{(L)} \right|^2,
$$

where $T_{s's}(q, E)$ represents the probability that an incident electron in the left lead with spin $s$ is transmitted to the right lead with spin $s'$. Analogously, $T_{s's}(q, E)$ is the transmission probability for an electron injected from the right contact with spin $s$ to arrive at the left contact with spin $s'$. Figure 2 shows the total transmission, $T = \sum_{s's} T_{s's}$, as a function of the Fermi energy for the case $q = 0$ at fixed $\alpha$ and different lengths of the Rashba region. The $q = 0$ mode is interesting since it corresponds to normal incidence, thus dominating the total transmission.

We observe in Fig. 2 that $T$ quickly reaches a maximum and then oscillates. This behavior can be nicely understood from the one-dimensional problem of electrons scattering off a square well where $\ell$ is its width and $\alpha$ is proportional to its depth. To see this, we set $q = 0$ in Eq. (6),

$$
\left( \frac{\hbar^2}{2m_0} \frac{d^2}{dx^2} - E \right) \psi_{qs}(x) + \frac{i}{2} \alpha'(x) s \psi_{qs}(x) = 0,
$$

where $\psi_{qs}(x)$ is the wavefunction of the $s$th electron with momentum $q$. In the inset of Fig. 2, we represent the total transmission as a function of the Fermi energy, in perfect agreement with Fig. 2. The maximum value of $T$ for $E_F > 0$ corresponds to $n = 1$. As we increase the width of the spin-orbit region the first maximum shifts to lower energy, in perfect agreement with Fig. 2. The maximum displacement occurs because $E_F$ should decrease to maintain the condition of Eq. (13) as $\ell$ increases. In the inset of Fig. 2, we represent the total transmission as a function of $\ell$ for fixed values of $\alpha$ and $E_F$. $T$ presents maxima at equidistant values of $\ell$. This can also be simply understood from the resonant condition derived from Eq. (13).

In Fig. 3 we plot $T$ as a function of the Fermi energy for $q = 0$ at fixed length $\ell$ and different Rashba magnitudes. Similarly to Fig. 2, as $\alpha$ increases the first maximum shifts to lower energies. In this case, the analogy with the problem of the square well is based on $\alpha$, which is proportional to the potential depth. Thus, as we increase the value of $\alpha$, the Fermi energy should decrease to fulfil the maxima condition of Eq. (13). The inset of Fig. 3 shows the $T$ as a function of $\alpha$ for fixed $E_F$ and $\ell$. Notice that the spacing between maxima increases smoothly because the resonant condition

$$
\alpha_{\text{max}} = \sqrt{\frac{2\hbar^2}{m_0} \left( \frac{1}{2m_0} \left( \frac{n\pi}{\ell} \right)^2 - E_F \right)}
$$

where $n = 0, 1, 2, \ldots$. The first maximum of $T$ for $E_F > 0$ corresponds to $n = 1$. As we increase the width of the spin-orbit region the first maximum shifts to lower energy, in perfect agreement with Fig. 2. The maximum displacement occurs because $E_F$ should decrease to maintain the condition of Eq. (13) as $\ell$ increases. In the inset of Fig. 2, we represent the total transmission as a function of $\ell$ for fixed values of $\alpha$ and $E_F$. $T$ presents maxima at equidistant values of $\ell$. This can also be simply understood from the resonant condition derived from Eq. (13).
III. CURRENT TRANSPORT

Within the scattering approach for mesoscopic transport, the current $I_s$ in the $x$ direction for a given spin $s$ can be written in terms of the transmission found in Sec. II:

$$I_s = \frac{e}{h} \int_0^\infty dE T_s(E) \mathcal{K}(E) \left( f_{Ls}(E) - f_{Rs}(E) \right), \quad (16)$$

where $W$ is the length in the transverse direction and $\mathcal{K}(E)$ is the momentum in the contacts derived from Eq. (3). Here $f_{cs}(E)$ with $c = L, R$ are the Fermi-Dirac distribution functions of electrons in each contact with spin $s$,

$$f_{cs}(E) = \frac{1}{1 + e^{(E - \mu_{cs})/k_B T_c}} \quad (17)$$

with the electrochemical potential $\mu_{cs}$ and the lead temperature $T_c$ specified below. In cases of common background temperature we denote this by $T_0$ while if no biases are applied $\mu_{cs} = E_F$. The total current is, finally, $I = \sum_s I_s$.

From the electrochemical potentials $\mu_{cs} = E_F + eV_{cs}$ ($V_{cs}$ is the voltage in contact $c$ for electrons with spin $s$ which accounts for possible population imbalances between different spin subbands) and contact temperatures $T_c$, we define the temperature difference $\Delta T$, the mean electrochemical potential $\mu_c$, the bias voltage $V$ and the spin bias $V_S$ using the following relations:

$$\Delta T = T_L - T_R, \quad (18a)$$

$$\mu_c = (\mu_{c+} + \mu_{c-})/2, \quad (18b)$$

$$eV = \mu_L - \mu_R, \quad (18c)$$

$$eV_S = (\mu_{L+} - \mu_{L-}) - (\mu_{R+} - \mu_{R-}). \quad (18d)$$

We focus now on the response of our 2D spin transistor to small values of $V$, $\Delta T$ and $V_S$. After a Taylor expansion of Eq. (10) up to first order in these shifts, we find

$$I_s = G_s \frac{\Delta L_s}{\Delta T} + L_s \Delta T, \quad (19)$$

where the transport coefficients $G_s$ and $L_s$ are the linear electric and thermoelectric conductances, respectively.
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Using Eqs. (18) in Eq. (19), we obtain the total current
\[ I = (G_+ + G_-) V + \frac{1}{2} (G_+ - G_-) V_S \]
\[ + (L_+ + L_-) \Delta T, \]
and the spin current, defined as \( I_S \equiv I_+ - I_- \),
\[ I_S = (G_+ - G_-) V + \frac{1}{2} (G_+ + G_-) V_S \]
\[ + (L_+ - L_-) \Delta T. \]

Both current expressions are valid in linear response.

In Eq. (19), the electric conductance is given by
\[ \frac{G_s}{G_0} = \frac{1}{2\pi} \int_0^\infty dE K(E) \left(- \frac{\partial f}{\partial E}\right) T_s(E), \]
where \( G_0 = e^2 W/h \) is the unit of conductance for a 2DES length \( W \) along \( y \). Physically, \( G_s/G_0 \) is thus a spin-resolved conductance per unit of transverse length. Hence, the total conductance is \( G = \sum_s G_s \). In the zero temperature limit, the conductance per spin reads
\[ \frac{G_s}{G_0} = \frac{K_F}{2\pi} T_s(E_F) \equiv g_s(E_F), \]
where \( K_F = K(E_F) = \sqrt{2m_0 E_F}/h \).

The linear thermoelectric conductance in Eq. (19) reads
\[ \frac{L_s}{L_0} = \frac{1}{k_B T_0 2\pi} \int_0^\infty dE K(E)(E - E_F) \left(\frac{\partial f}{\partial E}\right) T_s(E), \]
where \( L_0 = e k_B W/h \) is the natural scale of the thermoelectric response of a 2DES of width \( W \). The total thermoelectric conductance is \( L = \sum_s L_s \).

At very low temperatures, a Sommerfeld expansion yields
\[ \frac{L_s}{L_0} = \frac{k_B T_0 \pi}{6 E_F} K_F \left(\frac{1}{2} \frac{T_s(E_F)}{T_s(E_F)} + E_F \frac{\partial T_s}{\partial E_F} \right), \]
where the derivative is defined as \( \frac{\partial}{\partial E_F} \equiv \frac{\partial}{\partial E}|_{E=E_F} \).

Figure 5 presents the total electric and thermoelectric conductances as a function of the Fermi energy from a calculation of Eqs. (23) and (25), respectively. The transmission is determined from a full evaluation of Eq. (15). We find that the electric conductance (black solid line) is an monotonically increasing function of \( E_F \). At sufficiently large energy values, \( G \) goes as \( E_F^{1/2} \) because the transmission approaches its maximum value when \( E_F \gg E_0 \) (see Figs. 2 and 5). Only at low energies \( G \) presents a small deviation from this behavior, which is much more visible when we calculate the thermoelectric conductance (red dashed line). While at high energies \( L \) approaches zero as \( E_F^{-1/2} \) as dictated by Eq. (25), the thermoelectric conductance shows a peak at low values of \( E_F \).

The insets of Fig. 5 depict \( G \) and \( L \) as a function of the spin-orbit region width (top panel) and the Rashba coupling intensity (bottom panel). We observe that both responses are strongly modulated and present maxima at fixed values. This originates from the transmission oscillations discussed in Sec. III as a function of \( \alpha \) or \( \ell \). Interestingly, our device works as a current modulator in response to voltage or temperature biases applied to normal leads. This is in contrast with the spin transistor proposal of Ref. [7]. Our system (both the leads and the 2DES channel) is entirely nonmagnetic. It is precisely due to this reason that \( G_+ = G_- \) and \( L_+ = L_- \) and no spin polarization is possible.

IV. CHARGE AND SPIN THERMOPOWER

In Eq. (25) we find that the thermoelectric conductance comprises two terms at low temperature, in contrast to the electric conductance, Eq. (23), which consists of a single term. With the aim to understand more clearly this additional contribution we calculate the charge thermopower or Seebeck coefficient, \( S = (V/\Delta T)_{I=0,I_s=0} \).

\( S \) determines the voltage generated in the junction in response to a temperature shift under open circuit conditions. Then, from Eqs. (20) and (21), we find
\[ S = -\frac{1}{2} \left( \frac{L_+}{G_+} + \frac{L_-}{G_-} \right). \]

Inserting Eqs. (23) and (25) in Eq. (26), we obtain the low-temperature thermopower,
\[ S \equiv S_0 = -\frac{k_B T_0 \pi^2}{3 E_F} \left(\frac{1}{2} + E_F \sum_s \frac{\partial T_s}{\partial E_F} \right), \]
The Seebeck coefficient is measured in units of $S_0 = k_B/e$. We observe two contributions in Eq. (27). The first term $S_{\text{in}} = -\pi^2 k_B T_0/6 E_F$ is constant and represents an intrinsic contribution to the entropy per unit charge of thermally excited electrons. It is independent of the scattering potential and the sample details. The second term, $S_{\text{tr}} = -(\pi^2 k_B T_0/3) \sum_s (\partial T_s/\partial E_F)/T_s$, is a purely transport contribution that arises from the energy dependence of the transmission function. Interestingly, the first term is unique to 2DES since in quasi-onedimensional systems (quantum point contacts) and quasi-zero-dimensional systems (quantum dots) this contribution is absent. Therefore, the intrinsic term can be explained as a dimensionality effect which also shows up in, e.g., graphene monolayers [59]. The only difference is that in graphene $S_{\text{in}}$ is doubled because its energy dispersion is linear, $E \sim k$, unlike the quadratic dependence in our semiconductor 2DES [Eq. (3)]. In fact, if we use the $g_s$ function defined in Eqs. (23) we can recast Eq. (27) as a Mott-like formula,

$$S = -\frac{k_B T_0}{3} \sum_s \frac{\partial \ln g_s(E_F)}{\partial E_F} \frac{2 \pi^2}{E_F}.$$ \hspace{1cm} (28)

The difference with the formula discussed in Ref. [60] is that our Eq. (28) is valid in the ballistic regime of quantum transport.

We analyze the relative importance between the intrinsic and the transport terms. To visualize this, Fig. 6 shows the different contributions as a function of the Fermi energy. In general, both have comparable strengths and should then be treated on equal footing. Note that $S$ is always negative because the generated voltage tends to counteract the thermal bias. Below, we will show deviations of this behavior when the sample is attached to ferromagnetic contacts. In Fig. 6, $S_{\text{in}}$ grows as $1/E_F$ and quickly goes to zero. On the other hand, although the overall trend of $S_{\text{tr}}$ is similar to the intrinsic term, we observe in $S_{\text{tr}}$ a stronger effect due to the potential scattering at low energy. Finally, we recall that both $G$ and $L$ present oscillations as a function of $\ell$ and $\alpha$, see insets (a) and (b) of Fig. 5. The thermopower, which is the ratio between the thermoelectric and electric conductances, also presents these oscillations as seen in the insets (a) and (b) of Fig. 6. Importantly, the oscillations are due to the transport term since $S_{\text{in}}$ is independent of $\alpha$ and $\ell$.

We note in passing that the main properties of $S$ discussed above can be also detectable in heat current measurements. Due to Onsager reciprocity, the electrothermal conductance (Peltier effect) is directly connected to the thermoelectric conductance (Seebeck effect), see App. [B]. Moreover, we show in App. [B] that the Wiedemann-Franz law holds at low temperature. Then, it is natural to ask to what extent the Sommerfeld approximation is valid. To do so, we compare the results of Eqs. (22) and (24), i.e., the exact calculation at $k_B T_0 = 0.01 E_0$, with Eqs. (22) and (25), which are valid at very low temperature. The difference between the exact and Sommerfeld calculation of the thermoelectric conductance is shown in the inset of Fig. 7. At low energies, $E_F/E_0 < 0.1$, there exists a small deviation between the exact curve and the Sommerfeld result. This confirms that the Sommerfeld expansion is no longer valid when $E_F \sim k_B T_0$. The main panel of Fig. 7 presents the deviation of the Sommerfeld calculation (dashed curve) for the Seebeck coefficient compared with the exact value (solid curve) as a function of the background temperature. In the Sommerfeld expansion, $S$ depends linearly with $T_0$ as shown in Eq. (27). Therefore, for high temperatures such that $k_B T_0/E_F > 0.1$ the Sommerfeld approximation is not valid.

We end this section considering the spin Seebeck co-
efficient $S_S$. When we apply a temperature gradient across the junction, it can also lead to spin accumulations in the leads. Then, the spin Seebeck coefficient $S_S = (V_S/\Delta T)_{T=0, \mu=0}$ determines the spin voltage $V_S$ generated in the junction in response to a temperature shift when both the charge and the spin currents are set to zero. From Eqs. (20) and (21) we obtain

$$S_S = - \left( \frac{I_+}{G_+} - \frac{I_-}{G_-} \right).$$

(29)

For normal leads the spin Seebeck is identically zero since the system is nonmagnetic and the spin polarization is not possible. We consider in the next section a 2DES coupled to ferromagnetic leads, a system where $S_S$ does not necessarily vanish.

V. FERROMAGNETIC CONTACTS

The case of ferromagnetic contacts is relevant for spin-injection problems in ferromagnet-semiconductor junctions [1]. We describe the contacts with the Stoner-Wohlfarth model for itinerant ferromagnetism. The electronic bands for opposite spins become split due to exchange interaction between carriers. Then, the Hamiltonian reads

$$\mathcal{H}_\Delta = \Delta(x) \hat{n} \cdot \vec{\sigma} + |\Delta(x)|,$$

(30)

where $\hat{n}$ is the magnetization direction in which the leads are polarized, $\vec{\sigma}$ is the spin vector and $\Delta(x)$ is the Stoner splitting, which is finite in the $x$-positions of the leads only. For metallic electrodes, $\Delta$ is of the order of a few $\text{eV}$, introducing serious conductivity mismatches at the junction [61], a problem which can be mitigated using tunnel barriers [62]. For the present discussion, it is more convenient to consider spin injectors made of diluted magnetic semiconductor compounds, which show giant Zeeman splittings $\Delta$ up to 20 $\text{meV}$ for moderate values of external magnetic fields [63]. For definiteness, we consider in Eq. (30) an energy shift $|\Delta(x)|$ that eases the spin transport analysis. In particular, this shift eliminates the effect of a potential mismatch and can be experimentally implemented with a potential gating of the central regions.

In the same way of the piecewise constant function $\alpha(x)$ in Sec. II we take a uniform $\Delta(x)$ in each of the three parts of our system: nonzero $\Delta$, in the contacts and vanishingly small $\Delta$ in the 2DES. For the numerical implementations, the interfaces are described with slightly smoothed functions, see App. A. We investigate two different orientation schemes: parallel (P) and antiparallel (AP) configurations as sketched in the insets of Fig. 8. The case of parallel polarization corresponds to $\Delta_L = \Delta_R = \Delta$ whereas the antiparallel case results from $\Delta_L = -\Delta_R = \Delta$, where $\Delta$ is half of the absolute Zeeman splitting. In what follows, we take the polarization in the $x$-direction: $\hat{n} \cdot \vec{\sigma} = \sigma_x$. Thus, we define a potential in the leads,

$$\nu_s = s\Delta(x) + |\Delta(x)|,$$

(31)

where $s = \pm$ labels the spin in the $x$-direction. Then, for the P configuration the electrons with $s = -$ (minority spins) are confined by a potential well of width $d$ (the separation between contacts, see App. A) while those with $s = +$ feel no potential as they travel (majority spins). In the AP configuration both types of carrier experience a potential step but localized in opposite contacts. Due to the differing potential landscapes, we expect strong changes as compared with the nonmagnetic case treated in the previous sections.

The dispersion relation on the contacts generalizes Eq. (3) conveniently modified to account for the Stoner field:

$$E = \frac{\hbar^2 K^2}{2m_0} + s\Delta_c + |\Delta_c|,$$

(32)

Importantly, the total momentum $K_{cs}$ now depends on both the contact and the spin. As a consequence, since the q-momentum remains invariant, we find

$$K_{cs}^2 = k_{cs}^2 + q^2 = \frac{2m_0}{\hbar^2} (E - s\Delta_c - |\Delta_c|).$$

(33)
FIG. 9. (Color online) Spin components of the electric conductance for parallel, (a) and (b), and antiparallel, (c) and (d), configurations as a function of the Fermi energy. Parameter: $\ell = 8\ell_0$.

The channel amplitude equation expressed in Eq. (5) keeps the same form, with the only addition of the spin dependent potential $v_s(x)$ and the replacement $k \rightarrow k_{cs}$ in the asymptotic conditions Eq. (6). From the resulting expression we calculate the new probability transmissions and obtain, finally, the total current in the propagation direction,

$$I_s = \frac{e}{h} W \left(2\pi \right)^{-1} \int_0^\infty dE T_s(E) \left(f_{Ls}(E) - f_{Rs}(E)\right),$$

where $K_{Ls}(E)$ follows from Eq. (33) with $c = L$ taken for convenience (the current conservation condition $I_L + I_R = 0$ is always fulfilled). The electric and thermoelectric conductances in the limit of linear response are obtained in the same manner as in Sec. III. At very low temperature, they read

$$\frac{G_s}{G_0} = \frac{1}{2\pi} K_{Ls}(E_F) T_s(E_F) \equiv g_s(E_F),$$

$$\frac{L_s}{L_0} = \frac{\pi^2 k_B T_0}{3} \frac{\partial g_s}{\partial E_F}.$$

In Fig. 10 we present the total electric conductance, $G = G_+ + G_-$, as a function of $E_F$. We distinguish between P (a) and AP (b) polarizations of the magnetic leads. Consider first the case without spin-orbit interaction ($\alpha = 0$). For parallel orientation the majority electrons are not scattered back while the minority electrons feel a potential well of depth $2\Delta$. Then, when $E_F < 2\Delta$ we only have one propagating spin channel, $s = -$, and the conductance is given simply by the number of open channels, which scales $\propto E_F^{1/2}$ as discussed in Sec. III. For $E_F > 2\Delta$ the $s = +$ propagating mode becomes active. Thus, the $v_+$ potential causes the transmission to oscillate with energy. These oscillations are akin to the Ramsauer oscillations in electron scattering [64]. This can be more clearly seen in Fig. 8(a), which depicts the behavior separately for $G_+$ and $G_-$. The majority spins contributes to $G$ with a $E_F^{1/2}$-dependent function while the minority spins do not attain a nonzero $G$ until $E_F > 2\Delta$. Above this energy threshold, the electrons with spin $s = +$ lead to smooth oscillations of $G$ due to the Ramsauer effect. In the antiparallel case [Fig. 8(b)], the conductance is zero below the energy threshold $E_F = 2\Delta$ for both spin indices, see Fig. 9(c), since $s = -$ electrons are reflected back from the step potential at the right junction according to Eq. (31) while electronic channels with $s = +$ are not active for $E_F < 2\Delta$ due to the step potential at the left contact.

Turning on the spin-orbit potential alters the previous picture. For energies below the threshold, Fig. 8 shows a different type of oscillation independently of the leads’ magnetic orientation. These are due to resonant Fano interference between the propagating spins and the quasibound states of opposite spins trapped between the polarized contacts [13, 34]. Figure 9(b) shows that the Fano oscillations in the P case are only possible for electrons with spin $s = -$ since for $E_F < 2\Delta$ the electrons $s = +$ are evanescent states. At higher energies the two modes become propagating states and the Fano oscilla-
As a consequence, the Rashba induced oscillations for $E_F < 2\Delta$ but these are now due to electrons with $s = -$ undergoing multiple reflections between the junctions since minority electrons are inactive for transport until $E_F = 2\Delta$ \cite{34}.

Figure 10 shows the thermoelectric conductance as a function of Fermi energy for both P and AP configurations. According to Eq. (35), $L$ can be written as a function of the energy derivative of the electric conductance. As a consequence, the Rashba induced oscillations for $\alpha \neq 0$ become largely amplified for $E_F < 2\Delta$. Remarkably, the $L$ curves cross the horizontal axis, taking positive and negative values, whereas the case $\alpha = 0$ always gives $L > 0$. Therefore, the combined influence of ferromagnetic leads and spin-orbit interaction can drive the electronic current either from the hot to the cold reservoir (as in the normal case, see Fig. 5) or, notably, from the cold to the hot reservoir. The latter phenomenon is independent of the relative magnetic orientation (parallel or antiparallel), the main difference being that below the energy threshold the thermoelectric conductance vanishes in the AP case $\alpha = 0$, similarly to the electric conductance [Fig. 8(b)]. Finally, for high energies $L$ smoothly decays to zero since the transmission becomes weakly energy dependent for $E_F \gg \Delta$. This demonstrates that the spin-orbit interaction in 2D spin transistors leads to stronger effects for energies lower than the Zeeman splitting.

We depict in Fig. 11 the spin-resolved thermoelectric conductances. As expected, the large amplitude oscillations in the P case arise in the majority spin channel only [Fig. 11(a)]. For $\alpha = 0$ the Ramsauer-like oscillations are visible above the energy threshold in the minority channel [Fig. 11(c)]. In the antiparallel case, the thermoelectric conductances obey $L_+ = L_-$ and attain their highest value when $E_F$ reaches $\Delta$ because the transmission variation is largest at that point, as both spin channels become propagating [Fig. 11(d)]. In Fig. 11(b) the Ramsauer-like oscillations are also visible for $E_F > 2\Delta$.

The thermopower obeys Eq. (28) but now $g_s$ is calculated from Eq. (35a). In Fig. 12 we plot the charge Seebeck coefficient $S$, for both P (a) and AP (b) configurations. For $\alpha = 0$, $S$ is almost zero. Only for energies slightly higher than $2\Delta$ we observe a dip that correlates with the thermoelectric conductance peak observed in Fig. 10. In contrast to the normal case depicted in Fig. 6 here $S$ oscillates and changes its sign for $E_F < 2\Delta$. This indicates that at given temperature difference, depending on the value of $E_F$ we can generate positive or negative thermovoltages. This is a very interesting effect since without ferromagnetic contacts the thermopower is always negative.

To determine the spin Seebeck coefficient $S_S$ at low temperature, we introduce Eq. (35) in Eq. (29), obtaining

$$S_S/S_0 = -\frac{\pi^2 k_B T_0}{3} \left( \frac{\partial \ln g_s(E_F)}{\partial E_F} - \frac{\partial \ln g_{-(E_F)}}{\partial E_F} \right),$$

(36)

where $g_s(E_F) = K_L(E_F) T_s(E_F)/2\pi$. Here, the spin indices $\pm$ follow the quantization axis established by the leads’ magnetization, i.e., the $x$-direction. Unlike the normal case, we now expect nonzero values of $S_S$ since, quite generally, $g_+ \neq g_-$. Figure 12(c) shows the results.
for the parallel configuration in the case with (red curve) and without (black curve) Rashba interaction. We observe that for $\alpha = 0$ the spin Seebeck coefficient presents a smooth behavior and only at energies slightly larger than $2\Delta$ the Ramsauer-like oscillations arise.

When the Rashba coupling is active, $S_S$ changes its sign alternatively for $E_F < 2\Delta$. This indicates that at fixed value of $\Delta T$ depending on $E_F$ we can generate a positive or negative spin voltage $V_S$. The case for the AP configuration is plotted in Fig. 12(d). For zero Rashba coupling $S_S = 0$ since the spin components of the electric and thermoelectric conductance are equivalent, see Figs. 9(c) and 11(d). With nonzero value of $\alpha$ we recover the oscillations for $E_F < 2\Delta$, with an amplitude larger than for the charge case [Figure 12(b)]. The oscillations in $S_S$ are more intense for the AP than for the P configuration. It is due to a spin valve effect, i.e., for $E_F < 2\Delta$ we do not find any active channel for the AP configuration, while for the P configuration the mode $s = -$ is open. Hence, for $E_F < 2\Delta$ the electric conductance takes lower values for the AP configuration than for the parallel one. As a consequence, $S_S$, which is inversely proportional to $G$, attains higher values.

The magneto-Seebeck effect is a spintronic phenomenon that gives rise to changes in the thermopower of a magnetic junction upon switching the leads’ magnetic moments [44]. In Fig. 12(a) and (b) we found that the thermopower significantly changes during the transition from P to AP configurations. Then, it is natural to quantify this departure by defining the magneto-Seebeck coefficient $S_{MS}$ as

$$S_{MS} = S_P - S_{AP},$$

where $S_P$ and $S_{AP}$ are the thermopower in the parallel and antiparallel configuration, respectively. Figure 13 shows the magneto-Seebeck coefficient as a function of the Fermi energy for $\alpha = 0$ (black curve) and $\alpha \neq 0$ (red curve). When the Rashba coupling is absent, $S_{MS}$ is closer to zero and only for energies slightly exceeding $2\Delta$ a peak arises since the two spin channels are open and we have an increase of the electric conductance. Conspicuously, for a finite value of $\alpha$ the magneto-Seebeck coefficient presents oscillations and sign changes, much like the thermopower oscillations discussed above. This supports the suggestion that the charge thermopower can be controlled by changing the relative magnetization orientation. While the experiment reports sign changes of $S_{MS}$ as a function of the base temperature [44], we here predict a similar effect by tuning the Fermi energy of the 2DES device.

VI. CONCLUSIONS

We have discussed the quantum thermoelectric properties of a two-dimensional electron system with nonhomogeneous spin-orbit interaction. When the device is attached to normal electrodes, we find that the thermopower is strongly modulated by either the spin-orbit strength or the channel length at fixed Fermi energy. In the case of ferromagnetic leads, we distinguish between charge, spin and magneto-Seebeck effects. Interestingly, the thermoelectric dynamics is dominated by quantum interference effects for energies below the Zeeman splitting in the leads. These effects lead to large amplitude oscillations of the different thermopowers that change their sign as the Fermi energy increases. The number of observed oscillations can be tuned with the separation between contacts. Importantly, the Seebeck coefficients depend on the relative orientation of the magnetic moments in the leads, causing sizeable values of the magneto-Seebeck coefficient. In general, we demonstrate that a semiconductor two-dimensional electron system offers quite remarkable capabilities for the generation of highly tunable thermoelectric properties.

Our results may be also relevant for spin transistors built with two-dimensional electron systems other than semiconductor heterostructures: silicon [68, 69], graphene [54, 70, 71] or metal dichalcogenides [72]. Further extensions of our model should consider the quasi-one-dimensional case, which is important for quantum wires and carbon nanotubes. Another crucial aspect in modeling realistic ferromagnetic-tunnel junctions is the presence of tunnel barriers, which might alter the predictions discussed in this paper. Future works should also consider disorder effects, which are relevant in 2D systems with low mobility [74], and nonlinear features as those observed in the dc resistivity of quantum Hall conductors [75].
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Appendix A: Interfaces

This appendix contains the mathematical expressions of $\alpha(x)$ and $\Delta(x)$ employed in our numerical simulations for the interfaces. We model the step-like character of these quantities using Fermi-like functions

$$F_{x_0,\sigma}(x) = \frac{1}{1 + e^{(x-x_0)/\sigma}} ,$$

(A1)

where $x_0$ is the junction position of the step and $\sigma$ determines the length around $x_0$ where the transition takes place. Then,

$$\alpha(x) = \alpha \left( F_{\ell/2,\sigma_{\alpha}}(x) - F_{-\ell/2,\sigma_{\alpha}}(x) \right) ,$$

(A2)

$$\Delta(x) = \Delta_L F_{-d/2,\sigma_{\Delta}}(x) + \Delta_R \left( 1 - F_{d/2,\sigma_{\Delta}}(x) \right) ,$$

(A3)

where the Rashba strength $\alpha$ and the Zeeman splitting $\Delta_{R,L}$ are constants. Our results are independent of the interface details because we take sharp transitions, i.e., $\sigma_{\alpha} \ll \ell$. In our numerical calculations we take $\sigma_{\alpha} = 0.1\ell_0$, $\sigma_{\Delta} = 0.3\ell_0$ and $d = 20\ell_0$.

Appendix B: Heat transport

The stationary heat current (say, at the right contact) is given by:

$$Q_R = \frac{1}{h} \frac{W}{2\pi} \int_{0}^{\infty} dE K(E) (E - \mu_{Rs}) T_s(E) \times$$

$$\times \left( f_{Ls}(E) - f_{Rs}(E) \right) .$$

(B1)

where $\mu_{R_s}$ is the chemical potential in the right contact at given spin $s$. The sum of the right and the left heat current gives the dissipated Joule heating, $Q_R + Q_L = IV$.

We apply a small voltage bias which, after Taylor expanding up to first order in $V$, gives the electrothermal conductance $M = (dQ/dV)_{V=0}$

$$M = \frac{e\pi W (k_B T_0)^2}{6hE_F} K_F \sum_s \left( \frac{1}{2} T_s + E_F \frac{\partial T_s}{\partial E_F} \right)$$

(B2)

at very low values of $T_0$. Here, $T_s = T_s(E_F)$. Comparing with Eq. (20), we check that the Klein-Onsager relation, $M = T_0 L$, is fulfilled as expected.

The thermal conductance, $K = (dQ/d(\Delta T))_{\Delta T=0}$, is obtained in linear response when a small temperature difference is applied across the junction. At low temperatures we find:

$$K = \frac{\pi W k_B^2 T_0}{6h} K_F T(E_F) ,$$

(B3)

where $T(E_F) = \sum_s T_s(E_F)$. Then, the Wiedemann-Franz law is satisfied since $K/T_0 G = \pi^2 k_B^2/3e^2$.
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