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Abstract—The recent rapid growth in mobile data traffic entails a pressing demand for improving the throughput of the underlying wireless communication networks. Network node deployment has been considered as an effective approach for throughput enhancement which, however, often leads to highly nontrivial nonconvex optimizations. Although convex-approximation-based solutions are considered in the literature, their approximation to the actual throughput may be loose and sometimes lead to unsatisfactory performance. With this consideration, in this article, we propose a novel graph neural network (GNN) method for the network node deployment problem. Specifically, we fit a GNN to the network throughput and use the gradients of this GNN to iteratively update the locations of the network nodes. Besides, we show that an expressive GNN has the capacity to approximate both the function value and the gradients of a multivariate permutation-invariant function, as a theoretic support to the proposed method. To further improve the throughput, we also study a hybrid node deployment method based on this approach. To train the desired GNN, we adopt a policy gradient algorithm to create datasets containing good training samples. Numerical experiments show that the proposed methods produce competitive results compared with the baselines.

Index Terms—Graph neural networks (GNNs), maximum flow, permutation invariance, reinforcement learning (RL), wireless communication networks.

I. INTRODUCTION

The increasing number of smart mobile terminals and devices drives a massive growth in mobile data traffic, which in turn leads to a pressing need for improving the throughput of the underlying wireless communication networks [1]. As the wireless channel and data rate between any two network nodes are often influenced by their locations, the throughput of many wireless networks, ranging from conventional cellular networks [2] and vehicular communication networks [3], to modern Internet of Things communication networks [4] and drone-enabled communication networks [5], closely hinges on the deployment of the network nodes.

In the literature, there have been some pioneering works devoted to improving the network node deployment. Some works mainly focus on optimizing the statistics and distributions of the network node locations [5], [6], [7], [8]. In these methods, network node locations are determined by brute-force search [5] or random selection [6], [7], [8], according to the obtained optimal node location statistics and distributions. Albeit their simplicity in design, the performances of these deployment strategies are often not satisfactory. To achieve better throughput, some other works consider the more fine-grained deployment strategy that aims to find the precise optimal location for each network node [9], [10], [11], [12]. However, the corresponding network deployment problems are much more involved and often nonconvex. To this end, approximation is commonly adopted to convert the original problem into convex ones. For instance, an alternative expression for the throughput with respect to node locations is obtained in [9] by successive convex approximation. However, this alternative term is only suitable for simple scenarios with a single relay node. For more general scenarios with multiple nodes, the original deployment optimization problem is transformed into an equivalent Lagrange dual problem and solved using the subgradient method in [10]. Another existing approach is to use the network eigenvalues derived from the spectral graph theory to approximate the network throughput [11], [12]. Albeit the above approaches make the node deployment optimization simpler, their approximation to the actual throughput may be loose, and hence sometimes lead to unsatisfactory performance.

To better address the throughput-optimal network node deployment problem, we propose a novel approach based on graph neural networks (GNNs), which offers a more precise approximation of throughput compared with the existing methods. In particular, we model the throughput as the maximum flow (max-flow) of a network and use a GNN to learn the functional relationship between the network max-flow and the node deployment. Then, we derive the gradients of the network max-flow with respect to node locations by conducting backpropagation in this GNN and update the node locations accordingly. Through in-depth analysis, we show that this method is theoretically reasonable by investigating the approximation capability of permutation-invariant neural networks, for which GNNs provide effective implementation. In addition, a hybrid approach that combines the existing spectral graph theoretic approach and the above GNN-based approach is proposed to further improve the performance.
Another challenge in training the desired GNN is to gather good training data. Ideally, we want to collect samples of the node locations that correspond to large network throughput. However, since the sample space (i.e., all possible node locations) in the considered problem is prohibitively large and continuous, it is intractable to collect sufficient representative data through random sampling. To this end, we propose a feasible approach to data collection that uses reinforcement learning (RL). Specifically, we apply a GNN-based proximal policy optimization (PPO), which has sufficient exploration capabilities, to search for good representative regions with an optimal max-flow to collect good training samples.

We summarize our main contributions as follows.

1) We propose a GNN-based node deployment method for network throughput enhancement. Based on this, a hybrid node deployment method is developed to further improve the throughput performance.
2) By proving that the class of permutation-invariant neural networks has the capacity for approximating both the function values and the gradients of multivariate permutation-invariant functions, we justify the correctness and effectiveness of the proposed method.
3) We propose to use a GNN-based PPO algorithm to collect good training data.

The remaining parts of the article are organized as follows. Section II briefly surveys related works. Section III formulates the problem and introduces a naive approach. In Section IV, we give theoretical justification and simple numerical examples. In Section V, we introduce the proposed methodology in detail. The experimental results are presented in Section VI. Eventually, Section VII concludes the article and states the limitations of our approach.

II. RELATED WORKS

A. Node Deployment for Wireless Networks

Recently, network node deployment has been widely used to address the challenges of wireless communication networks, including congestion mitigation [13], coverage maximization [14], and quality-of-experience optimization [15]. Network node deployment has also been considered for throughput enhancement. In [5], the space is first divided into grids and then the network deployment is implemented with a brute-force search method. In [6], a random geometry strategy based on the Poisson point process is developed to deploy the network nodes. In [7] and [8], uniform random deployment strategies are considered. Despite the simplicity of these deployment strategies in design, their performances are usually limited or suffer from intractable complexity.

For precise network deployment strategies, the requirement to find the exact locations of network nodes complicates the optimization problem. An analytical expression in [9] for the optimal location is derived by introducing the slack variables and leveraging the successive convex approximation. Based on the Lagrangian method, a dual problem for the approximate optimal solution is obtained in [10] by eliminating additional variables, which can be solved by a subgradient projection method. From a different viewpoint, the problem of maximizing the end-to-end throughput (i.e., max-flow) under jamming is considered in [11] and more recently in [12]. In both these works, the max-flow was approximated by the Cheeger constant and its maximization was done by a spectral graph theoretical approach. Nevertheless, the approximations in these works may be loose, and thus sometimes may lead to unsatisfactory performance.

B. Neural Networks in Wireless Communication

Recent years have witnessed wide applications of neural networks in wireless communications. For instance, neural networks can effectively model not only the nonlinear component of a wireless communication system, such as power amplifiers [16], [17], but also complicated signals transmitted over wireless channels [18]. Specifically, both [16] and [17] use the current and previous in-phase and quadrature phase \( I/Q \) components along with the envelope dependent terms to fit the \( I/Q \) components of the power amplifier output via neural networks. In [18], a neural-network-based method is developed to address the problem of state estimation based on signals transmitted over fading channels. Neural networks have also been used in wireless channel prediction and wireless sensor control. For instance, they are used for predicting channel characteristics in [19] and for building RL modules of sensor control in [20]. However, all these works mainly focus on the point-to-point communication scenarios with regular numerical data and cannot be directly applied to the more sophisticated scenarios of wireless networks that contain non-regular graph data; the rich edge feature information contained in the latter scenarios make GNN a more natural solution.

The recently advocated GNN has a significant impact on wireless communications [21], as many wireless networks can be naturally abstracted into graphs. In particular, GNNs have been widely applied to optimization problems in wireless communication networks [22], [23], [24], given the advantage that they can effectively use structural and topological information. These existing works mainly exploit permutation invariance and equivariance of GNNs to address the challenges in wireless communication networks. Wireless networks often carry crucial edge information, which can be effectively embedded in GNN representations. For instance, the edge features used in [22], [23], and [24] are information such as channel response, channel state, and equivalent channel. Different from the above works, the edge features in our work represent communication rates. Fortunately, many GNNs are capable of processing edge features [25], [26], [27], [28], [29], thanks to flexibility of using edge features in the design of the message passing scheme [30]. For a more general review of GNNs, the readers may refer to the recent comprehensive survey [31], which provides an extensive collection of resources on GNNs, encompassing advanced models and practical applications.

In addition to extracting features directly from the network, GNN can be embedded with deep RL to enable sufficient exploration capabilities for graph-structural data in wireless communication networks. For instance, a solution to the connection management problem based on GNN and deep Q-Learning algorithm is proposed in [32], which achieved...
C. Approximation Using GNN

GNNs have been applied to representation learning on graphs since the seminal work of [34]. The important properties of permutation equivariance and invariance make GNNs suitable for graph data since they do not depend on a specific ordering of nodes [35], [36], [37], [38]. However, due to these invariance properties, GNNs are not expected to enjoy universal approximation [39]. In fact, GNNs are not sufficiently expressive for representing all the permutation-invariant neural networks, and the equivalence between expressivity and approximation capability has been established in [40]. In particular, the Weisfeiler–Leman test is an important benchmark for the expressivity of GNNs, and recent studies have focused on going beyond such limits [27], [41], [42]. The universality of a specific class of invariant-equivariant GNNs is proved in [37], relying on a new generalized Stone–Weierstrass theorem for the algebra of real-valued equivariant functions. The more general notion of universal approximation of group-invariant networks is studied in [43].

Many applications use the gradients of neural networks to approximate those of the original functions. An early study numerically studies training neural networks to approximate a multivariate function and its first and second partial derivatives [44]. When both the function and gradient values are available, it is also possible to consider Sobolev training where the loss function is inherited from the Sobolev spaces [45], [46], [47]. However, Sobolev training is not applicable to our problem, since it is difficult to obtain precise gradients in our dataset.

III. PROBLEM FORMULATION AND A NAIVE SOLUTION

A. Problem Formulation

In this work, we consider a wireless communication network with $n$ nodes, as shown in Fig. 1. The node deployment is denoted by $(\xi_i, x_i) \in \mathbb{R}^2: i = 1, \ldots, n$, where $\xi_i$ and $x_i$ are the locations of a pair of stationary source and destination nodes, respectively, and $(\xi_i)_{i=2}^{n-1}$ are the locations of mobile relay nodes. With a slight abuse of notation, when there is no confusion, we may also use $\{\xi_i\}_{i=1}^{n}$ to denote the nodes themselves. We model this wireless communication network using a simple graph $G$ specified as follows. The vertex set of $G$, denoted by $\mathcal{V}$, consists of all the nodes $\{\xi_i\}_{i=1}^{n}$. The edge set of $G$, denoted by $\mathcal{E}$, consists of all the pairs of nodes. We assume that for a pair of nodes $\xi_i$ and $\xi_j$, the corresponding communication rate between the pair of nodes is a function of their locations and is denoted by $f_{\text{cap}}(\xi_i, \xi_j)$. Moreover, we assume $f_{\text{cap}}(\xi_i, \xi_j)$ is a Lipschitz continuous function with respect to $\xi_i$ and $\xi_j$, which holds in most wireless scenarios. Accordingly, we construct the weighted adjacency matrix $A$ of this network, whose $(i, j)$th entry $A_{i,j}$ is defined as the communication rate between nodes $i$ and $j$. That is,

$$A_{i,j} \triangleq \begin{cases} f_{\text{cap}}(\xi_i, \xi_j), & i \neq j; \\ 0, & i = j. \end{cases}$$

(1)

Our objective is to find the optimal locations of the relay nodes so that throughput (i.e., max-flow) between the source node and the destination node is optimized. It is well-known [48] that when the locations of the nodes are specified, this max-flow equals to the min-cut of the underlying network graph, defined by

$$C = \min_{\{S, \bar{S}\}} \sum_{i \in S, j \in \bar{S}} A_{i,j}$$

(2)

where $S$ is a subset of $\mathcal{V}$, $\bar{S}$ is the complement of $S$, and the minimum is taken over all the partitions $\{S, \bar{S}\}$ of $\mathcal{V}$.

Clearly, the maximum network flow $C$ is a function of the edge weights $A_{i,j}$’s, and thus also a function of the locations $\xi_i$ of the nodes. Actually, $C$ is a 1-Lipschitz function with respect to each edge weight $A_{i,j}$. We state this fact as a lemma.

Lemma 1: $C$ is a 1-Lipschitz function of $A_{i,j}$ for each $i, j \in \{1, \ldots, n\}$.

Proof: This simply follows from the fact that the change in $C$ cannot exceed the perturbation of $A_{i,j}$ because of the summation in (2). More specifically, we proceed as follows. Fix two different indices $i_0$ and $j_0$. For the adjacency matrix $A$, let $S^*$ and $\bar{S}^*$ be a partition of $\mathcal{V}$ with which the minimum in (2) is achieved, that is, $C = \sum_{\xi_i \in S^*, \xi_j \in \bar{S}^*} A_{i,j}$. Consider the perturbed adjacency matrix $\tilde{A}$ where $A_{i,j} = A_{i,j}$ if $(i, j) \neq (i_0, j_0)$ and $\tilde{A}_{i_0,j_0} \neq A_{i_0,j_0}$. Let $\tilde{C}$ denote the max-flow corresponding to $\tilde{A}$. If $A_{i_0,j_0} > \tilde{A}_{i_0,j_0}$, it is clear that

$$\tilde{C} = \min_{\{S, \bar{S}\}} \sum_{i \in S, j \in \bar{S}} \tilde{A}_{i,j} \leq \sum_{i \in S^*, j \in \bar{S}^*} A_{i,j} = C - \tilde{A}_{i_0,j_0} + A_{i_0,j_0}$$

and thus

$$|\tilde{C} - C| = |C - \tilde{C}| \leq \sum_{\xi_i \in S^*, \xi_j \in \bar{S}^*} A_{i,j} = |A_{i_0,j_0} - \tilde{A}_{i_0,j_0}|.$$

(4)

On the other hand, if $\tilde{A}_{i_0,j_0} < A_{i_0,j_0}$, then we consider $\tilde{A}$ as a perturbed version of $A$. For the same reason as above

$$|\tilde{C} - C| \leq |A_{i_0,j_0} - \tilde{A}_{i_0,j_0}|.$$

(5)
Combining both the cases, we conclude that $C$ is a 1-Lipschitz function of $A_i j$.

As a composition of Lipschitz functions, $C$ itself is Lipschitz with respect to the locations $\xi_i$ of the nodes as well (see e.g., [49, Lemma 2.1]). Accordingly, Rademacher’s theorem [50, Th. 3.1.6] immediately yields the following result.

**Lemma 2:** For $i = 2, \ldots, n - 1$, $C$ is a differentiable function of $\xi_i$ almost everywhere.

With the above notations, to optimize the throughput, we need to resolve the following problem.

**Problem 1:** For fixed source $\xi_j$ and destination $\xi_n$, find

$$\xi_2^*, \ldots, \xi_{n-1}^* = \arg \max \ C$$

(6)

where the maximum is taken over a designated domain $D$ (i.e., the deployable region of the relay nodes) of $\xi_2, \ldots, \xi_{n-1}$.

We remark that this problem is permutation-invariant. That is, if $(\xi_2^*, \ldots, \xi_{n-1}^*)$ is an optimizer of (6), then its any permuted version $((\xi_{\gamma(2)}, \ldots, \xi_{\gamma(n-1)}))$, where $\gamma$ is a bijection so that $\{\gamma(2), \ldots, \gamma(n-1)\} = \{2, \ldots, n-1\}$, is also an optimizer.

To solve Problem 1, we use the following iterative strategy. Start with certain positions $\xi_2[0], \ldots, \xi_{n-1}[0]$ and update the relay nodes along ascending directions (e.g., the directions of gradients) of the objective function $C$ with a small step-size $\varepsilon$. The node locations after $t$ updates are denoted by $\xi_2[t], \ldots, \xi_{n-1}[t]$, for $t = 1, \ldots, T$, where $T$ is the step count. These directions will be provided by a GNN as illustrated below.

To construct the corresponding GNN, we consider the graph $G = G(V, E, A)$. For each node, we define its features to be 3-D vectors $x_i = (x_i^{(0)}, x_i^{(1)}, x_i^{(2)}), i = 1, \ldots, n$. Here, the first coordinate $x_i^{(0)} = 1$ if the node is either the source or the destination (i.e., when $i = 1$ or $i = n$) and $x_i^{(0)} = 0$ otherwise. The coordinates $(x_i^{(1)}, x_i^{(2)})$ are exactly the location $\xi_i$ of the $i$th node. We define an $n \times 3$ matrix $X$, whose $i$th row is given by $x_i$, as a compact representation of the node features.

With the above notations, all the information of the wireless communication network is abstracted into the attributed graph $G$. We use $G$ and $X$ as the inputs of the GNN. Throughout this article, we use $g$, a function of both $X$ and $A$, to denote the functional expression of a GNN.

**B. Naïve Approach: Gradient Learning (GL) With GNN**

Since the gradients of $C$ with respect to the locations $\xi_2, \ldots, \xi_{n-1}$ exist almost everywhere by Lemma 2 and provide a direction of increasing $C$, a naïve approach is to fit these gradients with a GNN and then update the relay nodes according to the output (i.e., the estimation of the gradients) provided by this GNN. However, the desired training data of this GNN are not readily available, as it is quite challenging to directly compute the gradients of $C$ based on the combinatorial expression (2). For this reason, instead of finding the exact gradients, we train this GNN to find unit vectors $u_2, \ldots, u_{n-1}$ that lead to increment of $C$ and update the node locations from $(\xi_2, \ldots, \xi_{n-1})$ to $(\xi_2 + \xi u_2, \ldots, \xi_{n-1} + \xi u_{n-1})$ at each iteration. As discussed in Section V-C, these unit vectors can be found via RL with sufficient exploration capabilities.

Therefore, the problem of learning gradients can be treated as a node-level regression task, to be solved by the GNN $g$. Specifically, this GNN outputs an $(n - 2) \times 2$ matrix $g(X, A)$, whose rows are normalized to obtain the aforementioned unit vectors as follows:

$$\mathbf{Y} = [\mathbf{u}_i]_{i=2}^{n-1} = \left[ \frac{g_i(X, A)}{\|g_i(X, A)\|} \right]_{i=2}^{n-1}$$

(7)

where $u_i$ is the $(i - 1)$th row of the $(n - 2) \times 2$ matrix $Y$ and $g_i(X, A)$ is the $(i - 1)$th row of $g(X, A)$, respectively. We supervise the training of GNN by minimizing the mean squared error (MSE) $\|\mathbf{Y} - \hat{\mathbf{Y}}\|_F^2$, where $\mathbf{Y}$ is the matrix of the unit vectors provided by the training data obtained from RL. After this GNN is trained, in the test phase, at each step $t = 0, \ldots, T - 1$, the relay node locations are updated as follows:

$$\xi_i[t+1] = \xi_i[t] + \xi u_{i-1}[t], \quad i = 2, \ldots, n - 1.$$  

(8)

In (8), $u_{i-1}[t]$ is the $(i - 1)$th row of $\mathbf{Y}[t]$, which is the normalized version of $g(X[t], A[t])$. An overview of this procedure is shown in Fig. 2.

**Fig. 2.** Framework of GL. The red box illustrates the training phase, which learns the gradients with GNN; the blue box illustrates the testing phase, which updates the relay nodes to maximize the max-flow.

**IV. Theoretic Basis**

As will be shown in Section VI-D1, the naïve approach of GL still cannot deliver satisfactory performance. To address this issue, we will describe an alternative approach later in Section V. In particular, note that the value of $C$ can be efficiently computed by the Ford–Fulkerson algorithm [48]. This motivates us to directly estimate the value of $C$ by a GNN, and then we use the gradients of this GNN to approximate the gradients of $C$ and update the relay nodes accordingly.

Before presenting the details, some theoretic analysis is provided to validate the feasibility of this alternative approach. Since $C$ is permutation-invariant with respect to the node indices, we can achieve an arbitrarily small error of approximating $C$ using an expressive GNN, due to its capability of universal approximation [40], which is a variant of the multilayer perceptron (MLP) version [51] modulo equivariance.\footnote{Even if we have a good approximation of the function, its gradient is not necessarily close to that of the original function in general. For instance, let $f(x) = e^x$ and $f(x) = e^x + \sin(x)$ where $c$ is a constant. Clearly, $\|f - f\|_\infty = \nu$ while $\|f' - f'\|_\infty = \nu$. If we take a small $\nu$ but a large $\nu$, the gap between the function values will be small, but the norm of the difference between the gradients can be arbitrarily large.}
A. Theoretic Analysis

We first state the following proposition on both the function and gradient approximations for permutation-invariant ReLU neural networks.

**Proposition 1:** Let $f : [0, 1]^n \to \mathbb{R}$ be a differentiable permutation-invariant function such that $\nabla f$ is $L$-Lipschitz. Then for any $\epsilon, \delta > 0$, there exists an permutation-invariant ReLU neural network $g : [0, 1]^n \to \mathbb{R}$ for which both $|f(x) - g(x)| \leq \epsilon$ and $\|\nabla f(x) - \nabla g(x)\| \leq \epsilon$ hold for any $x \in [0, 1]^n - \mathbb{S}$ where $\mathbb{S}$ is a subset of $[0, 1]^n$ with Lebesgue measure $m(\mathbb{S}) < \delta$.

**Proof:** We first construct a continuous piecewise linear function that approximates $f$. For some $N \in \mathbb{N}$ that we will determine later, divide $[0, 1]^n$ into $N^n$ boxes of equal size, denoted by $\mathbb{B}_{i_1, \ldots, i_n}$, $i_1, \ldots, i_n \in \{1, \ldots, N\}$, where

$$
\mathbb{B}_{i_1, \ldots, i_n} = \left\{ x \in [0, 1]^n : \frac{i_l - 1 - \omega}{N} \leq x_l \leq \frac{i_l - \omega}{N}, \quad l = 1, \ldots, n \right\}.
$$

We also define $\tilde{\mathbb{B}}_{i_1, \ldots, i_n}$ for $i_1, \ldots, i_n \in \{1, \ldots, N\}$ by

$$
\tilde{\mathbb{B}}_{i_1, \ldots, i_n} = \left\{ x \in [0, 1]^n : \frac{i_l - 1 + \omega}{N} \leq x_l \leq \frac{i_l - \omega}{N}, \quad l = 1, \ldots, n \right\}
$$

for some $\omega > 0$ that we determine later. We denote the centers of the boxes $\mathbb{B}_{i_1, \ldots, i_n}$, which at the same time are the centers of $\tilde{\mathbb{B}}_{i_1, \ldots, i_n}$, to be $c_{i_1, \ldots, i_n} = ((i_1 - 1/2)/N, \ldots, (i_n - 1/2)/N)$.

Let $h : [0, 1]^n \to \mathbb{R}$ be defined by

$$
h(x) = \begin{cases} 
\tilde{h}_{i_1, \ldots, i_n}(x), & \text{if } x \in \tilde{\mathbb{B}}_{i_1, \ldots, i_n} \\
0, & \text{otherwise}
\end{cases}
$$

(9)

where

$$
\tilde{h}_{i_1, \ldots, i_n}(x) = f(c_{i_1, \ldots, i_n}) + \nabla f(c_{i_1, \ldots, i_n})^T (x - c_{i_1, \ldots, i_n}).
$$

(10)

Clearly, $\tilde{h}$ is linear on $\tilde{\mathbb{B}}_{i_1, \ldots, i_n}$ and permutation-invariant. Moreover, there exists a piecewise linear function $h$ such that $h = \tilde{h}$ on $\tilde{\mathbb{B}}_{i_1, \ldots, i_n}$, for instance, by interpolating the vertex values using nodal basis functions [52, Ch. 3] on $\mathbb{B}_{i_1, \ldots, i_n} - \tilde{\mathbb{B}}_{i_1, \ldots, i_n}$.

Although $h$ is not necessarily permutation-invariant, we construct a function $g : [0, 1]^n \to \mathbb{R}$ such that

$$
g(x) = \frac{1}{n!} \sum_{x' \in S(x)} h(x')
$$

(11)

where $S(x)$ is the set of all the permutations of $x$. Clearly, $g$ is permutation-invariant and its value agrees with $h$ on each $\mathbb{B}_{i_1, \ldots, i_n}$ since $h$ is permutation-invariant on $\tilde{\mathbb{B}}_{i_1, \ldots, i_n}$. Moreover, on each $\tilde{\mathbb{B}}_{i_1, \ldots, i_n}$, we have on one hand

$$
\|f(x) - g(x)\| \leq \|\nabla f\| \|x - c_{i_1, \ldots, i_n}\|
\leq M \frac{\sqrt{n}}{N}
$$

(12)

where $M$ is a uniform upper bound of $\nabla f$ on $[0, 1]^n$, which is finite due to the compactness of $[0, 1]^n$. On the other hand

$$
\|\nabla f(x) - \nabla g(x)\| = \|\nabla f(x) - \nabla f(c_{i_1, \ldots, i_n})\|
\leq L \|x - c_{i_1, \ldots, i_n}\| \leq L \frac{\sqrt{n}}{N}.
$$

(13)

Given $\epsilon, \delta > 0$, we choose $N = \lceil \epsilon/(\min[M, L] \sqrt{n}) \rceil + 1$. We also choose $\omega$ so small that $m(S) < \delta$ where

$$
S = [0, 1]^n - \bigcup_{i_1, \ldots, i_n = 1}^N \mathbb{B}_{i_1, \ldots, i_n}.
$$

(14)

Finally, by [53, Th. 5.2], $g$ can be implemented by a ReLU neural network with $\lceil \log_2(n + 1) \rceil$ layers.

We remark that the domain $[0, 1]^n$ of $f$ can be replaced by any compact permutation-invariant domain, which is the case in the considered node deployment problem.

Proposition 1 indicates that there exists a GNN that simultaneously satisfies the following: first, the GNN value is a close approximation of the function value of $C$ in (2); second, the gradients of this GNN well approximate the gradient of $C$ since GNN can be a practical implementation of the permutation-invariant neural network $g$. In GNN, permutation-invariance is guaranteed using graph convolutional layers, also known as message passing layers. In general, a graph convolutional layer can be represented as

$$
x'_i = y_\theta(x_j, \text{AGG}_{j \in \mathcal{N}(i)} \phi_\theta(x_j, x_j, A_{ij}))
$$

(15)

where $\mathcal{N}(i)$ denotes the neighbors of $i$, AGG is a permutation-aggregation function (e.g., sum), and $y_\theta$ and $\phi_\theta$ denote differentiable functions such as fully connected networks. Graph convolutional layers in the form of (15) all ensure permutation equivariance, but have different expressivity, and thus different approximation power. It is important to take a more expressive GNN to guarantee that a wide range of permutation-invariant neural networks can be represented, as studied in [40], [54], and [55]. To this end, we adopt the graph convolutional layer from [27] (denoted as GraphConv), which is a higher order GNN that considers multiscale graph structures and proves more expressive than the Weisfeiler–Leman test. Specifically, the message passing operation in GraphConv is represented as

$$
x'_i = W_1 x_i + W_2 \sum_{j \in \mathcal{N}(i)} A_{ij} \cdot x_j
$$

(16)

where $W_1$ and $W_2$ are matrices whose entries are trainable. We will also compare the performance with a less expressive GNN in ablation studies to validate this choice. On the other hand, to facilitate differentiation, especially for approximation of the gradients, we use the Gaussian error linear unit (GELU) [56] as the nonlinear activation function instead of ReLU in our experiments. We remark that GELU is very close to ReLU in value but much smoother.

B. Numerical Example

In this section, we will show synthetic numerical examples in which we use GNN to approximate multivariate functions and study their gradients.

We consider a simple fully connected graph with three nodes, associated with an input features matrix $X \in \mathbb{R}^{3 \times 2}$ and a scalar output $y \in \mathbb{R}$. We assume that the true value of $y$ is an analytical function of $X$. Specifically, we consider the following two functions:

$$
f_1(X) = x_{11}^2 + x_{12}^2 + x_{21}^2 + x_{22}^2 + x_{31}^2 + x_{32}^2,
\quad x_{11}, x_{12}, x_{21}, x_{22}, x_{31}, x_{32} \in (1, 4)
$$

(17)
We then train a GNN with a cascading of the following layers.

1) Input Layer: 2-D.
2) $3 \times$ GraphConv Layers: 32-D.
3) Pooling Layers: Global addition pooling (Global-add-pool).
4) $2 \times$ Linear Layers: 32-D.
5) Output Layer: 1-D.

Between the GraphConv layers, we use the GELU activation function and the GraphSizeNorm [57] where we apply normalization over each individual graph in a batch of node features. Moreover, the activation function between the linear layers is also GELU. For each setting, we fit the GNN to the function value with a learning rate of 0.002, and a batch size of 100, for 1000 epochs.

Suppose the trained GNN is denoted by $g$. For each testing example $X$, we compute both $g(X)$, the output value of GNN, and $Vg(X)$, the gradients of GNN with respect to the input variables. To evaluate the performance of GNN, we use the maximum relative error, defined as

$$\max_{X} \frac{|g(X) - y|}{|y|}$$

for the function value and

$$\max_{X} \frac{\left| \frac{\partial g(X)}{\partial x_{k}} - \frac{\partial y}{\partial x_{k}} \right|}{\left| \frac{\partial y}{\partial x_{k}} \right|}, \quad k, l \in \{1, 2, 3\}$$

for the gradients, where the maximum is taken over the collection of the testing examples in each case.

The experimental results are shown in Table I, where we observe consistently small errors from the partial derivatives, albeit not included in the loss functions. For a more detailed discussion, we also show the distributions of the relative errors of function value and first-order partial derivatives in Fig. 3. For $f_1$, the maximum relative error is 0.11%, but most of the relative errors of function value are within 0.05%. The maximum relative error of the first-order partial derivatives is 6.15%, but 99.03% of them are within 2%. On the other hand, for $f_2$, the maximum relative error is 0.24%, but 96% of the relative errors of function value are within 0.04%. The maximum relative error of the first-order partial derivatives is 6.03%, but 98.77% of them are within 1.5%.

From these experimental results, we see that after fitting GNN to the function value, it can not only faithfully represent a multivariable function but also well approximate its first-order partial derivatives.

| Table I: Maximum Relative Errors Between GNN and Function Outputs |
|----------------------|------------------|
| $i$ | maximum relative error |
| $f_1$ | 0.11% | 0.24% |
| $\partial x_{11}f_1$ | 1.32% | 2.15% |
| $\partial x_{12}f_1$ | 2.82% | 1.58% |
| $\partial x_{21}f_1$ | 3.04% | 1.83% |
| $\partial x_{22}f_1$ | 6.15% | 1.74% |
| $\partial x_{11}f_2$ | 3.76% | 6.03% |
| $\partial x_{12}f_2$ | 2.07% | 5.89% |

For each $f_i$, $i = 1, 2$, we take a collection of 30,000 training examples of pairs $(X, f_i(X))$. In each training example, we randomly sample $x_{11}, x_{12}, x_{21}, x_{22}, x_{31}, x_{32}$ independent of the uniform distribution $\text{Unif}(1, 4)$ and then compute $y = f_i(X)$. We also collect 500 testing examples in the same manner. We then train a GNN with a cascading of the following layers.

1) Input Layer: 2-D.
2) $3 \times$ GraphConv Layers: 32-D.
3) Pooling Layers: Global addition pooling (Global-add-pool).
4) $2 \times$ Linear Layers: 32-D.
5) Output Layer: 1-D.

Motivated by the above theoretic result, we propose directly fitting a GNN to the max-flow of the network and determine the update directions of the relay nodes by differentiating the GNN, as shown in Fig. 4. Unlike the naive method of learning gradients, the learning objective of this approach is the scalar max-flow value of the network, which replaces the original node-level task to a graph-level task.

After we fit the GNN to the max-flow value, the test phase is conducted as follows. First, the graph representations $G(V, E, A)$ of test node locations are fed into the trained GNN. Then, we perform autodifferentiation to obtain the gradients of the output with respect to both the node features $X$ and the weighted adjacency matrix $A$

$$\frac{\partial Vg(X, A)}{\partial x_{i}^{(m)}} = \left( \frac{\partial g(X, A)}{\partial X} \cdot \frac{\partial X}{\partial x_{i}^{(m)}} \right) + \left( \frac{\partial g(X, A)}{\partial A} \cdot \frac{\partial A}{\partial x_{i}^{(m)}} \right)$$

(21)

where $\langle \cdot, \cdot \rangle$ is the Hilbert–Schmidt inner product and

$$\frac{\partial A}{\partial x_{i}^{(m)}} = \left[ \frac{\partial A_{p,q}}{\partial x_{i}^{(m)}} \right]_{p,q=1}^{n}$$

(22)
Here, \((\partial A_{p,q})/(\partial x_i^{(m)})\) depends on the network of interest and an example is given in Section VI-A. Finally, the relay nodes are updated along these directions with stepsize \(\xi\) as follows:

\[
x_i^{(m)}[t+1] \leftarrow x_i^{(m)}[t] + \xi \frac{\partial_i}{\partial x_i^{(m)}} g(X[t], A[t]), \quad m = 1, 2
\]

where \(\partial_i = \partial g/\partial x_i^{(m)}\).

### B. Hybrid Method

To further improve the performance of throughput optimization, we also study a hybrid method based on an existing method [11] and the proposed MFL method.

1) Existing Method: In the spectral graph theory, the Cheeger constant of the non-normalized Laplacian matrix \(L\) is an approximation to the max-flow \(C\) [58]. This Cheeger constant can be bounded by an inequality of the second smallest eigenvalue \(\lambda_2(L)\) of the Laplacian matrix, which depends on the locations of the nodes [59]. To better capture the max-flow between the source node and the destination node [11], a weighted Cheeger constant (WCC) is used in the approximation of \(C\). Specifically, let \(W\) be the diagonal weight matrix, one defines the weighted Laplacian matrix to be \(L_W = W^{-1/2}LW^{-1/2}\). The relay nodes can then be updated to maximize the second small eigenvalue, \(\lambda_2(L_W)\), of the weighted Laplacian matrix to optimize \(C\).

2) Hybrid Method: The hybrid method adopts a greedy algorithm that chooses the one with larger increment of max-flow between the GNN-based MFL method and the WCC method in each step, as shown in Fig. 5. In particular, two different sets of gradients (i.e., the node update direction corresponding to the max-flow increase), Gradients 1 and 2, are obtained using the GNN-based MFL and WCC methods, respectively. Two candidate deployments, Deployment 1 and 2, can be obtained according to these gradients. By comparison, the set of gradients that leads to a higher max-flow will be selected and the corresponding candidate deployment will be taken as the new deployment. We keep iterating until a prespecified number of steps is reached. This hybrid method is expected to synthesize the advantages of both the GNN-based MFL method and the WCC method.

C. Training Dataset Creation

To train the GNN to learn the value of \(C\) (or, equivalently, the max-flow), it is vital to create a dataset that well represents max-flow values for different node locations. In particular, it is important that the training dataset contains some node locations corresponding to good max-flow values, so that the GNN will not underestimate the maximum possible value of the max-flow of the network. To this end, we propose to use an RL model based on a GNN implementation of PPO [60], [61] to obtain suitable training samples. This algorithm has a strong exploration capability to find the node locations corresponding to some good max-flow values in the sampling space.

In our context, the three key elements of the PPO algorithm are defined as follows.

1) State (s): The graph-structured data including node features \(X\) and edge features \(A\).
2) Action (a): A collection of 2-D vectors representing the update directions of the relay nodes.
3) Reward (r): The increment of the max-flow by taking an action at a given state.

The agent in the PPO algorithm consists of an actor (i.e., the policy) and a critic (i.e., the value function), both modeled as GNNs. The actor GNN provides a policy for choosing the next action based on the current state. The critic GNN uses the policy to estimate the value of the state-action pair, which is used to update the policy through backpropagation.

We remark that PPO could also be used for optimizing the max-flow directly, but we do not expect a good performance due to the complexity of the search space (see Section VI-D2 for a comparison of performance). Therefore, the application of PPO is only regarded as a pretraining step which provides us with a good variety of training data.
an action for a given state, while the critic GNN evaluates possible cumulative rewards for a state. In particular, given a current state as the input, the outputs of the actor GNN are used as means and variances of \((n - 2) \times 2\) normal distributions \(\text{Norm}(\mu_i, \sigma_i, i = 2, \ldots, n - 1, l = 1, 2)\). The update of the relay node \(\xi_i, i = 2, \ldots, n - 1\), is then a vector \((\Delta x_{i,1}, \Delta x_{i,2})\), sampled according to \(\Delta x_{i,1} \sim \text{Norm}(\mu_{i,1}, \sigma_{i,1})\) and \(\Delta x_{i,2} \sim \text{Norm}(\mu_{i,2}, \sigma_{i,2})\). On the other hand, the critic GNN outputs a deterministic scalar value as the cumulative rewards.

The PPO algorithm runs for \(N\) epochs, and each epoch is divided into \(T\) time slots. Here, \(T\) is equal to the product of the number of update steps \(T\) and the number of updates from scratch \(\varphi\). For the \(i\)th epoch, \(i = 1, 2, \ldots, N\), we use \(\pi_{\theta_i}\) to denote the actor GNN and \(V_{\phi_i}\) to denote the critic GNN, where \(\theta_i\) and \(\phi_i\) denote the parameters in these two GNNs, respectively. We also use \(s_i\), \(a_i\), \(r_i\) to denote the state, action, and reward at the \(t\)th time slot, \(t = 1, 2, \ldots, T\), respectively, where for brevity we omit their dependence on \(i\). Moreover, let \(\pi_{\theta_i}(a_i|s_i)\) denote the probability that the policy \(\pi_{\theta_i}\) executes \(a_i\) at a given \(s_i\), and \(s_i'\) denote the state after executing \(a_i\) at \(s_i\). With the above notations, we can represent the advantage \(A_i(\theta_i)\) as

\[
A_i(\theta_i) = R_i - V_{\phi_i}(s_i)
\]

where \(V_{\phi_i}(s_i)\) is the current value function from the critic GNN, and

\[
R_i = r_i + \gamma V_{\phi_i}(s_i').
\]

Here, \(\gamma\) is a hyperparameter. Accordingly, the loss function for updating the actor GNN is defined as

\[
L_{\text{actor}}(\theta) = \mathbb{E}\left[\min[\rho_{\theta}(\theta)A_i(\theta)]ight.\left.\text{clip}(\rho_{\theta}(\theta), 1 - \tau, 1 + \tau, A_i(\theta))\right]
\]

(26)

where \(\mathbb{E}[\cdot]\) is the empirical average over all the samples in the buffer (stored the training data of PPO), \(\tau\) is a hyperparameter, and \(\text{clip}(\cdot, \cdot, \cdot, \cdot)\) is a clipping function defined as

\[
\text{clip}(a, b, c, d) = \begin{cases} 
\min\{a, c\} \cdot d, & \text{if } d > 0 \\
\max\{a, b\} \cdot d, & \text{otherwise}
\end{cases}
\]

(27)

and \(\rho_i\) is a quotient of probability densities defined as

\[
\rho_i(\theta) = \frac{\pi_{\theta}(a_i|s_i)}{\pi_{\theta_i}(a_i|s_i)}.
\]

(28)

On the other hand, the loss function for updating the critic GNN is defined as

\[
L_{\text{critic}}(\phi) = \mathbb{E}\left[\mathcal{L}(V_{\phi_i}(s_i) - R_i)\right]
\]

(29)

where \(\mathcal{L}\) is a piecewise function on \(\mathbb{R}\) defined as

\[
\mathcal{L}(x) = \begin{cases} 
0.5|x|^2, & \text{if } |x| < 1 \\
|x| - 0.5, & \text{otherwise.}
\end{cases}
\]

(30)

For clarity, we summarize the above procedures in Algorithm 1 and Fig. 6. Based on this framework, we explore the state space in a comprehensive way so that a sufficiently rich collection of update trajectories of the relay nodes can be obtained. Each trajectory \(\{(\xi_{1,t}], \xi_{2,t], \ldots, \xi_{n,t}]\}, t = 0, \ldots, T\) consists of the positions of legitimate nodes that are updated \(T\) times. To construct the training dataset, we collect data points \(\{(\xi_{1,t], \xi_{2,t], \ldots, \xi_{n,t}]}, t = 0, \ldots, T\}\) along each trajectory at a fixed time interval \(k\).

### VI. Experiments

#### A. Experimental Setup

We test our methodology in the scenario where, in addition to a wireless network with the source, destination, and relay nodes (which will be referred to as legitimate nodes altogether), there also exists a jammer. Note that similar anti-jamming communication scenarios are commonly considered in the wireless communication literature [9], [11], [12], [62]. In the considered scenario, the jammer is assumed to be positioned at a known location \(\xi_{j} = (x_{j}^{(1)}, x_{j}^{(2)}) \in \mathbb{R}^2\) and it interferes the data transmission within the wireless network. The signal-to-interference ratio (SIR) for the transmission from node \(i\) to node \(j\), \(\text{SIR}_{i,j}, i,j \in \{1, \ldots, n\}\) can be modeled as

\[
\text{SIR}_{i,j} = \frac{d^{-\alpha}_{i,j}}{\eta d_{j,k}^{-\alpha} + \sum_{k \notin \Xi_{i,j}} v(d_{j,k}/r_{\text{int}})}
\]

(31)

where \(d_{i,j} = ||\xi_i - \xi_j||\) is the distance between node \(i\) and node \(j\), \(d_{j,k} = ||\xi_j - \xi_k||\) is the distance between node \(j\) and the jammer, and \(\eta\) is the power ratio of the jammer to the legitimate nodes. Note that a path-loss model [63] for the wireless channel is assumed in (31) and \(\alpha\) is the path loss factor, and \(r_{\text{int}}\) is a design parameter. Also, \(\Xi_{i,j} = \{1, \ldots, n\}\backslash\{i, j\}\), where “\’\’\’ denotes set difference, is the set
of indices of legitimate nodes excluding $i$ and $j$. To prevent violation of physical constraints, $v$ is defined by

$$v(z) \triangleq \frac{\exp(-\kappa z - \log z_0)}{1 + \exp(-\kappa z - \log z_0)}$$

(32)

where $\varrho$ and $\kappa$ are all design parameters, and $z_0$ can be an arbitrarily small positive number. Based on the above model, the (two-way average) communication rate $f_{\text{cap}}$ in (1) between two nodes $i$ and $j$ is defined as

$$f_{\text{cap}}(\xi_i, \xi_j) \triangleq \frac{B}{\ln(1 + \text{SIR}_{i,j})^{-1} + \ln(1 + \text{SIR}_{j,i})^{-1}}$$

(33)

where it is assumed that orthogonal spectrum is allocated to each link of the network, and $B$ denotes the corresponding bandwidth per link. Therefore, the corresponding derivatives $(\partial A_{p,q})/(\partial x_i^{[m]})$ [see (22)] for this considered scenario can be found by the chain rule based on (31)–(33).

In our experiments, we consider a wireless network with $n = 6$ legitimate nodes in a $600 \times 600$ m² area. We represent this area by a Cartesian coordinate system, where the range of the $x$-coordinate is $(-6, 6)$ and the range of the $y$-coordinate is $(-6, 6)$, and the unit length in both the coordinates is set to 50 m. The coordinates of the source and the destination nodes are fixed to $\xi_1 = (-4.5, 0)$ and $\xi_6 = (4.5, 0)$, respectively. In each deployment, the relay nodes are initialized with the following coordinates: $\xi_2 = (-2.7, 0)$, $\xi_3 = (-0.9, 0)$, $\xi_4 = (0.9, 0)$, and $\xi_5 = (2.7, 0)$. The coordinates of the jammer nodes are randomly chosen with the following constraints: $x_j^{(1)} \in (-6, 6)$, $x_j^{(2)} \in (-6, 6)$, $d_{i,j} > 3$, and $d_{6,j} > 3$, where the last two constraints represent “guard zones” that prevent the jammer from getting too close to the source or destination.

To generate the training set, we initialize a total of 2000 deployments. Every deployment is updated for $T = 400$ steps with stepsize $\zeta = 0.02$ following the PPO strategy described in Section V-C. In the GNN-based PPO, we choose $\gamma = 0.9$, $\tau = 0.2$, $\varphi = 5$, $T = 400 \times 5 = 2000$, and $M = 10$. We collect a data point once every five steps from each deployment. For convenience, we name this dataset the RLGP (short for RL GNN-PPO) dataset. For efficiency, the actor GNN and the critic GNN stop training when the reward converges or the number of epochs reaches the maximum. On the other hand, the test set contains 500 initial deployments which have different jammer locations.

We used the PyTorch Geometric library [64] to implement all the GNN-related tasks.

### B. Baseline Methods

We compare MFL with the following baseline methods.

1) **Gradient Learning (GL):** This baseline is the naïve approach introduced in Section III-B. The GNNs in both MFL and GL are trained using the RLGP dataset described in Section VI-A. The label for MFL is the max-flow value, while the labels for GL are the directions of the relay nodes traveled in the training procedure.

2) **Reinforcement Learning (RL):** This baseline is a direct application of PPO to the test data. Specifically, we train an agent to explore the test data and provide the update directions for the relay nodes. The training procedure still follows the framework illustrated in Fig. 6. We obtain the optimal trajectory of each test deployment and use it to compare with MFL. To ensure good results, the number of timeslots, $T$, is chosen to be 40,000, and the number of epochs, $N$, is 10,000.

3) **Weighted Cheeger Constant (WCC):** This baseline is introduced in Section V-B1. As in the CC method, we use the gradients of $\lambda_2(L_w)$ to adjust the locations of relay nodes. In our experiments, the weight matrix is $W = \text{diag}[w_1, \ldots, w_n]$, where $w_i = 3n$ if $i = 1, n$, and $w_i = 1$ if $i \neq 1, n$. 

---

Fig. 6. GNN-based PPO framework. Step 1: exploration based on the current state $s_i$ and the current actor $\pi_\theta$ to obtain $\pi_\theta(a_i|s_i)$, from which $a_i$ is sampled. Following the update of $a_i$, we obtain $r_i$ and $s_{i+1} = s_i'$. These data are stored in the buffer until it is filled. Step 2: estimate $A_t$ according to (24) and $R_t$ according to (25) with all data in the buffer based on the current critic. Steps 3 and 4: based on the data in the buffer and the estimated $A_t$ and $R_t$, the actor and critic are updated multiple times according to (26) and (29), respectively.
C. GNN Architectures

In our experiments, we use several different GNNs. We describe their structures as follows.

1) GNN in GL: In GL, we use a GNN that consists of a cascading of three GraphConv layers, each followed by the GELU activation function. The outputs of the last GraphConv layer are then pushed forward through two linear layers, with another GELU activation in between. This architecture is illustrated in Fig. 7.

2) GNN in MFL: Since MFL is a graph-level task, we need to construct a permutation-invariant GNN through a global pooling layer. To this end, we take a global sum of the features of all the nodes which returns a graph-level output after all the GraphConv layers. We use again the GELU activation functions between layers. We illustrate this GNN in Fig. 8.

3) GNNs in GNN-Based PPO: The structures of the actor GNN and the critic GNN are shown in Fig. 9. The actor GNN consists of a cascading of the following: two GraphConv layers, each with a GELU activation function; global sort pooling; and two different fully connected linear layers, whose outputs are activated by tanh and sofplus = \log(1 + \exp(\cdot)), respectively. The critic GNN has the same graph convolutional layers and activation function, but we use a global addition pooling layer followed by a fully connected linear layer.

D. Comparison Results

We use the same test set described in Section VI-A to evaluate the performance of all the baseline methods mentioned above. In Fig. 10(a), we illustrate an example showing the trace of updates during the testing process, where the relay nodes are updated for T = 400 steps. The corresponding change in the max-flow value of this network is shown in Fig. 10(b). The performance of the methods is measured by the final max-flow of the network after the relay node location update.

1) Comparison With GL: We first compare the performance between MFL and GL. In Fig. 11(a), we summarize the relative difference in the final max-flow between the two methods in a histogram. Here, a positive number in the horizontal axis (">0") indicates that the MFL method is superior and a negative number ("<0") indicates the contrary. There are 494 deployments out of 500 in which MFL outperforms GL, and in 420 of them, the final max-flow value from MFL is at least 20% higher than GL. There are also a few deployments where MFL is significantly superior. We further illustrate the locations of the jammer and imply the better performing method in Fig. 11(b). Clearly, only when the jammer node is located near the origin may GL outperform MFL.

2) Comparison With RL: We compare MFL and RL and show the results in Fig. 12. As shown in Fig. 12(a), in 449
Fig. 11. Comparison with the GL method. (a) Histogram of the max-flow difference. (b) Distribution of jammer nodes: the blue circles indicate the locations of jammer nodes for which the MFL method excels, the pink triangles indicate the locations of jammer nodes for which the GL method excels, and the red circular dashed line indicates the boundary of the guard zones.

Fig. 12. Comparison with the RL method. (a) Histogram of the max-flow difference. (b) Distribution of jammer nodes: the blue circles indicate the locations of jammer nodes for which the MFL method excels, the green triangles indicate the locations of jammer nodes for which the RF method excels, and the red circular dashed line indicates the boundary of the guard zones.

Fig. 13. Comparison with the WCC method. (a) Histogram of the max-flow difference. (b) Distribution of jammer nodes: the blue circles indicate the locations of jammer nodes for which the MFL method excels, the red triangles indicate the locations of jammer nodes for which the WCC method excels, and the red circular dashed line indicates the boundary of the guard zones.

Fig. 14. Comparison with the MFL method and the WCC method. (a) Histogram of the max-flow difference between the hybrid method and the MFL method. (b) Distribution of jammer nodes: the blue circles indicate the locations of jammer nodes for which the MFL method excels, the yellow diamonds indicate the locations of jammer nodes for which the hybrid method excels, and the red circular dashed line indicates the boundary of the guard zones. (c) Histogram of the max-flow difference between the hybrid method and the WCC method. (d) Distribution of jammer nodes: the red triangles indicate the locations of jammer nodes for which the MFL method excels, the yellow diamonds indicate the locations of jammer nodes for which the hybrid method excels, and the red circular dashed line indicates the boundary of the guard zones.

(more than 89%) out of 500 deployments we observe a superior performance from MFL. Fig. 12(b) implies that the jammer nodes for which MFL performs worse are mainly located around the edge of the guard zones.

3) Comparison With WCC: Finally, we compare the performance of MFL and WCC and show the result in Fig. 13. As shown in Fig. 13(a), MFL outperforms WWC in 377 deployments (more than 75%) out of 500. From Fig. 13(b), we can observe again that MFL is less effective than WCC mainly at the edge of the guard zones.

4) Discussion: It is clear from the results that only for some special locations of the jammer node near the origin or the edge of the guard zones, MFL is not as effective as baseline methods. We believe the reason is that the jammer node in these deployments is too close to the relay nodes, which causes the SIR between the surrounding relay nodes to be close to zero. In such cases, a small change in locations of the relay nodes may lead to a dramatic change in the max-flow. Our GNN is smooth and may not be capable of representing such drastic changes.

E. Results of Hybrid Method

We present the experimental results of the hybrid method in Fig. 14. The performance of the hybrid method excels both individual approaches. Compared with the MFL method, the hybrid method is superior in 418 test deployments. Fig. 14(a) reveals that although most of the data only see an improvement of 20% or less, there were still some deployments with an improvement of 50% or more, with the largest reaching 641%. In Fig. 14(b), we observe that some deployments for which the MFL method does not perform well have an improved result when we use the hybrid method. On the other hand, as observed in Fig. 14(c), 94% of the test data enjoy improved results when the hybrid method replaces the WCC method. Although the hybrid method performs well, Fig. 14(d) shows clearly that there are still specific regions of the jammer node where the hybrid method falls behind the WCC method. We believe the hybrid method does not completely resolve the problem at the edge of guard zones, from which the MFL method suffers.

To summarize the results more clearly, we use the WCC method as a benchmark to quantitatively compare the average performance in the test set. We show the average difference in
the max-flow (avg. diff. mf.) and the average relative difference (avg. rel. diff. mf.) in Table III. In addition, to eliminate the influence of outliers, we calculate the truncated-averaged difference (c-avg. diff. mf.) and the truncated-averaged relative difference (c-avg. rel. diff. mf.), excluding the highest and lowest 10% values. In all these metrics, the hybrid method has the best overall performance.

### F. Ablation Studies

We perform ablation studies to show two important ideas implemented in our experiments. The first is the use of RL for generating the dataset and the second is the use of expressive GNN layers throughout our experiments. We then further validate the use of the GELU activation and the global addition pooling layer over alternative choices.

1) **Comparison of Different Datasets:** In addition to the RLGP dataset in our main experiments, we create two additional datasets, namely, the random walk (which we abbreviate as “RW”) dataset and the weighted Cheeger constant (which we abbreviate as “WCC”) dataset. The setups of generating two additional datasets are the same as RLGP, except for the strategy for moving the relay nodes. Specifically, the RW dataset takes a direction uniformly on the unit circle, while the WCC dataset follows the WCC method when choosing the direction. Both the datasets follow the same stepsize $\zeta$ when moving the relay nodes. We use the RW dataset, WCC dataset, and RLCP dataset to train GNN, respectively, and implement the MFL method with these GNNs. The comparison of their test results is shown in Fig. 15. In Fig. 15(a), the histogram reveals that the results using the RLGP dataset are remarkably superior to the RW dataset. About 472 of the results of the RLGP dataset are superior to the results for the RW dataset, and 211 of them have a final max-flow larger than 40% relative to the RW, with the largest even reaching 713%. From Fig. 15(b), it is clear that the results using the RLGP dataset excel the WCC method. Indeed, we observe that in 390 deployments, which is close to 80% of the total, the final max-flow values are higher when the GNN is trained using the RLGP dataset. We conclude that using the RLGP dataset makes a significant contribution to the excellent performance of our proposed methodology.

2) **Comparison of Different Model Components:**

   a) **Comparison of different graph convolution layers:** To show the effect of using expressive GNN layers, we compare using GraphConv with GINEConv and GCNConv, which are the convolutional layer used in graph isomorphism network [28] and graph convolutional network [29] respectively, with edge features. While GraphConv is a higher order method, GINEConv and GCNConv are both first-order, and thus less expressive and have more deficient approximation power. We apply GraphConv, GINEConv, and GCNConv to the GNN in the MFL method, respectively. The comparison results are shown in Fig. 16. As can be seen, in Fig. 16(a), GNN with GraphConv layers performs much better than GINEConv. About 478 (more than 95.6%) out of 500 deployments see a superior performance of GNN with GraphConv. In particular, in 402 of these deployments, GraphConv achieves a final max-flow at least 30% larger than GINEConv. In Fig. 16(b), for 73.4% of the test data, GraphConv performs better than GCNConv, while for 19.2% of the test data, GraphConv achieves an improvement of over 30%.

   b) **Comparison of different activation functions:** We demonstrate the advantage of using a smooth activation function by comparing the performance of GELU with ReLU and LeakyReLU. Our results in Fig. 17(a) indicate that 343 out of 500 deployments perform better with GELU over ReLU. About 478 (more than 95.6%) of 500 deployments see a superior performance of GNN with GraphConv. In particular, in 402 of these deployments, GraphConv achieves a final max-flow at least 30% larger than GINEConv. In Fig. 17(b), for 73.4% of the test data, GraphConv performs better than GCNConv, while for 19.2% of the test data, GraphConv achieves an improvement of over 30%.

   c) **Comparison of different global pooling layers:** We compare global-add-pool with global mean pooling (global-mean-pool) and global max pooling (global-max-pool), respectively, and illustrate the results in Fig. 18. The performance of the global-add-pool surpasses both global-mean-pool and

### Table III

|                  | avg. diff. mf | avg. rel. diff. mf | c-avg. diff. mf | c-avg. rel. diff. mf |
|------------------|--------------|--------------------|-----------------|----------------------|
| WCC              | 0            | 0                  | 0               | 0                    |
| GL               | -0.3099      | -35.47%            | -0.3016         | -33.79%              |
| RL               | -0.2196      | -27.82%            | -0.2188         | -27.53%              |
| MFL              | -0.0128      | -1.43%             | 0.0116          | 1.32%                |
| Hybrid           | 0.0314       | 4.21%              | 0.0301          | 3.49%                |
global-max-pool. Specifically, Fig. 18(a) shows that global-add-pool only slightly excels global-mean-pool. On the other hand, Fig. 18(b) shows that in 67.6% of the test deployments, global-add-pool performs better than global-max-pool. We conclude that both global-add-pool and global-mean-pool summarize the features effectively, while global-max-pool may lose important information contained in non-max values.

### G. Additional Results on Accuracy of MFL

In addition to the above experimental results, we compare the learned max-flow with the true values. We take 500 deployments where the network nodes are located at the ending positions determined by the hybrid method on the test dataset. We show the average relative error (avg. rel. err.) and the truncated-averaged relative error (c-avg. rel. err.) excluding the highest and lowest 1% values in Table IV. It can be seen that the GNN-based MFL can achieve a more precise approximation of the max-flow, which is significantly superior to the WCC method.

|                              | avg. rel. err. | c-avg. rel. err. |
|------------------------------|----------------|------------------|
| \( \lambda_2(L_W) \)        | 93.82%         | 93.86%           |
| upper bound of WCC          | 16.03%         | 14.03%           |
| lower bound of WCC          | 96.91%         | 96.93%           |
| output of MFL               | 1.55%          | 0.79%            |

### H. Sensitivity to Hyperparameters

In this section, we perform sensitivity analysis for the hyperparameters listed in Table II regarding GNN. Each time, we use an alternative value for one hyperparameter while keeping the others fixed. Specifically, we consider different learning rates (0.0001 and 0.0004), batch sizes (150 and 200), and numbers of neurons (64 and 128). Keeping the results reported for the MFL method as a baseline, we record the difference in the max-flows in Table V. The metrics for comparison are the same as in Table III. We observe that our model is not sensitive to the learning rate, the batch size, or the number of neurons in each layer.

### I. Discussion

We discuss two potential practical applications of our approach. As an example, during natural disasters such as earthquakes, mudslides, or floods, the time prior to rescue efforts is critical for protecting lives, properties, and national infrastructure. In such scenarios, the stability of communication in the rescue area is paramount for effective rescue operations. Conventional communication facilities in such circumstances are likely damaged, and drone-enabled communication networks are an ideal solution due to their high mobility and on-demand deployment. In this scenario, our approach can be applied to deploy the drones and establish an effective communication network for disaster management operations. Another possible exemplary application of our approach is to deploy mobile base stations to ensure dependable wireless communications during major events. Due to surge of communication demands in major events or unforeseen radio interference, communication outages may occur. In such circumstances, our approach can be leveraged to promptly deploy some small mobile base stations to strengthen the communication links and provide satisfactory communication services.

### VII. Conclusion

In this article, we studied the problem of throughput maximization by optimizing the node deployment of wireless communication networks. Specifically, we modeled the throughput as a network max-flow and used an expressive high-order GNN to learn the max-flow value under the various deployments of networks in a supervised fashion. In the test phase, the trained GNN provided gradients for updating the locations of the relay nodes. The correctness and effectiveness of the...
proposed approach were supported theoretically by investigating the approximation capabilities of permutation-invariant neural networks. By searching the effective dataset with RL, we achieved competitive results compared with baselines. Combining the existing spectral graph theory approach and the GNN-based approach, the proposed hybrid method provided some improvement in performance. We believe that our method has a wide spectrum of potential applications such as unmanned aerial vehicle communication networks, mobile ad hoc networks, and robotic sensor networks.

There are some limitations to the current method. In particular, this GNN-based method does not perform as well as other methods in some special deployments, which also cannot be completely solved by the hybrid method. We hypothesize the reason is that in those deployments, the max-flow, as a function of locations, is not smooth enough and the generalizability of the underlying GNN model will deteriorate. In the future, we will look for better approximation models to handle these cases.
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