On the covariance matrix for Gaussian states
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We show the explicit expression for the covariance matrix of general Gaussian states in terms of the symplectic group matrices. We discuss how the criteria to characterize squeezing and entanglement using the covariance matrix give rise to new criteria in the symplectic group elements used to construct the general Gaussian states.

I. INTRODUCTION

Entanglement is one of the main features of quantum mechanics, not only due its philosophical implications but also for its applications in many different areas [1, 5]. For this reason, there are several criteria to determine whether a given state is entangled or not. Among these criteria, those given by Simon [11], Lu-Ming Duan et al [12] and Werner and Wolf [13] are particularly significant in the case of infinite-dimensional bipartite continuous variable (CV) systems.

A common aspect of these criteria is the use of the covariance matrix to detect entanglement, an idea first stated in [11]. There, Simon showed that separability forces a restriction on the covariance matrix that is stronger than the traditional uncertainty principle: if these restrictions on the covariance matrix hold then the state is entangled, and is not entangled otherwise.

The states often used to derive the covariance matrix for CV systems are the Gaussian states, i.e., those states whose Wigner functions are a Gaussian functions on the phase space [15, 18]. A special class of Gaussian states is the class of Gaussian squeezed states which can be used to improve the sensitivity of measurement devices beyond the usual quantum noise limits [16–21]. These Gaussian squeezed states are generated by squeeze operators [20] which can be considered as elements of the unitary representation of the symplectic group \( Sp(2n, \mathbb{R}) \), specifically, those close to the identity [22–23].

The symplectic group is not just attached to the construction of the squeezed states. It is also manifest in Simon and in Werner-Wolf inseparability criteria. This leads us to the following question: is there a direct relation between the covariance matrices and the symplectic group elements? The answer to this question is in the affirmative and is the goal of this work.

We will show that the covariance matrices of Gaussian states are directly related with the symplectic group matrices. To do so, we briefly described in Section II the mathematical tools concerning the symplectic group and its unitary representation. Then, in Section III we calculate the explicit form of the covariance matrix in terms of the symplectic group elements. In Section IV we discuss our results and provide some insights of its implications.

II. PRELIMINARIES

The symplectic group \( Sp(2n, \mathbb{R}) \) is formed by \( 2n \times 2n \) matrices \( M \) satisfying the equation

\[
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix} = M \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix} M^T,
\]

where \( I \) is the \( n \times n \) identity matrix and \( M^T \) is the transpose of \( M \). Matrix \( M \) can be written in block form as follows

\[
M = \begin{pmatrix}
A & B \\
C & D
\end{pmatrix},
\]

where \( A, B, C \) and \( D \) are \( n \times n \) real matrices. The condition (1) now reads as

\[
AD^T - BC^T = I, \quad AB^T = BA^T, \quad CD^T = DC^T.
\]

The symplectic group is used to provide the action of the linear canonical transformations on the phase space \( (\mathbb{R}^{2n}, \{,\}) \) where \( \{,\} \) is the standard Poisson bracket. The group action is then given as

\[
(\vec{q}, \vec{p})^T = M (\vec{q'}, \vec{p'})^T,
\]

where \( \vec{q} = (q_1, q_2, \ldots, q_n) \) and \( \vec{p} = (p_1, p_2, \ldots, p_n) \) are the coordinates on the space \( \mathbb{R}^{2n} \). Using these coordinates, the Poisson bracket can be written as

\[
\{ (\vec{q}, \vec{p})^T, (\vec{q}', \vec{p}')^T \} = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}.
\]

Inserting (1) in the Poisson bracket definition [21] yields [11].

This way of defining the symplectic group action on the phase space is very useful to obtain a unitary representation on a Hilbert space. However, to study entanglement conditions a more convenient way on the phase space \( \mathbb{R}^{2n} \) is required. Consider the array \( \vec{R} = (q_1, p_1, q_2, p_2, \ldots, q_n, p_n) \), which is rather different to \( (\vec{q}, \vec{p}) \). Then similarly to (1) we consider the group action to be of the form

\[
\vec{R}' = \tilde{M} \vec{R}^T,
\]
where $\tilde{M}$ is the new form of the symplectic matrix. We now insert expression (3) into (5) to obtain the following symplectic group condition

$$
\begin{pmatrix}
J & 0 & \ldots & 0 \\
0 & J & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & J
\end{pmatrix}
= \tilde{M}
\begin{pmatrix}
J & 0 & \ldots & 0 \\
0 & J & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & J
\end{pmatrix}
\tilde{M}^T,
$$

(7)

where $J$ is the $2 \times 2$ matrix given by $J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Matrices $\tilde{M}$ can also be written in block form as

$$
\tilde{M} =
\begin{pmatrix}
A_{11} & A_{12} & \cdots & A_{1n} \\
A_{21} & A_{22} & \cdots & A_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n1} & A_{n2} & \cdots & A_{nn}
\end{pmatrix},
$$

(8)

and the condition (7) now reads on these block matrices as

$$
J = \sum_{j=1}^{j=n} A_{ij} J A^T_{kj}, \quad 0 = \sum_{k=1}^{k=n} A_{ik} J A^T_{jk},
$$

(9)

for all $i \neq j$ in the second condition and $i, j = 1, 2, \ldots, n$. Expressions (3) and (9) define different conditions for the symplectic matrices although, they describe the same Lie group $Sp(2n, \mathbb{R})$. Notice in (8) that when the off-diagonal block matrices $A_{i \neq j} = 0$ the symplectic matrix becomes block-diagonal

$$
\tilde{M} = \text{diag}(A_{11}, A_{22}, \ldots, A_{nn}),
$$

(10)

and as a result of (10) each matrix $A_{ii}$ is an element of the symplectic group $Sp(2, \mathbb{R})$.

Both group actions (2) and (8) are related via the transformation $\Gamma$ [13] as

$$
M = \Gamma \tilde{M} \Gamma^{-1},
$$

(11)

where $\Gamma$ is given by

$$
(\vec{q}^T \vec{p}^T)^T = \Gamma \tilde{R}^T,
$$

(12)

and is such that $\Gamma^T = \Gamma^{-1}$.

The symplectic group is a non-compact group which requires an infinite Hilbert space for its unitary representation. Let us consider the Hilbert space $\mathcal{H} = L^2(\mathbb{R}^n, dx)$. The unitary representation of $Sp(2n, \mathbb{R})$ is the map $M \mapsto \tilde{C}_M$, where $\tilde{C}_M$ is a unitary operator $\tilde{C}_M \in \mathcal{L}(\mathcal{H})$. Here, $\mathcal{L}(\mathcal{H})$ is the space of linear operators over the Hilbert space $\mathcal{H}$. The map is given by [22, 24, 25]

$$
\tilde{C}_M \Psi(\vec{x}) = \int d\vec{x} C_M(\vec{x}, \vec{x}') \Psi(\vec{x}') =: \Psi_M(\vec{x}),
$$

(13)

for $\Psi(\vec{x}) \in \mathcal{H}$ and where the kernel of this integral operator is

$$
C_M(\vec{x}, \vec{x}') = e^{\frac{\pi i}{\hbar} [\vec{x}^T DB^{-1} \vec{x} - 2 \vec{x}'^T B^{-1} \vec{x} + \vec{x}'^T B^{-1} A \vec{x}']} \sqrt{(2\pi \hbar)^n \det B}.
$$

(14)

The expression (13) was also used to define $\Psi_M(\vec{x})$ which is the state resulting from the group action on the state $\Psi(\vec{x})$.

Three comments about this representation: (i) it can be checked that $\tilde{C}_M$ is a unitary operator and (ii) the factor $\det B$ gives rise to a well defined action if the matrix $B$ is singular and (iii) it provides a unitary representation for the entire symplectic group and not just for those elements close to the group identity.

### III. COVARIANCE MATRIX

Let us proceed with the calculation of the covariance matrix. Consider the state

$$
|\Psi_M\rangle = \tilde{C}_M |0\rangle = \int d\vec{x} \Psi_M(\vec{x}) |\vec{x}\rangle,
$$

(15)

where $|0\rangle$ is the state $|0\rangle = |0\rangle_1 \otimes |0\rangle_2 \ldots \otimes |0\rangle_n$. The ket $|0\rangle_j$ is the vacuum state of the $j$-th quantum harmonic oscillator. These states are Gaussian states due to the kernel (14).

To calculate the covariance matrix we first calculate the following amplitude

$$
\langle \Psi_M | \tilde{W}(\vec{a}, \vec{b}) | \Psi_M \rangle = \langle \Psi_0 | \tilde{C}_M \tilde{W}(\vec{a}, \vec{b}) \tilde{C}_M^\dagger | \Psi_0 \rangle,
$$

(16)

where $\tilde{W}(\vec{a}, \vec{b})$ is a Weyl-algebra generator whose representation on $\mathcal{H}$ is

$$
\tilde{W}(\vec{a}, \vec{b}) \Psi(\vec{x}) = e^{\frac{\pi i}{\hbar} [\vec{a}^T \vec{b} + \vec{b}^T \vec{a}]} \Psi(\vec{x} + \vec{b}).
$$

(17)

The amplitude in (16) takes the following form

$$
\langle \Psi_M | \tilde{W}(\vec{a}, \vec{b}) | \Psi_M \rangle = \exp \left\{ -\frac{1}{4} \left( \begin{array}{c} \vec{a} \\ \vec{b} \end{array} \right)^T \Lambda \left( \begin{array}{c} \vec{a} \\ \vec{b} \end{array} \right) \right\},
$$

(18)

where the matrix $\Lambda$ is given by

$$
\Lambda := M \left( \begin{array}{cc} \frac{1}{4} L^2 & 0 \\ 0 & L^{-2} \end{array} \right) M^T,
$$

(19)

and $L = \text{diag}(l_1, l_2, \ldots, l_n)$. Here, $l_j = \sqrt{\frac{2}{m_j \omega_j}}$ are the characteristic lengths of the quantum harmonic oscillators.

The variance matrix $V^{(2)}$, whose components can then be written as

$$
V^{(2)} = \left( \begin{array}{ccc} \langle \Psi_M | \tilde{x}_j^2 \tilde{x}_k \Psi_M \rangle & \langle \Psi_M | \tilde{x}_j \tilde{p}_k \Psi_M \rangle \\ \langle \Psi_M | \tilde{p}_j \tilde{x}_k \Psi_M \rangle & \langle \Psi_M | \tilde{p}_j \tilde{p}_k \Psi_M \rangle \end{array} \right),
$$

(20)
can be obtained from \([13]\) using the following relations
\[
\langle \Psi_M | \hat{x}_k | \Psi_M \rangle = -\hbar^2 \partial^2_{\alpha_k} \langle \Psi_M | \hat{W}(\alpha, \beta) | \Psi_M \rangle |_{\alpha, \beta = 0}
\]
\[
\langle \Psi_M | \hat{p}_k | \Psi_M \rangle = -\hbar^2 \partial^2_{\beta_k} \langle \Psi_M | \hat{W}(\alpha, \beta) | \Psi_M \rangle |_{\alpha, \beta = 0}
\]
\[
\langle \Psi_M | \hat{p}_j \hat{x}_k | \Psi_M \rangle = -\hbar^2 \partial^2_{\beta_j, \alpha_k} \langle \Psi_M | \hat{W}(\alpha, \beta) | \Psi_M \rangle |_{\alpha, \beta = 0}
\]
\[
\langle \Psi_M | \hat{p}_j | \Psi_M \rangle = -\hbar^2 \partial^2_{\beta_j, \alpha_k} \langle \Psi_M | \hat{W}(\alpha, \beta) | \Psi_M \rangle |_{\alpha, \beta = 0}
\]
Notice that the matrix for the first order moments is zero due to the symmetry of the Gaussian function in \([13]\). The resulting expression for \(V^{(2)}\) is
\[
V^{(2)} = \frac{\hbar^2}{2} M \begin{pmatrix} \frac{L^2}{2} & 0 \\ 0 & L^{-2} \end{pmatrix} M^T.
\]
In case we are working with quadratures, which are dimensionless operators, the matrix \(\Lambda\) takes the form
\[
\Lambda_q = MM^T,
\]
and then, from \([11]\) we have that
\[
M^T = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} M^{-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\]
which can be used to check that matrix \(\Lambda_q\) is a symplectic matrix. The corresponding covariance matrix is given by
\[
V^{(2)} = \frac{1}{2} MM^T,
\]
which is not a symplectic matrix due to the 1/2 factor. This expression together with the expressions \([13]\) and \([26]\) constitute the main results of this paper. It is worth to recall that this result is valid for systems with 2 degrees of freedom and Gaussian states of the form given in \([13]\).

IV. DISCUSSION

Due to most of the conclusions derived for \(V^{(2)}\) can also be applied to \(V^{(2)}\), let us focus our discussion on the covariance matrix \(V^{(2)}\).

1. It can be immediately stated from \([28]\) that the covariance matrix \(V^{(2)}\) is positive definite, hence it is a *bona fide* covariance matrix. By construction this is an obvious conclusion however it serves to apply Simon’s criterion. Additionally, Williamson’s Theorem is also directly applied and the symplectic map diagonalizing \(V^{(2)}\) is \(M^{-1}\). The resulting symplectic eigenvalues are \(\kappa_j = 1/2\).

2. The squeezing criteria can also be applied to \([28]\). In this case, consider the notation for \(M\) in which each row is written using spherical coordinates, for example, row \(j\)-th is of the form:
\[
\left( \lambda_j \cos(\theta_{j1}), \lambda_j \sin(\theta_{j1}) \cos(\theta_{j2}), \ldots, \lambda_j \prod_{i} \sin(\theta_{ji}) \right).
\]
Then the covariance matrix takes the diagonal form
\[
V^{(2)}_q = \frac{1}{2} \text{diag}(\lambda_1^2, \lambda_2^2, \ldots, \lambda_n^2).
\]
Consequently, for any \(M\) whose components in spherical coordinates gives any \(\lambda_j^2 < 1/2\) then the corresponding unitary operator \(\hat{C}_M\) is a squeeze operator. Moreover, an idea worth to be explored is whether every classical squeeze matrix can give rise to a quantum squeeze operator.\([26]\).

3. To check whether a given matrix \(M\) gives rise to an entangled state \(|\Psi_M\rangle\) we use the transformation \(\Gamma\) and define the covariance matrix \(V^{(2)}_q\) as follows
\[
V^{(2)}_q = \Gamma^{-1} V^{(2)} \Gamma.
\]
Then, once we insert \([28]\) on this expression the covariance matrix takes the following form
\[
\tilde{V}^{(2)}_q = \frac{1}{2} \tilde{M} \tilde{M}^T,
\]
where \(\tilde{M}\) is given by \([11]\). We now apply the Werner & Wolf separability criterion to \(\tilde{V}^{(2)}_q\) and obtain the following results:

1. if \(\tilde{M}\) is a block-diagonal matrix like in \([11]\), then the state \(|\Psi_M\rangle\) is separable. As can be seen, this is a necessary condition but is not sufficient.

2. The necessary and sufficient condition is: the state \(|\Psi_M\rangle\) is separable iff the off-diagonal block terms of \(\tilde{V}^{(2)}_q\) are null, which implies
\[
\sum_{j=1}^{n} A_{ij} \tilde{A}_{kj}^T = 0, \quad \forall i \neq k.
\]
This result is remarkable as it links the classical canonical transformation \(\tilde{M}\) with entanglement conditions which are strictly quantum features of the system.

4. Time-evolution of classical linear systems is given by symplectic matrices, say \(H(t)\). The unitary operator \(\hat{C}_{H}\) provides the time-evolution of the system. Consequently, the time-evolution of a given state \(|\Psi_M\rangle\) is given as
\[
|\Psi_M(t)\rangle = \hat{C}_H |\Psi_M\rangle = |\Psi_{H,M}\rangle.
\]
which yields the covariance matrix
\[
V^{(2)}_q(t) = \frac{1}{2} H(t) MM^T H^T(t).
\]
This relation allows us to directly compute the time-evolution of Gaussian states \([13]\) as an algebraic calculation.

5. It is already known that second order polynomial can be seen as elements of the Lie algebra of the symplectic group. On the other hand, the squeeze operators used in the literature are mostly constructed using the exponential map of these operators but written in quadratures. This means that the squeeze operators are the unitary representation of some elements \(M\)'s of the
symplectic group, specifically, those elements in the subgroup close to the group identity. The result (2) shows that we can construct more general squeeze operators using group elements which are not close to the identity of the group. An example of this is the element of the form

\[
M_{nc} = \begin{pmatrix} 0 & B_{nc}^T \\ -B_{nc} & 0 \end{pmatrix},
\]

(34)

where \(B_{nc}\) is an arbitrary \(n \times n\) invertible matrix and \(nc\) stands for “not connected”. The covariance matrix \(V_{q(nc)}^{(2)}\) for this symplectic matrix is

\[
V_{q(nc)}^{(2)} = \frac{1}{2} \begin{pmatrix} B_{nc}B_{nc}^T & 0 \\ 0 & (B_{nc}B_{nc}^T)^{-1} \end{pmatrix},
\]

(35)

When written in spherical coordinates this gives a diagonal \(V_{q(nc)}^{(2)}\), which can shows squeezing. Moreover, it can also show entanglement according to result (3) even if \(V_{q(nc)}^{(2)}\) has a diagonal form on these coordinates for the group action.

(i) There are scenarios like in Loop Quantum Cosmology [27, 29] where the covariance matrix analysis is not possible. The reason for this is that the representation of the Weyl algebra is not weakly continuous. As a result, we need to consider other criteria to decide whether our state \(|\Psi_M\rangle\) is entangled or not. Therefore, we can use symplectic matrices satisfying the result (2) to construct squeezed states or the result (3) to construct entangled states on these scenarios [30].

(ii) We may think that all these results are anchored to the very construction of the state \(|\Psi_M\rangle\) in [15]. If we consider a state given as \(|\Phi_M\rangle = C_M|n_1, n_2, \ldots, n_N\rangle\) the corresponding amplitude \(|\Phi_M\rangle\langle\Phi_M|\) will be modified by a factor (related with the Hermite polynomials) but the exponential in [15] will be a global term for every \(n_i\). Then the result (2) will be modified but the result (3), based on the Werner & Wolf criterion, will hold.

(iii) It is worth to consider whether a similar expression arises on discrete variable systems and also, how the manipulation of the matrix components can modified the amount of entanglement on both, discrete variable and CV systems.
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