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**Abstract**

Contrastive Language-Image Pre-training (CLIP) has emerged as a simple yet effective way to train large-scale vision-language models. CLIP demonstrates impressive zero-shot classification and retrieval performance on diverse downstream tasks. However, to leverage its full potential, fine-tuning still appears to be necessary. Fine-tuning the entire CLIP model can be resource-intensive and unstable. Moreover, recent methods that aim to circumvent this need for fine-tuning still require access to images from the target task distribution. In this paper, we pursue a different approach and explore the regime of names of downstream target categories. We propose a novel edge we possess about the downstream task comprises the training-free “name-only transfer” in which the only knowledge we pursue a different approach and explore the regime of images from the target task distribution. In this paper, we propose a novel method, **SuS-X**, consisting of two key building blocks—“SuS” and “TIP-X”, that requires neither intensive fine-tuning nor costly labelled data. **SuS-X** achieves state-of-the-art (SoTA) zero-shot classification results on 19 benchmark datasets. We further show the utility of TIP-X in the training-free few-shot setting, where we again achieve SoTA results over strong training-free baselines. Code is available at https://github.com/vishaal27/SuS-X.

---

**1. Introduction**

Vision-language pre-training has taken the machine learning community by storm. A broad range of vision-language models (VLMs) [57, 42, 73, 1, 37] exhibiting exceptional transfer on tasks like classification [80, 84], cross-modal retrieval [67, 2] and segmentation [63, 27] have emerged. These models are now the de facto standard for downstream task transfer in the field of computer vision.

One such prominent model, CLIP [57], is trained on 400M image-text pairs using a contrastive loss that maximises the similarities of paired image-text samples. CLIP pioneered the notion of zero-shot transfer in the vision-language setting [1], classification on unseen datasets. For a given classification task, CLIP converts the class labels into textual prompts (e.g. “A photo of a <CLASS>.”, where <CLASS> represents the ground-truth text label for each class). It then computes similarities between all the class prompts and the query image, selecting the class with the highest image similarity as the predicted label (see Eq. (2)).

CLIP’s zero-shot performance is however limited by its pre-training distribution [24, 60, 21, 51]. If the downstream dataset diverges significantly from the pretraining image distribution, CLIP’s zero-shot performance drastically drops [21]. To mitigate this, several lines of work propose to adapt CLIP on diverse downstream tasks—Tab. 1 briefly summarises these methods. Most of them employ fine-tuning on either labelled or unlabelled subsets of data from the target task. However, fine-tuning such an over-parameterised model can be unstable and lead to overfitting [15, 25]. Furthermore, having access to the true distribution of the target task can be prohibitive in data-scarce environments [12, 4, 38] and online learning settings [14, 65].

To alleviate these issues, in this paper, we aim to adapt CLIP and other VLMs for downstream classification in a name-only (requires only category names) but no samples classification setup introduced by Lampert et al. [41], in which the task is to generalise to classes not seen during training.

---

1This idea of zero-shot transfer is distinct from the traditional zero-shot classification setup introduced by Lampert et al. [41], in which the task is to generalise to classes not seen during training.

2We use category and class interchangeably in this paper.
Table 1: **Taxonomy of CLIP adaptation methods for downstream classification.** We underline the Zero-Shot CLIP model to signify that it is the base model that all others build on top of. *This method considers access to all test-set samples simultaneously, hence we still consider it zero-shot. †This method additionally uses class hierarchy maps.

| Method               | Does not require training | Does not require labelled data | Does not require target data data distribution |
|----------------------|---------------------------|-------------------------------|-----------------------------------------------|
| **Few-shot fine-tuning methods** |
| LP-CLIP [57]         | ✗                         | ✗                             | ✗                                             |
| CoOp [54]            | ✗                         | ✗                             | ✗                                             |
| PLOT [11]            | ✗                         | ✗                             | ✗                                             |
| LASP [9]             | ✗                         | ✗                             | ✗                                             |
| SoftCPT [19]         | ✗                         | ✗                             | ✗                                             |
| VT-CLIP [79]         | ✗                         | ✗                             | ✗                                             |
| VPT [17]             | ✗                         | ✗                             | ✗                                             |
| ProDA [43]           | ✗                         | ✗                             | ✗                                             |
| CoCoOp [83]          | ✗                         | ✗                             | ✗                                             |
| CLIP-Adapter [25]    | ✗                         | ✗                             | ✗                                             |
| **Intermediate methods** |
| TIP-Adapter [80]     | ✓                         | ✗                             | ✗                                             |
| UPL [36]             | ✗                         | ✓                             | ✗                                             |
| SVL-Adapter [54]     | ✗                         | ✓                             | ✗                                             |
| TPT [48]             | ✗                         | ✓                             | ✗                                             |
| CLIP+SYN [33]        | ✗                         | ✓                             | ✗                                             |
| CaFo [78]            | ✗                         | ✓                             | ✓                                             |
| **Zero-shot methods** |
| Zero-Shot CLIP [57]  | ✓                         | ✓                             | ✓                                             |
| CALIP [21]           | ✓                         | ✓                             | ✓                                             |
| CLIP+DN [85]         | ✓                         | ✓                             | ✓                                             |
| **Training-free name-only transfer methods** |
| CuPL [56]            | ✓                         | ✓                             | ✓                                             |
| VisDese [19]         | ✓                         | ✓                             | ✓                                             |
| ChiLS [53]           | ✓                         | ✓                             | ✓                                             |
| SuS-X (ours)         | ✓                         | ✓                             | ✓                                             |

from the target task) and training-free fashion. We propose **SuS-X** (see Fig. 1), consisting of two novel building blocks: (i) **SuS** (Support Sets), our dynamic support set curation strategy that forgoes the need for samples from the target task, and (ii) TIP-X, our main framework for performing zero-shot classification while being training-free. For a given downstream task, we first curate a support set by leveraging the task category labels, either in a parametric manner i.e., generating images from large-scale text-to-image models (e.g., Stable Diffusion [59]) or non-parametric manner i.e., retrieving real-world images from a large vision-language data bank (e.g., LAION-5B [61]). We then use the curated support set as a proxy few-shot dataset to inform our downstream predictions using TIP-X, in a similar vein to recent few-shot adaptation methods [25, 80].

Our extensive experiments show that **SuS-X** outperforms zero-shot methods on 19 benchmark datasets across three VLMs, namely, CLIP, BLIP and TCL by 4.60%, 5.97% and 11.37% absolute average accuracy respectively. We further extend the TIP-X framework to the few-shot regime, outperforming previous SoTA methods in the training-free domain. Our main contributions are three-fold: (1) We propose **SuS-X**, a SoTA method in the training-free name-only transfer setting for downstream adaptation of VLMs, (2) We present **SuS**, an effective strategy for curating support sets using parametric or non-parametric methods to mitigate the lack of data samples available from the target task distribution, and (3) We propose TIP-X, a novel training-free method for adapting VLMs to downstream classification in both the name-only transfer and few-shot regimes.

2. Related Work

**Vision-Language (VL) Foundation Models.** Recent years have seen a Cambrian explosion in large-scale VL foundation models [6]. In a seminal work, Radford et al. [57] introduced CLIP, a large VLM trained on a web-scale corpus (400M image-text pairs), that exhibits strong downstream visual task performance. The introduction of CLIP inspired further development of VLMs [42, 1, 37, 18, 81, 75, 72, 10, 70, 26, 28, 43, 46, 74], each pre-trained on web-scale datasets to learn joint image-text representations. These representations can then be applied to tackle downstream tasks like semantic segmentation [63, 27], object detection [30, 20], image captioning [50, 3] and generative modelling [59, 58]. In this work, we adapt such VLMs in a training-free setting to diverse downstream tasks.

**Adaptation of VL models.** CLIP introduces a paradigm shift with its zero-shot transfer ability [57]. In this setup, none of the target dataset classes are known a-priori and the task is to adapt implicitly at inference time to a given dataset. Since CLIP’s training objective drives it to assign appropriate similarities to image-text pairs, it acquires the
ability to perform zero-shot classification directly.

Inspired by CLIP’s zero-shot success, further work has sought to improve upon its performance. In Tab. 1 we characterise some of these methods along three major axes: (i) if the method requires training, (ii) if the method requires labelled samples from the target task, and (iii) if the method requires samples from the target task distribution.

In this work, we focus on the training-free name-only transfer regime—our goal is to adapt VLMs to target tasks without explicit training or access to samples from the target distribution. Instead, we assume access only to category names of target tasks. This formulation was recently considered for semantic segmentation, where it was called name-only transfer [62]—we likewise adopt this terminology. To the best of our knowledge, only two other concurrent approaches, CuPL [56] and VisDesc [49], operate in this regime. They use pre-trained language models to enhance textual prompts for zero-shot classification. By contrast, SuS-X pursues a support set curation strategy to adapt VLMs using knowledge of category names. These approaches are complementary, and we find that they can be productively combined. Two other related works operating purely in the zero-shot setting are: (1) CALIP [31], which uses parameter-free attention on image-text features, and (2) CLIP+DN [65], which uses distribution normalisation. We compare with these four baselines in Sec. 4.

3. SuS-X: Training-Free Name-Only Transfer

We describe the two main building blocks of SuS-X—(1) Support Set (SuS) construction, and (2) training-free inference using our novel TIP-X method. Fig. 2 depicts our overall training-free name-only transfer framework.

3.1. SuS Construction

We follow recent adaptation methods [80, 25] that use a small collection of labelled images to provide visual information to CLIP. However, differently from these methods, rather than accessing labelled images from the target distribution, we propose two methods (described next) to construct such a support set (SuS) without such access.

(I) Stable Diffusion Generation. Our first method leverages the powerful text-to-image generation model, Stable Diffusion [59]. We employ specific prompting strategies for generating salient and informative support images. Concretely, given a set of downstream textual class labels, \( T = \{t_1, t_2, \ldots, t_C\} \), where \( C \) denotes the number of categories, we prompt Stable Diffusion to generate \( N \) images per class. In this way, we construct our support set of size \( NC \), with each image having its associated class label.

Note that (iii) subsumes (ii). (ii) refers to access to labelled data samples from the target dataset whereas (iii) refers to a more general setting where the samples from the target dataset can be unlabelled. We distinguish between the two for clarity.

By default, we prompt Stable Diffusion using the original CLIP prompts, i.e., “A photo of a <CLASS>.”, where <CLASS> is the class text label. To further diversify the generation process, we follow CuPL [56] to first generate customised textual prompts for each class by prompting GPT-3 [8] to output descriptions of the particular class. We then feed this customised set of prompts output by GPT-3 into Stable Diffusion for generating images. For example, to generate images from the “dog” class, we prompt GPT-3 to describe “dogs”, and then prompt Stable Diffusion with the resulting descriptions. In section 4.4 we compare the performance of the default (called Photo) and this augmented prompting procedure (called CuPL). Unless otherwise specified, all our experiments with Stable Diffusion support sets use the CuPL strategy.

(II) LAION-5B Retrieval. Our second method leverages the large-scale vision-language dataset, LAION-5B [61]. It contains 5.85 billion image-text pairs, pre-filtered by CLIP. Using LAION-5B, we retrieve task-specific images using class text prompts for constructing the support set. Concretely, given textual class labels, \( \mathcal{T} = \{t_1, t_2, \ldots, t_N\} \), we rank all images in LAION-5B by their CLIP image-text similarity to each text class label \( t_i \), where \( i \in [1, C] \). We then use the top \( N \) image matches as our support set for class \( i \), resulting in an \( NC \)-sized support set of images with their associated class labels. Note that curating supporting knowledge by search is a classical technique in computer vision [23] that was recently revisited in the task of semantic segmentation [63]. Here we adapt this idea to the name-only transfer classification setting. For efficient retrieval, we leverage the approximate nearest neighbour indices released by the authors. Similar to the Stable Diffusion generation approach, we experiment with both Photo and CuPL prompting strategies for curating our LAION-5B support set (see Sec. 4.4). By default, we use Photo prompting for all our experiments with LAION-5B support sets.

Remark. SuS can be seen as a visual analogue to CuPL [56]—we augment VLMs with rich, class-specific images, instead of generating customised text descriptions.

3.2. TIP-X Inference

Given our support set from the previous section, we now leverage it in a training-free method to inform CLIP’s zero-shot predictions. We first briefly review CLIP zero-shot classification and TIP-Adapter [80] (a training-free adaptation method). We then highlight a critical shortcoming in TIP-Adapter due to uncalibrated intra-modal embedding distances, which we address in our method—TIP-X.

Zero-shot CLIP. For classification into \( C \) classes, CLIP converts class labels into text prompts and encodes them with its text encoder. Collectively, the encoded prompt vectors can be interpreted as a classifier weight matrix \( W \in \mathbb{R}^{C \times D} \), where \( D \) is the latent dimension of the classifier.

Unlike TIP-Adapter, we take into account the uncalibrated embedding distances between class labels. Formally, given our support set \( \mathcal{T} = \{t_1, t_2, \ldots, t_N\} \), we use the approximate nearest neighbour indices to retrieve labelled images for each class. We then feed this customised set of prompts output by GPT-3 into Stable Diffusion for generating images. For example, to generate images from the “dog” class, we prompt GPT-3 to describe “dogs”, and then prompt Stable Diffusion with the resulting descriptions. In section 4.4 we compare the performance of the default (called Photo) and this augmented prompting procedure (called CuPL). Unless otherwise specified, all our experiments with Stable Diffusion support sets use the CuPL strategy.

(II) LAION-5B Retrieval. Our second method leverages the large-scale vision-language dataset, LAION-5B [61]. It contains 5.85 billion image-text pairs, pre-filtered by CLIP. Using LAION-5B, we retrieve task-specific images using class text prompts for constructing the support set. Concretely, given textual class labels, \( \mathcal{T} = \{t_1, t_2, \ldots, t_N\} \), we rank all images in LAION-5B by their CLIP image-text similarity to each text class label \( t_i \), where \( i \in [1, C] \). We then use the top \( N \) image matches as our support set for class \( i \), resulting in an \( NC \)-sized support set of images with their associated class labels. Note that curating supporting knowledge by search is a classical technique in computer vision [23] that was recently revisited in the task of semantic segmentation [63]. Here we adapt this idea to the name-only transfer classification setting. For efficient retrieval, we leverage the approximate nearest neighbour indices released by the authors. Similar to the Stable Diffusion generation approach, we experiment with both Photo and CuPL prompting strategies for curating our LAION-5B support set (see Sec. 4.4). By default, we use Photo prompting for all our experiments with LAION-5B support sets.

Remark. SuS can be seen as a visual analogue to CuPL [56]—we augment VLMs with rich, class-specific images, instead of generating customised text descriptions.

3.2. TIP-X Inference

Given our support set from the previous section, we now leverage it in a training-free method to inform CLIP’s zero-shot predictions. We first briefly review CLIP zero-shot classification and TIP-Adapter [80] (a training-free adaptation method). We then highlight a critical shortcoming in TIP-Adapter due to uncalibrated intra-modal embedding distances, which we address in our method—TIP-X.

Zero-shot CLIP. For classification into \( C \) classes, CLIP converts class labels into text prompts and encodes them with its text encoder. Collectively, the encoded prompt vectors can be interpreted as a classifier weight matrix \( W \in \mathbb{R}^{C \times D} \), where \( D \) is the latent dimension of the classifier.
the encoder is applied to produce test image features: distances to compute similarities between the support set retrieval images from LAION-5B) manner. (2) We construct support sets either in a parametric (generating images using Stable Diffusion) or non-parametric (retrieving images from LAION-5B) manner. (2)

Finally, these affinities are used as attention weights over the support set vectors. This implies that the intra-image CLIP embedding similarities are distributed differently—the inter-modal similarities have larger means and variances. This mismatch happens because contrastive training maximises the inter-modal cosine similarities of paired samples without regard to intra-modal similarities. This implies that the intra-image CLIP embedding similarities employed by TIP-Adapter may not reflect the true intra-image similarities. Fig. 3b illustrates this idea with a simple example. Consider two image embeddings that are required to be a distance \( r \) away from a particular text embedding. The two image embeddings can satisfy this condition by being very close to each other or very far apart from each other. Fig. 3b shows that this constraint can be satisfied by any two arbitrary points on a hypersphere of radius \( r \). While we expect loose constraints to be imposed via transitivity, we nevertheless expect a lower quality of calibration in intra-modal (e.g., image-image) comparisons.

**TIP-X to the rescue.** To get around the problem of un-
Finally, before using our affinity matrix $M$ as attention weights for $L$ (one-hot encoded class labels), we rescale (denoted by $\psi$) the values of $M$ to have the same range (min, max values) as the TIP-Adapter affinities ($A$). Further, since our affinity matrix $M$ consists of KL-divergence values, the most similar samples will get small weights since their KL-divergence will be low (close to 0). To mitigate this, we simply negate the values in $M$. We then blend our predicted logits with $T_L$ using a scalar $\gamma$:

$$T_{XL} = fW^T + \alpha AL + \gamma \psi(-M)L$$  \hspace{1cm} (8)

The entire TIP-X method is shown in Fig. 2 (bottom right).

### 3.3. SuS-X: Combining SuS and TIP-X

Since our constructed support sets act as pseudo few-shot datasets, we directly replace the few-shot features $F$ in the TIP-X framework with the features of our support set. We call our method SuS-X-LC if we combine TIP-X with the LAION-5B curated support set, and SuS-X-SD when combined with the Stable Diffusion generated support set. These methods enable training-free name-only adaptation of zero-shot VLMs.

### 4. Experiments

First, we evaluate SuS-X against strong baselines in the training-free zero-shot/name-only transfer regimes, across three VLMs. Next, we illustrate the adaptation of TIP-X into the few-shot training-free regime. Finally, we ablate and analyse our method to provide additional insights.

#### 4.1. Training-free name-only transfer evaluation

**Datasets.** For a comprehensive evaluation, we test on 19 datasets spanning a wide range of object, scene and fine-grained categories: ImageNet [16], StanfordCars [39], UCF101 [64], Caltech101 [22], Caltech256 [29], Flowers102 [52], OxfordPets [55], Food101 [71], SUN397 [71], DTD [13], EuroSAT [34], FGVC Aircraft [47], Country211 [57], CIFAR-100 [40], CIFAR-100 [40], Birdsnap [3], CUB [68], ImageNet-Sketch [69] and ImageNet-R [35]. Previous few-shot adaptation methods [77, 25, 82] benchmark on a subset of 11 of these 19 datasets. We report results on the 19-dataset suite in the main paper and compare results using only the 11-dataset subset in the supp. mat.

**Experimental Settings.** We compare against six baselines. For zero-shot CLIP, we use prompt ensembling with 7 different prompt templates following [57, 80]. We run CuPL [VisDes](name-only transfer) and CLIP+DN[6].

---

[6] The 7 prompt templates are: “itap of a <class>”, “a origami <class>”, “a bad photo of the <class>”, “a photo of the large <class>”, “a <class> in a video game”, “art of the <class>”, and “a photo of the small <class>”.

[https://github.com/sarahpratt/CuPL](https://github.com/sarahpratt/CuPL)

[https://github.com/sachit-menon/classify_by_description_release](https://github.com/sachit-menon/classify_by_description_release)

[https://github.com/fengyuli2002/distribution-normalization](https://github.com/fengyuli2002/distribution-normalization)
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shows our SuS-X serving all other experimental settings from Sec. 4.1. Tab. 3
coders of these models for computing features, while pre-
TCL [72] and BLIP [42]. We only retain image and text en-
4.2. Transfer to different VLMs
ods.
SuS-X is still competitive with these meth-
Main Results. In Tab. 2 we compare both variants of
SuS-X with the baselines. We report an average across 19
datasets. We also include results on ImageNet, EuroSAT,
DTD, Birdsnap, ImageNet-R and ImageNet-Sketch (results
on all 19 datasets in the supp. mat.). SuS-X methods
outperform zero-shot CLIP by 4.6% on average across all
19 datasets. We observe striking gains of 18%, 8% and
7% on EuroSAT, DTD and Birdsnap respectively. We also
outperform the SoTA training-free adaptation methods—
CuPL-ensemble and VisDesc by 1.1% and 3.1% on aver-
age respectively. To further probe where we attain the most
gains, we plot the absolute improvement of our models over
zero-shot CLIP in Fig. 4a. We observe large gains on fine-
gained (Birdsnap, CUB, UCF101) and specialised (Eu-
roSAT, DTD) datasets, demonstrating the utility of SuS-X
in injecting rich visual knowledge into zero-shot CLIP (ad-
ditional fine-grained classification analysis in supp. mat.).
We further compare SuS-X to few-shot methods that use la-
belled samples from the true distribution in the supp. mat.—
despite being at a disadvantage due to using no target distri-
bution samples, SuS-X is still competitive with these meth-
ods.
4.2. Transfer to different VLMs
We evaluate transfer to VLMs other than CLIP, namely
TCL [72] and BLIP [42]. We only retain image and text en-
coders of these models for computing features, while pre-
serving all other experimental settings from Sec. 4.1 Tab. 3
shows our SuS-X methods strongly outperform all baseline
methods across both VLMs—we improve on zero-shot models by 11.37% and 5.97% on average across 19 datasets.
This demonstrates that our method is not specific to CLIP,
but can improve performance across different VLMs.
4.3. Adapting to the few-shot regime
A key component of our SuS-X method is TIP-X. In
the previous section, we showcased SoTA results in the
training-free name-only transfer regime. Due to its for-
mulation, TIP-X can directly be extended to the few-shot
regime, where our support sets are labelled samples from
the target dataset rather than curated/generated samples. To
evaluate TIP-X on such real-world support sets, we con-
duct training-free few-shot classification using TIP-X. We
compare against the SoTA method in this regime—TIP-
Adapter [80]. We report results on the 11-dataset subset
used by TIP-Adapter on five different shot settings of the
K-shot classification task: 1, 2, 4, 8 and 16.
We present average accuracy results on all shots in Fig. 4b—TIP-X outperforms both Zero-shot CLIP and
TIP-Adapter (absolute gain of 0.91% across shots). No-
tably, on OxfordPets, we achieve 2.1% average gain.
This further demonstrates the generalisability of the TIP-X
method in transferring to the few-shot training-free setting.
4.4. Analysis
We conduct several ablations and provide additional vi-
sualisations to offer further insight into the SuS-X method.
Component Analysis. SuS-X consists of two major build-
ing blocks—SuS construction and TIP-X. We compare the
performance difference (with average accuracy across 19
datasets) of using SuS with TIP-Adapter instead of TIP-X
in Tab. 4 We use both default ensemble prompts and CuPL
prompts for CLIP’s text classifier to break down the perfor-
mance gains further. We note that both SuS and TIP-X are
crucial for achieving the best results.
Transfer to different visual backbones. We evaluate
the scalability of our model across different CLIP visual
backbones—Fig. 4c shows that both SuS-X variants consis-
tently improve upon zero-shot CLIP across ResNet and
VisionTransformer backbones of varying depths and sizes.
SuS size. We study the effect of varying support set size
for SuS-LC and SuS-SD—we generate three different sup-
port sets with random seeds for support sizes of 1, 5, 10,
25, 50, 75 and 100 samples. From Fig. 6 we observe two
broad trends—some tasks benefit (ImageNet-R, DTD) from
having more support set samples while others do not (Coun-
try211, Flowers102). We suggest that this is connected to
the domain gap between the true data distribution and sup-
port sets—if the domain gap is large, it is inimical
to provide a large support set, whereas if the domains are
similar, providing more support samples always helps.
SuS visualisation. We visualise samples from both support
set construction methods on ImageNet in Fig. 5. It is hard to
distinguish between the true ImageNet samples and the SuS
samples—we can therefore construct support sets to mimic
the true data distribution, with access to only the category
names. A caveat is that the support set does not always
capture the domain characteristics of the true distribution,
leading to a domain gap (lighting conditions, diverse scene
backgrounds, confounding objects etc). To fully close the
gap to using true few-shot datasets as support sets [25][80],
further research into exact unsupervised domain matching
of support sets and few-shot datasets is required.
Table 2: **Training-free adaptation of CLIP on 19 datasets with RN50 visual backbone.** The best and second best results for each dataset are **bolded** and *underlined*, respectively. Individual results for all 19 datasets are available in the supp. mat. *Average reported across 19 datasets. †Our re-implementation.

| Method | Average* | ImageNet | ImageNet-R | ImageNet-Sketch | EuroSAT | DTD | Birdsnap |
|--------|----------|----------|------------|-----------------|---------|-----|---------|
| Zero-shot |          |          |            |                 |         |     |         |
| CLIP    | 52.27    | 60.31    | 59.34      | 35.42           | 26.83   | 41.01| 30.56   |
| CALIP   |          |          |            |                 |         |     |         |
| Photo CuPL |        |          |            |                 |         |     |         |

**Table 3: SuS-X generalises to different VLMs.** *Average reported across 19 datasets.

| VLM | Method | Average* | ImageNet | EuroSAT | DTD | Birdsnap |
|-----|--------|----------|----------|---------|-----|---------|
| TCL | Zero-shot | 31.38    | 35.55    | 20.80   | 28.55| 4.51    |
|     | CuPL   | 34.79    | 41.60    | 26.30   | 43.84| 6.83    |
|     | CuPL+e | 32.79    | 41.36    | 25.88   | 41.96| 6.60    |
|     | VisDesc | 33.94    | 40.40    | 21.77   | 34.28| 5.69    |
|     | SuS-X-SD | 41.49    | 52.29    | 28.75   | 48.17| 13.60   |
|     | SuS-X-LC | 42.75    | 52.36    | 36.90   | 46.63| 17.93   |
| BLIP | Zero-shot | 48.73    | 50.89    | 44.10   | 34.48| 10.21   |
|     | CuPL   | 51.11    | 52.96    | 39.37   | 52.95| 12.24   |
|     | CuPL+e | 51.36    | 53.07    | 41.48   | 53.30| 12.18   |
|     | VisDesc| 49.91    | 50.94    | 42.25   | 47.45| 11.69   |
|     | SuS-X-SD | 53.20    | 55.53    | 45.36   | 56.15| 16.95   |
|     | SuS-X-LC | 54.64    | 56.75    | 51.62   | 55.91| 23.78   |

**Prompting strategies for SuS construction.** Tab. 5 depicts the performance of Photo and CuPL prompting—best results are achieved with the LC-Photo and SD-CuPL strategies. We further compare the diversity of images produced by the two strategies on ImageNet[16]—from Tab. 5 it is evident that CuPL prompting leads to more diverse support sets as compared to Photo prompting.

---

**Hyperparameter Sensitivity.** We perform a sensitivity test for our γ hyperparameter (refer Eq. 8) on ImageNet-R, OxfordPets, and DTD. We fix α and β to be 1, and run a sweep over γ ∈ [0, 1]. From Tab. 5 we observe that moderate values of γ are typically preferred, and the variance of the accuracy values is small. However, note that for DTD, the optimal γ is slightly larger (0.75)—this is due to its spe-

---

**Figure 4:** (a) Comparison of SuS-X with Zero-shot CLIP. (b) Results of training-free few-shot classification. (c) Performance comparison of SuS-X across visual backbones.
Figure 5: Support samples from the generated SuS-SD, retrieved SuS-LC and true training distribution for ImageNet. By randomising the image order in each subfigure, we pose a challenge question—can you match the three images for each subfigure to their source i.e. SuS-SD, SuS-LC or ImageNet train set? The answers are provided at the bottom of the page.

4.5. Limitations and broader impact

While demonstrating promising results, we note some limitations of our approach: (1) To perform name-only transfer, we rely on CLIP having seen related concepts during pre-training. For rare concepts not seen during pre-training, transfer might not be feasible. (2) We employ LAION-5B [61] as a source of knowledge. While reasonable for a proof of concept, this data is relatively uncurated and may contain harmful content. As such, our approach is unsuitable for real-world deployment without careful mitigation strategies to address this. Similar arguments apply to Stable Diffusion [59].

5. Conclusion

In this paper, we studied the training-free name-only transfer paradigm for classification tasks with vision-language models. We systematically curated support sets with no access to samples from the target distribution and showed that they help improve CLIP’s zero-shot predictions by providing rich, task-specific knowledge. We further motivated the TIP-X framework through the observation that CLIP’s intra-modal embedding spaces are not optimal for computing similarities. With these two building blocks, we demonstrated superior performance to prior state-of-the-art.
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