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ABSTRACT

Background: Understanding how biological communities change over time is of increasing importance as Earth moves into the Anthropocene. A wide variety of methods are used for multivariate community analysis and are variously applied to research that aims to characterise temporal dynamics in community composition. Understanding these methods and how they are applied is useful for determining best practice in community ecology.

Methodology: We reviewed the ecological literature from 1990 to 2018 that used multivariate methods to address questions of temporal community dynamics. For each paper that fulfilled our search criteria, we recorded the types of multivariate analysis used to characterise temporal community dynamics in addition to the research aim, habitat type, location, taxon and the experimental design.

Results: Most studies had relatively few temporal replicates; the median number was seven time points. Nearly 70% of studies applied more than one analysis method; descriptive methods such as bar graphs and ordination were the most commonly applied methods. Surprisingly, the types of analyses used were only related to the number of temporal replicates, but not to research aim or any other aspects of experimental design such as taxon, or habitat or year of study.

Conclusions: This review reveals that most studies interested in understanding community dynamics use relatively short time series meaning that several, more sophisticated, temporal analyses are not widely applicable. However, newer methods using multivariate dissimilarities are growing in popularity and many can be applied to time series of any length.

INTRODUCTION

A hallmark of the Anthropocene Epoch is the increasing pace and variance of environmental change (Lewis & Maslin, 2015; Dornelas et al., 2019; Eriksson & Hillebrand, 2019). Thus, more than ever, there is need for ecologists to monitor, quantify, analyse and predict temporal changes in the structure of biological communities as a function of ongoing changes in climate, land use, and other biotic and abiotic drivers. Temporal
datasets from repeated measures studies such as long-term ecological research network sites (Soltwedel et al., 2016), marine sea catch (Royer & Fromentin, 2006) and microbial soil datasets (Storkey et al., 2016) are becoming longer and more commonly used for understanding community dynamics. Combined with significant increases in computational speed and capacity over this time, the diversity of methods available to interrogate these data has also increased. Many analysis methods used to date are poorly suited to the analysis of long and intensive time series data, yet a suite of recent analysis methodologies have significant potential to provide valuable new insights into key trends that might otherwise be ignored or misinterpreted from the analysis of long-term temporal datasets (e.g., Tonkin et al., 2017; Avolio et al., 2019; De Cáceres et al., 2019; Legendre, 2019). Given these potential shifts in available analysis methods, datasets, and computing capabilities associated with the study of temporal community dynamics, we were interested in exploring if and how research in this field has changed in response to these putative developments over the past three decades. Simple community measurements, such as the number of taxa (‘species richness’), are frequently used to monitor and predict change in biodiversity; these measures, however, offer no insight into more complex community changes, such as in the relative commonness and rarity of the species present (Hillebrand et al., 2018; Blowes et al., 2019). For example, a single invasive species could have devastating effects on relative abundances of all other taxa, but little impact on univariate measures such as biomass or species richness (Bradley et al., 2019). Further, there are often nonlinear and/or lag effects of disturbances or human-caused changes on communities that can only be fully disentangled by considering a more comprehensive range of community measures through time (Magnuson, 1990, Lindenmayer et al., 2012). Thus, for our review we focus specifically on studies that have characterised changes in multivariate community composition: the shifts in taxonomic identities, and potentially relative abundances over time. Most often these data are collated as a site (sample) by species (taxon) matrix. Knowledge of the types of multivariate analyses being applied in the temporal community dynamics literature is crucial because this is a constantly evolving field at the challenging interface of biology, statistics and bioinformatics (Buckley et al., 2021). A first step towards choosing effective methods to apply to a given dataset is an awareness of how available methods are currently being applied across different types of temporal community datasets, collected to address particular research questions, such as testing for seasonal dynamics (Tammert et al., 2015) or climate impacts (Magalhaes et al., 2007), often using a variety of data types (e.g., the relative abundance of bacterial DNA sequences (Buscardo et al., 2018)), or the number of functional groups of fishes (Wilson et al., 2008). Breaking down discipline barriers by using comparable analysis methods on different kinds of datasets will advance our understanding of shifts in biological communities globally (e.g., Shackelford et al., 2017; Collins et al., 2018) and assist in the choice of analysis method, which is often complicated for both biological and statistical reasons. In this paper, we take a cross-disciplinary approach to review empirical studies published up until the start of 2019 that have conducted analyses of multivariate temporal community datasets to gain insight into how researchers have applied analysis methods.
over the past several decades. We summarise trends in the use of multivariate methods to analyse compositional community temporal dynamics and provide a summary of the available methods. Specifically, we asked: (1) have different taxa, habitat types or spatiotemporal scales been investigated more or less comprehensively over the past three decades; (2) which analysis methods are applied most often, and has this changed over time; (3) does the level of temporal replication affect the analyses applied; and (4) are analyses applied differentially across research questions? The answers to these questions will assist us to identify both the methods used in temporal community analysis and gaps in our understanding of community change using data collected from diverse combinations of spatiotemporal scales, taxa and habitats.

SURVEY METHODOLOGY

We examined the literature for studies investigating changes in ecological communities over time. Specifically, we searched the ISI Web of Science Core Collection for articles published until 31 December 2018 using the following search statement: (“temporal” AND “composition” AND “communit” AND (“community dynamic” OR “temporal dynamic” OR “temporal community varia”” OR “community change” OR “compositional change”)). We refined this search to include only document types listed as ‘articles’ and published in ‘English’. This search yielded 820 articles for review. Of these, we excluded 257 papers that lacked community data (i.e. those that included fewer than three taxa), had no temporal replication or pooled all temporal data, used only artificial communities or simulated datasets, or used space-for-time substitution (e.g., using chronosequences). Although we constrained the search to the end of 2018, we did not constrain the search window for the beginning date. However, our search terms only returned papers after 1990, reflecting that the specific terms we used were not part of the compositional change literature prior to the 1990s. We also note that this also excluded a great deal of the literature on ecological succession, which uses more specific terminology.

We extracted and collated key attributes relating to each study in the remaining 539 papers from the ISI database (e.g., publication year, number of citations). Specific study attributes were determined from the body text of each manuscript, including information on (i) habitat type (e.g., estuarine); (ii) continent (e.g., South America); (iii) taxonomic identity (e.g., vertebrate); (iv) manipulation (e.g., observational study, experimental manipulation); (v) spatial extent (e.g., local, global); (vi) temporal grain and extent (e.g., minutes, months); and (vii) the key perceived research aim (e.g., exploration of yearly dynamics). We categorised organisms being studied into the following taxonomic groups: plants (Kingdom Plantae); vertebrates (Phylum Chordata); invertebrates (Phyla Annelida, Arthropoda, Cnidaria, Ctenophora, Echinodermata, Mollusca, Platyhelminthes, or Porifera); microeukaryotes (algae and Kingdoms Fungi and Protista); prokaryotes (Domains Bacteria and Archaea); and viruses (non-cellular pathogenic organisms). Spatial extent was determined relative to the dispersal ability of the taxa involved, e.g., a ‘local’ study would be across a larger area for birds than for soil invertebrates. The categories were (1) small scale: micro, point, and local scales (within-populations) and (2) large scale:
regional (among sites), continental and global scales. Research aims were classified broadly using statements in the abstract and introduction regarding the authors’ intentions. If hypotheses were tested, these were used to classify the study aims as relating to environmental interactions, taxon interactions or spatiotemporal variation at different scales.

We recorded the types of multivariate analysis used in each study, that is, analyses that use the taxon-sample matrix as an input (Table 1). The search criteria resulted in papers that were based on a wide variety of data types including presence-absence and relative abundances; however, we found that data type did not influence the type of analysis performed and so is not discussed further. Similar analysis methods were grouped together, for example, ‘Descriptive Methods’ were all those that showed simple, visual presentation of data such as Venn diagrams showing overlap in taxonomic composition as well as tables and graphs of relative abundances over time. Two methods were included in this review because they analysed aggregate community data, but were not technically multivariate, i.e., using the taxon-sample matrix as the input: temporal stability (a.k.a. coefficient of variation) and multiplicative change. Multi-taxon papers were analysed separately as independent data points if the taxa were sampled and analysed independently. The full list of papers reviewed and collated review data are provided in the Data S1.

RESULTS

Our search identified 521 research papers investigating multivariate community dynamics from 1990 to 2018 and a total of 1,259 analyses. Few publications (22 papers; 4%) contained more than one independent dataset; those instances were treated as multiple studies that were analysed as separate data points (increasing our total sample size from 548). The majority of studies (68%) were conducted within North America and Europe (Fig. 1). The most commonly studied taxon was prokaryotes (28%), followed by plants (19%), invertebrates (17%), microeukaryotes (16%), vertebrates (12%) and viruses (1%); studies considering multiple taxa, such as marine microeukaryotes and invertebrates, comprised 7% of studies (Fig. 1). Studies in the southern hemisphere were more likely to be focussed on the analysis of plant or invertebrate data, whilst analyses of prokaryote community data were more common in the northern hemisphere (Fig. 1).

Studies spanned a broad range of habitat types, taxa, spatial and temporal scales. A similar number of studies were conducted at small spatial extents (at micro, point sample and local scales) compared to large spatial extents (regional, continental or global). Across the 16 habitat categories identified from the articles, and the most frequently-sampled (69%) habitats were freshwater (141 studies), marine (106 studies), forest (72 studies) and grassland (69 studies) habitats. At small spatial extents, there were more studies in forest, grassland, freshwater, estuarine, intertidal and artificial habitats (Fig. 2).

Across all communities, the most common temporal extent (i.e., the time between the collection of the first and last samples) of individual studies was years (46% of studies), and only a minority of studies, predominantly on plant and vertebrate communities extended over a period of one decade or longer (Fig. 3). Smaller organisms were often
### Table 1  Brief description of methods for the temporal analysis of multivariate community data encountered in this review, the number of uses out of a total 1,261 analyses recorded, and the key references illustrating and/or explaining each method or set of method. Note that dissimilarity refers to pairwise similarity or dissimilarity measures calculated between pairs of samples, such as Euclidean distance or Bray-Curtis dissimilarity (for a full explanation and summary of these methods, see Legendre & Legendre, 2012).

| Analysis method or set of methods | Number of uses | Description | Key references |
|----------------------------------|----------------|-------------|----------------|
| Descriptive methods              | 425            | Simple, mostly visual, representations of compositional change such as bar graphs, line graphs, heat maps, and tables showing change in relative abundances. This set of methods also includes Venn diagrams and simple lists of species showing comparisons of composition from samples taken at different times. | Vallès et al. (2014), O’Sullivan et al. (2015), Pereira et al. (2017) |
| Ordination                       | 315            | Ordination is a set of dissimilarity-based methods that summarise multivariate community data by optimising relationships between high-dimensional samples and taxa in low-dimensional space to detect the dominant ecological gradients in communities. When samples are taken at different times, these can be compared by labelling points by time in various ways, e.g., trajectories, symbols, envelopes. | Legendre & Legendre (2012), Anderson & Willis (2003), Day & Buckley (2013), Auber et al. (2017), Palmer (2000) |
| Raw dissimilarity                | 257            | Raw dissimilarity values are used in a wide variety of methods from simple, e.g., mean dissimilarity values for temporal data subsets used in subsequent graphs, analyses or maps, to more complex methods that decompose beta diversity values into components representing the degree of nestedness and turnover among temporal samples. Raw dissimilarity values can be calculated in two main ways: (1) between temporal samples as a measure of compositional change and (2) between spatial samples at different times, which are then averaged and subsequently compared. Both approaches are included within this group of methods. Note that ordination, clustering, and time-lag analyses are also based on dissimilarity values. | Anderson et al. (2011), Bashan et al. (2016), Collins (1992), Collins (1992), Barros et al. (2014), Baselga & Orme (2012), Legendre & De Cáceres (2013), Lamy et al. (2015) |
| Time-lag analysis                | 113            | Time-lag analyses involve relating the amount of compositional change to the amount of change in time across increasing temporal distances, called ‘lags’. There are two ways of assessing the time-lag effect on community dissimilarity: graphically (‘time-decay curve’) and statistically (time-lag regression analysis). | Collins & Xia (2015), Kampichler et al. (2012), Lightfoot et al. (2012), Dimitriu et al. (2013) |
| Cluster analysis                 | 82             | Cluster analysis is a catch-all term applied to dissimilarity-based methods that either group samples together (agglomerative methods) or split all samples into sub-groups (divisive methods); the clustering is based on the dissimilarities between groups of samples (Legendre & Legendre, 2012). There are two approaches for using cluster analysis to assess community dynamics: (1) detecting transitions of sites from one cluster to another over time, and (2) comparison of compositional differences among clusters of repeated observations. In the first approach, a separate cluster analysis is computed for each temporal sample of community data. In the second approach, all samples taken at different times are included in a single cluster analysis. | Day & Buckley (2013), Araujo et al. (2008) |

(Continued)
| Analysis method or set of methods | Number of uses | Description | Key references |
|----------------------------------|----------------|-------------|----------------|
| Turnover rates                   | 28             | The degree of temporal variation in community composition can be assessed by calculating the turnover rate of the community (a.k.a. ‘temporal turnover’ or ‘species turnover’), which is a measure of the rate of change in taxonomic composition for a ‘site’ over time. Turnover rates are calculated in a variety of ways using combinations of colonisation, immigration, extinction, mortality, recruitment, and survival, and can be as simple as the percent change in species composition between time points. | Diamond (1969), Aguirre et al. (2003) |
| Network analysis                 | 13             | Ecological network analysis methods recognise that an ecological community is a complex biological system comprised of interconnected units whose associations can be modelled mathematically using constructs such as vertices (representing taxa) and edges, which are the connections between the vertices (representing ecological interactions). In the context of investigating community dynamics, patterns of species’ associations and community memberships are most typically visualised as a topological network diagram created from taxon abundance data collected at multiple time points. From the network topology, a variety of statistics can be calculated that measure variability in community composition and interactions at particular times, which can then be compared. | Blonder et al. (2012), Newman (2010) |
| Temporal stability               | 9              | The coefficient of variation (CV) is used to measure temporal stability of the abundance or biomass of an individual taxon, or group of taxa, across all times (not space). The CV is the ratio of the standard deviation to the mean, and often is multiplied by 100 to obtain a percentage. The mean of the CV values for all taxa (e.g., abundance or biomass) is used as an aggregate measure of temporal stability for a whole community; smaller values imply greater stability. Such values are often presented in tables as a measure of variation or are sometimes used as a response variable against other variables of interest. | Grossman, Dowd & Crawford (1990), Brown & Lawson (2010), Hector et al. (2010), Doxa et al. (2012) |
| Machine learning methods         | 8              | Machine learning is branch of computer science that deals with the development of learning algorithms that are used to explore large, multivariate datasets, and has the primary aim of generating accurate, predictive models (Carbonell, Michalski & Mitchell, 1983). These methods are very flexible and can take multivariate input datasets with large numbers of predictor variables, including space and time, allowing simultaneous investigation of spatial and temporal community dynamics. | Vallés et al. (2014), Sheaves, Johnston & Connolly (2010), De’Ath (2007) |
| Analysis method or set of methods | Number of uses | Description | Key references |
|----------------------------------|----------------|-------------|----------------|
| Moran Eigenvector Maps (MEMs)     | 4              | Analyses using Moran Eigenvector Maps (also referred to as principal coordinates of neighbour matrices; PCNM) result in a matrix of uncorrelated temporal variables that characterize scales of temporal variation in composition that can be used in another multivariate analysis such as an ordination, e.g., distance-based redundancy analysis. If the ordination is paired with variance partitioning, a Venn diagram showing the amount of variance explained by eigenvectors representing different scales of temporal variation in composition can be generated. | Legendre & Gauthier (2014) |
| Synchrony                        | 1              | Synchrony is calculated as a single value representing the degree to which taxa are changing in a similar way over time. It is generated for a given sample by taxon matrix across a set of times. It can be compared for different time windows or different subsets of samples, e.g., experimental treatments. | Loreau & De Mazancourt (2008), Gouhier & Guichard (2014) |
| Nestedness analysis              | 1              | Nestedness analysis (sensu Patterson & Atmar, 1986) is usually applied to spatial data and the analysis can be repeated for different time points; however, it can be applied to samples taken across times to look at whether sites are becoming more or less nested over time. For instance, if younger sites were nested within older sites, this may indicate that sites were becoming more homogeneous over time. | Collins et al. (2017) |
| Multivariate regression modelling | 1              | There are a range of regression approaches that simultaneously model individual species, such as ‘multispecies N mixture models’ and ‘joint species distribution models’. These methods can be used to model explicit, quantitative hypotheses of community change, with a focus on interactions among taxa. Some methods allow for useful additions, such as accounting for uncertainty in the detection of taxa. However, due to their complexity and high computational requirements, most of these approaches have yet to be implemented for datasets with large numbers of species. Multivariate regression models quantify the relative effects of species (or species groups) interactions, environmental covariates, spatial structure, and observation error on relative abundances through time. | Hampton et al. (2013), Dorazio, Connor & Askins (2015), Ovaskainen et al. (2017a) |
| Multiplicative change             | 1              | The change in percent cover of a taxon, or group of taxa, at a single site can be used to obtain a ‘growth rate’ using a linear regression equation. This rate of change can then be used in a regression or ANOVA to assess predictors of change for each taxon or group (‘multiplicative change’). For example, different sites or sets of sites, can be compared by their relative change in the percent cover of different functional groups, as long as communities consist of taxa with similar ecology and life-histories, e.g., grassland plant communities in different moisture regimes. | Debinski et al. (2010), Collins & Xia, 2015 |

(Continued)
Table 1 (continued)

| Analysis method or set of methods | Number of uses | Description                                                                                                                                                                                                 | Key references             |
|-----------------------------------|----------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----------------------------|
| Compositional pivot days          | 1              | Compositional pivot days is a dissimilarity-based method developed by Lellouch et al. (2014). It is appropriate for situations where we want to test for the occurrence of rapid changes in taxonomic composition across one point in time, such as the application of an experimental treatment. It works by comparing pairwise distance values for pairs of temporal observations taken at the same sample location to identify the time points where rapid shifts in composition occurred. The method generates a list of time points (‘pivot days’) at which significant shifts in composition have occurred. | Lellouch et al. (2014)      |

Figure 1 Number of studies identified by our search criteria from each continent. Numbers of studies were: Global ($n = 7$), Oceanic ($n = 5$), Africa ($n = 23$), Antarctica ($n = 6$), Asia ($n = 60$), Australia ($n = 18$), Europe ($n = 196$), North America ($n = 186$), Oceania ($n = 8$) and South America ($n = 53$). Darker colours indicate more studies have been conducted within those continents, including Oceania. Pie charts show the taxonomic focus of study data from each continent as being on plants (orange), vertebrate animals (light blue), invertebrate animals (brown), microeukaryotes (blue), prokaryotes (purple), viruses (yellow), or mixed taxonomic groups (pink).

Full-size DOI: 10.7717/peerj.11250/fig-1
measured at finer temporal resolutions (grain) than larger organisms, but many studies on short-lived prokaryote and viral communities lasted more than one year (Fig. 3). The temporal grain of sampling generally was smaller for communities of microorganisms than for communities of vertebrate animals and plants, for which the most common grain for repeated sample collection was years rather than months or seasons (Fig. 3). Most time series (75%) had fewer than 15 temporal replicates (mean = 16.1, median = 7, mode = 4); a relatively small number of studies (12%) used 25 or more temporal replicates and this did not change substantially over time, although there was a small increase in the number of long time series (Fig. 4).

Across all studies, between one and eight methods were used to analyse community dynamics (Fig. 5A); 68% of studies (n = 375) applied more than one analysis method and 36% of studies (n = 196) used three or more methods. ‘Descriptive’ methods (i.e., visual, non-statistical comparisons) were used most widely (34% of all applied methods and used in 78% of all studies), with ordination (25% and 57%), raw dissimilarity (20% and 47%), time-lag analysis (9% and 21%), and cluster analysis (7% and 15%) comprising the next most common types of methods; the remaining 10 methods were used infrequently (Fig. 5). Although approaches to analysing community dynamics have begun to incorporate more computationally complex methods, descriptive and ordination methods have been consistently used since 1990, along with clustering and time-lag analyses (Fig. 6A). Since 2005, the use of raw dissimilarity methods has increased considerably. Ordination, clustering and time-lag analyses are also based on dissimilarity values.

Figure 2 The numbers of studies that were conducted at large and small spatial scales across habitat categories. Small spatial scale (blue bars) studies were considered to be those carried out at micro, point sample, and local scales, while large spatial scale studies (purple bars) were those at regional, continental, or global scales. Marine studies include those in the open ocean in contrast to coastal (sandy coasts), intertidal (rocky shore) and estuarine.

Full-size DOI: 10.7717/peerj.11250/fig-2
Figure 3 The proportion of studies of different taxa ((A–G) mixed taxa, plants, vertebrates, invertebrates, microeukaryotes, prokaryotes, and viruses) within categories defined by the temporal grain and extent; the proportions in each box sum to 1. Temporal grain is the minimum time between sampling events within the study and the temporal extent is the maximum time between sampling events within the study.
further illustrating the dominance of dissimilarity-based methods in community analysis. In the last 15 years, a steady stream of alternative temporal methods have been applied such as ‘compositional pivot days’ and synchrony, albeit with poor uptake across the wider literature. These methods often are ‘one-off’ analyses that have been applied only a handful of times (Fig. 6A). Preferred ordination methods changed from detrended correspondence analysis (DCA) and principal components analysis (PCA) in the early 1990s, to canonical correspondence analysis (CCA) in the late 1990s, and, since the early 2000s, to non-metric multidimensional scaling (Fig. 6B).

There was a wide range of motivations for analysing community dynamics; most studies aimed to characterise temporal changes in community composition rather than exploring environmental effects or studying the effects of biotic processes or interactions (Fig. 7). Of the 562 studies, 406 were observational studies, 109 were field experiments and 47 were laboratory experiments. Research aims addressed community dynamics ($n = 316$), environmental effects ($n = 107$), disturbance and/or succession ($n = 92$) and species interactions ($n = 47$). For the vast majority of research aims and analysis types, community dynamics analyses were based on fewer than 25 temporal samples, with many based on ten or fewer samples (Fig. 8). Some complex methods require larger numbers of temporal replicates and may explain why they were seldom used. For example, Moran’s Eigenvector Maps, which is useful for detecting complex temporal patterns, was used by only five studies with relatively high temporal replicates: 20 (Kampichler et al., 2014), 31 (Matabos et al., 2014), 72 (Caruso et al., 2013) and 63 (Brasil et al., 2018).

**DISCUSSION**

We confirm that most community dynamics datasets are of short duration and include fewer than 15 temporal observations and commonly fewer than ten (the median temporal replication across all studies was seven observations). This is consistent with a previous review of experimental field studies (Vaughn & Young, 2010) and a general review of
the spatial and temporal domains being studied by ecologists over the period of 2004–2014 (Estes et al., 2018). There was no relationship between the analysis methods selected and study aim. However, the relatively short temporal extent and grain of most studies conducted to date did appear to have impacted the methods used to understand

Figure 5  The frequency of use of different temporal community dynamics analysis methods across all reviewed studies. Specifically: (A) the number of different analyses applied in each study; (B) the percent of uses of each analysis type across all studies and times. MEMs refers to Moran Eigenvector Maps; see Table 1 for a brief explanation of each method.  

Full-size DOI: 10.7717/peerj.11250/fig-5
Figure 6  Trends in the use of different methods for the analysis of temporal community dynamics datasets, from 1990 to the end of 2018. (A) The proportion of uses of 10 categories of analysis methods across all sampled publications; 'Minor methods' include compositional pivot days, multiplicative change, multivariate regression modelling, nestedness analysis, synchrony, and temporal stability. (B) The popularity of the different ordination methods used across the 28 years. CA, correspondence analysis; PCoA, principal co-ordinates analysis; RDA, redundancy analysis; CCA, canonical CA; DCA, detrended CA; PCA, principal components analysis. ‘Minor methods’ are: distance-based RDA (dbRDA), detrended CCA (DCCA), partial CCA (pCCA), pRDA, Procrustes, RA and multiple co-inertia analysis. Additional details of each analysis method are provided in Table 1.
Figure 7 The distribution of studies across the different research aims. Research aims varied from understanding compositional dynamics at fine, medium and coarse temporal scales, to investigating the effect on species composition over time of environmental conditions, ecological disturbance, species interactions and understanding successional change in communities. Scales of temporal dynamics were classified as fine (days), medium (weeks, months, or seasons), and coarse (annual, years, or decades).

Full-size DOI: 10.7717/peerj.11250/fig-7

Figure 8 The relative distribution of the mean number of independent temporal samples across different research aims and temporal analysis methods. ‘Minor methods’ include compositional pivot days, multiplicative change, multivariate regression modelling, nestedness analysis, synchrony and temporal stability (see Table 1 for explanations of methods). Research aims vary from understanding compositional dynamics at fine, medium and coarse temporal scales, to investigating the effect on species composition over time of species interactions, environmental conditions, and ecological disturbance, to understanding successional change in communities.

Full-size DOI: 10.7717/peerj.11250/fig-8
community dynamics. For example, of the few studies that used MEMs, machine learning methods and multivariate regression modelling, most used more than 25 observations taken through time (median number of temporal samples = 31, mean number of temporal samples = 90.9 ± 143 S.D.). Thus, despite the recent rise of sophisticated statistical methods for temporal hypothesis testing in community ecology (e.g., Tonkin et al., 2017; Avolio et al., 2019; Legendre, 2019), the relative scarcity of long-term community datasets is likely to be limiting the wider use of these more data-intensive, strong inference methods. However, not all new statistical methods require long time series (e.g., De Cáceres et al., 2019).

The ecological literature applying multivariate methods of temporal community dynamics literature is large and diverse, covering a multitude of taxa, habitats, and research questions. Datasets collected encompass all spatial and temporal scales. There is little consistency across taxa, habitats or research questions in the analysis methods that have been applied; however, the majority of studies were focussed on primarily detecting patterns in temporal dynamics and, unsurprisingly, smaller, short-lived organisms were more likely to be studied at finer temporal scales than longer-lived organisms. Our understanding of patterns and drivers of changes of biological communities would benefit by having more longer-term studies (Kuebbing et al., 2018) conducted at finer temporal scales across the full range of taxonomic and habitat diversity. For instance, there is evidence that longer datasets enable the detection of non-linear dynamics (Giron-Nava et al., 2017). However, although permanent monitoring datasets, such as LTER sites, are generating longer datasets over time, such long-term studies are difficult to fund and support and there are recent suggestions that investment in such studies is declining (e.g., Lindenmayer et al., 2015; Vucetich, Nelson & Bruskotter, 2020). There is a pressing need for more analyses of long-term datasets because of their demonstrable value (Kominoski, Gaiser & Baer, 2018) if we are to understand and anticipate how community shifts influence, and are influenced by acute, seasonal and long-term climate change, for example.

Our understanding of temporal dynamics in biological communities and the methods available to investigate them have diversified over the past 29 years, ostensibly because of increases in computational power and in dataset size. A multitude of different data visualisation and statistical methods are available for understanding community change, many of which offer different sets of advantages and disadvantages. Descriptive methods that only visualise trends in the data, such as bar graphs or tables, and ordination remain the most commonly used analyses, regardless of the research aim. About one third of studies (n = 183) used only descriptive methods to analyse compositional community dynamics. However, restricting analyses to interpretation of descriptive and visual patterns limits the ability of researchers to either quantify or predict future ecological data trends. Indeed, it was clear that many researchers recognised the limitations of these descriptive analyses; 28% of studies used a descriptive method in combination with at least one other analytical method, which would enhance the ability to understand the complexities of any observed temporal patterns. Given the complexities inherent to temporal community dynamics datasets, we suggest that this type of multi-analysis
approach better-enables researchers to reveal nuances of temporal change in their datasets (e.g., Ovaskainen et al., 2017b).

The increased use of methods based on raw compositional dissimilarities since the early 2000s may be because, like ordination and descriptive methods, these techniques work with community time series of any length. Methods based on raw community dissimilarity scores are flexible and can be used to analyse spatial and temporal variation simultaneously. For example, Collins (2000) used pairwise site-time sample dissimilarities to confirm directional (or ‘unstable’) change in plant species composition had occurred irrespective of fire history due to stochastic dynamics among rare satellite species. This ability to analyse spatiotemporal patterns in small datasets is important because spatial variability, if well-defined and understood, can aid the interpretability of temporal community dynamics (Collins et al., 2018).

Our review confirms the need for more long-term studies in ecology (Yang, 2020) and the application of multiple analytical approaches to increase understanding of the complexities of temporal community change. Researchers investigating both spatial and temporal dynamics are likely to benefit from using methods in addition to simple descriptive analyses and ordinations. For instance, methods based on raw community dissimilarities can be used to address relatively complex spatiotemporal questions using datasets of any size. With the growing array of traditional and newer methods available for temporal community dynamics analysis, additional guidance is needed for researchers to select the most appropriate methods for their research question and dataset (Buckley et al., 2021).

ACKNOWLEDGEMENTS
The authors thank Aaron Ellison, Nigel Yoccoz, Miquel De Cáceres and two anonymous reviewers for advice and comments that greatly improved this paper.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding
The authors received no funding for this work.

Competing Interests
Hannah L. Buckley is an Academic Editor for PeerJ. The remaining authors have no competing interests.

Author Contributions
- Hannah L. Buckley conceived and designed the experiments, performed the experiments, analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the paper, and approved the final draft.
- Nicola J. Day conceived and designed the experiments, performed the experiments, analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the paper, and approved the final draft.
• Gavin Lear conceived and designed the experiments, performed the experiments, analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the paper, and approved the final draft.
• Bradley S. Case conceived and designed the experiments, performed the experiments, analyzed the data, authored or reviewed drafts of the paper, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:
The raw review data compiled for this article are available in the Supplemental File.

Supplemental Information
Supplemental information for this article can be found online at http://dx.doi.org/10.7717/peerj.11250#supplemental-information.

REFERENCES
Aguirre LF, Lens L, van Damme R, Matthysen E. 2003. Consistency and variation in the bat assemblages inhabiting two forest islands within a neotropical savanna in Bolivia. Journal of Tropical Ecology 19(4):367–374 DOI 10.1017/S0266467403003419.

Anderson MJ, Crist TO, Chase JM, Vellend M, Inouye BD, Freestone AL, Sanders NJ, Cornell HV, Comita LS, Davies KF, Harrison SP, Kraft NJB, Stegen JC, Swenson NG. 2011. Navigating the multiple meanings of β diversity: a roadmap for the practicing ecologist. Ecology Letters 14(1):19–28 DOI 10.1111/j.1461-0248.2010.01552.x.

Anderson MJ, Willis TJ. 2003. Canonical analysis of principal coordinates: a useful method of constrained ordination for ecology. Ecology 84(2):511–525 DOI 10.1890/0012-9658(2003)084[0511:CAOPCA]2.0.CO;2.

Araujo HMP, Nascimento-Vieira DA, Neumann-Leitão S, Schwamborn R, Lucas APO, Alves JPH. 2008. Zooplankton community dynamics in relation to the seasonal cycle and nutrient inputs in an urban tropical estuary in Brazil. Brazilian Journal of Biology 68(4):751–762 DOI 10.1590/S1519-69842008000400009.

Auber A, Travers-Trolet M, Villanueva MC, Ernande B. 2017. A new application of principal response curves for summarizing abrupt and cyclic shifts of communities over space. Ecosphere 8(12):e02023 DOI 10.1002/ecs2.2023.

Avolio ML, Carroll IT, Collins SL, Houseman GR, Hallett LM, Isbell F, Koerner SE, Komatsu KJ, Smith MD, Wilcox KR. 2019. A comprehensive approach to analyzing community dynamics using rank abundance curves. Ecosphere 10(10):e02881 DOI 10.1002/ecs2.2881.

Barros F, Blanchet H, Hammerstrom K, Sauriau P-G, Oliver J. 2014. A framework for investigating general patterns of benthic β-diversity along estuaries. Estuarine, Coastal and Shelf Science 149:223–231 DOI 10.1016/j.ecss.2014.08.025.

Baselga A, Orme CDL. 2012. betapart: an R package for the study of beta diversity. Methods in Ecology and Evolution 3(5):808–812 DOI 10.1111/j.2041-210X.2012.00224.x.

Bashan A, Gibson TE, Friedman J, Carey VJ, Weiss ST, Hohmann EL, Liu Y-Y. 2016. Universality of human microbial dynamics. Nature 534(7606):259–262 DOI 10.1038/nature18301.
Blonder B, Wey TW, Dornhaus A, James R, Sih A. 2012. Temporal dynamics and network analysis. *Methods in Ecology and Evolution* 3(6):958–972 DOI 10.1111/j.2041-210X.2012.00236.x.

Blowes SA, Supp SR, Antão LH, Bates A, Brueelheide H, Chase JM, Moyes F, Magurran A, McGill B, Myers-Smith IH, Winter M. 2019. The geography of biodiversity change in marine and terrestrial assemblages. *Science* 366(6463):339–345 DOI 10.1126/science.aaw1620.

Bradley BA, Laginhas BB, Whitlock R, Allen JM, Bates AE, Bernatchez G, Diez JM, Early R, Lenoir J, Vila M, Sorte CJ. 2019. Disentangling the abundance–impact relationship for invasive species. *Proceedings of the National Academy of Sciences of the United States of America* 116(20):9919–9924 DOI 10.1073/pnas.1818081116.

Brasil LS, Santos DC, Vieira TB, Cabette HS, Umetsu RK, Da Silva Giehl NF. 2018. Spatiotemporal dynamics in caddisfly (Insecta: Trichoptera) of a Cerrado stream. *Brazil Annales de Limnologie-International Journal of Limnology* 54: DOI 10.1051/limn/2018028.

Brown BL, Lawson RL. 2010. Habitat heterogeneity and activity of an omnivorous ecosystem engineer control stream community dynamics. *Ecology* 91(6):1799–1810 DOI 10.1890/09-0350.1.

Buckley HL, Day NJ, Case BS, Lear G. 2021. Measuring change in biological communities: multivariate analysis approaches for temporal datasets with low sample size. *PeerJ* 9:e11096 DOI 10.7717/peerj.11096.

Buscardo E, Geml J, Schmidt SK, Freitas H, da Cunha HB, Nagy L. 2018. Spatio-temporal dynamics of soil bacterial communities as a function of Amazon forest phenology. *Scientific Reports* 8(1):1–13 DOI 10.1038/s41598-018-22380-z.

Carbonell JG, Michalski RS, Mitchell TM. 1983. An overview of machine learning. In: *Machine Learning: An Artificial Intelligence Approach*. Palo Alto: Tioga Publishing Company, 3–23.

Caruso T, Trokhymets V, Bargagli R, Convey P. 2013. Biotic interactions as a structuring force in soil communities: evidence from the micro-arthropods of an Antarctic moss model system. *Oecologia* 172(2):495–503 DOI 10.1007/s00442-012-2503-9.

Collins SL. 1992. Fire frequency and community heterogeneity in tallgrass prairie vegetation. *Ecology* 73(6):2001–2006 DOI 10.2307/1941450.

Collins SL. 2000. Disturbance frequency and community stability in native tallgrass prairie. *American Naturalist* 155(3):311–325 DOI 10.1086/303326.

Collins SL, Avolio ML, Gries C, Hallett LM, Koernre SE, La Pierre KJ, Rypel AL, Sokol ER, Fey SB, Flynn DF, Jones SK. 2018. Temporal heterogeneity increases with spatial heterogeneity in ecological communities. *Ecology* 99(4):858–865 DOI 10.1002/ecy.2154.

Collins CD, Banks-Leite C, Brudvig LA, Foster BL, Cook WM, Damschen EI, Andrade A, Austin M, Camargo JL, Driscoll DA, Holt RD. 2017. Fragmentation affects plant community composition over time. *Ecography* 40(1):119–130 DOI 10.1111/ecog.02607.

Collins SL, Xia Y. 2015. Long-term dynamics and hotspots of change in a desert grassland plant community. *American Naturalist* 185(2):E30–E43 DOI 10.1086/679315.

Day NJ, Buckley HL. 2013. Twenty-five years of plant community dynamics and invasion in New Zealand tussock grasslands. *Austral Ecology* 38(6):688–699 DOI 10.1111/ace.12016.

De Cáceres M, Coll L, Legendre P, Allen RB, Wiser SK, Fortin M-J, Condit R, Hubbell S. 2019. Trajectory analysis in community ecology. *Ecological Monographs* 89(2):e01350.

Debinski DM, Wickham H, Kindscher K, Caruthers JC, Germino M. 2010. Montane meadow change during drought varies with background hydrologic regime and plant functional group. *Ecology* 91(6):1672–1681 DOI 10.1890/09-0567.1.
De’Ath G. 2007. Boosted trees for ecological modeling and prediction. *Ecology* **88**(1):243–251 DOI: 10.1890/0012-9658(2007)88[243:BTETEM]2.0.CO;2.

Diamond JM. 1969. Avifaunal equilibria and species turnover rates on the channel Islands of California. *Proceedings of the National Academy of Sciences of the United States of America* **64**(1):57–63 DOI: 10.1073/pnas.64.1.57.

Dimitriu PA, Boyce G, Samarakoon A, Hartmann M, Johnson P, Mohn WW. 2013. Temporal stability of the mouse gut microbiota in relation to innate and adaptive immunity: mouse gut microbiota dynamics. *Environmental Microbiology Reports* **5**(2):200–210 DOI: 10.1111/j.1758-2229.2012.00393.x.

Dorazio RM, Connor EF, Askins RA. 2015. Estimating the effects of habitat and biological interactions in an avian community. *PLOS ONE* **10**(8):e0135987 DOI: 10.1371/journal.pone.0135987.

Dornelas M, Gotelli NJ, Shimada H, Moyes F, Magurran AE, McGill BJ. 2019. A balance of winners and losers in the Anthropocene. *Ecology Letters* **22**(5):847–854 DOI: 10.1111/ele.13242.

Doxa A, Paracchini ML, Pointereau P, Devictor V, Jiguet F. 2012. Preventing biotic homogenization of farmland bird communities: the role of High Nature Value farmland. *Agriculture, Ecosystems & Environment* **148**:83–88 DOI: 10.1016/j.agee.2011.11.020.

Eriksson BK, Hillebrand H. 2019. Rapid reorganization of global biodiversity. *Science* **366**(6463):308–309 DOI: 10.1126/science.aaz4520.

Estes L, Elsen PR, Treuer T, Ahmed L, Caylor K, Chang J, Choi JJ, Ellis EC. 2018. The spatial and temporal domains of modern ecology. *Nature Ecology & Evolution* **2**(5):819–826 DOI: 10.1038/s41559-018-0524-4.

Giron-Nava A, James CC, Johnson AF, Dannecker D, Kolody B, Lee A, Nagarkar M, Pao GM, Ye H, Johns DG, Sugihara G. 2017. Quantitative argument for long-term ecological monitoring. *Marine Ecology Progress Series* **572**:269–274 DOI: 10.3354/meps12149.

Gouhier TC, Guichard F. 2014. Synchrony: quantifying variability in space and time. *Methods in Ecology and Evolution* **5**(6):524–533 DOI: 10.1111/2041-210X.12188.

Grossman GD, Dowd JF, Crawford M. 1990. Assemblage stability in stream fishes: a review. *Environmental Management* **14**(5):661–671 DOI: 10.1007/BF02394716.

Hampton SE, Holmes EE, Scheef LP, Scheuerell MD, Katz SL, Pendleton DE, Ward EJ. 2013. Quantifying effects of abiotic and biotic drivers on community dynamics with multivariate autoregressive (MAR) models. *Ecology* **94**(12):2663–2669 DOI: 10.1890/13-0996.1.

Hector A, Hautier Y, Saner P, Wacker I, Bagchi R, Joshi J, Scherer-Lorenzen M, Spehn EM, Bazeley-White E, Weilenmann M, Caldeira MC. 2010. General stabilizing effects of plant diversity on grassland productivity through population asynchrony and overyielding. *Ecology* **91**(8):2213–2220 DOI: 10.1890/09-1162.1.

Hillebrand H, Blasius B, Borer ET, Chase JM, Downing JA, Eriksson BK, Filstrup CT, Harpole WS, Hodapp D, Larsen S, Lewandowska AM. 2018. Biodiversity change is uncoupled from species richness trends: consequences for conservation and monitoring. *Journal of Applied Ecology* **55**(1):169–184 DOI: 10.1111/1365-2664.12959.

Kampichler C, Angeler DG, Holmes RT, Leito A, Svensson S, van der Jeugd HP, Wesolowski T. 2014. Temporal dynamics of bird community composition: an analysis of baseline conditions from long-term data. *Oecologia* **175**(4):1301–1313 DOI: 10.1007/s00442-014-2979-6.

Kampichler C, Van Turnhout CAM, Devictor V, Van der Jeugd HP. 2012. Large-scale changes in community composition: determining land use and climate change signals. *PLOS ONE* **7**(4):e35272 DOI: 10.1371/journal.pone.0035272.
Kominoski JS, Gaiser EE, Baer SG. 2018. Advancing theories of ecosystem development through long-term ecological research. *BioScience* 68(8):554–562 DOI 10.1093/biosci/biy070.

Kuebbing SE, Reimer AP, Rosenthal SA, Feinberg G, Leiserowitz A, Lau JA, Bradford MA. 2018. Long-term research in ecology and evolution: a survey of challenges and opportunities. *Ecological Monographs* 88(2):245–258 DOI 10.1002/ecm.1289.

Lamy T, Legendre P, Chancerelle Y, Siu G, Claudet J. 2015. Understanding the spatio-temporal response of coral reef fish communities to natural disturbances: insights from beta-diversity decomposition. *PLOS ONE* 10(9):e0138696 DOI 10.1371/journal.pone.0138696.

Legendre P. 2019. A temporal beta-diversity index to identify sites that have changed in exceptional ways in space–time surveys. *Ecology and Evolution* 9(6):3500–3514 DOI 10.1002/ece3.4984.

Legendre P, De Cáceres M. 2013. Beta diversity as the variance of community data: dissimilarity coefficients and partitioning. *Ecology Letters* 16(8):951–963 DOI 10.1111/ele.12141.

Legendre P, Gauthier O. 2014. Statistical methods for temporal and space–time analysis of community composition data. *Proceedings of the Royal Society B: Biological Sciences* 281(1778):20132728 DOI 10.1098/rspb.2013.2728.

Legendre P, Legendre LFJ. 2012. *Numerical ecology*. The Netherlands: Radarweg.

Lellouch L, Pavoine S, Jiguet F, Glotin H, Sueur J. 2014. Monitoring temporal change of bird communities with dissimilarity acoustic indices. *Methods in Ecology and Evolution* 5(6):495–505 DOI 10.1111/2041-210X.12178.

Lewis SL, Maslin MA. 2015. Defining the Anthropocene. *Nature* 519(7542):171–180 DOI 10.1038/nature14258.

Lightfoot DC, Davidson AD, Parker DG, Hernández L, Laundré JW. 2012. Bottom-up regulation of desert grassland and shrubland rodent communities: implications of species-specific reproductive potentials. *Journal of Mammalogy* 93(4):1017–1028 DOI 10.1644/11-MAMM-A-391.1.

Lindenmayer DB, Burns EL, Tennant P, Dickman CR, Green PT, Keith DA, Metcalfe DJ, Russell-Smith J, Wardle GM, Williams D, Bossard K. 2015. Contemplating the future: acting now on long-term monitoring to answer 2050’s questions. *Austral Ecology* 40(3):213–224 DOI 10.1111/aec.12207.

Lindenmayer DB, Likens GE, Andersen A, Bowman D, Bull CM, Burns E, Dickman CR, Hoffmann AA, Keith DA, Liddell MJ, Lowe AJ. 2012. Value of long-term ecological studies. *Austral Ecology* 37(7):745–757 DOI 10.1111/j.1442-9993.2011.02351.x.

Loreau M, De Mazancourt C. 2008. Species synchrony and its drivers: neutral and nonneutral community dynamics in fluctuating environments. *American Naturalist* 172(2):E48–E66 DOI 10.1086/589746.

Magalhaes MF, Beja P, Schlosser IJ, Collares-Pereira MJ. 2007. Effects of multi-year droughts on fish assemblages of seasonally drying Mediterranean streams. *Freshwater Biology* 52(8):1494–1510 DOI 10.1111/j.1365-2427.2007.01781.x.

Magnusson JJ. 1990. Long-term ecological research and the invisible present. *BioScience* 40(7):495–501 DOI 10.2307/1311317.

Matabos M, Bui AOV, Mihály S, Aguzzi J, Juniper SK, Ajayamohan RS. 2014. High-frequency study of epibenthic mega faunaal community dynamics in Barkley Canyon: a multi-disciplinary approach using the NEPTUNE Canada network. *Journal of Marine Systems* 130:56–68 DOI 10.1016/j.jmarsys.2013.05.002.

Newman MEJ. 2010. *Networks: an introduction*. Oxford: Oxford University Press.

Buckley et al. (2021), *PeerJ*, DOI 10.7717/peerj.11250
Ovaskainen O, Tikhonov G, Dunson D, Grotan V, Engen S, Sæther BE, Abrego N. 2017a. How are species interactions structured in species-rich communities? A new method for analysing time-series data. Proceedings of the Royal Society B: Biological Sciences 284(1855):20170768 DOI 10.1098/rspb.2017.0768.

Ovaskainen O, Tikhonov G, Norberg A, Guillaume Blanchet F, Duan L, Dunson D, Roslin T, Abrego N. 2017b. How to make more out of community data? A conceptual framework and its implementation as models and software. Ecology Letters 20(5):561–576 DOI 10.1111/ele.12757.

O’Sullivan DJ, Cotter PD, O’Sullivan O, Giblin L, McSweeney PLH, Sheehan JJ. 2015. Temporal and spatial differences in microbial composition during the manufacture of a continental-type cheese. Applied and Environmental Microbiology 81(7):2525–2533 DOI 10.1128/AEM.04054-14.

Palmer M. 2000. Ordination methods for ecologists. Stillwater: Oklahoma State University, Botany Department.

Patterson BD, Atmar W. 1986. Nested subsets and the structure of insular mammalian faunas and archipelagos. Biological Journal of the Linnean Society 28(1–2):65–82 DOI 10.1111/j.1095-8312.1986.tb01749.x.

Pereira RPA, Peplies J, Höflé MG, Brettar I. 2017. Bacterial community dynamics in a cooling tower with emphasis on pathogenic bacteria and Legionella species using universal and genus-specific deep sequencing. Water Research 122:363–376 DOI 10.1016/j.watres.2017.06.011.

Royer F, Fromentin JM. 2006. Recurrent and density-dependent patterns in long-term fluctuations of Atlantic bluefin tuna trap catches. Marine Ecology Progress Series 319:237–249 DOI 10.3354/meps319237.

Shackelford N, Starzomski BM, Banning NC, Battaglia LL, Becker A, Bellingham PJ, Bestelmeyer B, Catford JA, Dwyer JM, Dynesius M, Gilmour J. 2017. Isolation predicts compositional change after discrete disturbances in a global meta-study. Ecography 40(11):1256–1266 DOI 10.1111/ecog.02383.

Sheaves M, Johnston R, Connolly R. 2010. Temporal dynamics of fish assemblages of natural and artificial tropical estuaries. Marine Ecology Progress Series 410:143–157 DOI 10.3354/meps08655.

Soltwedel T, Bauerfeind E, Bergmann M, Bracher A, Budaeva N, Busch K, Cherkasheva A, Fahl K, Grzelak K, Hasemann C, Jacob M. 2016. Natural variability or anthropogenically-induced variation? Insights from 15 years of multidisciplinary observations at the arctic marine LTER site HAUSGARTEN. Ecological Indicators 65(19):89–102 DOI 10.1016/j.ecolind.2015.10.001.

Storkey J, Macdonald AJ, Bell JR, Clark IM, Gregory AS, Hawkins NJ, Hirsch PR, Todman LC, Whitmore AP. 2016. The unique contribution of Rothamsted to ecological research at large temporal scales. Advances in Ecological Research 55:3–42.

Tammert H, Tšertova N, Kiprovskaia J, Baty F, Nóges T, Kisand V. 2015. Contrasting seasonal and interannual environmental drivers in bacterial communities within a large shallow lake: evidence from a seven year survey. Aquatic Microbial Ecology 75(1):43–54 DOI 10.3354/ame01744.

Tonkin JD, Bogan MT, Bonada N, Rios-Touma B, Lytle DA. 2017. Seasonality and predictability shape temporal species diversity. Ecology 98(5):1201–1216 DOI 10.1002/ecy.1761.

Vallès Y, Artacho A, Pascual-García A, Ferrús ML, Gosalbes MJ, Abellán JJ, Francino MP. 2014. Microbial succession in the gut: directional trends of taxonomic and functional change in a birth cohort of Spanish infants. PLOS Genetics 10(6):e1004406 DOI 10.1371/journal.pgen.1004406.
Vaughn KJ, Young TP. 2010. Contingent conclusions: year of initiation influences ecological field experiments, but temporal replication is rare. *Restoration Ecology* 18:59–64 DOI 10.1111/j.1526-100X.2010.00714.x.

Vucetich JA, Nelson MP, Bruskotter JT. 2020. What drives declining support for long-term ecological research? *BioScience* 70(2):168–173 DOI 10.1093/biosci/biz151.

Wilson SK, Fisher R, Pratchett MS, Graham NAJ, Dulvy NK, Turner RA, Cakacaka A, Polunin NV, Rushton SP. 2008. Exploitation and habitat degradation as agents of change within coral reef fish communities. *Global Change Biology* 14(12):2796–2809 DOI 10.1111/j.1365-2486.2008.01696.x.

Yang LH. 2020. Toward a more temporally explicit framework for community ecology. *Ecological Research* 35(3):445–462 DOI 10.1111/1440-1703.12099.