EEG Signal Classification using Variational Mode Decomposition
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Abstract—Epilepsy affects about 1% of the population every year, and is characterized by abnormal and sudden hypersynchronous excitation of the neurons in the brain. The electroencephalogram (EEG) is the most widely used method to record brain signals and diagnose epilepsy and seizure cases. In this paper we use the method of Variational Mode Decomposition (VMD) in our analysis to classify seizure/seizure free signals. This technique uses variational non recursive mode decomposition, in comparison to other methods like Empirical Mode (EMD) and Hilbert-Huang transform which recursively decompose the signals, making them more susceptible to noise and sampling rate. VMD decomposes a signal into its components which are called principal modes. In our analysis, 4 features of the decomposed signals namely Renyi Entropy, second order difference plot (SODP), fourth order difference plot (FODP) and average amplitude are investigated, both individually and using a ranking methodology considering all 4 features at the same time. The SODP of decomposed signal modes is an elliptical structure. The 95% confidence ellipse area measured from the SODP of the decomposed signal modes has been used as a feature in order to discriminate seizure-free EEG signals from the epileptic seizure EEG signal. For the classification, a Multilayer Perceptron (MLP) with back propagation algorithm as the training method was used. A high percentage of accuracy was obtained when the features were used individually for classification and an even higher degree of accuracy was obtained when the ranking methodology was used.

Index Terms—Electroencephalogram (EEG) signal, Epilepsy, Variational Mode Decomposition (VMD), Second-order difference plot (SODP), Fourth-order difference plot (FODP).

I. INTRODUCTION

Epilepsy is the fourth most common neurological disorder and affects people of all ages.[1] Epilepsy is one of the reasons seizures occur[2]. During the seizure phase there is a lot of uncontrolled electrical disturbances taking place between the neurons of the brain. The electroencephalogram (EEG) signal is the most common way to measure neural activity on the surface of the brain, and is widely used in the detection of epilepsy[3]. Generally normal activity of the brain consists of non-synchronous signals, as the neurons are firing in different directions, when the brain is performing different activities[4]. However, during seizure the electrical activity can become highly synchronous which is what we are interested in looking at. Not all seizures are caused by epilepsy. Some other causes include psychogenic non-epileptic seizures, syncope, sub-cortical movement disorders and migraine variants[5]. Our main goal in this paper is to be able to classify epileptic from non-epileptic seizures. Although EEG signals can be noisy and contain artefacts, generally they can be classified as having 5 frequency bands, namely delta, theta, alpha, beta and gamma bands[6]. In the earlier days, EEG signal analysis was conducted by assuming the signal to be stationary. Hence time and frequency analysis were conducted independently as in [7][8]. The problem with this approach was that, a time domain analysis would lose resolution in frequency and vice versa, which meant some information would be lost. In order to tackle this problem, the time-frequency domain analysis was used in [9][10] by considering the EEG signal to be non-stationary. These techniques included using wavelet and multi-wavelet transforms[11-17]. In addition to time-frequency methods, others include parametric, non-parametric and eigen-vector methods.

The parametric model, as the name suggests is based on the assumption that the EEG signal satisfies a particular generating model and its behavior can be described by using a formula with a number of parameters to be estimated. Some of the widely used parametric methods are Auto-regressive model, Moving Average model, Auto-regressive moving average model[18]. The AR model is very good at representing signals with high and narrow peaks. The Moving Average model is better at representing broad peaks. Non-parametric methods rely on calculating the power spectral density (PSD) in order to represent spectral resolution. There are 2 main types which are Periodogram and Correlogram. These 2 techniques provide reasonable resolution for sufficient data lengths. However they suffer with the problem of having a high variance, even for longer data lengths and methods have been tried in [19] to reduce the variance by making a compromise on the resolution. Eigen vector methods are used for estimating frequencies when the signals have been corrupted by noise[20]. The techniques of wavelet transform are not exactly completely time-frequency analysis, as they divide the signal into small length of time, but lose resolution within those small segments. Recently signal decomposition techniques like Empirical Mode Decomposition (EMD) [21] have been used in EEG signal analysis for analysing non-linear and non-stationary signals and many of these techniques have been applied to EEG signals[22-28]. The idea behind
EMD is to decompose the original signals into its Intrinsic Mode Functions (IMF). IMFs are derived signal components which have inherent characteristics of the original signals. They mainly satisfy 2 conditions. 1) In the whole signal, the number of extrema and the number of zero crossings must be the same or at most differ by one. 2) At any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima should be zero[29]. In other words, these conditions define the IMFs as AM-FM signals. With some shortcomings, EMD algorithm has been fairly widely used in many applications such as, signal decomposition in audio engineering [30], climate analysis [31], and various flux, respiratory, and neuromuscular signals found in medicine and biology [32-35]. The problem with EMD is that there is a lack of mathematical theory behind it as the algorithm is empirical in nature. Hence the algorithm’s results are highly dependent on the methods of extremal point finding, interpolation of extremal points into carrier envelopes, and the stopping criteria imposed, which are techniques that are subjective in nature [29]. In order to overcome some of the drawbacks of EMD, a new technique was developed called Variational Mode Decomposition (VMD) in [29]. One of the main drawbacks of EMD is that it is recursive, which does not allow backward error correction[36]. In contrast, VMD is an intrinsic, and variational method that determines the frequency band of each mode adaptively and the modes concurrently. Hence if there is an error in one of the iterations while calculating the frequency bands, it can be quickly balanced while calculating the modes. The noise characteristics obtained during VMD has a close relation to Wiener filtering [29]. Our main aim in this paper is to apply the VMD algorithm in order to classify EEG signals.

II. METHODOLOGY

A. Dataset

The EEG dataset used in this analysis is available publicly online[37] and has been taken from the University of Boon website. The entire recorded data is divided into five groups namely Z, O, N, F and S which contain the signals of both healthy and seizure affected subjects. Each of this set has got 100 single channel EEG signal recording, that were obtained by sampling at a rate of 173.61Hz for a duration of 23.6 seconds. The sub-sets Z and O have been recorded using surface EEG recordings of five healthy volunteers with eyes open and closed, respectively, using standard electrode placement scheme according to the international 10-20 system. The signals in two subsets (N and F) have been recorded in seizure-free intervals from five patients in the epileptogenic zone (subset F) and from the hippocampal formation of the opposite hemisphere of the brain. The subset S includes seizure activity selected from all recording sites exhibiting ictal activity. The subsets N, F, and S have been recorded intracranially. All EEG signals were recorded with the same 128-channel amplifier system with an average common reference. The main goal was to check the accuracy of the proposed method in classifying between Normal/Seizure, Seizure/Seizure-free and Seizure/Non-Seizure signals. For the Normal/Seizure classification, the datasets Z, O, and S were used. For the Seizure/Seizure-free classification the datasets N, C and S were used and finally for the Seizure/Non-Seizure classification, all the five datasets of Z, O, N, C, and S were used.

B. Variational Mode Decomposition

VMD uses variational techniques and the main objective is to decompose the original signal into its discrete number of principal modes or sub modes that have specific sparse properties, while also keeping in mind the reconstruction of the original signal from these modes. In the VMD algorithm we have chosen the bandwidth as the sparse property for each decomposed mode[29]. Hence our final objective is to decompose the signal into its respective modes and also calculate their centre frequency $u_k$. This means each of the sub-modes will have a centre frequency $\omega_k$ which will be calculated during the decomposition. The calculation of bandwidth (centre frequency) for each mode is done as follows: 1) the analytical signal of the mode is calculated by taking the Hilbert transform of the signal which gives us the unilateral frequency spectrum of the mode. 2) Each mode signal is then shifted to base band by mixing it with another signal which is tuned to the respective estimated centre frequency. 3) The bandwidth is now estimated by taking the squared L-2 norm of the gradient. The variational problem with the reconstruction constraint can be written as

$$\min_{u_k, \omega_k} \left\{ \sum_k \left\| \partial_t \left[ \left( \delta(t) + \frac{j}{\pi t} \right) * u_k(t) \right] e^{-j\omega_k t} \right\|_2^2 \right\}$$

The reconstruction constraint can be enforced in different ways. In this algorithm 2 methods are used namely, the Lagrange multiplier and the quadratic penalty method. The Lagrangian multiplier is used for enforcing the reconstruction constraint and the quadratic penalty method is used to increase the convergence of the result. Applying this condition the above equation can be rewritten as follows

$$\mathcal{L}(u_k, \omega_k, \lambda) = \alpha \sum_k \left\| \partial_t \left[ \left( \delta(t) + \frac{j}{\pi t} \right) * u_k(t) \right] e^{-j\omega_k t} \right\|_2^2$$

$$+ \left\| f - \sum_k u_k \right\| + \left\langle \lambda, f - \sum_k u_k \right\rangle.$$ 

To find the optimal centre frequency we need to minimize the above Lagrangian, in other words to find the saddle point. This is done in iterations using the alternate direction method of multipliers (ADMM) as shown in [29]. The 3 main equations of the iteration are shown below:

$$\dot{u}_k^n + 1 \leftarrow \frac{\sum_{i<k} \dot{u}_{i}^{n+1} + \sum_{i>k} \dot{u}_{i}^{n} + \frac{\lambda^n}{2}}{1 + 2\alpha (\omega_k - \omega_{k}^n)}.$$ 

$$\omega_k^{n+1} \leftarrow \frac{\int_0^{\infty} \omega |\dot{u}_k^{n+1}(\omega)|^2 d\omega}{\int_0^{\infty} |\dot{u}_k^{n+1}(\omega)|^2 d\omega}.$$
The method used to calculate the SOPD area is given below. The area is calculated for each of the decomposed signal mode. The confidence area has been used to calculate the SODP area. The EEG signals and Centre of pressure (COP) signals. The 95% samples in both the X and Y axis. Hence the X(n) and Y(n)

\[ X(n) = x(n+1) - x(n) \]  
\[ Y(n) = x(n+2) - x(n+1) \]

Recently, SODP has been used in variability analysis for EEG signals and Centre of pressure (COP) signals. The 95% confidence area has been used to calculate the SODP area. The area is calculated for each of the decomposed signal mode. The method used to calculate the SODP area is given below:

- Compute the mean values of X(n) and Y(n)

\[ S_X = \frac{1}{N} \sum_{n=0}^{N-1} X(n)^2 \]  
\[ S_Y = \frac{1}{N} \sum_{n=0}^{N-1} Y(n)^2 \]  
\[ S_{XY} = \frac{1}{N} \sum_{n=0}^{N-1} X(n)Y(n) \]

- Compute the D parameter as:

\[ D = \sqrt{(S_X^2 + S_Y^2) - 4(S_X^2 S_Y^2 - S_{XY}^2)} \]  
\[ a = 1.7321 \sqrt{S_X^2 + S_Y^2 + D} \]  
\[ b = 1.7321 \sqrt{S_X^2 + S_Y^2 - D} \]

From the parameters a and b, the ellipse area is calculated as:

\[ A_{ellipse} = \pi ab \]

For the fourth order difference plot (FODP), the procedure is same as SODP except that we shift the signal sample by 2 samples in both the X and Y axis. Hence the X(n) and Y(n) in equations (7) and (8) change to

\[ X(n) = x(n+2) - x(n) \]  
\[ Y(n) = x(n+4) - x(n+2) \]

The rest of process remains the same as in SOPD calculations.

D. Renyi Entropy

The idea of using entropy to classify signals stems from the fact that entropy characterises the distortedness or randomness of the signal. Generally normal signals tend to have more random impulses compared to ictal signals. Spectral entropy [40] is evaluated using the normalized Shannon entropy, which quantifies the spectral complexity of the time series. Fourier transformation is used to obtain the power spectral density (PSD) of the time series. The PSD represents the distribution of power of the signal according to the frequencies present in the signal. In order to obtain the power level for each frequency, the Fourier transform of the signal is computed, and the power level of the frequency component is denoted by \( P_f \). The normalization of the power is performed by computing the total power as \( \sum P_f \) and dividing the power level corresponding to each frequency by the total power as:

\[ p_f = \frac{P_f}{\sum P_f} \]

We have used the Renyi entropy as the feature to classify EEG signals [41], which can be generally defined as:

\[ RenEn(\alpha) = \frac{1}{1-\alpha} \log \left( \sum_f p_f^\alpha \right), \alpha > 0 \]

In our case we use \( \alpha = 2 \) which is also known as quadratic Renyi entropy.

E. Average Amplitude

Using the VMD algorithm to decompose the modes of signal, the average value of the amplitude was one of the simple yet distinguishable characters used in the classification. It is calculated by taking the sum of the absolute value of all the samples and dividing it by 4097, i.e the total number of samples.

F. Multilayer Perceptron (MLP) based classification

The classifier used for this analysis is the Multilayer Perceptron (MLP) which is a feed forward artificial neural network (ANN). ANNs are inspired to emulate the working of the human brain and contain different number of nodes which can be distributed across many layers, with all the elements of one layer connected to the next one. Each layer has got an activation function and a weight that connects it to another node of the next layer. In our classifier we used a sigmoid activation function for each node. The configuration that yielded the best results were 2 hidden layers, each consisting of 10 nodes each and an input and output layer.

III. RESULTS

Variable Mode Decomposition (VMD) decomposes a given signal into its principal modes. The analysis was done using 4 features extracted from the principal nodes which are, the Renyi entropy, the second order difference plot (SODP), fourth order difference plot (FODP) and average amplitude. The features were tested individually and also combining all the features, i.e all the above features were used for
(a) Variational Mode Decomposition of the 23.6s seizure free EEG signal

(b) Variational Mode Decomposition of the 23.6s ictal EEG signal

Fig. 1: Comparison of seizure-free and ictal signals after Variational Mode Decomposition. Ictal signals have a much larger amplitude compared to seizure-free signals across the different modes.

In VMD, the first principal mode has the lowest frequency. The consecutive modes constitute the higher frequencies as seen in Fig 1, unlike in Empirical Mode Decomposition (EMD) where the first few modes, constitute the higher frequencies. Among the 4 features individually investigated, The Renyi entropy has the least accuracy, the results of which are shown in Table 1. This table shows the results for which the first 80 samples were used as the training data, and the remaining 20 samples (each set (Z,O,N,F,S) contains 100 samples) were used as classification test data. The entropy was calculated for each of the decomposed modes and fed as separate inputs to the MLP classifier. The results for Normal/Seizure classification (Z,O and S) are higher, as this set consists of signals from healthy patients and confirmed seizure patients. The Seizure/Seizure-free (N,F and S) and Seizure/Non-Seizure (Z,O,N,F and S) classifications consist of the N and F datasets which are seizure free, but may have other brain conditions, which increases the risk of misclassification and reduces the accuracy.

The SODP of the decomposed modes is plotted in Fig 2. We can observe the elliptical structure of the modes. Hence we can calculate the area of the ellipse. We have used 95% confidence ellipse area as a feature for discriminating ictal EEG signals from the seizure-free EEG signals. The results obtained are shown in Table 1. The second order difference plot concept can be extended to the fourth-order by delaying
the signal samples twice the amount. This is called the fourth order difference plot (FODP). The calculation of the ellipse area remains the same as in the case of SODP. The final feature used is the average amplitude of each of the decomposed modes. Compared to EMD, the difference in amplitude using VMD is more pronounced between the decomposed modes of seizure free and ictal signals which gives a high degree of accuracy. The results are again shown in Table 1.

We have also tested using all 3 features in the classification logic. Renyi entropy was left out due to its lower accuracy. The ranking methodology used for this is as follows: The classification is initially done using each feature individually. Once the classification results for all 3 features are obtained, they are compared. If all three features output the same result, then that result will be the output. If the results differ, then the

| Feature/Accuracy(%) | Normal/Seizure | Seizure/Seizure-Free | Seizure/Non-Seizure |
|---------------------|----------------|----------------------|--------------------|
| SODP                | 93.3           | 96.6                 | 96                 |
| FODP                | 91.6           | 100                  | 96                 |
| Average Amplitude   | 98.3           | 98.3                 | 98                 |
| Renyi Entropy       | 98.3           | 88.3                 | 90                 |
(a) Frequency spectrum of the principal modes of a seizure free signal

(b) Frequency spectrum of the principal modes of an ictal signal

Fig. 3: Comparison of the spectrum of seizure-free and ictal signals.

| Feature/Accuracy(%) | Normal/Seizure | Seizure/Seizure-free | Seizure/Non-Seizure |
|---------------------|----------------|----------------------|---------------------|
| 3 features (except entropy) | 98.3 | 100 | 99 |

TABLE II: Accuracy(%) with features ranked

majority classification is taken as the result (Table II). In order to get rid of the bias of selecting a particular set of training and testing samples, for this classification 80 samples were randomly selected without replacement, and the remaining 20 samples which were not in the training set were used as the test set. Same feature ranking method was used as the previous method. 24 iterations were run, where in each iteration the training and test set is random. The results are shown below:

IV. CONCLUSION

In this paper, the Variational Mode Decomposition (VMD) method was applied to classify EEG signals as seizure-free/seizure. The VMD had many improvements over previous methods like EMD and Wavelet transforms. It has also given us promising results with an average accuracy of 98.2%, 96.4% and 97.9% for the classification of Normal/Seizure, Seizure/Seizure-free and Seizure/Non-Seizure cases respectively. It is a slight improvement on the accuracy of 97.7% obtained in [39] and a significant improvement over the accuracy of 94% and 95% obtained in [7] and [8] respectively. However we would like to try our algorithm over a larger data set, as the Bonn data set in total has only 300-500 samples, based on the type of, for both testing and training. Hence
TABLE III: Accuracy(%) with training and testing data randomized (mutually exclusive)

| Iteration | Normal/Seizure | Seizure/Seizure-free | Seizure/Non-Seizure |
|-----------|----------------|----------------------|---------------------|
| 1         | 98.3           | 96.3                 | 96                  |
| 2         | 100            | 98.3                 | 97                  |
| 3         | 100            | 95                   | 98                  |
| 4         | 98.3           | 96.3                 | 97                  |
| 5         | 98.3           | 96.3                 | 99                  |
| 6         | 96.3           | 96.3                 | 97                  |
| 7         | 100            | 98.3                 | 97                  |
| 8         | 100            | 98.3                 | 99                  |
| 9         | 100            | 95                   | 100                 |
| 10        | 96.3           | 93.6                 | 98                  |
| 11        | 100            | 93.6                 | 98                  |
| 12        | 100            | 100                  | 95                  |
| 13        | 96.3           | 93.6                 | 99                  |
| 14        | 95             | 98.3                 | 98                  |
| 15        | 98.3           | 100                  | 98                  |
| 16        | 98.3           | 96.3                 | 98                  |
| 17        | 96.3           | 93.6                 | 98                  |
| 18        | 95             | 96.3                 | 97                  |
| 19        | 96.3           | 96.3                 | 100                 |
| 20        | 98.3           | 98.6                 | 95                  |
| 21        | 96.3           | 93.6                 | 96                  |
| 22        | 100            | 93.6                 | 99                  |
| 23        | 98.3           | 95                   | 100                 |
| 24        | 98.3           | 98.6                 | 100                 |
| Average   | 98.2           | 96.4                 | 97.9                |

a single anomaly or misclassification would bring down the accuracy drastically. We are also looking at applying new features like Lyapunov exponent, Shannon entropy etc in our future work.
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