Measuring Chinese cities’ economic development with mobile application usage
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Abstract: With the rise of smart phones, mobile applications have been widely used in daily life. However, the relationship between individuals’ mobile application usage and cities’ economic development has yet to be investigated. To study this question, this work utilizes a dataset containing users’ history of mobile application usage records (MAURs) and investigates how MAURs are related to Chinese cities’ economic development. Our analysis shows the cities’ GDP and number of MAURs are highly correlated, and at the individual level, people in wealthier cities (higher GDP per capita) tend to have more active mobile application usage (MAURs per capita). The results also demonstrate the relevance between cities’ GDP and MAURs varies significantly among different demographic groups, with male users’ relevance consistently higher than female users’ and working-age people’s relevance higher than other age groups. A boosted tree regression model is then applied to predict cities’ GDP with MAURs and proves to achieve high goodness-of-fit (over 0.8 R-square) and good prediction accuracy, especially for the economically developed and populous regions in China. To the best of our knowledge, this is the first time that the relationship between MAURs and cities’ economic development is revealed, which contributes to novel knowledge discovery for regionalization and urban development.
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1 Introduction

The recent rise of big data has provided researchers with novel data sources and tools to
study unexplored issues before (Dong et al., 2019; Liu et al., 2021). In relevant fields, various kinds of new big data have been introduced to address issues such as inferring socioeconomic indicators (Gamma et al., 2016; Mellander et al., 2015), study of social networks (Palla et al., 2007; Park et al., 2018), human mobility (Gonzalez et al., 2008; Blumenstock, 2012), pandemic transmission (Kraemer et al., 2020; Tian et al., 2020; Shi et al., 2021).

Among various kinds of big data, the mobile phone data is a very popular data source. One commonly-used type of mobile phone big data is call detail records (CDR), which tracks users’ approximate locations and the calling/receiving parties when they make a call/message (Blumenstock et al., 2015). Another type related to mobile phone big data is users’ log recorded in a single application, which may track individuals’ movement trajectories or search history in that single application (Dong et al., 2017; Sun et al., 2017).

However, a limitation of above mobile phone data (i.e., CDR and records from a single application) is that these records are far incapable of indicating individuals’ overall usage of all the installed applications on the phone. Dozens of mobile applications may be installed on a smart phone, and daily used by users for different purposes, like working, communication and entertainment. Due to the data availability issue, such records of individuals’ overall mobile application usage on the phone have seldom been accessed or used in socioeconomic studies. Moreover, the individual’s mobile application usage is a reflection of his/her activity in the online virtual cyber world. Whether people’s online behaviours in the virtual world will be affected by the social wealth of the physical world that they live in? Whether the society’s economic development can be inferred from the residents’ mobile application usage? These meaningful questions can add more knowledge into the human dynamics under the compound influence of physical and virtual worlds, yet remain unsatisfactorily addressed.

Consequently, to answer the above questions, this work utilizes a dataset containing users’ history of mobile application usage (detailed information about “who used what application at when and where”), and investigates the relationships between individuals’ mobile application usage records (MAURs) and the city-level economic development. Specifically, in our work, the number/frequency of the mobile application usage is used to quantify the MAURs (e.g., if an individual has used the apps on the phone 100 times during the experimental period, the individual’s MAURs is then 100). Our results demonstrate the high correlation between cities’ economic development and MAURs, and also the correlation variation among different demographic groups. A boosted tree model is then applied for regression and demonstrate the model’s effectiveness and accuracy in predicting cities’ economic development with MAURs.

The detailed contributions of this work can be summarized as below:

- For the first time, we reveal the correlation between individuals’ mobile application usage and cities’ economic development. Our findings show that (1) people in wealthier cities tend to have more active mobile application usage; (2) the relevance of male and work-age users’ MARUs to GDP, is consistently higher than that of other demographic groups.
- We apply a boosted tree regression model to predict cities’ GDP with MARUs and prove that the regression model can predict cities’ GDP with high goodness-of-fit and accuracy, especially for the economically developed and populous regions.

The rest of this paper is organized as below. Section 2 briefly reviews the previous related
work. Section 3 describes our experiment dataset and methodology in details. Section 4 gives our experiment results and important findings. Finally, Section 5 concludes the whole paper and discusses the limitations of this work.

2 Related work on measuring the socioeconomic attributes with big data

The recent expansion of big data collection has profoundly influenced the socioeconomic research (Einav and Levin, 2014; Varian, 2014). Various kinds of newly available big data have been employed in different studies, for measuring socioeconomic statistics and economic activity.

One popular data source used by previous studies is the night-time light satellite image, which has the following advantages: (1) easy access to information; (2) high spatial resolution; and (3) wide geographic coverage (Donaldson and Storeygard, 2016), and thus has been widely used as proxy for socioeconomic variables (Mellander et al., 2015). For instance, Henderson et al. (2012) developed a framework that uses night-time satellite data to complement existing income growth measures, which can be particularly useful for countries with poor-data regions. A similar work was done by Chen and Nordhaus (2011), who examined night-time data as a measurement for GDP and demonstrated its value for countries with low-quality statistics. Night-time light’s capabilities to timely measure socioeconomic status also make it a useful tool for monitoring social disturbance, resulting from natural disasters (Xue et al., 2018; Qiang et al., 2020) or man-made humanitarian crises (Li et al., 2014). Nevertheless, the unavailability of long-term, temporally consistent and spatially precise data may potentially undermine the valid application of night-time light (Gibson et al., 2020).

The vast volume of human-generated electronic records has also been applied for measuring socioeconomic outcomes. Sobolevsky et al. (2017) used bank card transactions to predict a series of socioeconomic indexes related to life quality. Related studies also used individual’s web-based search records to forecast various economic indicators, such as consumer confidence, unemployment, crime, and revenue forecast (Ettredge et al., 2005; Choi and Varian, 2012; Gamma et al., 2016; Dong et al., 2017). Another popular data source for measuring economy is social media data (with or without geolocation), which has been used for studying problems like labour market flow and business establishments (Antenucci et al., 2014; Llorente et al., 2015; Glaeser et al., 2017).

Besides the aforementioned kinds of datasets, mobile phone usage is widely used as well for socioeconomic studies. A unique characteristic of mobile phone data is that call detail records (CDR) can record both the spatiotemporal and calling/receiving information of users, which enables the reconstruction of individual’s spatiotemporal trajectories and communication networks. Blumenstock et al. (2015) predicted the individuals’ wealth and possession of different assets, using their history of mobile phone usage. Eagle et al. (2010) quantified the diversity of individuals’ social relationships with users’ mobile phone contacts and demonstrated its strong correlation with communities’ economic development. Researchers further proved the applicability of mobile phone big data in indicating different socioeconomic indicators, including unemployment rates, per capita income and deprivation index (Toole et al., 2015; Almaatouq et al., 2016; Pappalardo et al., 2016). A comparison of the advantages
and disadvantages of different data sources for measuring socioeconomic status has been given in Table 1.

| Data Sources                          | Easy access | High spatial resolution | Wide geographic coverage | Indicating individual activity | Indicating human mobility | Indicating social network |
|---------------------------------------|-------------|-------------------------|--------------------------|-------------------------------|--------------------------|---------------------------|
| Satellite image                       | ✓           | ✓                       | ✓                        |                               |                          |                           |
| Bank card transaction                 | ✓           | ✓                       | ✓                        |                               | ✓                        |                           |
| Web-based search records              | ✓           |                         | ✓                        |                               | ✓                        |                           |
| Social media                          | ✓           | ✓                       | ✓                        |                               | ✓                        | ✓                         |
| Mobile phone call detail records (CDR)| ✓           | ✓                       | ✓                        |                               | ✓                        | ✓                         |

However, most previous studies using mobile phone big data, utilized the CDR to identify human movement or communication networking. Few works have ever accessed the records of individuals’ overall mobile phone application usages. Whether people’s behaviours in the online virtual world will be affected by the wealth of the physical world? Whether the cities’ economic development can be inferred from the residents’ mobile application usage? These worthwhile research questions remain to be answered.

3 Study dataset and methodology

3.1 Study dataset and preprocessing

This study aims to investigate the relationship between mobile application usage and city’s economic development. Consequently, two kinds of datasets are used for experiments: mobile application usage records (MAURs) and statistic data of cities. The mobile application usage records are from an open-sourced dataset (TalkingData, 2016), published by TalkingData, China’s largest third-party mobile data platform (TalkingData, 2020). The dataset was collected via TalkingData software development kit (SDK) integrated in the mobile applications. When a user uses an application that implements TalkingData SDK, an event will be logged, with spatiotemporal and application information indicating when and where the event is, and what mobile application is used. The geographical coverage of the dataset is in China mainland (without Hong Kong, Macau and Taiwan), and the time period of the dataset is May 1–7, 2016. Users’ age and gender information were also provided in the dataset, with users’ full consents and all personal identifications anonymized for privacy. A detailed dataset description can be found in TalkingData (2016). As the event locations are in the form of coordinates, we employ Baidu Map API for reverse geocoding to retrieve the city where events occurred. After data preprocessing, 3,252,950 events generated by about 60,865 users are recorded in total.

For indicators of economic development, the city’s GDP and GDP per capita are retrieved from the Chinese City Statistical Yearbook 2017. The data of 330 Chinese cities is collected and those cities without available statistics data are excluded from this study. The key attributes of our datasets are summarized as Table 2.
Table 2 Attributes of the experimental datasets

| Attributes of mobile application usage | Attributes of city’s economic development |
|---------------------------------------|------------------------------------------|
| Fields | Descriptions | Fields  | Descriptions |
| e_id | An id uniquely indicating an event that a mobile application is used | city_name | The name of a city |
| app_id | An id uniquely indicating an application used in the event | population | The population of a city |
| u_id | An id uniquely indicating the user of the event | GDP | The GDP of a city |
| timestamp | The timestamp of the event | GDP per capita | The GDP per capita of a city |
| location | The location of the event | u_gender | The gender of the user |
| u_age | The age of the user |

3.2 Methodology

3.2.1 Pearson correlation and boosted decision tree regression model

To understand the relationship between mobile application usage and city’s economic development, Pearson correlation analysis is performed. The Pearson correlation coefficient is tested at 0.01 significance level.

After correlation analysis, we would like to answer: whether the city’s economic development can be measured or predicted, given its residents’ mobile application usage. Consequently, we split the users into different demographic groups (according to their gender and age) and construct a multi-dimension feature vector by calculating the numbers of MAURs of each demographic group:

$$\text{feature vector} = (\text{MAUR}_1, \text{MAUR}_2, \ldots, \text{MAUR}_n)$$

(1)

where $\text{MAUR}_i$ is the number of MARUs of the $i$th demographic group. A boosted decision tree model is then implemented to predict the city’s economic development with the constructed multi-dimension vectors as input feature. The output score of the boosted decision tree model can be written as:

$$F_t(x) = \sum_{i=1}^{t} f_i(x)$$

(2)

where $x$ is the input feature and $f_i(x)$ is the output score of the $i$th single regression tree. The boosted decision tree model is an ensemble of regression trees using boosting strategy. Given the ground-truth output score $y$ and $t$ trained trees, the $(t+1)$th tree to be trained, $f_{t+1}(x)$ aims to fit the dataset $\{x, r_t\}$, where $r_t$ is the residual between $y$ and $F_t(x)$, i.e.:

$$r_t = y - F_t(x)$$

(3)

The python library XGboost is used for the implemented of boosted decision tree regression. For parameter settings, the hyperparameters are find-tuned using Grid Search (Bao and Liu, 2006).

The performance of model regression is evaluated using the measurement $R$ square ($R^2$) via 5-fold cross-validation approach: the datasets are divided into five random folds, each of which is taken alternatively for testing and the remaining four folds for training, until all the five folds have been used once for testing. The results of five testing folds are then averaged.
to produce the final evaluation of model’s performance.

3.2.2 Spatial analysis of regression model performance

The performance of our regression model may vary from city to city. The follow-up interesting questions are in which regions the model underperforms or outperforms, and whether the regions where the model underperforms or outperforms tend to spatially aggregate. A spatial analysis of the model’s performance is thus conducted to evaluate whether the model’s performance exhibits any spatial pattern (clustered, dispersed or random), which helps to validate the model’s effectiveness and generalizability across different regions.

The global and local patterns of the model’s performance are investigated with Global Moran’s I (Moran, 1950) and Local Moran’s I (Anselin, 1995). The Global Moran’s I and Local Moran’s I are calculated as:

\[ I = \frac{N}{W} \sum_i \sum_j w_{ij} (x_i - \bar{X})(x_j - \bar{X}) \]

\[ I_i = \frac{x_i - \bar{X}}{S_i^2} \sum_{j=1, j \neq i}^n w_{i,j} (x_j - \bar{X}) \]

(4)

where \( I \) is Global Moran’s I and \( I_i \) is the Local Moran’s I for \( i \)th unit; \( N/n \) is the number of units to be investigated; \( x_i \) is the target attribute of \( i \)th unit (in our study, \( x \) stands for the indicator of the model’s performance in the region); \( \bar{X} \) is the mean of \( x_i \); \( w_{ij} \) is the spatial weight between \( i \)th and \( j \)th unit (in our study, the spatial weight is measured using the inverse Euclidean distance between the units); \( W \) is the sum of \( w_{ij} \); \( S_i^2 \) is calculated as

\[ S_i^2 = \frac{\sum_{j=1, j \neq i}^n (x_j - \bar{X})^2}{n-1} \]

The value of Global Moran’s I ranges from \([-1, 1]\). A positive Global Moran’s I value indicates positive spatial autocorrelation (clustered) while negative value indicates negative spatial autocorrelation (dispersed), with corresponding p-value and z-score indicating significance level. Local Moran’s I can indicate the extent of spatial clustering of similar values around the observed unit. The output of Local Moran’s I distinguishes four cluster type: cluster of high values (HH), cluster of low values (LL), high value surrounded by low values (HL), and low value surrounded by high values (LH).

4 Results

4.1 Correlations between cities’ economic development and mobile application usage

We investigate the relationship between cities’ economic development and the mobile application usage, using Pearson correlation. The Pearson’s \( r \) is first calculated between the cities’ GDP and the total number of MAURs in the cities (shown in Figure 1). The results show that cities’ GDP are highly positively correlated with the number of MAURs in the cities, with a Pearson’s \( r = 0.914** \) at 0.01 significance level. The cities with highest GDP (such as Beijing, Shanghai, Shenzhen, Guangzhou) are also among the top cities with most MAURs.
The total number of MAURs and GDP of a city can be decomposed with the following formula:

\[
\begin{align*}
\text{Total number of MAURs} &= \text{Popu} \times \text{MAURs per capita} \\
\text{GDP} &= \text{Popu} \times \text{GDP per capita}
\end{align*}
\]  

(5)

where \(\text{Popu}\) is the population of the city. Consequently, an explanation for such high correlation between cities’ GDP and mobile application usage may be that, the cities with more MAURs probably have more residents, thus leading to higher GDP, which means the number of MAURs is a reflection of the population. However, according to the Formula 5, another potential explanation for such high correlation is that, the city’s \(\text{MAURs per capita}\) and \(\text{GDP per capita}\) may be positively related, which means people in wealthier cities (higher GDP per capita) may have more frequent/active mobile application usage. Whether the latter explanation is true or not remains an unexplored question.

**Figure 1** GDP and MAURs of Chinese cities

To investigate the above question, the relationship between cities’ GDP per capita and the average number of MAURs per capita is further studied (Figure 2). In Figure 2, the cities are
divided into ten group in terms of their rankings of GDP per capita, and the average numbers of MAURs of every10 thousand people of respective city groups are displayed with boxplot. It shows a clear pattern that the city groups of higher GDP per capita also have higher numbers of MAURs per capita, than city groups of lower GDP per capita. For the top 10% cities in terms of GDP per capita, the median of MAURs number in every 10 thousand people is 35.0; while for the cities in the top 40%-50% and bottom 10%, the medians are 9.1 and 2.8. Our correlation analysis shows the Pearson’s $r$ between cities’ GDP per capita and number of MAURs per capita is 0.789**, with significance at 0.01 level. The above findings demonstrate that people living in wealthier areas (i.e., cities of higher GDP per capita) tend to have more active mobile application usage, than people in less developed areas.

4.2 Differentiation among demographic groups

We further divide the users in the dataset into different demographic groups according to their ages and genders (see Table 2), and examine whether the correlation between cities’ GDP and MAURs differentiates among different demographic groups. The results (Figure 3) show that, the Pearson’s $r$ between cities’ GDP and MAURs varies significantly among different groups:

1. The relevance of male users’ MARUs to GDP, is consistently higher than that of female users throughout different age groups, with only one age group exception (i.e., over 70 years old);

2. For both genders, the relevance of MARUs to GDP shares similar trends and the relevance of working age’s (18~60 years old) MARUs to GDP is significantly higher than those of pre-working age (below 18 years old) and post-working age (over 60 years old). The relevance of MARUs to GDP first increases and then decreases as age grows, with the peak achieved at the age group of 25~30 years old (Pearson’s $r$ more than 0.8).

3. While both genders’ relevance shares similar trends, the range and standard deviation of female users’ relevance are 0.775 and 0.245, larger than those of male users’ relevance (i.e., 0.668 and 0.211), which indicates the relevance of female users’ MARUs to GDP fluctuates and polarizes more than that of male users, across different age groups.

![Figure 3](image)

**Figure 3** Correlations between cities’ GDP and MAURs of different demographic groups

4.3 Inferring cities’ GDP with MAURs and boosted decision tree model

Since the cities’ GDP and MAURs are highly correlated, we then study whether the city’s
economic development can be inferred, given its residents’ mobile application usage. The details of the used boosted decision tree model and the input feature are as explained in Equation 1 in Section 3.2.1, and the output of the model is the city’s GDP. In Section 4.2, it has been revealed that the MAURs of different demographic groups may have different correlations with the cities’ GDP. Consequently, the input feature vectors (Equation 1) are constructed based on the MAURs of different demographic groups, which can prevent the information of MAURs of high-correlation groups from the hinderance of low-correlation groups as well as maintain the information of MAURs of low-correlation groups at the same time. The division of demographic groups to construct input feature vectors (Equation 1) is the same as Section 4.2.

4.3.1 Performance of the boosted decision tree model

The performance of our regression model is evaluated using 5-fold cross-validation. Figure 4 presents the predicted GDP and true GDP of 330 Chinese cities investigated in this study. It shows that our tree regression model fits well with the observation and achieves high $R^2 = 0.805$, suggesting our model can explain most proportion of the total variation of the dataset and achieve high goodness-of-fit.

![Figure 4](image.png)

**Figure 4** The regression model’s predicted GDP versus true GDP of 330 Chinese cities

However, $R^2$ is a statistic evaluating how well the model fits the overall dataset and yet insufficient to indicate how accurate our model performs on each item (i.e., cities in this study) in the dataset. To measure the accuracy of our model’s prediction of each city’s GDP, we introduce another measurement predictive error (Dong et al., 2019), defined as

$$\text{predictive error} = \frac{|\text{Predicted GDP} - \text{True GDP}|}{\text{True GDP}}$$

(6)

The predictive error is calculated for each city and used to measure the deviation of predicted GDP from the true GDP of the city. For example, if the regression model achieves 30% predictive error for a city, it means the city’s predicted GDP by the model deviates 30% (lower or higher) from the city’s real GDP. We further calculate the cumulative distribution function of the model’s predictive error as below:
where the numerator calculates the sum of true GDP of the cities with predictive error less than \( x \), and the denominator calculates the sum of true GDP of all the cities in this study. The cumulative distribution function of predictive error can be used to answer: how much proportion of all the cities’ GDP can be predicted with an error less than a given threshold, and the result is displayed in Figure 5. It shows that the GDP of the cities with predictive error less than 0.30, account for about 60\% of the sum of all the Chinese cities’ GDP. About 70\% of all the Chinese cities’ GDP, can be predicted with an error less than 0.35. The above results demonstrate that, our model is capable of predicting most Chinese cities’ GDP with good accuracy.

![Cumulative distribution of our model’s predictive error](image)

Figure 5  Cumulative distribution of our model’s predictive error

4.3.2 Geographical variation of model’s performance

After evaluation of the model’s overall performance on the whole dataset, the geographical variation of model’s performance over different regions is subsequently investigated. The model’s performance (measured by \( R^2 \)) in several provincial-level regions (hereafter provinces) are displayed in Figure 6. The regression model’s goodness-of-fit varies significantly across different provinces. For example, Hubei shows the highest \( R^2 = 0.962 \). Guangdong, Jiangsu and Zhejiang also show high \( R^2 \) around 0.9. In comparison, Liaoning, Qinghai and Xinjiang show relatively low \( R^2 \) (below 0.6). As the granular unit of this study is in the city level (i.e., the city’s GDP is predicted), the predictive error of each city is mapped in Figure 7 (the cities without available data are excluded). The city-level predictive error shows a similar pattern as the provincial-level \( R^2 \) analysis. GDP of most Chinese cities can be predicted with high accuracy. The predictive errors of most cities in high-\( R^2 \) provinces (e.g., Hubei, Guangdong, Jiangsu and Zhejiang) are below 0.35, while for low-\( R^2 \) provinces (e.g., Liaoning, Qinghai and Xinjiang), the corresponding cities’ predictive errors are largely among a high range (0.35–1).
The above results indicate a significant geographical variation of the regression model’s performance over different regions.

![Figure 6](image)

**Figure 6** The regression model’s performance over different provincial-level regions of China, measured by $R^2$

![Figure 7](image)

**Figure 7** Each city’s predictive error in China (the cities without available data are excluded)

Figure 7 shows that the cities with similar predictive errors may be clustered from a visual interpretation. Whether such geographical cluster patterns are statistically meaningful is then investigated, using the spatial autocorrelation analysis (Section 3.2.2). The Global Moran’s I of cities’ predictive errors is $0.069^{**}$ (significant at 0.01 level), suggesting a positive spatial
The autocorrelation of cities’ predictive errors, i.e., the cities whose GDP can be accurately predicted by our regression model tend to be near to each other, and vice versa. The Local Moran’s Is (Section 3.2.2) of cities’ predictive errors are further calculated and the four cluster types generated from Local Moran’s I are mapped in Figure 8. It can be seen that the clusters of high predictive errors (HH) are mainly in three regions: Qinghai-Gansu-Sichuan, Heilongjiang, and Liaoning. In contrast, the clusters of low predictive errors are mainly in three other regions: Hebei-Shandong, Anhui-Henan-Hubei, Jiangsu-Anhui-Jiangxi.

Our above analysis shows that the regression model’s performance varies significantly from place to place, and the places with similar predictive errors tend to be clustered. The regions where the model underperforms are mainly in Northwest (i.e., Xinjiang, Qinghai and Gansu) and Northeast (i.e., Heilongjiang and Liaoning) of China.

![Figure 8](image_url)  
**Figure 8** Four cluster types generated from Local Moran’s I of cities’ predictive errors in China

### 4.3.3 Why the model outperforms or underperforms: sensitivity analysis

Sensitivity analysis is conducted here to answer: why the regression model outperforms or underperforms in certain regions. We mainly study the influence of two factors on our model: (1) population, and (2) economic development (GDP). The correlation (Pearson’s r) between cities’ predictive errors and these two factors are investigated, as shown in Table 3.

|                  | Population | GDP     |
|------------------|------------|---------|
| *Pearson’s r*    | –0.235**   | –0.183**|

**significant at 0.01 level, $p < 0.01$.**

It is shown that our model’s predictive errors are negatively correlated with the cities’ population and GDP, which means that the more population and GDP a city has, the more accurately our model can predict its GDP. Such results also echo our previous analysis in
Section 4.3.1 and Section 4.3.2, in the following aspects:

- The cumulative distribution function of the model’s predictive error (Figure 5) has shown that for the cities that account for majority of all the cities’ GDP, our model can predict their GDP with a high accuracy. The GDP of cities with high predictive errors only account for a small part of all the cities’ GDP.

- The spatial analysis (Figures 7 and 8) shows the regions with high predictive errors are mainly in Northwest (i.e., Xinjiang, Qinghai and Gansu) and Northeast (i.e., Heilongjiang and Liaoning) of China, which are of relative low ranking in terms of GDP in China. While for the economically developed regions (such as Guangdong, Jiangsu, Zhejiang), our regression model shows high prediction accuracy.

The above results demonstrate our model’s effectiveness and accuracy in predicting Chinese cities’ economic development, especially for the economically developed and populous cities.

5 Discussion

5.1 Implications of the correlation between MAURs and cities’ GDP

Our findings reveal the high correlations between cities’ economic development and MAURs, and that people in wealthier cities (higher GDP per capita) may have more frequent/active mobile application usage. This may be because that the digitization of daily working and lifestyle is easier to achieve high penetration in wealthier cities, where communication infrastructures are more prevalent and residents are more familiar with the information technology, than less developed cities. We also see the relevance of male and work-age users’ MARUs to GDP, is consistently higher than that of other demographic groups, which may reflect the different time distribution and working/living style across different demographic groups.

5.2 Limitations

Admittedly, measuring city’s economic development with MAURs in this work, falls into certain limitations. Firstly, the mechanism underlying the high correlation between MAURs and GDP hasn’t been explained. Though we give our initial assumptions, why people in wealthier cities tend to have more active mobile application usage and why the correlation between MAURs and GDP varies among different demographic groups still need further studies to validate. Secondly, besides population and GDP, the performance of our regression model may be correlated with or even result from other factors, such as cities’ economic and demographic structures. Such correlations or causalities remain to be explored and theoretically explained. Third, the spatial granularity of this study is in the city level. Applying the dataset for indicating socioeconomic status at more fine-grained levels (e.g., street or district level) is a meaningful direction for future work. Fourthly, our study does not differentiate tourists from the local residents in each city. Chances are that the tourists left their home cities and travelled to other cities where MAURs were left during our study periods. Whether the tourists’ application usage patterns differ from those of the local residents and to what degree such differences may affect the results of our analytics, still remain to be evaluated by further studies.
6 Conclusions

Mobile applications have penetrated into almost every aspect of modern lifestyle and drastically changed human-beings’ ways of working, communication, entertainment and so on. However, the records of individuals’ mobile application usage have seldom been used for the study of urban or socioeconomic issues. Whether people’s behaviours in the online virtual world will be affected by the wealth of the physical world? Whether the cities’ economic development can be inferred from the residents’ mobile application usage? These worthwhile research questions remain to be answered.

This work utilizes a dataset containing users’ history of mobile application usage and reveals the relationships between residents’ mobile application usage records (MAURs) and the city-level economic development. A machine-learning model is also applied to predict the cities’ GDP with MAURs, and shows high goodness-of-fit and prediction accuracy. To the best of our knowledge, this is the first work that investigates the relationship between MAURs and the city-level economic development, which contributes to novel knowledge discovery for the human dynamics and its complex interactions with the urban development.
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