Characterization of Model Uncertainty for the Vertical Pullout Capacity of Helical Anchors in Cohesive Soils
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Abstract: This paper conducts coupled Eulerian–Lagrangian (CEL) analysis to characterize the model uncertainty of using the cylindrical shear method (CSM) to predict the pullout capacity of helical anchors in cohesive soils. The model factor $M$ is adopted to represent the model uncertainty, which is equal to the value of measured capacity divided by estimated solution. The model factor $M_{cel}$ can be considered to be a random variable with a lognormal distribution, and its mean value and coefficient of variation (COV) are 1.02 and 0.1, respectively. Correction factor $\eta$ is introduced when comparing CSM and CEL, which is found to be influenced by input parameters. The dependence on input parameters is removed by performing regression analysis and the regression equation $f$ is obtained. Substituting the regression equation $f$ into the original CSM constitutes the modified CSM (MCSM), and the model factor of MCSM can be modeled as a random variable with a lognormal distribution, and its mean value and COV are 1.02 and 0.13, respectively. Finally, 13 filed tests are collected to compare the prediction accuracy, the results show that the prediction error range of MCSM is mostly within 15%. The present findings might be helpful for engineers and designers to estimate the pullout capacity of helical anchors in cohesive soils more confidently.
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1. Introduction

Helical anchors, as illustrated in Figure 1, are geotechnical foundation systems with helical bearing plates welded to a central steel shaft and can be applied to resist either compressive or tensile forces. Installation of the helical anchors is through applying a calculated torque to the top of the central steel shaft, which in turns transmit loads to helical plates. The major advantages of helical anchors include rapid and easy installation, minimal site disturbance, immediately load carrying capacity, direct verification of load capacity during installation, applicability to a wide range of soil types, etc. Although its early applications are limited mainly to the on-shore constructions notably in the industrial sectors, the helical anchor has proven its versatility in the past two decades by extending its use to offshore industry such as anchoring wind turbines and aquaculture equipment [1,2].

In the past research literature, a major focus on the pullout capacity of helical anchors in cohesive soils is the performance of helical anchors with different plate configurations [3–7], i.e., number of helical plates, $n$, the embedment depth of the uppermost helical plate, $H$, helical plate diameter, $D$, the ratio of helical plate spacing to diameter, $S/D$ (See Figure 1). Based on previous research, helical anchors manufacturers propose two possible failure modes that depend on the relative spacing of helical plate [8]. Each failure mode corresponds to an empirical method to predict pullout capacity. Two empirical methods are the cylindrical shear method and the individual bearing method, respectively.
Here, the former method is applicable for $S/D \leq 3$, while the latter is used when $S/D > 3$. The specific calculation formula will be introduced in the next section.

Figure 1. Schematic diagram of a helical anchor.

Recently, the finite element method (FEM) was also extensively used to study the pullout behavior of helical anchors [9–11]. However, in practical engineering, owing to the tedious nature of the FEM, it is unrealistic to perform numerical simulation for every practice. Therefore, the accuracy of theoretical calculations is of utmost importance. Among various theoretical calculations of geotechnical engineering, there are assumptions about ideality and simplification of reality [12–16], which inevitably leads to model uncertainty. Therefore, many engineering technical design specifications and guidelines point out that there remains a need to evaluate the impact of model uncertainty [17–19]. The model uncertainty is usually characterized by a model factor, which is equal to the value of measured capacity divided by estimated solution [20–22]. The probabilistic distribution and statistical characteristics of the model factor can simply and completely represent the model uncertainty [23]. In previous studies, many efforts were expended to study the impact of model uncertainty on calculation theories and design guidelines [20–22]. Generally, there are two main points to be considered for characterizing the model factor: (1) verify the randomness; (2) determine its probability distribution and statistical characteristics. When a model factor is associated with input parameters, it should not be considered to be a random variable. Regression analysis can usually be used to remove the dependence on input parameters and the regression equation $f$ is obtained. The use of regression equation $f$ will greatly reduce the prediction error. As for the probability distribution and statistical characteristics, it can be determined by goodness-of-fit testing. Here, the framework to characterize the model uncertainty in Zhang et al. [20] is adopted in this work.

This paper presents the coupled Eulerian–Lagrangian (CEL) analyses to characterize the model uncertainty of using the cylindrical shear method (CSM) for estimating the vertical pullout capacity of helical anchors in cohesive soils. The principal objectives of this research are to (1) establish the regression equation for model uncertainty associated with the cylindrical shear method, an analytical method applicable to helical anchors failed in cylindrical shear mode ($S/D \leq 3$); (2) develop a modified cylindrical shear method by incorporating the established regression equation into it so as to rectify its bias; (3) verify and characterize the randomness after the removal of bias. Please note that helical anchors failed in individual plate bearing failure mode ($S/D > 3$) are not within the scope of this study to limit the content to a manageable proportions.
2. The Cylindrical Shear Method

As explained above, the cylindrical shear method is applicable when the helical plates are sufficiently close to each other ($S/D \leq 3$). As illustrated in Figure 2, it assumes a cylindrical-shaped failure mechanism between the helical plates [24]. The calculated pullout capacity of helical anchors is thus equal to the sum of shear resistance of the side face of the cylinder and the bearing resistance of the uppermost plate, as given by Equation (1a)

$$F_{u,c} = \pi DS(n-1)s_u + 0.25N_c\pi D^2s_u$$

where $n$ is number of helix plates, $D$ helix plate diameter, $S$ the spacing between helical plates, $s_u$ the undrained shear strength. $N_c$ is the breakout factor of the uppermost plate, which according to the design manual of Hubbell [8] can be estimated as

$$N_c = 1.2H/D \leq 9$$

where $H$ denotes the embedment depth of the topmost helix plate.

![Cylinder-shaped failure mechanism of helical anchor (modified from Rao et al. [3]).](image)

Equation (1a) and Equation (1b) do not take into account the effect of soil weight on the pullout bearing capacity of helical anchors. If soil weight is considered, these equations can be re-expressed as:

$$F_{u,m} = \pi DS(n-1)s_u + 0.25N_c\pi D^2s_u + 0.25\pi D^2(n-1)\gamma$$

with

$$N_c = 1.2H/D + \gamma H/s_u \leq 9$$

where $\gamma$ denotes the unit soil weight. Note Equation (2a) is applicable only to predicting the capacity of the anchor when it is subject to perfectly vertical pull-out.

3. Load Test Databases

To characterize the model uncertainty, a load test database built by Tang and Phoon [22] was revisited. It includes 103 load tests of helical anchors with $S/D \leq 3$, out of which 78 are small scale laboratory tests (see Table 1) and 25 are full-scale field tests (see Table 2). These laboratory tests are...
collated from two publications [3,4], where anchor of three different diameters \((D = 0.033 \text{ m}, 0.075 \text{ m}, \text{ and } 0.1 \text{ m})\) were tested under tension loading in soft to firm clays with the number of helical plates \((n)\) varying between 2 and 5. The measured pullout capacity \((F_{u,m})\) span a fairly wide range (0.045 to 2.13 kN). The other 25 field tests were collected from three sources [5–7], where anchors of diameters ranging from 0.2 to 0.345 m were loaded under tensile loading in clayey soil with shear strength \(s_u\) stretching from 31 to 99 kPa. \(F_{u,m}\) was reported to fall within a wide range 20 to 512 kN. As more detailed information regarding this database can be found in Tang and Phoon [22], they are not repeatedly described herein.

**Table 1.** 78 small scale laboratory tests in the database (data from Tang and Phoon [22]).

| References | Serial Number | \(n\) | \(D/(m)\) | \(H/D\) | \(S/D\) | \(s_u/(kPa)\) | \(F_{u,m}/(kN)\) |
|------------|---------------|-----|----------|--------|--------|--------------|----------------|
| Rao et al. [3] |
| 1 | 3 | 0.075 | 6.13 | 2 | 13.5 | 1.86 |
| 2 | 3 | 0.1 | 1.53 | 1.53 | 7.1 | 0.73 |
| 3 | 2 | 0.1 | 2.29 | 2.29 | 7.1 | 0.97 |
| 4 | 2 | 0.075 | 6.13 | 1.67 | 6.2 | 0.65 |
| 5 | 4 | 0.075 | 6.13 | 1.33 | 6.2 | 0.9 |
| 6 | 3 | 0.1 | 1.53 | 1.53 | 7.1 | 1.34 |
| 7 | 2 | 0.15 | 1.53 | 1.53 | 7.1 | 1.67 |
| 8 | 2 | 0.1 | 2.29 | 2.29 | 7.1 | 0.63 |
| 9 | 3 | 0.1 | 1.53 | 1.53 | 7.1 | 0.97 |
| 10 | 3 | 0.15 | 1.02 | 1.02 | 7.1 | 1.72 |
| 11 | 3 | 0.075 | 6.13 | 2 | 6.2 | 0.83 |
| 12 | 3 | 0.075 | 6.13 | 0.83 | 13.5 | 1.48 |
| 13 | 4 | 0.075 | 6.13 | 1.33 | 13.5 | 2.13 |
| 14 | 2 | 0.075 | 6.13 | 1.67 | 13.5 | 1.19 |
| 15 | 2 | 0.1 | 2.29 | 2.29 | 7.1 | 0.91 |
| 16 | 3 | 0.075 | 6.13 | 0.83 | 6.2 | 0.71 |
| Rao et al. [4] |
| 17 | 4 | 0.033 | 6 | 1.5 | 4.4 | 0.113 |
| 18 | 3 | 0.033 | 1.5 | 1.5 | 3 | 0.046 |
| 19 | 5 | 0.033 | 8 | 1.1 | 3 | 0.087 |
| 20 | 5 | 0.033 | 4 | 1.1 | 3 | 0.074 |
| 21 | 4 | 0.075 | 5 | 1.3 | 7.7 | 0.973 |
| 22 | 5 | 0.033 | 10 | 1.1 | 3 | 0.093 |
| 23 | 3 | 0.075 | 8 | 2 | 7.7 | 1.02 |
| 24 | 5 | 0.033 | 1 | 1.1 | 4.4 | 0.084 |
| 25 | 2 | 0.033 | 2.3 | 2.3 | 3 | 0.043 |
| 26 | 3 | 0.033 | 8 | 2.3 | 3 | 0.083 |
| 27 | 3 | 0.075 | 1.3 | 1.3 | 7.7 | 0.605 |
| 28 | 3 | 0.033 | 4 | 2.3 | 3 | 0.071 |
| 29 | 5 | 0.033 | 6 | 1.1 | 4.4 | 0.113 |
| 30 | 4 | 0.033 | 10 | 1.5 | 4.4 | 0.127 |
| 31 | 4 | 0.075 | 1 | 1.3 | 7.7 | 0.691 |
| 32 | 4 | 0.033 | 2 | 1.5 | 4.4 | 0.094 |
| 33 | 3 | 0.033 | 10 | 2.3 | 4.4 | 0.124 |
| 34 | 4 | 0.033 | 3 | 1.5 | 4.4 | 0.1 |
| 35 | 3 | 0.033 | 1 | 2.3 | 3 | 0.055 |
| 36 | 3 | 0.033 | 6 | 2.3 | 4.4 | 0.11 |
| 37 | 3 | 0.033 | 2 | 2.3 | 3 | 0.062 |
| 38 | 4 | 0.075 | 2 | 1.3 | 7.7 | 0.784 |
| 39 | 4 | 0.075 | 8 | 1.3 | 7.7 | 1.05 |
| 40 | 3 | 0.075 | 4 | 2 | 7.7 | 0.884 |
| 41 | 3 | 0.075 | 3 | 2 | 7.7 | 0.839 |
| 42 | 5 | 0.033 | 3 | 1.1 | 3 | 0.069 |
| 43 | 4 | 0.033 | 3 | 1.5 | 3 | 0.069 |
| 44 | 4 | 0.033 | 8 | 1.5 | 4.4 | 0.119 |
Table 1. Cont.

| References | Serial Number | n  | D/(m) | H/D | S/D | $s_u$(kPa) | $F_{u,m}$(kN) |
|------------|---------------|----|-------|-----|-----|-----------|-------------|
|            |               | 45 | 2     | 0.033 | 2.3 | 2.3 | 4.4 | 0.065 |
|            |               | 46 | 4     | 0.033 | 2   | 1.5 | 3   | 0.066 |
|            |               | 47 | 5     | 0.033 | 2   | 1.1 | 3   | 0.066 |
|            |               | 48 | 5     | 0.033 | 10  | 1.1 | 4.4 | 0.127 |
|            |               | 49 | 4     | 0.033 | 1.1 | 1.1 | 4.4 | 0.068 |
|            |               | 50 | 4     | 0.033 | 1   | 1.5 | 4.4 | 0.083 |
|            |               | 51 | 4     | 0.033 | 6   | 1.5 | 3   | 0.08  |
|            |               | 52 | 4     | 0.033 | 8   | 1.5 | 3   | 0.087 |
|            |               | 53 | 3     | 0.075 | 1   | 2   | 7.7 | 0.662 |
|            |               | 54 | 3     | 0.033 | 10  | 2.3 | 3   | 0.09  |
|            |               | 55 | 5     | 0.033 | 8   | 1.1 | 4.4 | 0.118 |
|            |               | 56 | 3     | 0.033 | 3   | 2.3 | 3   | 0.065 |
|            |               | 57 | 5     | 0.033 | 6   | 1.1 | 3   | 0.081 |
|            |               | 58 | 3     | 0.033 | 8   | 2.3 | 4.4 | 0.116 |
|            |               | 59 | 5     | 0.033 | 1   | 1.1 | 3   | 0.059 |
|            |               | 60 | 3     | 0.033 | 2   | 2.3 | 4.4 | 0.091 |
|            |               | 61 | 3     | 0.033 | 6   | 2.3 | 3   | 0.077 |
|            |               | 62 | 5     | 0.033 | 4   | 1.1 | 4.4 | 0.104 |
|            |               | 63 | 4     | 0.033 | 1   | 1.5 | 3   | 0.058 |
|            |               | 64 | 3     | 0.033 | 1   | 2.3 | 4.4 | 0.082 |
|            |               | 65 | 3     | 0.075 | 2   | 2   | 7.7 | 0.755 |
|            |               | 66 | 4     | 0.075 | 4   | 1.3 | 7.7 | 0.94  |
|            |               | 67 | 3     | 0.033 | 1.5 | 1.5 | 4.4 | 0.068 |
|            |               | 68 | 5     | 0.033 | 3   | 1.1 | 4.4 | 0.099 |
|            |               | 69 | 5     | 0.033 | 2   | 1.1 | 4.4 | 0.094 |
|            |               | 70 | 3     | 0.075 | 5   | 2   | 7.7 | 0.922 |
|            |               | 71 | 4     | 0.075 | 3   | 1.3 | 7.7 | 0.889 |
|            |               | 72 | 4     | 0.033 | 10  | 1.5 | 3   | 0.094 |
|            |               | 73 | 4     | 0.033 | 4   | 1.5 | 4.4 | 0.104 |
|            |               | 74 | 3     | 0.033 | 4   | 2.3 | 4.4 | 0.102 |
|            |               | 75 | 3     | 0.033 | 3   | 2.3 | 4.4 | 0.096 |
|            |               | 76 | 4     | 0.033 | 4   | 1.5 | 3   | 0.074 |
|            |               | 77 | 2     | 0.075 | 2   | 2   | 7.7 | 0.562 |
|            |               | 78 | 3     | 0.033 | 1.1 | 1.1 | 3   | 0.046 |

Table 2. 25 full-scale field tests in the database (data from Tang and Phoon [22]).

| References | Serial Number | n  | D/(m) | H/D | S/D | $s_u$(kPa) | $F_{u,m}$(kN) |
|------------|---------------|----|-------|-----|-----|-----------|-------------|
|            |               | 79 | 3     | 0.248 | 4   | 0.92 | 48 | 53.2 |
| Mooney et al. [5] |          | 80 | 3     | 0.248 | 4   | 0.92 | 48 | 53.2 |
|            |               | 81 | 3     | 0.248 | 8   | 0.92 | 48 | 49.4 |
|            |               | 82 | 3     | 0.248 | 8   | 0.92 | 48 | 51.7 |
|            |               | 83 | 3     | 0.248 | 10  | 0.92 | 48 | 49.5 |
|            |               | 84 | 3     | 0.248 | 10  | 0.92 | 48 | 47.2 |
|            |               | 85 | 3     | 0.248 | 12  | 0.92 | 48 | 49.6 |
|            |               | 86 | 3     | 0.248 | 12  | 0.92 | 48 | 46.9 |
| Stuedlein [6] |            | 87 | 5     | 0.345 | 19  | 3   | 93 | 342 |
|            |               | 88 | 5     | 0.345 | 19  | 3   | 99 | 358 |
|            |               | 89 | 4     | 0.33  | 19  | 3   | 97 | 364 |
|            |               | 90 | 5     | 0.345 | 19  | 3   | 98 | 358 |
|            |               | 91 | 5     | 0.345 | 19  | 3   | 97 | 395 |
|            |               | 92 | 5     | 0.345 | 19  | 3   | 86 | 310 |
|            |               | 93 | 4     | 0.33  | 19  | 3   | 85 | 516 |
Table 2. Cont.

| References | Serial Number | n | D/(m) | H/D | S/D | $s_u$(kPa) | $F_{u,m}$(kN) |
|------------|---------------|---|-------|------|-----|------------|--------------|
| Lutenegger [7] | 94 | 3 | 0.2 | 28 | 0.75 | 31 | 20 |
| | 95 | 3 | 0.2 | 23 | 3 | 31 | 29 |
| | 96 | 3 | 0.2 | 27 | 1.13 | 31 | 27.9 |
| | 97 | 3 | 0.2 | 26 | 1.5 | 31 | 18.6 |
| | 98 | 3 | 0.2 | 25 | 2.25 | 31 | 22.4 |
| | 99 | 3 | 0.2 | 13 | 0.75 | 61 | 37.9 |
| | 100 | 3 | 0.2 | 12 | 1.13 | 61 | 38.9 |
| | 101 | 3 | 0.2 | 11 | 1.5 | 61 | 51.1 |
| | 102 | 3 | 0.2 | 10 | 2.25 | 61 | 55.7 |
| | 103 | 4 | 0.2 | 8 | 3 | 61 | 73.5 |

4. The Coupled Eulerian–Lagrangian Analyses

Three-dimensional large deformation finite element (LDFE) analyses were carried out using Abaqus 6.14. In the present work, the continuous pullout of a helical anchor under vertical load was studied using CEL finite element (FE) analyses, which was extensively employed to solve large deformation problems [25,26]. In the CEL analyses, the soil domain was modeled as Eulerian domain to cater the anticipative large deformation of soil elements, while helical anchors were modeled as Lagrangian body with infinite stiffness to improve computational efficiency. Additionally, a series of assumptions proposed by Wang et al. [10] were adopted as follows:

1. For simplicity, the actual shape of the helical plate was ignored, and the anchor plate was simplified to a regular circular plate with a thickness of $0.03D$;
2. Helical anchors were assumed to be pre-embedded, namely the wished-in-place assumption was adopted.

In all analyses, the interface between helical anchor and soil was commonly applied using a general contact form which can consider large sliding and separation between helical anchor and soil surfaces. The soil-anchor interface was assumed to be fully smooth for simplicity, such simplification is not expected to affect the analysis results significantly due to the slight discrepancy in pullout capacities between fully rough and smooth according to Merifield et al. [27] and Wang et al. [28]. To investigate the influence of different types of interfaces between soil and anchor on the pullout capacity of helical anchor, three different roughness conditions with interfacial frictional coefficient $\alpha = 0, 0.3, 1.0$ were considered on soil-anchor interfaces, the results are shown in Figure 3. As shown in Figure 3, the peak pullout bearing capacity under the three different interface conditions are very close, and the error is within 7%. This clearly bore out the preceding notion that the interfacial roughness in the problem of helical anchor is not of much significance. In view of this, smooth interface was adopted mostly in the article to generate the main findings.

Figure 4 depicts the meshes and boundary conditions of the helical anchor and soil models adopted in the CEL analyses. Due to the simplification of the geometric shapes of helical anchors, the symmetry can be used in the FE analysis. Only a quarter model was employed to save computational time. The lateral boundaries were fixed at $8D$ away from the center, and the bottom boundary was set $6D$ below the lowermost helical plate, which was previously found to be large enough to minimize the boundary effect on the pullout capacity of helical anchors [11]. To balance the analysis efficiency and accuracy, as shown in Figure 4, the graded mesh was employed, the finer meshes were prescribed near the helical anchor, while coarser meshes were prescribed far away from the helical anchor towards the soil model boundaries. Velocity boundaries were adopted here, normal velocity on the lateral boundaries was limited, and vertical velocity was not permitted at the bottom of the base of the mesh. Generally, the failure of helical anchors can be determined by a developed slip surface [29]. The soil displacement occurs on this slip surface and the shear strength is completely mobilized. To model the pullout behavior, a displacement control method was employed, the reference point ($RP$) was set with
a constant-displacement boundary condition in the vertical direction. The displacement of Rp was set to 0.2D, which was sufficient to reach the maximum pullout capacity [10,11]. As for the pullout speed, a moderately high extraction rate (pullout speed) (v = 0.004 m/s) was adopted in this research. The load-displacement curves of anchor with different pullout speeds are shown in Figure 5. As can be noted from this graph, higher pullout rate generally entailed larger pullout loading, which reflect the kinetic effect. However, when the pullout speed became less than 0.004 m/s, the load-displacement curves roughly converged. Such a rate can thus balance computational efficiency and accuracy. It is for this reason, a v = 0.004 m/s was adopted in this research.

![Figure 3](image3.png)

**Figure 3.** The pullout capacity under the three different interface conditions.

![Figure 4](image4.png)

**Figure 4.** Mesh and applied boundary condition of FE analysis (represents an example only).
In this study, the cohesive soil was modeled as an elastic-perfectly plastic material obeying the Tresca yield criterion. The Poisson’s ratio was adopted as 0.49, which corresponded to an undrained state. Additionally, Wang et al. [10] pointed out that the pullout capacity of the helical anchor is largely independent of the Young’s modulus of the soil, so \( E = 500 \) \( s_u \) was taken as the representative value.

5. Model Factor for the Pullout Capacity of Helical Anchors

In the present work, the pullout capacity of a helical anchor is estimated via two methods, namely the CSM and the CEL analysis. As suggested by previous research, a model factor can be defined as the value of measured capacity divided by calculated solution

\[
F_{u,m} = M \times F_{u,cal} \quad (3a)
\]

where \( F_{u,m} \) is the measured capacity, \( F_{u,cal} \) is the calculated solution, \( M \) is the model factor. It should be noted that different calculation methods correspond to their own specific model factors. In another word, a model factor calibrated from the CEL analysis cannot be applied to the CSM. When \( F_{u,cal} \) is calculated through CSM, denoted by \( F_{u,csn} \), its corresponding model factor \( M_{csn} \) is given by the following equation

\[
F_{u,m} = M_{csn} \times F_{u,csn} \quad (3b)
\]

When \( F_{u,cal} \) is calculated by CEL, labeled as \( F_{u,cel} \), the model factor \( M_{cel} \) corresponds to Equation (3c)

\[
F_{u,m} = M_{cel} \times F_{u,cel} \quad (3c)
\]

Generally, characterization of a model factor mainly contains two aspects: (1) verifying the randomness; (2) determining its probability distribution and statistical characteristics, such as the mean value and COV. Firstly, the verification of randomness can be achieved by calculating the Spearman correlation coefficient. Secondly, the distribution characteristics of the model factors can be determined by goodness-of-fit testing. It will be shown in the following part that \( M_{cel} \) can be considered to be a random variable, since it is independent of input parameters.
Osman and Bolton [30] compared the finite element method and calculation theory when studying the cantilever deflection in undrained clay, and defined the ratio of the two methods as the correction factor. Here, when comparing CEL and CSM, the correction coefficient $\eta$ proposed by them is introduced.

$$F_{u,cel} = \eta \times F_{u,csm}$$  \hspace{1cm} (4)

The correction factor $\eta$ is found to be influenced by the input parameters, so it is inappropriate to treat it as a random variable. Substituting Equation (4) into Equation (3c), we have

$$F_{u,m} = M_{cel} \times (\eta \times F_{u,csm})$$  \hspace{1cm} (5)

Combining Equations (5) and (3b), we can see that $M_{csm}$ is the product of $\eta$ and $M_{cel}$:

$$M_{csm} = M_{cel} \times \eta$$  \hspace{1cm} (6)

Given that the correction coefficient $\eta$ is related to the input parameters, the randomness of $M_{csm}$ is eliminated. As suggested by Kung et al. [31] and Zhang et al. [20], regression analysis based on FE numerical simulation is adopted here to eliminate the association of $\eta$ with input parameters. In this work, the correction factor $\eta$ is equal to the product of a systemic part $f$ and a random residual part $\eta^*$ as follows

$$\eta = f \times \eta^*$$  \hspace{1cm} (7)

By substituting Equation (7) into Equation (6), the $M_{csm}$ can be derived as

$$M_{csm} = M_{cel} \times (f \times \eta^*)$$  \hspace{1cm} (8)

In the next few sections, the following steps are taken to quantify the model factor $M_{csm}$:

1. On the basis of CEL analyses, numerical simulations are performed for the load tests in the database
2. Calculate the model factor $M_{cel}$ of each CEL analysis, validate its randomness and determine its probability distribution and statistical characteristics
3. Generate a set of orthogonal experiments to perform regression analysis
4. Calculate the correction factor $\eta$ of each orthogonal experiment
5. Determine systemic part $f$ by using regression equations; verify the randomness of residual part $\eta^*$ and characterize its probability distribution
6. Substitute the regression equation $f$ into the CSM to constitute the modified CSM (MCSM)
7. Collect another new load tests and verify the accuracy of MCSM

5.1. Comparison of CEL and Load Tests

Although the performance of the CEL analysis has been verified in previous research [11], the model uncertainty still exists due to the theoretical idealizations. For the given the anchor geometries and soil parameters in Tables 1 and 2, Figure 6 plots the 103 pullout capacities calculated by performing CEL analysis and the 103 measured capacities. As depicted in Figure 6, the mean trend line of the ratio of CEL results to the measured pullout capacity is almost coincides with the 45° trend line, demonstrating that the CEL method is almost unbiased.

In the light of Equation (3c), the model factor $M_{cel}$ is equal to the value of the measured capacities $F_{u,m}$ divided by the capacities $F_{u,cel}$ calculated from the CEL analysis. For the purpose of evaluating the model factor $M_{cel}$, the randomness of it should be first verified. Figure 7 displays the calculated $M_{cel}$ of each case against the corresponding measured pullout capabilities. The model factor $M_{cel}$ seems to be randomly distributed within the entire measured capacities range. To verify the randomness of $M_{cel}$, a Spearman rank correlation analysis is adopted in this study. Please note that a variable can be considered random when $p$-values of Spearman rank correlation are greater than 0.05. As illustrated
in Table 3, all p-values are greater than 0.05. Consequently, the model factor $M_{cel}$ can be considered random. In other words, the model factor $M_{cel}$ is not a function of input parameters. Immediately following is to determine its probability distribution.

![Figure 6. Measured capacity versus the CEL calculated capacity.](image)

![Figure 7. Distribution of $M_{cel}$ in the range of measured capacity.](image)

**Table 3.** The p-value of variables for Spearman rank correlation analysis.

| Variables | Parameters | $\gamma$ | H/D | $n$ | S/D |
|-----------|------------|---------|------|-----|-----|
| $M_{cel}$ |            | 0.783   | 0.599 | 0.106 | 0.303 |
| $\eta^*$  |            | 0.711   | 0.810 | 0.766 | 0.823 |
| $M_{csm}$ |            | 0.516   | 0.489 | 0.111 | 0.280 |
The frequency distribution histogram and the cumulative distribution function for $M_{cel}$ are plotted in Figure 8a,b, respectively. The mean value and COV of $M_{cel}$ are 1.02 and 0.1 respectively, demonstrating that the CEL analysis is almost unbiased. The $p$-value of K-S test shows that the lognormal distribution with a mean value of 1.02 and a COV of 0.1 is an appropriate probabilistic model for $M_{cel}$. Here, the model uncertainty of $M_{cel}$ can be attributed to the following reasons:

1. The cohesive soil is modeled as elastic-perfectly plastic and the strain softening behavior of it is ignored
2. The actual shape of the helical anchor is simplified in the analysis and the pitch of it is neglected
3. The anchor-soil interface and contact conditions are assumed to be smooth
4. The above factors can unavoidably lead to some discrepancy between the estimated pullout capacities of the helical anchors by performing the CEL analysis and the measured pullout capacities, but in general, it is still an effective method to estimate the pullout capacities of helical anchors through the CEL analysis.

![Frequency distribution histogram of $M_{cel}$](image1)

![Cumulative distribution function of $M_{cel}$](image2)

**Figure 8.** (a) Frequency distribution histogram of $M_{cel}$; (b) Cumulative distribution function of $M_{cel}$. 
5.2. Comparison of CSM and CEL

In this part, the model uncertainty of using CSM for estimating the vertical pullout capacity of helical anchors in cohesive soils will be characterized by the CEL analysis.

According to the previous studies, the pullout capacity of helical anchors is influenced by the following parameters: (1) helical plate diameter, \( D \); (2) soil unit weight, \( \gamma \); (3) undrained shear strength of soil, \( s_u \); (4) embedment depth of uppermost helical plate, \( H \); (5) helical plates spacing, \( S \); (6) number of helical plates, \( n \). The pullout capacity of helical anchor may be affected by many other factors, such as the soil disturbance effect and the strain softening behavior. Nevertheless, it is unrealistic to take all influencing factors into the evaluation of a model factor. Thus, the aforementioned six factors are incorporated and converted to four normalized parameters: \( \gamma H/s_u \), \( H/D \), \( n \) and \( S/D \). The value range of all parameters are given in Table 4. The realistic range of the four normalized parameters in this paper is as follows:

1. The number of helical plates \( n = 2, 3, 4, \) or 5
2. The dimensionless parameter \( \gamma H/s_u = 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0 \) or 2.2
3. The embedment ratio \( H/D = 1, 2, 3, 4, 5, 6, 7, 8, 9 \) or 10
4. The ratio of helical plate spacing to diameter \( S/D = 0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7, \) or 3.0

Table 4. Realistic range of four normalized parameters.

| Parameters       | Range of Values | VIF |
|------------------|-----------------|-----|
| \( \gamma H/s_u \) | 0.4–2.2         | 1.01|
| \( H/D \)        | 1–10            | 1.11|
| \( n \)          | 2–5             | 1.08|
| \( S/D \)        | 0.3–3.0         | 1.04|

A total of 40 parameters sets are generated using orthogonal technique [32]. Every parameter set includes four normalized parameters in the aforementioned range. The comparison between CSM and CEL is implemented on the basis of the 40 cases.

Since Tang and Phoon [22] pointed out that the influence of unit weight of soil on the pullout capacity of helical anchors in cohesive soil is negligible, it is fixed at 16 kN/m\(^3\). Variance inflation factor (VIF) is a measure of the severity of complex collinearity in multiple linear regression models. The closer the VIF is to 1, the lighter the multicollinearity is, and the more orthogonal the input parameters are, and vice versa. If the VIF is greater than 10, the regression model has serious multicollinearity. In this paper, SPSS Statistics 25 is used to perform multicollinearity diagnosis for the 40 input parameters sets. The calculated VIF values of the four normalized parameters are listed in Table 4. As the table shows, all the values of VIF are almost close to 1, demonstrating that the four normalized parameters are orthogonal.

5.3. Correction Factor \( \eta \)

The pullout capacity of helical anchors in cohesive soil calculated by CSM (\( F_{u, csm} \)) and the calculated CEL results (\( F_{u, cel} \)) for these 40 cases are shown in Figure 9. After calculation, \( F_{u, cel} \) is on average 1.05 times \( F_{u, csm} \). In other words, the mean value of correction coefficient \( \eta \) is equal to 1.05. However, it is incorrect to conclude that the CSM is in good agreement with the CEL analysis for the following two reasons. Firstly, \( \eta \) is influenced by the input parameter. The \( p \)-value associated with Spearman rank correlation is less than 0.05, which means this trend is statistically significant. Secondly, the \( COV \) of \( \eta \) is 0.266, which is high. Therefore, regression analysis is required to eliminate the correlation between the correction coefficient \( \eta \) and input parameters.
5.4. Regression Analysis

Figure 10a–d show the variation of the average value of \( \ln \eta \) with each normalized parameter. The average value of \( \ln \eta \) of each parameter at a certain level is the arithmetic average of all numerical simulations at that level. For instance, for parameter \( H/D \), when the level is equal to 1, the mean value of \( \ln \eta \) is the arithmetic mean value of four numerical simulations, and its input parameters are as follows:

1. \( H/D = 1, n = 2, S/D = 0.3, \gamma H/s_u = 0.4 \)
2. \( H/D = 1, n = 3, S/D = 0.9, \gamma H/s_u = 1.2 \)
3. \( H/D = 1, n = 4, S/D = 1.2, \gamma H/s_u = 1.2 \)
4. \( H/D = 1, n = 5, S/D = 1.0, \gamma H/s_u = 2.0 \)

![Figure 9. Calculated capacity from CSM and MCSM versus the CEL calculated capacity.](image)
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where $\eta$ varies linearly with $\gamma H/su$, $H/D$, $n$ and $S/D$, and its coefficient of determination ($R^2$) is greater than 0.8. Hence, $\ln\eta$ can be fitted as a linear function of the previously described four normalized parameters.

According to the trend as exhibited in Figure 10a–d, a multiplicative model $f$ can be proposed to account for the systematic variation $\eta$ of with the normalized parameters as follows:

$$f = e^{b_0 + b_1 S/D + b_2 H/D + b_3 H/su} \quad (9)$$

where $\{b_i\}_{i=0, \ldots, 4}$ are the model coefficients. Substituting Equation (9) into Equation (7), the $\eta$ can be obtained

$$\eta = e^{b_0 + b_1 n + b_2 S/D + b_3 H/D + b_4 H/su + \ln \eta^*} \quad (10a)$$

$$\ln \eta = b_0 + b_1 n + b_2 S/D + b_3 H/D + b_4 H/su + \ln \eta^* \quad (10b)$$

where $\eta^*$ is the random residual part of $\eta$ that shows no dependency on the four normalized input parameters. Therefore, $\eta^*$ can be considered to be a random variable. When the natural logarithm of both sides of Equation (10a) is taken at the same time, it can be found that both sides of the equation show a linear relationship, as shown in Equation (10b), and then the model coefficient can be obtained. In addition, then SPSS Statistics 25 is used in this work for performing multiple linear regression analyses. Each obtained model coefficient is listed in Table 5. The value of $R^2$ of the regression equation $f$ is 0.863, which is close to 1, indicating that the regression line fits the observed value well. It should be noted that the proposed regression equation $f$ does not take into account the interaction effect of four normalized parameters. Thus, the proposed regression equation $f$ is only applicable the parameters given in Table 4. In this paper, $H/D$ ranges from 1 to 10. Therefore, when regression equation $f$ is used, those field test where $H/D$ is out of range will use Equation (2b) to correct the value of $H/D$.

![Figure 10. Variation trend of $\ln\eta$ with four normalized parameters: (a) $n$; (b) $H/D$; (c) $S/D$; (d) $\gamma H/su$.](image)
Table 5. Model coefficient of the regression equation.

| Coefficients | Values |
|--------------|--------|
| $b_0$        | 0.823  |
| $b_1$        | -0.068 |
| $b_2$        | -0.172 |
| $b_3$        | -0.056 |
| $b_4$        | 0.161  |

To verify the randomness of the residual part $\eta^*$, Spearman rank correlation analysis is performed. Based on the regression equation $f$, the systematic part is removed and the residual part $\eta^*$ of 40 numerical simulations is obtained. As can be seen from Table 3, all the $p$-values for $\eta^*$ are all more than 0.05. Unlike dependence of $\eta$ on input parameters, the residual part $\eta^*$ is not associated with input parameters. It means that $\eta^*$ is a random variable. After checking the randomness of $\eta^*$, immediately following is to determine the probability distribution of it. Figure 11a,b plot the frequency distribution histogram and the cumulative distribution function of $\eta^*$ for 40 numerical simulations. The mean value of $\eta^*$ is equal to 1.0, and the $COV$ of it is 0.09. Herein, $COV$ of $\eta^*$ is much smaller than $\eta$. In addition, the $p$-value of K-S test demonstrates that the lognormal probability model is a reasonable probabilistic model for $\eta^*$.

The original CSM multiplied with the regression equation $f$ constitutes the MCSM, the $F'_{u,\text{csm}}$ denotes the pullout capacity calculated from MCSM, then the correction factor for the $F'_{u,\text{csm}}$ is equal to the residual part $\eta^*$, the equation is as follows:

$$F'_{u,\text{csm}} = f \times F_{u,\text{csm}} \quad (11a)$$

$$F_{u,\text{cel}} = \eta^* \times F'_{u,\text{csm}} \quad (11b)$$

Figure 9 plots $F'_{u,\text{csm}}$ obtained from Equation (11a) against the CEL results $F_{u,\text{cel}}$ for these 40 simulations. The discrepancy between $F'_{u,\text{csm}}$ and $F_{u,\text{cel}}$ is relatively small, which demonstrates that the performance of MCSM is better than CSM. Meanwhile, the correction factor for the MCSM is equal to the residual part $\eta^*$ which shows no dependence on the input parameters.

![Figure 11](image-url)
5.5. Comparison of CSM and Load Tests

5.5.1. Probability Model for the Modified Model Factor \( M'_{\text{csm}} \)

According to Equation (8), the model factor \( M_{\text{csm}} \) is the product of the model factor \( M_{\text{cel}} \), the regression equation \( f \) and the residual random part \( \eta^* \). After using the CSM to predict the pullout capacity of the aforementioned 103 tests and calculating the corresponding model factors \( M_{\text{csm}} \), the Spearman rank correlation analysis of model factors \( M_{\text{csm}} \) is carried out. The results indicate that \( M_{\text{csm}} \) cannot be directly considered to be a random variable due to its association with the input parameters. As described earlier, the original CSM multiplied with the regression equation \( f \) constitutes the MCSM. Then the model factor for MCSM(\( M'_{\text{csm}} \)) is equal to the measured pullout capacity divided by the calculated capacity of MCSM and is also the product of the CEL model factor \( M_{\text{cel}} \) and the residual part \( \eta^* \), the equations are as follows:

\[
F_{u,m} = M'_{\text{csm}} \times F'_{u,\text{csm}}
\]

\[
M'_{\text{csm}} = M_{\text{cel}} \times \eta^*
\]  

As mentioned earlier, both the CEL model factor \( M_{\text{cel}} \) and the residual part \( \eta^* \), follow a lognormal distribution, and \( M'_{\text{csm}} \) is the product of these two variables. It is well known that the product of two statistically independent lognormal random variables also follow a lognormal random distribution. Based on previous results, the mean value and COV of \( M_{\text{cel}} \) are 1.02 and 0.1, while the corresponding values for \( \eta^* \), are 1.0 and 0.09.

\[
\text{Mean} = E_{M_{\text{csm}}} = E_{M_{\text{cel}}\eta^*} = e^{F_{\ln M_{\text{cel}}} + F_{\ln \eta^*} + 0.5(\sigma^2_{\ln M_{\text{cel}}} + \sigma^2_{\ln \eta^*})}.
\]

\[
\text{Variance} = \sigma^2_{M_{\text{csm}}} = \sigma^2_{M_{\text{cel}}\eta^*} = e^{2(F_{\ln M_{\text{cel}}} + F_{\ln \eta^*})} \left[ e^{2(\sigma^2_{\ln M_{\text{cel}}} + \sigma^2_{\ln \eta^*})} - e^{(\sigma^2_{\ln M_{\text{cel}}} + \sigma^2_{\ln \eta^*})} \right]
\]

where \( F_{\ln (\cdot)} \) and \( \sigma_{\ln (\cdot)} \) is given by

\[
\sigma^2_{\ln x} = \ln \left( 1 + \sigma^2_{x}/E^2_{x} \right), \quad F_{\ln x} = \ln E_{x} - 0.5\sigma^2_{\ln x}
\]

Figure 11. (a) Frequency distribution histogram of \( \eta^* \); (b) Cumulative distribution function of \( \eta^* \).
Using Equation (5) and the corresponding mathematical operation rules Equation (13a–c) as documented in Phoon and Tang [21], the calculated mean value of $M'_{\text{csm}}$ is 1.02, with a COV of 0.13. By comparison, it can be found that the MCSM is more accurate than the original CSM.

5.5.2. Validation of Model Factor $M'_{\text{csm}}$

The load test databases adopted for calibration of $M'_{\text{csm}}$ consist of 78 laboratory tests and 25 field tests, which are large enough to be divided into two databases. In this work, a calibration database consists of 50 load tests, while the validation database consists of 53 load tests. The pullout capacity calculated from the CSM and the measured capacity in shown Figure 12. The mean value and COV of the model factor $M_{\text{csm}}$ for original CSM is 1.2 and 0.18 respectively. In addition, the $p$-values for Spearman rank correlation indicate that $M_{\text{csm}}$ cannot be regarded as a random variable directly. From Figure 12, it can be seen that most $F_{u,\text{csm}}$ are smaller than the measured capacity $F_{u,m}$.

![Figure 12. Calculated capacity from CSM and MCSM versus the measured capacity.](image)

The application of regression equation $f$ removes systemic dependence on input parameters. The original CSM multiplied with the regression equation $f$ constitutes the MCSM. Figure 12 also plots the MCSM (solid triangle) results calculated from Equation (11a) against the measured results. As the figure shows, the mean trend line for $F'_{u,\text{csm}}$ is almost coincides with the 45° trend line. In addition, the mean value of $M'_{\text{csm}}$ is 1.02, which is equal to the mean value calculated by Equation (13a). This indicates that the accuracy of the MCSM has been improved when compared with the original CSM. The COV of MCSM is 0.13, which is less than the large COV of 0.18 associated with the original CSM. Similarly, the COV value of MCSM is consistent with the theoretically value calculated from Equation (13b). The next step is to carry out the Spearman rank correlation analysis.

All the $p$-values of the Spearman rank correlation analysis for $M'_{\text{csm}}$ are shown in Table 3, which are all greater than 0.05. It implies that $M'_{\text{csm}}$ is not influenced by input parameters, and it could be considered to be a random variable. Then probability distribution of $M'_{\text{csm}}$ is verified. Figure 13a,b plot the frequency distribution histogram and the cumulative distribution function of $M'_{\text{csm}}$. In addition, the $p$-value of K-S test demonstrates that the lognormal probability model with a mean value of 1.02 and a COV of 0.13 is an appropriate probabilistic model for $M'_{\text{csm}}$. 
6. Comparison of Prediction Accuracy of MCSM, MCSM in Tang and Phoon [22], and Original CSM

In this section, the prediction accuracy of MCSM, MCSM in Tang and Phoon [22], and original CSM is examined by compared to field tests collected from the previous literature.

6.1. Load Test Database for Comparing Prediction Accuracy

Tappenden et al. [33] conducted five static axial load tests on helical anchors installed in stiff silty clay and hard clay till. These anchors were installed in Alberta and British Columbia. The undrained shear strength $s_u$ was 75 kPa and 145 kPa respectively. The diameter of plate was 0.356 m and 0.762 m respectively. Number of helical plates varied from 1 to 3. The relative spacing of helical plate ($S/D$) was 1.5 or 3. The embedment depth of the anchor ranged from 3 m to 6 m.
Sakr [34] performed one full-scale load test in soft to firm clay. The investigation site was located in northern Manitoba, Canada. The undrained shear strength of the soil at the investigation site was 24 kPa. The anchor configurations used for test consisted of three helical plates with the same diameter of 0.711 m, and the diameter of the anchor shaft is 0.219 m. The embedment depth of the anchor was 7.9 m, with a $S/D = 2.5$.

In the work by Sakr [35], four full-scale tension (pullout) testing programs were presented. The soil at the investigation site was very stiff to very hard clay till soils, with the $s_u$ ranging from 83 kPa to 225 kPa. Number of helical plates were 1, 2, 2, 3 respectively. The embedment depth of the anchor varied from 5.6 m to 18.5 m. Helical plates for these anchors were spaced at either 2 or 3 times their diameter.

Harnish and El Naggar [36] conducted three pullout load tests in Lamont near Edmonton, Alberta. The investigation site consisted of glacial till, and the undrained shear strength $s_u$ was equal to 244 kPa. The anchor used for test were composed of 1 or 2 helical plates. All of these anchors were installed at a depth of 6.86 m. For the anchor with two helical plates, the $S/D$ value was 3.

In total, 13 filed load tests are collected to compare the prediction accuracy of pullout capacity. The specific information of these tests is summarized in Table 6.

### Table 6. 13 field tests for comparing prediction accuracy.

| References       | Test Number | $n$ | D/(m) | Embedment Depth/(m) | $S/D$ | $s_u$(kPa) | $F_{u,m}$(kN) |
|------------------|-------------|-----|-------|---------------------|-------|------------|--------------|
| Tappenden [33]   | T1          | 1   | 0.762 | 5.9                 | 145   | 800        |              |
|                  | T2          | 2   | 0.356 | 5                   | 3     | 75         | 210          |
|                  | T3          | 2   | 0.762 | 6                   | 3     | 145        | 1325         |
|                  | T4          | 3   | 0.356 | 5                   | 1.5   | 75         | 210          |
|                  | T5          | 3   | 0.356 | 3                   | 1.5   | 75         | 140          |
| Sakr [34]        | T6          | 3   | 0.711 | 7.9                 | 3     | 24         | 445          |
| Sakr [35]        | T7          | 1   | 0.914 | 5.6                 | 145   | 870        | 1680         |
|                  | T8          | 2   | 0.762 | 5.9                 | 3     | 225        | 1195         |
|                  | T9          | 2   | 0.813 | 14.3                | 2     | 83         | 1420         |
|                  | T10         | 2   | 0.813 | 18.5                | 2     | 117.5      | 2100         |
| Harnish and El Naggar [36] | T11         | 1   | 0.457 | 6.86                | 244   | 870        |              |
|                  | T12         | 1   | 0.610 | 6.86                | 244   | 1020       |              |
|                  | T13         | 2   | 0.610 | 6.86                | 3     | 244        | 1380         |

### 6.2. Results of Accuracy Comparison

The pullout capacities calculated from the MSCM, MCSM in Tang and Phoon [22], original CSM are compared with the measured pullout capacities. The results of the comparison are summarized in Table 7 and plotted in Figure 14. It can be seen from the chart that the error range of capacity predicted by MCSM is mostly within 15%. By contrast, when the regression equation proposed by Tang and Phoon [22] is used to calculate the pullout capacity, the error range is mostly above 20%. Meanwhile, when original CSM is used, the maximum difference remains at 25% or above. This indicates that when predicting the pullout capacity of helical anchors in cohesive soil, the use of MCSM can provide a relatively more accurate prediction result.
Table 7. Results of prediction accuracy comparison of pullout capacity.

| Test Number | $F_{u,m}$/kN | $F_{u,csm}$/kN | Relative Error of CSM(%) | Tang’s Method Predicted Capacity/kN | Relative Error of Tang’s Method(%) | $F_{u,mcsm}$/kN | Relative Error of MCSM(%) |
|-------------|------------|---------------|-------------------------|----------------------------------|----------------------------------|-----------------|-------------------------|
| T1          | 800        | 595.13        | -25.61                  | 1067.65                          | 33.46                            | 923.43          | 15.43                   |
| T2          | 210        | 158.69        | -24.44                  | 185.63                           | -11.60                           | 150.49          | -28.34                  |
| T3          | 1325       | 1229.51       | -7.21                   | 1596.12                          | 20.46                            | 181.98          | -13.34                  |
| T4          | 210        | 158.69        | -24.44                  | 201.09                           | -4.24                            | 163.79          | 17.00                   |
| T5          | 140        | 143.58        | 2.55                    | 199.71                           | 42.65                            | 1443.65         | -0.30                   |
| T6          | 445        | 343.59        | -22.79                  | 453.17                           | 1.84                             | 1881.95         | 12.02                   |
| T7          | 1680       | 1155.21       | -31.24                  | 2118.39                          | 26.09                            | 1783.45         | 49.24                   |
| T8          | 1195       | 1866.40       | 56.18                   | 2414.19                          | 102.02                           | 1783.45         | 49.24                   |
| T9          | 1420       | 748.10        | -47.32                  | 952.18                           | -32.95                           | 1245.36         | -12.30                  |
| T10         | 2100       | 1052.57       | -49.88                  | 1200.09                          | -42.85                           | 1692.07         | -19.43                  |
| T11         | 870        | 360.21        | -58.60                  | 553.75                           | -36.35                           | 559.35          | -35.71                  |
| T12         | 1020       | 641.77        | -37.08                  | 1063.75                          | 4.29                             | 996.58          | -2.30                   |
| T13         | 1380       | 1507.10       | 9.21                    | 1822.32                          | 32.05                            | 1269.02         | -8.04                   |
7. Summary and Conclusions

This study conducts the coupled Eulerian–Lagrangian finite element analyses to characterize the model uncertainty of using cylindrical shear method to predict the pullout capacity of helical anchors in cohesive soils. The model factor in this paper is equal to the value of measured capacity divided by estimated solution. After conducting CEL analysis on 78 laboratory tests and 25 field tests, it is found that the CEL analysis is a reasonable tool to predict the pullout capacities of helical anchors, and model factor $M_{cel}$ can be considered to be a random variable with a lognormal distribution, and its mean value and COV are 1.02 and 0.1, respectively. The correction coefficient $\eta$ is introduced when comparing CSM and CEL. $\eta$ is found to be associated with four normalized parameters: $\gamma H/\delta_u$, $H/D$, $n$ and $S/D$. Then $\eta$ is divided into a systemic part $f$ and a random residual part $\eta^*$. To determine the systemic part $f$, 40 sets of orthogonal experiments are generated for regression analysis. The regression equation $f$ could be used to remove systematic variation. The residual part $\eta^*$ could be considered to be a random variable with a lognormal distribution, and its mean value and COV are 1.0 and 0.09, respectively. The original CSM multiplied with the regression equation $f$ constitutes the MCSM. By computation and analysis, model factor $M'_{csm}$ should be a random variable that follows a lognormal distribution. To validate this, 103 load tests are divided into two groups, a calibration database consists of 50 load tests, while the validation database consists of 53 load tests. By calculating and verifying the mean and COV of model factor $M'_{csm}$ of tests in the validation database, it is found to be consistent with the results calculated by the previous formula. The lognormal probability model with a mean value of 1.02 and a COV of 0.13 is an appropriate probabilistic model for $M'_{csm}$.

Finally, 13 field tests are collected to compare the accuracy of predicting the pullout capacity of helical anchors using original CSM, MCSM in Tang and Phoon [22] and MCSM. The results show that the prediction accuracy of MCSM is more accurate than the other two methods, and the error range mostly within 15%, which might be helpful for engineers to estimate the pullout capacity of helical anchors in cohesive soils more confidently.

It should be acknowledged that owing to the complexity of the problem, several assumptions or simplifications have been adopted, as explained earlier. As such, the present research outcomes are inevitably subject to a few limitations. Firstly, the strain softening behavior of soil has been disregarded, which may somewhat overestimate the pull-out bearing capacity of the helical anchor. Secondly, the shape of the helical anchor has been simplified. To remedy these limitations, more works are planned in future studies.
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