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Abstract

A common practice in gene expression studies is to use ‘housekeepers’, i.e., genes expected to be expressed at relatively constant levels across experimental conditions, to normalize data. The process is to divide an expression value by some composite of one or more stable housekeepers to remove the effect of processing and nuance variables. Despite its reverence and widespread use, we argue that this approach is fundamentally flawed on multiple levels. The outcome of housekeeper normalization is a set of ratio variables which are not amenable to many standard statistical tests. There are no universal housekeeper genes and even within specific cohorts proposed housekeeper genes often fail to replicate. Furthermore, there is also no single agreed upon algorithm for performing housekeeper normalization or agreement regarding what constitutes a good housekeeper. We urge researchers to consider the use of alternative methodologies in their research.
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Introduction

Housekeeper normalization is a process commonly used in gene expression [1,2]. The basic process of housekeeper normalization is to divide a gene expression value by some composite of one or more housekeepers, i.e., constitutive genes that are believed to have a relatively constant level of expression across experimental conditions. The idea behind housekeeper normalization is that the process will help remove or control for sources of variation within an experiment in order to help identify differences between groups or samples [1-3]. Countless sources of variation have been proposed by researchers including but not limited to differences in samples, sample degradation, total amount of RNA, variability in processing steps such as reverse transcription in RT-PCR and others [1,3].

Despite the popularity of housekeeper normalization, the process has a number of highly deleterious flaws. Some problematic issues such as the lack of universal housekeepers, changing roles of housekeepers in different cohorts, no clear standard for what constitutes a good housekeeper and vagueness in the explanation of how housekeeping normalization is mathematically calculated by researchers are issues which have been addressed by researchers in the past. Multiple papers specifically focus on finding good housekeeper genes for use within a given research area [1,3-5] while others focus on finding universal housekeepers [6]. Nonetheless, despite such attempts, careful inspection of literature across multiple conditions or disease states can often find multiple conflicting reports on the validity of many housekeepers as well as the variability in housekeepers across samples, tissue types and physiological states is well documented [7,8]. It has also been documented that experimental conditions often change the expression level of housekeeper genes [9,10]. These findings have led to questions as to whether or not housekeeper genes actually exist in higher organisms [11]. For example, it has been noted that genes such as GAPDH and Beta-Actin which were once thought to be good universal housekeepers in fact perform quite poorly in many conditions and that the expression of these genes is are known to vary significantly across conditions [1,11].

Given the concern about the validity and reliability of housekeeper genes, it has become more common for researchers to use experimental data driven methods for picking housekeepers rather than selecting from a set of “universal housekeepers” [11]. One consistent problem with defining good housekeeper(s) is that there is no clear standard as to how to best pick a housekeeper. A plethora of methods have been used by researchers to screen for viable housekeepers including: comparison of geometric means, standard deviations, coefficient of variation (CV), Pearson product moment correlation coefficients, rank order statistics, regression based methods and more [1,6,12]. Even in the presence of consistent methodologies, there is no clear agreement as to what values of a given test would make for a good housekeeper. Additionally, the use of multiple housekeepers is quite common and there is no consistent agreement about how many housekeepers are needed or how precisely to aggregate multiple housekeepers into a single composite measure. In short, it is almost impossible for a reader to truly know what exactly was done when a paper says they selected and normalized to a set of housekeepers.

In addition to these commonly noted problems, we believe that perhaps an even larger problem is the fact that the process of housekeeper normalization produces a set of ratio variables and mathematical coupling. Statisticians have known for over a century that performing analyses on ratio variables can be very dangerous while often leading to biased results and spurious effects [13]. Additionally, in many cases involving ratios, the null hypothesis of a regression model that the correlation is equal to zero in the population is no longer valid.

Correlations and Regression Coefficient Estimates Among Genes Normalized to a Common Set of Housekeepers

While there is likely variation amongst researchers as to how to physically normalize a set of genes once a set of housekeepers is selected, the basic idea is to divide a gene by some composite value of the housekeeper(s); usually a mean.
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Normalized Gene Expression Value = \frac{\log\text{GeneExpression}_1 + \log\text{GeneExpression}_2 + \ldots + \log\text{GeneExpression}_n}{n}

Equation 1: Possible Formula for Housekeeper Normalization using n Housekeepers (H_k)

It is apparent from equation 1 that the resulting normalized gene expression value is a ratio of some gene expression value to a composite housekeeper value which we will denote as H. Since every gene of interest in a dataset will be normal to H, the relationship among every gene in the dataset is immediately biased. In 1897 Karl Pearson derived the expected correlation between two ratio variables. Briefly, for two genes x and y and a mean value for a set of housekeepers H, after normalizing x and y by applying Equation 1 we would have two ratio variables: \( x_{\text{norm}} = \frac{x}{H} \) and \( y_{\text{norm}} = \frac{y}{H} \). Pearson noted that the correlation between ratio variables depends on the correlation between the variables independently – x, y and H in our example – as well as the variances of each variable. If x, y and H all have equal variances in the population, y and H are all uncorrelated with one another, then the correlation between \( x_{\text{norm}} \) and \( y_{\text{norm}} \) would be approximately 0.5! Furthermore the expected correlation between \( x_{\text{norm}} \) and H will be approximately 0.7071.

Given that genes of interest should change based on some grouping variable such as disease state (e.g., benign or malignant/cancerous) while housekeepers are expected to be relatively constant or at a minimum not correlated with a grouping variable, it follows that on average we would expect little if any correlation between housekeepers and a gene of interest. It is precisely this lack of correlation between the genes of interest and housekeepers that produces artificially high correlations among completely unrelated variables. The second we normalize a set of genes to a common set of housekeepers, the interpretation of any correlation we compute instantly changes.

At best one could argue that ratio variables simply change the standard interpretation of the null hypothesis. It is common statistical practice to construct a standard null hypothesis stating that the expected correlation is equal to zero or that there is no effect in the population. However, with ratio variables, the expected correlation when there is no relationship is quite different; 0.5 to be precise. Additionally, the research question changes in that the analysis is no longer about variables x and y but about composite variables \( x_{\text{norm}} \) and \( y_{\text{norm}} \). In the biomedical research literature, it is very rare to see gene expression data subject to housekeeper normalization being discussed with respect to composite variables. Researchers almost always refer to the component variables and not the composite.

Karl Pearson suggested more than a century ago that correlations among ratio variables are often "spurious" correlations [13]. However, we tend to agree with others such as Neyman who point out that calling the correlation between composite variables "spurious" is not quite accurate because there is nothing wrong with Pearson’s original equations for calculating correlations. Rather the problem is the “method of study” and the act of creating the composite variables that is the problem [14-17].

Making any statistical inferences under the assumption that a correlation of zero is a standard null hypothesis that assumes there is no relationship among gene expression values normalized with common housekeepers is statistically inaccurate because the expected correlation is no longer zero even if there is no correlation in the population. While Neyman was technically correct in suggesting that this really only changes the interpretation and null hypothesis [14], it should be noted that usually researchers make conclusions based off of an incorrect null hypothesis both mathematically and theoretically. Results reported based on an incorrect null hypothesis, whether statistically significant or statistically non-significant, are in fact spurious effects from the perspective that the reported results are not real and are simply artifacts of incorrect statistical analysis.

Gene expression data using housekeeper normalization is so highly confounded with the housekeepers used and the housekeeper normalization process, one can only make claims about the composite variables. Although the composite variables when normalized to the same set of housekeepers under the same mathematical formulas may be reproducible in limited and carefully controlled circumstances, it is unclear what the interpretation of such variable is. Given that the set of housekeepers used in normalization varies quite precipitously from study to study along with the actual mathematical calculations for computing normalization composite variables, it is very difficult to see how one can make comparisons across studies.

It should also be noted that gene expression data is commonly log base 2 transformed in order to make the data more linear; and thus applicable to the use of standard statistical models. However, even after log transformation, care needs to be exercised to ensure distributional assumptions are met and to ensure that the data does not still exhibit properties of an outlier prone distribution. Data necessary to assess a sample’s distributional properties such as equality of variances and normality is rarely if ever given. Distributional properties are critical in determining the accuracy of continuous variables and without distributional information the expected correlation is among a set of ratio variables is almost impossible. In light of this, it is practically impossible to reassess results from previous studies without access to the raw data.

In addition to correlation coefficients, the use of ratio variables also creates many problems for other statistical tests such as regression. Among the most prominent problems created by the use of ratio variables in regression modeling is the effect on the variances [17]. When creating ratio variables, if the component variables are homoscedastic (have equal variances) creating ratios often has the tendency to lead to heteroscedastic (unequal variances). Assumptions regarding equality of variances is one of the most core principles underlying ordinary least squares regression and violations have the ability to dramatically bias regression estimates by either inflating or deflating the estimate [18].

For gene expression studies, the issue of homoscedastic variances is complicated because of the common distributional properties of gene expression values. Researchers noting the effects of variance structures after creating ratio variables primarily focused on the case where the variables were homoscedastic to begin with [17]. Raw intensity values for gene expression microarrays are commonly on a multiplicative scale rather than a linear scale and to compensate, the data is almost always log2 transformed. Unfortunately, log2 transformation does not always produce variables which meet test for normality and homoscedastic variances. As a result, predicting the distributional properties of resultant ratio variables is an additional concern.

Astute statisticians will note that tests for homoscedastic variances should be commonly performed and that there are a number of estimating procedures beyond ordinary least squares such as empirical covariance estimators or "sandwich estimators" which will produce accurate estimates with heteroscedastic variances [19]. We believe that using such methods would only be a band-aid on a larger problem and
Discussion and Conclusion

The processing and analysis of gene expression data is a complex process. As researchers have pointed out for many years, there are a significant number of external variables which need to be addressed in order to obtain accurate results. A common approach taken in the field is to use housekeeper normalization. While the goal behind the method is laudable, the problem is that the mathematical computation creates a set of ratio variables. More than a century of statistical literature consistently illustrates the mathematical problems and lack of interpretability of using ratio variables; irrespective of the fields of study. The correlation among ratio variables is biased, null hypotheses are not interpretable and fundamental assumptions of OLS regression models are violated when ratio variables are treated as normal, independent and continuous. As a result of the well documented problems with ratio variables, the lack of clarity as to how housekeepers are chosen, mathematical details of how housekeeper normalization is computed, we have to suggest that the process be entirely abandoned. The mathematical properties of ratio variables formed by the housekeeper normalization process at best biases any estimates, and at worst makes one’s ability to draw association conclusions and compare across studies impossible. We strongly suggest researchers consider alternative methodologies in their studies.
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