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Abstract

We show that any convergent (shuffle) arborified zeta value admits a series representation. This justifies the introduction of a new generalisation to rooted forests of multiple zeta values, and we study its algebraic properties. As a consequence of the series representation, we derive elementary proofs of some results of Bradley and Zhou for Mordell-Tornheim zeta values and give explicit formulas. The series representation for shuffle arborified zeta values also implies that they are conical zeta values. We characterise which conical zeta values are arborified zeta values and evaluate them as sums of multiple zeta values with rational coefficients.

Math. subject classification: 11M32; 05C05.

Keywords: Multiple zeta values and generalisations, rooted forests, cones.

Contents

Introduction

Multiple zeta values and objectives \hspace{1cm} 2
Generalisations of multiple zeta values \hspace{1cm} 2
Main results and plan of the paper \hspace{1cm} 3

1 Series representation of arborified zetas

1.1 Multiple zeta values \hspace{1cm} 3
1.2 Arborified zeta values \hspace{1cm} 4
1.3 Series representation of AZVs \hspace{1cm} 7

2 Tree zeta values \hspace{1cm} 10

2.1 Definition and first properties \hspace{1cm} 10
2.2 The yew product \hspace{1cm} 11
2.3 The yew product and TZVs \hspace{1cm} 15
2.4 A new shuffle product \hspace{1cm} 17

3 Applications to Mordell-Tornheim zeta values \hspace{1cm} 19

4 Applications to conical zeta values \hspace{1cm} 21

4.1 Conical zeta values \hspace{1cm} 21
4.2 From trees to cones \hspace{1cm} 22
4.3 Characterisation of tree-like cones \hspace{1cm} 24

5 Computations of CZVs \hspace{1cm} 26

Acknowledgements \hspace{1cm} 28

References \hspace{1cm} 28
Introduction

Multiple zeta values

Multiple zeta values (MZVs) appeared for the first time in the work of Euler [Eul96]. After having appeared in various disguise in the work of many authors for two centuries, they eventually appeared in full generality as an application to Ecalle’s work on mould calculus [Eca85]. A systematic studies was then undertaken by Hoffman [Hof92] and Zagier [Zag94]. Many important conjectures about the relations obeyed by MZVs and their transcendentality are still an important field of research. MZVs and their generalisations have also appeared in multiple domains of Physics, for example when computing amplitudes in some quantum field or string theories, see for example [Tod17].

For the interested reader, let us point out that there exists many classical introductions to MZVs, see for example [Wal11]. We do not aim at writing another introduction to MZVs here, but simply to present some properties of MZVs in order for us to later state the objectives of this paper.

A word written in the alphabet \{x, y\} is called convergent if it starts with x and ends with y. For every convergent word \(w \in W_{\{x,y\}}\) the shuffle multiple zeta value (MZV) associated to \(w\) is
given by the image of the map
\[
\zeta_{\shuffle} : W_{\{x,y\}}^{\text{conv}} \subseteq W_{\{x,y\}} \longrightarrow \mathbb{R}
\]
\[
(\epsilon_1 \cdots \epsilon_k) \mapsto \int_{1 \geq t_1 \geq \cdots \geq t_k \geq 0} \prod_{i=1}^{k} \omega_{\epsilon_i}(t_i)
\]
where \(\omega_x(t) = dt/t, \omega_y(t) = dt/(1-t)\) evaluated at \(w\). On the other hand, a word written in the alphabet \(\mathbb{N}^*\) is also called convergent if it does not start with 1. For every such convergent word \(w \in W_{\mathbb{N}^*}\) the stuffle multiple zeta value associated to \(w\) is given by the image of the map
\[
\zeta_{\stuffle} : W_{\mathbb{N}^*}^{\text{conv}} \subseteq W_{\mathbb{N}^*} \longrightarrow \mathbb{R}
\]
\[
(p_1 \cdots p_k) \mapsto \sum_{n_1 > \cdots > n_k > 0} \frac{1}{n_1^{p_1} \cdots n_k^{p_k}}
\]
evaluated at \(w\).

The maps \(\zeta_{\shuffle}\) and \(\zeta_{\stuffle}\) are algebra morphisms for the shuffle of words, written \(\shuffle\), and the stuffle of words (also called quasi-shuffle and sticky shuffle in the literature), written \(\stuffle\) respectively. They are also related by Kontsevitch’s relation via a binarisation map \(s : W_{\mathbb{N}^*} \longrightarrow W_{\{x,y\}}\). These various combinatorial objects will be rigorously introduced in §1.1.

The main objective of these paper is to extend these three properties of MZVs (namely shuffle algebra morphism, stuffle algebra morphism and Kontsevitch’s relation) from words to rooted forests for a generalisation of MZVs.

Generalisations of multiple zeta values

There exists multiple generalisations of MZVs, for example Euler sums, Hurwitz multiple zetas, (multiple) polylogarithms, Shintani zetas, Witten zetas... In this paper, we start by studying one of these generalisations, namely arborified zeta values (AZVs) and apply our result to other generalisations, in particular conical zeta values (CZVs).

AZVs appeared in the work of Ecalle [Eca85] and much later in the work of Yamamoto [Yam17]. Their extensive study started in [Man13] and was completed in [Cla20]. The renormalisation of their divergent counterparts was performed in [Cla+20]. In particular, it was shown in [Cla20] that AZVs are linear combinations of MZVs with rational coefficients. In the same paper, two generalisations to rooted forests of the shuffle and stuffle products were built for which AZVs are algebra morphisms. However, it was also shown in the same paper that, while AZVs exists as iterated sums and iterated integrals like MZVs, these two objects are not related by the most natural generalisation of the binarisation map \(s\). In other words: the natural generalisation of Kontsevitch’s relation does not hold for AZVs.

In this paper, we also study Mordell-Tornheim zetas [Tor50; Mor58; Hof92] and conical zeta values (CZVs). The latter have been defined in [GPZ] and their divergent counterparts have been renormalised in [GPZ17]. An important open question which is given a partial solution in this
paper is to characterise when CZVs are linear combinations of MZVs with rational coefficients. Notice that this question may be of interest in physics since some CZVs have been shown to appear in the perturbative expansion of amplitudes of some string theories, see for example [Zer16; Zer17].

**Main results and plan of the paper**

Section 1 starts with a presentation of some notions of combinatorics of words that are useful for MZVs, and state the properties of MZVs that we will generalise to rooted forests. Then we recall some definitions from graphs theory and combinatorics of rooted forests and state results concerning (shuffle) arborified zeta values we build upon. The section ends with a statement and a proof of Theorem 1.19 which gives a new series representation for arborified zeta values. This result is one of the most important of this paper.

This main theorem justifies the definition of tree zeta values (Definition 2.1). The study of tree zeta values is the main topic of Section 2. Theorem 2.8 is then a direct consequence of Theorem 1.19 together with the aforementioned results of [Cla20] on arborified zeta values. We then introduce the yew product (Definition 2.10) and give an explicit description of this product (Theorem 2.19). We then show that TZVs form an algebra morphism for the yew product (Theorem 2.19) and relate this product with various combinatorial objects (Theorem 2.24), which allows us to directly relate TZVs and stuffle MZVs (Corollary 2.25). We end Section 2 with a new generalisation to rooted forests of the stuffle product (Definition 2.27) for which TZVs form an algebra morphism (Theorem 2.29).

In Section 3 we present a second application of Theorem 1.19 which concerns Mordell-Tornheim zeta values. We give in Proposition 3.2 a formula for a special family of Mordell-Tornheim zeta values and give a new proof of a classical Theorem of Bradley and Zhou (Theorem 3.4). Along the way we prove a decomposition formula for Mordell-Tornheim zeta values (Equation (16)) which implies a formula for the corresponding Mordell-Tornheim zeta values (Equation (17)).

Our main application of Theorem 1.19 concerns conical zeta values and can be found in Section 4. After recalling some classical definitions of the theory of cones and CZVs, we show (Proposition 4.8) that shuffle arborified zeta values are CZVs. This gives a formula for CZVs that can be obtained from rooted forests (Theorem 4.10). Such cones are characterised in Proposition 4.19. Putting together the results of Sections 1 and 4 we obtain the second main result of the paper, Theorem 4.20, which gives a sufficient condition on cones for the associated CZVs to be a linear combination of MZVs with rational coefficients.

The paper ends with Section 5 where evaluations of CZVs are performed in details using the methods developed in Sections 2 and 4.

**Notations**

Through the paper, we use \([n] := \{0, 1, \cdots, n\}\). We also use \(\mathbb{N} := \mathbb{Z}_{\geq 0}\), \(\mathbb{N}^* := \mathbb{Z}_{\geq 1}\), \(\mathbb{R}_+ := \mathbb{R}_{\geq 0}\) and \(\mathbb{R}_+^* := \mathbb{R}_{> 0}\).

1 Series representation of arborified zetas

1.1 Multiple zeta values

We start by introducing the notions of combinatorics of words relevant to our study of MZVs and their generalisations.

**Definition 1.1.**

- For a set \(\Omega\), we write \(W_\Omega\) the linear span (over \(\mathbb{R}\)) of words written in the alphabet \(\Omega\), that is to say the algebra over \(\mathbb{R}\) of non-commutative polynomials with variables in \(\Omega\). We also write \(\emptyset\) for the empty word.

- The concatenation product \(\sqcup : W_\Omega \times W_\Omega \mapsto W_\Omega\) is defined by

\[
\emptyset \sqcup w = w \sqcup \emptyset = w,
\]

\[
(\omega_1 \cdots \omega_k) \sqcup (\omega'_1 \cdots \omega'_n) = (\omega_1 \cdots \omega_k \omega'_1 \cdots \omega'_n)
\]

for any word \(w\) in \(W_\Omega\) and letters \(\omega_1, \cdots, \omega_k, \omega'_1, \cdots, \omega'_n\) in \(\Omega\).
• Let $\Omega$ be a set. The **shuffle product** is recursively defined by
\[
\emptyset \shuffle w = w \shuffle \emptyset = w,
\]
\[
((\omega \shuffle w) \shuffle (\omega' \shuffle w')) = (\omega \shuffle [w \shuffle ((\omega') \shuffle w')]) + (\omega' \shuffle [w \shuffle ((\omega) \shuffle w')]),
\]
extended by bilinearity to a product $\shuffle : \mathcal{W}_\Omega \times \mathcal{W}_\Omega \rightarrow \mathcal{W}_\Omega$.

• Let $(\Omega, +)$ be a commutative semigroup (i.e. + is associative and commutative). The **stuffle product** is recursively defined by
\[
\emptyset \stuffle w = w \stuffle \emptyset = w,
\]
\[
((\omega \stuffle w) \stuffle (\omega' \stuffle w')) = (\omega \stuffle [w \stuffle ((\omega') \stuffle w')]) + (\omega' \stuffle [w \stuffle ((\omega) \stuffle w')]) + (\omega + \omega') \stuffle [w \stuffle w'].
\]

It is easy to show that the shuffle and the stuffle products are commutative. It is also a standard exercise to check that they are associative.

Another important definition for the theory of MZVs is the one of convergent words.

**Definition 1.2.** A word $w \in \mathcal{W}_{[x,y]}$ is called **convergent** if it is either empty or starts with an $x$ and ends with a $y$. We write $\mathcal{W}^\text{conv}_{[x,y]}$ the set of convergent words in $\mathcal{W}_{[x,y]}$.

A word $w \in \mathcal{W}^\text{conv}_{\mathbb{N}}$ is called **convergent** if it is either empty or has not 1 as its first letter. We write $\mathcal{W}^\text{conv}_{\mathbb{N}}$ the set of convergent words in $\mathcal{W}_{\mathbb{N}}$.

A crucial result in the theory of MZVs is then

**Theorem 1.3.** The set $\mathcal{W}^\text{conv}_{[x,y]}$ (resp. $\mathcal{W}^\text{conv}_{\mathbb{N}}$) is a sub-algebra for the shuffle (resp. stuffle) product. The map $\zeta_{\shuffle}$ (resp. $\zeta_{\stuffle}$) is an algebra morphism for the shuffle (resp. stuffle) product: for any words $w_1$, $w_2$ in $\mathcal{W}^\text{conv}_{[x,y]}$ (resp. $\mathcal{W}^\text{conv}_{\mathbb{N}}$)
\[
\zeta_{\shuffle}(w_1 \shuffle w_2) = \zeta_{\shuffle}(w_1) \zeta_{\shuffle}(w_2) \quad \text{(resp. } \zeta_{\stuffle}(w_1 \stuffle w_2) = \zeta_{\stuffle}(w_1) \zeta_{\stuffle}(w_2)\text{) }.
\]

To rigorously state the last property of MZVs we will generalise to rooted forests, namely Kontsevitch’s relation, we need to define one more object.

**Definition 1.4.** The **binarisation map** $s : \mathcal{W}_{\mathbb{N}} \rightarrow \mathcal{W}_{[x,y]}$ is the linear map defined by $s(\emptyset) = \emptyset$ and for any non empty word
\[
s(n_1 \cdots n_k) := \underbrace{x \cdots xy \cdots x y}_{n_1-1} \underbrace{x \cdots xy \cdots x y}_{n_k-1}.
\]

Let us write some examples of the action of $s$:
\[
s(23) = (xyxyy), \quad s(131) = (yxxyy), \quad s(4136) = (xyxyyxyxyxyxy).
\]

We then have

**Theorem 1.5** (Kontsevitch’s relation). $s$ maps convergent words $\mathcal{W}^\text{conv}_{\mathbb{N}}$ to convergent words $\mathcal{W}^\text{conv}_{[x,y]}$ and
\[
\zeta_{\stuffle} = \zeta_{\shuffle} \circ s.
\]

### 1.2 Arborified zeta values

We start recalling some basic definition of graph theory (see for example [Wil96]) which will be useful in the sequel.

**Definition 1.6.**

• A **graph** is a pair of finite sets $G := (V(G), E(G))$ with $E(G) \subseteq V(G) \times V(G)$.

• $E(G)$ is the set of edges of the graph and $V(G)$ the set of vertices of the graph.

• A **path** in a graph $G$ is a finite sequence of elements of $V(G)$: $p = (v_1, \ldots, v_n)$ such that for all $i \in [1, n-1]$, $(v_i, v_{i+1})$ is an edge of $G$. By convention, there is always a path between a vertex and itself.

We have actually defined oriented graphs since we will only work with such graphs. In particular, “graph” will always be used for “oriented graph”.

In this paper, we will be chiefly concerned with rooted trees so let us introduce related vocabulary and notations that will be used in the rest of this document.
Definition 1.7. • For a graph $G = (V(G); E(G))$, let $\preceq$ be the binary relation on $V(G)$ defined by: $v_1 \preceq v_2$ if, and only if, it exists a path from $v_1$ to $v_2$. We also denote by $\succeq$ the inverse relation. A directed acyclic graph (DAG for short) is a graph such that $(V(G), \preceq)$ is a poset.

• A forest is a DAG such that there is at most one path between two vertices. A rooted forest is a forest whose connected components each have a unique minimal element. These elements are called roots. A rooted tree is a connected rooted forest.

• Let $F$ be a rooted forest and $v_1, v_2$ be two vertices of $F$. If $(v_1, v_2) \in E(F)$ then $v_1$ is called the direct ancestor of $v_2$ and $v_2$ a direct descendant of $v_1$. We write $v_1 \preceq a(v_2)$

• If a vertex of a forest $F$ has more than one direct descendant it is called a branching vertex of $F$.

Furthermore, a vertex that is maximal for the partial order $\preceq$ is called a leaf.

• Let $\Omega$ be a set. A $\Omega$-decorated rooted forest is a rooted forest $F$ together with a decoration map $d : V(F) \mapsto \Omega$. For a rooted forest $(F, d_F)$ decorated by $\Omega$ and $\omega \in \Omega$, we write $V_\omega(F) \subseteq V(F)$ the set of vertices of $F$ decorated by $\omega$.

• Two rooted forests $F$ and $F'$ (resp. decorated rooted forests $(F, d_F)$ and $(F', d_{F'})$) are isomorphic if there a poset isomorphism $f_V : V(F) \mapsto V(F')$ (resp. and $d_F = d_{F'} \circ f_V$) exists.

We write $\mathcal{F}$ (resp. $\mathcal{F}_\Omega$) the commutative algebra freely generated by isomorphism classes of rooted forests (resp. by $\Omega$-decorated rooted) with the product given by the concatenation of graphs. We also use $\mathcal{T}$ and $\mathcal{T}_\Omega$ for the vector spaces of isomorphism classes of rooted trees and $\Omega$-decorated rooted trees respectively.

As usual, we always consider isomorphism classes of rooted forests and therefore identify trees and forests with their classes. Furthermore, when there is no need to specify the decoration map we simply write $F$ for a decorated forest $(F, d)$.

Here we will be primarily interested by rooted forests decorated by a set of two elements $\{x, y\}$. As said before, for such a forest $F$ we write $V_x(F)$ and $V_y(F)$ the set of vertices of $F$ decorated by $x$ and $y$ respectively. The next definition characterises the rooted forests to which we will be able to attach a iterated integral. It is taken from [Cla20].

Definition 1.8. A rooted forest decorated by $\Omega = \{x, y\}$ is convergent if all its leaves and branching vertices are decorated by $y$ and all its roots are decorated by $x$. We write $\mathcal{F}_x^{\text{conv}}$ the set of convergent rooted forests decorated by $\{x, y\}$.

A rooted forest decorated by $\Omega = \mathbb{N}^*$ is convergent if none of its roots are decorated by $1$. We write $\mathcal{F}_{\mathbb{N}}^{\text{conv}}$ the set of convergent rooted forests decorated by $\mathbb{N}^*$.

Notice that this definition implies in particular that the roots of a convergent forest in $\mathcal{F}_{\{x, y\}}$ cannot be branching vertices. Now we can define the first family of objects that we will study in this paper.

Definition 1.9 (Man13). Let $(F, d_F)$ be a convergent rooted forest decorated by $\{x, y\}$. The 

arborified zeta value

associated to $(F, d_F)$ is defined by

$$\zeta_{\mathcal{F}_{\{x, y\}}}(F) := \int_{\Delta_F} \prod_{v \in V(F)} \omega_v(z_v)$$

with

$$\omega_v(z_v) = \begin{cases} \frac{dz_v}{dz_v} & \text{if } d_F(v) = x \\ \frac{dz_v}{1-z_v} & \text{if } d_F(v) = y \end{cases}$$

and $\Delta_F \subset [0, 1]|V(F)|$ defined by

$$[0, 1]|V(F)| \ni (z_{v_1}, \ldots, z_{v_\ell(F)}) \in \Delta_F : \iff (v_i \preceq v_j \iff z_{v_i} \leq z_{v_j}).$$

\[\frac{1}{}^{\text{which implies } v_1 \preceq v_2}\]
Remark 1.10. The integral of arborified zeta values can converge even if $F$ is not a convergent forest. In particular, one can relax the condition that its branching vertices are decorated by $x$ and still have a convergent integral. This is clear from the proof of convergence of arborified zeta values made in [Cla20, Definition-Proposition 4.8 and Lemma 4.13].

We focus on these forests for two reasons. First, these convergent rooted forests are the image of the branched binarisation map $\mathcal{B}_T : \mathcal{F}_\Omega \longrightarrow \mathcal{F}_{\{x,y\}}$ (see [Cla20, Definition A.1]). Second, for these forests, the associated arborified zeta values can be written as a multiple series over a domain given by the rooted forest they are attached to. This is one of the main results of this paper.

Notice that $\zeta_\Omega^T(F)$ should be written $\zeta_\Omega^T(F, d_F)$ to be completely rigorous. We drop the reference to the decoration map in order to simplify notations. Notice further that we inverse the partial order of vertices of the forest and the partial order on the attached integration variable to follow [Cla20]. This is simply done to simplify notations, and the other choice was made, for example in [Man13].

Before we proceed further, let us recall that for any $\omega \in \Omega$ the grafting operator $B_{\omega}^\mu : \mathcal{F}_\Omega \longrightarrow \mathcal{T}_\Omega$ which is a linear operator that, to any rooted forest $F = T_1 \cdots T_k$, associates the decorated tree obtained from $F$ by adding a root decorated by $\omega$ linked to each root of $T_i$ for $i$ going from 1 to $k$. We can now introduce the shuffle of trees that have been defined in [Claf13].

**Definition 1.11.** Let $\Omega$ be a set. The **shuffle product on forests** $\mathsf{\square}^T$ of two forests $F$ and $F'$ is defined recursively on $|F| + |F'|$.

- If $|F| + |F'| = 0$ (and thus $F = F' = \emptyset$), we set $\emptyset \mathsf{\square}^T \emptyset = \emptyset$.
- For $N \in \mathbb{N}$, assume the shuffle products of forests has been defined on every forests $f, f'$ such that $|f| + |f'| \leq N$. Then for any two forests $F, F'$ such that $|F| + |F'| = N + 1$:
  - If $F' = \emptyset$, set $\emptyset \mathsf{\square}^T F = F$;
  - If $F$ or $F'$ is not a tree, then we can write $F$ and $f'$ uniquely as a concatenation of trees: $F = T_1 \cdots T_k$ and $F' = t_1 \cdots t_n$ with the $T_i$'s and $t_j$'s nonempty, $k + n \geq 3$ and set
    $$F \mathsf{\square}^T F' = \frac{1}{k n} \sum_{i=1}^k \sum_{j=1}^n \left( (T_i \mathsf{\square}^T t_j) T_1 \cdots \hat{T}_i \cdots T_k t_1 \cdots \hat{t}_j \cdots t_k \right)$$
    where $T_1 \cdots \hat{T}_i \cdots T_k$ stands for the concatenation of the trees $T_1, \ldots, T_k$ without the tree $T_i$.
  - If $F = T = B_{\omega}^\mu(f)$ and $F' = T' = B_{\omega}^\mu(f')$ are two nonempty trees, we set
    $$T \mathsf{\square}^T T' = B_{\omega}^\mu(f) \mathsf{\square}^T T' + B_{\omega}^\mu(T) \mathsf{\square}^T f')$$

It is easy to show that $\mathsf{\square}^T$ is commutative, but it is not associative (see [Cla20, Counterexample 5.7]). However an important result of [Cla20] is

**Theorem 1.12.** ([Cla20, Theorem 5.11]) $\mathcal{F}^{\text{conv}}_{\{x,y\}}$ is a subalgebra for the shuffle product of forests $\mathsf{\square}^T$. Furthermore, for any convergent forests $F_1$ and $F_2$ in $\mathcal{F}^{\text{conv}}_{\{x,y\}}$ we have

$$\zeta_\Omega^T(F_1 \mathsf{\square}^T F_2) = \zeta_\Omega^T(F_1) \zeta_\Omega^T(F_2).$$

In other words, the linear map $\zeta_\Omega^T : \mathcal{F}^{\text{conv}}_{\{x,y\}} \longrightarrow \mathbb{R}$ which sends a convergent forest $F \in \mathcal{F}^{\text{conv}}_{\{x,y\}}$ to $\zeta_\Omega^T(F)$ is an algebra morphism for the shuffle product of forests.

We need to introduce one more notion in this section.

**Definition 1.13.** Let $\Omega$ be a set, the **flattening map** $f_0 : \mathcal{F}_\Omega \longrightarrow \mathcal{W}_\Omega$ from the algebra of rooted forests decorated by $\Omega$ and the algebra of words $\mathcal{W}_\Omega$ written in the alphabet $\Omega$ is recursively defined by

$$f_0(\emptyset) = \emptyset, \quad f_0(F_1 F_2) = f_0(F_1) \mathsf{\square}^T f_0(F_2), \quad f_0(B_{\omega}^\mu(F)) = (\omega) \mathsf{\square}^T f_0(F).$$

extended by linearity to a map on $\mathcal{F}_\Omega$.

**Remark 1.14.** In [Man13], the flattening map is called the (simple) arborification, following Ecalle in [Eca85]. It also appears in [Yam20]. We chose instead to follow [Cla20] and [Cla20]. Furthermore, together with its weighted versions, it can be defined from a universal property of the algebra of rooted forests (see [Cla20, Definition 2.14]). Since this formulation requires to define more structures, we have opted here for this more pedestrian approach in order to keep the reminders of this section within reasonable length.
The following result was shown in [Cla20] (Lemma 4.9 and Theorem 4.15) although a version for divergent AZVs was already presented in the earlier work [Cla+20]. It refines [Yam17] Corollary 2.4 and was also stated in [Yam20].

**Theorem 1.15.** The flattening map $\mathbf{fl}$ maps convergent forests to convergent words and for any convergent rooted forest $(F,d_F) \in F_{[x,y]}^{\text{conv}}$, the arborified zeta value $\zeta_{\text{TL}}^T(F)$ is a finite linear combination of MZVs with rational coefficients given by

$$
\zeta_{\text{TL}}^T(F) = \zeta_{\text{TL}}(\mathbf{fl}(F))
$$

with $\zeta_{\text{TL}}$ the MZV map defined in Equation \ref{eq:zetaTL}.

**Remark 1.16.** In [Cla20], an equivalent of the stuffle MZVs (Equation \ref{eq:stuffleMZVs}) for rooted forests decorated by $\mathbb{N}^*$ was also build and studied. It was shown this object has properties similar to $\zeta_{\text{TL}}^T$. Namely, it is an algebra morphism for a stuffle product of rooted forest and can be related to stuffle MZVs via a contracting flattening map. However, it was also shown that these two AZVs are not related by the most natural generalisation of Kontsevitch’s relation \ref{eq:kontsevitch}. This is why we do not introduce these objects here and will instead replace them by a new generalisation of MVZs for which Kontsevitch’s relation holds.

### 1.3 Series representation of AZVs

In order to prove the existence of a series representation for AZVs, we need to introduce a few more notions.

**Definition 1.17.** A **segment** of a rooted forest $(F,d_F)$ decorated by $\{x,y\}$ is a non-empty path $s_v = (v_1, \ldots, v_n = v)$ such that $d_F(v_1) = y$, $d_F(v_i) = x$ for any $i \in \{1, \ldots, n-1\}$ and $d(a(v_1)) = y$, with $a(v_1)$ the direct ancestor of $v_1$. We call the number $n$ the **length** of the segment $s_v$ and write it $|s_v|$.

We write $S(F) := \{s_v | v \in V_y(F)\}$ the set of segments of a rooted forest $F$.

In words: a segment $s_v$ of a rooted forest is a path in this rooted forest, which ends at the vertex $v$ decorated by $y$ and starts just above the first ancestor of $v$ being also decorated by $y$.

The set $S(F)$ inherits a poset structure from the poset structure of $V(F)$. We also denote this partial order relation by $\preceq$: $s_v \preceq s_v' :\iff v \preceq v'$. This allows us to define the depth of a segment.

**Definition 1.18.** The **depths** of the segments of a decorated rooted forest $F$ decorated by $\{x,y\}$ are recursively defined by:

- $\text{depth}(s_v) = 0$ if $v$ is a leaf of $F$,
- $\text{depth}(s_v) = \max\{\text{depth}(s_{v'}) | v' \neq v \land s_v \preceq s_{v'}\} + 1$.

We also set $N_F := \max\{\text{depth}(s_v) | s_v \in S(F)\}$ the maximal depth of a segment of $F$. For any $n \in \{0, \cdots, N_F\}$ we set

$$
S_n(F) := \{s_v \in S(F) | \text{depth}(s_v) = n\},
$$

we further set:

$$
S^n(F) := \bigcup_{i=0}^n S_i(F)
$$

for any $n \in \{0, \cdots, N_F\}$. For any such $n$ we also write

$$
||S_n(F)|| := \sum_{s_v \in S_n(F)} |s_v| \quad \text{and} \quad ||S^n(F)|| := \sum_{s_v \in S^n(F)} |s_v|.
$$

Notice that depth of segments of a rooted forest are well-defined because we have taken our forests to be finite.

We are now able to prove the following

**Theorem 1.19.** For any convergent forest $F$ the corresponding arborified zeta values admits the following series representation:

$$
\zeta_{\text{TL}}(F) = \sum_{n_v \geq 1} \prod_{v \in V_y(F)} \left( \sum_{v' \preceq v} \frac{n_{v'}}{|s_v|} \right)^{-|s_v|}
$$
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where for \( s_v = (v_1, \cdots, v_n) \) we set \(|s_v| = n \) and \( v \in V_0(F) \) in the first sum means that this series has a summation variable for each \( v \in V_0(F) \).

**Proof.** Let \( F \) be a convergent forest. Since the map \( F \mapsto \zeta^T(L)(F) \) is an algebra morphism for the concatenation product of trees, it is enough to show that the theorem holds for \( F \) a rooted tree. Thus we can assume without loss of generality that \( F \) is a rooted tree.

Let \( N_F \) be the maximal depth of the segments of this tree. If \( N_F = 0 \), the theorem reduces to the usual series representation of a Riemann zeta.

If \( N_F \geq 1 \), since we are working with convergent integrals we can use Fubini’s theorem to regroup integrations of the segment. This mean that we can write the arborified zeta associated to \( F \) as

\[
\zeta^T(F) = \int_{\Delta_F} \prod_{n=0}^{N_F} \prod_{s_v \in S_n(F)} d\omega_v,
\]

where, for \( s_v = (w_1, \cdots, w_p) \in S_n(F) \) we have set

\[
d\omega_v := \frac{dz_{w_1}}{z_{w_1}} \cdots \frac{dz_{w_p}}{1 - z_{w_p}}
\]

(with an obvious abuse of notation if \( p = 1 \)). Now recall that for any \( A \in \mathbb{R}_+ \), \( p \geq 1 \) and any \( Z \in [0, 1] \) (\( Z \neq 1 \) if \( p = 1 \)) we have

\[
\int_{0 \leq z_p \leq \cdots \leq z_1 \leq Z} \frac{dz_1}{z_1} \cdots \frac{dz_p}{z_p} \frac{dz_p}{1 - z_p} (zp)^A = \sum_{n=1}^{+\infty} \frac{Z^{1 + nA}}{(n + A)^p}
\]

(again with obvious abuses of notations when \( p = 1 \)). This classical result follows from the theorem of dominated convergence and the Taylor expansion of the function \( x \mapsto (1 - x)^{-1} \).

We can now use (6) with \( A = 0 \) in (5) to integrate all the variable attached to vertices belonging to a segment of depth zero. We obtain

\[
\zeta^T_{\Delta(F)}(F) = \prod_{n=1}^{+\infty} \prod_{v \in V_0(F)} (n_v)^{-|s_v|} \int_{\Delta_F \setminus S_0(F)} d\omega_v \prod_{n=1}^{N_F} \prod_{s_v \in S_n(F)} d\omega_v \prod_{v \in V_0(F)} ^{\sum_{v' \succ v} n_v'} (z_v)
\]

where \( v' \succ v \) means that \( v' \) is a descendant of \( v \) that is distinct from \( v \) and where we have set

\[
[0, 1]^{V(F) - |S_0(F)|} \ni (z_{v_1}, \cdots, z_{v_p}) \in \Delta_F \setminus S_0(F)
\]

\[
\iff \left\{ (v_1, \cdots, v_p) = V(F) \setminus \{ s_v | s_v \in S_0(F) \} \wedge (v_i \leq v_j \Leftrightarrow z_{v_j} \leq z_{v_i}) \right\}
\]

Now for any \( k \in \{0, \cdots, N_F - 1\} \) we set

\[
[0, 1]^{V(F) - |S^k(F)|} \ni (z_{v_1}, \cdots, z_{v_p}) \in \Delta_F \setminus S^k(F)
\]

\[
\iff \left\{ (v_1, \cdots, v_p) = V(F) \setminus \{ s_v | s_v \in S^k(F) \} \wedge (v_i \leq v_j \Leftrightarrow z_{v_j} \leq z_{v_i}) \right\}
\]

(notice that we replaced \( S_0(F) \) by \( S^k(F) \)). Let us prove by induction over \( k \) that for any \( k \in \{0, \cdots, N_F - 1\} \) we have

\[
\zeta^T_{\Delta(F)}(F) = \prod_{v \in V_0(F)} \prod_{s_v \in S^k(F)} \left( \sum_{v' \in S^k(F)} (z_v) \prod_{v' \succ v} ^{n_v'} \right) ^{-|s_v|}
\]

\[
\times \int_{\Delta_F \setminus S^k(F)} d\omega_v \prod_{v \in V_0(F)} ^{\sum_{v' \succ v} n_v'} \prod_{s_v \in S_{k+1}(F)} (z_v)
\]

First, since \( S_0(F) = S^0(F) \) and \( \Delta_F \setminus S_0(F) = \Delta_F \setminus S^0(F) \), Equation (7) is exactly Equation (8) for \( k = 0 \). Then if \( N_F = 1 \), we have proven Equation (8) in every cases of interests. If \( N_F \geq 2 \)
then let us assume that Equation (8) holds for \( k \in \{0, \cdots, N_F - 2\} \). We then have, once again from the Taylor expansion of the function \( x \to (1 - x)^{-1} \) and the dominated convergence theorem

\[
I_{F,k} = \int_{\Delta F \setminus S^k(F)} \left( \prod_{n=k+2}^{N_F} \prod_{s_n \in S_n(F)} d\omega_{s_n} \right) \left( \prod_{v \in V_k(F)} d\omega_{s_v} \right) \sum_{v' \in V_k(F)} n_{v'} (z_v) \nu'_{v' \not\supset v}.
\]

with the obvious notation that \( \frac{d\omega}{d\omega_{v'}} \) is a product of \( dz/ z \). We can now merge the two last products to obtain

\[
I_{F,k} = \sum_{n_k = 0}^{+\infty} \int_{\Delta F \setminus S^k(F)} \left( \prod_{n=k+2}^{N_F} \prod_{s_n \in S_n(F)} d\omega_{s_n} \right) \prod_{v \in V_k(F)} d\omega_{s_v} \sum_{v' \in V_k(F)} n_{v'} (z_v) \nu'_{v' \not\supset v}.
\]

Finally integrating the variable attached to vertices belonging to segments of depth \( k \) and switching each of the summation variable by one we obtain

\[
I_{F,k} = \sum_{n_k = 0}^{+\infty} \int_{\Delta F \setminus S^k(F)} \left( \prod_{n=k+2}^{N_F} \prod_{s_n \in S_n(F)} d\omega_{s_n} \right) \prod_{v \in V_k(F)} d\omega_{s_v} \sum_{v' \in V_k(F)} n_{v'} (z_v) \nu'_{v' \not\supset v}.
\]

Notice that this whole computation consisted essentially into using Formula (10) for each of the segments of depth exactly \( k \). In any case, plugging this expression for \( I_{F,k} \) back into (8) we obtain exactly the same equation with \( k \) replaced by \( k + 1 \). So, by a finite induction we have proven Equation (8) for any \( k \in \{0, \cdots, N_F\} \) for any value of \( N_F \geq 1 \).

Since we have assumed \( F \) to be a connected rooted forest (i.e. a rooted tree), \( F \) has exactly one segment \( s_v \) of maximal depth \( N_F \). Furthermore, since \( F \) is convergent, we have \( l := |s_v| \geq 2 \). Thus, after a relabelling of \( s_v \):

\[
s_v = (1, \cdots, l = v),
\]

Equation (8) with \( k = N_F - 1 \) reads

\[
E_{\ell_{\ell_{\ell}}}^T(F) = \sum_{n_{N_F-1} = 1}^{+\infty} \prod_{v \in V_{N_F-1}(F)} \left( \sum_{v' \in V_{N_F-1}(F)} n_{v'} \right) \sum_{v' \in V_{N_F-1}(F)} n_{v'} \nu_{v' \not\supset v}.
\]

Using again Formula (8) with \( Z = 1 \), \( p = l + 2 \) and \( A = \sum_{v' \in V_{N_F}(F)} n_{v'} \) we obtain the statement of the theorem once we write all the sums together.

\[ \Box \]

**Remark 1.20.** This series representation of AZVs is not the stuffle AZVs of \([Cla20]\) which were defined as iterated series. Theorem A.4 of \([Cla20]\) implies that these two series applied to the same forest give in general different values. Instead, this series representation of AZVs defined by iterated integrals should be seen as a new generalisation of MZVs defined as iterated series. It is not the purpose of this paper to explore their algebraic structures and we left that for further research. Instead, we will focus on relating this new generalisation to other generalised MZVs.
2 Tree zeta values

2.1 Definition and first properties

Theorem 1.19 motivates a new generalisation of MZVs to trees. Let us first state the definition of these new iterated sums without taking care of their convergence.

Definition 2.1. For a, $N^*$-decorated rooted forest $F$, whenever it exists, let

$$\zeta'(F) := \sum_{v \in V(F)} \prod_{v' \in V(F)} \left( \sum_{v'' \in V(F)} n_{v''} \right)^{-\alpha_v}$$

(with $\alpha_v = d_F(v) \in N^*$ the decoration of the vertex $v$ and, as before, $v \in V(F)$ in the first sum means that this series has a summation variable for each $v \in V(F)$) be the tree zeta value (TZV) associated to $F$. $\zeta'$ is then extended by linearity to a map defined on a subset of $F_{N^*}$.

Remark 2.2. In a private communication, F. Zerbini suggested that tree zeta values could be of interest, and in particular that they likely were MZVs. I am thankful for this input.

Here are some examples of TZVs:

$$\zeta'(\{\} \cdot n) = \zeta_{i\{\}}(n), \quad \zeta'(\{\} \cdot V_2^\bullet) = \sum_{n_1, n_2, n_3 \geq 1} \frac{1}{(n_1 + n_2 + n_3)^2 n_2(n_3)^2}.$$  

Remark 2.3. A simple change of summing variables in the iterated series of Equation (2) allows to rewrite stuffle MZVs as

$$\zeta_{i\{\}}(n_1 \cdots n_k) = \sum_{m_1, \ldots, m_k \geq 1} \frac{1}{m_1 \cdots m_k n_2(n_3)^2 \cdots (m_k)^{n_k}}.$$  

This is the expression of a tree zeta value associated to a ladder tree decorated by $n_1, \ldots, n_k$. Therefore, TZVs are indeed a new generalisation of MZVs to rooted forests.

To study the convergences of tree zeta values, let us recall some definitions of [Cla20]

Definition 2.4. [Cla20] Definition A.1] The branched binarisation map is the linear map $s^T : F_{N^*} \rightarrow F_{\{x,y\}}$ recursively defined by

$$s^T(\emptyset) = \emptyset, \quad s^T(T_1 \cdots T_n) = s^T(T_1) \cdots s^T(T_n), \quad s^T(B^+_n(F)) = (B^+_n(s^T(F)))^{n-1} \circ B^+_n(s^T(F))$$

and extended by linearity to a map of $F_{N^*}$.

In [Cla20], a more algebraic definition of $s^T$ was given using a universal property of the algebra $F_{N^*}$. The above definition is more pedestrian but requires less background. In order to clarify the action of $s^T$, let us write down some examples of the action of $s^T$ on simple trees.

$$s^T(\{\} \cdot) = \cdot_v, \quad s^T(\{\} \cdot \{\}) = \{\}, \quad s^T(\{\} \cdot \{\}^\bullet) = \emptyset, \quad s^T(\{\} \cdot V_1^\bullet) = \emptyset, \quad s^T(\{\} \cdot V_2^\bullet) = \emptyset.$$

One further definition of importance is the following

Definition 2.5. [Cla20] Definition 3.14] A $N^*$-decorated tree is called convergent if and only if it is either empty or has its root decorated by $n \geq 2$. A $N^*$-decorated forest is called convergent if and only if it is a disjoint union of convergent trees. We write $F_{N^*}^{conv}$ the set of convergent rooted forests decorated by $N^*$.

The following trivial characteristics of the map $s^T$ were shown in [Cla20]:

\[ \text{Characteristic 1:} \]

\[ \text{Characteristic 2:} \]
Lemma 2.6. [Cla20, Lemma A.3] The branched binarisation map $s^T$, when restricted to convergent forests, is a bijection and maps convergent forests to convergent forests:

$$s^T(F_{\text{conv}}^N) = F_{\text{conv}}^N_{\{x,y\}}.$$  

The following simple yet important result justifies the definition of tree zeta values.

Proposition 2.7. For any convergent $N^*$-decorated rooted forest $F$, the tree zeta value $\zeta^i(F)$ associated to $F$ is convergent and is equal to the arborified zeta values associated to the convergent $\{x,y\}$-decorated rooted forest $s^T(F)$:

$$\zeta^i(F) = \zeta_{\text{conv}}^i(s^T(F)).$$

Proof. The result follows from the simple observation that, for any convergent $\{x,y\}$-decorated rooted forest $f$ the series representation of $\zeta_{\text{conv}}^i(f)$ given by Theorem 1.19 is precisely the tree zeta value $\zeta^i((s^T)^{-1}(f))$. The convergence of $\zeta^i(F)$ for any convergent $N^*$-decorated rooted forest $F$ then follows from the facts that $s^T$ is a one to one map between the two sets of convergent rooted forests and that the arborified zeta value $\zeta_{\text{conv}}^i(f)$ converges for any convergent $\{x,y\}$-decorated rooted forest $f$. \hfill \square

In particular, when $F$ is a ladder tree, Kontsevitch’s relation (Equation 3) gives us

$$\zeta^i(\iota(w)) = \zeta_{\text{conv}}^i(w)$$

for any convergent word $w$; where $\iota$ is the canonical map sending words to ladder trees.

From this Proposition, one easily derives important properties of tree zeta values from the properties of branched zeta values.

Theorem 2.8. 

- The map $\zeta^i : F \mapsto \zeta^i(F)$ is an algebra morphism from convergent $N^*$-decorated rooted forests to $\mathbb{R}$ for the concatenation product of forests.
- For any convergent $N^*$-decorated rooted forests $F$, the tree zeta value $\zeta^i(F)$ is a $Q$-linear combination of MZVs, given by

$$\zeta^i(F) = (\zeta_{\text{conv}}^i \circ f I_0 \circ s^T)(F).$$

Proof. Both points follow directly from Proposition 2.7.

- The first point follows from the fact that $\zeta^i = \zeta_{\text{conv}}^i \circ s^T$ together with the fact that both $\zeta_{\text{conv}}^i$ and $s^T$ are algebra morphisms for the concatenation product of rooted forests.
- The second point follows from the same relation $\zeta^i = \zeta_{\text{conv}}^i \circ s^T$ together with Theorem 1.15 which states that $\zeta_{\text{conv}}^i = \zeta_{\text{conv}}^i \circ f I_0$. \hfill \square

Remark 2.9. Finite sums similar to TZVs were studied in [Ono16] in the context of finite MZVs. In particular, [Ono16, Theorem 1.4] is the equivalent to Theorem 2.8 in the context of finite sums.

Notice that $\zeta^i$ is not an algebra morphism for the shuffle product of trees, since $s^T$ is not. It can also be checked on computations that it neither is an algebra morphism for any of the stuffle products of trees (see [Cla20, Definition 5.1]). The rest of this section is dedicated to the study of the algebraic properties of TZVs.

2.2 The yew product

The $\dag$ product is an alternative product which will have interesting applications to TZVs as well as their applications to CZVs.

Definition 2.10. The $\dag$ product (read “yew”) is a product $\dag : F_{\mathcal{N}^*} \otimes F_{\mathcal{N}^*} \rightarrow F_{\mathcal{N}^*}$ defined by

$$\dag = (s^T)^{-1} \circ \iota \circ (s^T \otimes s^T).$$

Remark 2.11. In some applications, we will use the $\dag$ product on words: for two words $w$ and $w'$ we will write $w \dag w'$ instead of $\iota(w) \iota(w')$ (with $\iota$ the canonical injection of words into rooted forests). We allow ourselves to make this small abuse of notations as it should not give rise to any confusion and will allow to greatly lighten the notations.
Lemma 2.13 (eventually using the commutativity we obtain: the shuffle product of rooted trees. Assume that the result hold for some $F_1 \equiv \bullet \circ \cdots \circ \bullet$, $F_2 = \bullet_2$ and $F_3 = \bullet_3$. After some computations we obtain:

$$
(F_1 \downarrow F_2) \downarrow F_3 - F_1 \downarrow (F_2 \downarrow F_3) = 2 \times \bullet_2 \bullet_1 + 8 \times \bullet_2 \bullet_1 + 8 \times \bullet_2 \bullet_1 
- \left[ 3 \times \bullet_2 \bullet_1 + 6 \times \bullet_2 \bullet_1 + 6 \times \bullet_2 \bullet_1 + 12 \times \bullet_2 \bullet_1 + 18 \times \bullet_2 \bullet_1 \right].
$$

Let us know give an explicit formula for the $\downarrow$ product. We start with two technical Lemmas about the shuffle product of rooted forests decorated by $\{x, y\}$.

Lemma 2.13. For any rooted forests $(f, g) \in \mathcal{F}^2_{\{x, y\}}$ and any $n \in \mathbb{N}$ we have:

$$
((B^x_n)^{\circ n} \circ B^y_n(f)) \downarrow \downarrow T B^y_n(g) = (B^x_n)^{\circ n} \circ B^y_n \left[f \downarrow \downarrow T B^y_n(g)\right] + \sum_{j=0}^{n} (B^x_n)^{\circ j} \circ B^y_n \left[\left((B^x_n)^{\circ (n-j)} \circ B^y_n(f)\right) \downarrow \downarrow T g\right].
$$

Proof. We prove this result by induction on $n$. For $n = 0$, the lemma holds by definition of the shuffle product $\downarrow \downarrow T$. Let us assume it holds for some $n \in \mathbb{N}$. We then have

$$
(B^x_n)^{\circ (n+1)} \circ B^y_n (f) \downarrow \downarrow T B^y_n (g) = B^x_n \circ \left[\left((B^x_n)^{\circ n} \circ B^y_n (f)\right) \downarrow \downarrow T B^y_n (g)\right] + B^y_n \left[\left((B^x_n)^{\circ (n+1)} \circ B^y_n (f)\right) \downarrow \downarrow T g\right]
$$

which conclude the induction and the proof.

We generalise this result:

Lemma 2.14. For any rooted forests $(f, g) \in \mathcal{F}^2_{\{x, y\}}$ and any $(n, m) \in \mathbb{N}^2$ we have:

$$
((B^x_n)^{\circ n} \circ B^y_n(f)) \downarrow \downarrow T ((B^x_m)^{\circ m} \circ B^y_n(g)) = \sum_{i=0}^{m} \binom{n+i}{i} (B^x_n)^{\circ (n+i)} \circ B^y_n \left[f \downarrow \downarrow T ((B^x_m)^{\circ (m-i)} \circ B^y_n (g))\right]
$$

$$
+ \sum_{j=0}^{n} \binom{m+j}{j} (B^x_n)^{\circ (m+j)} \circ B^y_n \left[\left((B^x_n)^{\circ (n-j)} \circ B^y_n (f)\right) \downarrow \downarrow T g\right].
$$

Proof. We prove this result by induction on $n + m$. If $n + m = 0$, then it is holds by definition of the shuffle product of rooted trees. Assume that the result hold for some $N = n + m$. Then for any $(n, m) \in \mathbb{N}^2$ such that $n + m = N + 1$, if $n = 0$ or $m = 0$ the result reduces to the previous Lemma (eventually using the commutativity of $\downarrow \downarrow T$). For $n \neq 0$ and $m \neq 0$ we have

$$
((B^x_n)^{\circ n} \circ B^y_n(f)) \downarrow \downarrow T ((B^x_m)^{\circ m} \circ B^y_n(g)) = B^x_n \circ \left[\left((B^x_n)^{\circ (n-1)} \circ B^y_n (f)\right) \downarrow \downarrow T ((B^x_m)^{\circ m} \circ B^y_n (g))\right]
$$

$$
+ B^y_n \circ \left[\left((B^x_n)^{\circ m} \circ B^y_n (f)\right) \downarrow \downarrow T ((B^x_m)^{\circ (m-1)} \circ B^y_n (g))\right].
$$
Using the induction hypothesis we obtain:

\[
B^x_+ \circ \left( ((B^x_+)^{n-1} \circ B^y_+ (f)) \shuffle T ((B^x_+)^m \circ B^y_+ (g)) \right)
\]

\[
= B^x_+ \left( \sum_{i=0}^{m-1} \left( \frac{n-1+i}{i} \right) (B^x_+)^{n-1+i} \circ B^y_+ \left[ f \shuffle T ((B^x_+)^{m-i} \circ B^y_+ (g)) \right] \right)
\]

\[
+ \sum_{j=0}^{n-1} \left( \frac{m+j}{j} \right) (B^x_+)^{m+i} \circ B^y_+ \left[ ((B^x_+)^{n-1-j} \circ B^y_+ (f)) \shuffle T g \right]
\]

\[
= \sum_{i=0}^{m-1} \left( \frac{n-1+i}{i} \right) (B^x_+)^{n+i} \circ B^y_+ \left[ f \shuffle T ((B^x_+)^{m-i} \circ B^y_+ (g)) \right]
\]

\[
+ \sum_{j=1}^{n} \left( \frac{m-1+j}{j} \right) (B^x_+)^{m+j} \circ B^y_+ \left[ ((B^x_+)^{n-j} \circ B^y_+ (f)) \shuffle T g \right].
\]

Similarly we obtain:

\[
B^x_+ \circ \left( ((B^x_+)^n \circ B^y_+ (f)) \shuffle T ((B^x_+)^{m-1} \circ B^y_+ (g)) \right)
\]

\[
= \sum_{i=1}^{m-1} \left( \frac{n-1+i}{i-1} \right) (B^x_+)^{n+i} \circ B^y_+ \left[ f \shuffle T ((B^x_+)^{m-i} \circ B^y_+ (g)) \right]
\]

\[
+ \sum_{j=0}^{n} \left( \frac{m-1+j}{j} \right) (B^x_+)^{m+j} \circ B^y_+ \left[ ((B^x_+)^{n-j} \circ B^y_+ (f)) \shuffle T g \right].
\]

Summing these two expressions and using Pascal’s triangle (and the fact that \((n-1)\binom{n}{0} = \binom{n}{0}\)) gives the result, which concludes the induction and the proof.

**Remark 2.15.** This result can be understood in a purely combinatorial way. Each tree in this shuffle has to have at least \(\min\{n, m\}\) \(x\)'s decorating its root and its descendants. These decorations can come either from the term \((B^x_+)^{n-1} \circ B^y_+ (f)\) or from the the term \((B^x_+)^{m-1} \circ B^y_+ (g)\). The binomial coefficients come from all the possibilities one has to choose the \(x\)'s.

We can now prove the main result of this Subsection, which gives an inductive formula to directly compute the \(\shuffle T\) product of two rooted forests, without references to the shuffle \(\shuffle\) nor the binarisation map \(\hat{s}^T\).

**Theorem 2.16.** The \(\shuffle T\) product admits the following inductive description:

- For any forest \(F \in \mathcal{F}_n\), \(F \shuffle T \emptyset = \emptyset \shuffle T F = F\).
- For any rooted trees \(T_1 = B^y_+ (f_1)\) and \(T_2 = B^y_+ (f_2)\):

\[
T_1 \shuffle T_2 = \sum_{i=0}^{m-1} \left( \frac{n-1+i}{i} \right) B^{n+i}_+ \left[ f_1 \shuffle T B^{m-i}_+ (f_2) \right] + \sum_{j=0}^{n-1} \left( \frac{m-1+j}{j} \right) B^{m+j}_+ \left[ B^{n-j}_+ (f_1) \shuffle T f_2 \right].
\]

- For any rooted forests \(F_1 = T_1 \cdots T_n\) and \(F_2 = t_1 \cdots t_k\):

\[
F_1 \shuffle T F_2 = \frac{1}{kn} \sum_{i=1}^{k} \sum_{j=1}^{n} \left( (T_i \shuffle T_j) T_{i\cdots T_k T_{i\cdots T_{j\cdots T_n}} \cdots T_{i\cdots T_{j\cdots T_n}}) \right).
\]

**Proof.**

- The first point follows directly from the facts that \(\hat{s}^T (\emptyset) = \emptyset\) and that \(\emptyset\) is the unique neutral element for the shuffle product \(\shuffle T\).
• For the second point, let $T_1 = B^+_n(f_1)$ and $T_2 = B^+_m(f_2)$ be as in the Theorem. Then

$$T_1 \uplus T_2 = (s^T)^{-1}(s^T(T_1) \uplus s^T(T_2))$$

by definition of $\uplus$.

$$= (s^T)^{-1} \left( (B^+_n \circ B^+_m \circ \cdots \circ B^+_1) \circ (s^T(T_1) \uplus s^T(T_2)) \right)$$

by definition of $s^T$.

$$= (s^T)^{-1} \left( \sum_{i=0}^{n-1} \left( \left( m - 1 + i \right) \left( B^+_n \circ \cdots \circ B^+_m \circ \cdots \circ B^+_1 \right) \circ s^T(T_1) \right) \right)$$

by Lemma 2.14.

$$= \sum_{i=0}^{n-1} \left( \left( m - 1 + i \right) \left( B^+_n \circ \cdots \circ B^+_m \circ \cdots \circ B^+_1 \right) \circ s^T(T_1) \right)$$

by definition of $\uplus$.

• Finally, let $F_1 = T_1 \cdots T_n$ and $F_2 = t_1 \cdots t_k$ be as in the Theorem. Then

$$F_1 \uplus F_2 = (s^T)^{-1}(s^T(F_1) \uplus s^T(F_2))$$

by definition of $\uplus$.

$$= (s^T)^{-1} \left( \sum_{i=1}^k \sum_{j=1}^n \left( (s^T(T_i) \uplus s^T(T_j)) s^T(T_1) \cdots \hat{s}^T(T_i) \cdots s^T(T_k) \uplus s^T(T_1) \cdots \hat{s}^T(T_j) \cdots s^T(T_n) \right) \right)$$

since $s^T$ is an algebra morphism and by definition of $\uplus$.

$$= \frac{1}{k \times n} \sum_{i=1}^k \sum_{j=1}^n \left( (T_i \uplus T_j) T_1 \cdots \hat{T}_i \cdots T_k t_1 \cdots \hat{T}_j \cdots t_n \right).$$

$$\square$$

This result allows fast computations of $\uplus$ products of rooted forests, especially in cases with few branchings. Let us illustrate this with some examples.

**Example 2.17.** We start with an explicit computation:

$$\uplus \uplus T_i = B^+_2(T_i) + 2 B^+_3(T_i) + 3 B^+_4(T_i) + B^+_5(T_i, T_6, T_6) + 3 B^+_6(T_i, T_6)$$

$$= T_i' + 2 T_i + 3 T_i' + B^+_3 [B^+_2 (T_i) + B^+_4 (T_i) + B^+_6 (T_i, T_6)] + 3 B^+_5 [B^+_6 (T_i, T_6)]$$

The same computation can be carried out with arbitrary coefficients. We obtain

$$\uplus \uplus T_i = \sum_{i=0}^{n-1} \left( m - 1 + i \right) \left[ \sum_{j=0}^{k-1} \left( k - i - 1 + j \right) \left[ \sum_{l=0}^{m-1} \left( l - 1 + j \right) \right] \right] + \sum_{j=0}^{n-1} \left( m - 1 + j \right) \left[ \sum_{l=0}^{k-1} \left( l - 1 + j \right) \right].$$

We can carry further the computation. For example, one finds

$$\uplus \uplus \uplus T_i T_i = \sum_{a=0}^{m-1} \left( m - a + 1 \right) \left[ \sum_{i=0}^{k-1} \left( l - a + 1 + i \right) \left[ \sum_{j=0}^{n-1} \left( l - 1 + j \right) \right] \right]$$

$$+ \sum_{j=0}^{l-1} \left( k - 1 + j \right) \left[ \sum_{i=0}^{n-1} \left( l - 1 + j \right) \right] + \sum_{j=0}^{k-1} \left( l - 1 + j \right) \left[ \sum_{i=0}^{n-1} \left( l - 1 + j \right) \right].$$
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2.3 The yew product and TZVs

In order to relate the \( \wr \) product we just introduced with TZVs, we first need a simple property.

**Proposition 2.18.** The \( \wr \) product stabilises \( F_{N_0}^{\text{conv}} \) i.e., for any \( F_1, F_2 \in F_{N_0}^{\text{conv}} \), \( F_1 \wr F_2 \in F_{N_0}^{\text{conv}} \).

**Proof.** The result follows from the observation that \( s^T(F_{N_0}^{\text{conv}}) = F_{N_0}^{\text{conv}} \), ([Cla20, Lemma A.3]), the fact that \( \sqcup \sqcap \) stabilises \( F_{x,y}^{\text{conv}} \) ([Cla20, Lemma 5.9]) and the obvious fact \( s^T \) is a one-to-one map.

This ensures that the next simple but important result makes sense.

**Theorem 2.19.** The map \( \zeta^t : F_{N_0}^{\text{conv}} \to \mathbb{R} \) is an algebra morphism for the \( \wr \) product:

\[
\forall F_1, F_2 \in F_{N_0}^{\text{conv}}, \quad \zeta^t(F_1 \wr F_2) = \zeta^t(F_1) \zeta^t(F_2).
\]

**Proof.** For any \( F_1, F_2 \in F_{N_0}^{\text{conv}} \) we have

\[
\zeta^t(F_1 \wr F_2) = \zeta^t_{\sqcup}(s(F_1) \sqcap s(F_2)) = \zeta^t(s(F_1)) \zeta^t(s(F_2)) \quad \text{by Theorem 1.19}
\]

\[
= \zeta^t_{\sqcup}(s(F_1)) \zeta^t_{\sqcup}(s(F_2)) = \zeta^t(F_1) \zeta^t(F_2) \quad \text{since \( c^T_{\sqcup} \) is an algebra morphism for \( \sqcup \sqcap \sqcap \)}
\]

As for the shuffle product \( \sqcup \sqcap \sqcap \), the non-associativity of the \( \wr \) product implies the existence of relations amongst TVZs that have non direct equivalent for MZVs. These relations follow directly from the previous theorem and the associativity of the product on \( \mathbb{R} \).

**Corollary 2.20.** The image of the associator of \( \wr \) restricted to \( F_{N_0}^{\text{conv}} \) lies in \( \ker(\zeta^t) \) i.e., for any \( F_1, F_2 \) and \( F_3 \) in \( F_{N_0}^{\text{conv}} \) we have

\[
( F_1 \wr F_2 ) \wr F_3 - F_1 \wr ( F_2 \wr F_3 ) \in \ker(\zeta^t).
\]

We can now show that the \( \wr \) product allows to relate \( \zeta^t \) to the shuffle MZV map \( \zeta_{\sqcup \sqcap \sqcap} \). We start by an important proposition which rely upon the associativity of the shuffle product of words \( \sqcup \sqcap \sqcap \).

In order to state this result, recall that a ladder tree decorated by a set \( \Lambda \) is a rooted tree of the form \( l = B_{\Lambda}^l \circ \cdots \circ B_{\Lambda}^l(\emptyset) \) for some \( n \in \mathbb{N}^* \) and \( (\omega_1, \ldots, \omega_n) \in \Omega^n \). A ladder forest is a rooted forest \( f = l_1 \cdots l_n \) where the trees \( l_i \)s are all ladder trees.

**Proposition 2.21.** The product \( \wr \) is associative on ladder trees. In particular, for any ladder trees \( l_1, \ldots, l_n \), the quantity \( l_1 \wr \cdots \wr l_n \) is well-defined and we furthermore have

\[
l_1 \wr \cdots \wr l_n = (s^T)^{-1}(s^T(l_1) \sqcup \cdots \sqcup l_n)(l_n)). \quad (11)
\]

**Proof.** For any forests \( f, g \) and \( h \), using the definition of \( \wr \) we obtain

\[
( f \wr g ) \wr h = (s^T)^{-1}((s^T(f) \sqcup \cdots \sqcup s^T(g)) \sqcup s^T(h)) \quad .
\]

Furthermore, if \( f \) and \( g \) are ladder trees we have

\[
s^T(f) \sqcup \cdots \sqcup s^T(g) = \iota(s^{-1}(f) \sqcup \cdots \sqcup s^{-1}(g))
\]

with \( \iota \) the canonical injection of words into rooted forests. The associativity of \( \wr \) on ladders trees follows from this formula and the associativity of the usual shuffle product \( \sqcup \sqcap \sqcap \) on words.

For the second statement on the Proposition, we already have by the previous result that for any ladder trees \( l_1, \ldots, l_n \), the quantity \( l_1 \wr \cdots \wr l_n \) is well-defined. Let us now prove Equation (11) by induction over \( n \geq 2 \).

For \( n = 2 \), Equation (11) is the definition of the yew product \( \wr \). Assuming that for some \( n \geq 2 \), the result holds for any \( k \in \{2, \ldots, n\} \) take \( l_1, \ldots, l_{n+1} \) be \( n+1 \) ladder trees. If \( n+1 = 3 \), the result holds from the computation we performed for the first point of the Proposition. If \( n+1 \geq 4 \) we have

\[
l_{1} \wr \cdots \wr l_{n+1} = (s^T)^{-1}(s^T(l_1) \sqcup l_2 \cdots \sqcup l_{n+1}) = (s^T)^{-1}(s^T(l_1) \sqcup l_2 \cdots \sqcup l_{n+1}) \quad \text{by the associativity of \( \wr \) on ladder trees, the induction hypothesis and the definition of \( \wr \) respectively. This conclude our proof.}
\]
This result allows us to define the following \( \ddagger \)-flattening map.

**Definition 2.22.** The \( \ddagger \)-flattening map \( fl_{\ddagger} : \mathcal{F}_{\mathbb{N}^*} \to \mathcal{W}_{\mathbb{N}^*} \) from the algebra of rooted forests decorated by \( \mathbb{N}^* \) and the algebra of words \( \mathcal{W}_{\mathbb{N}^*} \) written in the alphabet \( \mathbb{N}^* \) is recursively defined by

\[
fl_{\ddagger}(\emptyset) = \emptyset, \quad fl_{\ddagger}(F_1F_2) = fl_{\ddagger}(F_1) \ddagger fl_{\ddagger}(F_2), \quad fl_{\ddagger}(B^*_n(F)) = (n) \cup fl_{\ddagger}(F)
\]

extended by linearity to a map on \( \mathcal{F}_{\mathbb{N}^*} \) and \( \ddagger \) the canonical injection of words into rooted forests.

Notice that we use the abuse of notations that we allowed ourselves to make in Remark 2.11 namely that we use the \( \ddagger \) product with words as arguments. Without this abuse of notations, the R.H.S. of the second term of the equation would be \( \iota^{-1}(\iota(fl_{\ddagger}(F_1)) \ddagger \iota(fl_{\ddagger}(F_2))) \).

We can now prove the main result of this Section.

**Theorem 2.23.** The flattening and binarisation maps are related by \( fl_0 \circ \mathcal{s}^T = \mathcal{s} \circ fl_{\ddagger} \).

**Proof.** We will show that for any rooted forest \( F \in \mathcal{F}_{\mathbb{N}^*} \), we have \( fl_0 \circ \mathcal{s}^T(F) = \mathcal{s} \circ fl_{\ddagger}(F) \) by induction on \( n \), the number of vertices of \( F \).

If \( n = 0 \), we have \( F = \emptyset \) and \( fl_0 \circ \mathcal{s}^T(\emptyset) = \emptyset = \mathcal{s} \circ fl_{\ddagger}(\emptyset) \) and the result hold for \( n = 0 \). Now for some \( n \in \mathbb{N} \) let us assume that the result holds for any rooted forest with \( k \leq n \) vertices and let \( F \) be a forest with \( n+1 \) vertices. We have two cases to consider:

- If \( F \) is a rooted tree, then we can write \( F = B^*_r(f) \) for some \( r \in \mathbb{N}^* \) and rooted forests \( f \) with \( n \) vertices. Then we have

\[
\mathcal{s} \circ fl_{\ddagger}(F) = \mathcal{s} \circ fl_{\ddagger} \circ B^*_r(f) = \mathcal{s} \circ (r \cup fl_{\ddagger}(f)) = (x \cdots xy) \cup (\mathcal{s} \circ fl_{\ddagger})(f)
\]

by definition of \( fl_{\ddagger} \)

\[
= (x \cdots xy) \cup (\mathcal{s} \circ fl_{\ddagger})(f)
\]

by definition of \( \mathcal{s} \)

\[
= (x \cdots xy) \cup (\mathcal{s} \circ fl_{\ddagger})(f)
\]

by the induction hypothesis

\[
= fl_0 \circ (B^*_r)^{(r-1)} \circ B^*_n \circ \mathcal{s}^T(f)
\]

by definition of \( fl_0 \)

\[
= fl_0 \circ \mathcal{s}^T \circ B^*_n(f)
\]

by definition of \( \mathcal{s}^T \)

\[
= fl_0 \circ \mathcal{s}^T(F).
\]

In this computation, \( (x \cdots xy) \) was always \( r = 1 \) and one \( y \).

- If \( F = t_1 \cdots t_k \) with \( t_1, \cdots, t_k \) rooted trees then:

\[
\mathcal{s} \circ fl_{\ddagger}(F) = \mathcal{s} \circ (fl_{\ddagger}(t_1) \ddagger \cdots \ddagger fl_{\ddagger}(t_k))
\]

by definition of \( \ddagger \)

\[
= (\mathcal{s} \circ fl_{\ddagger})(t_1) \cup \cdots \cup (\mathcal{s} \circ fl_{\ddagger})(t_k)
\]

by Equation (11)

\[
= (fl_0 \circ \mathcal{s}^T)(t_1) \cup \cdots \cup (fl_0 \circ \mathcal{s}^T)(t_k)
\]

by the induction hypothesis

\[
= (fl_0 \circ \mathcal{s}^T)(f_1 \cdots f_k)
\]

by definition of \( fl \).

This concludes the induction and the proof.

We need a simple Lemma to apply this result to TZVs.

**Lemma 2.24.** \( fl_{\ddagger} \) maps convergent rooted forests to convergent words: \( fl_{\ddagger}(\mathcal{F}^{\text{conv}}_{\mathbb{N}^*}) = \mathcal{W}^{\text{conv}}_{\mathbb{N}^*} \).

**Proof.** Notice that any convergent rooted tree \( T \) is mapped by \( fl_{\ddagger} \) to a linear combination of words starting by the decoration of the root of \( T \). Furthermore, any convergent rooted forest \( F \) is mapped by \( fl_{\ddagger} \) to a linear combination of words starting by the decoration of the one of the root of \( F \). Thus we have \( fl_{\ddagger}(\mathcal{F}^{\text{conv}}_{\mathbb{N}^*}) \subseteq \mathcal{W}^{\text{conv}}_{\mathbb{N}^*} \).

Recall that \( \iota : \mathcal{W}_{\mathbb{N}^*} \) is the canonical injection of words into rooted forests, mapping any word to a ladder tree. Then from the definition of \( fl_{\ddagger} \) we have, for any word \( w \in \mathcal{W}_{\mathbb{N}^*} \), (not necessarily convergent) \( fl_{\ddagger}(\iota(w)) = w \). This holds in particular for convergent words and we have therefore that \( fl_{\ddagger}(\mathcal{F}^{\text{conv}}_{\mathbb{N}^*}) = \mathcal{W}^{\text{conv}}_{\mathbb{N}^*} \).

We then obtain from Theorem 2.23 that the \( \ddagger \)-flattening relates TZVs and stuffle MZVs.

**Corollary 2.25.** We have \( \xi^\ddagger = \zeta_{\text{st}} \circ fl_{\ddagger} \). In particular for any convergent forest \( F \in \mathcal{F}^{\text{conv}}_{\mathbb{N}^*} \), \( \xi^\ddagger(F) \) is a linear combination with integer coefficients of stuffle MZVs given by the \( \ddagger \)-flattening.
Proof. From the previous Lemma, we have that $ζ^t$ and $ζ_{tℓ} ⊙ fl_t$ are defined on the same set. We need to prove that they are equal:

\[
ζ^t = ζ^t_{LL} ⊙ ς^T
\]

by Proposition 2.7

\[
= ζ^t_{LL} ⊙ fll_0 ⊙ ς^T
\]

by Theorem 1.10

\[
= ζ^t_{LL} ⊙ ς ⊙ fl_t
\]

by Theorem 2.23

\[
= ζ^t_{LL} ⊙ fl_t
\]

by Kontsevich’s relation (4)

\[
\square
\]

In particular, we will use the $f$-flattening to compute some CZVs in Section 5. But first, we can use the computations performed in Example 2.17 to express some TZVs in terms of MZVs.

Example 2.26. By definition of the $f$-flattening we have

\[
fl_t \left( \frac{1_n \cdot m}{a_n} \right) = (p) ⊔ ((nk) l(m))
\]

(with the abuse of notation discussed after Definition 2.22). Then by Corollary 2.25 and the second computation of Example 2.17 we obtain

\[
ζ^t \left( \frac{1_n \cdot m}{a_n} \right) = \sum_{i=0}^{m} \binom{n-1+i}{i} \left[ \sum_{i'=0}^{k-1} \binom{m-i-1+i'}{i'} \right] ζ_{LL}(p; n+i;m-i+i'; k-i')
\]

+ \sum_{j'=0}^{m-1-1} \binom{k-1+j'}{j'} ζ_{LL}(p; n+i;k+j'; m-i-j')

+ \sum_{j=0}^{m-1} \binom{m-1+j}{j} ζ_{LL}(p; m+j;n-j;k)

for any $p \geq 2, (m, n, k) ∈ (N^*)^3$.

Finally, we can also use Corollary 2.25 on the tree $\frac{1_n \cdot m}{a_n}$ and the third computation of Example 2.17 to obtain

\[
ζ^t \left( \frac{1_n \cdot m}{a_n} \right) = \sum_{a=0}^{n} \binom{n-1+a}{a} \left[ \sum_{i=0}^{k-1} \binom{m-a-1+i}{i} \right] \sum_{i'=0}^{l-1} \binom{k-i-1+i'}{i'} ζ_{LL}(p; n+a;m-a+i;k-i+i'; l-i')
\]

+ \sum_{j'=0}^{l-1} \binom{l-1+j'}{j'} ζ_{LL}(p; n+a;m-a+i;l+j'; k-i-j')

+ \sum_{j=0}^{m-a-1} \binom{k-1+j}{j} ζ_{LL}(p; n+a;k+j;m-a-j+l)

+ \sum_{b=0}^{m-1} \binom{m-1+b}{b} \left[ \sum_{i=0}^{n-1} \binom{n-b-1+i}{i} \right] \sum_{i'=0}^{k-1} \binom{l-i-1+i'}{i'} ζ_{LL}(p; m+b;n-b+i;l-i+i'; k-i')

+ \sum_{j'=0}^{l-1} \binom{k-1+j'}{j'} ζ_{LL}(p; m+b;n-b+i;k+j'; l-i-j')

+ \sum_{j=0}^{n-b-1} \binom{l-1+j}{j} ζ_{LL}(p; m+b; l+j;n-b-j;k)

Notice that Corollary 2.25 together with Theorem 2.10 allows to (relatively) efficiently compute the evaluation of TZVs in terms of MZVs. In particular, it seems tractable for computers. The implementation of these results in formal language computation is left for future research.

2.4 A new stuffle product

With a similar strategy than the one used to define the $f$ product, we can define a product generalising the stuffle product for words.

Definition 2.27. Let $ιLL : F_{N^*} ⊗ F_{N^*} → F_{N^*}$ be the product defined as the following composition:

\[
ιLL := ι ⊙ ιLL ⊙ (ς^{-1} ⊕ ς^{-1}) ⊙ (fl_0 ⊕ fl_0) ⊙ (ς^T ⊕ ς^T)
\]
where $\iota$ is the canonical map sending words to ladder trees. In other words, for any rooted forests $(F_1, F_2) \in (\mathcal{F}_N)^2$ we have

$$F_1 \uplus F_2 := \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_1) \right) \right) \uplus \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_1) \right) \right) \right] \right].$$

Before stating the main properties of this new product, let us point out that its well-definedness is insured by the following diagram which is another way to define $\uplus$.

$$\mathcal{F}_N \otimes \mathcal{F}_N \xrightarrow{s \otimes s^T} \mathcal{F}_N \xrightarrow{\iota} \mathcal{F}_N \xrightarrow{\iota} \mathcal{F}_N \xrightarrow{\iota} \mathcal{F}_N \xrightarrow{\iota} \mathcal{F}_N \xrightarrow{\iota} \mathcal{F}_N$$

We now state all the useful properties of $\uplus$ in only one Proposition.

**Proposition 2.28.** $\uplus$ is associative and commutative. The empty forest is the neutral element for this product. Furthermore, $\uplus$ stabilises convergent forests.

**Proof.** Associativity follows from the associativity of the stuffle product $\uplus$ and the fact that for any linear combination of words $w$ we have

$$s^{-1} \left( fl_0 \left( s^T(w) \right) \right) = w. \quad (12)$$

Then, for any forests $F_1$, $F_2$ and $F_3$ in $\mathcal{F}_N$, writing $w_i := s^{-1} \left( fl_0 \left( s^T(F_i) \right) \right)$ we have

$$(F_1 \uplus F_2) \uplus F_3 = \iota \left[ (w_1 \uplus w_2) \uplus w_3 \right]$$

by Equation $(12)$

$= \iota \left[ v_1 \uplus (w_2 \uplus w_3) \right]$ by associativity of $\uplus$

$= F_1 \uplus F_2 \uplus F_3$.

Commutativity of $\uplus$ follows directly from the commutativity of $\uplus$.

To see that the empty forest is the unit of $\uplus$, recall that the empty word in $\mathcal{W}_N$, is the unit for the stuffle product $\uplus$ in $\mathcal{W}_N$. The result then follows from the fact that $s^{-1} \circ fl_0 \circ s^T$ sends the empty forest in $\mathcal{F}_N$ to the empty word in $\mathcal{W}_N$.

Finally, the fact that convergent forests form a sub-algebra for the $\uplus$ stuffle product simply follows from the fact that $s^{-1} \circ fl_0 \circ s^T$ sends convergent forests into convergent words and that $\uplus$ stabilises convergent words.

The fact that $\uplus$ stabilises convergent forests allow us to state the next result, which is the justification of the introduction of this product.

**Theorem 2.29.** $\xi$ is an algebra morphism for the $\uplus$ product: for any convergent forests $(F_1, F_2) \in \mathcal{F}_N^{\text{conv}}$ we have

$$\xi \left( F_1 \uplus F_2 \right) = \xi \left( F_1 \right) \xi \left( F_2 \right).$$

**Proof.** This follows directly from the properties of the MZVs, AZVs and TZVs: for any forests $F_1$ and $F_2$ in $\mathcal{F}_N^{\text{conv}}$, $F_1 \uplus F_2$ also belongs to $\mathcal{F}_N^{\text{conv}}$ by Proposition 2.28. We then have

$$(\xi \left( F_1 \uplus F_2 \right) = \xi \left( \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_1) \right) \right) \uplus \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_2) \right) \right) \right] \right) \right)$$

= $\xi \left( \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_1) \right) \right) \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_2) \right) \right) \right] \right) \right) \quad \text{by Equation (10)}$

= $\xi \left( \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_1) \right) \right) \right) \right) \iota \left( \iota \left[ s^{-1} \left( fl_0 \left( s^T(F_2) \right) \right) \right) \right) \quad \text{by Equation (10)}$

= $\xi \left( \iota \left( \left( fl_0 \left( s^T(F_2) \right) \right) \right) \right) \iota \left( \iota \left( \left( fl_0 \left( s^T(F_2) \right) \right) \right) \right) \quad \text{by Kontsevich’s relation (2)}$

= $\xi \left( \left( s^T(F_1) \right) \right) \xi \left( \left( s^T(F_2) \right) \right) \quad \text{by Theorem 1.15}$

= $\xi \left( F_1 \right) \xi \left( F_2 \right)$

by Proposition 2.27. Thus $\xi$ is an algebra morphism for $\uplus$ as stated.

Recall that the product $\uplus$ is a generalisation of the usual stuffle product in the sense that we have $\iota \left( w_1 \uplus w_2 \right) = \iota \left( w_1 \right) \uplus \iota \left( w_2 \right)$. We therefore have a generalisation to rooted trees of the last property of MZVs (namely that MZVs are algebra morphisms for the stuffle product) that we set ourselves to generalise. This conclude our study of AZVs and TZVs for themselves and we will now turn our attention to consequences of these properties to other generalisation of MZVs.
3 Applications to Mordell-Tornheim zeta values

A special class of Mordell-Tornheim zetas were introduced in [Tor50] and studied (albeit not in full generality) in [Mor58] and [Hof92]. Later on they were further investigated in full generality in [Tsu05] and [BZ10]. The study of the finite version of Mordell-Tornheim zeta values was carried on in [Kam16]. In this section we illustrate how Theorem 1.19 together with the results of [Cla20], has far-reaching consequences for various generalisations of MZVs. In particular, it provides new and straightforward proofs for some results regarding Mordell-Tornheim zeta values.

Definition 3.1. Let \((s, s_1, \ldots, s_r) \in \mathbb{N}^{r+1}\) be sequence of non-negative integers. The Mordell-Tornheim zeta value associated to this sequence is

\[
MT(s_1, \ldots, s_r | s) := \sum_{n_1, \ldots, n_r \geq 1} \frac{1}{n_1^{s_1} \cdots n_r^{s_r} (n_1 + \cdots + n_r)^s}
\]

whenever this series is convergent. The integer \(r\) is called the depth of this Mordell-Tornheim zeta values, \(s + s_1 + \cdots + s_r\) its weight and \(s_1 + \cdots + s_r\) its partial depth.

Since the series in (13) is invariant under a permutation of the \(s_i\), it is traditional to assume \(s_1 \leq \cdots \leq s_r\). We will follow this convention.

Bradley and Zhou gave in [BZ10, Theorem 2.2] a condition for the convergence of the series (13) to hold in the more general case where the \(s_i\) are complex numbers. With our convention, this condition reads: if for any \(k \in \{1, \ldots, r\}\), the inequality

\[
s + \sum_{i=1}^{k} s_i > k
\]

holds, then the series (13) converges.

The same authors also proved in [BZ10, Theorem 1.1] that any convergent Mordell-Tornheim zeta value of weight \(w\) and depth \(r\) can be written as a linear combination with rational coefficients of MZVs of weight \(w\) and depth \(r\). For finite Mordell-Tornheim zeta values, the same result was obtained in [Kam16, Theorem 1.2].

We will show here that our Theorem 2.8 gives elementary proofs of the results of Bradley and Zhou for the case \(s_2 > 0\). We also provide an explicit formula for Mordell-Tornheim zeta values in the case \(s_1 = 0\), which is reminiscent of [Kam16, Theorem 1.2] for finite Mordell-Tornheim zeta values.

Proposition 3.2. The Mordell-Tornheim zeta values associated to the sequence \((s, s_1 = 0, s_2 > 0, \ldots, s_r)\) is convergent whenever \(s \geq 2\). In this case \(MT(s_1 = 0, \ldots, s_r | s)\) can be written as a linear combination with integer coefficients of MZVs of weight \(s + s_2 + \cdots + s_r\) and depth \(r\) given by

\[
MT(s_1 = 0, \ldots, s_r | s) = \zeta_{\mathbf{1}} \left( \frac{x \cdots x y}{s-1} \right) \sqcup \left( \frac{x \cdots x y}{s_2-1} \sqcup \cdots \sqcup \frac{x \cdots x y}{s_r-1} \right).
\]

Remark 3.3. Notice that the condition \(s \geq 2\) is equivalent to the convergence criterion (14) of Bradley and Zhou in the case \(s_1 = 0\) and \(s_2 > 0\).

Proof. Observe that in the case \(s_1 = 0\) and \(s_2 > 0\) the series (13) coincide with \(\zeta^r(T)\) with \((T, d_T)\) the decorated tree with \(r\) vertices and \(r - 1\) leaves. Its root is decorated by \(s\) and its leaves by \(s_2, \ldots, s_r\). Thus \(T\) is a convergent tree whenever \(s \geq 2\). In this case we then have by Theorem 2.8

\[
MT(s_1 = 0, \ldots, s_r | s) = (\zeta_{\mathbf{1}} \circ f l_0 \circ g^T)(T).
\]

Now \(g^T(T)\) is a tree with only one branching vertex. The segment between the root and the branching vertex contains \(s\) vertices, the first \(s-1\) being decorated by \(x\) and the last one by \(y\). Each of the \(r - 1\) segments between the branching vertex and one leaf contain \(s_i\) vertices (with \(i \in \{2, \ldots, r\}\)) whose first \(s_i - 1\) vertices are decorated by \(x\) and the last one by \(y\).

Therefore its flattening is precisely

\[
fl(g^T(T)) = \left( \frac{x \cdots x y}{s-1} \right) \cup \left( \frac{x \cdots x y}{s_2-1} \sqcup \cdots \sqcup \frac{x \cdots x y}{s_r-1} \right).
\]
This gives Equation \(15\). In particular \(MT(s_1 = 0, \ldots, s_r|s)\) can be written as a linear combination with integer coefficients of MZVs of weight \(s + s_2 + \cdots + s_r\) and depth \(r\) (the number of \(y\)s in each words appearing in the expression of \(MT(s_1 = 0, \ldots, s_r|s)\)).

We are now ready to prove the main result of this section.

**Theorem 3.4.** Let \(s_1 \in \mathbb{N}^*\). The Mordell-Tornheim zeta value associated with \((s, s_1, \ldots, s_r)\) is convergent whenever \(s \geq 1\). In this case \(MT(s_1, \ldots, s_r|s)\) can be written as a linear combination of MZVs of weight \(s + \sum_{i=1}^r s_i\) and depth \(r\) with integer coefficients.

**Remark 3.5.** As before, the condition \(s \geq 1\) is equivalent to the convergence criterion \(14\) of Bradley and Zhou in the case \(s_1 > 1\).

**Proof.** We prove this result by induction on the partial depth \(n := s_1 + \cdots + s_r\) of \(MT(s_1, \ldots, s_r|s)\). If \(n = 1\), the conditions \(s_1 \geq 1\) and \(s_i \geq 1\) for all \(i \in \{1, \ldots, r\}\) implies \(r = 1\) and \(s_1 = 1\). In this case the Mordell-Tornheim zeta value reduce to the usual zeta value \(\zeta(s + 1)\) which is convergent if \(s > 0\).

Now, assume the result holds for all Mordell-Tornheim zeta values of partial weight \(n\) with \(s_1 \geq 1\). Let \(s\) and \(s_1\) be greater or equal to one and \((s_1, \ldots, s_r)\) be an increasing sequence of integers such that \(s_1 + \cdots + s_r = n + 1\). Using the decomposition into simple fraction

\[
\frac{1}{n_1 \cdots n_r (n_1 + \cdots + n_r)} = \frac{1}{(n_1 + \cdots + n_r)^2} \sum_{i=1}^r \prod_{j \neq i} \frac{1}{n_j}
\]

(which holds since \(\prod_{j \neq i} \frac{1}{n_j} = \frac{n}{n_1 \cdots n_r}\)) we obtain

\[
\frac{1}{n_1^s \cdots n_r^s (n_1 + \cdots + n_r)^s} = \sum_{i=1}^r n_1^{s_i-1} \cdots n_{i-1}^{s_i-1} \cdots n_r^{s_i-1} \frac{1}{n_1 \cdots n_r (n_1 + \cdots + n_r)^{s+1}}.
\]

Summing over the \(n_i\) we obtain (up to an irrelevant permutation of the \(s_i\))

\[
MT(s_1, \ldots, s_r|s) = \sum_{i=1}^r MT(s_1, \ldots, s_i - 1, \ldots, s_r|s + 1)
\]

whenever the series of one of the two side converges. Examining each of the terms of the RHS we have then two cases to consider.

1. \(s_1 = 1\). Then by Proposition \(3.2\) \(MT(s_1, \ldots, s_i - 1, \ldots, s_r|s + 1)\) is convergent since \(s + 1 \geq 2\), and is a linear combination with integer coefficients of MZVs of depth \(r\) and weight

\[
s + 1 + \sum_{k \neq 1}^{r} s_k.
\]

2. \(s_i \geq 2\). In this case by the induction hypothesis \(MT(s_1, \ldots, s_i - 1, \ldots, s_r|s + 1)\) is convergent and can be written as a linear combination of MZVs of weight \(s + \sum_{i=1}^r s_i\) and depth \(r\) with integer coefficients.

In any case the RHS of the equation above is convergent whenever \(s \geq 1\) and is then a finite sum of linear combinations of MZVs of weight \(s + \sum_{i=1}^r s_i\) and depth \(r\) with integer coefficients.

This conclude the induction and proves the Theorem.

Let us further point out that the decomposition formula

\[
MT(s_1, \ldots, s_r|s) = \sum_{i=1}^r MT(s_1, \ldots, s_i - 1, \ldots, s_r|s + 1)
\]

which holds whenever \(s\) and \(s_1\) are both strictly positive might be of interest and was not, to the best of the author’s knowledge, previously available in literature\(^2\). This formula, together with

\(^2\)however, a version for finite Mordell-Tornheim zeta values exists. It is the first equation of [BTT21, Corollary 5.2]. I am very thankful to Masataka Ono for finding out this reference and kindly telling me about it.
Proposition 4.2 allows us to derive expressions for the Mordell-Tornheim zeta values with $s_1 > 0$. Indeed, iterating (16) until one of the $s_i$ is cancelled, we obtain

$$MT(s_1, \ldots, s_r|s) = \sum_{i=1}^{r} \sum_{p_i=0}^{s_i-1} \sum_{p_{i+1}=0}^{s_{i+1}-1} \cdots \sum_{p_r=0}^{s_r-1} \left( q_1, \ldots, q_r |s + \sum_{j=1}^{r} p_j \right)$$

with in each of the terms in the RHS, $p_i := s_i$ and $q_j := s_j - p_j$ for $q \in \{1, \ldots, r\}$. Each of the

Mordell-Tornheim zeta values in the RHS are of the type treated by Proposition 3.2 since $q_i = 0$ for each $i$ in the outermost sum. Thus we obtain

$$MT(s_1, \ldots, s_r|s) =$$

$$\sum_{i=1}^{r} \sum_{p_i=0}^{s_i-1} \sum_{p_{i+1}=0}^{s_{i+1}-1} \cdots \sum_{p_r=0}^{s_r-1} \zeta(l) \left( s + \sum_{j=1}^{r} p_j \right) \bigcup \left( s(s_1 - p_1) \cup \cdots \cup s(s_r - p_r) \right)$$

where in each of the terms in the RHS we have set $p_i := s_i$ and used the convention $s(0) := \emptyset$.

4 Applications to conical zeta values

4.1 Conical zeta values

Let us start by recalling some classical definition of cones \[\text{Ful93; Zie94}\].

**Definition 4.1.**
- Let $v_1, \ldots, v_n$ by $n$ linearly independant nonzero vectors in $\mathbb{Z}^k$. The cone associated to these vectors is

$$C = \langle v_1, \ldots, v_n \rangle := \mathbb{R}_+^* v_1 + \cdots + \mathbb{R}_+^* v_n.$$  

If furthermore $k = n$, the cone is called maximal. We write $C$ the set of maximal cones. By convention, the empty set is a maximal cone.

- A decorated cone is a pair $(C, \vec{s})$ with $C = \langle v_1, \ldots, v_n \rangle$ a cone and $\vec{s} \in \mathbb{N}^n$. We call $C_\mathbb{N}$ the set of decorated maximal cones.

- For a cone $C$ (resp. a decorated cone $(C, \vec{s})$), write the vectors $v_i$s in the canonical basis $B = \{e_1, \ldots, e_n\}$ of $\mathbb{R}^n$: $v_i = \sum_{j=1}^{n} a_{ij} e_j$. Then $A_C := (a_{ij})_{i,j=1,\ldots,n}$ is the representing matrix (in the basis $B$) of the cone $C$ (resp. $(C, \vec{s})$).

- A cone $C$ (resp. a decorated cone $(C, \vec{s})$) is unimodular if its representing matrix $A_C$ has only 0$s and 1$s in its entries.

Unless specified otherwise, the cones considered in this paper will be maximal, therefore we write cones instead of maximal cones.

**Remark 4.2.** The definition above only covers open simplicial rational smooth cones. More general cones, or closed ones, will play no role here thus we do not introduce them. Similarly, in the case of decorated cones, one could have $\vec{s} \in \mathbb{C}^n$. Notice that a cone is invariant under permutations of the $v_i$s, while a decorated cone in general is only invariant under the simultaneous permutations of the $v_i$s and the components of $\vec{s}$.

Conical zeta values (CZVs) were introduced in \[\text{GPZ}\] as weighted sums on integers points on cones. A generalisation of these objects was introduced before in \[\text{Ter04}\]. In \[\text{Zer17}\] a description of CZVs in terms of matrices was given. We adopt here an intermediate definition, where the cone is encoded by a matrix but not the weight. Our definition is rigorously equivalent to the ones in \[\text{GPZ; Ter04; Zer17}\] but is more suitable for our purpose.

**Definition 4.3.**
- Let $B = \{e_1, \ldots, e_n\}$ be the canonical basis of $\mathbb{R}^n$ and $l : \mathbb{R}^n \mapsto \mathbb{R}$ be a linear map defined by $l(v) = \sum_{i=1}^{n} l_i v_i$, with $v_i$ the coordinates of the vector $v$ in the canonical base: $v = \sum_{i=1}^{n} v_i e_i$. Then we say that $l$ is (resp. strictly) positive (with respect to $B$), and we write $l \geq 0$ (resp. $l > 0$) if $l_i \geq 0$ (resp. $l_i > 0$) for any $i \in [n]$.  

\[^{4}\text{the more rigorous notation} \ l \geq 0 \text{ is not necessary since we always work with the canonical basis of} \ \mathbb{R}^n\]
Let $C = (v_1, \cdots, v_n)$ (resp. $(C = (v_1, \cdots, v_n), \vec{s})$) be a maximal cone (resp. decorated cone). Write the vectors $v_i$s in the canonical basis $\mathcal{B}$: $v_i = \sum_{j=1}^{n} a_{ij} e_j$ and set $l_i : (\mathbb{R})^n \rightarrow \mathbb{R}$ the linear maps defined by $l_i(w) = \sum_{j=1}^{n} a_{ij} w_j$. Then $C$ (resp. $(C, \vec{s})$) is (resp. strictly) \textbf{positive (with respect to $\mathcal{B}$)} if $l_i \geq 0$ (resp. $l_i > 0$) for any $i \in [n]$.

Let $(C = (v_1, \cdots, v_n), \vec{s} = (s_1, \cdots, s_n))$ be a decorated (maximal) strictly positive cone and $l_i : (\mathbb{R})^n \rightarrow \mathbb{R}$ the associated linear maps as before. Then the \textbf{conical zeta value} associated to $(C, \vec{s})$ is

$$\zeta(C, \vec{s}) := \sum_{\vec{n} \in (\mathbb{N}^*)^n} \frac{1}{l_1(\vec{n})^{s_1} \cdots l_n(\vec{n})^{s_n}} \quad (18)$$

whenever the series converge.

We also denote by $\zeta$ the map which to a cone $(C, \vec{s})$ associates the CZV $\zeta(C, \vec{s})$ when it exists.

\textbf{Remark 4.4.} Notice that any unimodular cone is strictly positive with respect to the canonical basis. This justifies that we will not require our cones to be strictly positive since they will be unimodular.

There are many important open questions concerning CZVs. An important one is the existence of linear relations with rational coefficients between CZVs. It was shown in [GPZ] that they obey a family of relations given by double subdivisions of cones which conjecturally generate all linear relations with rational coefficients between by CZVs. Another question is the number-theoretic content of CZVs. It was shown in [Ter04] that CZVs are evaluation of polylogarithms at $N$-th roots of unity. A conjecture by Dupont, refined by Panzer (and written in [Zer17], Conjecture 4) states that for a cone $C$, $N$ is the least common multiplier of the minors of $A_C$. In this paper, we answer this second question in the case of tree-like cones.

\subsection*{4.2 From trees to cones}

It is clear that tree zeta values are conical zeta values. Let us start by making this statement rigorous.

Let $F \in \mathcal{F}$ be a rooted forest with vertices $V(F) = \{1, \cdots, N\}$. We write $A_F = (a_{ij})_{i,j=1, \cdots, N}$ the $N \times N$ matrix\footnote{therefore, I suggest to call this conjecture the Dupont-Panzer-Zerbini conjecture, or DPB for short.} defined by

$$a_{ij} = \begin{cases} 1 & \text{if } i \preceq j \\ 0 & \text{otherwise.} \end{cases}$$

Furthermore, let us set

$$v_i(F) := \sum_{j=1}^{N} a_{ij} e_j$$

(with $\{e_1, \cdots, e_N\}$ the canonical basis of $\mathbb{R}^N$).

\textbf{Lemma 4.5.} The above construction, extended by linearity, defines a map from rooted forest to cones.

$$\Phi : \mathcal{F} \rightarrow \mathcal{C}$$

$$F \mapsto (v_1(F), \cdots, v_N(F)).$$

\textbf{Proof.} Recall that all our cones are maximal cones. We need to prove that, for any $F \in \mathcal{F}$, the vectors $v_i(F)$ are linearly independant. We prove this by induction on $N = |V(F)|$. If $N = 0$, then $F = \emptyset$ and $\Phi(\emptyset) = \emptyset$ is a cone. The case $N = 1$ also trivially holds.

Assume the result holds for all forests with $k \leq N$ vertices and let $F$ be a forest with $N + 1$ leaves. Without loss of generality we can assume $V(F) = [N+1]$. We have two cases to consider: First, if $F = F_1F_2$ with $F_1$ and $F_2$ non empty, the result holds by the induction hypothesis used on $F_1$ and $F_2$ and the fact that the $v_i(F_1)$ and the $v_j(F_2)$ belong into two orthogonal subspaces of $\mathbb{R}^{N+1}$.

\footnote{this matrix is sometimes called the path matrix of $F$.}
Second, if \( F = T = B_+ (\widetilde{F}) \), we can assume without loss of generality that \( N + 1 \) is the root of \( T \). Then we have \( v_{N + 1} (T) = \sum_{k=1}^{N+1} c_k \) and \( v_i (T) = v_i (\widetilde{F}) \) for any \( i \in [N] \). Thus
\[
\sum_{k=1}^{N+1} \lambda_k v_k (T) = 0 \iff \lambda_{N+1} = 0 \land \sum_{k=1}^{N} \lambda_k v_k (\widetilde{F}) = 0
\]
since \( v_{N+1} (T) \) is the only vector with a non-zero \( c_{N+1} \) component. The result then holds from the induction hypothesis used on \( \widetilde{F} \), which conclude the proof.

\[9\]

**Remark 4.6.** There is of course other ways to maps rooted forests to cones. We simply present the one that respects the conical and arborified zeta maps, as we explain below.

The map \( \Phi \) can be lifted to a map \( \overline{\Phi} \) acting on decorated forests. Let \( \overline{\Phi} \) be the map defined by \( \overline{\Phi} (F, d_F) := (\Phi (F), \overline{s}_F) \) for any decorated forest \( (F, d_F) \in \mathcal{F}_N \) with vertices \( V (F) = \{1, \ldots, N\} \) and where we have set \( \overline{s}_F := (d_F (1), \ldots, d_F (N)) \).

This maps \( \Phi \) and \( \overline{\Phi} \) are not surjective. This justifies the following definition:

**Definition 4.7.** A cone (resp. a decorated cone) is said to be a tree-like cone (resp. a decorated tree-like cone) when it lies in the image of \( \Phi \) (resp. \( \overline{\Phi} \)) when it lies in the image of \( \Phi \), which conclude the proof.

Furthermore, if a decorated cone lies in \( \Phi (\mathcal{F}_N) \) it is called a convergent decorated tree-like cone. We write \( \mathcal{CT}_N \) the set of convergent decorated tree-like cone.

Let us recall before (Definition 2.5) that a \( N^+ \)-decorated forest is convergent if the decorations of each of its roots are greater or equal to 2. The following simple properties of the map \( \overline{\Phi} \) are a key result.

**Proposition 4.8.** For any non-empty convergent forest \( (F, d_F) \in \mathcal{F}_N^{\text{conv}} \), the conical zeta values \( \zeta (\overline{\Phi} (F, d_F)) \) is convergent and
\[
\zeta (\overline{\Phi} (F, d_F)) = \zeta (F, d_F).
\]

**Proof.** Let \( (F, d_F) \) be any convergent forest. Up to relabelling, we can identify its vertices set \( V (F) \) with \( [N] \) for some \( N \in \mathbb{N} \): \( V (F) = \{1, \ldots, N\} \). First let us observe that, for any \( \vec{n} = (n_1, \ldots, n_N) \in \mathbb{N}^N \) and \( i \in V (F) \) we have
\[
l_i (F) (\vec{n}) = \sum_{j \in [N]} n_j
\]
by definition of \( l_i (F) \), and where \( \succeq \) is the partial order of the set vertices \( V (F) \) of \( (F, d_F) \). Then Equation \( 10 \) applied to the convergent rooted forest \( (F, d_F) \) gives
\[
\zeta (F, d_F) = \sum_{\vec{n} \in \mathbb{N}^N} \prod_{i=1}^{N} \left( \sum_{j \in [N]} n_j \right)^{-d_F (i)} = \sum_{\vec{n} \in \mathbb{N}^N} \frac{1}{l_1 (F) (\vec{n}) d_F (1) \cdots l_N (F) (\vec{n}) d_F (N)} = \zeta (\overline{\Phi} (F), \overline{s}_F)
\]
as claimed in the Proposition. The convergence of \( \zeta (\overline{\Phi} (F), \overline{s}_F) \) then follows from the first point of Proposition 2.7.

**Remark 4.9.** This implies in particular that shuffle AZVs are Shintani zetas. As such, if we take the decorations of \( F \) to be complex parameters, the function \( \overline{s} \mapsto \zeta (F) \) admits a meromorphic continuation to \( \mathcal{C} (V (F)) \). The questions of analytic continuation of tree zeta values and their renormalisation lie well beyond the scope of this article, nonetheless Propostion 4.8 answers these questions, at least partially.

Proposition 4.8 allows to effortlessly show the following important result.

**Theorem 4.10.** For any convergent decorated tree-like cone \( (C, \overline{s}) = \overline{\Phi} (F, d_F) \), the associated conical zeta values \( \zeta (C, \overline{s}) \) is a linear combinations of MZVs with rational coefficients given by
\[
\zeta (C, \overline{s}) = (\zeta_{\mathbb{Q}} \circ \text{fl} \circ \text{st}^T) (F, d_F).
\]
Proof. For any convergent decorated cone \((C, \vec{s}) = \Phi(F, d_F)\) the result follows from Proposition \ref{prop:conv} and Theorem \ref{thm:conv} applied to \(\zeta'(F, d_F)\).

Theorems \ref{thm:conv} and \ref{thm:char} together with Proposition \ref{prop:conv} and the results of \cite{Ch19} can be summarised as the commutativity of Figure 1 (where the CZVs, AZVs and MZVs maps are all written \(\zeta\)).

**Figure 1:** CZVs, AZVs, MZVs and tree zeta values.

Theorem \ref{thm:char} answers one of the important questions about CZVs for the convergent tree-like cones. Therefore it is useful to be able to characterise which cones are (convergent) tree-like. The next Subsection is dedicated to this question.

**Remark 4.11.** In \cite[Lemma 1]{Z16}, another sufficient condition was given for a unimodular CVZs to be a linear combinations of MZVs with rational coefficients. This condition, called C1 in \cite{Z17}, the rows of the representing matrix \(A_C\) can be permuted such that the 1s of \(A_C\) are consecutive in each column. It is easy to see with counter-example that this condition has no link with being tree-like.

The dual condition, let us call it C2, is that the columns of \(A_C\) can be permuted so that the 1s of \(A_C\) are consecutive in each column. To the best of the author’s knowledge, it is still a conjecture (proposed by F. Zerbini in \cite{Z17}) that C2 is another sufficient (but not necessary) condition for unimodular CZVs to be a linear combinations of MZVs with rational coefficients. It is easy to show that being tree-like implies the C2 condition, but that the converse does not hold. Thus, Theorem \ref{thm:char} is an indication that Zerbini’s conjecture holds.

### 4.3 Characterisation of tree-like cones

For conical zeta values, each line of the representing matrix gives one term of the denominator of Equation \ref{eq:conv}. In Equation \ref{eq:conv} such a term corresponds to a vertex. Notice that, in this Equation, if \(v_1 \preceq v_2\), the term in the series associated to \(v_1\) is

\[
l_{v_1}(\vec{n}) = \sum_{v' \geq v_1} n_{v'} + \sum_{v' \geq v_2} n_{v'}
\]

and that the second term in the RHS is the term in Equation \ref{eq:conv} associated to \(v_2\). This justifies the following definition.

**Definition 4.12.** For any \(n\)-dimensional cone \(C\) (resp. decorated cone \((C, \vec{s})\)), let \(\preceq_C\) be the relation on \([n]\) defined by

\[
i \preceq_C j \iff l_i - l_j \geq 0
\]

with the linear maps \(l_i\) and the notion of positive linear maps of Definition \ref{def:lin}. As before, we write \(\succeq_C\) the inverse relation.

**Lemma 4.13.** For any \(n\)-dimensional cone \(C\) (resp. decorated cone \((C, \vec{s})\)), \([n], \preceq_C\) is a poset.

**Proof.** Reflexivity and transitivity are trivial. Anti-symmetry follows from the fact that \(C\) is a maximal cone, so two different lines of the representing matrix \(A_C\) have to be different. Thus \(l_i = l_j\) implies \(i = j\) for any \(i\) and \(j\) in \([n]\).
Remark 4.14. Using permutations of lines and columns, one can assume that the representing matrix is block-diagonal: \( A_C = \text{diag}(A_C^1, \ldots, A_C^p) \) with \( p \geq 1 \). Then the poset \( ([n], \preceq_C) \) has \( p \) connected components.

Thus we have defined a map

\[
\Psi : C \rightarrow \mathcal{P}^{\text{fin}}
\]

\[
C \mapsto ([n], \preceq_C)
\]

(19)

where \( \mathcal{P}^{\text{fin}} \) is the set of finite posets. We can lift \( \Psi \) to a map \( \Phi : \mathcal{P}^{\text{fin}} \rightarrow \mathcal{P}^{\text{fin}} \) from decorated cones to decorated posets. Set \( \Phi(C, \vec{s}) := (\Psi(C), d_C) \), with \( d_C : [n] \rightarrow \mathbb{N} \) defined by \( d_C(i) := s_i \).

Since not every cone is a tree-like cone, and more generally, not every conical sum is indexed by a poset, we need a compatibility condition on the cone to ensure that its associated conical sum respect the poset structure associated to the cone. One finds out the right condition by observing that in \( \mathfrak{B} \), if \( v' \geq v \), then the term coming from \( v \) contains \( n_{v'} \).

Definition 4.15. A \( n \)-dimensional cone \( C \) (resp. decorated cone \( (C, \vec{s}) \)) with representing matrix \( A_C = (a_{ij}), i,j=1, \ldots, n \) is poset compatible if, for any \( i, j \in [n] \) we have

\[
a_{ij} \neq 0 \Rightarrow i \preceq_C j.
\]

So any \( n \)-dimensional poset compatible cone gives a conical zeta value whose sum is given by topological ordering of the poset \( ([n], \preceq_C) \). To check that this poset is a rooted forest, we need to introduce one more object.

Definition 4.16. For any \( n \)-dimensional cone \( C \) (resp. decorated cone \( (C, \vec{s}) \)), its second representing matrix \( B_C := (b_{ij}), i,j=1, \ldots, n \) is the incidence matrix of the Hasse diagram of \( ([n], \preceq_C) \).

In other words, \( b_{ij} = 1 \) when \( j \) is a direct successor of \( i \) and 0 otherwise:

\[
b_{ij} = 1 \iff i \preceq_C j \land (\forall k \in [n], i \preceq_C k \preceq_C j \Rightarrow k \in \{i, j\}).
\]

We then have

Lemma 4.17. For a \( n \)-dimensional cone \( C \) (resp. decorated cone \( (C, \vec{s}) \)), the poset \( \Psi(C) = ([n], \preceq_C) \) is a rooted forest if, and only if, its second representing matrix has at most one non-zero component per column.

Proof. An oriented graph is a rooted forest if, and only if it has no oriented cycle, no non-oriented cycle and each of its connected components has exactly one minimal element.

The first point is guarantied by Lemma 4.13. The second and third points are equivalent to asking that each vertex has at most one direct ancestor for the relation \( \preceq_C \). Since \( j \) is a direct ancestor of \( i \) if, and only if, \( b_{ij} = 1 \), we have that \( j \) has at most one direct ancestor if, and only if, it exists at most one \( i \in [n] \) such that \( b_{ij} = 1 \), thus that the \( j \)-th column of \( B_C \) has at most one non-zero entry. Since this must hold for all \( j \in [n] \), we have the result.

Remark 4.18. For a cone \( C \) as in Lemma 4.17, the forest \( \Psi(C) \) has \( p \) connected components (i.e. trees) if, and only if \( A_C \), the representing matrix of \( C \), is a block-diagonal matrix with exactly \( p \) blocks (modulo permutations of lines and columns).

Lemma 4.17 actually gives a characterisation of tree-like cones. More precisely we have

Proposition 4.19. A unimodular cone \( C \) (resp. a decorated unimodular cone \( (C, \vec{s}) \)) is a tree-like cone if, and only if, it is poset compatible and its second representing matrix has at most one non-zero entry in each column. Furthermore, the map \( \Psi \) (resp. \( \Phi \)) restricted to \( \mathcal{C}^T \) (resp. \( \mathcal{C}^T_{\mathbb{N}} \)) is the inverse of the map \( \Phi \) (resp. \( \Phi^{-1} \)).

Proof. The maps \( \Phi \) and \( \Phi^{-1} \) are clearly injective since \( F \) is an isomorphism class of rooted forests.

Let \( C \) be any tree-like cone and \( F \) its preimage under \( \Phi \). Since \( F \) is an isomorphism class, we can assume without loss of generality that \( V(F) = [n] \). Then by construction of \( \Phi \) and \( \preceq_C \), the later is the partial order relation on \( [n] = V(F) \) that defines the forest structure of \( F \). Thus \( B_C \) is the adjacency matrix of \( F \) and since \( \Psi(C) \) is by definition the poset whose adjacency matrix is \( B_C \) we obtain \( \Psi|_{\mathcal{C}^T} = \Phi^{-1} \) as claimed.
We have also shown that, if $C$ is a tree-like cone, then $\Psi(C)$ is a rooted forest. Thus, by Lemma 4.17, $C$ is poset compatible and $B_C$ has at most one non-zero entry in each column. We thus have that each tree-like cone satisfies the hypothesis of Lemma 4.17.

The sole thing left to be shown is the fact that, if a cone obeys the hypothesis of Lemma 4.17, namely that its second representing matrix has at most one non-zero component per column, then it is a tree-like cone. By Lemma 4.17 for such a cone $C$, $\Psi(C) \in F$. Using the same argument as in the first point of this proof, we have that $\Phi(\Psi(C)) = C$. Thus $C \in CT$ by definition of tree-like cones.

The same results hold with the lifted maps $\Phi$ and $\Psi$ by definition of the lifts.

Summing up the results of the last two sections in one statement we obtain

**Theorem 4.20.** Let $C = (C, \vec{s})$ be a decorated unimodular cone such that its second representing matrix has at most one non-zero component per column. Then, provided that $\Psi(C)$ is a convergent forest, $\zeta(C, \vec{s})$ converges and is a linear combination of MZVs of weights $||\vec{s}|| := s_1 \cdots + s_n$ with rational coefficients. They evaluate as:

$$\zeta(C, \vec{s}) = (\zeta_{\bigvee} \circ f_{0} \circ g^{T} \circ \Psi)(C, \vec{s}).$$

**Proof.** This Theorem is a reformulation of Theorem 4.10 together with the results of Lemma 4.17 and Proposition 4.19.

## 5 Computations of CZVs

The results of the previous subsection give us an algorithm to compute some CZVs. The steps to follow to compute $\zeta(C, \vec{s})$ are first to check that $C$ is poset compatible, second to compute the second representing matrix of $C$ and to check that it has at most one 1 per column. The third step is applying the branched binarisation map $s^{T}$ to $\Psi(C, \vec{s})$. Then one has to flatten the obtained rooted forest with the map $f_{0}$. Finally applying the MZVs map $\zeta_{\bigvee}$ gives the result. In some case, it is simpler to directly apply the $I$-flattening with Theorem 2.16 to make the computation.

We illustrate this procedure by computing some CZVs. Before this, let us point out that this algorithm produces the same result than the procedure of [OSY21, Definition 3.16]. Indeed, this procedure is what we called flattening (Definition 1.13) but built from leaves rather than from the root (and excluding forests). Furthermore the harvestable trees of [OSY21] are essentially our convergent trees in $F_{x,y}$. Then [OSY21, Theorem 3.17] is the finite version of [Cla20, Theorem 4.15], which we use intensively for our computation.

**Example 5.1.** The simplest non-trivial example is:

$$\zeta(C_1, \vec{s}_1) := \sum_{p,q,r \geq 1} \frac{1}{(p+q+r)^2qr}.$$  

We then have the representing and second representing matrices to be respectively:

$$A_{C_1} = \begin{pmatrix} 1 & 1 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad B_{C_1} = \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  

One easily check from $A_{C_1}$ that $C$ is poset compatible and clearly $B_C$ satisfies the hypothesis of Lemma 4.17. We further have

$$\Psi(C_1, (2, 1, 1)) = \bigvee_2$$

which is convergent. Applying the branched binarisation map $s^{T}$ and the MZVs map $\zeta_{\bigvee}$ gives the result

$$\sum_{p,q,r \geq 1} \frac{1}{(p+q+r)^2qr} = 2\zeta_{\bigvee}(2, 1, 1).$$

The exact same computation can be used, up to the flattening, for higher powers in the denominator. We readily obtain:
Proposition 5.2. For any \( \vec{s} = (n, m, l) \in \mathbb{N}^3 \) with \( n \geq 2 \) and \( m, l \geq 1 \) we have that the CZVs

\[
\zeta(C_1, \vec{s}) = \sum_{p, q, r, t \geq 1} \frac{1}{(p + q + r)^n q^m r^l}
\]

are linear combinations of MZVs with rational coefficients given by

\[
\sum_{p, q, r, t \geq 1} \frac{1}{(p + q + r)^n q^m r^l} = \sum_{i=0}^{l-1} \binom{m-1+i}{i} \zeta_{\Delta_l}(n, m+i, l-i) + \sum_{j=0}^{m-1} \binom{l-1+j}{j} \zeta_{\Delta_l}(n, l+j, m-j).
\]

Proof. First observe that the cone underlying this conical sum is again \( C_1 \). So it is a linear combination of MZVs with rational coefficients from the same argument than the one of Example 5.4. To compute them we need to apply the branched binarisation map \( \Psi \) and the flattening map \( fl_0 \) to

\[
\Psi(C_1, (n, m, l)) = \Psi^l_n.
\]

For the computation, from Proposition 4.8 and Corollary 2.20 we deduce

\[
\zeta(C_1, (n, m, l)) = \zeta_{\Delta_l} \circ fl_1 \left( \Psi^l_n \right).
\]

Using Theorem 2.17 we obtain

\[
\zeta_{\Delta_l} \circ fl_1 \left( \Psi^l_n \right) = \sum_{i=0}^{l-1} \binom{m-1+i}{i} T^i_{n+m+i} + \sum_{j=0}^{m-1} \binom{l-1+j}{j} T^j_{n+l+j}.
\]

The result then follows from the definition of \( fl_1 \) (Definition 2.22).

Remark 5.3. The two computations above are a good illustration of an important point concerning the number-theoretic content of TZVs. It depends only of the weight of \( ||\vec{s}|| := s_1 + \cdots + s_n \).

Providing the standard conjectures on MZVs hold, \( \zeta^l(\Psi(C, \vec{s})) \) is always a linear combination of MZVs of weight exactly \( ||\vec{s}|| \) with rational coefficients, for any decorated cone \( (C, \vec{s}) \in CT_{N^*} \) such that \( \Psi(C, \vec{s}) \) is a convergent forest. This is not the case for general CZVs, where some cancellations might happen and some terms in the expression of the CZV might be of lower weight than expected (or, of course, not be rational combination of MZVs). I am very thankful to E. Panzer who pointed out this fact to me and gave me an example.

The two previous computations were special cases of Mordell-Tornheim zetas. However, the approach exposed above allows to compute many more conical sums. We present two more computations without every intermediate steps.

Example 5.4.

\[
\zeta(C_2, \vec{s}_2) := \sum_{p, q, r, s, t \geq 1} \frac{1}{(p + q + r + s + t)^4(q + t)^2rst}
\]

We have

\[
A_{C_2} = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad B_{C_2} = \begin{pmatrix} 0 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

One easily checks that \( C \) satisfies the hypothesis of Proposition 4.19. Applying the algorithm above, one readily finds

\[
\sum_{p, q, r, s, t \geq 1} \frac{1}{(p + q + r + s + t)^4(q + t)^2rst} = 2\zeta_{\Delta_l}(4, 1, 1, 2, 1) + 6\zeta_{\Delta_l}(4, 1, 2, 1, 1) + 12\zeta_{\Delta_l}(4, 2, 1, 1, 1).
\]

Remark 5.5. Examples 5.1 and 5.4 were kindly checked by E. Panzer using his HyperInt package. This package uses an integral representation of CZVs that differs from the one of Theorem 1.10.

The following last example required more complicated computations that we will not detail.
Example 5.6.

\[
\zeta(C_5, \mathcal{S}_5) := \sum_{n_1, \ldots, n_7 \geq 1} \frac{1}{(n_1 + \cdots + n_7)^5(n_2 + \cdots + n_7)^2n_3(n_4)^2(n_5 + n_6 + n_7)^2n_5n_7}.
\]

We have

\[
A_{C_5} = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix},
\quad
B_{C_5} = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

and the hypothesis of Proposition 4.19 are satisfied. After some more computations we obtain

\[
\sum_{n_1, \ldots, n_7 \geq 1} \frac{1}{(n_1 + \cdots + n_7)^5(n_2 + \cdots + n_7)^2n_3(n_4)^2(n_5 + n_6 + n_7)^2n_5n_7}
= 8\zeta_{\mathbb{A}^1}(5, 2, 1, 2, 1, 1, 1) + 16\zeta_{\mathbb{A}^1}(5, 2, 1, 3, 1, 1, 1) + 2\zeta_{\mathbb{A}^1}(5, 2, 1, 2, 1, 1, 2) + 4\zeta_{\mathbb{A}^1}(5, 2, 1, 2, 1, 2, 1)
+ 48\zeta_{\mathbb{A}^1}(5, 2, 2, 1, 1, 1, 1) + 28\zeta_{\mathbb{A}^1}(5, 2, 2, 1, 1, 2, 1) + 8\zeta_{\mathbb{A}^1}(5, 2, 2, 1, 1, 1, 2) + 16\zeta_{\mathbb{A}^1}(5, 2, 1, 1, 2, 1, 1)
+ 40\zeta_{\mathbb{A}^1}(5, 2, 3, 1, 1, 1, 1).
\]

This result was kindly checked by Masataka Ono using their finite MZVs approach of [OSY21].
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