Exploring and mitigating potential bias when genetic instrumental variables are associated with multiple non-exposure traits in Mendelian randomization
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Abstract
With the increasing size and number of genome-wide association studies, individual single nucleotide polymorphisms are increasingly found to associate with multiple traits. Many different mechanisms could result in proposed genetic IVs for an exposure of interest being associated with multiple non-exposure traits, some of which could bias MR results. We describe and illustrate, through causal diagrams, a range of scenarios that could result in proposed IVs being related to non-exposure traits in MR studies. These associations could occur due to five scenarios: (i) confounding, (ii) vertical pleiotropy, (iii) horizontal pleiotropy, (iv) reverse causation and (v) selection bias. For each of these scenarios we outline steps that could be taken to explore the underlying mechanism and mitigate any resulting bias in the MR estimation. We recommend MR studies explore possible IV—non-exposure associations across a wider range of traits than is usually the case. We highlight the pros and cons of relying on sensitivity analyses without considering particular pleiotropic paths versus systematically exploring and controlling for potential pleiotropic or other biasing paths via known traits. We apply our recommendations to an illustrative example of the effect of maternal insomnia on offspring birthweight in UK Biobank.
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Introduction
Mendelian randomization (MR) is a special case of instrumental variable (IV) analysis where single nucleotide polymorphisms (SNPs) randomly allocated at conception are proposed as IVs [1]. MR requires three core assumptions to provide a valid test of the causal null hypothesis: first, IVs are strongly associated with an exposure of interest (relevance); second, there are no common causes between IVs and the outcome of interest (independence); and third, IVs influence the outcome only through the exposure (exclusion restriction) [1, 2]. While the relevance assumption can be tested, the independence and exclusion restriction assumptions are impossible to verify and only their plausibility can be explored [3]. Additionally, a fourth assumption is required to quantify the magnitude of the average causal effect of exposure on outcome using MR [2, 4, 5]. The fourth assumption has two versions that are frequently used: homogeneity (exposure-outcome effect does not depend on the proposed IV) and monotonicity (proposed IVs cannot increase exposure level in some participants while decrease it in others) [2, 4, 5].

With increasing sample sizes and more extensive coverage of the genome in genome-wide association studies (GWAS), SNPs are increasingly found to associate with multiple traits [6–8]. Many different mechanisms could result in genetic IVs for an exposure of interest being associated with multiple non-exposure traits, some of which could bias MR results. Understanding whether the association of genetic
IVs with non-exposure traits indicates a violation of core MR assumptions (i.e. independence and exclusion restriction) is challenging given the underlying causal structure for these associations is unknown. A large and increasing body of literature has focused on methods for exploring and dealing with unbalanced horizontal pleiotropy [9, 10], with these methods widely used in MR studies. Few MR studies have formally investigated potential mechanisms underlying the associations of proposed genetic IVs with non-exposure traits and explored whether such associations reflect mediation of the exposure-outcome effect, even though appropriate methods for MR mediation analysis are available [11, 12]. We aim to provide recommendations on how to leverage knowledge of existing associations between proposed genetic IVs and non-exposure traits to systematically evaluate the impact of various potential causal structures on bias in MR analysis, and to use this to inform appropriate sensitivity analyses to mitigate bias.

This paper is laid out as follows. In “Scenarios that could explain associations of genetic IVs with multiple traits”, we use directed acyclic graphs (DAGs) to illustrate five scenarios that could result in an association of a proposed genetic IV with a non-exposure trait and highlight when this could bias MR analysis. In “Recommendations for exploring scenarios that result in IV-non-exposure trait associations and obtaining unbiased MR estimates”, we describe different methods for discriminating between scenarios and methods for mitigating against potential bias for both one- and two-sample MR. In “Real data example”, we apply our recommendations to an MR analysis exploring the potential causal relationship between maternal insomnia and offspring birthweight in the UK Biobank (UKB). In “Discussion”, we end with a discussion.

### Scenarios that could explain associations of genetic IVs with multiple traits

We describe five scenarios consistent with proposed genetic IVs being associated with non-exposure traits: (i) confounding (Fig. 1 (DAGs 1.1–1.4); (ii) vertical pleiotropy (DAGs 2.1 and 2.2), (iii) horizontal pleiotropy (DAGs 3.1–3.4), (iv) reverse causality (DAGs 4.1–4.4) and selection (DAGs 5.1–5.4). We discuss below how each of these scenarios could result in proposed genetic IVs (Z) being associated with non-exposure traits (W) and when this might bias MR estimates of the effect of the exposure of interest (X) on the outcome of interest (Y). In this study, we assume that X, W and the effects of Z on them do not vary with time, given MR examines genetic predisposition to X across a large part of the life course and might be unable to distinguish critical or sensitive-period exposure effects [13, 14]. If the effects of Z on X or W do vary over the lifecourse, MR results would be interpreted as the estimate of the causal effect of changing liability to X across the lifecourse (rather than the causal effect of X at the timepoint it is measured) on Y. The interpretation of those MR results is not the focus of this paper and has been explored elsewhere [15–17].

Phenotypic confounders cannot influence an individual’s germline genotype since genotypes are determined at conception and do not change throughout life. However, there are several phenomena that might confound genotype – phenotype associations at the population level by influencing the distribution of genotypes and phenotypes in a population. These would include as population structure, assortative mating, dynastic effects, and linkage disequilibrium (LD) [18–21]. Confounding could result in Z – W associations in the presence of a common factor that influences the distributions of Z and W (DAGs 1.1 to 1.4). Population structure can confound Z–W associations if there are systematic differences in the distributions of Z and W between subgroups of individuals in the same sample due to different ancestry backgrounds, geographical location, or cryptic relatedness (inclusion of relatives in the same sample) [18]. Assortative (non-random) mating can occur when people choose their partners based on particular characteristics (e.g. height or educational attainment) and can be based on a single phenotype (i.e. single-trait assortative mating) or two different phenotypes (i.e. cross-trait assortative mating) [19]. Despite offspring genotype inheritance being random in relation to parent’s genotype, assortative mating leads to systematic differences in allele frequencies and potentially introduces confounding in genotype-phenotype (e.g. Z–W) associations at the population level [18]. Dynastic effects occur when parental genotype influences offspring phenotype beyond genetic inheritance (i.e. indirectly through parental phenotype) and can introduce confounding of offspring genotype–phenotype associations [18]. Linkage disequilibrium (LD) can confound Z–W association if Z is correlated with other genetic variants within the same locus, which influence W via an independent biological pathway [22]. If any of these sources of Z–W confounding is present, we would expect bias in MR estimates where W causes Y via a path that does not contain X (DAGs 1.1 and 1.2), but not otherwise (DAGs 1.3 and 1.4).

Pleiotropy refers to the association of a SNP with multiple traits, and has two types: vertical (also known as spurious or false) and horizontal (also known as genuine or true) [23]. In the scenario of vertical pleiotropy (DAGs 2.1 and 2.2), despite pleiotropic associations of Z with X and W, the effect of Z on Y is fully mediated by X. Therefore, the exclusion restriction assumption is not violated and we would not expect the MR result to be biased [24]. In the scenario of horizontal pleiotropy (DAGs 3.1–3.4), Z is a cause of X and W via independent biological pathways. When both X and W affect Y independently (DAGs 3.1–3.3), the MR estimate
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Horizontal pleiotropy is typically considered one of the main threats to the validity of MR studies since pleiotropy is a ubiquitous biological phenomenon [7, 8]. However, there is no bias in the MR estimate when $W$ does not affect $Y$ independently of $X$ (DAG 3.4). In the scenario of reverse causality (DAGs 4.1–4.4), $Z$ primarily causes the hypothesised outcome $Y$, which in turn affects the hypothesised exposure $X$. As such, selection of $Z$ as an IV for $X$ would give a biased MR result for the effect of $X$ on $Y$ [25]. With respect to the focus of this paper, this would only result in an association of $Z$ with $W$ if $Z$ directly or indirectly influences $W$ (DAGs 4.1–4.4). We have included this scenario for completeness. However, we do not consider exploration of $Z$–$W$ associations to be a good way of identifying causal directions between $X$ and $Y$. Bidirectional MR and the Steiger directionality test should be more suitable MR methods for exploring causal directions between any two traits [25]; these are described briefly in recommendation 4 of the next section.

Selection could result in $Z$–$W$ associations if the selection mechanism leads to conditioning on a common effect of $Z$ (or its descendant) and $W$. Selection into a study is likely
to be directly influenced by certain phenotypic characteristics and, as a consequence, indirectly affected by genotypes influencing these characteristics [26]. Therefore, we consider four illustrative mechanisms where selection could induce an association between Z-W, all of which could introduce bias in MR of X on Y: selection on (1) X and W (DAG 5.1), (2) Y and W (DAG 5.2), (3) X alone (DAG 5.3) and (4) Y alone (DAG 5.4). To reduce the number of DAGs, we have focused on DAGs (5.1–5.4) where Z–W associations can only be generated due to selection, and the MR estimates of X on Y would be expected to be biased because of the alternative pathways from Z via W to Y independent of X. The selection of participants could occur due to several different reasons, such as a selected response to joining a study, loss to follow-up, missing data, survival bias, conditioning on heritable characteristics either in the MR analyses or in the GWAS where summary data are selected for two-sample MR [27], or in studies of disease progression if both Z and W affect disease incidence [28]. Such selection is not specific to Z–W associations. For example, previous gene-by-environment MR studies of smoking heaviness identified selection bias due to stratifying on smoking status [29, 30]. Those studies calculated associations of proposed genetic IV with smoking status and with observed confounders (of smoking status-outcome effect), or explored the magnitude of selection bias via simulation [29, 30]. Methods to mitigate selection bias in previous MR included inverse probability weighting [31], multivariable Mendelian randomization (MVMR) adjusting for major causes of survival [32], residual-adjusted model [33] and Bayesian cluster-based model [34] to distinguish effects on disease prognosis from conditioning on its incidence. Selection bias in MR has been comprehensively explored in other papers [27, 28, 31, 35, 36] and will not be the focus of our paper.

Recommendations for exploring scenarios that result in IV-non-exposure trait associations and obtaining unbiased MR estimates

Having described some different scenarios that could result in proposed genetic IVs (Z) for exposure relating to non-exposure traits (W) we now provide a list of recommendations for identifying W, and exploring the mechanism underlying the Z–W association. We then investigate whether the Z–W association is expected to bias the MR estimates and, if bias is expected, how it might be mitigated (Table 1 summarises the methods we recommend for mitigating bias).

We focus most of our discussion on methods that are applicable to MR analyses where multiple independent SNPs from different genomic regions are proposed as IVs. The rationale for focusing on MR analyses using multiple IVs is the increasing number of independent SNPs strongly associated with putative exposures given large-scale GWAS [6], the increasing availability of robust MR methods and sensitivity analyses that require multiple IVs [9] and the potential that some proposed IVs will relate to several non-exposure traits [7, 8].

**Recommendation 1: Searching more thoroughly for Z–W associations**

To date many MR studies have explored associations of Z with potential confounders of exposure (X)–outcome (Y) associations [40–42]. For example, in a recent MR study of the effect of maternal adiposity on infant birthweight the extent to which the proposed genetic IVs related to maternal education and smoking (plausible confounders of maternal adiposity and infant birthweight) was explored [41]. Bias component plots can be used to compare the IV-confounder associations versus exposure-confounder associations [43, 44]. Exploring associations of Z with any risk factors for Y is more appropriate than focusing solely on potential X–Y confounders since factors that influence the distribution of Z and Y can bias MR analyses regardless of whether they are a direct cause of X.

There are two broad approaches that could be used to identify W associated with Z in either one- or two-sample MR. One is to use prior/existing knowledge about the key causes of Y to select which traits to explore in further sensitivity analyses. It would be important to use expert knowledge to focus on those causes of Y that are not part of the hypothesized causal path from X to Y, and then examine whether Z relates to any of those non-exposure causes of Y. The second is to undertake a hypothesis-free comprehensive genotype-to-phenotype (also known as phenome-wide) scan approach [45] using automated tools (e.g. PhenoScanner [46], GWAS Catalog [47], MR-Base [48] and PHESANT [49]). Such an approach helps gain insight about all possible measured non-exposure traits associated with Z. In the situation where we are using MR PheWAS to test potential genetic instrument specificity to explore potential violation of MR assumptions, as here, we would suggest less stringent multiple testing p-value threshold than used in studies where the primary aim is to explore the potential effect of an exposure on multiple outcomes (e.g. [50, 51]). The aim in this situation would be to minimise bias by identifying as many possible horizontal pleiotropic paths as possible and hence we would recommend using a p-value threshold of 0.05 (the conventionally used threshold with no correction for multiple testing) when undertaking PheWAS to identify. The first (knowledge-based) approach has the advantage that it is focused, potentially selects the risk factors for Y that have the strongest effects, and is likely to require fewer variables to be taken forward for subsequent analyses (as described in recommendations below). However, subject matter knowledge may be incomplete or fallible and so some
Table 1 Approaches to explore the plausibility of the scenario and methods that can produce unbiased test of the causal effect under the corresponding scenario

| Scenarios                      | One-sample MR with individual data                                      | Two-sample MR with summary data                                                                 |
|--------------------------------|-------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|
| Population stratification     | Check Z—population structure (e.g. principal components, birthplace, home location or study centre)  | Check how the GWAS of X and Y dealt with population structure                                       |
|                                | Adjust for population structure in Z–W and compare the adjusted estimates with crude estimates | Use negative control outcomes\(^a\)                                                                 |
| Cryptic relatedness           | Estimate genetic similarity                                               | Check how GWAS of X and Y dealt with cryptic relatedness                                           |
|                                | Remove one individual from each genetically related pair from analyses   |                                                                                                |
| Assortative mating            | Check associations of individuals’ Z (for X) with their partner’s W and Z (for W) | Rely on previous evidence                                                                         |
|                                | Adjust for parental Z for X in two-stage least squares                   |                                                                                                |
| Linkage disequilibrium        | Use ‘robust methods’ when multiple SNPs from different regions are proposed as IVs | Use ‘robust methods’ when multiple SNPs from different regions are proposed as IVs\(^b\)         |
|                                | Apply colocalization methods (e.g. HEIDI [22]) if few SNPs located in a single gene are proposed as IVs\(^b\) | Apply colocalization methods (e.g. HEIDI [22]) if few SNPs located in a single gene are proposed as IVs\(^b\) |
| Vertical pleiotropy           | Univariable MR for W–Y, bidirectional MR between X and W, tests for heterogeneity between multiple Z\(^c\), IV inequalities test (for categorical exposure only)\(^c\)  | Univariable MR for W–Y, bidirectional MR between X and W and Steiger directionality test, tests for heterogeneity between Z\(^c\), MR-Egger intercept |
|                                | Method: Two-stage least squares (for continuous outcomes)                | Method: Inverse variance weighted                                                                  |
| Horizontal pleiotropy         | Univariable MR for W–Y, bidirectional MR between X and W, tests for heterogeneity between multiple Z\(^c\), IV inequalities test (for categorical exposure only)\(^c\)  | Univariable MR for W–Y, bidirectional MR between X and W and Steiger directionality test, tests for heterogeneity between Z\(^c\), MR-Egger intercept |
|                                | Methods: Multivariable MR, sisVIVE, MR-GENIUS, MR-MiSTERI               | Methods: Multivariable MR, MR-Egger, weighted median, weighted mode, MR-PRESSO, MR-TRYX          |

GWAS genome-wide association studies, MR Mendelian randomization, W non-exposure traits, X exposure of interest, Y outcome of interest, Z genetic instrumental variables

\(^a\) Negative control outcome is assumed to share the same underlying confounding structure as the outcome of interest, but not be influenced by the exposure of interest\[^37\]

\(^b\) HEIDI assumes that there is a single causal SNP within the locus, and each other SNP shows an effect due to LD with the causal SNP\[^22, 23\]

\(^c\) We assume that multiple genetic IVs are unrelated, and an observed heterogeneity is due to different mechanisms of multiple IV-exposure associations\[^38\]

\(^d\) IV inequalities test would be limited by low sensitivity with a small number of proposed IVs but low computational burden, or by high computational burden with a large number of proposed IVs but high sensitivity\[^39\]

Z–W associations may be missed. The second (phenome-wide) approach has the advantage that it is less limited by expert knowledge. However, this approach is still dependent on the completeness and quality of the data available, and typically relies on an arbitrary choice of a p-value threshold, which is not straightforward given the need to account for the high multiple testing burden, whilst still aiming to identify all potential pleiotropic pathways.

Whether the knowledge-based or the phenome-wide approach is preferable will depend on the specific research question, available data, and extent of subject matter knowledge. A combination of both could be done by a priori selection of hypothesised causes of Y (that are not part of the X–Y causal path) and exploring Z–W associations with those without taking account of multiple testing, but rather focusing on point estimate magnitudes and precision to decide which need to be explored further to decide where the associations might bias the MR results. That could be supplemented by a phenome-wide association study in which multiple testing adjustment was applied.

**Recommendation 2: Assessing the impact of confounding**

Family-based MR designs can be used to test and mitigate bias due to confounding from multiple sources (i.e. relatedness, population stratification, assortative mating and dynastic effects) as previously described in detail\[^18–21\]. However, this requires large-scale data on siblings or trios (mother, father and child) that may not be available.

In the absence of large-scale family data, we recommend exploring associations of Z with as many indicators of population structure as possible, such as geographical (e.g. region, longitude/latitude of birth and residence, and study centre) and ancestry (e.g. self-reported ethnicity and genetic
principal components of ancestral background) characteristics. If a Z–W association attenuates substantially after adjustment for geographical/ancestral characteristics, that would suggest that the Z–W association is primarily driven by confounding due to population structure. The possibility of bias due to cryptic relatedness should be minimized by the use of established methods for identifying relatedness [52] and including genetically unrelated individuals in the analysis.

In two-sample MR, there is widespread use of pre-generated summary association results from GWAS, which limits the assessment of potential bias due to population structure. Newly developed ‘robust’ MR methods are unlikely to overcome bias due to population structure if no attempts have been made to control for this in the original GWAS [53]. Therefore, MR analysts should check and report whether the original GWAS used appropriate methods to account for population structure and cryptic relatedness. The use of negative control outcomes in MR studies has been recently proposed to detect potential population stratification and could add to the sensitivity analyses exploring this type of bias [37].

In both one- and two-sample MR where family approaches are not possible to explore the presence of confounding due to assortative mating or dynamic effects, we recommend that researchers try to identify external evidence of the magnitudes of spurious correlations for any observed W (and for X) even with non ‘visible’ traits such as biomarkers. These could provide some evidence of the likely magnitude and direction of bias. Evidence suggests that assortative mating is stronger for ‘visible’ traits, with reported spousal correlations within the first year of marriage that were low (0.03–0.1) for physical measures (body mass index [BMI], blood pressure and heart rate) and higher (0.3–0.4) for education and health behaviours (smoking, alcohol consumption and exercise) [54]. Bias that could occur with familial related confounding (assortative mating or dynamic effects) is also illustrated in a recent MR study, which found that the standard population based MR analyses showing lower BMI and taller stature causing higher educational attainment were attenuated to the null in family MR, whereas the positive effects of BMI on type 2 diabetes and blood pressure were consistent in both population and family based MR designs [21].

Genetic colocalization methods have been developed to distinguish confounding by LD (distinct SNPs in the same genomic region, one affecting X and the other affecting W) from pleiotropy (a SNP shared between X and W) [10, 22, 55, 56]. Confounding by LD is more likely to be an important source of bias in MR analyses using a single or a few SNPs (as is commonly the case for molecular phenotypes—i.e. gene expression, epigenetic markers, protein, and metabolite concentrations) [57]—compared to MR analyses proposing multiple SNPs from different genomic regions as IVs. This is because confounding by LD is expected to affect specific variants in a sporadic way rather than all variants systematically [9] and, therefore, unbiased results could be obtained using the so-called robust MR methods as described in “Recommendation 6: Sensitivity analyses exploring and controlling for bias due to horizontal pleiotropy” below.

**Recommendation 3: Assessing bias due to horizontal pleiotropy by exploring the W–Y association**

By definition, bias in MR analysis of X on Y due to horizontal pleiotropy via W requires that W influences Y and we recommend that MR (or suitable methods [13]) are used to explore this. MR can provide reliable evidence of the effect of W on Y if there are strong and valid genetic IVs for W (Z_W), which may not be the case. In MR of W on Y (as in any MR), weak instrument bias would tend to bias the estimates towards the observational associations in one-sample MR and to the null in two-sample MR with non-overlapping samples and reduce statistical power and, consequently, the precision of the estimates [58]. If there is credible evidence from MR analysis that W does not affect Y, then one would be more confident that there should not be bias in MR estimates of the effect of X on Y due to horizontal pleiotropic pathways mediated by W. If there is evidence for W–Y effect, or it is not possible to determine this, then bidirectional MR of an effect of X–W versus W–X could be valuable (see next recommendation).

**Recommendation 4: Orienting causal directions of effect between X and W**

Bidirectional MR can be conducted to explore causal directions between X and W (i.e. whether X causes W, or vice versa) in either one- or two-sample MR [59, 60]. If bidirectional MR provides no evidence for a causal effect of X on W or vice versa, this suggests that Z affects X and W via independent pathways and bias MR analyses when the effect of W on Y is independent of X (DAG 3.1). If bidirectional MR suggests that Z affects W, W is likely to be a consequence of X and should not bias MR estimates of X on Y (DAGs 2.1 and 2.2). However, it is possible that W mediates the effect from Z to Y partly independently of X (DAG 3.3). By contrast, if bidirectional MR suggests that W causes X, the presence of bias in the MR analyses would depend on whether X completely mediates any effect of W on Y (DAG 3.4) or not (DAG 3.2).

Bidirectional MR is still a valid test of causal directions in the presence of bidirectional effects between X and W with additional assumptions that accommodate time-varying relationships between X and W [17, 61]. However, whilst we recommend this to orient the causal directions of effect
between X and W, it can be misleading when there are marked difference in the magnitudes and statistical power between MR of X on W and MR of W on X. For example, if the magnitude or power for MR of W on X is low (relative to the magnitude or power for MR of X on W) it may appear that there is no causal effect of W on X even in the presence of such an effect. Those magnitudes may vary during life-course, and thus bidirectional MR may identify X causes W at some points and W causes X at others, but could not distinguish which comes first. Additionally, overlapping SNPs in the GWAS of X and W can make it unclear which SNPs to select as valid IVs for X and W in bidirectional MR [60]. In two-sample MR, Steiger directionality test might help to identify (independent) valid IVs for X or W by comparing the variance explained by each SNP in X to that in W—under the assumption that each trait is measured with the same error a valid IV for X should explain more variance in X than W (and vice versa) [62].

**Recommendation 5: Adjusting for potential horizontal pleiotropic effects via W**

Where there is evidence (from recommendations 3 and 4 above) that there may be bias in the MR estimate of the effect of X on Y due to horizontal pleiotropy mediated by W (DAGs 3.1–3.3), MVMR can be used to test the presence of effect X on Y adjusting for W in one- and two-sample MR [63]. MVMR requires information on not only Z–X and \( Z_\text{W} – W \) associations but also Z–W and \( Z_\text{W} – X \) associations, which means two-sample MR studies using summary statistics require access to full summary statistics of the original GWAS. If W mediates the X–Y association (DAG 3.3), controlling for W in MVMR obtains the direct effect rather than the total effect of X on Y, while its total effect could be estimated by using a subset of SNPs only related to X [63]. If W interacts with X, MVMR can be extended to model such interaction in one-sample but not two-sample MR [64]. MVMR can be used to estimate direct effects of correlated traits on an outcome as long as the proposed genetic IVs independently strongly predict each trait. Limitations of MVMR, such as problems with weak instruments, have been extensively discussed in the literature (e.g. [16, 61, 63]). Although MVMR has been extended to apply to a time-varying X, the model to minimise potential horizontal pleiotropy by further including time-varying W is still under development [16].

**Recommendation 6: Sensitivity analyses exploring and controlling for bias due to horizontal pleiotropy**

The methods described in this section can also be applied in tandem with MVMR, or when additional assumptions of MVMR may not hold. These sensitivity analyses have been discussed extensively in the literature (e.g. [2, 3, 9, 10]). We recommend initially assessing between SNP heterogeneity [10] even if SNPs are being combined into a single polygenic risk score (PRS). In one-sample MR heterogeneity is commonly explored by ‘overidentifying’ tests [38], while in two-sample MR (including MVMR) the Cochran’s Q statistic is an equivalent test [10, 65]. If X causes Y, and Z are valid IVs, we expect the Z–Y effect to be proportional to the Z–X effect across multiple SNPs. Therefore, heterogeneous individual SNP causal estimates are indicative of invalid IVs (even though they could also result from model misspecification). IV inequalities test can be used specially for categorical exposures and outcomes in one-sample MR, to falsify both the independence and exclusion restriction assumptions [2, 66]. However, this test cannot distinguish horizontal pleiotropy from confounding. There are an increasing number of MR methods developed for correcting for horizontal pleiotropy and a full description of all of these is beyond the scope of this paper. Table 2 summarises some commonly used methods (i.e. sisVIVE [67], MR-GENIUS [68] and MR-MiSTERI [69] for one-sample MR and MR-Egger [70], weighted median [71], weighted mode [72], MR-PRESSO [73], MR-TRYX [74] for two-sample MR). It is important to recognise that (i) heterogeneity tests and most of the sensitivity tests in Table 2 can only be used where there are multiple SNPs, (ii) some methods are statistically inefficient and (iii) most methods have been initially developed for two-sample MR and can be applied to large one-sample data (e.g. UKB), with fewer specific to one-sample MR. We would also recommend checking for outlier SNPs (i.e. SNPs that contribute disproportionately more than expected to the heterogeneity across individual SNP causal estimates) since these can bias estimates from some MR methods, particularly regression-based methods such as inverse variance weighted (IVW) and MR-Egger. Some MR methods have been developed to deal with outlying SNPs, which might be done by removing identified outliers (e.g. sisVIVE [67], MR-PRESSO [73]), downweighting their contribution (e.g. weighted-median [71] and weighted mode [72]) or adjusting for detected pleiotropic pathways from outlying SNPs (MR-TRYX [74]). Whilst these methods are useful, we would recommend using them in tandem with other main and sensitivity analyses (e.g. MVMR) and with attempts to understand as much about the biology of the outlying SNPs as possible. Without this understanding it is challenging to understand whether the outlying SNP is introducing horizontal pleiotropy (and might be best removed or down weighted) or is the most biologically reliable SNP and, therefore, the most credible instrument in the analysis [10].
Table 2  Summary of select sensitivity analyses for exploring bias due to horizontal pleiotropy in Mendelian randomization (MR)

| Name                  | Brief description                                                                 | MR assumptions                                      | Other issues                                                                 |
|-----------------------|-------------------------------------------------------------------------------------|------------------------------------------------------|------------------------------------------------------------------------------|
| **For one-sample MR** |                                                                                     |                                                      |                                                                               |
| sisVIVE [67]          | It is an extension to two-stage least squares, which incorporates LASSO penalization  | (1) relevance; (2) independence; (3) the alternative to exclusion restriction: at least 50% of proposed IVs are valid; (4) monotonicitya | It works for continuous outcomes only, is computationally intensive, and the current implementation do not provide 95% CIs. |
| MR-GENIUS [68]        | It is a version of G-estimation which is robust to time-varying SNP-exposure associations, unmeasured confounding and violation of IV assumptions | (1) the alternative to relevance: proposed genetic IVs should strongly affect the variance rather than the mean of the exposure; both (2) independence and (3) exclusion restriction can be relaxed; (4) the alternative to homogeneityb: no additive interaction with unmeasured selection | Estimates on binary exposures have ambiguous units. Proposed genetic IVs often explain a small variance of the exposure |
| MR-MiSTERI [69]       | It is another version of G-estimation for estimating the causal effect among compliersa, which is robust to time-varying SNP-exposure associations, unmeasured confounding and violation of IV assumptions | (1) relevance, (2) independence, and (3) exclusion restriction all can be relaxed; (4) the alternative to monotonicitya: exposure-outcome effect does not vary with proposed invalid IV on additive scale; selection bias due to confounding does not vary with proposed invalid IV on multiplicative scale; residual variance for outcome is heteroscedastic and thus varies with proposed invalid IV | Its R package can only be used for continuous exposure and outcome at present |
| **For two-sample MR**  |                                                                                     |                                                      |                                                                               |
| MR-Egger [70]         | It allows a non-zero intercept to test unbalanced horizontal pleiotropy              | (1) relevance; (2) independence; (3) the alternative to exclusion restriction: InSIDEc; (4) homogeneityb | It is sensible to outliers and tends to suffer from low statistical power |
| Weighted median [71]  | It is defined as the median of a weighted empirical density function of the Wald ratio estimates | (1) relevance; (2) independence; (3) the alternative to exclusion restriction: at least 50% of weight comes from valid IVs; (4) homogeneityb | Nil |
| Weighted mode [72]    | It calculates the weighted mode of the Wald ratio estimates                          | (1) relevance; (2) independence; (3) the alternative to exclusion restriction: zero modal pleiotropy assumption 5; (4) homogeneityb or monotonicityb | Researchers need to choose a bandwidth to obtain the clustering effect, and different bandwidths might provide inconsistent estimates [10] |
| MR-PRESSO [73]        | It assesses horizontal pleiotropy based on the contribution of each SNP to heterogeneity and provides adjusted MR estimates by removing outlier SNPs | (1) relevance; (2) independence; (3) the alternative to exclusion restriction: InSIDEc and outliers (identified via MR-PRESSO global test) are due to potential horizontal pleiotropy; (4) homogeneityb or monotonicityb | After removing outlier SNPs, the standard errors would decrease. Therefore, it would be more likely to reject the null |
| MR-TRYX [74]          | It assesses horizontal pleiotropy based on the contribution of each SNP to heterogeneity and attempts to adjust for their horizontal pleiotropic effects using extra publicly available GWAS from MR-Base | (1) relevance; (2) independence; (3) the alternative to exclusion restriction: outliers (identified via RadialMR [75]) are due to potential horizontal pleiotropy; (4) homogeneityb or monotonicityb | GWAS from MR-Base may not cover the whole genome or conducted in the target population (e.g. only female participants) |

ACE average causal effect, CI confidence interval, GWAS genome-wide association studies, InSIDE instrument strength independent of direct effect, IV instrumental variable, SNPs single nucleotide polymorphisms

aMonotonicity means proposed IV cannot increase exposure level in some participants while decrease it in others. Thus, MR quantifies the magnitude of ACE among the unknown subpopulation of compliers who are monotonically affected by the proposed IV (i.e. local ACE) [2, 4]

bHomogeneity means the exposure-outcome effect is homogeneous across population and does not depend on proposed IV. Thus, MR quantifies the magnitude of ACE for the reference population (i.e. global ACE) [2, 4]

cThe strength of genetic IV – exposure association should not be correlated with the strength of the pleiotropic effects across proposed IVs [70]

dThe majority of SNPs could be invalid providing that the set of SNPs which form the largest homogeneous cluster are valid [72]
Real data example

We used MR to explore the effect of maternal insomnia on offspring birthweight as a motivating example (DAG shown in Supplementary Fig. 1). It has been suggested that having insomnia and other forms of sleep disturbance may be associated with lower offspring birthweight though results are inconsistent [76, 77]. We explored this question using data from women who participated in the UKB study [78]. UKB is a cohort of 503,325 men and women who were on the National Health Service registry, aged between 40 and 69 years and living within 25 miles from one of 22 assessment centres [78]. Supplementary Table 1 summarises how each variable used here was measured in UKB and coded in our example.

Using (one- and two-sample) MR to explore the effect of maternal insomnia on offspring birthweight

For both one- and two-sample MR, we proposed 80 genome-wide significant SNPs (listed in Supplementary Data 1) from the largest GWAS of insomnia in women [79] as our genetic IVs. In one-sample MR, SNPs were combined into a PRS to explore the effect of maternal insomnia on offspring birthweight among genetically unrelated UKB women of European descent who reported frequency of insomnia, had experienced at least one live birth and reported the birthweight of their first live born child (N = 165,184). In two-sample MR, we randomly split those genetically unrelated women of European descent into two groups (Supplementary Fig. 2) to obtain SNP-specific summary statistics. We obtained both SNP–insomnia and SNP–birthweight results from both of the random sub-samples and then pooled results from analyses in which sample 1 was used for SNP–insomnia and sample 2 for SNP–birthweight with those in which sample 1 was used for SNP–birthweight and sample 2 for SNP–insomnia to avoid sample overlap [59]. Full details are available in Supplementary Methods.

In one-sample MR using two-stage least squares, having insomnia causes 87 g lower birthweight in offspring, but its confidence interval (CI: −182, 7) slightly overlaps with the null. In two-sample MR, IVW suggested having insomnia is related to lower offspring birthweight (−124 g when comparing having versus not having insomnia, 95% CI: −230, −19). Our unweighted PRS for insomnia was very weakly associated with a higher odds of having live born babies (OR 1.0029 per one more allele, 95% CI: 1.0008, 1.0051, P-value = 0.007), having insomnia was also weakly associated with a higher probability of having live born babies (8.6 × 10⁻², 95% CI: 2.3 × 10⁻², 1.5 × 10⁻¹, P-value = 0.007).

Searching more thoroughly for Z–W associations

(Recommendation 1)

In this motivating example we only explored the six traits (i.e. maternal height, BMI, age at first live birth, education, frequency of alcohol intake and ever smoking) that we had a priori selected for checking, based on prior knowledge that these were key risk factors for variation in birthweight. We tested whether our PRS for maternal insomnia was associated with any of these traits and found that it was associated with all of them (Fig. 2). However, as noted in recommendation 1 above, there may be value in exploring a wider range of potential pleiotropic paths. Therefore, we undertook a comprehensive search for previously identified associations of the 80 SNPs in the insomnia PRS using Phenoscanner [46]. Supplementary Data 2 shows the results for 17,503 associations with 2844 traits meeting this threshold (P-value < 0.05). Associations of one or more of the insomnia SNPs were seen for insomnia, birthweight and all of our six a priori selected W (height, BMI, age at first live birth, education, frequency of alcohol intake, ever smoking). Other associations included traits related to our exposure or one of the a priori selected W. For example, several SNPs were associated with other sleep traits in addition to insomnia, and many were associated with a large number of different measures of adiposity that are available in Phenoscanner (e.g. total fat mass and fat mass of each body component, impedance, waist circumference). Additional non-exposure traits identified included mental health outcomes (e.g. depression, anxiety, mood swings, schizophrenia), musculoskeletal outcomes (bone mineral density, report of osteo or rheumatoid arthritis), respiratory/allergic outcomes (wheeze, asthma, eczema, lung function), reproductive outcomes (age at menarche) and general health (reported health rating, number of non-cancer diseases and number of prescribed medications). Some evidence of a statistical association was found for several related phenotypes showing they were unlikely to be due to chance. In the interest of space and clarity for this illustrative example we undertook further analyses on the risk factors for birthweight that we a priori listed above and that we see the proposed genetic IVs for insomnia are related to. In a focused applied paper these additional analyses would be done on all of the variables identified by the Phenoscanner.

Exploring the role of confounding

(Recommendation 2)

Each additional allele in the unweighted insomnia PRS was associated with a difference of −0.004 (95%
confidence interval [CI]: $-0.007, -0.001$) year in age at recruitment, $-3.7 \times 10^{-7}$ (95% CI: $-6.7 \times 10^{-7}, -6.4 \times 10^{-8}$) metre in longitude of birthplace and $2.1 \times 10^{-7}$ (95% CI: $5.7 \times 10^{-8}, 3.5 \times 10^{-7}$) metre in latitude of birthplace. There was evidence of some variation in the mean PRS across 22 UKB assessment centres (Supplementary Fig. 3; $P$-value $= 9.2 \times 10^{-8}$). After adjusting for genetic array, top 40 genetic principal components, participants’ age, birthplace and assessment centre, associations of the PRS with height, BMI, education, frequency of alcohol consumption and ever smoking were not attenuated, and its association with age at first live birth was slightly attenuated to the null (Fig. 2). In further MR analyses of age at first live birth, we obtained similar estimates before and after adjustment for participants’ age, birthplace and assessment centre (Supplementary Table 2). In the absence of spousal data, we were not able to directly assess assortative mating. From previous literature [19, 54] we would anticipate that assortative mating could occur for traits such as education, height, and lifestyle factors (e.g. smoking and alcohol), which might bias estimates for the effect of maternal insomnia on offspring birthweight if the assorted trait is genetically correlated with both the exposure and outcome of interest. Confounding by LD is unlikely to be a major source of bias in this example as our PRS consists of 80 SNPs from different genomic regions.

**Association of non-exposure traits with birthweight, testing causal direction between exposure and non-exposure traits and accounting for horizontal pleiotropy (Recommendations 3 to 5)**

We use MR analysis to test the causal effect of each non-exposure trait on offspring birthweight. For these analyses, we identified proposed genetic IVs from published GWAS of height [80], BMI [81], age at first live birth [82] and education [83] in women independent of UKB and from previous GWAS of frequency of alcohol intake and ever smoking. Supplementary Table 1 summarizes how education, frequency of alcohol intake and ever smoking are coded in this study.

---

**Fig. 2** Associations of unweighted polygenic risk score (PRS) for insomnia with six non-exposure traits before and after adjustment for population stratification. Supplementary Table 1 summarizes how education, frequency of alcohol intake and ever smoking are coded in this study.
smoking in UKB men and women [84]. Full details of the selected SNPs are provided in Supplementary Data 1. Under the MR assumptions, we found suggestive evidence of causal effects of five out of six non-exposure traits on birthweight despite some wide CIs (Fig. 3a). Height and BMI did not appear to cause insomnia, but for the other four traits MR showed evidence of causality in both directions, i.e. the traits caused, and were caused by insomnia (Fig. 3b and c). Because age at first live birth, education and ever smoking showed evidence of affecting both insomnia and birthweight, they were included in MVMR to estimate the direct effect of insomnia on birthweight adjusting for these three variables. After adjusting for them, the effect estimates of insomnia on birthweight attenuated towards the null compared to univariable MR (Fig. 4), though results are imprecise.

Sensitivity analyses to explore unbalance horizontal pleiotropy (Recommendation 6)

In one-sample MR, Sargan test suggests invalidity among the 80 SNPs (Supplementary Table 3). Our sisVIVE (full results in Supplementary Data 3) showed that the association of insomnia with birthweight was greater than seen with univariable two-stage least squares, but MR-GENIUS provided a smaller estimate (−28 [95% CI: −155, 100] g). In the two-sample MR results from all sensitivity analyses were directionally consistent with the main IVW estimate, though for several the CIs were very wide; IVW, MR-PRESSO and MR-TRYX supported an inverse association of maternal insomnia with offspring birthweight with CIs that did not include the null (Fig. 5). The MR-Egger intercept suggested little evidence of unbalanced horizontal pleiotropy (p-value = 0.732 for dataset

**Fig. 3** Mendelian randomization estimates for a non-exposure traits—birthweight (W–Y) effects, b non-exposure traits-insomnia (W–X) effects, and c insomnia-non-exposure traits (X–W) effects. “Usually” having insomnia is coded as 1, while “sometimes/rarely/never” having insomnia is coded as 0 (Supplementary Table 1)
A on B and 0.763 for B on A; full results in Supplementary Fig. 4). Whilst between SNP heterogeneity was less when MR-TRYX was used (in comparison to the IVW analyses) the point estimates were very similar between it and IVW (Fig. 5 and Supplementary Fig. 5). However, offspring genotypes (which were missing from UKB) could be a potential source of horizontal pleiotropy as we conducted MR between generations. Such bias cannot be mitigated by these pleiotropy robust methods but could be corrected by adjusting for paternal and offspring genotypes, where trios’ data are available [14].

Discussion

As GWAS explore a larger range of phenotypes with larger sample sizes, the possibility that proposed genetic IVs for a specific exposure will be found to associate with many other traits at genome-wide significant threshold levels increases [6, 7]. This may make the selection of valid IVs for MR challenging. In this paper we have identified and described five scenarios that could result in associations of proposed genetic IVs with non-exposure traits. These are confounding, vertical pleiotropy, horizontal pleiotropy, reverse causality and selection. We provide a set of recommendations for exploring associations of the proposed genetic IV with non-exposure traits, identifying which scenario is most plausible, whether the MR result is likely to be biased and how any bias might be minimised. These recommendations are not fully covered in existing published MR guidelines, and supplement those [2, 3, 9]. We demonstrate the use of these recommendations in an applied example exploring the effect of maternal insomnia on birthweight.

In our example we found that our proposed IV for insomnia (a PRS of 80 SNPs) was associated with all six of our

\[ b \text{ absolute differences in risk of insomnia per unit increase in non-exposure traits} \]
Exploring and mitigating potential bias when genetic instrumental variables are associated…

...a priori selected risk factors for birthweight (height, BMI, age at first live birth, education, frequency of alcohol intake, ever smoking). Our results suggest that some of the association of the PRS with age at first live birth might be due to confounding by population structure. Consistent with previous MR studies [42, 45, 85, 86], our results suggested that associations of the PRS with height and BMI were less likely to reflect horizontal pleiotropy. Therefore, we concluded in this example associations of the insomnia PRS with height and BMI were unlikely to bias the main MR result. Age at first live birth, education and ever smoking were plausible sources of horizontal pleiotropy, and after adjusting for these in MVMR there was little evidence for a causal effect of maternal insomnia on offspring birthweight. Additional analyses in which we used a phenome-wide approach to identify associations of the 80 SNPs in the PRS with non-exposure traits, suggests we might have missed some key specific pleiotropic paths (e.g. related to mental, musculoskeletal, respiratory and general health). For these we relied on sensitivity analyses (see Table 2) to explore and control for any potential bias due to unbalanced horizontal pleiotropy, which largely suggested the little evidence of such bias. Depending on the particular research focus the reassurance from sensitivity analyses may be sufficient, and no further exploration of the specific role of non-exposure traits that the genetic IV is related to is required. However, we would suggest that any researchers exploring the effect of insomnia using MR might want to undertake multivariable regression analyses for some of the non-exposure traits influenced by insomnia SNPs that we have identified, particularly if sensitivity analyses for their outcomes suggest unbalanced horizontal pleiotropy.

Limitations in MR studies of prenatal exposures have been summarized in a recent review [87]. Our real data...
example was used for illustrative purposes rather than to make a statement about the effect of insomnia on birthweight, but we feel it is relevant to briefly acknowledge limitations specific to this example. We are assuming that the proposed genetic IVs for insomnia outside of pregnancy are valid for insomnia during pregnancy, which may not be the case if our SNPs–insomnia effects are influenced by the physiological change of pregnancy. MR estimates might be biased if the IVs we have proposed do not relate to insomnia in pregnancy as they do outside of pregnancy [17]. When exploring pregnancy exposures it is important, where possible to compare the proposed genetic IV—exposure association from the GWAS in non-pregnant participants with the equivalent association in pregnant women [14]. This has consistently been shown to be the case for blood pressure, lipids and glucose [42], but we cannot assume that it is the case for insomnia. Furthermore, studies of pregnancy exposures on offspring outcomes are often concerned with intrauterine exposure being a critical or sensitive period, and not influenced by preconceptual or postnatal exposure [14]. In this example if maternal insomnia (or genetic variants related to it) influenced oocytes, but not to the extent that they would make them inviable for fertilisation, and that effect on oocytes influence fetal growth our MR estimate would potentially reflect preconceptual as well as intrauterine effects. We are not aware of any evidence of maternal sleep quality influencing oocytes and as our outcome is birthweight, which could not be influenced by maternal postnatal insomnia. Our MR estimates might also be biased by overfitting data given the overlap participants between the GWAS used to select genetic IVs for insomnia and our MR analyses [58], and by the selective response in UKB [88], or

Fig. 4 Multivariable Mendelian randomization (MVMR) estimates for the effect of maternal insomnia on offspring birthweight. Estimates are differences in mean birthweight when comparing reporting usually experiencing insomnia to never, rarely or sometimes experiencing it with and without adjustment for potential horizontal pleiotropy via maternal age at first birth, education and ever smoking.
self-report by women many years later of weight of their first live-born child. By definition our study only includes women who have delivered at least one live born baby. However, we are not aware of strong evidence of insomnia or our proposed genetic IVs for insomnia influencing infertility or number of live births [82, 89], and they were only weakly associated with a higher odds of having live born babies, indicating any bias due to only selecting pregnant women would be small [34, 36]. Additionally, we could not rule out the possibility that any of the additional non-exposure traits found in our phenome-wide scans resulted from confounding, horizontal pleiotropy or selection. Our MR estimates could also be influenced by violation of the fourth IV assumption [2]. In short, the real data example is an illustration of how to work through our recommendations and we are not suggesting that the effect estimate for this example is necessarily a valid causal effect of insomnia on birthweight.

To conclude we have highlighted an issue in MR that is likely to become increasingly common—that of finding multiple associations of proposed genetic IVs with non-exposure traits—and provide descriptions of the scenarios that could result in this, together with recommendations for how to explore whether such associations exist and what to do when they are found. These recommendations complement current MR guidelines [2, 3, 9]. Though not explored here, it is always helpful to triangulate MR results with other methods that have different key sources of bias to estimate causal effects [13]. Consistency of results across different methods increases confidence in the results, even in the presence of remaining concerns about genetic IV validity.

**Supplementary Information** The online version contains supplementary material available at https://doi.org/10.1007/s10654-022-00874-5.
Acknowledgements This research was conducted using the UK Biobank Resource under Application Number 23938. The UK Biobank received ethical approval from the research ethics committee (REC reference for UK Biobank 11/NW/0382) and participants provided written informed consent. We thank an anonymous reviewer for extensive comments that have improved this paper. The views expressed in this paper are those of the authors and not necessarily any person or institution acknowledged here.

Funding This work was supported by the University of Bristol and UK Medical Research Council [grant numbers MC_UU_00011/1, MC_UU_00011/2, MC_UU_00011/3, MC_UU_00011/6], the US National Institute for Health [Grant Number R01 DK10324], the European Research Council via Advanced Grant [Grant Number 669545], the British Heart Foundation [Grant Number AA/18/7/34219] and the NHRI Biomedical Research Centre at University Hospitals Bristol NHS Foundation Trust and the University of Bristol. Q. Y. is funded by a China Scholarship Council PhD Scholarship [CSC201808060273]. M.C.B.’s contribution to this work was funded by a UK Medical Research Council Skills Development Fellowship [MR/P014054/1]. D.A.L. is a British Heart Foundation Chair [CH/F/20/90003] and National Institute for Health and Care Research Senior Investigator [NF-0616-10102]. The funders had no influence on the study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Declarations

Conflict of interest D.A.L. reports receiving research support from Medtronic and Roche Diagnostics for research outside the submitted work. All other authors declare no competing interests.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Davey Smith G, Ebrahim S. “Mendelian randomization”: Can genetic epidemiology contribute to understanding environmental determinants of disease? Int J Epidemiol. 2003;32(1):1–22.
2. Labrecque J, Swanson SA. Understanding the assumptions underlying instrumental variable analyses: a brief review of falsification strategies and related tools. Curr Epidemiol Rep. 2018;5(3):214–20.
3. Davies NM, Holmes MV, Davey SG. Reading Mendelian randomisation studies: a guide, glossary, and checklist for clinicians. BMJ. 2018;362:k601. https://doi.org/10.1136/bmj.k601.
4. Swanson SA, Hernán MA. The challenging interpretation of instrumental variable estimates under monotonicity. Int J Epidemiol. 2018;47(4):1289–97.
5. Sanderson E, Glymour MM, Holmes MV, Kang H, Morrison J, Munafò MR, et al. Mendelian randomization. Nat Rev Methods Primers. 2022;2(1):6.
6. Ornul J, Hartman CA, Snieders H. The genetics of depression: successful genome-wide association studies introduce new challenges. Transl Psychiatry. 2019;9(1):114.
7. Pickrell JK, Berisa T, Liu JZ, Seguré L, Tung JY, Hinds DA. Detection and interpretation of shared genetic influences on 42 human traits. Nat Genet. 2016;48(7):709–17.
8. Visscher PM, Yang J. A plethora of pleiotropy across complex traits. Nat Genet. 2016;48(7):707–8.
9. Burgess S, Smith GD. Davies NM, Dudbridge F, Dipender Gill M, Glymour M, Hartwig FP, Holmes MV, Minelli C, Retlon CL, Theodoratou E. Guidelines for performing Mendelian randomization investigations. Wellcome Open Res. 2019;4:186. https://doi.org/10.12688/wellcomeopenres.15551.1.
10. Hemani G, Bowden J, Davey SG. Evaluating the potential role of pleiotropy in Mendelian randomization studies. Hum Mol Genet. 2018;27(R2):R195-208.
11. Carter AR, Sanderson E, Hammerton G, Richmond RC, Davey Smith G, Heron J, et al. Mendelian randomisation for mediation analysis: current methods and challenges for implementation. Eur J Epidemiol. 2021;36(5):465–8.
12. Burgess S, Daniel RM, Butterworth AS, Thompson SG. Network Mendelian randomization: using genetic variants as instrument variables to investigate mediation in causal pathways. Int J Epidemiol. 2015;44(2):484–5.
13. Lawlor DA, Tilling K, Davey SG. Triangulation in actiological epidemiology. Int J Epidemiol. 2016;45(6):1866–86.
14. Lawlor DA, Richmond R, Warrington N, McMahon G, Smith GD, Bowden J, Evans DM. Using Mendelian randomization to determine causal effects of maternal pregnancy (intrauterine) exposures on offspring outcomes: sources of bias and methods for assessing them. Wellcome Open Res. 2017;2:11. https://doi.org/10.12688/wellcomeopenres.10567.1.
15. Morris TT, Heron J, Sanderson E, Davey Smith G, Tilling K. Interpretation of Mendelian randomization using one measure of an exposure that varies over time. medRxiv. 2021. https://doi.org/10.1101/2021.11.18.21266515.
16. Sanderson E, Richardson TG, Morris TT, Tilling K, Davey Smith G. Estimation of causal effects of a time-varying exposure at multiple time points through multivariable Mendelian randomization. medRxiv. 2022. https://doi.org/10.1102/2022.01.04.22268740.
17. Labrecque JA, Swanson SA. Interpretation and potential biases of Mendelian randomization estimates with time-varying exposures. Am J Epidemiol. 2019;188(1):231–8.
18. Morris TT, Davies NM, Hemani G, Smith GD. Population phenomena inflate genetic associations of complex social traits. Sci Adv. 2020;6(16):eaya0328.
19. Hartwig FP, Davies NM, Davey SG. Bias in Mendelian randomization due to assortative mating. Genet Epidemiol. 2018;42(7):608–20.
20. Davies NM, Howe LJ, Brumpton B, Hadvall A, Evans DM, Davey SG. Within family Mendelian randomization studies. Hum Mol Genet. 2019;28(R2):R170–9.
21. Brumpton B, Sanderson E, Heilbron K, Hartwig FP, Harrison S, Vie G, et al. Avoiding dynamic, assortative mating, and population stratification biases in Mendelian randomization through within-family analyses. Nat Commun. 2020;11(1):3519.
22. Zhu Z, Zhang F, Hu H, Bakshi A, Robinson MR, Powell JE, et al. Integration of summary data from GWAS and eQTL studies predicts complex trait gene targets. Nat Genet. 2016;48(5):481–7.
23. Lawlor DA, Wade K, Borges MC, Palmer T, Hartwig FP, Hemani G, et al. A Mendelian randomization dictionary: Useful definitions and descriptions for undertaking, understanding and interpreting genetics.
Mendelian randomization studies. OSF Preprints. 2019. Available from: https://osf.io/6yzs7/.

24. Davey Smith G, Hemani G. Mendelian randomization: genetic anchors for causal inference in epidemiological studies. Hum Mol Genet. 2014;23(R1):R89-98.

25. Richmond RC, Davey SG. Commentary: orienting causal relationships between two phenotypes using bidirectional Mendelian randomization. Int J Epidemiol. 2019;48(3):907–11.

26. Taylor AE, Jones HJ, Sallis H, Euesden J, Stergiouli E, Davies NM, et al. Exploring the association of genetic factors with participation in the Avon Longitudinal Study of Parents and Children. Int J Epidemiol. 2018;47(4):1207–16.

27. Hartwig FP, Tilling K, Davey Smith G, Lawlor DA, Borges MC. Bias in two-sample Mendelian randomization by using covariate-adjusted summary associations. Int J Epidemiol. 2021;50(5):1639–50.

28. Paternoster L, Tilling K, Davey SG. Genetic epidemiology and Mendelian randomization for informing disease therapeutics: conceptual and methodological challenges. PLoS Genet. 2017;13(10): e1006944.

29. Yang Q, Millard LAC, Davey SG. Proxy gene-by-environment Mendelian randomization study confirms a causal effect of maternal smoking on offspring birthweight, but little evidence of long-term influences on offspring health. Int J Epidemiol. 2020;49(4):1207–18.

30. Millard LAC, Munafò MR, Tilling K, Wootton RE, Davey SG. MR-pheWAS with stratification and interaction: searching for the causal effects of smoking heaviness identified an effect on facial aging. PLoS Genet. 2019;15(10): e1008353.

31. Hughes RA, Davies NM, Davey Smith G, Tilling K. Selection bias when estimating average treatment effects using one-sample instrumental variable analysis. Epidemiology. 2019;30(3):350–7.

32. Schooling CM, Lopez PM, Yang Z, Zhao JV, Au Yeung SL, Huang J. Use of multivariable mendelian randomization to address biases due to competing risk before recruitment. Front Genet. 2021;11:610852. https://doi.org/10.3389/fgene.2020.610852.

33. Dudbridge F, Allen RJ, Sheehan NA, Schmidt AF, Lee JC, Jenkins RG, et al. Adjustment for index event bias in genome-wide association studies of subsequent events. Nat Commun. 2019;10(1):1561.

34. Mahmoud O, Dudbridge F, Davey Smith G, Munafò MR, Tilling K. A robust method for selection bias correction in genome-wide association studies. Nat Commun. 2022;13(1):619.

35. Munafò MR, Tilling K, Taylor AE, Evans DM, Davey SG. Collider scope: when selection bias can substantially influence observed associations. Int J Epidemiol. 2018;47(1):226–35.

36. Gkatzionis A, Burgess S. Contextualizing selection bias in Mendelian randomization: How bad is it likely to be? Int J Epidemiol. 2019;48(3):691–701.

37. Sanderson E, Richardson TG, Hemani G, Davey SG. The use of negative control outcomes in Mendelian randomization to detect potential population stratification or selection bias. Int J Epidemiol. 2021;50(4):1350–61.

38. Burgess S, Scott RA, Timpson NJ, Davey Smith G, Thompson SG. Using published data in Mendelian randomization: a blueprint for efficient identification of causal risk factors. Eur J Epidemiol. 2015;30(7):543–52.

39. Glymour MM, Tchetgen Tchetgen EJ, Robins JM. Credible Mendelian randomization studies: approaches for evaluating the instrumental variable assumptions. Am J Epidemiol. 2012;175(4):332–9.

40. Davies NM, Smith GD, Windmeijer F, Martin RM. Issues in the reporting and conduct of instrumental variable studies: a systematic review. Epidemiology. 2013;24(3):363–9.

41. Thompson WD, Beaumont R, Kuan A, Warrington N, Ji Y, Tyrrell J, et al. Higher maternal adiposity reduces offspring birth weight if associated with a metabolically favourable profile. Diabetologia. 2021;64(12):2790–802.

42. Tyrrell J, Richmond RC, Palmer TM, Feenstra B, Rangarajan J, Metrustry S, et al. Genetic evidence for causal relationships between maternal obesity-related traits and birth weight. JAMA. 2016;315(11):1129–40.

43. Jackson JW, Swanson SA. Toward a clearer portrayal of confounding bias in instrumental variable applications. Epidemiology. 2015;26(4):498–504.

44. Davies NM, Thomas KH, Taylor AE, Taylor GMJ, Martin RM, Munafò MR, et al. How to compare instrumental variable and conventional regression analyses using negative controls and bias plots. Int J Epidemiol. 2017;46(6):2067–77.

45. Millard LAC, Davies NM, Tilling K, Gaunt TR, Davey SG. Searching for the causal effects of body mass index in over 300 000 participants in UK Biobank, using Mendelian randomization. PLoS Genet. 2019;15(2): e1007951.

46. Staley JR, Blackshaw J, Kamat MA, Ellis S, Surendran P, Sun BB, et al. PhenoScanner: a database of human genotype-phenotype associations. Bioinformatics. 2016;32(20):3207–9.

47. Buniello A, MacArthur JAL, Cerezo M, Harris LW, Hayhurst J, Malangone C, et al. The NHGRI-EBI GWAS Catalog of published genome-wide association studies, targeted arrays and summary statistics 2019. Nucleic Acids Res. 2019;47(D1):D1005–12.

48. Hemani G, Zheng J, Elsworth B, Wade KH, Haberland V, Baird D, et al. The MR-Base platform supports systematic causal inference across the human phenotype. Elife. 2018;7:e34408. https://doi.org/10.7554/eLife.34408.

49. Millard LAC, Davies NM, Gaunt TR, Davey Smith G, Tilling K. Software application profile: PHEasant: a tool for performing automated phenome scans in UK Biobank. Int J Epidemiol. 2018;47(1):29–35.

50. Leppert B, Millard LAC, Riglin L, Davey Smith G, Thapar A, Tilling K, et al. A cross-disorder PRS-pheWAS of 5 major psychiatric disorders in UK Biobank. PLoS Genet. 2020;16(5): e1008185.

51. Magnus MC, Guyatt AL, Lawn RB, Wyss AB, Trujanoska K, Kijpers LK, et al. Identifying potential causal effects of age at menarche: a Mendelian randomization phenome-wide association study. BMC Med. 2020;18(1):71.

52. Astle W, Balding DJ. Population structure and cryptic relatedness in genetic association studies. Stat Sci. 2009;24(4):451–71.

53. Koelinger PD, de Vlaming R. Mendelian randomization: the challenge of unobserved environmental confounds. Int J Epidemiol. 2019;48(3):665–71.

54. Tambs K, Moum T. No large convergence during marriage for health, lifestyle, and personality in a large sample of Norwegian spouses. J Marriage Fam. 1992;54(4):957–71.

55. Giambartolomei C, Vukcevic D, Schadt EE, Franke L, Hingorani AD, Wallace C, et al. Bayesian test for colocalisation to uncover cell-specific inflammatory drivers of autoimmune and atopic disease. Hum Mol Genet. 2018;27(15):e1008185.

56. Magnus MC, Guyatt AL, Lawn RB, Wyss AB, Trujanoska K, Kijpers LK, et al. Identifying potential causal effects of age at menarche: a Mendelian randomization phenome-wide association study. BMC Med. 2020;18(1):71.

57. Astle W, Balding DJ. Population structure and cryptic relatedness in genetic association studies. Stat Sci. 2009;24(4):451–71.

58. Koelinger PD, de Vlaming R. Mendelian randomization: the challenge of unobserved environmental confounds. Int J Epidemiol. 2019;48(3):665–71.

59. Tambs K, Moum T. No large convergence during marriage for health, lifestyle, and personality in a large sample of Norwegian spouses. J Marriage Fam. 1992;54(4):957–71.

60. Giambartolomei C, Vukcevic D, Schadt EE, Franke L, Hingorani AD, Wallace C, et al. Bayesian test for colocalisation to uncover cell-specific inflammatory drivers of autoimmune and atopic disease. Hum Mol Genet. 2018;27(15):e1008185.
59. Henry A, Katsoulis M, Masi S, Fatemifar G, Denaxas S, Acosta D, et al. The relationship between sleep duration, cognition and dementia: a Mendelian randomization study. Int J Epidemiol. 2019;48(3):849–60.
60. Anderson EL, Howe LD, Wade KH, Ben-Shlomo Y, Hill WD, Deary IJ, et al. Education, intelligence and Alzheimer’s disease: evidence from a multivariable two-sample Mendelian randomization study. Int J Epidemiol. 2020;49(4):1163–72.
61. Labrecque JA, Swanson SA. Commentary: Mendelian randomization with multiple exposures: the importance of thinking about time. Int J Epidemiol. 2019;49(4):1158–62. https://doi.org/10.1093/ije/dyz334.
62. Hemani G, Tilling K, Davey SG. Orienting the causal relationship between imprecisely measured traits using GWAS summary data. PLoS Genet. 2017;13(11): e1007081.
63. Sanderson E, Davey Smith G, Windmeijer F, Bowden J. An examination of multivariable Mendelian randomization in the single-sample and two-sample summary data settings. Int J Epidemiol. 2018;48(3):713–27.
64. Rees JMB, Foley CN, Burgess S. Factorial Mendelian randomization: using genetic variants to assess interactions. Int J Epidemiol. 2020;49(4):1147–58.
65. Sanderson E, Spiller W, Bowden J. Testing and correcting for weak and pleiotropic instruments in two-sample multivariable Mendelian randomisation. Stat Med. 2021;40(25):5434–52.
66. Diemer EW, Labrecque J, Tiemeier H, Swanson SA. Application of the instrumental inequalities to a Mendelian randomization study with multiple proposed instruments. Epidemiology. 2020;31(1):65–74.
67. Kang H, Zhang A, Cai TT, Small DS. Instrumental variables estimation with some invalid instruments and its application to Mendelian randomization. J Am Stat Assoc. 2016;111(513):132–44.
68. Tchetgen Tchetgen EJ, Sun B, Walter S. The GENIUS approach to robust Mendelian randomization inference. Statist Sci. 2021;36(3):443–64.
69. Liu Z, Ye T, Sun B, Schooling CM, Tchetgen Tchetgen EJ. On Mendelian randomisation mixed-scale treatment effect robust identification (MR MiSTERI) and estimation for causal inference. medRxiv. 2021. https://doi.org/10.1101/2020.09.29.20204420.
70. Bowden J, Davey Smith G, Burgess S. Mendelian randomization with invalid instruments: effect estimation and bias detection through Egger regression. Int J Epidemiol. 2015;44(2):512–25.
71. Bowden J, Davey Smith G, Haycock PC, Burgess S. Consistent estimation in Mendelian randomization with some invalid instruments using a weighted median estimator. Genet Epidemiol. 2016;40(4):304–14.
72. Hartwig FP, Davey Smith G, Bowden J. Robust inference in summary data Mendelian randomization via the zero modal pleiotropy assumption. Int J Epidemiol. 2017;46(6):1985–98.
73. Verbanck M, Chen CY, Neale B, Do R. Detection of widespread horizontal pleiotropy in causal relationships inferred from Mendelian randomization between complex traits and diseases. Nat Genet. 2018;50(5):693–8.
74. Cho Y, Haycock PC, Sanderson E, Gaunt TR, Zheng J, Morris AP, et al. Exploiting horizontal pleiotropy to search for causal pathways within a Mendelian randomization framework. Nat Commun. 2020;11(1):1010.
75. Bowden J, Spiller W, Del Greco MF, Sheehan N, Thompson J, Minelli C, et al. Improving the visualization, interpretation and analysis of two-sample summary data Mendelian randomization via the radial plot and radial regression. Int J Epidemiol. 2018;47(4):1264–78.
76. Warland J, Dorrian J, Morrison JL, O’Brien LM. Maternal sleep during pregnancy and poor fetal outcomes: a scoping review of the literature with meta-analysis. Sleep Med Rev. 2018;41:197–219.
77. Anderson NH, Gordon A, Li M, Cronin RS, Thompson JMD, Raynes-Greenow CH, et al. Association of supine going-to-sleep position in late pregnancy with reduced birth weight: a secondary analysis of an individual participant data meta-analysis. JAMA Netw Open. 2019;2(10): e1912614.
78. Collins R. What makes UK Biobank special? Lancet. 2012;379(9822):1173–4.
79. Jansen PR, Watanabe K, Stringer S, Skene N, Bryois J, Hammer-schlag AR, et al. Genome-wide analysis of insomnia in 1,331,010 individuals identifies new risk loci and functional pathways. Nat Genet. 2019;51(3):394–403.
80. Randall JC, Winkler TW, Kutilak Z, Berndt SI, Jackson AU, Monda KL, et al. Sex-stratified genome-wide association studies including 270,000 individuals show sexual dimorphism in genetic loci for anthropometric traits. PLoS Genet. 2013;9(6): e1003500.
81. Locke AE, Kahali B, Berndt SI, Justice AE, Pers TH, Day FR, et al. Genetic studies of body mass index yield new insights for obesity biology. Nature. 2015;518(7538):197–206.
82. Barban N, Jansen R, de Vlaming R, Vaez A, Mandemakers JJ, Tropf FC, et al. Genome-wide analysis identifies 12 loci influencing human reproductive behavior. Nat Genet. 2016;48(12):1462–72.
83. Okbay A, Beauchamp JP, Fontana MA, Lee JJ, Pers TH, Rietveld CA, et al. Genome-wide association study identifies 74 loci associated with educational attainment. Nature. 2016;533(7604):539–42.
84. Abbott L, Bryant S, Churchouse C, Ganna A, Howrigan D, Palmer D, et al. We’re thrilled to announce an updated GWAS analysis of the UK Biobank. The Neale Lab. 2018. Available from: http://www.nealelab.is/uk-biobank. Accessed 1 Jan 2019.
85. Zhu Z, Zheng Z, Zhang F, Wu Y, Trzaskowski M, Maier R, et al. Causal associations between risk factors and common diseases inferred from GWAS summary data. Nat Commun. 2018;9(1):224.
86. Zhang G, Bacelis J, Lengyel C, Terman K, Halliman M, Helgeland O, et al. Assessing the causal relationship of maternal height on birth size and gestational age at birth: a Mendelian randomization analysis. PLoS Med. 2015;12(8): e1001865.
87. Diemer EW, Labrecque JA, Neumann A, Tiemeier H, Swanson SA. Mendelian randomisation approaches to the study of prenatal exposures: a systematic review. Paediatr Perinat Epidemiol. 2020;35(1):130–42. https://doi.org/10.1111/ppe.12691.
88. Fry A, Littlejohns TJ, Sudlow C, Doherty N, Adamska L, Sprosen T, et al. Comparison of sociodemographic and health-related characteristics of UK biobank participants with those of the general population. Am J Epidemiol. 2017;186(9):1026–34.
89. Caetano G, Bozinovic I, Dupont C, Léger D, Lévy R, Sermondade N. Impact of sleep on female and male reproductive functions: a systematic review. Fertil Steril. 2021;115(3):715–31.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.