Abstract. We study the stress concentration, which is the gradient of the solution, when two smooth inclusions are closely located in a possibly anisotropic medium \( \Omega \subset \mathbb{R}^N, N \geq 2 \). The governing equation may be degenerate of \( p \)-Laplace type, with \( 1 < p \leq N \). We prove optimal \( L^\infty \) estimates for the blow-up of the gradient of the solution as the distance between the inclusions tends to zero.

1. Introduction

When two inclusions are closely located, it may occur that the stress concentrates in some region and it may cause a failure if any of the principal material strains exceed their respective tensile failure strains. Hence, a theoretical study predicting the possible failure initiation is of great importance for the applications and, in the last two decades, quantitative results for the stress concentration in composite materials have been the goal of many studies.

Our study originates from the paper of Babuška et al. [4], where the problem of smooth inclusions closely located in a background linear material was studied numerically. From the mathematical point of view, one may consider a domain \( \Omega \subset \mathbb{R}^N, N \geq 2 \), representing the background matrix, and two inclusions \( D^{1}_\delta, D^{2}_\delta \subset \Omega \) which are located at small distance \( \delta \) and far from the boundary of \( \Omega \). The modeling problem is formulated as follows

\[
\begin{align*}
\begin{cases}
\text{div} (a_k(x) \nabla u) = 0 & \text{in } \Omega, \\
u = \varphi & \text{on } \partial \Omega,
\end{cases}
\end{align*}
\]

where \( \varphi \in C^0(\partial \Omega) \) is a potential prescribed on the boundary of \( \Omega \) and

\[
a_k(x) = \begin{cases}
1, & \Omega \setminus (D^{1}_\delta \cup D^{2}_\delta), \\
k, & D^{1}_\delta \cup D^{2}_\delta,
\end{cases}
\]

with \( k \in (0, +\infty) \) (see for instance [6]). In [4] the authors showed numerically that \( \|\nabla u_\delta\|_{L^\infty(\Omega)} \) is bounded independently of the distance \( \delta \) between \( D^{1}_\delta \) and \( D^{2}_\delta \). Later, Bonnetier and Vogelius [13] rigorously proved this result for \( N = 2 \) when \( D^{1}_\delta \) and \( D^{2}_\delta \) are two unit balls, and Li and Vogelius [26] extended the results to general second order elliptic equations with piecewise smooth coefficients. The problem was also studied for general second order elliptic systems by Li and Nirenberg in [25].

The behavior of the gradient of the solution may be very different when \( k \) degenerates to zero or infinity and one may have stress concentration close to the points where the inclusions touch at the limit \( \delta = 0 \).
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In this paper, we are interested in the perfect conductivity case, i.e. when $k = +\infty$. This case is modeled by the problem

$$\begin{cases}
\Delta u = 0 & \text{in } \Omega_{\delta} \\
|\nabla u| = 0 & \text{in } D_{\delta}^i, i = 1, 2, \\
\int_{\partial D_{\delta}^i} u_\nu = 0 & i = 1, 2, \\
u = \varphi & \text{on } \partial \Omega,
\end{cases}$$

(1.2)

where $\nu$ denotes the outward normal to $D_{\delta}^i, i = 1, 2,$ and we set

$$\Omega_{\delta} = \Omega \setminus D_{\delta}^1 \cup D_{\delta}^2$$

(see for instance [6]). In the case of smooth inclusions, it has been proved that the optimal blow-up rate of $|\nabla u|$ is $\delta^{-1/2}$ for $N = 2$, it is $(\delta|\log \delta|)^{-1}$ for $N = 3$ and $\delta^{-1}$ for $N \geq 4$, see [1, 2, 3, 5, 6, 7, 8, 9, 10, 21, 22, 23, 24, 28, 29] and references therein. In addition to its mathematical interest, the characterization of the gradient blow-up is relevant for the applications in composite materials. Indeed, numerical simulations related to problem (1.2) may be difficult to perform due to the presence of stress concentration, and in particular in the choice of the mesh which has to be chosen finer and finer as $\delta$ tends to zero. The quantitative characterizations in the paper mentioned before is helpful in this direction, since one can write the solution as $u_\delta = v_\delta + w_\delta$ where $v_\delta$ is known and carries all the information regarding the blow-up, and $\nabla w_\delta$ remains uniformly bounded as $\delta$ tends to zero and can be computed numerically.

The study of the gradient blow-up has been recently extended to nonlinear cases. In [19] the authors study perfectly conductivity problems involving the $p$-Laplacian, with $p > N$ (see also [18, 27]). Nonlinear conductivities of this type may be found in several applications, and we refer to [19, Section 1] for more details. The mathematical approach in [19] is purely nonlinear and substantially differs from the ones adopted in the linear case.

In our recent paper [15], we studied anisotropic conductivities with anisotropy characterized by a norm $H : \xi \mapsto H(\xi)$ with $\xi \in \mathbb{R}^N$. More precisely, we considered the anisotropic perfectly conductivity problem

$$\begin{cases}
\Delta_H u_\delta = 0 & \text{in } \Omega_{\delta}, \\
H(\nabla u_\delta) = 0 & \text{in } D_{\delta}^i, i = 1, 2, \\
\int_{\partial D_{\delta}^i} H(\nabla u_\delta) \cdot \nabla \xi H(\nabla u_\delta) \cdot \nu ds = 0 & i = 1, 2, \\
u_\delta = \varphi(x) & \text{on } \partial \Omega,
\end{cases}$$

where $D_{\delta}^1$ and $D_{\delta}^2$ are two Wulff shapes of possibly different radii, $\Omega_{\delta} = \Omega \setminus (D_{\delta}^1 \cup D_{\delta}^2)$, and $\Delta_H$ denotes the Finsler $p$-Laplacian

$$\Delta_H u_\delta = \text{div}\left(H(\nabla u_\delta) \nabla \xi H(\nabla u_\delta)\right).$$

The main results in [15] are optimal estimates for the gradient blow-up. In accordance to the isotropic case, we showed that the rate of blow-up is $\delta^{-1/2}$ for $N = 2$, it is $(\delta|\log \delta|)^{-1}$ for $N = 3$ and $\delta^{-1}$ for $N \geq 4$, and we were able to detect the leading term (which is responsible of the blow-up) as $\delta$ tends to zero.

The purpose of this paper is to twofold: (i) we study the nonlinear conductivity problem for anisotropic $p$-Laplace type equations for any $1 < p \leq N$, therefore in the Euclidean case we extend the results in [19] to the case $1 < p \leq N$; (ii) we deal with anisotropic conductivity problems, which may be of degenerate type.
More precisely, we consider the problem

\[
\begin{cases}
\Delta_p^{H} u_\delta = 0 & \text{in } \Omega_\delta, \\
H(u_\delta) = 0 & \text{in } D_\delta^i, \ i = 1, 2, \\
\int_{\partial D_\delta^i} H^{p-1}(\nabla u_\delta) \nabla \xi H (\nabla u_\delta) \cdot \nu ds = 0 & i = 1, 2, \\
u_\delta = \phi(x) & \text{on } \partial \Omega,
\end{cases}
\]

where \( D_1^\delta \) and \( D_2^\delta \) are two Wulff shapes of possibly different radii \( R_1 \) and \( R_2 \), respectively, \( \Omega_\delta = \Omega \setminus (D_1^\delta \cup D_2^\delta) \), \( \nu \) is the outward normal to \( \partial D_\delta^i \), and \( \Delta_p^{H} \) denotes the Finsler \( p \)-Laplacian

\[
\Delta_p^{H} u_\delta = \text{div}(H^{p-1}(\nabla u_\delta) \nabla \xi H (\nabla u_\delta)),
\]

which has to be understood in the weak sense

\[
\int_{\Omega_\delta} H^{p-1}(\nabla u_\delta) \nabla \xi H (\nabla u_\delta) \cdot \nabla \phi \, dx = 0 \quad \text{for any } \phi \in C^1(\Omega_\delta).
\]

Problem (1.3) can be seen as the Euler-Lagrange equation of the variational problem

\[
(1.4) \quad \min_{v \in W^{1,p}_0(\Omega)} \left\{ \frac{1}{p} \int_{\Omega} H(\nabla v)^p dx : H(\nabla v) = 0 \text{ in } D_\delta^i, \ i = 1, 2 \right\},
\]

where

\[
W^{1,p}_0(\Omega) = \{ v \in W^{1,p}(\Omega) : v = \phi \text{ on } \partial \Omega \}.
\]

We assume that the anisotropic distance of the inclusions from the boundary of \( \Omega \) is uniformly bounded by below, i.e.

\[
(1.5) \quad \text{dist}_{H_0}(\partial \Omega, D_\delta^1 \cup D_\delta^2) \geq K,
\]

for some fixed \( K > 0 \) and that the distance between the two inclusions is very small, i.e.

\[
\text{dist}_{H_0}(D_\delta^1, D_\delta^2) = \delta,
\]

for some \( 0 < \delta \leq \delta_0 \). Here, \( \text{dist}_{H_0} \) denotes the distance in the ambient norm \( H_0 \) (which is the dual norm of \( H \)).

We emphasize that the solution \( u_\delta \) to (1.3) is constant on each particle \( D_\delta^i \) with \( i = 1, 2 \), i.e.

\[
(1.6) \quad u_\delta = U_\delta^i \quad \text{on } D_\delta^i,
\]

with \( U_\delta^i \in \mathbb{R}, \ i = 1, 2, \) and the values \( U_\delta^1 \) and \( U_\delta^2 \) are unknowns of the problem and have to be determined by solving the minimization problem (1.4). As we will show, the difference of potentials \( U_\delta^1 - U_\delta^2 \) is responsible of the blow-up of the gradient of the solution as \( \delta \to 0^+ \).

We are going to describe the limit behavior of the solution in terms of the solution of the problem corresponding to \( \delta = 0 \) (when the two inclusions touch each other), which is given by

\[
\begin{cases}
\Delta_p H u_0 = 0 & \text{in } \Omega_0, \\
H(\nabla u_0) = 0 & \text{in } D_0^i, \ i = 1, 2, \\
\sum_{i=1,2} \int_{\partial D_0^i} H^{p-1}(\nabla u_0) \nabla \xi H (\nabla u_0) \cdot \nu ds = 0, \\
u_0 = \phi(x) & \text{on } \partial \Omega.
\end{cases}
\]

A remarkable point is the fact that the solution \( u_\delta \) does not converge to \( u_0 \) in the whole \( \Omega_0 \) (it is not difficult to show that the gradient of \( u_0 \) is uniformly bounded). Instead, the convergence in \( C^{1,\alpha} \)-norm holds true in compact sets of \( \Omega_0 \) not including the touching point between \( D_0^i \).
and $D_0^2$ (which are the two inclusions at the limit $\delta = 0$). The behavior of $u_\delta$ close to the limit touching point is described in terms of the following quantity related to $u_0$:

$$ R_0 = \int_{\partial D_0^1} H^{p-1} (\nabla u_0) \nabla \xi H (\nabla u_0) \cdot \nu \, ds. \tag{1.8} $$

We emphasize that $R_0$ is one of the two addends appearing in the third condition of (1.7), and we notice that the third condition in (1.7) is different from third condition in (1.3), since in (1.7) it is required that the sum of the two integrals on $\partial D_0^1$ and $\partial D_0^2$ vanishes.

Without loss of generality, we assume that the two inclusions $\partial D_0^1$ and $\partial D_0^2$ move along the $x_N$-axis as $\delta \to 0^+$. Since the inclusions are Wulff shapes, the limit-touching point on $\partial D_0^1$ is a point of the form $R_1 \hat{P}$, where $\hat{P} = (0, \ldots, 0, t_0) \in \partial B_{H_0}(0,1)$. The matrix $\nabla^2 H_0(\hat{P})$ is crucial to describe the blow-up. More precisely, we denote by $\mathcal{Q}$ the matrix obtained by considering the first $N-1$ rows and $N-1$ columns of $\nabla^2 H_0(\hat{P})$, i.e.

$$ \mathcal{Q} = \begin{pmatrix}
\partial^2_{x_1 x_1} H_0(\hat{P}) & \cdots & \partial^2_{x_1 x_{N-1}} H_0(\hat{P}) \\
\vdots & \ddots & \vdots \\
\partial^2_{x_{N-1} x_1} H_0(\hat{P}) & \cdots & \partial^2_{x_{N-1} x_{N-1}} H_0(\hat{P})
\end{pmatrix}, \tag{1.9}
$$

(we shall use the variable $x$ for the ambient space $\mathbb{R}^N$ and $\xi$ for the dual space). We also recall the definition of anisotropic normal $\nu_H$ at a point $x$, which is given by

$$ \nu_H(x) = \nabla \xi H (\nu(x)),$$

where $\nu(x)$ denotes the outward Euclidean normal at $x$. Our main result is the following.

**Theorem 1.1.** Let $u_\delta$ be the solution to (1.3) and let $R_0$ be given by (1.8). For any fixed $\tau \in (0, 1/2]$ we have

$$ (1 - \tau) C_* \Phi_N(\delta) + o(\Phi_N(\delta)) \leq \| H(\nabla u_\delta) \|_{L^\infty(\Omega_\delta)}^{p-1} \leq (1 + \tau) C_* \Phi_N(\delta) + o(\Phi_N(\delta)) \tag{1.10} $$

as $\delta \to 0^+$, with

$$ \Phi_N(\delta) = \begin{cases}
\delta \frac{N-1}{2} & N + 1 < p \leq N, \\
\left( \frac{1}{\delta^{p-1}} \right) \ln \delta & p = \frac{N+1}{2}, \\
\frac{1}{\delta^{p-1}} & 1 < p < \frac{N+1}{2},
\end{cases} $$

and

$$ C_* = \left( \frac{R_1 + R_2}{2 R_1 R_2} \right)^{\frac{N-1}{2}} |\mathcal{Q}|^{\frac{N+1}{2}} R_0 C, \tag{1.11} $$

where $\mathcal{Q}$ is given by (1.9) and $C$ depends on $N$ and $\nu_H(\hat{P}) \cdot \nu(\hat{P})$.

Theorem 1.1 gives an optimal quantitative description of the blow-up of the gradient for problem (1.3). Moreover, the estimates (1.10) provide an almost sharp characterization of the leading term in the blow-up. Indeed, $\tau$ may be chosen as small as desired which suggests that $u_\delta \sim C_* \Phi_N(\delta)$ as $\delta \to 0^+$.

Compared to [19] we deal with nonlinear problems of $p$-Laplace type for any $1 < p \leq N$. Theorem 1.1 is the natural extension to the anisotropic $p$-Laplace conductivity problems studied in [15]. The set-up of the proof of Theorem 1.1 differs from the classical ones used in the linear cases and it is in the spirit of the ones adopted in [15] and [19]. More precisely, we define a neck of width $w > 0$ (and sufficiently small) as the set

$$ \mathcal{N}_\delta(w) = \{ x = (x', x_N) \in \Omega_\delta \text{ such that } |\mathcal{Q}^2 x'| < w, H_0(x) < \max(R_1, R_2) \}, \tag{1.12} $$
(see Figure 1) where $Q^{1/2}$ is the square root of the matrix $Q$ defined in (1.9). We first show that $\nabla u_3$ remains uniformly bounded outside the neck as $\delta \to 0^+$: this is achieved by using comparison principles and employing some maximum principles for a suitable $P$-function. Beyond the degeneracy of the operator, this is one of the major points where the extension to the degenerate case requires new tools (see Remark 3.6 below). Then we focus on what happens inside the neck, and we give sharp estimates on the difference of potential $U^1_0 - U^2_0$ as $\delta \to 0^+$, which leads to (1.10).

**Figure 1.** Two anisotropic balls and the neck between them.

The paper is organized as follows. In Section 2 we give some preliminary results and set up the notation. In Section 3 we prove some crucial maximum principles and in Section 4 we give uniform estimates for the gradient in the region where it remains uniformly bounded. Section 5 is devoted to the proof of Theorem 1.1.

### 2. Preliminaries

#### 2.1. About norms in $\mathbb{R}^N$.

In this subsection we recall some facts about norms in $\mathbb{R}^N$, $N \geq 2$. Let $H : \mathbb{R}^N \to \mathbb{R}$ be a norm, i.e.

(i) $H$ is convex,

(ii) $H(\xi) \geq 0$ for $\xi \in \mathbb{R}^N$ and $H(\xi) = 0$ if and only if $\xi = 0$,

(iii) $H(t\xi) = |t|H(\xi)$ for $\xi \in \mathbb{R}^N$ and $t \in \mathbb{R}$.

Since all norms in $\mathbb{R}^N$ are equivalent, there exist two positive constants $c_1, c_2$ such that

$$c_1|\xi| \leq H(\xi) \leq c_2|\xi| \quad \text{for any } \xi \in \mathbb{R}^N.$$

In our notation, $H_0$ is a norm in the ambient space, and the dual space (still identified with $\mathbb{R}^N$) is equipped by the dual norm $H$, therefore

$$H_0(x) = \sup_{\xi \neq 0} \frac{x \cdot \xi}{H(\xi)} \quad \text{for } x \in \mathbb{R}^N;$$

and analogously

$$H(\xi) = \sup_{x \neq 0} \frac{x \cdot \xi}{H_0(\xi)} \quad \text{for } x \in \mathbb{R}^N.$$

Hence, according to this notation, the norm of the gradient of a function $u$ will be given by using $H$. 
By assuming that $H$ is smooth enough outside the origin, the homogeneity of $H$ yields

$$\nabla_x H(t\xi) = \text{sign}(t)\nabla_x H(\xi), \quad \text{for } \xi \neq 0 \text{ and } t \neq 0, $$

(2.1)

and

$$\nabla_x H(\xi) \cdot \xi = H(\xi), \quad \text{for } \xi \in \mathbb{R}^N, $$

(2.2)

where the left hand side is taken to be 0 when $\xi = 0$. Moreover,

$$\nabla^2_\xi H(t\xi) = \frac{1}{|t|} \nabla^2_\xi H(\xi), \quad \text{for } \xi \neq 0 \text{ and } t \neq 0, $$

(2.3)

where $\nabla^2_\xi$ is the Hessian operator with respect to the $\xi$ variable; we also notice that

$$\nabla^2_\xi H^2(\xi) = \nabla^2_\xi H^2(\xi), \quad \text{for } \xi \neq 0 \text{ and } t \neq 0. $$

(2.4)

Hence, (2.2) implies that

$$\partial^2_{\xi_i \xi_k} H(\xi) \xi_i = 0,$$

(2.5)

with $\xi \neq 0$ and for every $k = 1, \ldots, N$. Moreover, by differentiating (2.5) we obtain that

$$\partial^2_{\xi_i \xi_k} H(\xi) \xi_i + \partial^2_{\xi_j \xi_k} H(\xi) = 0$$

(2.6)

for $\xi \neq 0$.

The following properties hold provided that $H \in C^1(\mathbb{R}^N \setminus \{0\})$ and the unitary ball $\{ \xi \in \mathbb{R}^n : H(\xi) < 1 \}$ is strictly convex (see [14, Lemma 3.1]):

$$H_0 (\nabla_x H(\xi)) = 1, \quad \text{for } \xi \in \mathbb{R}^N \setminus \{0\},$$

(2.7)

and

$$H (\nabla H_0(x)) = 1, \quad \text{for } x \in \mathbb{R}^N \setminus \{0\}. $$

(2.8)

For $\xi_0 \in \mathbb{R}^N$ and $r > 0$, the ball of center $\xi_0$ and radius $r$ in the norm $H$ is denoted by

$$B_H(\xi_0, r) = \{ \xi \in \mathbb{R}^N : H(\xi - \xi_0) < r \};$$

analogously,

$$B_{H_0}(x_0, r) = \{ x \in \mathbb{R}^N : H_0(x - x_0) < r \}$$

denotes the ball of center $x_0$ and radius $r$ in the norm $H_0$. A ball in the norm $H_0$ is called the Wulff shape of $H$.

Let $B_{H_0}(r)$ and $B_{H_0}(R)$ be two Wulff shapes centered at the origin, with $r < R$. It will be useful to have at hand the explicit solution to the problem

$$\begin{aligned}
\Delta^H_p v = 0 & \quad \text{in } B_{H_0}(R) \setminus B_{H_0}(r), \\
v = C_r & \quad \text{on } \partial B_{H_0}(r), \\
v = C_R & \quad \text{on } \partial B_{H_0}(R),
\end{aligned}$$

(2.9)

which is given by

$$v(x) = \begin{cases} 
(C_r - C_R) \frac{H_0(x) \frac{p-N}{p} - R \frac{p-N}{p-1}}{\frac{p-N}{p} - R \frac{p-N}{p-1}} + C_R & \text{if } 1 < p < N, \\
(C_r - C_R) \frac{\ln (R^{-1}H_0(x))}{\ln (R^{-1}R)} + C_R & \text{if } N = p,
\end{cases}$$

(2.10)

for any $x \in \overline{B_{H_0}(R)} \setminus B_{H_0}(r)$. 
2.2. Existence and uniqueness. As mentioned in the Introduction, we consider the perfectly
conductivity problem (1.3), which is the Euler-Lagrange equation for the variational problem
(1.4). It is well-known that \( u \in C^{1,\alpha}(\Omega_\delta) \) (see [17]). In the following we prove the existence and
uniqueness of solution.

**Theorem 2.1.** There exists at most one solution \( u \in H^1(\Omega_\delta) \cap C^{1,\alpha}(\Omega_\delta) \) of problem (1.3).

**Proof.** Let \( u_1, u_2 \in H^1(\Omega_\delta) \) be two solutions of (1.3). By multiplying the first equation of (1.3)
by \( u_1 - u_2 \) and integrating by parts, for \( j \in \{1, 2\} \), we have

\[
0 = \int_{\Omega_\delta} \frac{H^{-1}}{p} (\nabla u_j) \nabla \xi H(\nabla u_j) \cdot \nabla (u_1 - u_2) \, dx - \int_{\partial \Omega} \frac{H^{-1}}{p} (\nabla u_j) \nabla \xi H(\nabla u_j)(u_1 - u_2) \cdot \nu \, ds \\
+ \sum_{i=1}^{2} \int_{\partial D^i_\delta} H^{-1}(\nabla u_j) \nabla \xi H(\nabla u_j)(u_1 - u_2) \cdot \nu \, ds \\
= \int_{\Omega_\delta} \frac{H^{-1}}{p} (\nabla u_j) \nabla \xi H(\nabla u_j) \cdot \nabla (u_1 - u_2) \, dx,
\]

where in the last equality we used the fourth condition in (1.3) and the fact that \( u_1 = u_2 \) on \( \partial \Omega \). Thus, by the strong convexity of \( H \), we have

\[
0 = \int_{\Omega_\delta} \left( \frac{H^{-1}}{p} (\nabla u_1) \nabla \xi H(\nabla u_1) - \frac{H^{-1}}{p} (\nabla u_2) \nabla \xi H(\nabla u_2) \right) \cdot \nabla (u_1 - u_2) \, dx \geq \lambda \int_{\Omega_\delta} |\nabla (u_1 - u_2)|^p \, dx \geq 0.
\]

Thus \( \nabla u_1 = \nabla u_2 \) in \( \Omega_\delta \) and, since \( u_1 = u_2 \) on \( \partial D^i_\delta \), we have \( u_1 = u_2 \) in \( \Omega_\delta \). \( \Box \)

We define the energy functional

\[
I_\infty[u] = \frac{1}{p} \int_{\Omega_\delta} H^p(\nabla u) \, dx,
\]

where \( u \) belongs to the set

\[
\mathcal{A} := \left\{ u \in W^{1,p}_\varphi(\Omega) : H(\nabla u) = 0 \text{ on } D^1_\delta \cup D^2_\delta \right\}.
\]

**Theorem 2.2.** There exists a minimizer \( u \in \mathcal{A} \) satisfying

\[
I_\infty[u] = \min_{v \in \mathcal{A}} I_\infty[v].
\]

Moreover, \( u \in W^{1,p}(\Omega_\delta) \cap C^{1,\alpha}(\Omega_\delta) \) is a solution to (1.3).

**Proof.** The existence of the minimizer and the Euler Lagrange equation \( \Delta_p^H u = 0 \) follow from
standard methods in the calculus of variations. The only thing which we need to show is the
fourth equation in (1.3). Let \( i, j = 1, 2 \) be fixed and let \( \phi \in C^\infty_0(\Omega) \) be such that

\[
\phi = \begin{cases} 
1, & \text{on } \partial D^i_\delta, \\
0, & \text{on } \partial D^j_\delta, \text{ for } j \neq i.
\end{cases}
\]
Since $u$ is a minimizer, by integrating by parts we obtain
\[
0 = -\int_{\Omega_\delta} \text{div} \left( H^{p-1}(\nabla u) \nabla_\xi H(\nabla u) \right) \phi \, dx \\
= \int_{\Omega_\delta} H^{p-1}(\nabla u) \nabla_\xi H(\nabla u) \cdot \nabla \phi \, dx - \int_{\partial \Omega} H^{p-1}(\nabla u) \nabla_\xi H(\nabla u) \phi \cdot \nu \, ds \\
+ \sum_{j=1}^2 \int_{\partial D_\delta^j} H^{p-1}(\nabla u) \nabla_\xi H(\nabla u) \phi \cdot \nu \, ds \\
= \int_{\partial D_\delta^1} H^{p-1}(\nabla u) \nabla_\xi H(\nabla u) \cdot \nabla \phi \, dx
\]
and we conclude. \hfill \Box

3. Maximum principles

In this section we prove some maximum principles for $u_\delta$, $H(\nabla u)$ and for a $P$-function which is suitable for our purposes.

We first recall that the Finsler $p$–Laplacian fulfills the maximum and comparison principles (see for instance [12, Lemma 2.3]). In the following lemma, we show that the maximum and minimum of $u_\delta$ are attained at the boundary of $\Omega$ (and not on $\partial D_\delta^i$, $i = 1, 2$).

**Lemma 3.1.** Let $u_\delta$ the solution to problem (1.3). The maximum and the minimum of $u_\delta$ are attained on $\partial \Omega$. In particular, we have that
\[
\max_{\Omega_\delta} |u_\delta| = \max_{\partial \Omega} |\varphi|.
\]

**Proof.** From the maximum principle (see for instance [12, Lemma 2.3]) we have that $|u_\delta|$ attains its maximum on $\partial \Omega_\delta$. By contradiction, let assume that max $u_\delta = U_\delta^1$. From Hopf’s boundary point lemma we have that $|\nabla u_\delta| > 0$ on $\partial D_\delta^1$, which contradicts the third condition of (1.3). Analogously, the maximum can not be attained at $\partial D_\delta^2$, which implies the assertion. \hfill \Box

Before giving other maximum principles, we set some notation and prove some basic inequalities for the Finsler $p$–Laplacian. In order to avoid heavy formulas, we use the following notation:
\[
u_i = \frac{\partial}{\partial x_i} u(x), \quad u_{ij} = \frac{\partial^2}{\partial x_i \partial x_j} u(x), \quad \partial_\xi H = \frac{\partial}{\partial \xi_i} H(\xi), \quad \partial^2_\xi H = \frac{\partial^2}{\partial \xi_i \partial \xi_j} H(\xi)
\]
(we recall that we are going to use the variable $x \in \mathbb{R}^N$ for the ambient space and the variable $\xi \in \mathbb{R}^N$ for the dual space). Since
\[
\text{div} \left( H^{p-1}(\nabla u) \nabla_\xi H(\nabla u) \right) = \left[ (p-1)H^{p-2}(\nabla u)\partial_\xi H(\nabla u)\partial_{\xi_i} H(\nabla u) + H^{p-1}(\nabla u)\partial^2_{\xi_i \xi_j} H(\nabla u) \right] u_{ij}
\]
at points where $\nabla u \neq 0$, by setting
\[
(3.1) \quad u_{ij} := (p-1)H^{p-2}(\nabla u)\partial_\xi H(\nabla u)\partial_{\xi_i} H(\nabla u) + H^{p-1}(\nabla u)\partial^2_{\xi_i \xi_j} H(\nabla u) = \frac{1}{p} \partial^2_{\xi_i \xi_j} H^p(\nabla u),
\]
the Finsler $p$–Laplacian can be written as
\[
(3.2) \quad \Delta^H_p u = a_{ij} u_{ij}
\]
at points where $\nabla u \neq 0$.

In the rest of this section, we shall give some maximum principles involving the second order elliptic operator $L$ defined by
\[
(3.3) \quad L v := \partial_i (a_{ij} v_j).
\]
Lemma 3.2. Let \( u \) satisfy \( \Delta_p^H u = 0 \) in some domain \( E \), and assume that \( \nabla u \neq 0 \). Then
\[
\mathcal{L}^2 = 2(p - 1)H^p(\nabla u).
\]

Proof. From (2.2), (2.5) and (2.6) we have
\[
\partial_i(a_{ij}u_j) = (p - 1)(p - 2)H^{p-3}(\nabla u)\partial_{\xi_k}H(\nabla u)\partial_{\xi_j}H(\nabla u)\partial_{\xi_i}H(\nabla u)u_{ijk}
\]
\[
+(p - 1)H^{p-2}(\nabla u)\partial_{\xi_k}^2 H(\nabla u)\partial_{\xi_j} H(\nabla u)u_{ijk}
\]
\[
+(p - 1)H^{p-2}(\nabla u)\partial_{\xi_k} H(\nabla u)\partial_{\xi_j}^2 H(\nabla u)u_{ijk}
\]
\[
+(p - 1)H^{p-2}(\nabla u)\partial_{\xi_k} H(\nabla u)\partial_{\xi_j}^2 H(\nabla u)u_{ijk},
\]
i.e.
\[
\partial_i(a_{ij})u_j = (p - 2)\left[(p - 1)H^{p-2}(\nabla u)\partial_{\xi_k}H(\nabla u)\partial_{\xi_j}H(\nabla u) + H^{p-1}(\nabla u)\partial_{\xi_k}^2 H(\nabla u)\right]u_{ijk}
\]
and from (3.1) we obtain that
\[
\partial_i(a_{ij})u_j = (p - 2)a_{ik}u_{ijk} = 0,
\]
where the last equality follows from (3.2). Since
\[
\text{div} (a_{ij}\nabla u^2) = 2a_{ij}u_iu_j + 2a_{ij}u_{ij} + 2u\partial_i(a_{ij})u_j,
\]
from (3.2) and (3.5) we have
\[
\text{div} (a_{ij}\nabla u^2) = 2a_{ij}u_iu_j
\]
and (3.1) yields
\[
\text{div} (a_{ij}\nabla u^2) = 2(p - 1)H^p(\nabla u),
\]
which is (3.4).

The following lemma will be useful to find a lower bound for \( LH(\nabla u)^2 \).

Lemma 3.3. Let \( u \) be a smooth function. Then we have
\[
a_{ij}\partial_{\xi_k}^2 H^2(\nabla u)u_{ijk}u_{jl} \geq \frac{a_{ij}u_{ij}}{N} \mathcal{A} + \frac{N}{N - 1} \mathcal{B}C,
\]
where
\[
\mathcal{A} = \partial_{\xi_i}H(\nabla u)\partial_{\xi_j}H(\nabla u)u_{ij} + H(\nabla u)\partial_{\xi_k}^2 H(\nabla u)u_{ij},
\]
\[
\mathcal{B} = \frac{1}{N} H^{p-1}(\nabla u)\partial_{\xi_k}^2 H(\nabla u)u_{ij} - \frac{N - 1}{N}(p - 1)H^{p-2}(\nabla u)\partial_{\xi_i}H(\nabla u)\partial_{\xi_j}H(\nabla u)u_{ij},
\]
and
\[
\mathcal{C} = \frac{1}{N} H(\nabla u)\partial_{\xi_k}^2 H(\nabla u)u_{ij} - \frac{N - 1}{N}\partial_{\xi_i}H(\nabla u)\partial_{\xi_j}H(\nabla u)u_{ij}.
\]

Proof. Let
\[
A_1 = (p - 1)H^{p-2}(\nabla u)\partial_{\xi_i}H(\nabla u)\partial_{\xi_j}H(\nabla u)u_{ij}, \quad B_1 = H^{p-1}(\nabla u)\partial_{\xi_k}^2 H(\nabla u)u_{ij},
\]
\[
A_2 = \partial_{\xi_i}H(\nabla u)\partial_{\xi_j}H(\nabla u)u_{ij}, \quad B_2 = H(\nabla u)\partial_{\xi_k}^2 H(\nabla u)u_{ij}.
\]
In terms of this notation we have that
\[
a_{ij}u_{ij} = A_1 + B_1, \quad \text{and} \quad \frac{1}{2}\partial_{\xi_k}^2 H^2(\nabla u)u_{ij} = A_2 + B_2,
\]
which implies that the right-hand side of (3.6) can be written as
\[
\frac{a_{ij}u_{ij}}{N} A + \frac{N}{N-1} BC = \left( \frac{A_1 + B_1}{N} \right) (A_1 + B_1) (A_2 + B_2) + \frac{N}{N-1} \left( \frac{B_1}{N} - \frac{N-1}{N} A_1 \right) \left( \frac{B_2}{N} - \frac{N-1}{N} A_2 \right)
\]
and after some computation we obtain that
\[
(3.7) \quad \frac{a_{ij}u_{ij}}{N} A + \frac{N}{N-1} BC = A_1 A_2 + \frac{B_1 B_2}{N-1}.
\]
The left hand side of (3.6) is
\[
(3.8) \quad a_{ij} \partial^2_{\xi \xi} H^2(\nabla u) u_{ik} u_{jl} = A_1 A_2 + p H^{p-1}(\nabla u) \partial_{\xi} H(\nabla u) \partial_{\xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl} + p H^p(\nabla u) \partial^2_{\xi \xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl}.
\]
We observe that
\[
(3.9) \quad A_1 A_2 = (p-1) H^{p-2}(\nabla u) (\partial_{\xi} H(\nabla u) \partial_{\xi} H(\nabla u) u_{ik})^2.
\]
Since \( \partial^2_{\xi \xi} H(\nabla u) \) is semipositive definite and by using Kato inequality
\[
a_{ij} \partial^2_{\xi \xi} H^2(\nabla u) u_{ik} u_{jl} \geq a_{ij} \partial_{\xi \xi} H(\nabla u) \partial_{\xi} H(\nabla u) u_{ik} u_{jl}
\]
(see [30, Lemma 2.2]), we obtain that
\[
(3.10) \quad p H^{p-1}(\nabla u) \partial_{\xi} H(\nabla u) \partial_{\xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl} = p H^{p-1}(\nabla u) \partial^2_{\xi \xi} H(\nabla u) (\partial_{\xi} H(\nabla u) u_{ik}) (\partial_{\xi} H(\nabla u) u_{jl}) \geq 0.
\]
The term
\[
H^p(\nabla u) \partial^2_{\xi \xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl}
\]
is nonnegative definite as well. Indeed, the matrix \( \partial^2_{\xi \xi} H(\nabla u) \) has \( N - 1 \) strictly positive eigenvalues and one null eigenvalue ([16, Lemma 2.4] and [16, Lemma 2.5]). Hence, we can write the matrix
\[
\partial^2_{\xi \xi} H(\nabla u) = O^T \Lambda O,
\]
where the matrix \( O \) is orthogonal and the matrix \( \Lambda \) is diagonal and such that
\[
\Lambda = \text{diag}(\mu_1, \mu_2, \ldots, \mu_{n-1}, 0),
\]
with \( \mu_i \geq 0 \) for any \( i = 1, \ldots, n - 1 \). Let \( U = (u_{ij})_{i,j=1,\ldots,N} \) and \( \bar{U} = O U O^T \). Then we have
\[
H^p(\nabla u) \partial^2_{\xi \xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl} = H^p(\nabla u) \text{Tr} (O^T \Lambda O U O^T \Lambda O U) = H^p(\nabla u) \text{Tr} (\Lambda O U O^T \Lambda O U) = H^p(\nabla u) \text{Tr} (\Lambda \bar{U} \bar{U}^T),
\]
and from the definition of \( \Lambda \) and \( \bar{U} \) we obtain
\[
H^p(\nabla u) \partial^2_{\xi \xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl} = H^p(\nabla u) \mu_{ij}^2 \bar{u}_{ij}^2 = H^p(\nabla u) \sum_{i \neq k} \mu_i \mu_j \bar{u}_{ik}^2 \geq H^p(\nabla u) \mu_{ii}^2 \bar{u}_{ii}^2,
\]
where we used that \( \mu_i \geq 0 \). From Cauchy-Schwarz inequality, we obtain
\[
H^p(\nabla u) \partial^2_{\xi \xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl} \geq \frac{1}{N-1} H^p(\nabla u) (\mu_i \bar{u}_{ii})^2,
\]
and hence
\[
(3.11) \quad H^p(\nabla u) \partial^2_{\xi \xi} H(\nabla u) \partial^2_{\xi \xi} H(\nabla u) u_{ik} u_{jl} \geq \frac{B_1 B_2}{N-1}.
\]
From (3.7), (3.8), (3.9), (3.10) and (3.11) we obtain (3.6). \( \Box \)
Lemma 3.4. Let $E \subset \mathbb{R}^N$ be a domain and let $u$ be such that $\Delta_H u = 0$ in $E$. We have
\begin{equation}
(3.12) \quad \mathcal{L}(H^2(\nabla u)) \geq \frac{2(N + p - 2)(p - 1)}{N - 1} H^{p-2}(\nabla u) \left( \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{ij} \right)^2,
\end{equation}
where $\nabla u \neq 0$.
Moreover if $E$ is bounded then $H(\nabla u)$ satisfies the maximum principle.

Proof. We first notice the following Bochner formula
\begin{equation}
(3.13) \quad a_{ij} \partial^2_{ij} H^2(\nabla u) = a_{ij} \partial_{\xi_i} H^2(\nabla u) u_{ik} u_{jl} - a_{ij} \partial_i H^2(\nabla u) u_{ij}
\end{equation}
where $\nabla u \neq 0$. Indeed, from (3.1) and (3.2) and since $\Delta_H^p u = 0$ we have
\begin{align*}
  a_{ij} \partial^2_{ij} (H^2(\nabla u)) &= a_{ij} \partial_j \left( \partial_{\xi_k} H^2(\nabla u) u_{ik} \right) = a_{ij} \partial_{\xi_k}^2 H^2(\nabla u) u_{ik} u_{jl} + a_{ij} \partial_{\xi_k} H^2(\nabla u) u_{ijk} \\
  &= a_{ij} \partial_{\xi_k}^2 H^2(\nabla u) u_{ik} u_{jl} + \partial_{\xi_k} H^2(\nabla u) \underbrace{\partial_k (a_{ij}) u_{ij}}_{\Delta^H_p u = 0} \\
  &= a_{ij} \partial_{\xi_k}^2 H^2(\nabla u) u_{ik} u_{jl} - 2H(\nabla u) \partial_{\xi_k} H(\nabla u) a_{ij} u_{ik} u_{ij},
\end{align*}
where $\nabla u \neq 0$. Then
\begin{equation}
(3.14) \quad \mathcal{L}(H^2(\nabla u)) = a_{ij} \partial^2_{ij} H^2(\nabla u) + a_{ij} \partial_i H^2(\nabla u) u_{ij} = a_{ij} \partial_{\xi_k}^2 H^2(\nabla u) u_{ik} u_{jl},
\end{equation}
which proves (3.13).

By differentiating
\[ \Delta^H_p u = 0 \]
with respect to $x_k$ where $\nabla u \neq 0$, we obtain
\[ \partial_i \left( (p - 1) H^{p-2}(\nabla u) \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{jk} + H^{p-1}(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{jk} \right) = 0. \]

We multiply the above equation by $H(\nabla u) \partial_{\xi_k} H(\nabla u)$ and obtain
\begin{align*}
0 &= H(\nabla u) \partial_{\xi_k} H(\nabla u) \partial_i \left( (p - 1) H^{p-2}(\nabla u) \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{jk} + H^{p-1}(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{jk} \right) \\
&= \partial_i \left( H(\nabla u) \partial_{\xi_k} H(\nabla u) \left( (p - 1) H^{p-2}(\nabla u) \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{jk} + H^{p-1}(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{jk} \right) \right) \\
&- \partial_i \left( H(\nabla u) \partial_{\xi_k} H(\nabla u) \right) \left( (p - 1) H^{p-2}(\nabla u) \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{jk} + H^{p-1}(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{jk} \right),
\end{align*}
that is
\begin{align*}
\partial_i \left( H(\nabla u) \partial_{\xi_k} H(\nabla u) \right) \left( (p - 1) H^{p-2}(\nabla u) \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{jk} + H^{p-1}(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{jk} \right) \\
= \partial_i \left( H(\nabla u) \partial_{\xi_k} H(\nabla u) \right) \left( (p - 1) H^{p-2}(\nabla u) \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{jk} + H^{p-1}(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{jk} \right),
\end{align*}
and from the definition of $a_{ij}$, we have
\begin{equation}
(3.15) \quad \partial_i \left( H(\nabla u) \partial_{\xi_k} H(\nabla u) \right) \left( (p - 1) H^{p-2}(\nabla u) \partial_{\xi_i} H(\nabla u) \partial_{\xi_j} H(\nabla u) u_{jk} + H^{p-1}(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{jk} \right) = \partial_i \left( (a_{ij} H(\nabla u) \partial_{\xi_k} H(\nabla u) u_{jk} \right).
\end{equation}
Since
\begin{equation}
(3.16) \quad \partial_i \left( H(\nabla u) \partial_{\xi_k} H(\nabla u) \right) = \partial_{\xi_i} H(\nabla u) \partial_{\xi_k} H(\nabla u) u_{ij} + H(\nabla u) \partial_{\xi_i}^2 H(\nabla u) u_{ji},
\end{equation}
we have
\[
\partial_k (H(\nabla u)\partial_{\xi_k} H(\nabla u)) \partial_i (H(\nabla u)\partial_{\xi_k} H(\nabla u)) \\
= \left[ \partial_{\xi_i} H(\nabla u)\partial_{\xi_j} H(\nabla u) + H(\nabla u)\partial_{\xi_i}^2 H(\nabla u) \right] \left[ \partial_{\xi_i} H(\nabla u)\partial_{\xi_k} H(\nabla u)u_{ii} + H(\nabla u)\partial_{\xi_i}^2 H(\nabla u) \right] u_{ii}u_{jk} \\
= \partial_{\xi_i} H(\nabla u)\partial_{\xi_j} H(\nabla u)\partial_{\xi_k} H(\nabla u)\partial_{\xi_k} H(\nabla u)u_{ii}u_{jk} + H(\nabla u)\partial_{\xi_i} H(\nabla u)\partial_{\xi_k} H(\nabla u)\partial_{\xi_k}^2 H(\nabla u)u_{ii}u_{jk} \\
+ H(\nabla u)\partial_{\xi_i}^2 H(\nabla u)\partial_{\xi_j} H(\nabla u)\partial_{\xi_k} H(\nabla u)u_{ii}u_{jk} + H(\nabla u)\partial_{\xi_i}^2 H(\nabla u)\partial_{\xi_j}^2 H(\nabla u)\partial_{\xi_k} H(\nabla u)u_{ii}u_{jk}.
\]
From
\[
\frac{1}{2} L (H^2(\nabla u)) = \partial_i (a_{ij} H(\nabla u)\partial_{\xi_k} H(\nabla u)u_{jk}),
\]
and (3.15) we obtain
\[
\frac{1}{2} L (H^2(\nabla u)) = (p - 1)H^{p-2}(\nabla u)\partial_{\xi_i} H(\nabla u)\partial_{\xi_j} H(\nabla u)\partial_{\xi_k} (H(\nabla u)\partial_{\xi_k} H(\nabla u))u_{jk} \\
+ H^{p-1}(\nabla u)\partial_{\xi_i}^2 H(\nabla u)\partial_{\xi_j} H(\nabla u)\partial_{\xi_k} H(\nabla u)u_{jk} \\
= \left[ (p - 2)H^{p-2}(\nabla u)\partial_{\xi_i} H(\nabla u)\partial_{\xi_j} H(\nabla u)u_{jk} + H^{p-2}(\nabla u)\partial_{\xi_i} H(\nabla u)\partial_{\xi_j} H(\nabla u)\partial_{\xi_k} H(\nabla u)u_{jk} \\
+ H^{p-1}(\nabla u)\partial_{\xi_i}^2 H(\nabla u)u_{jk} \right] \partial_i (H(\nabla u)\partial_{\xi_k} H(\nabla u)),
\]
and (3.16) yields
\[
\frac{1}{2} L (H^2(\nabla u)) = (p - 1)H^{p-2}(\nabla u) (\partial_{\xi_i} H(\nabla u)\partial_{\xi_j} H(\nabla u)u_{ii})^2 \\
+ (p - 1)H^{p-1}(\nabla u) (\partial_{\xi_i} H(\nabla u)u_{ii})(\partial_{\xi_j} H(\nabla u)u_{jk}) \\
+ H^{p-1}(\nabla u) (\partial_{\xi_i} H(\nabla u)u_{ii})(\partial_{\xi_j} H(\nabla u)u_{jk}) \\
+ H^{p}(\nabla u)(\partial_{\xi_i}^2 H(\nabla u)u_{jk})(\partial_{\xi_j}^2 H(\nabla u)u_{ij}).
\]
From (3.6), (3.14) and (3.17) we obtain (3.12).

We set $E_0 = \{ x \in E : \nabla u = 0 \}$; since $u \in C^{1,\alpha}$ then $E_0$ is closed. From (3.6) we have that $H(\nabla u)^2$ satisfies a maximum principle in $E \setminus E_0$ and hence $\max H(\nabla u)^2$ is attained at $\partial E \cup \partial E_0$. Since $H(\nabla u) = 0$ in $E_0$, we have that $H(\nabla u)$ attains the maximum at $\partial E$, which yields that the maximum principle holds.

By using Lemmas 3.2 and 3.4 we can prove a maximum principle for a $P$-function which is suitable for estimating the blow-up of the gradient. In particular, it takes care of the presence of the neck $N_\delta(w)$.

Let $f \in C^2(\overline{\Omega})$ be a cut-off function such that
\[
|f| = 1 \text{ in } \overline{\Omega}_\delta \setminus N_\delta(w), \quad f = 0 \text{ in } N_\delta \left(\frac{w}{2}\right).
\]
Moreover we choose $f$ such that
\[
\frac{f}{w} \leq |\nabla f|^2 \quad \text{and} \quad |\nabla^2 f| \leq \frac{1}{w^2} \text{ in } N_\delta(w) \setminus N_\delta \left(\frac{w}{2}\right).
\]

**Theorem 3.5.** Let $u_\delta$ be such that $\Delta^H_p u_\delta = 0$ in $\Omega_\delta$. Let $f$ satisfy (3.18) and (3.19).

There exists $\lambda_0 = \lambda_0(||f||_{C^2}, ||H||_{C^3(\partial B_H(0,1))})$, with $\lambda_0 = O(w^{-2})$ as $w \to 0^+$, such that the function
\[
P(x) = f(x)H(\nabla u_\delta)^2 + \lambda u_\delta^2
\]
satisfies the maximum principle for any $\lambda \geq \lambda_0$, i.e.
\[
\max_{x \in \overline{\Omega}_\delta} P(x) = \max_{x \in \partial \Omega_\delta} P(x)
\]
for \( \lambda \geq \lambda_0 \).

**Proof.** We first notice that if \( P \) attains the maximum at a point \( x_0 \) such that \( \nabla u(x_0) = 0 \) then \( x_0 \in \partial \Omega \). Indeed, since \( P(x_0) = \lambda u_\delta(x_0)^2 \) we have

\[
f(x)H^2(\nabla u_\delta(x)) + \lambda u_\delta(x)^2 \leq \lambda u_\delta(x_0)^2
\]

for any \( x \in \Omega_\delta \). In particular \(|u_\delta(x)| \leq |u_\delta(x_0)|\) for any \( x \in \Omega_\delta \), and Lemma 3.1 yields that \( x_0 \in \partial \Omega \).

Now let assume that \( P \) attains the maximum at a point \( x_0 \) such that \( \nabla u_\delta(x_0) \neq 0 \). From (3.12) and (3.4) we have

\[
\mathcal{L}P = a_{ij} \partial_{ij}f(x)H^2(\nabla u_\delta) + 2a_{ij} \partial_i f(x) \partial_j H^2(\nabla u_\delta) + a_{ij} \partial_i H^2(\nabla u_\delta) u_{ij}
+ f(x) [a_{ij} \partial_i^2 H^2(\nabla u_\delta) + a_{ij} \partial_i H^2(\nabla u_\delta) u_{ij}] + 2\lambda(p-1)H^p(\nabla u_\delta)
\]

(3.22) \[
\geq \left[ a_{ij} \partial_{ij}f(x)H^2(\nabla u_\delta) + 2a_{ij} \partial_i f(x) \partial_j H^2(\nabla u_\delta) + a_{ij} \partial_i H^2(\nabla u_\delta) u_{ij}
+ f(x)(p-1)C_{N,p}^2 H^{p-2}(\nabla u_\delta) (H(\nabla u_\delta)) \partial_{ij} H(\nabla u_\delta) u_{ij})^2
+ 2\lambda(p-1)H^p(\nabla u_\delta),
\]

where we set

\[
C_{N,p} = \sqrt{\frac{2(N+p-2)(p-1)}{N-1}}.
\]

Since \( H \) is 1-homogeneous, the quantities \( a_{ij}H^{2-p}(\nabla u_\delta) \), \( a_{ij}H^{3-p}(\nabla u_\delta) \) and \( \partial_{\xi_j} H \) are 0-homogeneous. Hence there exists \( C_0 \) depending only on \( ||H||_{C^3(\partial B_1(0,1))} \) such that

(3.23) \[
|a_{ij}H^{2-p}(\nabla u_\delta)|, |a_{ij}H^{3-p}(\nabla u_\delta)| \leq C_0, \text{ and } \partial_{\xi_j} H(\nabla u_\delta) \leq C_0.
\]

From (3.22), (3.23) and by using Cauchy-Schwarz inequality, we have

\[
\mathcal{L}P \geq \left[ \lambda(p-1) - C_0 ||\nabla^2 f||_{C^0} \right] H^p(\nabla u_\delta)
+ \left[ 2(p-1)C_{N,p} \sqrt{\lambda f} C_0^{-2} - C ||\nabla^2 f||_{C^0} \right] H^{p-1}(\nabla u_\delta) ||\nabla^2 u_\delta||.
\]

By choosing \( \lambda_0 \) large enough we obtain that \( \mathcal{L}P \geq 0 \) for any \( \lambda \geq \lambda_0 \), and a simple calculation shows that \( \lambda_0 \) depends only on \( ||H||_{C^3(\partial B_1(0,1))} \) and \( ||f||_{C^2} \), and that \( \lambda_0 = O(w^{-2}) \). \( \Box \)

**Remark 3.6.** We mention that there are other maximum principles for \( H(\nabla u) \) available in literature. In particular, one can prove that

(3.24) \[
\mathcal{L}H(\nabla u)^p \geq 0
\]

(see for instance [20] and [11]). Since \( \mathcal{L} \) is associated to the \( p \)-Laplace equation, (3.24) may appear to be more natural to be considered. Unfortunately, (3.24) does not serve to our purposes, in particular it can not be employed in the proof of Theorem 3.5 due to the presence of the term \( u^2 \) in the \( P \)-function (another power of \( u \) would produce an analogous problem). This is the reason why we considered the quantity \( \mathcal{L}H(\nabla u)^2 \) in Lemma 3.4.

4. **Bounds for the gradient outside the neck**

As we have mentioned in the Introduction, we will show the following behaviour of the gradient of \( u_\delta \): (i) it may have a blow-up at the point where the two inclusions touch and (ii) it remains uniformly bounded far from that point. In this section we prove (ii), while (i) will be proved in Section 5.

We first notice that the gradient of \( u_\delta \) is uniformly bounded on \( \partial \Omega \) independently of \( \delta \), i.e. that there exists a constant \( C > 0 \) independent of \( \delta \) such that

(4.1) \[
\max_{\partial \Omega} H(\nabla u_\delta) \leq C.
\]
Indeed, (4.1) follows from the following argument. We can choose a smooth domain $A \subset \Omega$ such that the inclusions $D^1_\delta$ and $D^2_\delta$ are contained in $A$ and such that $A$ is far from $\partial \Omega$ more than $K/2$. The uniform bound on the gradient on $\partial \Omega$ can be obtained by comparison principle, in particular by comparing $u_\delta$ to $v_\star$ and $v^\star$, where $v_\star$ and $v^\star$ are the solutions to
\[
\begin{cases}
\Delta_p^H v_\star &= 0 & \text{in } \Omega \setminus A, \\
v_\star &= \varphi & \text{on } \partial \Omega, \\
v_\star &= \min_{\partial A} \varphi & \text{on } \partial A,
\end{cases}
\]
and
\[
\begin{cases}
\Delta_p^H v^\star &= 0 & \text{in } \Omega \setminus A, \\
v^\star &= \varphi & \text{on } \partial \Omega, \\
v^\star &= \max_{\partial \Omega} \varphi & \text{on } \partial A,
\end{cases}
\]
respectively.

It is clear that $v_\star$ and $v^\star$ are a lower and an upper barrier for $u_\delta$, respectively, at any point on $\partial \Omega$. Hence, the normal derivative of $u_\delta$ can be bounded in terms of the gradient of $v_\star$, $v^\star$, and thus $H(u_\delta)$ can be bounded by some constant $C$ which depends only on $K$ and $\varphi$, which implies (4.1).

Now we show that the gradient is uniformly bounded on the boundary of the inclusions at the points which are not in the neck.

**Lemma 4.1.** Let $u_\delta$ be the solution of (1.3) and let $w > 0$ be fixed. There exists a constant $C > 0$ independent of $\delta$ such that
\[
(4.2) \quad \max_{\partial D^i_\delta \setminus \partial N_\delta(w)} H(\nabla u_\delta) \leq C, \quad i = 1, 2.
\]

**Proof.** Let $z \in \partial D^1_\delta \setminus \partial N_\delta(w)$ be fixed. Let $B_{H_0}(z_0, r_1)$ be the interior touching ball to $\partial D^1_\delta$ at $z$ (hence $r_1 < R_1$), and define $B_{H_0}(z_0, r_2)$ as the exterior touching ball to $D^2_\delta$ centered at $z_0$.

The proof consists in comparing the solution $u_\delta$ to an upper barrier $\overline{\varphi}$ and a lower barrier $\underline{\varphi}$ for $u_\delta$ at $z$, which are defined as the solutions to
\[
\begin{cases}
\Delta_p^H \overline{\varphi} &= 0 & \text{in } B_{H_0}(z_0, r_2) \setminus B_{H_0}(z_0, r_1), \\
\overline{\varphi} &= U^1_\delta & \text{on } \partial B_{H_0}(z_0, r_1), \\
\overline{\varphi} &= \max_{\partial \Omega} \varphi & \text{on } \partial B_{H_0}(z_0, r_2),
\end{cases}
\]
and
\[
\begin{cases}
\Delta_p^H \underline{\varphi} &= 0 & \text{in } B_{H_0}(z_0, r_2) \setminus B_{H_0}(z_0, r_1), \\
\underline{\varphi} &= U^1_\delta & \text{on } \partial B_{H_0}(z_0, r_1), \\
\underline{\varphi} &= \min_{\partial \Omega} \varphi & \text{on } \partial B_{H_0}(z_0, r_2),
\end{cases}
\]
respectively, where $U^1_\delta$ are defined in (1.6) (see (2.10) for the explicit expression). By evaluating the gradient of $\overline{\varphi}$ and $\underline{\varphi}$ at $z$ and by using (2.8), we have
\[
(4.3) \quad H(\nabla \overline{\varphi}(z)) = \begin{cases}
\frac{N - p}{p - 1} & \left| U^1_\delta - \max_{\partial \Omega} \varphi \right| \frac{r_1^{-\frac{1-N}{p-1}}}{r_1^{\frac{p-N}{p-1}} - r_2^{rac{p-N}{p-1}}} & \text{if } 1 < p < N, \\
\left| U^1_\delta - \max_{\partial \Omega} \varphi \right| \frac{r_1^{-1}}{\ln \left( r_2 r_1^{-1} \right)} & \text{if } N = p,
\end{cases}
\]
and

\[
H(\nabla \psi(z)) = \begin{cases} 
\frac{N - p}{p - 1} \left| \mathcal{U}_\delta^1 - \min_{\partial \Omega} \varphi \right| \frac{r_1^{1-N}}{r_1^{p-N} - r_2^{p-N}} & \text{if } 1 < p < N, \\
\left| \mathcal{U}_\delta^1 - \min_{\partial \Omega} \varphi \right| \frac{r_1^{-1}}{\ln (r_2 r_1^{-1})} & \text{if } N = p.
\end{cases}
\]

(4.4)

Let \( r_1 = cw \) for some small constant \( c > 0 \). Since \( z \) is not in the neck, there exists a constant \( \alpha > 1 \) such that \( r_2 \geq \alpha r_1 \) for any \( \delta \geq 0 \), with \( \alpha \) not depending on \( \delta \) (the constant \( \alpha \) can be explicitly calculated by considering the limit configuration for \( \delta = 0 \)). Hence we have that

\[
\frac{r_1^{1-N}}{r_1^{p-N} - r_2^{p-N}} \leq \frac{1}{cw \left( 1 - \frac{p-N}{p-1} \right)} \quad \text{for } 1 < p < N,
\]

and

\[
\frac{r_1^{-1}}{\ln (r_2 r_1^{-1})} \leq \frac{1}{cw \ln \alpha} \quad \text{for } N = p.
\]

(4.5)

From (4.3)-(4.6) and Lemma 3.1 we find that

\[
H(\nabla u_\delta(z)) \leq C
\]

where \( C \) depends only on the dimension \( N, p, \|\varphi\|_{C^0(\partial \Omega)} \) and \( w \), and does not depends on \( \delta \). \( \square \)

The arguments used for proving (4.1) and Lemma 4.1 can be used to prove that, in the limit case \( \delta = 0 \), the gradient of \( u_0 \) remains uniformly bounded. Indeed, from Lemma 3.4 we have that \( H(\nabla u_0) \) attains the maximum on \( \partial \mathcal{D}_0 = \partial \Omega \cup \partial D_0^1 \cup \partial D_0^2 \). From the third condition in (1.7), the maximum and minimum of Lemma \( u_0 \) are attained on \( \partial \Omega \). Hence, the bound on \( \partial \Omega \) can be obtained as done for (4.1). The bound on \( \partial D_0^1 \) (and analogously the one on \( \partial D_0^2 \)) can be obtained by comparison principle, more precisely by comparing \( u_0 \) and \( v_1 \) and \( v_2 \), where \( v_i \) is the solution to \( \Delta_H^H v_i = 0 \) in \( \Omega \setminus \overline{D}_0^i \), \( v_i = u_0 \) on \( \partial D_0^i \), \( i = 1, 2 \) \( v_1 = \max_{\partial \Omega} \phi \) and \( v_2 = \min_{\partial \Omega} \phi \) on \( \partial \Omega \). Thus

\[
H(\nabla u_0) \leq C
\]

(4.7)
in \( \mathcal{N}_0 \).

Now we show that the gradient is bounded outside the neck, and we make explicit the dependency on \( w \).

**Lemma 4.2.** Let \( u_\delta \) be the solution of (1.3) and let \( w > 0 \). There exists a constant \( C > 0 \) independent of \( \delta \) and \( w \) such that

\[
\max_{\mathcal{N}_\delta^\pm(w)} H(\nabla u_\delta) \leq \frac{C}{w}.
\]

(4.8)

**Proof.** The maximum principle for the gradient of \( u_\delta \) (see Lemma 3.4) yields that the maximum of \( H(\nabla u) \) in \( \overline{\Omega}_\delta \setminus \mathcal{N}_\delta(w) \) is attained on \( \partial (\Omega_\delta \setminus \mathcal{N}_\delta(w)) \).

From (4.1) and Lemma 4.1, we only need to prove uniform bounds for \( H(\nabla u) \) on \( \partial \mathcal{N}_\delta^\pm(w) \), where

\[
\partial \mathcal{N}_\delta^\pm(w) = \partial \mathcal{N}_\delta(w) \cap \{|Qx'| = \pm w\}.
\]

(4.9)

Let \( P \) be as in Theorem 3.5 (see formula (3.20)). From (3.18) we have that

\[
\max_{\partial \mathcal{N}_\delta^\pm(w)} H^2(\nabla u_\delta) = \max_{\partial \mathcal{N}_\delta^\pm(w)} f(x) H^2(\nabla u_\delta) \leq \max_{\partial \mathcal{N}_\delta^\pm(w)} P(x) \leq \max_{\mathcal{N}_\delta^\pm(w)} P(x),
\]

(4.10)
and Theorem 3.5 implies that there exists a constant \( \lambda_0 = O(w^{-2}) \) such that (3.20) satisfies the maximum principle for any \( \lambda \geq \lambda_0 \) and we obtain
\[
\max_{\partial N_\delta^+(w)} H^2(\nabla u_\delta) \leq \max_{\partial \Omega_\delta} P(x) = \max_{\partial \Omega_\delta} P(x) .
\]

Since \( \|u_\delta\|_{C^\alpha(\Omega_\delta)} \leq \|\varphi\|_{C^\alpha(\partial D)} \) (see Lemma 3.1) and \( \lambda_0 = O(w^{-2}) \) (see Theorem 3.5), we have that there exists a constant \( C \) independent of \( \delta \) and \( w \) such that
\[
P(x) = f(x)H^2(\nabla u_\delta) + \lambda u_\delta^2 \leq f(x)H^2(\nabla u_\delta) + Cw^{-2},
\]
and hence
\[
\max_{\partial N_\delta^+(w)} H^2(\nabla u_\delta) \leq \max_{\partial \Omega_\delta} P(x) \leq \max_{\partial \Omega_\delta} \left[ f(x)H^2(\nabla u_\delta) \right] + Cw^{-2} .
\]

Since \( f = 0 \) in \( N_\delta(w/2) \), from (4.1) and Lemma 4.1 we find that there exists a constant \( C \) independent on \( \delta \) and \( w \) such that
\[
\max_{\partial N_\delta^+(w)} \frac{H(\nabla u_\delta)}{w} \leq \frac{C}{w} ,
\]
which completes the proof. \( \square \)

We conclude this section by giving the relation between \( u_\delta \) and \( u_0 \). We first notice that, from Lemma 4.2 and [17, Theorem 2], for any fixed \( w > 0 \) we have that there exists \( \alpha > 0 \) independent of \( \delta \) such that
\[
\|u_\delta\|_{C^{1,\alpha}(\mathcal{K})} \leq C \quad \text{for any compact set } \mathcal{K} \subset \Omega_\delta \setminus \overline{N}_\delta(w) ,
\]
where \( C \) is a constant independent of \( \delta \). This implies that \( u_\delta \) converges to \( u_0 \) in \( C^{1,\alpha} \) outside the neck, as shown in the following proposition.

**Proposition 4.3.** Let \( u_\delta \) be the solution of (1.3) and \( u_0 \) be the solution of (1.7).

There exists a constant \( 0 < \alpha < 1 \) not depending on \( \delta \) such that
\[
\lim_{\delta \to 0} \|u_\delta - u_0\|_{C^{1,\alpha}(E)} = 0 ,
\]
for any compact set \( E \subset \Omega_0 \). Moreover, for any \( i = 1, 2 \) and for any neck \( N_\delta(w) \) of (sufficiently small) width \( w \) we have
\[
\lim_{\delta \to 0} \int_{\partial D^i_\delta \setminus \partial N_\delta(w)} H^{p-1}(\nabla u_\delta) \nabla \xi H(\nabla u_\delta) \cdot \nu ds = \int_{\partial D^i_0 \setminus \partial N_\delta(w)} H^{p-1}(\nabla u_0) \nabla \xi H(\nabla u_0) \cdot \nu ds .
\]

**Proof.** The proof is analogous to the one of [15, Proposition 4.5] (see also [19, Proposition 2.1]), and we prefer to omit the details. \( \square \)

5. **Proof of Theorem 1.1**

**Lemma 5.1.** Let \( \delta, w > 0 \) and let \( \mathcal{R}_0 \) and \( N_\delta(w) \) be given by (1.8) and (1.12), respectively. Let \( u_\delta \) be the solution to (1.3) and define
\[
I_\delta(w) = \int_{\partial D^1_\delta \cap \partial N_\delta(w)} H^{p-1}(\nabla u_\delta) \nabla \xi H(\nabla u_\delta) \cdot \nu ds .
\]

There exists \( C > 0 \) independent of \( \delta \) and \( w \) such that
\[
\lim_{\delta \to 0} |I_\delta(w) - \mathcal{R}_0| \leq Cw^{N-1} .
\]
Proof. Since \( u_\delta \) is the solution to (1.3), the divergence theorem yields

\[
(5.3) \quad I_\delta(w) = \int_{\partial D_\delta^1} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds - \int_{\partial D_\delta^1 \setminus \partial N_\delta} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds.
\]

We introduce a smooth auxiliary set \( E \) containing \( D_\delta^1 \) and not containing \( D_\delta^2 \) such that \( \partial E \) coincides with \( \partial D_\delta^1 \) in a neck of fixed width \( w_0 > 0 \). More precisely, \( E \) is such that \( D_\delta^1 \subset E, \quad D_\delta^2 \subset \Omega \setminus E \) for any \( \delta \geq 0 \), and \( \partial E \cap N_\delta(w) \subset \partial D_\delta^1 \) for \( w \leq w_0 \). For simplicity of notation, we set

\[
\partial E^1(w) := \partial E \cap N_\delta(w) \quad \text{and} \quad \partial E^2(w) := \partial E \setminus N_\delta(w).
\]

Since \( H(\nabla u_0) \) is uniformly bounded in \( \Omega_0 \) (see 4.7), then

\[
(5.4) \quad \left| \int_{\partial E^1(w)} H^{p-1}(\nabla u_0) \nabla H(\nabla u_0) \cdot \nu ds - R_0 \right| \leq Cw^{N-1},
\]

for some constant \( C \) independent of \( \delta \) and \( w \).

By using that \( \Delta_H^H u_\delta = 0 \) and applying the divergence theorem in \( E \setminus (N_\delta(w) \cup D_\delta^1) \) we obtain

\[
\int_{\partial E^1(w)} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds
\]

\[
= \int_{E \cap (\partial N_\delta^+(w) \cup \partial N_\delta^-)} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds
\]

\[
+ \int_{\partial D_\delta^1 \setminus \partial N_\delta} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds,
\]

where \( N_\delta^+(w) \) are defined by (4.9). Lemma 4.2 yields

\[
\left| \int_{E \cap (\partial N_\delta^+(w) \cup \partial N_\delta^-)} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds \right| \leq \frac{C}{w^{p-1}}
\]

the third condition in (1.3) implies

\[
I_\delta = \int_{\partial D_\delta^1 \setminus \partial N_\delta(w)} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds.
\]

Hence

\[
(5.5) \quad \left| I_\delta - \int_{\partial E^1(w)} H^{p-1}(\nabla u_\delta) \nabla H(\nabla u_\delta) \cdot \nu ds \right| \leq \frac{C}{w^{p-1}}.
\]

From (5.4), (5.5) and Proposition 4.3 we obtain (5.2). \( \square \)

Let \( P \in \partial D_\delta^1 \cap \partial N_\delta(w) \). Let \( B_{H_0}(y_0, r) \) be a ball of center \( y_0 \in B_\delta^1 \) and radius \( r \). We shall make use of the following values of the radius \( r \). Let \( r_1 \) be such that \( B_{H_0}(y_0, r) \) is tangent to \( \partial D_\delta^1 \) at \( P \) from the inside, and denote by \( r_2 \) the radius of the concentric touching ball tangent to \( \partial D_\delta^2 \) from the outside. Analogously, let \( B_{H_0}(z_0, \rho) \) be a ball of center \( z_0 \in B_\delta^2 \) and radius \( \rho \). The radius \( \rho \) will be chosen to be \( \rho_1 \) or \( \rho_2 \), which are defined as follows. Let \( \rho_2 \) be such that \( B_{H_0}(z_0, \rho) \) touches \( \partial D_\delta^1 \) at \( P \) form the outside, and let \( \rho_1 \) be the radius of the concentric ball touching \( \partial D_\delta^2 \) from the inside (see Figure 5). In the following lemma we establish pointwise bounds on the quantity inside \( I_\delta \) in terms of \( r_1, r_2, \rho_1 \) and \( \rho_2 \). We assume that \( U_\delta^1 - U_\delta^2 \geq 0 \); the case \( U_\delta^1 - U_\delta^2 \leq 0 \) is completely analogous.

Lemma 5.2. Let assume that \( U_\delta^1 \geq U_\delta^2 \). There exists \( C > 0 \) independent of \( \delta \) such that

\[
(5.6) \quad -\left( \frac{U_\delta^1 - U_\delta^2}{\rho_2 - \rho_1} \right)^{p-1} - C \leq H^{p-1}(\nabla u_\delta(P)) \nabla H(\nabla u_\delta(P)) \cdot \nu(P) \leq -\left( \frac{U_\delta^1 - U_\delta^2}{\rho_2 - \rho_1} \right)^{p-1} + C
\]
holds for any \( P \in \partial D^1_\delta \cap \partial N_\delta(w) \).

Proof. Let \( v \) be given by

\[
    v(x) = \begin{cases}
        (U^1_\delta - U^2_\delta) \frac{H_0(x - y_0) r^{-N} - r^{-N}}{r_1^{p-1} - r_2^{p-1}} + U^2_\delta & \text{if } 1 < p < N, \\
        (U^1_\delta - U^2_\delta) \frac{\ln(r^{-1} H_0(x - y_0))}{\ln(r_2^{-1} r_1)} + U^2_\delta & \text{if } N = p.
    \end{cases}
\]

Notice that \( \Delta^p v = 0 \) in \( \mathbb{R}^N \setminus \{y_0\} \) and \( v = U^i_\delta \) on \( \partial B_{H_0}(y_0, r_i), i = 1, 2 \). Let

\[
    M = \begin{cases}
        \frac{U^1_\delta - U^2_\delta}{r_1^{p-1} - r_2^{p-1}} & \text{if } 1 < p < N, \\
        \frac{U^1_\delta - U^2_\delta}{\ln(r_2^{-1} r_1)} & \text{if } N = p,
    \end{cases}
\]

and observe that \( M > 0 \) for \( 1 < p \leq N \) and \( M < 0 \) for \( p > N \).

We notice that we can find a constant \( M \), not depending on \( \delta \), such that if \( |M| > M \), then \( v \) is a lower barrier for \( u_\delta \). In this case, since

\[
    H(\nabla v(P)) = \begin{cases}
        \frac{U^1_\delta - U^2_\delta}{r_1^{p-1} - r_2^{p-1}} \frac{N - p_1^{p-1}}{p - 1} & \text{if } 1 < p < N, \\
        \frac{U^1_\delta - U^2_\delta}{\ln(r_2^{-1} r_1)} & \text{if } N = p,
    \end{cases}
\]

from the mean value theorem we have that there exists \( \bar{r} \in (r_1, r_2) \) such that

\[
    H(\nabla v(P)) = \frac{U^1_\delta - U^2_\delta}{r_2 - r_1} \left( \frac{r_1}{\bar{r}} \right)^{\frac{p-N}{p-1}}
\]

for any \( p > 1 \), and hence

\[
    H(\nabla v(P)) \geq \frac{U^1_\delta - U^2_\delta}{r_2 - r_1}.
\]
Thanks to (5.8) we can give an upper bound on the quantity \( H^{p-1}(\nabla u_\delta(P))\nabla \xi H(\nabla u_\delta(P)) \cdot \nu(P) \). Indeed, since \( \nu \) is a lower barrier for \( u_\delta \) and \( \partial D_\delta^1 \) is a level line for \( u_\delta \) then

\[
\nabla \xi H(\nabla u_\delta(P)) \cdot \nu(P) = -\nabla \xi H(\nu(P)) \cdot \nu(P) = -H(\nu(P)) = -1,
\]

where the last equality holds because \( P \) lies on a Wulff shape. From (5.8) and (5.9) we find

\[
H^{p-1}(\nabla u_\delta(P))\nabla \xi H(\nabla u_\delta(P)) \cdot \nu(P) \leq - \left( \frac{U_\delta^1 - U_\delta^2}{r_2 - r_1} \right)^{p-1}.
\]

If \( M \leq M \), from elliptic estimates we have \( H(\nabla u_\delta) \leq C \), where \( C \) does not depends on \( \delta \). Indeed, from the mean value theorem we have

\[
\frac{U_\delta^1 - U_\delta^2}{r_2 - r_1} \leq M^{ \frac{N}{p} - \frac{1}{p+1} }.
\]

Since \( \partial D_\delta^1 \) is of class \( C^3 \), \( u_\delta \) is constant on \( \partial D_\delta^1 \), \( |U_\delta^1 - U_\delta^2| \leq C(r_2 - r_1) \), and the distance of \( P \) from \( \partial D_\delta^1 \) is of size \( r_2 - r_1 \), from interior regularity estimates \( [17] \) we have that \( H(\nabla u_\delta) \leq C \), where \( C \) does not depends on \( \delta \).

Hence

\[
H^{p-1}(\nabla u_\delta(P))\nabla \xi H(\nabla u_\delta(P)) \cdot \nu(P) \leq - \left( \frac{U_\delta^1 - U_\delta^2}{r_2 - r_1} \right)^{p-1} + C,
\]

which gives the upper bound in (5.6).

The lower bound in (5.6) can be obtained by considering the function \( \nu \) given by

\[
\nu(x) = \begin{cases} 
-(U_\delta^1 - U_\delta^2) \frac{H_0(x - \bar{y})}{\rho_1^{\frac{N}{p+1}} - \rho_2^{\frac{N}{p+1}}} + U_\delta^1 & \text{if } 1 < p < N, \\
-(U_\delta^1 - U_\delta^2) \frac{\ln(\rho_2^{-1} H_0(x - \bar{y}))}{\ln(\rho_2^{-1} \rho_1)} + U_\delta^1 & \text{if } N = p.
\end{cases}
\]

in place of \( \nu \) and arguing as before, where now \( \nu \) serves as an upper barrier for \( u_\delta \) (see also Proof of Step 1 of \([15]\)).

Let

\[
\Psi_N(\delta) = \begin{cases} 
\delta^{-\frac{N+1}{2} + p} & p > \frac{N+1}{2}, \\
(\log (1/\delta))^{-1} & p = \frac{N+1}{2}, \\
1 & p < \frac{N+1}{2}.
\end{cases}
\]

We have the following lemma.

**Lemma 5.3.** Let \( w > 0 \) be fixed. Then

\[
-(1+\tau)(U_\delta^1 - U_\delta^2)^{p-1} |\partial_\xi H_0(P_0)|^{-1} \left( \frac{R_1 + R_2}{2R_1 R_2} \right)^{-\frac{N-1}{2}} |Q|^{-\frac{N-1}{2}} C_{N,p} \Psi_N^{-1}(\delta)(1 + o(1)) - C w^{N-1} \leq I_\delta(w),
\]

and

\[
I_\delta(w) \leq -(1-\tau)(U_\delta^1 - U_\delta^2)^{p-1} |\partial_\xi H_0(P_0)|^{-1} \left( \frac{R_1 + R_2}{2R_1 R_2} \right)^{-\frac{N-1}{2}} |Q|^{-\frac{N-1}{2}} C_{N,p} \Psi_N^{-1}(\delta)(1 + o(1)) + C w^{N-1},
\]

as \( \delta \to 0^+ \).
Proof. Let \( c = (1 ± \tau)\frac{R_1 + R_2}{2R_1R_2} \). From (5.6) and [15, Lemma AppendixB.1] and [15, Lemma AppendixB.2], we have

\[
- \left( \frac{U_0^1 - U_0^2}{\delta + cQP^\perp \cdot P^\perp} \right)^{p-1} (1 + o(\delta^2 + |P - P_0|^2)) - C \leq H^{p-1}(\nabla u_{\delta}(P))\nabla \xi H(\nabla u_{\delta}(P)) \cdot \nu(P) \leq - \left( \frac{U_0^1 - U_0^2}{\delta + cQP^\perp \cdot P^\perp} \right)^{p-1} (1 + o(\delta^2 + |P - P_0|^2)) + C,
\]

where \( Q \) is defined by (1.9) and \( P^\perp \) is the projection of \( P \) over the orthogonal to \( P_0 \). By integrating over \( I = \partial D_\delta \cap \partial N_\delta(w) \), we obtain

\[
(5.12) \quad - (U_0^1 - U_0^2)^{p-1} \int_I \frac{1}{(\delta + cQP^\perp \cdot P^\perp)^{p-1}} d\sigma (1 + o(1)) - Cw^{N-1} \leq I_\delta(w)
\]

\[
\leq - (U_0^1 - U_0^2)^{p-1} \int_I \frac{1}{(\delta + cQP^\perp \cdot P^\perp)^{p-1}} d\sigma (1 + o(1)) + Cw^{N-1}.
\]

Hence, we have to understand the asymptotic behaviour of

\[
\hat{I} = \int \frac{d\sigma}{(\delta + cQP^\perp \cdot P^\perp)^{p-1}}
\]

as \( \delta \to 0 \).

Since \( \{x_1 = 0\} \) is the orthogonal to \( P_0 \), we write \( P^\perp = (x', x_N) \), where \( x' = (x_1, \ldots, x_{N-1}) \). The implicit function theorem guarantees that there exists a function \( \phi : \{\sqrt{1/|x'|} < w\} \to \mathbb{R} \) such that \( H_0(x', \phi(x')) = R_1, \phi(0) = \delta \) and \( (x', \phi(x')) \in I \). Hence (5.13) becomes

\[
\hat{I} = \int \frac{\sqrt{1 + |\nabla x' \phi(x')|^2}}{(\delta + cQx' \cdot x')^{p-1}} dx'.
\]

We recall that the point \( P = (x', \phi(x')) \) lies on a Wulff shape, which implies that

\[
1 + |\nabla x' \phi(x')|^2 = \frac{1}{(\partial_{\xi N} H_0(P_0))^{2}} (1 + o(x'))
\]

as \( x' \to 0 \) and, by a change of variables, we find

\[
\hat{I} = |\partial_{\xi N} H_0(P_0)|^{-1} \delta^{\frac{N+1}{2} - p} (c |Q|)^{\frac{N+1}{2}} \int_{\{x_1 < \sqrt{\frac{1}{\delta}}w\}} \frac{|y|^{N-2}}{(1 + |y|^2)^{p-1}} dy.
\]

Tedious by standard calculations show that

\[
\lim_{\delta \to 0^+} \delta^{\frac{N+1}{2} - p} \Psi_N(\delta) \int_{\{x_1 < \sqrt{\frac{1}{\delta}}w\}} \frac{|y|^{N-2}}{(1 + |y|^2)^{p-1}} dy = K_{N,p},
\]

where \( \Psi_N(\delta) \) is given by (5.11) and \( K_{N,p} \) is a constant which depends only on \( N \) and \( p \) and can be explicitly computed. Hence

\[
\hat{I} = (c |Q|)^{-\frac{N+1}{2}} K_{N,p} |\partial_{\xi N} H_0(P_0)|^{-1} \Psi_N^{-1}(\delta)(1 + o(1))
\]

as \( \delta \to 0^+ \). From (5.12) and (5.14) we obtain the assertion. \( \square \)

In the following Proposition we give upper and lower bounds on the difference of potential \( U_0 \).
Proposition 5.4. For any fixed $\tau \in (0, 1/2)$ we have that
\[
(1 - \tau)C_\ast \Psi_N(\delta)(1 + o(1))(1 + \tau)C_\ast \Psi_N(\delta)(1 + o(1)),
\]
where $C_\ast$ is given by (1.11).

Proof. The proof follows straightforwardly from Lemma 5.3 and Lemma 5.1. \qed

We are ready to proof Theorem 1.1.

Proof of Theorem 1.1. By choosing $w$ small enough and since the gradient stays uniformly bounded outside the neck of width $w$ (see Lemma 4.2), from Lemma 5.2 and Proposition 5.4 we obtain the assertion. \qed
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