CONDUCTORS AND MINIMAL DISCRIMINANTS OF HYPERELLIPTIC CURVES: A COMPARISON IN THE TAME CASE
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Abstract. Let $C$ be a hyperelliptic curve of genus $g$ over the fraction field $K$ of a discrete valuation ring $R$. Assume that the residue field $k$ of $R$ is perfect and that $\text{char}(k) > 2g + 1$. Let $S = \text{Spec } R$. Let $X$ be the minimal proper regular model of $C$ over $S$. Let $\text{Art}(C/K)$ denote the Artin conductor of the $S$-scheme $X$ and let $\nu(\Delta_C)$ denote the minimal discriminant of $C$. We prove that $-\text{Art}(C/K) \leq \nu(\Delta_C)$. The key ingredients are a combinatorial refinement of the discriminant introduced in this paper (called the metric tree) and a recent refinement of Abhyankar’s inversion formula for studying plane curve singularities. We also prove combinatorial restrictions for $-\text{Art}(C/K) = \nu(\Delta_C)$.

1. Introduction

The goal of this paper is to prove an inequality between two measures of degeneracy for a family of hyperelliptic curves, namely the Artin conductor and the minimal discriminant. Let $(R, \nu)$ be a discrete valuation ring with perfect residue field $k$ of of odd characteristic. Let $K$ be the fraction field of $R$. Let $C$ be a smooth, projective, geometrically integral curve of genus $g \geq 1$ defined over $K$. Let $S = \text{Spec } R$. Let $X$ be a proper, flat, regular $S$-scheme with generic fiber $C$. The Artin conductor of the model $X$ is given by $\text{Art}(X/S) = \chi(X_K) - \chi(X_k) - \delta$, where $\chi$ is the étale Euler-characteristic and $\delta$ is the Swan conductor associated to the $\ell$-adic representation $\text{Gal}(\overline{K}/K) \to \text{Aut}_{\mathbb{Q}_\ell}(H^1_{\text{et}}(X_K, \mathbb{Q}_\ell))$ ($\ell \neq \text{char}(k)$). The Artin conductor is a measure of degeneracy of the model $X$; it is a non-positive integer that is zero precisely when either $X/S$ is smooth or when $g = 1$ and $(X_k)_{\text{red}}$ is smooth. Let $\text{Art}(C/K)$ denote the Artin conductor of the minimal proper regular model of $C$ over $S$.

For hyperelliptic curves, there is another measure of degeneracy defined in terms of minimal Weierstrass equations. Assume that $C$ is hyperelliptic. An integral Weierstrass equation for $C$ is an equation of the form $y^2 = f(x)$ with $f(x) \in R[x]$, such that $C$ is birational to the plane curve given by this equation. The discriminant of such an equation is defined to be the non-negative integer $\nu(\Delta_f)$, where $\Delta_f$ is the discriminant of $f$, thought of as a polynomial of degree $2[\deg(f)/2]$. A minimal Weierstrass equation is an equation for which the integer $\nu(\Delta_f)$ is as small as possible amongst all integral equations, and the corresponding integer $\nu(\Delta_C)$ is called the minimal discriminant of $C$.

When $g = 1$, we have $-\text{Art}(C/K) = \nu(\Delta_C)$ by the Ogg-Saito formula [Sai88, p.156, Corollary 2]. When $g = 2$, Liu [Liu94, p.52, Theoreme 1 and p.53, Theoreme 2] shows that $-\text{Art}(C/K) \leq \nu(\Delta_C)$. In the author’s thesis [Sri15], Liu’s inequality was extended to hyperelliptic curves of arbitrary genus assuming that the roots of $f$ are defined over an unramified extension of $K$. In this paper, we extend [Sri15] assuming only that $\text{char}(k) > 2g + 1$ (in particular, the roots of $f$ are defined over a tame extension of $K$).
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**Theorem 1.1.** Let $C$ be a hyperelliptic curve of genus $g \geq 1$ over a discretely valued field $K$ with ring of integers $R$ and perfect residue field $k$ such that $\text{char}(k) > 2g + 1$. Let $\nu(\Delta_C)$ be the minimal discriminant of $C$ and let $\text{Art}(C/K)$ denote the Artin conductor of the minimal regular model of $C$. Then

$$-\text{Art}(C/K) \leq \nu(\Delta_C).$$

**Combinatorial criterion for equality.** The techniques in this paper enable us to give a purely combinatorial explanation for why the Ogg-Saito conductor-discriminant equality in genus 1 is sometimes only an inequality when $g \geq 2$. The reason for bad reduction in hyperelliptic curves in odd residue characteristic is because distinct roots of the polynomial $f$ reduce to the same element in the residue field. Roughly, the difference in the two invariants comes about because the discriminant keeps track of not just the collision of roots, but how many roots collide at the same point. However, if we have a large number of roots coming together to order 1 that can still be separated with a single blowup, then the conductor is still small. The inequality between the conductor and the discriminant in this case boils down to the inequality $2 \leq n(n - 1)$ for any integer $n \geq 2$. This analysis is accurate if the roots of $f$ are rational and we have an even number of roots coming together, and every pair comes together to order 1.

More generally, even when the roots of $f$ are non-rational, for every closed point $P$ in $\text{div}(f)$ on $\mathbb{P}^1_R$, one can look at the multiplicity of $f$ in the local ring at $P$—this is a positive integer that can be viewed as a weighted sum $w_P(f)$ of the roots of $f$ specializing to $P$. (See Definition 6.1 and Lemma 6.2). For example, for $P$ as above, we have $w_P(f) = 1$ exactly when $f$ does not vanish identically along the special fiber and exactly one irreducible factor of $f$ specializes to $P$, and this factor is either linear or a translate of an Eisenstein polynomial. For equality to hold, it is necessary that all points $P$ in $\text{div}(f)$ have $w_P(f) \leq 3$. More precisely, for every polynomial $f \in R[x]$ (for example, a polynomial $f$ such that $\nu(\Delta_f) = \nu(\Delta_C)$), our techniques produce an explicit proper regular model $X^f$ for the hyperelliptic curve with equation $y^2 = f(x)$, which is sometimes the minimal model, and we can show

**Theorem 1.3.** $-(\text{Art}(X^f)) = \nu(\Delta_f)$ if and only if every $P$ in $\text{div}(f)$ is either a good weight 3 point (see Definition 6.2) or has $w_P(f) \leq 2$. In particular, we have $-(\text{Art}(X^f)) < \nu(\Delta_f)$ if there exists $P$ in $\text{div}(f)$ with $w_P(f) \geq 4$.

We also prove the following corollaries to this theorem in Section 10, by showing that the conditions in this theorem are automatically satisfied in the setting of the minimal Weierstrass equation for an elliptic curve, thus explaining the Ogg-Saito equality in genus 1 and inequality in higher genus.

**Corollary 1.4.** Assume that $\text{deg}(f) = 3$ and that $y^2 = f(x)$ is a minimal Weierstrass equation. Then $-\text{Art}(X^f) = \nu(\Delta_f)$.

**Corollary 1.5.** We have strict inequality $-(\text{Art}(X^f)) < \nu(\Delta_f)$ whenever four or more irreducible factors of $f$ specialize to the same point in the standard model $\mathbb{P}^1_R$ (“non-generic collision of roots”).

Using Theorem 1.3, we are able to produce examples of hyperelliptic curves with bad reduction in every genus where we have equality and inequality.

**Example.** Let $a_1, a_2, \ldots, a_{2g-1}$ be any $2g - 1$ elements of $R$ with pairwise distinct reductions in $k$. 
• If $C$ is the genus $g$ hyperelliptic curve given by $y^2 = x^{2g+2} - t$, then we have $-(\text{Art}(C/K)) = \nu(\Delta_C)$.
• Let $C$ be the genus $g$ hyperelliptic curve $y^2 = (x-a_1)(x-a_1+t)(x-a_2)(x-a_2+t)\ldots (x-a_g)(x-a_g+t)$. Then $-(\text{Art}(C/K)) = \nu(\Delta_C)$.
• Let $C$ be the hyperelliptic curve $y^2 = (x-a_1)(x-a_1+t)(x-a_1-t)(x-a_2)(x-a_2)(x-a_3)\ldots (x-a_{2g-1})$. Then $-(\text{Art}(C/K)) < \nu(\Delta_C)$.

When $g \geq 2$, since both the Artin conductor and the minimal discriminant are nonzero precisely when the curve $C$ has bad reduction, one might also ask if there is an inequality between the conductor and the discriminant in the other direction. The difference between the two invariants can be as large as a quadratic function in $g$. (See Example 10.9.)

For our explicit proper regular possibly non minimal model $X^f$ for the hyperelliptic curve, we can show $\nu(\Delta_C) \leq (g+1)(2g+1)(-\text{Art}(X^f))$. (See Remark 10.10.) An analogous inequality with a different notion of discriminant is proven in the semistable case in [Man03, Théorème 1.1], by proving effectivity of a certain Cartier divisor on a moduli space. This leads us to the following question which we do not answer in this paper (since we have not analyzed how many contractible components our model $X^f$ might have).

**Question 1.1.** Is there an explicit quadratic function $c(g)$ such that $\nu(\Delta_C) \leq c(g)(-\text{Art}(C/K))$?

1.6. **Summary of earlier work on conductor-discriminant inequalities.** In genus 1, the proof of the Ogg-Saito formula used the explicit classification of special fibers of minimal regular models of genus 1 curves. In genus 2, [Liu94] defines another discriminant that is specific to genus 2 curves, and compares both the Artin conductor and the minimal discriminant (our $\nu(\Delta_C)$, which Liu calls $\Delta_0$) to this third discriminant (which Liu calls $\Delta_{\text{min}}$). This third discriminant $\Delta_{\text{min}}$ is sandwiched between the Artin conductor and the minimal discriminant and is defined using a possibly non-integral Weierstrass equation such that the associated differentials generate the $R$-lattice of global sections of the relative dualizing sheaf of the minimal regular model. It does not directly generalize to higher genus hyperelliptic curves (but see [Liu94, Definition 1, Remarque 9] for a related conductor-discriminant question). Liu even provides an explicit formula for the difference between the Artin conductor and both $\Delta_0$ and $\Delta_{\text{min}}$ that can be described in terms of the combinatorics of the special fiber of the minimal regular model (of which there are already over 120 types!).

Since these invariants are insensitive to unramified base extensions, we may assume that $k$ is algebraically closed. We also fix a polynomial $f \in R[x]$ such that $\nu(\Delta_C) = \nu(\Delta_f)$. The common starting point of [Sri15] and this paper is to produce an explicit regular model $X^f$ admitting a finite degree 2 map to an explicit regular model $Y^f$ of $\mathbb{P}^1_K$. It suffices to show $-\text{Art}(X^f) \leq \nu(\Delta_f)$, since $-\text{Art}(C/K) \leq -\text{Art}(X^f)$. The model $Y^f$, which we call the good embedded resolution of the pair $(\mathbb{P}^1_K, \text{div}(f))$, is a blowup of $\mathbb{P}^1_R$ on which all components of $\text{div}(f)$ of odd multiplicity are regular and disjoint (Definition 3.2). The normalization of $Y^f$ in the function field of the hyperelliptic curve $X^f$ is an explicit regular model for $C$. In [Sri15], the assumption that the roots of $f$ are defined over $K$ ensures that all irreducible components of $\text{div}(f)$ are already regular in the standard model $\mathbb{P}^1_R$, and we only have to deal with making the odd multiplicity components of $\text{div}(f)$ disjoint. The conductor-discriminant inequality for $f$ is then proven by decomposing both $-\text{Art}(X^f)$ and $\nu(\Delta_f)$ into local terms indexed by the vertices of the dual tree of $Y^f$. When the roots of $f$ are not defined over
This analysis is much more involved, since we now need to carry out explicit embedded resolution of \( \text{div}(f) \) in \( \mathbb{P}^1_R \).

1.7. Outline of this paper.

1.7.1. **Explicit regular models.** In Section 4, we show that we may reduce to the case \( R = k[[t]] \) by producing a polynomial \( f^* \in k[[t]] [x] \) such that \( \nu(\Delta_f) = \nu(\Delta_{f^*}) \) and \( -\text{Art}(X_f) = -\text{Art}(X_{f^*}) \). Our assumption that \( \text{char}(k) > \deg(f) \) ensures that the roots of \( f \) are defined over a tame cyclic Galois extension. This allows us to write down Newton-Puiseux expansions for the roots of \( f \) with bounded denominators. The continued fraction expansions of a finite set of special exponents in these Newton-Puiseux expansions, called the characteristic exponents (see Definition 8.11) control the combinatorics of the special fiber of the model \( Y_f \), and in turn \( -\text{Art}(X_f) \). The dual graphs of these embedded resolutions can be computed using the explicit resolution algorithm described in [Wal04, Theorem 3.3.1, Lemma 3.6.1]. For the rest of the paper, it is assumed that \( R = k[[t]] \).

1.7.2. **An inductive argument and the base case.** The proof of the conductor-discriminant inequality is an induction on the ordered pair of integers \((\deg(f), \nu(\Delta_f))\). The base case of this induction is when \( f \) factors as a product of linear and shifted Eisenstein polynomials with distinct specializations in \( \mathbb{P}^1_R \). Here \( Y_f \) is \( \mathbb{P}^1_R \) and \( X_f \) is the Weierstrass model, which is regular in this case. A direct computation then shows that we have \( -\text{Art}(X_f) = \nu(\Delta_f) \) (Section 5). When \( f \) is not of this form, we study the equation of the strict transform of \( f \) after a blowup of \( \mathbb{P}^1_R \) at the images of the nonregular points of the Weierstrass model. We use this equation along with a change of variables to define a set of replacement polynomials for the polynomial \( f \) (Definition 6.4). The key calculation is to compare the conductor (and respectively the discriminant) of the polynomial \( f \) to the sum of the conductors (and respectively the discriminants) of its replacement polynomials. We show that the change on the conductor side is less than or equal to the change in the discriminant side (Theorem 6.7). Adding the conductor-discriminant inequalities for the replacement polynomials (which we know from the induction hypothesis) to the key inductive inequality then proves the conductor-discriminant inequality for \( f \).

Section 6 is devoted to defining the replacement polynomials.

1.7.3. **Change on the conductor side during induction.** In Section 7, we use the inclusion-exclusion property of the Euler-characteristic along with the Riemann-Hurwitz formula to compute the difference between the conductor of \( f \) and the sum of the conductors of its replacement polynomials. This difference is the left hand side of the key inductive inequality.

1.7.4. **The metric tree.** The right hand side of the key inductive inequality, which is the difference between the discriminant of \( f \) and the sum of the discriminants of its replacement polynomials, is harder to compute. For this, we first replace the discriminant \( f \) by a combinatorial refinement of it, which we call the metric tree of \( f \). The metric tree is introduced in Section 8. See Figure 1 for an example.

The metric tree keeps track of the relative \( t \)-adic distances between all pairs of roots of \( f \). It is easy to recover the discriminant of \( f \) from its metric tree (Lemma 8.3). The Galois action on the roots of \( f \) extends to a Galois action on the whole metric tree. For example, if \( f \) is irreducible and its roots have valuation \( a/b < 1 \) with \( \gcd(a, b) = 1 \), then the metric tree
of $f$ has $b$ identical subtrees glued onto one end of a segment of length $a/b$, as in Figure 1 and the Galois action permutes these subtrees, keeping points on the line segment fixed.

### 1.7.5. The change on the discriminant side and Abhyankar’s inversion formula.

We exploit this symmetry of the metric tree, along with a refinement of Abhyankar’s inversion formula from [GBGPPP17] to describe the metric tree of the replacement polynomials from the metric tree of $f$ (Theorem 8.5 and Theorem 8.17). Continuing with the same setup as before, if $f$ is irreducible with roots of valuation $a/b$, its replacement polynomial $g$ is also irreducible with $\deg(g) = \deg(f)a/b$. Furthermore, Abhyankar’s inversion formula can be used to prove that the metric tree of $g$ is obtained by gluing $a$ identical subtrees to one end of a line segment of length $b/a - 1$. The subtrees in the replacement polynomial are identical to the subtrees in $f$, except that the metric gets scaled by a factor of $b/a$. When $f$ has multiple irreducible factors, we compute the replacement polynomials of each irreducible factor separately and use a recent refinement of the inversion formula to show how to glue them together appropriately. Once we have the metric tree of the replacement polynomial, we can use Lemma 8.3 once again to compute the discriminants of the replacement polynomials, and in particular the difference in the discriminant of $f$ and its replacement polynomials (Section 9).

### 1.7.6. Termination of induction.

Finally, in Section 10, we put together the results of the previous three sections to prove the key inductive inequality (Theorem 6.7). We prove that the induction terminates (Corollary 10.3), and study the exact combinatorial restrictions needed for equality to hold (Theorem 1.3).

### 1.8. Related work.

In the semistable case, work of Kausz [Kau99] (when $p \neq 2$) and Maugeais [Mau03] (all $p$) compares the Artin conductor to yet another notion of discriminant. Concurrent to and independent of our work, the authors of [DDMM18] introduced the cluster picture of a polynomial $f$, which is the same as the metric tree introduced in this paper. The authors compute many arithmetic invariants attached to hyperelliptic curves in terms of the cluster picture of $f$ in the semistable case. In contrast, our results do not require the semistability hypothesis.
In [Koh19], Kohls compares the conductor exponent $\varphi$ for the Galois representation $\text{Gal}(\mathcal{K}/K) \to \text{Aut}_{\mathbb{Q}_\ell}(H^1_{et}(\mathcal{X}, \mathbb{Q}_\ell))$ with the minimal discriminant of superelliptic curves, by studying the Galois action on the special fiber of the semistable model as in [BW17]. In [BKSW19], the authors define minimal discriminants of Picard curves (degree 3 cyclic covers of $\mathbb{P}^1_K$) and compare the conductor exponent and the minimal discriminant for such curves. Our results are stronger than these results in the case of hyperelliptic curves, since $-\text{Art}(C/K) = n - 1 + \varphi$, where $n$ is the number of irreducible components in the special fiber of the minimal proper regular model of $C$.

In [FN19], Faraggi and Nowell describe the special fibers of snc models of hyperelliptic curves when the splitting field of $f$ is tamely ramified. Their approach is to resolve the tame quotient singularities that show up when you take the quotient of the semistable model (which they explicitly describe using the cluster picture/metric tree) by the Galois action. We cannot directly use their constructions, since the conductor-discriminant inequality does not hold with the minimal snc-model in place of the minimal regular model. This inequality already fails in genus 1 when the minimal regular model does not coincide with the minimal snc-model.

The conductor-discriminant inequality also holds in the wild case when $\delta \neq 0$ in genus 1 and genus 2 due to Ogg, Saito and Liu. In [OS19], in joint work with Andrew Obus, we extend the conductor-discriminant inequality to all hyperelliptic curves when $\text{char}(k) \neq 2$, using the so-called “Mac Lane valuations”. These give an explicit way of describing the entire regular resolution directly in terms of lower degree approximations of the roots of $f$, without having to write down Newton-Puiseux expansions of the roots of $f$ first. Our results in [OS19] reprove the results in this paper using different techniques and also covers wild ramification. However, the combinatorial criterion for equality $-\text{Art}(X^f) = \nu(\Delta_f)$ is more transparent and easier to analyze using the techniques in this paper, since we analyze the the difference in the two sides of the inequality after each blow up instead of writing the entire regular model all at once. We also hope that the inductive argument on metric trees would be of independent interest to the more combinatorially-inclined reader.

1.9. Notation. The invariants $-\text{Art}(X/S)$ and $\nu(\Delta)$ are unchanged when we extend scalars to the strict Henselization. So from the very beginning, we let $R$ be a complete discrete valuation ring with algebraically closed residue field $k$. Assume that $\text{char}(k) \neq 2$. Let $K$ be the fraction field of $R$ and $\overline{K}$ be a separable closure of $K$. Let $\nu: \overline{K} \to \mathbb{Q} \cup \{\infty\}$ be the
unique extension of the discrete valuation on $K$ to $\overline{K}$. Let $t \in R$ be a uniformizer; $\nu(t) = 1$. Let $S = \text{Spec } R$. Let $C$ be a hyperelliptic curve over $K$ with genus $g \geq 2$.

Let $y^2 - f(x) = 0$ be an integral Weierstrass equation for $C$, i.e., $f(x) \in R[x]$ and $C$ is birational to the plane curve given by this equation. The discriminant of a Weierstrass equation $d_f$ equals the discriminant of $f$ considered as a polynomial of degree $2g + 2$. A minimal Weierstrass equation for $C$ is a Weierstrass equation for $C$ such that $\nu(d_f)$ is as small as possible amongst all integral Weierstrass equations for $C$. The minimal discriminant $\nu(\Delta_C)$ of $C$ equals $\nu(d_f)$ for a minimal Weierstrass equation $y^2 - f(x)$ for $C$. Fix such an equation.

For any proper regular curve $Z$ over $S$, we will denote the special fiber of $Z$ by $Z_s$, the generic fiber by $Z_0$ and the geometric generic fiber by $Z_\pi$. We will denote the function field of an integral scheme $Z$ by $K(Z)$, the local ring at a point $z$ of a scheme $Z$ by $\mathcal{O}_z$ and the unique maximal ideal in $\mathcal{O}_z$ by $\mathfrak{m}_z$. For $f \in K(Z)$, we will denote the divisor of $f$ by div($f$) and the divisor of zeroes of $f$ by div$_0(f)$. The reduced scheme attached to a scheme $Z$ will be denoted $Z_{\text{red}}$. If $Z$ is a smooth divisor on a smooth scheme $Z'$, then we will denote the corresponding discrete valuation on $K(Z')$ by $\nu_Z$.

We will let $\mathbb{P}^1_{L, \text{Berk}}$ denote the Berkovich projective line over the field $L$, and let $\zeta$ denote its Gauss point.

2. The Artin conductor/Deligne discriminant

Let $X$ be an integral proper $S$-scheme of relative dimension 1. Fix $\ell \neq \text{char } k$. Let $\chi$ denote the compactly-supported Euler-characteristic for the $\ell$-adic étale topology. Let $\delta$ be the Swan conductor associated to the $\ell$-adic representation $\text{Gal } (\overline{K}/K) \to \text{Aut}_{\mathbb{Q}_\ell} (H^1_{\text{et}}(X_\pi, \mathbb{Q}_\ell))$ ($\ell \neq \text{char } k$) [Sai88, p.153].

**Definition 2.1.** The (negative of) the Artin conductor of $X$, or alternately, the Deligne discriminant of $X$, denoted $-\text{Art}(X/S)$ is given by

$$-\text{Art}(X/S) := \chi(X_s) - \chi(X_\pi) + \delta.$$ 

Let $Y$ be a regular integral 2-dimensional $S$-scheme and let $f$ be a rational function on $Y$ that is not a square. Assume that the residue field at any closed point of $Y$ is not of characteristic 2. Let $X$ be the normalization of $Y$ in $K(Y)(\sqrt{f})$. Let $\text{div}(f) = \sum_{i \in I} m_i \Gamma_i$, and let $B = \sum_{m_i \text{ odd}} \Gamma_i$.

**Lemma 2.1.** Keep the notation from the paragraph above. Assume $\text{char}(k) \neq 2$.

$$-\text{Art}(X/S) = 2(\chi(Y_s) - \chi(Y_\pi)) - (\chi(B_s) - \chi(B_\pi)) + \delta.$$ 

If $X_\pi$ is a hyperelliptic curve with equation $y^2 = f(x)$ and $\text{char}(k) > \deg(f)$, then $\delta = 0$.

**Proof.** This is the Riemann-Hurwitz formula applied to the finite branched tame degree 2 covers $X_\pi \to Y_\pi$ and $X_s \to Y_s$. Let $R$ be the inverse image of $B$ in $X$; then the map $V := X \setminus R \to U := Y \setminus B$ is étale. Since $\chi(V) = d\chi(U)$ for any tame étale degree 2 cover $V \to U$ of varieties over an algebraically closed field of characteristic $\neq \ell$ and since $\text{char}(k) \neq 2$, we have $\chi(X_s \setminus R_s) = 2\chi(Y_s \setminus B_s)$ and $\chi(X_\pi \setminus R_\pi) = 2\chi(Y_\pi \setminus B_\pi)$. Since $k$ is algebraically closed and $\ell$-adic étale cohomology satisfies the same dimension and exactness axioms as singular cohomology, the proof of the formula now follows from excision. If $X_\pi$ is hyperelliptic and $\text{char}(k) > \deg(f)$, then $\text{char}(k) > 2g + 1$ and hence $\delta = 0$. \qed
3. An explicit regular model

In this section, we construct a good regular model of a hyperelliptic curve with minimal Weierstrass equation $y^2 = f(x)$ by first constructing a suitable embedded resolution of the pair $(\mathbb{P}_R^1, \text{div}(f))$ (Lemma 3.1), and then taking its normalization in a degree 2 extension of its function field (Lemma 3.3). We also prove a lemma about when two such embedded resolutions of pairs $(Y, \Gamma)$ and $(Y', \Gamma')$ are isomorphic (Lemma 3.2), which we will use in Section 6 for inductive arguments.

**Definition 3.1.** Given a regular arithmetic surface $Y$ and a Weil divisor $\Gamma = \sum m_i \Gamma_i$, define the underlying odd divisor $\Gamma_{\text{odd}}$ by $\Gamma_{\text{odd}} := \sum_{m_i \text{odd}} m_i \Gamma_i$.

**Definition 3.2.** Let $Y \to S$ be a regular arithmetic surface, let $f \in K(Y)$. A good embedded resolution of the pair $(Y, \text{div}(f))$ is another regular arithmetic surface $Y'$ such that $Y'$ fits in a sequence $Y' := Y_n \to Y_{n-1} \cdots \to Y_1 \to Y_0 := Y$, where each $Y_i$ is obtained by blowing up the nonregular points of the closed subscheme $[\text{div}(f)_{\text{odd}}]_{\text{red}}$ on $Y_{i-1}$, and such that the divisor $[\text{div}(f)_{\text{odd}}]_{\text{red}}$ on $Y'$ is regular.

**Lemma 3.1.**

(a) A good embedded resolution exists for every pair $(Y, \text{div}(f))$ as above.
(b) If $Y' \to Y$ is a good embedded resolution of $\text{div}(f)$ and $\text{div}(f)_{\text{odd}} = \sum m_i \Gamma_i$ on $Y'$, then $\Gamma_i$ is regular for every $i$ and $\Gamma_i$ and $\Gamma_j$ do not intersect if $i \neq j$.

**Proof.**

(a) Since $R$ is assumed to be a complete discrete valuation ring and therefore excellent, we may use the results of [Liu02, Chapter 9]. The construction of $Y'$ is analogous to the proof of embedded resolution in [Liu02, p.404, Chapter 9, Theorem 2.26] and we sketch the details. We first blow up closed points of $Y$ to make the irreducible components of $\text{div}(f)_{\text{odd}}$ regular as in [Liu02, p.405, Chapter 9, Lemma 2.32], and then do some further blowups to separate components of $\text{div}(f)_{\text{odd}} \subset Y$ as in the construction of a normal crossings model in [Liu02, p.404, Chapter 9, Theorem 2.26]. The main difference is that we do not care about making horizontal components of $\text{div}(f)_{\text{odd}}$ transverse to exceptional curves that appear with even multiplicity. Once we get to the point that at most two irreducible components $\Gamma$ and $\Gamma'$ of $\text{div}(f)_{\text{odd}}$ pass through any point $P$, then one further blowup at $P$ produces a curve that appears with even multiplicity in $\text{div}(f)$ and separates $\Gamma$ and $\Gamma'$ ([Sri15, Lemma 2.3]).

(b) The reduced curve $[\text{div}(f)_{\text{odd}}]_{\text{red}}$ on the regular surface $Y'$ is locally given by the vanishing of a single function by [Liu02, p.117, Chapter 4, Proposition 1.12]. By [Liu02, p.378, Chapter 9, Proposition 1.8], the zero locus of a single function on a regular surface is regular at a point $P$ if and only if the function is not in $m_P^2$. Putting these two facts together, it follows that $[\text{div}(f)_{\text{odd}}]_{\text{red}}$ is regular if and only if its irreducible components are regular and pairwise disjoint. □

**Remark 3.3.** From the local nature of the construction, we see that we may also talk about the good embedded resolution of a pair $(\mathcal{O}, \text{div}(f))$, where $\mathcal{O}$ is a regular 2-dimensional $R$-algebra and $f \in \mathcal{O}$.

We record the following corollary which will be useful for inductive arguments in Section 6.
Corollary 3.2. Let $\mathcal{O}$ be a regular 2-dimensional $k$-algebra. Let $u, q, g, h \in \mathcal{O}$ be such that $g = uq^2h$ and $u$ is a unit in $\mathcal{O}$. Then the good embedded resolutions of the pairs $(\mathcal{O}, \text{div}(g))$ and $(\mathcal{O}, \text{div}(h))$ are isomorphic. Furthermore $\text{div}(g)_{\text{odd}} = \text{div}(h)_{\text{odd}}$ on the resolution.

Proof. Since $g = uq^2h$ implies that $\text{div}(g)_{\text{odd}} = \text{div}(h)_{\text{odd}}$, it follows from Definition 3.2 and Remark 3.3 that the good embedded resolutions of the pairs $(\mathcal{O}, \text{div}(g))$ and $(\mathcal{O}, \text{div}(h))$ are isomorphic. □

Definition 3.4. Let $Y^f$ be a good embedded resolution of the pair $(\mathbb{P}^1_R, \text{div}(f))$, and let the branch locus $B^f := \text{div}(f)_{\text{odd}}$ on $Y^f$. Define $X^f$ to be the normalization of $Y^f$ in $K(x)[y]/(y^2 - f(x))$.

Lemma 3.3. The model $X^f$ is regular.

Proof. This follows from [Sri15][Lemma 2.1]. □

4. Reduction to the equicharacteristic case

The goal of this section is to show that we may assume $R = k[[t]]$ without any loss of generality. Fix a (set-theoretic) section $k \to R$ of the natural surjective reduction map $R \to k$ sending 0 to 0. (If $k \subset R$, fix the identity section.) Elements in the image of this section will be called lifts. Let $n$ be a positive integer coprime to $p$. Every element $a \in R[t^{1/n}]$, has a unique expansion of the form $a = \sum_{m \in \mathbb{Z}_{\geq 0}} a_m t^{m/n}$ (the Newton-Puiseux expansion) such that every $a_m$ is a lift.

We will let $\nu$ denote the discrete valuation on both $\bigcup_{n > 1, (n, \text{char } k) = 1} R[t^{1/n}]$ and $\bigcup_{n > 1, (n, \text{char } k) = 1} k[[t^{1/n}]]$. If $a = \sum_{m \in \mathbb{Z}_{\geq 0}} a_m t^{m/n}$ is the Newton-Puiseux/t-adic expansion of an element in one of these rings, then $\nu(a) = m/n$, where $m$ is the smallest integer with $a_m \neq 0$.

Proposition 4.1. Let $f \in R[x]$ be a separable polynomial with $\deg f < \text{char } k$ if $\text{char } k > 0$. Then there exists a separable polynomial $f^g \in k[[t]][x]$ of the same degree with the following properties.

(a) There is a bijection of the roots $\{\alpha_1, \ldots, \alpha_r\}$ of $f$ with the roots $\{\beta_1, \beta_2, \ldots, \beta_r\}$ of $f^g$ that satisfy

- $\nu(\alpha_i) = \nu(\beta_i)$ for all $i$, and
- $\nu(\alpha_i - \alpha_j) = \nu(\beta_i - \beta_j)$ for all $i \neq j$.

In particular $\Delta_f = \Delta_{f^g}$.

(b) The special fibers of the models $X_f$ and $X_{f^g}$ from Definition 3.4 are isomorphic. In particular $\text{Art}(X_f) = \text{Art}(X_{f^g})$.

Proof. Since $\text{char } k > \deg(f)$ and $k$ is algebraically closed, the splitting field of $f$ is a totally ramified tame extension of $K$, and therefore cyclic [Ser79, Chapter IV, § 2, Proposition 7, Corollary 2]. Since $K$ is complete and $k$ is algebraically closed, by Kummer theory, we may further assume that this splitting field equals $K(t^{1/n})$ for some integer $n > 1$. Since $f$ is monic and integral, it follows that all roots of $f$ are contained in $R[t^{1/n}]$. Let $g_1, g_2, \ldots, g_l$ be the irreducible factors of $f$, and let $f = ut^b g_1 \ldots g_l$ for some $b \in \{0, 1\}$ and unit $u \in R$. For each irreducible factor $g_j$, pick a root $\alpha_i$ of $g_j$ and write down its Newton-Puiseux expansion $\alpha_i := \sum_{m \in \mathbb{Z}_{\geq 0}} a'_m t^{m/n}$. Since $f$ is separable, there exists an integer $M$ such that

- for every $i$, we have $\deg g_i = \text{lcm}(\text{denom}(m/n))$ for $m \leq M$, $a'_m \neq 0$, where $\text{denom}(m/n)$ is the denominator of the rational number $m/n$ when written in lowest form.
• whenever \( i \neq j \), we have \( \alpha_i \mod t^{M/n} \neq \alpha_j \mod t^{M/n} \) in \( R[t^{1/n}] \).

Define

\[
g^s_i := \text{The minimal polynomial of } \sum_{m=0}^{M} a_m^{i} t^m/n \text{ in } k[[t]][x]
\]

\[
f^s := t^b \prod_{i=1}^{l} g^s_i.
\]

(a) For every \( i \) with \( 1 \leq i \leq l \), fix a primitive \((\deg g_i)^{th}\) root of unity \( \zeta_i \in R \) (\( \deg g_i < \deg f \) and is therefore prime to char \( k \) if char \( k > 0 \)). Since the splitting field of \( g_i \) is \( K(t^{1/\deg g_i}) \) with Galois group generated by \( t^{1/\deg g_i} \mapsto \zeta t^{1/\deg g_i} \), every root of \( g_i \) has the form \( \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{j} a_m^{i} t^m/n \) for a unique \( j \) such that \( 1 \leq j \leq \deg g_i \). (This may not be the Newton-Puiseux expansion of the element using the chosen lifts, since we only fixed a set-theoretic section \( k \to R \), but that is okay since we do not need this for what follows.) Since the splitting field of \( g^s_i \) is also \( k((t^{1/\deg g_i})) \), it follows that every root of \( g^s_i \) has the form \( \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{j} a_m^{i} t^m/n \) for a unique \( j \) such that \( 1 \leq j \leq \deg g_i \). Extend the list \( \{\alpha_1, \ldots, \alpha_l\} \) to a complete set of roots of \( f \), and set \( \beta_i := \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{jm} a_m^{i} t^m/n \) if \( \alpha_i = \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{jm} a_m^{i} t^m/n \). Since the \( \zeta_i \) are units in \( R \), it follows that for any two indices \( i, j \), we have \( \zeta_i^{jm} a_m^{i} = 0 \) if and only if \( \zeta_i^{jm} a_m^{i} = 0 \). This implies that

\[
\nu\left( \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{jm} a_m^{i} t^m/n \right) = \min(m/n | \zeta_i^{jm} a_m^{i} \neq 0) = \min(m/n | \zeta_i^{jm} a_m^{i} \neq 0) = \nu\left( \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{jm} a_m^{i} t^m/n \right).
\]

Similarly, if \( \alpha_i = \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{jm} a_m^{i} t^m/n \) and \( \alpha_{i'} = \sum_{m \in \mathbb{Z}_{\geq 0}} \zeta_i^{jm} a_m^{i'} t^m/n \), then \( \nu(\alpha_i - \alpha_{i'}) = \min(m/n | \zeta_i^{jm} a_m^{i} \neq \zeta_i^{jm} a_m^{i'}) \). Since \( \bar{\zeta} \neq 1 \) for any root of unity \( \zeta \neq 1 \) of order prime to char \( k \), it follows that \( \zeta_i^{jm} a_m^{i} = \zeta_i^{jm} a_m^{i'} \) if and only if \( \zeta_i^{jm} a_m^{i} = \zeta_i^{jm} a_m^{i'} \) for any choice of indices \( m, i, i', j, j' \). This shows \( \nu(\alpha_i - \alpha_{i'}) = \nu(\beta_i - \beta_{i'}) \) since \( \nu(\beta_i - \beta_{i'}) = \min(m/n | \zeta_i^{jm} a_m^{i} \neq \zeta_i^{jm} a_m^{i'}) \). Finally, we have

\[
\Delta_f = \sum_{i \neq i'} \nu(\alpha_i - \alpha_{i'}) = \sum_{i \neq i'} \nu(\beta_i - \beta_{i'}) = \Delta_{f^s}.
\]

(b) Since \( f \) and \( f^s \) have the same degree, the generic fibers of \( X_f \) and \( X_{f^s} \) have the same \( \ell \)-adic Euler characteristic (= \( 4 - \deg f \) or \( 3 - \deg f \) depending on whether \( \deg f \) is even or odd). It suffices to show that the same is true of the special fibers. Since char \( k > \deg(f) \) if char \( k > 0 \), it follows that \( \delta = 0 \). The Riemann-Hurwitz formula Lemma 2.1 implies that it is enough to prove the following three things.

• The special fibers of \( Y_f \) and \( Y_{f^s} \) are isomorphic.

• The order of vanishing of \( f \) along any irreducible component of \( (Y_f)_s \) is equal to the order of vanishing of \( f^s \) along the corresponding irreducible component of \( (Y_{f^s})_s \).

• There is a bijection between the horizontal components of \( \text{div}(f) \) and those of \( \text{div}(f^s) \) such that the points where these divisors intersect the special fiber also correspond under the above isomorphism, and the multiplicities of \( f \) and \( f^s \) in the local ring at the point of intersection are also equal.
Let \( Y'_f \) and \( Y'_{f^2} \) be the minimal surfaces with a map to \( \mathbb{P}^1_R \) and \( \mathbb{P}^1_{k[[t]]} \) respectively such that all horizontal components of \( \text{div}(f) \) and \( \text{div}(f^2) \) respectively are regular. The special fibers of \( Y'_f \) and \( Y'_{f^2} \), and the incidence of the horizontal components with the special fiber are algorithmically determined by the exponents in the Newton-Puiseux expansions of roots of \( f \) and \( f^2 \), and the positions where any two such Newton-Puiseux expansions differ – this can be seen by using the explicit resolution algorithm as described in [Wal04, Theorem 3.3.1, Lemma 3.6.1] using the continued fraction expansions of the exponents appearing in the expansions. For instance, the above described algorithm in the case when \( f \) is irreducible shows that the dual graph of the minimal resolution of \( \text{div}(f) \) is a tree that consists of a single horizontal main segment, with finitely vertical segments attached at specified vertices that are determined by the characteristic exponents of the expansion of a root, i.e., the ‘jump positions’ in the l.c.m. of the denominators of the exponents of partial truncations of the Newton-Puiseux expansions (See Definition 8.11 for a definition of characteristic exponents, and [Wal04, p.61, Figure 3.5] for a picture of a typical dual graph). (The l.c.m. of the denominators of the exponents is initialized to be 1, and it increases to \( n \) by the time we get to the truncation of a root mod \( t^M/n \); it stays \( n \) thereafter). The number of components in each segment of the dual graph can likewise be determined by suitably normalized ‘Farey sequences’ of rational numbers.

The same algorithm applies in both the equicharacteristic and mixed characteristic cases, once we are guaranteed the existence of Newton-Puiseux series with exponents of bounded denominators. The proof even shows that the resolution is completely determined by the \( M \)-truncations of the roots of \( f \) and \( f^2 \) respectively, where the integer \( M \) is chosen as in part(a) of this Proposition. It is obtained by gluing together the embedded resolutions of the divisors corresponding to the irreducible factors \( g_i \) of \( f \) appropriately. The gluing data is determined by the positions where the Newton-Puiseux series differ.

The explicit resolution algorithm also show that the multiplicities of the strict transforms of irreducible components \( f \) at their points of incidence with the special fiber of the blowup is determined by the exponents appearing in the Newton-Puiseux expansion [Wal04][Proposition 4.3.8]. These multiplicities in turn determine the order of vanishing of \( f \) along any component of the exceptional curve by [Liu02][Chapter 9, Proposition 2.23]. [Sri15][Lemma 2.2] can now be used to show that the additional blowups required to separate intersecting odd vertical components to produce \( Y_f \) from \( Y'_f \), and to produce \( Y_{f^2} \) from \( Y'_{f^2} \) also coincide. This gives the required isomorphism of special fibers of \( Y_f \) and \( Y_{f^2} \), preserving the required incidence data.

**Remark 4.1.** Another way to justify these claims is using the theory of Mac Lane valuations as in [OS19]. Mac Lane valuations give a way of “labelling” the irreducible components that appear in the resolutions \( Y_f \) and \( Y_{f^2} \) as a valuation on \( K(\mathbb{P}^1_K) \). These labels are in terms of certain “key polynomials \( \varphi_i \)” and rational numbers \( \lambda_i \), and in our case come from the minimal polynomials of truncations of Newton-Puiseux expansions just before a jump position, and the essential exponents at the jump position. (This is explained in [OS19, Remark 5.26]) Since the labels for the components of \( Y_f \) and \( Y_{f^2} \) can be paired up, we see that the corresponding components are in bijective correspondence (see [OS19, Section 5.4]). The order of vanishing of \( f \) along these components can be directly computed from the corresponding Mac Lane labels of the irreducible components, and agree for \( f \) and \( f^2 \).
specialization of horizontal components are also completely determined by the Mac Lane descriptions of these irreducible components (see [OS19, Corollary 5.4]).

This Proposition shows that we may assume $R = k[[t]]$ for proving $-\text{Art}(X_f) \leq \Delta_f$ without any loss of generality. In the rest of the paper, let $R = k[[t]]$.

5. Base case of induction

Lemma 5.1. Let $g := \sum c_i x^i \in R[x]$ be a monic irreducible polynomial with $\deg g \geq 2$. Let $\Gamma := \text{div}(g)$. Assume that $\Gamma$ intersects the special fiber of $\mathbb{P}^1_R$ at the origin. Then $\Gamma$ is regular if and only if $\nu(c_0) = 1$.

Proof. The curve $\Gamma$ has a unique closed point $P$ corresponding to $x = t = 0$. The point $P \in \mathbb{P}^1_R$ corresponds to a maximal ideal $m$ in the regular local ring $\mathcal{O}_{\mathbb{P}^1_R, P}$, and $\mathcal{O}_{\Gamma, P} = \mathcal{O}_{\mathbb{P}^1_R, P}/(g)$. The curve $\Gamma$ is regular if and only if $\mathcal{O}_{\Gamma, P}$ is a regular local ring, which happens if and only if the defining equation $g \notin m^2$. Since $\deg g \geq 2$, this happens if and only if $\nu(c_0) = 1$. $\square$

Lemma 5.2. Assume that $f = u g_1 g_2 \ldots g_l$ where $u \in R$ is a unit, and the $g_i \in R[x]$ are pairwise distinct monic irreducible polynomials of degree $n_i$. Let $\Gamma_i = \text{div}(g_i)$ on $\mathbb{P}^1_R$. If $n_i \geq 2$, assume that $g_i(x) = h_i(x + a_i)$ for some Eisenstein polynomial $h_i$ and for some $a_i \in R$. Assume that the $\Gamma_i$ intersect the special fiber of $\mathbb{P}^1_R$ at distinct points. Let $Y^f$ and $X^f$ be as in Definition 3.4. Then $Y^f = \mathbb{P}^1_R$ and $X^f$ is regular, and,

$$-\text{Art}(X^f/S) = \nu(\Delta_f) = \sum_{i=1}^{l} (n_i - 1).$$

Proof. Since translation by $a_i$ is an isomorphism of $\mathbb{P}^1_R$, Lemma 5.1 tells us that all the $\Gamma_i$ are regular. Since we also assumed that the $\Gamma_i$ intersect the special fiber of $\mathbb{P}^1_R$ at distinct points, it follows that $Y^f = \mathbb{P}^1_R$, $B = \text{div}(f)_{\text{odd}}$ and $X^f$ is regular by Lemma 3.3. Since we assumed that the $g_i$ are pairwise distinct irreducible polynomials, it follows that $B_\Gamma \subset \mathbb{P}^1_\mathcal{O}_R$ is a sum of $\deg f$ or $\deg f + 1$ distinct closed points depending on whether $\deg f$ is even or odd. Similarly, our assumption that the $\Gamma_i$ intersect the special fiber at distinct points implies that $B_s \subset \mathbb{P}^1_k$ is a sum of $l$ or $l + 1$ distinct closed points depending on whether $\deg f$ is even or odd. Since $Y_{s, f}^f = \mathbb{P}^1_k$ and $Y_{\Gamma, f}^f = \mathbb{P}^1_{\mathcal{O}_R}$ and the $\ell$-adic Euler characteristic of a closed point over an algebraically closed field is 1, it follows that

$$-\text{Art}(X^f/S) = 2(\chi(Y_{s, f}^f) - \chi(Y_{\Gamma, f}^f)) - (\chi(B_s) - \chi(B_\Gamma))$$

$$= 2(-2) - (l - \deg f)$$

$$= \sum_{i=1}^{l} (n_i - 1).$$

Assume that $n_i \geq 2$. Since $\text{char } k > \deg f \geq n_i$ and $k$ is algebraically closed, any root of $g_i$ generates a tame totally ramified Kummer extension of $K$ and $\nu(\Delta_{g_i}) = n_i - 1$ by [Ser79, Chapter IV, § 1, Proposition 4]. Since the $\Gamma_i$ intersect the special fiber $Y_{s, f}^f$ at distinct points, it follows that

$$\nu(\Delta_f) = \sum_{i=1}^{l} \nu(\Delta_{g_i}) = \sum_{i=1}^{l} (n_i - 1).$$

$\square$
6. The Inductive Step: Replacement Polynomials

In Lemma 6.3 and Corollary 6.4, we first prove that the conditions in Lemma 5.2 are in fact necessary and sufficient for regularity of the the standard Weierstrass model. In Section 6.6, we describe an inductive proof strategy to prove \( Art(X_f) \leq \nu(\Delta_f) \), where \( X_f \) is the regular model from Lemma 3.3.

6.1. Setup. Recall that \( R \) can be assumed to be the ring \( k[[t]] \). Let \( f = ut^bg_1g_2\ldots g_l \) be the prime factorization of the squarefree polynomial \( f \) in \( R[x] \), where \( u \) is a unit, \( b \in \{0, 1\} \) and the \( g_i \) are pairwise distinct monic irreducible polynomials in \( R[x] \). Let \( n_i := \text{deg}(g_i) \).

Let \( \Gamma_i \) be the irreducible horizontal divisor corresponding to \( g_i \) in \( Y_0 := \mathbb{P}^1_k \). Let \( P_i \) be the closed point of \( \mathbb{P}^1_k \) where \( \Gamma_i \) intersects the special fiber of \( Y_0 \), and let \( (x - a_{P_i}) \subset k[x] \) be the corresponding maximal ideal. Let \( \lambda_i := \nu(g_i(a_{P_i})) \).

Let \( \infty \) be the closed point at infinity on the special fiber of \( Y_0 \). Let \( \Gamma_{\infty} \) be the scheme-theoretic closure in \( \mathbb{P}^1_k \) of \( \infty \) in \( \mathbb{P}^1_{\mathbb{R}} \). Let

\[
A := \begin{cases} 
\{P_1, P_2, \ldots, P_l\} & \text{if } \deg f \text{ is even, and}, \\
\{P_1, P_2, \ldots, P_l\} \cup \{\infty\} & \text{if } \deg f \text{ is odd}.
\end{cases}
\]

For every \( P \) in \( A \setminus \{\infty\} \), let

\[
C_P := \{g_i \mid 1 \leq i \leq l, \ P_i = P\},
\]

\[
C_P^< := \{g_i \in C_P \mid \lambda_i/n_i < 1\}, \text{ and,}
\]

\[
C_P^> := \{g_i \in C_P \mid \lambda_i/n_i \geq 1\}.
\]

Note that \( C_P^< \) consists precisely of those irreducible factors specializing to \( P \) that have roots of valuation < 1 after we move \( P \) to \( x = t = 0 \) by a change of variables, and likewise \( C_P^> \) are those factors whose roots have valuation ≥ 1 after a change of variables.

**Definition 6.1.** [Weights] Let \( P \) in \( A \). Define

\[
\widetilde{\text{wt}}_P := \begin{cases} 
\sum_{g_i \in C_P} \min(n_i, \lambda_i) = \sum_{g_i \in C_P^<} \lambda_i + \sum_{g_i \in C_P^>} n_i & \text{if } P \neq \infty, \\
\text{parity of } \deg(f) & \text{if } P = \infty.
\end{cases}
\]

Define the weight \( \text{wt}_P \) of \( P \) to be

\[
\text{wt}_P = b + \widetilde{\text{wt}}_P.
\]

We also define the notion of good weight 3 points appearing in the statement of Theorem 1.3.

**Definition 6.2.** \( P \in A \) is a **good weight 3 point** if \( b = 0, \text{wt}_P = 3 \) and we are in one of the following cases:

(a) the irreducible polynomials in \( C_P \) specialize to at least two distinct points after a single blow up.

(b) \( C_P \) consists of two irreducible polynomials \( f_1, f_2 \) that specialize to the same point in the exceptional curve \( E_P \) such that \( \min(n_1, \lambda_1) = 1 \) and \( (n_2, \lambda_2) \in \{(2, 3), (3, 2)\} \).

(c) \( C_P \) consists of a single irreducible polynomial \( f_1 \) such that \( (n_1, \lambda_1) \in \{(3, 4), (4, 3), (3, 5), (5, 3)\} \).

**Lemma 6.2.** For any \( P \) in \( A \setminus \{\infty\} \), the multiplicity \( \mu_P(f) \) of \( f \) in the local ring of \( \mathbb{P}^1_{\mathbb{R}} \) at \( P \) is \( \text{wt}_P \).
Proof. Since \( \mu_P(\Gamma_i) = \lambda_i \) if \( g_i \in C_{P_i}^{\leq 1} \) and \( \mu_P(\Gamma_i) = n_i \) if \( g_i \in C_{P_i}^{> 1} \), it follows that the multiplicity \( \mu_P(f) \) of \( \text{div}(f) \) at \( P \) is given by

\[
\mu_P(f) = \mu_P(ut^b g_1 g_2 \ldots g_l) = b \mu_P(t) + \sum \mu_P(g_i) = b + \left( \sum_{g_i \in C_{P_i}^{\leq 1}} \lambda_i \right) + \left( \sum_{g_i \in C_{P_i}^{> 1}} n_i \right). \]

\[\square\]

Let

\[ A_{\text{bad}} := \left\{ P \in A \mid \text{wt}_P \geq 2 \right\}. \]

Let \( X_0 \) be the normalization of \( Y_0 \) in \( K(x)(\sqrt{t}) \). Let \( \pi_0 \) denote the associated finite map \( X_0 \to Y_0 \). Let \( B \subseteq Y_0 \) be the branch locus of \( \pi_0 \).

**Lemma 6.3.** Let \( X_0^{\text{sing}}, B^{\text{sing}} \) be the (possibly empty) sets of nonregular points of \( X_0 \) and \( B \) respectively. Then \( A_{\text{bad}} = B^{\text{sing}} = \pi_0(X_0^{\text{sing}}) \).

**Proof.** As a Weil divisor \( B \) is the sum of the odd components of \( \text{div}(f) \), and therefore it follows that if \( \deg f \) is odd, then \( B = b \cdot \text{div}(t) + \sum \Gamma_i + \Gamma_{\infty} \) and if \( \deg f \) is even, then \( B = b \cdot \text{div}(t) + \sum \Gamma_i \).

We will first show that \( B^{\text{sing}} = A_{\text{bad}} \). Note \( \infty \in A_{\text{bad}} \) precisely when \( b = 1 \) and \( \deg(f) \) is odd. If \( b = 1 \) and \( \deg(f) \) is odd, then \( \infty \) lies on two different irreducible components of \( B \), namely \( \text{div}(t) \) and \( \Gamma_{\infty} \). In this case [Liu02, p. 129, Chapter 4, Corollary 2.12] implies that \( \infty \) is a nonregular point of \( B \). Since \( \text{div}(t) \) and \( \Gamma_{\infty} \) are both regular at \( \infty \), and \( \infty \notin \Gamma_i \) for every \( i \), it follows that \( \infty \) is a regular point of \( B \) in all other cases. Since \( B \) is cut out by \( f \) at \( P \) when \( P \notin \infty \), [Liu02, p. 129, Chapter 4, Corollary 2.12] implies that \( P \in B^{\text{sing}} \) if and only if \( f \in \mathfrak{m}_{X_0,P}^{2} \), i.e., if and only if the multiplicity \( \mu_P(f) \geq 2 \). Lemma 6.2 now completes the proof of \( A_{\text{bad}} = B^{\text{sing}} \).

Let \( \tilde{P} \in X_0 \) and \( \pi_0(\tilde{P}) = P \in Y_0 \). We will now show that \( \tilde{P} \in X_0^{\text{sing}} \) if and only if \( P \in B^{\text{sing}} \). Since \( Y_0 \) is regular and \( \pi_0 : X_0 \setminus \pi_0^{-1}(B) \to Y_0 \setminus B \) is étale, it follows that \( X_0 \setminus \pi_0^{-1}(B) \) is regular by [BLR90, p. 49, Proposition 9]. If \( P \in B \) is regular, then \( f \notin \mathfrak{m}_{X_0,P}^{2} \) by [Liu02, p. 129, Chapter 4, Corollary 2.12], which in turn implies that \( b = 0 \) and that \( P \) lies on a unique irreducible component of \( B \). By [Liu02, p. 129, Chapter 4, Corollary 2.15], it follows that \( f \) is part of a system of parameters for \( Y_0 \) at \( P \), i.e., there exists another rational function \( g \) such that \( f \) and \( g \) generate the maximal ideal \( \mathfrak{m}_{X_0,P} \). Since \( \mathcal{O}_{X_0,P} = \mathcal{O}_{Y_0,P}[y]/(y^2 - f) \), it follows that the maximal ideal at \( \tilde{P} \in R \) is generated by \( y \) and \( g \), and is therefore also regular. If \( P \in B^{\text{sing}} \), then \( f \in \mathfrak{m}_{Y_0,P}^{2} \), which in turn implies that \( y^2 - f \in \mathfrak{m}_{X_0,P}^{2} \). Since \( \mathcal{O}_{X_0,P} = \mathcal{O}_{Y_0,P}[y]/(y^2 - f) \), it follows that \( \dim(\mathfrak{m}_{X_0,P}/\mathfrak{m}_{X_0,P}^{2}) \geq \dim(\mathfrak{m}_{Y_0,P}/\mathfrak{m}_{Y_0,P}^{2}) + 1 = 3 \) and therefore \( \tilde{P} \) is not a regular point of \( X_0 \). \[\square\]

**Corollary 6.4.** The scheme \( X_0 \) is regular if and only if \( f \) satisfies the hypotheses of Lemma 5.2.

**Proof.** The set \( A_{\text{bad}} \) is empty if and only if \( f \) satisfies the hypotheses of Lemma 5.2. \[\square\]

Let \( Y^f \to \cdots \to Y_1 \to Y_0 \) be the good embedded resolution of the pair \( (\mathbb{P}_k^1, \text{div}(f)) \) and let \( X^f \) be the normalization of \( Y^f \) in \( K(Y_0)(\sqrt{t}) \). By Definition 3.2 \( Y_1 \) is the blowup of \( Y_0 \) along the closed subscheme \( A_{\text{bad}} = B^{\text{sing}} \) of \( B \). For \( P \in A_{\text{bad}} \), let \( E_P \) be the exceptional curve for the blowup \( Y_1 \to Y_0 \) at \( P \).
Corollary 6.5. The order of vanishing $\nu_{E_P}(f)$ of $f$ along $E_P$ is $\nu_P$ if $P \neq \infty$ and even if $P = \infty$.

Proof. First assume $P = \infty$. By Lemma 6.3, the exceptional curve $E_P$ is defined if and only if $b = 1$ and $\deg(f)$ is odd. In this case, the corollary follows since $\infty \notin \Gamma$, and $\mu_{\infty}(\div(t)) = \mu_{\infty}(\Gamma_{\infty}) = 1$. Now assume $P \neq \infty$. The order of vanishing of $f$ along $E_P$ equals the multiplicity $\mu_P(f)$ of $\div(f)$ on $\mathbb{P}^1$ at $P$. The corollary follows from Lemma 6.2. \hfill \square

6.6. Outline of inductive proof strategy. We now outline an inductive strategy for proving $-\Art(X^f/S) \leq \nu(\Delta_f)$; we shall henceforth refer to this inequality as the conductor-discriminant inequality for $f$. We will prove the conductor-discriminant inequality for $f$ by induction on the ordered pair of integers $(\deg(f), \nu(\Delta_f))$. The case $A_{\text{bad}} = \emptyset$ is Lemma 5.2.

If $A_{\text{bad}} \neq \emptyset$, for every $P \in A_{\text{bad}} \setminus \{\infty\}$, we will construct a new pair of squarefree polynomials $f_P^\infty, f_P^{\neq \infty}$ in $R[x]$ (see Definition 6.4). We call $\{f_P^\infty | P \in A_{\text{bad}} \setminus \{\infty\}, \deg(f_P^\infty) \geq 1\} \cup \{f_P^{\neq \infty} | P \in A_{\text{bad}} \setminus \{\infty\}, \deg(f_P^{\neq \infty}) \geq 1\}$ the collection of replacement polynomials for $f$. These replacement polynomials come from the equations of the strict transform of $\div(f)$ after one blow up at $P$ (see section 6.8). In Section 10, we prove the key inductive inequality

**Theorem 6.7.**

(a)

$$-\Art(X^f/S) - \left( \sum_{P \in A_{\bad} \setminus \{\infty\}} -\Art(X^{f_P^\infty}/S) + \sum_{P \in A_{\bad} \setminus \{\infty\}} -\Art(X^{f_P^{\neq \infty}}/S) \right) \leq \nu(\Delta_f) - \sum_{P \in A_{\bad} \setminus \{\infty\}} \nu(\Delta f_P^\infty) - \sum_{P \in A_{\bad} \setminus \{\infty\}} \nu(\Delta f_P^{\neq \infty}) .$$

(b) Equality holds if and only if we have $\nu_P \in \{2, 3\}$ for each $P \in A_{\text{bad}}$.

(c) The left hand side of the inequality in part(a) is nonnegative. The right hand side is strictly positive except when $b = 0, \nu_P = 3$ for every $P \in A_{\text{bad}}$.

We will show in Corollary 10.3 that either the degree or the discriminant decreases after at most two such replacement steps. The induction hypothesis then gives the conductor-discriminant inequality for the replacement polynomials of $f$. Adding all these inequalities to the one in Theorem 6.7 then proves the conductor-discriminant inequality for $f$. In Section 10, we also prove Theorem 1.3, by analyzing when the condition for equality in Theorem 6.7 holds for $f$ and for all its replacement polynomials.

The rest of this section is devoted to defining the main objects for the inductive step, the replacement polynomials.

6.8. Replacement polynomials $f_P^\infty$ and $f_P^{\neq \infty}$ and equations for the strict transform of $\div(g)$). In this section, we prove Lemma 6.10 which gives an explicit equation for the strict transform of the irreducible components of $\div(f)$ passing through a given $P \in A_{\text{bad}}$ after one blowup. We will use these equations along with the Weierstrass preparation theorem and a change of variables to define the replacement polynomials mentioned in the outline above (Definition 6.4).
6.8.1. Notation. Let \( f, g_i, b, a_P, \lambda_i, n_i, Y_0, X_0, C_P, C_P^{\geq 1}, C_P^{> 1} \) be as in subsection 6.1. Fix \( P \in A_{\text{bad}} \setminus \{0\} \). Let \( Y_1 \to Y_0 \) be the blowup of \( Y_0 := \mathbb{P}^1_R \) at \( A_{\text{bad}} \), and let \( E \) be the exceptional curve for the blowup at \( P \), and let \( H \) be the strict transform of the divisor of zeroes of \( g_i \). Let \( Q \in (Y_1)_s(k) \) be the point where \( E \) meets the rest of \( (Y_1)_s \). By replacing \( g_i(x) \) by \( \tilde{g}_i(x) := g_i(x + a_P) \), we may assume that the point \( P \) corresponds to the origin \( x = t = 0 \) on the special fiber of \( Y_0 \). Since \( \tilde{g}_i \) is irreducible, all its roots in \( \overline{K} \) have valuation \( \lambda_i/n_i \). Let \( P_i \in (Y_1)_s(k) \) be the intersection \( P_i := H \cap E \). We omit the proof of the following lemma.

Lemma 6.9. If \( \lambda_i/n_i \geq 1 \) (or equivalently, if \( i \in C_P^{> 1} \)), then \( P_i \neq Q \) and the ideal \( m_{P_i} \) of functions on \( Y_1 \) vanishing at \( P_i \) is generated by \( x^{\lambda_i} \) and \( t \) for some \( c \in R \). If \( \lambda_i/n_i < 1 \) (or equivalently, if \( i \in C_P^{< 1} \)), then \( P_i = Q \), and the ideal \( m_Q \) is generated by \( t \) and \( x \).

Definition 6.3. Define

\[
\tilde{g}_i^{\text{new}} := \begin{cases} 
\tilde{g}_i/x^{\lambda_i} & \text{if } i \in C_P^{< 1} \\
\tilde{g}_i/t^{n_i} & \text{if } i \in C_P^{> 1}.
\end{cases}
\]

Lemma 6.10. The strict transform \( H \) of the divisor of zeroes of \( \tilde{g}_i \) is cut out by \( \tilde{g}_i^{\text{new}} \) in the local ring \( \mathcal{O}_{P_i} \) and \( v_E(\tilde{g}_i^{\text{new}}) = 0 \). If \( i \in C_P^{< 1} \), then \( \tilde{g}_i/x^{n_i} \) is a unit in the local ring \( \mathcal{O}_Q \).

Proof. If we let \( \mu_P(\tilde{g}_i) \) denote the multiplicity at \( P \) of \( \text{div}(\tilde{g}_i) \subset \mathbb{P}^1_R \), then we have \( \text{div}(\tilde{g}_i) = \mu_P(\tilde{g}_i)E + H \) in \( \text{Div}(Y_1) \). We now compute \( \mu_P(\tilde{g}_i) \). Let \( \tilde{g}_i(x) := \sum_{j=0}^{n_i-1} c_j x^j + x^{n_i} \). Since \( \tilde{g}_i \) is irreducible and all its roots in \( \overline{K} \) have valuation \( \lambda_i/n_i \), a Newton polygon argument shows that \( \nu(c_j) \geq (n_i - j)\lambda_i/n_i \) for all \( j \). Since \( m_P \) is generated by \( x \) and \( t \), these bounds show that when \( i \in C_P^{< 1} \), i.e., when \( \lambda_i/n_i < 1 \), we have \( c_0 \in m_P^{\lambda_i} \) and all the other terms of \( \tilde{g}_i \) are in \( m_P^{\lambda_i+1} \) and therefore \( \mu_P(\tilde{g}_i) = \lambda_i \). Similarly, when \( i \in C_P^{> 1} \), i.e., when \( \lambda_i/n_i \geq 1 \), we have \( x^{n_i} \in m_P^{n_i} \) and all the other terms of \( \tilde{g}_i \) are in \( m_P^{n_i+1} \) and therefore \( \mu_P(\tilde{g}_i) = n_i \).

Finally in the local ring \( \mathcal{O}_{P_i} \), we have \( \text{div}(x) = E \) when \( i \in C_P^{< 1} \) and \( \text{div}(t) = E \) when \( i \in C_P^{> 1} \). When \( i \in C_P^{< 1} \), since \( t/x \in \mathcal{O}_Q \), we also have \( (\tilde{g}_i - x^{n_i})/x^{n_i} \) in \( m_Q \), which in turn implies that \( \tilde{g}_i/x^{n_i} \in \mathcal{O}_Q \) is a unit.

We now obtain the replacement polynomials \( f_P^\infty \) and \( f_P^{> \infty} \) by doing a natural change of variables on the defining equation \( \tilde{g}_i^{\text{new}} \) of the strict transform of \( H \). The idea behind the change of variables is to replace the triple \( \mathbb{P}^1_R \) with coordinate \( x \) and the divisor of zeroes of \( \tilde{g}_i \), with \( \mathbb{P}^1_R \) with coordinate \( x/t \) (and \( t/x \) respectively) and the divisor of zeroes of \( \tilde{g}_i^{\text{new}} \) rewritten in new coordinates when \( i \in C_P^{> 1} \) (and when \( i \in C_P^{< 1} \) respectively). Recall that \( Q \) is the point where the exceptional curve at \( P \in Y_0 \) for the blowup \( Y_1 \to Y_0 \) meets the rest of the special fiber of \( Y_1 \). The reason we replace \( x \) by \( t \) when \( i \in C_P^{< 1} \) is that \( x = 0 \) cuts out the exceptional curve \( E_P \) in the local ring \( \mathcal{O}_Q \), just as \( t = 0 \) cuts out the special fiber \( (Y_0)_s \) in the local ring \( \mathcal{O}_P \).

Recall in Section 4, we proved we may assume \( R = k[[t]] \) for our purposes. In this case, since \( x \) and \( \frac{t}{x} \) generate \( m_Q \), we have a canonical isomorphism of the completed local ring \( \mathcal{O}_Q \cong k[[x, \frac{t}{x}]] \) by the Cohen structure theorem. For \( i \in C_P^{> 1} \), view the germ of the function \( \tilde{g}_i \in \mathcal{O}_Q \to \mathcal{O}_Q \) as a bivariate power series via this isomorphism.

Definition 6.4. If \( i \in C_P^{< 1} \), let \( h_i^0 \in k[[t, x]] \) be the power series obtained by making the change of variables \( x \mapsto t \) and \( \frac{t}{x} \mapsto x \) in the power series \( \tilde{g}_i(x, \frac{1}{x})/x^{\lambda_i} \in \mathcal{O}_Q \cong k[[x, \frac{1}{x}]] \), i.e.,
$h_i^\diamond = \tilde{g}_i(t, x)/t^{\lambda_i}$. Use the Weierstrass preparation theorem to write $h_i^\diamond = u^\diamond h_i$ for some unit $u^\diamond \in k[[t, x]]$ and monic polynomial $h_i \in k[[t]][x]$. If $i \in C_P^{>1}$, let $h_i(x) := \tilde{g}_i^{\text{new}}(tx)$. Let

$$b_P := \begin{cases} 0 & \text{if } v_{E_P}(f) \text{ is even} \\ 1 & \text{if } v_{E_P}(f) \text{ is odd.} \end{cases}$$

$$f_P^\infty(x) := t^{b_P}x^b \prod_{g_i \in C_P^{>1}} h_i(x), \text{ and,}$$

$$f_P^{\pm\infty}(x) := t^{b_P} \prod_{g_i \in C_P^{>1}} h_i(x).$$

The replacement polynomial for $g_i$ is defined to be $h_i$, and the replacement polynomials for $f$ is the set \{ $f_P^\infty \mid P \in A_{\text{bad}} \setminus \{\infty\}$, deg $f_P^\infty \geq 1$ $\} \cup \{ f_P^{\pm\infty} \mid P \in A_{\text{bad}} \setminus \{\infty\}, \text{deg } f_P^{\pm\infty} \geq 1$}.\]

**Lemma 6.11.** Fix $i \in C_P^{>1}$ with deg $h_i \geq 1$. Recall $\lambda_i = v_K(\tilde{g}_i(0))$. Then $h_i$ is irreducible and deg $h_i = \lambda_i$.

**Proof.** Let $\tilde{g}_i = \sum_{i=0}^{n_i-1} c_i x^i + x^{n_i}$. In the proof of Lemma 6.10, we showed that $c_0 \in m_Q^{\lambda_i}$ and $c_i \in m_Q^{\lambda_i+1}$. for $i > 0$. Rewriting $\tilde{g}_i^{\text{new}} = \tilde{g}_i/x^{\lambda_i} \in \check{O}_Q \cong k[[x]][[t/x]]$ as $\sum_{i=0}^{\infty} \tilde{c}_i(t/x)^i$ for $\tilde{c}_i \in k[[x]]$, and using $c_0 \in m_Q^{\lambda_i}$ and $c_i \in m_Q^{\lambda_i+1}$ for $i > 0$, we see that $\tilde{c}_i \in k[[x]] \setminus xk[[x]]$ and $\tilde{c}_i \in xk[[x]]$ for $i < \lambda_i$. The Weierstrass preparation theorem then shows that if we write $\tilde{g}_i/x^{\lambda_i} = u^\diamond h_i$ for a unit $u^\diamond \in \check{O}_Q$ and monic polynomial $h_i \in k[[x]][t/x]$, then deg$_{t/x} h_i = \lambda_i$. Since $h_i$ is obtained from $h_i$ by the change of variables $x \mapsto t, t/x \mapsto x$, we get deg$_x h_i =$ deg$_{t/x} h_i = \lambda_i$.

The $h_i$ are irreducible for each $i \in C_P^{>1}$ since Lemma 6.10 shows that $h_i$ up to a change of variables equals $\tilde{g}_i^{\text{new}}$ and $\tilde{g}_i^{\text{new}}$ cuts out the irreducible divisor corresponding to the strict transform of div($g_i$) after we blow up $P$. \[\square\]

Let $(\tilde{n}_i, \tilde{\lambda}_i)$ be the pair of integers associated to the replacement polynomial $h_i$ the same way $(n_i, \lambda_i)$ is associated to $f_i$.

**Remark 6.5.** Let $i \in C_P^{>1}$. Then the polynomials $h_i$ and $\tilde{g}_i$ are monic irreducible polynomials of the same degree, and furthermore, division by $t$ gives a bijection from the roots of $h_i$ to the roots of $\tilde{g}_i$. In particular, $(\tilde{n}_i, \tilde{\lambda}_i) = (n_i, \lambda_i - n_i)$ and therefore min($\tilde{n}_i, \tilde{\lambda}_i$) $\leq (n_i, \lambda_i)$.

**Remark 6.6.** When $i \in C_P^{<1}$, the relation between the roots of $h_i$ and the roots of $\tilde{g}_i$ is more complicated than in Remark 6.7; for instance in Lemma 6.11 we proved that deg $h_i = \lambda_i < n_i =$ deg $\tilde{g}_i$. However, Theorem 8.14 lets us relate certain coefficients and exponents of the Newton-Puiseux expansions of the roots of $h_i$ to those of $\tilde{g}_i$, which in turn lets us compute $\Delta_{\tilde{g}_i} - \Delta_{h_i}$. We will show in Corollary 8.15 that $(\tilde{n}_i, \tilde{\lambda}_i) = (\lambda_i, n_i - \lambda_i)$ and therefore min($\tilde{n}_i, \tilde{\lambda}_i$) $\leq (n_i, \lambda_i)$.

**Remark 6.7.** From the definitions of $A_{\text{bad}}$ (§ 6.1) and the replacement polynomials $f_P^\infty$ and $f_P^{\pm\infty}$ (Definition 6.4), Lemma 6.11 and Remark 6.5, it follows that if $P \in A_{\text{bad}} \setminus \{\infty\}$, then we cannot have deg($f_P^\infty$) $=\text{deg}(f_P^{\pm\infty}) = 0$.

**Lemma 6.12.** The replacement polynomials are squarefree.
Proof. Fix $P \in A_{\text{bad}} \setminus \{\infty\}$, and let $Q$ be the point where the exceptional curve $E_P$ for the blowup of $\mathbb{P}^1_R$ at $P$ meets the strict transform of the special fiber of $\mathbb{P}^1_R$. If $i, j \in C_P^\infty$ and $i \neq j$, then $h_i \neq h_j$. Combined with the previous remark, this proves $f_P^{\infty}$ is squarefree.

A polynomial $g \in R[x]$ is squarefree if and only if $\text{div}(g) = \sum \Gamma_i$ for pairwise distinct irreducible Weil divisors $\Gamma_i$. In $\mathcal{O}_Q$, by Lemma 6.10 $\tilde{g}_i/x^\lambda_i$ cuts out the strict transform of $\tilde{g}_i$ after the blowup at $P$ for every $i \in C_P^\infty$, the function $t/x$ cuts out the strict transform of the special fiber of $\mathbb{P}^1_R$, and the function $x$ cuts out $E_P$. It follows that $\{\text{div}(t/x), \text{div}(x)\} \cup \{\text{div}(\tilde{g}_i/x^\lambda_i) \mid i \in C_P^\infty\}$ is a collection of pairwise distinct irreducible Weil divisors in Spec $\mathcal{O}_Q$. Up to the relabelling $x \mapsto t$ and $t/x \mapsto x$, this shows $\text{div}(f_P^\infty)$ is a sum of pairwise distinct irreducible Weil divisors, and therefore $f_P^\infty$ is squarefree. 

\[ \square \]

7. Computing change in conductor

In this section, we compute the left hand side of the key inductive inequality Theorem 6.7. The main idea is to relate the good embedded resolutions of the replacement polynomials to that of $f$ (Lemma 7.4) and use the additivity of the $\ell$-adic Euler characteristic combined with the Riemann-Hurwitz formula (Corollary 7.5 and Theorem 7.6).

7.1. Relating good embedded resolutions and branch loci of $f$ and its replacement polynomials. We continue to use the notation from Section 6.1, Definition 3.2 and Definition 6.4.

Definition 7.1. Define the parity integer $d$ to be 0 or 1 depending on whether $\deg(f)$ is even or odd. For each $P \in A_{\text{bad}} \setminus \{\infty\}$, when $\deg(f_P^\infty) \geq 1$ define $d^\text{odd}_P$ to be 0 or 1 depending on whether $\deg(f_P^\infty)$ is even or odd. Similarly when $\deg(f_P^\infty) \geq 1$ define $d^\text{even}_P$ using the parity of $\deg(f_P^\infty)$.

Lemma 7.2. The closed point $\infty$ is in $A$ precisely when $d = 1$, and $\infty \in A_{\text{bad}}$ when $b = d = 1$ (or equivalently, when $bd = 1$).

Proof. This follows from the definitions of the sets $A$ and $A_{\text{bad}}$ in Section 6.1. \[ \square \]

Lemma 7.3. Let $f = u^bg_1 \ldots g_l \in R[x]$ be the irreducible factorization of a squarefree polynomial, and let $Y$ and $Z$ be the good embedded resolutions of the pairs $(\mathbb{P}^1_R, \text{div}(f))$ and $(\mathbb{A}^1_R, \text{div}(f))$ respectively and let $B, B^\circ$ be $\text{div}(f)_\text{odd}$ on $Y$ and $Z$ respectively. Let $d$ be as in Definition 7.1. Then

\[ \chi(Y_s) - \chi(Z_s) = 1 + bd = \begin{cases} 2 & \text{if } b = 1 \text{ and } d = 1 \\ 1 & \text{otherwise} \end{cases} \]

\[ \chi(B_s) - \chi(B^\circ_s) = b + d = \begin{cases} 2 & \text{if } b = 1 \text{ and } d = 1 \\ 0 & \text{if } b = 0 \text{ and } d = 0 \\ 1 & \text{otherwise} \end{cases} \]

Proof. From the definition of good embedded resolutions, it is clear that $Z_s \subset Y_s$ and $B^\circ_s \subset B$ and to analyze the complements, we have to understand the behaviour of $f$ at the closed point at $\infty$ on the special fiber of $\mathbb{P}^1_R$. Definition 3.2 and Lemma 6.3 imply that the blowup $\pi: Y \to \mathbb{P}^1_R$ is not an isomorphism in a neighbourhood of $\infty \in \mathbb{P}^1_R$ if and only if $b = 1$ and $\deg f$ is odd, and in this case let $E_\infty$ be the exceptional curve for the blowup at $\infty$,
and let $Q$ be the point where it meets the strict transform of the special fiber of $\mathbb{P}_R^1$. Let $\Gamma_\infty$ be the scheme-theoretic closure in $Y$ of the point at infinity on the generic fiber $\mathbb{P}_K^1$, let $\infty = (\Gamma_\infty)_s$ and let $\Gamma$ be the strict transform of the special fiber of $\mathbb{P}^1_R$ in $Y$. Then $\Gamma_\infty \subset B$ if and only if $\deg f$ is odd, and $\Gamma \subset B$ if and only if $b = 1$. We consider four cases based on the parity of $b$ and $\deg f$.

If $b = 1$ and $\deg f$ is odd, then $\nu_{E_\infty}(f) = \mu_\infty(\text{div}(f)) = 0$ and therefore $E_\infty \cap B = \{Q, \infty\}$ and $\text{div}(f)_{\text{odd}}$ is regular at these points. Therefore the map from $Y$ to this blowup is an isomorphism in a neighbourhood of $E_\infty$ (i.e. points of $E_\infty$ are not blown up any further on passing to the good embedded resolution $Y$). In this case, we have $Y_s \setminus Z_s = E_\infty \cong \mathbb{P}_k^1$ and $B_s \setminus B_s^\circ = \{Q, \infty\}$. Since $k$ is algebraically closed, it follows that $\chi(\mathbb{P}_k^1) = 2$ and $\chi(k - \text{rational point}) = 1$. Since $\chi$ is an additive functor, we have $\chi(Y_s) - \chi(Z_s) = \chi(\mathbb{P}_k^1) = 2$ and $\chi(B_s) - \chi(B_s^\circ) = \chi(\{Q\}) + \chi(\{\infty\}) = 2$. Similarly, one can check that if $b = 0$ and $\deg f$ is even, then $Y_s \setminus Z_s = \infty$ and $B = B^\circ$ and in all other cases $Y_s \setminus Z_s = B_s \setminus B_s^\circ = \infty$. Since $\chi(\infty) = 1$, the lemma follows.

Let $Y = Y_n \to Y_{n-1} \cdots \to Y_1 \to Y_0 = \mathbb{P}_R^1$ be be the good embedded resolution of the pair $(\mathbb{P}_R^1, \text{div}(f))$ as in Definition 3.2. Fix $P \in A_{\text{bad}}$. Let $E_P$ be the exceptional curve for the blowup $Y_1 \to Y_0$ at $P$, and let $\Gamma$ be the strict transform of the special fiber of $Y_0$ in $Y$. Recall in Definition 6.4, we defined $b_P \in \{0, 1\}$ as the parity of $\nu_{E_P}(f)$.

Let $Q_P := \Gamma \cap E_P \subset Y_s(k)$. For $P \neq \infty$, let $a \in \bar{R}$ such that $x - a$ specializes to $P$ in $Y_0$, and let $Q'_P := \text{div}(x - a) \cap E_P \in \{Y_1\}_s(k)$. (These are the points $\infty$ and $0$ respectively on $E_P \cong \mathbb{P}_k^1$ in the coordinate $(x - a)/t$.) If $\infty \in A_{\text{bad}}$, let $Q'_P$ be the closed point where the scheme-theoretic closure of the point at infinity in $\mathbb{P}_K^1$ meets the special fiber of $Y^f$.

Let $B = \text{div}(f)_{\text{odd}} \subset Y$. For $P \neq \infty$, let $Z_{P, \text{sm}}, Z_{P, \text{nod}}$ denote the good embedded resolutions of the pairs $(A_R^1, \text{div}(f^\#_P))$ and $(A_R^1, \text{div}(f_P))$ respectively and let $B^\text{sm}_P, B^\text{nod}_P$ denote $\text{div}(f^\#_P)_{\text{odd}}, \text{div}(f_P)_{\text{odd}}$ on $Z_{P, \text{sm}}, Z_{P, \text{nod}}$ respectively.

Lemma 7.4. Keep the notation from the three paragraphs above.

(a) $(Z_{P, \text{sm}})^{\text{red}}_{s, \text{red}}$ and $(Z_{P, \text{nod}})^{\text{red}}_{s, \text{red}}$ (and similarly $(B^\text{sm}_P)^{\text{red}}_{s, \text{red}}$ and $(B^\text{nod}_P)^{\text{red}}_{s, \text{red}}$ respectively) are naturally isomorphic to closed subschemes of $Y_{s, \text{red}}$ (and $B_{\text{red}}$ respectively).

(b) $Y_{s, \text{red}} \setminus \left( \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}} \text{deg } f^\#_P \geq 1 \right) \setminus \left( \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}} \text{deg } f^\#_P \geq 1 \right) \text{ equals }$

$E_\infty \cup (\Gamma \setminus A_{\text{bad}}) \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}} \{Q'_P\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}} \{Q_P\}$ if $b = 1$ and $d = 1$, and,

$\Gamma \setminus A_{\text{bad}} \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}} \{Q'_P\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}} \{Q_P\}$ otherwise.
For $P \in A_{\text{bad}} \setminus \{\infty\}$, the left hand side of the intersection below inside $Y_{s,\text{red}}$ is nonempty if and only if $\deg f_P^{\neq \infty} \geq 1$ and $\deg f_P^\infty \geq 1$, and in this case we have

$$(Z_P^{\text{sm}})_{s,\text{red}} \cap (Z_P^{\text{mod}})_{s,\text{red}} = E_P \setminus \{Q_P, Q'_P\} \cong \mathbb{P}_k^1 \setminus \{0, \infty\} \subset \mathbb{P}_k^1 \cong E_P \subset Y_{s,\text{red}}.$$  

(c)

$$B_{s,\text{red}} \setminus \left( \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^{\neq \infty} \geq 1} (B_P^{\text{sm}})_{s,\text{red}} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^\infty \geq 1} (B_P^{\text{mod}})_{s,\text{red}} \right)$$

equals

$$(\Gamma \setminus A_{\text{bad}}) \cup \{Q'_1\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^{\neq \infty} = 0} \{Q', Q_P\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^\infty = 0} \{Q_P\} \quad \text{if } b = 1 \text{ and } d = 1,$$

$$(\Gamma \setminus A_{\text{bad}}) \cup \{Q'_1\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^{\neq \infty} = 0} \{Q', Q_P\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^\infty = 0} \{Q_P\} \quad \text{if } b = 1 \text{ and } d = 0, \text{ and},$$

$$(A \setminus A_{\text{bad}}) \cup \{Q'_1\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^{\neq \infty} = 0} \{Q', Q_P\} \cup \bigcup_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg f_P^\infty = 0} \{Q_P\} \quad \text{if } b = 0.$$

The left hand side of the intersection below inside $B_{s,\text{red}}$ is nonempty if and only if $b = 1$, $\deg f_P^{\neq \infty} \geq 1$ and $\deg f_P^\infty \geq 1$, and in this case we have

$$(B_P^{\text{mod}})_{s,\text{red}} \cap (B_P^{\text{sm}})_{s,\text{red}} = E_P \setminus \{Q_P, Q'_P\} \cong \mathbb{P}_k^1 \setminus \{0, \infty\} \subset \mathbb{P}_k^1 \cong E_P \subset B_{s,\text{red}}.$$

Proof. Fix $P \in A_{\text{bad}} \setminus \{\infty\}$. For $i \in C_P$, if we let $a_{P_i}$ be as in Section 6.1, since we are working over the equicharacteristic ring $R = k[[t]]$, we have $a_{P_i} = a_{P_j}$ for all $i, j \in C_P$. We move $P$ to the origin by the map $x \mapsto x + a_P$ and work with $\tilde{g}_i$ instead of $g_i$ for all $i \in C_P$. We will construct $h^{\geq 1} \in \text{Spec } R[x/t]$ (and $h^{\leq 1} \in O_Q$ respectively) with the properties that the special fiber of the good embedded resolution of the pair $(\text{Spec } R[x/t], h^{\geq 1})$ (and $(O_Q, \text{div}(h^{\leq 1}))$ respectively) is naturally a subset of $(Y_s)'_{\text{red}}$. We will then show that up to a change of variables and multiplication by a unit, the function $h^{\geq 1}$ equals $f_P^{\neq \infty}$ (and $h^{\leq 1}$ equals $f_P^\infty$ respectively).

The reason we only get isomorphisms of the underlying reduced subschemes is that the change of variables to go from $h^{\leq 1}$ to $f_P^\infty$ uses the isomorphism of complete local $k$-algebras $k[[x, t/x]] \cong k[[t, x]]$ given by $x \mapsto t$ and $t/x \mapsto x$, which is not an isomorphism of $k[[t]]$-algebras. Hence, we do not expect the multiplicities of the components in the special fiber of a good embedded resolution to agree, and we only get equalities of the underlying reduced subschemes.

(a) We first show that $(Z_P^{\text{sm}})_{s,\text{red}}$ is a closed subset of $Y_{s,\text{red}}$. Using the formula for $\nu_{E_P}(f)$ from Corollary 6.5, we get

$$f = ut^b \left( \prod_{i \in C_p^1} t^{\lambda_i}(x/t)^{\lambda_i}(\tilde{g}_i/x^{\lambda_i}) \right) \left( \prod_{i \in C_p^1} t^{\nu_i}(\tilde{g}_i/t^{\nu_i}) \right) = \left( u \prod_{i \in C_p^1} (x/t)^{\lambda_i}(\tilde{g}_i/x^{\lambda_i}) \right) \nu_{E_P}(f) \left( \prod_{i \in C_p^1} (\tilde{g}_i/t^{\nu_i}) \right).$$
By Lemma 6.10, \( \nu_{E_P}(g_i/x^{\lambda_i}) = 0 \) for \( i \in C_{P}^{<1} \). Since \( \nu_{E_P}(x/t) = 0 \) and since \( (g_i/x^{\lambda_i}) \) specializes to the point at \( \infty \) on \( E_P \), it follows that \( \left( u \prod_{i \in C_{P}^{<1}}(x/t)^{\lambda_i}(g_i/x^{\lambda_i}) \right) \) is a unit on the affine patch \( \text{Spec } R[x/t] \) of the blowup \( Y_1 \to Y_0 \). By Definition 3.1, it also follows that the good embedded resolution of \( (\text{Spec } R[x/t], \text{div}(f)) \) is a closed subset of the good embedded resolution of \( (Y_0, \text{div}(f)) \). Let \( h^{>1} := t^{b_P} \left( \prod_{i \in C_{P}^{<1}}(g_i/t^{a_i}) \right) \). Since \( b_P = 1 \) when \( \nu_{E_P}(f) \) is odd and \( b_P = 0 \) when \( \nu_{E_P}(f) \) is even, Lemma 3.2 implies that the good embedded resolutions of the pairs \( (\text{Spec } R[x/t], \text{div}(f)) \) and \( (\text{Spec } R[x/t], \text{div}(h^{>1})) \) are equal, and furthermore \( \text{div}(f)_{\text{odd}} = \text{div}(h^{>1})_{\text{odd}} \) on the resolution. Since \( h^{>1} \) is \( f_{P}^{<\infty} \) up to the change of variables \( x/t \mapsto x \), it follows that these two pairs have the same embedded resolution as the pair \( (\text{Spec } R[x], \text{div}(f_{P}^{<\infty})) \). Let \( \Gamma_{\neq \infty} \) be the strict transform of the special fiber of \( \mathbb{A}_{R}^{1} \) in the good embedded resolution of the pair \( (\mathbb{A}_{R}^{1}, \text{div}(f_{P}^{<\infty})) \). From the definition of \( f_{P}^{<\infty} \), it follows that \( \Gamma_{\neq \infty} \subset B_{P}^{s\text{red}} \) if and only if \( b_P = 1 \), or equivalently, if and only if \( E_P \subset \text{div}(f)_{\text{odd}} = B \subset Y \). Putting the above identifications together, and identifying \( (\Gamma_{\neq \infty})_{\text{red}} \) with \( (E_{P})_{\text{red}} \), we get that \( (Z_{P}^{s\text{red}})_{s\text{red}} \) and \( (B_{P}^{s\text{red}})_{s\text{red}} \) respectively is a closed subset of \( Y_{s\text{red}} \), where \( B_{red} \) respectively).

We now show that \( (Y_{s}^{f_{P}^{<\infty}})_{\text{red}} \) is a closed subset of \( (Y_{s}^{f})_{\text{red}} \). Recall that \( Q \in (Y_{1})_{s}(k) \) is the point where the exceptional curve \( E \) for the blowup at \( P \) meets the rest of \( (Y_{1})_{s} \).

For each \( i \in C_{P}^{<1} \), Lemma 6.9 shows that \( g_i/x^{a_i} \) is a unit in \( O_Q \) for every \( i \in C_{P}^{<1} \). As before, we can now factor \( f \) as

\[
f = ut^{b} \left( \prod_{i \in C_{P}^{<1}} x^{\lambda_i}(g_i/x^{\lambda_i}) \right) \left( \prod_{i \in C_{P}^{<1}} x^{a_i}(g_i/x^{a_i}) \right) = \left( u \prod_{i \in C_{P}^{<1}} (g_i/x^{a_i}) \right) \left( t/x \right)^{b} x^{u_{E}}(f) \left( \prod_{i \in C_{P}^{<1}} (g_i/x^{\lambda_i}) \right).
\]

Let \( h^{<1} := (t/x)^{b} x^{b_{P}} \left( \prod_{i \in C_{P}^{<1}}(g_i/x^{\lambda_i}) \right) \). As before, when combined with Lemma 3.2 and the definition of \( b_{P} \), this yields that the pairs \( (O_Q, \text{div}(f)) \) and \( (O_Q, \text{div}(h^{<1})) \) have isomorphic good embedded resolutions, and that \( \text{div}(f)_{\text{odd}} = \text{div}(h^{<1})_{\text{odd}} \) on the resolution. The reduced special fiber of the good embedded resolution of \( (O_Q, \text{div}(f)) \) is a closed subset of \( (Y_{s}^{f})_{\text{red}} \), with \( Q \) identified with the point at \( \infty \) on the exceptional curve \( E_P \). Let \( \Gamma_{\infty} \) be the strict transform of the special fiber of \( \mathbb{P}_{R}^{1} \) in the good embedded resolution of the pair \( (\mathbb{P}_{R}^{1}, \text{div}(f_{P}^{<\infty})) \). From the definition of \( f_{P}^{<\infty} \), it follows that \( \Gamma_{\infty} \subset B_{P}^{s\text{red}} \) if and only if \( b_P = 1 \), or equivalently, if and only if \( E_P \subset \text{div}(f)_{\text{odd}} = B \subset Y \). Since \( h^{<1} \) is \( f_{P}^{<\infty} \) up to the change of variables \( t/x \mapsto x \) and \( x \mapsto t \) and multiplication by the unit \( u^{\circ} \in O_Q \), by identifying \( \Gamma_{\infty} \) with \( (E_{P})_{\text{red}} \) as before, and using the isomorphism of good embedded resolutions of \( (O_Q, \text{div}(f)) \) and \( (O_Q, \text{div}(h^{<1})) \), we also get that \( (Y_{s}^{f_{P}^{<\infty}})_{\text{red}} \) and \( (B_{P}^{f_{P}^{<\infty}})_{\text{red}} \) respectively is a closed subset of \( (Y_{s}^{f})_{\text{red}} \) and \( (B_{f}^{f_{P}^{<\infty}})_{\text{red}} \) respectively.

(b) Since \( Y^{f} \) is also the good embedded resolution of \( (Y_{1}, \text{div}(f)) \), since \( E_P = \{ Q \} \cup E_P \setminus \{ Q \} \), and since \( (O_Q, \text{div}(h^{<1})) \) and \( (E_P \setminus \{ Q \} = \text{Spec } R[x/t], \text{div}(h^{>1})) \), from part (a) above have the same good embedded resolutions as \( (O_Q, \text{div}(f)) \) and \( (E_P \setminus \{ Q \} = \text{Spec } R[x/t], \text{div}(f)) \) respectively, the result follows from the identifications and change of variables in part (a) above.

(c) Since \( \Gamma = \text{div}(f)_{\text{odd}} \), the component \( \Gamma \subset B \) if and only if \( b = 1 \), the component \( E_P \subset B \) if and only if \( b_P = 1 \), the components \( \Gamma_{\neq \infty}, \Gamma_{\neq \infty} \) from the proof of part (a) appear in \( B_{f_{P}^{<\infty}}, B_{f_{P}^{<\infty}} \) respectively if and only if \( b_P = 1 \). Since the left hand side equals the
intersection of the left hand side of part (b) intersected with \(B_{s,\text{red}}\), we get part (c) by intersecting the right hand side of part (b) with \(B_{s,\text{red}}\).

\(\square\)

**Corollary 7.5.** For any \(\ast\in \{f, f_P^\neq \infty, f_P^\infty\}\), let \(Y^\ast, B^\ast\) be as in Definition 3.4. Then

\[
\chi(Y^f_s) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \chi(Y^f_p) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \chi(Y^f_p)
\]

\[
= 2 + 2bd - \sharp(A_{\text{bad}}) + \left( \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} 1 \right) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} (1 + b_P^d) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} (1 + b_P)^{d}.
\]

**Proof.** We will continue to use the notation from the lemma above. Since \(k\) is algebraically closed, and \(\chi\) is an additive functor that takes a disjoint union of locally closed subsets to the corresponding sum of integers, the equalities \(\chi(P^1_P) = 2\) and \(\chi(k - \text{rational point}) = 1\) imply that \(\chi(E_P) = 2\), \(\chi(P^1_P \setminus \{0, \infty\}) = 0\) and \(\chi(\Gamma \setminus A_{\text{bad}}) = 2 - \sharp(A_{\text{bad}})\) for every \(P \in A_{\text{bad}}\).

Since \(\chi\) only depends on the underlying reduced subscheme, using the additivity of \(\chi\) once again with Lemma 7.4 (a,b) and the fact that \(d \in \{0, 1\}\) and \(d = 1\) exactly when \(\deg(f)\) is odd, we get

\[
\chi(Y^f_s) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \chi(Z_{P,s}^{\text{mod}}) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \chi(Z_{P,s}^{\text{sm}}) = 2bd + 2 - \sharp(A_{\text{bad}}) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} 1.
\]

The first equality now follows by applying Lemma 7.3 to \((f_P^\infty, b_P)\) and \((f_P^\neq \infty, b_P)\) instead of \((f, b)\).

Observe that \(\sharp(A) - \sharp(A_{\text{bad}}) + b(2 + 2d - \sharp(A))\) equals \(\chi(A \setminus A_{\text{bad}})\) when \(b = 0\), equals \(\chi(A \setminus A_{\text{bad}})\) when \(b = 1\) and \(\deg(f)\) is even and, equals \(\chi(E_P) + \chi(\Gamma \setminus A_{\text{bad}})\) when \(b = 1\) and \(\deg(f)\) is odd. For \(P \in A_{\text{bad}} \setminus \{\infty\}\), Lemma 7.4(c) shows that \(Q_P\) is not in the right hand side if and only \(b = b_P = 0\). Since \(b + b_P - bb_P\) is 0 when \(b = b_P = 0\) and 1 otherwise, it
follows that \( b + b_P - bb_P \) equals \( \chi(B_{s,\text{red}} \cap \{Q_P\}) \). We also have that \( Q'_P \) is in the right hand side of Lemma 7.4(c) exactly when \( b_P = 1 \).

The proof of the second equality is now similar to the first and uses Lemma 7.4 (a,c) and the second equality of Lemma 7.3 and the observations in the previous paragraph. \( \square \)

**Theorem 7.6.** Keeping the notation from Section 6.1 and Lemma 7.5, we get

\[
- \text{Art}(X^f/S) - \sum_{P \in A \setminus A_{\text{bad}} \setminus \{\infty\}} \left[ - \text{Art}(X^f_P / S) \right] - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \left[ - \text{Art}(X^f_P / S) \right]
\]

equals

\[
- b(2 + d) + \sum_{P \in A \setminus A_{\text{bad}} \setminus \{\infty\}, g_i \in C_P} (n_i - 1 + b + (2 + b) \sharp(A_{\text{bad}}) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{n \geq 1} (n_i - \lambda_i)
\]

\[
- \left( \sum_{b \in A_{\text{bad}} \setminus \{\infty\}} \sum_{\deg f_P = 0} (n_i - b - bb_P) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{\deg f_P \geq 1} \sum_{\deg f_P = 1} 2b_P - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{\deg f_P \geq 1} \sum_{\deg f_P = 1} 2b_P d_P^{\text{pm}} \right).
\]

**Proof.** The idea is to combine Corollary 7.5 with the Riemann-Hurwitz formula Lemma 2.1.

Since \( X^\star_{\pi} \) is a hyperelliptic curve for \( \star \in \{f, f^\infty_{\pi}, f^\infty_{\pi}\} \), using Definition 7.1 we have

\[
\chi(X^f_{\pi}) = 4 - d - \deg f, \quad \chi(X^f_{\pi}^{\infty}) = 4 - d^{\text{pm}} - \deg f^{\infty}_{\pi}, \quad \chi(X^f_{\pi}^{\infty}) = 4 - d^{\text{pm}} - \deg f^{\infty}_{\pi}.
\]

From Definition 6.4 it follows that

\[
\deg f = \sum_{P \in A} \sum_{i \in C_P} n_i, \quad \deg f^{\infty}_P = b + \sum_{i \in C_{P}^{-1}} \lambda_i, \quad \deg f^{\infty} = \sum_{i \in C_{P}^{-1}} n_i.
\]

Putting the last two displayed equations together, we get that

\[
\sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \chi(X^f_{\pi}^{\infty}) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \chi(X^f_{\pi}^{\infty}) - \chi(X^f_{\pi}) = d - 4 - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} (d^{\text{pm}} + b - 4) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} (d^{\text{pm}} - 4) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{n \geq 1} (n_i - \lambda_i).
\]
Similarly, combining Corollary 7.5 with the Riemann-Hurwitz formula and Remark 6.7 which says that if \( P \in A_{bad} \setminus \{ \infty \} \), then we cannot have \( \deg(f^\infty_P) = \deg(f^{\neq \infty}_P) = 0 \), we get

\[
(7.3) \quad \chi(X_s^f) - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^\infty_P) \geq 1} \chi(X_s^{f_P^\infty}) - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^{\neq \infty}_P) \geq 1} \chi(X_s^{f_P^{\neq \infty}})
\]

\[
= [2\chi(Y_s^f) - \chi(B_s^f)] - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^\infty_P) \geq 1} \left[ 2\chi(Y_s^{f_P^\infty}) - \chi(B_s^{f_P^\infty}) \right] - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^{\neq \infty}_P) \geq 1} \left[ 2\chi(Y_s^{f_P^{\neq \infty}}) - \chi(B_s^{f_P^{\neq \infty}}) \right]
\]

\[
= 2 \left[ 2 + 2bd - \sharp(A_{bad}) + \left( \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^\infty_P) = 0 \text{ or } \deg(f^{\neq \infty}_P) = 0} 1 \right) - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^\infty_P) \geq 1} (1 + b_P d_P^{mod}) - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^{\neq \infty}_P) \geq 1} (1 + b_P d_P^{sm}) \right]
\]

\[
- \left[ \sharp(A) - \sharp(A_{bad}) + b(2 + 2d - \sharp(A)) + \left( \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^\infty_P) = 0} (b + b_P - bb_P) \right) + \left( \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^{\neq \infty}_P) = 0} b_P \right) \right]
\]

\[
- \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^\infty_P) \geq 1} (b_P + d_P^{mod}) - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^{\neq \infty}_P) \geq 1} (b_P + d_P^{sm})
\]

\[
= 4 - 2b + 2bd + (b - 1)\sharp(A) - \sharp(A_{bad}) \quad (2 - b_P) \quad (b - bb_P)
\]

\[
- \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^\infty_P) \geq 1} (2 - b_P + 2b_P d_P^{mod} - d_P^{mod}) - \sum_{P \in A_{bad} \setminus \{ \infty \}, \deg(f^{\neq \infty}_P) \geq 1} (2 - b_P + 2b_P d_P^{sm} - d_P^{sm}).
\]

By Lemma 7.2, Definition 7.1 and the definitions of the sets \( A \) and \( A_{bad} \), it follows that \( d = 1 \) precisely when \( \deg(f) \) is odd, which is precisely when \( \infty \in A \), and similarly \( \infty \in A_{bad} \) when both \( b = 1 \) and \( \deg(f) \) is odd, or equivalently when \( bd = 1 \). Using these and rearranging terms gives the following three equalities.

\[
(7.4) \quad \sum_{P \in A \setminus A_{bad}, P \neq \infty, g \in C_P} n_i (b - 1)\sharp(A) - \sharp(A_{bad}) = \sum_{P \in A \setminus A_{bad}, P \neq \infty, g \in C_P} n_i (1 + b) + (b - 1) d - 2\sharp(A_{bad}) + b\sharp(A_{bad}).
\]
\[
\sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P = 0 \text{ or } \deg f_P^\infty = 0} (2 - b_P) - \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P \geq 1} (2 - b_P) - \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P^\infty \geq 1} (2 - b_P) = - \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P \geq 1} (4 - 2b_P).
\]

(7.6) \[
\sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P \geq 1} 4 + \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P^\infty \geq 1} 4 + (b - 2)\sharp(A_{bad}) - \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P \geq 1 \text{ and } \deg f_P^\infty \geq 1} 2 = -4bd + (2 + b)\sharp(A_{bad}) + \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P \geq 1 \text{ and } \deg f_P^\infty \geq 1} 4.
\]

For \( \star \in \{f, f_P^\infty, f_P^\infty\} \), by definition, we have \(-\text{Art}(X) = \chi(X_\star) \). Combining this with the five numbered equations above, it follows that the left hand side equals

\[
\left[\chi(X_\star') - \chi(X_\star)\right] - \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P^\infty \geq 1} \left[\chi(X_\star') - \chi(X_\star)\right] - \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P^\infty \geq 1} \left[\chi(X_\star') - \chi(X_\star)\right] = -b(2 + d) + \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P^\infty \geq 1} (n_i - 1 + b) + (2 + b)\sharp(A_{bad}) + \sum_{P \in A_{bad} \setminus \{\infty\} \atop \deg f_P^\infty \geq 1} (n_i - \lambda_i)
\]

8. Metric trees of polynomials

8.1. Overview of this section. For \( P \in A_{bad} \) and \( i \in C_P^{<1} \), it is hard to directly relate the discriminant of \( g_i \) with the discriminant of the corresponding replacement polynomial \( h_i \) (see Remark 6.6), and use it to compute \( \nu(\Delta_{f^\infty}) \). Instead, we first define the metric tree \( T(f) \) attached to a separable polynomial \( f \in R[x] \) (See Example 8.4 and Figure 1), which is a combinatorial gadget for recording the \( t \)-adic distances between all pairs of roots. The main results of this section are Theorem 8.5 and Theorem 8.17 that describe how to obtain the metric tree of the replacement polynomials \( f_P^\infty \) and \( f_P^\infty \) from the metric tree of \( f \).

More precisely, Lemma 8.3 shows that \( \nu(\Delta f) \) can be computed from the lengths of edges in the tree \( T(f) \) for any monic separable polynomial \( f \). In Theorem 8.14, we describe how to extract certain exponents and corresponding coefficients of the Newton-Puiseux expansions of the roots of the replacement polynomials \( h_i \) from those of \( g_i \), and use them to build the metric tree \( T(f_P^\infty) \) of the replacement polynomial from the metric tree \( T(f) \) of \( f \) by appropriately gluing together the metric trees of the irreducible factors of \( f_P^\infty \). This will then be used together with Lemma 8.3 in Theorem 9.1 for estimating how discriminants change under the replacement operation.

Throughout this section, we will use some basic terminology of Berkovich spaces; see [BR10] for a detailed introduction to the subject.
8.2. The metric tree $T(f)$ and the discriminant $\Delta_f$.

**Definition 8.1.** Let $S$ be a finite subset of $\mathbb{P}^1_{\overline{K}}$. The convex hull $C(S)$ of $S$ is the smallest connected metric subtree of $\mathbb{P}^1_{\overline{K}}$ containing $S$, with the infinite ends towards the type $1$ points in $S$ deleted.

**Example 8.2.** Let $K = \mathbb{C}((t))$. Let $S = \{\zeta, t^{2/3} + t^{5/6}, t^{2/3} - t^{5/6}, \omega t^{2/3} - \omega^2 t^{5/6}, \omega^2 t^{2/3} + \omega t^{5/6}, \omega^2 t^{2/3} - \omega t^{5/6}\}$. Then $C(S)$ is the metric tree in Figure 1.

**Definition 8.3.** Let $f$ be a monic polynomial in $R[x]$. The metric tree $T(f)$ of $f$ is the convex hull of the Gauss point $\zeta$ and the roots of $f$ (identified with type $I$ points on $\mathbb{P}^1_{\overline{K}}$).

**Example 8.4.** Let $f$ be the minimal polynomial of $t^{\frac{2}{5}} + t^{\frac{3}{5}}$ over $\mathbb{C}((t))$. Then $T(f)$ is the metric tree $C(S)$ in Example 8.2.

**Definition 8.5.** For any two type $1$ points $\alpha$ and $\beta$ and a type $2$ point $\gamma$ in $\mathbb{P}^1_{\overline{K}}$, observe that $C(\{\alpha, \beta, \gamma\})$ is a line segment of finite length. The Gromov product $(\alpha|\beta)_{\gamma}$ of $\alpha$ and $\beta$ with respect to $\gamma$ is the length of $C(\{\alpha, \beta, \gamma\})$.

**Example 8.6.** In Figure 3, the metric tree $C(\omega^2 t^{2/3} - \omega t^{5/6}, \omega t^{2/3} + \omega^2 t^{5/6}, \zeta)$ is coloured red and the metric tree $C(t^{2/3} - t^{5/6}, t^{2/3} + t^{5/6}, \zeta)$ is coloured green. This shows that $(\omega^2 t^{2/3} - \omega t^{5/6}|\omega t^{2/3} + \omega^2 t^{5/6})_{\zeta} = 2/3$ and $(t^{2/3} - t^{5/6}|t^{2/3} + t^{5/6})_{\zeta} = 5/6$.

**Lemma 8.3.** Let $f$ be a monic polynomial in $R[x]$. Then

$$\nu(\Delta_f) = \sum_{\alpha_i \neq \alpha_j, f(\alpha_i) = f(\alpha_j) = 0} (\alpha_i|\alpha_j)_{\zeta}.$$

**Proof.** This follows from $\nu(\alpha_i - \alpha_j) = (\alpha_i|\alpha_j)_{\zeta}$ and $\nu(\Delta_f) = \sum_{f(\alpha_i) = f(\alpha_j) = 0} (\alpha_i - \alpha_j)$.

8.4. Metric trees of replacement polynomials. Our next task is to relate the metric trees of the replacement polynomials to the metric tree of $f$ (Theorem 8.5 and Theorem 8.17). We make a few more definitions before stating the result.

We will continue to use the notation from Section 6.1 in the rest of this section. Let $f, f_P^\infty, f_P^\not\infty$ be as in Section 6 and Definition 6.4. Recall that type $2$ points in $\mathbb{P}^1_{\overline{K}}$ can be identified with divisorial valuations on $\overline{K}(\mathbb{P}^1)$. We identify the Gauss point $\zeta$ on $\mathbb{P}^1_{\overline{K}}$ with
the divisorial valuation corresponding to the generic point of the irreducible special fiber of $Y^f_0 \cong \mathbb{P}^1_R$. Recall that in subsection 6.1, we picked $a_P \in k \subset R = k[[t]]$ for every point $P \in A$. The point $a_P$ can be identified with a type 1 point on $\mathbb{P}^1_{K^{\text{Ber}}}$.

**Definition 8.7.** For any real number $l > 0$, let $\zeta_l$ be the point on the unique path connecting the Gauss point $\zeta$ to the type 1 point $a_P$ in $\mathbb{P}^1_{K^{\text{Ber}}}$ that is at distance $l$ from $\zeta$.

8.4.1. **Metric tree of $T(f^{f^\infty}_f)$**. Fix $P \in A_{\text{bad}}$ such that $C^1_P$ is not empty. Let $T = T(f)$. Define a new tree $T'$ as follows. Since $T$ is a tree, $T \setminus \{\zeta^1_P\} = T_0 \bigsqcup_{i \geq 1} T_i$ is a disjoint union of subtrees $T_i$ of $T$, and $\zeta \in T_0$. Let $T' = \{\zeta^1_P\} \bigsqcup_{i \geq 1} T_i$. Then $T'$ is a connected subset of $T$, and therefore also a tree, and it inherits the metric $d$ from $T$.

**Theorem 8.5.** The metric tree $T(f^{f^\infty}_f)$ is isomorphic to the tree $T'$ defined in the paragraph above.

**Proof.** This follows from the following two observations:

- The tree $T'$ is the convex hull of $\zeta^1_P$ and the roots of $g_i$ for $i \in C^1_P$.
- From Remark 6.5, the collection of roots of $f^{f^\infty}_f$ are simply the collection of roots of the polynomials $\tilde{g}_i$ for $i \in C^1_P$ divided by $t$.

This means that the Newton-Puiseux expansion of the roots of each factor of $f^{f^\infty}_f$ is obtained by dropping the leading term and then subtracting 1 from all of the other exponents of the Newton-Puiseux expansions of the corresponding irreducible factors of $f$. The effect of dropping the leading term and shifting all exponents down by 1 on the metric tree is deleting the initial segment between $\zeta$ and $\zeta^1_P$. \qed

8.5.1. **Metric tree of $T(f^\infty_f)$**. Fix $P \in A_{\text{bad}}$ such that $C^\leq 1_P$ is not empty.

**Definition 8.8.** Let $\mathcal{V}_P := \{\lambda_i/n_i \mid g_i \in C^\leq 1_P\}$ be the collection of valuations of the roots of $\tilde{g}_i$ for the $g_i \in C^\leq 1_P$.

**Definition 8.9.** Let $a/b \in \mathcal{V}_P$ and assume $\gcd(a, b) = 1$. Let $S_{P,a/b}$ be a subset of the roots of $f$ defined as follows:

$$S_{P,a/b} := \{\lambda_i/n_i \mid g_i(\lambda) = 0 \text{ for some } g_i \in C^\leq 1_P \text{ satisfying } \lambda_i/n_i = a/b\}.$$

**Definition 8.10.** Let $a/b \in \mathcal{V}_P$ and assume $\gcd(a, b) = 1$. Define $T_{P,a/b}$ to be the metric subtree of $T(f)$ obtained by taking the convex hull of $S_{P,a/b}$.

**Galois action on metric trees.** Let $G := \text{Gal}(\overline{K}/K)$. Since the $G$ action on $\mathbb{P}^1_{K^{\text{Ber}}}$ fixes the Gauss point $\zeta$ and permutes the roots of any irreducible factor of $f \in K[[x]]$, we get natural induced $G$ actions on the metric trees $T(\tilde{g}_i), T_{P,a/b}, T(f)$ for all $i$ and for all $a/b$. These actions preserve the lengths of edges and the valency at every vertex. Let $C^{a/b} = \bigsqcup_i C_i$ be the connected components of $T_{P,a/b} \setminus \{\zeta^{a/b}_P\}$, let $\overline{C}_i = C_i \cup \{\zeta^{a/b}_P\}$ and let $\overline{C}^{a/b}$ be the set of $\overline{C}_i$.

**Theorem 8.6 (Local symmetry of $T_{P,a/b}$ at $\zeta^{a/b}_P$).** Fix $i \in C^\leq 1_P$. Let $g_i$ be an irreducible factor of $f$ and let $\tilde{g}_i$ be the shift of $g_i$ as defined in Section 6.1. Let $n_i = \deg g_i$, let $\omega$ be the chosen $n_i^{th}$ root of unity in $K$ and let the valuation of any root of $\tilde{g}_i$ be $\lambda_i/n_i = a/b$ with $\gcd(a, b) = 1$. Let $d := n_i/b$. 27
(a) The splitting field of $f$ is a cyclic extension of the form $K(t^{1/n})$ for some integer $n \geq 1$.
(b) Let $\eta(t^{1/n_i}) := \sum_{l \geq 0} a_{l} t^{l/n_i}$ be the Newton-Puiseux expansion of one root of $\tilde{g}_i$. Then for any other root of $\tilde{g}_i$, there exists a unique integer $j$ with $0 \leq j \leq n_i - 1$ such that the Newton-Puiseux expansion of this root of the form $\eta(\omega^j t^{1/n_i}) = \sum_{l \geq 0} a_{l} \omega^j t^{l/n_i}$.
(c) The point $\zeta_P^{a/b}$ of $T(f)$ lies on the subtree $T_{P,a/b}$, and is fixed by the natural $G$ action. Each $G_i$ is a rooted metric tree with root $\eta_P^{a/b}$, and is the hull of $\zeta_P^{a/b}$ and a naturally defined subset of $S_{P,a/b}$.
(d) The elements of $\overline{C}^{a/b}$ are in natural bijection with the coefficients of $t^{a/b}$ in the Newton-Puiseux expansions of the elements of $S_{P,a/b}$. Let $\sigma$ be a generator of the cyclic Galois group $G$ of the splitting field of $f$ over $K$, and let $G'$ be the subgroup generated by $\sigma^b$. For any $G_i \in \overline{C}^{a/b}$, the corresponding subset of $S_{P,a/b}$ is a union of $G'$ orbits for the action of $G'$ on $S_{P,a/b}$.
(e) The $G$ action on $T_{P,a/b}$ induces a natural $\mathbb{Z}/b\mathbb{Z}$ action on the set of connected components $\overline{C}^{a/b}$. If $f$ is irreducible with roots of valuation $a/b$, then the size of $\overline{C}^{a/b}$ is $b$ and the natural $G$ action on $\overline{C}^{a/b}$ is transitive. In general, every orbit for this action has size $b$, and the connected components in any given orbit are isomorphic as rooted metric subtrees of $T(f)$.
(f) For any polynomial $g$, let $T_{P,a/b}^g$ denote the metric tree described above with the polynomial $g$ in place of the polynomial $f$. The metric tree $T_{P,a/b}^g$ for $i \in C_P^{<1}$ is isomorphic to a natural metric subtree of $T_{P,a/b}$, and $T_{P,a/b}^f$ is the union of the images of $T_{P,a/b}^g$ under these isomorphisms as we vary over all $i \in C_P^{<1}$.

Proof.

(a) Let $L_i$ be the splitting field of $\tilde{g}_i$ over $K$. Since $n_i \leq 2g + 2 < \text{char} \, k$ and $[L_i : K]$ divides $(n_i)!$, it follows that $L_i / K$ is a tame totally ramified Galois extension, and therefore cyclic ([Ser79, Chapter IV, § 1 Proposition 1, § 2 Corollary 2 to Proposition 2]). This also means that every subextension is Galois and cyclic. Since the residue field $k$ of $K$ is algebraically closed and $K$ is complete, all units in $K$ have $n_i^{th}$ roots in $K$. Therefore by Kummer theory, it follows that $L_i = K(t^{1/n_i})$ is a cyclic extension and a generator of the Galois group sends $t^{1/n_i}$ to $\omega t^{1/n_i}$, where $\omega$ is a $n_i^{th}$ root of unity in $K$. The splitting field of $f$ is the compositum of the $L_i$ and therefore equals $K(t^{1/k\text{m}(n_i)})$, which by the same argument as before is cyclic and Galois.

(b) The Galois group of $L_i / K$ is cyclic of order $n_i$ and is generated by the element $\sigma$ that sends $t^{1/n_i}$ to $\omega t^{1/n_i}$. Since the Galois group acts transitively on the roots of $\tilde{g}_i$, if $\alpha$ and $\beta$ are any two roots of $f$, then there is a unique $j$ with $0 \leq j \leq n_i - 1$ with $\sigma^j(\alpha) = \beta$. If $\alpha = \sum_{l \geq 0} a_{l} t^{l/n_i}$, since $\sigma^j(\alpha) = \beta$, it follows that $\beta = \sum_{l \geq 0} a_{l} \omega^j t^{l/n_i}$.

(c) To show that $\zeta_P^{a/b}$ lies on $T_{P,a/b}$, it is enough to show that there exist two roots of $\tilde{g}_i$ for $i \in C_P^{<1}$ whose Newton-Puiseux expansions start with $t^{a/b}$, and such that the corresponding coefficients of $t^{a/b}$ are not congruent modulo the maximal ideal of $R$. From the previous paragraph and the fact that $\omega_{i a d}$ is not congruent to $\omega_{j a d}$ if $i \neq j \mod b$ (since $\text{char} \, k > 2g + 2 \geq n_i = db$), we see that we can take any two roots of $\tilde{g}_i$ that begin with $ut^{a/b}$ and $u \omega^{a d} t^{a/b}$. 28
Since the connected components of $T_{P,a/b} \setminus \zeta_P^{a/b}$ are in bijection with the coefficients of the leading terms of the Newton-Puiseux expansions of the elements of $S_{P,a/b}$ after subtracting $a_P$ and the $G$ action respects the metric tree structure of $T(\tilde{g}_i)$ and fixes $\zeta$, it follows that the $G$ action also fixes the point $\zeta_{P,a/b}$ and permutes the connected components of $T_{P,a/b} \setminus \zeta_P^{a/b}$. Since $\zeta_P^{a/b}$ lies in the closure of the connected component $C_i$, it follows that $C_i = C_i \cup \{\zeta_P^{a/b}\}$ is also connected and a rooted metric subtree of $T_{P,a/b}$. Since $T_{P,a/b}$ is the convex hull of $\zeta_P^{a/b}$ and a subset of Type I points $S_{P,a/b}$, the disjoint union decomposition $T_{P,a/b} \setminus \{\zeta_P^{a/b}\} = \bigsqcup C_i$ induces a corresponding disjoint union decomposition of the $S_{P,a/b}$.

(d) The edges adjacent to $\zeta_{P,a/b}$ in $T(g_i)$ (not counting the edge towards the Gauss point $\zeta$) are in bijection with the coefficients of the leading order term $t^{a/b}$ of the roots of $\tilde{g}_i$, so in particular, there are $b$ such edges. If we fix an irreducible factor $g_i$, then the roots of $g_i$ in a particular subtree (i.e., with a leading order term $ut^{a/b}$ for a fixed $u$), are precisely the roots in a given $G'$ orbit of a root, since $u \cdot i^{ad} \equiv u \mod t$ if and only if $i \equiv 0 \mod b$. Taking a union over all irreducible factors of $f$ gives the desired result.

(e) The description of the $G$ action on the Newton-Puiseux expansions shows that the action on the coefficients of the leading order terms can be thought of as a permutation action of the $b^{th}$ roots of unity in $K$ and therefore factors through the group $\mathbb{Z}/b\mathbb{Z}$. From the explicit description of the action, it follows that every orbit for this action has size $b$. In particular, these connected components in any given orbit are all isomorphic as rooted metric subtrees of $T(f)$.

(f) These natural identifications arise from restricting the natural identifications of $T(g_i)$ (hull of $\zeta$ and the roots of the irreducible factor $g_i$ of $f$) with a metric subtree of $T(f)$ (hull of $\zeta$ and the roots of $f$).

8.7. Characteristic exponents of Newton-Puiseux expansions and metric trees.
We will now set up some notation to relate the Newton-Puiseux expansions of the roots of $f$ to the metric tree $T(f)$.

**Lemma 8.8.** Assume that the roots of $f$ are all $K$-rational. Let $\{a_1, a_2, \ldots, a_l\}$ be the chosen lifts in $R$ of the reduction of the roots of $f$ modulo $t$, and let $f(x) = h_1(x)h_2(x)\ldots h_l(x)$ be a factorization of $f$ such that for every $i$, every irreducible factor of $h_i$ specializes to $\pi_i$ in $\mathbb{P}^1_R$. Let $h'_i(x) = h_i((x-a_i)/t)$. Let $S$ be the metric tree with vertices $\kappa, \kappa_1, \ldots, \kappa_l$ such that there is a single edge of length 1 connecting $\kappa$ to $\kappa_i$ for every $i$ and no other edges. Then $T(f) \cong (S \bigsqcup T(h'_i))/\sim$ where the equivalence relation $\sim$ glues the point $\kappa_i$ to the point of $T(h'_i)$ corresponding to the Gauss point, and under this isomorphism the Gauss point $\zeta$ in $T(f)$ gets identified with the point $\kappa$ of $S$.

**Proof.** The proof is making the canonical identifications on $\mathbb{P}^1_{F_{\text{Berk}}}$ coming from our choice of Newton-Puiseux expansions explicit. The tangent directions from the Gauss point $\zeta$ in $T(f)$ are in bijective correspondence with the reductions of the roots of $f$ modulo $t$. Let $S'$ be the subset of $\mathbb{P}^1_{F_{\text{Berk}}}$ that includes the Gauss point $\zeta$ and the points $\zeta_{a_i}$ at distance 1 from $\zeta$ in the direction corresponding to $a_i$ for every $i$. Then $S' \cong S$ and the roots of $f$ specialize to the ends $\kappa_i$ under the canonical retraction of points of $\mathbb{P}^1_{F_{\text{Berk}}}$ to $S'$, and the roots specializing to $\kappa_i$ are precisely the roots of $h_i$ for every $i$. The change of coordinates $x \mapsto (x-a_i)/t$ maps the roots of $h_i$ bijectively on to the roots of $h'_i$ and further induces an
isomorphism of the hull of the roots of \( h_i \) and \( \zeta_{a_i}^1 \) with the metric tree of \( T(h_i') \). Since \( T(f) \) can also be described as the hull of \( \zeta, \zeta_{a_i}^1 \) and the roots of \( h_i \) for every \( i \), this finishes the proof. \( \square \)

**Lemma 8.9.** Let \( s \in \mathcal{K} \) and let \( \nu(s) = 1/n \) for some integer \( n \geq 1 \). If we let \( (T_i(f), d_i) \) denote the metric tree from Definition 8.3 and let \( (T_s(f), d_s) \) denote the metric tree of \( f \) constructed by using Newton-Puiseux expansions using \( s \) instead of \( t \). Then \( T_s(f) \) and \( T_t(f) \) are canonically homeomorphic and \( d_s = nd_t \).

**Proof.** Omitted. Similar to the proof of the previous lemma making canonical identifications explicit. \( \square \)

We now recall certain definitions and theorems from [GBGPPP17] that will let us relate the metric tree \( T(f) \) to \( T(f_P^\infty) \). In [GBGPPP17], the authors relate the ‘essential exponents’ and certain coefficients of the Newton-Puiseux expansions of roots of \( f \) to those of its ‘inverse’ obtained by reversing the roles of \( x \) and \( t \). Dividing the dual Newton-Puiseux expansions by \( t \) gives us Newton-Puiseux expansions of roots of \( f_P^\infty \). We will first recall the definition of characteristic exponents and essential exponents and show how these are related to symmetricals of the metric tree \( T(f) \) in Lemma 8.6. In Theorem 8.14, we will show how the essential exponents of each irreducible factor of the replacement polynomial can be derived from the essential exponents of the corresponding original irreducible factor. In the same theorem, we will also describe how metric trees for each irreducible factor of the replacement polynomial overlap. In the setting of [GBGPPP17], the ring \( R = \mathbb{K}[[t]] \), where \( \mathbb{K} \) is an algebraically closed field of characteristic 0. In our setting, we may have \( \text{char}(\mathbb{K}) > 0 \) but the relevant results still hold since we restrict our attention to polynomials of degree < \( \text{char} \mathbb{K} \), which in turn ensures that the Newton-Puiseux expansions have bounded denominators.

**Definition 8.11.** Let \( \eta \in \bigcup_{n \in \mathbb{Z}_{>1},(n,p)=1} R(t^{1/n}) \). The **support** \( S(\eta) \) of \( \eta \) is the set of nonnegative rational numbers with bounded denominators \( S(\eta) \) such that \( \eta \) has a Newton-Puiseux expansion of the form \( \eta = \sum_{m \in S(\eta)} [\eta]^m t^m \) for the chosen lifts \([\eta]^m \in R \setminus \{0\} \).

Assume further that \( 0 \notin S(\eta) \). The **characteristic exponents** \( E(\eta) \) of \( \eta \) consists of those elements of \( S(\eta) \) which, when written as quotients of integers, need a denominator strictly bigger than the lowest common denominator of the previous exponents. That is:

\[
E(\eta) := \{ l \in S(\eta) \mid N_l \notin \mathbb{Z} \}, \quad \text{where} \quad N_l := \min\{N \in \mathbb{N} \setminus \{0\} \mid (S(\eta) \cap [0, l)) \subset \frac{1}{N} \mathbb{Z} \}.
\]

The **sequence of characteristic exponents** is the set of elements of \( E(\eta) \) written in increasing order.

**Remark 8.12.** The sequence of characteristic exponents is finite for any \( \eta \) as in the definition above as we assumed that the support of \( \eta \) consists of a set of rational numbers with bounded denominators.

**Example 8.13.** Let \( R = \mathbb{C}[[t]] \). Then \( t^{5/2} + t^{8/3} \) and \( 2t - t^{5/2} + t^{8/3} - 3t^{7/2} + t^{23/6} \) both have the same sequence of characteristic exponents namely \( \{5/2, 8/3\} \).

**Definition 8.14.** Consider a set \( E \subset \mathbb{Q}_+ \) with bounded denominators and an integer \( p \in \mathbb{N} \setminus \{0\} \). Then the **sequence** \( \text{ess}(E, p) := (\text{ess}(E, p)_t)_t \) of essential elements of \( E \) relative to \( p \) is defined inductively by:

- \( \text{ess}(E, p)_0 := \min E \), and,
• if \( l \geq 0 \), then \( \text{ess}(E, p)_l \) is defined if and only if \( E \) is not contained in the abelian subgroup \( \mathbb{Z}\{p, \text{ess}(E, p)_0, \ldots, \text{ess}(E, p)_{l-1}\} \) of \( \mathbb{Q}_+ \) generated by \( p, \text{ess}(E, p)_0, \ldots, \text{ess}(E, p)_{l-1} \), and in this case
\[
\text{ess}(E, p)_l := \min(E \setminus \mathbb{Z}\{p, \text{ess}(E, p)_0, \ldots, \text{ess}(E, p)_{l-1}\}).
\]

In [GBGPPP17, Lemma 3.13], they prove the following lemma relating the characteristic exponents and the essential exponents of a series \( \psi \in R[1/n] \), that we recall for the reader’s convenience.

**Lemma 8.10.** Let \( (\alpha_1, \alpha_2, \ldots, \alpha_g) \) be the sequence of characteristic exponents of a series \( \psi \in R[1/n] \). Then this sequence can be obtained from the sequence of essential exponents \( (\epsilon_0, \epsilon_1, \ldots, \epsilon_d) \) of \( \psi \) relative to 1 in the following way.

- If \( \epsilon_0 \notin \mathbb{Z} \), then \( g = d + 1 \) and \( \alpha_i = \epsilon_{i-1} \) for all \( i \in \{1, 2, \ldots, d + 1\} \).
- If \( \epsilon \in \mathbb{Z} \), then \( g = d \) and \( \alpha_i = \epsilon_i \) for all \( i \in \{1, 2, \ldots, d\} \).

We will now state a theorem that tells us how to build the metric tree \( T(f) \) of \( f \) from the Newton-Puiseux expansions of the roots of \( f \).

**Definition 8.15.** We will use the notation introduced in Section 6.1. For each \( P \in A_{\text{bad}} \), let
\[
\gamma_P^{\max} := \begin{cases} 
\max\{\lambda_i/n_i \mid i \in C_P^{<1}\} & \text{if } C_P^{\geq 1} = \emptyset \\
1 & \text{if } C_P^{\geq 1} \neq \emptyset.
\end{cases}
\]
Let \( S_f \) be the convex hull of \( \{\zeta\} \cup \{\zeta_P^a \mid P \in A_{\text{bad}}\} \).

**Lemma 8.11.** Let \( r: \mathbb{P}^{1, \text{Berk}}_K \to S_f \) denote the canonical retraction map. Under this retraction, any root of \( g_i \) for \( i \in C_P^{\geq 1} \) retracts to \( \zeta_P^{\gamma} \) and the roots in \( S_{P,a/b} \) retract to \( \zeta_P^{a/b} \) for every \( a/b \in V_P \).

**Proof.** First pass to a cyclic extension \( L = K(t^{1/n}) \) to make all roots of \( f \) rational. Then \( n = kb \). If \( s = t^{1/n} \), then the elements of \( S_{P,a/b} \) are precisely the roots whose \( s \)-adic power series expansions begin with \( s^a \) and the roots of \( \tilde{g}_i \) for \( i \in C_P^{\geq 1} \) begin with \( s^m \) for some \( m \geq n \). We then combine Lemma 8.9 with a repeated application of Lemma 8.8 to get the desired result. \( \square \)

We will now show that the subtree \( \overline{C}_i \) of \( T_{P,a/b} \) from Lemma 8.6 is naturally isomorphic to the metric tree of a polynomial over \( K(t^{1/b}) \). Recall that we proved in Lemma 8.6 (d) that every such subtree is the hull of \( \zeta_P^{a/b} \) and a union of certain \( G' \) orbits of roots of \( f \).

**Lemma 8.12.** Fix a subtree \( \overline{C}_i \) of \( T_{P,a/b} \) at \( \zeta_P^{a/b} \) like in Section 8.5.1, Lemma 8.6, and let \( u^{a/b} \) be the corresponding leading order term like in Lemma 8.6 (d). Pick a set of representatives \( \alpha_1, \alpha_2, \ldots, \alpha_r \) for each \( G' \) orbit of roots corresponding to \( \overline{C}_i \), and let \( \eta_1(t^{1/n_1}), \eta_2(t^{1/n_2}), \ldots, \eta_r(t^{1/n_r}) \) be the corresponding Newton-Puiseux expansions of \( \alpha_i - a_P \). Let \( s = t^{1/b} \) and let \( n'_i = n_i/b \). Fix \( l \) with \( 1 \leq l \leq r \).

(a) The minimal polynomial of \( \alpha_i - a_P \) over \( K(s) \) has degree \( n_i/b \) and its roots have Newton-Puiseux expansions \( \{\eta_j(s^{1/n'_i}) \mid 0 \leq j \leq (n_i/b) - 1\} \). In particular, if the characteristic exponents of \( \alpha_i - a_P \) over \( K \) are \( \{a_0/b_0, a_1/b_1, \ldots, a_g/b_g\} \) with \( \gcd(b_i, a_i) = 1 \), then \( a_0 = a, b_0 = b \) and the characteristic exponents of its minimal polynomial over \( K(s) \) are \( \{a_1/b_1, \ldots, a_g/b_g\} \).
Let \( j_i \) be the minimal polynomial of \( (\alpha_i - a_P - u s^a)/s^a \) over \( K(s) \). The characteristic exponents of the roots of \( j_i \) over \( K(s) \) are \( \{ \frac{b_i}{b_1 \cdots b_g} - a, \ldots, \frac{a_g}{b_1 \cdots b_g} - a \} \). Let \( j = \prod_{i=1}^{\ell} j_i \) and let \( (T(j), d) \) the corresponding metric tree over the field \( K(s) \). Then \( \overline{C}_i \) is isomorphic as a rooted metric tree to \( (T(j), \frac{1}{d}) \) (i.e., the point \( \zeta_{P,a/b} \) maps to the Gauss point in \( T(j) \)).

**Proof.**

(a) In Lemma 8.6(d) we showed that if \( \sigma \) is the generator of \( G \), then \( \sigma^b \) is the generator of \( G' \) and that the subset \( S_{P,a/b} \) of the roots of \( f \) is a union of \( G' \)-orbits. The power series listed here are precisely the elements of the \( G' \)-orbit listed explicitly, and the computation of their essential exponents is a direct calculation.

(b) In Lemma 8.6(e,f) we showed that the convex hull of the roots of \( f \) in \( S_{P,a/b} \) is a metric tree \( T_{P,a/b} \) rooted at \( \zeta_{P,a/b} \), and that the connected components of \( T_{P,a/b} \setminus \{ \{\zeta_{P,a/b}\} \} \) are in bijective correspondence with the coefficients of the \( t^{a/b} \) of the Newton-Puiseux expansions of the elements of \( S_{P,a/b} \). Part(b) follows from part(a) and these identifications and Lemma 8.9.

**Definition 8.16.** [Dual series] Two units \( \varphi(t), \tilde{\varphi}(t) \in k[[t]]^* \) are said to be **dual** to each other if we have

\[
t\varphi(t\varphi(t)) = t \quad \text{and} \quad t\tilde{\varphi}(t\varphi(t)) = t.
\]

Dual series exist; the dual of \( \varphi(t) \) is the inverse image of \( t \) under the continuous \( k \)-automorphism of \( k[[t]] \) defined by sending \( t \) to \( t\varphi(t) \).

**Definition 8.17.** Given two irreducible polynomials \( g, g' \) of degrees \( \leq \text{char} \ k \), the **maximal exponent of contact** \( \kappa_{g,g'} \) of \( g \) and \( g' \) is defined to be

\[
\kappa_{g,g'} := \max \{ \nu(\alpha - \beta) \mid g(\alpha) = g'(\beta) = 0 \}.
\]

**Lemma 8.13.** Let \( g \) and \( g' \) be irreducible polynomials in \( R[x] \) such that \( 2 \leq n := \deg g < \text{char} \ k \), \( 2 \leq n' := \deg g' < \text{char} \ k \) and \( \nu(g(0)) > 0 \) and \( \nu(g'(0)) > 0 \). Let the essential exponents of \( g \) and \( g' \) be \( \{ e_0 := \frac{m}{n}, e_1, \ldots, e_h \} \) and \( \{ e'_0 := \frac{m'}{n'}, e'_1, \ldots, e'_{h'} \} \) respectively. Let \( a_i, b_i \) for \( 0 \leq i \leq h \) be the positive integers uniquely defined by the relations \( e_i = \frac{a_i}{b_1 b_2 \cdots b_g} \) and \( \gcd(b_i, a_i) = 1 \). Assume that \( e_r < \kappa := \kappa_{g,g'} \leq e_{r+1} \) for some \( r > 0 \). Then,

(a) \( e_q = e'_q \) for all \( q \) such that \( 0 \leq q \leq r \),

(b) \( \frac{m}{\gcd(m,ne_q)} = \frac{m'}{\gcd(m',ne'_q)} = \frac{a_1 b_2 \cdots b_g}{\gcd(a_1 b_2 \cdots b_g, a_q)} \) and \( \frac{ne_q}{\gcd(m,ne_q)} = \frac{n' e'_q}{\gcd(m',ne'_q)} = \frac{a_q}{\gcd(a_1 b_2 \cdots b_g, a_q)} \) for all \( q \) such that \( 0 \leq q \leq r \).

(c) Fix a root \( \beta \) of \( g' \). Then the multiset \( \{ \nu(\alpha - \beta) \mid g(\alpha) = 0 \} \) consists of

- \( e_q \) occurring \( (b_q - 1)b_{q+1}b_{q+2} \) \( b_h \) times for \( 0 \leq q \leq r \), and,
- \( \kappa \) occurring \( b_{r+1} b_{r+2} \cdots b_h \) times.

**Proof.**

(a) Let \( \alpha := \sum_{q \in S(\alpha)} [\alpha]_q t^q \) and \( \beta := \sum_{q \in S(\beta)} [\beta]_q t^q \) be roots of \( g_i \) and \( g_j \) respectively such that \( \nu(\alpha - \beta) = \kappa \). Then \( [\alpha]_q = [\beta]_q \) for all \( q < \kappa \) and \( [\alpha]_\kappa \neq [\beta]_\kappa \). In particular, \( S(\alpha)_{<\kappa} := \{ q \mid [\alpha]_q \neq 0, q < \kappa \} = S(\beta)_{<\kappa} := \{ q \mid [\beta]_q \neq 0, q < \kappa \} \). Since the essential exponents of \( \alpha \) that are less than \( < \kappa \) only depend on the set \( S(\alpha)_{<\kappa} \), it follows that \( \alpha \) and \( \beta \) have the same list of essential exponents less than \( \kappa \), i.e., \( e_q = e'_q \) for all \( q \) such that \( 0 \leq q \leq r \).
(b) By the definition of essential exponents there exist positive integers $a_i, b_i, a'_i, b'_i$ for $0 \leq i \leq g$, $0 \leq j \leq h$ such that

- $e_i = \frac{a_i}{b_1 b_2 \ldots b_i}$, $e'_j = \frac{a'_j}{b_1 b_2 \ldots b_j}$ for all $i, j$ such that $0 \leq i \leq g$, $0 \leq j \leq h$,
- $a_i = a'_i$, $b_i = b'_i$ for all $0 \leq i \leq r$, and
- $n = b_1 b_2 \ldots b_g, n' = b'_1 b'_2 \ldots b'_h$.

Since $m/n = a_1/b_1$ and $n = b_1 b_2 \ldots b_g$, we have

$$\frac{m}{\gcd(m, ne_q)} = \frac{a_1 b_2 \ldots b_g}{\gcd(a_1 b_2 \ldots b_g, b_1 b_2 \ldots b_g \frac{a}{b_1 b_2 \ldots b_g})} = \frac{a_1 b_2 \ldots b_g b_{q+1} b_{q+2} \ldots b_g}{\gcd(a_1 b_2 \ldots b_g b_{q+1} b_{q+2} \ldots b_g, b_{q+1} b_{q+2} \ldots b_g a_q)} = \frac{a_1 b_2 \ldots b_g}{\gcd(a_1 b_2 \ldots b_g, a_q)}.$$

A similar calculation shows $\frac{m'}{\gcd(m', n'e_q')} = \frac{a'_1 b'_2 \ldots b'_g}{\gcd(a'_1 b'_2 \ldots b'_q a'_q)}$. Since $a_i = a'_i$ and $b_i = b'_i$ for all $i$ such that $0 \leq i \leq r$, it follows that $\frac{m}{\gcd(m, ne_q)} = \frac{m'}{\gcd(m', n'e_q')}$ for all $q \leq r$. We can similarly show that for all $q \leq r$ we have

$$\frac{ne_q}{\gcd(m, ne_q)} = \frac{a_q}{\gcd(a_1 b_2 \ldots b_q, a_q)} = \frac{a'_q}{\gcd(a'_1 b'_2 \ldots b'_q, a'_q)} = \frac{n'e_q'}{\gcd(m', n'e_q')}.$$  

(c) This proof can also be found in [Wal04, Proposition 4.1.3], but we are reproducing it here with our notation for the reader’s convenience. Let $d$ be the smallest positive integer such that all roots of $g$ are defined over $k[[t^{1/n}]]$. Since $g$ is irreducible and $\deg g < \text{char } k$, it follows that $d = n$. By the definition of characteristic exponents, we also have $d = b_0 b_1 \ldots b_h$. In the rest of the proof, we will freely use $n = b_0 b_1 \ldots b_h$.

The proof of part (c) will be an inductive argument on $\deg(g)$ using Lemma 8.12 (b), as we now explain. Since the Galois group acts transitively on the roots of $g'$, it follows that for every root $\beta$ of $g'$, there exists a root $\alpha$ of $g$ such that $\nu(\alpha - \beta) = \kappa$. Fix such an $\alpha$ for the chosen $\beta$, and write down Newton-Puiseux expansions $\alpha(t^{1/n}) = \sum_{q \in S(\alpha)}[\alpha]_i t^q, (t^{1/n}) = \sum_{q \in S(\beta)}[\beta]_i t^q$. The other roots of $g$ have the form $\alpha(\omega^i t^{1/n})$ where $\omega$ is a chosen $n$th root of unity and $i$ runs between 0 and $n - 1$. Since $\kappa > m/n = m'/n' = a_0/b_0$, we have $[\alpha]_{a_0/b_0} = [\beta]_{a_0/b_0}$. This in turn implies that the roots $\alpha'$ of $g$ with a leading order term different from that of $\beta$ (i.e., have $\nu(\alpha' - \beta) = a_0/b_0$) are those of the form $\{\alpha(\omega^i t^{1/n}) | 0 \leq i \leq n - 1, b_0 \div i\}$, and there are precisely $n - (n/b_0) = (b_0 - 1)b_1 \ldots b_h$ such roots.

For the inductive step, we see that the roots $\alpha'$ of $g$ such that $\nu(\alpha' - \beta) > a_0/b_0$ are precisely those corresponding to the subtree $\overline{C_i}$ in Lemma 8.12. In the notation of that Lemma, our assumptions guarantee that $a_p = 0$, and $u = [\alpha]_{a_0/b_0} = [\beta]_{a_0/b_0}$. Recall that we proved in Lemma 8.12 (b) that the set $\{((\alpha' - ut^{a_0/b_0}))/t^{a_0/b_0} | g(\alpha') = 0, [\alpha]_{a_0/b_0} = [\beta]_{a_0/b_0}\}$ are precisely the Galois conjugates of $(\alpha - ut^{a_0/b_0})/t^{a_0/b_0}$ over $k[[t^{1/b_0}]]$, and the essential exponents of the corresponding minimal polynomial are $\{\frac{a_1}{b_1}, \frac{a_2}{b_2}, \ldots, \frac{a_h}{b_h}\}$. Replacing $\beta$ by $(\beta - ut^{a_0/b_0})/t^{a_0/b_0}$ and the roots $\alpha'$ with $\nu(\alpha' - \beta) > a_0/b_0$ by $(\alpha' - ut^{a_0/b_0})/t^{a_0/b_0}$ and working over $K(t^{1/b_0})$ combined with the induction hypothesis gives us the desired result. 

\hfill \Box
Theorem 8.14. Let \( h_i \) be the replacement polynomial for \( g_i \) as in Definition 6.4. Let the sequence of characteristic/essential exponents of any root of \( g_i \) (which equals the sequence of characteristic/essential exponents of \( \tilde{g}_i \)) be \( \left\{ \frac{m_i}{m_i}, e_1, \ldots, e_d \right\} \) with \( n_i = \deg g_i \).

(a) The sequence of essential exponents of any root of \( h_i \) relative to 1 are \( \left\{ \frac{n_i}{m_i} - 1, \frac{n_i}{m_i}(e_1 + 1) - 2, \ldots, \frac{n_i}{m_i}(e_d + 1) - 2 \right\} \).

(b) The replacement polynomials \( h_i \) are irreducible. Let \( i \neq j \).

- If \( m_i/n_i < m_j/n_j \), then \( \kappa_{g_i,g_j} = m_i/n_i \) and \( \kappa_{h_i,h_j} = (n_j/m_j) - 1 \).
- If \( m_i/n_i = m_j/n_j \), then \( \kappa_{h_i,h_j} = \frac{n_i}{m_i}(\kappa_{g_i,g_j} + 1) - 2 \).

(c) Let \( P \in A_{bad}, m/n \in \mathcal{V}_P \). Fix a subtree \((C,d)\) of \( T_{P,m/n} \) corresponding to \( f(x - a_P) \) with leading order term \( ut^{m/n} \) for some \( u \) like in Lemma 8.6. Let \( v \in R \) such that \( v^m = u^n \). Then the subtree \( \overline{D} \) of \( T(f_P^\infty) \) obtained by taking the hull of \( \zeta_0^{(n/m)^{-1}} \) and the roots of \( f_P^\infty \) with leading order term \( vt^{(n/m)^{-1}} \) is isomorphic to \((C,(n/m)d)\).

(d) Fix a set of representatives \( \{u_1t^{m/n}, \ldots, u_t^{m/n}\} \) for the Galois orbits of leading order terms of roots of \( f(x - a_P) \) of valuation \( m/n \) like in Lemma 8.6 (e). For each such \( u_i \), let \( \overline{D}_{u_i} \) be the subtree of \( T(f_P^\infty) \) described in the previous part of the theorem. The subtree \( T_{0,(n/m)^{-1}} \) of \( T(f_P^\infty) \) is isometrically isomorphic to the tree obtained by gluing together the following subtrees (\( lm \) in total) at the common point \( \zeta_0^{(n/m)^{-1}} \): for each value of \( u_i \), take \( m \) subtrees each isometrically isomorphic to the subtree \( \overline{D}_{u_i} \).

Proof.

(a) Recall \( R = k[[t]] \). Let \( \eta(s) \in k[[s]] \) be such that \( \eta(t^{1/m_i}) = ut^{m_i/n_i} + \ldots + k[[t^{1/m_i}]] \) is the Newton-Puiseux expansion of a root of \( \tilde{g}_i \), and let \( u' \in R \) be such that \( u^{m_i} = u \), and let \( \eta'(s) \in k[[s]] \) be such that \( \eta'(0) = u' \) and \( (s\eta'(s))^{m_i} = \eta(s) \). Note that these two equations uniquely define the power series \( \eta' \). Let \( u\xi'(u) \in k[[u]] \) be the dual series of \( s\eta'(s) \), and let \( \xi(u) = (u\xi'(u))^{n_i} \).

Let \( \tilde{g}_i(x) = \sum_{j=0}^{\lambda_i} (\sum a_{ij}x^j) t^{\lambda_i-j} + \sum_{j=\lambda_i+1}^{n_i} (\sum a_{ij}x^j) t^{\lambda_i-j} + \sum_{j=\lambda_i+1}^{n_i} (\sum a_{ij}x^j) t^{j-l_i} \). Let \( h_i^\lambda(x) := t^\lambda \tilde{g}_i(x/t) = \sum_{j=0}^{\lambda_i} (\sum a_{ij}x^j) t^{\lambda_i-j} + \sum_{j=\lambda_i+1}^{n_i} (\sum a_{ij}x^j) t^{j-l_i} \). Viewing \( h_i^\lambda(x,t) \) and \( \tilde{g}_i(t,x) \) as elements of \( k[[t,x]] \), we see that \( h_i^\lambda(x,t) = \tilde{g}_i(x,t) \). Since \( \tilde{g}_i(\xi(t^{1/m_i}),t) = 0 \) and \( \eta' \) and \( \xi \) are dual series, the same argument as in [GBGPP17, Section 4.1] shows that \( h_i^\lambda(\xi(t^{1/m_i}),t) = 0 \). Since \( k[[t^{1/m_i}]] \) is a domain, it follows that \( h_i^\lambda(\xi(t^{1/m_i})/t) = 0 \). Since \( h_i^\lambda = h_iu \) for some unit \( u \) in \( k[[t]][[x]] \), we also have \( h_i(\xi(t^{1/m_i})/t) = 0 \).

By the Halphen-Stolz theorem ([GBGPP17, Corollary 4.5]), we know that the essential exponents of \( \xi(t^{1/m_i}) \) are \( \left\{ \frac{n_i}{m_i}, \frac{n_i}{m_i}(e_1 + 1) - 1, \ldots, \frac{n_i}{m_i}(e_d + 1) - 1 \right\} \) and therefore the essential exponents of \( \xi(t^{1/m_i})/t \) are \( \left\{ \frac{n_i}{m_i}, \frac{n_i}{m_i}(e_1 + 1) - 2, \ldots, \frac{n_i}{m_i}(e_d + 1) - 2 \right\} \).

(b) Let \( \eta(t^{1/m_i}) \in k[[t^{1/m_i}]] \) be a root of \( \tilde{g}_i \), and choose an \( m_i^{th} \) root of \( a \in k \) of the coefficient of the leading order term of \( \eta \). Then there exist coefficients \( c_l \in k \) for \( l > n_i \) such that

\[
\eta(t^{1/m_i}) = a_{m_i}t^{m_i/n_i} \left( 1 + \sum_{l > m_i} c_l t^{l-n_i} \right).
\]
If $\xi(t^{1/m_i}) := \sum_{q \geq n_i} [\xi]_{q/m_i} t^{q/m_i}$, then we have the following formula for $[\xi]_{q/m_i}$ for $q \geq n_i$ from [GBGPPP17, Propn 4.10].

$$[\xi]_{q/m_i} = \frac{n_i}{q} a_q^{-q} \left[ 1 + \sum_{i \geq 1} \left( \frac{-q}{m_i} \right) \left( \sum_{l \geq m_i} c_l t^{l/m} \right) \right]^{i-1 + \frac{q}{m_i}}.$$

The notation $[\cdot]_r$ denotes the coefficient of $t^r$ in the enclosed Puiseux series. Varying over all possible roots $\eta(t^{1/n_i})$ of $\bar{g}_i$ and possible $m_i^{th}$ roots $a$ gives us all possible Newton-Puiseux expansions $\xi(t^{1/m_i})/t$ of roots of $h_i$.

Observe that to compute the coefficient $[\xi]_{q/m_i}$, the only terms that contribute are all integers $l$ in the range $m_i + 1 \leq l \leq q + m_i - n_i$. Furthermore, for each $l$, only finitely many $i$ contribute (which can in turn be bounded in terms of $q$ and $l$). In particular for $l = q + m_i - n_i$, the only term that contributes is $i = 1$. Let $\eta$ and $\eta'$ be two Newton-Puiseux series for roots of $\bar{g}_i$ and $\bar{g}_j$ respectively, with corresponding series $\xi$ and $\xi'$ constructed as above.

If $m_i/n_i < m_j/n_j$, then $(n_j/m_j) - 1 < (n_i/m_i) - 1$ and therefore $\nu(\xi/t) = (n_i/m_i) - 1, \nu(\xi'/t) = (n_j/m_j) - 1$ and $\nu((\xi - \xi')/t) = (n_j/m_j) - 1$. In this case $\kappa_{g_i,g_j} = \max\{\nu(\eta(m^{1/n_i} - \eta'(m^{1/n_j})) \mid \omega_{m_i} = \omega_{m_j}^n = 1\} = m_i/n_i$ and similarly $\kappa_{h_i,h_j} = (n_j/m_j) - 1$.

Now assume that $m_i/n_i = m_j/n_j$. Let $\kappa := \nu(\eta - \eta') = \kappa_{g_i,g_j}$. There are two possibilities:

(i) $m_i/n_i = m_j/n_j = \kappa$
(ii) $m_i/n_i = m_j/n_j < \kappa$.

**Case (i):**
If $m_i/n_i = m_j/n_j = \kappa$, we will show that $a^\nu_i \neq b^\nu_j$ for any $a, b$ such that $a^{m_i} = [\eta]_{m_i/n_i}$ and $b^{m_j} = [\eta']_{m_j/n_j}$. This would in turn imply that $\nu((\xi - \xi')/t) = (n_i/m_i) - 1 = (n_j/m_j) - 1$, and since $\eta, \eta', a, b$ are allowed to vary, this would imply that $\kappa_{h_i,h_j} = \frac{\omega}{m_i} (\kappa_{g_i,g_j} + 1) - 2$.

Let $m/n := m_i/n_i = m_j/n_j$ with $\gcd(m,n) = 1$ and $l_i := (m_i/m) = (n_i/n)$ and $l_j := (m_j/m) = (n_j/n)$. First we claim that the value of $a^{m_i}$ for a such that $a^{m_i} = [\eta]_{m_i/n_i}$ only depends on the value of $a^{l_i}$, i.e., if $a, \tilde{a}$ both satisfy $a^{l_i} = \tilde{a}^{l_i} = c$ and $e^{m_i} = [\eta]_{m_i/n_i}$, then $a^{m_i} = (a^{l_i})^n = c^n = (\tilde{a}^{l_i})^n = \tilde{a}^{m_i}$. Therefore it is enough to prove that $a^n \neq a^{m_i}$ for any $a, b$ such that $a^m = [\eta]_{m_i/n_i}$ and $b^m = [\eta']_{m_j/n_j}$, with the further assumption that $\gcd(m,n) = 1$.

If $a^n = b^n$, then $a^{mn} = b^{mn}$, i.e., $[\eta]_{m/n} = [\eta']_{m/n}$. This in turn means that if we let $\omega$ be the $n^{th}$ root of unity such that $\omega^m = [\eta']_{m/n}/[\eta]_{m/n}$ (possible since $m$ and $n$ are coprime, so $z \to z^m$ induces an automorphism of the set of $n^{th}$ roots of unity), and let $\omega'$ be an $n^{th}$ root of unity such that $\omega'^{m_j} = \omega$, then $\nu(\eta(\omega^{l_i/m_i}) - \eta'(\omega^{l_j/m_j})) = \kappa = m_i/n_i = m_j/n_j$. This contradicts the definition of $\kappa$ since $\eta(\omega^{l_i/m_i})$ is also a root of $\bar{g}_i$. This means that $a^{m_i} \neq b^{m_j}$ for any $a, b$ such that $a^{m_i} = [\eta]_{m_i/n_i}$ and $b^{m_j} = [\eta']_{m_j/n_j}$, which in turn implies that $\kappa_{h_i,h_j} = \frac{\omega}{m_i} (\kappa_{g_i,g_j} + 1) - 2$. 35
Case (ii):
Now assume that $m_i/n_i = m_j/n_j < \kappa$. Let

$$
\eta(t^{1/n_i}) := \eta(t^{1/n_i}) = c_0 t^{m_i/n_i} \left( 1 + \sum_{l > m_i} c_l t^{l-m_i} \right) \in k[[t^{1/n_i}]]
$$

$$
\eta'(t^{1/n_j}) := \eta'(t^{1/n_j}) = d_0 t^{m_j/n_j} \left( 1 + \sum_{l' > m_j} d_{l'} t^{l'-m_j} \right) \in k[[t^{1/n_j}]]
$$

be roots of $\tilde{g}_i$ and $\tilde{g}_j$ respectively such that $\nu(\eta - \eta') = \kappa$. This means that

- $\tilde{g}_i(\eta) = 0, \tilde{g}_j(\eta') = 0$,
- $c_0 = d_0$,
- if $l/n_i < \kappa$ and $(ln_j)/n_i$ is not an integer, then $c_l = 0$ and similarly if $l'/n_j < \kappa$ and $(l'n_i)/n_j$ is not an integer, then $d_{l'} = 0$,
- if $l$ and $l'$ are integers such that $l/n_i = l'/n_j < \kappa$, then $c_l = d_{l'}$, and
- $c_{kn_i} \neq d_{kn_j}$.

By Lemma 8.13, there exists a unique index $r > 0$ such that $e_r < \kappa \leq e_{r+1}$ and $e'_{r} = e_{r}$ for all $q \leq r$, and such that $\frac{m_i}{\gcd(m_i, n_i e_q)} = \frac{m_j}{\gcd(m_j, n_j e'_q)}$ for all $q \leq r$. Let $m_i/n_i = m_j/n_j = \tilde{m}/\tilde{n}$ such that $\gcd(\tilde{m}, \tilde{n}) = 1$ and let

$$
m := \text{lcm} \left( \left\{ \frac{m_i}{\gcd(m_i, n_i e_q)} \middle| 0 \leq q \leq r \right\} \right) = \text{lcm} \left( \left\{ \frac{m_j}{\gcd(m_j, n_j e'_q)} \middle| 0 \leq q \leq r \right\} \right).
$$

Since $\tilde{m} | m_i, \tilde{m} | m_j$, we also have $m | m_i$ and $m | m_j$. Let $c \in k$ such that $c^m = c_0 = d_0$, and choose $a, b \in k$ such that $a^{m_i/m} = b^{m_j/m} = c$. Then $a^{m_i} = b^{m_j} = c_0 = d_0$. We can construct dual series $\xi$ and $\xi'$ for $\eta$ and $\eta'$ with these choices for $a, b$. We will now show that because of these careful choices of $a, b$ we have $\nu(\xi - \xi') = (\tilde{n}/\tilde{m})(\kappa + 1) - 1$. This would imply that $\kappa_{h_i, h_j} \geq \nu((\xi - \xi')/t) = \frac{\tilde{n}}{\tilde{m}}(\kappa_{h_i, h_j} + 1) - 2$.

We will first prove that $a^{n_i e_q} = b^{n_j e'_q}$ for all $q \leq r$ and then use this to prove $a^q = b^{q'}$ for any pair of integers $q, q'$ such that $q/m_i = q'/m_j < (\frac{\tilde{n}}{\tilde{m}})(\kappa + 1) - 1$. Since the definition of $m$ implies that $\frac{m_i}{\gcd(m_i, n_i e_k)} = \frac{m_j}{\gcd(m_j, n_j e'_k)}$ is an integer for $k \leq r$, it follows that for such $k$ we have

$$
a^{\gcd(m_i, n_i e_k)} = a^{\frac{m_i}{m_i} \frac{\gcd(m_i, n_i e_k)}{m_i}} = c^{\frac{\gcd(m_i, n_i e_k)}{m_i}} = c^{\frac{m_i}{m_i} \frac{\gcd(m_i, \frac{n_i e_k}{n_i})}{m_i}} = b^{\frac{\gcd(m_j, n_j e'_k)}{m_j}} = b^{\frac{m_j}{m_j} \frac{\gcd(m_j, n_j e'_k)}{m_j}} = b^{\gcd(m_j, n_j e'_k)}.
$$

Since Lemma 8.13 implies that $\frac{n_i e_q}{\gcd(m_i, n_i, n_i e_q)} = n_i e'_q / \gcd(m_j, n_j, n_j e'_q)$, we also have

$$
a^{n_i e_q} = a^{\gcd(m_i, n_i e_k)} \frac{n_i e_q}{\gcd(m_i, n_i e_q)} = b^{\gcd(m_j, n_j e'_k)} \frac{n_i e_q}{\gcd(m_j, n_j e'_q)} = b^{\gcd(m_j, n_j e'_k)} \frac{m_i}{m_i} \frac{n_i e_q}{\gcd(m_j, n_j e'_q)} = b^{n_i e_q}.
$$

We already have

$$
a^{m_i} = c^m = b^{m_j}.
$$

Similarly, we also have

$$
a^{m_i} = a^{\frac{m_i}{\tilde{m}} \tilde{m}} = a^{\frac{m_i}{\tilde{m}} \frac{\tilde{m}}{\tilde{n}}} = c^m \tilde{n} = b^{m_j} \frac{m_j}{m_j} \frac{\tilde{n}}{\tilde{n}} = b^{n_j}.
$$
Putting the last three equalities together, we have \( a^{n_i(e_i+1)-m_i} = b^{n_j(e_j'+1)-m_j} \) for all \( l \leq r \).
For all \( l \leq g \) and \( l' \leq h \), let

\[
\begin{align*}
    f_l &= \frac{n_i}{m_i} (e_l + 1) - 1, \\
    f_{l'} &= \frac{n_j}{m_j} (e_{l'} + 1) - 1.
\end{align*}
\]

By part (a) of this lemma, we know that these are the essential exponents of \( \xi \) and \( \xi' \) respectively. Let \( q, q' \) be integers such that \( q/m_i = q'/m_j < (\tilde{n}/\tilde{m})(\kappa + 1) - 1 \). Since \( (\tilde{n}/\tilde{m})(\kappa + 1) - 1 \leq f_{r+1} \), by the definition of essential exponents, there exist integers \( \lambda_0, \ldots, \lambda_r \) such that

\[
    q = \sum_{l=0}^r \lambda_l m_i f_q = \sum_{l=0}^r \lambda_l [n_i(e_i + 1) - m_i].
\]

Since \( q' = (m_j q_i)/m_i \), we also have

\[
    q' = \sum_{l=0}^r \lambda_l m_j f_q' = \sum_{l=0}^r \lambda_l [n_j(e_i' + 1) - m_j].
\]

Since we already know \( a^{n_i(e_i+1)-m_i} = b^{n_j(e_j'+1)-m_j} \) for all \( l \leq r \), this implies that

\[
    a^q = a^{\sum_{l=0}^r \lambda_l [n_i(e_i+1)-m_i]} = \prod_{l=0}^r a^{\lambda_l [n_i(e_i+1)-m_i]} = \prod_{l=0}^r b^{\lambda_l [n_j(e_j'+1)-m_j]} = b^{q'}.
\]

If \( \kappa = e_{r+1} \), then we also have \( \kappa = e'_{r+1} \), and a suitable modification of the above argument also shows that \( a^{n_i(e_i+1)-m_i} = b^{n_j(e_j'+1)-m_j} \).

Now we are finally ready to prove that if \( \xi := \sum_{l \in S(\xi)} \xi^l t^l, \xi' := \sum_{l \in S(\xi')} \xi'^l t^l, \kappa' := (\tilde{n}/\tilde{m})(\kappa + 1) - 1 \), then \( [\xi]_l = [\xi']_l \) if \( l < \kappa' \) and \( [\xi]_{\kappa'} \neq [\xi']_{\kappa'} \). These equalities/inequalities now follow from the facts

- if \( l/n_i < \kappa \) and \((l n_j)/n_i \) is not an integer, then \( c_l = 0 \) and similarly if \( l'/n_j < \kappa \) and \((l' n_i)/n_j \) is not an integer, then \( d_{l'} = 0 \),
- if \( l \) and \( l' \) are integers such that \( l/n_i = l'/n_j < \kappa \), then \( c_l = d_{l'} \), and,
- \( c_{kn_i} \neq d_{kn_j} \),

the explicit formulae [GBGPPP17, Propn 4.10].

\[
[\xi]_{q/m_i} = \frac{n_i}{q} a^{-q} \left[ 1 + \sum_{i \geq 1} \left( -\frac{q/m_i}{i} \right) \left( \sum_{l > m_i} c_l t^{l/m_i} \right) \right]^{i/n_i} - 1 + \frac{1}{n_i},
\]

\[
[\xi']_{q'/m_j} = \frac{n_j}{q'} a^{-q'} \left[ 1 + \sum_{i \geq 1} \left( -\frac{q'/m_j}{i} \right) \left( \sum_{l' > m_j} d_{l'} t^{l'/m_j} \right) \right]^{i/n_j} - 1 + \frac{1}{n_j},
\]

and the observation that for a fixed \( q \) (respectively \( q' \)), to compute the coefficient \( [\xi]_{q/m_i} \), the only terms that contribute are all integers \( l \) in the range \( m_i + 1 \leq l \leq q + m_i - n_i \), and furthermore, for each \( l \), only finitely many \( i \) contribute, that can in turn be bounded in terms of \( q \) and \( l \) (similar modifications for \( l' \)). In particular for \( l = q + m_i - n_i \), the only term that contributes is \( i = 1 \) (similarly for \( l' \)).

We will now show that the inequality \( \kappa_{h_i, h_j} \geq \nu((\xi-\xi')/t) = 2 \frac{2}{m_i} (\kappa_{g_i, g_j} + 1) - 2 \) is actually an equality. Since \( r \mapsto (n/m)(r + 1) - 1 \) is an increasing bijection \( [0, \infty) \to [0, \infty) \) (with inverse bijection given by \( r \mapsto (m/n)(r + 1) - 1 \) that maps \( \kappa \) to \( (m/n)(\kappa + 1) - 1 \), and since \( (\eta, \eta') \mapsto (\xi, \xi') \) can be reversed to produce roots of \( \bar{g}_i, \bar{g}_j \) from roots of \( h_i, h_j \), if there are roots \( \alpha, \beta \) of \( h_i, h_j \) such that \( \nu(\alpha - \beta) > 2 \frac{2}{m_i} (\kappa_{g_i, g_j} + 1) - 2 \), then we can produce a pair of power series that are roots of \( \bar{g}_i \) and \( \bar{g}_j \) respectively such that the \( \nu \)-adic valuation of the difference is higher than \( \kappa \), which will contradict the definition of \( \kappa \).
(c) Let
\[ S := \{ \eta(t^{1/n'}) + a_P \mid f(\eta + a_P) = 0, \nu(\eta) = m/n, [\eta]_{m/n} = u \}. \]

Then Lemma 8.6 [(c),(d)] tells us that \( \overline{C} \) is the convex hull of \( \zeta_P^{m/n} \) and \( S \).

Let \( (g_i)_{i \in I} \) be the irreducible factors of \( f' \) such that \( g_i(\alpha) = 0 \) for some \( \alpha \in S \), and let \( n_i = \deg g_i \) as before. By Lemma 8.6 [(d),(e)], the cardinality of \( S \) is \( \prod_{i \in I} (n_i/n) \).

We need to show that we can mimic the compatible choice of \( a, b \) for the construction of dual branches \( \xi, \xi' \) in the previous part of this theorem, to show the following. First pick \( v \in R \) such that \( v^m = u^n \) as in the statement of the theorem.

Let
\[ S' := \{ \xi(t^{1/m'}) \mid \nu(\xi) = n/m, [\xi]_{n/m} = v, \xi(t^{1/m'}) \text{is dual to } \eta(t^{1/n'}) \text{ for some } \eta + a_P \in S \}. \]

Then \( \overline{D} \) is the the convex hull of \( \zeta_0^{(n/m)-1} \) and \( \{ \xi/t \mid \xi \in S' \} \). We need to show that \( \overline{D} \) is a natural subtree of \( T(f_P \infty) \) that is isomorphic as a metric tree to \( (\overline{C}, (n/m)d) \).

We will first show that \( |S| = |S'| \). Let \( h_i \) be the replacement polynomial for \( g_i \) for every \( i \in I \). Let \( m_i := \deg h_i = (m/n)n_i \). Since \( h_i \) is irreducible and \( \deg h_i < \text{char } k \), by Lemma 8.6 (b) applied to \( h_i \), there is a natural partition of the roots of \( h_i \) into \( m \) sets of size \((m_i/m)\) based on the coefficient of the leading order term of the root. The roots of \( h_i \) as we vary over \( i \in I \) with leading coefficient \( v \) are precisely the elements of the form \( \beta/t \) for some \( \beta \in S' \). Therefore the cardinality of \( S' \) is \( \prod_{i \in I} (m_i/m) \). Since \( \prod_{i=1}^I (n_i/n) = \prod_{i=1}^I (m_i/m) \), it follows that \( |S| = |S'| \).

Observe that \( \overline{G} \) and \( \overline{D} \) are both rooted trees with roots \( \zeta_P^{m/n} \) and \( \zeta_0^{(n/m)-1} \) respectively and are defined as convex hulls of the root and the sets \( S, S' \) of the same cardinality of roots of \( f, f_P \infty \) respectively, with specified leading order terms \( u, v \) respectively. Therefore to prove the claimed isomorphism of metric trees, it suffices to show that if there are elements \( \eta_1 + a_P, \eta_2 + a_P, \ldots, \eta_l + a_P \in S \) such that \( [\eta_i]_q = [\eta_j]_q \) for all \( i \neq j \) and for all \( q < \rho \) (this corresponds to a common segment of length \( \rho - (m/n) \) in \( \overline{C} \) in the unique path connecting \( \zeta_P^{m/n} \) to \( \eta_i + a_P \) as we vary over \( i \) – we have subtracted \( m/n \) from \( \rho \) to remove the length of the initial segment between \( \zeta \) and \( \zeta_P^{m/n} \) that all roots in \( S \) share), then there exist corresponding \( \xi_1, \ldots, \xi_l \in S' \) such that \( [\xi_i]_q = [\xi_j]_q \) for all \( i \neq j \) and for all \( q < (n/m)(\rho + 1) - 1 \) (this corresponds to a common segment of length \( (n/m)(\rho - (m/n)) \) in \( \overline{D} \) in the unique path connecting \( \zeta_0^{(n/m)-1} \) to \( (\xi_i)/t \) as we vary over \( i \) – once again we have subtracted \( m/n \) from \( (n/m)(\rho + 1) - 1 \) to remove the length of the initial segment between \( \zeta \) and \( \zeta_0^{n/m} \) that all elements in \( S' \) share; dividing all elements of \( S' \) by \( t \) only translates the metric tree and moves \( \zeta_0^{n/m} \) to \( \zeta_0^{(n/m)-1} \) and does not change relative distances).

Let \( e_i \) be the set of essential exponents of \( \eta_i \), and assume that \( e_r < \rho \leq e_{r+1} \). By Lemma 8.13 (a), all the series \( \eta_i \) have the same set of essential exponents \( < \rho \), namely \( e_0, e_1, e_2, \ldots, e_r \) and let \( e_i = a_i/(b_0b_1 \ldots b_i) \) with \( \gcd(a_i, b_i) = 1 \) for \( i \leq r \) as in Lemma 8.13. If \( \eta_j + a_P \) is a root of \( g_j \) and if \( \sigma_j \) is a generator of the Galois group of the splitting field of \( g_j \) over \( K \), and \( G_j \) is the subgroup generated by \( \sigma_j^{b_0b_1 \ldots b_r} \), then by the definition of essential exponents and the explicit formula for the Galois action, we see that \( [g(\eta_j + a_P)]_q = [\eta_j + a_P]_q \) for all \( g \in G_j \) and for all \( q < e_{r+1} \). So at the very beginning we may replace the set \( \{ \eta_1, \ldots, \eta_l \} \) by this possibly larger Galois saturated set \( \bigcup_{j=1}^l G_j \eta_j \) without loss.
of generality. Since the Galois group of the splitting field of \( g_j \) acts transitively on the roots of \( g_j \) without fixed points, the size of the \( G_j \) orbit \( G_j \eta_j \) is \( |G_j| = \frac{\deg g_j}{(b_0 b_1 \ldots b_r)} = \frac{n_1}{b_0 b_1 \ldots b_r} \).

First partition the set \( \{ \eta_1, \ldots, \eta_l \} \) based on which irreducible factor \( \tilde{g} \) the elements satisfy, and pick exactly one root for each irreducible factor to make a subset \( (\eta_j)_{j \in J} \) of \( \{ \eta_1, \ldots, \eta_l \} \). Then \( \bigcup_{j \in J} G_j \eta_j = \prod_{j \in J} \frac{n_j}{a_0 b_1 \ldots b_r} = l \).

We will first construct dual series \( \xi_j \) for \( j \in J \). Part(a) of this theorem tells us that the first \( r + 1 \) essential exponents of \( \xi_j \) are \( \{ b_0, 0, a_1, a_2, \ldots, a_e + (b_0 - a_0) b_1 \ldots b_l \} \) and \( \gcd(b_1, a_i) = 1 \). Using this fact and repeating the count in the previous paragraph for each value of \( v \) where \( f \) satisfies \( \gcd(\rho + 1) = 1 \) and therefore same coefficients up till \( n/m)(\rho + 1) - 1 \) gives us \( \prod_{j \in J} \frac{m_j}{a_0 b_1 \ldots b_r} = \prod_{j \in J} \frac{n_j}{a_0 b_1 \ldots b_r} = \prod_{j \in J} \frac{n_j}{b_0 b_1 \ldots b_r} \) dual series, and therefore a full set of dual series \( \{ \xi_1, \ldots, \xi_l \} \) that is in bijection with the original set \( \{ \eta_1, \ldots, \eta_l \} \).

To construct \( \xi_j \) from \( \eta_j \), we need to make a choice of \( a_i \in k \) such that \( a_j^{m_j} = [\eta_j]_{m/n} \).

To ensure \([\xi_i]_q = [\xi_j]_q\) for all \( i \neq j \) and for all \( q < (n/m)(\rho + 1) - 1 \), from the explicit formula for the dual series and mimicking the argument in the previous part(b) theorem, we need to ensure that \( a_j^{m_j} \) is independent of \( j \) for all \( q < (n/m)(\rho + 1) - 1 \). Furthermore, the same argument as in part(b) tells us that it is enough to prove this for the form \((n/m)(e_r + 1) - 1 \) for all essential exponents \( e_r \) of the \( \eta_i \) such that \( e_r < \rho \). (Recall that by Lemma 8.13, the series \( \eta_i \) have the same essential exponents less than \( \rho \) as we vary over \( i \)). The main observation that makes the argument work is that the condition that we need to impose on the \( a_i \) to ensure this coincidence (choosing an intermediate \( c \in R \) and \( m \in \mathbb{Z} \) dividing all the \( m_i \) such that \( c^m = [\eta_i]_{m/n} \) like in part(b) of this theorem) only depends on the value of the essential exponents of these series less than \( \rho \) and is the exact same condition for multiple branches as it is for two branches.

(d) The roots of \( f_P^\infty \) with valuation \( (n/m) - 1 \) have a leading order term of the form \( v^{(n/m) - 1} \) where \( v \) satisfies \( v^m = v^n \) for some leading order term \( u^{m/n} \) of a root of \( f(x - a_P) \). Since each value of \( u^m \) corresponding to one Galois orbit for the action on the leading order terms of roots of \( f(x - a_P) \) gives rise to \( m \) distinct values of \( v \), and the explicit formula for the Galois action (Lemma 8.6 (b)) tells us that these \( m \) values get permuted transitively, combining this with Lemma 8.6 [(d),(e)] gives us the desired result.

Let \( i \in C_{P_{\leq 1}}^\infty \) and let \( (\tilde{n}_i, \tilde{\lambda}_i) \) is the pair of integers associated to the replacement polynomial \( h_i \) the same way \( (n_i, \lambda_i) \) is associated to \( f_i \).

**Corollary 8.15.** \((\tilde{n}_i, \tilde{\lambda}_i) = (\lambda_i, n_i - \lambda_i)\).

**Proof.** Lemma 6.11 shows \( \deg(h_i) = m_i \). The result now follows from Definition 8.14 and Theorem 8.14(a).

### 8.16. Metric tree of the replacement polynomial \( f_P^\infty \)

**Definition 8.18.** Let \( D \) be a multiset indexing pairs \((T_d, \gamma_d)\) for each \( d \in D \), where \( T_d \) is a rooted metric tree and \( \gamma_d \in \mathbb{R} \). Let \( \gamma_{\max} := \sup_{d \in D} \gamma_d \). Let \( S \) be a directed line segment of length \( \gamma_{\max} \) with starting point \( O \). For \( 0 \leq r \leq \gamma_{\max} \), let \( O^r \) be the unique point on \( S \) at distance \( r \) from \( O \). The **amalgamated tree** \( T_D \) of the multiset \( D \) is the rooted metric tree with root \( O \) obtained by taking \( (S \bigcup_{d \in D} T_d) / \sim \) where the equivalence \( \sim \) identifies the root of \( T_d \) with the point \( O^\gamma_d \) of \( S \) for every \( d \in D \).
Definition 8.19. Given a metric tree \((T, d)\) and a real number \(\alpha > 0\), the scaled metric tree \(T^\alpha\) is the metric tree \((T, \alpha d)\).

Now fix notation as in Theorem 8.6. Let \(a/b \in \mathcal{V}_P\) and let \(I_{a/b}\) be the set of orbits for the \(\mathbb{Z}/b\mathbb{Z}\) action on the collection of rooted metric trees \(\overline{a/b}\). For each \(i \in I_{a/b}\), choose a rooted metric tree \(T_i\) to represent the isomorphism class of rooted metric trees in the orbit corresponding to \(i\). Let \(D\) be a multiset defined as follows.

\[
D := \bigcup_{a/b \in \mathcal{V}_P, i \in I_{a/b}} \{(T_i^{b/a}, (b/a) - 1), \ldots, (T_i^{b/a}, (b/a) - 1)\}.
\]

Theorem 8.17. The metric tree \(T(f_\infty^P)\) is the amalgamated tree of the multiset \(D\) defined in the paragraph above.

Proof. The roots of \(f_\infty^P\) all have valuation \((\frac{b}{a} - 1) > 0\) for some \(a/b \in \mathcal{V}_P\). Since \(T(f_\infty^P)\) is obtained by gluing together \(T(J_P^\infty)\), the result now follows from Theorem 8.14 (d). \(\square\)

9. Change in discriminant under replacement

Let \(f = ut^kg_1g_2 \ldots g_l\) where the \(g_i\) are distinct monic irreducible polynomials in \(R[x]\) and \(b \in \{0, 1\}\). Let \(f_\infty^P, f^\infty_P\) be the replacement polynomials for each \(P \in \mathcal{A}_{bad} \setminus \{\infty\}\) like in Definition 6.4. The goal of this section is to prove the following theorem.

Theorem 9.1. The quantity

\[
\nu(\Delta_f) - \left( \sum_{P \in \mathcal{A}_{bad}, P \neq \infty, g_i \in C_P} (n_i - 1) \right) - \sum_{P \in \mathcal{A}_{bad} \setminus \{\infty\}, \deg(f_\infty^P) \geq 1} \nu(\Delta_{f_\infty^P}) - \sum_{P \in \mathcal{A}_{bad} \setminus \{\infty\}, \deg(f^\infty_P) \geq 1} \nu(\Delta_{f^\infty_P})
\]

equals

\[
2b(d + \deg f - 1) - \sum_{P \in \mathcal{A}_{bad}, P \neq \{\infty\}} \left[ 2b_P \left( d_{P}^{\text{mod}} + b - 1 + \sum_{g_i \in C_P^{\leq 1}} \lambda_i \right) + \sum_{g_i \in C_P^{\leq 1}} 2b(n_i - \lambda_i) + 2b_P \left( d_{P}^{\text{rem}} - 1 + \sum_{g_i \in C_P^{\geq 1}} n_i \right) \right]
\]

\[
+ \sum_{P \in \mathcal{A}_{bad}, P \neq \{\infty\}} \left[ \sum_{g_i \in C_P^{\leq 1}} 2\lambda_i n_j + \sum_{g_i \in C_P^{\leq 1}} \lambda_i \left( \lambda_i + \frac{n_i}{\lambda_i} - 2 \right) + \sum_{i < j} \lambda_i \lambda_j + \sum_{g_i \in C_P^{\geq 1}} n_i(n_i - 1) + \sum_{i < j} 2n_i n_j \right].
\]
Lemma 9.2. Let $P \in A_{\text{bad}} \setminus \{\infty\}$ such that $\deg(f_P^{\infty}) \geq 1$ (or equivalently $C_P^{\geq 1} \neq \emptyset$). Let $f_P^+ := \prod_{g_i \in C_P^{>1}} g_i$. Then

$$\nu(\Delta_{f_P^{\infty}}) = 2b_P \left(d_{P}^{\text{sm}} - 1 + \sum_{g_i \in C_P^{>1}} n_i \right) + \sum_{\alpha \neq \alpha', f_P^+(\alpha) = f_P^+(\alpha') = 0} (\alpha | \alpha')_\zeta - \sum_{g_i \in C_P^{>1}} n_i(n_i - 1) + \sum_{i < j} 2n_i n_j.$$  

Proof. Let $h_P^+ := \prod_{g_i \in C_P^{>1}} h_i(x)$. Then $f_P^{\infty} = t^{h_P} h_P^+$ and $\nu(\Delta_{f_P^{\infty}}) = 2b_P(d_{P}^{\text{sm}} + \deg h_P^+ - 1) + \nu(\Delta_{h_P^+})$. By Definition 6.4 and Remark 6.7 we have $\deg(h_i) = \deg(g_i) = n_i$ for every $g_i \in C_P^{>1}$. Combining this with Lemma 8.3 we get

$$\nu(\Delta_{f_P^{\infty}}) = 2b_P \left(d_{P}^{\text{sm}} - 1 + \sum_{g_i \in C_P^{>1}} n_i \right) + \sum_{\beta \neq \beta', h_P^+(\beta) = h_P^+(\beta') = 0} (\beta | \beta')_\zeta.$$  

Remark 6.5 and the fact that $g_i(x) = g_i(x + a_P)$ for $g_i \in C_P^{>1}$ imply that the map $\alpha \mapsto \beta := (\alpha - a_P)/t$ induces a bijection from the roots of $f_P^+$ to the roots of $h_P^+$. This in turn means that if $(\alpha, \alpha')$ maps to the pair $(\beta, \beta')$, then $(\alpha | \alpha')_\zeta = (\beta | \beta')_\zeta + 1$. Therefore

$$\nu(\Delta_{f_P^{\infty}}) = 2b_P \left(d_{P}^{\text{sm}} - 1 + \sum_{g_i \in C_P^{>1}} n_i \right) + \sum_{\beta \neq \beta', h_P^+(\beta) = h_P^+(\beta') = 0} (\beta | \beta')_\zeta - \sum_{\alpha \neq \alpha', f_P^+(\alpha) = f_P^+(\alpha') = 0} ((\alpha | \alpha')_\zeta - 1)$$

$$= 2b_P \left(d_{P}^{\text{sm}} - 1 + \sum_{g_i \in C_P^{>1}} n_i \right) + \sum_{\alpha \neq \alpha', f_P^+(\alpha) = f_P^+(\alpha') = 0} (\alpha | \alpha')_\zeta - \sum_{g_i \in C_P^{>1}} n_i(n_i - 1) + \sum_{i < j} 2n_i n_j.$$  

Lemma 9.3. Let $P \in A_{\text{bad}} \setminus \{\infty\}$ such that $\deg(f_P^{\infty}) \geq 1$. Let $f_P^- := \prod_{g_i \in C_P^{<1}} g_i$. Then

$$\nu(\Delta_{f_P^{\infty}}) = 2b_P \left(d_{P}^{\text{mod}} + b - 1 + \sum_{g_i \in C_P^{<1}} \lambda_i \right) + \sum_{g_i \in C_P^{<1}} 2b(n_i - \lambda_i) + \sum_{\alpha \neq \alpha', f_P^-(\alpha) = f_P^-(\alpha') = 0} (\alpha | \alpha')_\zeta$$

$$- \sum_{g_i \in C_P^{<1}} \lambda_i \left(\lambda_i + \frac{n_i}{\lambda_i} - 2\right) + \sum_{i < j} 2\lambda_i \lambda_j.$$  
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Proof. Let $h_P^-(x) := \prod_{g_i \in C_P^\leq 1} h_i(x)$. Then $f_P^\pm (x) = t^{b_p^\pm} h_P^\pm (x)$ and $\nu(\Delta f_P^\pm) = 2b_P(d_P^\text{mod} + \deg h_P^- + b - 1) + \nu(\Delta x h_P^-)$. By Definition 6.4 and Lemma 6.11 we have $\deg(h_i) = \lambda_i$ for every $g_i \in C_P^\leq 1$. Combining this with Lemma 8.3 we get

$$
\nu(\Delta f_P^\pm) = 2b_P \left( d_P^\text{mod} + b - 1 + \sum_{g_i \in C_P^\leq 1} \lambda_i \right) + \sum_{\xi: h_P^-(\xi) = 0} 2b(0|\xi) + \sum_{\xi: h_P^-(\xi) = 0} (\xi|\xi') \zeta.
$$

For each $g_i \in C_P^\leq 1$, Lemma 8.14 [(a),(b)] imply that $h_i$ is irreducible and that $\nu(\xi) = (\frac{n_i}{\lambda_i} - 1)$ if $h_i(\xi) = 0$. Since $\deg(h_i) = \lambda_i$, it follows that

$$
\sum_{\xi: h_P^-(\xi) = 0} 2b(0|\xi) = \sum_{\xi: h_P^-(\xi) = 0} 2b(0|\xi) = \sum_{g_i \in C_P^\leq 1} \sum_{\xi: h_i(\xi) = 0} 2b(0|\xi) = \sum_{g_i \in C_P^\leq 1} 2b(n_i - \lambda_i).
$$

For integers $r, s > 0$, let

$$
f_{P,r} := \prod_{\eta: f_P(\eta + a_P) = 0} (x - (\eta + a_P)), \quad \text{and.} \quad h_{P,s} := \prod_{\xi: h_P(\xi) = 0} (x - \xi).
$$

Let $s, s'$ be integers with $s' \leq s$. Since $\deg g_i = \lambda_i$, we have

$$
\sum_{\xi: h_{P,s}(\xi) = 0} (\xi|\xi') = \sum_{\xi: h_{P,s}(\xi) = 0} \sum_{\xi: h_{P,s}(\xi') = 0} s' + \sum_{\xi: h_{P,s}(\xi) = 0} (\xi|\xi')
$$

$$
= \sum_{g_i, g_j \in C_P^\leq 1} \sum_{\xi: h_{P,s}(\xi) = 0} s' + \sum_{\xi: h_{P,s}(\xi) = 0} (\xi|\xi')
$$

$$
= \begin{cases} 
\sum_{g_i, g_j \in C_P^\leq 1} \sum_{\xi: h_{P,s}(\xi) = 0} (\xi|\xi') & \text{if } s = s' \\
\sum_{g_i, g_j \in C_P^\leq 1} \sum_{\xi: h_{P,s}(\xi) = 0} (\xi|\xi') & \text{if } s \neq s'.
\end{cases}
$$

Similarly if $r \leq r'$, we have

$$
\sum_{\eta: f_{P,r}(\eta) = 0} (\eta|\eta') = \begin{cases} 
\sum_{g_i, g_j \in C_P^\leq 1} \sum_{\xi: h_{P,r}(\xi) = 0} (\xi|\xi') & \text{if } r = r' \\
\sum_{g_i, g_j \in C_P^\leq 1} \sum_{\xi: h_{P,r}(\xi) = 0} (\xi|\xi') & \text{if } r \neq r'.
\end{cases}
$$
Let \( g_i \in C_P^{<1} \) and let \( \eta, \xi \) satisfy \( g_i(\eta + a_P) = 0 \) and \( h_i(\xi) = 0 \). If \( r := \nu(\eta) \) and \( s := \nu(\xi) \) then Lemma 8.14 implies that \( s = \frac{1}{r} - 1 \). Let \( r, r' \) be integers with \( r \leq r' \) and let \( s := \frac{1}{r} - 1 \) and \( s' := \frac{1}{r'} - 1 \).

**Key claim:**

\[
\sum_{\xi \neq \xi', \eta \neq \eta'} (\xi|\xi')_{C_P} = \sum_{\eta \neq \eta'} (\eta|\eta')_{P,s}.
\]

For \( r, r', s, s' \) as above we see that the claim along with some algebra implies that

\[
\sum_{\eta \neq \eta'} (\eta|\eta')_{C_P} - \sum_{\xi \neq \xi'} (\xi|\xi')_{C_P} = \begin{cases} 
\sum_{g_j \in C_P^{<1}} \lambda_j \left( \frac{\lambda_j}{\lambda_j} + \frac{n_j}{\lambda_j} - 2 \right) & \text{if } r = r' \\
\sum_{g_i, g_j \in C_P^{<1}, \xi \neq \xi'} 2\lambda_i \lambda_j & \text{if } r \neq r'.
\end{cases}
\]

Adding these over all possible \( r, r' \) then finishes the proof of the lemma.

Now we prove the key claim. If \( r \neq r' \), then \( s \neq s' \) and both sides of the equality are 0 by Lemma 8.11. So from now on we may assume that \( r = r' := a/b \) with \( \gcd(a, b) = 1 \) and \( s = s' \) and that there exist roots of \( f(x + a_P) \) of valuation \( r \) (otherwise both sides are 0 since we are summing over the empty set). Like in Theorem 8.17, let \( I_{a/b} \) be the set of orbits for the \( \mathbb{Z}/b\mathbb{Z} \) action on the collection of rooted metric trees \( C_{a/b} \). For each \( \gamma \in I_{a/b} \), choose a rooted metric tree \( T_\gamma \) to represent the isomorphism class of rooted metric trees in the orbit corresponding to \( \gamma \) and let \( \Gamma \) be the corresponding set of roots of \( f \) (i.e., \( T_\gamma \) is the convex hull of \( C_{a/b} \) and \( \Gamma \)). Since the Galois action induces an isometry of \( \mathbb{P}^1_{\mathbb{K}} \), we have

\[
\sum_{\eta \neq \eta'} (\eta|\eta')_{C_P} = \sum_{\gamma \in I_{a/b}} \sum_{\eta \neq \eta'} b(\eta|\eta')_{C_P}.
\]

Theorem 8.14 (c) gives us a scaled metric \( \overline{D}_\gamma \) of \( T(f_P^\infty) \) that is homeomorphic to \( \overline{C}_\gamma \) but where all lengths are scaled by \( b/a \). We similarly have a set of roots \( \Delta \) of \( f_P^\infty \) corresponding to \( \overline{D}_\gamma \) of valuation \( (b/a) - 1 \). The Galois action on the subtree \( T_{0,(b/a)−1} \) of \( T(f_P^\infty) \) factors via \( \mathbb{Z}/a\mathbb{Z} \), and the description in Theorem 8.14 (d) tells us that the corresponding set of orbits for the action on the subtrees are still indexed by \( I_{a/b} \) with \( a \) elements in each orbit. So we now have

\[
\sum_{\xi \neq \xi', \eta \neq \eta'} (\xi|\xi')_{C_P} = \sum_{\gamma \in I_{a/b}} a \cdot \left( \sum_{\xi \neq \xi', \eta \neq \eta'} (\xi|\xi')_{\Delta} \right) = \sum_{\gamma \in I_{a/b}} a \cdot (b/a) \left( \sum_{\eta \neq \eta'} (\eta|\eta')_{C_P} \right) = \sum_{\eta \neq \eta'} (\eta|\eta')_{C_P},
\]

where the second to last equality relies on the scaled isomorphism between \( \overline{C}_\gamma \) and \( \overline{D}_\gamma \). □

Now we can prove the main theorem of this section.
Proof of Theorem 9.1. Lemma 8.3 implies that
\[
\nu(\Delta_f) = 2b(d + \deg f - 1) + \nu(\Delta_{g_1g_2...g_1}) = 2b(d + \deg f - 1) + \sum_{\alpha \neq \alpha'} (\alpha|\alpha')\zeta.
\]
If \(P \in A \setminus A_{\text{bad}}\) and \(P \neq \infty\), then Lemma 6.3 implies that there exists a unique index \(i\) such that \(C_P = \{g_i\}\) and for that \(i\), either \(g_i \in C_P^{\geq 1}\) and \(n_i = 1\) or \(g_i \in C_P^{<1}, n_i > 1, \lambda_i = 1\) and

\[
\sum_{\alpha \neq \alpha'} (\alpha|\alpha') = \nu(\alpha - \alpha') = \left( \sum_{\alpha \neq \alpha'} \frac{1}{n_i} \right) = n_i - 1.
\]

Since \((\alpha|\alpha') = \nu(\alpha - \alpha')\), if \(\alpha\) and \(\alpha'\) specialize to distinct points in \(\mathbb{P}^1_R\), then \((\alpha|\alpha') = 0\). So we can write the above formula for \(\nu(\Delta_f)\) as

\[
\nu(\Delta_f) = 2b(d + \deg f - 1) + \sum_{P \in A \setminus A_{\text{bad}}} \sum_{P \neq \infty} \sum_{\alpha \neq \alpha'} (\alpha|\alpha')\zeta + \sum_{P \in A_{\text{bad}}} \sum_{P \neq \infty} \sum_{\alpha \neq \alpha'} (\alpha|\alpha')\zeta
\]

\[
= 2b(d + \deg f - 1) + \left( \sum_{P \in A \setminus A_{\text{bad}}} n_P - 1 \right)
\]

\[
+ \sum_{P \in A_{\text{bad}}} \left[ \sum_{\alpha \neq \alpha', g_i,g_j \in C_P^{\geq 1}} (\alpha|\alpha')\zeta + \sum_{\alpha \neq \alpha', g_i,g_j \in C_P^{<1}} 2(\alpha|\alpha')\zeta + \sum_{\alpha \neq \alpha', g_i,g_j \in C_P^{<1}} (\alpha|\alpha')\zeta \right].
\]

Since

\[
\sum_{g_i \in C_P^{\geq 1}, g_j \in C_P^{<1}} (\alpha|\alpha') = \sum_{g_i \in C_P^{<1}} \nu(\alpha - \alpha') = \sum_{g_i \in C_P^{<1}} \nu(\alpha - a_P) = \sum_{g_i \in C_P^{<1}} \lambda_i n_j,
\]

the equality further simplifies to

\[
\nu(\Delta_f) = 2b(d + \deg f - 1) + \left( \sum_{P \in A \setminus A_{\text{bad}}} n_i - 1 \right).
\]
and Lemma 6.7 to establish the key inductive inequality Theorem 9.2. If \( \sum A \) equals \( \sum B \), which on rearrangement gives the desired equality. □

10. Proof of Inequality

10.1. Change in conductor is less than change in discriminant. In this section, we will combine Theorem 7.6 and Theorem 9.1 to establish the key inductive inequality Theorem 6.7, namely, that the change on the conductor side under the replacement operation is less than the change on the discriminant side. The proof of Theorem 6.7 then follows from an application of the following simple numerical inequalities and some careful book-keeping.

**Lemma 10.2.** Let \( a_1, a_2, \ldots, a_l \) be a finite set of integers, each \( \geq 1 \) with \( \sum_{i=1}^{l} a_i \geq 2 \).

(a) \( \sum_{i} a_i (a_i - 1) + 2 \sum_{i<j} a_i a_j \geq 2. \)

(b) If \( \sum a_i \) is odd, then \( \sum a_i (a_i - 2) + 2 \sum_{i<j} a_i a_j \geq 0. \)

(c) If \( \sum a_i \) is even, then equality holds in (a) if and only if one of the following holds:

- \( l = 1 \) and \( a_1 = 2 \), or,
- \( l = 2 \) and \( a_1 = a_2 = 1. \)
(d) If \( \sum_i a_i \) is odd, then equality holds in (b) if and only if one of the following holds:
- \( l = 1 \) and \( a_1 = 3 \), or,
- \( l = 2 \) and \( \{a_1, a_2\} = \{1, 2\} \), or,
- \( l = 3 \) and \( a_1 = a_2 = a_3 = 1 \).

**Proof.** Let \( \sum a_i = S \). We then have

\[
\sum_i a_i(a_i - 1) + 2 \sum_{i<j} a_ia_j = S(S-1)
\]

\[
\sum_i a_i(a_i - 3) + 2 \sum_{i<j} a_ia_j = S(S-3)
\]

If \( S \geq 2 \), then \( S(S-1) \geq 2 \). Furthermore, if \( S \) is even and \( S(S-1) = 2 \), then we have \( \sum a_i = S = 2 \). Similarly, if \( S \geq 3 \), then \( S(S-3) \geq 0 \) and \( S(S-3) = 0 \) when \( \sum a_i = S = 3 \). The other two parts follow since the \( a_i \) are nonnegative integers. \( \square \)

We are now finally ready to prove Theorem 6.7.

**Proof of Theorem 6.7.** Theorem 7.6 tells us that the quantity

\[
- \operatorname{Art}(X^f/S) - \left( \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \operatorname{deg}(f^\infty_P) \geq 1} - \operatorname{Art}(X^{f^\infty_P}/S) \right) \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \operatorname{deg}(f^\infty_P) \geq 1}
\]

equals

\[
- b(2 + d) + \sum_{P \in A \setminus \text{Bad}} (n_i - 1 + b) + (2 + b) \sharp(A_{\text{bad}}) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{g_i \in C^r_P} (n_i - \lambda_i)
\]

\[
- \left( \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} (b - b_P) \right) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} 2b_P - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} (b + 2b_P \sharp) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} 2b_P \delta_P.
\]

Theorem 9.1 and the equality \( \lambda_i(\lambda_i + \frac{n_i}{\lambda_i} - 2) = (n_i - \lambda_i) + \lambda_i(\lambda_i - 1) \) tell us that the quantity

\[
\nu(\Delta_f) - \left( \sum_{P \in A \setminus \text{Bad}} (n_i - 1) \right) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \nu(f^\infty_P) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \nu(f^\infty_P)
\]

is equal to
equals

\[ 2b(d + \deg f - 1) - \sum_{\substack{P \in A_{\text{bad}} \\ P \neq \{\infty\}}} \left[ 2b_P \left( d_{P}^{\text{mod}} + b - 1 + \sum_{g_i \in C_{P}^{1}} \lambda_i \right) + \sum_{g_i \in C_{P}^{1}} 2b(n_i - \lambda_i) + 2b_P \left( d_{P}^{\text{mod}} - 1 + \sum_{g_i \in C_{P}^{1}} n_i \right) \right] \]

\[ + \sum_{\substack{P \in A_{\text{bad}} \\ P \neq \{\infty\}}} \left[ \sum_{g_i \in C_{P}^{1}, g_j \in C_{P}^{2}} 2\lambda_j n_j + \sum_{g_i \in C_{P}^{1}} \left[ (n_i - \lambda_i) + \lambda_i(\lambda_i - 1) \right] + \sum_{i < j} 2\lambda_i \lambda_j + \sum_{g_i \in C_{P}^{1}} n_i(n_i - 1) + \sum_{i < j} 2n_i n_j \right] \]

\[ \text{Case I: } b = 0 \]

In this case, we have to prove that

\[ \sum_{P \in (A \setminus A_{\text{bad}})} (n_i - 1) + 2^\pi(A_{\text{bad}}) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{g_i \in C_{P}^{1}} (n_i - \lambda_i) + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{\substack{g_i \in C_{P}^{1} \\ \deg f_{P}^{\infty} \geq 1 \text{ and} \deg f_{P}^{\infty} \geq 1}} 2b_P d_{P}^{\text{mod}} - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{\substack{g_i \in C_{P}^{1} \\ \deg f_{P}^{\infty} \geq 1}} 2b_P d_{P}^{\text{sm}} \]

is less than or equal to

\[ \sum_{P \in (A \setminus A_{\text{bad}}) \setminus \{\infty, g_i \in C_{P}^{1}\}} \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \left[ 2b_P \left( d_{P}^{\text{mod}} - 1 + \sum_{g_i \in C_{P}^{1}} \lambda_i \right) + 2b_P \left( d_{P}^{\text{sm}} - 1 + \sum_{g_i \in C_{P}^{1}} n_i \right) \right] + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \sum_{g_i \in C_{P}^{1}} (n_i - \lambda_i) \]

\[ + \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} \left[ \sum_{g_i \in C_{P}^{1}, g_j \in C_{P}^{2}} 2\lambda_j n_j + \sum_{g_i \in C_{P}^{1}} \left[ (n_i - \lambda_i) + \lambda_i(\lambda_i - 1) \right] + \sum_{i < j} 2\lambda_i \lambda_j + \sum_{g_i \in C_{P}^{1}} n_i(n_i - 1) + \sum_{i < j} 2n_i n_j \right] . \]

Since \( b = 0 \), by definition of \( A_{\text{bad}} \) it follows that \( \infty \notin A_{\text{bad}} \). Therefore, it suffices to show that for each \( P \in A_{\text{bad}} \), we have the inequality
(10.1) appears only if \( \deg(f_P^\infty) \geq 1 \) and \( \deg(f_P^{\#}) \geq 1 \) appears only if \( \deg(f_P^\infty) \geq 1 \) appears only if \( \deg(f_P^{\#}) \geq 1 \)

\[
2 + 2b_P - 2b_P d_P^{mod} - 2b_P d_P^{sm}
\]

\[
\leq \sum_{g_i \in C_P^{< 1}} 2\lambda_i n_j + \sum_{g_i \in C_P^{< 1}} \lambda_i (\lambda_i - 1) + \sum_{i < j} 2\lambda_i \lambda_j + \sum_{g_i \in C_P^{> 1}} n_i (n_i - 1) + \sum_{i < j} 2n_i n_j
\]

\[
- 2b_P \left( d_P^{mod} - 1 + \sum_{g_i \in C_P^{< 1}} \lambda_i \right) - 2b_P \left( d_P^{sm} - 1 + \sum_{g_i \in C_P^{< 1}} n_i \right)
\]

Note that when \( b = 0 \), it follows from Definition 6.4, Lemma 6.11 and Remark 6.5 that \( \deg(f_P^\infty) = \sum g_i \in C_P^{< 1} \lambda_i \) and \( \deg(f_P^{\#}) = \sum g_i \in C_P^{> 1} n_i \). Since \( P \in A_{bad} \), we have \( \sum g_i \in C_P^{< 1} \lambda_i + \sum g_i \in C_P^{> 1} n_i \geq 2 \). If \( b = 0 \), the inequality now follows from Lemma 10.2(a) applied to \( \{n_1, n_2, \ldots\} \cup \{\lambda_1, \lambda_2, \ldots\} \), and furthermore note that the left hand side of Theorem 6.7 is strictly positive. In this case, we note from Lemma 10.2(c) that we have equality only if

\[
\tilde{wt}_P = \sum_{i \in C_P^{< 1}} n_i + \sum_{i \in C_P^{< 1}} \lambda_i = 2.
\]

If \( b = 1 \), then by Corollary 6.5, \( \sum g_i \in C_P^{< 1} \lambda_i + \sum g_i \in C_P^{> 1} n_i \) is odd. Since \( d_P^{mod} \) is the parity of \( \deg(f_P^\infty) = \sum g_i \in C_P^{< 1} \lambda_i \) and \( d_P^{sm} \) is the parity of \( \deg(f_P^{\#}) = \sum g_i \in C_P^{> 1} n_i \), it follows that \( \{d_P^{mod}, d_P^{sm}\} = \{0, 1\} \), and the left hand side of our inequality is 2 if \( \deg(f_P^\infty) \geq 1 \) and \( \deg(f_P^{\#}) \geq 1 \), and 0 otherwise. In this case, the inequality now follows from Lemma 10.2(b) applied to \( \{n_1, n_2, \ldots\} \cup \{\lambda_1, \lambda_2, \ldots\} \). For the purpose of Corollary ??, we note from Lemma 10.2(d) that we have equality only if

\[
\tilde{wt}_P = \sum_{i \in C_P^{< 1}} n_i + \sum_{i \in C_P^{< 1}} \lambda_i = 3.
\]

Note that the left hand side of Theorem 6.7 is nonnegative, and the right hand side is 0 only when \( \sum g_i \in C_P^{< 1} \lambda_i + \sum g_i \in C_P^{> 1} n_i = 3 \) and one of \( \deg(f_P^{\#}) \) and \( \deg(f_P^\infty) \) is 0.

Case II: \( b = 1 \)

When \( b = 1 \), by Definition 6.4, we have \( \deg(f_P^\infty) \geq 1 \) for all \( P \in A_{bad} \) and therefore

\[
\left( \sum_{P \in A_{bad} \setminus \{\infty\}} \left( b - bb_P \right) \right) = 0.
\]
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Since \((\sum_{i \in C_{p}^{1}} \lambda_i + \sum_{i \in C_{p}^{\geq 1}} n_i) \geq 1\) for all \(P \in A\) and since \(b = 1\), Lemma 6.3 implies that \(A = A_{\text{bad}}\) and therefore

\[(10.3) \quad \sum_{P \in A \setminus A_{\text{bad}}} (n_i - 1 + b) = 0.\]

For each \(P \in A_{\text{bad}} \setminus \{\infty\}\), we have

\[(10.4) \quad \sum_{i \in C_{p}^{1}} 2n_i + \sum_{g_i \in C_{p}^{\geq 1}} 2n_i - \sum_{i \in C_{p}^{1}} 2(n_i - \lambda_i) = \sum_{g_i \in C_{p}^{1}} 2n_i + \sum_{g_i \in C_{p}^{<1}} 2\lambda_i.\]

Since \(b = 1\), by Lemma 7.2 we have \(\infty \in A_{\text{bad}}\) exactly when \(d = 1\). This implies that

\[(10.5) \quad -bd + b_{P}(A_{\text{bad}}) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} b - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}} b = 0.\]

Note we also have

\[(10.6) \quad \deg f = \sum_{P \in A \setminus \{\infty\}} \left( \sum_{g_i \in C_{p}^{<1}} n_i + \sum_{g_i \in C_{p}^{\geq 1}} n_i \right).\]

Using equations 10.2, 10.3, 10.4, 10.5 and 10.6 and arguing as in the case \(b = 0\), to prove Theorem 6.7 when \(b = 1\), it now suffices to prove that the following inequality holds for each \(P \in A_{\text{bad}} \setminus \{\infty\}\). (Recall that we showed \(\deg(f_{P}^{\infty}) \geq 1\) for all \(P \in A_{\text{bad}} \setminus \{\infty\}\).

\[(10.7) \quad \text{appears only if } \deg(f_{P}^{\infty}) \geq 1 \text{ and only if } \deg(f_{P}^{\infty}) \geq 1 \]

\[
\leq \sum_{g_i \in C_{p}^{1}} 2\lambda_i n_j + \sum_{g_i \in C_{p}^{<1}} \lambda_i (\lambda_i - 1) + \sum_{i<j} 2\lambda_i \lambda_j + \sum_{g_i \in C_{p}^{1}} n_i (n_i - 1) + \sum_{g_i \in C_{p}^{<1}} n_i n_j
\]

\[
\sum_{g_i \in C_{p}^{1}} 2n_i + \sum_{g_i \in C_{p}^{<1}} 2\lambda_i - 2b_{P} \left( d_{P}^{\text{mod}} - 1 + \sum_{g_i \in C_{p}^{<1}} \lambda_i \right) - 2b_{P} \left( d_{P}^{\text{sm}} - 1 + \sum_{g_i \in C_{p}^{<1}} n_i \right)
\]

appears only if \(\deg(f_{P}^{\infty}) \geq 1\)

Since \(b_{P} \in \{0, 1\}\) and by Lemma 6.5 we have \(b_{P} = 1\) if and only if \(1 + \sum_{i \in C_{p}^{1}} n_i + \sum_{i \in C_{p}^{<1}} \lambda_i\) is odd and since \(A = A_{\text{bad}}\), has to be at least 3. If \(b_{P} = 0\) (equivalently \(\sum_{i \in C_{p}^{1}} n_i + \sum_{i \in C_{p}^{<1}} \lambda_i\) is odd), the desired inequality now follows from Lemma 10.2(a) if \(\sum_{i \in C_{p}^{1}} n_i + \sum_{i \in C_{p}^{<1}} \lambda_i \geq 2\) and from the inequality

\[2 \leq \sum_{g_i \in C_{p}^{1}} 2n_i + \sum_{g_i \in C_{p}^{<1}} 2\lambda_i\]

if \(\sum_{i \in C_{p}^{1}} n_i + \sum_{i \in C_{p}^{<1}} \lambda_i = 1\). In both cases, note that the left hand side of Theorem 6.7 is strictly positive. Similarly, if \(b_{P} = 1\) (equivalently \(\sum_{i \in C_{p}^{1}} n_i + \sum_{i \in C_{p}^{<1}} \lambda_i\) is even, and
the desired inequality follows from Lemma 10.2(a) as before. Once again note that the right hand side of Theorem 6.7 is strictly positive. Observe that we have equality in Equation 10.7 precisely when \( \text{wt}_{P} = \sum_{i \in C_{P}^1} n_i + \sum_{i \in C_{P}^1} \lambda_i \) is either 1 or 2.

Finally note that if \( b = 0 \), we have \( \text{wt}_{P} \in \{2, 3\} \) precisely when \( \widetilde{\text{wt}}_{P} \in \{2, 3\} \), and that if \( b = 1 \), we have \( \text{wt}_{P} \in \{2, 3\} \) precisely when \( \text{wt}_{P} \in \{1, 2\} \). These are precisely the cases we found for equality above. \( \square \)

**Corollary 10.3.** Let \( g \) be a replacement polynomial for \( f \) and assume that \( \deg(g) \geq 1 \). Then \( (\deg(g), \nu(\Delta_g)) \leq (\deg(f), \nu(\Delta_f)) \) in the lexicographic ordering. Equality can possibly hold only when for every \( P \in A_{\text{bad}} \), we have \( b = 0 \) and \( \text{wt}_{P} = 3 \). In this case, for every replacement polynomial \( h \) of \( g \), we have \( (\deg(h), \nu(\Delta_h)) < (\deg(g), \nu(\Delta_g)) \) in the lexicographic ordering. In particular, the inductive process outlined in Section 6.6 terminates.

**Proof.** Theorem 6.7(c) shows that

\[
0 \leq \nu(\Delta_f) - \left( \sum_{P \in A_{\text{bad}} \setminus \{\infty\}, g \in C_{P}} (n_i - 1) \right) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg(f_P) \geq 1} \nu(\Delta_{f_P^\infty}) - \sum_{P \in A_{\text{bad}} \setminus \{\infty\}, \deg(f_P^{\infty}) \geq 1} \nu(\Delta_{f_P^{\infty}}).
\]

Note that by Remark 6.5 and Remark 6.6 the degrees of the replacement polynomials are non-increasing. Combining the previous two sentences, we see that for any replacement polynomial \( g \) with \( \deg(g) \geq 1 \), we have \( (\deg(g), \nu(\Delta_g)) \leq (\deg(f), \nu(\Delta_f)) \) in the lexicographic ordering. Furthermore, by Theorem 6.7(c) the displayed inequality of discriminants above is strict unless for every \( P \in A_{\text{bad}} \), we have \( b = 0 \), \( \text{wt}_{P} = 3 \) and that one of \( \deg(f_P^{\infty}) \) and \( \deg(f_P^{\infty}) \) is 0. This further shows that the only case when we can possibly have \( (\deg(g), \nu(\Delta_g)) = (\deg(f), \nu(\Delta_f)) \) for a replacement polynomial \( g \) is when \( b = 0, \text{wt}_{P} = 3 \).

In these cases, by the definition of \( b_P \) and Lemma 6.5, we have \( b_P = 1 \), and therefore once again by Theorem 6.7(c), we see any of the replacement polynomials \( h \) for \( g \) satisfy \( (\deg(h), \nu(\Delta_h)) < (\deg(g), \nu(\Delta_g)) = (\deg(f), \nu(\Delta_f)) \) in the lexicographic ordering. \( \square \)

We need an alternate characterization of good weight 3 points from Definition 6.2 before we can prove Theorem 1.3. Let \( \widetilde{f_P} = \prod_{f_i \in C_P} f_i \).

**Lemma 10.4.** Suppose \( b = 0 \) and \( P \) in \( \text{div}(f) \) satisfies \( \text{wt}_{P} = 3 \). Then \( P \) is a good weight 3 point if and only if \( \widetilde{\text{wt}}_{Q} \leq 2 \) for every \( Q \) in \( \text{div}(g) \) for every replacement polynomial \( g \) of \( f_P \).

**Proof.** Since \( b = 0 \) and \( \text{wt}_{P} = 3 \), this means \( \widetilde{\text{wt}}_{P} = \sum_{i \in C_{P}} \min(n_i, \lambda_i) = 3 \).

Since the contribution to \( \text{wt}_{Q} \) from each irreducible factor is at least 1, and non-decreasing if we replace \( f_i \in C_P \) by any of its replacement polynomials, it follows that if the irreducible polynomials in \( C_{P} \) specialize to more than one point after one blow-up, then \( \widetilde{\text{wt}}_{Q} \leq \widetilde{\text{wt}}_{P} - 1 = 2 \) for every \( Q \) in \( \text{div}(g) \) for every replacement polynomial \( g \) of \( f_P \). This is the first case in the definition of a good weight 3 point.
We may now further assume that all irreducible polynomials in $C_P$ specialize to the same point $Q$ on the exceptional curve $E_P$ after one blowup. Since the contribution from each irreducible polynomial $f_i$ in $C_P$ to $\wt_P$ is at least 1, it follows that $C_P$ consists of at most three irreducible polynomials. Furthermore, if $C_P$ consists of 3 irreducible polynomials $f_1, f_2, f_3$ and $\min(n_i, \lambda_i) = 1$ for every $i$, since the replacement polynomial for each $f_i$ contributes at least 1 to $\wt_Q$, it follows that $\wt_Q = 3$. This case is excluded from the definition of a good weight 3 point. It remains to analyze the cases when $C_P$ has at most two distinct irreducible factors.

The remaining possibilities for $\wt_P = 3$ and $\wt_Q \leq 2$ are

(a) $C_P$ consists of 2 irreducible polynomials $f_1, f_2$ and $\min(n_1, \lambda_1) = 1$ and $\min(n_2, \lambda_2) = 2$, and the pair of integers $(\wt_2, \lambda_2)$ for the replacement polynomial $h_2$ of $f_2$ satisfy $\min(\wt_2, \lambda_2) = 1$, and,

(b) $C_P$ consists of a single irreducible polynomial $f_1$ and $\min(n_1, \lambda_1) = 3$, and the pair of integers $(\wt_1, \lambda_1)$ for the replacement polynomial $h_1$ of $f_1$ satisfy $1 \leq \min(\wt_1, \lambda_1) \leq 2$.

Since Remark 6.5 and Remark 6.6 show that for each $i$ we have

$$(\wt_i, \lambda_i) = \begin{cases} (n_i, \lambda_i - n_i) & \text{if } \lambda_i \geq n_i, \\ (\lambda_i, n_i - \lambda_i) & \text{if } \lambda_i < n_i, \end{cases}$$

it follows that

(a) $\min(n_2, \lambda_2) = 2$ and $\min(\wt_2, \lambda_2) = 1$ if and only if $(n_2, \lambda_2) \in \{(3, 2), (2, 3)\}$, and,

(b) $\min(n_1, \lambda_1) = 3$ and $1 \leq \min(\wt_1, \lambda_1) \leq 2$ if and only if $(n_1, \lambda_1) \in \{(3, 4), (4, 3), (3, 5), (5, 3)\}$.

These are precisely the remaining cases in Definition 6.2.

\textbf{Proof of Theorem 1.3.} We have $-(\Art(X^f)) = \nu(\Delta_f)$ if and only if the condition for equality in Theorem 6.7(b) holds for $f$ and all its replacement polynomials. In particular, for $-(\Art(X^f)) = \nu(\Delta_f)$, it is necessary that $\wt_P \leq 3$ for every $P \in A$.

We first show that if $\wt_P \leq 2$, then the condition for equality is satisfied by all the replacement polynomials coming from $f_i$ in $C_P$. Remark 6.5 and Remark 6.6 show that the contribution to $\wt$ is non-decreasing when we replace $f_i$ by its replacement polynomials. So once again using $\wt - \wt \leq 1$, we see that $\wt \leq 3$ and the condition for equality is satisfied by all the replacement polynomials coming from $f_i$ in $C_P$. In particular, if $\wt_P \leq 2$ or if $b = 1$ and $\wt_P \leq 3$, then the condition for equality is satisfied by all the replacement polynomials coming from $f_i$ in $C_P$.

It remains to analyze the case $b = 0$ and $\wt_P = 3$. Since $\wt_P$ is odd, by Corollary 6.5 and the Definition of $b_P$, we have $b_P = 1$. Remark 6.5 and Remark 6.6 show that $\wt_Q \leq \wt_P = 3$ for every $Q$ in $\Div(g)$ for every replacement polynomial $g$ of $f_P := \prod_{i \in C_P} f_i$. If $\wt_Q = 3$, then $\wt_Q = b_P + \wt_Q = 4$ and the condition for equality in Theorem 6.7(b) fails at the second stage. If $\wt_Q \leq 2$ for every $Q$ in $\Div(g)$ for every replacement polynomial $g$ of $f_P$, then by repeating the same argument as in the case $\wt_P \leq 2$, we see that the condition for equality in Theorem 6.7(b) is satisfied by all further replacement polynomials. Combining the previous two sentences with Lemma 10.4 completes the analysis in the case $b = 0$ and $\wt_P = 3$.

\textbf{Proof of Corollary 1.4.} The only way we have a point $P$ in $\Div(f)$ with $\wt_P \geq 4$ is if $b = 1$ and all roots of $f$ specialize to $P$ and have valuation $\geq 1$. In this case the replacement
polynomial for $f$ after one blowup defines the same elliptic curve, but has strictly smaller discriminant, so the original equation $y^2 = f(x)$ is not minimal. Similarly, if $\text{wt}_P = 3$, and there is a point $Q$ in the exceptional curve at the blowup at $P$ such that $\text{wt}_Q \geq 3$, then once again it must be the case that all roots of $f$ specialize to $Q$ and that the replacement polynomial of $f$ has strictly smaller discriminant. In other words, if $f$ is a polynomial that realizes the minimal discriminant of the curve $y^2 = f(x)$, then by Lemma 10.4, the conditions of Theorem 1.3 are satisfied, and we have $-(\text{Art}(X))^f = \nu(\Delta_f)$. □

Proof of Corollary 1.5. Each irreducible factor contributes at least 1 to the weight. □

Example 10.8. [Combinatorics to rule out equality] The genus 2 hyperelliptic curve corresponding to the equation $y^2 = (x-1)(x-2)(x-3)(x-t^2)(x-2t^2)(x-3t^2)$ over $K = \mathbb{C}((t))$ has $-\text{Art}(X)^f < \nu(\Delta_f)$ since the point $P: x = t = 0$ is not a good weight 3 point. The replacement polynomial $f_{0 \neq x}(x) = t(x-t)(x-2t)(x-3t)$ and has weight 4 at the unique point of specialization on $E_P$.

Example 10.9. Let $g \geq 2$ be an even integer. Pick $g$ elements $a_1, a_2, \ldots, a_g \in R$ with pairwise distinct residues in $k \setminus \{0, 1, -1\}$. Let $f(x) = x(x+1)(x-ta_1)(x-ta_2)\cdots(x-ta_g)(x-1-ta_1)(x-1-ta_2)\cdots(x-1-ta_g)$. One can check that the model $Y^f$ is a chain of 3 projective lines, and that $X^f$ is the minimal regular (even semistable) model, and compute that $\Delta_C = 2g(g-1)$ and $-\text{Art}(C/K) = 4$. This example shows that for higher $g$, the difference between $-\text{Art}(C/K)$ and $\nu(\Delta_C)$ can be as large as a quadratic function of $g$.

Remark 10.10. Since $\sum_{i \in C_P}^1 n_i + \sum_{i \in C_P}^1 \lambda_i \leq \text{deg}(f)$, and the degrees of the replacement polynomials are at most the degree of $f$, the inductive inequality in Theorem 6.7 also gives $\nu(\Delta_f) \leq \text{deg}(f)(\text{deg}(f)-1)(-\text{Art}(X^f))$. Since we have not analyzed how many contractible components, the model $X^f$ has in general, it is not clear to us if this also gives $\nu(\Delta_f) = \nu(\Delta_C) \leq (g+1)(2g-1)(-\text{Art}(C/K))$.

10.5. Termination of induction and the conductor-discriminant inequality.

Proof of 1.1. Since regularity is preserved under unramified base extensions and since these invariants are unchanged under unramified base extensions, we may assume that $k$ is algebraically closed by extending scalars to the Henselization. Let $f \in R[x]$ be a separable polynomial such that $\Delta_f = \Delta_C$. We may assume that $R = k[[t]]$ using Proposition 4.1. Let $X^f$ be the regular model of $C$ from Definition 3.4, Lemma 3.3. Since $-\text{Art}(C/K) \leq -\text{Art}(X^f)$ by [Liu94, Proposition 1], it now suffices to prove $-\text{Art}(X^f) \leq \nu(\Delta_f)$.

The proof is by induction on the ordered pair $(\text{deg}(f), \nu(\Delta_f))$. The base case of the induction is when the set $A_{\text{bad}}$ from Section 6.1 is empty, and in this case the inequality follows from Lemma 6.3, Corollary 6.4 and Lemma 5.2. If $A_{\text{bad}}$ is not empty, define replacement polynomials as in Definition 6.4 for each $P \in A_{\text{bad}}$. By Remark 6.7 and Corollary 10.3 the induction hypothesis applies after at most two replacement steps, and it follows that that the conductor-discriminant inequality holds for all the replacement polynomials. Adding these inequalities to the inequality in Theorem 6.7 proves the conductor-discriminant inequality for $f$. □
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