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Abstract: The compression test was conducted on 9Cr18Mo stainless steel by using the UTM5305 universal testing machine and the split Hopkinson pressure bar (SHPB) test device. In this way, the stress-strain curves pertaining to quasi-static (strain rate of 0.001 ~ 0.1 s\(^{-1}\)) and dynamic (temperature range of 25 ~ 650 °C and strain rate of 800 ~ 4,000 s\(^{-1}\)) states were attained. According to the stress-strain curves, the rheological behaviours of 9Cr18Mo stainless steel at high temperature and high strain rate were discussed. Based on the test data, the parameters of two constitutive models (Johnson-Cook (J-C) and Power-Law (P-L)) for 9Cr18Mo stainless steel were identified and the correlation coefficients (R) and average absolute relative errors (AAREs) of the two constitutive models were compared. The results showed that 9Cr18Mo stainless steel presents strain-rate sensitivity and significant thermal softening, that is, the flow stress on 9Cr18Mo stainless steel increases with strain rate while significantly reduces with increasing temperature. The R values are 0.9697 and 0.9896 and the AAREs of two constitutive models are 2.77% and 1.85%, respectively. Hence, the P-L constitutive model shows a higher prediction accuracy compared with the J-C constitutive model and can better describe the rheological behaviours of 9Cr18Mo stainless steel at high temperature and high strain rate.
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1 Introduction

Due to its high hardness, excellent corrosion resistance, and favourable wear resistance, 9Cr18Mo stainless steel is widely used in such as aerospace, ocean engineering, and the nuclear industry, especially in the manufacture of bearing parts working in a highly oxidizing atmosphere without lubrication and in corrosive environments\(^{[1-3]}\). 9Cr18Mo stainless steel is quite sensitive to the choice of cutting technique as specimens are elasto-plastically deformed, torn and fractured in a thermo-mechanical coupled stress field at a high temperature and strain rate during cutting, showing various characteristics including high deformation resistance, high cutting temperature, and significant tool wear\(^{[4-6]}\). Thus, it is necessary to establish a constitutive model describing the rheological behaviours of 9Cr18Mo stainless steel at high temperature and high strain rate, which helps when optimising the cutting parameters and guaranteeing accuracy of simulation during cutting.
As a constitutive equation for describing change relationships of flow stress on materials with strain, strain rate and temperature, a constitutive model reveals the rheological behaviours of materials during elasto-plastic deformation. To describe the elastic-plastic deformation mechanism of materials in the cutting process, scholars have conducted numerous studies of constitutive models for materials. Typical constitutive models include Johnson-Cook (J-C), power-law (P-L), and Zerilli-Armstrong (Z-A) models\cite{7-9}. However, the applicability of the constitutive models varies for different materials. Z. He\cite{10} et al. explored the dynamic mechanical properties of 0Cr17Ni4Cu4Nb stainless steel by applying the Cowper-Symonds (C-S) constitutive model. The result indicated that the model can predict the stress–strain curve from the perspective of safety of engineering application. H.Z. Yan\cite{11} et al. performed quasi-static compression mechanical tests and orthogonal cutting tests to establish the J-C constitutive model for 20CrMo materials. By comparing the simulation result with test result, the established model has been proved to be accurate. D. Forni\cite{12} et al. investigated the dynamic constitutive relationship of S355 structural steel by using J-C and C-S constitutive models and assessed the prediction accuracy of the two models. B. J. Tuazon\cite{13} et al. modified the term for strain-rate strengthening effect of the J-C constitutive model and fitted the constitutive equations for three high strength steels (HSA800, Hi-Mn and AISI 4340). The result indicated that the fitting effect of the modified J-C constitutive model is superior to that of the original J-C constitutive model, especially in zones with a high strain rate. Yong Huang\cite{14} determined the J-C constitutive model for AISI 52100 bearing steel by conducting the orthogonal cutting tests. By comparing predicted and test results, it was found that the established constitutive model was accurate. With consideration of effects of temperature and strain as well as their coupling effect on the flow stress, D. Samantaray\cite{15} et al. constructed the modified Z-A constitutive model, which can predict the flow stress within a large range of temperatures and strain rates.

Due to various properties including excellent wear resistance, corrosion resistance, and high hardness, 9Cr18Mo stainless steel is extensively used; however, scholars have rarely investigated rheological behaviours of 9Cr18Mo stainless steel at high temperature and high strain rate and the constitutive model for describing its dynamic mechanical properties. As a result, we lack an accurate description of the elasto-plastic deformation behaviours of 9Cr18Mo stainless steel to ensure accurate simulations of the cutting process. Therefore, by employing the UTM5305 universal testing machine and the split Hopkinson pressure bar (SHPB) test device, quasi-static and dynamic compression tests were performed on 9Cr18Mo stainless steel; according to the test data, the influences of temperature and strain rate on the rheological behaviours of 9Cr18Mo stainless steel were ascertained. In addition, J-C and P-L constitutive models at high temperature and high strain rate were established. Moreover, the accuracy of the established models was judged from the perspectives of the correlation coefficient ($R$) and average absolute relative error (AARE) thereof; the research results provide certain theoretical reference and related data for analysing the cutting performance of 9Cr18Mo stainless steel, optimising various technological parameters, and perfecting the finite element simulation of the cutting process.

2 Tests

The 9Cr18Mo stainless steel used for the test was in the form of steel bars with a diameter of 30 mm prepared by Shanghai
Baosteel Group Corporation, China (the chemical compositions of which is provided in Table 1). Before the test, the materials were prepared into cylindrical impact specimens measuring φ3 mm × 3 mm through wire cutting after being processed by solid solution treatment with heating to 1040 °C, holding for 40 min, then air-cooling. In addition, it was guaranteed that the two end faces of specimens were parallel, and the surface roughness of the two end faces after polishing satisfied $R_a \leq 1.6 \mu m$.

Table 1 Sample chemical composition table (mass fraction/%)

| Element | C    | Si   | Cr   | Ni   | Mn   | P    | S    | Mo   | Fe   |
|---------|------|------|------|------|------|------|------|------|------|
| Ingredient | 0.99 | 0.70 | 18.0 | 0.40 | 0.68 | 0.03 | 0.02 | 0.59 | Bal. |

The quasi-static compression test was conducted at room temperature ($T = 25 \degree C$) based on the UTM5305 universal testing machine by setting the strain rates to 0.001 s$^{-1}$, 0.01 s$^{-1}$, and 0.1 s$^{-1}$, respectively. The dynamic compression test was performed based on the ALT1000 SHPB test platform by setting the temperature to 25 °C, 350 °C, 500 °C, and 650 °C at average strain rates of 800 s$^{-1}$, 1500 s$^{-1}$, 2000 s$^{-1}$, 2500 s$^{-1}$, 3000 s$^{-1}$, and 4000 s$^{-1}$, respectively. During the test, the length of impact rods was 80 mm and the diameter of the pressure bar was 8 mm; on this basis, it was adjusted to different air pressures (0.1 ~ 0.4 MPa) to apply dynamic load to specimens at the aforementioned strain rates. The high temperature test was conducted with the aid of a synchronously assembled test system and heating was performed by using a resistance-type high-temperature furnace. To guarantee the accuracy of the test, three groups of valid test data were averaged and then analysed. During the test, the time-voltage curves at different temperatures and loading rates were recorded by using a super-dynamic strain instrument and a memory unit to record transient waves. The dynamic stress–strain curves of materials were attained by calculating the relationships between stress, strain rate, and strain of specimens according to stress wave theory.

3 Test results and analysis

3.1 Stress-strain curves of 9Cr18Mo stainless steels

Figure 1 shows the stress–strain curves in the quasi-static state (at strain rates of 0.001 s$^{-1}$, 0.01 s$^{-1}$, and 0.1 s$^{-1}$) at the test temperature of 25 °C. Fig. 2 shows the stress–strain curves in the dynamic state (at strain rates from 800 s$^{-1}$ to 4000 s$^{-1}$) at the test temperature of 25 °C. It can be seen from the figure that the specimens present certain strain-rate sensitivity both at both quasi-static and dynamic states, that is, the flow stresses of specimens increase by an amount that gradually decreases with increasing strain rate. The phenomenon is pronounced in the stress–strain curve in the dynamic state. The change trends of the stress–strain curves on the two conditions are relatively consistent within the plastic stage. As the strain rate is increased, the specimens enter the stage of plastic deformation early in the dynamic state.
3.2 Strain-rate sensitivity

As shown in Figs 1 and 2, the specimens exhibit a certain strain-rate sensitivity. To explore the influence of the strain rate on the flow stress on specimens, a sensitivity parameter ($\beta$) of the strain rate is introduced to quantify the strain-rate strengthening effect at the given temperature, which is defined as follows\cite{16-17}:

$$\beta = \frac{\partial \sigma}{\partial \ln \dot{\varepsilon}} = \frac{\sigma_2 - \sigma_1}{\ln(\dot{\varepsilon}_2 - \dot{\varepsilon}_1)} (1)$$

where, $\sigma_1$ and $\sigma_2$ refer to the corresponding flow stresses at the strain rates $\dot{\varepsilon}_1$ and $\dot{\varepsilon}_2$ at the same temperature, respectively, in which $\dot{\varepsilon}_1$ and $\dot{\varepsilon}_2$ denote two strain rates at the same temperature, respectively.

Figure 3 shows the change relationship of the sensitivity parameter ($\beta$) of the strain rate with the strain rate and strain calculated by Equation (1) at a temperature of 25 °C. It can be seen from the figure that the sensitivity parameter ($\beta$) of the strain rate increases asymptotically with increasing strain rate and strain: this implies that the strain-rate strengthening effect is inhibited by partial thermal softening induced by the adiabatic temperature rise during plastic deformation at a high strain rate, which leads to the reduction of the strain-rate strengthening effect. This is manifest as asymptotic growth of the sensitivity parameter ($\beta$) of the strain rate with increasing strain rate and strain. Under high-speed loading, the heat generated during the plastic deformation of specimens cannot be readily diffused. In that case, the deformation is deemed to be an adiabatic process, therefore, an adiabatic temperature rise occurs during the plastic deformation of specimens, thus triggering the thermal softening effect. The adiabatic temperature rise occurring during the plastic deformation at a high strain rate can be defined as follows\cite{18-20}:

$$\Delta T(\varepsilon) = \frac{\eta}{\rho C_v} \int_0^\varepsilon \sigma d\varepsilon (2)$$

where, $\sigma$, $\varepsilon$, $\rho$, and $C_v$ represent the true stress, true strain, material density, and specific heat capacity of the materials,
respectively; \( \eta \) denotes the work to heat conversion factor and it is thought that the plastic work is completely transferred to heat, so \( \eta = 1 \). As for the specimens, \( \rho = 7.8 \times 10^3 \text{kg/m}^3 \) and \( C_v = 0.5 \text{kJ/(kgK)} \).

![Figure 4 The relationship between adiabatic temperature rise and strain rate(T=650℃)](image)

Figure 4 shows the change in the adiabatic temperature rise at different strains with strain rate at a temperature of 650 ℃.

Fig. 5 shows the adiabatic temperature rise at different temperatures at a strain rate of 4000 s\(^{-1}\). The result shows that the adiabatic temperature rise is controlled by the strain rate and temperature: it increases with the strain rate while decreases with increasing temperature. At a given strain rate and temperature, the adiabatic temperature rise increases with the strain. This explains why the increase in sensitivity parameter (\( \beta \)) of the strain rate diminishes with the increase of the strain rate and strain.

3.3 Temperature sensitivity

Figure 6 shows the stress–strain curves at a strain rate of 4000 s\(^{-1}\) when the temperature successively increases from 25 ℃ to 350 ℃, 500 ℃ and 650 ℃. The result indicates that the specimens exhibit a significant thermal softening effect, that is, the flow stress gradually decreases with increasing temperature at the given strain rate; moreover, the effect is more pronounced at higher temperatures.

To quantify the influence of temperature on the flow stress at a given strain rate, the temperature sensitivity coefficient \( n_t \) is introduced, which is defined as follows\(^{[21-22]}\):

\[
 n_t = \left| \frac{\partial \ln \sigma}{\partial \ln T} \right| = \frac{\ln (\sigma_2 / \sigma_1)}{\ln (T_2 / T_1)} \quad (3)
\]

where, \( \sigma_1 \) and \( \sigma_2 \) refer to the stresses corresponding to a certain strain at temperatures \( T_1 \) and \( T_2 \) at the same strain rate.

![Figure 6 The stress-strain curve at different temperatures (\( \dot{\varepsilon} = 4000\text{s}^{-1} \))](image)

According to the test data obtained at a strain rate of 4000 s\(^{-1}\), the corresponding temperature sensitivity coefficients (\( n_t \)) at
strains of 0.1, 0.15, 0.20, 0.25, and 0.30 at temperatures 25 ℃, 350 ℃, 500 ℃, and 650 ℃ are separately calculated by using Equation (3); in addition, the relationship \( n \) with temperature and strain is as shown in Fig. 7. \( n \) increases with the temperature by an increasing amount. As the strain increases, \( n \) increases at a steady rate. This suggests that the reduction in the flow stress on specimens caused by the increasing test temperature is much greater than that induced by the adiabatic temperature rise during plastic deformation. That is, the thermal softening during plastic deformation is jointly induced by the change in test temperature and the adiabatic temperature rise during plastic deformation; nevertheless, the change in test temperature predominates in its influence of the thermal softening effect.

Figure 7 The relationship of temperature sensitivity with temperature and strain (\( \dot{\varepsilon} = 4000 \text{s}^{-1} \))

4 Establishment of the constitutive models for 9Cr18Mo stainless steel

4.1 Establishment of the J-C constitutive model

The J-C model consists of the strain hardening terms, strain-rate strengthening term, and thermal softening term for describing the dynamic deformation process of materials, which is expressed as follows\(^{(6,23)}\):

\[
\bar{\sigma} = (A + B(\dot{\varepsilon}^p)^n)(1 + C \ln \dot{\varepsilon}^p)(1 - (T^*)^m) \quad (4)
\]

\[
T^* = (T - T_m)(T_m - T_r) \quad (5)
\]

where, \( \bar{\sigma} \), \( A \), \( B \), \( n \), \( C \), and \( m \) refer to the flow stress on materials, the yield strength at the reference temperature and reference strain rate (quasi-static state), strain hardening coefficient, strain hardening index, strain-rate strengthening coefficient, and thermal softening index, respectively; \( \dot{\varepsilon}^p = \dot{\varepsilon}/\dot{\varepsilon}_0 \) denotes the equivalent plastic strain, in which \( \dot{\varepsilon}^p \) and \( \dot{\varepsilon}_0 \) denote the plastic strain and reference strain, respectively; \( \dot{\varepsilon}^* = \dot{\varepsilon}/\dot{\varepsilon}_0 \) denotes the dimensionless plastic strain rate, where \( \dot{\varepsilon}_0 \) and \( \dot{\varepsilon} \) separately refer to the reference strain rate and plastic strain rate; \( T^* \), \( T_r \), \( T_m \) and \( T \) separately represent the relative temperature, reference temperature, the melting point of the materials, and the test temperature.

(1) Determination of strain hardening terms \( A \), \( B \), and \( n \)

When determining the strain hardening terms, it is supposed that both the values of the strain-rate strengthening terms and thermal softening term are equal to 1. The constitutive model is simplified as follows:

\[
\bar{\sigma} = A + B(\dot{\varepsilon}^p)^n \quad (6)
\]

By taking the stress–strain curve in the quasi-static state (\( \dot{\varepsilon} = 0.001 \text{s}^{-1} \)) as the reference curve, the yield strength of
specimens is found to be 1000.16 MPa and the reference strain is taken as 0.01 within the transition range from the elastic zone to the plastic zone in the stress–strain curve. By rewriting Equation (6) and taking the logarithms in two sides, it can be found that:

$$\ln(\sigma - A) = +\ln B + n \ln \varepsilon'$$  \hspace{1cm} (7)

By substituting the stress and strain during the plastic deformation in the reference curve into Equation (7) and then performing linear fitting, the values of \( n \) and \( B \) are found to be 0.69031 and 6.614, respectively. The result of the linear fitting is shown in Fig. 8.

Fig. 8 The first fitting curve of the J-C mode

(2) Determination of the strain-rate strengthening coefficient \( C \)

It is supposed that the value of the thermal softening term at normal temperature is equal to 1 and therefore Equation (4) can be simplified as follows:

$$\bar{\sigma} = (A + B(\varepsilon')^n)(1 + C \ln \dot{\varepsilon'})$$ \hspace{1cm} (8)

By rewriting Equation (8), it can be found that:

$$\frac{\bar{\sigma}}{A + B(\varepsilon')^n} = 1 + C \ln \dot{\varepsilon'}$$ \hspace{1cm} (9)

By taking the reference strain rate as 250 s\(^{-1}\), the test data under the fixed strain at different strain rates are averaged and then substituted into Equation (9) to perform linear fitting. \( C \) is determined as 0.14911. The result of the linear fitting is displayed in Fig. 9.

Fig. 9 The second fitting curve of the J-C model

(3) Determination of the thermal softening index \( m \)

By rewriting Equation (4), it can be found that:
By rewriting Equation (10) and taking the logarithm of both sides of the equation, it is found that:

$$\ln(1 - \frac{\bar{\sigma}}{(A + B(e^p)^m)(1 + C \ln e^p)}) = m \ln T^s$$  \hspace{1cm} (11)$$

By using the stress–strain curves at a strain rate of 4000 s\(^{-1}\) at different temperatures, the thermal softening term \(m\) of materials can be determined. By setting the melting point of specimens as \(T_m = 1420\) °C, the test data at a fixed strain are averaged, then substituted into Equation (11) to allow linear fitting. Furthermore, the value of \(m\) is found to be 1.65204. The result of the linear fitting is shown in Fig. 10.

![Fig. 10 The third fitting curve of the J-C model](image)

Thus, the J-C constitutive model for describing 9Cr18Mo stainless steel is expressed as follows:

$$\bar{\sigma} = (1000.16 + 6.614(\frac{e^p}{0.01})^{0.69031})(1 + 0.149111 \ln(\frac{e}{250})(1 - (\frac{T - 25}{1375})^{1.65204})$$  \hspace{1cm} (12)$$

4.2 Establishment of the P-L constitutive model

The P-L constitutive model is commonly used to describe the change relationships of the flow stress on materials at high temperature, high strain rate, and large strain with temperature, strain rate, and strain, as given by\(^{[24-25]}\):

$$\sigma(e_s, \dot{e}_s, T) = g(e_s)\Gamma(\dot{e}_s)\Theta(T)$$  \hspace{1cm} (13)$$

$$g(e_s) = \sigma_0(1 + \frac{e_s}{\sigma_0})^{1/n}$$  \hspace{1cm} (14)$$

$$\Gamma(\dot{e}_s) = (1 + \frac{\dot{e}_s}{\dot{e}_0})^{1/m}$$  \hspace{1cm} (15)$$

$$\Theta(T) = C_0 + C_1T + C_2T^2 + C_3T^3 + C_4T^4 + C_5T^5$$  \hspace{1cm} (16)$$

$$T = T_m + \Delta T$$  \hspace{1cm} (17)$$

where, \(n\), \(m\), \(T_m\), \(\Delta T\), and \(\sigma_0\) denote the strain hardening index, strain-rate strengthening index, initial test temperature, adiabatic temperature rise, and the yield strength at the reference temperature and reference strain rate, respectively;
$\varepsilon_s$, $\varepsilon_0$, $\dot{\varepsilon}_s$, and $\dot{\varepsilon}_0$ refer to the plastic strain, reference strain, plastic strain rate, and reference strain rate, respectively; $C_0$, $C_1$, ..., and $C_5$ separately represent the polynomial coefficients of temperature.

(1) Determination of strain hardening index $n$

When constructing the constitutive model, it is supposed that the strain term $(g(\varepsilon_s))$, strain rate term $(\Gamma(\dot{\varepsilon}_s))$, and temperature term $(\Theta(T))$ are mutually independent. When determining the corresponding parameters in the strain term $g(\varepsilon_s)$, the strain rate term $\Gamma(\dot{\varepsilon}_s)$ and temperature term $\Theta(T)$ are set to 1, thus, Equation (13) can be simplified to:

$$\sigma(\varepsilon_s) = g(\varepsilon_s) = \sigma_0 \left(1 + \frac{\varepsilon_s}{\sigma_0}\right)^{1/n} \quad (18)$$

The stress–strain curve in the quasi-static state ($\dot{\varepsilon}=0.001\text{s}^{-1}$) is taken as the reference curve and the reference strain is set as 0.001. On this basis, by rewriting Equation (18) and taking the logarithms of each side of the equation, it can be found that:

$$\ln\left(\frac{\sigma(\varepsilon)}{\sigma_0}\right) = \frac{1}{n} \ln\left(1 + \frac{\varepsilon}{\varepsilon_0}\right) \quad (19)$$

By substituting the corresponding stress after the strain of 0.39 and the corresponding strain in the reference curve into the above equation and then performing the linear fitting, the slope $1/n$ of the curve is calculated as 0.02459; furthermore, the strain hardening index $n$ is found to be 40.66693778. The result of the linear fitting is displayed in Fig. 11.

![Fig. 11 Relationship between $\ln(\sigma(\varepsilon)/\sigma_0)$ and $\ln(1+\varepsilon/\varepsilon_0)$](image)

(2) Determination of the strain-rate strengthening index $m$

The strain-rate strengthening index $m$ is determined by utilising the stress–strain curve at strain rates of 800 ~ 4000 $\text{s}^{-1}$ at 25 °C. It is supposed that the thermal softening term $\Theta(T)$ is equal to 1 at that temperature and therefore Equation (13) can be simplified to:

$$\sigma(\varepsilon_s, \dot{\varepsilon}_s) = g(\varepsilon_s)(1 + \frac{\dot{\varepsilon}_s}{\dot{\varepsilon}_0})^{1/m} \quad (20)$$

By taking the logarithm of each side of the above equation, it is found that:

$$\ln\left(\frac{\sigma(\varepsilon_s, \dot{\varepsilon}_s)}{g(\varepsilon_s)}\right) = \frac{1}{m} \ln\left(1 + \frac{\dot{\varepsilon}_s}{\dot{\varepsilon}_0}\right) \quad (21)$$

By setting the reference strain rate to 2300 $\text{s}^{-1}$, the test data at a constant strain are averaged, then substituted into Equation
(21). Linear fitting is conducted based on the least squares method to determine the slope $1/m$ as 0.25602. Furthermore, the strain-rate strengthening index $m$ is calculated as 3.906. The fitting result is shown in Fig. 12.

Fig. 12 Relationship between $\ln(\sigma(\varepsilon, \dot{\varepsilon})/g(\varepsilon))$ and $\ln(1 + \dot{\varepsilon}/\dot{\varepsilon}_0)$

(3) Determination of the thermal softening coefficients $C_0, C_1, \ldots, C_5$

The thermal softening coefficients $C_0, C_1, \ldots, C_5$ are determined based on the stress–strain curves at strain rates from $800 \sim 4000 \text{ s}^{-1}$ and at temperatures from $25 \sim 650 \text{ °C}$. Equation (13) is rewritten as follows:

$$\frac{\sigma(\varepsilon, \dot{\varepsilon}, T)}{g(\varepsilon)} = C_0 + C_1 T + C_2 T^2 + C_3 T^3 + C_4 T^4 + C_5 T^5$$  \hspace{1cm} (22)

According to the above analysis, it can be seen that the adiabatic temperature rise $\Delta T$ during plastic deformation in the dynamic state shows a certain influence on the stress–strain curve, therefore, when fitting the thermal softening coefficients, it is necessary to consider the adiabatic temperature rise in the plastic deformation stage. The test data under a fixed strain at different temperatures are averaged, then substituted into Equation (22); moreover, polynomial fitting is performed to attain the values of $C_0 (1.00824), C_1 (2.38267 \times 10^{-5})$ and $C_2 (-6.91782 \times 10^{-7})$. The values of $C_3, C_4$ and $C_5$ approximate to 0. The fitting curve is shown in Fig. 13.

Fig. 13 Relationship between $\sigma(\varepsilon, \dot{\varepsilon}, T)/g(\varepsilon)\Gamma(\dot{\varepsilon})$ and $T$

Hence, the P-L constitutive model for describing 9Cr18Mo stainless steel is expressed as follows:

$$\sigma(\varepsilon, \dot{\varepsilon}, T) = g(\varepsilon)\Gamma(\dot{\varepsilon})\Theta(T)$$

$$= 1000.16(1 + \frac{\varepsilon_s}{0.001})^{0.02459}(1 + \frac{\dot{\varepsilon}_s}{2300})^{0.25602}$$  \hspace{1cm} (23)

$$(1.00824 + 2.38267 \times 10^{-5} - 6.91782 \times 10^{-7})$$

5 Prediction and comparison of constitutive models

Figure 14 compares the predicted values obtained through two constitutive models with test values under different test conditions. Table 2 lists the mean values of absolute errors incurred when using the two constitutive models. As shown in Fig.
14 and Table 2, the predicted values obtained through two constitutive models both present a certain prediction error with increasing strain rate and temperature. To be specific, the error rises at first and then declines with increasing strain rate and temperature. The mean value of the absolute error predicted by the J-C constitutive model reaches a maximum (51.544) at a strain rate of 2000 s\(^{-1}\) and temperature of 650 °C; the maximum mean value (46.367) of the absolute error predicted by the P-L constitutive model is found at a strain rate of 2500 s\(^{-1}\) and a temperature of 500 °C. It can be seen from Table 2 that the prediction accuracy of the P-L constitutive model is higher than that of the J-C constitutive model. This is because the thermal softening effect caused by adiabatic temperature rise is considered in the P-L constitutive model when determining polynomial coefficients of temperature.

Fig. 14: Comparison of experimental values of stress-strain curves with model predictions under different strain rates
Table 2 Average absolute error of two constitutive models under different experimental conditions

| $T/\degree C$ | $\dot{\varepsilon}/s^{-1}$ | $\Delta\sigma_{E}/$MPa | $\Delta\sigma_{P}/$MPa |
|--------------|-----------------|---------------------|---------------------|
|              | 800             | 6.424471638         | 6.109457399         |
| 25           | 1500            | 38.98703638         | 15.33518007         |
|              | 2000            | 37.04814443         | 9.391618684         |
|              | 2500            | 29.46215782         | 5.722001128         |
|              | 3000            | 22.34984852         | 5.923465121         |
|              | 4000            | 5.982440216         | 3.902910575         |
|              | 800             | 27.04190337         | 10.60611432         |
| 350          | 1500            | 20.1336439          | 18.2893326          |
|              | 2000            | 40.92181462         | 37.65429567         |
|              | 2500            | 42.34938154         | 41.79854765         |
|              | 3000            | 29.80158046         | 36.78908546         |
|              | 4000            | 12.46319636         | 11.87826906         |
|              | 800             | 32.79624831         | 17.3101421          |
| 500          | 1500            | 28.39327725         | 23.19058462         |
|              | 2000            | 45.03536918         | 39.11484364         |
|              | 2500            | 49.39455932         | 46.36667909         |
|              | 3000            | 41.94325487         | 45.30685472         |
|              | 4000            | 9.845891459         | 10.62832331         |
|              | 800             | 31.25790377         | 30.58632256         |
| 650          | 1500            | 49.19664884         | 27.14529            |
|              | 2000            | 51.54404536         | 26.74278264         |
|              | 2500            | 33.93195871         | 11.88201571         |
|              | 3000            | 26.76224827         | 9.985216708         |
|              | 4000            | 20.68909126         | 15.5467803          |

The further to explore the prediction accuracy of the two constitutive models, two parameters (AARE and $R$) are introduced\[26-29\]:

$$AARE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{E_i - P_i}{E_i} \right|$$ \hspace{1cm} (24)

$$R = \sqrt{\frac{\sum_{i=1}^{N} (E_i - \bar{E})(P_i - \bar{P})}{\sum_{i=1}^{N} (E_i - \bar{E})^2 \sum_{i=1}^{N} (P_i - \bar{P})^2}}$$ \hspace{1cm} (25)

where, $E_i$ and $P_i$ separately refer to test and predicted values of the flow stresses (MPa); $\bar{E}$ and $\bar{P}$ separately represent mean values of $E_i$ and $P_i$; $N$ denotes for the total number of data points in the study.

The $R$ values and AAREs of the two constitutive models are separately calculated according to the test data and the predicted values by the models; the results are shown in Fig. 15 and Table 3. The $R$ values are 0.9697 and 0.9896 while the AAREs of the values predicted by the J-C and P-L constitutive models are 2.77% and 1.85% when compared with the test values, respectively.
Therefore, it can be found that the P-L constitutive model delivers a higher prediction accuracy, which can more accurately describe the flow stress in 9Cr18Mo stainless steel and the changes thereto with strain, strain rate, and temperature.

Fig. 15: The correlation between experimental and predicted values of two constitutive models

Table 3 The average relative error of the two constitutive models

| Model          | Johnson-Cook | Power-Law |
|----------------|--------------|-----------|
| AARE           | 0.0277       | 0.0185    |

6 Conclusion

(1) The 9Cr18Mo stainless steel shows a certain strain-rate strengthening effect and significant thermal softening: the flow stress on 9Cr18Mo stainless steel gradually increases with increasing strain rate while it decreases significantly with increasing temperature.

(2) The $R$ values are 0.9697 and 0.9896 while AAREs of the two constitutive models are 2.77% and 1.85%, respectively: the P-L constitutive model exhibits a higher prediction accuracy than the J-C constitutive model and it can better describe the rheological behaviours of 9Cr18Mo stainless steel at high temperatures and high strain rates.

(3) The prediction accuracies of both constitutive models present a certain error with increasing temperature and strain rate, which is related to the high non-linearity of the flow stress on specimens at high temperatures and high strain rates.
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