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Abstract
Bayesian hierarchical mixture clustering (BHMC) improves traditional Bayesian hierarchical clustering by replacing conventional Gaussian-to-Gaussian kernels with a Hierarchical Dirichlet Process Mixture Model (HDPMM) for parent-to-child diffusion in the generative process. However, BHMC may produce trees with high nodal variance, indicating weak separation between nodes at higher levels. To address this issue, we employ Posterior Regularization, which imposes max-margin constraints on nodes at every level to enhance cluster separation. We illustrate how to apply PR to BHMC and demonstrate its effectiveness in improving the BHMC model.
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1 Introduction

Hierarchical clustering (HC) is a well-known problem that aims to arrange data items into hierarchical structures. The primary objective of hierarchical cluster analysis is to construct a “meaningful structure” for the chosen items that can either analyze the underlying relationships between the items (e.g., gene analysis) or aid in improving item retrieval (e.g., product catalogs on online retail websites). In this context, we concentrate on the latter and strive for a structure that clusters similar items together and organizes the clusters hierarchically, allowing items in a child cluster to be viewed as variations of those in a parent cluster.

We study this problem through a Bayesian approach. Our previous work (Huang et al., 2021) proposes the Bayesian Hierarchical Mixture Clustering (BHMC) model, which is in the same framework as other Bayesian generative approaches (Williams, 2000; Adams et al., 2010; Neal, 2003a; Knowles and Ghahramani, 2015). The generative model consists of two components: (i) a random walk process from a root node to a leaf node; and (ii) a parent-to-child random diffusion that connects parameters in a parent node to those in a child node. The common choices for the first component are nested Chinese restaurant process (nCRP) (Blei et al., 2010; Adams et al., 2010; Huang et al., 2021), Dirichlet Diffusion Tree (Neal, 2003a), and Pitman-Yor Diffusion Tree (Knowles and Ghahramani, 2015), which are asymptotically equivalent (Knowles and Ghahramani, 2015). For the second component, a Gaussian-to-Gaussian (G2G) kernel is commonly applied (Adams et al., 2010; Neal, 2003a; Knowles and Ghahramani, 2015), but the BHMC uses a Hierarchical Dirichlet Process Mixture Model (HDPMM) instead, making each node associated with a mixture model whose components become sparser on descent along a path in the hierarchy.

In this paper, our contribution is the development of a novel approach that incorporates Posterior Regularization (PR) (Graça et al., 2009; Ganchev et al., 2010; Zhu et al., 2011) to enhance the separation of sibling clusters at every level of the hierarchy. We introduce posterior-regularized BHMC or RBHMC, which utilizes the PR framework to handle Bayesian models with additional constraints. The framework is founded on the variational inference (VI) (Blei et al., 2017) of minimizing the Kullback-Leibler (KL) divergence between a proposed distribution and the posterior in a constrained space.

A well-structured hierarchy should have clear separation, in particular at higher levels. In the case of BHMC, this means that mixture components associated with each node should be close together geometrically, relative to their distance from components associated with other nodes on the same level. However, the inference procedure can get stuck in local modes where high-level components are not sufficiently coherent. We attribute this to the fact that the data is only generated at the leaf nodes, causing the inference to take a long time to influence higher-level mixture components. To address this, we regularize the model to focus the optimization on distributions that exhibit the desired separation among nodes at the same level. PR is employed to impose explicit data dependence on the choice of mixture components at every level,
pushing the direct influence of data up to all levels along every path in the hierarchy. We apply the max-margin property to nodes at every level, ensuring that the decision boundary separating the correct node for each observation is maximally distant from sibling nodes.

The rest of the paper is structured as follows. Section 2 presents the background on Bayesian hierarchical mixture clustering and its limitations. Section 3 presents the posterior regularized solution to address the weaknesses of Bayesian hierarchical mixture clustering, and the statistical inference of the proposed model is presented in Section 4. We conduct experimental studies to study the behavior of the proposed model.

2 Preliminaries

A hierarchy, also referred to as a tree, is a data structure that manages a set of observations $X$ with $N$ elements $\{x_n\}_{n=1}^N$. Let us denote the tree by $\mathcal{H} = (Z_\mathcal{H}, E_\mathcal{H})$ where $Z_\mathcal{H}$ is the set of nodes and $E_\mathcal{H}$ is the edge set in the tree. An edge $(z, z') \in E_\mathcal{H}$ indicates that $z$ is the parent of $z'$. The set of non-leaf nodes is denoted by $I_\mathcal{H}$, and the height of the tree is denoted by $L$. The set of all maximal paths is denoted by $Z_\mathcal{H}$ where

$$Z_\mathcal{H} = \{ z = (z_0, z_1, \ldots, z_L) \mid (z_{\ell-1}, z_{\ell}) \in E_\mathcal{H}, \ell = 1, \ldots, L \}$$

where $z_0$ is the root node. The parent of a node $z$ is denoted by $\text{Pa}(z)$, and the set of siblings of $z$ is denoted by $S(z)$, where $S(z) = \{ z' \neq z \mid (\text{Pa}(z), z') \in E_\mathcal{H} \}$.

**Dirichlet process**

The BHMC relies heavily on the Dirichlet Process (DP) (Ferguson, 1973; Antoniak, 1974). The Chinese Restaurant Process (CRP) and stick-breaking process are the two well-known forms of DP. In the CRP formulation, the $n$th customer (observation) selects a table labeled as $c_n$ when coming into a restaurant. The randomness of CRP($\alpha$) is defined as

$$p(c_n = k \mid c_{1:n-1}, \alpha) = \begin{cases} \frac{N_k}{n+\alpha} & \text{k exists} \\ \frac{\alpha}{n+\alpha} & \text{k is new} \end{cases}$$

which means that the customer selects a table proportional to the number of customers ($N_k$) sitting at the table $k$ while there is still a possibility to start a new table determined by the parameter $\alpha$.

The stick-breaking process simulates the process of infinitely taking portions out from a remaining stick. Assuming that the original stick is of length 1, the
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1In the rest of the paper, the term tree and hierarchy will be used interchangeably
Process can be represented as below.

\[ \beta_1 = \beta_1' \quad \beta_k = \beta_k' \prod_{i=1}^{k-1} (1 - \beta_i') \quad \beta_i' \sim \text{Beta}(1, \alpha) \]

The two representations are equivalent since \( p(c_n = k \mid \alpha) = \beta_k \). \( \beta = (\beta_i)_i, i = 1, 2, 3 \) is said to follow the GEM(\( \alpha \)) distribution.

Finally, let \( H \) be a base measure on a sample space and \( \alpha \) a real positive concentration parameter. We write \( G \sim \text{DP}(\alpha, H) \) if

\[ G = \sum_{k=1}^{\infty} \beta_k \delta_{\theta_k} \quad \{\theta_k\}_{k=1}^{\infty} \sim H \quad \beta \sim \text{GEM}(\alpha) \]

where \( \delta \) is the Dirac Delta function. However, in a finite setting, the following approximation is used for the distribution of \( \beta \):

\[ \beta \sim \text{Dir}(\alpha/K, \ldots, \alpha/K) \]

for a fixed large \( K \), where \( \text{Dir}(\cdot, \cdot, \cdot) \) denotes the Dirichlet distribution.

**Nested Chinese restaurant process**

The nested Chinese Restaurant Process (nCRP) extends the CRP to a hierarchical random process. Fixing a hierarchy height \( L \), the process recursively applies the CRP to randomly traverse to the next level.

**Hierarchical Dirichlet process mixture model**

The BHMC considers a hierarchy in which each node maintains a global book of mixture components, while keeping local weights for the components which can be completely different from each other. This can be modeled using a hierarchical DP (HDP) (Teh et al, 2006).

If \( G \) is drawn from a DP with base measure \( G_0 \) such that \( G \sim \text{DP}(\gamma, G_0) \) and \( G_0 \sim \text{DP}(\gamma_0, H) \), \( G \) is said to be sampled from an HDP. The 1-level HDP mixture model (HDPMM) is the limiting distribution (\( K \to \infty \)) of the following finite mixture model for generating observations \( x_n, n = 1, 2, \ldots \):

\[ \beta_1 \ldots \beta_K \mid \gamma_0 \sim \text{Dir}(\gamma_0/K, \ldots, \gamma_0/K) \]
\[ \tilde{\beta}_1 \ldots \tilde{\beta}_K \mid \gamma, \beta \sim \text{Dir}(\gamma \beta_1, \ldots, \gamma \beta_K) \]
\[ \theta_1 \ldots \theta_K \mid H \sim H \]
\[ c_n \mid \tilde{\beta} \sim \text{Discrete}(\tilde{\beta}) \]
\[ x_n \mid c_n, \theta_1 \ldots \theta_K \sim F(\theta_{c_n}) \]

where \( F(\theta) \) is a distribution parameterized by \( \theta \). The 1-level HDPMM which can be extended to the multilevel case.
2.1 Bayesian hierarchical mixture clustering

For clustering of data points located in real space, the parent-to-child transition that has been proposed in the state-of-art is a G2G transition in which a Gaussian distribution of some mean and covariance is associated with a parent cluster and the child distribution is also Gaussian with mean drawn from the parent distribution and the variance of the distributions diminishing down the tree. However, this model may experience “concept drift” along a path, as shown in Figure 1b, where data points at the leaf of a path may be extreme outliers of the node distribution at the start of the path. Instead, bhmc uses a HDPMM to connect nodes and assumes data is from Gaussian mixture model. Child nodes have a more specialized mixture than their parent. For instance, in Figure 2, data is represented as a Gaussian mixture of 8 clusters at the finest granularity level. Clusters can be naturally grouped together at higher levels. For example, data generated from one parent is a mixture of Gaussians associated with clusters \( \{c_1, c_2, c_3\} \). Its child nodes are associated with data generated from each cluster.

The BHMC generates data with an nCRP having \( L \) steps from the root node. When a new node is created, local weights are sampled from the parent
node through an HDP and associated with the new node. After walking $L$ times down the hierarchy, a leaf node is reached and the observation $\mathbf{x}_n$ is sampled using the local weights of the leaf node.

To better illustrate the generative process, we resort to the finite setting of the DP in the upcoming example. The generative example in Figure 3 fixes $K = 6$ and $L = 2$, i.e., there are 6 global components and the height of the tree is 2. First, a path through the hierarchy is a sequence, e.g., $\mathbf{z} = (z_0, z_1, z_4)$. Each observation $\mathbf{x}_n$ is assigned a path indicator variable, which we denote by $\mathbf{v}_n$. Specifically, if observation $n$ traverses along path $\mathbf{z} \in \mathbb{Z}_H$, the assignment follows $\mathbf{v}_n = \mathbf{z}$. Further, we write $\mathbf{v}_{n\ell}$ to point to the node at the $\ell$th level of the path. Mixing proportions associated with a certain node $z$, $\beta_z$, along a path are connected via a multilevel HDP.

Upon arriving at a leaf node $\mathbf{v}_{nL}$, the $n$th observation is assigned a component label $c_n$ depending on the mixing proportions $\beta_{\mathbf{v}_{nL}}$ such that $c_n \sim \text{Discrete}(\beta_{\mathbf{v}_{nL}})$. Eventually, the process samples $\mathbf{x}_n \sim F(\theta_{c_n})$ where $\theta$ is sampled from the base measure $H$. The corresponding process for observation $n$ is summarized as

$$
\begin{align*}
\mathbf{v}_n &\sim \text{nCRP}(\alpha) \\
\beta_{z_0} &\sim \text{Dir}(\gamma_0/K, \ldots, \gamma_0/K) \\
\beta_{v_{n1}} &\sim \text{Dir}(\gamma \beta_{z_0}) \\
\beta_{v_{n2}} &\sim \text{Dir}(\gamma \beta_{v_{n1}}) \\
\mathbf{x}_n &\sim F(\theta_{c_n}) \\
c_n &\sim \text{Discrete}(\beta_{v_{n2}}) \\
\theta_1, \ldots, \theta_K &\sim H.
\end{align*}
$$

Figure 3 provides an example of how mixing proportions can propagate through levels. In practice, this can result in sparser components at lower levels. If the probability of a mixture component becomes negligible at any node in the tree, it is highly likely to remain negligible for all descendant nodes.

Algorithm 1 demonstrates a detailed generative process for the BHMC. Let us denote the variables in the model by $\mathcal{M}_0$ such that $\mathcal{M}_0 = \{\mathbf{o}, \mathbf{B}, \mathbf{V}, \mathbf{c}, \mathbf{\theta}\}$. The variables are $\mathbf{B} = \{\beta_z\}_{z \in \mathbb{Z}_H \setminus \{z_0\}}$, $\mathbf{o} = \{o_k\}_{k=1}^{\infty}$, $\mathbf{V} = \{\mathbf{v}_n\}_{n=1}^{N}$, $\mathbf{c} = \{c_k\}_{k=1}^{\infty}$, and $\mathbf{\theta} = \{\theta_k\}_{k=1}^{\infty}$. Under an infinite setting, we sample $\beta_{z_0} \sim \text{GEM}(\gamma_0)$ for
Algorithm 1 Generative Process of the BHMC (Infinite Setting)

1: Sample $\beta_{z_01}, \ldots, \beta_{z_0K} \sim \text{GEM}(\gamma_0)$
2: Sample $\theta_1, \ldots, \theta_K \sim H$
3: for $i = 1 \ldots N$ do
4:   $v_{n0} \leftarrow z_0$
5:   for $\ell = 1 \ldots L$ do
6:     Sample $v_{n\ell}$ by CRP($\alpha$)
7:   end for
8:   if $z'$ is new then
9:     Sample $\beta_{z'} \sim \text{DP}(\gamma, \beta_{z_0})$
10:    Attach $(z, z')$ to the tree $H$
11:   end if
12: end for
13: Sample $c_n \sim \text{Discrete}(\beta v_{nL})$
14: Sample $x_n \sim F(\theta_{c_n})$
15: end for

the root node $z_0$. That is, considering $o \sim \text{Beta}(1, \alpha)$ for any $o$, we write $\beta_{z_0k} = o_k \prod_{k'=1}^{K-1}(1 - o_{k'})$ and $\beta_{z_0}^* = 1 - \sum_{k=1}^{K} \beta_{z_0k}$ where $K$ represents a finite integer. It follows that $p(\beta_{z_0} \mid \gamma_0) \equiv p(o \mid \gamma_0)$. For any $(z, z') \in E_H$, the model defines $\beta_{z'} \sim \text{Dir}(\gamma, \beta_z)$. We write $\tilde{B}$ to maintain the mixing proportions for the non-root nodes, and the total mixing proportions $B = \tilde{B} \cup \{\beta_{z_0}\}$. Thus we obtain $p(B \mid \gamma, \gamma_0) \equiv p(o \mid \gamma_0)p(\tilde{B} \mid \gamma)$. The model is summarized by Equation (1).

$$
p(V, c, B, \theta \mid X, \alpha, \gamma, \gamma_0, H, L) 
\propto p(X \mid V, c, B)p(c \mid V, B)p(V, \alpha, L)p(\theta \mid H)p(B, \gamma_0, \gamma) 
= \prod_n p(x_n \mid c_n, \theta) \prod_n p(c_n \mid v_n, \beta_{v_{nL}}) \prod_n p(v_n \mid \alpha, L) 
\prod_k p(\theta_k \mid H) \left[ p(\beta_{z_0} \mid \gamma_0) \prod_{(z, z') \in E_H} p(\beta_{z'} \mid \gamma, \beta_z) \right]. \tag{1}
$$

2.1.1 Weaknesses of the BHMC

The study in Huang et al (2021) shows that the BHMC performs well compared to other HC algorithms (either Bayesian or Non-Bayesian) based on commonly used evaluation metrics. However, a weakness of the model is that it allows sibling nodes under a common parent to have shared components, which can result in poor separation and make it challenging to identify the correct path to a target item. A more human understandable hierarchy can be achieved by ensuring reasonably good separation, resulting in better controlled nodal variance for any level. The BHMC lacks a mechanism to ensure well-separated sibling nodes in the hierarchy. An extreme example of a valid hierarchical clustering generated from the BHMC is illustrated in Figure 4.
Taking inspiration from work on posterior regularization (PR) (Graça et al, 2009; Ganchev et al, 2010; Zhu et al, 2014), we aim to overcome the limitation of the BHMC model by using PR to enforce sibling separation during Bayesian learning. As noted in Graça et al (2009), incorporating even minor additional constraints into generative models can be highly challenging for the posterior inference. However, by utilizing a posterior constraint, we can guide inference towards solutions that exhibit the desired separation without altering the generative process.

3 Posterior Regularized Solution

PR was developed upon VI for learning Bayesian models with constraints (Zhu et al, 2014). The objective of VI is to minimize the KL-divergence (denoted by $\mathbb{KL}$) between a proposed distribution and the posterior distribution. The PR framework includes a penalty function based on a set of feature constraints to the objective. We use $M$ to denote an arbitrary model and $E_q$ to denote the expectation over a distribution $q$.

**Definition 1** (RegBayes) Let $q(M)$ be a distribution proposed to approximate the posterior $p(M | X)$. The PR method is to solve

$$\min_{q(M),\xi} \mathbb{KL}[q(M) \| p(M, X)] + U(\xi) \quad \text{s.t.} \quad q(M) \in \mathbb{P}_{cs}(\xi) \quad (2)$$

where $p(M, X)$ denotes the joint probability of the model $M$ and the data $X$, and $U(\xi)$ is a regularization function obtained upon the constraint space $\mathbb{P}_{cs}(\xi)$.

The constrained space $\mathbb{P}_{cs}(\xi)$ is parameterized by $\xi$ which itself enters the objective function. In contrast to standard VI which performs unconstrained optimization over $q(M)$, the regularized Bayes solution differs in two ways: (1) the optimization over $q(M)$ is performed in the constrained space $\mathbb{P}_{cs}(\xi)$, and (2) it performs joint optimization over $q(M)$ and $\xi$.

The conventional approach involves transforming the objective into its dual form. The model variables are learned using VI, and the dual variables are
solved using optimization tools. However, the VI approach may result in a large number of dual variables and thus intractability in our model. Fortunately, we can use the Markov Chain Monte Carlo (MCMC) method to infer the proposed model.

### 3.1 RBHMC

We aim to restrict the search space to solutions where the separation between the siblings is reasonably large. To this end, we appeal to max-margin, which is used in e.g. support vector machine (SVM) classification to ensure adequate separation between classes. To clarify its use in HC, it is beneficial to revisit its formulation in this context.

Starting from the simplest SVM binary classification, we consider that an observation $x_n \in \mathbf{X}$ could be assigned with a label $\tau_n$ where $\tau_n \in \{-1, 1\}$. Now, we augment it with a latent discriminant variable $\eta$ so that

$$\tau_n (\eta^T x_n + \eta_0) \geq \varepsilon/2 \implies \begin{cases} (\eta^T x_n + \eta_0) \geq \varepsilon/2 & \tau_n = 1 \\ -(\eta^T x_n + \eta_0) \geq \varepsilon/2 & \tau_n = -1 \end{cases}.$$  

Thus, $\eta^T x + \eta_0 = 0$ is the hyperplane boundary that separates the two classes, and the data on the two sides are at least $\varepsilon/2$ units away from the hyperplane (Hastie et al, 2009). However, the data may not be linearly separable, so that no such boundary can be found. Thus, a non-negative slack variable $\xi_n \geq 0$ is introduced and we write

$$\tau_n (\eta^T x_n + \eta_0) \geq \varepsilon/2 - \xi_n/2.$$  

Hence, $\sum_n \xi_n$ is thought of as the sum of the distances by which the data lie on the wrong side of their margin defined by $\varepsilon$.

However, modifications are required for handling multiple classes. One method is to associate a different $\eta$ with each cluster. This $\eta$ can be employed to form a boundary to separate the data in this cluster from the rest, namely, the one-vs-rest approach (Shalev-Shwartz and Ben-David, 2014). Considering a class denoted with $z$ or $z'$, where $z$ is the node that observation $n$ belongs to, the optimization will have the following constraints:

$$\begin{cases} (\eta_z^T x_n + \eta_0) \geq \varepsilon/2 - \xi_n/2 & \text{observation } n \text{ belongs to node } z \\ -(\eta_{z'}^T x_n + \eta_0) \geq \varepsilon/2 - \xi_n/2 & \forall z': z' \neq z \end{cases} \implies \mathbb{P}_{cs}^{(n)} = \{ (\eta_z - \eta_{z'})^T x_n \geq \varepsilon - \xi_n | \forall z': z' \neq z, \xi_n \geq 0\} \quad (3)$$

where $\mathbb{P}_{cs}^{(n)}$ denotes the constraint space for observation $n$. This work extends this idea to a multilevel case to fit the task of HC, where the constraint can be applied to clusters under the same parent. Given the constraint space, we can apply the PR to restrict the search space for the Bayesian inference.
3.2 Specifications of the RBHMC

Let us specify the detail of the PR model in this section. The variable set for the BHMC is denoted by $M_0$ and the whole model is denoted by $M = M_0 \cup \{\eta\}$ where $\eta$ refers to a set of discriminant variables as discussed in Section 3.1. Let us extend Equation (3) to a constraint space for HC. We apply Equation (3) for the assignment of the observation $n$ at each level $1 \leq \ell \leq L$ rather than only at the leaf level. These constraints then ensure that the hierarchy is well separated under each internal parent node. Recalling that $v_{n\ell}$ represents the correct node for observation $n$ at level $\ell$ and $S(v_{n\ell})$ represents all siblings of $v_{n\ell}$, the constraint space may be written as

$$P_{cs}(\xi) = \left\{ q(M) \mid \forall n, \forall \ell, \forall z \in S(v_{n\ell}) : E_q[\eta_{v_{n\ell}} - \eta_z]^T x_n \geq \varepsilon_{n\ell}^\Delta - \xi_n, \xi_n \geq 0 \right\}$$

where $\varepsilon_{n\ell}^\Delta$ is the cost of choosing the node $z$ over the assigned child $v_{n\ell}$. That is, $\varepsilon_{n\ell}^\Delta = \varepsilon_0 1(z \neq v_{n\ell})$ and $\varepsilon_0$ can be regarded as a hyperparameter. Denoting $C$ the scale factor, we define the penalty function $U(\xi) = 2C \sum_n \xi_n$. Therefore, based on Equations (2) and (4), the objective can be detailed as

$$\min_{q(M), \xi} \mathbb{K}L[q(M) \parallel p(M, X)] + 2C \sum_n \xi_n \quad \text{s.t.} \forall n, \forall \ell, \forall z \in S(v_{n\ell}) : \xi_n \geq \varepsilon_{n\ell}^\Delta - E_q[\eta_{v_{n\ell}} - \eta_z]^T x_n, \xi_n \geq 0.$$  

(5)

(5a)

(5b)

Taking into account the above objective for fixed $q(M)$, such that $E_q[\eta_{v_{n\ell}} - \eta_z]^T x_n$ is fixed, it may be observed that the optimal $\xi_n$ is obtained at $\xi_n = 0$ when $\forall \ell, \forall z \in S(v_{n\ell}) : \varepsilon_{n\ell}^\Delta - E_q[\eta_{v_{n\ell}} - \eta_z]^T x_n < 0$ and otherwise $\xi_n = \max_{z \in S(v_{n\ell})}(\varepsilon_{n\ell}^\Delta - E_q[\eta_{v_{n\ell}} - \eta_z]^T x_n)$. That is, the optimal $\xi_n$ satisfies (Shalev-Shwartz and Ben-David, 2014)

$$\forall n : \xi_n = \max \left(0, \max_{\ell, z \in S(v_{n\ell})}(\varepsilon_{n\ell}^\Delta - E_q[\eta_{v_{n\ell}} - \eta_z]^T x_n)\right).$$  

(6)

To further simplify the notation, let us introduce an auxiliary variable:

$$\rho_{n\ell z} := \varepsilon_{n\ell}^\Delta - (\eta_z - \eta_{n\ell})^T x_n$$

(7)

We emphasize that $\rho_{n\ell z}$ is not a new variable but introduced for simplifying the notation. Equation (5) can thus be equivalently expressed as

$$\min_{q(M)} \mathbb{K}L[q(M) \parallel p(M, X)] + 2C \sum_n \max(0, \max_{\ell, z \in S(v_{n\ell})} E_q[\rho_{n\ell z}]).$$  

(8)

This is the standard technique for SVM to transform the constrained problem to be unconstrained (Shalev-Shwartz and Ben-David, 2014).
Solving Equation (8) is non-trivial due to the regularization term. An alternative is to minimize an upper bound of the term as a surrogate. To derive the bound, we first note that the maximum function $\max(a)$ where $a \in \mathbb{R}^m$ is known to be convex. In addition, given a convex function $h : \mathbb{R}^m \mapsto \mathbb{R}$, $\max(const., h(a))$ is also convex on $a$ (Boyd and Vandenberghe, 2004). Therefore, we obtain

$$\max \left( 0, \max_{\ell, z \in S(v_n \ell)} \mathbb{E}_q \left[ \rho_{n \ell z} \right] \right) \leq \mathbb{E}_q \left[ \max \left( 0, \max_{\ell, z \in S(v_n \ell)} \rho_{n \ell z} \right) \right].$$

Finally, we solve the following objective,

$$\min_{q(\mathcal{M})} \mathbb{KL}[q(\mathcal{M}) \parallel p(\mathcal{M}, \mathbf{X})] + 2C \sum_n \mathbb{E}_q \left[ \max \left( 0, \max_{\ell, z \in S(v_n \ell)} \rho_{n \ell z} \right) \right]. \quad (9)$$

Heuristically, the above regularization minimizes the maximal margin violation between any node in the assigned path from its siblings among all levels.

One can obtain an analytical solution to $q(\mathcal{M})$ through employing the variational derivations over the objective. For instance, Chen et al (2014) proved that

$$q^*(\mathcal{M}) = \arg \min_{q(\mathcal{M})} \mathbb{KL}[q(\mathcal{M}) \parallel p(\mathcal{M}, \mathbf{X})] + 2C \sum_n \mathbb{E}_q \left[ \max \left( 0, \max(\rho) \right) \right]$$

$$\propto p(\mathcal{M} \mid \mathbf{X}) \prod_n \exp \left\{-2C \max \left( 0, \max(\rho) \right) \right\}. \quad (10)$$

The proof establishes a connection between the objective and the Euler-Lagrange equation, and subsequently derives the updates by setting the derivatives to 0.

In our case, we specify $\rho = \{\rho_{n \ell z} \mid \forall n, \forall \ell, \forall z \in S(v_n \ell)\}$. The optimal solution of the objective, $q^*(\mathcal{M})$, is defined as

$$q^*(\mathcal{M}) \propto p(\mathcal{M} \mid \mathbf{X}) \prod_n \exp \left\{-2C \max \left( 0, \max_{\ell, z \in S(v_n \ell)} \rho_{n \ell z} \right) \right\}. \quad (10)$$

Finally, the process to infer $q^*(\mathcal{M})$ will be derived based upon this formulation.

4 Inference

The RBHMC incorporates both the PR-imposed random variables and the original random variables from the BHMC, which were fully analyzed in Huang et al (2021). Thus, this section primarily focuses on analyzing the PR-imposed variables and their associated sampling steps. Next, we review the sampling details of the BHMC and connect all components to illustrate the complete inference procedure. Finally, we discuss the criterion for selecting the output hierarchy to conclude this section on algorithm implementation.
4.1 Analyzing the PR-imposed variables

In Equation (10), a non-trivial regularization term

$$\prod_n \exp \left\{ -2C \max_{\ell, z \in S(v_n \ell)} \rho_{n \ell z} \right\}$$

is introduced. One has to decompose the term for sampling the random variables $\rho$. This can be achieved through data augmentation (Polson and Scott, 2011; Chen et al., 2014).

Recall the definition of $\rho$ in Equation (7) and its usage in Equation (8). We define

$$s_n := (\ell, z),$$

a tuple encapsulating the level $\ell$ and the sibling $z$ that maximizes $\rho_{n \ell z}$, i.e.

$$s_n := (s_{n1}, s_{n2}) := (\ell, z) := \arg\max_{\ell, z \in S(v_n \ell)} \rho_{n \ell z}$$

such that $s_n$ is a deterministic function of the random variables $v_n, \eta$ and $x_n$. The corresponding set is written as

$$s = \{s_n\}_{n=1}^N.$$  

Accordingly, $\rho_{n s_n}$ represents the maximum $\rho_{n \ell z}$ corresponding to that tuple. Polson and Scott (2011) demonstrated that, for any arbitrary real $\rho$,

$$\exp\left\{ -2C \max(0, \rho) \right\} = \int_0^\infty \frac{1}{\sqrt{2\pi\lambda}} \exp\left\{ -\frac{(C\rho + \lambda)^2}{2\lambda} \right\} d\lambda \propto \int_0^\infty p(\lambda | \rho) d\lambda$$

where $p(\lambda | \rho)$ is the density function of the Generalized Inverse Gaussian (GIG) distribution $\text{GIG}(\lambda; 1/2, 1, C^2 \rho^2)$, defined as

$$\text{GIG}(x; \kappa, a, b) \propto \frac{1}{\sqrt{\lambda}} x^{\kappa-1} \exp\left\{ -(ax + b/x) / 2 \right\}$$  \hspace{1cm} (11)

where $a > 0, b > 0$. The set of augmented variables $\lambda = \{\lambda_n\}_{n=1}^N$ hence follows

$$p(\lambda_n | x_n, v_n, \eta)$$

$$\propto \frac{1}{\sqrt{\lambda_n}} \exp\left\{ -\frac{(C\rho_{n s_n} + \lambda_n)^2}{2\lambda_n} \right\}$$

$$= \frac{1}{\sqrt{\lambda_n}} \exp\left\{ -\frac{[C(\epsilon_0 1(s_{n2} \neq v_{n s_{n1}}) - (\eta_{v_n s_{n1}} - \eta_{s_{n2}})^\top x_n) + \lambda_n]^2}{2\lambda_n} \right\}. \hspace{1cm} (12)$$

One can further derive that

$$q^*(\mathcal{M}_0, \eta, \lambda) \propto p(B, \theta, \eta) \prod_n p(x_n | v_n, c_n, B, \theta, \eta) p(c_n | \beta_{v_n \ell}, v_n) p(\lambda_n | x_n, v_n, \eta) p(v_n). \hspace{1cm} (13)$$

It follows that the target posterior $q^*(\mathcal{M}_0, \eta)$ can be approached by sampling from $q^*(\mathcal{M}_0, \eta, \lambda)$ and dropping the augmented variables.
4.2 Sampling the PR-imposed variables

Based on the above decomposition, we specify the corresponding sampling strategy for all variables. Note that, although sampling paths is similar to that in Huang et al (2021), the change of the employed likelihood function leads to sampling deviations at the detailed level.

Sampling $V$ and $s$. There could be numerous divergence points to new paths. As a result, sampling the path through a Gibbs step may be impractical, and even a slice sampling scheme (Neal, 2003b; Walker, 2007; Kalli et al, 2011) could suffer from intractability, especially when the hyperparameters $L$ and $\alpha$ jointly create a large initial tree. The tree data structure is memory-intensive, even for moderately sized datasets, making it difficult to “downsize” the path candidate pool using the posterior slice threshold—a common strategy for slice sampling. Determining an appropriate initial candidate pool size that ensures expected performance requires independent research, which we leave to future work. Therefore, we opt to use the Metropolis-Hastings (MH) sampling for the path, similar to the approach detailed in Huang et al (2021).

In the RBHMC, the MH scheme proposes a new path $v_n$ using nCRP, along with a deterministic $s_n$ and new $\beta$ if the path samples new nodes. The proposal is accepted with the acceptance probability $A$. However, MH can be combined with partially collapsed Gibbs to improve convergence efficiency, as pointed out by van Dyk and Park (2011). Adopting the approach in Huang et al (2021), we consider an MH step to sample $V$ with $c$ marginalized, followed immediately by a step sampling $c$ from the complete conditional. This order adopts van Dyk and Jiao (2015)'s paradigm to preserve the stationary distribution of the chain in an inference combining MH and partially collapsed Gibbs steps.

Let us consider a joint (regularized) likelihood $\tilde{f}(\cdot)$ of $x_n$ and $\lambda_n$ which can be written as

$$\tilde{f}(x_n, \lambda_n; v_n, B, \theta, \eta) = p(x_n | v_n, \beta_{v_n,L}, \theta)p(\lambda_n | x_n, v_n, \eta). \quad (14)$$

The first term is the marginal likelihood that collapses $c$, and the second term is given by Equation (12). A new cluster is associated with the predictive likelihood, $f^*(x_n)$, implied by the base measure $H$, such that $f^*(x_n) = \int f(x_n; \theta)dp(\theta | H)$. Hence, summing over all $K$ existing clusters as well as the possibility of generating a new cluster, we obtain $p(x_n | v_n, \theta, \beta_{v_n,L}) = \sum_{k=1}^K \beta_{v_n,L,k}f(x_n; \theta_k) + \beta_{v_n,L}^*f^*(x_n)$. Following Equation (13), the marginal posterior $q_{-c}^*(M_0, \eta, \lambda)$ which collapses $c$, satisfies

$$q_{-c}^*(M_0, \eta, \lambda) \propto p(B, \theta, \eta) \prod_n p(x_n | v_n, B, \theta, \eta)p(\lambda_n | x_n, v_n, \eta)p(v_n). \quad (15)$$
Now, the acceptance probability of the MH scheme is

\[
\mathcal{A} = \min \left( 1, \frac{q_\text{c}^{\cdot}(M_0', \eta, \lambda) \psi(v_n, B, s_n | v_n', B', s_n')}{q_\text{c}^{\cdot}(M_0, \eta, \lambda) \psi(v_n', B, s_n' | v_n, B, s_n)} \right)
\]

\[
= \min \left( 1, \frac{\tilde{f}(x_n, \lambda_n; v_n', B', \theta, \eta)}{\tilde{f}(x_n, \lambda_n; v_n, B, \theta, \eta)} \right)
\]

where the prime denoted variables are those for modification given the new proposal and \( \psi(\cdot) \) denotes the density of the proposal distribution. The derivation detail is available in Appendix A.

**Sampling \( \eta \).** With some algebraic manipulation, it may be shown that the discriminant variable \( \eta_z \) can be sampled as follows:

\[
\eta_z | X, s, \lambda, M \setminus \{ \eta \} \sim \text{Normal} \left( \Lambda_z^{-1} \nu_z, \Lambda_z^{-1} \right), \quad (16)
\]

where

\[
\tilde{C}_n := C \lambda_n + C^2 \varepsilon_0 \quad (17a)
\]

\[
\nu_z = \frac{1}{\lambda_n} \left\{ \sum_{n: v_n \ell = z} \left( \tilde{C}_n + C^2 \eta_{s_n 2} \mathbf{x}_n \right) - \sum_{n: s_n 2 = z} \left( \tilde{C}_n - C^2 \eta_{v_n \ell} \mathbf{x}_n \right) \right\} \mathbf{x}_n^\top \quad (17b)
\]

\[
\Lambda_z = \nu_0^2 \mathbf{I} + C^2 \sum_{n} \mathbb{1}(v_n \ell = z \mid s_n 2 = z) \frac{\mathbf{x}_n \mathbf{x}_n^\top}{\lambda_n}. \quad (17c)
\]

The derivation steps are provided in Appendix B.

**Sampling \( \lambda \).** Equation (11) facilitates sampling \( \lambda_n \) by \( \lambda_n | \rho_{ns_n} \sim \text{GIG}(1/2, 1, C^2 \rho_{ns_n}^2) \). However, rather than sampling \( \lambda_n \) directly, one can sample the reciprocal of \( \lambda_n \) from an Inverse Gamma (IG) distribution:

\[
\lambda_n^{-1} | \rho_{ns_n}, s_n, v_n \sim \text{IG} \left( |C \rho_{ns_n}|^{-1}, 1 \right) \quad (18)
\]

as Polson and Scott (2011) showed that, \( x \sim \text{GIG}(1/2, a, a/b^2) \) is equivalent to \( x^{-1} \sim \text{IG}(|b|, a) \). Notably, RBHMC reverts to BHMC when \( C \to 0^+ \).

### 4.3 Complete Inference

We review the sampling steps for the random variables in the BHMC and hence connect the sampling steps for all variables and show a full algorithm.

One could assume the base measure \( H \) to be a multivariate normal distribution such that \( H = \text{Normal}(\mu_0, \Sigma_0) \). To apply posterior conjugacy, one could then also set \( F \), which samples the observation along with \( \theta \), to a normal distribution with known covariance matrix. That is, \( \theta_k := \mu_k \) where \( \mu_k \) is the normal mean for the \( k \)th component, and \( f(x_n; \mu_k) \) is then the density function corresponding to the normal distribution. We write \( N_{zk} \) for the number of
observations that pass through $z$ and are assigned to component $k$. Furthermore, we write $N_k$ the number of observations that are globally assigned to $k$. Finally, Table 1 summarizes the sampling detail in the BHMC.

| Table 1: Sampling detail of the BHMC |
|--------------------------------------|
| **Description** | **Variable** | **Posterior sampling detail** |
| Path assignment | $V = \{v_n\}_{n=1}^N$ | omit since it has been modified by the RBHMC |
| Component assignment | $c = \{c_n\}_{n=1}^N$ | $c_n \propto \left( \beta_{z_k} f(x_n; \theta_k) \right)_\text{existing } k \left( \beta_{z_k}^* f^*(x_n) \right)_\text{new } k$ |
| Component weights (root node) | $\beta_{z_0}$ | $\beta_{z_0} \sim \text{Dir}(N_{z_01}, \ldots, N_{z_K}, \gamma_0)$ |
| Component weights (non-root node) | $\hat{B} = \{\beta_{z'}\}_{z' \in Z \backslash \{z_0\}}$ | $z = \text{Pa}(z') \quad \tilde{N}_{z'k} = N_{z'k} + \gamma \beta_{zk} \quad \beta_{z'k} \sim \text{Dir}(\tilde{N}_{z'1}, \ldots, \tilde{N}_{z'K}, \gamma \beta_{z'_*})$ |
| Component parameters | $\theta = \{\mu_k\}_{k=1}^K$ | $\tilde{x}_k = \frac{1}{N_k} \sum_{n:c_n = k} x_n \quad \tilde{\mu}_k = \tilde{\Sigma}_k \left( \Sigma_0^{-1} \mu_0 + N_k \Sigma^{-1} x_k \right) \quad \tilde{\Sigma}_k = \left( \Sigma_0^{-1} + N_k \Sigma^{-1} \right)^{-1} \quad \mu_k \sim \text{Normal}(\tilde{\mu}_k, \tilde{\Sigma}_k)$ |

*Refer to Huang et al (2021) for a full analysis*

Algorithm 2 depicts the entire MCMC procedure. The first part of the algorithm focuses on the assignment variable sampling. For each observation, it proposes a path and the corresponding auxiliary variables and applies the MH scheme to probabilistically accept the proposal. After the path assignment is updated, the corresponding auxiliary variable $\lambda_n$ will be sampled.

It is possible to sample a new component beyond the current number $K$ when updating $c_n$ for a certain $n$. In that case, every node repeats the stick-breaking process for one more step according to the HDP machinery Teh et al (2006). At the root node, we obtain $\beta_{z_0(K+1)} = \beta' \beta_{z_0}$ where $\beta' \sim \text{Beta}(1, \gamma_0)$ and $\beta_{z_0}^* = 1 - \sum_{k=1}^{K+1} \beta_{z_0(k+1)}$. For any other node with parent $z$, we sample the new proportion for breaking the remaining stick by $\text{Beta}(\gamma \beta_{z(K+1)}, \gamma \beta_{z_0}^*)$ and handle the rest in the same manner as that for the root. We then update $K$ by $K + 1$, and sample $(B, \eta)$ which are associated with each node $z$. Finally, $\theta$ are updated with regard to the $K$ components.

### 4.4 Output hierarchy

Adams et al (2010); Huang et al (2021) propose to output the hierarchies with the highest complete data log likelihood. For estimation or application, one might prefer presenting the hierarchy with the maximal posterior or likelihood during a finite number of MCMC draws. However, there are interesting discussions on replacing the maximal posterior with other well-established criteria for clustering, e.g. Rastelli and Friel (2018); Wade and Ghahramani (2018),
Algorithm 2 Posterior Sampling for the RBHMC

1: Initialize a tree
2: repeat
3:    for $n \in \text{SHUFFLE} \{1, \ldots, N\}$ do
4:        Sample a path $v'_n$ and the corresponding $\beta$ if needed
5:        \( s'_n \leftarrow \arg\max_{1 \leq \ell \leq L, z \in S(v_n)} \rho_{n\ell z} \)
6:        Accept the proposal with probability $A$
7:        Update $\lambda_n$
8:    end for
9:    Update $c_n$ for $n = 1, \ldots, N$
10:   Update $\beta_z$, $\eta_z$ for $z \in Z$
11:   Update $\theta_k$ for $k = 1, \ldots, K$
12: until converged

etc. Their research focus is on flat clustering and we leave as a future research challenge to explore a better Bayesian criterion for choosing the output hierarchy.

We follow Adams et al (2010); Huang et al (2021) and still apply the complete data likelihood to select the output hierarchy. This approach applies the regularized complete data log likelihood (RCDLL) which is defined as

\[
\text{RCDLL} = \sum_{n} \log p(x_n, c_n, v_n \mid \mathcal{M} \setminus \{c, V\}) - 2C \max(0, \rho_{ns_n}). \tag{19}
\]

For presentation, any node with no siblings will be merged with its parent, and the empty nodes containing no observations will be excluded.

5 Experimental Study

This study uses the Animals dataset (Kemp and Tenenbaum, 2008) and the MNIST-fashion dataset (Xiao et al, 2017), as evaluated in Huang et al (2021). These datasets allow for intuitive interpretation of hierarchies, enabling a straightforward comparison between RBHMC and BHMC. MNIST-fashion is sub-sampled with a batch of only 100 items for better qualitative outcomes. Principal Component Analysis (Hastie et al, 2009) reduces the data dimension to 7 and 10 for the two datasets, respectively.\(^2\) For each dataset, we will conduct sequential analyses, including convergence, sensitivity, case, and co-occurrence analysis. The convergence analysis will focus on RCDLL. Sensitivity analysis aims to understand the impact of hyperparameters on performance. We will discuss its experimental design in the next subsection. In the case analysis, we will compare hierarchies qualitatively, illustrate and quantitatively show clustering-focused F-measure performance. This F-measure (Steinbach et al, 2000) is a modified version of the metric used to evaluate clustering quality,

\(^2\)The code and processed data are available at https://bitbucket.org/weipenghuang/regbhmc, and the GIG implementation is from https://github.com/LMescheder/GenInvGaussian.jl.
with implementation provided in Appendix C. Finally, co-occurrence analysis will examine clustering uncertainty at each layer.

**Design of sensitivity analysis.** This analysis focuses on the regularization hyperparameters $C$ and $\varepsilon_0$, while taking into account a hyperprior for the PR imposed variable $\eta$. An overly large value of $C$ would dominate the regularization term and result in uniform assignment, whereas a very small value would make the model similar to the original BHMC. In interpretation, $\varepsilon_0$ can be interpreted as the largest unnormalized margin between the closest observation and the hyperplane $\eta$. A small value of $\varepsilon_0$ may not constrain the model effectively, and a large value may penalize certain path assignments unnecessarily. The analysis aims to explore the sensitivity of the hyperparameters and the approach’s capability to obtain improvements.

Hence, the analysis aims to explore (i) the sensitivity of the hyperparameters; (ii) the approach’s capability to obtain improvements. We examine two simple measures, which are

- **Average Inner Distance** (AID): the average empirical squared $L_2$ distance within the nodes,
- **Average Outer Distance** (AOD): the average centroid squared $L_2$ distance between the siblings.

These scores will be only averaged over the non-empty nodes. Regarding each hyperparameter configuration, the analysis is repeated 30 times. We then write AID as the expectation over $\text{AID}_{\text{single}}$, and likewise for AOD. Specifically,

$$\text{AID}_{\text{single}} = \frac{1}{|\mathcal{Z}_H \setminus \{z_0\}|} \sum_{z \neq z_0} \frac{2 \sum_{x_n, x_n' \in z} \mathbb{1}(n > n') \|x_n - x_{n'}\|^2}{N_z(N_z - 1)}.$$

Let $\bar{x}_z$ denote the centroid in a node $z$ where $\bar{x}_z = \frac{1}{N_z} \sum_{x_n \in z} x_n$. We write $\mathcal{SP}$ to denote a set maintaining the ordered sibling pairs under any parent node in the tree. AOD is defined by

$$\text{AOD}_{\text{single}} = \frac{1}{|\mathcal{SP}|} \sum_{(z, z') \in \mathcal{SP}} \|\bar{x}_z - \bar{x}_{z'}\|^2.$$

It is possible to generate a random tree with only one child under each parent, known as a singular path, which can cause AOD to fail. However, any sampling steps that result in this scenario after the burn-in phase will be disregarded. Due to the *the-rich-get-richer* property of nCRP, once a singular sample is drawn, subsequent samples in the chain are more likely to be singular. Fortunately, these occurrences are extremely rare.
5.1 Animals data

First of all, we fix the hyperparameters to $\alpha = 0.35, \gamma = 1, \gamma_0 = 0.85, L = 3, \nu_0 = 1, F = \text{Normal}(\cdot, I), H = \text{Normal}(0, I)$ which roughly follows the settings in Huang et al (2021).

![Figure 5: Convergence analysis on Animals](image)

![Figure 6: Sensitivity analysis on Animals](image)

5.1.1 Convergence analysis of the log likelihoods

Figure 5 shows the complete data log likelihood (CDLL) and the RCDLL, i.e. Equation (19). All plots display that both statistics increase to a certain level while oscillating as more runs are carried out. The variable $C$ is one key factor that influences the range of change for the RCDLL. When $C = 0.01$, the RCDLL and CDLL are rather similar; however, for $C = 1$, the fluctuations of the RCDLL become a lot stronger. A number of plots demonstrate that the RCDLL still fluctuates more strongly than the CDLL. This implies that the
5.1.2 Sensitivity analysis

Figure 6 illustrates the sensitivity analysis for two hyperparameters. Improvement is defined as the percentage increase in performance over BHMC for AID and AOD. We collected samples every fifth draw from 50,000 draws, with 25,000 burn-in runs. Performance of each measure had a non-linear correlation with hyperparameters. RBHMC outperformed BHMC with various hyperparameter settings, e.g., \( C = 0.1 \) and \( \varepsilon_0 = 1 \) showed growth on AID and AOD. Improvements were mainly seen when \( C \leq 0.1 \) or \( \log_{10} C \leq -1 \). While \( C \) was more influential, a suitable \( \varepsilon_0 \) was still important for further improvement.
The percentage improvement is computed with the BHMC result as the baseline. It should be noted that for AID, the lower the value, the better, while for AOD, the higher the value, the better. Numerically, we observe that the improvement of mean AID can reach around 20%-25% and the mean AOD can improve to about 10%.

**Figure 8:** F-measure comparison for Animals on two configurations, for which 15 parallel chains are run with 25,000 burn-in runs and 50,000 samples for selecting the highest CDLL and RCDLL.

**Figure 9:** Co-occurrence plots for the BHMC on Animals for two independent chains. The rows are for each MCMC chain and the column will specify a certain level.

### 5.1.3 Case analysis

In this section, we test several hyperparameter settings with two separate chains. At each chain, we run the first 25,000 draws as burn-in, and report the hierarchy with the highest RCDLL in the following 50,000 draws. For the BHMC, the hierarchy with the highest CDLL is reported.
Figure 10: Co-occurrence plots for the RBHMC on Animals for two independent chains, with $C = 0.1$ and $\varepsilon_0 = 0.1$. The rows are for each MCMC chain and the column will specify a certain level.

Figure 11: Co-occurrence plots for the RBHMC on Animals for two independent chains, with $C = 0.1$ and $\varepsilon_0 = 10.0$. The rows are for each MCMC chain and the column will specify a certain level.

In Figure 6, we learned that $(C = 0.1, \varepsilon_0 = 0.1)$ and $(C = 0.1, \varepsilon_0 = 10)$ are relatively good hyperparameter value pairs. In Figure 7, we present two hierarchies generated under these configurations and two hierarchies from the BHMC model. BHMC performed well overall, but there are still some flaws, such as the first example of the BHMC result. However, a small number of misplaced items are understandable and should be allowed in a probabilistic clustering. The hierarchies of the RBHMC with $(C = 0.1, \varepsilon_0 = 0.1)$ form more reasonable structures. For $(C = 0.1, \varepsilon_0 = 10)$, the trees tend to approach a flat clustering result, which may be due to the strong $\varepsilon_0$ playing a role in constraining the solutions. Although $(C = 0.1, \varepsilon_0 = 10)$ is a well-performing pair of hyperparameters when only considering AOD and AID in Figure 6, the hierarchical
“shape” should also be considered in selecting good hyperparameters. From this perspective, the setting with a smaller $\varepsilon_0$ may be preferable.

Despite the BHMC’s strong performance at lower levels, it may produce a disordered cluster combination at higher levels due to the nature of HDPMM. We investigate whether the RBHMC can outperform BHMC in terms of F-measure, especially for nodes at higher levels. To handle the unlabeled Animals dataset, we manually categorize it into eight classes: birds, land mammals, predators, insects, amphibians, water animals, mice, and fish (the complete labeling is available in Appendix D for verification). We then compare the F-measure of RBHMC and BHMC against the clustering at each level. RBHMC with $(C = 0.1, \varepsilon_0 = 1)$ and BHMC are run with 10 chains each.

Figure 8 compares the F-measure at different levels for two algorithms. The results indicate that at the first level, the RBHMC algorithm performs better overall, although there are cases where BHMC performs better. At lower levels, the RBHMC outperforms BHMC, contrary to the original expectation of equal performance. This suggests that better clustering at higher levels can lead to better quality clustering at lower levels.

### 5.1.4 Co-occurrence analysis

We present co-occurrence plots of hierarchies sampled using MCMC through different levels. The BHMC results in Figure 9 clearly show co-occurrence uncertainty in higher levels, with the heatmap for the first level filled with gray, indicating a co-occurrence probability of about 0.35. On the other hand, regularization significantly reduces uncertainty in higher levels, as demonstrated in Figure 10 and Figure 11. This confirms that the PR approach effectively reduces nodal variance, particularly for higher nodes in the tree.

The RBHMC with $(C = 0.1, \varepsilon_0 = 0.1)$ (Figure 10) has slightly higher uncertainty at higher levels compared to the approach using $(C = 0.1, \varepsilon_0 = 10)$ (Figure 11). In Figure 11, the dark areas are deeper than those in Figure 10, and there is less light gray outside these clusters. The qualitative analysis suggests that $(C = 0.1, \varepsilon_0 = 10)$ performs better by potentially creating more single nodes under one parent.

As shown above, both strong $C$ and $\varepsilon_0$ are inclined to reduce the “structure” of the hierarchy. This means that if $C$ or $\varepsilon_0$ are excessively strong, it may remove too much variability and transform the tree into a flat cluster or even a single path. Practitioners might consider this trade-off when constructing hierarchies in future applications.

### 5.2 MNIST-fashion data

For this dataset, part of the hyperparameters are set as $\alpha = 0.2, \gamma = 1.5, \gamma_0 = 0.85, L = 4, \nu_0 = 1, F = \text{Normal}(\cdot, I), H = \text{Normal}(0, I)$. 
5.2.1 Convergence analysis of the log likelihoods

The CDLL and RCDLL of the algorithms for MNIST-fashion are demonstrated in Figure 12. The four chains are run with 50,000 draws. In this example, we observe that both CDLL and RCDLL grow rapidly and keep fluctuating in all chains. We are satisfied to see such fluctuations of the log-likelihoods as it means that the inference keeps exploring the solution space.

![Figure 12: Convergence analysis on MNIST-fashion](image)

5.2.2 Sensitivity analysis

The experiments are run for 50,000 draws in this analysis and the results are shown in Figure 13. Each \((C, \varepsilon_0)\) pair is repeated 30 times but the rare cases of having a singular path are eliminated. The scale of hyperparameters for achieving improvements are biased towards smaller values compared with Animals. In agreement with the results for Animals, the improvement changes are smooth.

![Figure 13: Sensitivity analysis on MNIST-fashion](image)
5.2.3 Case analysis

We run the hyperparameter settings for two chains each of which will burn the first 25,000 runs and draw from the following 75,000 runs. The generated trees are selected by the maximal RCDLL and are demonstrated in Figure 14.
Figure 15: F-measure comparison for MNIST-fashion on two configurations, for which 15 parallel chains are run with 25,000 burn-in runs and 50,000 samples for selecting the highest CDLL and RCDLL.

Figure 16: Co-occurrence plots for the BHMC on MNIST-fashion for two independent chains. The rows are for each MCMC chain and the column will specify a certain level.

Figure 17: Co-occurrence plots for the RBHMC on MNIST-fashion for two independent chains, with $C = 0.001$ and $\varepsilon_0 = 1.0$. The rows are for each MCMC chain and the column will specify a certain level.

In Figure 14d, we provide a poorly performing example generated from the setting $C = 1$ and $\varepsilon_0 = 1$, where overly restrictive constraints confine the solution to an undesirable region of the state space. This scenario leads to irrational grouping of data due to the excessive constraints. Ideally, the RBHMC should ensure uniform cluster allocations with very large $C$. 
However, nCRP proposes clustering based on the *the-rich-get-richer* principle, resulting in a biased hierarchy, unless it runs for an unrealistic number of iterations in practice. The RBHMC should ensure uniform cluster allocations with very large $C$. However, nCRP proposes clustering based on the *the-rich-get-richer* principle, resulting in a biased hierarchy, unless it runs for an unrealistic number of iterations in practice.

Overall, the BHMC returns a reasonable hierarchy. With regard to the RBHMC, we deliberately exhibit the results with $C = 0.001$ from Figure 13, which is a value that leads to improvements. The RBHMC results generally look better clustered, in particular the one with the hyperparameter setting $C = 0.0001, \varepsilon_0 = 1$, in Figure 14c.

The *MNIST-fashion* data has ground-truth labels in categories that allows us to compute the F-measure directly. Here, 15 chains with 25,000 burn-in rounds and 50,000 draws are simulated. Figure 15 demonstrates that, at a higher level, the RBHMC has the potential to perform much better than the BHMC. The distributions of the RBHMC’s F-measure are also skewed towards a better direction. At the lower levels, the RBHMC outperforms BHMC by an even greater amount.

### 5.2.4 Co-occurrence analysis

We apply the co-occurrence analysis on the MCMC samples, i.e., 50,000 samples after the burn-in phase. Figure 16 shows the result for two BHMC chains. As expected, there are a lot more gray areas in the higher levels than that of Figures 17 and 18. In the RBHMC, the structures are more certain by realizing that there are dark blocks while the other areas are close to being completely white (i.e., 0%). This again indicates that the regularization manages to constrain the solutions into the desired space.
6 Conclusion

To address the shortcoming of the BHMC model, which may have high nodal variance at higher levels of hierarchy, this paper proposes applying PR to impose max-margin constraints on the hierarchical structure. The paper details the modeling and inference procedures for an improved Bayesian HC algorithm, called RBHMC. Empirical studies show its advantages over the original BHMC model and its ability to achieve desired improvements. The authors suggest further investigation and application of this methodology to a wider range of Bayesian tasks. Additionally, exploring other constraint space constructions and regularized functions would be beneficial. Finally, extending the approach to handle large-scale problems is essential.

References

Adams RP, Ghahramani Z, Jordan MI (2010) Tree-structured Stick Breaking for Hierarchical Data. In: NeurIPS. p 19–27

Antoniak CE (1974) Mixtures of Dirichlet Processes with Applications to Bayesian Nonparametric Problems. The Annals of Statistics pp 1152–1174

Blei DM, Griffiths TL, Jordan MI (2010) The Nested Chinese Restaurant Process and Bayesian Nonparametric Inference of Topic Hierarchies. Journal of the ACM https://arxiv.org/abs/0710.0845

Blei DM, Kucukelbir A, McAuliffe JD (2017) Variational Inference: A Review for Statisticians. JASA 112(518):859–877

Boyd S, Vandenberghe L (2004) Convex Optimization. Cambridge University Press

Chen C, Zhu J, Zhang X (2014) Robust Bayesian Max-margin Clustering. In: Advances in Neural Information Processing Systems, pp 532–540

van Dyk DA, Jiao X (2015) Metropolis-Hastings Within Partially Collapsed Gibbs Samplers. Journal of Computational and Graphical Statistics 24(2):301–327. https://doi.org/10.1080/10618600.2014.930041

van Dyk DA, Park T (2011) Partially collapsed gibbs sampling and path-adaptive metropolis-hastings in high-energy astrophysics. Handbook of Markov Chain Monte Carlo pp 383–397

Ferguson TS (1973) A Bayesian Analysis of Some Nonparametric Problems. The Annals of Statistics pp 209–230

Ganchev K, Graça J, Gillenwater J, et al (2010) Posterior Regularization for Structured Latent Variable Models. JMLR 11:2001–2049
Posterior Regularized BHMC

Graça JV, Ganchev K, Taskar B (2009) Expectation Maximization and Posterior Constraints. NeurIPS pp 1–8

Hastie T, Tibshirani R, Friedman J (2009) The Elements of Statistical Learning: Data Mining, Inference, and Prediction. Springer Science & Business Media

Huang W, Laitonjiam N, Piao G, et al (2021) Inferring Hierarchical Mixture Structures: A Bayesian Nonparametric Approach. In: Advances in Knowledge Discovery and Data Mining. Springer, Cham, pp 206–218

Kalli M, Griffin JE, Walker SG (2011) Slice Sampling Mixture Models. Statistics and Computing 21(1):93–105. https://doi.org/10.1007/s11222-009-9150-y

Kemp C, Tenenbaum JB (2008) The Discovery of Structural Form. Proceedings of the National Academy of Sciences 105(31):10,687–10,692

Knowles DA, Ghahramani Z (2015) Pitman Yor Diffusion Trees for Bayesian Hierarchical Clustering. TPAMI 37(2):271–289

Neal RM (2003a) Density Modeling and Clustering using Dirichlet Diffusion Trees. Bayesian Statistics 7:619–629

Neal RM (2003b) Slice Sampling. Annals of Statistics pp 705–741

Polson NG, Scott SL (2011) Data Augmentation for Support Vector Machines. Bayesian Analysis 6(1):1–23

Rastelli R, Friel N (2018) Optimal Bayesian Estimators for Latent Variable Cluster Models. Statistics and Computing 28(6):1169–1186

Shalev-Shwartz S, Ben-David S (2014) Understanding Machine Learning: From Theory to Algorithms. Cambridge University Press

Steinbach M, Karypis G, Kumar V (2000) A Comparison of Document Clustering Techniques. In: KDD Workshop on Text Mining

Teh YW, Jordan MI, Beal MJ, et al (2006) Hierarchical Dirichlet Processes. Journal of the American Statistical Association 101(476):1566–1581

Wade S, Ghahramani Z (2018) Bayesian Cluster Analysis: Point Estimation and Credible Balls (with Discussion). Bayesian Analysis 13(2):559–626

Walker SG (2007) Sampling the Dirichlet Mixture Model with Slices. Communications in Statistics Simulation and Computation® 36(1):45–54

Williams CKI (2000) A MCMC Approach to Hierarchical Mixture Modelling. In: Advances in Neural Information Processing Systems, pp 680–686
For computing the acceptance probability in the MH scheme, we obtain

\[ \frac{q(M_0', \eta, \lambda)q(v_n, B, s_n \mid v_n', B', s_n')}{q(M_0, \eta, \lambda)q(v_n', B', s_n' \mid v_n, B, s_n)} \]

\[ = \frac{\tilde{f}(x_n, \lambda; v_n', s_n', B', \theta, \eta) p(V') p(B') q(v_n \mid v_n') q(B)}{\tilde{f}(x_n, \lambda; v_n, s_n, B, \theta, \eta) p(V) p(B) q(v_n' \mid v_n) q(B')} \]

\[ = \frac{\tilde{f}(x_n, \lambda; v_n', s_n', B', \theta, \eta) p(v_n' \mid V \setminus \{v_n\}) p(V \setminus \{v_n\}) q(v_n \mid v_n')}{\tilde{f}(x_n, \lambda; v_n, s_n, B, \theta, \eta) p(v_n \mid V \setminus \{v_n\}) p(V \setminus \{v_n\}) q(v_n' \mid v_n)} \]

since \( p(B) = q(B), p(B') = q(B') \) and

\[ p(v_n \mid V \setminus \{v_n'\}) = q(v_n \mid v_n') = nCRP(v_n; V \setminus \{v_n'\}, \alpha), \]

likewise for \( p(v_n' \mid \cdot) \) and \( q(v_n' \mid v_n) \).

**Appendix B  Derivations for the Discriminant Variables**

In order to derive the update steps for \( \eta \), one should focus on the associated term \( (\lambda_n + C\rho_n\xi)\). First, we derive

\[ (\lambda_n + C\rho_n\xi) = (\lambda_n + C\xi_0 - C(\eta_{v_n,\ell} - \eta_z)\top x_n)^2 \]

\[ = (\lambda_n + C\xi_0)^2 - 2C(\lambda_n + C\xi_0)(\eta_{v_n,\ell} - \eta_z)\top x_n \]

\[ + C^2(\eta_{v_n,\ell}\top x_n - \eta_z\top x_n)^2 \]

\[ = \text{const.} - 2C(\lambda_n + C\xi_0)\eta_{v_n,\ell}\top x_n + 2C(\lambda_n + C\xi_0)\eta_z\top x_n \]

\[ + C^2\eta_{v_n,\ell}\top x_n x_n^\top \eta_{v_n,\ell} - 2C^2\eta_{v_n,\ell}\top x_n x_n^\top \eta_z + C^2\eta_z\top x_n x_n^\top \eta_z. \]
We point out that \( \{ n \mid v_{n\ell} = z \} \cap \{ n \mid s_{n2} = z \} = \emptyset \) according to our constraint set. Hence, we need to sum up

\[
\sum_{n: (v_{n\ell} = z \mid s_{n2} = z)} \left[ -\frac{(\lambda_n + C\rho_n s_{n2})^2}{2\lambda_n} \right]
\]

\[
= \left\{ \sum_{n: v_{n\ell} = z} \frac{1}{\lambda_n} \left( (C\lambda_n + C^2\varepsilon_0) x_n^T + C^2 \eta_{s_{n2}} x_n x_n^T \right) \right\} \eta_z
\]

\[
\frac{1}{2} \left\{ C^2 \sum_n \mathbb{I}(v_{n\ell} = z \mid s_{n2} = z) \frac{x_n x_n^T}{\lambda_n} \right\} \eta_z + \text{const.}
\]

Meanwhile, the canonical parameterization of a multivariate Gaussian distribution can be written as

\[
\text{Normal}_{\text{canonical}}(\eta_z \mid \nu_z, \Lambda_z) = \exp \left( \text{const.} + \nu_z^T \eta_z - \frac{1}{2} \eta_z^T \Lambda_z \eta_z \right). \tag{B1}
\]

Recall that we have assumed a prior \( \text{Normal}(0, \nu_0^2 \mathbf{I}) \) for any \( \eta \). Therefore, according to the canonical parameterization of the multivariate Normal distribution, we can derive

\[
\nu_z = \frac{1}{\lambda_n} \left\{ \sum_{n: v_{n\ell} = z} \left( \tilde{C}_n + C^2 \eta_{s_{n2}} x_n \right) - \sum_{n: s_{n2} = z} \left( \tilde{C}_n - C^2 \eta_{v_{n\ell}} x_n \right) \right\} x_n^T
\]

\[
\Lambda_z = C^2 \sum_n \mathbb{I}(v_{n\ell} = z \mid s_{n2} = z) \frac{x_n x_n^T}{\lambda_n} + \nu_0^2 \mathbf{I}
\]

\[
\tilde{C}_n := C\lambda_n + C^2 \varepsilon_0.
\]

**Appendix C F-measure for Clustering**

Let \( \{d_1, \ldots, d_I\} \) be the set of \( I \) ground truth classes from the data where \( d_i \) stores all data labeled with class \( i \). Apart from that, \( \{\omega_1, \ldots, \omega_J\} \) denotes the \( J \) predicted clusters generated by some algorithm where \( \omega_j \) stores all data that are assigned to cluster \( j \). Let \( N_{ij} \) be the number of datum overlapping among the ground truth class \( i \) and the predicted cluster \( j \) where \( N_{ij} = |d_i \cap \omega_j| \). Also, we denote \( N_i = \sum_j N_{ij} \) and \( N_j = \sum_i N_{ij} \). This score is composed of precision (prec) and recall where

\[
\text{prec}(i,j) = \frac{N_{ij}}{N_j} \quad \text{and} \quad \text{recall}(i,j) = \frac{N_{ij}}{N_i}.
\]
Finally the measure is defined by

\[
F\text{-}measure = \sum_i \frac{N_i}{n} \max_j \left[ \frac{2[\text{recall}(i, j) \times \text{prec}(i, j)]}{\text{recall}(i, j) + \text{prec}(i, j)} \right].
\]

**Appendix D  Manual Labeling for Animals**

The table is shown in Table D1.

| Animal       | Class         | Animal       | Class         |
|--------------|---------------|--------------|---------------|
| Elephant     | land mammals  | Seal         | water animals |
| Rhino        | land mammals  | Dolphin      | water animals |
| Horse        | land mammals  | Robin        | birds         |
| Cow          | land mammals  | Eagle        | birds         |
| Camel        | land mammals  | Chicken      | birds         |
| Giraffe      | land mammals  | Salmon       | fish          |
| Gorilla      | land mammals  | Trout        | fish          |
| Chimp        | land mammals  | Bee          | insects       |
| Mouse        | mouse         | Iguana       | amphibians    |
| Squirrel     | mouse         | Alligator    | amphibiaes    |
| Tiger        | predators     | Butterfly    | insects       |
| Cat          | predators     | Ant          | insects       |
| Dog          | predators     | Finch        | birds         |
| Wolf         | predators     | Penguin      | water animals |
| Lion         | predators     | Cockroach    | insects       |
| Whale        | water animals | Ostrich      | birds         |
| Deer         | land mammals  |              |               |