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Abstract

We study the relation between $c = 1$ matrix models at self-dual radii and topological strings on non-compact Calabi-Yau manifolds. Particularly the special case of the deformed matrix model is investigated in detail. Using recent results on the equivalence of the partition function of topological strings and that of four dimensional BPS black holes, we are able to calculate the entropy of the black holes, using matrix models. In particular, we show how to deal with the divergences that arise as a result of the non-compactness of the Calabi-Yau. The main result is that the entropy of the black hole at zero temperature coincides with the canonical free energy of the matrix model, up to a proportionality constant given by the self-dual temperature of the matrix model.
1 Introduction

Matrix models of the \( c = 1 \) type have mainly found their applications in the study of two-dimensional string theory. In [1, 2] it was realized that two specific non-perturbatively well defined matrix models actually correspond to type 0B and type 0A string theory. Type 0B is described by the usual bosonic matrix model, with a potential of the form \( \sim -x^2 \), with both sides of the potential filled, while 0A is described by the so called deformed matrix model where the deformation corresponds to adding a term \( \sim 1/x^2 \) to the inverted oscillator potential. This deformation effectively removes one side of the original potential, thus naturally stabilizing the system non-perturbatively.

It has, however, also been known for a long time that the bosonic \( c = 1 \) matrix model, at the self-dual radius, arises in a completely different context, namely in relation to topological string theory on the deformed conifold [3]. In fact, it is now known that there are very general relations between topological string theories and matrix models, see for example [4]. In general, one can identify the partition function of a certain matrix model with the partition function of a corresponding topological string theory.

In this context, it is of course intriguing to see what the roles played by the type 0 theories will be. What makes this particularly interesting at the moment are the results of [5], where it was conjectured that the topological partition function is equivalent to the partition function of four dimensional BPS black holes, according to

\[
Z_{BH} = |Z_{\text{top}}|^2, \quad (1)
\]

where the four-dimensional black hole space-time arises after compactifying string theory on a certain Calabi-Yau manifold, and it is this same Calabi-Yau on which the topological string theory lives. While this relation was conjectured to hold for compact Calabi-Yau manifolds, it is natural to expect it to continue to hold for non-compact manifolds as well. In fact, a concrete realization of this relation was given in the case of a non-compact Calabi-Yau in [6].

Therefore, one purpose of this paper is to try to better understand the relation between matrix models at special radii and the dual, non-compact, Calabi-Yau description. Because the Calabi-Yau is non-compact we expect divergences to appear in the calculations, thereby introducing cutoffs into the formalism. Since a natural goal is really to understand compact Calabi-Yau manifolds, we are careful in keeping the cutoff-dependent terms in order to understand where they come from on the matrix model side. We identify the infinities on both sides, and also discuss how finite matrix models lead to finite results for certain quantities on the Calabi-Yau side.

Given the identifications we make, we can, by using quite general arguments, show that the entropy of the 4D black hole is given by the canonical free energy of
the matrix model, according to\(^1\)

\[
    S_{BH} = -\frac{F_{MM}}{T_s},
\]

where \(T_s\) is the “self-dual” temperature in question.

For the particular case of the type 0 theories it is important to clarify which is the relevant radius to use. This we do using the relations between the 0A and 0B theories. Of these two cases, the deformed matrix model seems to be particularly interesting, partly because the chemical potential \(\mu\) and the charge \(q\) enter the theory very much in the same way as it does for the topological string, or, given \([\text{I}]\), as it does for the BPS black hole.

We therefore focus our attention mainly on the deformed case. A subtlety one then needs to be careful with, is the fact that with the deformed potential the even wave functions of the matrix model become unphysical, and must be removed. We explicitly explain what this must correspond to on the Calabi-Yau side. Given these results we can precisely reproduce known matrix model quantities, using purely geometric techniques on the Calabi-Yau. Of particular importance, then, is to make sure that the Calabi-Yau calculation truly reproduces the known expressions of the grand canonical and canonical free energies of the deformed matrix model, which indeed it does.

This paper is organized as follows: In section 2 we present the general results on the relation between 4\(D\) black hole quantities and matrix model quantities. The observation that the black hole entropy is given in terms of the canonical free energy is explained. Particular emphasis is given to the role played by the Legendre transformation between different ensembles. Section 3 is devoted to a discussion on type 0 matrix models, in particular the relation between 0A and 0B matrix models and the role played by self-dual and T-dual radii in these theories. Section 4 gives a precise recipe for extracting Calabi-Yau from type 0 matrix models, with particular emphasis given to the deformed case. It is explained how the removal of the even wave functions of the matrix model is translated into the geometry of the Calabi-Yau. The resulting geometry is consistent with previous calculations of the geometry using the ground ring of the related 2-dimensional string theory \([\text{I}]\). In section 5 we test the ideas of section 2 using the results obtained in section 4 for the particular case of the deformed matrix model. The geometry resulting from the removal of the even states is discussed. We then go on and calculate the grand canonical and canonical free energy of the matrix model using purely geometric techniques on the Calabi-Yau in question, finding precise agreements with the known matrix model quantities. We conclude in section 6 with a list of open questions raised by our results. Appendix A discusses general aspects of non-compact Calabi-Yau manifolds. Appendix B explains the relation between the naive geometry corresponding to the deformed matrix model, where care has not been taken to include only the odd states, and the correct one, where the even states have been removed.

\(^1\)Up to an overall normalization, which we will comment on in the next section.
2 Black hole physics from matrix models

2.1 Black hole entropy from matrix models

We start in this section by reviewing some of the main results of [5]. There an
interesting relation was found between the “thermodynamic” entropy \( S_{BH}(q_I, p^I) \) of
the \( \mathcal{N} = 2 \), 4D black hole (made up of electric \( q_I \) and magnetic \( p^I \) charges) and the
free energy function \( \mathcal{F}_{BH}(\phi^I, p^I) \), related to the partition function by

\[
Z_{BH}(\phi^I, p^I) = \exp[\mathcal{F}_{BH}(\phi^I, p^I)] \equiv \sum_{q_I} \Omega_{BH}(q_I, p^I) e^{-\phi^I q_I}.
\]  

(3)

The potentials \( \phi^I \) are the fixed potentials of the electric charges \( q_I \), which are summed
over in this ensemble [5]. The black hole entropy is then given by a Legendre trans-
mformation of the free energy according to [5]

\[
S_{BH}(q_I, p^I) = \mathcal{F}_{BH}(\phi^I, p^I) - \phi^I \frac{\partial}{\partial \phi^I} \mathcal{F}_{BH}(\phi^I, p^I).
\]

(4)

For later purposes it will be useful to rephrase this in terms of geometry of the
Calabi-Yau. The genus zero contribution to the entropy can be written as [5],

\[
S_{BH,0} = \frac{i\pi}{4} \int \Omega \wedge \overline{\Omega},
\]

(5)

where \( \Omega \) is the holomorphic (3,0)-form\(^2\) (not to be confused with the microcanonical
partition function \( \Omega_{BH} \)). The genus zero entropy [5] will now recieve corrections in
essentially two ways [8, 9, 10, 11]. First of all, the tree-level prepotential, \( F_0 \), defined
by (see appendix A for notation)

\[
F_{0I} = \int_{B^I} \Omega,
\]

(6)

is corrected from its classical value. More importantly for us, however, is another
correction to [5] of the form

\[
\delta S_{BH} = \frac{\pi}{2} \text{Im} \left( z'^I \frac{\partial}{\partial z'^I} F - 2 F \right),
\]

(7)

where the \( z'^I \) correspond to the A-cycle periods of \( \Omega \). Notice that this correction is
not sensitive to terms in \( F(z'^I) \) being homogeneous of degree two in \( z'^I \). In general
then, this correction term only sees higher order contributions to \( F(z'^I) \). There is,
however, an important exception to this rule which has to do with cutoff-dependent

\(^2\)We refer the reader to appendix A for details on the geometry of non-compact Calabi-Yau
manifolds.
terms. This will be discussed in section 2.2.3. But let us now return to (4) and see what it means in terms of the matrix model.

From the point of view of the matrix model (4) looks rather intriguing since it is precisely this type of transformation which takes us from the grand canonical (fixed chemical potential $\mu$) to the canonical (fixed fermion number $N$) free energy. So the goal of this section will be to understand this relation from the point of view of the matrix model at “self-dual” radius $R_s$ (with corresponding temperature $T_s = 1/(2\pi R_s)$).

The thing we will take advantage of in this section is the identification of the partition functions. As we explained, the grand canonical free energy of the matrix model should be the same as the one for the black hole, thus allowing us to make the identification

$$Z_{BH}(\phi^I, p^I) = Z_{MM}(\mu^I, p^I),$$

where on the matrix model side we choose to call the potentials $\mu^I$, in order to conform with the standard notation. From now on we will furthermore drop the superscript on $\mu^I$ and call the magnetic charge $q$ in order to make contact with the explicit case of the deformed matrix model. The more general case will, however, always be understood.

On the matrix model side, at temperature $T$ and chemical potential $\mu$, we formally have

$$Z_{MM}(\mu, q) = \sum_{N=0}^{\infty} Z_{MM}(q, N) e^{-\mu N T}.$$  (9)

So the sum goes over the number of fermions $N$ while $q$ is kept fixed. In the language of [5] we would call a partition function of this type a “mixed” partition function. It is mixed in the sense that $N$ is in the grand canonical ensemble, while $q$ is in the canonical one. Notice that in thinking about the 4D black hole we should rather think of the number of fermions $N$ as corresponding to the electric charges of the black hole and $q$ as being the magnetic ones.

The free energy of this system, defined by $-F_{MM}/T = \ln Z_{MM}$, can be written in terms of thermodynamic variables as

$$-\frac{F_{MM}(\mu, q)}{T} = -\frac{E_{MM}}{T} + S_{MM} - \frac{\mu \langle N \rangle}{T},$$  (10)

3We should point out here that there may be a different power on the right hand side of (8), since the normalization of the topological string free energy depends on the normalization of $\Omega$. One reason we believe this normalization is correct, however, is because in comparing the superstring matrix models, to the bosonic one, there is in a sense a doubling of the free energy, particularly explicit in the type 0$B$ case. Therefore, the type 0 matrix models are, in terms of the partition functions, the square of the bosonic one. From [3] we have, $Z_{bosonic} = Z_{top}$, suggesting $Z_{0A/0B} = |Z_{top}|^2$. Admittedly, this reasoning is somewhat speculative. In principle, one could calculate the normalization by carefully comparing our normalization of $\Omega$ to the one in [5].

4Strictly speaking, for the deformed matrix model, there is no clear distinction between electric and magnetic charges. In this context, however, it is natural to call $q$ magnetic charges.
where $E_{MM}$ is the energy, $S_{MM}$ gives the entropy of the matrix model system, while $\langle N \rangle$ simply is the mean particle number. It will prove to be convenient now to transform to the canonical (or Helmholtz) free energy, according to

$$-F_{MM}(N,q) = -F_{MM}(\mu, q) + \mu \frac{\partial}{\partial \mu} F_{MM}(\mu, q).$$  \hspace{1cm} (11)

Let us go to the self-dual radius $R_s$ where we expect the correspondence to work. The crucial observation now is that we are trying to calculate the entropy of a system at zero temperature (the extremal $D = 4, \mathcal{N} = 2$ black hole), using a model at non-zero temperature (the matrix model at $T = 1/(2\pi R_s)$). This means in particular that on the $4D$ black hole side, the energy $E_{BH}$ is zero (that is, the energy with respect to the ground state is zero, since the partition function only traces over ground state degeneracies). Thus on the $4D$ black hole side, we have

$$-\frac{1}{T_{BH}} F_{BH}(N,q) = S_{BH}(N,q),$$  \hspace{1cm} (12)

with the understanding that $T_{BH} = 0$, while on the matrix model side we have

$$-\frac{F_{MM}(N,q)}{T_s} = -\frac{E_{MM}(N,q)}{T_s} + S_{MM}(N,q).$$  \hspace{1cm} (13)

From the identity $\ln Z_{MM}(N,q) = \ln Z_{BH}(N,q)$, we therefore conclude

$$-\frac{F_{MM}(N,q)}{T_s} = -\frac{F_{BH}(N,q)}{T_{BH}}.$$  \hspace{1cm} (14)

Now, using (12), we finally obtain

$$S_{BH}(N,q) = -\frac{F_{MM}(N,q)}{T_s}.$$  \hspace{1cm} (15)

Eq. (15) tells us that the black hole entropy is given by the canonical free energy of the matrix model at self-dual radius, up to a proportionality constant given by minus the self-dual temperature.

In fact, notice that in comparing the respective grand canonical partition functions (3) and (9) (at self-dual temperature), one is naturally led to the more general “microscopic” identification

$$Z_{MM}(N,q) = \Omega_{BH}(N,q),$$  \hspace{1cm} (16)

which again is consistent with the fact that on the matrix model side we have a non-zero temperature while on the $4D$ black hole side the temperature is zero. That is, the partition function on the black hole side only calculates the number of states at the ground state, and so is nothing but the microcanonical partition function.
2.2 Matrix models and non-compact Calabi-Yau manifolds

2.2.1 Finiteness of the canonical partition function

Since we are working with non-compact Calabi-Yau manifolds, some of our expressions will contain infinities which need to be regulated by introducing a cutoff. On the other hand, since matrix models with sufficiently steep potentials give finite results, we expect these infinities not to appear in the geometric expressions that correspond to these results. In this section, we will investigate how this comes about. A crucial point will turn out to be that, contrary to the compact case, the prepotential of a noncompact Calabi-Yau manifold is not an ordinary function on its moduli space, but its form depends on a choice of coordinates.

Let us, for definiteness, consider a matrix model with a “Mexican hat” potential,

\[ V(x) = -\frac{1}{2}x^2 + \frac{1}{2}a^2x^4. \]  

(17)

As is well-known (see for example [4] for a very general account of the relation between matrix models and topological strings), the natural geometry related to such a matrix model with a fermi level \( \mu \) is the subspace of \( \mathbb{C}^4 \) defined by

\[ uv + \mu = H(p, x) = \frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{1}{2}a^2x^4. \]  

(18)

In fact we will see in sections 4 and 5 that this naive geometry is not always the correct one, but for our current purposes these subtleties will not be important.

As we review in appendix A this Calabi-Yau has two compact \( A \)-cycles and two noncompact \( B \)-cycles. As is also reviewed there, the periods of the holomorphic three-form around these cycles are given by

\[ z_I = \int_{x_I^{-}}^{x_I^{+}} \sqrt{2\mu + x^2 - a^2x^4} \, dx \]

\[ w_I = \int_{x_I^{-}}^{\Lambda} \sqrt{2\mu + x^2 - a^2x^4} \, dx, \]  

(19)

where \( x_I^{\pm} \) are the boundaries of the \( I \)-th component of the fermi sea, and \( \Lambda \) is a large-distance cutoff for the noncompact \( B \)-cycles. The compact periods \( z_I \) only depend on \( \mu \) and \( a \). The noncompact periods \( w_I \) also depend on the cutoff \( \Lambda \), but in a very simple way. To see this, let us do a Taylor expansion:

\[ w_I = \int_{x_I^{-}}^{\Lambda} \sqrt{2\mu + x^2 - a^2x^4} \, dx \]

\[ = \int_{x_I^{-}}^{\Lambda} \left( iax^2 - \frac{i}{2a} + O(x^{-2}) \right) \, dx \]

\[ = \frac{ia}{3} \Lambda^3 - \frac{i}{2a} \Lambda + \tilde{w}_I(\mu, a) + O(\Lambda^{-1}), \]  

(20)
with \( \bar{w}_I(\mu, a) \) independent of \( \Lambda \). We see that, ignoring terms which go to zero for large \( \Lambda \), the \( \Lambda \)-dependent terms are independent of \( \mu \); this will be crucial in what follows. Note that any potential steeper than \( x^2 \) will lead to the same result, but that for an \( x^2 \)-potential we would get a \( \mu \log \Lambda \) term.

As is well-known from special geometry (see appendix A), one can now define a prepotential \( F_0(z) \) such that

\[
\bar{w}_I = \frac{\partial F_0(z)}{\partial z^I}. \tag{21}
\]

By expressing the \( z^I \) in terms of \( \mu \) and \( a \), we can view this as a function of \( \mu \). Then the \( \mu \)-derivative of the prepotential is given by

\[
\frac{\partial F_0(\mu)}{\partial \mu} = \frac{\partial z^I}{\partial \mu} \bar{w}_I. \tag{22}
\]

Integrating this equation and doing a partial integration, we find

\[
F_0(\mu) = \int_\mu^\infty d\mu' \left( \frac{\partial z^I}{\partial \mu'} \bar{w}_I \right) + c(a, \Lambda)
= z^I(\mu) w_I(\mu) - \int_\mu^\infty d\mu' \left( z^I \frac{\partial \bar{w}_I}{\partial \mu'} \right) + c'(a, \Lambda)
= z^I(\mu) \left( \frac{i a}{3} \Lambda^3 - \frac{i}{2a} \Lambda \right) + f(\mu, a) \tag{23}
\]

Here, \( f \) is an unknown but finite function of \( \mu \) and \( a \), and \( c' \) is a \( \mu \)-independent function. In the last line, we inserted \( c' = 0 \), which can be seen to be true by the following argument. If we choose \( \mu \) such that the fermi seas are exactly empty, both periods \( z^I \) will vanish. Moreover, we expect the prepotential to vanish in this limit. From the second line in the above calculation, we then see that we can choose \( c'(a, \Lambda) = 0 \). We expect \( c' = 0 \) also for more general potentials, but we do not have a complete proof of this fact. However, we can give the following argument. A general polynomial of (even) degree \( p \) has \( p + 1 \) coefficients The coefficient of the \( x^p \) term should be fixed, because this determines the long distance behaviour of the manifold, and hence the scale of \( \Lambda \). Then, the \( z^I \) can be written as functions of \( p/2 \) combinations of these coefficients. The remaining \( p/2 \) degrees of freedom can be used to deform the potential without changing the prepotential. One of these degrees of freedom corresponds to a shift in the \( x \)-direction; it seems that the other \( p/2 - 1 \) give precisely enough freedom to make sure that the \( p/2 \) minima of the potential are all at the same height. Then for this resulting potential, the argument above can be used to show that \( c' = 0 \).

The \( \mu \)- and cutoff-dependent term in (23) makes it hard to identify this expression with the matrix model free energy, which is finite without introducing any cutoffs. One gets a clue about how to solve this problem by noting that this infinity comes from the partial integration we had to do. However, suppose now we have a prepotential
$\tilde{F}_0(w)$ which is written in terms of the variables $w_I$. By definition,

$$z^I = \frac{\partial \tilde{F}_0(w)}{\partial w_I}. \quad (24)$$

The $\mu$-derivative of this prepotential is

$$\frac{\partial \tilde{F}_0(\mu)}{\partial \mu} = \frac{\partial w_I}{\partial \mu} z^I. \quad (25)$$

Note that this expression is completely finite! This means that the prepotential

$$\tilde{F}_0(\mu) = \int d\mu' \left( \frac{\partial w_I}{\partial \mu'} z^I \right) + \tilde{c}(a, \Lambda) \quad (26)$$

at worst has an infinity which is independent of $\mu$. Even though in this case we cannot use the argument which we used before, we would expect that also this infinity is not present and the resulting expression is completely finite. We propose that it is this prepotential (with the possible additive infinity subtracted if necessary) that should be identified with the matrix model partition function.

That this is a natural proposal can be seen by considering the simple case where $V(x) = -\frac{1}{2}x^2$, which corresponds to the matrix model for the $c = 1$ string. In this case, one finds

$$w \sim \Lambda^2 + \mu \log(\mu/\Lambda^2)$$
$$z \sim \mu. \quad (27)$$

Here, we stick to the convention that the non-compact periods are called $w$. However, note that now these are the integrals over the fermi sea. The first expression above corresponds to what in the matrix model literature is usually called $\Delta$. For matrix models, the partition function in terms of $\Delta$ is a Legendre transform of the partition function in terms of $\mu$. In other words, we have

$$\Delta = \frac{\partial F(\mu)}{\partial \mu}, \quad (28)$$

and

$$\tilde{F}(\Delta) = \mu \frac{\partial F(\mu)}{\partial \mu} - F(\mu). \quad (29)$$

Using our results from the Calabi-Yau calculations, we find a grand canonical partition function, with a divergent piece linear in $\mu$, given by

$$F(\mu) \sim \Lambda^2 \mu + \frac{\mu^2}{2} \log(\mu/\Lambda^2). \quad (30)$$

The canonical partition function, on the other hand, lacks such a contribution (it is cancelled in the Legendre transform) and is given by

$$\tilde{F}(\Delta) \sim \frac{\mu^2}{2} \log(\mu/\Lambda^2). \quad (31)$$
The log Λ divergence common to the two expressions is easily regulated, as in the example of the quartic potential, while the divergent term linear in µ remains in \( F(\mu) \). In the canonical partition function, on the other hand, the divergence is simply absorbed into a shift of \( \Delta \). Up to the log Λ divergence, \( \tilde{F}(\Delta) \) is seen to be finite in terms of \( \mu \).

Summarizing, we have two types of infinities. One is related to the infinite fermi sea, and can be regulated by modifying the potential. The other one is a consequence of the non-compactness of the Calabi-Yau, and it can be removed by using the right variables. As we have seen, this is similar to making a Legendre transform in the matrix model. Let us now see how the Legendre transform works in more detail from the perspective of the Calabi-Yau.

### 2.2.2 The Legendre transform

One thing the reader might be surprised about after reading the previous section is the following: how can the two prepotentials lead to numerically different results? In special geometry, the prepotential is invariant under the interchange of the A- and the B-cycle periods. However, this is only true in the case of a compact Calabi-Yau, where the prepotential is homogeneous of degree two. In general, the prepotential \( \tilde{F}_0(w) \) is a Legendre transform of the prepotential \( F_0(z) \). To show this, let us simply define \( \tilde{F}_0(w) \) to be the Legendre transform of \( F_0(z) \):

\[
\tilde{F}_0(w) = z^I(w) \frac{\partial F_0(z(w))}{\partial z^I} - F_0(z(w))
\]

Now the \( w_I \)-derivative of this expression is

\[
\frac{\partial \tilde{F}_0(w)}{\partial w_I} = \frac{\partial z(w)}{\partial w_I} w_I + z^I(w) \frac{\partial z(w)}{\partial w_I} - \frac{\partial z(w)}{\partial w_I} w_I \frac{\partial F_0(z(w))}{\partial z^I} = z^I(w). \tag{33}
\]

That is, \( \tilde{F}_0(w) \) is indeed the prepotential in the coordinates \( w_I \). Note that when \( F \) is homogeneous of degree two,

\[
z^I \frac{\partial F_0(z)}{\partial z^I} = 2F_0(z), \tag{34}
\]

so we have

\[
\tilde{F}_0(w) = F_0(z(w)) \tag{35}
\]

as required. The above results seem to suggest that we should really think of \( F_0 \) as of a function which can be defined either in terms of “velocities” \( z \) or of “momenta” \( w \). This is reminiscent of the holomorphic anomaly equation of [12] (see [13, 14]).
for more on this intriguing subject). This equation tells us that the topological
string partition function on a compact Calabi-Yau is not really a function of $z^I$, but
it obtains a $z^I$-dependence which turns the partition function into a function on a
phase space defined by these variables. In particular, it has been suggested before\(^5\)
that one might consider the Legendre transform to be the classical limit of the Fourier
transform which lies at the base of the holomorphic anomaly. On the other hand,
for the holomorphic anomaly the natural interpretation of the change of variables is
as going from “$p$” to “$q$”, whereas the Legendre transform is really a transformation
between “$p$” and “$\dot{q}$”. It would be interesting to work out the relation between the
two transformations in more detail.

2.2.3 The black hole entropy

The next quantity we need to consider is the the black hole entropy. At genus zero it
was conjectured to be given by\(^5\)

$$S_{BH,0} = \frac{i\pi}{4} \int \Omega \wedge \overline{\Omega}.$$  \hspace{1cm} (36)

Since we are working with a noncompact “compactification” manifold, we certainly
do not expect this result to be finite. In fact, by using the Riemann bilinear relation
(see appendix A) we can write it as

$$S_{BH,0} = \frac{i\pi}{4} (z^I \overline{w}_I - \overline{z}^I w_I).$$  \hspace{1cm} (37)

In the case of the $c = 1$ model, this would be $\sim \Lambda^2 \mu + \mu^2 \log(\mu/\Lambda^2)$. It is clear that
the result does not depend on the choice of coordinates for our prepotential, and
moreover that it is indeed infinite if we remove the cutoff $\Lambda$. However, as discussed
in section 2.1 there is a correction term given by\(^\Box\) which should be added to yield
the full entropy. Contributions to $F(\mu)$ that are homogenous of degree two in $\mu$ do
not give any new contributions and one would, therefore, expect only higher orders in
the string coupling ($\sim 1/\mu^2$) to be important. An exception to this rule is, however,
the cutoff dependent terms. In the presence of these the correction term does give a
non-vanishing contribution that completes the entropy formula, and makes sure it is
of the form of the canonical partition function of the matrix model. That is,

$$S_{BH} \sim \mu^2 \log(\mu/\Lambda^2).$$

The only remaining cutoff dependence is due to the size of the Fermi sea and is easily
made finite as in our example with the quartic potential.

In general of course, the Legendre transform with respect to $\mu$ will not equal the
Legendre transform with respect to all $w_I$, but at least the fact that the result is
infinite should not surprise us. In section 3 we will calculate all of the quantities

---

\(^5\)We thank A. Neitzke for a discussion on this point.
mentioned above in the case of the deformed (0A) matrix model, thus confirming the picture we have sketched here.

An interesting side remark is that one can also calculate the Legendre transform of (37) itself (with respect to both \( z^I \) and \( \overline{z}^J \)), leading to the expression

\[
K(z, \overline{z}) = 2z^I (\text{Im } F_{IJ}) \overline{z}^J. \tag{38}
\]

As we can see from (23), this expression is manifestly finite. It is the natural Kähler potential on the complex structure moduli space of the Calabi-Yau. In the compact case, it would actually equal \( i \int \Omega \wedge \overline{\Omega} \). Here, however, this last expression is infinite, but doing a Legendre transform we can extract a finite Kähler potential from it.

### 2.3 Density of states from the Calabi-Yau

A nice check on the relation \( F_{MM}(\mu) = F_0(w_I(\mu)) \) (we leave out the tilde on the prepotential now) can be done by calculating the second \( \mu \)-derivative of this equation. For the matrix model, it is well-known – see e. g. [15] – that the result is the density of states:

\[
\rho = \frac{\partial^2 F_{MM}}{\partial \mu^2}. \tag{39}
\]

A semi classical approximation of the result can be obtained by the WKB-method, and is given by

\[
\rho = \int_{x_-}^{x_+} \frac{1}{\sqrt{2(\mu - V(x))}} dx, \tag{40}
\]

where \( x_\pm \) are the “turning points” where \( V(x) = \mu \). Here, for simplicity, we are restricting to the case that there is only a single component of the fermi sea; the general expression will be a sum of terms of this form.

We want to recover this same result from the topological string side at genus zero – that is, we want to calculate \( \partial^2 F_0/\partial \mu^2 \). As we have seen, the first derivative of \( F_0 \) with respect to \( \mu \) is given by

\[
\frac{\partial F_0}{\partial \mu} = z^I \frac{\partial w_I}{\partial \mu}. \tag{41}
\]

Again, let us focus on the contribution of a single component of the fermi sea – that is, of a single pair of \( A \)- and \( B \)-cycles. It will be useful to make a change of symplectic basis of the three-cycles such that the dual cycle to \( A_I \) is \( B_I - B_J \), where \( B_J \) is an “adjacent” non-compact cycle\(^6\). The resulting B-cycle is compact, and the integration over it corresponds to an “under the hill” integration in the matrix model.

Let us now make the extra assumption that for the new B-cycle integral, the potential can be approximated by a quadratic potential. For example, this is exactly

\(^6\)Note that, even though this makes this B-period finite, for a steep enough potential this is not necessary to make (41) finite!
true in the case where we have taken a double scaling limit in the matrix model; it is also approximately true for general models when we take the fermi sea to be “nearly full”. In this case, the B-cycle integral will be proportional to $\mu$, as can be easily verified, and hence (41) is simply proportional to the $A$-cycle period $z^f$. Taking another $\mu$-derivative of (41) then gives

$$ \frac{\partial^2 F_0}{\partial \mu^2} \sim \frac{\partial}{\partial \mu} \int_{x_-}^{x_+} \sqrt{2(\mu - V(x))} \, dx $$

$$ = \int_{x_-}^{x_+} \frac{1}{\sqrt{2(\mu - V(x))}}. \tag{42} $$

Here, the differentiation under the integral sign is allowed because, even though the boundaries depend on $\mu$, when we change $\mu$ slightly their contribution is of order $(\delta \mu)^2$, since the integrand vanishes at the boundary. Up to the overall prefactor which we could not determine from this general argument (and which can be absorbed in a definition of $\Omega$ anyway) this exactly coincides with (40). Of course, when the potential is not steep enough, there will also be an infinite contribution from the remaining non-compact B-cycle, as is also the case on the matrix model side.

3 Matrix models for type 0 strings

We will now turn to a more detailed description of the type 0A and type 0B strings. They are given by essentially the same matrix models that were introduced more than 10 years ago in the context of the bosonic two dimensional string, i.e., the $c = 1$ model [16, 17, 18]. For completeness, let us briefly review the underlying principles of the matrix model.$^7$

The main idea is to triangulate the string worldsheet using (dual) Feynman diagrams of a quantum mechanical system based on $N \times N$ dimensional hermitian matrices. The solution of the matrix model involves an integration over the $N^2 - N$ angular degrees of freedom leaving $N$ eigenvalues living in a potential, which, in a limit we will describe below, is given by a inverted harmonic oscillator potential,

$$ V(x) = -\frac{1}{2\alpha'} x^2. \tag{43} $$

The angular integration introduces a Vandermonde determinant that effectively makes the eigenvalues fermionic. In this way we find a Fermi sea with a Fermi level denoted by $\mu$, measuring the height from the top of the potential. To obtain a theory of smooth string worldsheets one must take a limit – the double scaling limit – where $N \to \infty$ and $\beta \to \infty$, (where $\beta = 1/\hbar$) in the appropriate way. More precisely, one introduces $\Delta = \kappa_c^2 - \frac{N}{\beta}$, where $\kappa_c^2$ is a critical value determined by the precise form

$^7$An excellent early review of the subject can be found in [15].
of the potential, and take $\Delta \to 0$. The free energy as a function of $\mu$ is related to the free energy as a function of $\Delta$ through a Legendre function. In terms of the Fermi level the double scaling limit requires that we take $\mu \to 0$ such that $\mu \beta$ remains finite. $1/\mu \beta$ plays the role of the string coupling. Since $\mu \to 0$ it is effectively only the piece of the potential close to the top that is important for physics of continuous surfaces.

While the matrix model essentially provides a nonperturbative definition of the $c = 1$ string, there was some confusion in the early literature about the uniqueness of the nonperturbative extension. Filling just one side of the potential gives a perturbatively stable situation, but due to tunneling there are nonperturbative instabilities. There are a couple of ways to come to terms with these instabilities. One can either fill the other side of the potential to the same energy, or erect an unpenetrable wall at $x = 0$. Neither of these options affect the perturbative results, but the nonperturbative corrections are changed, which we will come back to later. An unsatisfactory part of the story is, furthermore, what role, if any, the existence of the other Fermi sea really plays. Is it there just for the stability or does it represent another copy of the $c = 1$ theory?

Another matrix model that was introduced in the early nineties in the context of the bosonic string was the deformed matrix model, \[19\], with potential given by

$$V(x) = -\frac{1}{2\alpha'}x^2 + \frac{M}{2x^2}. \tag{44}$$

The model was extensively studied on its own merits and also claimed to be related to a two dimensional black hole, \[20\]-\[25\]. Interestingly, for values $M > \frac{3}{4}$, there are no longer any non-perturbative instabilities in the model. The reason is that we, in order to have normalizable wave functions, have no choice but to pick states which are odd under reflection around $x = 0$, i.e. we effectively assume a wall sitting at $x = 0$ where the wave functions vanish.

In the following section we will see how the the type 0A and type 0B string theories fit into this framework.

### 3.1 The 0B matrix model

In \[1, 2\] it was realized that the 0B string theory can be described by a non-perturbatively stable matrix model based on the inverted harmonic oscillator, i.e.,

$$V(x) = -\frac{1}{4\alpha'}x^2, \tag{45}$$

with both sides of the potential filled. The type 0B matrix model potential only differs from the bosonic case through a simple factor of two. Contrary to the case of the $c = 1$ string, the two sides of the potential play a crucial role in the type 0B theory. In the bosonic theory there is only one kind of scalar perturbation, the (massless) tachyon, corresponding to ripples on a single Fermi sea. In the case of type 0B strings, however, we have in addition to the tachyon also a RR-scalar. In the
matrix model the tachyon corresponds to ripples which are even around $x = 0$, while the RR-scalar corresponds to odd ones.

The free energy of the type 0B matrix model is easily obtained from the old matrix model through the appropriate identifications. We denote the free energy at temperature $T$ by $F(\mu_B, R_B)$, where $R_B = \frac{1}{2\pi T}$ is the radius of compact, Euclidean time. By convention we absorb $\beta$ into $\mu$. We then get

$$f(\mu_B, R_B) = \frac{F(\mu_B, R_B)}{T} = 2\pi R F(\mu_B, R_B),$$

where

$$f(\mu_B, R_B) = 2 \Re \sum_{n,m=0} \ln \left( \frac{1}{2\sqrt{2\alpha'}} (2n + 1) + \frac{2m + 1}{2R_B} + i\mu_B \right),$$

$$= 2 \Re \sum_{n,m=0} \ln \left( \frac{\sqrt{R_B}}{2\sqrt{2\alpha'}} (2n + 1) + \frac{2m + 1}{2\sqrt{R_B}} + i\mu_B \sqrt{R_B} \right) + \text{const.}$$

We will be focusing on universal and non-analytic contributions to the free energy and can therefore ignore additive constants. To actually calculate the free energy it is convenient, in practice, to compute the second derivative of the free energy with respect to the Fermi level $\mu_B$, given by

$$\frac{\partial^2 f(\mu_B, R_B)}{\partial \mu_B^2} = 2 \Re \sum_{n,m=0} \frac{1}{\left( \frac{1}{2\sqrt{2\alpha'}} (2n + 1) + \frac{2m + 1}{2R_B} + i\mu_B \right)^2},$$

which also is the correlation function of two zero momentum tachyons. The free energy, up to a couple of constants of integration, is then obtained by integrating twice. In this way, the perturbative expansion in the string coupling $\sim \frac{1}{\mu_B^2}$ of the free energy gives

$$f(\mu_B, R_B) = -\sqrt{2\alpha'} R_B \mu_B^2 \ln \mu_B + \frac{1}{12} \left( \frac{R_B}{\sqrt{2\alpha'}} + \frac{\sqrt{2\alpha'}}{R_B} \right) \ln \mu_B + ...$$

For the rest of our analysis it is useful to split the free energy into an odd and an even part according to

$$f(\mu_B, R_B) = 2 \Re \sum_{l,m=0} \ln \left( \frac{1}{2\sqrt{2\alpha'}} (4l + 3) + \frac{2m + 1}{2R_B} + i\mu_B \right)$$

$$+ 2 \Re \sum_{l,m=0} \ln \left( \frac{1}{2\sqrt{2\alpha'}} (4l + 1) + \frac{2m + 1}{2R_B} + i\mu_B \right).$$

That is, we write the free energy as

$$f(\mu_B, R_B) = f(\mu_B, R_B)_{\text{odd}} + f(\mu_B, R_B)_{\text{even}},$$
where
\[
f(\mu_B, R_B)_{\text{odd}} = f \left( \mu_B + \frac{i}{2\sqrt{2\alpha'}} \, 2R_B \right),
\]
\[
f(\mu_B, R_B)_{\text{even}} = f \left( \mu_B - \frac{i}{2\sqrt{2\alpha'}} \, 2R_B \right).
\]

It is easy to see that the two terms have the same perturbative expansion but differ non-perturbatively [26]. After all, the type 0B free energy of two Fermi seas, \( f(\mu_B, R_B) \), is, perturbatively, simply twice the free energy of a single sea, \( f(\mu_B, R_B)_{\text{odd}} \), where we have put a wall at \( x = 0 \). To see this in more detail, it is useful to express the free energy in terms of the \( \psi \)-function, defined through
\[
\psi(z) = \frac{1}{\Gamma(z)} - \frac{\ln \Gamma(z)}{dz}.
\]

If we focus on the case \( R_B \to \infty \), we find
\[
\lim_{R \to \infty} \frac{1}{R} \frac{\partial^2 f(\mu, R)}{\partial \mu^2} = 2 \text{Re} \sum_{n=0}^{\infty} \left[ \frac{1}{4n+1 + i\mu} + \frac{1}{4n+3 + i\mu} \right] = -2\sqrt{2\alpha'} \text{Re} \psi \left( \frac{1 + 2\sqrt{2\alpha'} i\mu}{4} \right) - 2\sqrt{2\alpha'} \text{Re} \psi \left( \frac{3 + 2\sqrt{2\alpha'} i\mu}{4} \right).
\]

Using that the \( \psi \)-functions obey
\[
\psi(1 - z) = \psi(z) + \pi \cot \pi z,
\]
and \( \text{Re} \psi(z) = \text{Re} \psi(\bar{z}) \), we find
\[
\text{Re} \psi \left( \frac{3 + 2\sqrt{2\alpha'} i\mu}{4} \right) = \text{Re} \psi \left( \frac{1 + 2\sqrt{2\alpha'} i\mu}{4} \right) + \frac{\pi}{\cosh \pi \sqrt{2\alpha'} \mu}.
\]

As a consequence we find only nonperturbative differences between the odd and even sums. Following [29], the corresponding expression at finite \( R \) is easily obtained by applying the differential operator
\[
\mathcal{R} = \frac{1}{R} \frac{\partial}{\partial \mu} e^{\frac{1}{\pi \sqrt{2\alpha'}} \frac{\partial}{\partial x}} - e^{-\frac{1}{\pi \sqrt{2\alpha'}} \frac{\partial}{\partial x}},
\]
using
\[
e^{z \frac{\partial}{\partial x}} f(x) = f(x + z).
\]
The expression for the free energy, separated into the odd and the even parts, also suggests a way of obtaining the free energy at radius \( R/2 \), given the result at radius \( R \). In fact, the construction can be developed into a procedure taking us from \( R \) to \( R/n \) using

\[
 f \left( \mu, \frac{R}{n} \right) = \sum_{k=-n^{-1}}^{n^{-1}} f \left( \frac{\mu + ik}{\sqrt{2\alpha'}}, R \right),
\]

(62)

where (52) is just the special case of \( n = 2 \). The result immediately follows from

\[
 g \left( n + \frac{1}{2} \right) = \sum_{n} \sum_{k=-n^{-1}}^{n^{-1}} g \left( p \left( n + \frac{1}{2} \right) + k \right),
\]

(63)

where \( g \) is some arbitrary function. It is important to note that the function \( f(b + ia, R) \) is invariant under sign changes of \( b \) but not \( a \).

We have now completed our preliminary analysis of the matrix model of the type 0B string, and we are ready to turn to the case of type 0A.

### 3.2 The 0A matrix model

The type 0A string is described, according to [2], by a deformed matrix model with potential

\[
 V(\lambda) = -\frac{1}{4\alpha'}x^2 + \frac{M}{2x^2},
\]

(64)

where

\[
 M = q^2 - \frac{1}{4},
\]

and \( q \) is a background RR-flux. Following [20], we know that we in the calculation of the free energy we are supposed to keep only the odd states. The free energy then becomes

\[
 f(\mu_A, R_A, q)_{def} = 2 \Re \sum_{l,m=0}^{1} \ln \left( \frac{1}{2\sqrt{2\alpha'}} (4l + 3) + \frac{2m + 1}{2R_A} + i\mu_A + \frac{-1 + 2\sqrt{M + \frac{1}{4}}}{2\sqrt{2\alpha'}} \right)
\]

(65)

\[
 = 2 \Re \sum_{l,m=0}^{1} \ln \left( \frac{1}{2\sqrt{2\alpha'}} (2l + 1) + \frac{2m + 1}{2R_A} + i\mu_A + \frac{|q|}{\sqrt{2\alpha'}} \right).
\]

(66)

At \( M = 0 \) (that is, \( |q| = 1/2 \)) we recover the odd part of 0B (at \( R_B = R_A \)), and in general we find

\[
 f(\mu_A, R_A, q)_{def} = f \left( \mu_A - \frac{iq}{\sqrt{2\alpha'}}, 2R_A \right).
\]

(67)

It is important here that there is only one term in the expression. Changing \( |q| \rightarrow -|q| \) does not give the same result as was explained in the previous section.
3.3 T-duality

Let us now discuss how T-duality relates the 0A and the 0B strings. We begin by noting that the 0B-expression (47) is (non-perturbatively) self-dual under

$$R_B \rightarrow \frac{2\alpha'}{R_B},$$

provided that one rescales the Fermi level according to

$$\mu_B \rightarrow \frac{R_B}{\sqrt{2\alpha'}}\mu_B.$$  

Even more interesting, is the presence of another duality,

$$R_A = \frac{\alpha'}{R_B},$$

$$\mu_A = \frac{\sqrt{2\alpha'}}{R_A}\mu_B,$$

which exchanges the 0A and 0B theories. When we apply these transformations to the type 0B expression for the free energy, we indeed find

$$f(\mu, R_B) = 2 \text{Re} \sum_{n,m=0} \ln \left( \frac{1}{2\sqrt{2\alpha'}} \left( 2n + 1 \right) + \frac{2m + 1}{2R_B} + i\mu_B \right)$$

$$= 2 \text{Re} \sum_{n,m=0} \ln \left( \frac{1}{2\sqrt{2\alpha'}} \left( 2m + 1 \right) + \frac{2n + 1}{2R_A} + i\mu_A \right)$$

$$= f(\mu_A, R_A, q = 0)_{def} = f \left( \frac{\mu_A}{2}, 2R_A \right) = f \left( \frac{R_B}{\sqrt{2\alpha'}}\mu_B, \frac{2\alpha'}{R_B} \right).$$

In passing we may note that the last expression is equal to the first through the 0B self duality. It is crucial to observe that even though the type 0B expression includes both odd and even states the duality transformation cleverly makes sure that the 0A expression only includes the odd ones as it should.

Since the 0B expression is non-perturbatively self dual around $R = \sqrt{2\alpha'}$, there will be a corresponding nonperturbative self duality in type 0A. It is given by

$$R_A \rightarrow \frac{\alpha'}{2R_A}$$

$$\mu_A \rightarrow \sqrt{\frac{2}{\alpha'}}R_A\mu_A,$$

---

8We focus, when going between 0A and 0B, on the case $q = 0$. A discussion of the interesting, and still not fully understood, case of $q \neq 0$ can be found in [28].
that is, the radius of exact self duality on the type 0A side is $\sqrt{\alpha'}$, which is just the $R_A = \frac{\alpha'}{R_B}$ picture of the $R \to 2\alpha'$ self duality of 0B. The self duality carries over to non-zero $q$ provided one also rescales

$$q \to \sqrt{\frac{2}{\alpha'}} R_A q.$$

This is the self duality observed in [23] and further discussed in [30].

It is important to note that there is another perturbative duality inherited from viewing the type 0A as a deformed and truncated type 0B. That is,

$$f (\mu, R, q = 1/2)_{de/f} = f (\mu, R)_{odd}$$

This expression is perturbatively self dual around $R_A = \sqrt{2\alpha'}$ (without rescaling of $q = 1/2$).

4 Calabi-Yau from matrix models

A convenient trick, introduced in [16], when solving the matrix model, is a continuation to a right side up harmonic oscillator using $\alpha' \to -\alpha'$. As discussed in [32], one can also calculate correlation functions of discrete states, including tachyons at discrete momenta, in this framework. Important tools are the step operators

$$a = \frac{i \hbar}{\sqrt{2}} + \frac{x}{2\sqrt{\alpha'}}$$

$$a^\dagger = -\frac{i \hbar}{\sqrt{2}} + \frac{x}{2\sqrt{\alpha'}}$$

obeying the algebra

$$[a, a^\dagger] = \frac{1}{\sqrt{2\alpha'}}.$$  

where we have suppressed Planck’s constant $1/\beta$. The Hamiltonian is given by

$$H = \frac{1}{2} (a^\dagger a + aa^\dagger)$$

and tachyonic perturbations with positive momentum are obtained by acting with $(a^\dagger)^k$, where $k$ is the momentum in units of $1/\sqrt{2\alpha'}$. Negative momentum tachyons are obtained from acting with $a$.\footnote{To compare with [16] one must take $\alpha' \to 2\alpha'$ in [23] to get the corresponding results for the type 0A string.}

\footnote{In case of the type 0B string we should, to be precise, distinguish between odd perturbations (RR-scalars) and even perturbations (tachyons).}
While this construction works for any value of the radius, there exist further simplifications, as explored in, e.g., [33][34][35], which turn out to reproduce the matrix model results at the self dual radius. To see this, we start with the equation for the Fermi surface, $H = \mu$, which we formally write as

$$a = \mu a^\dagger. \tag{83}$$

If we want to calculate the correlation function between a single negative momentum tachyon (momentum $-l$) and a number of positive momentum tachyons, we therefore need to consider

$$T_{-l} \sim a^l = \left(\frac{\mu}{a^\dagger} + \sum_{k=1}^{\infty} t_k (a^\dagger)^{k-1}\right)^l. \tag{84}$$

The $t_k$ measures ripples on the Fermi sea corresponding to positive momentum tachyons. The next step is to represent the algebra using $a^\dagger = \frac{1}{\sqrt{2\alpha'}} \frac{\partial}{\partial X} \equiv D$, and $\alpha' \to -\alpha'$ such that $D \to -i \frac{1}{\sqrt{2\alpha'}} \frac{\partial}{\partial X}$. It then turns out that the correlation functions at the self dual radius can be obtained from

$$\langle T_1 T_{-p} \rangle = \frac{1}{p} \text{res} (W^p), \tag{85}$$

where

$$W = \frac{\mu}{D} - X + \sum_{k=1}^{\infty} t_k D^{k-1}, \tag{86}$$

and the residue is defined as the coefficient of $1/D$. $X$ can also take the role of $t_1$ and measure perturbations corresponding to the first discrete tachyon, $T_1$. The expression (85) is easily integrated to yield

$$\langle T_{-p} \rangle = \frac{1}{p(p+1)} \text{res} (W^{p+1}). \tag{87}$$

Keeping careful track of the ordering, as done in [24], one can use these expressions to calculate correlation functions to all genus. One only needs to recall that Planck’s constant, $1/\beta$, has been absorbed into the definition of $\mu$, and that tree level corresponds to the limit of large $\mu$ (or rather large $\beta\mu$).

Let us now generalize this construction to the deformed matrix model. As explained in the previous section, the energy levels in the deformed matrix model are shifted in a simple way as compared to the ordinary matrix model based on the inverted harmonic oscillator. To be more precise, the odd and the even levels (when present) shift in opposite directions. As a consequence there is not a single kind of step operator but, instead, two types of step operators given by

$$a_\pm = \frac{ip}{\sqrt{2}} + \frac{x}{2\sqrt{\alpha'}} \pm \frac{\sqrt{M}}{\sqrt{2x}}, \tag{88}$$
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which go between odd and even levels respectively. We also have operators

\[ b = \left( \frac{ip}{\sqrt{2}} + \frac{x}{2\sqrt{\alpha'}} \right)^2 - \frac{M}{2x^2} \]  
(89)

\[ b^\dagger = \left( -\frac{ip}{\sqrt{2}} + \frac{x}{2\sqrt{\alpha'}} \right)^2 - \frac{M}{2x^2}, \]  
(90)

which take two steps at a time and go from even to even or from odd to odd. Since, when \( M \) or \( q \) is large enough, we must project out the even levels, we need to work with \( b \) and \( b^\dagger \), rather than with the \( a_\pm \) and \( a_\mp \) which take us out of the Hilbert space. Using the appropriate operators we can reconstruct the Hamiltonian as (up to operator ordering)

\[ b^\dagger b = H^2 - \frac{M^2}{2\alpha'} \rightarrow H^2 + \frac{M^2}{2\alpha'}, \]  
(91)

where we have continued back to the upside down case by taking \( \alpha' \rightarrow -\alpha' \). It is now easy to write down the analog of (83), which simply is given by

\[ T_{-2l} \sim b^l = \left( \frac{1}{b^l} \left( \mu + \sum_t t_{2k} (b^\dagger)^k \right)^2 + \frac{M}{2\alpha'} \right)^l. \]  
(92)

Following the procedure in the case of the undeformed matrix model, we now need to represent the algebra between the \( b \) and the \( b^\dagger \), that is

\[ [b^\dagger, b] = \frac{4i}{\sqrt{2\alpha'}} H, \]  
(93)

(for the upside down case) in a convenient way. Note that the algebra of the \( b \) and the \( b^\dagger \) coincides with the algebra between \( a^2 \) and \( (a^1)^2 \) in the undeformed matrix model. It is easy to verify that

\[ b^\dagger = D^2 \]  
(94)

\[ b = \frac{1}{D^2} \left( (\mu + XD)^2 + \frac{M}{2\alpha'} \right), \]  
(95)

with \( D = \frac{-i}{\sqrt{2\alpha'}} \frac{\partial}{\partial X} \), does the job. That is, one finds

\[ [b^\dagger, b] = \frac{4i}{\sqrt{2\alpha'}} (\mu + XD) = \frac{4i}{\sqrt{2\alpha'}} H. \]  
(96)

The above structure is exactly what was used in [24] to calculate correlations functions, including higher genus, at \( R = \sqrt{2\alpha'} \). There it was argued, up to the shift \( \alpha' \rightarrow 2\alpha' \) which takes us between the bosonic and type 0 strings, that one should work with

\[ W = \frac{M}{2\alpha'D^2} + \left( \frac{\mu}{D} - X + \sum t_{2k} D^{2k-1} \right)^2, \]  
(97)
in order to obtain the correlation functions. In our heuristic derivation we have not paid attention to the precise ordering of the operators. In [24], however, it is shown how the above expression yields the correct correlation functions also at higher genus.

Let us now discuss how the results we have obtained so far is used to define Calabi-Yau conifolds as discussed earlier. In the undeformed case, the conifold equation is simply obtained from

\[ H - \mu = a^\dagger a - \mu \]  

by writing

\[ a^\dagger a - \mu = uv. \]  

In the deformed case we have

\[ b^\dagger b = \mu^2 + \frac{M}{2\alpha'} \]  

and it is natural to write

\[ b^\dagger b = (\mu + uv)^2 + \frac{M}{2\alpha'}. \]  

The expressions that go into the calculation of the correlation functions of the previous section, are recovered when we restrict the conifold equation to the Fermi surface represented by \( uv = 0 \). In the next section we will investigate in more detail how this works from the point of view of the Calabi-Yau.

It is important to contrast this with what happens when we use (52) to go to half the self dual radius for the undeformed matrix model. The free energy is, in this case, a sum over two terms, and the conifold equation becomes

\[ uv = \left( \frac{\mu_B + \frac{i}{2\sqrt{2}\alpha'}}{2} - a^\dagger a \right) \left( \frac{\mu_B - \frac{i}{2\sqrt{2}\alpha'}}{2} - a^\dagger a \right) \]  

\[ = \left( \frac{\mu_B}{2} - a^\dagger a \right)^2 + \frac{1}{8\alpha'}. \]  

The two expressions (101) and (103) look superficially similar but there are some important differences. The deformed matrix model essentially skips half of the terms in the sum over \( n \) in (17), while going to half the self dual radius essentially means skipping half the terms in the sum over \( m \). The two operations are more or less T-dual to each other with the role of winding and momentum interchanged. Or, in other words, an interchange of \( a^\dagger a \) and \( uv \) as is apparent from the two conifold equations.

The differences between the two cases become even more clear, if we use the conifold equation for the case of half the selfdual radius to derive the expression corresponding to (86). To do this, we must solve for \( a^\dagger a \). This yields two solutions given by

\[ a^\dagger a = \frac{\mu_B}{2} \pm \sqrt{uv - \frac{1}{8\alpha'}}. \]  

At the Fermi sea, \( uv = 0 \), we find

\[ a^\dagger a = \frac{\mu_B}{2} \pm \frac{i}{2\sqrt{2}\alpha'}. \]
which translates into a sum over two contributions with $\frac{\mu}{2}$ shifted $\pm \frac{i}{2\sqrt{2\alpha'}}$. It is easy to verify that this indeed gives the right answer for tachyon correlation functions even at higher genus.

Finally, we need to make contact with the expression for the type 0A free energy that we derived in the previous section, (67). Can we obtain the conifold equation directly as we did above for the case of half the self-dual radius? To do this we use the self-duality of $f(\mu, R)$ to write (67) as

$$f(\mu_A, R_A, q)_{\text{def}} = f\left(\frac{\mu_A - \frac{|q|}{\sqrt{2\alpha'}}}{2}, 2R_A\right) = f\left(\frac{R_A}{\sqrt{2\alpha'}} \left(\mu_A - \frac{i |q|}{\sqrt{2\alpha'}}\right), \frac{\alpha'}{R_A}\right). \quad (106)$$

Evaluating this at $R_A = \sqrt{2\alpha'}$ we find

$$f(\mu_A, R_A, q)_{\text{def}} = f\left(\frac{\mu_A - \frac{i |q|}{\sqrt{2\alpha'}}}{2}, \sqrt{\frac{\alpha'}{2}}\right) = f\left(\frac{\mu_A - \frac{i |q|}{\sqrt{2\alpha'}} + \frac{i}{\sqrt{2\alpha'}}}{2}, \sqrt{\alpha'}\right) + f\left(\frac{\mu_A - \frac{i |q|}{\sqrt{2\alpha'}} - \frac{i}{\sqrt{2\alpha'}}}{2}, \sqrt{\alpha'}\right). \quad (107)$$

That is, a structure of the same form as (52) and consistent with the similarity between (101) and (103). To reconstruct the confold equation from here, it is important to realize that there is an ambiguity due to the invariance of the free energy with respect to the sign of $\mu$. Keeping terms leading in Planck’s constant $1/\beta$, it is easy to convince oneself that, indeed, (101) is a conifold consistent with the matrix model results. While the difference between writing $M$ or $q^2$ in, e.g., (101), disappears when we reinsert $\beta$ and take $\beta \to \infty$, it is the expression with $M$, as shown in [24], which carries over to calculations to higher genus.

It is interesting to note that the construction suggests a way of calculating correlation functions involving tachyons with momentum as well as winding. The key is to consider changes in the complex structure depending on all the complex coordinates on the conifold. Specifically, if we consider the case of the bosonic or type 0B theory, we would consider adding perturbations depending not only on $a$ and $a^\dagger$ (corresponding to tachyons with momentum) but also on $u$ and $v$ (corresponding to tachyons carrying winding).

5 Calculation of the type 0A results from the CY

Using the knowledge we obtained in the previous section, we now want to test the ideas of section 2 in the particular case of the deformed matrix model. Before turning to the calculations, however, there is a seeming paradox we have to resolve. Naively,
one would expect the topological string theory corresponding to the deformed matrix model to have a target space of the form

\[ X : \quad uv + \mu = H(p,x) = \frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{M}{2x^2}, \quad \text{(109)} \]

where \( H \) is the Hamiltonian of the type 0A matrix model. However, whenever the matrix model under consideration corresponds to a two-dimensional string theory, as is the case here, there is another natural geometry to consider. This geometry is given by the defining equations of the so-called ground ring \[36\]. In the most studied case, the one of the \( c = 1 \) string at selfdual radius, both approaches lead to exactly the same deformed conifold geometry, but in general the two geometries may be different.

For the deformed matrix model, when we consider the ground ring of the corresponding string theory, as was done in detail in \[7\] for the case of charge \( q = 0 \), one indeed finds a manifold which differs from (109). In \[7\], a proposal for the defining equation of the ground ring in the case \( q \neq 0 \) was also made. We recovered this equation from a somewhat different perspective, and up to a slight change in the coefficients, in section 3. For reasons which will become clear in a moment, let us denote this manifold by \( X'/2 \):

\[ X'/2 : \quad (uv + \mu)^2 = bb^\dagger - M \quad \text{(110)} \]

Note that even though we use the notation in terms of \( b \) and \( b^\dagger \) from section 4, here we consider \( b \) and \( b^\dagger \) to be ordinary complex variables, not operators\(^{11}\).

At first, one might hope that both of the above equations lead to the same manifold, but a simple study of for example their singularities shows that this is not the case. Why then is it not correct to work with \( X \)? The reason is that in defining the deformed matrix model, we have restricted our space of states to only the odd ones. This is a subtlety that the naive construction of \( X \) does not take into account. Therefore, one would expect that this manifold is correct “up to a factor of two”, in a sense. In appendix 13 we make this statement precise by showing how one can go from \( X \) to \( X'/2 \) by a series of \( \mathbb{Z}_2 \)-orbifolds: first one divides out a \( \mathbb{Z}_2 \)-symmetry of \( X \) to arrive at a manifold \( X/2 \), and then one constructs a different manifold \( X' \) of which both \( X/2 \) and \( X'/2 \) are \( \mathbb{Z}_2 \)-orbifolds.

Let us now calculate the periods of \( \Omega \) on \( X'/2 \). This manifold is not of the type considered in appendix A but the techniques used to calculate the periods are quite similar. We view the geometry as a fibration over the \((u,v)\)-plane. Then, the fiber is a cylinder, except over the curves \( C_\pm : uv = -\mu \mp i\sqrt{M} \), where the one-cycle on the cylinder pinches. (The change in sign in the notation is to make the result below look simpler.) The geometry has two \( A \)-cycles, which we denote by \( A_\pm \), and which can be constructed by taking disks \( D_\pm \) in the \((u,v)\)-space which have the non contractible circles on \( C_\pm \) as their boundaries, and taking a circle-fibration over these disks which

\(^{11}\)However, as was explained in 4, the correct interpretation of the \((b,b^\dagger)\)-plane is that of a phase space, which gets quantum corrections that make \( b \) and \( b^\dagger \) noncommutative. It would be very interesting to work this out in more detail for this example.
degenerates into a point (the node of $uv = 0$) at the boundary of $D_{\pm}$. Then we immediately find\(^\text{12}\):
\[
\begin{align*}
 z^\pm &= \int_{A^\pm} \Omega = \int_{A^\pm} \frac{du \wedge dv \wedge db}{b} \\
 &= 2\pi i \int_{D^\pm} du \wedge dv \\
 &= 2\pi i \int_{D^\pm} d(udv) \\
 &= 2\pi i \int_{\partial D^\pm} udv \\
 &= 2\pi i \int_{\partial D^\pm} \frac{-\mu \mp i\sqrt{M}}{v} dv \\
 &= 4\pi^2 (\mu \pm i\sqrt{M})
\end{align*}
\]

Next, we calculate the $B$-periods of $\Omega$ on $X'/2$. Because of the non-compactness of these cycles, we really have to parameterize them, and introduce a cutoff. Let us define a mapping from the upper half plane into $(u,v)$-space by
\[
\begin{align*}
u &= c \left[ e^r + \frac{\theta}{\pi} \left( e^{-r} - e^r \right) \right] \\
v &= c \left[ e^{-r} + \frac{\theta}{\pi} \left( e^r - e^{-r} \right) \right]
\end{align*}
\]

where $c^2 = -\mu \mp i\sqrt{M}$ and we parameterized the upper half plane by a radial coordinate $r$ and an angular coordinate $\theta$ running from 0 to $\pi$. Note that the boundary of the image indeed lies on the curve $uv = c^2$. We will integrate over the upper half plane up to some cutoff radius $R_c$. We should take this cutoff $c$-dependent for the following reason. Note that the last “half-circle” over which we integrate becomes the line
\[
\begin{align*}
u &= c e^{R_c} \left( 1 - \frac{\theta}{\pi} \right) \\
v &= c e^{R_c} \frac{\theta}{\pi}
\end{align*}
\]
in $(u,v)$-space, where we ignored terms of order $e^{-R_c}$. This “target-space” cutoff should be independent of $c$, and therefore we have to choose
\[
R_c = \log(\Lambda/c)
\]
with $\Lambda$ large. Using this, the integral is straightforward to perform, and we find
\[
w_+ = \int_{B_+} \Omega = i\pi \Lambda^2 - 2\pi i\mu_c \log(\mu_c/\Lambda^2),
\]
\(^{12}\)Up to the shift by 1/4 which we mentioned before, these periods agree with the results in [7].
where we used the notation \( \mu_c = \mu + i\sqrt{M} \). The result for \( w_- \) is given by the same expression with \( \mu_c \to \overline{\mu}_c \). Note that, as is also known from the case of the conifold for example, the multivaluedness of the logarithm corresponds exactly to adding one or more \( A \)-cycles to the \( B \)-cycle.

Now, let us calculate the prepotential of the geometry. Of course, \( z_\pm \) are really complex conjugate variables, so it might seem that we do not have sufficient information to do so, but we can solve this problem by formally viewing \( \mu \) and \( M \) as complex variables, so \( z_\pm \) become independent. Integrating up the \( B \)-cycle periods to get the prepotential in terms of the \( z_\pm \) is then a simple exercise, and we find

\[
F_0(\mu, \sqrt{M}) = \pi \Lambda^2 z_+ - \frac{z_+^2}{\pi} \log \left( \frac{z_+}{2 \pi i \Lambda^2 e^2} \right) + (z_+ \leftrightarrow z_-). \tag{116}
\]

In this equation and the ones that follow, we are implicitly taking the imaginary part on the right hand side to find the real results from the matrix model literature. The above expression is the generalization of the grand canonical part of the undeformed matrix model, \( F(\mu) \), which we discussed earlier, and has the characteristic divergent term linear in \( z \). As we explained in section 2.2, it is natural to make a Legendre transform in all the variables \( z \) to obtain

\[
\tilde{F}_0(\Delta, p) = \frac{\mu_c^2}{32 \pi} \sqrt{\frac{2}{\alpha'}} \log \left( \frac{\mu_c^2}{\Lambda^4} \right) + (\mu_c \leftrightarrow \overline{\mu}_c) \sim (\mu^2 - M^2) \log \left( \frac{\mu^2 + M^2}{\Lambda^4} \right), \tag{117}
\]

where we now changed the norm of \( \Omega \) (and hence \( z_\pm \)), and we absorbed the constant in the logarithm into \( \Lambda \). \( \tilde{F}_0 \) is by nature a function of \( \Delta \) and the Legendre conjugate to \( \sqrt{M} \), which we have denoted by \( p \). Up to the term linear in \( \mu \), and after redefining \( \Lambda \), this coincides, numerically, with \( F_0 \). We may also choose to Legendre transform only in \( \mu \), and leave \( \sqrt{M} \) as it is. In this case we find

\[
\tilde{F}_0(\Delta, \sqrt{M}) = - \frac{1}{8\pi} (\mu^2 + M^2) \log \left( \frac{\mu^2 + M^2}{\Lambda^4} \right). \tag{118}
\]

where we set \( \alpha' = 1/2 \). Note that indeed, our result agrees precisely with matrix model results, at \( \mu = 0 \), discussed recently in \cite{31, 37, 38, 39}. Also note the crucial relative sign between \( \mu \) and \( M \), comparing (118) and (116).

Finally, let us calculate the genus zero contribution to the black hole entropy \( S \). Using the Riemann bilinear relation, one finds

\[
S_{BH,0} = \frac{i \pi}{4} \int \Omega \wedge \overline{\Omega} = \frac{i \pi}{4} (z_+ \overline{w}_+ + z_- \overline{w}_-) + \text{c.c.} \tag{119}
\]

\[
= - \frac{1}{8} \mu \Lambda^2 + \frac{1}{8} \mu_c \overline{\mu}_c \log(\mu_c \overline{\mu}_c / \Lambda^4) \tag{120}
\]

\[
= - \frac{1}{8} \mu \Lambda^2 + \frac{1}{8}(\mu^2 + M^2) \log \left( \frac{\mu^2 + M^2}{\Lambda^4} \right).
\]

Just as in the case of the undeformed matrix model, this expression is modified by the correction term \( \delta \) discussed in section 2.4, which only gets a contribution from
the term linear in $\mu$. Correcting (119) by (7) and then comparing with (118), we find that $S_{BH,0} = -\pi \hat{F}_0$. Since the self-dual temperature for the deformed matrix model is $T_s = 1/\pi$, this is precisely eqn. (15) found in section 2.1.

6 Conclusion

In this paper we have studied the connection between $c = 1$ matrix models at self-dual radii and non-compact Calabi-Yau manifolds. These results are particularly interesting in light of the recent proposal made in [5], where the partition function of topological string theory was conjectured to be equivalent to the one for $\mathcal{N} = 2$, $D = 4$ black holes.

Using the findings of [5] and the connection between topological string theory and matrix models, formulated in this paper, we have calculated the entropy of the 4D black hole (15). As explained in the paper, the main observation is that the black hole entropy is related to the canonical free energy of the matrix model by

$$S_{BH} = -\frac{F_{MM}}{T_s}. \quad (121)$$

The reason this is the case is that on the space-time side the temperature of the black hole is zero, implying that the canonical partition function reduces to just the number of ground states of the theory.

In particular the relation between the deformed matrix model and Calabi-Yau has been analyzed in detail. In this construction it was important to clarify what one means with self-dual radius since, unlike the bosonic case, there seem to be many radii to choose among. We discussed this in detail in section 3, where the relation between $0B$ and $0A$ was used in order to clarify this issue. The second thing of great importance was to carefully take into account the fact that only the odd wave functions on the matrix model side should be included. This restriction naturally introduced the two-step operators $b$ and $b^\dagger$ into the geometry of the Calabi-Yau.

Given this we were able to precisely calculate matrix model quantities such as the grand canonical and canonical free energies purely from the Calabi-Yau side, reproducing the known matrix model results. Even though on the Calabi-Yau side we were working mainly at the classical level, we believe the generalization to a quantum description should be quite straightforward. In particular, the two-step operators $b$ and $b^\dagger$ explicitly present on the Calabi-Yau geometry should make this very interesting generalization possible.

To conclude this paper, we list a few open questions raised by our findings.

- One obvious goal is to find a matrix model description of a compact Calabi-Yau. Since we don’t know how to do this, in this paper we had to deal with non-compact Calabi-Yau manifolds and the resulting divergencies. Even though we found a good way to deal with this, it would be very interesting to see how
the manifestly finite results from a compact Calabi-Yau can be translated into matrix model results or vice versa.

- The relation between matrix models and extremal 4D black holes is very interesting from the point of view of the $AdS_2$ near horizon geometry of the black holes, as was pointed out in [5, 6]. On general grounds one would expect to find a $CFT_1$ dual of the system, i.e. a matrix quantum mechanics. One puzzling feature with the $AdS_2$ geometry is that it has two boundaries, suggesting that perhaps one should look for two holographic duals. At this point we do not have much to say about this apart from the potentially interesting observation that the deformed matrix model we consider in this paper necessarily has a reality condition put on it, effectively factorizing the theory into two chiral sectors. One might speculate on that they are naturally associated to each boundary respectively [6].

- In deriving the relation between the deformed matrix model and the Calabi-Yau, it was important to make sure to remove half of the eigenstates relative to the undeformed case. In the original relation between 2D string theory and $c = 1$ matrix models, the removal of half of the states corresponds, for example, on the space-time side to projecting the RR-scalar away [1, 2], thus leaving the tachyon as the only propagating degree of freedom. It would be interesting to see if something similar happens on the 4D space-time side.

- As already mentioned, the generalization of our analysis to the quantum case would quite naturally be very interesting. For the specific case of the deformed matrix model it is quite clear that a very useful tool for this generalization are the two-step operators, explicitly sitting as parts of the geometry of the Calabi-Yau. Indeed, considering the commutation relations of the generators, it seems natural to expect some kind of non-commutative geometry to arise in this process. Probably the techniques of [4] will be very useful in this regard.
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A Generalities on non-compact Calabi-Yau manifolds

In this paper, we consider non-compact complex three-dimensional Calabi-Yau manifolds embedded in $\mathbb{C}^4$ as the set of solutions of a defining equation

$$G(p, x, u, v) = 0.$$  \hfill (122)  

The object we will be interested in most is the holomorphic (3,0)-form $\Omega$ living on this hypersurface. Such a three-form is only well-defined up to multiplication by a holomorphic function. On a compact Calabi-Yau, the only globally defined holomorphic functions are the constant ones, so in that case the holomorphic three-form is unique up to multiplication by a constant. On a non-compact manifold, there is in general much more freedom in the choice of the three-form\textsuperscript{13}. In the case where the three-fold is embedded in $\mathbb{C}^4$, however, there is a very natural choice for $\Omega$. It follows from the natural choice for the holomorphic four-form in the embedding space:

$$\Lambda^{(4)} = dp \wedge dx \wedge du \wedge dv$$  \hfill (123)  

We would like to decompose this as $\Lambda^{(4)} = \Omega \wedge A^{(1)}$, where $A^{(1)}$ is a one-form perpendicular to the embedded hypersurface. (This means that for a vector field $Y$ along the hypersurface, $A^{(1)} \circ Y = 0$.) The natural choice for $A^{(1)}$ is of course $A^{(1)} = dG$.

So, for example, if in a certain patch we choose $(p, x, u)$ as local coordinates on the three-dimensional surface, we would write

$$\Lambda^{(4)} = \left( \frac{dx \wedge dp \wedge du}{\partial G/\partial v} \right) \wedge \left( \frac{\partial G}{\partial v} \, dv \right),$$  \hfill (124)  

and hence

$$\Omega = \frac{dp \wedge dx \wedge du}{\partial G/\partial v},$$  \hfill (125)  

where we have to express $\partial G/\partial v$ in terms of $p, x$ and $u$.

An important ingredient in our calculations will be the Riemann bilinear relation, which says that for two closed three-forms $C_1^{(3)}$ and $C_2^{(3)}$,

$$\int_{CY} C_1^{(3)} \wedge C_2^{(3)} = \sum_{I=1}^{b_3} \left( \int_{A^I} C_1^{(3)} \int_{B_I} C_2^{(3)} - \int_{A^I} C_2^{(3)} \int_{B_I} C_1^{(3)} \right),$$  \hfill (126)  

where $b_3$ is the third Betti number of the Calabi-Yau and $A^I, B_I$ is a canonical basis of three-cycles for $H_3(X)$, meaning that

$$A^I \cap B_J = \delta^I_J$$
$$A^I \cap A^J = 0$$
$$B_I \cap B_J = 0.$$  \hfill (127)  

\textsuperscript{13}To avoid confusion, note that this does not mean that the cohomology class (and hence periods) of the three-form are not unique!
Strictly speaking, the Riemann bilinear identity only holds for compact Calabi-Yau spaces. For example, on a non-compact manifold a basis of the above form may not even exist. However, even though our Calabi-Yau manifolds are non-compact, we will always be thinking of them as patches of a larger, compact Calabi-Yau. With this in mind, we will identify the “physical” $A$- and $B$-cycles, and calculate the contributions to (126) coming from these cycles.

The canonical $A$- and $B$-cycles can be used to find coordinates on the moduli space of complex structures on the Calabi-Yau manifold. Given the cohomology class of the holomorphic three-form $\Omega$, such a complex structure is uniquely defined. Since this cohomology class of a three-form is uniquely determined by its periods around a basis of three-cycles, we can use these periods as a set of coordinates on the moduli space of complex structures. It turns out that these coordinates are highly redundant, and it is enough to specify only the periods around the $A$-cycles:

$$z^I = \int_{A^I} \Omega. \quad (128)$$

In fact, there is still a slight redundancy, since multiplying $\Omega$ by a complex constant does not change the complex structure. Therefore, the $z^I$ are projective coordinates on the moduli space of complex structures of the Calabi-Yau. In these coordinates, the $B$-cycle periods of $\Omega$ also have a very simple expression:

$$\int_{B_I} \Omega = F_I \equiv \frac{\partial F_0}{\partial z^I}, \quad (129)$$

where the prepotential $F_0$ can be calculated as the genus zero contribution to the $B$-model topological string partition function $F_{\text{top}}$. As is conventional, we will denote derivatives of $F_0$ with respect to the $z^I$ by $F_I, F_{IJ}$, and so on.

Again, the above is only strictly true for a compact Calabi-Yau manifold. This will be sufficient for our purposes, because of the assumed “hidden compactness” we mentioned before. One thing which will be different from the well-known compact properties, however, is that the prepotential is no longer a homogeneous function of degree two in the $z^I$; there will be logarithmic corrections to this coming from the fact that some of the three-cycles are non-compact. As a result, the prepotential becomes dependent on our choice of coordinates on the complex structure moduli space. This fact plays an important role in section 2.2.

In the case where we have a matrix model\textsuperscript{14} with a Hamiltonian

$$H(p, x) = \frac{1}{2} p^2 + V(x), \quad (130)$$

a very natural geometry to consider (see [4] for details) is the one where the defining equation (122) takes the form

$$uv + \mu = H(p, x) = \frac{1}{2} p^2 + V(x). \quad (131)$$

\textsuperscript{14}In this paper, we use “matrix model” to mean “matrix quantum mechanics”, although many statements are also likely to be valid for “ordinary” matrix models where the matrices do not depend on time.
The simplest example of this is the case when \( V(x) = -\frac{1}{2}x^2 \), where the corresponding geometry is the deformed conifold. As is well-known [3], the topological string theory on the deformed conifold indeed has a partition function which equals the grand canonical partition function of a matrix model with potential \( V \), namely the matrix model for the bosonic \( c = 1 \) string at selfdual radius.

Let us now review the way in which one calculates the periods of \( \Omega \) in a geometry of the form \((131)\). One views the geometry as a (degenerate) fibration over the complex \((p, x)\)-plane, see figure 1. At a general point \((p, x)\), the fiber will be of the form \( uv = \text{const} \), which is topologically a cylinder. However, when \( H(p, x) = \mu \), the fiber degenerates into \( uv = 0 \), which is the union of two complex planes identified in one point, or equivalently a cylinder with a pinched cycle. The \( A \)- and \( B \)-cycles of the complex three-fold are now constructed by taking \( a \)- and \( b \)-cycles of the Riemann surface \( H(p, x) = \mu \), “filling up” these cycles in the complex \((p, x)\)-plane, and taking a circle fibration over them which degenerates at the boundary on the Riemann surface. For compact one-cycles on the Riemann surface, this leads to 3-cycles with the topology of a three-sphere. For non-compact one-cycles, one needs to introduce a cutoff on the Riemann surface; the corresponding three-dimensional topology is that of a three-ball, where the \( S^2 \) at its boundary corresponds to the cutoff on the Riemann surface. With some brain gymnastics, one can convince oneself that the cycles constructed in this way are indeed non contractible and independent, have the correct intersection properties, and that these are all the three-cycles.

Figure 1: Geometries of the form \((131)\) can be viewed as fibrations over the \((p, x)\)-plane. When \( H(p, x) = \mu \), the fiber degenerates. Cycles of the three-fold are constructed by taking cycles of this Riemann-surface, filling them up, and taking a fibration over them which is a circle at the interior and the pinched circle, i.e. a point, at the boundary.

To carry out the above procedure, we thus need to find the one-cycles on the non-compact Riemann surface given by

\[
\Sigma : \quad \frac{1}{2} p^2 + V(x) - \mu = 0.
\]
Let us again view this surface as a fibration, this time over the complex \( x \)-plane. At a general \( x \), there will be two values of \( p \) satisfying the equation, so the fiber consists of two points. However, when \( V(x) = \mu \) there will be only a single point; let us call the points where this happens \( x_i \). Moreover, there will be branch cuts starting from the \( x_i \): when walking around \( x_i \) in the \( x \)-plane once, one returns on the opposite \( p \)-sheet. This is depicted in figure 2, where we chose a potential and a \( \mu \) such that all \( x_i \) are real. Moreover, for convenience we chose an even number of branch points. Note that the position of the branch cuts is of course a choice; any choice of branch cuts which either end up at infinity or at another branch point will do.

![Figure 2: The Riemann surface \( \frac{1}{2}p^2 = V(x) - \mu \) consists of two sheets, glued together at a finite number of branch points \( x_i \). The \( a^I \) denote both the branch cuts and the canonical choice of \( a \)-cycles; the \( b_I \) denote the canonical \( b \)-cycles (but no branch cuts).](image)

One can now construct non contractible one-cycles by going from \( x_i \) to \( x_j \) on one sheet, and go back on the other sheet. Moreover, one can go from any of these points to infinity along both sheets, to get a non-compact cycle. The conventional choice is to take all \( a \)-cycles to be compact and along the branch-cuts, corresponding to integrals over the fermi sea components in the matrix model, and to take the \( b \)-cycles going to infinity. One may be tempted to draw as many finite cycles as possible by connecting points which are not connected by branch cuts, such as \( x_2 \) and \( x_3 \) in the figure, but then the compact \( b \)-cycles will intersect two \( a \)-cycles and hence will not satisfy the definition. However, such a compact cycle can be viewed as the \textit{difference} of two \( b \)-cycles\footnote{One can also view \( b_1 - b_2 \) as a true \( b \)-cycle, provided one takes one of the \( a \)-cycles to be \( a_1 + a_2 \) so it does not intersect this \( b \)-cycle.}, a point which will be important to us in section 2.3. Of course no matter what, one is always going to end up with at least one truly non-compact cycle.

The periods of the three-form are now easily calculated by first integrating over the fiber in the complex \((u, v)\)-plane using Cauchy’s theorem, and then integrating over the two-dimensional surface in the base space, which we will call \( D \). This last integral is carried out by first integrating over the line from a point \((p, x)\) to the point \((-p, x)\) using Stokes’ theorem, and finally integrating over the cut (for an \( A \)-cycle) or
line to infinity (for a $B$-cycle) in the $x$-plane. This gives:

\[
\int_{A/B} \Omega = \int_{A/B} \frac{dx \wedge dp \wedge du}{u} = 2\pi i \int_D dp \wedge dx = 2\pi i \int_D d(px) = 4\pi i \int_{a/b} p(x)dx = 4\pi i \int_{a/b} \sqrt{2(\mu - V(x))}dx.
\]

(133)

\section{Relation between the two manifolds for $0A$}

\subsection{Relating the manifolds}

In section 5, we explained that the naive manifold on which a topological string dual to the deformed matrix model should live,

\[
X : \quad uv + \mu = \frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{M}{2x^2},
\]

(134)
is not the correct one, but that it should be replaced by

\[
X'/2 : \quad (uv + \mu)^2 = bb^\dagger - M
\]

(135)

From the construction in section 3, it is quite clear how the defining equations of $X$ and $X'/2$ are related. Let us first square the equation for $X$:

\[
(uv + \mu)^2 = \frac{1}{4}(p^2 - x^2 + \frac{M}{x^2})^2.
\]

(136)

Then, as in section 3, we make the following definitions of $b$ and $b^\dagger$:

\[
b = \frac{1}{2}(p + x)^2 + \frac{M}{2x^2} \quad b^\dagger = \frac{1}{2}(p - x)^2 + \frac{M}{2x^2}
\]

(137)

Inserting these definitions in (135), we recover exactly the equation (136).
Figure 3: The relations between the different manifolds introduced in this section.

Let us now see what this means in terms of the geometries. It is clear that the map from \((p, x)\) to \((b, b^\dagger)\) is not one-to-one. One sees immediately that \((p, x)\) and \((-p, -x)\) map to the same point, and with a short calculation one finds that

\[
\left(\frac{px^2}{\sqrt{p^2x^2 + M}}, \frac{\sqrt{p^2x^2 + M}}{x}\right) \quad \text{and} \quad \left(-\frac{px^2}{\sqrt{p^2x^2 + M}}, -\frac{\sqrt{p^2x^2 + M}}{x}\right)
\]

also map to the same \((b, b^\dagger)\).

With these results, it is easy to construct \(X'/2\) out of \(X\). Let us first construct a manifold \(X/2\) by dividing out the \(\mathbb{Z}_2\)-action \((p, x) \mapsto (-p, -x)\) on the manifold \(X\):

\[
X/2 : \quad \left(\frac{u}{\sqrt{2}} + \mu = \frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{M}{2x^2}\right) / \mathbb{Z}_2^A,
\]

where we denoted this particular \(\mathbb{Z}_2\) by \(\mathbb{Z}_2^A\). Now, note that this manifold is also a \(\mathbb{Z}_2\)-orbifold of the following orbifold:

\[
X' : \quad \left((uv + \mu)^2 = \left(\frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{M}{2x^2}\right)^2\right) / \mathbb{Z}_2^A.
\]

That \(X/2\) is a \(\mathbb{Z}_2\)-orbifold of this can be easily seen by writing it as

\[
X' : \quad \left(uv + \mu = \pm \left(\frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{M}{2x^2}\right)\right) / \mathbb{Z}_2^A,
\]

and noting that \((p, x, u, v) \mapsto (ip, ix, u, v)\) maps solutions with a plus sign on the right hand side to solutions with a minus sign, and squares to the identity. (It squares to minus the identity, which equals the identity because this is exactly the \(\mathbb{Z}_2^A\) we divided out.) We denote this orbifolding group by \(\mathbb{Z}_2^B\). Finally, to get from \(X'\) to to \(X'/2\), we
need to divide out another \( \mathbb{Z}_2 \), which we call \( \mathbb{Z}_2^C \) and which maps\(^{16} \)

\[
(p, x) \mapsto \left( \frac{px^2}{\sqrt{p^2x^2 + M}}, \frac{\sqrt{p^2x^2 + M}}{x} \right).
\]

(142)

Note that this is a well-defined \( \mathbb{Z}_2 \)-action only after dividing out \( \mathbb{Z}_2^A : (p, x) \sim (-p, -x) \), since the square of this operation is \( \pm 1 \). However, by a slight abuse of notation we will write

\[ X'/2 : \quad (uv + \mu)^2 = \left( \frac{1}{2} p^2 - \frac{1}{2} x^2 + \frac{M^2}{2x^2} \right)^2 / (\mathbb{Z}_2^A \times \mathbb{Z}_2^C), \quad (143) \]

for the resulting manifold. We have summarized the different manifolds and their relations in figure 3, where for clarity we also included the manifold

\[ Y : \quad (uv + \mu)^2 = \left( \frac{1}{2} p^2 - \frac{1}{2} x^2 + \frac{M^2}{2x^2} \right)^2 \quad (144) \]

This manifold will not play any role in the rest of our story.

Summarizing, we see that the fact that in the matrix model we only have the odd level states, translates into the chain of \( \mathbb{Z}_2 \)-orbifolds we encountered above. In a sense, the resulting manifold \( X'/2 \) in indeed “half as big” as the original manifold \( X \). It would however be interesting to see a matrix model interpretation of the several other manifolds in this chain as well. Roughly, the picture seems to be as follows. When we go from \( X \) to \( Y \), we add a second matrix model to the original one. Then \( \mathbb{Z}_2^A \) removes half of the states of each matrix model, and \( \mathbb{Z}_2^C \) relates the two matrix models in such a way that their moduli become complex conjugates. To get a better understanding of the relation between matrix models and geometries, it would be interesting to work out this structure in more detail and see if it can be applied to different examples as well.

### B.2 Relating the cycles and periods

It is instructive to see how the different three-cycles, and hence the \( \Omega \)-periods, in the different geometries are related. Since in the definition of \( X \), the explicit Hamiltonian of the matrix model appears, the physical interpretation of the different cycles in terms of integrations over the fermi sea or “under the hill” is much clearer there. Therefore, we would like to see how these cycles are related to those on \( X'/2 \). Instead of parameterizing the different cycles and calculating how they behave under the different \( \mathbb{Z}_2 \)-maps, we choose to do this in a more graphical and as a result hopefully more intuitive way.

---

\(^{16}\)This map has appeared before in [40], where the author constructs a type IIA matrix model from a matrix model similar to our type 0A model. It would be interesting to see if one can rephrase the results of [40] in terms of Calabi-Yau manifolds as well.
We will use the same strategy as before, and think of all the geometries as fibrations over the complex \((p, x)\)-plane. Moreover, it will be useful to think of this complex \((p, x)\)-plane as foliated by leafs of the form

\[
\tilde{L}_c : \quad \frac{1}{2} b^2 - \frac{1}{2} x^2 + \frac{M}{2x^2} = c.
\]  

(145)

Just as before, we draw these leafs as degenerate fibrations over the complex \(x\)-plane – see figure 4a. By viewing the two sheets in this picture as cylinders, and the branch cuts as tubes joining these cylinders, one sees that the topology of these leafs is that of figure 4b. When \(c = \pm i\sqrt{M}\), the two branch cuts degenerate into nodes. These degenerate leafs will not play any role in what follows; they do not correspond to special regions in the manifold, but their appearance is simply a result of our way of foliating the space.

![Figure 4](image)

Figure 4: (a) The leafs \(\tilde{L}_c\) consist of two sheets, connected at four branch points. The small dots indicate the branch points, and the dashed lines a choice of branch cuts. The big dot in the middle corresponds to \(x = 0\), and is not part of the sheets. (b) A smooth picture of the same topology.

In the manifolds where we have divided out the \(\mathbb{Z}_2^A\), mapping \((p, x)\) to \((-p, -x)\), the leafs will be \(\mathbb{Z}_2\)-orbifolds of \(\tilde{L}_c\), which we denote by \(L'_c\):

\[
L'_c : \quad \left(\frac{1}{2} p^2 - \frac{1}{2} x^2 + \frac{M}{2x^2} = c\right) / \mathbb{Z}_2^A.
\]

(146)

We draw these leafs in figure 5a. Note that the boundaries of the two triangles are identified within the same sheet, perhaps contrary to what one would expect if one takes the picture too literally. That this is the right identification can be most easily seen by noting that near the singularity, the surface is given by \(p = \pm i\sqrt{M} x^{-1}\). By gluing the edges one sees that the topology is that of two cylinders connected by a single tube, as in figure 5b.

Finally, the identification \(\mathbb{Z}_2^C\) identifies points in the leaf \(L'_c\) with points in the leaf \(L'_{-c}\). (Note that in the leaf \(L'_0\), both elements of \(\mathbb{Z}_2^C\) act as the identity.) We denote
(a) maps the two regular points with $x = i\sqrt{2c}$ in $L'_c$ (where $p^2x^2 = -M$) to the two infinities at $x = 0$ in $L'_{-c}$, and vice versa. Therefore, after the identification the two points with $x = 0$ become regular points, as is drawn in figure 5a. This leaf has the topology of a cylinder, as was to be expected since it can alternatively be written as $bb^\dagger = c + M$.

Figure 6: (a) The leafs $L_c$. The diagonal boundaries are identified as indicated by the arrows. Note that the points $x = 0$ have now become regular points. (b) The topology of $L_c$ is simply that of a cylinder.

Now let us consider the different fibrations. Let us start with

$$X : \quad uv + \mu = \frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{M}{2x^2}. \quad (148)$$
Here, the fiber over a general leaf \( \tilde{L}_c \) is of the form \( uv = c - \mu \), which is topologically a cylinder. Only when \( c = \mu \), the fiber degenerates into a pinched cylinder. This is drawn in figure [4]. Using the same construction as before, we can construct several three-cycles in the full geometry from one-cycles on the Riemann surface in figure [4]. The one-cycles that will be of interest to us are the compact \( a \)-cycles going between two branch points, and the non-compact \( b \)-cycles going off to infinity from a single branch point. The physical interpretation is the same as before: the \( b \)-cycle integrations correspond to integrals over the fermi sea, whereas the \( a \)-cycle integrations correspond to integrals “under the hill”. (These last ones should really be viewed as regularized integrals, avoiding the singularity at \( x = 0 \).)

The periods of \( \Omega \) can be calculated by exactly the same method as we used before, and one finds

\[
\begin{align*}
\int_A \Omega &= 2\pi^2 \mu \\
\int_B \Omega &= i\pi \left( \Lambda^2 - \mu c \log(\mu_c/\Lambda^2) - \overline{\mu}_c \log(\overline{\mu}_c/\Lambda^2) \right)
\end{align*}
\]

(149)

where we introduced the complexified \( \mu_c = \mu + i\sqrt{M} \). Note that the result does not depend on which of the possible \( A \)- or \( B \)-cycles we choose. In particular, one might construct a more physical \( a \)-cycle along the real axis in the \( x \)-plane (but avoiding the singularity by an imaginary \( \epsilon \)) by adding two \( a \)-cycles; the resulting period will simply be \( 4\pi^2 \mu \).

When we divide out \( \mathbb{Z}_2^A \) mapping \( (p, x) \mapsto (-p, -x) \), nothing happens to the fibers, and the base space will be divided out by the \( \mathbb{Z}_2^A \), which as we saw acts within the leaves \( \tilde{L}_c \), turning them into the leaves \( L'_c \) of figure [5]. Therefore, each cycle in \( X/2 \) corresponds to the sum of two “mirrored” cycles in \( X \), and the periods are simply twice the periods in (149).

Figure 7: The fibration giving the manifold \( X \). At the leaf \( \tilde{L}_\mu \), the fiber degenerates. The same picture is valid for \( X/2 \), with the leaf \( \tilde{L}_\mu \) replaced by \( L'_\mu \).
Now, let us draw the “double cover” $X'$ of $X/2$:

$$X': \left(uv + \mu = \pm \left(\frac{1}{2}p^2 - \frac{1}{2}x^2 + \frac{M}{2x^2}\right)\right)/\mathbb{Z}_2^A,$$ (150)

Note that the $\mathbb{Z}_2$-action $(p, x) \mapsto (ip, ix)$ maps the leaf $L'_c$ to $L'_{-c}$. Over a general leaf $L'_c$, the fiber consists of the two cylinders $uv = \pm c - \mu$. There are three special leafs: at $L'_{\pm \mu}$ one of the two cylinders in the fiber becomes a pinched cylinder, and at $L'_0$, the fiber becomes a single cylinder. This is drawn in figure 8.

Figure 8: The fibration giving the manifold $X'$. At the leafs $L'_{0, \pm \mu}$, the fiber degenerates. The shaded region represents a filled $a$-cycle of $L_\mu$. There are extra dimensions in this picture which result in the fact that we can either let this filled up cycle pass “above” $L'_0$ or “under” $L'_0$, or, as we have drawn here, through it. In the latter case, in the interior of $L'_0$, we have the choice of two branches or the fiber.

Finding the $A$- and $B$-cycles in this geometry that correspond to the cycles we identified in $X'$ requires some care. Let us focus on the $A$-cycles. Recall that to construct the $A$-cycles, we have to take the $a$-cycles on $L'_{\pm \mu}$, and view them as boundaries of disks in the full $(p, x)$-space. We now have to ask ourselves whether this boundary intersects $L'_0$ or not. In general, in a four-dimensional space, two infinite two-dimensional surfaces will always intersect, but here, one of the directions on $L'_0$ is compact, so this is not necessarily the case. A lower-dimensional analogue is drawn in figure 8, the curve from $P$ to $Q$ does not have to intersect the circle $S$. However, we have to choose on which side of $S$ the curve passes, and the same is true in the case under consideration here. Now we claim that the two ways to “fill up” the cycle $a$ actually will lead to different $A$-cycles. The easiest way to see this is to take the limiting situation where the disk with boundary $a$ actually cuts through the cylinder $L'_0$, see figure 8. On the inside of the circle on which the surfaces intersect, there will then be a choice of two fibers, and these cannot be continuously deformed into each other$^{17}$.

$^{17}$One might wonder if a similar two-fold degeneracy shows up depending on which side we use to pass the other $L'_{\pm \mu}$, but since the fiber here still consists of two disconnected components, one can continuously deform these two cycles into each other.
Figure 9: The lower-dimensional analogue of the situation in figure 8. Even though the circle $S$ is one-dimensional, a one-dimensional curve from $P$ to $Q$ does not necessarily intersect it. However, when it does not, we have to choose on which side the curve passes $S$.

To confirm the above picture, one can actually carry out the cycle integrals using the surface described above, and one then encounters a square root branch cut where one has to choose a sign, corresponding to the choice of a fiber. Instead of working this out in detail, we will calculate the periods (on $X'/2$, which has the same behavior) in a much more elegant way in section 5.

Summarizing the story so far, we find that each $A$-cycle in $X/2$ corresponds to four $A$-cycles in $X'$: two originating from $L'_\mu$ and two originating from $L'_{-\mu}$. Finally, we have to project down $X'$ to $X'/2$, by using the $\mathbb{Z}_2$-action (142). Since this action maps $L'_c$ to $L'_{-c}$, this amounts to keeping half of the leafs, which now become of type $L_c$ as explained above. The resulting picture is sketched in figure 10. Recall that the generic leafs are now simply cylinders, which have one compact $a$- and one non-compact $b$-cycle. Again, we can construct $A$-cycles by starting from the single $a$-cycle on $L_\mu$. Note that even though $L_0$ sits on the boundary of our picture, in reality the manifold does not have a boundary, and we still have to worry about on which side of $L_0$ our disk passes. Arguing like above, we therefore find two $A$-cycles $A_{\pm}$, where the $\pm$ denotes "over" or "under". Similarly, we find two $B$-cycles.

So the total picture is now as follows: each of the two cycles $A_{\pm}$ in $X'/2$ originates from two $A$-cycles in $X'$. However, four $A$-cycles of $X'$ project down to a single $A$-cycle in $X/2$. Therefore, an $A$-cycle in $X/2$ corresponds to the sum of the cycles $A_{\pm}$ in $X'/2$. We also saw that the $A$-cycles in $X/2$ came from two $A$-cycles in $X$, so finally, we have that the sum of two "mirrored" $A$-cycles in $X$ corresponds to the sum of $A_{\pm}$ in $X'/2$. However, because of the steps we had to take in between, we cannot relate the single $A$-cycles on both sides. Comparing (149) to (111) and (115), one can check that this picture is correct. (The overall factor of two comes from a difference in normalization of the natural $(3,0)$-forms on the two manifolds. The extra factor of two in the relation of the $A$-cycles comes from the fact that one should really take two $A$-cycles of $X$ to get a "physical" one.)
Figure 10: The fibration giving the manifold $X'/2$. The shaded region is not part of the base space. Nevertheless, the fact that $L_0$ appears to be a boundary is an artifact of the picture; in reality, the space is perfectly regular there.
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