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Abstract

Most supervised word sense disambiguation (WSD) systems build word-specific classifiers by leveraging labeled data. However, when using word-specific classifiers, the sparseness of annotations leads to inferior sense disambiguation performance on less frequently seen words. To combat data sparsity, we propose to learn a single model that derives sense representations and meanwhile enforces congruence between a word instance and its right sense by using both sense-annotated data and lexical resources. The model is shared across words that allows utilizing sense correlations across words, and therefore helps to transfer common disambiguation rules from annotation-rich words to annotation-lean words. Empirical evaluation on benchmark datasets shows that the proposed shared model outperforms the equivalent classifier-based models by 1.7%, 2.5% and 3.8% in F1-score when using GloVe, ELMo and BERT word embeddings respectively.
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1. Introduction

Word sense disambiguation (WSD) aims to automatically identify the correct meaning of a word in a particular context and is essential for many downstream natural language processing tasks, including information extraction, text classification, information retrieval, and machine translation.

Most existing data-driven approaches for Word sense disambiguation (WSD) build word-specific classifiers to predict the right sense of a word instance, which lack the capability to generalize across words and therefore require sufficient sense-annotated data for every word (de Lacalle and Agirre, 2015) in order to disambiguate them well. Consequently, the model’s performance decreases significantly when there is a lack of training data for a word or some of its senses. As shown in Table 1, the state-of-the-art word-specific classifier model (Luo et al., 2018b) is able to achieve over 90% F1 score on senses with more than 200 training instances. But the performance of the model drops quickly on annotations-lean senses, especially on senses with less than 10 training instances.

Essentially, the design of word-specific classifiers overlooks the correlations among sense of different words. Studies on systematic polysemy (Apresjan, 1974; Rumshisky and Batiuikova, 2008; Boleda et al., 2012) have shown that similar senses exist widely between words denoting objects of the same category, e.g., as shown in Table 2, the words “bank” and “school” can both refer to a building and an institution; similarly, the verbs “digest” and “swallow” share two related senses depending on whether the argument refers to concrete objects or abstract concepts. Modeling systematic polysemy (Pustejovsky, 1995; Uff and Pado, 2011) and accurately identifying words with similar senses is challenging though, which is not our focus here. Instead, we aim to directly address the limitation of word-specific classifiers for WSD that completely isolate a word from others and build a single classifier for WSD that is shared across words and senses. The shared model allows utilizing sense representations across words and therefore allows to transfer common disambiguation rules learned from disambiguating annotation-rich words and applies the rules for improving the disambiguation of annotation-lean words that share a sense alternation pattern.

Specifically, we build a single neural network model for WSD that derives sense representations and meanwhile enforces congruence between a word instance and its right sense, by using both lexical resources and sense-annotated data. Using this shared model to measure the resemblance between each word sense and a word context, WSD becomes a ranking task that selects the word sense having the maximum similarity score with a word context. The shared model, agnostic to distinct words and word senses, can be trained using the entire sense-annotated corpus, which allows capturing correlations between senses across words and key attributes (e.g., concrete vs. abstract arguments) separating related word senses.

In principle, this approach is similar to knowledge-based approaches for word sense disambiguation, especially the classic algorithm Lesk and its extensions (Lesk, 1986; Agirre et al., 2014; Basile et al., 2014), that apply a common strategy to disambiguate any word by referring to sense representations and measuring overlaps between a word context and sense representations. However, different from the previous knowledge-based approaches that

| No. | 1-2 | 3-5 | 6-10 | 11-40 | 41-70 | 71-200 | ≥200 |
|-----|-----|-----|------|-------|-------|--------|------|
| F1  | 13.8| 39.7| 51   | 63.9  | 86.1  | 89.1   | 93   |

Table 1: Performance of the state-of-the-art word-specific classifier model (Luo et al., 2018b) on word senses with a different number of training instances. The model was trained and evaluated on standard WSD training and test datasets, described further in the Evaluation Section.
directly use sense representations provided by lexical-semantic resources, we leverage sense-annotated corpus as well as data-driven methods to learn to build sense representations and learn to measure the overlap between a word context and a sense representation. In addition, the sense inventory WordNet (Miller et al., 1990) contains an example for many word senses and the well-composed example (Table 2) can precisely illustrate essential semantic or syntactic constraints in adopting a word sense. Therefore, we use the example of a word sense, if available, as a prototype in a regularization component of the shared model for guiding the WSD system to concentrate on most relevant segments of a word context. Empirical evaluation shows that our approach outperforms previous models on the benchmark English all-words WSD data-sets, and improves WSD performance on annotation-lean words.

### 2. Related Work

Knowledge-based word sense disambiguation approaches (Lesk, 1986; Agirre et al., 2014; Basile et al., 2014) rely on sense definitions and lexico-semantic resources to measure overlap between sense representations and a word context, which is flexible to handle infrequent words. However, in the absence of any supervision, knowledge-based approaches may suffer from a mismatch between sense representations and a word context and their performance consistently falls behind the data-driven approaches. Data-driven methods (Zhong and Ng, 2010; Shen et al., 2013; Jacobacci et al., 2016) mostly build word specific classifiers (word-experts). Recent neural network models (Raganato et al., 2017a; Kagebäck and Salomonsson, 2016; Vial et al., 2018) use common first layers for all words and learn generalized low-level context representations. However, while using common context encoding layers, neural network models build word specific sense prediction layers and none of them completely pull out from the word expert notion. The crucial limitation of word expert models is their lack of capability of generalizing across words and their senses.

In line with the recent neural network-based models, Luo et al. (2018b) and Luo et al. (2018a) use both sense definitions and sense-annotated data in a neural network classifier-based models. Further, Vial et al. (2019) merges senses across words guided by the hypernym-hyponym relation in WordNet to ease the problem of sparsity, but the fundamental generalization issue that results from word specific sense prediction layers remains. The proposed shared model for word sense disambiguation combines the best of both types of approaches. Specifically, by utilizing both the available sense-annotated data and knowledge resources, the sense-context resemblance model learns to generate and attend to word sense representations for disambiguating a word context. Similar to our approach, a concurrent work by Kumar et al. (2019) has also shown the benefit of learning sense embeddings in a shared model with common parameters for zero-shot WSD. In addition, we study how correlated and uncorrelated word senses, identified based on VerbNet, contribute to the improvement in the model’s performance on annotation-lean word senses.

### 3. A Shared Neural Network Model for Word Sense Disambiguation

Our approach for word sense disambiguation measures the appropriateness of a word sense in a word context through a unified neural network that uses the same set of parameters for all the words and senses. Specifically, as shown in Figure 1, like the previous neural network-based methods (Raganato et al., 2017a; Luo et al., 2018b; Luo et al., 2018a), we use bidirectional LSTMs (bi-LSTMs) (Hochreiter and Schmidhuber, 1997) for encoding a word context, sense definitions and a prototype example sentence for each sense. Next, we calculate dot product similarities and absolute differences between a gloss encoding and the target word encoding. We also calculate dot product similarities and absolute differences between a sense prototype encoding and the word context encoding, with the prototype and context encodings attended by the gloss encoding. Then, we further apply a two layer fully connected feed-forward neural network over the four vectors recording similarities and differences, to predict the right sense for the target word. In all our discussions and experiments, we consider a word context as a sentence containing an ambiguous word.
3.1. The Gloss Encoding Module

The gloss encoding module represents each sense as a vector in a shared semantic space, distinguished from the previous data-driven methods that represent each sense as an orthogonal one-hot vector. It uses a simple bi-LSTM to encode a gloss and learn contiguous representations for word senses. We first transform the sequence of words in a gloss to pre-trained word embeddings in the embedding layer and then apply bi-LSTM (\textit{biLSTM}_\textit{gloss}) over the sequence of word embeddings to obtain their hidden states. Let \( n_g \) denote the number of words in a gloss \( G \), we obtain the gloss representation \( g \) by using the last hidden state of bi-LSTM. Empirically, we found that the sense representation obtained by the simple bi-LSTM performs comparably to orthogonal one-hot vector. It uses a simple bi-LSTM to encoding and self-attention.

\[
H_G = \text{biLSTM}_\text{gloss}(G) \in \mathbb{R}^{n_g \times 2d_{\text{rnn}}}
\]
\[
g = H_G[n_g] \in \mathbb{R}^{2d_{\text{rnn}}}
\]

Note that this module is used to transform any sense to a vector representation in the same semantic space provided with its gloss.

3.2. The Target Word Encoding Module

Like the gloss encoding module, we use a separate bi-LSTM encoder (\textit{biLSTM}_\textit{context}) to obtain the target word encoding. Let \( C \) represent the sequence of words in a word context (a sentence) with \( n_c \) words and let \( n_w \) be the position of the ambiguous word in \( C \). The \textit{biLSTM}_\textit{context} transforms the sequence of words in a word context to their hidden states \( H_C \). We obtain the target word representation, \( T \), by using the hidden state of \textit{biLSTM}_\textit{context} at the position \( n_w \), which allows incorporating local contextual information into the target word representation.

\[
H_C = \text{biLSTM}_\text{context}(C) \in \mathbb{R}^{n_c \times 2d_{\text{rnn}}}
\]
\[
T = H_C[n_w] \in \mathbb{R}^{2d_{\text{rnn}}}
\]

3.3. Regularization Using Sense Prototypes

The example provided by the sense inventory WordNet \cite{Miller1990} for each word sense, if available, clearly illustrates essential semantic or syntactic constraints for adopting a word sense in a real sentence. Therefore, the shared model measures correspondence between a sense prototype and a word context as well, with both the prototype and context encodings attended by the gloss encoding. First, we use the same bi-LSTM context encoder, \textit{biLSTM}_\textit{context}, to obtain the sense prototype encoding. Specifically, let \( P \) represent the sequence of words in a sense prototype sentence with \( n_p \) words. The \textit{biLSTM}_\textit{context} transforms the sequence of words to their hidden states \( H_P \).

\[
H_P = \text{biLSTM}_\text{context}(P) \in \mathbb{R}^{n_p \times 2d_{\text{rnn}}}
\]

Then, we use the gloss encoding \( g \) to calculate attention scores over words in \( H_C \) and \( H_P \), by calculating element-wise product and absolute difference \cite{Mou2015} between \( g \) and each word of \( H_C \) and \( H_P \). The attention mechanism from the gloss embedding to \( H_C \) and \( H_P \) allows the model to concentrate on context segments that are essential for recognizing the right word sense. The word context representation and sense prototype representation, \( E_C \) and \( E_P \), are finally generated by summing over the products of attention weights \( A_C \) and \( A_P \) with hidden states \( H_C \) and \( H_P \) respectively.

\[
h_C[i] = [H_C[i] \cdot g; |H_C[i] - g|] \in \mathbb{R}^{4d_{\text{rnn}}}
\]
\[
\alpha_C[i] = W_{s1}(\tanh(W_{s2}h_C[i] + b_{s2})) + b_{s1} \in \mathbb{R}
\]
\[
A_C = \text{softmax}(\alpha_C) \in \mathbb{R}^n
\]
\[
E_C = \sum_i A_C[i] \cdot h_C[i] \in \mathbb{R}^{2d_{\text{rnn}}}
\]
\[
\begin{align*}
    h_P[i] &= [H_P[i] \cdot g; [H_P[i] - g] \in R^{d_{rnn}}] \\
    \alpha_P[i] &= W_{a1}(\tanh(W_{a2}h_P[i] + b_{a2})) + b_{a1} \in R \\
    A_P &= \text{softmax}(\alpha_P) \in R^n \\
    E_P &= \sum_i A_P[i] \cdot H_P[i] \in R^{2d_{rnn}} 
\end{align*}
\]

Enforcing correspondence between the word context representation and the sense prototype representation helps in identifying specific syntactic or semantic constraints useful for disambiguating a word.

### 3.4. The Correspondence Calibrating Module

To measure the correspondence between a word sense and a word context, we first calculate element-wise product scores and absolute differences between a gloss encoding and the target word encoding as well as between a sense prototype encoding and the word context encoding.

\[
    I = [T \cdot g; [g - T]; E_P \cdot E_C; |E_P - E_C|] \in R^{8d_{rnn}} 
\]

Next, we apply a two layer fully connected feed-forward neural network over the four vectors.

\[
    F = \tanh(W_L I + b_L) \in R^{2d_{rnn}} \\
    \text{score} = \text{sigmoid}(WF + b) \in R 
\]

It is critical for the correspondence calculation module to effectively learn discriminative features and assign a higher correspondence score to the true word sense over all the other senses for a given word. By using element wise product scores and absolute differences to directly measure the similarity and differences between two vectors, the following feed-forward neural network can effectively distill essential features for calibrating the relevance of a word sense wrt. a word context.

Note that the neural network parameters \( W \) and \( b \) are shared across all words and senses. This is in contrast to the previous models that create separate \( W \) and \( b \) for each of the words and their senses. In addition, unlike previous approaches, the correspondence calculation module does not learn to directly label the target word with one of its senses. Rather, the module learns to associate the target word with its senses, considering one sense at a time. The correspondence score calculated for each sense, essentially, represents the extent to which the sense adheres to the target word in a particular context.

### 3.5. Learning and Inference

The optimization objective requires the shared model to assign a higher score to the true sense over all the other senses for a given word. Let \( T_s \) and \( F_s \) represent the score of the true sense and the scores of false senses for the target word respectively. We estimate the parameters of the shared model, \( \Theta \), by minimizing the following loss function:

\[
    \text{loss}_{\Theta} = -(\log(T_s) + \sum_{f_s \in F_s} (1 - \log(f_s))) 
\]

This loss function aims to maximize the predicted score for the true sense while minimizing the scores to zero for false senses.

### 3.6. The Single Classifier for All Ambiguous Words

Once we have optimized the shared model (\( \Theta \)) on the training dataset, we use it to calculate a score for each of the senses of a given word that measures the correspondence between a word sense and the target word. Suppose we are given an ambiguous word \( T \) and its context sentence \( C \), as well as all its senses \( S \), each with a gloss \( G \) and a sense prototype \( P \), we infer the most probable sense as \( p_s \) having the maximum predicted correspondence score.

\[
    p_s = \arg\max_{g, P > \in S} \Theta(C, T, < G, P >) 
\]

The single classifier approach uses all the words and senses to train a shared neural network model, which can better capture structural regularities across correlated senses and sense alternation patterns across words. Meanwhile, the shared model uses many less parameters in a single neural net, unlike the word expert approach that uses word-specific classifiers and the parameters grow linearly with the number of ambiguous words.

### 4. Evaluation

#### 4.1. Dataset

**Training**: We use the SemCor (Miller et al., 1993) dataset for training our neural network. SemCor is the largest manually annotated English corpus for word sense disambiguation. It consists of 352 documents from the Brown corpus with 226,036 sense annotations based on WordNet 1.6 (Miller et al., 1993) which was later mapped to WordNet 3.0 (Raganato et al., 2017b).

**Validation and Evaluation**: We evaluate our models on the benchmark fine-grained English all-words WSD dataset that includes test datasets from Senseval-2 (Edmonds and Cotton, 2001), Senseval-3 (Mihalcea et al., 2004), SemEval-2007 (Pradhan et al., 2007), SemEval 2013 (Navigli et al., 2013) and SemEval-2015 (Moro and Navigli, 2015). All these test sets were originally annotated with different versions of WordNet senses which were later standardized to WordNet 3.0 by Raganato et al. (2017b). Since both the training and test datasets are mapped to WordNet 3.0, we use WordNet 3.0 for extracting sense definitions and an example sentence for each sense, if available. Also, following the previous work on supervised WSD (Luo et al., 2018a, Luo et al., 2018b, Raganato et al., 2017a), we use the SemEval-2007 dataset, the smallest among all, for validation and parameter tuning.

#### 4.2. Model Settings and Model Training

We determine model hyper-parameters based on the SemEval 2007 dataset. In all our neural net models, we use single layer BiLSTM with 512 hidden dimensions for encoding gloss and context. Both BiLSTMs, \( biLSTM_{gloss} \) and \( biLSTM_{context} \), use orthogonal initialization, and all linear layers (\( W_{a1}, W_{a2}, W_L, W \)) use uniform initializations. All the models are trained with mini-batch size of 8

---

1 Models based on GloVe and ELMo embeddings are implemented using Pytorch 0.4.1 and AllenNLP. BERT embedding based models are implemented using Pytorch 1.2.0 and pytorch-transformers (Wolf et al., 2019).

---
using ADAM [Kingma and Ba, 2014] optimizer with learning rate set to 0.0001. For regularization, we use dropout rate [Srivastava et al., 2014] of 0.5 on the output activations of all encoders and neural layers. We use pre-trained word embeddings which are kept fixed during training. To ensure fair comparison with previous works, we evaluate our system using GloVe [Pennington et al., 2014], ELMo [Peters et al., 2018] and BERT [Devlin et al., 2019] word embeddings. Training runs for 20 epochs for models with GloVe embeddings and 6 epochs for models with ELMo and BERT embeddings.

4.3. Baseline Systems
We compare our proposed model with a heuristic baseline, recent knowledge based methods and data-driven methods.

1. **Heuristic MFS** predicts the most frequent sense of a word in the training dataset.

2. **Lesk_{ext+emb}** uses a word similarity function defined in distributional semantics space to score gloss-context overlap and uses that to identify the most appropriate sense [Basile et al., 2014]. Our models are directly comparable to this system, except that we leverage sense-annotated corpora to learn to attend to gloss.

3. **Babelfy** creates semantic interpretations of the input text and uses a densest subgraph heuristic to jointly perform WSD and entity linking [Moro et al., 2014].

4. **IMS** uses linear support vector machines on lexical and syntactic features defined on the context of target word [Zhong and Ng, 2010].

5. **BiLSTM+att+LEX+POS** combines BiLSTM model with self-attention and uses multi-task learning framework for WSD, parts-of-speech tagging and semantic labeling [Raganato et al., 2017a].

6. **GAS** models semantic relationship between the context, gloss and hyper- and hypo-nyms of target word using memory modules in a word-specific classifier framework [Luo et al., 2018b].

7. **HCAN** extends the GAS model and uses the sophisticated hierarchical co-attention mechanism to generate gloss and context representations that attend to each other at both word and sentence embedding levels [Luo et al., 2018a].

8. **Sense-Compression** clusters different word-senses using hyper- and hypo-nyms relations to reduce the number of word-senses in WordNet and improve coverage of supervised WSD systems. This is still a word-specific classifier model, and also the previous best performing model on the all-words WSD English benchmark datasets [Vial et al., 2019].

4.4. Proposed Single Classifier-based Models

1. **Single Classifier_{BiLSTM+Gloss}**: the proposed shared neural network model for WSD that uses glosses and sense examples for measuring the correspondence between a word sense and a context.

2. **Single Classifier_{BiLSTM+Gloss+Example}**: a variation of the shared model, with no regularization based on sense examples.

In addition, we implemented our own word-specific model, **Word-Specific Classifier_{BiLSTM+Gloss}**, which is equivalent to the **Single Classifier_{BiLSTM+Gloss}** except that the word-specific model uses word-specific sense prediction layers. This model can be seen as a simplified implementation of the previous system GAS [Luo et al., 2018b] after ignoring hyper- and hypo-nyms and memory modules.

4.5. Results
The first section of Table 3 shows results of the Heuristic baseline and previous classic WSD models that rely on either a knowledge base or sense annotated corpus. The second section shows results of neural network models that leverage both knowledge base and annotations and use GloVe word embeddings. Using a much simpler architecture for encoding the gloss and context, the **Word-Specific Classifier_{BiLSTM+Gloss}** approach catches up with the complex memory augmented GAS model that additionally exploits hyper- and hypo-nyms relations. The **Single Classifier_{BiLSTM+Gloss}** approach outperforms its equivalent word expert model **Word-Specific Classifier_{BiLSTM+Gloss}** across all the four test datasets and with an improvement of 1.1% in the combined test set. The Single Classifier_{BiLSTM+Gloss} approach can better disambiguate all types of words including nouns, verbs, adjectives and adverbs. Further, by using an example sentence for regularization, the complete model **Single Classifier_{BiLSTM+Gloss+Example}** generalizes more easily and better captures essential syntactic and semantic constraints for recognizing a word sense, which improves the overall F1 scores by an additional 0.6%.

When using more powerful contextualized ELMo and BERT word embeddings (the third and fourth section of Table 3 respectively), we observe similar trends but with larger performance gains overall. Specifically, compared to its equivalent word expert model **Word-Specific Classifier_{BiLSTM+Gloss}**, the **Single Classifier_{BiLSTM+Gloss}** achieved clear performance gains of 2.1% and 2.0% in F1-score on the combined test set, when using ELMo embeddings and BERT embeddings respectively. In addition, adding regularization based on sense examples further boosts the WSD performance when using either ELMo or BERT word embeddings. For instance, with BERT embeddings, the regularization yields a performance gain of 1.8% in F1-score on the combined test set and noticeable improvements across all the individual test sets and across several word types. Overall, the complete model **Single Classifier_{BiLSTM+Gloss+Example}** consistently outperforms the previous state-of-the-art word-specific model **Sense-Compression** by 1.3%, 1.5% and 1.2% in F1 score, when using GloVe, ELMo and BERT embeddings respectively.

4.6. Analysis
In order to evaluate the capabilities of single-classifier models in utilizing sense correlations and transferring common sense disambiguation rules from annotation-rich to
As seen in Table 5, the performance gains for the Single Classifier BiLSTM+Gloss model mostly come from recognizing annotation-lean word senses (senses having 10 or less training instances). Through shared parameters, the single classifier model exploits systematic correlations across word-senses and thus effectively ease data-sparsity issues. The model Single Classifier BiLSTM+Gloss+Example further constrains the context encoder to focus on relevant contextual cues through the prototype sentence-based regularization. The improvements are consistent when using all the three word-embeddings and are strengthened by utilizing better contextualized word embeddings.

In addition, we further conduct experiments to study how additional training instances from other words help in disambiguating sparsely annotated word-senses. The hypothesis is that while the single classifier shared across words can enable learning from any additional training instances, training instances from words with well correlated word senses are more useful than instances from other words. Since recognizing and evaluating systematic polysemy is beyond the scope of this work, we use VerbNet (Kipper et al., 2006; Loper and Bird, 2002) to approximately identify verbs that have correlated word senses. Specifically, we first identify verbs that have five or less training instances for each of its senses. In total, we identified 114 such annotation-lean verbs and they have 138 instances in the test set. Then, we use VerbNet to group the other verbs found in the training set into in-class and out-of-the-class verbs, depending on whether a verb is in the same verb class with one of the identified annotation-lean verbs. Coincidentally, the number of training instances of in-class verbs and out-of-the-class verbs are comparable.

Table 6 compares the performance of three models trained on in-class and out-of-the-class verb instances. We observe that the word-specific classifier model obtains comparable performance when trained with either in-class or out-of-the-class verb instances. However, the single-classifier models are able to effectively transfer common syntactic

Table 3: F1-scores for different baselines and proposed models on benchmark datasets for fine-grained English all-words WSD. SE2, SE3, SE13 and SE15 denote senseval-2, senseval-3, semeval 2013 and semeval 2015 datasets respectively. Most frequent sense is assigned to words for which none of its sense has been observed during the training. For direct comparison against Luo et al. (2018b) and Luo et al. (2018a), we have adopted their data filtering and evaluation settings exclusively for GloVe word-embedding based models.

Table 4: Segments of senses based on the number of training instances, and the size (percentage) of each segment of senses in the test set.
5. Conclusions

Improving the word sense disambiguation performance on resource-low senses is necessary to build practically useful systems. We have presented a novel single classifier approach for word sense disambiguation that is distinguished from word-specific classification approaches and allows to capture sense correlations across words. In the future, we will continue to improve the performance of word sense disambiguation, especially on rare senses, by exploring semi-supervised learning. We are keen to incorporate word sense disambiguation into real applications as well.
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