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Abstract. In this paper, we improve the sup-norm bound and the lower bound of the number of nodal domains for dihedral Maass forms, which are a distinguished sequence of Laplacian eigenfunctions on an arithmetic hyperbolic surface. More specifically, let \( \phi \) be a dihedral Maass form with spectral parameter \( t_\phi \), then we prove that \( \| \phi \|_\infty \ll t_\phi^{5/8+\varepsilon} \| \phi \|_2 \), which is an improvement over the bound \( t_\phi^{5/12+\varepsilon} \| \phi \|_2 \) given by Iwaniec and Sarnak. As a consequence, we get a better lower bound for the number of nodal domains intersecting a fixed geodesic segment under the Lindelöf Hypothesis. Unconditionally, we prove that the number of nodal domains grows faster than \( t_\phi^{1/8-\varepsilon} \) for any \( \varepsilon > 0 \) for almost all dihedral Maass forms.

1. Introduction

1.1. Sup-norm. The distribution of mass of an eigenfunction of the Laplacian on a Riemannian surface \( X \) has received a lot of attention in the context of quantum chaos. Berry [Bey77] suggested that eigenfunctions for chaotic systems are modeled by random waves. In particular, one would like to compare the sup-norm \( \| \phi \|_\infty \) of an \( L^2 \)-normalized eigenfunction \( \phi \) with the corresponding quantity for random waves, which grows very slowly, as \( \sqrt{\log \lambda_\phi} \), if \( \lambda_\phi \) is the corresponding eigenvalue (see Salem–Zygmund [SZ54, Ch. IV]).

The bound \( \| \phi \|_\infty \ll \lambda_\phi^{1/4} \) is valid on any compact Riemannian surface (see Seeger–Sogge [SS89]), which is sharp for standard 2-sphere. However, this bound is not optimal for most surfaces. Especially, Sarnak [Sar95] conjectured that, for compact surfaces of negative curvature, \( \| \phi \|_\infty \ll \lambda_\phi^\varepsilon \) for all \( \varepsilon > 0 \).

A related issue is whether such eigenfunctions have quantum uniquely ergodicity (QUE), that is for the sequence of eigenfunctions \( \{ \phi_j \}_{j \geq 1} \), if we have

\[
\lim_{j \to \infty} \langle A\phi_j, \phi_j \rangle_X = \int_{S^*X} \sigma_A,
\]

for all 0th order pseudodifferential operators \( A \) with principal symbol \( \sigma_A \). Here \( S^*X \) is the unit cotangent bundle. See [Sar95] and [RS94] for more details.

The first breakthrough of the sup-norm problem was achieved by Iwaniec–Sarnak [IS95], who proved that for certain arithmetic (compact) hyperbolic surfaces and for Hecke eigenforms \( \phi \), we have

\[
\| \phi \|_\infty \ll \varepsilon \lambda_\phi^{5/24+\varepsilon}.
\]
This is to be compared with the “local Weyl law”, which gives \( \lambda_{\phi}^{1/4}/\log \lambda_{\phi} \) for any negative curvature surface (see [Bed77]). Iwaniec–Sarnak [IS95] also proved the same bounds (1.1) for the modular surface, which is non-compact but of finite volume. To be specific, we consider the arithmetic surface \( X = \Gamma_0(q) \setminus \mathbb{H} \), where

\[
\Gamma_0(q) = \{ (a,b,c,d) \in \text{SL}_2(\mathbb{Z}) : c \equiv 0 \pmod{q} \}
\]

is the Hecke congruence subgroup, and \( \mathbb{H} \) is the Poincaré upper half-plane equipped with metric equipped with its hyperbolic metric \( ds = \sqrt{dx^2 + dy^2/y^2} \) and associated measure \( dx dy/y^2 \). Then (1.1) holds for a weight zero Hecke–Maass cusp form \( \phi \) of level 1 (i.e. \( q = 1 \)). For experiments of arithmetical quantum chaos in this context, see [HR92]. See also [BH10, Tem10, HT12, HT13, Tem15, Sah17] for sup-norm bounds in other aspects of Hecke–Maass forms.

In this paper we deal with a distinguished sequence of eigenfunctions, called dihedral Maass forms. These give a sparse subsequence of all eigenfunctions, for which we can improve on the result of Iwaniec and Sarnak. The number of such eigenfunctions with eigenvalue up to \( X \) grows like \( c \sqrt{X} \) for some constant \( c \), compared to the count for all eigenfunctions, which by Weyl’s law is about \( c' X \) for some constant \( c' \). See [HS01] for experiments of arithmetical quantum chaos of dihedral Maass forms. In more detail, let \( K = \mathbb{Q}(\sqrt{q}) \) be a fixed real quadratic fields with discriminant \( q > 0 \) squarefree and \( q \equiv 1 \pmod{4} \). For simplicity, we assume that \( K \) has the narrow class number 1 and \( q > 8 \) is a prime, which is conjectured that there are infinitely many such \( q \)’s. For example, we may take \( q = 13, 17, 29, 37, 41, 53 \), and so on. Let \( \omega_q = 1 + \sqrt{q} \) and let \( \epsilon_q \) be the fundamental unit of \( K \). The ring of integers of \( K \) is \( \mathcal{O}_K = \mathbb{Z}[\omega_q] \). And the group of units \( U_K \) in \( \mathcal{O}_K \) is isomorphic to \( \{ \pm 1 \} \times \epsilon_q \mathbb{Z} \). For integer \( k \neq 0 \), we have the Hecke Grössencharacter \( \Xi_k \) of \( K \) defined by

\[
\Xi_k((\alpha)) := \left| \frac{\alpha}{\bar{\alpha}} \right|^{\frac{k}{\log \epsilon_q}} \quad \text{for ideal } (\alpha) \subset \mathcal{O}_K \text{ with generator } \alpha,
\]

where \( \bar{\alpha} \) is the conjugate of \( \alpha \) under the nontrivial automorphism of \( K \). By [Maa49], we know that the theta-like series associated to \( \Xi_k \) by

\[
\phi_k(z) := y^{1/2} \sum_{\beta \in \mathcal{O}_K/\pm U^+} \Xi_k((\beta)) K_{\frac{\epsilon_q}{\log \epsilon_q}}(2\pi |N(\beta)|y) e(N(\beta)x)
\]

is a Hecke–Maass cusp form on \( \Gamma_0(q) \) of weight 0, eigenvalue \( \frac{1}{4} + \left( \frac{k\pi}{\log \epsilon_q} \right)^2 \), and with nebentypus character \( \chi_q \) (the Kronecker symbol). Here \( U^+ \) denotes the group of totally positive units of \( \mathcal{O}_K \), \( N(\beta) = \beta \bar{\beta} \) is the norm of \( \beta \), \( K_\nu(z) \) is the modified Bessel function, and \( e(x) = e^{2\pi ix} \). Since \( N(\epsilon_q) = -1 \), we know \( \phi_k(z) \) is even. Denote

\[
T_k := \frac{\pi k}{\log \epsilon_q}.
\]

Note that \( \phi_k(z) \) is real since we may write

\[
\phi_k(z) = 2y^{1/2} \sum_{n=1}^{\infty} a_k(n) K_{iT_k}(2\pi ny) \cos(2\pi nx),
\]
where \( a_k(n) := \sum_{N((\beta))=n} \Xi_k((\beta)) \) is real. Note that \( \phi_k \) is Hecke normalized, since \( a_k(1) = 1 \). By Rankin–Selberg method, we obtain (see [HL94])

\[
\|\phi_k\|_2^2 = \int_{\Gamma_0(q) \setminus \mathbb{H}} |\phi_k(z)|^2 \frac{dx dy}{y^2} = T_k^{\nu(1)} e^{-\pi T_k}.
\]

Our first main result is the following theorem.

**Theorem 1.** With the notation as above, we have

\[
\|\phi_k\|_\infty \ll_q,\varepsilon T^{3/8+\varepsilon}_k \|\phi_k\|_2.
\]

That is, we have \( \phi_k(z) \ll_q,\varepsilon T^{3/8+\varepsilon}_k \|\phi_k\|_2 \), which is uniform in \( z \in \mathbb{H} \).

Define \( L^p \)-norm of \( \phi_k \) by \((p \geq 1)\)

\[
\|\phi_k\|_p := \left( \int_{\Gamma_0(q) \setminus \mathbb{H}} |\phi_k(z)|^p \frac{dx dy}{y^2} \right)^{1/p}.
\]

In [Luo14], Luo proved a sharp upper bound for \( L^4 \)-norm

\[
\|\phi_k\|_4 \ll_q,\varepsilon T^{\varepsilon}_k \|\phi_k\|_2.
\]

Together with our sup-norm bound, we get the following result.

**Corollary 2.** We have

\[
\frac{\|\phi_k\|_p}{\|\phi_k\|_2} \ll_q,\varepsilon \begin{cases} T^\varepsilon_k, & \text{if } 2 < p \leq 4, \\ T^{3(1-4/p)/8+\varepsilon}_k, & \text{if } p > 4. \end{cases}
\]

For Eisenstein series, using the method of Iwaniec–Sarnak, Young [You18] established that for \( \Omega \) a fixed compact subset of \( \mathbb{H} \), and \( T \geq 1 \),

\[
\max_{z \in \Omega} |E(z, 1/2 + iT)| \ll_{\Omega,\varepsilon} T^{3/8+\varepsilon},
\]

where \( E(z, s) \) is the usual real-analytic Eisenstein series for the group \( \text{PSL}_2(\mathbb{Z}) \). This was improved by Blomer [Blo16] to

\[
\max_{z \in \Omega} |E(z, 1/2 + iT)| \ll_{\Omega,\varepsilon} T^{1/3+\varepsilon},
\]

by using a method of Titchmarsh. Recently, Huang–Xu [HX17] proved

\[
E(z, 1/2 + iT) = c_0(y, 1/2 + iT) + O(T^{3/8+\varepsilon}),
\]

if \( y \gg 1 \), where \( c_0(y, s) \) is the constant term in the Fourier expansion of \( E(z, s) \). To prove our results, we will follow the approach in [HX17].

### 1.2. Nodal domains

Let \( \phi \) be a Hecke–Maass cusp form on \( \mathbb{X} \). Let \( Z_{\phi} \) be the zero set of \( \phi \), which is a finite union of real analytic curves. For any subset \( C \subseteq \mathbb{X} \), let \( N^C(\phi) \) be the number of connected components (the nodal domains) in \( \mathbb{X} \setminus Z_{\phi} \) which intersect \( C \). Let \( N(\phi) = N_\mathbb{X}(\phi) \).

In [BS02], Bogomolny–Schmit estimated the expected number of nodal domains of random waves using a percolation like model. In view of Berry’s conjecture, results in [BS02] suggests the existence of a constant \( c > 0 \) such that

\[
N(\phi) \sim c\lambda_\phi.
\]
In [NS09], Nazarov–Sodin examined (1.2) for random spherical harmonics, and they proved the existence of $c > 0$ such that (1.2) holds almost surely as $\lambda_\phi \to +\infty$. Note that it is not true for a general Riemannian surface that the number of nodal domains of an eigenfunction must increase with the eigenvalue [Ste25, Lew77].

In [GRS13], Ghosh–Reznikov–Sarnak studied nodal domains crossing $\delta = \{iy : y > 0\}$ and proved $t_\phi \ll N^\delta (\phi) \ll t_\phi \log t_\phi$ (1.3) for even Hecke–Maass cusp forms $\phi$. Here $t_\phi > 0$ is the spectral parameter of $\phi$ with $\lambda_\phi = 1/4 + t_\phi^2$. Assuming that (1.2) is true, this estimate in particular implies that almost all nodal domains do not touch $\delta$. In order to prove the lower bound in (1.3), the authors produced sign changes of Hecke–Maass cusp forms high in the cusp, $t_\phi > y > t_\phi/100$. For nodal domains intersecting a fixed geodesic segment $\beta \subset \delta$, they proved $N^\beta (\phi) \gg q,\varepsilon T^{1/8 - \varepsilon}$, by assuming the Lindelöf Hypothesis for the $L$-functions $L(s, \phi)$. Recently in Jang–Jung [JJ18], they showed $\lim_{t_\phi \to \infty} N^\beta (\phi) = +\infty$ without any assumptions. However no quantitative lower bound is given in [JJ18].

In this paper, we will consider the family of dihedral Maass forms $\phi_k$ with $K < k \leq 2K$. Let $L(s, \phi_k)$ be the Hecke L-function of $\phi_k$. As a consequence of Theorem 1, we have the following result.

**Corollary 3.** Let $\beta \subset \delta$ be any fixed compact geodesic segment. Assume the Lindelöf Hypothesis for the $L$-functions $L(s, \phi_k)$. Then for any $\varepsilon > 0$, we have

$$|Z_{\phi_k} \cap \beta| \gg q,\varepsilon T^{1/8 - \varepsilon} \quad \text{and} \quad N^\beta (\phi_k) \gg q,\varepsilon T^{1/8 - \varepsilon}.$$

In [Jun16], Jung unconditionally proved a lower bound $t_\phi^{1/8 - \varepsilon}$ for almost all $\phi$ within the set of even Hecke–Maass cusp forms in $\{\phi : |T - t_\phi| < T^{1/3}\}$ by quantitative quantum ergodicity and a sharp estimate on the variance of the shifted convolution sums. In order to get unconditional results on nodal intersections and nodal domains for the family of dihedral Maass forms, we will need the following second moment of Hecke L-functions.

**Theorem 4.** Let $K \geq 2$ be sufficiently large. Let $|t| \ll K^{1-\varepsilon}$. Then, for any $\varepsilon > 0$, we have

$$\frac{1}{K} \sum_{K < k \leq 2K} |L(1/2 + it, \phi_k)|^2 \ll q,\varepsilon K^\varepsilon.$$

Now we state our unconditional result for dihedral Maass forms as an application of our estimates on the sup-norm bounds and the second moment of Hecke L-functions.

**Theorem 5.** Let $\beta \subset \delta$ be any fixed compact geodesic segment. Then for any $\varepsilon > 0$, all but $O(K^{1-\varepsilon})$ dihedral Maass forms with $K < k \leq 2K$ satisfy

$$|Z_{\phi_k} \cap \beta| \gg q,\varepsilon T^{1/8 - \varepsilon} \quad \text{and} \quad N^\beta (\phi_k) \gg q,\varepsilon T^{1/8 - \varepsilon}.$$

**Remark 1.** Jung’s result does not apply here, because our sequence of dihedral Maass forms is too sparse to be captured by his almost-everywhere results.

**Remark 2.** Recently, in [JY16], Jung–Young proved a quantitative lower bound on the number of nodal domains of the real-analytic Eisenstein series, by a quantitative restricted QUE theorem.
1.3. **Key ideas.** We will use the amplification method to reduce our sup-norm problem to an interesting lattice point counting, as [IS95] did. The key observation in our improvement of the sup-norm for dihedral Maass forms is that we can obtain a nice lower bound (in fact, an asymptotic formula) for an amplifier which is supported only on the primes (Lemma 12). The main ingredients to prove the lower bound are the factorization of the symmetric square L-function of a dihedral form (3.4) and a good zero-free region and an upper bound of the logarithmic derivative of an Hecke L-function (Lemmas 10 & 11). A similar result can be proved for an amplifier supported on the integers as in [IS95, Remark 1.6], which, however, can not get us a uniform upper bound with exponent $3/8$ for all $z \in \mathbb{H}$ (see [You18, §6]). By requiring our amplifier to be supported on the primes, we can use the geometric method as was done in [HT13, Tem15, BHMM16] to obtain a more efficient treatment for the counting problem.

To prove Theorem 4, we will use a large sieve inequality for the family of Hecke Grössen-characters, which turns out to be a consequence of Montgomery–Vaughan’s large sieve inequality [MV73]. To prove this claim, we need an interesting elementary result on the repulsion of angles for a real quadratic field (Lemma 15), which shows that angles are well-spaced. This repulsion between angles is also an important fact when one studies angle distribution in short arcs (see [RW17] for the imaginary quadratic field $\mathbb{Q}(i)$).

The plan of this paper is as follows. In §2 we recall some results on Hecke–Maass forms, the amplified pre-trace formula, and counting lattice points, which will be used to prove the sup-norm bound. In §3 we discuss properties of an Hecke L-function. And then in §4 we define an amplifier which is only supported on the primes, and prove a lower bound for the amplifier. Combining those results, in §5 we complete the proof of Theorem 1. In §6 we prove the second moment of Hecke L-functions (Theorem 4). Finally, in §7 we follow the arguments in [GRS13] to prove Theorem 5.

Throughout the paper, $\varepsilon$ is an arbitrarily small positive number, while $c$ and $c'$ stand for some absolute positive constants; all of them may be different at each occurrence.

**Acknowledgements.** The author would like to thank Prof. Zeév Rudnick for suggesting thinking about dihedral forms, and for his valuable discussions and constant encouragement. He also wants to thank Professors Gergely Harcos, Peter Humphries, Junehyuk Jung, Djordje Miličević, and Matthew Young for their interest, comments, and suggestions.

### 2. Preliminaries

2.1. **Hecke–Maass forms.** Let $\mathbb{H} = \{ z = x + iy : y > 0 \}$ be the upper half-plane, and $\Gamma_0(q)$ the Hecke congruence group of level $q$. The Laplace operator is $\Delta = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right)$.

A cuspidal Hecke–Maass newform $\phi$ of level $q$ has a nebentypus character $\chi$ of modulus $q$. It satisfies the automorphy condition

$$\phi(\gamma z) = \chi(d)\phi(z), \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(q), \quad z \in \mathbb{H},$$

and is an eigenfunction of the Laplace operator: $\Delta \phi = \lambda \phi$, and of the Hecke operators. It is also an eigenfunction of the Atkin–Lehner operators. We have the following upper bound of $\phi(z)$ by bounding its Fourier expansion.

**Lemma 6.** With the notation as above, we have

$$\phi(z) \ll_{q, \varepsilon} \lambda^{1/4+\varepsilon}/y^{1/2} + \lambda^{1/12+\varepsilon}.$$
Proof. See e.g. [Tem15, §3].

2.2. The amplified pre-trace formula. Let $k \in C^\infty([0, \infty))$ with rapid decay. Then, it can be viewed as the inverse of the Selberg transform of a function $h(t)$, which is given by the following three steps (see [Iwa02, (1.64)]:

$$
g(\xi) := \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{-i r \xi} h(r) dr, \quad 2q(v) := g(2 \log(\sqrt{v} + 1 + \sqrt{v})), \quad k(u) := -\frac{1}{\pi} \int_{u/4}^{\infty} (v - u/4)^{-1/2} dq(v).\
$$

Assume now that $k(z, w) = k(u(z, w))$ is a point pair invariant kernel with

$$
u(z, w) := \frac{|z - w|^2}{\text{Im}(z) \text{Im}(w)}, \quad z, w \in \mathbb{H},
$$

and $h(t)$ is the corresponding Selberg transform which satisfies the conditions (see [Iwa02, (1.63)])

$$
h(t) \text{ is even}, \quad h(t) \text{ is holomorphic in the strip } |\text{Im} t| < \frac{1}{2} + \varepsilon, \quad h(t) \ll (|t| + 1)^{-2-\varepsilon} \text{ in the strip}.
$$

For $\ell \geq 1$, let

$$
\mathcal{M}(\ell, q) := \{ \gamma = (a b \ c d) \in M_2(\mathbb{Z}) : \det(\gamma) = \ell, \ c \equiv 0 \pmod{q} \}.
$$

We embed our dihedral Maass form $\phi_k$ into an orthogonal basis $(u_j)_{j \geq 0}$ of Hecke–Maass eigenforms of level $q$ and nebentypus $\chi$, with $u_0$ a constant function and $u_j$ cuspidal otherwise. Using the pre-trace formula and Hecke operators, we obtain the amplified pre-trace formula (see [JS95] and [HTT2, §3])

$$
\sum_{j \geq 0} h(t_j) A_j \frac{|u_j(z)|^2}{\|u_j\|^2} + \text{cont.} = \sum_{\ell} \frac{y_{\ell}}{\sqrt{\ell}} \sum_{\gamma \in \mathcal{M}(\ell, q)} k(\gamma z, z),
$$

where $h : \mathbb{R} \cup [-i/2, i/2] \rightarrow \mathbb{R}_+$ is a positive even smooth function of rapid decay, $(x_n)$ is sequence of complex numbers supported on finitely many $n$’s, $y_{\ell}$ is defined by

$$
y_{\ell} := \sum_{d|(m,n)} x_m x_n = \sum_{\ell \geq 1, \ell' \ell = \ell_1 \ell_2} x_{\ell_1} x_{\ell_2},
$$

and

$$A_j := \left| \sum_n x_n \lambda_j(n) \right|^2.
$$

Here “cont.” stands for an analogous positive contribution of the continuous spectrum.
2.3. Counting lattice points. Let $\mathcal{F}(q)$ be the set of $z \in \mathbb{H}$ such that $\text{Im}(z) \geq \text{Im}(\delta z)$ for all Atkin–Lehner operators $\delta$ of level $q$. See [HTT12, §2]. By Lemma 2.2 there, we have $qy \gg 1$ for all $z \in \mathcal{F}(q)$. Our Hecke–Maass newform $\phi_k$ is an eigenvector for the Atkin–Lehner operator $W_q = \frac{1}{\sqrt{q}} (q^{-1})$ with eigenvalue $\pm 1$, therefore in order to bound its sup-norm, we can restrict ourselves to $\mathcal{F}(q)$. In particular, we can assume

$$y \gg_q 1.$$  

For $z \in \mathcal{F}(q)$, $\delta > 0$ and the integer $\ell$, let

$$\mathcal{M}(z, \ell, \delta, q) := \{ \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) : \det(\gamma) = \ell, c \equiv 0 \pmod{q}, u(\gamma z, z) \leq \delta \}.$$  

Denote by $M = \mathcal{M}(z, \ell, \delta, q)$ its cardinality. We split the counting $M$ of matrices $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$ as

$$M = M_s + M_u + M_p$$  

according to whether $c \neq 0$ and $(a+d)^2 \neq 4 \ell$ (generic), or $c = 0$ and $a \neq d$ (upper-triangular), or $(a+d)^2 = 4 \ell$ (parabolic). Now we should recall the following results on counting lattice points.

**Lemma 7.** For any $z = x + iy \in \mathcal{F}(q)$, and any integer $L$ and $0 < \delta < 1$, we have

$$\sum_{1 \leq \ell \leq L} M_s(z, \ell, \delta, q) \ll_q, \varepsilon L^\varepsilon \left( L y^{-1} + L^{3/2}\delta^{1/2} + L^2 \delta \right).$$  

**Proof.** See [Tem15, Lemma 1.3].

**Lemma 8.** For any $z = x + iy \in \mathcal{F}(q)$, and any integer $L$ and $0 < \delta < 1$, the following estimate holds where $\ell_1, \ell_2$ run over primes:

$$\sum_{1 \leq \ell_1, \ell_2 \leq L} M_u(z, \ell_1 \ell_2, \delta, q) \ll_q, \varepsilon L^\varepsilon \left( L + L^{3/2}\delta^{1/2} y \right).$$  

**Proof.** See [Tem15, Lemma 4.3] and [HX17, Lemma 4.2].

**Lemma 9.** For any $z = x + iy \in \mathcal{F}(q)$, we have

$$M_p(z, \ell, \delta, q) \ll_q (1 + \ell^{1/2}\delta^{1/2} y + \ell^{3/4}\delta^{3/8} y^{-1/2}) \delta_{\square}(\ell),$$  

where $\delta_{\square}(\ell) = 1, 0$ depending on whether $\ell$ is a perfect square or not.

**Proof.** See [BHMM16, Lemma 13] and [HX17, Lemma 4.3].

3. Hecke L-functions $L(s, \phi_k)$

Let $\Xi_k$ be a Hecke Grössencharacter with $k \geq 1$. Define its Hecke L-function

$$L(s, \phi_k) := \sum_{0 \neq a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^s} = \prod_p \left( 1 - \frac{\Xi_k(p)}{N(p)^s} \right)^{-1}, \quad \text{Re}(s) > 1. \quad (3.1)$$  

We have

$$L(s, \phi_k) = \sum_{n=1}^{\infty} \frac{a_k(n)}{n^s}, \quad \text{with } a_k(n) = \sum_{N(a)=n} \Xi_k(a), \quad \text{for } \text{Re}(s) > 1.$$
It has the Euler product over rational primes, that is,

\[ L(s, \phi_k) = \prod_p \left( 1 - \frac{\alpha_k(p)}{p^s} \right)^{-1} \left( 1 - \frac{\beta_k(p)}{p^s} \right)^{-1}, \quad \text{for } \Re(s) > 1, \quad (3.2) \]

where the properties of \( \alpha_k(p), \beta_k(p) \) depend on \( p \) being split, inert, or ramified in \( K = \mathbb{Q} (\sqrt{q}) \). And in all cases, we have

\[ |\alpha_k(p)| \leq 1 \quad \text{and} \quad |\beta_k(p)| \leq 1. \]

The Rankin–Selberg L-function is

\[ L(s, \phi_k \times \phi_k) = (1 + q^{-s}) \zeta(2s) \sum_{n=1}^{\infty} \frac{a_k(n)^2}{n^s}, \quad \Re(s) > 1. \quad (3.3) \]

And its symmetric square L-function is

\[ L(s, \text{sym}^2 \phi_k) = \frac{L(s, \phi_k \times \phi_k)}{L(s, \chi)} = \zeta(s)L(s, \phi_{2k}). \quad (3.4) \]

The logarithmic derivative of \( L(s, \phi_k) \) is

\[ \frac{L'(s, \phi_k)}{L(s, \phi_k)} = - \sum_p \log N(p) \sum_{j=1}^{\infty} \frac{\Xi_j^k(p)}{N(p)^{j\sigma}}, \quad \Re(s) > 1. \]

For \( \Re(s) = \sigma > 1 \), by Landau’s prime ideal theorem we have

\[ \left| \frac{L'(s, \phi_k)}{L(s, \phi_k)} \right| \ll \sum_p \log N(p) \sum_{j=1}^{\infty} \frac{1}{N(p)^{j\sigma}} \ll \sum_p \frac{\log N(p)}{N(p)^{\sigma}} + O(1) \ll \frac{\sigma}{\sigma - 1}. \quad (3.5) \]

The first result we will need is a nice zero-free region of \( L(s, \phi_k) \).

**Lemma 10.** Let \( V = k + |t| \) with \( k \geq 1 \). There exists a constant \( c > 0 \) such that

\[ L(\sigma + it, \phi_k) \neq 0 \quad \text{for} \quad \sigma \geq 1 - \frac{c}{(\log V)^{2/3}(\log \log V)^{1/3}}. \]

*Here the constant depends on the field \( K \).*

**Proof.** See [Col90, Theorem 2]. \( \square \)

Note that from [Col90, Theorem 1 & §5], we have

\[ L(s, \phi_k) \ll (\log V)^{2/3}, \quad (3.6) \]

uniformly in the region

\[ \sigma > 1 - \frac{c}{(\log V)^{2/3}}. \]

We will also need the following upper bound of \( L'(s, \phi_k)/L(s, \phi_k) \) in certain region.

**Lemma 11.** Let \( V = k + |t| \) with \( k \geq 1 \). Then we have

\[ \frac{L'(s, \phi_k)}{L(s, \phi_k)} \ll (\log V)^{2/3}(\log \log V)^{1/3} \quad \text{and} \quad \frac{1}{L(s, \phi_k)} \ll (\log V)^{2/3}(\log \log V)^{1/3}, \]

uniformly for

\[ \sigma > 1 - \frac{c'}{(\log V)^{2/3}(\log \log V)^{1/3}}. \]
Proof. Note that we have (3.5) and (3.6). The proof now follows essentially that of Theorem 3.11 in [Tit86] with the notation as in [Col90, Lemma 8], and taking
\[ \varphi(k, t) = c \log \log V, \quad \theta(k, t) = c' \left( \frac{\log \log V}{\log V} \right)^{2/3}. \]
\[ \square \]

Remark 3. Similar results can be proved for general number fields by the same method together with the theorems in [Col90].

4. Amplifier

As in [HX17, §2.5], we should construct an amplifier by just supporting on primes. Let
\[ \mathcal{P} = \{ p \text{ prime} : N \leq p \leq 2N \} \]
be a large set of primes, and define
\[ x_n := \begin{cases} w(n/N) \log(n)a_k(n), & \text{if } n \in \mathcal{P}, \\ 0, & \text{otherwise,} \end{cases} \]
(4.1)
where \( w \) is a fixed, compactly-support positive function on the positive reals, with
\[ \text{supp}(w) \subset [1, 2], \quad 0 \leq w(r) \leq 1, \quad \text{and} \quad \int_{-\infty}^{\infty} w(r)dr \neq 0. \]
(4.2)
Hence \( y_\ell \) (defined in (2.2)) satisfies:
\[ y_\ell \ll \begin{cases} N, & \text{if } \ell = 1, \\ \log^2 N, & \text{if } \ell = \ell_1\ell_2 \text{ with } \ell_1, \ell_2 \in \mathcal{P}, \\ 0, & \text{otherwise.} \end{cases} \]
(4.3)
Define
\[ A_k(N) := \sum_{p=2}^{\infty} w(p/N)(\log p)a_k(p)^2. \]
(4.4)
Let
\[ L_k(s) := \frac{\zeta(s)L(s, \chi)L(s, \phi_{2k})}{(1+q^{-s})\zeta(2s)}, \]
(4.5)
for \( \text{Re}(s) > 1 \). By (3.3) and (3.4), we derive
\[ L_k(s) = \sum_{n=1}^{\infty} \frac{a_k(n)^2}{n^s}. \]
Then, by the Euler product of \( L_k(s) \) (see (3.2)), we have
\[ -\frac{L_k'}{L_k}(s) = \sum_p \log p \left( \frac{p^{-s}}{1-p^{-s}} + \frac{\chi(p)p^{-s}}{1-\chi(p)p^{-s}} \right) + \frac{\alpha_{2k}(p)p^{-s}}{1-\alpha_{2k}(p)p^{-s}} + \frac{\beta_{2k}(p)p^{-s}}{1-\beta_{2k}(p)p^{-s}} - \frac{2p^{-2s}}{1-p^{-2s}} \right) - \log q \frac{q^{-s}}{1+q^{-s}} \]
\[ = \sum_p \log p \sum_{j=1}^{\infty} \left( \frac{1+\chi(p)j^{2s}+\alpha_{2k}(p)j^{2s}+\beta_{2k}(p)j^{2s}}{p^{js}} - \frac{2}{p^{2js}} \right) + \log q \sum_{j=1}^{\infty} \frac{(-1)^j}{q^{js}} \]
(4.6)
\[ =: \sum_{n=1}^{\infty} \frac{b_k(n)}{n^s}, \quad \text{Re}(s) > 1, \]
say. By the Taylor expansion, we derive that

\[ b_k(n) = \begin{cases} 
  (\log p)(a_k(p))^2, & \text{if } n = p, \\
  (\log p)b_{p,j}, & \text{if } n = p^j, \ j \geq 2, \\
  0, & \text{otherwise},
\end{cases} \quad (4.7) \]

with \(|b_{p,j}| \leq 7\) for all \(p\) prime and \(j \geq 2\). Define

\[ B_k(N) := \sum_{n=1}^{\infty} w(n/N)b_k(n). \]

By (4.2), (4.7), and the prime number theorem, we have

\[ A_k(N) = B_k(N) + O(\sqrt{N}). \quad (4.8) \]

So we can estimate \(A_k(N)\) by the estimation of \(B_k(N)\).

**Lemma 12.** Let \(k \geq 1\) be large enough. Suppose that

\[ \log N \gg (\log k)^{2/3 + \delta}, \]

for some fixed small \(\delta > 0\). Then

\[ A_k(N) = N\tilde{w}(1) + O\left( \frac{N}{(\log k)^A} \right), \]

where \(\tilde{w}(s) = \int_{0}^{\infty} w(y)y^{s-1}dy\) is the Mellin transform of \(w\).

**Proof.** By the Mellin transform and by (4.5) and (4.6), we derive

\[ B_k(N) = \frac{1}{2\pi i} \int_{(2)} N^s \tilde{w}(s) \left( -\frac{L_k'}{L_k}(s) \right) ds \]

\[ = \frac{1}{2\pi i} \int_{(2)} N^s \tilde{w}(s) \left( -\frac{\zeta'}{\zeta}(s) - \frac{L'(s, \chi)}{L(s, \chi)} - \frac{L'(s, \phi_{2k})}{L(s, \phi_{2k})} + \frac{\zeta'(2s)}{\zeta(2s)} + \frac{\log q}{1 + q^s} \right) ds. \]

Next we move the contour to the left, to one along the straight line segments \(L_1, L_2, L_3\) defined by

\[ L_1 = \{ \sigma_0 + it : |t| \leq k \}, \quad L_2 = \{ 1 + it : |t| \geq k \}, \]

and the short horizontal segments

\[ L_3 = \{ \sigma \pm ik : \sigma_0 \leq \sigma \leq 1 \}, \]

where \(\sigma_0 = 1 - \frac{c}{(\log k)^{2/3 + \delta/2}}\) with \(c\) being a small positive number such that \(L_k(s)\) is zero-free on the boundary and right side of \(L_1 \cup L_2 \cup L_3\).
By [IK04] Theorem 8.29, we may also use the Vinogradov–Korobov bound \( \zeta'(s)/\zeta(s) \ll (\log |t|)^{2/3} (\log \log |t|)^{1/3} \) in this region. The integrals along the line segments \( L_2 \) and \( L_3 \) are trivially bounded by \( O(k^{-100}) \) by the rapid decay of \( \tilde{w} \). Together with Lemmas 10 and 11, the new line \( L_1 \) gives an amount that is certainly

\[
\ll N(\log k) \exp \left( -\frac{\log N}{(\log k)^{2/3+2\varepsilon}} \right) \ll \frac{N}{(\log k)^{100}}.
\]

Now we need to analyze the residue of the pole from \( -\zeta'(s)/\zeta(s) \). The residue at \( s = 1 \) contributes \( N\tilde{w}(1) \). Hence, by (1.8), we prove the lemma. \( \square \)

5. Sup-norm

We will use the amplified pre-trace formula (2.1). To obtain upper bounds we use a test function \( h(r) \) which is localized for \( r \) near \( T \), with \( T \geq 2 \) being a parameter. We need a suitable point-pair kernel and the coming estimate.

**Lemma 13.** For all \( T \geq 1 \), there is a point-pair kernel \( k_T \in C_\infty^\infty([0, \infty)) \), supported on \([0, 1] \), which satisfies the following properties:

(i) The spherical transform \( h(T)(r) \) is positive for all \( r \in \mathbb{R} \cup i\mathbb{R} \).

(ii) For all \( T \leq r \leq T + 1 \), \( h_T(r) \gg 1 \).

(iii) For all \( u \geq 0 \), \( |k_T(u)| \leq T \).

(iv) For all \( T^{-2} \leq u \leq 1 \), \( |k_T(u)| \leq \frac{T^{1/2}}{u^{1/2}} \).

**Proof.** See Templier [Tem15] Lemma 2.1. \( \square \)

Hence, by (2.1), we have

\[
|A_k(N)|^2 \frac{|\phi_k(z)|^2}{\|\phi_k\|_2^2} \ll \sum_{\ell} \frac{|y_\ell|}{\sqrt{\ell}} \sum_{\gamma \in \mathcal{M}(\ell, d)} |k_{T\ell}(\gamma z, z)|, \quad (5.1)
\]

with \( x_n \) being defined as in (4.1).

Now using Lemmas 7 and 8, the same argument as in [HX17, §5] gives

\[
\sum_{\ell} \frac{|y_\ell|}{\sqrt{\ell}} \sum_{\gamma \in \mathcal{M}(\ell, q)} |k_{T\ell}(\gamma z, z)| \ll_q (NT_k)^{\varepsilon} (NT_k + N^3T_k^{1/2} + N^2T_k^{1/2}y). \quad (5.2)
\]

From the bound via Fourier expansion in Lemma 6 we can assume without loss of generality when establishing Theorem 11 that

\[
y \ll T_k^{1/4}.
\]

Combining Lemma 12 with (5.1) and (5.2), we obtain that

\[
\frac{|\phi_k(z)|^2}{\|\phi_k\|_2^2} \ll (NT_k)^{\varepsilon} \left( T_kN^{-1} + NT_k^{1/2} + T_k^{1/2}y \right). 
\]

By choosing \( N := T_k^{1/4} \), we obtain \( \phi_k(z) \ll T_k^{3/8+\varepsilon}\|\phi_k\|_2 \), as claimed in Theorem 11.

**Remark 4.** In [Jum16], Jung proved the same sup-norm bounds for almost all Hecke–Maass forms in short intervals by using a sharp estimate on the variance of the shifted convolution sums. It is possible to prove that for a fixed compact set \( \Omega \subset \mathbb{X} \),

\[
\sup_{z \in \Omega} |\phi_k(z)| \ll_{\Omega, \varepsilon} T_k^{3/8+\varepsilon}\|\phi_k\|_2,
\]

...
by using quantitative QUE and shifted convolution sums (see [Jun16]), which may be proved by subconvexity bounds for Rankin–Selberg L-functions (see e.g. [LY02] and [LLY06]).

6. SECOND MOMENT OF HECKE L-FUNCTIONS

In this section, our main goal is to prove the second moment of Hecke L-functions (Theorem 4). To do this, we will first give an approximate functional equation of $L(1/2+it, \phi_k)$, discuss gaps between angles of integral ideals, and then prove a large sieve inequality for our family of Hecke Grössencharacters.

6.1. The approximate functional equation. Define the completed L-function by

$$\Lambda(s, \phi_k) := L_\infty(s, \phi_k)L(s, \phi_k),$$

with

$$L_\infty(s, \phi_k) := \left(\frac{\sqrt{q}}{\pi}\right)^s \Gamma\left(\frac{s+iT_k}{2}\right)\Gamma\left(\frac{s-iT_k}{2}\right).$$

By Hecke [Hec20], we have the functional equation

$$\Lambda(s, \phi_k) = \omega_k \Lambda(1-s, \phi_k),$$

where $|\omega_k| = 1$. We will need the following approximate functional equation. Note that we remove the dependence of $k$ for the coefficients $c(a)$ and the length of the sum. Here we use a trick from [Luo95, §4].

**Lemma 14.** Let $T \geq 2$ be sufficiently large, $T \leq T_k \leq 2T$, $|t| \leq T^{1-\varepsilon}$, and any $\varepsilon > 0$,

$$L(1/2 + it, \phi_k) \ll \sum_{a \in \mathcal{O}} \Xi_k(a)c(a)N(a)^{-1/2} + 1,$$

for certain $c(a)$ with $c(a) \ll T^\varepsilon$ for $N(a) \leq T^{1+\varepsilon}$.

**Proof.** Consider the integral

$$I = \frac{1}{2\pi i} \int_{(2)} L(1/2 + it + s, \phi_k) \frac{L_\infty(1/2 + it + s, \phi_k)}{L_\infty(1/2 + it, \phi_k)} x^{-s}G(s) \frac{ds}{s}, \quad (6.1)$$

where $G(s) = e^{s^2}$ and $x \in [1/2, 2]$. By (3.1), we have

$$I = \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2+it}} V_{k,t}(N(a)x),$$

where

$$V_{k,t}(y) := \frac{1}{2\pi i} \int_{(2)} \frac{L_\infty(1/2 + it + s, \phi_k)}{L_\infty(1/2 + it, \phi_k)} y^{-s}G(s) \frac{ds}{s}. \quad (6.2)$$

On the other hand, we can move the line of integration in (6.1) to Re($s$) = $-2$, passing a single pole at $s = 0$ with residue $L(1/2 + it, \phi_k)$. By Cauchy’s theorem, the functional equation, and a change of variable ($s$ to $-s$), we obtain that

$$I = L(1/2 + it, \phi_k) - \frac{1}{2\pi i} \int_{(-2)} L(1/2 - it + s, \phi_k) \frac{L_\infty(1/2 - it + s, \phi_k)}{L_\infty(1/2 + it, \phi_k)} x^{-s}G(s) \frac{ds}{s}$$

$$= L(1/2 + it, \phi_k) - \eta_k \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2-it}} V_{k,-t}(N(a)/x),$$
where \( \eta_k := \omega_k \frac{L_{\infty}(1/2-it, \phi_k)}{L_{\infty}(1/2 + it, \phi_k)} \) and \( |\eta_k| = 1 \). Hence we have

\[
L(1/2 + it, \phi_k) = \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2+it}} V_{k,t}(N(a)x) + \eta_k \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2-it}} V_{k,-t}(N(a)/x).
\]

Now we want to truncate the sums and remove the dependence of \( k \) for weight functions. Note that \( T_k \gg T, |t| \ll T^{-1-\varepsilon}, \) and \( x \gg 1 \), by Stirling’s formula, we can truncate the sums at \( N(a) \leq T^{1+\varepsilon} \) with negligible errors. By the triangle inequality, we only need to consider the first sum.

From now on, we assume that \( N(a) \leq T^{1+\varepsilon} \). In (6.2), we can move the line of integration to \( \Re(s) = \varepsilon \), and then truncate at \( \Im(s) \ll T^{\varepsilon/2} \) with a negligible error again. Then by Stirling’s formula, we have

\[
\frac{L_{\infty}(1/2 + it + s, \phi_k)}{L_{\infty}(1/2 + it, \phi_k)} = \left( \frac{\sqrt{\pi}}{i} \right)^s \left( \frac{1}{4} + \frac{t + T_k}{2} \right)^s \left( \frac{1}{4} + \frac{t - T_k}{2} \right)^s \left( 1 + O\left( \frac{1}{T} \right) \right)
= c_s T_k^s \left( 1 + \frac{p_1(t, s)}{T_k} + \cdots + \frac{p_j(t, s)}{T_k^j} \right) \left( 1 + O\left( \frac{1}{T} \right) \right),
\]

for some constant \( c_q \), certain polynomials \( p_j(t, s) \), and large \( J \) depending on \( \varepsilon \). Note that

\[
\sum_{N(a) \leq x} 1 \ll x,
\]

the contribution of the error term to \( L(1/2 + it, \phi_k) \) is small. Hence we have

\[
L(1/2 + it, \phi_k) \ll \sum_{0 \leq j \leq J} \left| \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2+it}} V_j\left( \frac{N(a)x}{T_k}, \frac{xT}{T_k} \right) \right| + 1,
\]

where

\[
V_j(a, \beta) := \frac{1}{2\pi i} \int_{\varepsilon + iT^{\varepsilon/2}}^{\varepsilon - iT^{\varepsilon/2}} \alpha^{-s} \beta^j c_q s^{-j} \frac{p_j(t, s)}{T_j} G(s) ds.
\]

Hence, by integrating in \( x \) and changing a variable, we obtain

\[
L(1/2 + it, \phi_k) \ll \sum_{0 \leq j \leq J} \int_1^2 \left| \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2+it}} V_j\left( \frac{N(a)x}{T_k}, \frac{xT}{T_k} \right) \right| dx + 1
\]

\[
\ll \sum_{0 \leq j \leq J} \int_{T/2T_k}^{2T/T_k} \left| \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2+it}} V_j\left( \frac{N(a)\xi}{T}, \xi \right) \right| d\xi + 1
\]

\[
\ll \sup_{0 \leq j \leq J} \sup_{\xi \in [1/4, 4]} \left| \sum_{a \in \mathcal{O}} \frac{\Xi_k(a)}{N(a)^{1/2+it}} V_j\left( \frac{N(a)\xi}{T}, \xi \right) \right| + 1,
\]

which completes our proof by taking \( c(a) = N(a)^{-it} V_j\left( \frac{N(a)\xi}{T}, \xi \right) \) for some \( 0 \leq j \leq J \) and \( \xi \in [1/4, 4] \), and using the trivial bound of \( V_j \) by its definition. \( \Box \)

### 6.2. Gaps between angles

Note that if \( \alpha \) is a generator of an integral ideal \( a \), then so is \( \pm \epsilon_q \alpha \), for any \( n \in \mathbb{Z} \). So for \( a = (\alpha) \) with \( \alpha = a + \epsilon q \), we can define an angle \( t_a \) (mod \( 2 \log \epsilon_q \)) of \( a \) by \( e^{t_a} = \frac{\alpha}{|\alpha|} = \frac{a + \epsilon q}{|a + \epsilon q|} \).

**Lemma 15.** Let \( \|x\|_\mathbb{Z} := \min_{n \in \mathbb{Z}} |x - n| \). Then we have
i) If \( t_a \neq 0 \, \mod \, 2 \log \epsilon_q \), then
\[
\left\| \frac{t_a}{2 \log \epsilon_q} \right\|_z \gg \frac{1}{\sqrt{N(a)}};
\]

ii) If \( t_a \neq t_b \, \mod \, 2 \log \epsilon_q \), then
\[
\left\| \frac{1}{2 \log \epsilon_q} (t_a - t_b) \right\|_z \gg \frac{1}{\sqrt{N(a) N(b)}}.
\]

Proof. (i) We can assume \( \left\| \frac{t_a}{2 \log \epsilon_q} \right\|_z \leq 1/10 \), otherwise we already prove the lemma. Write \( \epsilon = \epsilon_q \). Note that we can choose \( t_a \in (-\log \epsilon, \log \epsilon) \), so in order to give a lower bound for \( \left\| \frac{t_a}{2 \log \epsilon} \right\|_z \), we only need to consider \( |\frac{t_a}{2 \log \epsilon}| \). Since we have the action of \( U = \pm \epsilon Z \), we can choose a generator \( \alpha = a + b\omega \) of \( a \) such that
\[
e_{t_a} = \frac{a + b\omega}{a + b\omega} = \frac{(a + b\omega)^2}{N(a)} = \frac{N(a)}{(a + b\omega)^2} \in (\epsilon^{-1}, \epsilon),
\]
and one of \( a + \frac{b}{2} \) and \( b \) is positive. By our choice, we also have \( |\frac{a + b\omega}{a + b\omega}| \approx_q 1 \). Hence
\[
(a + \frac{b}{2})^2 + (\frac{b\sqrt{q}}{2})^2 \approx_q N(a). \quad (6.3)
\]

If \( N(\alpha) > 0 \), we can assume \( a + \frac{b}{2} > 0 \). Note that \( N(\alpha) = (a + \frac{b}{2})^2 - \frac{b^2 q}{4} > 0 \). By \( t_a \neq 0 \, \mod \, 2 \log \epsilon \), we have
\[
\frac{\sqrt{q}}{2} \leq |\frac{b\sqrt{q}}{2} < a + \frac{b}{2}.
\]

Thus by (6.3), we have
\[
a + \frac{b}{2} \approx \frac{1}{\sqrt{N(a)}}.
\]

Note that \( e^{t_a/2} = \frac{a + b\omega}{\sqrt{N(a)}} \) and \( e^{-t_a/2} = \frac{a + b\omega}{\sqrt{N(a)}} \), which give us
\[
|t_a/2| \geq |\tanh t_a/2| = \frac{|b\sqrt{q}|}{2(a + \frac{b}{2})} \gg \frac{1}{\sqrt{N(a)}}
\]

Thus
\[
\min_{t_a \neq 0 \, \mod \, 2 \log \epsilon} \left\| \frac{t_a}{2 \log \epsilon} \right\|_z \gg \frac{1}{\sqrt{N(a)}}.
\]

If \( N(\alpha) < 0 \), we can assume \( b > 0 \). Note that \( -N(\alpha) = N(\alpha) = (a + \frac{b}{2})^2 - \frac{b^2 q}{4} < 0 \). By \( t_a \neq 0 \, \mod \, 2 \log \epsilon \), we have
\[
\frac{1}{2} \leq |a + \frac{b}{2}| < \frac{b\sqrt{q}}{2}.
\]

Thus by (6.3) again, we have
\[
\frac{b\sqrt{q}}{2} \approx \sqrt{N(a)}.
\]

Note that \( e^{t_a/2} = \frac{a + b\omega}{\sqrt{N(a)}} \) and \( e^{-t_a/2} = -\frac{a + b\omega}{\sqrt{N(a)}} \), which give us
\[
|t_a/2| \geq |\tanh t_a/2| = \frac{2(a + \frac{b}{2})}{|b|\sqrt{q}} \gg \frac{1}{\sqrt{N(a)}}.
\]
Thus
\[
\min_{t_a \neq 0 \mod 2 \log \epsilon} \left\| \frac{t_a}{2 \log \epsilon} \right\|_\mathbb{Z} \gg \frac{1}{\sqrt{N(a)}}.
\]

(ii) By considering the ideal \( \mathfrak{c} = a \mathfrak{b} \) in (i), the result follows easily, where \( \mathfrak{b} \) is the conjugate ideal of \( a \).

\[\Box\]

According to the above proof, we can divide the integral ideals into two classes. We say \( a \in \mathfrak{A}_1 \) if we can choose a generator \( \alpha \) such that \( t_a \in (-\log \epsilon_q, \log \epsilon_q) \) and \( N(\alpha) > 0 \). And we say \( a \in \mathfrak{A}_2 \) if we can choose a generator \( \alpha \) such that \( t_a \in (-\log \epsilon_q, \log \epsilon_q) \) and \( N(\alpha) < 0 \). Note that \( \mathfrak{A}_1 \cap \mathfrak{A}_2 = \emptyset \), and \( \mathfrak{A}_1 \cup \mathfrak{A}_2 \) is equal to the set of all integral ideals. We say \( a \) is primitive if for our choice of \( \alpha = a + b \omega_q \) we have \( \gcd(a, b) = 1 \).

### 6.3. A large sieve inequality

In order to bound the second moment of Hecke L-functions, we will use the following large sieve inequality.

**Lemma 16.** Let \( N \geq 2 \) and \( K \geq 2 \) be given. Then for any sequence \( \{c(a)\} \), we have
\[
\sum_{1 \leq k \leq K} \left| \sum_{N(a) \leq N} \Xi_k(a)c(a) N(a)^{-1/2} \right|^2 \ll (K + N) \sum_{j=1,2} \sum_{a \text{ primitive } \atop a \in \mathfrak{A}_j} \sum_{b \in \mathfrak{A}_j} \left( \sum_{t_a = t_b \atop N(a) < N} |c(b)| N(b)^{-1/2} \right)^2.
\]

**Proof.** Let
\[
S_j(u) := \sum_{1 \leq N(a) < u \atop a \in \mathfrak{A}_j} \Xi_k(a)c(a) N(a)^{-1/2}, \quad j = 1, 2.
\]

By the triangle inequality, we have
\[
\sum_{1 \leq k \leq K} \left| \sum_{N(a) \leq N} \Xi_k(a)c(a) N(a)^{-1/2} \right|^2 \ll \sum_{j=1,2} \sum_{1 \leq k \leq K} \left| S_j(N) \right|^2.
\]

So we only need to consider the following summation
\[
\sum_{1 \leq k \leq K} \left| S_j(N) \right|^2 = \sum_{1 \leq k \leq K} \left| \sum_{N(a) < N \atop a \in \mathfrak{A}_j} c(a) N(a)^{-1/2} e^{\frac{\pi i k t_a}{\log \epsilon_q}} \right|^2.
\]

We rearrange the innermost sum, getting
\[
\sum_{1 \leq k \leq K} \left| S_j(N) \right|^2 = \sum_{1 \leq k \leq K} \left| \sum_{a \text{ primitive } \atop a \in \mathfrak{A}_j} \sum_{t_a = t_b \atop N(a) < N} \sum_{b \in \mathfrak{A}_j} \left( \sum_{N(b) < N} |c(b)| N(b)^{-1/2} e^{\frac{\pi i k t_b}{\log \epsilon_q}} \right) \right|^2.
\]

Note that for two different primitive integral ideals \( a_1 \) and \( a_2 \) in the same set \( \mathfrak{A}_j \) with \( N(a_l) < N \), \( l = 1, 2 \), we have \( t_{a_1} \neq t_{a_2} \mod 2 \log \epsilon_q \). Indeed, we can choose a generator \( \alpha_1 = a_1 + b_1 \omega_q \) of \( a_1 \) such that \( t_{\alpha_1} \in (-\log \epsilon_q, \log \epsilon_q) \) and \( N(\alpha_1) N(\alpha_2) > 0 \). If we assume \( t_{\alpha_1} \equiv t_{\alpha_2} \mod 2 \log \epsilon_q \), then \( t_{\alpha_1} = t_{\alpha_2} \). Hence \( \frac{a_1 + b_1 \omega_q}{a_1 + b_1 \omega_q} = \frac{a_2 + b_2 \omega_q}{a_2 + b_2 \omega_q} \). By the coefficient of \( \sqrt{q} \) we get \( \frac{a_1}{b_1} = \frac{a_2}{b_2} \). This contradicts to the condition that \( a_1 \) and \( a_2 \) are two different primitive integral ideals.
Now by Lemma 15, we have \( \left\| \frac{1}{2 \log q} (t_a - t_b) \right\|_2 \gg \frac{1}{N} \). By Montgomery–Vaughan’s inequality [MV73, eq. (2.3)], we have
\[
\sum_{1 \leq k \leq K} \left| S_j(N) \right|^2 \ll (K + N) \sum_{\text{primitive} \ a \in \mathcal{A}_j \ N(a) < N} \left( \sum_{b \in \mathcal{A}_j \ N(b) < N} |c(b)| N(b)^{-1/2} \right)^2.
\]
This proves our lemma. \( \square \)

6.4. **Completion of the proof.** As in the proof of Lemma 16, for two integral ideals \( a \) and \( b \) satisfy that \( t_b = t_a \), \( a, b \in \mathcal{A}_j \), \( N(a) < N \), \( N(b) < N \), \( a \) primitive, we obtain \( b = (m)a \) for some rational integer \( m \geq 1 \). Hence for a primitive ideal \( a \) such that \( a \in \mathcal{A}_j \) and \( N(a) < N \), if \( c(b) \ll N^\varepsilon \) for all \( b \), we have
\[
\sum_{t_b = t_a \ b \in \mathcal{A}_j \ N(b) < N} |c(b)| N(b)^{-1/2} \ll N^\varepsilon N(a)^{-1/2}.
\]
Together with Lemmas 14 and 16 we get
\[
\frac{1}{K} \sum_{k < k \leq 2K} |L(1/2 + it, \phi_k)|^2 \ll_{q, \varepsilon} K^\varepsilon + \frac{1}{K} \sum_{K < k \leq 2K} \left( \sum_{N(a) \leq K^{1+\varepsilon}} \Xi_k(a)c(a) N(a)^{-1/2} \right)^2
\]
\[
\ll_{q, \varepsilon} K^\varepsilon + K^\varepsilon \sum_{j = 1, 2 \text{ a primitive} \ a \in \mathcal{A}_j \ N(a) < K^{1+\varepsilon}} \left( \sum_{b \in \mathcal{A}_j \ N(b) < K^{1+\varepsilon}} |c(b)| N(b)^{-1/2} \right)^2
\]
\[
\ll_{q, \varepsilon} K^\varepsilon + K^\varepsilon \sum_{N(a) < K^{1+\varepsilon}} N(a)^{-1} \ll K^\varepsilon.
\]
This completes the proof of Theorem 4.

7. **Nodal domains**

We now prove Theorem 5. We first recall the following sharp lower bound for the \( L^2 \)-norm of restriction to any fixed geodesic segment.

**Lemma 17.** Let \( \beta \subset \delta = \{iy : y > 0\} \) be any fixed compact geodesic segment. Then
\[
\| \phi_k \|_{L^2(\beta)}^2 := \int_\beta |\phi_k(z)|^2 ds \gg \| \phi_k \|_2^2.
\]

**Proof.** By [LY02, Theorem 1.3], we know that QUE holds for the sequence of eigenfunctions \( \{\phi_k\} \). Then by [JJ18, Corollary 3.2], the lemma is proved. \( \square \)

Fix a geodesic segment \( \beta \subset \{iy : y > 0\} \), and assume that it is given by \( \{iy : a < y < b\} \). Let
\[
M(\phi_k) := \frac{1}{\| \phi_k \|_2} \sup_{a < a_1 < a_2 < b} \left| \int_{a_1}^{a_2} \phi_k(iy) \frac{dy}{y} \right|.
\]
We will prove the following lemma.
Lemma 18. We have
\[ \sum_{K < k \leq 2K} M(\phi_k)^2 \ll K^\varepsilon. \]

Therefore, we have
\[ M(\phi_k) \ll T_k^{-1/2+\varepsilon/2}, \]
for all but \( O(K^{1-\varepsilon/2}) \) forms in \( \{\phi_k : K < k \leq 2K\} \).

Proof. Let \( T = \pi K / \log \epsilon_q \). By [GRS13 §6.2.3], we have
\[ M(\phi_k) \ll_\epsilon M_1(\phi_k) + M_2(\phi_k) + e^{-cT_k}, \tag{7.1} \]
where
\[
M_1(\phi_k) := T^{-1/2+\varepsilon} \int_0^{T^{1-\varepsilon}} \left| L \left( \frac{1}{2} + it, \phi_k \right) \right| \frac{dt}{1+t},
\]
\[
M_2(\phi_k) := T^{-5/4+\varepsilon} \int_{T^{1-\varepsilon}}^{2T_k} \left| L \left( \frac{1}{2} + it, \phi_k \right) \right| (1 + |t - T_k|)^{-1/4} \frac{dt}{1+t}.
\]

We first deal with \( M_1(\phi_k) \). By Theorem 4, we have
\[
\sum_{K < k \leq 2K} M_1(\phi_k)^2 \ll T^{-1+2\varepsilon} \sum_{K < k \leq 2K} \left( \int_0^{T^{1-\varepsilon}} \left| L \left( \frac{1}{2} + it, \phi_k \right) \right| \frac{dt}{1+t} \right)^2 \ll T^{-1+2\varepsilon} \int_0^{T^{1-\varepsilon}} \left( \sum_{K < k \leq 2K} \left| L \left( \frac{1}{2} + it, \phi_k \right) \right|^2 \right) \frac{dt}{1+t} \ll T^\varepsilon. \tag{7.2}
\]

Now we consider \( M_2(\phi_k) \). By Cauchy–Schwarz inequality, we have
\[ M_2(\phi_k) \ll T_k^{-3/4+\varepsilon} \left( \int_{T^{1-\varepsilon}}^{2T_k} \left| L \left( \frac{1}{2} + it, \phi_k \right) \right|^2 (1 + |t - T_k|)^{-1/2} \frac{dt}{1+t} \right)^{1/2}. \]

Now using the same argument as in [GRS13 §6.1] for estimating equation (49), we obtain
\[ M_2(\phi_k) \ll T_k^{-1/2+\varepsilon}. \]

Hence by \( T \asymp T_k \asymp K \), we have
\[
\sum_{K < k \leq 2K} M_2(\phi_k)^2 \ll K^\varepsilon. \tag{7.3}
\]
Combining (7.1), (7.2), and (7.3), we prove the lemma. \( \square \)

Let \( S_\beta(\phi_k) \) be the number of sign changes of \( \phi_k \) along \( \beta \). Denote by \( a < \xi_1(\phi_k) < \xi_2(\phi_k) < \ldots < \xi_{S_\beta(\phi_k)}(\phi_k) < b \) the zeros of \( \phi_k(iy) \) on the interval \((a, b)\) where \( \phi_k(iy) \) changes sign. Put \( \xi_0(\phi_k) = a \) and \( \xi_{S_\beta(\phi_k)+1} = b \). Then we have
\[
\int_a^b |\phi_k(iy)| \frac{dy}{y} = \sum_{j=1}^{S_\beta(\phi_k)+1} \left| \int_{\xi_{j-1}(\phi_k)}^{\xi_j(\phi_k)} \phi_k(iy) \frac{dy}{y} \right| \leq \sum_{j=1}^{S_\beta(\phi_k)+1} M(\phi_k) \|\phi_k\|_2,
\]
hence
\[ \|\phi_k\|_{L^1(\beta)} \leq M(\phi_k) \|\phi_k\|_2 (S_\beta (\phi_k) + 1), \]
By [GRS13, Eq. (6)] and [GRS17, §2.5], we have
\[ N^\beta(\phi_k) \gg_q S^\beta(\phi_k), \]
and so it is sufficient to consider \( S^\beta(\phi_k) \). Note that
\[ \| \phi_k \|_2^2 \leq \int_\beta |\phi_k(z)|^2 ds \ll \| \phi_k \|_{L^1(\beta)} \]
Together with Theorem 1 and Lemmas 17 and 18 for all but \( O(K^{1-\epsilon/2}) \) forms in \( \{ \phi_k : K < k \leq 2K \} \), we have
\[ N^\beta(\phi_k) \gg S^\beta(\phi_k) \gg M(\phi_k) \| \phi_k \|_2 \gg M(\phi_k) \| \phi_k \|_{L^1(\beta)} \gg T^{1/8-\epsilon}. \]
This completes the proof of Theorem 5.
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