The mutational spectrum of SARS-CoV-2 genomic and antigenomic RNA
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The raw material for viral evolution is provided by intra-host mutations occurring during replication, transcription or post-transcription. Replication and transcription of Coronaviridae proceed through the synthesis of negative-sense ‘antigenomes’ acting as templates for positive-sense genomic and subgenomic RNA. Hence, mutations in the genomes of SARS-CoV-2 and other coronaviruses can occur during (and after) the synthesis of either negative-sense or positive-sense RNA, with potentially distinct patterns and consequences. We explored for the first time the mutational spectrum of SARS-CoV-2 (sub)genomic and anti(sub)genomic RNA. We use a high-quality deep sequencing dataset produced using a quantitative strand-aware sequencing method, controlled for artefacts and sequencing errors, and scrutinized for accurate detection of within-host diversity. The nucleotide differences between negative- and positive-sense strand consensus vary between patients and do not show dependence on age or sex. Similarities and differences in mutational patterns between within-host minor variants on the two RNA strands suggested strand-specific mutations or editing by host deaminases and oxidative damage. We observe generally neutral and slight negative selection on the negative strand, contrasting with purifying selection in ORF1a, ORF1b and S genes of the positive strand of the genome.

1. Introduction

SARS-CoV-2 is the causative agent for COVID-19. Since the initial outbreak in Wuhan, China in December 2019, SARS-CoV-2 and many subsequent variants have caused a pandemic directly claiming the lives of 6.5 million people worldwide [1]. The tremendous efforts in combating the pandemic are unprecedented; vaccines and other therapeutics are developed and distributed with astonishing speed. However, as is characteristic of RNA viruses, SARS-CoV-2 has a high mutation rate and large population size within-host [2], giving it ample opportunity to escape immune responses [3] and pharmaceutical interventions and to adapt to the human host [4]. The pandemic is still ongoing, fuelled by new variants carrying problematic mutations that result in heightened transmissibility and immune escape [5,6]. Studying the mutational
patterns and molecular biology of SARS-CoV-2 will enable us to better understand the observed evolutionary trajectories and their implications.

SARS-CoV-2 belongs to the Coronaviridae family, beta-coronavirus genus. The alpha- and beta-coronavirus genera also contain two well-known zoonotic viruses, severe acute respiratory syndrome coronavirus (SARS-CoV) and Middle East respiratory syndrome coronavirus, as well as four other common human coronaviruses (HCoV-OC43, HCoV-229E, HCoV-NL63 and HCoV-HKU1) [7]. Like other coronaviruses, SARS-CoV-2 is an enveloped, non-segmented, positive single-stranded RNA virus. It has a genome of approximately 30 kb in length, a size characteristic of several families within the virus order Nidovirales, but much larger than most of the other RNA viruses [8]. The coronaviruses are named for the many crown-resembling protein spikes on the outer capsid of the virion [9]. It is these spikes that bind to the cell receptor, angiotensin-converting enzyme 2, and initiate entry into a host cell [10,11]. After cleavage of the protein, the lipid membrane fuses with the cell membrane to release the nucleocapsid (N)-coated RNA genome into the cytoplasm of the host cell [11], where this positive strand of genomic RNA undergoes direct translation, replication and further transcription. The coronavirus genome encodes non-structural proteins (nsps), structural proteins and accessory proteins. The nsps are the products of proteolytic events of the polyproteins pp1a and pp1ab, translated from two open reading frames ORF1a and ORF1ab, respectively [12,13]. The nsps come together to form the replication-transcription complex (RTC). The RTC synthesizes the complementary strand, full-length negative-strand RNA, to be used as template for genome replication. It also synthesizes subgenomic (sg) mRNAs, to code for the structural and accessory proteins. Specifically, the RTC uses discontinuous transcription to jump after encountering translational regulatory sequence (TRS-B) and stitch ORFs (excluding ORF1a and ORF1ab) with the 5' end translational regulatory sequence (TRS-L) to produce negative-sense sgRNAs, which are then transcribed into positive sgmRNAs for protein translation [15].

Two mammalian innate immune responses targeting external viral RNA through deaminase activities have been suggested to carry out genome editing of SARS-CoV-2 [16]. Adenosine deaminases acting on RNA (ADARs) change adenines into inosines (A to I) on double-stranded RNA [17], which would result in either an A > G mutation in the positive-strand products (full genome or sgRNA), or a complementary U > C mutation if the first change took place on the negative template strand (figure 1). Apolipoprotein B mRNA-editing enzyme, catalytic polypeptide, or APOBEC deaminases mutate cytosines into uracils (C to U) on single-stranded RNA and single-stranded DNA [18]. Excessive C > U mutations (recorded in genome sequences as C > T by convention) that have been observed in the SARS-CoV-2 genome suggest high levels of RNA editing [16,19,20]. These are the direct observations of APOBEC deaminases acting on the positive strand, however, if APOBEC deaminases changed a C to U on the negative sgRNA of SARS-CoV-2, G > A mutations would be observed in the resulting complementary positive strands (figure 1). A third potential source of mutations is oxidative damage, where guanines in the nucleotide pool become 8-oxo-G [21,22], and preferentially pair with adenines during base pairing (figure 1).

Previous studies have focused on positive-sense sequences, generally represented by genomic RNA sequences, which dominate the conventional output from most next-generation RNA-sequencing protocols [16,19,23]. However, the intermediate negative-sense templates during within-host viral replication and transcription represent another important data source to describe the mutational patterns of this virus. For example, one can gather information on intra-cellular RNA editing patterns and also deduce the mutations that are purged or selected for by comparing the mutations occurring at corresponding genomic sites. With samples collected during the first few months of the UK’s epidemic, and the quantitative strand-aware viral RNA deep sequencing method veSEQ [24], we obtained deep sequence information on both (sub)genomic and anti(sub)genomic strands of

Figure 1. Example of the three types of mutations. The green-coloured bases show the original mutational changes; the magenta-coloured bases show the subsequent changes in base pairing. (Online version in colour.)
SARS-CoV-2. The antigenomic sequences consist of the full-length negative-sense genomes and subgenomic negative-sense RNAs. Despite naturally low amounts of antigenomic material in the samples, we are able to show that the variance in the number of strand consensus disagreements per sample is overdispersed, providing evidence of patient-specific responses to viral infections. We show strand-specific mutational spectra of SARS-CoV-2 and describe the types and levels of possible RNA editing taking place on both strands of the genome and compare their relative frequencies. We find generally neutral and weak negative selection on the antigenomic variants, contrasting with negative selection on the genomic variants of the ORF1a, ORF1b and S gene sequences.

2. Methods

(a) Sample preparation and sequencing

Nasopharyngeal swabs were collected from symptomatic individuals upon admission to hospital and from healthcare workers during the period of March to June 2020. RNA extractions were performed in Oxford University Hospital or Basingstoke and North Hampshire Hospital as previously described [25]. Libraries were prepared following the veSEQ protocol [24] with modifications and sequenced on the Illumina Miseq and Novaseq 6000 platforms (Illumina, CA, USA) at the Oxford Genomics Centre. Briefly, the viral RNA was extracted with QIAsymphony DSP Virus/Pathogen Kit (QIAGEN), Maxwell RSC Viral total nucleic acid kit (Promega), Reliaprep blood gDNA miniprep system (Promega) or Prepito NA body fluid kit (PerkinElmer). Two different extraction controls were present during the extraction, and neither affected sequencing. Libraries to be sequenced on the Illumina platforms were prepared with residual RNA samples after clinical testing, using the SMARTer Stranded Total RNA-Seq Kit v2-Pico Input Mammalian (Takara Bio USA, CA, USA) without RNA fragmentation. One crucial step of the SMARTer protocol is that different index sequences are appended to the two ends of the original template, thus retaining information of the strand orientation. The libraries were size-selected to retain fragments of at least 400 nt and underwent the targeted bait-capture process of the veSEQ protocol [24] to enrich and amplify SARS-CoV-2 sequences. The samples were sequenced to produce 150 bp or 250 bp paired-end reads. (For more specific details on the modified veSEQ protocol for SARS-CoV-2 and other measures to reduce sequence artefacts and increase data reproducibility, please see [25])

(b) Bioinformatic processing and analyses

After obtaining the raw sequencing outputs, the reads from bacterial and human origins were removed with Kraken v2 [26] using the Castanet (https://github.com/tgolubch/castanet) workflow [27]. The remaining viral and unclassified reads were quality-trimmed (Trimmatic v0.36 [28]) and mapped to the SARS-CoV-2 reference genome (Wuhan-Hu-1, GenBank: NC_045512.2) using the shiver v1.5.7 [29] with small as the mapper [30]. Because of a template-switching step in the SMARTer Stranded Total RNA-Seq Kit v2-Pico Input Mammalian (Takara Bio USA, CA, USA) protocol and its strand-aware design, each binary alignment (BAM) file was divided into two files: one containing reads pairs mapped to the genomic strand (identified using SAM flags 83 or 163) and the other to the antigenomic strand (identified using SAM flags 99 and 147). Minor allele frequencies (MAFs) of each BAM file were summarized for all genomic positions using shiver [29] (tools/AnalysePileup.py).

To ensure high confidence in the analyses of genomic mutational spectra and reduce the stochasticity brought by variants in low viral load samples, we only examine the samples that produced 50,000 or more uniquely mapped reads. These correspond to high viral load samples, since the veSEQ protocol has been shown to retain a positive correlation between viral load and uniquely mapped reads. Upon further investigation, we subset the sequencing batches into two sets, batches 2–14 and batches 15–27. From our investigation, potential oxidative damage-related mechanisms induced a background of mutations (A>C and T>G) that dominated the negative-sense mutational spectrum of the later batches 15–27 at around 50% of all observed mutations ubiquitously (electronic supplementary material, figure S1). This was not problematic for the positive-sense mutational spectrum across all batches because the abundance of positive-sense genome copies is much higher, the MAF cutoff was 3%, and the oxidative damage-induced mutations are prevalent at lower frequencies (electronic supplementary material, figure S2); however, background oxidative damage effect is particularly prominent for the much less abundant negative-sense templates. Therefore, we only use the first 2–14 batches for our analyses and comparison of the two strands’ mutational spectrum. This brings our total number of high viral load samples with both positive- and negative-sense (sub)genomic coverage to 250.

All SARS-CoV-2 genomic sites (positions 1–29903) were examined. As suggested by our previous work, sites prone to generating low-frequency within-host variation in vitro [25] and variant sites shared by more than 20 samples were masked in within-host variation analysis. Positive-sense variant calling requires a minimum read depth of 100, and minimum MAF of 3%. Due to the naturally low abundance of negative-sense RNA in the samples, we required a minimum depth of 5 reads for negative-sense base (consensus and variant) calling (electronic supplementary material, figure S3). We determined the consensus at each site as the base with the highest read count and the minor variant at polymorphic sites as that with the second highest count. We defined cases where the two strands have the same consensus (variant) base at a site as an agreement between the strand consensus (variants), and the alternative as a disagreement. Collectively in all 250 samples, the median per site negative-sense antigenomic read depth was 5.88 × 10^3 reads [range 16.215 × 10^3 reads], with approximately 3.46 × 10^8–8.51 × 10^4 reads recovered per sample. The median per site positive-sense genome read depth was 4.43 × 10^3 reads [range 5.55 × 10^3–3.85 × 10^5 reads], with approximately 1.03 × 10^5–1.46 × 10^6 reads per sample.

The dependence between the number of disagreement sites between negative-sense and positive-sense consensus was modelled through a quasi-Poisson regression. We included epidemiological features such as age, sex, antigenomic read depth (in logscale) and number of unique mapped reads (also in logscale) as surrogate of viral load, enforcing also a linear dependence on sample antigenomic coverage in the model. The model has the form

\[
\log \left( \frac{\text{number of disagreements}}{\text{antigenomic coverage}} \right) \sim \text{age} + \text{sex} + \log(\text{antigenomic read depth}) + \log(\text{number of unique mapped reads}).
\]

To disentangle the strong collinearity of the last two predictors, we performed a causal mediation analysis, considering the logscale antigenomic read depth as possible mediator of the effect of the logscale viral load, and modelling their dependence through a classical linear regression including age and sex:

\[
\log(\text{antigenomic read depth}) \sim \text{age} + \text{sex} + \log(\text{number of unique mapped reads}).
\]
The dN/dS ratio for each coding region was calculated as
\[ \frac{N_c}{N_{ref}} \frac{S_c}{S_{ref}} \]
where \( N_c \) is the total number of non- synonymous mutations from all samples within coding region \( c \), \( S_c \) is the total number of synonymous mutations from all samples within coding region \( c \), \( N_{ref} \) is the total number of all possible non-synonymous mutations in SARS-CoV-2 reference genome [Wuhan-Hu-1, GenBank: NC_045512.2] within coding region \( c \) and \( S_{ref} \) is the total number of all possible synonymous mutations in SARS-CoV-2 reference genome [Wuhan-Hu-1, GenBank: NC_045512.2] within coding region \( c \).

3. Results

(a) Strand consensus disagreement
We first summarized the disagreements between the consensus bases on each strand within each sample. The median number of disagreement sites was 2 [range 0–16]. When fitted to a quasi-Poisson model to assess overdispersion weighted by antigenomic coverage we obtain a dispersion parameter of 2.7 with respect to the Poisson variance after controlling for age, sex and viral load. This suggests heterogeneity in mutations among patients possibly due to RNA editing [16,31], in which different hosts respond differently to viral infection. The significant dependency was on viral load (unique mapped reads: \( p\text{-value} = 4 \times 10^{-8} \)) and antigenomic read depth (\( p\text{-value} = 0.02 \)), although a causal mediation model suggests that this dependency may be due to a mixture of direct effect of viral load and indirect effect through antigenomic read depth (\( p\text{-value} = 0.02 \)), which is highly correlated to viral load (correlation coefficient = 0.65).

(b) Strand-specific mutational patterns
To avoid interpreting sequencing artefacts as results, we need to identify mutation categories that contain high proportions of mutations likely to be produced by the sequencing protocol bias and \textit{in silico} amplification error. We ran a sensitivity analysis by varying the depth support for variants on the negative-sense strand and compared the mutation spectrum between different depth supports (electronic supplementary material, figure S2). All consensus and variant pair mutation frequencies did not show strong variations when the depth support was increased, except for neg:A > T and neg:G > T. This suggests that these two mutational changes might be affected by systematic background bias, probably introduced by amplification or RT-PCR steps. Next, to further confirm the non-random nature of the negative-strand mutational spectrum, we generated the low-frequency mutational spectra of the positive strand—likely to be dominated by random sequencing errors—at variant thresholds: 0.005, 0.01 and 0.02 for comparison (electronic supplementary material, figure S2). In this comparison, neg:A > C and neg:T > A showed similar frequencies to the low-frequency random mutations on the positive strand, which means their frequencies are indistinguishable from random errors. Note that low-frequency mutations on the positive strand are dominated by T > G, while this is not the case for antigenomic mutations, supporting that most of the latter did not originate from sequencing errors or artefacts.

In addition to single-nucleotide site changes, we looked into dinucleotide mutational patterns of these single site changes, which presented a complex picture. On positive-strand genomic RNA, common mutations (MAF > = 3%) tend to be represented by a skewed set of dinucleotide changes and show markedly different patterns from low-frequency mutations (electronic supplementary material, figure S4). Dinucleotide changes on negative-strand antigenomic RNA are mostly equally distributed among dinucleotide pairs and show some similarities to the patterns for low-frequency positive-sense ones, but exhibit different proportions in some pairs, most prominently in dinucleotides that start with adenine or guanine. As expected, patterns for non-synonymous and synonymous dinucleotide changes are different as well (electronic supplementary material, figure S5). This suggests that such differences in mutational patterns are not artefactual but originate from different mutational mechanisms or differences in intra-host selection.

Next, we compare and speculate on the patterns between the \textit{complemented} negative-strand and positive-strand mutational spectra for the non-artefactual single-nucleotide mutational categories. These patterns can be divided into three groups (electronic supplementary material, figure S6): (i) negative-strand mutation frequency is different from the positive-strand’s frequency of random errors and is more similar to positive-strand non-random frequency. These pairs are A > G, C > T, G > A, G > C, T > C. (ii) Negative-strand mutation frequency is different from the positive-strands’ random frequency and is also different from positive-strand non-random frequency. These mutations are A > C, C > G. (iii) Negative-strand (complemented) G > T mutation frequency is similar to the positive G > T random frequency, but is lower than the non-random positive frequency.

ADARs recognize and deaminase double-stranded RNA, and when directly sequenced, the inosines from ADARs are recognized as guanines, as inosines preferably pair with cytosines [32]. Therefore, a direct excess of A > G pairs on the strands and an excess of T > C in the complementary strand would indicate ADARs activities. We observe high levels of T > C changes, but the signal is less so for A > G (figure 2). APOBECs tend to induce the change C > T on single-stranded RNA and DNA. When C > T changes take place on the complementary strand, we would observe G > A after base pairing. We see matching relatively high G > A frequencies on both strands. However, we also see an excess of positive-strand C > T which is not mirrored by the negative strand, perhaps indicating high levels of post-transcriptional changes (figure 2). There are also excess A > C (neg:T > G) mutations arising on the negative sense but being purged on the positive strand. While T > G mutations are often attributed to oxidative damage, we do not see the complementary changes being retained in the positive sense. More G > T mutations are also observed for the positive strands without matching frequencies on the negative strand. Both A > C (neg:T > G) and G > T are possibly caused by reactive oxygen species damage to guanines in the nucleotide pool. The product 8-oxo-G pairs with adenines, thus resulting in T > G and G > T in different scenarios (figure 1). Other mutational changes are not discussed here because of low-frequency and artefact-related uncertainties.

Among all 250 samples, we called 280 genomic variable sites (MAF > = 3% and minimum coverage 100 reads) and 7196 antigenomic variable sites (minimum 5 reads to call a variant base for the negative-sense strand). For the positive-strand
Consensus > variant changes, there is an abundance of A and T upstream and downstream of a C > T change (figure 3), which is the expected sequence context for APOBEC1 deaminases [16, 33, 34]. There is also a drastic depletion of base G at position −1 of positive-strand A > G change (figure 3), which is the common ADARs-induced pattern observed in human transcripts [16]. However, the negative-strand C > T and A > G changes do not show the same typical genomic context indicative of deamination, and this pattern is consistent for negative-strand variant sites with increased support (electronic supplementary material, figure S7). With minimum 10, 20 and 50 reads to call a variant base on the negative strand, there are 3276, 1273 and 277 variable sites remaining respectively. The sequence context surrounding negative-strand C > T and A > G changes do not show the expected APOBEC and ADARs context. This could be partly due to the detection limit imposed by the low abundance of the negative-sense templates.

(c) Strand-specific selection patterns
To check if the discrepancy in the strand-specific mutational patterns is associated with strand-specific selective pressure, we calculated dN/dS for each coding region (figure 4; electronic supplementary material, table S1). While dN/dS is difficult to interpret for within-host mutations, it is still indicative of selective processes at the protein level. The dN/dS ratios across the genome in the negative sense detected from different depth support suggest consistent neutral to weak negative selection (dN/dS < 1 and approx. equal to 1), except for the ORF6 and N genes being slightly higher than 1. While the high confidence minor variants (MAF > = 3%) on the positive strand show strong purifying selection on the ORF1a, ORF1b, S gene as different from the dN/dS ratios from variants above 1% on the positive strand. It is interesting to note that the N gene on the positive strand also displayed dN/dS above 1, indicating the presence of positive selection. Other coding regions contained low numbers of high confidence variants above 3%, therefore comparisons cannot be made reliably. These results suggest generally neutral and weak negative selection on the negative strand of SARS-CoV-2 and purifying selection on ORF1a, ORF1b and S genes of the positive-strand genome.

To further explore the difference in mutational patterns, we focus on 52 sites from 41 different samples that are polymorphic on both strands (figure 5; electronic supplementary material, figure S8). Forty-four out of the 52
sites have complementing consensus and minor variants from the two strands, meaning that when the consensus-variant pair is C>T on the positive strand, the complemented pair on the negative strand is also C>T. Of the matching pairs, 7 are from ORF1a, 8 from ORF1b, 2 from S, 3 from ORF7a, 2 from ORF8, 15 from N, 3 from the 3’UTR region, and 1 each from 5’UTR, ORF3a and M and ORF10. There is one mismatching pair located in ORF1a, S, ORF3a, ORF7a, two pairs in ORF1b and 3’UTR, respectively. Computations of dN/dS across these polymorphic sites show evidence of purifying selection in ORF1a, ORF1b and S genes (dN/dS = 0.26), and positive selection on the rest of the genome (dN/dS = 1.47).

Focusing on the base frequencies at the mismatching positions, the negative consensus bases are mostly between 53.0% and 72.9% in frequency (except for position 29 864 in the 3’UTR at 93.7% and 92.8%), while the positive consensus bases are between 50.1% and 94.8% in frequency. The consensus-variant pairs are the same two bases (except for position 29 864) for these sites but had altered which one was the majority on the two strands (figure 5). This suggests that the base frequencies on the two strands are probably fluctuating or converging within-host, as the difference is probably caused by stochasticity from the negative strand. The distribution of these polymorphic sites appears to be heterogeneous across the genome, with a higher density towards the last third of the genome (electronic supplementary material, figure S8). This is likely to be due to the intertwined effects of the relative abundance of different lengths of mRNA in the intra-cellular pool and the number of sequencing reads. The absolute depth of sequencing (electronic supplementary material, figure S3) and depth ratio of antigenome against genome (electronic supplementary material, figure S9) is low for the first two-thirds of the genome. This is consistent with the difference in abundance of full-length RNA and subgenomic mRNAs of the structural and accessory genes, the latter of which make up the last one-third of the genome. Because discontinuous transcription jumps at TRS-B, and ORF1a/ORF1ab is a long ORF without a TRS-B in the middle, ORF1a/ORF1ab only exist in full-length positive-sense RNAs; while there is a TRS-B at the start of every structural and accessory gene [35]. Therefore, the number of mutations detected in the first two-thirds of the genome is intrinsically lower than that of the last one-third.

4. Discussion

We present the mutational patterns of both the positive and negative strands of the SARS-CoV-2 genome. From RNA-seq reads, we checked the consensus agreement of
positive and negative strands for 250 samples from acute infection with high viral load. Our analysis shows different patient-specific responses to viral replication. Next, we show evidence of both APOBEC C > T (G > A) and ADARs A > G (T > C) deamination activities on the positive- and negative-sense RNAs, with strong genomic context supporting the changes on the positive strand but not on the negative strand. We also show mutational changes caused by oxidative damage (i.e. A > C, G > T) on the two strands. Lastly, by computing the dN/dS ratio for all mutational changes, we observe overall neutral and weak purifying selection on the negative-sense antigenome, and overall purifying selection in ORF1a, ORF1b and S regions of the positive-sense genome. For those genomic sites that are polymorphic on both strands, we see a consistent match of the mutational spectrum of the two strands, with purifying selection on ORF1a, ORF1b and S genes of the positive-strand genome.

Our results suggest varying host responses to infection, given the variability in the strand consensus disagreement among samples that does not depend on age or sex. This indicates that patients may exhibit different levels of strand-specific mutations or RNA editing on the virus anti(sub)genome. Different sites of viral replication or sites of infection may result in different levels of host response, e.g. tissue-specific deaminase activities [31]. An infection of a type of tissue with high deaminase activities will lead to high frequencies of occurrences of mutation in the viral sample analysed. Mechchrykova and colleagues showed the heightened expression of APOBEC4 in cell types, such as respiratory tract epithelium cells, likely frequently targeted by SARS-CoV-2.

As viruses regularly infecting tissues with high APOBEC activity will carry signatures of previous infections in their genomes [36], many studies have summarized the mutational spectrum of the SARS-CoV-2 genome and found evidence of RNA editing. We have provided further evidence of it on the positive-strand mutational spectrum, while the picture from the matching negative-strand mutational spectrum is more ambiguous. The high frequencies of C > U (G > A) mutations suggest APOBEC-mediated RNA editing, as has been pointed out on numerous accounts of SARS-CoV-2 and other coronaviruses. However, while some [16], as well as our study, show evidence of A to I/G (U to C) mutations characteristic of ADARs present in SARS-CoV-2 infection, many other studies searched but found limited [37], or even no ADARs-mediated activities [35,38]. On the other hand, the excess of some mutations, such as A > G, on the negative strand compared to the positive one does not look consistent with patterns of ADARs editing and may have a different mutational origin. In addition to the deamination, we also see a high frequency of negative-strand T > G, which is A > C in the positive sense. This can be caused by the oxidative damage of guanines in the nucleotide pool producing 8-oxoguanines, which preferentially pair with adenines, and then downstream replaces the original Adenine-Thymine pair with a Cytosine-Guanine pair [22]. Another mutation also possibly caused by reactive oxygen species is G > T (C > A), which we observe to be in high frequency on the positive strand, and has been reported in other studies as well [39-40]. In addition to the discussed deamination and potential oxidative damage-induced single-nucleotide site changes, there could be other explanations for the mutational spectra we observe. Examining dinucleotide biases may provide a different range of genomic context for the polymorphic sites. Dinucleotide mutational spectra are complex but show different patterns for genomic and antigenomic reads, as well as for synonymous and non-synonymous ones, suggesting that different combinations of mechanisms are involved in the origin or selection of genomic, antigenomic and subgenomic mutations.

The strand-aware library preparation methods used for the samples in our data provided the opportunity to identify reads from both the positive- and negative-sense (sub)genomes of SARS-CoV-2. Sequences from the negative strand can provide information from the previously unobserved step and shed more light on host-responsive RNA editing patterns and the mutations potentially purged within-hosts due to evolutionary pressures. Although the strand-aware library preparation has not been systematically validated for SARS-CoV-2 in terms of its recovery of the negative strand and we have seen a background noise of the positive sense reads mapping in the opposite direction for HIV samples, the same patterns of noise were not observed for SARS-CoV-2 samples. We compared the mutational patterns from the two strands, which are known to serve different purposes in the virus replication cycle and are of very different levels of abundance within the host cytoplasm [41]. Our positive to negative genome mapping ratio is between 100 and 1000, which can be compared to Sawicki et al. [41] stating a 50–100 fold difference in abundance of the two strands. Our protocol also cannot separate positive-sense genomic RNA from positive-sense subgenomic RNA fragments. This brings additional complexity to the interpretation of our findings. Variability among genomic sequences can be interpreted either as polymorphisms in the viral population (in which case it should also appear in antigenomic sequences if coverage would be high enough) or as mRNA sequence diversity generated within hosts by the transcription process.

RNA viruses like SARS-CoV-2 are characterized by high mutation rates, occurring both on genomic and antigenomic RNA. Within-host RNA editing acts as a further source of mutation in addition to polymerase-induced mutations and may have a long-lasting impact on the evolution of viral pathogens, as have seen with the depletion of cytosine as well as APOBEC acting motifs in other human circulating coronaviruses [42,43]. To better understand within-host selection, it is useful to incorporate the mutational spectrum of the negative sense of coronaviruses into future evolutionary analysis. Because of the low abundance within-host, negative-strand replication-transcription templates of positive single-stranded RNA viruses are often missed in sequencing, and targeted capture and amplification of these strands of RNA may provide a detailed and valuable piece to understanding the mutational spectra during the life cycle of these viruses.

Data accessibility. We used only publicly available data. The dataset analysed in this paper has been published in [25]. Specifically, the BAM files are available as part of European Nucleotide Archive (ENA) study PRJEB37886.

The supplementary figures and table are provided in the electronic supplementary material [44].

Authors’ contributions. L.Z.: formal analysis, investigation, methodology, visualization, writing—original draft and writing—review and editing; M.H.: investigation, methodology, visualization and writing—review and editing; M.d.C.: data curation and writing—review and editing; G.M.C.: data curation; K.L.: investigation, methodology and writing—review and editing; C.F.: funding acquisition, supervision and writing—review and editing; D.B.: data curation, investigation, methodology and writing—review and editing; T.G.: conceptualization, data curation, investigation, methodology and
writing—review and editing; L.F.: conceptualization, formal analysis, investigation, methodology, supervision, visualization, writing—original draft and writing—review and editing.

All authors gave final approval for publication and agreed to be held accountable for the work performed therein.

Conflict of interest declaration. We declare we have no competing interests.

Funding. COG-UK is supported by funding from the Medical Research Council (MRC) part of UK Research & Innovation (UKRI), the National Institute of Health Research (NIHR) (grant code: MC_PC_19027), and Genome Research Limited, operating as the Wellcome Sanger Institute. This work was supported by a Li Ka Shing Foundation Grant awarded to C.F. The research was supported by the Wellcome Trust Core Award grant no. 203141/Z/16/Z with funding from the NIHR Oxford BRC. The views expressed are those of the author(s) and not necessarily those of the NHS, the NIHR or the Department of Health.

References

1. World Health Organization. 2020 COVID-19 weekly epidemiological update, edition 110, 21 September. https://apps.who.int/iris/bitstream/handle/10665/363125/rc-virus-weekly-sitrep21Sep22-eng.pdf.
2. Stern A, Andino R. 2016 Viral evolution: it is all about mutations. In Viral pathogenesis: from basics to systems biology (eds MG Katze, MJ Korth, GL Law, N Nathanson), pp. 233–240. New York, NY: Academic Press.
3. Eguia RT, Crawford KHD, Stevens-Ayers T, Kelnhofer-Bogasabab R, Nuñez J, Padera FP, Kolb BA. 2020 SARS-CoV-2 cell entry depends on ACE2 and TLRPR53 and is blocked by a clinically proven protease inhibitor. Cell 181, 271–80.e8. (doi:10.1016/j.cell.2020.02.052)
4. Masters PS. 2006 The molecular biology of coronaviruses. Adv. Virus Res. 66, 193–292. (doi:10.1016/S0065-3527(06)66005-3)
5. Davies NG, Bonsall D, Baric RS. 2005 Coronavirus genome structure and replication. Curr. Top. Microbiol. Immunol. 287, 1–30.
6. Finkelman FD. 2005 The cytokine network: an overview. J. Immunol. 175, 5021–5028.
7. Poon LL, Yuen KY, Peiris JS. 2003 Early diagnosis of SARS. Lancet 362, 1758–1760. (doi:10.1016/S0140-6736(03)14724-5)
8. Tam J, Holmes EC, Wu TT, et al. 2020 Coronavirus genome structure and replication. Curr. Top. Microbiol. Immunol. 287, 1–30.
9. Bailey SJ, Finkelman FD, Colonna M. 2004 Cytokines: from discovery to disease. Nature Rev. Immunol. 4, 269–280. (doi:10.1038/nri1300)
10. Nishiura H, Miyagawa M, Fujiwara Y, et al. 2020 Transmission dynamics of the COVID-19 outbreak in Wuhan, China, inferred from onboard data of public transport. Proc. R. Soc. B 287, 20200342. (doi:10.1098/rspb.2020.0342)
11.说完 A, Andino R. 2016 Viral evolution: it is all about mutations. In Viral pathogenesis: from basics to systems biology (eds MG Katze, MJ Korth, GL Law, N Nathanson), pp. 233–240. New York, NY: Academic Press.
12. Eguia RT, Crawford KHD, Stevens-Ayers T, Kelnhofer-Bogasabab R, Nuñez J, Padera FP, Kolb BA. 2020 SARS-CoV-2 cell entry depends on ACE2 and TLRPR53 and is blocked by a clinically proven protease inhibitor. Cell 181, 271–80.e8. (doi:10.1016/j.cell.2020.02.052)
13. Masters PS. 2006 The molecular biology of coronaviruses. Adv. Virus Res. 66, 193–292. (doi:10.1016/S0065-3527(06)66005-3)
COVID-19 pandemic. *PLoS ONE* **15**, e0237689. (doi:10.1371/journal.pone.0237689)

39. Mourier T, Sadikov M, Carr MJ, Gonzalez G, Hall WW, Pain A. 2021 Host-directed editing of the SARS-CoV-2 genome. *Biochem. Biophys. Res. Commun.* **538**, 35–39. (doi:10.1016/j.bbrc.2020.10.092)

40. Graudenzi A, Maspero D, Angaroni F, Piazza R, Ramazzotti D. 2021 Mutational signatures and heterogeneous host response revealed via large-scale characterization of SARS-CoV-2 genomic diversity. *iScience* **24**, 102116. (doi:10.1016/j.isci.2021.102116)

41. Sawicki SG, Sawicki DL, Siddell SG. 2007 A contemporary view of coronavirus transcription. *J. Virol.* **81**, 20–29. (doi:10.1128/JVI.01358-06)

42. Poulain F, Lejeune N, Willemsart K, Gillet NA. 2020 Footprint of the host restriction factors APOBEC on the genome of human viruses. *PLoS Pathog.* **16**, e1008718. (doi:10.1371/journal.ppat.1008718)

43. Ratcliff J, Simmonds P. 2021 Potential APOBEC-mediated RNA editing of the genomes of SARS-CoV-2 and other coronaviruses and its impact on their longer term evolution. *Virology* **556**, 62–72. (doi:10.1016/j.virol.2020.12.018)

44. Zhao L et al. 2022 Supplementary material from: The mutational spectrum of SARS-CoV-2 genomic and antigenomic RNA. Figshare. (doi:10.6084/m9.figshare.c.6266164)