Do chaotic field lines cause fast reconnection in coronal loops?
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Over the past decade, Boozer has argued that three-dimensional (3D) magnetic reconnection fundamentally differs from two-dimensional (2D) reconnection due to the fact that the separation between any pair of neighboring field lines almost always increases exponentially over distance in a 3D magnetic field. According to Boozer, this feature makes 3D field-line mapping chaotic and exponentially sensitive to small non-ideal effects; consequently, 3D reconnection can occur without intense current sheets. We test Boozer’s theory via ideal and resistive reduced magnetohydrodynamic simulations of the Boozer–Elder coronal loop model driven by sub-Alfvénic footpoint motions [A. H. Boozer and T. Elder, Physics of Plasmas 28, 062303 (2021)]. Our simulation results significantly differ from their predictions. The ideal simulation shows that Boozer and Elder under-predict the intensity of current density due to missing terms in their reduced model equations. Furthermore, resistive simulations of varying Lundquist numbers show that the maximal current density scales linearly rather than logarithmically with the Lundquist number.

I. INTRODUCTION

Magnetic reconnection is a fundamental mechanism that changes the topology of magnetic field lines and converts magnetic energy to plasma thermal and non-thermal energy. It is generally believed that this mechanism drives explosive phenomena in astrophysical, space, and laboratory plasmas, including solar flares, coronal mass ejections, geomagnetic substorms, and sawtooth crashes in fusion devices.

Magnetic reconnection can be classified into two-dimensional (2D) and three-dimensional (3D) reconnection. Real-world magnetic reconnection takes place in 3D, but 2D reconnection is commonly employed as an approximation by assuming that the whole process depends only on two spatial coordinates. Two-dimensional reconnection occurs at an X-point (or X-line when extending along the direction of symmetry) where separatrices, which separate topologically different magnetic field lines, intersect. When magnetic stress builds up at the X-point prior to reconnection, a thin current sheet forms. Then, during reconnection, the field line velocity (i.e., a velocity field that carries field lines from one time to another) diverges at the X-point. In other words, the field line is cut and rejoined with another field line at the X-point.

Compared with 2D problems, magnetic reconnection in 3D remains a conceptual challenge, especially when topological structures, such as magnetic null points and closed magnetic field lines, are absent. In this situation, all magnetic field lines are topologically equivalent, and a continuous velocity field that preserves magnetic field line connectivity can always be found. That raises a fundamental question: how and where does magnetic reconnection occur if all field lines are topologically identical? Several ideas have been proposed to address this question, including the general magnetic reconnection theory, that uses parallel voltage as a metric for 3D reconnection rate and the concept of quasi-separatrix layers (QSLs) defined as regions with high squashing factors of the field line mapping. Even though 3D reconnection is a vast and ongoing research topic, most theories share one common aspect: Just like in 2D reconnection, intense thin current sheets play a critical role in 3D reconnection.

Through a series of publications over the past decade, Boozer has advocated a paradigm shift regarding 3D reconnection. The gist of Boozer’s proposal can be described as follows. In a 3D magnetic field, neighboring magnetic field lines generically exponentiate away from each other. The field-line flow, which is Hamiltonian, becomes chaotic. If we follow two field lines initially separated by an infinitesimal distance δr(0), in most cases the separation grows exponentially as δr(ℓ) = eσ(ℓ)δr(0), where ℓ is the distance along the field line, and σ(ℓ) is an overall (but in general non-monotonically) increasing function over distance. Boozer has argued that under the condition of large field-line exponentiation, an exponentially small non-ideal effect will completely scramble the field-line mapping, leading to fast reconnection without the necessity of intense thin current sheets. Indeed, that fast reconnection can occur without intense thin current sheets is what sets Boozer’s theory apart from “traditional” theories, to use Boozer’s terminology.

Recently, Boozer and Elder have proposed a simple coronal loop model to test this new paradigm. In their model, the coronal loop is enclosed in a perfectly conducting cylinder of a radius a and a finite length 0 ≤ z ≤ L. The initial magnetic field is uniform and pointing along the z direction. The magnetic field lines are line-tied to the top and the bottom boundaries, which represent the photosphere. On the top boundary at z = L, a time-dependent flow is imposed; all other boundaries are static. The imposed boundary flow mimics photospheric convection and gradually entangles (or “braids”) the field lines in the coronal loop. The braided magnetic field lines eventually reconnect and release the stored magnetic energy into plasma kinetic energy and heat.
On the surface, the Boozer–Elder model is similar to Parker’s model of coronal heating, but their predictions for the scenarios of magnetic reconnection and energy release are starkly different. Parker’s scenario predicts that intense thin current sheets will develop throughout the coronal loop as a consequence of field line braiding. These thin current sheets cause numerous small-scale reconnection events, or “nanoflares” (as Parker called them), that heat the solar corona to millions of degrees. Thin current sheets play a crucial role in Parker’s scenario of coronal heating. In fact, Parker argued that the thin current sheets will become singular (i.e., take the form of Dirac δ-functions) in the ideal-MHD limit when the resistivity vanishes. Parker’s prediction of ideal singular current sheets, often dubbed the “Parker problem,” has remained controversial for several decades, continuing to this day.

Contrary to Parker’s nanoflare scenario, intense thin current sheets play no significant role in the Boozer–Elder scenario. While Boozer and Elder also predict that electric current distribution will form thin ribbons, the current density does not become very intense and increases only linearly in time. In their scenario, the separation of neighboring field lines, which increases exponentially in time, plays a dominant role in triggering the onset of fast reconnection.

The Boozer–Elder model is a welcome new development of Boozer’s theory because it provides concrete and testable predictions. The primary objective of this study is to test some of the predictions. Specifically, we will focus on two distinct predictions, one related to ideal evolution and the other to resistive evolution. For the ideal evolution, the model predicts that the current density will increase linearly in time while the separation of neighboring field lines will grow exponentially in time. With a small but finite resistivity, because the exponential field-line separation amplifies the field line velocity, thereby speeding up reconnection, the time scale for the onset of fast reconnection and therefore the current density will scale logarithmically with the Lundquist number. This logarithmic scaling relation for the current density is perhaps the most striking difference of Boozer’s theory compared to traditional reconnection theories.

This paper is organized as follows. Section II outlines the reduced magnetohydrodynamic (RMHD) model and the imposed footpoint motions. Section III lays out the governing equations for the ideal and resistive quasistatic evolution of a coronal loop driven by footpoint motions. In Section IV, we test Boozer and Elder’s current density calculation with an ideal RMHD simulation. In Section V, we present resistive simulations to test the scaling of current density with the Lundquist number and investigate whether chaotic field line separation causes onset of reconnection. We conclude in Section VI.

II. REDUCED MAGNETOHYDRODYNAMICS MODEL

We employ the standard reduced magnetohydrodynamics (RMHD) model in this study. The RMHD model assumes a strong uniform guide field along the z direction and that spatial scales along the guide field are much longer than that in perpendicular directions. Under these assumptions, the MHD equations can be simplified to a set of two equations

\[ \partial_t \Omega + [\phi, \Omega] = \partial_z J + [A, J] + \nu \nabla^2 \Omega - \lambda \Omega, \]  

\[ \partial_t A = \partial_z \phi + [A, \phi] + \eta \nabla^2 A. \]

Here, we normalize the strength of the guide field to unity. The operator \( \nabla^2 \) denotes the gradient operator in the perpendicular directions of the guide field. The magnetic field is expressed in terms of the flux function \( \Omega \) through the relation \( B = \hat{z} + \nabla A \times \hat{z} \). The plasma velocity \( \mathbf{u} \) is expressed in terms of the stream function \( \phi \) as \( \mathbf{u} = \nabla \phi \times \hat{z} \). The vorticity and the electric current density along the \( z \) direction are given by \( \Omega \equiv - \nabla_\perp^2 \phi \) and \( J \equiv - \nabla_\perp^2 A \), respectively. The Poisson bracket is defined as \([f, g] = \partial_x f \partial_y g - \partial_y f \partial_x g\). Dissipation is introduced by including the resistivity \( \eta \), the viscosity \( \nu \), and a friction coefficient \( \lambda \).

The RMHD model is widely used in analytic and numerical studies of Parker’s coronal heating model and also in the study of Boozer and Elder. From the definitions of \( \mathbf{B} \) and \( \mathbf{u} \) and the Poisson bracket, we have the following useful relations

\[ [\phi, f] = \mathbf{u} \cdot \nabla f \]  

and

\[ \partial_z f + [A, f] = \mathbf{B} \cdot \nabla f \]

for an arbitrary variable \( f \).

The RMHD equations are solved with the DEBSRX code, which is a reduced version of the compressible MHD code DEBS. The \( x-y \) plane is discretized with a Fourier pseudospectral method. The \( z \) direction is discretized with a finite-difference scheme where \( \phi \) and \( A \) reside on staggered grids. The timestepping scheme is a semi-implicit, predictor-corrector leapfrog method where \( \phi \) and \( A \) are staggered in time. While the semi-implicit scheme allows time-steps to be larger than the limit set by the Courant–Friedrichs–Lewy (CFL) condition, too large a time-step may compromise accuracy. For this reason, we have been conservative in setting the time-step. We determine the time-step dynamically by using the CFL condition of the Alfvén wave along the guide field and that of the perpendicular flow speeds, whichever gives a smaller time-step. We have tested the accuracy of this choice by reducing the time steps by a factor of two for selected runs and have seen no significant difference.

We assume that the system is bounded in the \( z \) direction by two conducting plates at \( z = 0 \) and \( z = L \). The
$x$–$y$ plane is a $1 \times 1$ box ($0 \leq x, y \leq 1$) with doubly periodic boundary conditions. We take $L = 10$ in this study. The bottom boundary at $z = 0$ is stationary for all time; i.e., we impose the boundary condition $\phi = \phi_0 = 0$. At the top boundary of the simulation box ($z = L$), we impose a time-dependent flow given by the stream function

$$\phi_t = (\cos(2\pi x) - 1) (\cos(2\pi y) - 1)$$

$$+ c_0 \sin(\omega_0 t) + c_1 \sin(2\pi x) \sin(\omega_1 t) + c_2 \sin(2\pi y) \sin(\omega_2 t) + c_3 \sin(2\pi x) \sin(2\pi y) \sin(\omega_3 t),$$

where $c_i$ and $\omega_i$ are constants. This boundary flow is similar, but not identical, to the flow employed by Boozer and Elder. Because the DEBSRX code is limited to doubly-periodic systems in the perpendicular directions whereas Boozer and Elder consider a cylindrical domain, we cannot impose the same boundary conditions as they do. The difference in the boundary conditions, however, is not germane to the issue we will discuss. Note that the boundary flow is localized to the middle and vanishes at the edges of the simulation box in the perpendicular directions. This feature is qualitatively similar to the flow employed by Boozer and Elder.

We start the simulations with only the guide field. The imposed boundary flow drags the footpoints and gradually entangles the field lines. From solar observations, it is known that the time scales of footpoint motions are much longer compared with the Alfvén transit time along the coronal loop. We set the constants to $c_0 = 0$, $c_1 = c_2 = c_3 = 0.00025$, $\omega_0 = 0.0125\sqrt{2}$, $\omega_1 = 0.0125\sqrt{3}$, and $\omega_2 = 0.0125\sqrt{3}$. For this set of parameters, the maximal footpoint speed is typically of the order of 0.01, corresponding to an advection time scale on the order of 100. In contrast, the Alfvén transit time along the coronal loop is 10. Therefore, the condition for the separation of time scales is met. We also make the ratios between frequencies $\omega_0/\omega_1$ irrational so that the flow pattern will not repeat itself, but this choice is not crucial for the purpose of this study.

### III. QUASI-STATIC EVOLUTION OF CORONAL LOOPS

Under the condition that the characteristic time scales of footpoint motions are much longer than the Alfvén transit time, the coronal loop will evolve quasi-statically, provided that the coronal loop is not close to an instability threshold. For a quasi-static coronal loop, we may assume that the plasma inertia as well as the viscous and frictional force are negligible, therefore the magnetic force-free condition (within the RMHD approximation)

$$B \cdot \nabla J = \partial_z J + [A, J] = 0$$

is satisfied for all time. The governing equations for quasi-static evolution now are the force-free condition together with the induction equation [2]. In this set of equations, the time derivative only appears in the induction equation [2], whereas the force-free condition plays a role analogous to the incompressibility constraint, $\nabla \cdot u = 0$.

The quasi-static evolution of coronal loops driven by slow footpoint motions can be determined as follows. First, taking the time derivative $\partial_t$ of Eq. (6) yields

$$B \cdot \nabla \partial_t J + [\partial_t A, J] = 0.$$  

(7)

We can obtain an equation for $\partial_t J$ by applying the $-\nabla_2^\perp$ operator on Eq. (2), yielding

$$\partial_t J = -\nabla_2^\perp (B \cdot \nabla \phi) + \eta \nabla_2^\perp J.$$  

(8)

Now, we can use Eq. (2) and Eq. (8) to eliminate the time derivatives in Eq. (7) and obtain the following equation for $\phi$

$$L\phi = \eta B \cdot \nabla \left( \nabla_2^\perp J \right),$$

(9)

where the linear operator $L$ is defined as

$$L\phi \equiv B \cdot \nabla \left( \nabla_2^\perp (B \cdot \nabla \phi) \right) - [B \cdot \nabla \phi, J].$$

(10)

At a given instant, if the operator $L$ is invertible subject to the boundary conditions $\phi|_{z=0} = \phi_b$ and $\phi|_{z=L} = \phi_0$, we can in principle obtain the stream function $\phi$ (and the flow $u = \nabla_2^\perp \phi \times \hat{z}$) that will carry the system to another force-free equilibrium at the next instant. In the ideal limit $\eta \rightarrow 0$, Eq. (9) is identical to the equation derived by van Ballegooijen in his study of the Parker problem.

The operator $L$ is the one that appears, unsurprisingly, also in the ideal linear stability problem of the instantaneous equilibrium, which takes the form

$$L\phi = \gamma^2 \nabla_2^\perp \phi.$$  

(11)

Here, $\phi \sim e^{i \gamma t}$ time-dependence and homogeneous boundary conditions $\phi|_{z=0} = 0$ and $\phi|_{z=L} = 0$ are assumed. The operators $L$ and $\nabla_2^\perp$ in Eq. (11) are self-adjoint; therefore, the eigenvalues $\gamma^2$ are real and the eigenfunctions form a complete set; functions $\phi_m$ and $\phi_n$ of different eigenvalues satisfy the orthogonal condition

$$\int \nabla_\perp \phi_m^* \cdot \nabla_\perp \phi_n d^2x = 0,$$  

(12)

while those with the same eigenvalues can be orthogonalized as well.

Suppose the complete set of eigenfunctions and eigenvalues $\{\phi_n, \gamma_n^2\}$ is known. We can formally solve Eq. (9) by making an eigenfunction expansion

$$\phi = \sum_n a_n \phi_n + \tilde{\phi}.$$  

(13)

Here, $\tilde{\phi}$ is an arbitrary smooth function satisfying the inhomogeneous boundary conditions $\phi|_{z=0} = \phi_b$ and
\[ \phi|_{z=L} = \phi_L \] [e.g., \( \tilde{\phi} = \phi_0 + (\phi_t - \phi_b) z/L \)]. Using the orthogonality of eigenfunctions, we can determine the coefficients \( a_n \) as

\[ a_n = -\frac{\int \phi_n^* \left( \eta B \cdot \nabla (\nabla^2 \phi) - L \phi \right) d^3x}{\gamma_n^2 \int \nabla \phi_n^* \cdot \nabla \phi_n d^3x}. \tag{14} \]

From Eq. (14), we conclude that Eq. (9) is solvable provided that the system is not at marginal stability, i.e., none of the eigenvalues \( \gamma_n^2 \) vanish.

### IV. QUASI-STATIC IDEAL EVOLUTION

The above discussion shows that to determine the quasi-static evolution of this model requires solving Eq. (9) in the whole domain in each time step. On the other hand, Boozer and Elder\(^{10} \) take a different approach for the quasi-static ideal evolution that only involves solving an equation for the current density at the top boundary. Their approach is as follows. First, using Eqs. (3), (4), and the definition of the Poisson bracket, the term \(-\nabla^2_x (B \cdot \nabla \phi)\) in Eq. (8) can be written as

\[ -\nabla^2_x (B \cdot \nabla \phi) = -\partial_x [\nabla_x^2 \phi + [A_x, -\nabla^2_x \phi]] + [\nabla^2_x A, \phi] \]

\[ -\partial_y \nabla_x A \cdot \partial_x \nabla_y \phi + \partial_y \nabla_x A \cdot \partial_y \nabla_x \phi \]

\[ = B \cdot \nabla \phi - u \cdot \nabla J \]

\[ -\partial_y B_y \cdot \partial_x u + \partial_z B_z \cdot \partial_y u. \tag{15} \]

Boozer and Elder ignore the terms \(-\partial_y B_y \cdot \partial_x u + \partial_z B_z \cdot \partial_y u\), whereupon Eq. (8) becomes (here, we set \( \eta = 0 \) for the ideal evolution)

\[ \partial_t J + u \cdot \nabla J = B \cdot \nabla \phi. \tag{16} \]

Because of the force-free condition \( B \cdot \nabla = 0 \) and the ideal frozen-in condition, the left-hand-side of Eq. (16) is constant along a field line. Consequently, the right-hand-side \( B \cdot \nabla \phi \) is also constant along a field line. For the Boozer–Elder model, the vorticity at the bottom boundary vanishes and the vorticity at the top boundary is prescribed. Therefore, along a field line, \( B \cdot \nabla \phi = \Omega \frac{z=L}{L} \) at any instant. Boozer and Elder then consider Eq. (16) at \( z = L \), yielding

\[ (\partial_t J + u \cdot \nabla J)|_{z=L} = \Omega \frac{z=L}{L}. \tag{17} \]

This equation (hereafter the BE equation) plays a critical role in the study of Boozer and Elder.\(^{10} \)

The BE equation takes the form of an advection equation for the current density \( J \) on the left-hand-side, whereas the right-hand-side serves as a source term. Because the flow velocity \( u \) (and therefore the vorticity \( \Omega \)) is prescribed at the top boundary, the BE equation can be solved to determine the current density distribution at the top boundary without further knowledge of what occurs in the remaining part of the system. That is not the case if the missing terms are included, because \( B \cdot \nabla \phi \) will no longer be a constant along a field line. In other words, it is not possible to amend the BE equation simply by including those terms.

The advection term on the left-hand-side of the BE equation only redistributes the current density without changing its magnitude. The peak current density can increase only through the source term on the right-hand-side. Hence, the current density is bounded by \( |J| \leq \Omega_{\text{max}} t/L \), where \( \Omega_{\text{max}} \) is an upper bound of \( \Omega \) at the top boundary. In other words, the current density increases...
at most linearly in time according to the BE equation.

Because some terms are neglected when deriving the BE equation, the question now is: are those terms negligible? We address this question by comparing solutions of the BE equation and that of the RMHD equations. The BE equation is solved using a pseudospectral method implemented with the Dedalus framework\(^{(29)}\) the grid resolution is 1024\(^2\). The RMHD equations are solved with the DEBSRX code with a grid resolution 1024\(^3\). We set \(\eta = 0\) in the DEBSRX simulation, but a small viscosity \(\nu = 10^{-6}\) is applied for numerical stability. The numerical algorithms of the Dedalus implementation for the BE equation and the DEBSRX code for the RMHD equations are similar. Both use a Fourier pseudospectral method dealiased by the Orszag two-thirds rule\(^{(29)}\) in the \(x-y\) plane, so the numerical errors should be similar. Both simulations have been compared with numerical solutions at lower resolutions (256\(^2\) and 512\(^2\) for BE; 256\(^3\) and 512\(^3\) for RMHD) to ensure that the results presented here are well-resolved and converged.

Even though the time scales of footpoint motions are longer than the Alfvén transit time by approximately one order of magnitude, the RMHD calculation is not exactly force-free. To ensure that the RMHD solution remains close to force-free, we restart from a few selected snapshots, set the plasma speed to zero at footpoints and across the entire domain, then turn on the friction force and let the system relax to a force-free equilibrium. This experiment shows that the RMHD solution remains approximately force-free up to \(t = 200\), thereby ensuring a fair comparison between the BE and the RMHD solutions.

We now compare the RMHD solution at the top boundary with the BE solution and summarize the results in Figure 1. Panel (a) shows the time histories of the maximum current density obtained from both sets of solutions. The maximum current densities from both solutions agree until \(t = 150\) and then depart significantly afterward. Furthermore, the current density in the RMHD solution increases significantly faster than predicted by the BE equation. Panel (b) shows snapshots from both sets of solutions at two representative times, at \(t = 140\) and 200. Although the two solutions give essentially the same maximum current density at \(t = 140\), we can already see differences between the two solutions. The differences become quite pronounced at \(t = 200\). By that time, thin current sheets have developed in the RMHD solution but are absent in the BE solution.

Our results show that the neglected terms in the derivation of the BE equation are not negligible. Therefore, to determine the current density at the top boundary, we must solve for it over the entire 3D domain. Importantly, the BE equation significantly under-predicts the current density of the RMHD solution. As we will see in the next section, these intensifying current sheets eventually lead to the onset of reconnection.

![Figure 2. Probability distributions of the current density for various Lundquist numbers \(S\). Roughly speaking, the maximal current density scales linearly with \(S\).](image)

![Figure 3. A 2D slice of Run E through the midplane \((z = 5)\) at \(t = 260\). Here, we show the sub-domain of \(0.3 \leq x \leq 0.9\) and \(0.1 \leq y \leq 0.7\). The color shading shows the current density, and black arrows indicate the plasma flow. Signatures of magnetic reconnection, such as outflow jets within current sheets, are clearly visible. The entire time sequence is available as an animation (multimedia view).](image)

**V. RESISTIVE EVOLUTION**

We continue with the resistive evolution of the model problem. Our objectives are to test the prediction that the peak current density will scale logarithmically with respect to the Lundquist number \(S\), as well as to assess whether the “exponential” field line separation causes the onset of reconnection.

To address these questions, we perform a series of simulations with the Lundquist number \(S\) varying from \(10^4\) to
energy input through the top boundary is.

Table I. Parameters and energy diagnostic results of simulations reported in this paper. Here, of the resistive dissipation, and $W_s$ is the time averaged volumetric ratio between regions with $|J| > J_{1/2}$ and the entire domain. $10^6$. Here, the Lundquist number $S \equiv aV_A/\eta$ is defined through the box size $a$ in the perpendicular direction, the Alfvén speed $V_A$ of the guide field, and resistivity $\eta$. In our normalized units, the box size $a = 1$ and the Alfvén speed $V_A = 1$; therefore the Lundquist number is simply $S = 1/\eta$. The viscosity is another free parameter. For simplicity, we set the viscosity $\nu = \eta$ for all cases; i.e., the magnetic Prandtl number $P_m \equiv \nu/\eta = 1$. (See Appendix for a discussion of the effect of viscosity.) The friction coefficient $\lambda$ is set to zero. Table VII lists the Lundquist numbers and grid resolutions for all the simulations we have performed. The simulation time is $t = 1000$ for all cases, corresponding to 100 Alfvén transit times and approximately ten footpoint advection times.

Table VIII also shows the total resistive dissipation $W_\eta$ and viscous dissipation $W_\nu$ during the entire period of each simulation. Over the range of Lundquist numbers $S$ that spans two orders of magnitude, the total dissipation $W_\eta + W_\nu$ stays remarkably close to constant. The dissipation is predominantly due to resistivity, although the portion of viscous dissipation slightly increases as the Lundquist number increases.

To ensure that our simulations have sufficient numerical resolution, we perform three simulations (D1–D3) for the case $S = 4 \times 10^5$ with resolutions ranging from $512^3$ to $1024^3$ and do not find significant difference between them. Therefore, a grid resolution of $512^3$ appears to be adequate for $S = 4 \times 10^5$. This finding gives us some confidence that the highest Lundquist number case, Run E with $S = 10^6$, should be reasonably resolved by a grid resolution of $1024^3$. In addition, we may also assess the accuracy of our numerical simulations by how precisely the energy is conserved. The energy conservation requires that the total Poynting energy input through the top boundary $W_P$ should be equal to the sum of the increase in magnetic energy $E_M$, the increase in kinetic energy $E_K$, and the total dissipation. For all the cases, the error in energy conservation is less than 1% of the total Poynting energy input over the entire simulation period.

The column $J_{1/2}$ in Table VII indicates that regions with $|J| > J_{1/2}$ contribute half of the resistive dissipation over the entire simulation period, and $V_{1/2}/V$ is the time averaged volumetric ratio between regions with $|J| > J_{1/2}$ and the entire domain.
Figure 4. Three dimensional visualization of Run E at $t = 260$. Panel (a) shows the full domain. The color shading on the slices shows the current density $J$ along the $z$ direction, indicating two primary current ribbons with $J$ pointing at opposite directions. Panel (a) also shows four bundles of field lines denoted with different colors. Each of the bundle originates from a small area of radius 0.01 at the bottom boundary. As is typical for 3D magnetic fields, the field line bundles spread out to much broader regions as we trace them along the $z$ direction. Panel (b) shows a zoom-in view of the sub-domain with $0.4 \leq x \leq 0.9$, $0.1 \leq y \leq 0.6$, and $5 \leq z \leq 7$. Here, we see the current ribbon with $J < 0$ has become unstable the tearing (plasmoid) instability and developed flux-rope-like structures within itself. The field lines in panel (b) are color-coded according to the plasma flow speed $u$.

seen in the 2D slice at $t = 260$ shown in Figure 3. Figure 4 shows a 3D visualization of the entire domain as well as a zoom-in view of a sub-domain. From the zoom-in view in panel (b), we can see that the primary current sheet with $J < 0$ (the one with dark colors) has become unstable to the plasmoid (or tearing) instability and developed flux-rope-like structures despite the stabilizing effects of the line-tied boundary conditions. The plasmoid instability has continued to be present in numerous reconnecting current sheets throughout this simulation. Similar to systems without line-tied boundary conditions, the Lundquist number needs to exceed a threshold for the plasmoid instability to occur. In all other simulations with lower Lundquist numbers, the plasmoid instability has not been observed.

Previous studies indicate that the stabilizing effect of the line-tied boundary condition for the tearing mode is negligible when the ‘geometric’ width $\delta_{\text{geo}} \sim (\lambda_{\text{tearing}} B_z / LB_{\text{up}}) \delta$ is thinner than the inner layer width of the tearing mode, $\delta_{\text{tearing}}$. Here, $\delta$ is the current sheet thickness, $B_{\text{up}}$ is the upstream in-plane magnetic field of the current sheet, and $\lambda_{\text{tearing}}$ is the wavelength of the tearing mode. Taking the current sheet at $t = 250$, immediately prior to the onset of the plasmoid instability, we estimate $B_{\text{up}} \simeq 0.1$ and $\delta \simeq 0.005$. For this set of parameters, the fastest growing mode wavelength $\lambda_{\text{tearing}} \simeq 0.15$ and the corresponding inner layer width $\delta_{\text{tearing}} \simeq 0.001$ whereas the geometric width $\delta_{\text{geo}} \simeq 0.00075$. Therefore, the geometric width is comparable to the inner layer width, and the stabilizing effect of line-tying should be marginal. This estimate is consistent with the fact that the current sheet becomes unstable. In contrast, for cases of lower Lundquist numbers, the corresponding current sheets at the same time do not satisfy the criteria $\delta_{\text{geo}} < \delta_{\text{tearing}}$ and remain stable.

To disentangle the relationship between reconnection and the exponential separation of neighboring field lines, we have implemented a suite of diagnostics together with
Figure 5. Diagnostic results at $t = 190$. The upper-left panel shows the time histories of the maximum current density $J_{\text{max}}$ and the maximum plasma speed $u_{\text{max}}$ in the entire domain, with the vertical line indicating the time of the snapshot. We label the field lines by their footpoints at the bottom boundary. The lower-left panel shows the projected image of $5 \times 5$ squares at the top boundary to the bottom boundary following the field lines. The remaining four panels show the squashing factor $Q$, the parallel voltage, the maximum plasma speed, and the maximum field line relative speed along each field line.

field line tracing. Along each field line, we calculate (a) the squashing factor $Q$, (b) the parallel voltage, (c) the plasma flow velocity, and (d) the velocity of the field line in relative to the plasma. The squashing factor $Q$ quantifies the extent of neighboring field line separation; the parallel voltage is often employed as a metric for 3D reconnection rate; finally, a large separation between the field line velocity and the plasma velocity may also indicate magnetic reconnection.

We calculate the squashing factor $Q$ by simultaneously integrating the equation for magnetic field line flow,

$$\frac{dx}{dz} = B_{\perp},$$  \hspace{1cm} (18)

and the equation for an infinitesimal separation $\delta x_{\perp}$ between neighboring field lines

$$\frac{d\delta x_{\perp}}{dz} = \delta x_{\perp} \cdot \nabla B_{\perp}.$$ \hspace{1cm} (19)

Equation (19) can be written in matrix form as

$$\frac{d}{dz} \begin{bmatrix} \delta x \\ \delta y \end{bmatrix} = \begin{bmatrix} \partial_x B_z & \partial_y B_x \\ \partial_x B_y & \partial_y B_y \end{bmatrix} \begin{bmatrix} \delta x \\ \delta y \end{bmatrix} \equiv M(z) \begin{bmatrix} \delta x \\ \delta y \end{bmatrix}. \hspace{1cm} (20)$$

Because Eq. (20) is linear in $\delta x$, it is sufficient to integrate it with respect to two linearly independent initial condition. For that purpose, we integrate the equation

$$\frac{dN}{dz} = MN \hspace{1cm} (21)$$

with the initial condition

$$N_{|z=0} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \hspace{1cm} (22)$$

Then, for any initial separation $\delta x_{|z=0}$ we can obtain the separation at an arbitrary $z$ as

$$\begin{bmatrix} \delta x \\ \delta y \end{bmatrix} = N(z) \begin{bmatrix} \delta x \\ \delta y \end{bmatrix}_{|z=0}. \hspace{1cm} (23)$$
The singular value decomposition (SVD) of \( N(z) \) is of the form

\[
N(z) = U(z) \begin{bmatrix} \lambda_{\text{max}}(z) & 0 \\ 0 & \lambda_{\text{min}}(z) \end{bmatrix} V^T(z),
\]

(24)

where both \( U(z) \) and \( V(z) \) are unitary matrices. The singular values \( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) have a geometrical interpretation as follows. If we follow a infinitesimally thin flux tube starting with a circular cross section of radius \( \delta r \) at \( z = 0 \), the cross section becomes an ellipse at \( z > 0 \), with the semi-major axis \( \delta r_{\text{max}} = \lambda_{\text{max}} \delta r \) and the semi-minor-axis \( \delta r_{\text{min}} = \lambda_{\text{min}} \delta r \). Because the field line mapping in RMHD preserves area, the singular values \( \lambda_{\text{max}} \) and \( \lambda_{\text{min}} \) satisfy the relation \( \lambda_{\text{max}} \lambda_{\text{min}} = 1 \). The squashing factor \( Q \) is then defined as

\[
Q = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} + \frac{\lambda_{\text{min}}}{\lambda_{\text{max}}}
\]

(25)
evaluated at the top plate. In the limit \( Q \gg 1 \), the squashing factor is approximately the ratio between the simi-major and the semi-minor axes; i.e., \( Q \approx \lambda_{\text{max}}/\lambda_{\text{min}} \).

Next, we calculate the field line velocity as follows. The electric field in our RMHD model is given by the resistive Ohm’s law

\[
E = -u \times B + \eta J \hat{z}.
\]

(26)

If we can express the electric field by

\[
E = -v \times B + \nabla \Phi
\]

(27)

for some velocity field \( v \) and a scalar potential \( \Phi \), then the evolution of \( B \) is formally governed by the ideal equation \( \partial_t B = \nabla \times (v \times B) \) such that the magnetic field lines are frozen-in to the velocity field \( v \). The velocity field \( v \) is not uniquely determined because we can add to \( v \) an arbitrary component parallel to the magnetic field \( B \) without changing Eq. 27. Moreover, taking the inner product of Eq. 27 and \( B \) yields

\[
B \cdot \nabla \Phi = \eta J,
\]

(28)

which can be integrated along magnetic field lines to determine the potential \( \Phi \) up to a free function \( \Phi(x_\perp)|_{z=0} \) defined on the bottom boundary. To uniquely specify \( v \), we impose the conditions \( v_z = 0 \) and \( \Phi(x_\perp)|_{z=0} = 0 \). The field line velocity \( v_\perp \) is then determined by the relation

\[
-\hat{z} \times E = u_\perp = v_\perp - \hat{z} \times \nabla_\perp \Phi,
\]

(29)
and the relative velocity between the field line and the plasma is given by

$$w_{\perp} = v_{\perp} - u_{\perp} = \hat{z} \times \nabla_{\perp} \Phi.$$  

The imposed boundary condition $\Phi(x_{\perp})|_{z=0} = 0$ makes the plasma velocity and the field line velocity coincide at the bottom boundary. If the two velocities deviate significantly from each other as we follow the field lines, it may indicate that reconnection is ongoing.

To calculate the field line velocity together with field-line tracing, we adopt a method similar to the calculation of $Q$. Applying the $\nabla_{\perp}$ operator on Eq. (28) yields

$$\frac{d}{dz} \begin{bmatrix} w_x \\ w_y \end{bmatrix} = \begin{bmatrix} -\partial_y B_y & \partial_y B_z \\ \partial_x B_y & -\partial_x B_z \end{bmatrix} \begin{bmatrix} w_x \\ w_y \end{bmatrix} + \eta \begin{bmatrix} -\partial_y J \\ \partial_x J \end{bmatrix}.$$  

(32)

Here, the derivative $d/dz$ on the left-hand-side is a derivative along the magnetic field lines. We can now integrate Eq. (32) together with field line tracing to obtain the field line velocity.

Figures 5, 6, and 7 show the results of the diagnostics at three representative times. In each figure, the upper-left panel shows the time histories of the maximum current density $J_{\max}$ and the maximum plasma speed $u_{\max}$, with the vertical line indicating the time of the snapshot. We label the field lines by their footpoints at the bottom boundary. The lower-left panel shows the projected image of $5 \times 5$ squares at the top boundary to the bottom boundary following the field lines. The remaining four panels show the squashing factor $Q$, the parallel voltage $\int_{L_0} \eta J \, dz$, the maximum plasma speed $|u|$, and the maximum field line relative speed $|w|$ along each field line. At each time slice, we trace $1000 \times 1000$ field lines uniformly distributed at the bottom boundary. Additionally, we provide the entire time history of these diagnostics for Run E, together with that for Runs A, B, C, and D3 as animations (see multimedia view in Fig. 7 and Supplementary Material).

Figure 5 shows that the maximum $Q$ is approaching $10^5$ at $t = 190$. The “slippage” speed between field line and the plasma also become approximately one order of magnitude larger than the plasma speed for field lines with high $Q$ values. The maximum slippage of footpoint mapping relative to that of the ideal run is approximately...
30% of the simulation box size in the perpendicular direction. Although one might interpret that significant magnetic reconnection has already occurred based on this information, it may be more appropriate to attribute the footpoint slippage to diffusion rather than reconnection because the evolution remains close to quasi-static up to this time.

After $t = 190$, there is a rapid onset of activity with the current density and plasma speed both increasing substantially. Notably, the onset occurs in approximately two footpoint advection times, much sooner than in ten advection times predicted by Boozer and Elder. Subsequently, at $t = 290$ shown in Fig. 5, the plasma speed is approximately one order of magnitude higher than that during the quasi-static phase, the squashing factor $Q$ goes above $10^{10}$, and the field line relative speed is above $10^2$, which is more than three orders of magnitude higher than the plasma speed. The correlations between the squashing factor $Q$, the parallel voltage, and the plasma relative speed are also evident. The same general features are also present in Fig. 7 for $t = 620$. At this time, the squashing factor $Q$ goes beyond $10^{15}$ at some locations, and the maximal field line relative speed is above $10^4$, more than five orders of magnitude higher than the plasma speed.

Based on the result that both the squashing factor and the field line speed become extremely high, would one conclude that chaotic field line separation causes fast reconnection? Upon close examination, our simulation results do not appear to support this viewpoint. If chaotic field-line separation is the cause of fast reconnection, we expect the squashing factor to reach a maximum when the coronal loop “breaks loose,” i.e., when it starts to deviate from quasi-static evolution; subsequently, reconnection will simplify the field-line mapping and the squashing factor will decrease. That is not what the simulation shows. As we can see from the time sequence shown in Figures 5–7 and the associated animation, after the coronal loop “breaks loose” after $t = 190$, thin current sheets intensify and the squashing factor increases tremendously around them. Unlike Boozer’s claim that chaotic field-line separation can speed up reconnection without intense current sheets, the simulation shows that current sheets must intensify to release the built-up magnetic stress; the intensified current sheets further enhance chaotic field-line separation as reflected in a even higher squashing factor $Q$.

For a complicated 3D evolution with reconnection occurring at multiple locations and at different times, it is difficult, if not impossible, to quantify the speed of the reconnection process with a single reconnection rate. However, we may quantify the effectiveness of reconnection through its effect of converting magnetic energy into plasma heating through dissipation. Because the dissipation rate is nearly independent of the Lundquist number $S$, it is not unreasonable to think that reconnection proceeds approximately at the same rate for different $S$. This conclusion is consistent with the fact that the peak values of the parallel voltage, often employed as a metric of 3D reconnection rate, mostly fluctuate between $2 \times 10^{-4}$ and $6 \times 10^{-4}$, regardless of the Lundquist number. In contrast, the field-line speed exhibits a strong dependence on the Lundquist number $S$. At $S = 10^4$, the field line relative speed stays below $10^{-2}$, whereas at $S = 10^6$, the plasma relative speed can go above $10^4$. Our findings suggest that the parallel voltage is a more reliable indicator of the reconnection rate than the field-line speed.

VI. DISCUSSION AND CONCLUSIONS

In conclusion, we have tested Boozer’s reconnection theory using the Boozer–Elder model for a coronal loop driven by footpoint motions. Our simulation results significantly differ from their predictions in both ideal and resistive evolution.

For the ideal evolution, we show that Boozer and Elder significantly under-predict the intensity of electric current in the coronal loop due to missing terms in their equations. For the resistive evolution, our simulations show that the maximal current density roughly scales linearly with the Lundquist number $S$, in stark contrast to the prediction of a logarithmic dependence on $S$. Because of the formation of intense thin current sheets, the onset of fast reconnection occurs much sooner than predicted by Boozer and Elder. Therefore, our simulation results do not appear to support Boozer’s theory. Moreover, thin current sheets become unstable to the plasmoid instability when the Lundquist number is sufficiently high.

A precise definition of 3D reconnection remains an open question. Boozer’s definition of reconnection relies entirely on the connections between fluid elements, and he attributes any changes in the connections to reconnection. This definition, while precise, is overly general, and blurs the distinction between reconnection and diffusion. As an illuminating example, let us first consider a stable line-tied screw pinch undergoing resistive diffusion. Because the footpoint mapping between the boundaries changes as time progresses, this process is reconnection according to Boozer’s definition, although it occurs on a slow, resistive time scale. Next, let us consider the same process in a stable coronal loop with chaotic field lines. The time evolution of the magnetic field remains slow, but the field-line velocity is fast due to the amplification caused by the chaotic field-line mapping. This enhanced field-line speed is fast reconnection according to Boozer’s definition. Examples of slow resistive diffusion with rapid changes in field-line connections have been demonstrated in Ref. 63. However, the same study also shows that when the slow resistive diffusion leads to an unstable configuration, the time evolution becomes dynamic, intense thin current sheets form, and reconnection outflow jets ensue. At that time, field-line connections change even faster.

These results of Ref. 63, and the present study indicate that field-line velocity is not a reliable metric for reconnection rate. We should keep in mind that field-
line velocity is a mathematical construct rather than a physical velocity. Furthermore, the field-line speed has no upper limit and can even exceed the speed of light! Therefore, we should be cautious about using field line velocity to draw conclusions. In comparison, the parallel voltage, which is the integration of the parallel electric field, appears to be a better indicator of the reconnection rate. Because the parallel voltage \( \Phi \sim \eta JL \) and the maximal current density \( J_{\text{max}} \propto S \propto 1/\eta \), the maximal voltage \( \Phi_{\text{max}} \) is approximately independent of \( S \). Therefore, the reconnection rate in the coronal loop is approximately independent of \( S \). This conclusion is consistent with the dissipation rate being insensitive to \( S \).

Our simulation results show that intense thin current sheets are a natural outcome of a coronal loop forced by slow footpoint motions. This conclusion appears to be more consistent with Parker’s nanoflare scenario, where thin current sheets play a crucial role, than with Boozer’s theory. However, Boozer’s theory does provide some new perspectives and poses new challenges to Parker’s scenario. In particular, Boozer points out the fragility of the ideal MHD frozen-in constraint in the presence of chaotic field lines. This important aspect warrants a broader attention and further investigation. Traditionally, the Parker problem is usually posed as a question regarding whether singular current sheets can form in a coronal loop under the frozen-in constraint and line-tied boundary conditions. This viewpoint attributes the formation of current sheets solely as an ideal MHD effect. However, because the footpoint motion at the photosphere naturally renders the field line chaotic, the ideal MHD frozen-in constraint may be overly restrictive for the Parker problem. In this study, we have observed that resistive simulations can develop more intensive current sheets than an ideal simulation at the same time when both are still in a quasi-static phase, indicating that non-ideal effects may play an active role in the formation of current sheets.\(^{(63)}\) A similar suggestion has been made by Bhattacharjee and Wang, who proposed that helicity-conserving reconnection processes might facilitate the formation of current sheets without rendering the footpoint velocity discontinuous.\(^{(62)}\) The roles of non-ideal effects in current sheet formation and onset of reconnection in coronal loops will be a topic of future study.

VII. SUPPLEMENTARY MATERIAL

Diagnostic results for Runs A, B, C, and D3, similar to those shown in Fig. 7 are available as animations.
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APPENDIX: THE EFFECTS OF VISCOSITY

After the initial submission of this paper, Boozer suggested that the observed signatures of reconnection, in particular the intense thin current sheets, may be attributed to damping of Alfvén waves after changes of the field-line connections release the stored magnetic energy as plasma kinetic energy. He further suggested that by increasing the viscosity to damp the kinetic energy, intense thin current sheets may disappear.\(^{(53)}\) This hypothesis is interesting and has practical relevance as well, because observational evidence suggests that the magnetic Prandtl number \( P_m \equiv \nu/\eta \) of coronal loops may be orders of magnitudes larger than unity.\(^{(65)}\)

We test this hypothesis by performing additional simulations with \( P_m \gg 1 \). We keep the viscosity at a constant value \( \nu = 10^{-3} \), which is as high as possible without significantly compromising the force-free approximation of the magnetic field as the coronal loop evolves quasi-statically. The values of \( \eta \) vary from \( 10^{-4} \) to \( 10^{-6} \).

\[ S = 10^4, P_m = 10 \]
\[ S = 10^5, P_m = 10^2 \]
\[ S = 10^6, P_m = 10^3 \]

Figure 8. Probability distributions of the current density for various Lundquist numbers \( S \), with the viscosity fixed at \( \nu = 10^{-3} \).
Table II. Parameters and energy diagnostic results of simulations reported in the Appendix. See the caption of Table I for the definition of each column. These runs keep a constant value of the viscosity $\nu = 10^{-3}$ and vary the resistivity $\eta$, whereas the runs in Table I have $P_m = 1$.

| Run | $S$ | $P_m$ | Resolution | $W_0$ $10^{-2}$ | $W_0$ $10^{-3}$ | $W_0 + W_0$ | $W_P$ | $E_M$ | $E_K$ | $J_{1/2}$ $V_{1/2}/V$ |
|-----|----|------|------------|---------------|----------------|-------------|-------|------|------|------------------|
| F   | $10^4$ | 10   | 512$^3$  | 1.37           | 2.51           | 1.62        | 1.70  | 7.96 | 7.77 | 0.273 5.10%       |
| G   | $10^5$ | 10$^2$ | 512$^3$ | 1.28           | 3.65           | 1.65        | 1.85  | 2.04 | 7.72 | 0.885 3.52%       |
| H   | $10^6$ | 10$^3$ | 1024$^3$ | 1.29           | 6.50           | 1.94        | 2.43  | 4.78 | 7.71 | 4.98 0.81%        |

Table II summarizes the parameters and diagnostic results of the high-$P_m$ runs. Remarkably, resistive dissipation still dominates over viscous dissipation even when $P_m \gg 1$. The resistive dissipation remains close to constant as $\eta$ varies. Moreover, compared with the results in Table I, the resistive dissipation for $P_m \gg 1$ is similar to that for $P_m = 1$.

Figure 9 shows the probability distribution of the current density for various Lundquist numbers $S$. Similar to Figure 2 for $P_m = 1$, here the probability distribution also exhibits a strong dependence on the Lundquist number $S$, although the maximal current density is lower than the corresponding maximal current density with the same $S$ and $P_m = 1$. A 2D slice of Run H with $S = 10^6$ and $P_m = 10^3$ is shown in Fig. 9. Compared with Fig. 3, the plasma velocity is significantly smoother and slower due to the higher viscosity, whereas the current density is only slightly smoother.

Even though increasing the magnetic Prandtl number does smooth the current sheets, the maximal current density still exhibits a strong dependence on the Lundquist number $S$. Therefore, intense thin current sheets appear to be a natural consequence of this coronal loop model with high Lundquist numbers, regardless of the magnetic Prandtl number.
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