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Abstract. We analyse quench processes in two-dimensional quantum field theories with an infinite number of conservation laws which also include fermionic charges that close a $N=1$ supersymmetric algebra. While in general the quench protocol induces a breaking of supersymmetry, we show that there are particular initial states which also ensure the persistence of supersymmetry for the dynamics out of equilibrium. We discuss the conditions that identify such states and, as application, we present the significant cases of the Tricritical Ising model and the Sine–Gordon model at its supersymmetric point. We also address the issue of the generalised Gibbs ensemble in the presence of fermionic conserved charges.

Keywords: integrable quantum field theory, symmetries of integrable models, quantum quenches
Contents

1. Introduction 3

2. Building blocks for the out of equilibrium dynamics 5
   2.1. Particle basis ............................. 5
   2.2. Boundary state ............................ 5
   2.3. Local operators ............................ 7

3. Questions for SUSY theories out of equilibrium 8
   3.1. Non-negative energies ........................ 9
   3.2. Multiplets .................................. 9
   3.3. Spontaneously symmetry breaking ................. 10

4. More on $d = 2$ SUSY QFT 12
   4.1. $\gamma$ matrices ............................. 12
   4.2. $N = 1$ SUSY Algebra ........................ 12
   4.3. Superfields ................................. 13
   4.4. Integrable SUSY models ........................ 14
   4.5. Models with hidden SUSY ........................ 14

5. SUSY at finite energy density 15

6. Elastic SUSY S-matrix 17
   6.1. Sine–Gordon model .......................... 19
   6.2. Tricritical Ising model ........................ 22

7. Boson and fermion occupation number in $d = 2$ theories 24

8. Supersymmetric boundary states for quench dynamics 25
   8.1. Sector with fermion number $F = 1$ ................ 28
   8.2. Sector with fermion number $F = -1$ ............... 28
   8.3. Supersymmetric boundary state ..................... 29

9. Supersymmetric boundary state in the Sine–Gordon model 29

10. SUSY boundary state in the tricritical Ising model 32
    10.1. Boundary state with zero topological charge .......... 32
    10.2. Boundary state with non-zero topological charge ....... 34
    10.3. Comparison with the known boundary solutions .......... 35

11. Signatures of SUSY in the dynamics out of equilibrium 37
    11.1. Tricritical Ising model ........................ 40
    11.2. Sine–Gordon model .......................... 40
1. Introduction

A problem that has recently attracted a lot of attention, both from the theoretical and experimental points of view, consists of the dynamics out of equilibrium of an extended quantum system prepared at $t = 0$ in a state $|B\rangle$ that is not an eigenstate of its Hamiltonian $H$ (see, for instance, [1–12]). In many cases of physical interest, such a state $|B\rangle$, also known as a boundary state, may be thought of as the ground state of another Hamiltonian $H_0$. Hence, the dynamics out of equilibrium is essentially a global quantum quench process induced by an abrupt change of the Hamiltonians $H_0 \rightarrow H$ that occurs at $t = 0$: after this time and for all $t > 0$, the system evolves unitarily under $H$, i.e. $|B(t)\rangle = e^{-iHt}|B\rangle$, and for all the models put out of equilibrium in this way, the dynamical data are entirely encoded into the expectation values

$$G_{\alpha \ldots \beta}(x_1, t_1; \ldots; x_n, t_n) = \frac{\langle B(t)|\Omega_\alpha(x_1, t_1)\Omega_\beta(x_2, t_2)\ldots \Omega_n(x_n, t_n)|B(t)\rangle}{\langle B|B\rangle},$$

(1)

where $\Omega_\alpha(x, t)$ are local operators of the theory. In the following we will consider quantum systems which admit a continuum limit described by a $d$-dimensional relativistic quantum field theory (QFT), namely a theory made of particle excitations $|A_{\{k\}}(p)\rangle$ labelled by: (i) the momentum $p$ entering together with $p_0$ the $d$-dimensional dispersion relation $p^2 - m_k^2 = 0$, where $m_k$ is the mass of the relative particle; (ii) a series of indices $\{k\}$ which specify, for instance, whether the particle is a boson or a fermion, or other possible internal degrees of freedom. Relativistic quantum field theories are known to describe the scaling limit of many interesting many body theories of cold atomic gases or magnetic materials, in particular in $d = 2$: apart from the familiar quantum Ising model, closely related to Majorana fermions, it is also worth mentioning, for instance, the tricritical Ising model for magnetic alloys, whose different phases are associated with different field theories, such as $\phi^6$ Landau–Ginzburg, $E_7$ Toda field theory, the supersymmetric Wess–Zumino model etc, or several strongly correlated systems, either spin chains or cold atom models, described by the sine or sine–Gordon model, see for instance [13–15].

In this paper, in particular, we are interested in studying QFT invariant under supersymmetry (SUSY) transformations: these are theories which have excitations both of the fermionic and bosonic type, and which are left invariant by transformations which map the ones in the others. SUSY has a very long history in physics, in particular in high-energy and mathematical physics, for its promising role in addressing long-standing problems such as cancellation of infinities in perturbative expansion, the particle hierarchy problem in the Standard Model, the possibility of setting up...
grand-unification theories, or the mathematical consistency of string theories (see, for instance, [16–21] and the references therein). In statistical or condensed matter physics, SUSY often emerges as an effective symmetry of the low-energy limit of several systems, some of which will be discussed in some detail later. In the following we will focus our attention exclusively on continuum models, noting, however, that substantial effort has also been devoted to studying and developing lattice supersymmetry [22].

Our main concern is to understand under what conditions a supersymmetric QFT has a quench dynamics that is also supersymmetric. As we are going to see, the question has a certain number of subtleties, given that SUSY has features which differ from the usual internal symmetries of a field theory. In this respect, in order to understand whether SUSY is always broken once brought away from equilibrium and, if so, what the pattern is and the consequences of breaking it, we will find it useful to compare the dynamics out of equilibrium with the finite temperature equilibrium situation, given the very similar geometrical formulation of both cases. Not excluded is that a dynamics of equilibrium SUSY invariant may also occur in some higher dimensional theories; in this paper, however, we will point out that the natural theories where to look for SUSY dynamics are those defined in $d = 2$, in particular those having an infinite number of conserved currents, i.e. the supersymmetric integrable models. Two-dimensional theories have their own peculiarities and reasons of interest: for instance, in $d = 2$ the usual distinction between a fermion and boson loses its meaning, which implies that for this dimensionality of space–time there may also be irreducible representations of the SUSY algebra that involve ordinary soliton states, and not just bosons and fermions. This is the case, for instance, with the Sine–Gordon model at a special value of its coupling constant or the Tricritical Ising model along its first-order critical line. In this paper, for simplicity we will focus our attention only on $N = 1$ SUSY theories, where $N$ stands for the number of fermionic charges, and we will find conditions on the boundary state $|B\rangle$ such that the quench process preserves a special combination of the SUSY charges. We will also discuss and comment on the generalised Gibbs ensemble associated with $d = 2$ supersymmetric theories. For completeness, it is worth pointing out that there are in the literature some previous studies on SUSY theories out of equilibrium which use, however, different approaches from ours [23, 24].

This paper is organised as follows. In section 2, we initially identify the building blocks of the dynamics out of equilibrium. This analysis is instrumental to present, in section 3, the main questions which challenge the realisation of an exact SUSY invariance for the dynamics out of equilibrium. Section 4 is devoted to the formalism of $N = 1$ SUSY in $d = 2$, while in section 5 we consider one of the crucial questions of SUSY dynamics out of equilibrium, or how one can have a spontaneously symmetry breaking of SUSY at finite energy density without the appearance of the Goldstino. Section 6 recalls the basic results of the exact SUSY $S$-matrix, showing in particular the underlying SUSY invariance of ordinary kink-like theories such as the sine–Gordon model (at a special value of its coupling constant) and the tricritical Ising model along its first-order phase transition line. These results will be conducive to arguing in section 7 that bosonic and fermionic occupation numbers can be equal in interacting $d = 2$ theories, a result that, together with the absence of Goldstino, stresses the possibility of having a dynamics out of equilibrium which is SUSY invariant. Section 8 is the most important part of this paper, where,
for integrable SUSY theories in \(d = 2\), we identify a set of sufficient conditions that the boundary state \(|B\rangle\) must satisfy in order to have a SUSY dynamics. These results are further discussed for the sine–Gordon and the tricritical Ising models in sections 9 and 10, respectively. Section 11 discusses how SUSY helps in interpreting relations between the correlation functions of different order parameters, while section 12 faces the interesting implementation of the generalised Gibbs ensemble in SUSY integrable theories. Our conclusions and future perspectives can be found in the final section 13.

2. Building blocks for the out of equilibrium dynamics

Let us initially discuss what the building blocks are out of which one can recover, in principle, the entire non-equilibrium dynamics of a QFT following a quantum quench. As shown below, these building blocks can be identified with: (i) the particle basis in the Hilbert space; (ii) the boundary state and its particle content; (iii) the matrix elements of the local operators on the particle basis. Let us address each issue separately.

2.1. Particle basis

The first fundamental object one should know in order to control the dynamics out of equilibrium is the basis of the Hilbert space: in a QFT this consists of the single particle excitations \(|A_k(p)\rangle\) together with all the infinitely many higher excited multi-particle states \(|A_{k_1}(p_1) \ldots A_{k_n}(p_n)\rangle\). These states are chosen to be eigenstates both of the Hamiltonian \(H\) and the momentum operator \(\vec{P}\)

\[
H |A_{k_1}(p_1) \ldots A_{k_n}(p_n)\rangle = \left( \sum_{i=1}^{n} E(p_i) \right) |A_{k_1}(p_1) \ldots A_{k_n}(p_n)\rangle, \tag{2}
\]

\[
\vec{P} |A_{k_1}(p_1) \ldots A_{k_n}(p_n)\rangle = \left( \sum_{i=1}^{n} \vec{p}_i \right) |A_{k_1}(p_1) \ldots A_{k_n}(p_n)\rangle. \tag{3}
\]

Using the concise notation \(|A_{k_1}(p_1) \ldots A_{k_n}(p_n)\rangle \equiv |n, \alpha\rangle\), where the Greek letter \(\alpha\) stands for the whole collection of indices including the momenta \(p_i\); these states must fulfill the completeness relation

\[
\sum_{n=0}^{\infty} \int d\alpha \ |n, \alpha\rangle \langle n, \alpha| = 1, \tag{4}
\]

and the normalisation condition

\[
\langle n, \alpha | m, \beta \rangle = \delta_{n,m} \delta(\alpha - \beta). \tag{5}
\]

2.2. Boundary state

Since the initial state \(|B\rangle\) belongs to the Hilbert space spanned by the multi-particle states, it admits an expansion on such a basis
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where the coefficients $K_n(\alpha) \equiv \langle n, \alpha | B \rangle$ can be regarded as the amplitudes relative to the virtual emission at $t = 0$ of $n$-particle states with quantum numbers $\alpha$ out of the boundary $|B\rangle$, as shown in figure 1. In virtue of the general requirements that a QFT must fulfil, these amplitudes satisfy a certain number of constraints, some of them quite simple, other more elaborate: for instance, if the system is translation invariant, the space component $\vec{P}$ of the total momentum is conserved and, therefore, without losing any generality, we can take the initial state $|B\rangle$ to be eigenstate of $\vec{P}$ with zero eigenvalue (any other eigenvalue different from zero is in fact equivalent to a Lorentz boost transformation of the system): this implies that the amplitudes $K_n(\alpha)$ have to be proportional to $\delta(\vec{p}_1 + \vec{p}_2 + \cdots + \vec{p}_n)$. A more elaborate set of constraints on $K_n(\alpha)$ comes from the requirement that the matrix element $\langle B|e^{-RF}|B \rangle$, defined on a finite volume $V = L^{d-1}$, scales for large $L$ as

$$\frac{\langle B|e^{-RF}|B \rangle}{\langle B|B \rangle} \equiv e^{-V\mathcal{F}(R)}.$$  

The origin of this condition stays in the observation that the left-hand side of this equation is nothing but the partition function $Z_{BB} \equiv e^{-F(R,V)}$ in a slab geometry of volume $V$ and width $R$, with the boundary conditions at both sides of the slab set by the boundary state $|B\rangle$: for the extensive nature of the free-energy $F(R, V)$, this quantity must be proportional to the volume $V$, namely $F(R, V) = V\mathcal{F}(R)$, and this leads to the validity of equation (7). In light of this exponential behaviour in $V$ of the matrix element ratio $\langle B|e^{-RF}|B \rangle/\langle B|B \rangle$, the boundary state $|B\rangle$ must then necessarily be made of an infinite number of particles and moreover the amplitudes $K_n(\alpha)$ must satisfy a series of integral equations which, although they do not fix $K_n(\alpha)$ uniquely, provide nevertheless some constraints on their behaviour [8]. Note that equation (7) implies that the post-quench systems have a finite energy density for the unit volume given by

$$\epsilon_0 = \frac{1}{V} \frac{\langle B|H|B \rangle}{\langle B|B \rangle} = \mathcal{F}(0).$$

Figure 1. Virtual emission of $n$ particles out of the initial state $|B\rangle$. The colour of the lines refers to the different internal quantum numbers of the various particles, while the length of the arrows is proportional to their momenta.
For this reason, the dynamics out of the equilibrium associated with a quantum quench shares some similarities with the finite temperature equilibrium situation, since both have a finite energy density per unit volume. From a geometrical point of view, both the quantum quench and finite T situations involve solving the QFT in a finite geometry (see figure 2), where the quench dynamics and finite temperature refer to a slab and cylinder geometry, respectively. This observation proves to be useful when we discuss supersymmetric field theories out of equilibrium. Additional properties of the boundary states $|B\rangle$ and particular the classes thereof, especially in relation with integrable quantum field theories, will be discussed later.

### 2.3. Local operators

Let us now turn our attention to the operators entering equation (1). In a QFT a local operator $\Omega(x,t)$ can be characterised by its matrix elements on the multi-particle states

$$\tilde{F}^\Omega_{n,m}(\alpha,\beta;x,t) = \langle n,\alpha|\Omega(x,t)|m,\beta \rangle = \langle n,\alpha|e^{-iPx+iHt}\Omega(0,0)e^{iPx-iHt}|m,\beta \rangle$$

where we have extracted the explicit dependence on $x$ and $t$ of these matrix elements using the space–time translated operators $\tilde{\Omega}(x,t) = e^{iP_{x+t}}\Omega(0,0)e^{-iP_{x+t}}$. The quantities $F^\Omega_{n,m}(\alpha,\beta)$ are the so-called form factors of the operator $\Omega$, graphically represented as in figure 3: they uniquely characterise the various operators. These matrix elements are solutions of a set of functional equations, known as Watson equations [25], coming from the unitarity and crossing symmetry of any QFT. For the two-dimensional integrable SUSY theories, the computation of the form factors has been discussed in [26] and, for the purposes of this paper, we do not address further this theme, implicitly assuming that an exact computation of the matrix elements of various operators can always be performed.

Now putting together the various pieces of this discussion, it is easy to see that all the expectation values (1) can be computed once we specify:

- the basis $|n,\alpha\rangle$, satisfying the completeness relation (4);
- the amplitudes $K_n(\alpha)$ of the virtual emission of the $n$-particle state out of the initial state $|B\rangle$;
- the form factors $F^\Omega_{n,m}(\alpha,\beta)$ of the various operators.
The employment of all these quantities provides the *spectral representation* of the various correlation functions. For example, with \( t_1 \leq t_2 \), this spectral representation of the two-point functions is given by

\[
G_{ab}(x_1, t_1; x_2, t_2 | t) = \langle B(t) | \Omega_a(x_1, t_1) \Omega_b(x_2, t_2) | B(t) \rangle \\
= \int \gamma \sum_r \langle B(t) | \Omega_a(x_1, t_1) | r, \gamma \rangle \langle r, \gamma | \Omega_b(x_2, t_2) | B(t) \rangle \\
= \int d\alpha d\beta d\gamma \sum_{n,m,r} K_n^\alpha(\alpha) K_m^\beta(\beta) F_{n,r}^{\Omega_a}(\alpha, \gamma) F_{r,m}^{\Omega_b}(\gamma, \beta) e^{iP_r(x_1-x_2)-iE_r(t_1-t_2)+iE_m(t_2-t)},
\]

and, as anticipated, this expression involves the form factors \( F_{n,r}^{\Omega_a}(\alpha, \gamma) \) of the two operators, the amplitudes \( K_n(\alpha) \) of the boundary states together with the energies and momenta \( (E_r, P_r) \) of the particles of the spectrum. Obviously an important issue concerns the convergence properties of these series as well as the most efficient way to handle them, but this is somehow a separate issue with respect to the key considerations made here, which were aimed instead at identifying the building blocks out of which one can derive in principle the entire out of equilibrium dynamics.

### 3. Questions for SUSY theories out of equilibrium

In the topic of isolated quantum systems brought out of equilibrium, a decisive question concerns the situation that is reached at \( t \to \infty \), in particular to establish whether the system equilibrates or not, and the nature of this equilibrium phase. If the system indeed reaches an equilibrium situation on a large time scale, this will be described by a stationary density matrix \( \rho_{eq} \) so that

\[ \int \mathcal{D}[\psi(t) \bar{\psi}(t)] \mathcal{D}[\sigma(t)] \rho_{eq} | \psi(t) \rangle \langle \bar{\psi}(t) | \langle \sigma(t) | \sigma(t) \rangle \neq 0 \]

and the dynamics of the system is then determined by the evolution of the density matrix in the eigenbasis of the Hamiltonian. The key question is then whether the system reaches a state where all these eigenstates are occupied, or whether there are dynamics leading to a different state. This is a non-trivial issue, and the answer depends on the specific system under consideration.
An important issue involves the symmetries present during the time evolution and those which also persist asymptotically in the equilibrium situation. In this paper, in particular, we are concerned with the dynamics out of equilibrium of QFTs that are supersymmetric, namely theories that admit an invariance under the exchange of bosonic and fermionic excitations. In order to express in clear terms what the interesting aspects and the novelties of this problem are, let us briefly summarise here the basics of SUSY, skipping for the time being all the technical details which will nevertheless be addressed later. So, let us denote by $Q$ an operator which turns a bosonic state into a fermion states and vice versa:

$$Q|\text{boson}\rangle = |\text{fermion}\rangle, \quad Q|\text{fermion}\rangle = |\text{boson}\rangle. \quad (12)$$

We assume that $Q$ and its hermitian conjugate partner $Q^\dagger$ are symmetries of the systems, i.e. they commute with the Hamiltonian $H$ and the momentum $\vec{P}$:

$$[Q, \vec{P}] = [Q, H] = 0, \quad [Q^\dagger, \vec{P}] = [Q^\dagger, H] = 0. \quad (13)$$

Both $Q$ and $Q^\dagger$ are anti-commuting fermionic operators and therefore supersymmetry is concerned more with the Lorentz group and the space–time symmetry (associated with the stress–energy tensor and the relative momentum operator $P^\mu$) rather than an internal symmetry. In particular, their anti-commutator is essentially expressed by the Hamiltonian $H$

$$\{Q, Q^\dagger\} \simeq H. \quad (14)$$

This fact alone is sufficient to explain why SUSY has certain distinguished features with respect to ordinary internal symmetries. Even though they are well known, for the purpose of completeness let us recall and discuss them in what will be called later the zero-temperature situation, alias in the bulk.

### 3.1. Non-negative energies

The first feature is that all states in a SUSY theory have a non-negative energy: this is a simple consequence of equation (14) since for any state $|\alpha\rangle$ we have

$$E_\alpha = \langle\alpha|H|\alpha\rangle = \langle\alpha|\{Q, Q^\dagger\}|\alpha\rangle = \|Q|\alpha\rangle\|^2 \geq 0. \quad (15)$$

### 3.2. Multiplets

The second important feature is that, in SUSY theories, particles must be organised into multiplets: since the SUSY generators have a half-integer spin under the Lorentz transformations, the particles in the multiplets will have different spins but equal mass, since equation (13) implies that $Q$ and $Q^\dagger$ commute with $P^2$. These multiplets give rise to an irreducible representation of the SUSY algebra.
3.3. Spontaneously symmetry breaking

The third important feature concerns the spontaneous symmetry breaking of a SUSY theory, a condition which only depends upon the energy $E_{\text{GS}}$ of its ground state $|\text{GS}\rangle$ [16–21]. This is an if and only if condition. Indeed, if SUSY is unbroken, the ground state $|\text{GS}\rangle$ of the system must be invariant under SUSY transformations

$$Q |\text{GS}\rangle = Q^\dagger |\text{GS}\rangle = 0,$$

and therefore, from equation (15), it follows that the ground state energy $E_{\text{GS}}$ must vanish, $E_{\text{GS}} = 0$. On the contrary, if $E_{\text{GS}} \neq 0$, using once again equation (14), we see that $Q$ and $Q^\dagger$ do not annihilate the ground state $|\text{GS}\rangle$ and therefore SUSY must be broken. For this reason, the ground state energy $E_{\text{GS}}$ is often used as an order parameter to determine whether SUSY is spontaneously broken or not. Moreover, when SUSY is broken, it is well known that this breaking is accompanied by a massless fermionic particle, the so-called Goldstino [27], highlighted by a pole singularity at $k^\mu = 0$ in the Green function made of fermionic operators.

After this short summary of the main features of zero-temperature or bulk SUSY theories, let us now turn our attention back to the quench processes and single out what the novel questions are that emerge in this out of equilibrium situation: we will see that, in one way or another, they are all related to the issue as to whether SUSY is broken or unbroken after a quantum quench.

1. We have already commented that the physical situation which is closer to a quench process is the finite temperature one. Let us see then what the most important point is in the finite temperature context: assume that SUSY is exact in the zero-temperature situation, so that in the bulk theory there is a perfect balance between fermions and bosons; once the theory is put at finite temperature, this balance seems, however, destroyed, since the familiar Fermi or Bose distributions for the occupation number of these particles at energy $E$ are given by

$$n_{F,B}(E) = \frac{1}{e^{\beta E} \pm 1},$$

and they are obviously different. On the basis of this argument, several authors have previously argued that SUSY can never be exactly realised at finite temperature [28, 29]. For analogy, this should also be true after a quantum quench. But is it really so?

2. Rephrasing the question: assuming that SUSY is unbroken in the zero-temperature case, is the finite density energy $\epsilon_0$ present in any quench protocol, see equation (8), responsible for its breaking in the out of equilibrium situation? If so, will the breaking of SUSY be necessarily accompanied by a Goldstino? What will the nature of this particle be?

3. Even assuming that a quench protocol indeed leads to a breaking of SUSY, will the mass degeneracy between the fermions and bosons necessarily be removed?
4. Would it be at all possible to identify a set of amplitudes $K_\alpha^\mu$ of the boundary states $|B\rangle$ such that the dynamics out of equilibrium will result in being SUSY invariant?

Finding answers to these questions will be the subject of the sections that follow. It may be useful, however, to anticipate and emphasise some of the results in order to guide the reader through the rest of the paper.

- Concerning question 1, it is important to stress that the Fermi and Bose distributions given in (17) are essentially free theory concepts. Therefore, the right question to pose is whether there exist interacting theories where the mode occupations of fermions and bosons, dynamically and exactly computed, are still the same at finite temperature. Although it cannot be excluded that this may happen in higher dimensional SUSY theories, this is definitely the case for $d=2$ models and for very good reasons: namely, in $d=2$ the statistical properties of the particles, usually determined by the permutation behaviour of their wave functions, become, however, mixed up with the interaction. Therefore, for this low-dimensional class of theories the usual distinction between boson and fermion assumes another meaning than, say, in ordinary $d=4$ space–time. For this reason, we find it interesting to concentrate from now on our attention on $d=2$ SUSY theories because for these models there are promising expectations to set up a dynamics out of equilibrium which is also supersymmetric.

- Regarding question 2, as argued in [31] and discussed in more detail in section 5, the finite density energy $\varepsilon$ induces indeed a breaking of SUSY and a relative singularity at $p_\mu^0 = 0$ in the Green functions involving fermionic operators. However, unless SUSY was already broken at zero temperature, the novelty is that this singularity at $p_\mu^0 = 0$ has to be interpreted as a hydrodynamic singularity rather than a pole due to an intermediate massless fermionic particle, i.e. the Goldstino. So, in the out of equilibrium situations we have the peculiar situation of having a breaking of SUSY but not accompanied by the Goldstino. These considerations have an important consequence, which was not a priori obvious: the basis of the states that one has to use in the dynamics out of equilibrium is exactly the same as in the zero-temperature situation.

- Concerning question 3, we will see that even if SUSY is broken in the quantum quench processes, this does not necessarily imply the removal of degeneracy between bosons and fermions belonging to the same multiplet. So, unless proved differently, we can still assume that a mass degeneracy holds between these two types of particle.

- Finally, regarding question 4, we will see that it is possible to impose certain conditions on the boundary state $|B\rangle$ (that obviously translate into particular requirements on the $K_\alpha^\mu$ amplitudes) in order to ensure a dynamics SUSY invariant.

We will spend the remaining sections to show these results, starting by a more precise presentation on SUSY in $d=2$ and its consequences.
4. More on $d = 2$ SUSY QFT

As argued above, the natural place to look for a perfect balance between fermionic and bosonic distribution also at finite energy density is the set of $d = 2$ SUSY theories. For this reason here we recall the main formulas relative just for these theories, referring the reader to the more specialised literature for a discussion of the SUSY formalism in all other cases [16–21].

4.1. $\gamma$ matrices

When dealing with fermions, the first thing to do is to introduce a proper set of $\gamma$ matrices: in $d = 2$ there are only two of such matrices, $\gamma^0$ and $\gamma^1$, and they are both $2 \times 2$ dimensional matrices. There is also the $\gamma^5$ matrix given by $\gamma^5 = \gamma^0 \gamma^1$. In the following for these matrices we adopt the Majorana representation given by

$$
\gamma^0 = \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}; \quad \gamma^1 = i\sigma_1 = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad \gamma^5 = \gamma^0 \gamma^1 = \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
$$

In $d = 2$ a generic fermion operator $\psi$ is associated with a two-dimensional spinor $\psi = \begin{pmatrix} \psi_+ \\ \psi_- \end{pmatrix}$ and we define, as usual, $\bar{\psi} = \psi^\dagger \gamma^0$. We can introduce the charge–conjugation matrix $C$ satisfying the condition

$$
(C \gamma^0)(\gamma^\mu)^* (C \gamma^0)^{-1} = -\gamma^\mu.
$$

It is easy to see that a solution of this equation is given by $C = \gamma^0$: this operator maps the fermion $\psi$ to its conjugate particle $\psi_c$ according to

$$
\psi_c = (C \gamma^0) \psi^*.
$$

In this representation a Majorana fermion (which satisfies the neutrality condition $\psi_c = \psi$) then has both components real

$$
\psi_+^* = \psi_+, \quad \psi_-^* = \psi_-.
$$

4.2. $N = 1$ SUSY Algebra

After all these definitions, let us now introduce the most general $N = 1$ SUSY algebra in $d = 2$, built up in terms of a single Majorana fermionic operator

$$
Q = \begin{pmatrix} Q_+ \\ Q_- \end{pmatrix},
$$

satisfying the anti-commutation relation [21]

$$
\{Q_\alpha, \bar{Q}_\beta\} = 2(\gamma_\alpha)_{\beta\gamma} P^\gamma + 2i(\gamma_5)_{\alpha\beta} Z,
$$

where $P^\lambda$ is the momentum operator, while $Z$ is c-number called the topological charge. Using the explicit representation of the $\gamma$-matrices and the Majorana condition for the charge, the anti-commutation relation above translates into the conditions
where $P_\pm = P^0 \pm P^1$ are the light–cone components of the momentum operator.

### 4.3. Superfields

Concerning the operator content and the irreducible representations of the SUSY theories, there are two types: the Neveu–Schwartz and the Ramond representations. Here it is useful to discuss only the Neveu–Schwartz representations, where the bosonic and fermionic fields, together with a real auxiliary field $F(x)$, can be conveniently organised into a real superfield $\Phi(x, \theta)$, which admits the expansion

$$
\Phi(x, \theta) = \varphi(x) + \bar{\theta} \psi(x) + \frac{1}{2} \bar{\theta} F(x),
$$

where $\varphi(x)$ and $F(x)$ are scalar fields while $\psi(x)$ is a Majorana fermion. The space coordinates $x^\mu = (x^0, x^i)$ and the two real Grassmann coordinates $\theta_\alpha = (\theta_1, \theta_2)$ describe the $N = 1$ superspace. A translation in superspace

$$
x^\mu \rightarrow x^\mu + i\bar{\epsilon}\gamma^\mu \theta, \quad \theta_\alpha \rightarrow \theta_\alpha + \epsilon_\alpha
$$

induces a variation of the superfield given by

$$
\delta \Phi(x, \theta) = \bar{\epsilon}_\alpha Q_\alpha \Phi(x, \theta),
$$

with $Q_\alpha = \partial / \partial \bar{\theta}_\alpha + i(\gamma^\mu \theta_\alpha) \partial_{\alpha}$. The most general action involving a NS superfield and invariant under the supersymmetric transformation (26) can be expressed as

$$
A = \int d^2x \ d^2\theta \left[ \frac{1}{4} (\bar{D}_\alpha \Phi) D_\alpha \Phi + W(\Phi) \right],
$$

where $\int d^2\theta \bar{\theta}\theta = 2$ and the covariant derivative $D_\alpha$ is given by

$$
D_\alpha \equiv \frac{\partial}{\partial \theta_\alpha} - (i\bar{\partial}_\gamma \gamma^\mu \theta_\alpha). \tag{28}
$$

$W(\Phi)$ is the so-called superpotential, which we assume to be an analytic function of $\Phi$. Integrating on the Grassmann variables, one gets

$$
A = \int d^2x \left\{ \frac{1}{2} [ (\partial_\mu \varphi)^2 + i\bar{\psi} \gamma^\mu \partial_\mu \psi + F^2] + F W'(\varphi) - \frac{1}{2} W''(\varphi) \bar{\psi} \psi \right\},
$$

where $W'(\varphi) = dW(\varphi)/d\varphi$, etc. Finally, eliminating the auxiliary field $F$ from its algebraic equation of motion, i.e. substituting $F \rightarrow -W'(\varphi)$ in the above expression (the so-called on-shell SUSY), and rescaling for convenience the fermion field as $\psi \rightarrow \sqrt{2} \psi$, it yields the general form of the Lagrangian density for a supersymmetric theory given by

$$
\mathcal{L} = \frac{1}{2} [(\partial_\mu \varphi)^2 - [W'(\varphi)]^2] + i\bar{\psi} \gamma^\mu \partial_\mu \psi - W'(\varphi) \bar{\psi} \psi. \tag{30}
$$

Associated with the transformation (25) there is the conserved supercurrent

$$
J_\alpha^\mu(x) = (\partial_\mu \varphi)(\gamma^\mu \gamma^\alpha \psi) - iF(\gamma^\mu \psi)_\alpha, \tag{31}
$$

doi:10.1088/1742-5468/2016/03/033115
and the associated supercharges
\[ Q_\alpha = \int dx^1 J^0_\alpha. \]  

(32)

Let us also define the stress–energy tensor
\[ T^{\mu\nu}(x) = i \bar{\psi} \gamma^\mu \partial^\nu \psi + \partial^\mu \varphi \partial^\nu \varphi - \frac{1}{2} g^{\mu\nu} [(\partial_\nu \varphi)^2 - F^2], \]  

(33)

and the topological current
\[ \xi^\mu(x) = -\epsilon^{\mu\nu} F \partial_\nu \varphi = \epsilon^{\mu\nu} \partial_\nu W(\varphi). \]  

(34)

In terms of these quantities we have
\[ P^\lambda = \int T^{0\lambda}(x) \, dx^1 \]  

(35)

and
\[ Z_{ab} = \int \xi^0(x) \, dx^1 = [W(\varphi)]_0^{+\infty} = W(\varphi_a) - W(\varphi_b), \]  

(36)

where \( \varphi_a \) and \( \varphi_b \) are vacuum (constant) configurations of the theory. So \( Z_{ab} \neq 0 \) only if the superpotential \( W(\varphi) \) has a degenerate set of vacua, connected to each other by solitons. Using now all these definitions, it is easy to see that the supercharges (32) close indeed the supersymmetry algebra (22).

4.4. Integrable SUSY models

Particularly interesting SUSY theories for our considerations are those which also have, in addition to the conserved supercharges, an infinite number of bosonic charges \( I_n \) that commute between each other and with the supercharges. If this is the case, we are in the presence of integrable theories that can be fully characterised in terms of their elastic and factorisable \( S \)-matrix, as briefly discussed in the next section. An example of this kind of theories is given by the SUSY sine–Gordon model [30], whose superpotential \( W(\Phi) \)
\[ W(\Phi) = \frac{m}{\lambda^2} \cos(\lambda \Phi) \]  

(37)

ends up to the on-shell Lagrangian
\[ \mathcal{L} = \frac{1}{2} (\partial_\mu \varphi)^2 + \frac{m^2}{2 \lambda^2} \sin^2 \lambda \varphi + i \bar{\psi} \gamma^\mu \partial_\mu \psi - m \bar{\psi} \psi \cos \lambda \varphi. \]  

(38)

This theory has several degenerate ground states at \( \varphi = n \pi/\lambda \) and therefore the anti-commutation of its supercharges involves a non-zero values of the topological charge \( Z_{ab} \).

4.5. Models with hidden SUSY

Interestingly enough, in \( d = 2 \) there may exist theories which present SUSY but only as a hidden symmetry. In particular, even though these theories do not admit a Lagrangian formulation based on the superfield formalism presented above, their
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dynamics is nevertheless ruled by an underlying set of fermionic operators $Q_\pm$ closing the SUSY algebra (22). Examples of this kind of theories are:

- the ordinary sine–Gordon model (not to be confused with the SUSY SG above), for a very special value of its coupling constant, i.e. $\theta^2 = 16\pi/3$; at this value the spectrum of the model consists of soliton and anti-solitons alone which, as we will see in the next section, set up an irreducible representation of both $N=2$ and $N=1$ SUSY algebra [26, 35].

- the tricritical Ising model perturbed by its vacancy density operator along its first-order phase transition line [36]: the theory has three degenerate vacua connected by kink excitations, without any additional bound states. These kinks give rise to an irreducible representation of the SUSY algebra and their scattering amplitudes are purely elastic and factorisable.

In view of their potential experimental realisation, these two models will be among our main subjects of interest in the sequel.

5. SUSY at finite energy density

In this section, essentially following the approach proposed in [31], we are going to show that:

a SUSY is broken at finite energy density;

b the correlation functions involving fermion operators have a singularity at $p^\mu = 0$;

c this singularity at $p^\mu$, however, is not due to the presence of a massless fermionic particle (the familiar Goldstino) but has to be interpreted instead as some collective excitation of the media, the so-called phonino, i.e. a supersymmetric sound wave [50].

Regarding what we are concerned with in this paper, the crucial result is that the phonino is actually not a particle excitation and therefore we do not need to insert into a resolution of the identity in terms of the states of a basis. In other words, the existence of the phonino is a purely emergent phenomena and, moreover, its existence is independent of the space–time dimensionality of the theory. This result is of utmost importance for understanding SUSY out of equilibrium, since it settles the important question relative to the basis that has to be used to describe the Hilbert space in the out of equilibrium dynamics of the theory: this basis is made of exactly the same particle states entering the theory in the bulk and, if SUSY was unbroken in the bulk, there is no need to take into account extra excitations due to the Goldstino.

Let us outline the main points which are necessary to establish these results, referring the reader to the literature also quoted below for a more detailed discussion. Our discussion starts from the familiar argument to establish the existence of the Goldstino.
when SUSY is spontaneously broken [27]. Consider the Ward–Takahashi identity involving the supercurrent $J^\mu(x)$

$$\partial_\mu (\tilde{c} J^\mu(x) \phi_1(x_1) \ldots \phi_n(x_n)) = \sum_{k=1}^n \langle \phi_1(x_1) \ldots \phi_{k-1}(x_{k-1}) \delta \phi_k(x_k) \ldots \phi_n(x_n) \rangle \delta^d(x - x_k),$$

(39)

where

$$\delta \phi(x) = \epsilon \{ Q, \phi(x) \}.$$  

(40)

The spontaneously breakdown of SUSY is realised when the ground state is not annihilated by the supercharges and therefore some fermionic operator $\psi$ transforms inhomogeneously

$$\langle \{ Q, \psi(x) \} \rangle \neq 0.$$  

(41)

In this case we have

$$\partial_\mu \langle J^\mu(x) \psi(y) \rangle = \delta^d(x - y) \langle \{ Q, \psi(y) \} \rangle,$$

(42)

which, taking the Fourier transform

$$\Gamma^\mu(p) = \int d^d x e^{i p(x - y)} \langle J^\mu(x) \psi(y) \rangle,$$

(43)

can be expressed as

$$p_\mu \Gamma^\mu(p) = 0.$$  

(44)

This says that the correlation function $\Gamma^\mu(p)$ has a pole at $p^\mu = 0$. For the bulk theory, where we have Lorentz invariance, equation (44) implies that there must be a pole for all light-like momenta $p^2 = 0$, i.e. there must exist a massless Goldstone particle. However, given the non-covariant structure of the quench process or the finite temperature (there is a preferred direction, alias the time axis, in both situations), one cannot draw this conclusion in these cases. The nature of the pole present in $\Gamma^\mu(p)$ needs a different explanation.

For the finite temperature case, such an explanation can be found employing the thermo-field dynamics formalism [31, 32] and this will also serve our purpose, given the close relation between the finite-temperature and quantum quench cases. In the thermo-field dynamics one would like to express the thermal averages in terms of expectation values on the ‘thermal state’ $| 0, \beta \rangle$, as much as it is done in the zero-temperature case, where all computations reduce to compute expectation values on the vacuum state. So, for a generic observable $O$ we pose

$$\langle O \rangle_\beta = Z^{-1}(\beta) \sum_n \langle n | O | 0 \rangle e^{-\beta E_n} \equiv \langle 0, \beta | O | 0, \beta \rangle.$$  

(45)

The problem is then to identity the thermal vacuum. It is easy to see that it cannot be simply expressed in terms of the states $| n \rangle$. Indeed, if we pose

$$| 0, \beta \rangle = \sum_n c_n | n \rangle,$$

(46)

we have
and comparing now with equation (45), we see that it must hold the identity

\[ c_m^* c_n = Z^{-1}(\beta) e^{-\beta E_n} \delta_{m,n}, \]

which is impossible, since \( c_n \)s are ordinary numbers. Hence, as long as we are restricted to the original Hilbert space we cannot define a thermal vacuum so that it holds the identity (45).

The way out of this problem is to double the Hilbert space by introducing a fictitious ancilla copy of the original Hilbert space, denoted by tilde, and write the thermal state as

\[ |0, \beta \rangle = \sum_n c_n |n \rangle \otimes |\tilde{n} \rangle. \]

The role of the ancilla states is simply to enforce the orthogonality condition: in fact, using this expression we have

\[ \langle 0, \beta | \mathcal{O} | 0, \beta \rangle = \sum_{n,m} c_m^* c_n \langle m | \mathcal{O} | n \rangle \langle \tilde{n} | \tilde{m} \rangle \]

and now there is of course no problem in posing

\[ |c_n|^2 = Z^{-1}(\beta) e^{-\beta E_n}. \]

What was being discussed above are the basic footsteps of the so-called thermo-field dynamics. In the case of field excitations, as shown in [31], the states \(|\tilde{n}\rangle\) have to be taken with both energy and momentum opposite to the usual particles, therefore the spectral density \( \sigma(k^0, \vec{k}) \) associated with \( \Gamma^\mu(k) \) assumes the form

\[ \sigma(\vec{p}, \vec{p}^\prime) \propto \sum_{m,n} \langle 0, \beta | J^\mu(0) | n, \vec{m} \rangle \langle n, \vec{m} | \psi(0) | 0, \beta \rangle \delta(p^0 - E_n + E_m) \delta^{d-1}(\vec{p} - \vec{p}^\prime - \vec{p}_m), \]

therefore, a zero-energy and zero-momentum singularity is caused by a collective set of thermal pairs of excitations. A low-energy divergence of response functions due to collective excitations is a signature of sound waves. As shown in [50], this is also the case for the spontaneous breaking of SUSY at finite temperatures. Therefore, ultimately, the singularity usually attributed to the Goldstino has to be instead interpreted as being due to the supersymmetric sound waves.

### 6. Elastic SUSY S-matrix

Quantum integrability in \(d=2\) implies that the scattering processes are elastic and factorisable. In this case, all the scattering information of the theory is encoded in the two-particle \(S\)-matrix. The general \(N=1\) SUSY \(S\)-matrices of this kind were extensively
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discussed by Schoutens in [33]. For simplicity, let us initially consider theories whose spectrum consists of only one species of boson and fermion, both of mass \(m\), without additional internal indices. A one-particle state will be denoted by \(|b(\beta)\rangle\) or \(|f(\beta)\rangle\), depending whether boson or fermion, or generically as \(|A(\theta)\rangle\). The parameter \(\theta\) is the particle’s rapidity, entering the dispersion relations \(E = mc\cosh \theta, \: p = msinh \theta\). The SUSY charges act on these states as

\[
Q_+ | b(\beta) \rangle = \omega \sqrt{m} e^{\beta/2} | f(\beta) \rangle; \quad Q_- | b(\beta) \rangle = \rho \sqrt{m} e^{-\beta/2} | f(\beta) \rangle;
Q_+ | f(\beta) \rangle = \omega^{-1} \sqrt{m} e^{\beta/2} | b(\beta) \rangle; \quad Q_- | f(\beta) \rangle = \rho^{-1} \sqrt{m} e^{-\beta/2} | b(\beta) \rangle,
\]

i.e. in terms of two matrices

\[
Q_+ = \begin{pmatrix} 0 & \omega \\ \omega^{-1} & 0 \end{pmatrix}, \quad Q_- = \begin{pmatrix} 0 & \rho \\ \rho^{-1} & 0 \end{pmatrix},
\]

satisfying \(Q_+^2 = Q_-^2 = 1\) and \(\{Q_+, \: Q_-\} = 0\) (i.e. there is no topological charge), where \(\omega = -i \rho = e^{i\pi/4}\).

The action of \(Q_+\) and \(Q_-\) on multi-particle states must take into account the fermionic nature of these operators and therefore involves braiding relations

\[
|(Q_F A_1(\beta_1) A_2(\beta_2) \ldots A_n(\beta_n)) = \sqrt{m} \sum_{k=1}^n e^{i\beta_k/2} 
\]

\[
|(Q_F A_1(\beta_1) A_2(\beta_2) \ldots A_n(\beta_n)) = \sqrt{m} \sum_{k=1}^n e^{-i\beta_k/2} 
\]

and

\[
\text{(56)}
\]

\[
\text{(57)}
\]

where \(Q_F\) is the fermion parity operator, which on the basis \(|b\rangle\) and \(|f\rangle\) is represented by the diagonal matrix

\[
Q_F = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Particularly important for what follows is the representation of the two super-charges on the two-particle states \(|b(\beta_1) b(\beta_2)\rangle, \: |f(\beta_1) f(\beta_2)\rangle, \: |f(\beta_1) b(\beta_2)\rangle, \: |b(\beta_1) f(\beta_2)\rangle\). The first two states belong to the \(F = 1\) sector (an even number of fermionic particles), whereas the remaining two states to the \(F = -1\) sector (an odd number of fermionic particles). By choosing for convenience \(\beta_1 = \beta/2\) and \(\beta_2 = -\beta/2\), the operator \(Q_+\) will be represented by the matrix

\[
Q_+(\beta) = \begin{pmatrix} 0 & 0 & \omega x & \omega x^{-1} \\ 0 & 0 & -\omega^{-1} x^{-1} & \omega^{-1} x \\ \omega^{-1} x^{-1} & -\omega x^{-1} & 0 & 0 \\ \omega^{-1} x^{-1} & \omega x & 0 & 0 \end{pmatrix},
\]

\[
\text{(59)}
\]
where \( x \equiv e^{\beta/4} \). For \( Q_- \) we have analogously

\[
Q_-(\beta) = \begin{pmatrix} 0 & 0 & \rho x^{-1} & \rho x \\ 0 & 0 & -\rho^{-1} x & \rho^{-1} x^{-1} \\ \rho^{-1} x^{-1} & -\rho x & 0 & 0 \\ \rho^{-1} x & \rho x^{-1} & 0 & 0 \end{pmatrix}.
\]

(60)

In the following we will also need the representation matrix of the operator \( Q_+Q_- \) on
the above two particle states, given by

\[
(Q_+Q_-)(\beta) = 2 \begin{pmatrix} \frac{\omega}{\rho} & -\omega \rho \sinh \frac{\beta}{2} & 0 & 0 \\ \frac{1}{\omega \rho} \sinh \frac{\beta}{2} & -\frac{\omega}{\rho} & 0 & 0 \\ 0 & 0 & 0 & -\frac{\omega}{\rho} \cosh \frac{\beta}{2} \\ 0 & 0 & -\frac{\omega}{\rho} \cosh \frac{\beta}{2} & 0 \end{pmatrix}.
\]

(61)

The two-particle \( S \)-matrix is defined by

\[
S_{ijk}(\theta)|A_i(\theta_2), A_k(\theta_1)\rangle_{\text{out}} = |A_i(\theta_1), A_j(\theta_2)\rangle_{\text{in}},
\]

where \( \theta = \theta_1 - \theta_2 \). For SUSY invariant theories, in addition to the conditions coming
from the unitarity, crossing symmetry, analyticity and Yang–Baxter equations, these
amplitudes must also be invariant under the action of the supercharges, which leads to
the equation

\[
Q_\pm(\theta) S_{ij}^{\pm}(\theta) = S_{ij}^{\pm}(\theta) Q_\mp(-\theta),
\]

(63)

\[
(Q_+Q_-)(\theta) S_{ij}^{\pm}(\theta) = S_{ij}^{\pm}(\theta)(Q_+Q_-)(-\theta).
\]

(64)

Interesting examples of \( S \)-matrices which satisfy these conditions, even though their
excitations are not obviously of fermionic or bosonic type, are those of the sine–Gordon
model at a particular value of its coupling constant and the tricritical Ising model,
bBriefly recalled hereafter. The former and latter models give rise to systems of zero and
non-zero SUSY topological charge \( Z \), respectively.

6.1. Sine–Gordon model

The simplest possible SUSY \( S \)-matrix, solution of the equations (63) and (64), and sat-
ifying unitarity and crossing symmetry equation is a \( 4 \times 4 \) matrix that, written in the
basis \( |bb\rangle, |ff\rangle, |fb\rangle, |bf\rangle \) basis, reads [26]
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$$S(\theta) = R(\theta) \begin{pmatrix} -1/\cosh(\theta/2) & i \tanh(\theta/2) & 0 & 0 \\ i \tanh(\theta/2) & -1/\cosh(\theta/2) & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$

with

$$R(\theta) = \exp \left[ \frac{i}{2} \int_0^\infty \frac{dt}{t} \sin \frac{\theta t}{\pi} \tanh \frac{\theta t}{2} \right].$$

As a matter of fact, this $S$-matrix is identical to the ordinary sine–Gordon $S$-matrix for the soliton/antisolitons at the special value of the coupling $g^2 = 16\pi/3$. Here $g$ is the interaction parameter appearing in the sine–Gordon Lagrangian

$$\mathcal{L}_{SG} = \frac{1}{2} (\partial_t \phi)^2 + \frac{m^2}{g^2} \cos(g\phi).$$

The Lagrangian of the sine–Gordon model does not explicitly exhibit any sign of SUSY, as it is written in terms of only one bosonic field. However, as we are going to recall, in this model the SUSY operators transforms the solitons and antisolitons into each other, i.e. SUSY relates different topologically charged, or ‘soliton creating’ fields. These soliton creating operators were discussed in [34], where their form factors were also computed. They are defined as

$$O^\theta_n(x) = \lim_{\epsilon \to 0} \exp \left\{ -\frac{n}{4g^2} \int_{-\infty}^x \partial_y \phi(x, y) dy \right\} \exp\{i\theta\phi(x + \epsilon, y)\},$$

where $n$ is an integer denoting the topological charge of the operator. In the case $n = 0$, these reduce to the well-known vertex operators

$$O^\theta_0(x) = \exp\{i\theta\phi(x, y)\}.$$ 

These soliton creating fields provide an explanation for the emergence of SUSY at the particular value of the coupling. First of all, for any value of the coupling, it was shown in [35] that the sine–Gordon has semilocal conserved charges, which generate the affine quantum group $U_q(sl(2))$, with

$$q = e^{i8\pi^2/\beta^2}. $$

Secondly, these conserved charges can be written in terms of the soliton creating operators as [34]

$$G_\pm = \frac{1}{N_Q} \int_{-\infty}^\infty \left( O^\pm_\pm(x) + \pi \xi m O^\pm_\pm(x) \right) dx,$$

$$\tilde{G}_\pm = \frac{1}{N_Q} \int_{-\infty}^\infty \left( \tilde{O}^\pm_\pm(x) + \pi \xi m \tilde{O}^\pm_\pm(x) \right) dx.$$
where $\xi$ is the usual renormalised coupling constant of the sine–Gordon model

$$\xi = \frac{\beta^2}{8\pi\left(1 - \frac{\beta^2}{8\pi}\right)},$$ (73)

while $\nu = (2\beta/\sqrt{8\pi})^{-1} - \beta/\sqrt{8\pi}$ and $N_Q$ is a normalisation constant. Thirdly, these semilocal conserved charges satisfy the generalised commutation conditions

$$G_- \tilde{G}_+ - q^2 \tilde{G}_+ G_- = \frac{1 - q^{2H}}{1 - q^{-2}}, \quad G_+ \tilde{G}_- - q^2 \tilde{G}_- G_+ = \frac{1 - q^{-2H}}{1 - q^{-2}},$$ (74)

where $H$ is the usual topological charge of the sine–Gordon model

$$H = \frac{\beta}{16\pi^2} \int_{-\infty}^{\infty} \partial_x \phi(x, y) dx.$$ (75)

Now it is easy to see what is so special about the SUSY value of the coupling, $\beta^2 = 16\pi/3$. For this value, in fact, the conditions (74) simply become anti-commutation conditions

$$G_- \tilde{G}_+ + \tilde{G}_+ G_- = 0, \quad G_+ \tilde{G}_- + \tilde{G}_- G_+ = 0.$$ (76)

As discussed in [34], at this value of the coupling these conserved charges have spin $1/2$, and their action on one-soliton (antisoliton) states is given by

$$G_\pm|A_\pm(\theta)) = 0, \quad \tilde{G}_\pm|A_\pm(\theta)) = 0,$$

$$G_\pm|A_\mp(\theta)) = e^{\theta/2}|A_\mp(\theta)), \quad \tilde{G}_\mp|A_\pm(\theta)) = e^{-\theta/2}|A_\pm(\theta)),$$ (77)

where $|A_\pm(\theta))$ and $|A_\mp(\theta))$ are one soliton and one antisoliton states, respectively. It can be shown that the fermionic charges $G_\pm, \tilde{G}_\pm$ generate even a larger extended $N = 2$ SUSY. The $N = 1$ SUSY sub-algebra which interests us in this paper is constructed in terms of the semilocal charges as

$$W_+ = G_+ + G_-, \quad W_- = -i \tilde{G}_+ + i \tilde{G}_-.$$ (78)

In the following sections we will construct a boundary state related to the $N = 1$ SUSY of the model, rather than its extended original $N = 2$ SUSY.

Coming back now to the expression of the $S$-matrix (65), in the sine–Gordon model the basis involving solitons and anti-solitons is given by $|SS\rangle, |\bar{S}S\rangle, |SS\rangle, |\bar{S}\bar{S}\rangle$. The two bases, one of bosons and fermions and the other of solitons and antisolitons, can be identified with each other in four possible ways: we can identify, for instance, $|bb\rangle$ with $|SS\rangle$ but also with $|\bar{S}\bar{S}\rangle$; this choice forces a unique identification of $|ff\rangle$ with either $|\bar{S}\bar{S}\rangle$ or $|SS\rangle$. In the same way, and independently, we have two ways of identifying $|bf\rangle$ and $|fb\rangle$ with $|SS\rangle$ and $|\bar{S}\bar{S}\rangle$. As we shall see later, this ambiguity leads to the same physical situation.

Note that even though the solitons and anti-solitons are topological excitations of the sine–Gordon model, from the SUSY point of view they are considered instead to have $Z = 0$, i.e. zero SUSY topological charge. An example of non-zero SUSY topological charge is given by the tricritical Ising model.
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6.2. Tricritical Ising model

An interesting statistical field theory model which shows a SUSY invariance in the scattering amplitudes of its excitation is the tricritical Ising model (TIM) once perturbed along its vacancy density operator \[36, 37\]. This model can be also formulated in such a way as to also exhibit its SUSY invariance at its critical point \[38, 39\]. This permits the organisation of its operator content (usually classified only in terms of the irreducible representations of the Virasoro algebra) in terms of a superfield

\[\Phi(x, \theta) = \epsilon(x) + \tilde{\theta} \psi(x) + \frac{1}{2} \tilde{\theta} \theta t(x),\]  

(79)

where, in addition to the fermion \(\psi(x)\), there are the operator \(\epsilon(x)\), the energy density operator, and the field \(t(x)\), which describes the vacancy density. All these operators belong to the spin \(Z_2\) even sector of the model. In this model there are two additional \(Z_2\) odd fields, \(\sigma(x)\) and \(\sigma'(x)\), which play the role of magnetisation and sub-leading magnetisation operators, respectively: they also give rise to other irreducible representations of the SUSY but in the so-called Ramond sector \[38, 39\]. Perturbed by the vacancy operator \(t(x)\), the effective SUSY off-critical action is given by the Landau–Ginzburg action

\[\mathcal{A} = \int d^2x \, d^2\theta \left[ \frac{1}{4} (\tilde{\partial}_\mu \Phi) D_\mu \Phi + \frac{1}{3!} \Phi^3 + \lambda \Phi \right] = \int d^2x \left( \frac{1}{2} \left[ (\partial_\mu \epsilon)^2 + i \tilde{\psi} \gamma^\mu \partial_\mu \psi \right] - (\epsilon + \lambda)^2 - e \tilde{\psi} \psi \right).\]  

(80)

When \(\lambda > 0\) there is a massless flow from TIM to the Ising model and since \(\lambda > 0\) gives rise to a spontaneously breaking of SUSY, the corresponding Goldstino in this case is just the familiar Majorana fermion of the Ising model \[40\]. On the other hand, when \(\lambda < 0\), SUSY is exact but there is a degeneracy of the vacuum, which appears to be doubly degenerate if described in terms of the \(\epsilon\) variable while it is actually triple degenerate, as it clearly appears if the potential of the theory is expressed in terms of the order parameter \(\sigma(x)\); the solution of this apparent counting mismatch of the vacuum states is easily found once one realises the operator identity \(\epsilon = \sigma^2\): which connects the two-order parameters \[36\], so that the vacuum \(\epsilon = 1\) corresponds to the two vacua \(\sigma = \pm 1\). The potential for the field \(\sigma\) is plotted in figure 4: the farthest vacua are denoted by \(\pm 1\) while the central one is denoted by 0; in the figure there are also drawn the kink excitations \(|K_{00}(\theta)|\) which connect the various neighboring vacua. In this case we have four one-particle states: \(|K_{-0}, 0\rangle, |K_{+0}, 0\rangle, |K_{00}, -\rangle\) and \(|K_{00}, +\rangle\), and the three matrices \(Q_+, Q_-\) and \(Q_F\) on these states take the form

\[Q_+ = \begin{pmatrix} 0 & i & 0 & 0 \\ -i & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \quad Q_- = \begin{pmatrix} 0 & i & 0 & 0 \\ -i & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad Q_F = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}.\]  

(81)

Note that the topological charge \(\mathcal{Z}\) on the one-particle states this time is different from zero
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Figure 4. Effective potential for the order parameter $\sigma(x)$ of the tricritical Ising model along the first-order phase transition line. There are three degenerate vacua connected by the kink excitations $|K_{ab}(\theta)\rangle$.

$$Z = \{Q_+, Q_-\} = \begin{pmatrix} 2 & 0 & 0 & 0 \\ 0 & 2 & 0 & 0 \\ 0 & 0 & -2 & 0 \\ 0 & 0 & 0 & -2 \end{pmatrix}$$ (82)

and, indeed, on the kink $|K_{ab}\rangle$ connecting the vacua $a$ and $b$ the topological charge $Z$ takes the value $2(a^2 - b^2)$. The two-body elastic $S$-matrix for the kink excitations is defined by $(\theta_{12} \equiv \theta_1 - \theta_2)$

$$|K_{ab}(\theta_1)K_{cd}(\theta_2)\rangle = S_{abcd}(\theta_{12}) |K_{ab}(\theta_2)K_{cd}(\theta_2)\rangle,$$ (83)

and the non-zero amplitudes, fixed in terms of SUSY invariance, continuity of the vacuum indices in the kink states, crossing and unitarity equations, are given by [36]

\[
\begin{align*}
0 \pm 0 & = S_{00}^{\pm \pm}(\theta) = \gamma(\theta) e^{-i\phi\theta} \cosh \frac{\theta}{4} \\
0 \pm 0 & = S_{00}^{\pm \mp}(\theta) = -i\gamma(\theta) e^{-i\phi\theta} \sinh \frac{\theta}{4} \\
0 \pm 0 & = S_{00}^{\mp \pm}(\theta) = \gamma(\theta) e^{i\phi\theta} \left( \cosh \frac{\theta}{4} + i \sinh \frac{\theta}{4} \right) \\
0 \pm 0 & = S_{00}^{\mp \mp}(\theta) = \gamma(\theta) e^{i\phi\theta} \left( \cosh \frac{\theta}{4} - i \sinh \frac{\theta}{4} \right)
\end{align*}
\]
where \( \rho = (1/2\pi) \log 2 \), while the function \( \gamma(\theta) \) which implements the unitarity condition reads

\[
\gamma(\theta) = \left( \cosh \frac{\theta}{2} \right)^{-1/2} \exp \left[ i \frac{1}{4} \int_0^\infty \frac{dt}{t} \sin \frac{\theta}{\pi} \cosh^2 \frac{t}{2} \right].
\] (84)

Note that, denoting by \( z_i (i = 1, 2) \) the SUSY topological charges of each excitation, the two-particle states entering the non-zero scattering amplitudes are all, and only those with vanishing total SUSY topological charge \( Z = z_1 + z_2 \) [33]. As a rule of thumb, the role of the bosonic and fermionic excitations of this theory are played by those who diagonalise both \( Q_F \) and \( Z \)

\[
|b_+\rangle \simeq (|K_0\rangle + |K_+\rangle), \quad |f_+\rangle \simeq (|K_0\rangle - |K_+\rangle)
\]

\[
|b_-\rangle \simeq (|K_0\rangle - |K_-\rangle), \quad |f_-\rangle \simeq (|K_0\rangle - |K_+\rangle)
\] (85)

even though, as explained in [33], these assignments could not be taken literally in view of the kink nature of the individual excitation.

7. Boson and fermion occupation number in \( d = 2 \) theories

In light of all we have learned in the previous sections, let us briefly go back to an important issue mentioned in section 3. In that section, we recalled that one of the main arguments against the possibility of implementing an exact SUSY theory at finite temperature was the difference between the thermal Fermi or Bose distributions for the occupation number of these particles at energy \( E \), given by

\[
\rho_{F,B}(E) = \frac{1}{e^{\beta E} \pm 1}.
\] (86)

In section 3, however, we also argued that these familiar Bose/Fermi distributions are expressions referring to free theories, while the actual computation of the occupation number distributions must take into account the interaction between the particles. Therefore, it cannot be excluded that in interacting SUSY theories, there could be a perfect balance between boson and fermion occupation numbers. This statement may be difficult to prove for generic \( d \)-dimensional theories, the problem is indeed open, but here we would like to point out that this is indeed what may happen quite naturally in \( d = 2 \) theories: for integrable theories, the way to prove such a statement passes by the derivation of the entire thermodynamics using the exact two-body \( S \)-matrix [41]. Without entering into too many details, for which we refer the reader to the literature on the thermodynamics Bethe ansatz [37, 41] and, in more detail, to the papers that implemented such an approach in the SUSY case [42], let us simply mention that in \( d = 2 \) theories the statistical properties are dictated by the value of the \( S \)-matrix at zero rapidity, \( S(0) \): remarkably, all the known \( S \) matrices which correspond to interacting theories have \( S(0) = -1 \) (fermionic type) and therefore all the particles essentially behave as fermions. Indeed, looking at the definition (62), it is clear that the \( S \)-matrix plays the role of braiding operator as well.
Putting the theory on a finite volume, of length $L$ along the space $x$-direction and $R = 1/T$ along the time $t$-direction, the Hilbert space of the integrable models split into subspaces of assigned number $N$ of particles, whose allowed rapidities $\{\theta_j\}_{j=1}^{N}$ obey the quantisation condition implemented by the Bethe equations (suppressing the $S$-matrix indices for simplicity) [42]

$$e^{ip_jL} \prod_{j \neq k} S(\theta_j - \theta_k)_{jk} = -1, \quad j = 1, \ldots, N. \quad (87)$$

Here $p_j = m_j \sinh(\theta_j)$ is the relativistic momentum. Because the $S$-matrix is of the fermionic type all the rapidities are different and there is no solution of equation (87) if two or more rapidities coincide. The state of a thermal equilibrium is determined by an extremum of the free energy $F = E - TS$, where $E$ is the energy of the particle configurations while $S$ is their entropy. In the thermodynamic limit $L \to \infty$ with $N/L$ finite, this extremum condition leads, dynamically, to the determination of the occupation number distributions $\rho_a(\theta)$ of the particle $a$, expressed as

$$\rho_a^{(p)}(\theta) = \frac{1}{1 + \exp(-\epsilon_a(\theta))}, \quad (88)$$

through a set of non-linear integral equations for the functions $\epsilon_a(\theta)$ (called pseudo-energies) which generalise, at finite temperature, the relativistic form $m_a \cosh(\theta)$ of the energy of the particle $a$.

Hence, if the pseudo-energies $\epsilon_a(\theta)$ are identical for all the particles in the supermultiplets, then there will be a perfect equivalence between bosonic and fermionic excitations even at non-zero temperature, contrary to the naive perturbative argument. Note that this equivalence is pretty obvious in the case of the sine–Gordon model, where the roles of the boson and fermion are essentially played by the soliton and anti-soliton of the theory: in the absence of a chemical potential that weights differently these two excitations, their occupation number $\rho_a(\beta)$ has to be identical by charge conjugation. The equivalence between the bosonic and fermionic occupation number is also respected for the tricritical Ising model [37].

8. Supersymmetric boundary states for quench dynamics

Having established in the previous sections that, at least in $d = 2$, a finite energy density does not preclude a SUSY dynamics out of equilibrium (since the SUSY breaking first does not spoil the bulk basis and second does not preclude a perfect balance of bosonic and fermionic populations), we now move on to address other building blocks of the dynamics out of equilibrium, alias the boundary states $|B\rangle$ and the associated particle amplitudes $K_{\alpha}(\alpha)$. In particular, here we would like to identify certain boundary states $|B\rangle$ which ensure a SUSY dynamics out of the equilibrium. It is worth emphasising that the conditions discussed below are only sufficient and not necessary, meaning that it is not excluded that there could be a dynamical restoration of SUSY even though this symmetry may be explicitly broken by the form of the boundary state. This issue of SUSY restoration through the time evolution will be further discussed in our final
section 13: here, instead we focus our attention on the identification of a particularly simple class of SUSY boundary states. These will be the states associated with one of the two following conditions

\[ (Q_+ \pm iQ_-)|B\rangle = 0. \] (89)

Note that, if imposed at \( t = 0 \), these equations also hold at any later time

\[ (Q_+ \pm iQ_-)|B(t)\rangle = 0, \] (90)

since \( |B(t) = e^{-iHt}|B\rangle \) and the Hamiltonian \( H \) commutes with the SUSY charges.

Let us justify these equations. Their main motivation comes from the general analysis of two-dimensional integrable QFTs with a boundary [43] that, as is well known, admit two equivalent formulations: (i) in the first, the boundary is placed at \( t = 0 \) (i.e. it is a time boundary), the Hilbert space is the same as in the bulk and therefore the boundary plays the role of initial condition for the system, associated with a particular state \( |B\rangle \); (ii) in the second, the boundary is instead placed at \( x = 0 \) (it is a space boundary), the theory is defined only on the half space \( x > 0 \), the Hilbert space of states is not the one of the bulks, since particle states with negative momenta are not independent but are related, through the reflection scattering amplitudes, to those with positive momenta. The former formulation, where we have a time boundary, is of course the one relevant for the quench dynamics. Let us then initially consider an integrable system with the boundary in time, at \( t = 0 \): in this case the boundary state \( |B\rangle \) satisfies the conditions [43]

\[ (P_+^{(s)} - P_-^{(s)})|B\rangle = 0, \] (91)

for all the integer–spin \( s \) associated with the conserved charges in the bulk. In SUSY theories there are additional half-integer–spin conserved charges \( Q_\pm \) and it is easy to see that the conditions (89) can be interpreted as the ‘square root’ of the \( s = 1 \) condition

\[ (P_+^{(1)} - P_-^{(1)})|B\rangle = (Q_+ \pm iQ_-)(Q_+ \pm iQ_-)|B\rangle = 0. \] (92)

This is of course not a derivation of the conditions (89) but rather a step forward in the understanding of their meaning. To better justify them, let us turn now our attention to the case where the boundary is instead in space, at \( x = 0 \). In this case the space translation invariance is obviously broken. Hence, in the presence of a SUSY invariance in the bulk, one can expect to have at most only ‘1/2’ of the original supersymmetric invariance. With the assumption that the two components of the SUSY charges are on the same footing, these components being made of real Majorana fermions, the simplest consistent boundary conditions that can be put at \( x = 0 \) are

\[ (Q_+ \pm Q_-)|_{x=0} = 0. \] (93)

These conditions were used, for instance, to find SUSY boundary reflection matrices, as discussed in [45, 47]. We can now perform a space–time rotation, interchanging the role of \( x \) with \( t \) and transforming the two components of the SUSY charges in the new frame: as a result of this crossing transformation, one gets our original conditions (89) for the boundary state \( |B\rangle \). It must be said that the entire discussion is completely
analogous to the one for the Majorana fermion fields in the Ising model with a boundary, a situation analysed in [43].

For an integrable QFT to which are imposed boundary conditions which are also integrable, the structure of the boundary state is further constrained by the infinite number of bosonic conservation laws (91), among which the space component of the momentum and all the higher odd powers thereof. In light of these conservation laws, the boundary state \(|B\rangle\) must be made of pairs of particles of equal mass with opposite rapidities, which can be therefore expressed as

\[
|B\rangle = \sum_{N=0}^{\infty} \int_{0<\theta_1<\theta_2<\ldots<\theta_N} d\theta_1 d\theta_2 \ldots d\theta_N K_{2N}^{a_1, b_1, \ldots, b_N}(\theta_1, \theta_2, \ldots, \theta_N) K_{N}^{A_{a_1}(\theta_1) \ldots A_{b_N}(\theta_N)}.
\]

Moreover, using once again the integrability, this expression can be further elaborated and the boundary state can be neatly written in terms of the two-particle component as [43, 44]

\[
|B\rangle = \exp\left(\int_{-\infty}^{\infty} d\theta K(\theta)\right)|0\rangle,
\]

with

\[
K(\theta) = \frac{1}{2} K^{\bar{\psi}}(\theta) A_{i}^{\dagger}(-\theta) A_{j}^{\dagger}(\theta) = \frac{1}{2} K^{\bar{\psi}}(-\theta) A_{i}^{\dagger}(\theta) A_{j}^{\dagger}(-\theta),
\]

where \(A_{i}^{\dagger}(\theta)\) are the particle creation operators. The aim of this Section is to show that the SUSY condition (89) imposes further constraints on the structure of the boundary state (94), in particular on the two-particle amplitudes \(K^{\bar{\psi}}(\theta)\). In the rest of this section we consider supersymmetric theories that have only one species of boson and one fermion.

Since the boundary state of an integrable theory is composed of pairs of particles with opposing rapidities, we need to analyse how the supercharges act on these two-particle states:

\[
Q_{+} |A_{i}(\theta)A_{j}(-\theta)\rangle = \sqrt{m} (x_{Q_{+}} \otimes 1 + x^{-1}Q_{F} \otimes Q_{+}) |A_{i}(\theta)A_{j}(-\theta)\rangle,
\]

\[
Q_{-} |A_{i}(\theta)A_{j}(-\theta)\rangle = \sqrt{m} (1 \otimes 1 + xQ_{F} \otimes Q_{+}) |A_{i}(\theta)A_{j}(-\theta)\rangle,
\]

where \(x \equiv e^{\beta/4}\), while the matrices \(Q_{\pm}\) and \(Q_{L}\) are defined in (54) and (58), respectively. Combining these equations to express the constraints (89) we get

\[
(Q_{+} \pm iQ_{-}) |A_{i}(\theta)A_{j}(-\theta)\rangle = \sqrt{m} \left[ (xQ_{+} \pm ix^{-1}Q_{-}) \otimes (x^{-1}Q_{+} \pm ixQ_{-}) \right] |A_{i}(\theta)A_{j}(-\theta)\rangle
\]

\[
= \sqrt{m} \left[ \begin{pmatrix} 0 & (x \mp x^{-1})\omega^{-1} \\ (x \pm x^{-1})\omega^{-1} & 0 \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right.
\]

\[
+ \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \otimes \begin{pmatrix} 0 & (x^{-1} \mp x)\omega^{-1} \\ (x^{-1} \pm x)\omega^{-1} & 0 \end{pmatrix} \right] |A_{i}(\theta)A_{j}(-\theta)\rangle.
\]
On the other hand, since the general two-particle state can be expressed as

\[ |A_i(\theta)A_j(-\theta)\rangle = \alpha |b(\theta)b(-\theta)\rangle + \beta |f(\theta)f(-\theta)\rangle + \gamma |b(\theta)f(-\theta)\rangle + \delta |f(\theta)b(-\theta)\rangle \]

\[ \equiv \alpha \left( \frac{1}{0} \otimes \left( \frac{1}{0} \right) + \beta \left( \frac{0}{1} \otimes \left( \frac{0}{1} \right) + \gamma \left( \frac{1}{0} \otimes \left( \frac{0}{1} \right) + \delta \left( \frac{0}{1} \otimes \left( \frac{1}{0} \right) \right), \right. \right. \right. \]

(100)

let us find out the conditions on the coefficients \( \alpha, \beta, \gamma, \delta \), such that (89) is satisfied. The analysis involves separately the sectors with different fermion number.

8.1. Sector with fermion number \( F = 1 \)

For the state belonging to the fermion number \( F = 1 \) we have

\[ \alpha (Q_+ \pm iQ_-)|b(\theta)b(-\theta)\rangle = \alpha \omega^{-1}\sqrt{m}\left[ \left( \frac{0}{x \pm x^{-1}} \right) \otimes \left( \frac{1}{0} \right) + \left( \frac{1}{0} \otimes \left( \frac{0}{x^{-1} \pm x} \right) \right) \right] \]

\[ = \alpha \omega^{-1}\sqrt{m}\left[ \left( \frac{0}{1} \otimes \left( \frac{1}{0} \right) + \left( \frac{1}{0} \otimes \left( \frac{0}{1} \right) \right) \right), \right. \right. \right. \right. \]

\[ \beta (Q_+ \pm iQ_-)|f(\theta)f(-\theta)\rangle = \beta \omega^{-1}\sqrt{m}\left[ \left( \frac{x \mp x^{-1}}{0} \right) \otimes \left( \frac{0}{1} \right) + \left( \frac{0}{-1} \otimes \left( \frac{0}{1} \right) \right) \right] \]

\[ = \beta \omega^{-1}\sqrt{m}\left[ \left( \frac{1}{0} \otimes \left( \frac{0}{1} \right) - \left( x^{-1} \mp x \right) \left( \frac{0}{1} \otimes \left( \frac{1}{0} \right) \right) \right) \right]. \]

Therefore, the contributions coming from the boson–boson and fermion–fermion pairs cancel each other out if it holds the conditions

\[ \alpha \omega^{-1}(x \pm x^{-1}) = \beta \omega(x^{-1} \mp x), \quad \alpha \omega^{-1}(x^{-1} \pm x) = -\beta \omega(x \mp x^{-1}). \]

(101)

For the state identified by the constraint \((Q_+ + iQ_-)B) = 0\), both equations become

\[ \frac{\alpha}{\beta} = -i \frac{x - x^{-1}}{x + x^{-1}} = -i \tanh \frac{\theta}{2}. \]

(102)

while for the state identified by the constraint \((Q_+ - iQ_-)B) = 0\), the conditions (101) become

\[ \frac{\alpha}{\beta} = i \frac{x + x^{-1}}{x - x^{-1}} = i \coth \frac{\theta}{2}. \]

(103)

8.2. Sector with fermion number \( F = -1 \)

For the states belonging to the fermion number \( F = 1 \) we have:
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\[ \gamma (Q_+ \pm i Q_-) |b(\theta)f(-\theta)\rangle = \gamma \sqrt{m} \left[ \omega^{-1}(x \pm x^{-1})(0) \otimes (0) + \omega(x^{-1} \mp x)(0) \otimes (0) \right] \]

\[ \delta (Q_+ \pm i Q_-) |f(\theta)b(-\theta)\rangle = \delta \sqrt{m} \left[ \omega(x \mp x^{-1})(0) \otimes (0) - \omega^{-1}(x^{-1} \pm x)(0) \otimes (0) \right]. \]

Again, we see that these contributions cancel each other if the following conditions are satisfied:

\[ \gamma(x \pm x^{-1}) = \delta(x^{-1} \pm x), \quad \gamma(x^{-1} \mp x) = -\delta(x \mp x^{-1}), \quad (104) \]

whose solution is

\[ \gamma = \pm \delta. \quad (105) \]

8.3. Supersymmetric boundary state

In conclusion, we show that in the \( F = 1 \) sector the SUSY conditions (89) on the boundary state can only fix the relative ratio of the amplitudes \( K_{bb} \) and \( K_{fb} \), while in the sector \( F = -1 \) only the ratio of the amplitudes \( K_{bf} \) and \( K_{ff} \). Therefore, the most general boundary state solution of the SUSY constraints (89) can be written as

\[ |B\rangle = \exp \left\{ \int_{-\infty}^{\infty} d\theta K_\epsilon(-\theta) \left[ \left( -i \tanh \frac{\theta}{2} \right)^{\pm 1} A^i_\epsilon(\theta)A^j_\epsilon(-\theta) + A^j_\epsilon(\theta)A^i_\epsilon(-\theta) \right] \right\} |0\rangle, \quad (106) \]

where the even/odd fermion number amplitudes \( K_{\epsilon,\theta}(\theta) \), however, are not further constrained by the SUSY conditions (89). States as those in (106) are invariant only under half of the supersymmetry transformations that we denote by \( \delta_\epsilon \)

\[ \delta_\epsilon |B\rangle = e^{i\epsilon(Q_+ \pm i Q_-)} |B\rangle = |B\rangle. \quad (107) \]

Let us discuss an example of such a boundary state which is provided by the sine–Gordon model.

9. Supersymmetric boundary state in the sine–Gordon model

In section 6 we saw that the exact \( S \)-matrix of the ordinary sine–Gordon model at the value of the coupling \( g^2 = 16\pi/3 \) provides a non-trivial example of the SUSY \( S \)-matrix, with a certain ambiguity of identifying bosons and fermions with solitons and anti-solitons. Let us resolve this ambiguity and choose the following mapping

\[ |bb\rangle = |SS\rangle, \quad |ff\rangle = |SS\rangle, \quad |bf\rangle = |S\bar{S}\rangle, \quad |fb\rangle = |\bar{S}\bar{S}\rangle. \quad (108) \]

In the genuine sine–Gordon model the general boundary state is made of pairs of solitons and anti-solitons
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\[ |B\rangle = \exp\left(\int_{-\infty}^{\infty} d\theta K(\theta)\right)|0\rangle, \quad K(\theta) = \frac{1}{2} K^{ij}(\theta) A^i_j(-\theta) A^j_i(\theta), \] (109)

with indices \(i, j\) running over \(s\) (soliton) and \(\bar{s}\) (antisoliton). The amplitudes \(K^{ij}(\theta)\) are now related to the amplitudes of the SUSY pairs of particles (made of bosons and fermions) through the assignment (108). Therefore, imposing the SUSY conditions (89) on the boundary state in the boson/fermion basis, or equivalently imposing

\[ (W_\pm \pm i W_\pm)|B\rangle = 0 \] (110)

with \(W_\pm\) defined in (78) in the soliton/antisoliton basis, we get the constraints on the amplitudes

\[ K^{si}(\theta) = \left(-i \tanh \frac{\theta}{2}\right) K^{s\bar{s}}(\theta), \] (111)
\[ K^{si}(\theta) = \pm K^{s\bar{s}}(\theta). \] (112)

To unveil the meaning of these conditions, it is worth comparing the expression of these amplitudes with those known from the original analysis of the boundary sine–Gordon model done by Ghoshal and Zamolodchikov [43]. In this paper, the authors initially consider the boundary in space placed at \(x = 0\) and compute the reflection amplitudes for a soliton (antisoliton) to scatter off the boundary

\[ P_{\pm}(\theta) = \cos(\xi \mp i \lambda \theta) R(-i\theta), \] (113)
\[ T_{\pm}(\theta) = \frac{k}{2} \sin(-2i\lambda \theta) R(-i\theta). \] (114)

The overall function \(R(\theta)\) can be fixed using the boundary unitarity and cross-unitarity equations. The \(P_{\pm}(\theta)\) amplitudes describe the diagonal scattering of a soliton (antisoliton) off a boundary into a soliton (antisoliton), while the \(T_{\pm}(\theta)\) amplitudes describe the scattering channel where the soliton bounces back turning into an anti-soliton, and vice versa. Therefore, if non-zero, the amplitudes \(T_{\pm}(\theta)\) signal a violation of charge conjugation symmetry. The parameter \(\lambda\) is related to the coupling constant \(\beta\): at the SUSY point of the model, \(g^2 = 16\pi/3\), it is worth knowing that \(\lambda = 1/2\). The parameters \(\xi\) and \(k\) entering the reflection amplitudes depend on the boundary term present in the action, and this dependence is, in general, implicit. There are, however, two-limiting cases which are particularly important: these correspond to the free and fixed boundary conditions. For the free boundary conditions, the amplitudes are pairwise equal \((P_+ = P_- \text{ and } T_+ = T_-)\) while the parameter \(\xi\) assumes the value \(\xi = 0\); for the fixed boundary conditions, instead, the amplitudes \(T_{\pm}(\theta)\) vanish \((k = 0)\) while \(P_{\pm}(\theta)\) continue to depend on the parameter \(\xi\), which is related to the value that the field \(\varphi(x)\) of the sine–Gordon model assumes at the boundary \(x = 0\): so, for instance, \(\xi = 0\) corresponds to \(\varphi(x = 0) = 0\).

Swapping now from a boundary placed in space to a boundary placed in time, it is necessary to make a crossing transformation, with the incoming particle that becomes its antiparticle: hence, the amplitudes \(P_{\pm}(\theta)\) and \(T_{\pm}(\theta)\) are in correspondence with the amplitudes \(K^{ij}(\theta)\) introduced in equation (109) as
Comparing now with the SUSY conditions (112), we see that we can satisfy these equations for the amplitudes by posing $\xi = \pm \pi/4$. So, summarising: while the SUSY conditions do not have realisation in terms of the free boundary condition, they can be instead implemented by a particular fine tuning of the fixed boundary conditions for the field, i.e. $\xi = \pm \pi/4$ relative to the two equations (117).

Finally, let us comment on the ambiguity of identifying bosons and fermions with solitons and antisolitons. We have seen that this mapping can be achieved in four possible ways but, in view of the results we got for the boundary state, the choice of mapping of $|bf\rangle$ into $|SS\rangle$ or $|S\bar{S}\rangle$ is irrelevant because the corresponding amplitudes are all zero. We are then left with two possible ways of mapping $|bb\rangle$ into either $|SS\rangle$ (as we have assumed above) or into $|S\bar{S}\rangle$. Choosing the second way, this will simply exchange the role of $P_+ (\theta)$ with $P_-(\theta)$ and therefore the equations $(W_+ \mp i W_-)|B\rangle = 0$ correspond to $(Q_+ \pm i Q_-)|B\rangle = 0$, whose solutions correspond again to $\xi = \pm \pi/4$. In other words, we simply exchange the boundary condition in terms of the $W$’s operators, leaving the amplitudes and $\xi$ invariant.

In conclusion, in the sine–Gordon model at $g^2 = 16\pi/3$ for each choice of the sign in equation

$$ (Q_+ \pm i Q_-)|B\rangle = 0 $$

(118)

by posing $\xi = \pm \pi/4$. So, summarising: while the SUSY conditions do not have realisation in terms of the free boundary condition, they can be instead implemented by a particular fine tuning of the fixed boundary conditions for the field, i.e. $\xi = \pm \pi/4$ relative to the two equations (117).
there is one SUSY boundary state $|B\rangle$ that respect the charge-conjugation of the model, made of soliton/anti-soliton pairs, alias of an equal mixture of boson–boson and fermion–fermion pairs, as shown in figure 5.

10. SUSY boundary state in the tricritical Ising model

In this section we will determine the possible supersymmetric boundary states of the tricritical Ising model (TIM). The analysis of this model and the identification of such boundary states do not follow from the previous section, since the Tricritical Ising model has more than one kind of boson and fermion pairs, and a non-zero topological charge $Z$. As shown in section 6, the one-particle spectrum consist of four kinks that interpolate between the three adjacent vacua, labelled $-1,0,1$.

Assuming that the boundary state $|B\rangle$ of this model follows the exponential form (95) discussed in section 8, let us see what conditions we get for the particle pair amplitudes from the SUSY equations (89). It is convenient to study first the case where the boundary state has no topological charge, $Z|B\rangle = 0$, and consider later the case where the boundary state has a non-zero topological charge.

10.1. Boundary state with zero topological charge

In this case, for a generic two-kink state $|A_{i,j}(\theta)A_{j,k}(-\theta)\rangle$, the SUSY condition (89) is expressed as

$$
(Q_+ \pm i Q_-)|A_{i,j}(\theta)A_{j,k}(-\theta)\rangle
$$

$$
= \sqrt{m} \begin{pmatrix}
0 & ix^1 & 0 & 0 \\
-ix^1 & 0 & 0 & 0 \\
0 & 0 & x^1 & 0 \\
0 & 0 & 0 & -x^1 \pm ix^1
\end{pmatrix}
\otimes \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

$$
+ \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\otimes \begin{pmatrix}
0 & ix^{-1} \mp x & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & x^{-1} \mp ix & 0 \\
0 & 0 & 0 & -x^{-1} \pm ix
\end{pmatrix}
\times |A_{i,j}(\theta)A_{j,k}(-\theta)\rangle = 0,
$$

using the matrix expressions (81) for $Q_+, Q_-, Q_F$ in the basis $|K_{-0}\rangle, |K_{+0}\rangle, |K_{0-}\rangle$ and $|K_{0+}\rangle$. On the other hand, the most general two-particle state can be decomposed as

$$
|A_{i,j}(\theta)A_{j,k}(-\theta)\rangle = a |A_{-1,0}(\theta), A_{0,1}(-\theta)\rangle + b |A_{-1,0}(\theta), A_{0,-1}(-\theta)\rangle + c |A_{1,0}(\theta), A_{0,-1}(-\theta)\rangle
$$

$$
+ d |A_{1,0}(\theta), A_{0,1}(-\theta)\rangle + e |A_{0,1}(\theta), A_{-1,0}(-\theta)\rangle + f |A_{0,1}(\theta), A_{1,0}(-\theta)\rangle,
$$

$$
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and we can then compute the action of \((Q_+ \pm iQ_-)\) on each of these two-particle states:

\[
a (Q_+ \pm iQ_-)|A_{-1,0}(\theta)A_{0,1}(-\theta)\rangle = a\sqrt{m} \left[ i(-x \pm x) + (-x^{-1} \pm x^{-1}) \right] \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix},
\]

\[
b (Q_+ \pm iQ_-)|A_{-1,0}(\theta), A_{0,-1}(-\theta)\rangle = b\sqrt{m} \left[ i(-x \mp x) + (x^{-1} \mp x^{-1}) \right] \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix},
\]

\[
c (Q_+ \pm iQ_-)|A_{1,0}(\theta), A_{0,1}(-\theta)\rangle = c\sqrt{m} \left[ i(x \pm x) + (x^{-1} \pm x^{-1}) \right] \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix},
\]

\[
d (Q_+ \pm iQ_-)|A_{1,0}(\theta), A_{0,1}(-\theta)\rangle = d\sqrt{m} \left[ i(x \mp x) + (x^{-1} \mp x^{-1}) \right] \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}
\]

\[
e (Q_+ \pm iQ_-)|A_{0,-1}(\theta), A_{-1,0}(-\theta)\rangle = e\sqrt{m} \left[ (x \mp ix^{-1}) \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} + (-ix^{-1} \pm x) \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix} \right],
\]

\[
f (Q_+ \pm iQ_-)|A_{0,1}(\theta), A_{1,0}(-\theta)\rangle = f\sqrt{m} \left[ (-x \mp ix^{-1}) \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} + (ix^{-1} \mp x) \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \right].
\]

By inspecting these conditions, we can see that the equations (119) are satisfied by choosing, for the first condition, expressed by \((Q_+ + iQ_-)|B\rangle = 0\),

\[
b, d = 0, \quad e = f, \quad a, c = \text{any values},
\]

and for the second condition, given by \((Q_+ - iQ_-)|B\rangle = 0\),

\[
a, c = 0, \quad e = -f, \quad b, d = \text{any value}.
\]

In the first case, the boundary states can then be written as

\[
|B^+\rangle = \exp \left\{ \int_{-\infty}^{\infty} d\theta \left[ K^{+,0}(\theta)A_{-1,0}^+(\theta)A_{0,1}^+(\theta) + K^{+,0}(\theta)A_{1,0}^+(\theta)A_{0,-1}^+(\theta) \right. \\
+ \left. K^{0,0}(\theta)(A_{0,-1}^+(\theta)A_{1,0}^+(\theta) + A_{0,1}^+(\theta)A_{1,-1}^+(\theta)) \right] \right\} |0\rangle,
\]

while in the second case

\[
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$|B^-\rangle = \exp\left\{ \int_{-\infty}^{\infty} d\theta \left[ +K^-(\theta) A^+_{1,0}(\theta) A^0_{0,-1}(-\theta) + K^{++}(\theta) A^+_{1,0}(\theta) A^0_{0,1}(-\theta) 
+ K^{0,0}(\theta) (A^0_{0,-1}(\theta) A^+_{1,0}(-\theta) - A^0_{0,1}(\theta) A^+_{1,0}(-\theta)) \right] \right\} |0\rangle. \tag{124}$

### 10.2. Boundary state with non-zero topological charge

Let us now consider a boundary state which has a topological charge $z$, such that

$$Z|B\rangle = z|B\rangle.$$ \tag{125}

In this case, however, the SUSY condition (89) on $|B\rangle$ is incompatible with the spin-1 condition (91), since

$$(Q_+ \pm i Q_-)(Q_+ \pm i Q_-)|B\rangle = (P^{(1)}_+ - P^{(1)}_- \pm iz)|B\rangle \neq (P^{(1)}_+ - P^{(1)}_-)|B\rangle. \tag{126}$$

The generalisation of the SUSY condition (89) that is compatible with (91) is instead the following [45]

$$(Q_+ \pm i Q_- + \beta \Gamma)|B\rangle = 0,$$ \tag{127}

such that

$$(Q_+ \pm i Q_- + \beta \Gamma)^2 = (P^{(1)}_+ - P^{(1)}_-),$$ \tag{128}

where $\beta^2 = \mp iz$, and $\Gamma$ is the spin reversal operator, which satisfies

$$\Gamma^2 = 1, \quad \{\Gamma, Q_\pm\} = \{\Gamma, Q_-\} = 0. \tag{129}$$

The action of $\Gamma$ on two-particle states is given by

$$\Gamma |A_{i,j}(\theta) A_{i,i}(-\theta)\rangle = Q_F \otimes Q_F |A_{i,j}(\theta) A_{i,i}(-\theta)\rangle.$$ \tag{130}

Let us now examine what condition equation (127) implies for a two-particle state of the form (120). Repeating a calculation analog to (121) we obtain the conditions

$$a[i(-x \pm x) + (-x^{-1} \pm x^{-1})] = -b\beta, \quad a\beta = -b[i(-x \mp x) + (x^{-1} \pm x^{-1})],$$

$$c[i(x \mp x) + (x^{-1} \mp x^{-1})] = -d\beta, \quad c\beta = -d[i(x \pm x) + (-x^{-1} \mp x)],$$

$$e(x \mp ix^{-1}) = -f\beta - f(ix^{-1} \mp x), \quad e(-ix^{-1} \pm x) + e\beta = -f(-x \pm ix^{-1}). \tag{131}$$

The only solution to (131) with $\beta \neq 0$ ($z \neq 0$), however, is

$$a = b = c = d = e = f = 0. \tag{132}$$

Said differently, it is impossible to construct a supersymmetric boundary state out of particle pairs with a non-zero topological charge. This a no-go result for the supersymmetric boundary states with a non-zero topological charge that can be understood in the following way. A non-zero topological charge signals dominance of the kinks (or anti-kinks) in the state. This state is not invariant under the kink into anti-kink transformation. However, the kinks and anti-kinks are directly related, in the SUSY
language, to the bosons and fermions. Therefore, the non-zero topological charge simply means that $N_b \neq N_f$, which explicitly breaks SUSY.

### 10.3. Comparison with the known boundary solutions

The tricritical Ising model with a boundary has been studied in detail in a series of papers, both at and away from criticality [46–49]. Therefore, in this case it is also very useful to compare the boundary states identified by the SUSY equations with those already discussed in the literature. As we are going to show, the two classes of boundary states with zero topological charge, defined through $(Q_+ \pm iQ_-)|B\rangle = 0$ are in one-to-one correspondence with the SUSY spatial boundary conditions of the TIM studied by Nepomechie in [47] and there denoted as Ramond (R) and Neveu–Schwartz (NS) boundary conditions. This terminology comes from the general classification of the conformal boundary states that the tricritical Ising model can have: since this model has six primary operators under the Virasoro algebra, according to the analysis of Cardy [49], there could be six possible conformal invariant boundary states. At criticality, these six conformal boundary states are expressed as linear combination of Ishibashi states and can be denoted as [46–48]: $(-), (+), (0), (-0), (0+), (d)$. The first three states $(+), (-), (0)$ denote that, at the boundary, the order parameter has been fixed in one of the three vacua of the theory. The boundary states indicated by $(-0)$ and $(0+)$ mean that, at the boundary, the vacuum $0$ is degenerate either with the vacuum $-1$ or $+1$. Finally, the boundary state indicated by $(d)$ means that the three vacua are all degenerate at the boundary. Away from criticality, Nepomechie [47] identified which of these boundary states also respect SUSY: the first one is given by a superposition $(-0)$ and $(0+)$ while the second is given by the boundary state $(d)$, and these boundary states were denoted respectively as Neveu–Schwartz and Ramond states. All these boundary conditions, together with the renormalisation group flows that connect them, are given in figure 6.

After this brief summary on the boundary states of the tricritical Ising model, let us now recall the reflection scattering theory with the boundary in space placed at $x = 0$:

there are six different channels, which can be expressed as

$$
|A_{1,0}(\theta)B_0\rangle_{\text{in}} = R_+(\theta)|A_{1,0}(-\theta)B_0\rangle_{\text{out}},
$$

$$
|A_{-1,0}(\theta)B_0\rangle_{\text{in}} = R_-(\theta)|A_{-1,0}(-\theta)B_0\rangle_{\text{out}},
$$

$$
|A_{0,1}(\theta)B_1\rangle_{\text{in}} = P_+(\theta)|A_{0,1}(-\theta)B_1\rangle_{\text{out}} + V_+(\theta)|A_{0,-1}(-\theta)B_{-1}\rangle_{\text{out}},
$$

$$
|A_{0,-1}(\theta)B_{-1}\rangle_{\text{in}} = P_-(\theta)|A_{0,-1}(-\theta)B_{-1}\rangle_{\text{out}} + V_-(\theta)|A_{0,1}(-\theta)B_1\rangle_{\text{out}},
$$

(133)

where $B_a$, with $a \in \{-1, 0, 1\}$, is the spatial boundary operator associated with each possible vacuum state. In the NS sector the amplitudes fulfill

$$
P_+(\theta) = P_-(\theta) = P(\theta),
$$

$$
R_\pm(\theta) = \frac{1}{2}(\cos \zeta/2 \pm i \sinh \theta/2) \sigma(\theta - i \zeta) \sigma(\theta + i \zeta) P(\theta),
$$

$$
V_\pm = 0,
$$

(134)

where $\sigma(\theta)$ is given in equation (84), while in the R sector we have
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\[ P_+ (\theta) = P_- (\theta) = P (\theta), \]
\[ R_+ (\theta) = R_- (\theta) = R (\theta), \]
\[ r V_- (\theta) = \frac{1}{r} V_+ (\theta), \quad P (\theta) = \frac{ir \cos \zeta / 2}{\sinh \theta / 2} V_+ (\theta). \]

The parameter \( r \) is related to the boundary \( g \)-factors (see the papers [46–48]) for detail) while the parameter \( \zeta \) is related to a boundary coupling; this parameter rules the energies of the excited states on the boundary, related by

\[ e_0 = e_+ + \cos \zeta. \]

Hence, at \( \zeta = \pi / 2 \), the boundary state \((0)\) is degenerate either with \((-)\) or with \((+)\).

Recalling that the anti-kink of \(|A_{0\theta}(\theta)\) is \(|A_{0\theta}(\theta)\), we can again relate the amplitudes \(P_\pm (\theta), R_\pm (\theta)\) and \(V_\pm (\theta)\) of the boundary scattering processes to amplitudes of the particle pairs. We find

\[ P_+ \left( \frac{i \pi}{2} - \theta \right) = d (\theta), \quad P_+ \left( \frac{i \pi}{2} - \theta \right) = b (\theta), \]
\[ R_+ \left( \frac{i \pi}{2} - \theta \right) = f (\theta), \quad R_+ \left( \frac{i \pi}{2} - \theta \right) = e (\theta), \]
\[ V_+ \left( \frac{i \pi}{2} - \theta \right) = c (\theta), \quad V_+ \left( \frac{i \pi}{2} - \theta \right) = a (\theta). \]

So, we are now in the position to compare our findings with those coming from our previous analysis:

- the first condition \((Q_+ + iQ_-) |B\rangle = 0\) corresponds to the Ramond scattering condition for the value of the parameter \( \zeta \) equal to \( \zeta = \pi / 2 \).

\[ \text{Figure 6.} \quad \text{Conformal invariant boundary states in the tricritical Ising model, where} \]
\[ H \text{ is a boundary magnetic field, while} \ J_b \text{ is a coupling equivalent to a temperature} \]
\[ \text{boundary, connected by renormalisation group flows, according to [48]. The SUSY} \]
\[ \text{boundary states are the two upper ones, drawn in red.} \]
the other condition \((Q_+ - iQ_-)|B\) = 0 corresponds instead to the Neveu–Schwartz scattering condition once again for \(\zeta = \pi/2\).

Note that in both cases we have \(\zeta = \pi/2\), which is the only value where there are degeneracy of the energies of the boundary states and the maximum symmetry between them, which is after all the requisite to have SUSY.

11. Signatures of SUSY in the dynamics out of equilibrium

A theory that is invariant under SUSY permits to find relationships at any time \(t\) among the correlation functions of the various fields entering the irreducible multiplets. Let us see how this works considering initially the simple case of the one-point functions: the quantity we are interested in is the expectation value of the superfield \(\Phi(x, \theta)\) in the SUSY boundary state

\[
\langle B(t) | \Phi(x, \theta) | B(t) \rangle.
\]

(140)

If \(|B(t)\rangle\) is a SUSY boundary state, combining together the invariance of this state with the transformation law of the various components of the superfield \(\Phi\), one expects to find certain constraints on the expectation values of these components. Let us adopt the notation of section 4, in which the superfield \(\Phi(x, \theta)\) expands as

\[
\Phi(x, \theta) = \phi(x) + \bar{\theta} \psi(x) + \frac{1}{2} \bar{\theta} \theta F(x).
\]

(141)

A generic supersymmetry transformation can be written as \(e^{i \epsilon \tilde{Q}}\) and interpreted as a translation operator in the superspace

\[
e^{i \epsilon \tilde{Q}} \Phi(x, \theta) e^{-i \epsilon \tilde{Q}} = \Phi(x^\mu + \tilde{\epsilon} \gamma^\mu \theta, \theta + \epsilon).
\]

(142)

Therefore, under an infinitesimal transformation, we get

\[
\delta_x \Phi = \Phi(x^\mu + \tilde{\epsilon} \gamma^\mu \theta, \theta + \epsilon) - \Phi(x, \theta) = \delta_x \phi(x) + \bar{\theta} \delta_x \psi(x) + \frac{1}{2} \bar{\theta} \theta \delta_x F(x) + O(\epsilon^2),
\]

(143)

with

\[
\delta_x \phi = \tilde{\epsilon} \psi,
\]

(144)

\[
\delta_x \psi = -i \gamma^\mu \epsilon \partial_\mu \phi + \epsilon F,
\]

(145)

\[
\delta_x F = -i \tilde{\epsilon} \gamma^\mu \partial_\mu \psi.
\]

(146)

Using the spinor notation

\[
\epsilon_\pm = \epsilon_0 \begin{pmatrix} 1 \\ \pm i \end{pmatrix}, \quad Q = \begin{pmatrix} Q_+ \\ Q_- \end{pmatrix},
\]

(147)

the SUSY boundary state satisfies one of the following conditions
\[ \bar{\varepsilon}_\pm Q | B(t) \rangle = 0. \]  

(148)

This implies the following identity

\[ \langle B(t)| \Phi(x, \theta) | B(t) \rangle = \langle B(t)| e^{i\bar{\varepsilon}_\pm Q} \Phi(x, \theta) e^{-i\bar{\varepsilon}_\pm Q} | B(t) \rangle. \]  

(149)

Expanding for small \( \varepsilon_0 \), this equation gives rise to

\[ 0 = \langle B(t)|[\bar{\varepsilon}_\pm Q, \Phi(x, \theta)] | B(t) \rangle = \langle B(t)| (\bar{\varepsilon}_\pm Q \Phi(x, \theta)) | B(t) \rangle = \langle B(t)| (\delta_{\varepsilon} \Phi(x, \theta)) | B(t) \rangle, \]

(150)

or in the components

\[ \langle B(t)| \bar{\varepsilon}_\pm | B(t) \rangle = 0, \]

(151)

\[ \langle B(t)| -i\gamma^\mu \varepsilon_\pm \partial_\mu \phi + \varepsilon_\pm F | B(t) \rangle = 0, \]

(152)

\[ \langle B(t)| \bar{\varepsilon}_\pm \gamma^\mu \partial_\mu \psi | B(t) \rangle = 0. \]

(153)

Writing out explicitly the first condition we find

\[ \langle B(t)| \psi_+(x) | B(t) \rangle = \pm i \langle B(t)| \psi_-(x) | B(t) \rangle, \]

(154)

and, since \( \psi_\pm(x) \) are Majorana fermions, in both cases these equations imply

\[ \langle B(t)| \psi_\pm(x) | B(t) \rangle = 0. \]

(155)

The second condition, expressed by equation (152), actually gives rise in both cases to two equalities, which can be organised as

\[ \langle B(t)| \partial_\phi(x) | B(t) \rangle = \langle B(t)| \partial_+ \phi(x) | B(t) \rangle, \]

(156)

\[ \langle B(t)| F(x) | B(t) \rangle = \pm i \langle B(t)| \partial_\phi(x) | B(t) \rangle. \]

(157)

where \( \partial_\pm = \partial_0 \pm \partial_1 \). The last equation implies that the matrix element of the auxiliary field \( F \) on the boundary state \( | B(t) \rangle \) does not follow from the classical equation of motion which would require

\[ F = - W'(\phi). \]

(158)

For example, for a free massive SUSY theory \( W'(\phi) = m \phi \), which contradicts (157).

This implies that the dynamics out of equilibrium which follows from the quantum quench with the SUSY boundary state is governed by field configurations which are far from the classical solutions.

We can also find exact relations between higher multi-point correlation functions. For the two point functions we have

\[ \langle B(t)| \Phi(x_1, \theta_1) \Phi(x_2, \theta_2) | B(t) \rangle = \langle B(t)| e^{i\bar{\varepsilon}_\pm Q} \Phi(x_1, \theta_1) \Phi(x_2, \theta_2) e^{-i\bar{\varepsilon}_\pm Q} | B(t) \rangle. \]

(159)

which implies that

\[ 0 = \langle B(t)|[\bar{\varepsilon}_\pm Q, \Phi(x_1, \theta_1) \Phi(x_2, \theta_2)] | B(t) \rangle = \langle B(t)| \delta_{\varepsilon} \Phi(x_1, \theta_1) \Phi(x_2, \theta_2) + \Phi(x_1, \theta_1) \delta_{\varepsilon} \Phi(x_2, \theta_2) | B(t) \rangle. \]

(160)
The product of the superfields can be expanded in Grassmann variables yielding
\[
\Phi(x_1, \theta_1) \delta \Phi(x_2, \theta_2) = \phi(x_1) \phi(x_2) + \phi(x_1) \bar{\theta}_2 \delta \psi(x_2) + \frac{1}{2} \bar{\theta}_2 \theta_2 \phi(x_1) \delta F(x_2) \\
+ \bar{\theta}_1 \psi(x_1) \delta \phi(x_2) + \bar{\theta}_1 \psi(x_1) \bar{\theta}_2 \delta \psi(x_2) + \frac{1}{2} \bar{\theta}_1 \psi(x_1) \bar{\theta}_2 \theta_2 \delta F(x_2) \\
+ \frac{1}{2} \bar{\theta}_1 \theta_1 F(x_1) \delta \phi(x_2) + \frac{1}{2} \bar{\theta}_1 \theta_1 F(x_1) \theta_2 \delta \psi(x_2) \\
+ \frac{1}{4} \bar{\theta}_1 \bar{\theta}_2 \theta_2 F(x_1) \delta F(x_2),
\]
(161)
and a similar expression for \( \delta \Phi(x_1, \theta_1) \Phi(x_2, \theta_2) \)
\[
\delta \Phi(x_1, \theta_1) \Phi(x_2, \theta_2) = \delta \phi(x_1) \phi(x_2) + \delta \phi(x_1) \bar{\theta}_2 \psi(x_2) + \frac{1}{2} \bar{\theta}_2 \theta_2 \delta \phi(x_1) F(x_2) \\
+ \bar{\theta}_1 \delta \psi(x_1) \phi(x_2) + \bar{\theta}_1 \delta \psi(x_1) \bar{\theta}_2 \psi(x_2) + \frac{1}{2} \bar{\theta}_1 \delta \psi(x_1) \bar{\theta}_2 \theta_2 F(x_2) \\
+ \frac{1}{2} \bar{\theta}_1 \delta F(x_1) \phi(x_2) + \frac{1}{2} \bar{\theta}_1 \delta F(x_1) \theta_2 \psi(x_2) \\
+ \frac{1}{4} \bar{\theta}_1 \bar{\theta}_2 \delta F(x_1) F(x_2),
\]
(162)
For the condition (160) to be fulfilled all terms with different powers of Grassmann variables must vanish separately. This leads to a number of conditions for expectation values of the fields \( \phi(x) \), \( \psi_\pm(x) \) and \( F(x) \), out of which we write explicitly just a few. From the terms proportional to \( \bar{\theta}_1 \) and to \( \bar{\theta}_1 \bar{\theta}_2 \theta_2 \), respectively, we find
\[
\langle B(t) | \psi(x_1) \delta_{\epsilon_1} \phi(x_2) + \delta_{\epsilon_1} \psi(x_1) \phi(x_2) | B(t) \rangle = 0
\]
(163)
\[
\langle B(t) | \psi(x_1) \delta_{\epsilon_1} F(x_2) + \delta_{\epsilon_1} \psi(x_1) F(x_2) | B(t) \rangle = 0.
\]
(164)
The first condition, after using equation (144) and some reorganisation, gives the following two equations
\[
\langle B(t) | \psi_+ (x_1) [\psi_- (x_2) \mp i \psi_+ (x_2)] | B(t) \rangle = \pm \langle B(t) | [-i \partial_\phi (x_1) + F(x_1)] \phi(x_2) | B(t) \rangle,
\]
(165)
\[
\langle B(t) | \psi_+ (x_1) [\psi_- (x_2) \mp i \psi_+ (x_2)] | B(t) \rangle = -i \langle B(t) | [\pm i \partial_\phi (x_1) + F(x_1)] \phi(x_2) | B(t) \rangle
\]
(166)
which leads to two relations between the two-point correlation functions of the fermionic and the bosonic fields
\[
\langle B(t) | [\psi_+ (x_1) \mp i \psi_+ (x_1)] [\psi_- (x_2) \mp i \psi_+ (x_2)] | B(t) \rangle = -2i \langle B(t) | \partial_\phi (x_1) \phi(x_2) | B(t) \rangle,
\]
(167)
\[
\langle B(t) | [\psi_+ (x_1) \mp i \psi_+ (x_1)] [\psi_- (x_2) \mp i \psi_+ (x_2)] | B(t) \rangle = \pm 2 \langle B(t) | [-i \partial_\phi (x_1) + F(x_1)] \phi(x_2) | B(t) \rangle
\]
(168)
Looking instead to equation (164), this gives rise to
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\begin{align}
\langle B(t)|\psi_+(x_1) [\partial_+ \psi_+(x_2) \mp i \partial_- \psi_-(x_2)] |B(t)\rangle &= -i \langle B(t)|(\mp i \partial_+ \phi(x_1) + F(x_1))F(x_2)|B(t)\rangle, \\
\langle B(t)|\psi_-(x_1) [\partial_- \psi_-(x_2) \mp i \partial_+ \psi_+(x_2)] |B(t)\rangle &= \pm \langle B(t)|(\pm i \partial_- \phi(x_1) + F(x_1))F(x_2)|B(t)\rangle,
\end{align}
(169)
(170)

which can also be written as
\begin{align}
\langle B(t)|\psi_+(x_1) \pm i \psi_-(x_1) [\partial_+ \psi_+(x_2) \mp i \partial_- \psi_-(x_2)] |B(t)\rangle &= \mp 2 \langle B(t)|\partial_+ \phi(x_1)F(x_2)|B(t)\rangle, \\
\langle B(t)|\psi_-(x_1) \mp i \psi_+(x_1) [\partial_- \psi_-(x_2) \mp i \partial_+ \psi_+(x_2)] |B(t)\rangle &= -2i \langle B(t)|(\pm i \partial_- \phi(x_1) + F(x_1))F(x_2)|B(t)\rangle.
\end{align}
(171)
(172)

Similar to the case of the two-point correlation functions, other exact relations can be easily derived for multi-point correlators sandwiched between the SUSY boundary state $|B(t)\rangle$.

11.1. Tricritical Ising model

The tricritical Ising model is the simplest SUSY model for which the relations above apply. Its Neveu–Schwartz superfield is made of the energy density $\epsilon(x)$, the fermion field $\psi(x)$ and the vacancy density $t(x)$,

$$\Phi(x, \theta) = \epsilon(x) + \bar{\psi}(x) + \frac{1}{2} \bar{\theta} \theta t(x),$$
(173)

and therefore for quench processes induced by SUSY boundary states we have exact and non-perturbative relations which involve the correlation functions of these fields.

11.2. Sine–Gordon model

We saw in section 9 that the fixed boundary conditions discussed by Goshal and Zamolodchikov \cite{43} provide SUSY initial states that satisfy the conditions $(W_\pm i W_-)|B\rangle = 0$. Such states are invariant under the infinitesimal transformation

$$\delta_{\epsilon} |B\rangle = |B\rangle, \quad \delta_{\epsilon} = \exp \{\epsilon_0(W_+ \pm i W_-)\},$$
(174)

and therefore we have this identity

$$\langle B|\delta_{\epsilon} O_a^n(x) \delta_{\epsilon}^\dagger |B\rangle = \langle B|O_a^n(x)|B\rangle, \quad (175)$$

for the correlation functions involving the soliton creating operators $O_a^n(x)$. To write explicitly the consequences of this identity, one would need to use the commutation relations between the charges $G_\pm, \tilde{G}_\pm$ and the operators $O_a^n(x)$ \cite{34}. These commutation relations are in general nontrivial and involve the operators $O_a^{n+2}(x)$, with a shifted parameter $a'$, and their descendants. A particularly simple set of commutation relations is found when the soliton creating operators are of the form $O_a^n(x)$, where

$$a_n = \frac{n}{\beta \sqrt{\frac{\pi}{2}}} + \frac{\beta}{2\sqrt{8\pi}}.$$  
(176)

In this case the commutation relations are given by \cite{34}
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\[
G_+ \mathcal{O}_a^n(x) - (-i)^n \mathcal{O}_a^n(x) G_+ = \frac{2\pi i}{N_Q} (-i)^{n/2} \mathcal{O}_{a_{n+2}}^{n+2}(x),
\]

\[
G_- \mathcal{O}_a^n(x) - (-i)^n \mathcal{O}_a^n(x) G_- = \frac{2\pi i}{N_Q} (-i)^{n/2} \mathcal{O}_{a_{n-2}}^{n-2}(x),
\]

\[
\bar{G}_+ \mathcal{O}_a^n(x) - (-i)^n \mathcal{O}_a^n(x) \bar{G}_+ = \frac{2\pi i}{N_Q} (-i)^{n/2} \mathcal{O}_{a_{n+2}}^{n+2}(x),
\]

\[
\bar{G}_- \mathcal{O}_a^n(x) - (-i)^n \mathcal{O}_a^n(x) \bar{G}_- = \frac{2\pi i}{N_Q} (-i)^{n/2} \mathcal{O}_{a_{n-2}}^{n-2}(x),
\]

such that, building the two SUSY charges \( W_+ = Q_+ + Q_- \) and \( W_- = i(\bar{Q}_+ - \bar{Q}_-) \), we find

\[
W_+ \mathcal{O}_a^n(x) - (-i)^n \mathcal{O}_a^n(x) W_+ = \frac{2\pi i}{N_Q} (-i)^{n/2} (\mathcal{O}_{a_{n+2}}^{n+2}(x) + \mathcal{O}_{a_{n-2}}^{n-2}(x)),
\]

(177)

\[
W_- \mathcal{O}_a^n(x) - (-i)^n \mathcal{O}_a^n(x) W_- = \frac{2\pi i}{N_Q} (-i)^{n/2} (\mathcal{O}_{a_{n+2}}^{n+2}(x) - \mathcal{O}_{a_{n-2}}^{n-2}(x)).
\]

(178)

Equation (175) then implies the following nontrivial relations

\[
\langle B(t) | \mathcal{O}_{a_{n+2}}^{n+2} + \mathcal{O}_{a_{n-2}}^{n-2} \mp \mathcal{O}_{a_{n+2}}^{n+2} \mp \mathcal{O}_{a_{n-2}}^{n-2} \rangle B(t) = 0.
\]

(179)

between the one-point functions of the soliton creating operators. These are the simplest relations implied by SUSY. In general, if the operator in equation (175) is not of the form \( \mathcal{O}_a^n(x) \), there will be instead more articulated relations (that will not be written here) which also involve descendant operators. Relations between two-point and higher-point correlation functions can be found similarly.

12. The generalised Gibbs ensemble in the presence of SUSY

In this section we discuss some special features of an integrable SUSY theory a long time after a quantum quench. Understanding how an integrable model equilibrates is a subject of ongoing research, see for instance [1–11, 12]. It is generally accepted that after a quantum quench, integrable theories do not equilibrate into an ordinary thermal state; rather the presence of nontrivial conserved charges leads to infinite-time dynamics governed by a generalised Gibbs ensemble (GGE) [7]. The ensemble averages are computed in this case using the density matrix

\[
\rho_{\text{GGE}} = \frac{1}{Z} \exp \left( -\sum_{j=1}^{\infty} \beta_j I_j \right),
\]

(180)

where \( I_j \) is the conserved charge and \( \beta_j \) is a chemical potential associated with the \( j \)th charge. These chemical potentials are found, in principle, by requiring that the expectation value of the conserved charges in the initial state is equal to the expectation value in the GGE ensemble

\[
\langle B | I_j | B \rangle = \text{tr}(I_j \rho_{\text{GGE}}), \quad j = 1, \ldots.
\]

(181)
Which conserved charges have to be used to construct the GGE and whether they have to be strictly local or not, and moreover if there is a set of conserved charges better than others, are all questions still debated in the literature [7–11].

For the SUSY integrable theories there are two types of conserved charges: (a) the first type consists of the usual bosonic conserved charges which, strictly speaking, are those responsible for the integrability of the theory; (b) the second type are the fermionic SUSY charges. The main difference between the bosonic and fermionic conserved charges is that the later quantities are not extensive. One way to see that the SUSY charges are not extensive is the following: since the SUSY charges are expressed in terms of the space integral of the zero component of the supercurrent, see equations (31) and (32), going to the Fourier transform we have

$$Q_{\alpha} = \int dx \ J^0_{\alpha}(x) = \hat{J}^0_{\alpha}(0),$$

where $\hat{J}^0_{\alpha}(k)$ is the Fourier transform of the supercurrent. To be an expensive quantity, $Q_{\alpha}$ must then be proportional to $L$, where $L$ is the volume of the system: this means that the zero-mode of the supercurrent must be macroscopically populated, which is impossible since $\hat{J}_{\alpha}(k)$ is a fermionic operator.

A proposal to overcome this problem and to open up the possibility of defining operators associated with the SUSY charges which are extensive was done in [52]. It makes use of the Clifford algebra and Clifford numbers: a Clifford number $c$ is fermionic in the sense that it commutes with all bosonic operators $B$ and anti-commutes with all other fermionic operators $F$, but whose square is unity

$$[c, B] = \{c, F\} = 0; \quad \{c(p), c(q)\} = 2\delta(p-q), \quad c(p) = c(p).$$

One can now define two new operators, which this time are bosonic

$$\tilde{Q}_{\pm} = i \int dp \ c(p) \ J^0_{\pm}(-p),$$

with the properties

$$\tilde{Q}_{\pm}^\dagger = \tilde{Q}_{\pm}, \quad [\tilde{Q}_{\pm}, H] = 0, \quad \tilde{Q}_{+}^{2} + \tilde{Q}_{-}^{2} = 2H.$$  

These new charges are now extensive since there is no obstruction to have a macroscopically populated mode made of ‘Cooper pairs’ of the fermionic fields $c(k)$ and $\hat{J}(-k)$, analogous to what happens for the ground state of the superconductor. These $\tilde{Q}_{\pm}$ are then the charges that can be used in the SUSY generalised Gibbs ensemble (SGGE) average, together with the rest of the other bosonic charges $I_j$

$$\rho_{SGGE} = \frac{1}{Z} \exp\left(-\mu_\uparrow \tilde{Q}_\uparrow - \mu_\downarrow \tilde{Q}_\downarrow - \sum_{j=1}^{\infty} \beta_j I_j \right).$$

This is the more general formulation of the equilibrium ensemble of an integrable SUSY theories for a generic boundary state. A few comments: note that the chemical potential associated with the Hamiltonian (alias the inverse of the temperature) cannot be considered independent from the chemical potentials $\mu_\pm$ of the super-charges; moreover,
another important difference with respect to the usual GGE density matrix in purely bosonic theories is that even though the supercharges commute with the Hamiltonian, they are not simultaneously diagonal with it. We will not enter further into a discussion of these details here simply because for the SUSY boundary states there is a drastic simplification: indeed, from the hermiticity of the SUSY charges it follows that $\langle B| Q_+|B\rangle$ and $\langle B| Q_-|B\rangle$ are both real numbers; however, if $|B\rangle$ is a SUSY initial state which satisfies one of these conditions, $(Q_+ \pm i Q_-)|B\rangle = 0$, then
\[ \langle B| Q_+|B\rangle = \mp i \langle B| Q_-|B\rangle. \] (187)
which can be fulfilled only if both expectation values are zero. Therefore, for the SUSY boundary states the expectation values of the SUSY charges are exactly zero. As a consequence, the SUSY charges do not enter the GGE, as the chemical potentials $\mu_\pm$ associated with them are also identically zero, and therefore for these SUSY states the density matrix of equilibrium is only made of the bosonic conserved charges.

13. Conclusions and perspectives

In this paper we have considered the dynamics out of equilibrium which follows a quantum quench in a field theory invariant under supersymmetric transformations. For simplicity, we have restricted our attention to $N = 1$ SUSY models. The special properties of the SUSY theories, in particular the direct link that exists between the SUSY generator and the Hamiltonian, introduce distinguished signatures in the dynamics out of equilibrium of these theories, such as a spontaneous symmetry breaking but with neither the appearance of Goldstino mode nor the splitting of the degeneracy of bosonic and fermionic particles. Moreover, as argued in this paper, at least in two-dimensional integrable cases one can still have a perfect matching between the mode occupations of the bosons and fermions. All these facts imply that, if the initial boundary state $|B\rangle$ of the quench process is properly chosen, then there could be a perfect SUSY formulation for the entire dynamics out of equilibrium, with a consequent series of identities among the correlation functions of various fermionic and bosonic fields. In this paper we have studied the consequences coming from those initial states which are solution of one of these conditions $(Q_+ \pm i Q_-)|B\rangle = 0$. We have seen that these are sufficient conditions to have a series of remarkable consequences, among which a SUSY time evolution and a final GGE formulation which is the closest as possible to the GGE of the bosonic theories, since the expectation values of both charges on these special states $|B\rangle$ vanish, $\langle B| Q_\pm|B\rangle = 0$.

In this paper, to illustrate the various aspects of our analysis we have chosen as significant examples two models which may find an experimental realisation in the next future: the first is given by the sine–Gordon model, the second by the tricritical Ising model. In both cases, the underlying SUSY of these models has a non-trivial representation in terms of their topological excitations and rules as well their scattering amplitudes. In the case of the sine–Gordon model, its recent experimental implementation [53] opens up new perspectives to the possibility of performing direct experiments for probing the SUSY physics underling this model. Moreover, the recent theoretical
results on the quench dynamics of such a model [12] may be useful to check some of our findings on correlation functions out of equilibrium. Concerning the quantum field theory associated with the tricritical Ising model, it describes the scaling region of the Blume–Capel spin chain of spin 1 systems and there are various magnetic compounds, such as Ni (C2 H8 N2) Ni (CN)4 or similar, which may be used to realise this class of universality and test its SUSY. It is also worth mentioning a recent proposal to realise the SUSY of this class of universality in terms of strongly interacting chain of Majorana zero modes [54].

It must be stressed that this paper has addressed only few questions of SUSY out of equilibrium but has left open many others: for instance, we have identified a class of initial states for which there is a SUSY time evolution and, a fortiori, an asymptotic equilibrium situation that is also supersymmetric. But it remains to be seen whether one could have an asymptotic equilibrium SUSY situation also starting from an initial state that explicitly breaks SUSY, alias if it could be a dynamical restoration of SUSY if it was initially broken. This is an important point which will be extremely interesting to investigate in the future, both for the integrable and non-integrable theories. In both theories, pairs of bosons can be dynamically converted into pairs of fermions, and vice versa

\[ b b \leftrightarrow f f, \]

and this continuous interchange between the two types of particles may lead to a stationary state where there is a perfect balance between the two species, with a consequent SUSY invariance in the asymptotic configuration of the system, see figure 7.

Another compelling aspect that deserves a full analysis is the dynamics out of equilibrium for theories with an extended SUSY, in particular \( N = 2 \), in view of the robust analytic structure of these theories and their importance in a number of important branches of theoretical physics.
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