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Abstract. A new deterministic algorithm for finding square divisors, and finding \( r \)-power divisors in general, is presented. This algorithm is based on Lehman’s method for integer factorization and is straightforward to implement. While the theoretical complexity of the new algorithm is far from best known, the algorithm becomes especially effective if even a loose bound on a square divisor is known. Additionally, we answer a question by D. Harvey and M. Hittmeir on whether their recent deterministic algorithm for integer factorization can be adapted to finding \( r \)-power divisors.

1. Introduction

Let \( N \) be a positive integer. A natural question is whether one can learn partial information about the factorization of \( N \) any faster than by factoring \( N \) via a general-purpose algorithm. We derive a new deterministic algorithm to find square divisors of \( N \) or decide that \( N \) is squarefree. We also derive a generalization of our algorithm to \( r \)-power detection. That is, to test for a given \( r \geq 2 \) if \( N \) can be written in the form \( N = p^r q \) for some integers \( p > 1 \) and \( q \).

We analyze our algorithm rigorously and prove that it runs in \( N^{1/(r+2)+o(1)} \) bit operations. The \( o(1) \)-term accounts for implicit constants that depend on \( r \) as well as for the cost of finding integer roots of certain \((r+1)\)-degree integer polynomials. Our main theoretical results are stated in §3.

By examining the big-\( O \) implicit constants in the running time of our algorithm, we find that they grow rapidly with \( r \), faster than \( r^r \). But when \( r = 2 \), these constants are still fairly small. This leads to a practical algorithm for finding square divisors of \( N \) in certain special situations. We implement our algorithm and summarize empirical findings about its practical running time in §3.

Lastly, we answer a question recently posed by Harvey and Hittmeir in [9]. They asked whether their new \( N^{1/5+o(1)} \) integer factorization algorithm, derived in [10], can be adapted to finding \( r \)-power divisors of \( N \). We outline such an adaptation of their algorithm in §7. This adaptation is mainly of theoretical interest.

In the sequel, when we compare (or state) complexity of algorithms, we are comparing (or stating) a worst-case scenario for each algorithm. A worst-case scenario in our setting occurs, for instance, when \( N \) is prime. Special cases of our algorithms, relying on partial information about the factorization of \( N \), will be presented separately.

2. Preliminaries

By calculating \( x := \lfloor \sqrt{N} \rfloor \) using integer operations, then checking if \( x^2 \) is equal to \( N \), one can quickly determine if \( N \) is a square – see [6, Algorithm 9.2.11]. Suppose now that \( N \) is not a square, but is divisible by some \( p^2 > 1 \). So \( N = p^2 q \) where \( q > 1 \). Then at least one of \( p \) and \( q \) is of size \( \leq N^{1/3} \). Thus, one can verify that \( N \) is squarefree by checking that \( N \) is not a square and is not divisible by any integer \( n \) satisfying \( 1 < n \leq N^{1/3} \).

One can double the speed of this basic trial division algorithm. For if 2 does not divide \( N \), then it suffices to check divisibility of \( N \) by odd \( n \leq N^{1/3} \) only. Extending this idea,
by incorporating primes beyond 2, leads to a variant on trial division known as the wheel factorization method [6, p. 119]. Using the primes 2, 3, 5 cuts the number of n’s to be checked from about $N^{1/3}$ down to $(4/15)N^{1/3}$. Using more primes produces increasingly marginal improvements and complicates the mechanics of the algorithm, so we do not do this here.

The classical Pollard–Strassen algorithm gives a highly significant improvement on the wheel variant method. Pollard–Strassen, which is based on a multi-point evaluation algorithm for integer polynomials, can test squarefreeness in $N^{1/6+o(1)}$ bit operations and space; see [6, §5.5] for an overview. Using the improved version of Pollard–Strassen derived in [3], the $o(1)$-term stands for a quantity of the form $C\log N)^2$.

Recently, Harvey and Hittmier [9] rigorously analyzed the algorithm in [1] for finding $r$-power divisors, and without any assumption on the factorization of $N$. They assert that their algorithm can find $r$-power divisors in $N^{1/(4r)+o(1)}$ time and negligible space, where the $o(1)$-term stands for a quantity of the form $c_\alpha (\log N)^{10+\epsilon/r^3}$ for any positive constant $\epsilon$. This is currently the best known asymptotic result on this problem. They report, however, that this algorithm is decidedly impractical.

We are also able to adapt the Coppersmith algorithm [4] to search for square divisors of $N$. We sketch this adaptation here since it does not appear elsewhere, as far as we know. The Coppersmith algorithm is a fast algorithm for finding integer roots of bivariate integer polynomials. Using the notation in [5], the bivariate polynomial that arises when searching for square divisors may be taken to be $p(x, y) = (P_0 + x)^2(\frac{Q_0}{y} - N)$. Letting $\delta$ be the max degree of $p(x, y)$ in each variable separately, we have $\delta = 2$. The Coppersmith algorithm can then quickly find (in poly-log time in the inputs) all integer roots $(x_0, y_0)$ of $p(x, y)$ in the rectangle $|x| < X$ and $|y| < Y$, provided $XY < W^{2/(3\delta)} = W^{1/3}$, where $W$ is the maximum coefficient of $p(x, y)$.

Let us define the bounds $X$ and $Y$ to be $P_0/N^\alpha$ and $Q_0/N^\alpha$, respectively, where $\alpha > 0$ is to be chosen. Considering the coefficient of (say) $x$ in $p(x, y)$, we deduce if $P_0$ and $Q_0$ lie in dyadic intervals around $N^{1/3}$, then $W^{1/3} \leq N^{1/3 - \alpha/3}$. Thus, the prerequisite condition for the Coppersmith algorithm will be fulfilled if $1/3 - \alpha/3 \geq 2/3 - 2\alpha$, which permits taking $\alpha$ as small as $1/5$. In other words, we can search for $p$ and $q$ in dyadic intervals around $N^{1/3}$ using about $N^{1/5}$ applications of the Coppersmith algorithm, and therefore in $N^{1/5+o(1)}$ time overall.

Extending this approach to general dyadic intervals containing $P_0$ and $Q_0$, one ultimately obtains an algorithm to find square divisors of $N$, or decide that $N$ is squarefree, in $N^{1/5+o(1)}$ time and negligible space. But the $o(1)$-term is likely very impactful, so we do not pursue this approach here.

To state our findings, we rely on the standard computational model that is nicely outlined in [10]. Moreover, we use the recent important result in [11] that the cost, $M(n)$, of multiplying two $n$-bit integers satisfies $M(n) = O(n \log n)$. In what follows, $\lg x$ denotes the logarithm of $x$ to base 2.

3. Main results

The computational complexity of a deterministic algorithm for $r$-power detection can generally be explicitly bounded by a quantity of the form

$$C_\alpha (\log N)^{\kappa_\alpha} N^\alpha,$$

for $N > N_\alpha$.

where $C_\alpha$, $\kappa_\alpha$, and $N_\alpha$ may depend on $r$. The smaller $\alpha > 0$ is (the more power-saving), the larger $C_\alpha$, $\kappa_\alpha$, and $N_\alpha$ often tend to be, and the harder it is to bound them. Consequently, the simplicity of, for example, the wheel variant with primes 2, 3, 5 makes it hard to beat in practice unless $N > N_0$, where $N_0$ is likely large. On the other hand, if $N$ is too large, then computing with the given algorithm may no longer be feasible using available computing resources anyway.
Therefore, the target range of $N$ in our context will be $N$ of “moderate size,” say with 30 to 50 decimal digits. It does not seem that sophisticated general-purpose factoring algorithms are practical over this range of $N$. The main candidate algorithms for squarefree detection over our target range appear to be the wheel variant, the Pollard–Strassen algorithm, the generalized Lehman method derived here, or a hybrid of them.

We prove the following two theorems, applicable to $r \geq 2$. The first theorem is based on the Lehman strategy for factoring integers $13$, and the second theorem is based on Harvey–Hittmier integer factorization method $10$. The bound given in each theorem is on the required number of bit operations.

**Theorem 3.1.** Algorithm 5.2 takes as input two integers $N > 1$ and $1 < r \leq \lg N$, and returns a nontrivial factor of $N$ or proves that $N$ is $r$-power free. The algorithm finishes after $O(N^{1/(r+2)}(\log N)^{2} \log \log N)$ bit operations.

**Theorem 3.2.** Algorithm 7.3 takes as input two integers $N > 1$ and $1 < r \leq \lg N$, and returns a nontrivial factor of $N$ or proves that $N$ is $r$-power free. The algorithm finishes using $O(N^{1/(3+2r)}(\log N)^{3} \log \log N)$ bit operations and space.

Theorem 3.1 is proved in $8$ - see Proposition 5.3 - and a proof of Theorem 3.2 is sketched in $7$. The space requirement in Theorem 3.1 is negligible.

When $r = 2$, we analyze Algorithm 5.2 more thoroughly, detailing our implementation of that case in $8$. We find that our algorithm improves on the simple wheel variant method when $N \geq N_0 \approx 4.8 \cdot 10^{43}$, as seen in Table 2.

We also implemented Pollard–Strassen using the highly-optimized product tree algorithm in FLINT. We found the Pollard–Strassen algorithm to be surprisingly practical, so long as memory was not an obstacle. When $N \approx 10^{41}$, for example, the memory requirement in our implementation of Pollard–Strassen would be about 10 gigabytes. This memory requirement would soon be hard to fulfill, even for otherwise feasible $N$.

As can be seen from the proof of Proposition 5.3, our Algorithm 7.2 can be made to run significantly faster if we have a good lower bound on $p$, where $N = p^2q$. So, to take advantage of this, we consider the following special problem, which we call Problem $P^*$.

**Problem $P^*$:** Given $N > 1$. Suppose $N = p^2q$ where $p$ and $q$ are unknown primes satisfying $q < p < 8q$. Find $p$ and $q$.

The constant 8 in the bound on $p$ and $q$ is somewhat arbitrary. The assumption that $p$ and $q$ are prime is reflective of the experiments we ran and can otherwise be removed.

Problem $P^*$ is closely related to “factoring with the high bits known” problem, but in the context of square divisors. We used a small modification of Algorithm 5.2 to solve Problem $P^*$, as detailed in $6$. This modification outperforms the Pollard–Strassen algorithm and the wheel variant significantly, which can be seen in Table 1 and Figure 1. Since the speed of the Generalized Lehman method depends on how well $p/q$ can be approximated by fractions with small denominators, the timings in Table 1 are the average of 100 randomly chosen values of $N$ near $10^7$ meeting the criteria for problem $P^*$.

4. Lehman’s Method

In 1974, Lehman $13$ found a remarkably simple algorithm for factoring a semi-prime $N = pq$. Lehman’s idea was to search for integers $a$ and $b$ so that $aq$ is close to $bp$. Given such $a$ and $b$, Fermat’s factorization method will quickly recover the factors of $4abN$ closest to the square root, namely $aq$ and $bp$. On the other hand, comparing the arithmetic and geometric means of $aq$ and $bp$ gives that $aq = bp$ is close to $(4abN)^{1/2}$. More specifically, and using the version of Lehman’s lemma in $8$ Lemma 3.3, if $(N/s)^{1/2} \leq p \leq N^{1/2}$, then there exists $a$ and $b$ such that $1 \leq ab \leq s$ and the difference between the arithmetic and
Table 1. Timings for generalized Lehman, Pollard–Strassen, and the wheel variant on Problem $P^*$. These algorithms are implemented in C++, GMP/MPFR, and FLINT. The timings are obtained using 1 processor with 2.2 GHz processor speed.

| $N$ | Generalized Lehman | Pollard–Strassen | Wheel variant |
|-----|---------------------|------------------|---------------|
| $\approx 10^{24}$ | 0.018248s | 0.1475s | 0.0993s |
| $\approx 10^{24}$ | 0.8226s | 0.6623s | 0.8472s |
| $\approx 10^{27}$ | 0.3408s | 3.0142s | 7.2905s |
| $\approx 10^{30}$ | 1.2457s | 14.09132s | 78.2866s |
| $\approx 10^{33}$ | 5.5649s | 70.9481s | 784.1740s |
| $\approx 10^{36}$ | 38.2918 | 248.102s | 8243.5654s |

Table 2. Worst-case timings (e.g. when $N$ is prime) for generalized Lehman, Pollard–Strassen, and the wheel variant. Entries marked with * are extrapolated.

| $N$ | Generalized Lehman | Pollard–Strassen | Wheel variant |
|-----|---------------------|------------------|---------------|
| $\approx 10^{20}$ | 6.364s | 0.285s | 0.051s |
| $\approx 10^{25}$ | 90.233s | 2.004s | 2.017s |
| $\approx 10^{30}$ | 1597.14s | 16.986s | 105.822s |
| $\approx 10^{35}$ | 22774.42s | 150.378s | 4920.82s |
| $\approx 10^{37}$ | 72029.07s | 434.647s | 22751.65s |
| $\approx 10^{44}$ | $4.05 \cdot 10^6$s* | 7637.78s* | 4.9 \cdot 10^6s* |

Figure 1. Log-log plot of timings for generalized Lehman, Pollard–Strassen, and the wheel variant on problem $P^*$. Space requirement of Pollard–Strassen algorithm not displayed.

The geometric means satisfies

(2) \[ 0 \leq aq + bp - (4abN)^{1/2} \leq \frac{N^{1/2}}{4s(ab)^{1/2}} =: U. \]
Thus, for a given admissible $a$ and $b$, and since the geometric mean $(abN)^{1/2}$ is known, one can find the unknown quantity $aq + bp$ by checking $\le U + 1$ candidate values close to $(4abN)^{1/2}$. Specifically, for each candidate $u$, it can be quickly determined if $u = aq + bp$ by finding the integer roots of the quadratic polynomial $x^2 - ux + abN$, if there are any. For if $u = aq + bp$, then the polynomial $x^2 - ux + abN$ has roots $aq$ and $bp$. Once these roots are found, $N$ can be factored quickly.

To ensure that $aq$ is close to $bp$, the Lehman method searches for a good rational approximation $a/b$ of $p/q$. Such an approximation is found by trying representatives from an appropriate subset of the rationals in $[0, 1]$, for example those in the Farey sequence. Overall, to minimize the total number of $u$’s to be checked, the Lehman method chooses $s \approx N^{1/3}$. This yields an algorithm for factoring $N$ in $O(N^{1/3} \log N \log \log N)$ bit operations.

5. Generalized Lehman algorithm

Let $N$ and $r$ be integers such that $2 \le r \le \lg N$. We would like to generalize Lehman’s method to check if $N = p^r q$ for some integers $q$ and $p > 1$. If indeed $N = p^r q$ and $N$ is not an $r$-power, then there is a divisor of $N$ less than or equal to $N^{1/(r+1)}$. The key point under this scenario is that, compared to the usual Lehman method, the intervals containing candidates $u$ of the unknown $aq + rbp$ will be shorter.

We organize our search for a rational approximation $a/b$ of $p/q$, and hence our search of the candidate $u$’s, by assuming at each step that $p$ is contained in a dyadic interval. This allows us to bound the possible values of $a$ and $b$ more optimally.

**Proposition 5.1.** Let $j$ be a nonnegative integer and $B$ be defined as in (5). Suppose $B > 1$, $N = p^r q$, and

$$2^j N^{1/(r+2)} \le p \le 2^{j+1} N^{1/(r+2)}.$$  
(3)

Then there exists a pair of positive integers $(a, b)$ such that $a \le \lfloor 2^{(r+2)j/3+r+1} \rfloor$, $b \le N^{1/(r+2)} 2^{-(2r+1)j/3}$, and

$$aq + rbp - (r + 1)(ab^r N)^{1/(r+1)} < \frac{r^{r+3/2}}{\sqrt{ab}} N^{1/(2(r+2))} 2^{(1-r)j/6-1}.$$  
(4)

**Proof.** We approximate $p/q$ by a fraction $a/b$ in the Farey sequence of order $n$, so $1 \le b \le n$. We choose $n := \lceil B \rceil$ where

$$B := N^{1/(r+2)} 2^{-(2r+1)j/3}.$$  
(5)

This gives (see [7]),

$$\left| \frac{a}{b} - \frac{p}{q} \right| \le \frac{1}{(n + 1)b} < \frac{1}{bB}.$$  
(6)

So both $a$ and $b$ satisfy the bounds stated in the lemma. We observe that

$$a = \frac{a}{b} b < \left( \frac{p}{q} + \frac{1}{bB} \right) b \le \frac{p}{q} B + \frac{1}{B} = \frac{p^r + 1}{N} B + \frac{1}{B} \le \lfloor 2^{(r+2)j/3+(r+1)} \rfloor,$$  
(7)

where we used the assumption $B > 1$ in the last inequality. Next, we bound the difference between the arithmetic and geometric means. From the well-known identity

$$(w - z) \sum_{k=0}^{r} w^r z^k = w^{r+1} - z^{r+1},$$  
(8)

applied with $w = aq + rbp$ and $z = (r + 1)(ab^r N)^{1/(r+1)}$, we obtain

$$aq + rbp - (r + 1)(ab^r N)^{1/(r+1)} = \frac{(aq + rbp)^{r+1} - (r + 1)^{r+1} ab^r N}{\sum_{k=0}^{r}(aq + rbp)^{r-k} (r + 1)^k (ab^r N)^{k/(r+1)}}.$$  
(9)
Let us define
\[ P(x, y) = \frac{(x + ry)^{r+1} - (r + 1)^{r+1}xy^r}{(x - y)^2}. \]
So \( P(aq, bp) \) is equal to the numerator in (9) divided by \((aq - bp)^2\). We now observe the identity
\[ P(x, y) = \sum_{k=0}^{r-1} a_k x^{r-1-k} y^k \]
where the coefficients \( a_n \) are defined by the initial conditions \( a_{-1} = 0, a_0 = 1 \) and the recurrence
\[ a_k = 2a_{k-1} - a_{k-2} + \binom{r+1}{k} r^k, \quad (k \geq 1). \]
The identity (11) is routine to verify, e.g. by multiplying the right-side by \((x - y)^2\) and expanding. Using positivity to drop all the terms in the denominator in (9) except the \( k = 0 \) term, gives
\[ \frac{(aq - bp)(ab'N)^{1/(r+1)} < (aq - bp)^2 P(aq, bp)}{(aq + bp)^r} \]
Now, by induction, the coefficients \( a_k \) are increasing in \( k \), and setting \( x = 0 \) in (10), we see that \( a_{r-1} = r^{r+1} \). Therefore,
\[ \frac{P(aq, bp)}{(aq + bp)^{r-1}} = \frac{r^{r+2} \max(q, bp)^{r-1}}{(aq + bp)^{r-1}} < r^{r+2}. \]
Additionally, we deduce from inequality (6) that \(|aq - bp| < q/B\). Using these observations together with the AM-GM inequality we obtain from (14) that
\[ \frac{aq + bp}{(aq + bp)^{r-1}} < \frac{q^2/B^2}{aq + bp} \leq r^{r+2} \frac{q^2/B^2}{2\sqrt{aqbp}} = \frac{r^{r+3/2}}{2\sqrt{ab}} \cdot \frac{q^{3/2}}{2B^2p^{1/2}}. \]
Finally, replacing \( q \) with \( N/p^{r} \) and using the definition of \( B \), we obtain the last quantity is
\[ \frac{r^{r+3/2}}{\sqrt{ab}} \cdot \frac{N^{3/2}}{2p^{(3r+1)/2}} \leq \frac{r^{r+3/2}}{\sqrt{ab}} \cdot \frac{2^{(4r+2)j/3}}{N^{2/(r+2)}} \cdot \frac{N^{3/2}}{2^{(3r+1)j/2+1}N(3r+1)/(2(r+2))} \leq \frac{r^{r+3/2}}{\sqrt{ab}} \cdot 2^{(1-r)j/6-1} \cdot N^{1/(2(r+2))}. \]

As in the usual Lehman method, we can quickly test if a candidate \( u \) is equal to \( aq + bp \), this time by determining if the \((r + 1)\)-degree polynomial \( f_r(x) := x^{r+1} - ux^r + r^ab'N \) has any integer root with a nontrivial gcd with \( N \). This can be determined quickly, as detailed at the end of the proof of Proposition 5.3 next.

**Algorithm 5.2.**

**Input:** An integer \( N > 1 \) and an integer \( 2 \leq r \leq \lg N \).

**Output:** Either a nontrivial factor of \( N \) is returned or that “\( N \) is \( r \)-power free.”

1. Test if \( N \) is an \( r \)-power in by testing if \( \lceil N^{1/r} \rceil^r = N \).
2. for \( n = 2, \ldots, \lfloor N^{1/(r+2)} \rfloor \) do
3. if \( n \mid N \) return \( n \).
4. for \( j = 0, \ldots, \lfloor 1/(r+2) \lg N \rfloor \) do
for $a = 1, \ldots, \lfloor 2^{(r+2)/3+r+1} \rfloor$ do
  for $b = 1, \ldots, \lfloor N^{1/(r+2)}2^{-(2r+1)/3} \rfloor$ do
    for $u = 1, \ldots, \lfloor r^{r+3/2}N^{1/(2(r+2))}2^{-(r-1)/6-1(ab)^{-1/2}} \rfloor$ do
      Determine if $u = aq + rbp$. If successful, recover $p$ and $q$ and return.
  retum “$N$ is $r$-power free.”

Proposition 5.3. Algorithm 5.2 is correct, and runs in time $O(N^{1/(r+2)}(\lg N)^2 \lg \lg N))$.

Proof. Let us first show correctness. We observe that if line 1 and the for loop in lines 2–3 finish without finding a nontrivial factor of $N$ (and, thus, without the algorithm reaching an endpoint), then we will know that $N$ is not an $r$-power and has at most $r + 1$ prime factors counting multiplicity, and moreover that each factor of $N$ is $> N^{1/(r+2)}$. We may suppose all this about $N$ for the rest of the proof since the completion time of lines 1–3 is within our target complexity anyway.

We claim that if $N$ is of the form $p^q q$ with $p, q > N^{1/(r+2)}$, then lines 4–8 will successfully find $p$ and $q$. Let us first note that all the $j$s considered in line 4 will result in value of $B$, as defined in [5], satisfying the condition $B > 1$ required by Proposition 5.1.

Now, suppose $N = p^q q$ with $p, q > N^{1/(r+2)}$. Let $j^* \geq 0$ be the integer defined by $2j^* N^{1/(r+2)} \leq p < 2j^* + 1 N^{1/(r+2)}$. Since $N^{1/(r+2)} < q = N/p^q$, we deduce the upper bound $p < N^{r+1}/(r+2)$, and therefore

$$j^* < \lg N \frac{r+1}{r+2} - \lg N \frac{r}{r+2} = \frac{1}{r+2} \lg N. \tag{17}$$

Hence, the for loop on line 4 will include $j^*$. When we reach $j = j^*$ in that loop, Proposition 5.1 guarantees there are integers $a^*, b^*$, and $u^*$ with $a^* \ < \lfloor 2^{(r+2)/3+r+1} \rfloor$, $b^* < N^{1/(r+2)}2^{-(2r+1)/3}$, and $u^* < \lfloor r^{r+3/2}N^{1/(2(r+2))}2^{-(r-1)/6-1(ab)^{-1/2}} \rfloor$, and such that $u^* = a^* q + r b^* p$. Thus, $a^*, b^*, u^*$ will be found during the search in lines 5–7. And once $a^*, b^*, u^*$ are found, line 8 will successfully recover $p$ and $q$.

If no $a^*, b^*, u^*$ are ever found, then we will reach line 9 which will return that $N$ is $r$-power free. This will be the correct outcome in this case because if we reach line 9, then $N$ cannot be written in the form $p^q q$ with $p, q > N^{1/(r+2)}$. This, together with the earlier suppositions about $N$ (based on information from lines 1–3), will imply $N$ is $r$-power free.

We now consider the time complexity. Lines 1–3 complete in $O(N^{1/(r+2)})$ divisions, so using $O(N^{1/(r+2)} \lg N \lg \lg N)$ bit operations. The for loops in lines 4–8 complete after

$$\leq \sum_{j=0}^{\lfloor \frac{1}{r+2} \lg N \rfloor} \sum_{a=1}^{\lfloor 2^{(r+2)/3+r+1} \rfloor} \sum_{b=1}^{\lfloor B \rfloor} \frac{r^{r+3/2}N^{1/(2(r+2))}}{\sqrt{ab}} \tag{18}$$

$$\leq r^{r+3/2}N^{1/(2(r+2))} \sum_{j=0}^{\infty} \sum_{a=1}^{\infty} \sum_{b=1}^{\infty} \frac{1}{\sqrt{a}} \frac{1}{\sqrt{b}} \leq r^{r+3/2}N^{1/(2(r+2))} \sum_{j=0}^{\infty} O \left( \sqrt{2(r+2)j^{3+r+1}} \right) O \left( \sqrt{B} \right),$$

iterations. Thus, using the definition of $B$ in the final sum, this is bounded by

$$r^{r+3/2}N^{1/2(r+2)} O \left( \sum_{j=0}^{\infty} 2^{(r+2)j/6+(r+1)/2} N^{1/2(r+2)} 2^{-(2r+1)/6} \right) \tag{19}$$

$$r^{r+3/2}N^{1/2(r+2)} O \left( N^{1/2(r+2)} \sum_{j=0}^{\infty} 2^{(1-r)j/6} \right)$$

$$= O(N^{1/(r+2)}),$$
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where the final inequality follows because the sum over \( j \) is convergent for any \( r \geq 2 \).

Finally, as remarked in the paragraph preceding Algorithm 5.2 we can execute line 8 by finding the integer roots of \( f_r(x) = x^{r+1} - x^r u + r^r ab^r N \), if there are any. For if \( N = p^r q \) and \( u = aq + rbp \), then \( rbp \) is a root of \( f_r(x) \).

To this end, we first note that \( f_r(x) \) has at most three real roots. This is seen on observing that \( f_r'(x) = x^{r-1}((r + 1)x - ru) \) has exactly two real roots, namely 0 and \( \rho = ru/(r + 1) \).

And since \( f_r(0) > 0 > f_r(\rho) \), two of these roots are positive.\(^1\)

Now, if \( u = aq + rbp \), then \( rbp \) is a root of \( f_r(x) \), and we have

\[
\frac{ru}{r + 1} - rbp = \frac{r}{r + 1} |aq - bp| = \frac{rbq}{r + 1} \left| \frac{a}{b} - \frac{p}{q} \right| < \frac{r}{r + 1} q < \frac{r}{r + 1} N^{1/2 - j/3} =: L.
\]

Thus, using a bisection root-finding method on the intervals \([ru/(r + 1) - L, ru/(r + 1)]\) and \([ru/(r + 1), ru/(r + 1) + L]\), we can recover both positive roots of \( f_r(x) \) to the nearest integer using \( \lg L = O(\log N) \) evaluations of \( f_r(x) \), where each evaluation takes a constant number of basic operations on numbers of size \( O(N^{r+1}) \). If any integer roots are found, then we check if their gcd’s with \( N \) are nontrivial, which is quick to do (even naively) in \( O((\log N)^2 \log \log N) \) bit operations. Put together, the total number of bit operations required is \( O(N^{3/(r+2)} (\log N)^2 \log \log N) \), as claimed. \( \square \)

6. The \( r = 2 \) Case

The bulk of the work in Algorithm 5.2 when \( r = 2 \) is in determining if \( f_2(x) = x^3 - ux^2 + 4ab^2 N \) has integer roots. For a given prime \( s \), there are \( s^2 \) polynomials of the form \( x^3 + cx^2 + d \in \mathbb{Z}/s\mathbb{Z}[x] \). For each tuple \((s,c,d)\), we store 1 in a lookup table if \( x^3 + cx^2 + d \) has a root mod \( s \), and we store 0 otherwise. Considering the number of irreducible cubics in \( \mathbb{Z}/s\mathbb{Z} \) is \( s^3/3 + O(s) \), to help offset the cost of root-finding, we check \( f_2(x) \) for integer roots mod \( s \) for the first \( M_N \) primes, where \( M_N \) is chosen so that \((2/3)^{M_N} < 1/\log N \). Thus, \( M_N \) exhibits \( \log \log N \) growth with \( N \).

We typically chose \( M_N = 35 \) for the \( N \) that we tested, so \((2/3)^{35} \leq 10^{-6} \). Heuristically, this means we expect to attempt searching for integer roots of \( x^3 - ux^2 + 4ab^2 N \) via a bisection method, when none exist, roughly one in a million times. We found that, indeed, a search in a lookup table first (to check reducibility) is much faster than just applying the bisection root-finding uniformly throughout. We also note that root finding methods with high rates of convergence like Newton’s method and the Secant method were not practical for finding the integer roots of \( f_2(x) \). This was due to the close proximity of the two positive roots of \( f_2(x) \).

We remark that Algorithm 5.2 is structured as a nested \texttt{for} loop, and most of the operations occur in the inner-most loop. It is therefore informative to count the total number of \texttt{for} loops under the worst-case scenario. When \( r = 2 \), we find this is \( \leq 660 N^{1/4} \). Therefore, an estimate for when we would expect the generalized Lehman method with \( r = 2 \) to overtake the wheel variant is when \( N \) is about

\[
(660 \cdot \frac{15}{4})^{12} \approx 5.28 \cdot 10^{40}.
\]

This is close to our computed time in Table 2 where we believe the additional 4 powers of 10 come from log factors ignored in the above computation.

Finally, a few details about the modification of Algorithm 5.2 to solve Problem P* here, and quickly explain how \( PS \) and wheel were used to solve \( P^* \).

Recall from equation 15 that for a given \( a \) and \( b \), that the number of \( u \)'s that must be considered is

\[
\frac{2^{2+3/2}}{\sqrt{ab}} \cdot \frac{q^{3/2}}{2B^2 p^{1/2}}.
\]

\( ^1 \)If \( r = 2 \) (or is even), then \( f_r(x) \) has exactly one negative root and two positive roots.
Under the assumption that \( q < p < 8q \) (or equivalently \( N^{1/3} < p < 2N^{1/3} \)) this is
\[
\leq \frac{25/2}{\sqrt{ab}} N^{1/3} B^2.
\]

Since we only need to consider \((a, b)\) satisfying \( b < a < 8b \), the total number of \( u \)'s that checked is therefore
\[
O(N^{1/3} B^{-2} \sqrt{8B \cdot B + B^2}).
\]

Balancing these terms gives that the optimal choice of \( B \) should be \( B \approx N^{1/9} \), giving an \( N^{2/9 + o(1)} \) algorithm.

To compare the three methods to solve problem \( P^* \) with \( N \) around \( 10^j \) for \( j = 21, \ldots, 36 \) we selected random primes \( q \) in the range
\[
\frac{1}{4} 10^{j/3} \leq q \leq 10^{j/3}
\]
and then randomly selected \( p \) in the range \( q < p < 8q \) and computed \( N = p^2 q \). Then we recorded how long it took each method to recover either \( p \) or \( q \). For each \( j \) we performed 100 trials. The averages of these times are given in Table 1.

Both wheel factorization and Pollard-Strassen are adapted only slightly to solve \( P^* \), by modifying the search for the divisor \( n \) of \( N \) in the interval \([ (1/4)N^{1/3}, N^{1/3}] \) as opposed to the full interval \([ 2, N^{1/3}] \). For wheel factorization, this cuts the runtime by a factor of \( 3/4 \) over proving square-freeness, while for Pollard–Strassen, only a square-root of that factor is saved, namely \( \sqrt{3}/2 \).

### 7. A VARIANT OF THE Harvey-Hittmier INTEGER FACTORIZATION METHOD

Given \( N = pq \), the new Harvey and Hittmier factorization method enables factoring \( N \) in about \( N^{1/5 + o(1)} \) time and space. They first find an \( \alpha \) mod \( N \) of large multiplicative order, then use \( aq + bp \equiv aN + b \mod p - 1 \) to write
\[
\alpha^{aq+bp-[(4abN)^{1/2}]} \equiv \alpha^{aN+b-[(4abN)^{1/2}]} \mod p.
\]

This converts the problem of factoring \( N \) to solving the discrete log problem \([22]\). Even though \( p \) is unknown, we can find solutions to \([22]\) by using a novel idea involving fast polynomial multi-evaluation. In turn, the discrete log problem can be solved using the babystep-giantstep algorithm. The idea is to choose \( a \) and \( b \) suitably, via lattice techniques, to ensure that \( aq + bp - (4abN)^{1/2} \) is relatively small. In other words, the left side of \([22]\) is \( \alpha^i \) for \( i \) small and will be among the computed babysteps.

The number of babysteps that must be considered is given by
\[
\lambda := \left\lfloor \frac{4N^{1/2}}{m_0^{3/2}} \right\rfloor
\]
for a parameter \( m_0 \). The search for \( p \) is then organized by performing their main search that will find a divisor of \( N \) in the interval \( \left( \left( 1 + \frac{1}{m_0} \right)^{n-1}, \left( 1 + \frac{1}{m_0} \right)^n \right) \) if one exists.

The \( 1/5 \) exponent in their algorithm arises on balancing the role of \( m_0 \). When \( m_0 \) is large, the number of babysteps \( \lambda \) is small, but we will need to search more intervals in order to find a nontrivial divisor. In total, the main search for prime factors of \( N \) runs in time
\[
O \left( m_0 \log^4 N + \lambda \log^2 N \right).
\]

Choosing \( m_0 \approx \lambda \) gives that both are on the order of \( N^{1/5} \).

Our adaptation is similar in spirit to that of Lehman’s method. The main idea being that for \( N = p'q \), for appropriately chosen \( a, b \), the arithmetic mean \( aq + rbp \) will be close
to \((r + 1)(ab^r N)^{1/(r+1)}\). Specifically, we will show below that for \(r\)th power detection, we can take

\[
\lambda \approx \frac{N^{5/(6+4r)}}{m_0^{3/2}}.
\]

balancing this with the original \(m_0\) term will give an \(N^{1/(3+2r)+o(1)}\) algorithm in both time and space for \(r\)th power detection.

7.1. Lehman’s Inequality for \(\lambda\). The following proposition follows Proposition 3.3 of [10] with \(N/\sigma\) replaced with \(N/\sigma^{-1}\), and a larger multiplicative constant. Since \(\sigma_0\) can be taken to be at least \(N^{1/(r+2)}\), this accounts for the algorithm’s power saving.

**Proposition 7.1.** There exists an algorithm with the following properties. It takes as input positive integers \(N > 1, m_0, \sigma_0\), a positive integer \(m\) coprime to \(N, r\), and an integer \(\sigma\) coprime to \(m\) with \(1 \leq \sigma \leq m\). It’s output is a pair of integers \((a, b) \neq (0, 0)\) such that if \(N = p^r q\),

\[
\sigma_0 \leq p < \left(1 + \frac{1}{m_0}\right) \sigma_0
\]

and

\[
p \equiv \sigma \mod m
\]

then

\[
(aq + rbp - \left(a \frac{N}{\sigma_0} + r\sigma_0\right)) \leq 2 \left(r \frac{(r + 2)}{2}\right)^{1/2} \frac{(N/\sigma_0)^{-1/2}}{m_0^{3/2}}
\]

and

\[
aq + rbp \equiv \frac{N}{\sigma_0} + r\sigma \mod m^2.
\]

Assuming that \(m_0, \sigma_0, m = O(N)\), the algorithm runs in \(O(\lg^2 N)\) bit operations, and the outputs satisfy \(|a|, |b| = O(N^2)\).

**Proof Sketch.** Follow the proof of Proposition 3.3 of [10], but take

\[
q = \frac{N}{p^r} = \frac{N}{\sigma_0^r}(1 + t_0)^{-r} = \frac{N}{\sigma_0^r} \left(1 - rt_0 + \left(r + 2\right) \delta t_0^2\right)
\]

for some \(\delta \in [0, 1)\). Then obtain the bounds

\[
\left| -ra \frac{N}{\sigma_0} + r\sigma_0 \right| \leq \left(r \frac{(r+2)}{2}\right)^{1/2} \frac{N^{1/2} m_0^{1/2}}{m_0^{1/2} \sigma_0^{(r-1)/2}}
\]

and

\[
\left| \left(r + 2\right) a \frac{N}{\sigma_0} \right| \leq \left(r \frac{(r+2)}{2}\right)^{1/2} \frac{N^{1/2} m_0^{1/2}}{\sigma_0^{(r-1)/2}}
\]

using the LLL algorithm. \(\square\)

7.2. Finding Elements of Large Order. A necessary component of the Harvey-Hittmier method is an element \(\alpha\) of large multiplicative order mod \(N\). This is to guarantee that any collision between babysteps and giantsteps will give no nontrivial gcd with \(N\). The main idea is to sequentially check elements \(\alpha = 2, 3, \ldots\) for the sufficient order, and bound the number of times we can fail. Specifically, each time we fail, we recover information about \(p - 1\) and \(q - 1\). This process continues until we find an element of large order or recover enough information to factor \(N\). In practice, this is not difficult since almost every element will have large order mod \(N\), the difficulty is in doing so deterministically. The following is only a minor alteration of Theorem 6.3 in [12].

**Lemma 7.2.** There is an algorithm taking as an input \(N\) and \(D\) such that \(N^{2/(3+2r)} \leq D \leq N\), and returns either some \(\alpha \in \mathbb{Z}_N\) such that \(\text{ord}_N(\alpha) > D\), or a nontrivial factor of \(N\), or determines if \(N\) is \(r\) power free. Its running time is

\[
O(D^{1/2} \lg^2 N)
\]
7.3. The Main Algorithm. We present now the main search. Compare to Algorithm 4.3 of [10].

Algorithm 7.3. (Main Search) Input:
- A positive integer \( N \geq 2 \) with at most \( r + 1 \) prime factors (counting multiplicity) that is not an \( r \)th power, each factor greater than \( N^{2/(3+2r)} \).
- Positive integers \( m_0 \) and \( m \) such that \( (m, N) = 1 \), and \( (m, r) = 1 \).
- An element \( \beta \in \mathbb{Z}_N^* \) such that \( \text{ord}_N(\beta^{m^2}) \geq 2\lambda + 1 \), where

\[
\lambda := \left\lfloor 2 \left( \frac{r+2}{2} \right)^{1/2} \frac{N^{5/2(3+2r)}}{(mm_0)^{3/2}} \right\rfloor
\]

Output: If \( N \) is \( r \)th power free returns “\( N \) is \( r \)th power free” otherwise, a nontrivial factor of \( N \).

1: for \( i = 0, \ldots, 2\lambda \) do
2:    compute \( \beta^{m^2i} \mod N \).
3: if \( (N, \beta^{m^2i} - 1) \notin \{1, N\} \) then
4:    recover a nontrivial factor
5: for \( \sigma = 1, \ldots, m \) do
6:    if \( (\sigma, m) = 1 \) then
7:        Initialise \( \sigma_0 := \lceil N^{2/(3+2r)} \rceil \).
8:        while \( \sigma_0 < N^{(1+2r)/r(3+2r)} \) do
9:            Apply Proposition 7.1 with input \( N, m_0, \sigma_0, m, \sigma \) to obtain a pair \( (a, b) = (a_{\sigma, \sigma_0}, b_{\sigma, \sigma_0}) \).
10: Compute \( j_{\sigma, \sigma_0} := m^2(\tau_0 - \lambda) + \tau \), where \( \tau_0 := \left\lfloor \left( a \frac{N}{\sigma_0^2} + 2b\sigma_0 \right) / m^2 \right\rfloor \), and where \( \tau \) is the unique integer in \( 0 \leq \tau < m^2 \) such that \( \tau \equiv a \frac{N}{\sigma^2} + 2b\sigma \mod m^2 \).
11: Compute \( v_{\sigma, \sigma_0} := \beta^{\sigma N^r - rb - j_{\sigma, \sigma_0}} \).
12: Update \( \sigma_0 := \lceil (1 + 1/m_0)\sigma_0 \rceil \).
13: Applying a sort-and-match algorithm to the babysteps and giantsteps computed in Steps 2 and 11, find \( i \in \{0, \ldots, 2\lambda\} \) and all pairs \( (\sigma, \sigma_0) \) such that \( \beta^{m^2i} \equiv v_{\sigma, \sigma_0} \mod N \).

For each such match, test the candidates \( u := m^2i + j_{\sigma, \sigma_0} \), together with \( a := a_{\sigma, \sigma_0} \) and \( b := b_{\sigma, \sigma_0} \) by determining if \( f_r(x) \) has an integer root. If \( p \) and \( q \) are found, return.

14: Let \( v_1, \ldots, v_n \) be the list of giantsteps \( v_{\sigma, \sigma_0} \) computed in Step 11, skipping those that were discovered in step 13 to be equal to one of the babysteps. Apply Algorithm 4.1 of [10] (finding collisions) with \( N, \kappa := 2\lambda + 1, \alpha := \beta^{m^2} \mod N \) and \( v_1, \ldots, v_n \) as inputs. If successful, recover a nontrivial factor.
15: Return “\( N \) is \( r \)th power free”.

Proposition 7.4. Algorithm 7.3 is correct. If \( m = O(N) \), and \( m_0 = N^{1/(3+2r)} \) then it runs in

\[
O(M(N) \left( m \lg N (\lg \lg N)^2 + \phi(m) N^{1/(3+2r)} \lg^4 N \right))
\]

bit operations.
Proof. The proof follows Proposition 4.4 in [10]. The time save comes from the smaller size of $\lambda$, and balancing $m_0$ accordingly.

8. Concluding remarks

If $N = p^2q$ where $q > 1$ is squarefree, then one can use a special squarefree detection algorithm like [2] to obtain a lower bound on $q$. Such information about $q$, and hence about $p$, can help improve the actual run time of our algorithm.

Additionally, there are several consequential improvements that could be made to our fairly basic implementation of Algorithm 5.2 for $r = 2$. These include using a more efficient method to iterate through fractions $a/b$ with $a$ and $b$ relatively prime. In the current implementation, we compute $\gcd(a,b)$ for each pair $(a,b)$, and if the gcd is nontrivial then we may skip line 7 in Algorithm 5.2. Thus, there are roughly $40N^{1/4}$ gcd computations that could be converted into simple additions, multiplications or integer divisions.

Finally, the bound [14] on the length of the interval containing candidate $u$’s could be improved significantly. We already do this in our implementation for $r = 2$ by replacing the bound [14] with the tighter inequality

$$P(bp, aq) = \frac{aq + 8bp}{aq + 2bp} < 4.$$  

But given the extra information we have about $p$ at each step of Algorithm 5.2, namely that $2^jN^{1/4} < p < 2^{j+1}N^{1/4}$, the simple inequality (25) could be tightened yet some more.
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