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Abstract—Face representation in the wild is extremely hard due to the large scale face variations. Some deep convolutional neural networks (CNNs) have been developed to learn discriminative feature by designing properly margin-based losses, which perform well on easy samples but fail on hard samples. Although some methods mainly adjust the weights of hard samples in training stage to improve the feature discrimination, they overlook the distribution property of feature. It is worth noting that the miss-classified hard samples may be corrected from the feature distribution view. To overcome this problem, this paper proposes the hard samples guided optimal transport (OT) loss for deep face representation, OTFace in short. OTFace aims to enhance the performances of hard samples by introducing the feature distribution discrepancy while maintaining the optimization on easy samples. Specifically, we embrace triplet scheme to indicate hard sample groups in one mini-batch during training. OT is then used to characterize the distribution differences of features from the high level convolutional layer. Finally, we integrate the margin-based-softmax (e.g. ArcFace or AM-Softmax) and OT together to guide deep CNN learning. Extensive experiments were conducted on several benchmark databases. The quantitative results demonstrate the advantages of the proposed OTFace over state-of-the-art methods.

Index Terms—Face representation, margin based softmax, Optimal transport.

I. INTRODUCTION

FACE recognition (FR) has been an active topic in the field of pattern recognition and computer vision. In the past decades, numerous well-known face representation models have been developed and widely used in practical applications such as biometric identification, video surveillance and human-computer interaction.

The holistic approach of face representation motivates the low-dimension subspace representation methods, such as linear subspace [1], manifold learning [2], [3], sparse representation [4], [5] and low rank [6], [7]. These methods have achieved better results in constrained environments but failed to address the face representation in unconstrained environments. Thus, local feature representation methods have been proposed to solve robust face recognition task. Gabor feature is proven to be robust to illumination and facial expression by capturing desirable local characteristic structure [8]. Local Binary Pattern (LBP) employed the differences between central pixel and its neighbors over the local patch to characterize the local structure [9]. Some works combined Gabor and LBP, as well as their multi-level extensions, performed better results in FR [10], [11]. However, handcrafted feature is still lack of distinctiveness and compactness in dealing with real-world FR tasks. Subsequently, learning-based local feature methods were developed in FR field. Lei et al. presented the learning discriminant face descriptor in a data-driven way to learn the discriminative local features for minimizing the distance between the same person and maximizing that between different persons [12]. From the view of LBP, compact binary face descriptor feature learning was proposed for robust face representation [13]. However, the above mentioned methods can be considered as shallow face representation methods which still have limitations to address the complex nonlinear face variations in practical applications.

The advance of deep learning has changed this situation. Specifically, AlexNet achieved the best performance in ImageNet competition which leads a wave of deep learning based methods in FR. Deep convolutional neural network characterizes the multi-level representation with different granularities by employing the cascade of neural network processing unit. Subsequently, the CNN architectures, such as AlexNet [14], VGGNet [15], GoogleNet [16] and ResNet [17], are widely used to characterize the facial feature. Taigman et al. derived a nine-layer deep neural network to represent facial feature in conjunction with an efficient face alignment step (DeepFace) for robust FR [18]. Based on DeepFace, DeepID series [19], [20], [21] aimed to learn the discriminative face representation through the large scale face identification, joint face identification-verification and very deep neural network structures. In [22], the authors presented a face recognition...
system named FaceNet, which combined the deep convolutional network and triplet loss to obtain the low-dimensional and compact facial feature vector. Parkhi et al. provided a very large scale dataset and used VGGNet to achieve comparable performance in accuracy of face recognition [23]. In addition, there are still numbers of novel network architectures designed for FR to improve the efficiency and robustness. Li et al. developed a novel deep locality-preserving constitutional neural network to improve the discriminative power of deep feature [24]. Zhao et al. proposed a incremental generative occlusion adversarial suppression network to solve visual recognition with occlusion problem [25]. BoostGAN, which is composed of coarse generator and the boosting network, was proposed to solve face images with occlusion or pose changes [26]. The coarse generator aims to handle the face frontalization and de-occlusion roughly. And the boosting network is employed to photorealistic face frontalization with identity preservation. Subsequently, Duan et al. proposed mask guided two-stage generative adversarial network (TSGAN) to improve the performance of face recognition under occlusion and pose changes [27]. In TSGAN, a mask-attention module is developed in face deocclusion generator and the face frontalization generator used the U-connection to focus on the missing part of the occluded image. In [28], Zhong et al. designed a dynamic training data dropout scheme to improve the robustness of the existing state-of-the-art face recognition models.

From the view of loss function, Softmax based methods can obtain remarkable results based on large scale training data and properly designed DCNN architectures. However, for FR, the intra-variations could be larger than inter-difference caused by occlusion, illumination changes, pose and expression variations. Therefore, the learned features are not discriminative enough by softmax loss. The triplet loss is used to increase the margin for enhancing the discriminative power of learned feature [18], [22]. The fly in the ointment is training instability of triplet loss due to the selection of effective pair-wise training samples. To encourage the intra-class compactness, Wen et al. developed a center loss to learn the distance between each feature vector and its class center [29]. In [30], large margin softmax (L-softmax) added angular constraints to improve the feature discrimination. Subsequently, SphereFace is proposed to learn discriminative facial feature by increasing the inter-class margin and shrinking the intra-class angular distribution [31]. AM-Softmax and CosFace directly used cosine margin penalty to further encourage the decision margin in angular space [32], [33]. Deng et al. proposed an additive angular margin loss (ArcFace) to improve the discriminative power of deep facial feature, which achieved better performance on various large-scale face image/video datasets [34]. Zhang et al. proposed an adversarial loss in conjunction with contrastive loss to guide the two stream network for solving Kinship verification task [35]. The authors actually leveraged the adversarial process between adversarial loss in the first fully connected layer and contrastive loss in the second fully connected layer to improve the discriminative power of feature representation. [36] designed context contrastive loss for robust feature learning by leveraging the context information as supervision.

Although the above methods have achieved remarkable results, they ignore the role of hard (mis-classified) samples for learning discriminative feature. To overcome this problem, Liu et al. proposed the Adaptive Margin Softmax and introduced the Hard Prototype Mining strategy to concentrate on hard classes during classification training [37]. Sun et al. introduced the equalized margin loss to reduce the intra-class distance and enlarge the inter-class distance by leveraging the merits of hard sample mining [38]. In [39], the authors directly ignored the easy samples to concentrate on hard samples in training stage. Focal loss based softmax is then introduced to re-weight all samples and make hard samples with large loss [40]. Zhao et al. proposed the hard mining center-triplet loss for person re-identification [41]. Wang et al. combined the advantages of feature margin and feature mining strategy into a unified framework for deep face recognition (MV-Softmax) [42]. Specifically, they employed the feature vectors of hard samples to guide the discriminative feature learning. Different from MV-Softmax, CurricularFace automatically learns from the easier samples first and harder samples later [43]. Moreover, it also adaptively re-weights hard samples in different training stages. Subsequently, MagFace [44] is proposed to learn the universal representation for face recognition. Different from CurricularFace, MagFace uses the magnitude of feature normalization to decide the hard samples. In [45], a novel Nearest Proxies Triplet (NPT) loss is proposed to guarantee the minimum separation among all subjects in conjunction with the implicit hard-negative mining scheme. However, most of these methods mainly adjust weights of samples and make the harder ones to have larger loss values. They overlook the embedding feature distribution information of samples. In other words, some mis-classified samples in cosine space may be corrected from the view of distribution metric. Based on this point, Optimal Transport (OT) is brought to our attention. This is because OT is an efficient tool to characterize the distribution differences between samples compared with Kullback-Leibler divergence and Euclidean distance. Thus, Wasserstein discriminative analysis employed the OT to capture the interactions of global distribution and local structure [46]. In [47], they developed the OT regularized framework to solve the domain adaption problem. Based on the distribution metric merits of OT, Qian et al. integrated nuclear norm and optimal transport into a unified model to solve occlusion problem of image classification [48]. Enhanced transport distance (ETD) is developed to solve the challenge problem in OT for unsupervised domain adaption task [49]. In ETD, attention-aware transport distance is designed to compute the domain discrepancy and the Entropy-based regularization is introduced to reveal the structures of target domain. In [50], the authors proposed a novel method named BuresNet to solve transfer learning problems. Specifically, BuresNet employed the conditional Kernel Bures (CKB) to describe the conditional distribution discrepancy under the optimal transport framework and can be widely used in unsupervised domain adaption and few-shot learning tasks. Additionally, a number of methods have been proposed based on OT to address pattern recognition problem [46], [51].

Motivated by the above mentioned methods, we develop a hard samples guided scheme to improve the performance of face representation, which highlights the role of hard samples in the training stage to learn discriminative feature by using the OT.
The pipeline of the proposed OTFace.

Fig. 1. The pipeline of the proposed OTFace.

loss from the distribution scale. The pipeline of the proposed method is shown in Fig. 1. The main contributions of this paper can be summarized as follows:

- We borrow the idea of triplet loss to indicate the hard sample groups, and then employ these hard sample groups to enhance the discriminative feature learning.
- OT is introduced to characterize the differences of feature maps from the distribution scale. We combine the OT loss and margin-based-softmax to formulate the loss function for robust deep face representation.
- We conducted experiments on eight benchmarks, including the LFW, AgeDB, CALFW, CPLFW, CFP, IJB-B, IJB-C and MegaFace. Experimental results demonstrate the advantages of the proposed methods over the state-of-the-art deep face representation methods.

The remainder of this paper is organized as follows: Section II introduces the proposed OTFace, including hard sample groups mining and optimal transport loss. Section III provides more analysis between our OTFace and the related Softmax based methods. Section IV conducts experiments on several benchmarks to demonstrate the advantages of the proposed methods. We conclude the paper in Section V.

II. THE PROPOSED OTFACE

This section mainly introduces the OTface, a novel hard samples guided scheme for learning discriminative feature for deep FR. The proposed OTFace consists of two parts. The goal of the first part is to explore the hard sample groups based on the idea of triplet loss. In the second part, OT is introduced to describe the feature distribution discrepancy between samples. Then OT loss and margin-based-softmax (AM-Softmax or ArcFace) are integrated together to construct the loss function for robust FR.

A. Hard Sample Groups Mining

It is a naive idea to improve the face representation results by hard samples mining. The previous works employed different strategies to indicate hard samples and focus on adjusting their weights in training stage. Different from these work, we employ the triplet loss to indicate hard sample groups. Next, this section introduce the details of how we explore the hard sample groups during training.

Given $N$ samples in a mini-batch, let each sample $x_i (i = 1, 2, \ldots, N)$ as the anchor in order, and compute the cosine distances between anchor sample and the other samples. Then, we construct a series of sample groups, including the anchor sample, the positive sample is from the same class with the anchor, and the negative one comes from the different class with the anchor. Based on this, the sample groups which are considered as hard sample groups should satisfy the following rule: the cosine distance between the anchor and the positive sample is smaller than that between the anchor and the negative sample as shown in Fig. 2.

$$\text{cosine} \left( f \left( x^a_i \right), f \left( x^p_j \right) \right) < \text{cosine} \left( f \left( x^a_i \right), f \left( x^n_k \right) \right)$$

where $f(x_i) \in \mathbb{R}^d$ represents the embedding feature of $i$-th sample. $x^a_i$ means the $i$-th sample is anchor. $x^p_j$ means the $j$-th sample is positive sample, $x^n_k$ means the $k$-th sample is negative sample.

In our opinion, the hard sample groups with large scale variations can satisfy the above rule since the cosine distances of within-class samples are larger than that of between-class samples in general. The detail of our hard sample group mining scheme is shown in Algorithm 1.

B. Optimal Transport Loss

1) Outline of Optimal Transport: In this subsection, we briefly review the optimal transport minimization problem on discrete distribution. Given two discrete samples $a \in \mathbb{R}^n$ and
Algorithm 1: Hard Sample Groups Mining.

**Input:** Embedding features of sample images in a mini-batch \( \{ f(x_1), f(x_2), \ldots, f(x_N) \} \), and the corresponding labels.

1. Initialize the hard sample group set \( I_{\text{hard}} = \emptyset \);
2. for \( i = 1 : N \) do
   1. select the positive samples of \( a \) to construct set \( \text{pos} \);
   2. select the negative samples of \( a \) to construct set \( \text{neg} \);
   3. \( a = f(x_i) \)
   4. for \( j = 1 : \text{length(pos)} \) \( a_p = \text{pos}(j) \);
   5. for \( k = 1 : \text{length(neg)} \) \( a_n = \text{neg}(k) \);
   6. if \( (a, a_p, a_n) \) satisfies the (1) then \( (a, a_p, a_n) \) belongs to \( I_{\text{hard}} \);
3. end

**Output:** Hard sample groups \( I_{\text{hard}} \).

where \( b \in \mathbb{R}^m \), the empirical distributions of them are:

\[
a = \sum_{i=1}^{n} p_i^a \delta_{a_i}, \quad b = \sum_{i=1}^{m} p_i^b \delta_{b_i},
\]

where \( \delta_{a_i} \) is the Dirac at position \( a_i \), and \( \delta_{b_i} \) is the Dirac at position \( b_i \). \( p_i^a \) is the probability associated to the \( i \)-th element of sample \( a \). Based on Kantorovich relaxation, the set of probabilistic of couplings linking a pair of distributions \((a, b)\) is defined as [46]:

\[
U(a, b) = \{ P \in \mathbb{R}^{n \times m} | P_{1m} = 1/n, P_{1n} = 1/m \} \tag{3}
\]

where \( P_{i,j} \) describes the amount of mass flowing from element \( i \) to element \( j \). \( 1_n \) is an \( n \)-dimensional vector of ones. \( 1_m \) is a \( m \)-dimensional vector of ones. The optimal transport with Kantorovich relaxation is:

\[
\text{OT}(a, b) = \min_{P \in U(a, b)} C < P, C > \sum_{i,j} C_{i,j} P_{i,j} \tag{4}
\]

where \( C \) is the cost matrix and \( C_{i,j} \) is the cost from \( a_i \) to \( b_j \), \( <, > \) represents the Frobenius dot product. (4) can be solved by the standard linear program algorithm and its solutions are not necessarily unique. Additionally, this model spend more computation time when facing high dimensional histograms. To address these problems, the entropy regularized OT is proposed to approximate the original OT solution [52]:

\[
\text{OT}(a, b) = \min_{P \in U(a, b)} < P, C > - \epsilon H(P) \tag{5}
\]

where \( H(P) = -\sum_{i,j} P_{i,j} (\log(P_{i,j}) - 1) \) is the discrete entropy of transport matrix. The solution to (5) is unique and has the form \( P_{i,j} = \frac{1}{n}K_{i,j}v_j \), where \( K_{i,j} = e^{-\eta C_{i,j}} \). For unknown scaling variables \( u \) and \( v \), they can be solved by using the iterative scheme Sinkhorn’s algorithm [52].

2) **OT Based Loss Function:** Intuition says that the well-separated (easy) samples have little effect on discriminative feature learning. In other words, the hard sample groups mined in the previous subsection are more important to improve the feature discriminability. However, it is difficult to enhance the discriminative power of deep CNN feature by just using cosine (or Euclidean) distance as loss constraint. OT is the effective tool to characterize the distribution differences, which motivates us to introduce the OT into the loss constraint from the distribution scale. Although it is straightforward to adapt embedding feature for computing OT loss, it is not a good choice. This is because embedding feature cannot reveal the intrinsic distribution property of 2D image. To overcome this problem, we employ the feature maps of the convolution layer to compute the distribution differences between two image samples.

Given two facial images \( x_1 \) and \( x_2 \), deep CNN is employed to represent the facial feature. Here, the feature maps of the convolution layer can be considered as a tensor structure feature from the geometric perspective as shown in Fig. 3. It is well-known that each feature map is achieved by using the different convolution kernels, which reveal the intrinsic feature of facial image from different views. From Fig. 3, we can see that there is a \( d \)-dimension vector for each pixel of the frontal slice if the tensor structure feature is composed of \( d \) feature maps.

In this way, the tensor structure feature can be seen as the multivariate distribution since each pixel corresponds to a vector. Specifically, \( f_{\text{Conv}}(x_1) \in \mathbb{R}^{h \times w \times d} \) and \( f_{\text{Conv}}(x_2) \in \mathbb{R}^{h \times w \times d} \) represent the tensor structure features of \( x_1 \) and \( x_2 \), respectively. To compute the distribution differences, the tensor structure feature is reformulated as the bivariate distribution \( M(x_1) = [m_1^1, m_1^2, \ldots, m_1^n] \in \mathbb{R}^{n \times d} \) and \( M(x_2) = [m_2^1, m_2^2, \ldots, m_2^n] \in \mathbb{R}^{n \times d} \) \((n = h \times w)\). The OT distance between \( x_1 \) and \( x_2 \) is defined as:

\[
\text{OT}(M(x_1), M(x_2)) = \min_{P \in U} < P, C > - \epsilon H(P) \tag{6}
\]

where \( P \) is the transport matrix between two samples. \( C \) is cost matrix and has entries \( C_{i,j} = d(m_i^1, m_j^2) \), where \( d(\cdot, \cdot) \) is the Cosine distance. The set \( U = \{ P \in \mathbb{R}^{n \times n} | P_{1n} = 1/n, P_{1n} = 1/n \} \) contains all possible transport matrices. Here, we use Sinkhorn algorithm to achieve the solution of problem (6) since Sinkhorn algorithm can speed up the computation time and have an unique solution. The solution \( P \) can be expressed as:

\[
P = \text{diag}(u)K\text{diag}(v) \tag{7}
\]

where \( K = e^{-\eta C} \). Both \( u \) and \( v \) are non-negative vectors of \( \mathbb{R}^n \). Thus, the transport matrix can be computed by using the fixed-point iterative strategy. The scaling vectors \( u \) and \( v \) are
Algorithm 2: OTFace.

Input: Training set of images $S$, training epochs $\tau$.

Initialize $\alpha = 1$; The convolutional network parameter $\theta$ and the last fully-connected layer parameters $W$ are initialized randomly.

while $\alpha < \tau$ do

Randomly sample facial images to fetch mini-batch;

Forward:
(1) Compute the AM-Softmax (ArcFace) loss;
(2) Compute the OT loss according to the hard sample groups.

Backward:
Update the parameters $\theta$ and $W$.
end

Output: Parameters $\theta$ and $W$.

updated for iteration $t + 1$:

$$v^{t+1} = \frac{1}{n} \sum_{i=1}^{n} v^t_i, \quad u^{t+1} = \frac{1}{K} \sum_{i=1}^{K} u^t_i$$

where the initialization of $u^0$ is set to $1_n$.

The previous OT distance metric motivates us to present the OT based loss function, which is defined as follow:

$$L_{OT} = \sum_{i=1}^{H} \left[ OT\left(M\left(x^\text{anchor}_i\right), M\left(x^{\text{positive}}_i\right)\right) - OT\left(M\left(x^\text{anchor}_i\right), M\left(x^{\text{negative}}_i\right)\right) \right]_+$$

where $H$ represents the number of hard sample groups which are explored by using Algorithm 1. $x^\text{anchor}_i$ is the anchor of the $i$-th hard group, $x^{\text{positive}}_i$ is the positive sample of the $i$-th hard group and $x^{\text{negative}}_i$ is the negative sample of the $i$-th hard group. Finally, we further combine the loss function of ArcFace to maintain the results on easy samples. The final loss function is:

$$L(\theta) = L_{OT} + L_{ArcFace}$$

where $\theta$ represents the parameter set. Here, $L_{ArcFace}$ can be replaced by $L_{AM-Softmax}$ or any of the softmax based losses. In our study, we just use two representative margin-based-softmax methods AM-Softmax and ArcFace to maintain the performance of easy samples.

Actually, the proposed OT loss can also be optimized by the typical stochastic gradient descent (SGD) algorithm, for more details please see reference [53]. The whole pipeline of our OTFace is summarized in Algorithm 2.

III. FURTHER ANALYSIS

A. Why OTFace

In this subsection, we provide more analysis to explain the advantages of our OTFace. It is known that the most softmax based methods achieve better performance on easy samples, while these methods perform poorly on hard samples (e.g. face images with occlusions, pose changes and age variations). In Fig. 4, we select some representative hard sample pairs from various face datasets. Further, deep CNN with margin based Softmax (in the case of AM-Softmax) constraint leads to wrong results for these facial image pairs. However, the proposed OTFace can give right decisions when dealing with these hard facial images. The possible reasons are that AM-Softmax introduces the adaptive margin into the loss function with feature and weight normalization. It ignores the distribution property to enhance the discriminative power of deep CNN feature. Compared with AM-Softmax, OTFace employs the OT to characterize the sample difference from the distribution scale and maintains the AM-Softmax constraint.

From the view of metric scheme, AM-Softmax computes the cosine loss of deep embedding feature and ArcFace improves the discriminative power of feature by computing the additive angular loss. For OT loss, we evaluate the distribution differences by using the feature maps of the high level convolution layer. In our opinions, these feature maps contain various high level semantic feature and preserve the structure property to some extent. Based on this, we consider the feature maps as the multi-variant distribution and use OT to explore the intrinsic difference from the distribution scale.

B. Comparisons With Related Methods

In this subsection, we provide more analysis to compare the proposed OTFace with related Softmax-based methods. The Softmax-based methods aim to increase the decision margins for better feature embedding. SphereFace employs the multiplicative angular scheme to push the margin. Both AM-Softmax and CosFace apply the additive cosine margin to learn discriminative feature. In ArcFace, the additive angular margin scheme is used to increase the margin.

Based on the above work, F-AM-Softmax employs the focal loss to improve the performance of face verification. Focal loss focuses on the relatively hard samples by reducing the weights of easier samples. The drawback is that the definition of hard sample is not clear. For HM-AM-Softmax, the
TABLE I
THE COMPARISONS BETWEEN THE PROPOSED OTFACE WITH DIFFERENT SOFTMAX BASED METHODS

| Methods               | Margin type       | Hard sample processing                                                                 |
|-----------------------|-------------------|----------------------------------------------------------------------------------------|
| Softmax               | –                 | –                                                                                      |
| SphereFace [31]       | multiplicative angular margin | –                                                                                      |
| AM-Softmax [33]       | additive cosine margin | –                                                                                      |
| ArcFace [34]          | additive angular margin | –                                                                                      |
| F-AM-Softmax / F-ArcFace [40], [42] | additive cosine margin | reduces the weight of easier samples to focus on hard samples.                        |
| HM-AM-Softmax / HM-ArcFace [39], [42] | additive cosine margin | indicates hard sample discards easy sample.                                           |
| MV-AM-Softmax / MV-ArcFace [42] | combined cosine and angular margin | adjusts weight of mis-classified vectors.                                              |
| CurricularFace [43]   | additive angular margin | adaptively adjusts weight via Curricular learning.                                      |
| MagFace [44]          | additive angular margin | adaptively adjusts margin via feature magnitude.                                       |
| OTFace                | additive cosine/ angular margin | OT loss from distribution scale                                                      |

authors design the hard strategy to learn discriminative feature by using the high loss examples to construct the mini-batches for training and the easy examples are ignored completely. MV-AM-Softmax explicitly considers the role of hard samples and concentrates on them to guide the discriminative feature learning by re-weighting the hard samples. For F-ArcFace, HM-ArcFace and MV-ArcFace, they just employ the ArcFace to replace AM-Softmax for learning discriminative feature. CurricularFace adaptively adjusts weight of hard samples in different training stages in conjunction with curricular learning. MagFace employs the magnitude of feature normalization to decide the hard samples and facilitates the margin-based model to learn the well-structured distributions for robust face recognition. Compared with previous work, OTFace borrows the idea of triplet to explore the hard sample groups and then combines the margin-based method and OT loss to enhance the discriminative power of embedding feature. Table I lists the differences between OTFace and the related methods.

IV. EXPERIMENTS

In this section, we evaluated the proposed OTFace on eight published face databases: LFW [54], AgeDB [55], Cross-Age LFW (CALFW) [56], Cross-Pose LFW (CPLFW) [57], CFP [58], IJB-B [59], IJB-C [60] and MegaFace [61]. We present the comparative results to demonstrate the advantages of the proposed methods over the state-of-the-art softmax-based methods for face recognition, such as AM-Softmax [33], ArcFace [34], F-AM-Softmax / F-ArcFace [40], HM-AM-Softmax / HM-ArcFace [39] and MV-AM-Softmax / MV-ArcFace [42]. For these comparison methods, we re-implement the codes of them and chose the best parameters stated on their publications. Note that we use ResNet100 as backbone for AM-Softmax, F-AM-Softmax, HM-AM-Softmax, MV-AM-Softmax, ArcFace, F-ArcFace, HM-ArcFace and MV-ArcFace in our experiments.

A. Experimental Settings

In our experiments, we employed MSIMV2 database as training set to conduct fair comparison with other comparative methods. MSIMV2 is a semi-automatic refined version of the MS-Celeb-1M database and contains about 5,800,000 facial images from 85,000 persons. Similar with [34], we used the five facial points (two eyes, nose and two mouth corners) to align the faces and generate the cropped facial images (112 × 112). The ResNet100 is used as the backbone network in our model. For sample strategy, we randomly sampled the images to construct the batches and set the batch size to 512. Then the SGD method was employed to optimize the training model. We set momentum to 0.9 and weight decay to 5e-4. The learning rate is set to 0.1 initially and the learning rate is divided by 10 when the epoch is 10, 18 or 22. The training stage was terminated when the epoch is 24. Here, four NVIDIA TITAN RTXs were used to complete the training processing step.

B. Results on LFW

LFW is the most widely used benchmark dataset for unconstrained face verification and contains more than 13,000 images from 5749 persons collected from the web. These images have various facial expression, pose and illumination. The testing set is composed of 6,000 image pairs, which are separated into 10 folds and each fold contains 300 same and 300 non-same pairs. Here, we employed the aligned version of LFW. The images were simply cropped and normalized to 112 × 112 pixels.

In this experiment, we evaluated the effectiveness of OTFaces and the comparative methods on LFW followed the standard test protocol. The VGGFace is the baseline in this experiment. The face verification rate of each method is listed in Table II. From Table II, we can see that most of the methods achieve satisfied results in this case. ArcFace and AM-Softmax perform slightly
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better than SphereFace, Marginal Loss and PFE. The performance of MV-AM-Softmax is better than most competed methods since they focus on hard samples by adjusting the weights of samples in training stage. F-ArcFace and HM-ArcFace outperform F-AM-Softmax and HM-AM-Softmax, respectively. However, MV-ArcFace does not achieve the desired results. The proposed OTFaces and MagFace stand on top being better than other competed methods.

C. Results on AgeDB and CALFW

In this section, we evaluate the performance of all methods for age-invariant face verification on AgeDB and CALFW databases. AgeDB is built by Imperial College London and contains 16,488 facial images from 568 famous persons. There are 29 facial images for each person and all images have a clean age label. The minimum and maximum age is 1 and 101, respectively. For AgeDB, the authors designed four test protocols to evaluate the effectiveness of the methods. For each protocol, AgeDB is divided into 10 folds and each fold is composed of 300 positive pairs and 300 negative pairs. The age gap of each face pair is fixed to 5, 10, 20 and 30 for different protocols. Here, we conducted experiments under the fourth protocol (age gap is 30) to evaluate the performance of each method. Table II lists the quantitative results of all methods on AgeDB. We can see that OTFace(ArcFace) gives about 0.2% improvements than the most competed methods and achieves the similar results with CurricularFace.

CALFW is considered as a variant of LFW. Different from LFW, CALFW mainly employs the age property to re-organize the face image pairs. In CALFW, there are 4,025 persons and each person has two, three or four face images. Similar with LFW, CALFW provides 3,000 positive pairs and 3,000 negative pairs for face verification testing. For each pair, there is a significant age gap. Compared with AgeDB, CALFW is more challenging. We conducted experiments following the standard protocol. The face verification rates of all methods are listed in Table II. We can see clearly that the softmax-based methods are significantly better than VGGFace. The proposed OTFace(AM-Softmax) and OTFace(ArcFace) outperform the most methods. The result of MV-ArcFace is same as that of ArcFace. It means that mis-classified based hard sample mining strategy has no improvement for ArcFace. However, it is beneficial to improve verification rates by employing the OT loss to describe the hard sample groups from the distribution scale.

D. Results on CPLFW and CFP

In this section, we performed experiments on the CPLFW and the CFP databases to test all methods for pose-invariant face verification. CPLFW collected new facial images with large pose variations based on the identity list of LFW and each individual contains two facial images at least. Similar to LFW, there are ten folds and each fold contains 300 positive pairs and 300 negative pairs. In testing, CPLFW employs the same face verification protocols with LFW. For CFP database, there are 7,000 facial images of 500 celebrities and each subject has 10 frontal and 4 profile face images. CFP also divides the images into 10 folds, each containing 350 positive and 350 negative pairs. Here, we mainly focus on the verification performance of all methods in dealing with the Frontal-Profile cases.

The verification rates of all methods on CPLFW and CFP are listed in Table II. The proposed OTFace(AM-Softmax) and OTFace(ArcFace) obviously beat the margin-based methods, including AM-Softmax and ArcFace. Compared with fusions of margin-based and mining-based methods (MagFace, CurricularFace, MV-AM-Softmax/MV-ArcFace, HM-AM-Softmax/HM-ArcFace and F-ArcFace), OTFaces still perform better results than them. This is because OTFaces employ ArcFace (or AM-Softmax) to maintain the performance of easy samples and use OT loss to solve hard sample groups, leading results improvements. In fact, F-AM-Softmax, HM-AM-Softmax and MV-AM-Softmax also combine the hard sample mining strategy and AM-Softmax to improve the performance. However, the verification rates of HM-AM-Softmax have no improvement over AM-Softmax on the CFP. Both F-AM-Softmax and MV-AM-Softmax perform slightly poorer than AM-Softmax. Additionally, the results of MV-ArcFace, F-ArcFace and HM-ArcFace are poorer than ArcFace on the CPLFW. The possible reason is that the hard sample processing schemes of these methods do not fit to solve the pose-invariant face verification task.

E. Results on IJB-B and IJB-C

In this section, the proposed method is evaluated on the IJB-B and IJB-C databases, which are constructed based on IJB-A, a superset of IJB-A. IJB-B consists of 1,845 subjects and each subject has two still images and one video at least. In total, there are 21,798 still images, and 53,026 video frames from the 7,011 videos. All bound boxes, eyes and noise local of faces were manually annotated. There are ten different protocols for testing face detection, identification, verification and clustering. Here, we mainly focus on the performance of all methods in accuracy of verification rate. In total, IJB-B provides 10,270 genuine comparisons and 8,000,000 impostor comparisons. The IJB-C, which is considered as the extension of IJB-B and pays more attention on unconstrained media, which consists of 21,294 still images and 117,542 frames from 3,531 subjects. For IJB-C, we employed the mixed verification protocol to test all methods in 1:1 verification.

Table III tabulates the verification rates of all methods on the IJB-B and IJB-C. From Table III, we observe that OTFace(ArcFace) still performs better than all competed methods. Additionally, OTFace again achieves better results than the different types of methods PFE and 3D-BERL. 3D-BERL provides the similar results with CurricularFace since 3D-BERL introduces the self-supervised 3D reconstruction to characterize the canonical depth and albedo information in conjunction with 2D face recognition pathway. MagFace and NPTLoss make good use of hard samples from different views to obtain the comparable results with hard sample mining-based methods. The performance of hard sample mining-based methods are better than that of AM-Softmax. However, ArcFace achieves the similar results to MV-AM-Softmax and outperforms the F-AM-Softmax and HM-AM-Softmax. The possible reason is that additive angular
TABLE III
VERIFICATION RATES (FAR=1e − 4) OF EACH METHOD ON THE IJB-B AND IJB-C DATABASES. “−” INDICATES THAT THE AUTHORS DID NOT REPORT THE RESULTS ON THE CORRESPONDING DATABASES

| Methods          | IJB-B | IJB-C |
|------------------|-------|-------|
| PFE [64]         | −     | 93.25 |
| AdaCos [65]      | −     | 92.4  |
| CurricularFace [43] | 94.8  | 96.1  |
| MagFace [44]     | 94.33 | 95.81 |
| NPTLoss [45]    | 92.85 | 94.58 |
| 3D-BERL [66]    | 94.72 | 96.08 |
| AM-Softmax       | 93.54 | 95.02 |
| ArcFace          | 94.26 | 95.73 |
| F-AM-Softmax     | 93.60 | 95.19 |
| HM-AM-Softmax    | 93.80 | 95.20 |
| MV-AM-Softmax    | 94.08 | 95.57 |
| F-ArcFace        | 94.43 | 95.84 |
| HM-ArcFace       | 94.32 | 95.73 |
| MV-ArcFace       | 94.01 | 95.59 |
| OTFace(AM-Softmax) | 94.25 | 95.70 |
| OTFace(ArcFace)  | 94.84 | 96.15 |

Fig. 5. ROC curves of each method on IJB-B and IJB-C.

margin loss is better than that of additive cosine margin in this case. Fig. 5 shows the ROC curves of OTFaces and the comparable methods on IJB-B and IJB-C. From Fig. 5, our method still achieves the leading results in most cases.

F. Results on MegaFace

In this section, we conducted experiments on the MegaFace database, which is a very large scale database. The MegaFace dataset includes one million images of more than 690,000 individuals as the gallery set. FaceScrub [67] and FG-NET were used as the probe set. FaceScrub includes 100 K images from 530 celebrities and has a large variation across images of the same person. On MegaFace, both identification and verification results were provided in our experiments under the protocols with large training set (contains about 5 M images). For face verification, there are about 0.2 million positive pairs and 4 billion negative pairs, which make the task more challenging.

Here, we mainly employ the MSIMV2 to train our model. The face identification results for rank 1 of all methods and the face verification rates at FAR=1e − 6 of all methods are listed in Table IV. From Table IV, we can see that our OTFace(ArcFace) achieves the top results for both identification (98.52%) and verification (98.82%). OTFace(AM-Softmax) also beats the compared methods and performs slightly poorer than OTFace(ArcFace). This further validates the advantages of OTFace to solve hard sample groups by using OT loss. It is known that MV-AM-Softmax, HM-AM-Softmax and F-AM-Softmax also employ the hard sample mining strategy in conjunction with AM-Softmax to learn discriminative feature. However, these methods do not show the performance improvements over AM-Softmax since the hard sample strategies of these methods are not suitable to improve the recognition performance when there is a large variation across images of the same class. MV-ArcFace and HM-ArcFace also perform slightly poorer than ArcFace, which is consistent with above explanation. In summary, OTFaces achieve the best results among all methods under various face verification cases.

G. Further Discussion

In this section, we firstly investigate the different configurations of the proposed OTFace based on the same test protocols on eight benchmark databases. In fact, OTFace can be considered as an enhanced version of ArcFace (or AM-Softmax) since OTFace is degraded to ArcFace (or AM-Softmax) when we remove the hard sample mining scheme with OT loss. In previous experiments (Tables II, III and IV), we can see clearly that the proposed OTFace performs better results than ArcFace (or AM-Softmax) in various face verification cases. These experiments show that OT loss in conjunction with hard sample group mining scheme brings performance improvements.

Using different scales of feature map: In OTFace, the feature maps of the high level convolutional layer are used to compute the OT loss. Here, we evaluate the performance of OTFace(AM-Softmax) and OTFace(ArcFace) by using feature maps with different granularity. Table V tabulates the results of OTFace(AM-Softmax) and OTFace(ArcFace) with different sizes of feature maps. From Table V, we find that both OTFace(AM-Softmax) and OTFace(ArcFace) perform better results in most cases when the feature map size is 28 × 28. It is known that the larger feature map contains more geometry distribution information. However, the smaller feature map contains more semantic information. The possible reason is that the
The results of OTFaces with 14 × 14 feature maps are better than other cases for age-invariant face verification on AgeDB and CALFW. This is because age-invariant face representation requires more semantic information with suitable geometry information. Many face images of IJB-B and IJB-C are blurry, OTFace achieves the best results by using larger feature map. The possible reason is that it is difficult to capture the semantic information of low-quality face image, however, the geometry distribution information plays more important role in this case.

Using relative-small network structures: We conducted experiments on the IJB-B and IJB-C under the standard rule to show the performance changes of the proposed OTFace and ArcFace by using different backbones, such as Mobilefacenet (20 layers) [68], ResNet 50 and ResNet 100. From Table VI, we can see that both OTFace and ArcFace achieve better performance by using the deeper network ResNet 100. The relative-small network structure ResNet50 performs slightly poorer than ResNet100 in OTFace and ArcFace. In a word, our OTFace still gives better verification results than that of ArcFace in various cases, which actually demonstrate the advantages of our OT loss.

Visualization comparisons: We also provide the t-SNE visualization of the learned feature by the ArcFace and OTFace to show the distribution changed in the hard samples before and after applying the OT loss as shown in Fig. 6. From Fig. 6, we can see clearly that the feature distribution using OT loss is more compact than that of ArcFace. The hard sample is misclassified by using ArcFace. However, OTFace can give corrected results.

To further demonstrate the advantages of our OT loss, we compute the number of mined hard sample groups in each epoch in training process. Here, the mined hard sample groups of i-th epoch before optimization subtract that of (i+1)-th epoch is used as the number of corrected hard groups in the i-th epoch. The number of cumulative corrected hard sample groups of each epoch is shown in Fig. 7. From Fig. 7, we can see that the number of corrected hard sample groups of OTFace are larger than that of ArcFace. In our opinions, OTFace significantly outperforms ArcFace in dealing with hard sample groups, which further demonstrate that OT loss improves the discriminative power and robustness of feature representation.

Comparisons with DeepFace-EMD: DeepFace-EMD [51] employs ArcFace (CosFace or FaceNet) to achieve the globally-similar faces from the gallery set in the first stage. Then Earth Mover’s Distance (EMD) is used to compute the patch-wise similarity between query image and the top K candidates for re-ranking. One drawback is that it is difficult to sort a much larger candidates by using sinkhorn to solve patch-wise EMD.
Compared with DeepFace-EMD, our OTFace introduces the OT (optimal transport) loss to characterize the feature distribution differences from the high level convolutional layer in conjunction with margin-based method (ArcFace or AM-Softmax) to guide CNNs for feature learning. For both DeepFace-EMD and OTFace, feature distribution property can improve the performance when handling hard samples, such as face images with occlusion, pose and age changes.

Additionally, we followed the same rule of [51] and conducted experiments on challenging OOD (Out-Of-Distribution) queries, in LFW-mask and LFW-sunglass, for fair comparison. Note that LFW-mask and LFW-sunglass are all downloaded from the author’s webpage (https://github.com/anguyen8/deepface-emd). Specifically, both ArcFace and OTFace are used to capture the embedding feature and compute the cosine distance between query sample and gallery samples. The top K similar candidates are re-ranked by using the patch-wise EMD on the last convolutional layer based on the re-ranking strategy. Here, we also employ the Precision@1 (P@1), R-Precision (RP), and MAP@R (M@R) to evaluate the performance improvement of DeepFace-EMD and OTFace. The definition of Precision@1 (P@1), R-Precision (RP), and MAP@R (M@R) can be seen in Sec.B1 of [69]. The comparisons between DeepFace-EMD and OTFace on LFW-mask and LFW-sunglass are listed in Table VII. From Table VII, we can see that OTFace achieves better results than DeepFace-EMD in Stage1 in various evaluations. Although the performances of OTFace and DeepFace-EMD are improved by using re-ranking scheme, OTFace still greatly outperforms DeepFace-EMD on the LFW-Mask.

V. CONCLUSION

This paper proposes a deep face representation model OTFace that combines the OT loss and margin-based Softmax to formulate the dual shot loss scheme. Specifically, we employ OT loss from the distribution scale to characterize the hard sample groups, which are based on the idea of triplet loss. Margin-based softmax (AM-Softmax or ArcFace) is used to maintain the performance of easy samples. In this way, the proposed OTFace can guide the deep CNN to learn the compact and discriminative feature. Experimental results on various face databases verify the effectiveness of OT loss to solve hard samples, resulting in further performance improvements. However, it is difficult to enhance the feature discrimination by OT loss in dealing with the low-resolution face images. The possible reason is that the distribution property cannot reveal the similarity well between the low-resolution image and the corresponding high-resolution one. In future work, we will explore the local structure of OT to further improve the robustness of OT loss. It is also interesting in investigating more metric schemes to reduce the gap between low-resolution and high-resolution images efficiently.

TABLE VII

| Methods         | LFW-Mask | LFW-Sunglass |
|-----------------|----------|--------------|
|                 | Precision@1 | R-Precision | MAP@R | Precision@1 | R-Precision | MAP@R |
| DeepFace-EMD    | 89.57               | 65.81        | 62.97  | 99.97        | 87.54        | 86.68  |
| Stage1          | 89.57               | 65.81        | 62.97  | 99.97        | 87.54        | 86.68  |
| Re-ranking      | 92.47               | 66.83        | 64.08  | 99.97        | 87.57        | 86.70  |
| OTFace          | 90.41               | 67.43        | 64.76  | 99.97        | 88.12        | 87.28  |
| Stage1          | 90.41               | 67.43        | 64.76  | 99.97        | 88.12        | 87.28  |
| Re-ranking      | 93.19               | 68.28        | 65.71  | 99.97        | 88.15        | 87.32  |
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