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Understanding the mechanism of Cooper pairing amounts to determining the effective interaction that operates at low energies. Achieving such a goal for superconducting materials, especially strongly correlated ones, from both bottom-up and top-down approaches have been plagued with having to use uncontrolled approximations. Here, we perform large-scale, numerically-exact, sign-problem-free, zero-temperature quantum Monte-Carlo simulations on an effective theory based on “hot spots” plus fluctuating collective modes. Because hot spots are clearly identified by angle-resolved photoemission spectroscopy for electron-doped cuprates we focus our attention to such materials. Our goal is to determine the minimum effective action which can describe the observed superconductivity and charge density wave. The results suggest that antiferromagnetic fluctuation alone is not sufficient – the effective action needs to be amended with nematic fluctuations. We believe our results address the pairing mechanism of high $T_c$ superconductivity in electron-doped cuprates and shed light on that of hole doped cuprates.

Thirty years after the discovery of the cuprate high temperature superconductors\cite{1} a consensus on the pairing mechanism is yet to be reached. The main obstacle are two folds. (1) The theoretical methods used to address this problem are not free from uncontrolled approximations. (2) In addition to high temperature superconductivity there are a number of “companion instabilities” begging for a unified explanation.

In the last few years it is established that in addition to the antiferromagnetic (AFM) and superconducting (SC) instabilities both electron and hole doped cuprates superconductors exhibit the propensity toward charge density wave (CDW) order\cite{2–12, 14}. These instabilities together with nematicity\cite{15–18} form the so-called “intertwined orders” of the cuprate superconductors\cite{19–21}. Finding the correct effective interaction to explain all these instabilities is in high demand.

In the absence of controlled bottom-up theory, phenomenological approaches based on the assumption that AFM fluctuation is responsible for the plethora of electronic instabilities have been quite useful\cite{20–27}. However, like other cuprate theories, these approaches involve approximations that can not be a priori justified.

In this paper we focus on electron doped cuprates where angle resolved photoemission spectroscopy (ARPES)\cite{28, 29} clearly show spectral weight suppression near the hot spots (Fig.1(a)) as opposed to near the “antinodes” for hole doped cuprates. Such suppression has been interpreted as the scattering of fermion excitations by AFM collective modes\cite{30}. In addition it was found that in the superconducting state, the gap peaks around the hot spots\cite{31, 32}. This motivates an effective theory which retains the fermionic excitations near the hot spots and couple them to the fluctuating AFM collective modes. Such effective theory has been used to address the AFM quantum phase transition\cite{33–36}. In 2012 Berg \textit{et al.}\cite{37} utilized a generalized time reversal symmetry to achieved a sign-problem-free finite temperature quantum Monte-Carlo simulation on a two-band model featuring the AFM fluctuations and hot spots similar to the cuprates (Fig. 1(b)). Their results suggest that quantum critical AFM fluctuation enhances SC pair correlations in the d-wave channel (although the $d$-wave long-range order has not be numerically observed).

Like the hole doped cuprates, CDW correlation has been observed in electron doped Nd$_{2−x}$Ce$_x$CuO$_4$\cite{12, 13}. Moreover the CDW occurs in the region of phase diagram where the AFM fluctuation is expected to be strong. Remarkably this CDW has similar ordering wavevectors as those of the hole doped cuprates (although the CDW amplitude is apparently much weaker). This motivates us to investigate whether the hot spots plus AFM fluctuations can also account for the observed CDW.

We perform large-scale, sign-problem-free, zero-temperature projector QMC simulations\cite{38–40} to answer this question (see the details of projector in [41]). The main results are summarized as follows. (1) When there is only AFM fluctuations we obtain the phase diagram in Fig.1(d), which shows the AFM, SC and the AFM-SC coexistence phases. (2) For a wide range of parameters we found AFM fluctuations can trigger $d$-wave superconducting long-range order. Moreover the strongest SC occurs near the AFM quantum critical point. (3) However the CDW correlation triggered by the AFM fluctuations exhibit ordering wave vectors that are inconsistent with the observed ones. (4) We show that AFM plus nematic fluctuations predicts a CDW correlation with the correct ordering wavevectors. The phase
Yukawa coupling. The effective action is then given by

\[ S = S_F + S_s, \]
\[ S_F = \int_0^\beta dt \left\{ \sum_{i,j,\alpha=x,y} \psi_i^\dagger (\partial_t - \mu) \delta_{ij} - t_{ij,\alpha} \right\} \psi_j^\alpha + \lambda_s \sum_i (-1)^i \left[ \psi_i^\dagger (\overline{\sigma} \cdot \overline{\varphi}_i) \psi_{iy} + h.c. \right], \]
\[ S_s = \int_0^\beta dt \left\{ \sum_i \frac{1}{c_s^2} |\partial_r \overline{\varphi}_i|^2 + \frac{1}{2} \sum_{ij} |\overline{\varphi}_i - \overline{\varphi}_j|^2 + \sum_i \left[ \frac{r_s}{2} |\overline{\varphi}_i|^2 + \frac{u_s}{4} (|\varphi_i|^2)^2 \right] \right\}. \]

Here \( i \) labels the sites of a square lattice, \( \alpha = x, y \) labels the two orbitals (which transform into each other under the 90° rotation) from which the red and blue Fermi surfaces in Fig. 1(b) are derived from, \( \tau \) denotes the imaginary time and \( \beta \) is the inverse temperature. In Eq. (1) \( \overline{\varphi} \) is the Néel order parameter and the operator \( \psi_{iy} \) is a spinor operator which annihilates an electron in orbital \( \alpha \) and on site \( i \). The three \( \overline{\sigma} \) are the spin Pauli matrices.

It is worth of noting that the model is purely phenomenological. We assume it captures the important low energy degrees of freedom of the electron doped cuprates. The goal is to check whether the prediction of such effective theory agrees with the observations by performing approximation-free computations. We stress that our goal is not to show such theory is the low energy effective theory of Hubbard or t-J type models. The parameters in this effective action include the spin wave velocity \( c_s \), and \( r_s \) which tunes the system across the AFM phase transition, and \( u_s \) is the self-interactions of the \( \phi \) field, and \( \lambda_s \) is the “Yukawa” coupling between the electrons and the AFM fluctuation. The hopping integral \( t_{ij} \) is chosen to be among nearest-neighbor sites and equal to \( t_\parallel = 1.0 \) for \( x(y) \)-orbital along \( x(y) \) direction and \( t_\perp = 0.5 \) for \( y(x) \) orbital along \( x(y) \) direction. We choose the chemical potential to be \( \mu = -0.5 \) such that the Fermi surface is shown in Fig. 1(b).

Aside from the square lattice spatial symmetries the action is invariant under the anti-unitary transformation \( U = i \tau_z \sigma_y K \), where \( \tau_z \) is the third Pauli matrix acting in orbital space and \( K \) denotes complex conjugation. It can be shown that because of this symmetry, the fermion determinant for arbitrary \( \varphi_i(\tau) \) configuration is positive hence the QMC simulation is free of minus-sign. This enables us to perform large-scale projective QMC simulation. In the following we first focus on the pure AFM fluctuations.

The most important parameter in the AFM Ginzburg-Landau action is \( r_s \) which tunes the system across the order \( r_s < r_{s,c} \) − disorder \( r_s > r_{s,c} \) AFM quantum phase transition. Our large-scale projective QMC simulation is carried out on a square lattice with
FIG. 2. (a) The s- and d-wave SC pair correlations $\mathcal{P}_{d/s}$ evaluated at maximum separation $\vec{x}_{\text{max}} = (L/2, L/2)$ for $L = 12, 14, 16$ and various values of $r_s$. The peak of the enhancement for d-wave pairing occurs at $r_s \approx 0.25$ which is close to the AFM quantum critical point. (b) Both s- and d-wave pair correlations evaluated at $\vec{x}_{\text{max}}$ are plotted versus $1/L$ for $L = 8, 10, 12, 14, 16, 18$. By fitting them using $f(1/L) = a + b/L + c/L^2$ and extrapolating to the thermodynamic limit ($L = \infty$), we find that the d-wave pairing correlations are extrapolated to a non-zero value, $(3.1 \pm 0.8) \times 10^{-4}$, while the s-wave pairing correlations to zero within the error bar. Interestingly the finite size dependence of both correlation functions are dominated by $1/L^2$ as shown by the nearly linear dependence of $\mathcal{P}_{d(1)}$ on $1/L^2$ in the inset of Fig. 2(b). These results clearly indicate that the ground state possesses d-wave superconducting long-range order. (c) The comparison of the d- and s-wave SC pairing correlations at $\vec{x}_{\text{max}}$ in the system with $L = 14$, without and with nematic fluctuation. In the latter case, we set $r_{sc} = 0.5$ which places the system on the disordered side of the nematic transition. The results show an considerably enhanced d-wave SC correlation by the nematic fluctuations.

$N = L \times L$ sites. Unless otherwise mentioned we use periodic boundary condition. From the finite-size scaling of the Binder-ratio[42] of the AFM order parameter, we determine $r_{sc} \approx 0.25$ which is consistent with the value obtained in Ref. [37]. In the following we present the simulation results on the SC and CDW instabilities.

**Cooper pairing induced by AFM fluctuations**

To probe superconductivity we compute the equal-time pair-pair correlation function $\mathcal{P}_{d/s}(\vec{x}_{\text{max}})$:

$$P_{s/d}(\vec{r}) = \langle \Delta_{s/d}(\vec{r}) \Delta_{s/d}^\dagger(0) \rangle,$$

where

$$\Delta_{s/d}(\vec{r}) = \psi_{i \sigma}^T(\vec{r}) \psi_{i \sigma} + \psi_{i y}(\vec{r}) \psi_{i y}$$

are the s (+ sign) and d (- sign) wave Cooper pair operators, respectively. We determine whether long-range superconducting order exists by examining the pair-pair correlation with pair fields separated by the maximum separation $\vec{x}_{\text{max}} = (L/2, L/2)$. In addition, in order to minimize the statistical errors, we average $\vec{x}_{\text{max}}$ over its nine nearest-neighbor values. Thus the actual pair correlation we study is $\mathcal{P}_{d(1)}(\vec{x}_{\text{max}}) = \frac{1}{9} \sum_{n,m=0,\pm1} P_{d(1)}(\vec{x}_{\text{max}} + n\vec{x} + m\vec{y})$ for the maximum spatial separation between the pair fields for a system with linear dimension $L$. In Fig. 2(a) we plot $\mathcal{P}_{d/s}(L/2, L/2)$ for various system sizes $L$ and different values of $r_s$. It clearly shows that the AFM spin fluctuation enhances d-wave pair correlation more than the s-wave. In particular the enhancement for d-wave pairing is the strongest near the AFM quantum critical point $r_{s,c} \approx 0.25$.

To determine whether the ground state has SC long-range order we focus on $r_s = 0.5 > r_{s,c}$ and carefully study the size dependence of $\mathcal{P}_{d(1)}(L/2, L/2)$ for $L = 8, 10, 12, 14, 16, 18$. As shown in Fig. 2(b) the d-wave pair correlation function saturates to a non-zero value after extrapolating to $L = \infty$. (The red curve is the best fit using a quadratic polynomial of $1/L$). In contrast the s-wave pair correlation extrapolates to zero in the thermodynamic limit. These results clearly suggest that the ground state possesses d-wave SC long-range order.

In Fig. 1(d) we plot the expectation value of the AFM and d-wave SC order parameter as a function of $r_s$ (we performed careful finite-size analysis for both order parameters at each $r_s$). Interestingly it is qualitatively similar to the finite temperature phase diagram of the electron doped cuprates. In particular our zero temperature result shows the coexistence of AFM and SC when these two phases overlap [47].

**CDW correlation induced by AFM fluctuations**

Recent resonant X-ray scattering experiments on eletron doped NCCO[12, 13] shows the existence of a stripe-like short-ranged CDW order with incommensurate ordering wavevectors approximately connecting neighboring hot spots. In this section we ask whether the AFM fluctuation can also trigger this CDW order. Two types of CDW order, namely the site and bond CDW, were studied. The
bond CDW operator is defined as:

$$B_{s/d}(i) = \sum_{a=\pm \hat{x}} \left[ \psi_{i,a}^\dagger \sigma_0 \psi_{i+a,x} + H.c. \right]$$

$$\pm \sum_{a=\pm \hat{y}} \left[ \psi_{i,y}^\dagger \sigma_0 \psi_{i+a,y} + H.c. \right], \quad (4)$$

where $\sigma_0$ is the identity $2 \times 2$ matrix and “+” sign corresponds to the $s$-wave and “−” to the $d$-wave form-factor, respectively. Under a $90^\circ$ rotation around site $i$, $B_s(i) \rightarrow B_s(i)$ while $B_d(i) \rightarrow -B_d(i)$. Similarly, the site CDW operator is defined:

$$D_{s/d}(i) = \psi_{i,x}^\dagger \sigma_0 \psi_{i,x} + \psi_{i,y}^\dagger \sigma_0 \psi_{i,y} \quad (5)$$

We compute the structure factor of bond and CDW structure factor (see the definitions of CDW structure factors in [41]) and compare the strength of bond and site CDW in our effective model. The results show the bond CDW is favored [41]. Since whether the CDW has site or bond nature is open for electron doped cuprates[12] our result should be viewed as a prediction. For bond CDW we study structure factors with $s$ and $d$ symmetry form factors $(S_{s/d}(\vec{Q}))$. When this quantity extrapolates to a non-zero value for a particular peak wavevector $\vec{Q}_0$ as $L \rightarrow \infty$, it signifies the existence of long-range CDW order with modulation period $2\pi/|\vec{Q}_0|$. Experimentally the strongest CDW modulation is observed for $\vec{Q}_0 = (\pm \delta, 0)$ and $(0, \pm \delta)$ in the Cu-Cu bond directions with $\delta \approx 2\pi/3$[12] which corresponds to a spatial period approximately three lattice constants.

In Fig. 3(a) we plot $\Delta S_{s/d}(\vec{Q})$, namely the difference of $S_{s/d}(\vec{Q})$ with and without the AFM fluctuations. Here a clear peak is observed at $\vec{Q}_0 = (2\pi/\lambda, 2\pi/\lambda)$ where $\lambda \approx 8a/3$. Interestingly the $d$ form factor CDW is stronger than the $s$-wave one. In the system studied $(L = 16)$ this peak wavevector is consistent with that connecting a pair of hot spots displaced in the diagonal direction, namely $\vec{Q}_0 = (2\pi/3a, 2\pi/3a)$. However, disagreeing with experiments, the CDW wavevectors lie in the diagonal directions. This result agrees with previous approximate theoretical calculations involving hot spots[22, 23, 27]. The red dots in Fig. 3(c) show the dependence of $\Delta S_d(\vec{Q}_0)$ on $1/L$. The extrapolation to $L = \infty$ gives zero within errorbar hence suggesting there is no long-range CDW order. Given the fact that the ground state possesses SC long-range order this should not be a surprise because these two types of symmetry breaking compete with each other.

**CDW correlation induced by both AFM and nematic fluctuations**

The fact that the predicted directions of the CDW ordering wavevector are inconsistent with experiments makes us to suspect that AFM fluctuations alone is insufficient to account for the effective interaction. Motivated by the fact that nematicity has been observed in many cuprates[15–18], we add the nematic fluctuations to the
effective action, which amounts to $S \rightarrow S + \Delta S$ where

$$\Delta S = \lambda_n \int_0^\beta d\tau \sum_i \chi_i \left[ \psi^\dagger_{i+\sigma} \sigma_0 \psi_i - \psi^\dagger_{i+\sigma} \sigma_0 \psi_i \right] + S_n$$

$$S_n = \int_0^\beta d\tau \left\{ \frac{1}{2} \sum_i \frac{1}{c_n^2} |\partial_\tau \chi_i|^2 + \frac{1}{2} \sum_{(ij)} \chi_i - \chi_j \right\}^2$$

$$+ \sum_i \left\{ \frac{r_n}{2} |\chi_i|^2 + \frac{d_n}{4} |\chi_i|^4 \right\}. \quad (6)$$

The parameter that controls the strength of the nematic fluctuations in Eq. (6) is $r_n$. Large positive $r_n$ causes the nematic order to become disordered. In Fig. 3(b) we plot $S_{s/d}(\vec{Q})$ for $L = 16$ after the inclusion of the nematic fluctuations. The results show a $d$-wave bond CDW with wavevectors $\vec{Q} = (\pm \beta/\lambda, 0)$ and $(0, \pm \beta/\lambda)$ where $\lambda \approx 8a/3$, i.e., a stripe-like CDW, becomes the dominant charge density wave instability! The $\Delta S_{d}(\vec{Q})$ without and with the nematic fluctuations are plotted over the entire Brillouin zone in Fig. 4(a) and Fig. 4(b). These plots confirm the global maximum of $\Delta S_{d}(\vec{Q})$ in the whole Brillouin zone indeed locates at the previously described locations.

With the nematic fluctuations the CDW correlation is still short-ranged. This is shown by the red points of Fig. 3(c) which plots $\Delta S_{d}(\vec{Q})$ as a function of $1/L$; again the extrapolation to the thermodynamic limit suggests there is no CDW long-range order. However in the presence of external translation symmetry breaking perturbations, such as quenched disorders, an actual CDW pattern can be induced even when there is no CDW long-range order. Such kind of patterns can be observed in an STM experiment. In Fig. 5(a), we show a static CDW pattern induced by the open boundary condition in the system of size $L = 16$. (The $(r_s, r_n)$ used to generate this pattern is $(0.5, 0.5)$.) The CDW modulation wavevector is about $2\pi/3a$ agreeing with the result discussed earlier. In addition the $d$-wave nature of the bond CDW is transparent. Since the form factor for the CDW in electron doped cuprates has not been measured, this result is also a prediction.

Various approximate analytical calculations have been done on similar AFM effective models [22, 23, 27, 48, 49] as well as microscopic models [50] to address the origin of CDW instability in cuprate. Although some of them claim that AFM fluctuation can induce the CDW instability observed in cuprate experiments, systematical comparison of the CDW instabilities between wavevectors in horizontal and diagonal directions has not been done. In this work, we showed that although short-ranged $d$-W with ordering wavevector in the horizontal direction can be enhanced by pure AFM fluctuations, the dominant ordering wavevector actually lies in the diagonal direction. Only after we include the nematic fluctuations does the dominant ordering wavevector change to the horizontal direction. As the QMC simulation is unbiased and approximation-free, our result clearly demonstrates that pure AFM fluctuation is not enough to describe the CDW order in electron-doped cuprate.

For hole doped cuprates an open issue concerning the CDW is whether it is uni- or bi-directional. The answer relies on the sign of the quartic coupling between the horizontal and vertical CDW order parameters in the Ginzburg-Landau action. Since the quartic term only becomes significant when the magnitude of the order parameter is appreciable, it is difficult to answer this question by watching the induced CDW pattern in a system without the CDW long range order,
such as that in Fig. 5(a). However in a Monte-Carlo simulation we can employ the histogram method [43] to determine the concurrence probability \(P(B_x, B_y)\) where \(B_{x,y}\) are the CDW order parameters associated with \(\vec{Q} = (\pm 2\pi/3a, 0)\) and \((0, \pm 2\pi/3a)\), respectively (see the details of histogram method in [41]). If the quartic coupling favors the uni-directional CDW, the peaks of \(P\) should appear on the horizontal and vertical axes of the \((B_x, B_y)\) plane. Conversely if the quartic coupling favors the bi-directional CDW the peaks should appear along the diagonal direction. In Fig. 5(b) we plot \(P\) over the \((B_x, B_y)\) plane. Four peaks on horizontal and vertical axes are seen, implying the quartic coupling term favors the uni-directional (stripe) CDW.

The effects of nematic fluctuation on pairing

Finally we return to the study of superconductivity. Specifically we study the effects of nematic fluctuation on the SC order. In Fig. 2(c), we plot the SC pair correlation at \(\vec{x}_{max}\) for \(L=14\), with and without nematic fluctuations, as a function of \(r_x\). The results show \(d\)-wave SC pairing correlations is enhanced in the presence of nematic fluctuations \((r_n = 0.5)\). This result agrees with previous approximate theories[44–46]. In Supplementary Material III [41] we also show SC with mixed \(s\)- and \(d\)-wave symmetry can coexist with the nematic long-range ordered phase.

Concluding remarks

Our intrinsically-unbiased and numerically-exact QMC study of hot spot-based effective theory clearly indicates antiferromagnetic spin fluctuation alone does not lead to the CDW correlation recently observed in electron doped cuprates. When nematic fluctuation is added not only CDW with the correct ordering wavevectors is induced but also an enhanced \(d\)-wave superconducting long-range order is observed. Such effective theory predicts bond (rather than site) CDW with \(d\)-form factor just as in hole doped cuprates. This prediction should be testable by STM experiments in the future. We conclude with an effective action featuring the hot spots and both antiferromagnetic and nematic fluctuations as the low energy description of electron doped copper-oxide high temperature superconductors. We believe such effective action share many qualitative properties with that of the hole doped cuprates.
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