The role of grain-environment heterogeneity in normal grain growth: a stochastic approach
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Abstract

The size distribution of grains is a fundamental characteristic of polycrystalline solids. In the absence of deformation, the grain-size distribution is controlled by normal grain growth. The canonical model of normal grain growth, developed by Hillert, predicts a grain-size distribution that bears a systematic discrepancy with observed distributions. To address this, we propose a change to the Hillert model that accounts for the influence of heterogeneity in the local environment of grains. In our model, each grain evolves in response to its own local environment of neighbouring grains, rather than to the global population of grains. The local environment of each grain evolves according to an Ornstein-Uhlenbeck stochastic process. Our results are consistent with accepted grain-growth kinetics. Crucially, our model indicates that the size of relatively large grains evolves as a random walk due to the inherent variability in their local environments. This leads to a broader grain-size distribution than the Hillert model and indicates that heterogeneity has a critical influence on the evolution of microstructure.
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1 Introduction

Many properties of engineered and natural materials are controlled by the size distribution of their constituent grains. Accurately modelling the evolution of the distribution of grain size is critical to understanding these properties, and is a prerequisite to modelling processes such as strain localisation due to grain-size reduction [1]. The fundamental process acting on grain size is normal grain growth; to confidently predict the evolution of a population of grains undergoing deformation, we must first predict the grain-size distributions that result from normal grain growth. Normal grain growth is driven by the tendency to minimise the total surface energy of the grains. In observations of normal grain growth from laboratory experiments and numerical simulations, the mean grain size grows as the square root of time, and the distribution of grain size normalized by the mean is constant [2]. The latter property is termed statistical self-similarity. The classical, mean-field theory of grain growth due to Hillert [3] assumes that grains are spherical and grow at a rate that depends on each grain’s self-curvature and a global, mean-field curvature. Hillert’s model achieves the observed square-root of time kinetics but predicts a self-similar distribution that is inconsistent with observations [2, 4, 5]. Despite this inconsistency, analysis of the thermodynamics [6, 7] and grain topology [8] have provided support for Hillert kinetics, and the Hillert model forms the basis for many models of normal grain growth [e.g., 9, 10, 11, 12]. We take the kinetics of the Hillert model as our starting point.

We modify the Hillert model by replacing the mean-field curvature with a local curvature, defined as the mean curvature over the local environment of each grain. The local environment of a grain is the set of its nearest-neighbour grains, i.e., the grains that it exchanges mass with. The local environment of a grain interacts with a much larger set of grains, many of which are screened from the grain by its neighbours. From the perspective of individual grains, the local curvature will undergo a random walk, providing a source of noise to the grain-size kinetics. To capture this effect, we introduce a stochastic term into our model with an amplitude determined by the global statistics of local environments. Our approach differs from other stochastic models because the amplitude of our noise is determined through the hypothesis of a specific physical source [10, 13, 14].

The local curvature is defined as an average grain curvature over the local environment, which is itself a small sample of the global population of grains. Hence, the distribution of local curvatures will approximate a normal distribution. We therefore model local curvatures using an Ornstein-Uhlenbeck process, because realisations of this process are normally distributed [15, 16]. We solve the coupled stochastic differential equations for grain radius and local environment for a large (\(N \approx 10^6\)) set of grains over a sufficiently long period of time for the set to reach statistical self-similarity. We obtain grain-size distributions that are in agreement with observations, indicating that heterogeneity in the local environments of grains plays a key role in normal grain growth.

1.1 Classical models of grain growth

In his canonical model, Hillert [3] assumed the simplest possible expression for the grain-growth rate that gives the required behaviour: that small grains shrink and large grains grow. As a result, Hillert’s theory does not explicitly incorporate key physical principles such as the geometric requirement of equilibrium dihedral angles and the topological requirement of filling space. Nevertheless, Hillert’s theory forms the basis of many models of normal grain growth [e.g., 9, 10, 11, 12]. More recently, Hillert’s model has gained support from topological and thermodynamic perspectives. Rios & Glicksman [5] develop a special set of polyhedra that possess equilibrium dihedral angles and are space filling. By assuming that every grain can be approximated by a member of this set, they develop equations for the rate of change of grain size and the number of grain faces. Ultimately they demonstrate that, given certain assumptions about grain topology, their model is equivalent to Hillert’s, validating Hillert’s approach. Similarly, distinct thermodynamic approaches derive a variation of the Hillert model [6, 7] that reduces to the classical
Hillert model under the assumption that the mobilities of all grain boundaries are given by a single constant. However, broadly recognised discrepancies between observations and Hillert’s distribution indicate that the theory does not provide an adequate approximation to the grain-growth rate [2, 4, 5].

Modifications to Hillert’s model centre on the introduction of adjustable parameters or stochastic terms. Brown [9] suggested relaxing a stability argument that Hillert had applied, and thereby introduced an adjustable parameter into the model. Rios [17] applied this approach to derive a one-parameter family of distributions, some of which are in agreement with observed distributions [4]. However, the stability of these distributions and the physical justification for Brown’s approach are a matter of debate [17], and the selection of the best-fit Rios distribution is essentially a ‘phenomenological procedure’ [15]. In contrast, Marthinsen et al. [11] used numerical simulations to guide modification of Hillert’s theory. In their simulations, an inverse correlation develops between a grain’s size and its local environment. This correlation develops because large grains grow by taking mass away from their neighbours, shrinking them. Marthinsen et al. [11] regress this correlation and adapt Hillert’s model into a correlation-field theory of normal grain growth. However, their predicted distribution is too negatively skewed to match observations. Streitenberger [19] furthered this approach by deriving a constraint on the linear fit between the local environment and grain size. Using only this constraint and the intercept of the relationship in [11], Streitenberger predicts a grain-size distribution that is in agreement with the distribution observed by Marthinsen et al. However, the gradient Streitenberger infers is much higher than the gradient of the correlation observed by Marthinsen et al., which Streitenberger attributes to topological constraints not accounted for in the model.

Alternatively, Hillert’s model can be augmented with stochastic terms. By considering the statistical divergence between two solutions for the grain-size distribution, Pande & Rajagopal [20] argued that under deterministic grain-size kinetics, arbitrary initial distributions cannot converge to a unique self-similar distribution. Consequently, grain-size kinetics must incorporate a stochastic term to reproduce this key feature of normal grain growth. Typically, an additive white-noise term is appended to the Hillert kinetics [10, 21]. The strength of the noise introduced by this term is left as an adjustable parameter, and so its presence is not directly attributed to any one process. However, it has been suggested that the effect of heterogeneity in the local environments of grains provides a source of noise [22, 14]. In this case, the self-similar grain-size distribution can be found by solving the Fokker-Planck equation associated with the proposed grain-size kinetics. Pande & Moser [14] seek an approximate analytical solution and find that it is equivalent to a previously derived distribution from a modified mean-field theory [23] and that is in agreement with observed distributions.

The application of white noise to normal grain growth is not without controversy, however. Implicit in the assumption of white noise is that the process causing fluctuations in grain size occurs on a much shorter timescale than the process driving deterministic evolution of grain size [24]. Since neighbouring grains should change their size on the timescale of grain-size evolution itself, Mullins argued that fluctuations in grain-growth rate within these models cannot arise from the neighbouring grains [24]. In contrast, Pande & Moser [14] have argued that any fluctuation-causing process that affects a single grain will ultimately affect the growth rate of every grain in the system. As the number of grains becomes large, the timescale of fluctuations becomes arbitrarily small. White noise can therefore be applied to model normal grain growth under the assumption that the spatial influence of each fluctuation is arbitrarily large.

2 Our model

We propose a modification to Hillert’s theory that is associated with the mean-field curvature. We adjust the mean-field curvature by a local term that is specific to each grain. This local term accounts for the difference between the mean-field environment and the local environment of each grain. Our approach differs from previous modifications because the local environment of each grain is allowed to evolve...
independently. We hypothesise that the differential of the size of the \( i \)th grain \( dR_i \) is given by

\[
dR_i(t) = \alpha \left( \frac{1}{R_m(t) + S_i(t)} - \frac{1}{R_i(t)} \right) dt, \tag{1}
\]

where \( \alpha \), which has the units of diffusivity, is the product of the surface energy per unit area, the grain-boundary mobility, and a geometric factor of order unity. We assume that the surface energies and the mobilities of all grain boundaries are identical, an assumption that has been previously called the uniform-boundary model \cite{25}. Consequently, \( \alpha \) is a constant for all grains. \( R_m(t) \) is the mean-field radius, \( S_i \) is the deviation of the local environment from the mean field, and \( t \) is time. Variables labelled with a subscript \( i \) are local quantities, specific to the \( i \)th individual grain. We develop a model for the evolution of \( S_i \) below. Hillert’s theory can be recovered from Eq. (1) by setting \( S_i(t) \) equal to zero. We suggest that Eq. (1) better reflects the physics of grain growth at the grain scale, for which the size of a grain relative to its neighbours plays a role in determining grain-growth rates.

The mean-field radius is calculated by requiring the total mass of the set of grains to be conserved. Since density is constant for a single phase, this is equivalent to conservation of total grain volume. Assuming that each grain is spherical, the differential of grain volume \( dV_i \) is given by

\[
dV_i = 4\pi \alpha \left( \frac{R_i^2}{R_m(t) + S_i(t)} - R_i \right) dt. \tag{2}
\]

Total volume conservation is enforced by requiring that the sum of all volume increments given by Eq. (2) vanishes, or equivalently, that the expectation value of \( dV_i \) vanishes. For the expectation of \( dV_i \) to vanish, it must be true that

\[
E \left[ \frac{R_i(t)^2}{R_m(t) + S_i(t)} \right] - E[R_i(t)] = 0, \tag{3}
\]

where \( E[\cdot] \) is the expectation defined over the complete set of grains. Eq. (3) implicitly determines the mean-field radius \( R_m \). In Hillert’s theory, \( S_i \) is zero and the mean-field radius is \( E[R_i^2]/E[R_i] \).

The local environment radius \( R_m + S_i \) represents the interactions of a grain with its neighbours. We assume that these interactions are exactly governed by the Hillert model and are volume conserving. However, since a grain’s interactions are confined to its neighbourhood only, the average over all grains used to compute the mean-field radius in the Hillert model \( (E[R_i^2]/E[R_i]) \) is, in our model, restricted to the neighbourhood of the grain only. Consequently, the local environment radius is here given by \( E_i[R_i^2]/E_i[R_i] \), where \( E_i[\cdot] \) is the local mean—the expectation defined over the set of a grain and its neighbours—and is local to an individual grain. The distribution of local environment radii is a sampling distribution of this statistic from the global distribution of grain size. We make the simplifying assumption that this sampling distribution is normally distributed and has a variance given by the small-sample distribution of the mean of \( R_i \) under the central limit theorem. Therefore, the deviation \( S_i \) from the mean-field radius is normally distributed as

\[
S_i \sim \mathcal{N} \left( 0, \frac{1}{n} \text{Var}[R_i] \right), \tag{4}
\]

with a variance \( \text{Var}[R_i]/n \), where \( n \) is the number of grains in the small-sample set of a grain and its neighbours. The number of grains surrounding a given grain will depend on the size of that grain compared to the size of those surrounding it; grains that are small should have comparatively few neighbours. Introducing this dependence would couple the evolution of a grain’s local environment \( S_i \) to its size \( R_i \) in a manner that goes beyond the sensitivity to the whole set of grains implied by Eq. (4). To avoid this complication, we make the simplifying assumption that \( n \) is a constant for all grains.

The grains comprising the local environment of an individual grain interact more broadly than does the individual grain itself. In particular, they exchange mass with a much larger set of grains. Heterogeneity
in the size of grains within this larger set will drive heterogeneity in exchanges of mass. Consequently, local environments that are initially similar may evolve along very different (and random) trajectories. We make the simplifying assumption that these random walks can be modelled as being Brownian. Consequently, the evolution of $S_i$ is modelled by a stochastic differential equation with a random term $\Omega \, dW(t)$, for which $\Omega^2/2$ is a diffusion coefficient and $W(t)$ is the standard Wiener process. $\Omega$ quantifies the heterogeneity in the evolution of local environments, which is a consequence of heterogeneity in the broader set of grains that exchange mass with the local environment.

Furthermore, as the grains that comprise the local environment evolve, some may shrink to zero size. Once this occurs, they may be replaced by grains from beyond the local environment. The introduction of replacement grains from the global set of grains will tend to pull the local environment radius $R_m + S_i$ towards the mean-field radius $R_m$. A detailed description of this process would involve modelling the episodic loss of grains from the local environment and the grains that replace them. Instead, we make the simplifying assumption that the replacement of grains can be approximated by the continuous decay of the deviation $S_i$ between the local-environment radius and the mean-field radius on the timescale of removal, which is the timescale of normal grain growth $\tau$. Mathematically, this can be represented by $-(S_i/\tau)dt$, where

$$\tau(t) = 2\frac{E[R_i]^2}{\alpha}. \tag{5}$$

As the timescale $\tau$ increases, the decay of $S_i$ will be retarded. Physically, this reduced decay rate corresponds to a reduction in the rate of introduction of replacement grains into any given local environment that occurs as grain growth and the associated removal of grains slows.

Combining both of these components, we obtain an Ornstein-Uhlenbeck process

$$dS_i(t) = -\frac{S_i(t)}{\tau(t)}dt + \Omega(t)dW(t). \tag{6}$$

The ensemble statistics of $S_i$ generated by Eq. (6) are normal and, provided that the initial mean of $S_i$ is zero, consistent with the statistics given by Eq. (4). $\Omega$ can be determined by requiring that $S_i$ has the variance given by Eq. (4). Consequently, $\Omega$ will depend on the variance of the grain-size distribution, which is a measure of heterogeneity in grain size. Since the variance of the grain-size distribution is a function of time, we let $\Omega$ vary with time.

Normal grain growth is a spontaneous irreversible process \cite{25}. For the proposed model to be thermodynamically admissible, by the second law of thermodynamics, the rate of entropy production must be positive. In our notation, this is equivalent to the statement that $E[R_i\dot{R}_i]$ is negative \cite{6}. This condition is satisfied by the Hillert model because the mean-field radius $R_m$ exceeds the mean radius $E[R_i]$. We have assumed that local interactions within a grain neighbourhood are governed by the Hillert model and therefore in our model, the entropy production rate is positive within every grain neighbourhood. Moreover, we have approximated the distribution of local environment radii as a normal distribution (Eq. (4)). Under this approximation, positivity of entropy production holds provided that the standard deviation of $S_i$ is sufficiently small relative to $R_m$. This condition is satisfied for all of the results we have obtained.

To remove material-specific properties from the model, we non-dimensionalise variables using the initial mean grain size $E[R_i(0)]$ as the scale for grain size and $2E[R_i(0)]^2/\alpha$ as the scale for time. This timescale is chosen such that under the Hillert model, once the self-similar state is achieved, the square of the mean-field radius is a linear function of time with unit gradient. Equations (1), (3), and (6) take the
non-dimensional form

\[ dR_i' = 2 \left( \frac{1}{R_m'(t')} + \frac{S_i'}{R_i'^2} \right) dt', \]

\[ dS_i' = -\frac{S_i'}{E[R_i'^2]} dt' + \Omega'(t')dW(t'), \]

\[ 0 = E\left[ \frac{R_i'^2}{R_m'(t') + S_i'} \right] - E[R_i'], \]

where a prime denotes a non-dimensional variable. From this point, we drop primes and maintain pre-scaled notation for the rest of the paper. Equations (7) and (8) allow calculation of the time evolution of \( R_i \) and \( S_i \), provided that \( R_m(t), E[R_i(t)], \) and \( \Omega(t) \) are known.

To find the self-similar distribution of grain size that develops, we take a Monte Carlo approach of simulating a large set of \((R_i, S_i)\) pairs as a function of time. For each pair, we integrate equations (7) & (8) forward in time with the Euler-Maruyama scheme, using code developed in the framework of the Portable, Extensible Toolkit for Scientific Computation (PETSc) [26, 27]. Normally distributed random numbers for Eq. (8) are generated by applying a Box-Muller transform to uniformly distributed random numbers from the 64-bit linear congruential generator implemented in SPRNG-1.0 [28]. \( E[R_i(t)] \) is trivially calculated as the mean grain size at the current timestep. We solve Eq. (9) implicitly for \( R_m(t) \) by Newton’s method, using the value of \( R_m(t) \) at the previous timestep as an initial guess. Finally, we calculate \( \Omega(t) \) by requiring the small-sample statistics of \( \Omega(t) \), given in Eq. (4), to hold at the end of an Euler-Maruyama timestep (see Appendix 1). Consequently, \( \Omega(t) \) is given by

\[ \Omega(t)^2 = \frac{1}{\Delta t} \left[ \frac{1}{n} \text{Var}[R_i(t)] - \left( 1 - \frac{\Delta t}{E[R_i]^2} \right)^2 \text{Var}[S_i(t)] \right]. \]

Grain growth necessarily involves the elimination of many grains as their volume is redistributed to the remaining grains. Simulation of an \((R_i, S_i)\) pair ceases if \( R_i \) becomes less than or equal to zero. To maintain sufficient active grain realizations to construct a reliable histogram at the end of the simulation, the size distribution of active grains is re-sampled with replacement if the fraction of active grains drops below some specified fraction of the initial number of realizations. Since each realization is sensitive only to itself and the statistics of the global population of grains, re-sampling does not affect the overall results.

The starting grain sizes are drawn from a normal distribution with unit mean. Across a suite of simulations, we alter the initial variance of grain size between \( \sim 10^{-4} \) and \( \sim 10^{-1} \) to investigate the evolution toward the self-similar state. We use a time step \( \Delta t = 10^{-5} \), which was determined by testing for converged statistics of the global set of grains (see Appendix 2). Assuming that a grain may only interact with its neighbours, the number of grains within each local environment \( n \) should be approximately the average number of faces of a grain plus one, to account for the grain itself. For space filling tetraikaidecaedra \( n \) is 15 [29] and for random Voronoi polyhedra \( n \) is 16.5 [30]. We take \( n = 16 \) as a reference case.

### 3 Results

The only adjustable parameter in our model is the number of grains within each local environment \( n \). First, we explore the kinetics and grain-size distributions that result if \( n \) is set to the reference value of 16. Then we explore the effect of \( n \) on the predicted grain-size distributions, using a suite of simulations with values of \( n \) between 4 and 64, which all begin with the same normal distribution of grain size with unit mean and variance 0.03.
Figure 1: Time evolution of the coefficient of variation (left axis, blue) and mean grain size (right axis, red) for different starting distributions. These simulations were performed with $n = 16$. The coefficient of variation converges to a value of 0.4, indicating that self-similarity is achieved. Once self-similarity of the grain-size statistics are achieved, the mean grain size converges to a square root of time relationship.

A key test of our model is whether it evolves to a self-similar state. If the simulation achieves self-similarity, then normalised statistics such as the coefficient of variation should be constant and histograms of grain size normalised by the mean should be independent of time. The coefficient of variation, plotted in Figure 1, converges to $c_v = 0.40$ by $t = 5$ for all initial conditions used, indicating that self-similarity is achieved and is stable—at least over the range of model times considered. This value is slightly higher than that obtained by Hillert ($c_v = 0.35$) [3]. The time taken in the transient towards self-similarity changes with the initial variance of the grain-size distribution. Tighter initial distributions require a longer transient to reach self-similarity. Other normalised statistics also converge to a constant value. For example, the ratio of the mean-field radius to the mean grain size converges to $R_m/E[R_i] = 1.2$, which is higher than the value of 1.125 obtained in a pure Hillert model.

Histograms of grain size normalised by the mean also converge to a self-similar state. This convergence occurs following an initial transient in all of our simulations during which the normalised distribution broadens. Figure 2 compares the distribution obtained under our model (with $n = 16$) with the histogram from a pure Hillert model. In contrast to the Hillert distribution that is left skewed, our distribution is approximately symmetrical about the mean. In addition, our distribution is broader than the Hillert distribution. In the Hillert distribution, 99.9% of grains are smaller than $1.8E[R_i]$, whereas in our distribution, the equivalent percentile is located at $2.2E[R_i]$.

These differences from the prediction of the Hillert model mean that our distribution gives a better fit to histograms of distributions from experiments and numerical simulations that resolve and evolve the grain structure. In Figure 2, our distribution is compared to experimental data from iron [32, 45, 46], steel [31], IN100 [33], and β-titanium [34], gathered by serial sectioning and diffraction contrast tomography, and data from numerical simulations applying the vertex-vertex method [37, 38], the threshold dynamics method [39], surface evolver [30], the phase-field method [40, 41, 42, 43], the Monte Carlo Potts method [44, 12, 45], cellular automata [46] and a front tracking method [47]. The mode of the experimental
Figure 2: Comparison of the predicted probability distribution of grain size normalised by the mean in our model compared to the predictions of Hillert’s model and observations from (a) physical experiments and (b and c) numerical simulations. Our distribution was obtained from a model with $n = 16$. Experimental data is taken from [31, 32, 33, 34, 35, 36]. The histograms of distributions from numerical simulations derive from a wide variety of approaches: the vertex-vertex method [37, 38], the threshold dynamics method [39], surface evolver [30], the phase-field method [40, 41, 42, 43], the Monte Carlo Potts method [44, 12, 45], cellular automata [46] and a front tracking method [47]. In (c) our predicted distribution is compared with the distributions from the state-of-the-art simulations of Mason et al [47], who use a front tracking algorithm, and Miyoshi et al [43], who use the phase-field method.
histograms is closer to the mode of our distribution than the Hillert distribution, and the tail of the experimental histograms compares favourably to our distribution. Our distribution lies within the envelope of histograms from numerical simulations; the mode and the tail of our distribution matches the histograms from numerical simulations.

Finally, in Figure 2c, we highlight the comparison with two state-of-the-art numerical simulations, performed by Mason et al. [47] and Miyoshi et al. [43]. Mason et al. applied a front-tracking method that solves the MacPherson-Srolovitz equation [48], which expresses the rate of volume change in terms of topological information, to high accuracy. Miyoshi et al. apply the phase-field method to a microstructure with a large number of grains and take care to ensure that a true steady-state distribution is obtained. These simulations provide the most accurate available estimates of the steady-state grain-size distribution developed in normal grain growth and hence are the best distributions against which to compare our results. Our distribution is in excellent agreement with the distributions from Mason et al. [47] and Miyoshi et al. [43].

A fundamental observation from experiments and numerical simulations is that the mean grain size grows like the square root of time [2]. Under our model, the mean grain size, plotted in Figure 1 as a function of time, grows like the square root of time following an initial transient. The transient extends to \( t \approx 10 \), which is comparable to the time taken for the coefficient of variation to converge to its value in the self-similar state. The length of the transient in the evolution of mean grain size depends on the initial variance of the grain-size distribution; the lower the initial variance, the longer the transient. Following the transient, the mean grain size in all simulations is well approximated by

\[ E[R_i(t)]^2 = a + bt. \]  

The slope of this fit, \( b = 0.98 \), is greater than the value of 0.79 obtained under a pure Hillert model, indicating that the growth rate of mean grain size is increased by accounting for the heterogeneity in grain environments.

Figure 3 compares normalised, self-similar grain-size distributions obtained from simulations with different choices of \( n \). As \( n \) increases, the mode of the distribution shifts to the right and the tail of the distribution shrinks, such that the distribution moves closer to the Hillert distribution. In the limit of large \( n \), where the local environment encompasses the total population of grains, our model reduces to the Hillert model and so the Hillert distribution is expected. Hence the self-similar distributions that result from our model form a family that depend on the number of grains within the local environment and approach the Hillert distribution as \( n \) increases.

4 Discussion

4.1 Self-similar distribution

Our model, in which the Hillert theory is augmented with a random variable describing each grain’s local environment, reproduces the key observations of normal grain growth: square-root of time kinetics and a self-similar distribution of grain size. The grain-size distribution it produces, with \( n = 16 \) chosen by analogy with space-filling polyhedra, is in better agreement with distributions from experimental data than the Hillert distribution and is in good agreement with distributions from numerical simulations. Furthermore, our distribution is in excellent agreement with the distributions derived by the state-of-the-art numerical simulations of Mason et al. [47] and Miyoshi et al. [43]. The improved agreement with experimentally derived histograms suggests that accounting for heterogeneity in grain environments represents the leading-order correction to Hillert’s model.

Notwithstanding this improvement over the Hillert distribution, the mode of the experimental distributions
Figure 3: Normalised grain-size distributions from simulations with different choices of the number of grains within a local environment $n$, compared to the Hillert distribution. The simulations are initialised with normally distributed grain size with unit mean and variance of 0.3, and run until the distribution of grain size reaches steady state. As $n$ increases, the distribution approaches the Hillert model.

is smaller than the mode obtained under our model. This inconsistency could result from systematic bias present in experimental distributions: smaller grains may be under-counted because of finite image resolution or due to the serial sectioning process applied to obtain three-dimensional information. As the distributions are normalised by an overestimated mean, this bias will act to change the shape of normalised histograms of grain size at small grain sizes and shift the mode of these histograms to smaller values. Furthermore, whilst experimental investigations attempt to isolate normal grain growth, there may be a number of processes acting in real materials that modify the kinetics of grain-size evolution away from idealised models. For example, the effects of anisotropy in grain-surface energy or mobility [e.g., 49], solute drag [e.g., 50], pore drag [e.g., 51], and Zener pinning by unintended secondary phases [e.g., 52] may act to modify grain-growth kinetics and consequently modify the distribution of grain size. As numerical simulations exclude these processes, they present a more direct test of our hypothesis.

A potential explanation for the broader shape of our distribution is that a correlation develops between $R_i$ and $S_i$ such that our model is effectively a correlation-field theory, similar to that proposed by Marthinsen et al. [11]. A correlation may develop under our model because grains with relatively large local environments are more likely to shrink in size. The relationship between local environment radius and grain size is explored in Figure 4. A weak relationship exists between grain size and local environment radius, with the same sense as the correlation that Marthinsen et al. [11] observed in their Monte Carlo Potts model. However, local environment radius varies little with grain size compared to the variance of local environment radius at any given grain size. Our results thus indicate that the correlation between grain size and local environment is not a significant control on normal grain growth.

The true role of the local environment variable can be investigated by examining the grain-size trajectories of individual grains, plotted in Figure 5. For grains that are initially smaller than the mean, the local environment radius has little effect; instead the self-curvature term in Eq. (7) dominates the evolution of grain size. For grains that are larger than the mean, the local environment radius dominates the evolution of grain size and a grain’s self-curvature is unimportant. Since the local environment radius performs a random walk, it causes grains that are larger than the mean to also undergo a random walk. This mixing
of deterministic evolution, for grains smaller than the mean, and random perturbations, for grains larger than the mean, matches the observations made by Srolovitz [53] of grain-size trajectories in a Monte Carlo simulation of grain growth (compare Figure 7b of [53] with our Figure 5b).

In the Hillert model, the stability argument applied in the derivation of the grain-size distribution imposes an upper cut-off on its extent. This cut-off limits the range of the Hillert distribution and leads to the discrepancy between the Hillert distribution and observations. In our model, larger grains perform a random walk, and so the distribution extends to higher values of normalised grain size, leading to better agreement with distributions from experiments and numerical simulations.

4.2 Effect of local environment size

Simulations that explore the effect of the local environment size indicate that as $n$ increases, the self-similar distribution approaches the Hillert distribution (Figure 3). Within the Hillert model, all grains in the global set form part of the local environment of any given grain. In our model, this corresponds to the limit of large $n$, where $n$ becomes equal to the total number of grains considered. Mathematically, as $n$ becomes large, the variance of $S_i$ given by Eq. (4) becomes small and so the magnitude of $S_i$ shrinks towards zero. In the case that $S_i$ is negligible, our Eq. (1) reduces to the Hillert model. Hillert’s model therefore represents an asymptotic limit of our model for large $n$.

The family of distributions generated by varying $n$ can be compared against previously published distributions. The distributions derived by Rios [17] agree well with results from experiments and computer simulations [4]. Rios obtained a one-parameter family of distributions that depend on a parameter $\nu$, with $\nu = 4$ corresponding to the Hillert distribution. Indeed, the Rios distribution arises by relaxing a stability argument that Hillert applied to constrain $\nu$ to be 4. Values of $\nu$ between 2 and 3.6 produce distributions that compare favourably against observed distributions [5].
Figure 5: (a) Realizations of $R_i(t)$ normalised by the mean grain size compared to trajectories obtained under the Hillert model. For the simulation of these trajectories, $n$ was taken to be equal to 16. Time $t$ is relative to an initially self-similar state such that the trajectories are representative of self-similar evolution. Coloured lines show the evolution under our model for four different initial grain sizes $R_i(0) = 0.25, 0.75, 1.25, 1.75$. Hillert trajectories are plotted as black-dashed lines. For grain sizes that are small relative to the mean, the local environment effect is small and trajectories follow the trajectory of the Hillert model. For larger grains, the local environment effect may dominate and trajectories deviate from the Hillert trend. A logarithmic scale is used to highlight behaviour of trajectories to high model times. (b) Set of realisations of $R_i$ normalised by the mean grain size once a self-similar distribution has been obtained, for $n = 16$. Compare to Figure 7b of Srolovitz et al. [53].
To compare against the Rios distributions, we determine the value of $\nu$ that generates the Rios distribution that most closely approximates our own distribution for a given $n$. To measure the closeness of two distributions, we define the statistical divergence between our model and the Rios distribution in terms of the total variation distance as

$$D(\nu, n) = \frac{1}{2} \int |p(x; n) - q(x; \nu)| \, dx,$$

(12)

where $D(\nu, n)$ is the statistical divergence, $x$ is the grain size normalised by the mean, $p(x; n)$ is our own distribution for a given $n$ and $q(x; \nu)$ is the Rios distribution as defined in [4] for a given $\nu$. The total variation distance is zero for distributions that match perfectly and is unity for distributions that do not overlap. We approximate the integral in Eq. (12) using the trapezium rule and minimise $D(\nu, n)$ using MATLAB’s `fminsearch` function to find the value $\nu^* = \nu^*$ that best approximates our own distribution at a fixed value of $n$.

For all of the values of $n$ that we explore, there is a Rios distribution that matches our distribution. In each case, the minimised total variation distance is below 3%, indicating a correspondence between the two distributions. Figure 6a presents a comparison between our distribution for $n = 16$ and the best-fit Rios distribution, which has $\nu^*$ equal to 3.1. The relationship between the number of grains in a local environment $n$ and the value of $\nu^*$ that generates the best-fitting Rios distribution is explored in Figure 6b. This relationship is approximated by

$$\nu^* = 4 - 3.6/\sqrt{n}.$$

(13)

This correspondence can be further explored by examining the steady-state grain-size kinetics. In Rios et al.’s [4] approach, the rate of change of the square of the mean-field radius depends inversely on the parameter $\nu$. We recast this prediction to depend on the local environment $n$ using Eq. (13) and compare it against the steady-state grain-size kinetics observed in our simulations in Figure 6c. The observed kinetics closely match the predicted kinetics derived using Eq. (13), further highlighting the correspondence between the steady-state results of our stochastic model and the predictions of the phenomenological model of Rios et al. [4]. This correspondence between the distributions and the kinetics of the mean-field-radius suggests that $\nu$ might be interpreted as representing the average number of grains adjacent to each individual grain. This interpretation is a testable prediction of our model.

4.3 Model limitations

A critical assumption applied in our model is that the sampling distribution used to describe the probability density of the local environment radius $R_{m} + S_i$ can be approximated with a normal distribution. We test this assumption by subsampling the grains from one simulation to construct grain subsets, taking $n$ to be equal to 16. We then calculate the local environment radius of each subset as $E_i[R_{m}^2]/E_i[R_i]$. This quantity is indeed normally distributed, with the statistics given by our approximation in Eq. (4) (see Appendix 3). In general, the accuracy of this approximation will depend on the underlying distribution of grain size that is being sampled and the size of the local environment $n$, which determines the number of samples in each subset. Although our normal approximation for the sampling distribution holds well for the grain-size distributions we have considered, it may break down for arbitrary grain-size distributions far from steady state. In such cases, our model would not be applicable.

Another critical assumption is that the number of grains comprising any particular local environment is constant and equal to $n$. We have selected a reasonable value of $n$ based on space-filling polyhedra. However, in practice, the number of faces and therefore the number of neighbours of a grain depends on the size of the grain, due to a size–topology correlation. Smaller grains should, in general, have fewer
Figure 6: (a) Comparison of the distribution obtained under our model with $n = 16$ and the most closely matching Rios distribution with $\nu = 3.1$. (b) The parameter $\nu^*$ that generates the best-fitting Rios distribution against the size of the local environment $n$. The black line is a fit to $\nu^*$ given by Eq. (13). (c) The rate of change of the square of the mean-field-radius against local environment $n$. The predicted kinetics from Rios et al. [4] are recast in terms of the local environment $n$ using Eq. (13) (black line). The kinetics observed (red dots), calculated using a finite-difference approximation across a time step, match the predicted kinetics.
neighbours than larger grains and therefore smaller neighbourhoods. Consequently, the variance in the
local environment radius ought to be higher for smaller grains. Based on the observed size–topology
relationships [e.g., 41], we expect nearly an order of magnitude decrease in the variance of the local
environment radius from the smallest to the largest grains. However, the impact of heterogeneity is not
felt equally by all grains. As is evident in Figure 5 the evolution of smaller grains is dominated by the
self-curvature term in Eq. (1); the effect of the local environment only becomes important once the grain
size exceeds the mean. The neighbourhoods of the largest grains are expected to be approximately twice
as big as the neighbourhoods of grains whose size is equal to the mean 41, leading to only a factor of
two difference in the variance of the local environment radius between these two cases. In principle, the
correlation between neighbourhood size $n$ and grain size $R_i$ should influence the statistics of the local
environment radius. However, over the range of grains for which the local environment radius matters,
the impact of the size–topology correlation is limited. Future work could incorporate the dependence of
neighbourhood size on grain size by altering the type of noise introduced by $S$ to depend on the size of
each grain directly.

4.4 Source of fluctuations

The source of fluctuations in stochastic models is typically assumed to be topological in nature 14 24. If
the full topological state of a three-dimensional grain is known, then the rate of change of its volume can be
calculated exactly using the MacPherson-Srolovitz relationship 48, which is deterministic. MacPherson
& Srolovitz derive an approximation to this relationship, in which the rate of change of size of a grain is
proportional to the difference between the square root of the number of its faces and a constant 48 (see
also a similar relationship due to Rios & Glicksman 5). Events that modify the topological properties of
gains are expected to drive discrete changes in the growth rate of grains through this relationship. Such
events are therefore a candidate source of noise in normal grain growth. For example, grain disappearances
can alter the number of faces possessed by surrounding grains. Within our model, noise is calibrated to
represent heterogeneity in the local environment of grains, which may be alternatively understood in terms
of grain topology. The number of faces of a grain depends, in an average sense, on its relative size: smaller
grains are expected to have fewer faces. Similarly, grains that are surrounded by smaller-than-average
grains would be expected to have a greater number of faces. In our model, the local environment radius
provides an average measure of the size of grains surrounding a given grain and therefore holds information
that could be used to infer the topological properties of the grain. Consequently, local environments
can be understood in topological terms; heterogeneity in local environments can be identified with
heterogeneity in topological properties. This reasoning can be applied to the trajectories obtained under
our model. In Figure 5, there exists a grain trajectory that does not follow the (Hillert-like) trend of
the grains that have a similar size. Instead of shrinking relative to the mean, its size relative to the mean
grain size remains approximately constant. The reason for this is that it has a smaller local environment
radius than the average, which stabilises it according to Eq. (1). From the topological perspective, we can
infer that due to its comparatively smaller local environment radius, the neighbouring grains are smaller,
and so the number of faces that our grain possesses is correspondingly larger than would otherwise be
expected for a grain of its size. According to the approximate MacPherson-Srolovitz equation, its volume
(and therefore radius) is stabilised by its topology, consistent with our results.

The noise supplied to our model by the Ornstein-Uhlenbeck process for $S_i$ differs from the white noise
incorporated into previous stochastic models of normal grain growth 10 21 13 14. A key distinction
lies in the time-correlation of the noise. As the noise applied in previous models is white noise, the
time-correlation function in these models is a Dirac delta. In contrast, in our model noise is supplied to
the grain-size kinetics by the local environment radius. The local environment radius is generated by an
Ornstein-Uhlenbeck process that is correlated on a timescale $\tau$ as a result of the drift term in Eq. (6).
We have chosen this timescale to be the macroscopic timescale of normal grain growth. The fundamental
assumption involved in the application of white noise is that the ‘collisions’ (in analogy to Brownian
motion) driving the stochastic component are both fast and uncorrelated. These collisions are understood
to act on a microscopic timescale that is much smaller than the macroscopic timescale, such that in the
limit of the microscopic timescale tending to zero, a Dirac delta time correlation function is obtained.
Mullins [24] argued that the events constituting the collisions of normal grain growth would occur on
the macroscopic timescale, and so could not give rise to a fluctuation term described by white noise.
This critique does not apply to our model in which the noise supplied is correlated on the macroscopic
timescale, and so can reasonably represent the random influence of the events described by Mullins.
Pande & Moser [14] argue against Mullins’s criticism of the application of a white noise term by applying
a more global perspective. They assert that each collision event that drives the stochastic component of
normal grain growth affects the entire set of grains. Consequently, as the number of grains in the system
becomes large, the timescale for an individual event that may affect all grains becomes small, justifying
the introduction of a white noise term. This justification cannot apply to the stochastic component of our
model, as we have emphasised a more local perspective. In our model, grains are screened from the global
environment and are influenced only by the grains with which they can exchange mass. Consequently,
the influence of any given event is more limited. This difference in perspective between local and global
scales constitutes a key distinction between our model and previous stochastic models.

There are other distinctions between our approach and previous stochastic models that apply white
noise to the grain-growth rate. The amplitude of noise in our model is constrained by association with a
specific hypothesis about heterogeneity in local environments. In contrast, in models that apply white
noise, the amplitude of the white noise is a free parameter because no individual physical process is
directly identified as the key contributor to the noise term. Given these differences between our model
and other stochastic models of normal grain growth, it is surprising that the results of both approaches
seem to be equivalent. Indeed, Pande & Moser [14] compare the approximate solutions found by Pande
& McFadden [13] for their white-noise-driven model to the distributions obtained by the phase-field
simulation of Miyoshi et al.’s [43], the experimentally-derived distribution of Rowenhorst et al. [34] and
the phenomenological distribution due to Rios [4], as we have done. Pande & Moser find that their
distribution is in agreement with the distributions obtained by Miyoshi et al. and Rowenhorst et al., and
is congruent with the Rios distribution, as we have found with our distribution. Furthermore, as Pande
& Moser [14] note, the approximate grain-size distribution derived from their white-noise-driven model
is analytically equivalent to the grain-size distribution that Streitenberger & Zöllner [23] derived from
their modified mean-field theory, which they calibrated against observations from simulations [12]. The
close correspondence between the distributions obtained here, white-noise-driven models, and modified
mean-field theories raises the question. Why do these different approaches result in such similar grain-size
distributions?

5 Conclusions

By accounting for heterogeneity in the local environment of grains and its resultant effect on mass exchange
between grains, our model resolves the discrepancy between the Hillert distribution and observations.
It also matches the key characteristics of normal grain growth. The improved fit is achieved because
heterogeneity in local environments causes relatively large grains to undergo a random walk in grain size,
allowing some of these grains to grow larger than is possible under the Hillert model. Our distribution is
therefore broader than Hillert’s and provides a better match to observed distributions. It is in excellent
agreement with distributions from state-of-the-art simulations. Our analysis suggests a physical meaning
for the fitting parameter in the Rios distribution in terms of the size of the local environment.

The noise we have introduced into our model is fundamentally different to the unconstrained white noise
typically introduced into stochastic models of normal grain growth. The amplitude of the noise in our
model is determined by association with a hypothesis of heterogeneity in the local environments of grains.
This hypothesis can be alternatively understood in terms of heterogeneity in grain topology. Furthermore,
the noise in our model is correlated on the timescale of normal grain growth. It is therefore interesting that the grain-size distribution obtained by our model is similar to the distributions that develop in these other stochastic models.
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7 Appendix 1: Calculation of \( \Omega(t) \)

Requiring that the small sample statistics of \( S_i \) hold at the end of a timestep implies that

\[
\text{Var}[S_i(t + \Delta t)] = \frac{1}{n} \text{Var}[R_i(t)].
\]

Under the Euler-Maruyama scheme, Eq. (8) gives

\[
S_i(t + \Delta t) = \left( 1 - \frac{\Delta t}{\text{E}[R_i(t)]^2} \right) S_i(t) + \Omega(t) \sqrt{\Delta t} N(0, 1).
\]

Consequently, the variance of \( S_i \) following a timestep is given by

\[
\text{Var}[S_i(t + \Delta t)] = \left( 1 - \frac{\Delta t}{\text{E}[R_i(t)]^2} \right) ^2 \text{Var}[S_i(t)] + \Omega(t)^2 \Delta t.
\]

By equating (A.1) and (A.3), we can determine \( \Omega(t) \) at any timestep such that Eq. (4) holds,

\[
\Omega(t)^2 = \left[ \frac{1}{n} \text{Var}[R_i(t)] - \left( 1 - \frac{\Delta t}{\text{E}[R_i(t)]^2} \right) ^2 \text{Var}[S_i(t)] \right] / \Delta t,
\]

which is Eq. (10) in the main text.

8 Appendix 2: Choice of \( \Delta t \)

One method of choosing the appropriate time step \( \Delta t \) is to compare histograms of grain size normalised by the mean produced by the model with different choices of \( \Delta t \). Figure 7 shows histograms of grain size normalised by the mean at \( t = 1 \), with the same initial condition of normally distributed grain size with mean equal to one and initial variance of 0.3, for a range of possible time steps. The histogram with \( \Delta t = 0.1 \) differs significantly from the other histograms, with a relative excess of grains of size close to zero. For \( \Delta t = 0.01 \) and smaller, the histogram converges to a shape independent of the choice of \( \Delta t \), indicating that a \( \Delta t \) smaller than \( 10^{-3} \) is appropriate.
Another method of evaluating the choice of $\Delta t$ is to assess the relative error between the assumed statistics of $S_i$ given by Eq. (4) and the observed statistics of $S$ within the model. Time series of the relative error in the variance of $S$ for different choices of $\Delta t$ are plotted in Figure 7b. The magnitude of the relative error decreases with decreasing $\Delta t$ until $\Delta t = 10^{-5}$, after which decreasing the time step does not significantly reduce the magnitude of relative error, indicating that an appropriate choice of time step is $10^{-5}$. 
Figure 7: (a) Histograms of grain size normalised by the mean, obtained from models run with different choices of time step $\Delta t$ (see legend). All model runs were started with the same initial distribution of grain size (normally distributed with unit mean and variance of 0.03). (b) Time series of relative error in the variance of $S(t)$ from models with different choices of time step $\Delta t$. All model runs were started with a normal distribution of grain size with unit mean and variance of 0.03. The relative error in variance of $S(t)$ was calculated as the difference between the expected variance of $S(t)$ from Eq. (4) and observed variance of $S(t)$ normalised by the expected variance.
9 Appendix 3: Assessing the assumption that $S$ is normally distributed

The small-sample statistics of the local environment radius can be assessed by subsampling with replacement the observed grain sizes $R_i$ from the results of a model. The $R_i$ resulting from a single model run that converged to steady state are subsampled with replacement to produce $10^6$ sets of 16 samples. The local environment radius $R_m + S_i$ is then calculated for each set of $n = 16$ samples according to $E[R_i^2]/E[R_i]$. The histogram of the local environment radius so calculated is compared in Figure 8 to the distribution of $R_m + S_i$, where $S_i$ is assumed to follow the statistics given by Eq. (4). The distribution obtained by subsampling $R_i$ agrees well with the assumed distribution, and the relative error in the mean and variance between the distributions is less than a percent. This validates the approximation used in Eq. (4).

Figure 8: Comparison of the assumed distribution of $S$ given by Eq. (4) and the distribution obtained by subsampling a converged model to produce $10^6$ sets of local environments containing $n = 16$ samples, and calculating the local environment radius directly.
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