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This manuscript presents a theoretical model for determining the electron energy filtering properties of nanocomposite materials. Individual nanoparticles can serve as energy filters for tunneling electrons due their discretized energy levels. Nanomaterials comprised of many individual nanoparticles can in principle serve the same purpose, however, particle polydispersity can lead to an additional source of energetic broadening. We describe a simple theoretical model that includes the effects of discrete energy levels and inhomogeneous broadening. We use this model to identify the material parameters needed for effective energy filtering by quantum dot solids.
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Abstract

Nanostructured materials can act as electron energy filters by funneling thermally broadened electrons through discrete energy levels. To date, all implementations of this effect have used a single nanostructure as an electron filter, thereby avoiding the potential influence of heterogeneity that would be present in any device scale application. In this study, we develop a theoretical model of the electron filtering properties of nanostructured materials that explicitly includes the effects of thermal broadening and size polydispersity on the heterogeneity of nanostructure energy levels. We find that under certain conditions quantum dot solids can perform as effective electronic energy filters, but that materials comprised of quantum wires or quantum wells have continuous transverse electronic bands that make them ineffective for this purpose. We identify a material specific length scale parameters, \( L_{\text{crit}} \), that specifies the maximum mean quantum dot size that can yield effective energy filtering. Moreover, we show that energy filtering materials comprised of QDs with size near \( L_{\text{crit}} \) are maximally robust to heterogeneity in quantum dot size, tolerating variations \( \sim 10\% \) of the mean size. The
length scale $L_{\text{crit}}$ can be estimated directly from the widely-tabulated density of states effective mass and show that semiconductors with light conduction band electrons, such as III-V type materials InSb and GaAs are the most forgiving for energy filtering applications. Taken together, these results provide a practical set of quantitative design principles for semiconductor electron filters.

**Introduction**

Electronic currents are used to generate and carry signals in a wide range of technological applications. In some cases, this signal can be obscured by energetic uncertainty in the electronic population. One way to reduce this uncertainty is to pass the flow of electrons through an energy filter. In this manuscript we study the electron filtering properties of nanoparticle composite materials, which have been proposed as potentially effective energy filters. We highlight that although transport through the discrete energy levels of individual nanoparticles reduces energetic uncertainty, variations between nanoparticles in the material provides an additional source of energetic broadening. We present a theoretical model that quantifies the influence of these effects in materials made up of quantum dots, quantum wires, or quantum wells. We then apply this model to identify a set of nanomaterial design parameters for effective electron filters.

In most materials, uncontrolled thermal broadening is the dominant source of uncertainty in electron energies. The unwanted effects of this uncertainty can therefore be reduced or eliminated by lowering the temperature of the electron source. For example, in simple metallic electrodes the thermal broadening around the Fermi energy can be reduced from about 60meV at room temperature to about 15meV at $T = 77$K. While this approach to reducing electronic uncertainty is straightforward, it also imposes constraints on operating conditions that are expensive and impractical. If electron filtering materials could achieve a similar level of energetic uncertainty reduction under ambient conditions, then they would dramatically expand the scope of these applications and catalyze further technological and
scientific advances.

Here, we focus our motivation on a specific probe of chemical structure known as inelastic electron tunneling spectroscopy (IETS). In this technique, vibrational spectra are measured by transmitting a flow of electrons through a sample that is contained within a tunneling junction. Tunneling electrons are scattered when their energies are resonant with molecular vibrational frequencies, and in this way vibrational spectra are encoded in the voltage dependence of the tunneling current. Unfortunately, achieving the spectral resolution required to reliably distinguish molecular vibrational signatures (∼ 0.5 meV) presents a technical challenge that has limited current experiments to cryogenic conditions. Nonetheless, by constructing custom tunneling junctions that contain specific analytes, IETS has been used to measure the vibrational spectra of organic and inorganic molecules, to chemically analyze materials adsorbed on surfaces in scanning tunneling microscopy experiments, and even to sequence DNA.

The ability to extend IETS to ambient conditions would enable the development of a new generation of compact and efficient solid-state chemical sensors. Specifically, it has been suggested that with IETS, simple open tunneling junctions can be transformed into general optical-free chemical sensors. Moreover, the use of low cost Si CMOS compatible materials could enable precise design of these sensors so that they can be made to match the specificity of longwave infrared vibrational spectroscopy and be incorporated as nanoscale elements of solid state electronic circuits, for use in applications such as continuous-flow chemical reactors, microfluidic channels and chemical olfaction devices. Incorporating energy filtering materials into the design of open tunneling junctions is essential for expanding the temperature range for IETS and enabling these applications.

Nanostructured materials accomplish energy filtering by restricting electrons to discrete quantized energy levels, rather than within a continuum. However, all current current demonstrations of electron filtering in these materials have utilized single nanostructures. While these demonstrations provide a useful proof-of-concept, they fall short of a practical solution
to the energy filtering problem because devices based on single nanostructures are difficult to construct and yield very weak signals. More practical (device scale) energy filtering nanomaterials will need to incorporate the combined effect of many individual nanostructures.

The electronic energy levels of nanomaterial made up of many individual nanostructures will include broadening due to variations in nanostructure size. This is illustrated schematically in Fig. 1, which depicts the electronic energy landscape of a hypothetical one-dimensional array of quantum wells made of the same material but with varying widths. This type of population heterogeneity manifests as inhomogeneous broadening in the absorption spectra of nanomaterials, such as quantum dot (QD) solids. Variations in the nanostructure population typically originate from a lack of precision in the synthesis of nanostructures and can thus be controlled, to some extent, by tuning synthetic conditions.

The dependence of energy level positioning on nanostructure size is a consequence of quantum confinement and has the general effect that smaller structures have higher energy ground states and more widely spaced energy levels, as depicted for the quantum wells in Fig. 1. This effect contributes to two sources of size dependent energy level broadening: (1) homogeneous broadening due to spontaneous thermal excitation into low-lying excited states, and (2) inhomogeneous broadening due to variations in the ground state energy levels of nanostructures with different sizes. Minimizing energy level broadening of a nanomaterial requires balancing a competition between these two sources, which exhibit opposing dependencies on nanostructure size. Specifically, as nanostructures become smaller the homogeneous broadening decreases, due to the widening gap between ground and excited state energies (which exponentially suppresses thermal excitation). At the same time, the inhomogeneous broadening tends to increase due to a larger relative sensitivity of energy level positions to size variations.

In the section below, we describe the theoretical methodology used in this work. First, we discuss the calculation of energy levels in quantum dots and quantum wells, and we outline a Monte-Carlo method for sampling energy levels. Then, in the Results section, we discuss
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Figure 1: Schematic illustration of the electronic energy landscape of a one-dimensional array of quantum wells with different widths. For each well, the few lowest localized eigenstate energies are shown as blue horizontal lines. Differently sized wells have differing state energies, leading to inhomogeneous broadening. The relative probability for thermal excitation is represented by shading, with darker red corresponding to larger probability. Thermal excitation within each well leads to the population of higher lying states, producing homogeneous thermal broadening.

The theoretical methods for predicting the specifications for nanostructure electron filters and deriving analytical design principles for suppressing thermal broadening. Finally, we conclude by outlining the current outlook and required developments for realistic room temperature nanostructured electron filters.

**Theoretical Methods**

We model a nanomaterial as a composite of independent homogeneously broadened nanoparticles with a distribution of different sizes. Individual nanoparticles are treated as idealized systems and describe chemical composition using the effective mass approximation. Although this model is simple, it effectively captures the competition between homogeneous and inhomogeneous broadening and thus provides a theoretical basis for generating design principles for these materials. In this section, we first describe our simple theoretical approach for describing the energy levels of individual nanoparticles and then we describe our method for sampling homogeneous and inhomogeneous broadening.
Modeling the Energy Levels of Individual Nanostructures

We model nanostructures using the effective mass envelope approximation, which has been widely used for estimating the electronic energy levels of nanostructures.\(^{39}\) In this approximation, the effect of atomic structure on the electronic wavefunction is neglected. Instead, electrons are treated as free particles, with a material-specific effective mass, that are constrained by a potential energy function that defines the shape and size of the nanostructure. This efficient approach to computing confinement effects on electronic energy levels can be applied to a broad range of materials and nanostructure morphologies, thereby distilling the role of material specific properties into a single, widely tabulated effective mass parameter.\(^{40,41}\)

Our choice of modeling approach is motivated by computational efficiency. More sophisticated methods, such as those based on first principles electronic structure calculation, are more accurate but much more computationally expensive. Even with access to large computational resources these methods are limited to nanoparticles with a small number of atoms (nanoparticle diameter \(\sim 1\)nm), and must be performed separately for every nanostructure size, shape, and chemical composition.\(^{42,43}\) These methods are prohibitively expensive for the scope of this study, which requires energy level calculations for \(\sim 10^5\) different nanoparticles.

Quantum Dots

We model the electronic energy landscape of a quantum dot as a standard particle in a cubic box with sidelength \(L\). The energy levels for electrons in this potential are given by,

\[
E(k) = \frac{\hbar^2}{2m^*} k^2, \tag{1}
\]

where \(m^*\) is the effective mass of the electron, \(\hbar\) is the reduced Planck constant and \(k = \frac{\pi}{L} (n_x \hat{x} + n_y \hat{y} + n_z \hat{z})\) is the quantized wave vector with positive integer quantum numbers \(n_i\), and \(k = \frac{\pi}{L} \sqrt{n_x^2 + n_y^2 + n_z^2}\) is the wavevector magnitude.
Quantum Wells and Quantum Wires

A quantum well is a nanostructure that is only confined in one dimension. We model the confining potential of a quantum well as two parallel infinite barriers, separated by distance $L$, and quasi-infinite (i.e., periodically replicated) in the two transverse dimensions. The electronic Hamiltonian for such a system can be separated into a periodic transverse component $H(x, y)$ and a one dimensional confinement Hamiltonian $H(z)$, enabling the separate treatment of the discrete and periodic energy spectra.

We model the confined dimension as a particle with effective mass $m^*$ in a one-dimensional box of length $L$. The energy levels for this model are given by,

$$E_{\parallel}(n) = \frac{\hbar^2 \pi^2}{2m^*L^2} n^2,$$

where $n = 1, 2, \ldots$.

In general, modeling the energy levels of the periodic dimensions requires material specific information, such as the chemical identity of the constituent atoms and the underlying lattice structure. However, in most materials at room temperature, thermal excitation tends to drive electrons into states that are near in energy to the conduction band edge. Based on this tendency, we formulate the electronic dispersion relation using the standard parabolic bands approximation (i.e., as a second order Taylor expansion in $k$). The resulting expression for the transverse energy levels is given by,

$$E_{\perp}(k_{xy}) = \frac{\hbar^2}{2m^*} k_{xy}^2,$$

where $k_{xy}$ is the two-dimensional wave-vector in the transverse $x - y$ plane. The resulting energetic density of states is equivalent to a free particle with effective mass $m^*$ and is effective for a wide range of materials.\[59\]

A quantum wire is like a quantum well, but confined in two dimensions instead of one.
We model the energy levels of a quantum wire as a particle in a square box that is quasi-infinite in the one transverse direction. By separating the confined and periodic components, a quantum wire can therefore be formulated analogously to that of our model quantum well described above.

The continuous free particle dispersion in the transverse dimensions of quantum wells and quantum wires is problematic for energy filtering applications. In fact, this continuous manifold of energy states are equivalent to the energetic structure that leads to thermal broadening in the bulk material. To illustrate this, we consider a quantum well and note that a quasi-free particle with a quadratic energy dispersion as described by Eq. (3) leads to a Gaussian thermal distribution of electrons

$$P(k_{xy}) \propto e^{-\frac{k^2}{2m^*k_B T}}$$  \hspace{1cm} (4)

where $k_B$ is the Boltzmann constant and $T$ is the temperature. This is precisely the thermal broadening that an electron filter seeks to attenuate. As a result, pristine quantum wires and quantum wells with no defect or trap states cannot act as effective electron filters and the remainder of this study will be dedicated to 0D quantum dot systems. We note, however, that an experimental study on quantum well devices have shown resonant electron filtering through discrete energy levels similar to quantum dots. This puzzling observation suggests the involvement of some quantum dot-like localized defect state or a device-specific transverse momentum selection mechanism that is beyond the scope of our study.

**Statistical Sampling**

We model the effects of homogeneous and inhomogeneous broadening by sampling an equilibrium ensemble of electronic energy levels drawn from a distribution of QD sizes. To sample this ensemble, we use a Metropolis-Hastings Monte Carlo (MHMC) sampling scheme. This stochastic algorithm is widely used to study the equilibrium properties of thermodynamic
systems as it can efficiently sample from a distribution using only the relative probability of pairs of states. The specific Metropolis-Hastings Algorithm used in this study is summarized in Scheme 1 and an example of the sampling is shown in Fig. 2. Here, we have assumed a Gaussian size distribution with mean $\bar{L}$ and standard deviation $\sigma_L$. To efficiently sample the electronic energy levels of a quantum dot with size $L$, we define a cut-off state $n_{\text{cut}}$ above which thermal population can be neglected. In this study, $n_{\text{cut}}$ is defined as the state where the probability of thermal excitation from the ground state is

$$\frac{P((n_{\text{cut}}, 1, 1))}{P((1, 1, 1))} = \exp \left( \frac{-E((n_{\text{cut}}, 1, 1); L) - E((1, 1, 1); L)}{k_B T} \right) < 10^{-6}. $$

0 Sample initial energy level by choosing a particle size $L$ from a Gaussian distribution $P(L)$, and then choosing a quantum number $n = (n_x, n_y, n_z)$ from a uniform distribution with $n_i < n_{\text{cut}}$.

1. Sample a trial energy level by choosing a trial particle size $L_{\text{trial}}$ from $P(L)$ and a quantum number $n_{\text{trial}}$ from a uniform distribution with $n_i < n_{\text{cut}}$.

2. Accept the trial energy level with probability $P_{\text{acc}} = \min \{e^{-E(n'; L_{\text{trial}}) - E(n, L)} / k_B T, 1\}$.

   - If accepted: Set $L = L_{\text{trial}}$ and $n = n_{\text{trial}}$, otherwise leave $L$ and $n$ unchanged.

3. Add $E(n; L)$ to the energy level ensemble. Repeat steps 1-3 until the ensemble is sufficiently sampled.

Scheme 1: MHMC Algorithm used to sample energies of electrons harvested from discrete states in nanostructure ensemble.

**Results and Discussion**

We quantify the energy filtering capabilities of a given nanomaterial by first sampling its equilibrium energy level distribution, following the Monte Carlo procedure described in Scheme 1 and illustrated in Fig. 2. We then compare the width of that distribution to the standard thermal broadening (i.e., $k_B T$) of the analogous bulk material. We define the width of the sampled energy level distribution in terms of its variance, $\lambda = \langle E^2 \rangle - \langle E \rangle$, where the angle brackets represent the average over an equilibrium ensemble. We define a model
Figure 2: Example output of the energy level sampling described in Scheme 1. Results are shown for $10^5$ sampled energy levels in a nanomaterial of Si QDs with $\bar{L} = 10$ nm, $\sigma = 1$ nm, and $T = 275$K. (A) A scatter plot of the sampled values of $L$ and $n = \sqrt{n_x^2 + n_y^2 + n_z^2}$ with the projected probability distributions shown as histograms on the periphery of the scatter plot. Scatter plot points are colored to reflect the energy level for that combination of $L$ and $n$. (B) The probability distribution for energy levels generated from the sampling.
nanomaterial by specifying the size distribution of the nanoparticles that comprise it. Here, we consider QD solids with a Gaussian distribution of sizes,

\[ P(L) \propto \exp\left[\frac{(L - \bar{L})^2}{2\sigma^2}\right], \]  

(5)

where \( \bar{L} \) and \( \sigma \) are the mean and variance of the QD size distribution, respectively.

Figure 3: The effective energy filtering properties of QD-based nanomaterials made of Si and Ge with varying mean QD size, \( \bar{L} \), and relative population heterogeneity, \( \sigma \). The width of the electronic energy level distribution relative to that of the bulk thermal distribution, \( i.e., \lambda/k_B T \), is indicated by shading. Distributions were sampled using the Monte Carlo algorithm at \( T = 274K \). Solid red lines show the critical QD size \( L_{\text{crit}} \) from Eq. (7). The dashed lines give the size variability at which heterogeneous broadening \( \lambda_{\text{het}} = \frac{1}{2}k_B T \). The region between these two lines roughly corresponds to the nanomaterial parameters that function as effective electron filters.

The general energy filtering properties for these materials can be understood by considering simple Si- and Ge-based QD solids. The energy filtering properties of these materials, as computed from our model, are presented in Fig. 3. We observe that both materials exhibit classical behavior when QDs are above a material specific critical size, which we denote as \( L_{\text{crit}} \). We find that \( L_{\text{crit}} \) is larger for Ge-based systems (\( L_{\text{crit}}^{(\text{Ge})} \approx 5.33 \text{ nm} \)) than for Si-based systems (\( L_{\text{crit}}^{(\text{Si})} \approx 3.84 \text{ nm} \)). We attribute this difference in \( L_{\text{crit}} \) to differences in the effective masses of the materials (\( m_{\text{Ge}}^* = 0.56m_e \) and \( m_{\text{Si}}^* = 1.08m_e \), where \( m_e \) is the mass of an electron in vacuum). Below \( L_{\text{crit}} \), these materials can behave as effective electron filters (\( i.e., \)
$\lambda < k_B T$ but only for certain combinations of $\bar{L}$ and $\sigma$.

The qualitative change in the relative width of the electron energy level distribution that we observe at $L_{\text{crit}}$ is a consequence of heterogeneous thermal broadening in individual QDs. This can be seen by considering the energetic spacing between the lowest two electronic energy levels of a QD,

$$E_2 - E_1 = \frac{3\hbar^2 \pi^2}{2m^* L^2}.$$ \hspace{1cm} (6)

If this energy spacing is larger than $k_B T$, then the majority of the population is confined to the single $E_1$ level. Below this spacing, spontaneous thermal excitations lead to additional sources of energetic broadening. We can therefore define a natural lengthscale by setting the left-hand side of Eq. 6 to $k_B T$. By doing so, we arrive at an estimate for the critical QD size,

$$\bar{L}_{\text{crit}} = \sqrt{\frac{3\hbar^2 \pi^2}{2m^* k_B T}},$$ \hspace{1cm} (7)

which we indicate with a solid red line in Fig. 3.

The formula in Eq. 7 provides a convenient design rule for predicting the minimum required nanostructure size for a arbitrary materials using only the density of states and effective mass. In Fig. 4 we plot the predicted value of $L_{\text{crit}}$ as a function of effective mass and indicate the location of several common semiconducting materials. We find that semiconductors with light conduction band electrons are predicted to be particularly effective electron filters. Possible examples include the III-V type materials with GaAS showing electron filtering up to $\sim 27$ nm and InSb being effective at surprisingly large sizes $\sim 60$ nm.

By analyzing the region below $L_{\text{crit}}$ in Fig. 3 we find that certain combinations of $L$ and $\sigma$ can lead to an increase in energy level broadening relative to that of the bulk. This behavior is observed specifically in nanomaterials with larger values of polydispersity. In fact, in both Si- and Ge-based QD materials, we find that inhomogeneous broadening in the ensembles with the smallest means can lead to a spread of electronic energies that are significantly larger than the bulk by a factor of 2. Notably, the relative energetic broadening becomes
Figure 4: Estimate of the mean QD size for effective electron filtering in nanomaterials of common semiconductor composition, as derived from Eq. (7).

less sensitive to QD size variability for nanostructures with mean QD size closer to that of $L_{\text{crit}}$. This suggests that energy filtering nanomaterials with QD sizes less than but close to $L_{\text{crit}}$ are the most robust to synthetic variations in QD size.

We can understand this increase in energy level broadening by considering the effect of size uncertainty on the standard deviation of the population of lowest energy levels. Specifically, the inhomogeneous broadening of the lowest QD energy level due to size variations can be estimated as,

$$\lambda_{\text{het}} = \frac{\hbar^2 \pi^2}{2m^* L^2 \sigma},$$

which we indicate with a dashed red line in Fig. 3. We find that this relationship effectively delineates regions of increased and decreased energy level broadening for both Si- and Ge-based QD nanomaterials. Remarkably, Eqs. 7 and 8 serve to bound the region of effective electron filtering materials.
Conclusion

Using Monte-Carlo simulations and analytical estimates we have obtained a set of quantitative design principles for QD-based electron filtering materials. Each class of nanomaterials is shown to have a critical average QD size, below which thermal excitation is effectively suppressed by the discrete energy levels in the QDs. We find that semiconductors with light conduction band electrons, such as the Group III-V materials InSb and GaAs, maximize this critical size and are therefore the most forgiving materials for filter fabrication. Moreover, the analytical results presented in this study allow for the straightforward prediction of the materials and nanostructure sizes effective at reducing thermal broadening. Furthermore, we are able to bound the allowable size heterogeneity in the ensemble for a desired level of performance.

Encouragingly, some of these nanostructures can be reliably fabricated with existing technologies. For example, molecular beam epitaxy techniques are widely used to fabricate nanostructures on the order of single nanometers with monolayer precision\cite{17,18} and are able to integrate them into larger devices. In addition, some materials have sufficiently large critical length scales and are sufficiently robust to size heterogeneity to enable colloidal synthesis techniques that can produce quantum dots \( \sim 1 - 10 \) nm with size variability \( \sim 10 - 20\% \).\cite{19,20} This indicates that designing nanostructured electron filters may be possible with existing fabrication methods.
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