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Abstract

In this paper we generalize the fast semi-Lagrangian scheme developed in [J. Comput. Phys., Vol. 255, 2013, pp 680-698] to the case of high order reconstructions of the distribution function. The original first order accurate semi-Lagrangian scheme is supplemented with polynomial reconstructions of the distribution function and of the collisional operator leading to an effective high order accurate numerical scheme for all regimes, from extremely rarefied gas to highly collisional situation. The main idea relies on updating at each time step the extreme points of the distribution function for each velocity of the lattice instead of updating the solution in the cell centers, these extremes points being located at different positions for any fixed velocity of the lattice. The result is a class of scheme which permits to preserve the structure of the solution over very long times compared to existing schemes from the literature. We propose a proof of concept of this new approach along with numerical tests and comparisons with classical numerical methods.
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1 Introduction

Kinetic models are nowadays a very important tool which is used to describe many different phenomena ranging from classical fluid mechanics, plasmas and rarefied gases [13, 5, 2] to biology and socio-economy models [35]. The advantage of kinetic equations with respect to more classical approaches based on fluid mechanics equations is the possibility to take into account a larger spectrum of regimes and, consequently, of phenomena. Typically fluid mechanics describes problems which are in the so-called thermodynamics equilibrium state while the kinetic approach permits to consider both thermodynamics equilibrium as well as far from equilibrium states for the particles constituting the system under analysis.

Unfortunately, the strong capability in terms of modelization are mitigated by several numerical problems of different nature [13]. One typically would like to preserve the physical conserved quantities also at the numerical level because they characterize the steady states and, in addition, to be able to deal with different spatial and temporal scales which are often encountered in practical applications. A more fundamental problem related to kinetic numerical simulation is represented by a light version of ‘the curse of dimensionality’ of these models. In general the distribution function which defines the state of the system and which gives the probability for a particle to be at a given position with a given speed at a fixed time depends on seven independent variables: \((x, v, t) \in \mathbb{R}^7\). On the contrary fluid mechanics unknowns live in a \(\mathbb{R}^4\) space: three physical space components plus the time. This makes numerical simulations of realistic multi dimensional problems demanding in terms of computational time and memory consumption.

Historically, there exists two different approaches which are typically used to tackle kinetic equations: deterministic numerical methods such as finite volume, semi-Lagrangian and spectral schemes [13] and probabilistic numerical methods such as Direct Simulation Monte Carlo (DSMC) [1, 4]. Both methodologies have strengths and weaknesses. While the first could normally reach high order of accuracy, the second are often faster, especially for solving steady problems but, typically, they exhibit lower convergence rate and difficulties in describing non stationary and slow motion flows.

For this reason, many different research works have been dedicated in the recent past to reduce some of the disadvantages of these classes of methods. In particular, concerning the drawback of the excessive computational cost for deterministic methods we recall the fast spectral approaches developed in [20, 33, 34], while for tackling the multiple scales problem we remind the work in [28, 14, 15] and the references therein to have a broad view on the problematic and the associated numerical techniques.

The recent review on deterministic numerical methods for kinetic equation [13] gives a panorama of the state of the art of numerical discretization of kinetic equation. Concerning the issues related to the excessive noise of Monte Carlo methods we quote [4] for an overview on efficient and low variance Monte Carlo methods while for applications of variance reduction techniques to kinetic equation we remind to the recent works [26, 27] and [16, 17, 10].
In this work, we specifically tackle the issue related to the construction of efficient numerical methods for the linear transport part of a kinetic model. In details, we consider the development of a new class of semi-Lagrangian methods with focus on the efficiency of the method and on the possibility to extend the method developed in [18] to arbitrarily high order polynomial reconstructions of the distribution function. Thus, the class of methods described in this paper is the natural extension of the fast kinetic scheme (FKS) described in [18, 19] which was based on the passage from the continuous kinetic model to discrete velocity models (DVM) [3, 31, 32, 30] and on a semi Lagrangian approach [6, 7, 8, 9, 24, 25, 21, 36] to solve the transport part. The FKS approach was shown to be an efficient way to solve linear transport equations which has permitted to simulation the full six dimensions on a single processor machine. Unfortunately the solutions computed with this method were limited to a first order in space and time precision. This approach was, in fact, based on a piece-wise constant reconstruction of the distribution function for each velocity of the lattice. In this paper, contrarily, we consider arbitrary polynomial reconstructions which permit to get a theoretical arbitrary high order accurate method if coupled with suitable high order splitting techniques [37, 11] for solving the full problem given by the transport plus the collision operator. The main idea is to use a semi-Lagrangian technique to compute the solution of the transport equation and then to compute the solution of the collision operator on the maxima and the minima of the distribution function instead of computing it on the grid points. This approach, as will be shown later, allows to diminish the numerical diffusion with respect to classical semi-Lagrangian methods employing the same polynomial reconstruction. Moreover this approach is well suited to preserve the structure of the solution for very long times compared to existing schemes.

The class of methods proposed can be used for discretizing different kinetic equations with different type of collision operators as it will be clarified later. Since the focus is on the way in which the transport part is solved in the numerical test section a simple relaxation type collision operator, i.e the BGK (Bhatnagar-Gross-Krook) operator [23], has been chosen. Extensions to the full Boltzmann operator and to multidimensional settings is a work in progress.

The article is organized as follows. In the first section 2, we present the model and the Fast Kinetic numerical Scheme (FKS). In section 3 we generalize the FKS to arbitrary high order reconstructions. A full example is described in the case of BGK kernel and piece-wise linear reconstructions. Several test problem results are presented in section 4 to assess the efficiency of this new high accurate numerical method exposed in this paper by comparison with classical schemes. Conclusion and future developments are finally drawn in section 5.

2 Kinetic equations and Fast Kinetic Scheme

In this section we briefly present the model and the numerical method designed in [18]. However we refer the reader to the cited papers for an exhaustive description.

2.1 The kinetic model

In the kinetic theory of rarefied gases, the non-negative function \( f = f(x, v, t) \) characterizes the state of the system and it defines the density of particles having velocity \( v \in \mathbb{R}^3 \) in position \( x \in \mathbb{R}^3 \) at time \( t \in \mathbb{R}^+ \). The time evolution of the system is obtained through the equation

\[
\frac{\partial f}{\partial t} + v \cdot \nabla_x f = Q(f).
\]  

(1)

The operator \( Q(f) \), on the right hand side in equation (1), describes the effects of particle interactions and its form depends on the details of the microscopic dynamic. Independently on the
type of microscopic interactions considered, typically the operator characterizes the conservation properties of the physical system
\[ \int_{\mathbb{R}^3} Q(f) \phi(v) \, dv = 0, \]  
where \( \phi(v) = (1, v, |v|^2) \) are commonly called the collision invariants. We denote by \( U(x,t) = \int_{\mathbb{R}^3} f(x,v,t) \phi(v) \, dv \in \mathbb{R}^3 \) the first three moments of the distribution function \( f \). Integrating (1) against \( \phi(v) \) yields a system of macroscopic conservation laws
\[ \frac{\partial}{\partial t} \int_{\mathbb{R}^3} f \phi(v) \, dv + \int_{\mathbb{R}^3} v \cdot \nabla_x f \phi(v) \, dv = 0. \]  
The above moment system is not closed since the second term involves higher order moments of the distribution function \( f \). However, using the additional property of the operator \( Q(f) \) that the functions belonging to its kernel satisfy
\[ Q(f) = 0 \quad \text{iff} \quad f = M[f], \]  
where the Maxwellian distributions \( M[f] = M[f](x,v,t) \) can be expressed in terms of the set of moments \( U(x,t) \), one can get a closed system by replacing \( f \) with \( M[f] \) in (3). This corresponds to the set of compressible Euler equations which can be written as
\[ \frac{\partial U}{\partial t} + \nabla_x \cdot F(U) = 0, \]  
with \( F(U) = \int_{\mathbb{R}^3} M[f] \psi \phi(v) \, dv \). Note that the simplest operator satisfying (2) and (4) is the linear relaxation operator \([23]\)
\[ Q_{BGK}(f) = \nu(M[f] - f), \]  
where \( \nu = \nu(x,t) > 0 \) defines the so-called collision frequency. On the other hand, the classical Boltzmann operator reads
\[ Q_B(f) = \int_{\mathbb{R}^3} \int_{S^2} B(|v - v_*|, \omega) (f(v')f(v_*') - f(v)f(v_*)) \, dv_* \, d\omega, \]  
where \( \omega \) is a vector of the unitary sphere \( S^2 \subset \mathbb{R}^3 \). The postcollisional velocities \( (v', v_*') \) are given by the relations
\[ v' = \frac{1}{2}(v + v_* + |q|\omega), \quad v_*' = \frac{1}{2}(v + v_* + |q|\omega), \]  
where \( q = v - v_* \) is the relative velocity, the kernel \( B \) characterizes the details of the binary interactions. In this work, the construction of the numerical scheme is first done in the general case of a collision operator which only satisfies conditions (2) and (4). For the numerical simulations we consider the BGK operator which has been shown to be able to model with sufficient accuracy many different rarefied regimes \([5]\).

2.2 The first order Fast Kinetic Scheme

The Fast Kinetic Scheme (FKS) \([18]\) belongs to the family of so-called semi-Lagrangian schemes \([8, 9, 21]\) which are typically applied to a Discrete Velocity Model (DVM) \([3, 30]\) approximation of the original kinetic equation. We briefly recall the basics of the scheme in the one dimensional setting and we remind to \([18]\) for details.
Let us truncate the velocity space fixing some given bounds and set a grid in velocity space of $N$ points with $\Delta v$ the grid step. The continuous distribution function $f$ is then replaced by a vector whose components are assumed to be approximations of the distribution function $f$ at locations $v_k$:

$$f_k(x, t) \approx f(x, v_k, t).$$  \hfill (9)

The discrete velocity kinetic model consists then of a set of $N$ evolution equations in the velocity space for $f_k$, $1 \leq k \leq N$, of the form

$$\partial_t f_k + v_k \cdot \nabla_x f_k = Q(f_k),$$  \hfill (10)

where $Q(f_k)$ is a suitable approximation of the collision operator $Q(f)$ at location $k$. Observe that, due to the truncation of the velocity space and to the finite number of points with which $f$ is discretized, the moments of the discrete distribution function $f_k$ are such that

$$\tilde{U}(x, t) = \sum_k \phi_k f_k(x, t) \Delta v \neq U(x, t),$$  \hfill (11)

with $\phi_k = (1, v_k, v_k^2)$ the discrete collision invariants, are no longer the ones given by the continuous distribution $f$. This problem concerns all numerical methods based on the discrete velocity models and different strategies can be adopted to restore the correct macroscopic physical quantities $[30, 31, 32, 22]$. In order to solve this problem we adopt a $L_2$ projection technique for the discretized distribution which permits to project the discretized $f_k$ in the space of the distributions for which the moments are exactly the continuous macroscopic quantities we aim to preserve. We do not enter into more details and we refer the reader to $[22]$ for a description of this technique.

Let us now introduce a Cartesian uniform grid in physical space made of $M$ points with $\Delta x$ a scalar which represents the grid step in the physical space. Further we define a time discretization $t^{n+1} = t^n + \Delta t$ starting at $t^0$, where $\Delta t$ is the time step defined by an opportune CFL condition discussed next. We restrict ourselves to uniform meshes in space. Investigations are in progress to extend the present method to more complex geometries.
Each equation of system (10) is solved by a time splitting procedure. We recall here a first order splitting approach: first a transport step exactly solves the left-hand side, whereas a collision stage solves the right-hand side using the solution from the transport step as initial data:

\[
\begin{align*}
\text{Transport stage} & \quad \rightarrow \quad \partial_t f_k + v_k \cdot \nabla_x f_k = 0, \\
\text{Collisions stage} & \quad \rightarrow \quad \partial_t f_k = Q(f_k).
\end{align*}
\]

**Transport step.** Let \( f^0_{j,k} \) be the point-wise values at time \( t^0 \) of the distribution \( f \), \( f^0_{j,k} = f(x_j, v_k, t^0) \). The idea behind the fast kinetic scheme is to solve the transport stage (12) continuously in space, see Fig. 1 for a sketch. To this aim we define at the initial time the function \( \mathcal{T}_k(x) \) as a piece-wise continuous function for all \( x \in \Omega_j \), where spacial cell \( \Omega_j = [x_{j-1/2}; x_{j+1/2}] \) and \( \Omega = \bigcup_j \Omega_j \). Hence starting from data \( \mathcal{T}_k^0 \) at time index 0, the exact solution of (12) is simply

\[
\mathcal{T}_k^{n+1} = \mathcal{T}_k^n(x - v_k \Delta t), \quad \forall x \in \Omega.
\]

In other words, the entire function \( \mathcal{T}_k^n \) is advected with velocity \( v_k \) during \( \Delta t \) unit of time and the * superscript indicates that only the transport step has been solved so far. The extension of this procedure to the generic time step \( n \) gives

\[
\mathcal{T}_k^{n+1} = \mathcal{T}_k^n(x - v_k \Delta t), \quad \forall x \in \Omega,
\]

where now, the key observation is that the discontinuities of the piece-wise function \( \mathcal{T}_k^n(x) \) do not lie on the interfaces of two different cells. Instead, the positions of the discontinuities depend entirely on the previous advection step and thus they may be located anywhere in the physical space. This means that if only the linear transport equation has to be solved, this approach gives the exact solution to the equation if the initial data is effectively a piece-wise constant function initially centered on the spacial mesh.

**Collision step.** The effect of the collisional step is to change the amplitude of \( \mathcal{T}_k^n(x) \). The idea is to solve the collision operator locally on the grid points and successively extend these computed values to the full domain \( \Omega \). Thus we need to solve the following ordinary differential equation

\[
\partial_t f_{j,k} = Q(f_{j,k}),
\]

for all velocities of the lattice \( k = 1, \ldots, N \) and grid points \( j = 1, \ldots, M \). The initial data for solving this equation is furnished by the result of the transport step obtained by (15) at points \( x_j \) of the mesh at time \( t^{n+1} = t^n + \Delta t \), i.e. \( \mathcal{T}_k^{n+1}(x_j) \), for all \( k = 1, \ldots, N \), and \( j = 1, \ldots, M \). Then, the solution of (16), locally on the grid points, reads if, for simplicity, a forward Euler scheme is used

\[
f_{j,k}^{n+1} = f_{j,k}^n + \Delta t Q(f_{j,k}^n),
\]

where \( f_{j,k}^n = \mathcal{T}_k^n(x_j) \). Of course many different time integrators can be employed for solving this equation. In particular special care is needed in the case in which the equation becomes stiff, refer to [14, 15] for alternative strategies. Since the time integration of the collision term is not the issue considered in this paper, we considered the simplest possible scheme, the FKS technique remains the same when other time integrators are employed. Equation (17) furnishes a new value for the distribution \( f \) at time \( t^{n+1} \) only in the cell centers of the spacial cells for each velocity \( v_k \). However, one needs also the value of the distribution \( f \) in all points of the domain in order to
perform the transport step at the next time step. Therefore, we define a new piece-wise constant function $Q_k$ for each velocity of the lattice $v_k$ as

$$Q_{k}^{n+1}(x) = Q(f_{j,k}^n), \forall x$$

Said differently we make the fundamental assumption that the discontinuities of $Q$ coincide with the ones of $f$. Thanks to the above choice one can rewrite the collision step in term of spatially reconstructed functions as

$$\overline{f}_k^{n+1}(x) = \overline{f}_k(x) = \overline{f}_k^n(x) + \Delta t \overline{Q}_k^{n+1}(x).$$

This ends one time step of the FKS scheme.

Concerning the transport part of the scheme, the time step $\Delta t$ is constrained by a CFL condition of type

$$\Delta t \max_k \left( \frac{|v_k|}{\Delta x} \right) \leq 1 = CFL.$$ 

while the time step constraint for the collision step depends on the choice of the operator $Q$. Since in the numerical test section we used a BGK operator, the time step constraint for this part has been chosen as $\Delta t \leq \nu \rho$. As observed in [18] the transport scheme is stable for every choice of the time step, being the solution for a given fixed reconstruction performed exactly. Nonetheless the full scheme being based on a time splitting technique, the error is of the order of $\Delta t$ in the case of first order splitting or of order $(\Delta t)^q$ for a splitting of order $q$. This suggests to take the usual CFL condition in order to maintain the time splitting error small enough.

To conclude this section let us observe that time accuracy can be increased by high order time splitting methods, while spacial accuracy can be increased close to the fluid limit to a nominally second-order accurate scheme by the use of piece-wise linear reconstructions of state variables, see the details in [19]. In the next section, we will introduce a procedure which allows to increase the spacial accuracy by using high order polynomial reconstructions.

## 3 High order polynomial reconstruction for the FKS scheme

### 3.1 General context for high accuracy extension

The purpose of this section is to provide design principles to generalize the family of FKS schemes to higher accuracy in space. The FKS method employs simple piece-wise constant functions while our aim is to take into account arbitrary polynomial reconstruction of the distribution $f$. The goal is to obtain a class of highly accurate in space schemes and to design a method which will be viable in 3D×3D [12], relatively inexpensive and independent of the collisional operator employed: BGK, ES-BGK, Boltzmann, etc. In this section we first present the general framework and then we introduce three possible choices which permit to design different schemes. We conclude with a critical discussion which leads naturally to choose only one of the listed possibilities for the numerical experiments of the numerical section 4. While, in the first part, the method is presented in the general context valid for any reconstruction of the distribution function, in the second part of the section we will give the details for the special case of piece-wise linear reconstructions.

The main idea behind such an extension of the original FKS method is to use a specific local piece-wise representation of the underlying data, for instance using polynomial reconstructions following classical MUSCL like technique [29] and to update the reconstructed distribution in the extremes points instead of updating it as usual in the cell centers. The starting point is, as before, the Discrete Velocity Model approximation of the original kinetic equation and a split into collision and transport terms. Only a first order splitting is considered in this work and the extension to higher order splitting is under study.
Initial data representation. Let, as before, \(f_{j,k}^0\) be the point-wise values at initial time \(t^0\) of the distribution \(f\), \(f_{j,k}^0 = f(x_j, v_k, t^0)\) at cell center \(x_j\) for the lattice velocity \(v_k\). Now, we define a space piece-wise polynomial reconstruction \(\tilde{f}_k^0\) of a given order \(p\) starting from point-wise values \(f_{j,k}^0\) for each velocity of the lattice \(v_k\) in cell center of \(\Omega\). Then, as in the first order case starting from data \(\tilde{f}_k^0\) at time index 0, the exact solution of (12) is simply \(f_{k,j}^{n+1}(x) = \tilde{f}_k^n(x - v_k \Delta t), \quad \forall x \in \Omega. \) (21)

In other words, the entire piece-wise polynomial function defined by \(\tilde{f}_k^n\), is advected with velocity \(v_k\) during \(\Delta t\).

Reconstruction in the collisionless case. If for one moment we simply consider the collisionless case, i.e. \(Q(f) = 0 \ \forall f\), then the extension of this procedure to the generic time step index \(n\) yields \(f_{k,j}^{n+1}(x) = \tilde{f}_k^n(x - v_k \Delta t), \quad \forall x \in \Omega, \) (22)

where the key point is that the new transport step restarts from where the previous one was finished. As a consequence there is no re-projection of the distribution function \(f\) on the mesh points \(x_j\) to compute the new polynomial reconstruction as it is the case for classical semi-Lagrangian schemes. Therefore, in this pure convective case, this method is exact if the initial data are exactly represented by the initial polynomial reconstruction employed (the one at time 0), see figure 2 for a sketch of the transport phase in the one dimensional case when a continuous distribution function is considered.

Remark 1 In order to practically compute the solution of the transport step, one simply needs to store at the beginning of the computation for each point of the mesh a vector of size \(p + 1\)
where \( p \) is the order of the polynomial reconstruction containing the coefficients of the polynomial. Successively, in order to know the value of the distribution \( f \) everywhere, for each velocity of the lattice one needs to keep track of a single fixed point in the physical space (assuming that the transport velocity is constant and the mesh is uniform). This means that the computational cost associated to the solution of this step is very low compared to any kind of finite volume technique.

**Reconstruction in the collisional case.** In the case where collisions occur, their effect is to change the shape of the transported distribution in velocity space. Let \( \tilde{f}_k^{n+1}(x) \) be the solution known for each point \( x \) in the physical space after the \((n+1)\)th transport step. The idea behind the construction of the schemes is to replace the classical solution computed in the center of the cell (first order forward Euler scheme has been employed for simplicity but no restriction on the time integrators is implied), that is

\[
    f_k^{n+1}(x_j) = \tilde{f}_k^{n+1}(x_j) + \Delta t Q\left( \tilde{f}_k^{n+1}(x_j) \right),
\]

by

\[
    f_k^{n+1}(x_{\text{ext}}) = \tilde{f}_k^{n+1}(x_{\text{ext}}) + \Delta t \tilde{Q}_k^{n+1}(x_{\text{ext}}),
\]

where \( x_{\text{ext}} \) are the extreme points of \( \tilde{f}_k^{n+1}(x) \) which are in general different for each \( k \). Let observe that there exists only \( M \) extremes points for each value \( k \) of the velocity mesh since the reconstruction is performed in such a way that the the Discrete Maximum Principle is satisfied and then successively preserved since the transport phases keep the structure of the solution unchanged. This choice permits to minimize the loss of accuracy due to the numerical diffusion since in general the extreme points do not lie on the cell centers and thus they are lost at each time step. Notice also that the effect of (23) as well as of (24) is to compute the new value of the distribution in only one point \( x_j \) or alternatively on \( x_{\text{ext}} \). This means that only the solution in the cell centers or in the extreme points have been updated with one of the two choices. However, the principle of the FKS method is to know the solution in each point of the domain in order to continue to the next time step. As a consequence in order to compute the next transport step and advance in time, we need to define a new continuous distribution function, that is for all point \( x \). For this we employ the same initial polynomial reconstruction used for the distribution \( f \) at time \( 0 \) using these new \( M \) extrema as interpolation points. This ends one time step of the scheme. The only point that remains to specify is how, in practice, are computed the functions \( \tilde{Q}_k^{n+1}(x_{\text{ext}}) \)? Three different possible choices as anticipated will discussed in the next paragraph. They lead to three possible schemes. Only one choice is retained for the numerical simulation.

**Computation of the collision operator in the extremes points.** We identified three different possibilities in order to give an estimation of \( \tilde{Q}_k^{n+1}(x_{\text{ext}}) \) for the different lattice \( k \) and extreme points.

1. The first possibility is to observe that the distribution function is known everywhere after the transport step and so especially in \( x_{\text{ext}} \). Thus one could simply get \( \tilde{Q}_k^{n+1}(x_{\text{ext}}) \) by direct computation from the values \( \tilde{f}_k^{n+1}(x_{\text{ext}}) \). However, this first simple and natural choice may be very expensive when realistic collision operators have to be used such as the Boltzmann operator (7). In fact, this choice implies the collision operator to be computed \( N \times M \) times, i.e. the number of extreme points, at each time step. Unfortunately, this will be impracticable in multidimensional settings and with a Boltzmann like collision operator.

2. The second possibility is to compute at the \( M \) locations corresponding to the \( M \) cell centers the collision operator that is

\[
    Q\left( \tilde{f}_k^{n+1}(x_j) \right),
\]
and then to interpolate the known values in the cell centers in order to get an estimation of $Q_{k}^{n+1}(x_{ext,k})$. This second choice will be largely computationally less expensive compared to the first proposed solution. However, the interpolation procedure will cause the same loss of accuracy that one gets with a classical semi-Lagrangian discretization since the information about the extreme points of the distribution function will not be used in this case to update the solutions; only the cell centers values will be used. The resulting scheme would perform very well in the non collisional or almost non collisional case since in this case extreme values are preserved (or almost preserved) by the transport phase. However this scheme would perform no better than a classical semi-Lagrangian scheme in the limit in which the number of collision becomes very large.

3. The third possibility is to compute the collision operator at the $M$ locations corresponding to the $M$ cell centers as before, i.e. $Q\left(\hat{f}_{k}^{*,n+1}(x_{j})\right)$. Next we perform the same polynomial reconstruction employed for the distribution $f$ for each velocity of the lattice $v_{k}$. This gives the function $Q_{k}^{n+1}(x)$, starting from the point-wise values $Q(f_{k}^{*,n+1}(x_{j}))$. The fundamental assumption for using such an approach lies on the fact that $f$, which gives the distribution of particles before the collision and $Q(f)$, which gives the distribution of particles after the collision, are supposed to evolve in a close relationship so that to share the same space topology. More precisely, our statement is that the collision operator modifies the values $f_{k}$ for each velocity of the lattice, in fact the collisions redistribute the relative weights of the lattice velocity, but not their spacial distribution. This last solution, which will be the one implemented and tested, preserves the structure of the solution as in the first possibility but at a cost comparable to that of the second possibility. In fact only $M$ evaluations of the collision operator are used in this case.

In order to detail the proposed approach (the third case) we need to define the polynomial reconstruction and an associated limiting procedure to ensure that new extrema are not generating spurious oscillations. In the following, for the sake of clarity, we choose a simple piece-wise linear reconstruction of the distribution function along with ad hoc limiters. Moreover we restrict ourselves to the simple case of BGK collisional operator. Note that the detailed construction of FKS schemes in multidimensions with higher order polynomial reconstructions for Boltzmann type of operator is the subject of a future work.

3.2 Linear polynomial reconstruction case

In this section we will focus on a FKS method which employs a polynomial reconstructions of degree one. The transport phase has been detailed in the previous paragraphs, it can however be summarized by the sketch in figure 3 for the specific case under study. The collisions are modeled by a relaxation towards the thermodynamics equilibrium $Q_{BGK} = \nu(M[f] - f)$. In this specific case, being the transport phase unaltered, the collision phase becomes on the grid points

$$f_{k}^{n+1}(x_{j}) = \left[\exp(-\nu\Delta t)\right] f_{k}^{*,n+1}(x_{j}) + \left[1 - \exp(-\nu\Delta t)\right] \mathcal{E}_{k}[U_{j}^{*,n+1}],$$

(26)

where $\mathcal{E}_{k}[U_{j}^{*,n+1}]$ is a consistent discretization of the Maxwellian distribution at the grid points. This consistent discretization only depends on the macroscopic moments $U(x_{j},t^{*,n+1}) = U_{j}^{*,n+1}$ also defined on the grid points and satisfies the conservation of macroscopic quantities

$$U(x_{j},t^{*,n+1}) = \sum_{k} \phi_{k} \mathcal{E}_{k}[U_{j}^{*,n+1}] \Delta v = \sum_{k} \phi_{k} f_{k}^{*,n+1}(x_{j}) \Delta v.$$  

(27)

In the previous equation we have used the exact solution of equation $\partial_{t} f = Q_{BGK}$ in this case instead of the solution of the forward Euler scheme as before. Equation (26) furnishes the new...
value of the distribution $f$ at time $t^{n+1}$ only in the cell centers of the spacial cells for each velocity $v_k$, see the green bullets in figure 4. Then, since our aim is to update the distribution function at the extreme points $x_{\text{ext} k}$, we need to evaluate the Maxwellian distribution in these points. In order to do that we use the same first order polynomial interpolation used for $f$ but for the Maxwellian distribution, let observe the piece-wise linear green line in figure 4. These slopes are then transferred onto the Maxwellian distribution to create a continuous version of $M$ from cell centered data (blue crosses in figure 4). However, this procedure causes loss of uniqueness in the definition of the Maxwellian state at the extreme points, in fact for each of the extreme points we get a left state $E_k^{-}(x_{\text{ext} k})$ and a right $E_k^{+}(x_{\text{ext} k})$ state, see figure 4. In order to restore uniqueness and to avoid the creation of extrema which may be possibly premises of spurious oscillations, the value of the Maxwellian function at these points is defined by taking the average between the left and the right states when the slopes on both sides have the same sign. This average is weighted by the distance from the cell center. On the other hand, when the slopes of the left and right states are of opposite signs, then the value of the equilibrium function is fixed as the minimum between the left and the right states if the left slope is positive (presence of a maximum), or as the maximum if the left slope is negative (presence of a minimum). For all cases, this value is denoted by $\mathcal{E}_k(U^{n+1})_{x_{\text{ext} k}}$. Finally the new distribution $f_{k}^{n+1}$ at any extreme point $x_{\text{ext} k}$ is defined by summing the values of the transported distribution and of the reconstructed Maxwellian distribution at the $M$ points at which the transported distribution function reaches its extrema, that is

$$f_{k}^{n+1}(x_{\text{ext} k}) = \exp(-\nu \Delta t) f_{k}^{n+1}(x_{\text{ext} k}) + [1 - \exp(-\nu \Delta t)] \mathcal{E}[U^{n+1}]_{k}(x_{\text{ext} k}).$$ \hspace{1cm} (28)

From the knowledge of these new extreme values, we redefine the new reconstructed distribution $f$ by the same first order polynomial interpolation employed at time $t^n$ using the points $x_{\text{ext} k}$ as interpolation nodes. Consequently we are ready to compute another transport phase and this ends one time step of the scheme.
4 Numerical experiments

In this section we test the FKS scheme with piece-wise linear reconstructions against the original FKS schemes (referred to as R-FKS and FKS respectively) and some classical semi-Lagrangian (SL-) schemes of first order (referred to as 'SL-Upwind') and second order of accuracy (referred to as 'SL-MUSCL'). The SL-MUSCL scheme employs a simple piece-wise linear reconstruction with van Leer flux limiter \[29\]. Note that most of semi-Lagrangian second-order limited schemes would produce rather equivalent results.

The methodology of verification is revolving around three test cases:

- **Numerical convergence test.** Given a smooth solution for different value of \( \nu \), we observe that the numerical method is nominally second order accurate.

- **Riemann problem using Sod like initial data**
  - for \( \nu = 10^4 \) which consists of an almost pure hydrodynamics situation where genuine shock wave and discontinuous solutions may appear;
  - for \( \nu = 10^3 \) which is a transition regime where discontinuities are no more present but steep fronts are still present;
  - for \( \nu = 10^2 \) which is the entrance door towards the full collisional regime for which physical diffusion dominates any other non-linear waves.

- **Highly oscillating initial data which are generating a large number of discontinuities even in the kinetic regime \( \nu = 10^{-2} \). This problem requires a low dissipative scheme to maintain accurate results. For this test we will present mesh convergence and efficiency studies.**
One expects, and we will show that it is indeed the case, that the new FKS scheme with reconstruction (R-FKS) is more accurate than FKS and the SL-Upwind schemes, and has the same-or possibly better-accuracy than SL-MUSCL scheme. At the same time one expects that the R-FKS scheme be computationally less expensive than the SL-MUSCL scheme. In an ideal situation the cost of R-FKS should be close to the FKS scheme, which is already known to be an inexpensive scheme compared to classical SL strategy. Finally, as expected, we will show that for a fixed error the R-FKS demands less computational resources than SL-MUSCL, FKS and SL-Upwind in 1D×1D assuming that, if so, this situation will be vastly more interesting in 2D×2D and 3D×3D computations. In all simulations we set the CFL number to one for all schemes.

4.1 Convergence test problem

This problem is initialized with a smooth macroscopic density, velocity and temperature data

\[ \rho(x, t = 0) = 1 + \frac{1}{2} \sin(2\pi x), \quad u(x, t = 0) = 0, \quad T(x, t = 0) = 5 + \frac{1}{2} \sin(2\pi x). \]  

(29)

where \( \Omega = [0, 1] \) and an initial thermodynamics equilibrium is chosen, i.e. \( f(x, v, t = 0) = M[f](x, v, t = 0) \). The final time is set to \( t_{\text{final}} = 0.025 \). The initial truncation of the velocity space is \( \mathcal{L}_v = [-15, 15] \). The meshes are uniform both in velocity and physical spaces with \( N = 50 \) and \( M_j = 100j \) cells with \( j = 1, 2, 4, 8, 16, 32 \) and 64 respectively.

In figure 5 are presented the initial data (top panel) and the final solution for \( \nu = 10^1, 10^2, 10^4 \) from left to right. Density, velocity and temperature are displayed when \( M_1 = 100 \) cells are considered. According to our initialization the cell centers for mesh \( M_1 \) are also cell centers for any mesh \( M_i \),

\[ 1 \leq i \leq 64. \]

Consequently we can compute an estimation of the numerical order of convergence.
| Meshes | Order of convergence | $\nu = 10^1$ | $\nu = 10^2$ | $\nu = 10^4$ |
|--------|----------------------|-------------|-------------|-------------|
| $M_j, M_{j+1}, M_{j+2}$ | $\rho_{i,j}^j - \rho_{i,j}^{j+1}$ | 1.010 | 1.056 | 1.776 |
| 1, 2, 4 | $\sum_{i=1}^{M_1} |\rho_{i,2}^j - \rho_{i,2}^{j+1}|$ | 9.404 | 6.695 | 4.560 |
| 2, 4, 8 | $\sum_{i=1}^{M_1} |\rho_{i,4}^j - \rho_{i,4}^{j+1}|$ | 2.711 | 2.012 | 2.584 |
| 4, 8, 16 | $\sum_{i=1}^{M_1} |\rho_{i,8}^j - \rho_{i,8}^{j+1}|$ | 2.658 | 2.043 | 2.556 |
| 8, 16, 32 | $\sum_{i=1}^{M_1} |\rho_{i,16}^j - \rho_{i,16}^{j+1}|$ | 1.968 | 1.948 | 2.357 |

Table 1: Convergence test case for a smooth solution computed from three successively refined meshes $M_j, M_{j+1}, M_{j+2}$ via equation (30) and for three collisional frequencies.

In order to properly measure the error due to the space discretization, we make the time discretization error very small by fixing the time step $\Delta t$ to the value needed for the finest mesh, that is $\Delta t = (\Delta x)_{64}/\max(|v|) \simeq 10^{-5}$, where $(\Delta x)_{64} = 1/6400$. Moreover, in order to observe the convergence rate for different regimes, we consider three different collision frequencies: $\nu = 10^1$, $10^2$ and $10^4$. The results are gathered in table 1 and we observe that, for the three collisional frequencies considered, the nominal orders of accuracy are approaching 2. The first two orders of accuracy that can be computed present some erratic behaviors because the numerical solution is not yet mesh-converged.

4.2 Riemann problem using Sod like initial data

In this paragraph we study the classical Riemann problem with Sod like initial data

$$\int_{\mathbb{R}} f dv = 1, \quad \int_{\mathbb{R}} f v dv = 0, \quad \int_{\mathbb{R}} f v^2 dv = 2.5, \quad \text{if} \quad x \leq L/2,$$

$$\int_{\mathbb{R}} f dv = 0.125 \int_{\mathbb{R}} f v dv = 0 \int_{\mathbb{R}} f v^2 dv = 0.25, \quad \text{if} \quad x > L/2,$$

with $\Omega = [0, 1]$ the domain length and initial thermodynamics equilibrium, i.e. $f(x, v, t = 0) = M[f](x, v, t = 0)$. The CFL condition is fixed for all different tests to $\Delta t = \Delta x / \max(|v|)$, where $\max(|v|)$ corresponds to the maximum speed of the particles which is fixed by the initial truncation of the velocity space $L_v = [-20, 20]$. The same initial data are used to run three different problems corresponding to three different collision frequencies: $\nu = 10^2$, $10^3$ and $10^4$. The meshes are uniform both in velocity and in the physical space and the number of points is chosen respectively as $N = 50$ and $M = 300$.

In figure 6 is reported the density of the computed solution for a final time $t_{\text{final}} = 0.07$, in figure 7 the velocity and in figure 8 the temperature for the three different collision frequencies $\nu = 10^4$ (top panels), $10^3$ (middle panels), $10^2$ (bottom panels). On the left side the solution on the entire domain is plotted while on the right side a magnification of the solutions in some interesting locations is reported. In particular for the density the zoom is around the region in which the
solution develops a contact discontinuity in the fluid dynamic limit, for the velocity around the region in which the solution forms a shock wave in the limit, while for the temperature the zooms are around the region of the contact discontinuity for $\nu = 10^4$ and around the region of the shock wave for $\nu = 10^3$ and $\nu = 10^2$. The results obtained by the four schemes are reported on each plot: FKS in red, R-FKS in blue, SL-Upwind in magenta and SL-MUSCL in green. The results show that SL-MUSCL and R-FKS are clearly more accurate than SL-Upwind and FKS in the highly collisional case $\nu = 10^4$. In particular, for the density we observe that the contact discontinuity is better captured by the R-FKS scheme compared to the SL-MUSCL, while for the temperature and the velocity the solutions are almost superimposed. The same behavior is observed for the shock wave in the fluid dynamic limit, the solution is better captured (less points on the shock wave are present) by the R-FKS scheme in comparison with the three other schemes employed, while the complexity of the scheme is the one of a first order scheme (only first order polynomial are employed). On the other hand, when $\nu$ decreases, the differences between the schemes are less pronounced as the physical diffusion takes over on the waves. However, for $\nu = 10^3$ we still observe a difference between the four solutions, in particular the two semi-Lagrangian schemes SL-Upwind and SL-MUSCL are more diffusive than the two FKS schemes (a convergence test, not reported, shows that the position of the waves converges to the one of the FKS method when the number of points increases). In addition, comparing FKS and R-FKS we observe that R-FKS produces slightly less diffusive results. Finally, in the case in which the kinetic effects are large, i.e. $\nu = 10^2$ the four solutions are almost superimposed and it is difficult to appreciate the differences between the methods, only the SL-Upwind is clearly slightly more diffusive than the others.

In order to better appreciate the behavior of our R-FKS method in the next paragraph we consider a case test in which the kinetic effects are present, this problem permits to enhance specific characteristics of the schemes.

### 4.3 Highly oscillating kinetic problem

The previous test case was clear in illustrating the gain of the R-FKS scheme compared to the other schemes close to the fluid limit and for intermediate regimes, i.e. $\nu = 10^3$, while the gain was less obvious when the regime was far from the thermodynamics equilibrium. Contrarily, the test case in this section is designed to illustrate the anti-diffusive behavior of the FKS methods compared to classical semi-Lagrangian schemes in a kinetic regime. In order to do that, let us consider an homogeneous gas, $\rho = 1$, at constant temperature, $T = 5$ and at rest $u = 0$ on a domain $\Omega = [0,1]$. This gas is further animated by a stair case oscillating velocity field ($u = \pm 1$) over a period $0 < \delta \ll L$ as

$$u(x) = \begin{cases} +1 & \text{if } x \in [x_{2k} - \delta/2 : x_{2k} + \delta/2] \cap [0.25; 0.75], \\ -1 & \text{if } x \in [x_{2k+1} - \delta/2 : x_{2k+1} + \delta/2] \cap [0.25; 0.75], \\ 0 & \text{else} \end{cases},$$

where $\{x_i\}_{i=1,M}$ is the spacial mesh, see figure 9 for an illustration of the initial velocity field.

We then consider a kinetic regime, $\nu = 10^2$, for which kinetic effects are non negligible. In this situation, the highly oscillating velocity field generates waves emanating from each discontinuity. These waves later interact, creating secondary waves further in interaction and so on. The physical relaxation will damp some of these waves, their amplitude and their structure, and, any low dissipative numerical method must reproduce such behaviors. Associated with this physical dissipation, due to the embedded numerical diffusion of the schemes, some small structures may also be lost during the time evolution, or, at least, they may be damped. The goal of this test is to show that the class of FKS methods are capable to maintain in time these small structures whereas
Figure 6: Riemann problem — Solution at \( t_{\text{final}} = 0.07 \) for the density. Left full solution, right zoom close to the region in which the solution develops a contact discontinuity in the limit of infinite collisions. Collision frequency \( \nu = 10^4 \) (top), \( 10^3 \) (middle), \( 10^2 \) (bottom).

they are, for a large part, lost using a semi-Lagrangian approach due to the intrinsic numerical diffusion.

In the following we consider two kind of tests which measure the performances of the schemes. The first one is a mesh convergence test while the second one is an efficiency test.
4.3.1 Mesh convergence study

For the first set of simulations, the final time is fixed at $t_{\text{final}} = 0.025$, while we choose $\delta = 0.02$. Then, an increasing sequence of spacial meshes is used for the four schemes: $M = 600, 1200, 2400$ and 4800, while both the number of velocity cells $N = 50$ and the velocity domain $L_v = [-30 : 30]$
Figure 8: Riemann problem — Solution at $t_{\text{final}} = 0.07$ for the temperature. Left full solution, right zoom close to the region in which the solution develops a contact discontinuity (top) or a shock wave (middle and bottom) in the limit of infinite collisions. Collision frequency $\nu = 10^4$ (top), $10^3$ (middle), $10^2$ (bottom).

are kept fixed. In figure 10 we present the density, velocity and temperature for the four schemes when 600 cells are used. Observing this figure the schemes seem to capture the same main waves and they seem to overlap apart from the R-FKS which seems to oscillate. But a closer view shows that this is not the case. Thus, in order to enhance the differences between the schemes and
Figure 9: Initial velocity field for the highly oscillating kinetic test case — $\delta = 0.02$ and 600 mesh cells are used — Left: full view on $\Omega$, right: zoom on $[0.2, 0.4]$.

investigate the small scale structures of the solution, in the next figures, we present magnifications on particular locations for each of the macroscopic variables. In figure 11 we present the mesh convergence study for the density variable with four different meshes: 600, 1200, 2400 and 4800 cells. Velocity and temperature variable magnifications results are displayed in figure 12 and 13 respectively. From these figures we observe that although the SL-Upwind scheme can capture the main flow, most of the small scale structures are damped out due to an excessive numerical diffusion. The same but less pronounced effect can be observed for the SL-MUSCL scheme. Indeed its embedded limiter\(^1\) has a know tendency to clip extrema, which in this extreme case yields to excessive numerical diffusion. When the mesh is refined the SL-Upwind scheme starts to develop a wavy behavior which is a remembrance of the true physical oscillations. SL-MUSCL scheme, being second-order accurate is capturing more oscillations, but, is nonetheless stilldestroying the stair case initial profile. Remarkably the (R-)FKS scheme is able to maintain the small scale structures of the solution even with the coarser mesh. When the mesh is refined some more details of the flow are further captured. The spacial mesh refinement shows that SL-MUSCL, SL-Upwind and (R-)FKS converge towards the same solution. However, thanks to its almost exact transport phase, the FKS scheme family is drastically reducing the numerical diffusion in this kinetic regime. From those curves we can clearly see that the FKS family is genuinely able to maintain the structure of the solution for longer times and with much less mesh points whereas the intrinsic numerical diffusion of semi-Lagrangian schemes damps such structures.

4.3.2 Cost and efficiency study

Although the numerical results presented in this paper are obtained in the one dimensional case, it is nonetheless interesting to monitor the cost of each numerical scheme. Two situations are considered; the first one reports the CPU time at fixed meshes independent of the obtained accuracy\(^2\), whereas the second situation measures the cost for a given accuracy (that is spacial mesh refinement is pursued up to the point the given error is attained). Because the exact solution does not exist for this problem we have to design a reference diagnostics to decide when a given scheme

---

\(^1\)Note that any other limiter will have more or less the same tendency because they are all designed to fulfill a Discrete Maximum Principle, and, as such it clips all $t^{n+1}$ extrema to min/max $t^n$ data no matter if it represents a physically justified new extrema or if this extrema results from a numerical spurious oscillation.

\(^2\)Basically it measures the time we have to wait when spacial/velocity meshes are chosen.
Figure 10: Oscillating problem — 600 cells — Solution at $t_{\text{final}} = 0.025$ for the density (left), mean velocity (middle) and temperature (right) with $\nu = 10^2$ and the SL-Upwind, SL-MUSCL, FKS and R-FKS schemes.

Figure 11: Oscillating problem — Zooms on density for 600, 1200, 2400 and 4800 cells (from top-left to bottom-right) — Solution at $t_{\text{final}} = 0.025$ with $\nu = 10^2$ for the SL-Upwind, SL-MUSCL, FKS and R-FKS schemes.

has attained an “acceptable” accuracy.
Cost at fixed meshes. We present in table 2 the cost of each of the previous simulations (from the mesh convergence study). For each simulation we report the number of time steps $N_{\text{cycle}}$ and the CPU time $T$ in second(s). We also compute the time per cycle by $T_{\text{cycle}} = T/N_{\text{cycle}}$ and time per cycle per physical cell $N_c$ by $T_{\text{cell}} = T/N_{\text{cycle}}/N_c$. Last we propose the ratio of CPU time with respect to the corresponding SL-Upwind scheme results. From this table we can see that at fixed meshes FKS is faster than SL-Upwind and SL-MUSCL and R-FKS are about two times more expensive than FKS. When SL-MUSCL and R-FKS are compared then we can observe about 20% speed-up using R-FKS. Of course in a multidimensional setting the situation is completely different as we have shown in [18, 19], in this case the gain in term of computational cost is much larger for the FKS method. We expect the R-FKS method to be more expensive than FKS in more than one dimension, since we pass from a piecewise constant reconstruction to a linear reconstruction which leads to some additional operations but with a comparable computational cost [12].

Cost at fixed accuracy. However, as already mentioned, the previous table is not sufficient to give an idea of the performances of this class of methods. We also need to have a measure of the computational cost at fixed accuracy. For the oscillating test case we do not dispose of an exact reference solution. However, we have observed that both SL-MUSCL and the FKS family seem
| Code | \(N_v\) | Cell # \(N_c \times N_v\) | Cycle \(N_{cycle}\) | Time \(T\) (s) | \(T/cycle\) | \(T/cell\) | Time ratio vs SL-Upwind |
|------|--------|------------------|------------------|----------------|----------------|----------------|------------------------|
| SL-Upwind | 50 | 600 \(\times\) 50 = \(3 \times 10^4\) | 220 | 0.772 s | 0.0035 | \(5.86 \times 10^{-6}\) | — |
| | | 1200 \(\times\) 50 = \(6 \times 10^4\) | 441 | 3.317 s | 0.0075 | \(6.27 \times 10^{-6}\) | — |
| | | 2400 \(\times\) 50 = \(12 \times 10^4\) | 882 | 14.233 s | 0.0161 | \(6.72 \times 10^{-6}\) | — |
| | | 4800 \(\times\) 50 = \(24 \times 10^4\) | 1764 | 61.008 s | 0.0346 | \(7.21 \times 10^{-6}\) | — |
| SL-MUSCL | 50 | 600 \(\times\) 50 = \(3 \times 10^4\) | 220 | 1.633 s | 0.0074 | \(1.24 \times 10^{-5}\) | 2.12 |
| | | 1200 \(\times\) 50 = \(6 \times 10^4\) | 441 | 6.784 s | 0.0154 | \(1.28 \times 10^{-5}\) | 2.05 |
| | | 2400 \(\times\) 50 = \(12 \times 10^4\) | 882 | 29.166 s | 0.0331 | \(1.38 \times 10^{-5}\) | 2.05 |
| | | 4800 \(\times\) 50 = \(24 \times 10^4\) | 1764 | 275.812 s | 0.1564 | \(3.26 \times 10^{-5}\) | 4.52 |
| FKS | 50 | 600 \(\times\) 50 = \(3 \times 10^4\) | 220 | 0.518 s | 0.0024 | \(3.92 \times 10^{-6}\) | 0.67 |
| | | 1200 \(\times\) 50 = \(6 \times 10^4\) | 441 | 2.101 s | 0.0048 | \(3.97 \times 10^{-6}\) | 0.63 |
| | | 2400 \(\times\) 50 = \(12 \times 10^4\) | 882 | 8.754 s | 0.0099 | \(4.14 \times 10^{-6}\) | 0.62 |
| | | 4800 \(\times\) 50 = \(24 \times 10^4\) | 1764 | 38.544 s | 0.0220 | \(4.55 \times 10^{-6}\) | 0.63 |
| R-FKS | 50 | 600 \(\times\) 50 = \(3 \times 10^4\) | 220 | 1.503 s | 0.0068 | \(1.14 \times 10^{-5}\) | 1.95 |
| | | 1200 \(\times\) 50 = \(6 \times 10^4\) | 441 | 5.981 s | 0.0136 | \(1.13 \times 10^{-5}\) | 1.80 |
| | | 2400 \(\times\) 50 = \(12 \times 10^4\) | 882 | 23.781 s | 0.0270 | \(1.12 \times 10^{-5}\) | 1.67 |
| | | 4800 \(\times\) 50 = \(24 \times 10^4\) | 1764 | 95.430 s | 0.0541 | \(1.13 \times 10^{-5}\) | 1.56 |

Table 2: Oscillating test case results for 600, 1200, 2400 and 4800 cells for the SL-Upwind, SL-MUSCL, FKS and R-FKS schemes. Time per cycle is obtained by \(T_{cycle} = T / N_{cycle}\) and time per cycle per cell by \(T_{cell} = T / N_{cycle} / N_c\).
to capture an equivalent solution with discontinuities at the same locations when the mesh is fine enough. Moreover thanks to the mesh convergence study we estimated that the characteristics length between two discontinuities is of the order $\Delta l = 4.8 \times 10^{-3}$ (this corresponds to 23 cells of size $\Delta x = 1/4800$). In addition from the SL-MUSCL data we estimated that SL-MUSCL scheme spreads those discontinuities over $N = 15$ cells. Therefore for the SL-MUSCL scheme it would require about $N_c \geq 2N/\delta l$ cells to capture each of the “plateaus” between two discontinuities. In short SL-MUSCL scheme requires at minima $N_c = 6250$ cells to provide an accurate ‘enough’ numerical solution. For this amount of cells, according to table 2, the number of timesteps becomes $N_{cycle} = (0.3675)N_c$, indeed the the ratio between timesteps and number of cell is constant equal to $0.3675 = 1764/4800 = 882/2400 = 441/1200(\approx 220/600)$. Finally, given the time needed to update one cell during one timestep, $T_{cell}$ from table 2, we can estimate the CPU time needed by the SL-MUSCL scheme via equation: $T = N_c \times N_{cycle} \times T_{cell}$, that is about $466s \approx 7mn45s$. In table 3 we report these CPU times along with the other parameters from the four schemes. As expected from the numerical results, the numerical diffusion of SL-Upwind and SL-MUSCL schemes drastically penalizes their efficiency as they would need about 3 hours and 8 minutes respectively to compute a valid solution when the FKS family rounds about 2 to 3 seconds. We conclude by observing that, as usual, the computational cost analysis is a difficult task to accomplish and thus the numbers reported in the tables are are only meant to provide a rough idea of the amount of

Figure 13: Oscillating problem — Zooms on temperature for 600, 1200, 2400 and 4800 cells (from top-left to bottom-right) — Solution at $t_{final} = 0.025$ with $\nu = 10^2$ for the SL-Upwind, SL-MUSCL, FKS and R-FKS schemes.
resources that can already be saved in 1D by this family of schemes. Vastly more interesting gains are expected when 2D×2D and more important 3D×3D simulations will be performed.

5 Conclusion and perspectives

In this paper we have presented a new class of semi-Lagrangian methods based on high order polynomial reconstructions of the distribution function which extends the Fast Kinetic Scheme developed in [18, 19]. The main idea is based on updating the extreme points of the distribution function instead of updating the solution on the cells centers in order not to lose maxima and minima of the solution because of the numerical diffusion. In the first part of this paper, the method has been presented in all its generality and different approaches to compute the collision operator on the extrema are proposed. A critical analysis leads to choose the one which possesses the best properties in term of precision and efficiency. In a second part, details are then given for the specific case of a piece-wise linear polynomial reconstruction and a BGK collision operator. The technique is based on the assumption that the distribution function and its associated Maxwellian share the same space topology for equal velocity of the lattice. Finally, a min/max choices is made in order to treat the discontinuities of the Maxwellian function at the interface points.

In the third part of the paper, this new FKS scheme with reconstruction has been tested on two problems. The first one, a Riemann like problem, shows that in the fluid regime the method shares similar behaviors with respect a second-order accurate limited semi-Lagrangian (SL) scheme whereas the original FKS reproduces the results of a first-order accurate semi-Lagrangian scheme. For intermediate regimes, the new scheme is still better than the original FKS and the second order accurate semi-Lagrangian scheme but differences are extremely small. In a full kinetic regime this test case does not help to make a clear difference between first/second order accurate SL or FKS schemes. Conversely the second test case is a highly oscillatory kinetic test presenting many discontinuities which are damped by the classical semi-Lagrangian schemes. Contrarily the FKS family is able to maintain the discontinuities of the solution over time due to its natural anti-dissipation formulation. The results obtained by the FKS schemes are therefore superior in terms of precision and in terms of computational costs.

In the near future we will investigate the extension of this approach to the multi-dimensional case; the same reconstruction technique may apply but an analysis related to the choices to be done at interface surfaces/lines (3D/2D) should be carried out. We plan also to extend the new FKS scheme to the case of Boltzmann collisional operator.

| $N$ | SL-Upwind | SL-MUSCL | FKS | R-FKS |
|-----|-----------|----------|-----|-------|
| $\delta l$ | 4.8 $\times$ 10^{-3} | 15 | 4.8 $\times$ 10^{-3} | 4.8 $\times$ 10^{-3} |
| $N_c = 2N/\delta l$ | 62500 | 6250 | 833 | 833 |
| $N_{cycle} = (0.3675)N_c$ | 22969 | 2297 | 306 | 306 |
| $T_{cell}$ (s) | 7 $\times$ 10^{-6} | 3.25 $\times$ 10^{-5} | 4.55 $\times$ 10^{-6} | 1.13 $\times$ 10^{-5} |
| $T = N_c \times N_{cycle} \times T_{cell}$ | 10448.83s (2h47mn) | 466.55s (7mn45s) | 1.16s | 2.88s |

Table 3: Oscillating test case results — Estimation of the CPU time $T$ needed to capture the plateaus of estimated characteristics length $\delta l$. The schemes diffuse discontinuities over $N$ cells. The required number of cells is $N_c = 2N/\delta l$, the number of time steps $N_{cycle} = (0.3675)N_c$, where 0.3675 = 1764/4800 the ratio time steps/$N_c$ observed in table 2, $T = N_c \times N_{cycle} \times T_{cell}$.
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