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**Abstract**

Transformer-based methods have achieved impressive image restoration performance due to their capacities to model long-range dependency compared to CNN-based methods. However, advances like SwinIR adopts the window-based and local attention strategy to balance the performance and computational overhead, which restricts employing large receptive fields to capture global information and establish long dependencies in the early layers. To further improve the efficiency of capturing global information, in this work, we propose SwinFIR to extend SwinIR by replacing Fast Fourier Convolution (FFC) components, which have the image-wide receptive field. We also revisit other advanced techniques, i.e., data augmentation, pre-training, and feature ensemble to improve the effect of image reconstruction. And our feature ensemble method enables the performance of the model to be considerably enhanced without increasing the training and testing time. We applied our algorithm on multiple popular large-scale benchmarks and achieved state-of-the-art performance comparing to the existing methods. For example, our SwinFIR achieves the PSNR of 32.83 dB on Manga109 dataset, which is 0.8 dB higher than the state-of-the-art SwinIR method, a significant improvement.

1. **Introduction**

Deep learning has been increasingly used for the image super-resolution in recent years. And the performance has significantly improved as a result of increasing network depth [29], recursive learning using ResBlock [21] and channel attention [45]. Due to the limitations of the receptive field, Convolutional Neural Network (CNN) concentrates on the limited area of the image. Conversely, the attention module can more effectively combine global information in the early layers, which is why it achieves better performance than CNN. Therefore, the network structure based on self-attention, especially Transformer [30,39], can effectively utilize global information from shallow layers to deep.

The Vision Transformer (VIT) [2, 13, 17, 30, 41] has achieved great success in the high-level vision task. Therefore, Liang et al. [28] explore the potential of VIT in the low-level vision tasks and propose SwinIR. SwinIR, which is based on Swin Transformer [30], outperforms the state-of-the-art methods on image restoration tasks such as image super-resolution, and image denoising. It consists of three components: shallow feature extraction, deep feature extraction and high-quality image reconstruction. The fundamental unit of deep feature extraction is called RSTB (Residual Swin Transformer Block), and each RSTB is made up of many Swin Transformer layers and residual connections. In detail, the RSTB performs the self-attention in each window and uses Shift Window strategy to expand the receptive field. However, this limited shift cannot effectively perceive the global information in the early layers.

Global information is essential for image super-resolution (SR) since it can activate more pixels and is beneficial to improve the image reconstruction performance [16]. Therefore, in order to utilize global informa-
tion, we revisit the SwinIR architecture and introduce a new model specifically designed for SR task, called SwinFIR. The Spatial Frequency Block (SFB), which is based on Fast Fourier Convolution (FFC) [5] and substitutes the convolution layer of the deep feature extraction module of SwinIR, is the essential innovation for SwinFIR. SFB consists of two branches: spatial and frequency model. We employ the FFC to extract the global information in the frequency branch and the CNN-based residual module in the spatial branch to enhance local feature expression.

In addition to the SFB module, we also revisit a variety of methods to improve the image super-resolution performance, such as data augmentation, loss function, pre-training strategy, post-processing, etc. Data Augmentation (DA) based on the pixel-domain, which is extensively used and has yielded impressive results in high-level tasks, is rarely studied in SR (super-resolution) tasks. A lot of works [10, 18, 43, 44] have proved that effective DA can inhibit overfitting and improve the generalization ability of the model. Therefore, we believe that exploring effective DA will certainly boost the effectiveness of image super-resolution. And we demonstrate through experiments that efficient data augmentation approaches, such as channel shuffle and Mixup, can considerably enhance the performance of image super-resolution. At the same time, we propose a brand-new feature-ensemble post-processing technique that is inspired by self-ensemble. The feature ensemble method enables the performance of the model to be considerably enhanced without increasing the training and testing time.

The comparison results of our SwinFIR with the state-of-the-art methods SwinIR [28] and EDT [26] on Manga109 and Urban100 datasets as shown in Figure 1. Experimental results demonstrate that these strategies can effectively improve the performance of image super-resolution and our SwinFIR achieves state-of-the-art (SOTA) performance on all benchmarks. Specifically, our SwinFIR is 0.30 ~ 0.80 dB and 0.24 ~ 0.44 dB higher than the SOTA methods of SwinIR and EDT on the Manga109 and the Urban100 dataset, respectively, by using these strategies.

Our contributions can be summarized as follows:

• We revisit the SwinIR architecture and introduce the Spatial Frequency Block (SFB) specifically designed for utilizing global information in SR task, called SwinFIR. SFB is based on Fast Fourier Convolution (FFC) and used extract more comprehensive, detailed, and stable features. SFB consists of two branches: spatial and frequency model. We employ the FFC to extract the global information in the frequency branch and the residual module in the spatial branch to enhance local feature expression.

• We revisit various data augmentation methods in low-level tasks and demonstrate that efficient data augmentation approaches, such as channel shuffle and mixup, can considerably boost the performance of image super-resolution. Our method breaks the inertial thinking that data enhancement methods such as inserting new pixels will affect SR performance.

• We propose a brand-new ensemble strategy called feature ensemble, which integrates multiple trained models to get a better and more comprehensive model without increasing training and testing time, and is a zero-cost method to improve performance.

2. Related Works

Image Super Resolution (SR) is defined as the process of restoring a High Resolution (HR) image from a Low Resolution (LR) image. In recent years, SR models have been actively explored and achieved state-of-the-art performance with the rapid development of deep learning technology. SRCNN [11] is the pioneering work of deep learning in SR. The network structure is very simple and only three convolutional layers are used. EDSR [29] improves performance by removing unnecessary modules in residual networks and expanding the model size. RCAN [45] proposes the Channel Attention mechanism to adaptively rescale features of each channel by modeling the interdependencies between feature channels. HAN [33] further explores the application of attention mechanisms in SR task by modeling the interdependencies between different layers, different channels and different locations. Although all of these CNN-based works achieves excellent performance in SR tasks, CNN suffers from the limitations of the receptive field, and Transformer starts to be acting outstandingly in SR tasks due to its superior remote modeling capability.

IPT [3] is a pre-trained Transformer model on the low-level visual task that introduces the Transformer module in the feature map processing stage. HAT [4] is a Hybrid Attention Transformer that combines multiple attention mechanisms, such as channel attention, self-attention, and overlapping cross-attention. SwinIR [28] is an image restoration model based on Spin Transformer. However, the potential of the Transformer still cannot be fully exploited by existing work, and our method adapts the SwinIR-based network architecture by introducing the SFB module based on FFC [5] that can activate more input information. LaMa [36] proposes a new image restoration network based on FFC. Inspired by LaMa, we propose the SFB, which employs large receptive field operations within early layers of the network, and can take advantage of long dependencies to use more pixels for better performance.
3. Methodology

In this paper, we revisit the strategies for improving image super-resolution, that involve little or no additional model parameters and calculations. The evolution trajectory from SwinIR to SwinFIR is shown in Figure 2. LAM [16] demonstrate that global information is essential for image super-resolution (SR) since it can activate more pixels and is beneficial to improve the image reconstruction performance. Consequently, we first revisit the SwinIR architecture and introduce the Spatial Frequency Block (SFB) specifically designed for utilizing global information in SR tasks. Then we replace L1 Loss with a more stable Charbonnier Loss [23]. We also revisit a number of data augmentation techniques that can enhance the effectiveness of image super-resolution. Loss function and data augmentation strategy are the training and testing free methods. We also examine various popular methods for enhancing image super-resolution performance, such as using more training data, enlarging the window size of Swin Transformer and employing pre-training model. Finally, inspired by self-ensemble, we propose a novel post-processing technique, named feature ensemble, to improve the stability of the model without lengthening the training and testing periods. All models are evaluated on Set5 (×4) dataset in Figure 2.

3.1. Model Design

Inspired by SwinIR, we propose SwinFIR using Swin Transformer and Fast Fourier Convolution, as shown in Figure 3. SwinFIR consists of three modules: shallow feature extraction, deep feature extraction and high-quality (HQ) image reconstruction modules. The shallow feature extraction and high-quality (HQ) image reconstruction modules adopt the same configuration as SwinIR. The residual Swin Transformer block (RSTB) is a residual block with Swin Transformer layers (STL) and convolutional layers in SwinIR. They all have local receptive fields and cannot extract the global information of the input image. The Fast Fourier Convolution has the ability to extract global features, so we replace the convolution (3×3) with Fast Fourier Convolution and a residual module to fuse global and local features, named Spatial Frequency Block (SFB), to improve the representation ability of model. The analysis of Frequency Block (FB), Spatial-Frequency Transformer Layer (SFTL) and Hybrid Swin Transformer Layer (HSTL) are in Figure 4 and sec. 4.4.1.

The SFB network architecture is shown in Figure 3(c) and is composed of two primary components: a spatial convolution operation on the left and a Fast Fourier convolution (FFC) on the right. We concatenate the left and right outputs, and perform a convolution operation to obtain the final result. The formula is as follows,

\[ X_{SFB} = H_{SFB}(X) \]  

where the \( X \) is the feature map from STL. \( H_{SFB}(\cdot) \) represents the SFB module and \( X_{SFB} \) is the output feature map after various operations of SFB. We send \( X \) into two distinct domains, \( X_{\text{s-parial}} \) and \( X_{\text{frequency}} \). \( X_{\text{s-parial}} \) is utilized in the spatial domain, and \( X_{\text{frequency}} \) is intended to capture the long-range context in the frequency domain,

\[ X_{\text{s-parial}} = H_{\text{s-parial}}(X) \]  
\[ X_{\text{frequency}} = H_{\text{frequency}}(X) \]
Figure 3. The network architecture of SwinFIR.

Figure 4. (a) Frequency Block (FB), (b) Hourglass Spatial Frequency Block (Hourglass SFB) and (c) Hybrid Swin Transformer Layer (HSTL). The detail information in the sec. 4.4.1.

also represented as,

\[ X_{\text{spatial}} = H_{\text{CLC}}(X) + X \]  

where \( H_{\text{CLC}}(\cdot) \) denotes a 3×3 convolution layer at the head and tail, and LeakyReLU operation is conducted between convolution layers. In the right frequency module, we transform the conventional spatial features into the frequency domain to extract the global information by using the 2-D Fast Fourier Transform (FFT). And we then perform inverse 2-D FFT operation to obtain spatial domain features. The \( X_{\text{frequency}} \) is also represented as,

\[ X = H_{\text{CL}}(X) \]
\[ X_{\text{frequency}} = H_{\text{C}}(H_{\text{FLF}}(X) + X) \]

where \( H_{\text{CL}}(\cdot) \) denotes a convolution layer and LeakyReLU. \( H_{\text{FLF}}(\cdot) \) contains the following series of operations, a 2-D FFT based on a channel-wise, a compilation operation with frequency convolution and LeakyReLU and an inverse 2-D FFT operation. The number of channels is then reduced in half by a convolution operation,

\[ X_{\text{SFB}} = H_{\text{C}}([X_{\text{spatial}}||X_{\text{frequency}}]) \]  

where \( H_{\text{C}}(\cdot) \) denotes a convolution layer and || stands for the concatenation operator.

3.2. Loss Function

In addition to the structure of the neural network, the loss function also determines whether the model can achieve good results. In low-level visual tasks, such as super resolution and deblurring, the \( L2 \) [12], \( L1 \) [45], perceptual and adversarial [34] loss functions are often used to optimize neural networks. However, we use Charbonnier loss function [23] to optimize our SwinFIR to get better performance than other loss functions. In the training phase, the loss function is minimized by training data \( \{I_i^L, I_i^H\}_{i=1}^N \) to update the parameters, \( N \) represent the numbers of training images. The Charbonnier loss function is,

\[ L(\theta) = \frac{1}{N} \sum_{i=1}^{N} \sqrt{(\text{SwinFIR}(I_i^L, \theta) - I_i^H)^2 + \varepsilon} \]  

where \( \varepsilon \) is a small positive constant to prevent the denominator from being zero.
To any task, including low-level and high-level, 
\[ SwinFIR(\theta) = \sum_{i=1}^{n} SwinFIR(\theta_i)^i \alpha^i \] (9)

where \( \theta \) denotes the parameters of SwinFIR, \( n \) is the numbers of models, \( \alpha \) is the weight of each model and the \( \alpha = \frac{1}{n} \) in this paper.

### 4. Experiments

#### 4.1. Datasets

Following EDT [26], we pre-train the SwinFIR on ImageNet 2012 [9]. The SwinFIR is then fine-tuned for Classical and Lightweight SR using sub-images \((384 \times 384)\) that were generated by cropping the high-resolution DF2K (DIV2K [29] + Flicker2K [38]) dataset. We perform validation on Image Super-Resolution benchmark datasets Set5, Set14, BSD100, Urban100 and Manga109 for Classical and Lightweight SR. We perform data augmentation on training data to improve the robustness of SwinFIR, which includes horizontal flip, vertical flip, rotation, channel shuffle and Mixup.

#### 4.2. Implementation Details

We revisit the long-dependent modeling capabilities of SwinIR and propose an efficient global feature extractor based on Fast Fourier Convolution (FFC). Specifically, we replace the convolution layer in RSTB of SwinIR with Spatial Frequency Block (SFB). For classical image SR, we utilize the same configuration as SwinIR. We also investigate how performance of SR is affected by large window and patch size. As a result, we use a larger window size 12 and patch size 60 in our work. For lightweight image SR, we also decrease RSTB number and channel number to 4 and 60 follow SwinIR, respectively. However, we use 5 STL in the second and third RSTB to accelerate training and inference time.

We extend the SwinFIR to SwinFIRSSR following NAFSSR [6] and HAT [4], and verify the effectiveness of our method in the stereo image super-resolution task, as shown in Figure. 6. HAT proposed the Residual Hybrid Attention Group (RHAG) to activating more pixel in image super-resolution transformer for improve the performance. RHAG contains \( N \) hybrid attention blocks (HAB), an overlapping cross-attention block (OCAB) and a \( 3 \times 3 \) convolutional layer, we replace the convolution \((3 \times 3)\) with Fast Fourier Convolution and a residual module to fuse global and local features, named Spatial-frequency Block (SFB), to improve the representation ability of model. We also follow the NAFSSR to attend and fuse the left/right viewpoint features by using stereo cross-attention module (SCAM).

We use the Adam with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \) and weight decay 0 by default to optimize the Charbonnier loss.

Figure 5. (a) Multi-model Ensemble, (b) Self Ensemble and (c) Feature Ensemble. Rectangles with different colors represent different model parameters.

#### 3.3. Data Augmentation

Radu et al. propose rotation and flip data enhancement approaches based on spatial transformation, which is widely used at low-level tasks. However, data augmentation based on the pixel-domain, which is extensively used and has yielded impressive results in high-level tasks, is rarely studied in low-level tasks. In this paper, in addition to flip and rotation, we revisit the effect of data augmentations based on the pixel-domain on image super-resolution, such as RGB channel shuffle, Mixup, Blend, CutMix and Cut-Mixup. RGB channel shuffle randomly shuffles the RGB channels of input images for color augmentation. Mixup randomly mixes the two images according to a certain proportion. Blend randomly adds fixed pixel to input images. CutMix and Cut-Mixup are the combination of Mixup and Cutout. We illustrate in Figure 2 how various data augmentations affect the performance of image super-resolution on the Set5 dataset. All techniques, except CutMix and Cut-Mixup which destroy visual continuity, are used for data augmentation and achieved performance gains.

Using more training data, enlarging the window size of Swin Transformer and employing pre-training model have all been demonstrated to be feasible in previous studies, so we won’t discuss these here.

#### 3.4. Feature Ensemble

From the beginning of training the model to the convergence, there will be many intermediate models. In general, the model with the highest performance on the validation set will be selected as the final one, and other models will be deleted. Multi-model ensemble and self-ensembles are often used to improve the performance of SR, as shown in Figure 5. Multi-model ensemble combines the inference results from various models. Self-ensemble averages the transformed outputs from one model and input image. They have the same drawback, that is, they will multiply the inference time. We propose a novel ensemble strategy without lengthening the training and testing periods. Specifically, we select multiple models that performed well on the validation dataset and combine them using the weighted average method. Our feature ensemble strategy can steadily improve the performance of the model and can be applied to any task, including low-level and high-level.
function for classical image SR and lightweight image SR. In the pre-training stage, the initial learning rate is 2e-4 and reduces by 50% in 500,000, 800,000, 900,000, and 950,000 iterations for a total of 1,000,000 iterations, respectively. In the fine-tune stage, the learning rate is decreased to 1e-5 for classical and lightweight image SR.

4.3. Comparison to state-of-the-arts methods

4.3.1 Classical Image Super-Resolution

Modern algorithms such as EDSR [29], RCAN [45], SAN [8], IGNN [48], RNAN [46], HAN [33], NLSA [31], IPT [3], SwinIR [28], and EDT [26] are compared to our SwinFIR. The DIV2K dataset was used to train the CNN-based methods EDSR, RCAN, SAN, IGNN, RNAN, HAN, and NLSA. Networks based on Vision Transformer include IPT, SwinIR, and EDT. IPT and EDT are trained on the ImageNet dataset, while EDT is fine-tuned on the DF2K dataset to get better performance. And SwinIR only is trained on the DF2K dataset. Following EDT, our SwinFIR is first trained on the ImageNet, and then fine-tuned on the DF2K dataset. Table 1 displays the quantitative results on benchmark datasets for classical SR. Our SwinFIR achieves the best SR performance on ×2, ×3 and ×4 scales compared with other state-of-the-art methods. Especially, SwinFIR improves the PSNR of SwinIR from 27.45 dB and 32.03 dB to 28.12 dB and 32.83 dB on ×4 scales of Urban100 and Manga109 datasets respectively, 0.77 dB and 0.80 dB higher than its. It demonstrates the effectiveness of our pro-
posed method and represents a major improvement over the image super-resolution task. Even without pre-training, our SwinFIR achieves better or comparable performance than EDT with pre-training, 0.13 dB higher on ×4 scales of Manga109 datasets.

Visual results are shown in Figure 8, and the images restored by our SwinFIR are clearer. Our SwinFIR can restore high-frequency details based on Fast Fourier Convolution (FFC). Especially, Our SwinFIR performs better when trying to restore images with periodic transformations. It is worth mentioning that the current approaches, whether based on CNN or Transformer, are inadequate for challenging samples, as shown in Figure 8. And our method addresses this issue by making slight adjustments to the SwinIR, which can significantly improve performance.

The LAM results are shown in Figure 7. The LAM attribution map and area of contribution accurately depict the significance of each pixel and receptive field size in the input LR image when reconstructing the red box region of the SR images. The Diffusion Index (DI) illustrates the range of relevant and utilised pixels. The higher the DI, the wider the range of pixels are used. Furthermore, SwinFIR outperforms SwinIR and EDT in terms of DI, as shown in Figure 7. And almost all of the pixels from the input LR image are used to restore the SR image in SwinFIR, according to the LAM attribution map. The qualitative and quantitative results demonstrate that SwinIR does have a limited receptive field, and our SwinFIR based FFC takes advantage of long

| Method     | Scale | Training Dataset | Set5       | Set14      | BSD100    | Urban100   | Manga109  |
|------------|-------|------------------|------------|------------|-----------|------------|-----------|
|            |       |                  | PSNR       | SSIM       | PSNR      | SSIM       | PSNR      | SSIM      |
| EDSR       | ×2    | DIV2K            | 38.11      | 0.9602     | 33.92     | 0.9195     | 32.32     | 0.9013    | 32.93     | 0.9351     | 39.10      | 0.9773     |
| RCAN       | ×2    | DIV2K            | 38.27      | 0.9614     | 34.12     | 0.9216     | 32.41     | 0.9027    | 33.34     | 0.9384     | 39.44      | 0.9786     |
| SAN        | ×2    | DIV2K            | 38.31      | 0.9620     | 34.07     | 0.9213     | 32.42     | 0.9028    | 33.10     | 0.9370     | 39.32      | 0.9792     |
| IGNN       | ×2    | DIV2K            | 38.24      | 0.9613     | 34.07     | 0.9217     | 32.41     | 0.9025    | 33.23     | 0.9383     | 39.35      | 0.9786     |
| HAN        | ×2    | DIV2K            | 38.37      | 0.9614     | 34.16     | 0.9217     | 32.41     | 0.9027    | 33.35     | 0.9385     | 39.46      | 0.9785     |
| NLSN       | ×2    | DIV2K            | 38.34      | 0.9618     | 34.08     | 0.9231     | 32.43     | 0.9027    | 33.42     | 0.9394     | 39.59      | 0.9789     |
| SwinIR     | ×2    | DF2K             | 38.42      | 0.9623     | 34.46     | 0.9250     | 32.53     | 0.9041    | 33.81     | 0.9427     | 39.92      | 0.9797     |
| EDT        | ×2    | DF2K             | 38.45      | 0.9624     | 34.57     | 0.9258     | 32.52     | 0.9041    | 33.80     | 0.9425     | 39.93      | 0.9800     |
| **SwinFIR (Ours)** | ×2   | DF2K             | 38.57      | 0.9630     | 34.66     | 0.9263     | 32.59     | 0.9049    | 34.30     | 0.9459     | 40.30      | 0.9809     |
| †             |       |                  | 38.37      | 0.9433     | 34.43     | 0.9248     | 32.48     | 0.9376    | 32.1      | 0.9146     | 39.48      | 0.9764     |

Table 1. Quantitative comparison with state-of-the-art methods on benchmark datasets on the Y channel from the YCbCr space for classical image SR. The top two results are marked in red and blue. “†” indicates that methods adopt pre-training strategy on ImageNet.
dependencies to use more pixels for better performance.

4.3.2 Lightweight Image Super-Resolution

We substitute the Hourglass SFB for SFB in lightweight SwinFIR, named SwinFIR-T. And we compare SwinFIR-T with the SOTA lightweight SR methods, including SR-CNN [11], LapSRN [22], DRRN [37], CARN-M [1], SRFBN-S [27], IMDN [19], SwinIR (small size) and EDT-T. SwinFIR significantly improves image SR performance and achieves the best results for all metrics, as indicated by the quantitative comparison in Table 2. SwinFIR achieves 31.50dB PSNR on the Manga109 dataset (×4) when the number of parameters are comparable to the SwinIR and EDT-T, which is 0.58 dB and 0.15 dB higher than them, respectively. In particular, SwinFIR achieves better or comparable performance to EDT when using a smaller window size. Visual results are presented in Figure 9, and the images restored by our SwinFIR are sharper and contain more high-frequency detail information. EDT and our SwinFIR all can recover the detailed information of the book on Set14 barbara dataset, but the reconstruction results of EDT are more blurring.

4.3.3 Stereo Image Super-Resolution

We conduct a series of experiments in the stereo image SR and compare SwinFIRSSR to other SR methods. Single image SR methods include EDSR, RCAN, and RDN [47], whereas stereo image SR methods include StereoSR [20], PASSRnet [40], SRRres+SAM [42], IMSSR-net [25], iPASSR [24], SSRDE-FNet [7] and NAFSSR [6]. All models are trained on 800 Flickr1024 and 60 Middlebury images. Our SwinFIRSSR surpasses all single and stereo image SR methods, as shown in Table 3. When the number of parameters of our method is comparable to the SOTA method NAFSSR-L, our SwinFIRSSR performs better for ×2 stereo SR than NAFSSR-L by 0.19 dB, 0.20 dB, 0.64 dB and 0.46 dB on the KITTI2012 [15], KITTI2015 [32], Middlebury [35] and Flickr1024 testing dataset, respectively. The visual comparison results are shown in Figure 10. The SR images reconstructed by our SwinFIRSSR are clearer and offer a wealth of details and textures. The quantitative and qualitative results on stereo
Table 2. Quantitative comparison with state-of-the-art methods on benchmark datasets on the Y channel from the YCbCr space for lightweight image SR. The top two results are marked in red and blue.

| Scale | Method          | #Param. | Flops | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM |
|-------|-----------------|---------|-------|------|------|------|------|------|------|------|------|------|------|
| ×2    | LAPAR           | 548     | 171.5 | 38.01| 0.9605| 33.62| 0.9183| 32.19| 0.8999| 32.10| 0.9283| 38.67| 0.9772|
|       | LatticeNet      | 756     | 171.2 | 38.15| 0.9610| 33.78| 0.9193| 32.25| 0.9005| 32.43| 0.9302| -    | -    |
|       | SwinIR          | 878     | 205.5 | 38.14| 0.9611| 33.86| 0.9206| 32.31| 0.9012| 32.76| 0.9340| 39.12| 0.9783|
|       | EDT-T           | 917     | 224.2 | 38.23| 0.9615| 33.99| 0.9209| 32.37| 0.9021| 32.98| 0.9362| 39.45| 0.9789|
|       | SwinFIR-T (Ours)| 872     | 206.3 | 38.26| 0.9616| 34.08| 0.9221| 32.38| 0.9024| 33.14| 0.9374| 39.55| 0.9790|

| ×3    | LAPAR           | 594     | 114.44| 34.36| 0.9267| 30.34| 0.8421| 29.11| 0.8054| 28.15| 0.8523| 33.51| 0.9441|
|       | LatticeNet      | 765     | 77.0  | 34.53| 0.9281| 30.39| 0.8424| 29.15| 0.8059| 28.33| 0.8538| -    | -    |
|       | SwinIR          | 886     | 93.2  | 34.62| 0.9289| 30.54| 0.8463| 29.20| 0.8082| 28.66| 0.8624| 33.98| 0.9478|
|       | EDT-T           | 919     | 103.0 | 34.73| 0.9299| 30.66| 0.8481| 29.29| 0.8103| 28.89| 0.8674| 34.44| 0.9498|
|       | SwinFIR-T (Ours)| 880     | 94.0  | 34.75| 0.9300| 30.68| 0.8489| 29.30| 0.8106| 29.04| 0.8697| 34.60| 0.9506|

| ×4    | LAPAR           | 659     | 94.8  | 32.15| 0.8944| 28.61| 0.7818| 27.61| 0.7366| 26.14| 0.7871| 30.42| 0.9074|
|       | LatticeNet      | 777     | 44.2  | 32.30| 0.8962| 28.68| 0.7830| 27.62| 0.7367| 26.25| 0.7873| -    | -    |
|       | SwinIR          | 897     | 53.2  | 32.44| 0.8976| 28.77| 0.7858| 27.69| 0.7406| 26.47| 0.7980| 30.92| 0.9151|
|       | EDT-T           | 922     | 58.5  | 32.53| 0.8991| 28.88| 0.7882| 27.76| 0.7433| 26.71| 0.8051| 31.35| 0.9180|
|       | SwinFIR-T (Ours)| 891     | 54.4  | 32.62| 0.9002| 28.95| 0.7898| 27.79| 0.7440| 26.85| 0.8088| 31.50| 0.9199|

Figure 9. Visual results (×4) achieved by different methods on the Urban100 dataset (lightweight image SR).

SR datasets demonstrate the effectiveness and robustness of our SwinFIRSSR.

4.4. Ablation Study

4.4.1 Impact of RFB

We try using the original FB, named Spectral Transform in [36], to replace the convolution module in the RSTB to extract global features from the low resolution image. However, this does not lead to the expected performance improvement for image SR, as shown in the Table 4. It can be seen intuitively from the LAM that local information has a higher contribution to image reconstruction. Therefore, we replace FB with SFB, that is, only adding a simple residual module to extract the local features of the input image can significantly improve the performance. At the same time, we also explore the influence of SFB position in RSTB on image reconstruction. We replace the attention module in STL with SFB and hybrid SFB to obtain SFTL and HSTL, as shown in the Figure 4. Although the performance of HSTL (37.20M) is better than that of SFB on Manga dataset, its parameters are 2.6 times that of SFB(14.03M), so we abandon this scheme.

4.4.2 Impact of Data Augmentations

Radu et al. propose seven ways of data augmentations methods without altered content. They contend that other data augmentations will introduce new pixels and degrade super-resolution performance. In addition to flip and rotation,
we revisit the effect of data augmentations on image super-resolution. The channel shuffle and Mixup data augmentations improve the PSNR from 32.78 dB to 32.93 dB, which is 0.15 dB better than flip and rotation, as shown in Figure 2.

Table 3: Quantitative results achieved by different methods on the KITTI 2012 [15], KITTI 2015 [32], Middlebury [35], and Flickr1024 [2] datasets on the RGB space for stereo image SR. #P represents the number of parameters of the networks. Here, PSNR/SSIM values achieved on both the left images (i.e., Left) and a pair of stereo images (i.e., (Left + Right) /2) are reported.
The experiments demonstrate that the data augmentations methods based on inserting new pixels sometimes improve the performance of SR, breaking people’s previous cognition. However, not all data augmentations can improve image super-resolution performance. For example, CutMix and CutMixup boost the performance of image classification, but they have a drawback in the low-level tasks: they obliterate visual continuity. This drawback makes the image lose semantic information and reduces the available and useful information.

4.4.3 Robustness

HAT [4] propose a Hybrid Attention Transformer based on SwinIR and achieve the SOTA performance in image super-resolution task. So we also put HAT in our roadmap to verify the adaptability and robustness of our methods, as shown in Figure 11 and Table 5. Our training set and configuration are consistent with HAT in order to conduct a fair comparison. Our HAT_FIR improve the PSNR from 32.48 dB to 32.64 dB on Manga109 dataset (× 4), which is 0.16 dB better than HAT. If we add the feature ensemble strategy into HAT_FIR, the performance will be further improved.

ABPN [14] is a simple but efficient image super-resolution method and wins the first place on Mobile AI 2021 Real-Time Image Super-Resolution Challenge (CVPR2021). We perform our method on ABPN without SFB to verify the robustness in the non-Transformer structure, as shown in Table 6. We improve the PSNR by 0.08 dB on DIV2K dataset without spending any additional time on inference. We also perform our SwinFIR on grayscale image denoising (DN-G), color image denoising (DN-C) and JPEG compression artifact reduction (JPEG) benchmark datasets. All experimental results demonstrate that our method can improve the image restoration performance on low-level tasks.

4.4.4 Impact of Feature Ensemble

SwinIR has indicated that post-processing methods such as self-ensemble can considerably improve the performance of image super-resolution. However, self-ensemble has a substantial disadvantage in that it takes longer to do inference. It is very unfriendly for the on-device side or time-sensitive scenarios. Inspired by self-ensemble, which ensembles the results of image super-resolution, we ensemble the parameters of the trained models, named feature ensem-
Results demonstrate that our feature ensemble steadily improves the super-resolution performance with only one inference, as shown in the Table 5.

5. Conclusion

In this paper, we revisit how to improve the performance of image restoration. Firstly, we revisit the limitations of long-dependent modeling capabilities of SwinIR and propose an efficient global feature extractor based on Fast Fourier Convolution (FFC), named SwinFIR. Furthermore, we also revisit other strategies for improving SR performance, including data augmentation, loss function, pre-training, and feature ensemble. The results demonstrate that our SwinFIR has a wider receptive field than SwinIR, and takes advantage of long dependencies based on FFC to use more pixels for better performance. In particular, our feature ensemble strategy steadily improves performance without lengthening the training and testing periods. Extensive experiments on popular benchmarks demonstrate that our SwinFIR surpasses current models and our methods can significantly improve the performance of image restoration.
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