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Abstract

The local and non-local vector Non-linear Schrödinger Equation (NLSE) with a general cubic non-linearity are considered in presence of a linear term characterized, in general, by a non-hermitian matrix which under certain condition incorporates balanced loss and gain and a linear coupling between the complex fields of the governing non-linear equations. It is shown that the systems posses a Lax pair and an infinite number of conserved quantities and hence integrable. Apart from the particular form of the local and non-local reductions, the systems are integrable when the matrix representing the linear term is pseudo hermitian with respect to the hermitian matrix comprising the generic cubic non-linearity. The inverse scattering transformation method is employed to find exact soliton solutions for both the local and non-local cases. The presence of the linear term restricts the possible form of the norming constants and hence the polarization vector. It is shown that for integrable vector NLSE with a linear term, characterized by a pseudo-hermitian matrix, the inverse scattering transformation selects a particular class of solutions of the corresponding vector NLSE without the linear term and map it to the solution of the integrable vector NLSE with the linear term via a pseudo unitary transformation, for both the local and non-local cases.

1 Introduction

The NLSE being an integrable and exactly solvable model has always been a focal point of mathematical investigation to understand nonlinear evolution equations and over the years many methods have been developed exploring the intriguing richness of such systems. Further importance of this model arises due to the fact that NLSE and its various generalizations are capable of describing many physical phenomena encompassing a diverse branches of physics that include wave propagation in non-linear media [1], Bose-Einstein condensation (BEC) [2], plasma physics [3], gravity waves [4], α-helix protein dynamics [5] etc. The initial studies on NLSE was confined to homogeneous and autonomous systems where it describes the wave propagation in non-linear optical media. As soon as it is realized that various generalizations of NLSE can also be integrable, its application enhances to include inhomogeneous and non-autonomous solitons. Such systems describe many interesting physical phenomenon that find applications in the study of BEC, soliton lasers, ultrafast soliton switches, and logic gates [6, 7, 8, 9, 10, 11]. Recently, the
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emergence of Parity-Time ($\mathcal{PT}$) symmetric systems and its growing relevance in the nonlinear optics necessitate the study of various generalizations of NLSE in the realm of $\mathcal{PT}$-symmetric systems as well \[12, 13\]. In case of nonlinear optics the confining potential is made to be $\mathcal{PT}$-symmetric and a great deal of investigation to find soliton solution is devoted in this direction that involves, some interesting study such as, the $\mathcal{PT}$-symmetry breaking as a function of system parameter and the behavior of soliton near the exceptional points \[14, 15, 16\]. A noteworthy advancement in the possible form of NLSE in the realm of $\mathcal{PT}$-symmetric systems is the introduction of a new type of non-local reduction for NLSE which is shown to be integrable \[17\] with an interesting feature of admitting both bright and dark soliton solutions with the same kind of attractive interaction. The corresponding vector non-local NLSE is also shown to be integrable \[18\]. A great deal of investigation has also been carried out with non-local NLSE \[19, 20, 21, 22, 23, 24, 25, 26\]. Another variety of NLSE, in case of $\mathcal{PT}$-symmetric systems, is the balanced loss and gain systems with linear coupling that appears in the study of coupled and multi coupled wave guide systems described by multi component NLSE. Recent development in this direction may be found in the following Refs. \[27, 28, 29, 30, 31\].

The purpose of the present paper is to investigate the integrable properties of local and non-local vector NLSE with generic cubic non-linearity and with a linear term characterized, in general, by a non-hermitian matrix which under certain condition incorporates balanced loss and gain with a linear coupling between the components of the complex fields corresponding to the vector nonlinear equations. Recently, a systematic investigation of NLSE with balanced loss and gain and with linear coupling term is presented in Ref. \[32\]. It is shown that the system can be solved exactly via a non-unitary transformation. In particular, a vector NLSE with balanced loss-gain, linear coupling and a general form of cubic non-linearity is considered \[32\]. A non-unitary transformation is used to map the system to the same equation without the loss-gain and linear coupling terms with a modified time-modulated non-linear interaction. Further, the non-linear term remains invariant for the special case of pseudo unitary transformation. The non-unitary transformation considered in this case may be viewed as a gauge transformation involving complex scalar gauge potential. However, since the original system and mapped system are connected via non-unitary transformation the observables have different time dependence and the two systems are not gauge equivalent. Further investigation is also made to construct exactly solvable models for the case of time dependent loss and gain and space time modulated non-linear interaction \[33\]. It should be mentioned here that the NLSE with balanced loss and gain arises in the study of non-linear optics and admits bright as well as dark soliton solutions \[29, 30, 34\], rogue waves \[35\], exceptional points \[36, 37\] and breathers solitons \[36\]. Some of the models involving balanced loss and gain are also investigated from the viewpoint of exactly solvable models \[30, 38\]. Numerical investigation has also been made to exhibit the efficiency in the stabilization of solitons and soliton switching in case of NLSE with time dependent balanced loss and gain.

It should be mentioned that the study of the integrable properties of vector NLSE incorporating balanced loss and gain and linear coupling is rather limited, albeit, some exactly solvable models are obtained. Therefore, it is affirmative to study the integrable properties of such systems. In the present work investigation is made to study the integrable properties of vector NLSE with a linear term characterized, in general, by a non-hermitian matrix. In particular, a system of vector NLSE with general form of cubic interaction that includes self-phase and cross-phase modulation along with four wave mixing is considered with a linear term characterized by a non-hermitian matrix. A particular choice of this matrix generates the balanced loss and gain system with a linear coupling between the complex fields of the governing non-linear equation. Further, a non-local vector NLSE is also considered in presence of a linear term. This may be viewed as a two fold generalization of the model considered in Ref. \[18\]. In particular, it generalizes
the cubic interaction to include the self-phase and cross-phase modulation along with four wave mixing. Further, the integrability of this model is investigated in presence of a linear term characterized by a non-hermitian matrix which under certain condition represents balanced loss and gain with a linear coupling between the complex fields of the governing non-linear equation. The Lax-pair of the systems are constructed for both local and non-local cases and an infinite number of conserved quantities are found which confirm the integrability of the systems. Apart from the particular form of the reductions, the systems are integrable when a specific condition is satisfied. In particular, the systems are integrable only when the matrix representing the linear term is pseudo hermitian with respect to the hermitian matrix governing the cubic non-linearity of the systems. This is an important result in the realm of integrability of vector NLSE in presence of a generic linear term. It is interesting to note that the condition of pseudo hermitisity on the matrix representing the generic linear term of the vector NLSE, also appears as a condition for the system to be mapped to the same equation without the loss-gain and linear coupling terms while the non-linear term remains invariant \[32\]. The inverse scattering transformation method is employed to find exact soliton solutions for the local and non-local vector NLSE in presence of a linear term characterized, in general, by a non-hermitian matrix. An important finding of the present investigation is that the the presence of the linear term restricts the possible form of the norming constants and hence the polarization vector. It is shown that for integrable vector NLSE with a linear term characterized, by a pseudo hermitian matrix, the inverse scattering transformation selects a particular class of solutions of the corresponding vector NLSE without the linear term and map it to the solution of the integrable vector NLSE with the linear term via a pseudo unitary transformation, for both the local and non-local cases. It should be mentioned that the mapping of the solution of a particular system to that of an integrable one does not necessarily imply the integrability of the system under consideration. Two integrable systems are said to be gauge equivalent if the corresponding Lax-pairs are related by a gauge transformation. For the present case this gauge transformation to the integrable vector NLSE is not apparent. Further, the transformation performed in Ref. \[32\] to map the system to an integrable one is not unitary. Therefore, the study of integrability of the local and non-local vector NLSE with generic cubic non-linearity in presence of a linear term characterized, in general, by a non-hermitian matrix, is an important addition to the existing list of integrable systems.

The plan of the paper is as follows. In the next section the models are introduced and the Lax-pair is constructed for the local and non-local vector NLSE in presence of a generic linear term. In section-3, general results concerning the inverse scattering transformation are presented and the time evolution of the scattering data is considered. The one soliton solution and the conserved quantities for the local and non-local cases are respectively presented in section-4 and in section-5. In the last section, we make a summary and discuss the results.

# 2 Introduction to the models and the construction of the Lax-pair

In this section, we construct the Lax-pair for the local and non-local vector NLSE with a generic form of cubic non-linearity in presence of a linear term. A natural generalization of the vector NLSE may be expressed in the following manner

\[
iQ_t - Q_{xx} - AQ + 2QRQ = 0
\]

where \(Q_t = \frac{dQ}{dt}, Q_{xx} = \frac{d^2Q}{dx^2}\) and \(Q = (q_1(x,t), q_2(x,t))^T\), with \(T\) denoting the transpose of a matrix, is a two component column vector with \(q_1(x,t)\) and \(q_2(x,t)\) being two complex fields.
with real arguments \(x\) and \(t\). The two component row vector has the form \(\mathbf{R} = (r_1(x,t), r_2(x,t))\) where \(r_1(x,t)\) and \(r_2(x,t)\) are two complex fields with real arguments \(x\) and \(t\). The specific nature of \(\mathbf{R}\) determines the form of the nonlinear interaction. For example, we shall be considering two specific choices for \(\mathbf{R}\) corresponding to local and non-local reduction respectively, involving the cross-phase and self-phase modulation along with four-wave mixing. The matrix \(\mathbf{A}\) is a constant matrix that determines the linear interaction between the components of complex vector field \(\mathbf{Q}\), with the diagonal terms are responsible for the self-coupling and the off-diagonal terms are responsible for the cross coupling. The interesting case of balanced loss and gain occurs when the diagonal elements of \(\mathbf{A}\) become complex with the imaginary parts of the diagonal elements add to zero. For \(\mathbf{A} = 0\), the system described by Eq. (1) reduces to the ordinary vector NLSE of specific form depending on choice of the reduction for \(\mathbf{R}\). The local vector NLSE with a linear term arises for the reduction:

\[
\mathbf{R} = \mp (\mathbf{GQ})^\dagger
\]

(2)

where \(\mathbf{G}\) is a non-singular hermitian matrix of constant arguments and \(\dagger\) denotes the transpose with complex conjugation. Eq. (1) with the reduction of Eq. (2) gives the local vector NLSE with a linear term and have the following form:

\[
i\mathbf{Q}_t - \mathbf{Q}_{xx} - \mathbf{AQ} \pm 2 (\mathbf{Q}^\dagger \mathbf{GQ}) \mathbf{Q} = 0
\]

(3)

The hermitian matrix \(\mathbf{G}\) includes generic cubic interaction with the diagonal terms involving the cross-phase and self-phase modulation while the off-diagonal terms are denoting the four-wave mixing. The integrable properties of the system for the special case of \(\mathbf{A} = 0\), i.e, the vector NLSE with cross-phase and self-phase modulation and four-wave mixing without the linear term has been considered in Ref.[39]. It may be mentioned here, that the integrability of vector NLSE without the four-wave mixing has been considered earlier for the case when the self-phase coefficient is equal to the cross-phase coefficient [11, 10, 11] and also when the self-phase coefficient has the opposite sigh to that of the cross-phase coefficient [32, 13]. The recent applications of vector NLSE includes the case of coupled \(\mathcal{PT}\)-symmetric optical wave guide systems [27, 28, 29], the case of multi-core wave guide structures [30], Bloch-wave packets in a periodic system [44], spinor Bose–Einstein condensates [15, 16] etc.. The minus and plus sign before the non-linear interaction term in Eq. (3) respectively correspond to attractive and repulsive type of interactions. In Ref. [32] it is shown that the model (4) is exactly solvable for autonomous as well as non autonomous case when the matrix \(\mathbf{G}\) includes specific time dependence. The model is also exactly solvable for the specific time dependence of the coupling parameters and space-time modulated nonlinear interaction term [33]. In this paper, the integrable properties of the autonomous system (4) is discussed. The integrable properties of the non-autonomous version is considered in Ref. [47].

The non-local vector NLSE with a linear term arises for the reduction:

\[
\mathbf{R} = \mp (\mathbf{GQ})^P
\]

(4)

where \(P\) denotes the transpose with complex conjugation plus the parity transformation of the spatial argument. In particular, \(\mathbf{Q}^P = (q_1^*(-x,t), q_2^*(-x,t))\) with \(\dagger\) denotes the complex conjugation. Eq. (1) with the reduction of Eq. (4) gives the non-local vector NLSE with a linear term of the following form:
\[ iQ_t - Q_{xx} - AQ \mp 2 (Q^P G Q) Q = 0. \] (5)

It should be noted that in contrast to the vector NLSE, here the argument in the potential term of the complex field is \(-x\) instead of \(x\). This introduces a non-local nature in the potential. The system corresponding to the particular case of \(A = 0\) and \(G = I\), where \(I\) denotes a \(2 \times 2\) unit matrix, has been considered in Ref. [18] which is shown to be integrable and soliton solution is obtained via inverse scattering transformation. Eq. (5) may be considered as a twofold generalization of the model considered earlier in Ref. [18]. One, in incorporating cross-phase and self-phase modulation and four-wave mixing term in the nonlinear interaction and other in considering the linear interaction between the components of the complex field \(Q\). Here, also the minus and plus sing before the potential term in Eq. (5), respectively correspond to the attractive and repulsive type of interaction.

Eqs. (3) and (5) yield a Lax-pair that reduces the non-linear equations into a pair of linear equations, one of which gives the scattering problem and other gives the time evolution of the scattering data, and may be represented as

\[
v_x = Xv, \quad X = \begin{pmatrix} -ikI_2 & Q \\ R & ikI_1 \end{pmatrix},
\]

\[
v_t = Tv, \quad T = \begin{pmatrix} 2ik^2I_2 + iQR - iA & -2kQ - iQ_x \\ -2kR + iR_x & -2ik^2I_1 - iRQ \end{pmatrix}.
\]

Eq. (6) is an eigenvalue equation with a constant parameter \(k\) and Eq. (7) gives the time evolution of the corresponding fields. In this case \(v(x,t)\) is a three component column vector and it is assumed that the fields \(\{q_1(x,t), q_2(x,t)\}\) and \(\{r_1(x,t), r_2(x,t)\}\) vanish rapidly as \(|x| \to \infty\), and \(I_n\) denotes \(n \times n\) square matrices. The important result is that the compatibility condition \(v_{xt} = v_{tx}\) between Eqs. (6) and (7) give rise to the local and non-local vector NLSE with the linear term of the form of Eq. (3) and Eq. (5) under the symmetry reduction of Eq. (2) and Eq. (4) respectively, only when the following condition is satisfied:

\[ A^\dagger = G A G^{-1}, \] (8)

i.e, the matrix \(A\) is \(G\)-pseudo-hermitian [48]. This is a note worthy condition as an integrable criteria for a class of NLSE with a linear term. So far the matrix \(A\) and \(G\), in Eqs. (3) and (5), which appear to be independent, now constrained by the condition of Eq. (5) in order that the systems are integrable. Some observations are in order:

i) \(A\) is hermitian: In this case condition (8) implies that the systems are integrable only when the matrix \(A\) and \(G\) commute, i.e, \([A, G] = 0\). In that case there will be no loss and gain.

ii) \(G\) is a unit matrix: In this case \(A\) becomes hermitian and again there will be no loss and gain.

iii) The interesting case arises when the matrix \(A\) is non-hermitian. Further, the physically motivated case of balanced loss and gain occurs when the diagonal elements of \(A\) become complex with the imaginary parts of the diagonal elements add to zero. In particular, the matrix \(A\) may be decomposed as a sum of two hermitian matrices \(B, C\), i.e, \(A = B + iC\) with \(C\) being a traceless
diagonal matrix representing the strength of loss/gain. It should be noted that the system is still integrable if \( \text{Tr}(C) \neq 0 \) as far as condition (5) is satisfied. However, unbalanced loss and gain leads to unstable solution and physically motivated cases arise when loss and gain are equally balanced [32]. The condition (5) also appears in Ref. [32] as a condition for the system to be mapped to the same equation without the loss-gain and linear coupling terms while the non-linear term remains invariant and exact solutions are obtained. For the rest of the discussions, we will consider the case for which \( A \) is \( G \)-pseudo-hermitian.

It may be noted that two integrable systems having the Lax-pairs \((X, T)\) and \((\tilde{X}, \tilde{T})\) and admit the linear equations of the form \( v_x = Xv, \) \( v_t = Tv \) and \( u_x = \tilde{X}u, u_t = \tilde{T}u \) respectively, are said to be gauge equivalent, if the Lax-pairs are related by a gauge transformation \( g \), in the following manner:

\[
X = g \tilde{X} g^{-1} + g_x g^{-1}, \quad T = g \tilde{T} g^{-1} + g_t g^{-1}
\]

where \( v = gu \). For example, \((\tilde{X}, \tilde{T})\) may be chosen to represent the Lax-pair of the vector NLSE without the linear term, i.e, \( A = 0 \), where \((X, T)\) is given by Eqs. (6) and (7). In this case \((X, T)\) and \((\tilde{X}, \tilde{T})\) are related by the following expressions:

\[
X = \tilde{X}, \quad T = \tilde{T} + \tilde{S}, \quad \tilde{S} = \begin{pmatrix} -iA & 0 \\ 0 & 0 \end{pmatrix}
\]

where \( \tilde{S} \) is a \( 3 \times 3 \) matrix. In this case, Eqs. (9) and (10), yield the following set of equations for the gauge transformation matrix \( g \):

\[
g_x = [\tilde{X}, g], \quad g_t = [\tilde{T}, g] + \tilde{S} g.
\]

However, the solution of (11) is not apparent. It is interesting to note that the solution of the nonlinear equation represented by the Lax-pair \((\tilde{X}, \tilde{T})\) are related to the solution of the nonlinear equation represented by the Lax-pair \((X, T)\) via a pseudo unitary transformation depending on the specific form of \( A \) [32].

### 3 The inverse scattering transformation

In this section, we present the general results concerning the inverse scattering transformation and obtain the time evolution of the scattering data. In order to solve the scattering problem of Eq. (4), we define the following Jost functions satisfying the constant boundary conditions at \( |x| \to \infty \):

\[
M(x, t) = \exp(ikx)\phi(x, k), \quad \tilde{M}(x, k) = \exp(-ikx)\tilde{\phi}(x, k),
\]

\[
N(x, t) = \exp(-ikx)\psi(x, k), \quad \tilde{N}(x, k) = \exp(ikx)\tilde{\psi}(x, k),
\]

where \( \phi, \tilde{\phi} \) and hence \( M \) and \( \tilde{M} \) are \( 3 \times 2 \) and \( \tilde{\phi}, \psi \) and hence \( \tilde{N} \) and \( N \) are \( 3 \times 1 \) matrices. The functions \((\phi, \tilde{\phi})\) are the solutions of the scattering problem of Eq. (4) satisfying the boundary conditions as \( x \to -\infty \) and \((\psi, \tilde{\psi})\) are the solutions satisfying the boundary conditions as \( x \to \infty \). The asymptotic form of the functions \((\phi, \tilde{\phi})\) and \((\psi, \tilde{\psi})\) may be obtained by using the vanishing boundary condition \( Q, R \to 0 \) as \( |x| \to \infty \) in Eq. (4), with the following results:
\[ \phi(x,k) \sim \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{(-ik)x}, \quad \bar{\phi}(x,k) \sim \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{(ik)x} \quad \text{as} \quad x \to -\infty \]
\[ \psi(x,k) \sim \begin{pmatrix} 0 \\ 1 \end{pmatrix} e^{(ik)x}, \quad \bar{\psi}(x,k) \sim \begin{pmatrix} 1 \\ 0 \end{pmatrix} e^{(-ik)x} \quad \text{as} \quad x \to \infty. \quad (13) \]

By computing the Wronskian and using the asymptotic from of Eqs. (13) as \( x \to \mp \infty \), it can be shown that the functions \( (\phi, \bar{\phi}) \) and \( (\psi, \bar{\psi}) \) are two sets of linearly independent solutions of the scattering problem satisfying the boundary conditions at \( x \to \mp \infty \) respectively. Further, it can be shown that if \( Q, R \in L^1(\mathbb{R}) \), then the functions \( M, N \) are analytic in the upper half whereas \( \bar{M}, \bar{N} \) are analytic in the lower half of the complex \( k \)-plane [49]. An integral expression for the Jost functions [49] with the constant boundary conditions induced by Eqs. (13) can be obtained by using the expressions of Eqs. (12) in the scattering problem of Eq. (6). Since \( \{\psi, \bar{\psi}\} \) and \( \{\phi, \bar{\phi}\} \) are the two sets of linearly independent solutions of the scattering problem one can express one set of solutions in terms of the linear combinations of the other. Thus we can write
\[ \begin{pmatrix} \phi(x,k) \\ \bar{\phi}(x,k) \end{pmatrix} = \begin{pmatrix} \bar{\psi}(x,k) \\ \psi(x,k) \end{pmatrix} \begin{pmatrix} a & b \\ b & \bar{a} \end{pmatrix} \quad (14) \]

where \( b(k) \) is \( 1 \times 2 \), \( a(k) \) is \( 2 \times 2 \), \( \bar{a}(k) \) is \( 1 \times 1 \) and \( \bar{b}(k) \) is \( 2 \times 1 \) matrix.

The inverse scattering problem deals with the reconstruction of the potentials by using the RH (Riemann-Hilbert) approach. Using Eq. (14) one can obtain, by exploiting the analytic properties of the Jost functions, the following equations for \( N(x,k) \) and \( \bar{N}(x,k) \)
\[ N(x,k) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} + \sum_{j=1}^{J} \frac{e^{-2ik_jx} N_j(x) \bar{C}_j}{(k-k_j)}, \quad \bar{N}(x,k) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \sum_{j=1}^{J} \frac{e^{2ik_jx} \bar{N}_j(x) C_j}{(k-k_j)} \quad (15) \]

where \( N_j(x) = N(x,k_j), \bar{N}_j(x) = \bar{N}(x,k) \) and \( k_j \) and \( \bar{k}_j \) are the proper eigenvalues of the scattering problem in upper and lower half of the complex \( k \)-plane respectively. The proper eigenvalues of the scattering problem is defined as the complex value of \( \bar{\alpha} \) for which the scattering problem of Eq. (6) admits a bounded solution that decays as \( x \to \pm \infty \). The norming constants are given by the expressions \( C_j = \frac{b(k_j) \bar{\alpha}(k_j)}{(\det \bar{a})(k_j)}, \bar{C}_j = \frac{\bar{b}(k_j) \alpha(k_j)}{(\det a)(k_j)} \), where \( \bar{' \alpha} \) denotes the derivative with respect to \( k \) and \( \alpha \) and \( \bar{\alpha} \) are respectively the transpose of cofactor of \( a \) and \( \bar{a} \). Further, in the present case, it is assumed that \( ba^{-1} = \bar{b} \bar{a}^{-1} = 0 \). In order to obtain the solution for \( Q, R \), the asymptotic expressions for \( N, \bar{N} \) of Eq. (15) are compared to that of the asymptotic expressions of the same functions obtained by solving the scattering problem for large \( k \). In particular, the following results are obtained:
\[ Q = 2i \sum_{j=1}^{J} e^{-2i\bar{k}_jx} \left( \tilde{N}_{11} \bar{C}_1 + \tilde{N}_{12} \bar{C}_2 \right), \quad R = -2i \sum_{j=1}^{J} e^{2ik_jx} C N_3 \quad (16) \]

where \( \tilde{N}_{ij}, i, j = 1, 2 \) and \( N_3 \) are respectively the components of the respective matrices.

In order to obtain the time dependence of the scattering data, the following time dependent functions are defined
\[ \Phi = \phi(x,t)e^{(2ik^3 I_2 - iA)t}, \quad \bar{\Phi} = e^{-2ik^3 t} \bar{\phi}(x,t) \]

\[ \Psi = e^{-2ik^2 t} \psi(x,t), \quad \bar{\Psi} = \bar{\psi}(x,t) e^{(2ik^2 I_2 - iA)t} \]  

as solutions of the time evolution Eq. (7). Therefore, the time dependence of the sets \{\phi, \bar{\phi}\} and \{\psi, \bar{\psi}\} can now be obtained by substituting Eq. (17) in Eq. (7), with the following results

\[ \phi_t = T\phi - \phi \left( 2ik^2 I_2 - iA \right), \quad \bar{\phi}_t = T\bar{\phi} + 2ik^2 \bar{\phi} \]
\[ \psi_t = T\psi + 2ik^2 \psi, \quad \bar{\psi}_t = T\bar{\psi} - \bar{\psi} \left( 2ik^2 I_2 - iA \right). \]  

Taking the time derivative of both side of Eq. (14), using the results of (18) and employing the boundary conditions that \{\psi, \bar{\psi}\} satisfy as \(x \to \infty\), the following time dependence of the scattering constants are obtained

\[ a_t = -i[A, a], \quad b_t = b(-4ik^2 I_2 + iA) \]
\[ \bar{a}_t = 0, \quad \bar{b}_t = (4ik^2 I_2 - iA)\bar{b}. \]  

It is convenient to chose \(a\) as a constant matrix commuting with \(A\). This is an important condition in the study the integrability of vector NLSE incorporation generic form of linear interaction in presence of a linear term characterized by the matrix \(A\), and may be expressed as

\[ [A, a] = 0. \]  

With this choice, matrix \(a, \bar{a}\) become constant. For vector NLSE without the linear term, \(A = 0\), and condition (20) is automatically satisfied. However, for vector NLSE with a linear term, condition (20) has important consequences in fixing the possible form of the norming constants as will be seen later. The solutions for \(b \) and \(\bar{b} \) can readily be obtained from Eq. (19) with the results, \(b = b(0) \exp \left( (-4ik^2 I_2 + iA)t \right), \quad \bar{b} = \exp \left( (4ik^2 I_2 - iA)t \right)\bar{b}(0)\), where \(b(0), \bar{b}(0)\) are constant vectors of appropriate dimensions. The time dependence of the norming constants are given by

\[ C_j = C_j(0) e^{(-4ik^2 I_2 + iA)t}, \quad \bar{C}_j = e^{(4ik^2 I_2 - iA)t}\bar{C}_j(0), \]  

where \(C_j(0)\) and \(\bar{C}_j(0)\) are the integration constants. For vector NLSE without the linear term, the constants \(C_j(0)\) and \(\bar{C}_j(0)\) remain arbitrary. However, for vector NLSE involving a linear term, condition (20) fixes the constants \(C_j(0)\) and \(\bar{C}_j(0)\) as will be seen during the construction of the conserved quantities.

### 4 One soliton solution for the reduction \(R = -(GQ)^\dagger\)

In this section, the one soliton solution for the reduction \(R = -(GQ)^\dagger\) is presented and the conserved quantities are obtained. The reduction \(R = -(GQ)^\dagger\) induces a symmetry in the scattering data with the results \(k = k^*\) and \(C = -(GC)^\dagger\). The one soliton solution is obtained by taking \(J = J^* = 1\) and closing the system by putting \(k = k_1\) and \(k = \bar{k}_1\) in Eq. (15). The expressions of \(N\) and \(\bar{N}\), thus obtained, can now be used in Eq. (16) together with the time dependence of the norming constants as given by Eq. (21) to obtain the following expressions for the potentials (omitting the subscript for conveniences):
\[ Q = \frac{2ie^{-2ik^2x}e^{\frac{i}{4}ik^2x^2-ixA}}{1 - e^{\frac{i}{2}ik^2x-4ik^2x^2+i\mathbb{C}(0)}} \]
\[ R = \frac{-2ie^{2ik^2x}e^{\frac{i}{4}ik^2x^2+i\mathbb{C}(0)}}{1 - e^{\frac{i}{2}ik^2x-4ik^2x^2+i\mathbb{C}(0)}} \]

where \(|\mathbb{C}|^2 = \mathbb{C}^\dagger(0)G\mathbb{C}(0)\). It should be noted that \(|\mathbb{C}|^2\) is not necessarily positive definite for any \(G\) as in the case when \(G\) is a unit matrix. In case \(|\mathbb{C}|^2 < 0\), the solution for \(Q\) encounters singularity. Therefore, we take \(|\mathbb{C}|^2 = 2\eta e^{\delta} > 0\). The expression for \(Q\) can be further simplified by taking \(k = \xi + i\eta, \xi, \eta \in \mathbb{R}\) and \(\eta > 0\), in this case the solution for \(Q\) reduces to the following form

\[ Q = e^{-i\mathbb{A}t}2\eta e^{-(2\xi x - 4(\xi^2 - \eta^2)t + \mathbb{S})} \text{Sech}(2\eta x - 8\xi \eta t - 2\delta)P, \]

where \(P = \frac{\mathbb{C}(0)}{\mathbb{C}(0)}\) and should be fixed, subjected to the condition of Eq. \([20]\) and is not arbitrary (as will be discussed during the construction of the conserved quantities) in contrast to the corresponding vector NLSE without the linear term characterized by the matrix \(A\). It should be noted that the solution for \(Q\) is exactly of the form \(\tilde{Q} = e^{-i\mathbb{A}t}\tilde{Q}\) with \(U = e^{-i\mathbb{A}t}\) being a pseudo-unitary transformation as discussed in Ref. [32]. It is easy to check that \(\tilde{Q}\) is the solution of Eq. \([3]\) with \(\mathbb{A} = 0\), and have the following form

\[ \tilde{Q} = 2\eta e^{-(2\xi x - 4(\xi^2 - \eta^2)t + \mathbb{S})} \text{Sech}(2\eta x - 8\xi \eta t - 2\delta)P. \]

However, it should be noted that \(\tilde{Q}\) represents a particular class of solutions of the vector NLSE without the linear term, in which case the polarization vector is determined by the condition of Eq. \([20]\). Therefore, we have the important conclusion that for integrable vector NLSE with a linear term characterized, in general, by a non-hermitian matrix, the inverse scattering transformation selects a particular class of solutions of the corresponding vector NLSE without the linear term and map it to the solution of the integrable vector NLSE with the linear term via a pseudo unitary transformation through the relation \(Q = e^{-i\mathbb{A}t}\tilde{Q}\).

**Conserved quantities:** As has been observed in section-2, that the scattering coefficients \(a\) and \(\mathbb{a}\) are time independent. These coefficients yield a Lorentz series expression \([19]\) in terms of the potentials \(Q, R\) and their derivatives with each term being constant. Since the Lorentz series has an infinity number of terms, we get an infinite number of conserved quantities in this case. Some of the conserved quantities may be expressed, corresponding to the series of \(\mathbb{a}\), as:

\[ \Gamma_1 = \int_{-\infty}^{\infty} RQdx = \int_{-\infty}^{\infty} \tilde{Q}^\dagger G\tilde{Q}dx, \]
\[ \Gamma_2 = \int_{-\infty}^{\infty} RQ_xdx = \int_{-\infty}^{\infty} \tilde{Q}^\dagger G\tilde{Q}_xdx, \]
\[ \Gamma_3 = \int_{-\infty}^{\infty} [R_x Q - (RQ)_x]dx = \int_{-\infty}^{\infty} [\tilde{Q}_x^\dagger G\tilde{Q}_x - (\tilde{Q}^\dagger G\tilde{Q})_x]dx. \]

It should be noted that the conserved quantities are not positive definite in general and depend on the form of the matrix \(G\). Similar expression of conserved quantities can be obtained for the expression of \(a\). However, it should be noted that \(a\) is a \(2 \times 2\) matrix operator and is a constant provided the condition of Eq. \([20]\), i.e \([A, a] = 0\), is satisfied. The Lorentz series expression
of $\mathbf{a}$, it suggests that this condition is satisfied provided $\mathbf{Ah} = \mathbf{hA}^\dagger$, where $\mathbf{h} = \overline{\mathbf{C}}(0)\overline{\mathbf{C}}(0)^\dagger$ is a singular hermitian matrix. Therefore, the integration constant $\overline{\mathbf{C}}(0)$, so far appears to be arbitrary must be fixed properly. This is an important result and appears solely due to the inclusion of the linear term characterized by the matrix $\mathbf{A}$.

As an example, we may consider the case discussed in Ref. [32], and determine the form of the norming constant. We take $\mathbf{A}$, $\mathbf{G}$ and $\overline{\mathbf{C}}(0)$ of the following form,

$$\mathbf{A} = \beta_1 \sigma_1 + \beta_2 \sigma_2 + i \Gamma \sigma_3, \quad \mathbf{G} = \sum_{j=0}^{3} \alpha_j \sigma_j, \quad \overline{\mathbf{C}}(0) = (\bar{C}_1 e^{i\bar{\theta}_1}, \bar{C}_2 e^{i\bar{\theta}_2})^T \quad (26)$$

where $\sigma_j$, $j = 1, 2, 3$ are the Pauli matrices and $\sigma_0$ is the $2 \times 2$ identity matrix. The real parameters $\beta_{1,2}$ are responsible for the coupling between the complex fields and $\Gamma$ measures the loss/gain strength. The real parameters $\alpha_0, \alpha_3$ determine the self-phase and cross-phase modulation where the real parameters $\alpha_1, \alpha_2$ are responsible for the four-wave mixing. The matrix $\mathbf{A}$ is $\mathbf{G}$-pseudo hermitian for

$$\alpha_3 = 0, \quad \alpha_0 = \frac{||\beta||}{\Gamma} \sin (\theta_\alpha - \theta_\beta) \quad (27)$$

with the choice $|\beta| > |\Gamma|$ with $0 < \theta_\alpha - \theta_\beta < \pi$ for $\Gamma > 0$ and $\pi < \theta_\alpha - \theta_\beta < 2\pi$ for $\Gamma < 0$ and $\alpha \equiv \alpha_1 + i \alpha_2 = ||\beta|| e^{i\alpha}$, $\beta \equiv \bar{\beta}_1 + i \bar{\beta}_2 = |\beta| e^{i\beta}$. Further, the condition $\mathbf{Ah} = \mathbf{hA}^\dagger$ implies $\bar{C}_1 = \bar{C}_2 = \bar{C}$, $\sin (\bar{\theta}_{12} + \bar{\theta}_{3}) = \frac{1}{|\beta|}$, with $\bar{\theta}_{12} = (\bar{\theta}_1 - \bar{\theta}_2)$ and with the choice $|\beta| > |\Gamma|$, $0 < \bar{\theta}_{12} + \bar{\theta}_{3} < \pi$ for $\Gamma > 0$ and $\pi < \bar{\theta}_{12} + \bar{\theta}_{3} < 2\pi$ for $\Gamma < 0$. Therefore, finally we have the following expressions for $\mathbf{A}$, $\mathbf{G}$ and $\overline{\mathbf{C}}(0)$:

$$\mathbf{A} = \beta_1 \sigma_1 + \beta_2 \sigma_2 + i \Gamma \sigma_3, \quad \mathbf{G} = \frac{||\beta||}{\Gamma} \sin (\theta_\alpha - \theta_\beta) \sigma_0 + \alpha_1 \sigma_1 + \alpha_2 \sigma_2, \quad \overline{\mathbf{C}}(0) = \bar{C}(e^{i\bar{\theta}_1}, e^{i\bar{\theta}_2})^T \quad (28)$$

Thus the norming constant and hence the polarization vector $\mathbf{P}$ is fixed depending on the possible form of the matrix $\mathbf{A}$. This is an important result and solely appears due to the inclusion of the linear term, characterized by the matrix $\mathbf{A}$, in case of vector NLSE.

5 One soliton solution for the reduction $\mathbf{R} = -(\mathbf{GQ})^P$

In this section, the one soliton solution for the reduction $\mathbf{R} = -(\mathbf{GQ})^P$ is presented with the construction of the corresponding conserved quantities. The condition $\mathbf{R} = -(\mathbf{GQ})^P$ imposes a symmetry on the scattering data and it may be observed from the Wronskian calculation of the scattering data that if $k_j$ is an eigen value of the scattering data in the upper half of $k$ plane then $k_j^*$ is also an eigen value [17] [18]. Similarly, if $\bar{k}_j$ is an eigen value of the scattering data in the lower half of $k$ plane then $\bar{k}_j^*$ is also an eigen value. In the subsequent discussion, without any loss of generality, we shall assume $k_j = i\eta_j$ and $\bar{k}_j = -i\bar{\eta}_j$, i.e, the eigen values are taken to be on the imaginary axis. The one soliton solution is obtained by taking $J = J = 1$ and closing the system by putting $k = k_1$ and $\bar{k} = \bar{k}_1$ in Eq. (13). The expressions of $\mathbf{N}$ and $\bar{\mathbf{N}}$, thus obtained, can now be used in Eq. (16) together with the time dependence of the norming constants as given by Eq. (21) to obtain the following expressions for the potentials (omitting the subscript for conveniences):
\[ Q = 2i e^{-2\theta x} e^{-4i\eta^2 t} e^{-i\Lambda t} \bar{C}(0) \frac{1}{1 + e^{i\theta} e^{-2x(\eta + \bar{\eta})} e^{-4i(\eta^2 - \bar{\eta}^2)t}}, \quad R = -2i e^{-2\theta x} e^{4i\eta^2 t} C(0) e^{i\Lambda t} \]

(29)

with the following conditions are satisfied due to the symmetry induced by \( R = -(GQ)^P \):

\[ |C(0)\bar{C}(0)| = (\eta + \bar{\eta})^2, \quad \bar{C}^\dagger(0)G\bar{C}(0) = (\eta + \bar{\eta})^2 \]

(30)

and we take \( C(0)\bar{C}(0) = (\eta + \bar{\eta})^2 \). In this case also, the solution for \( Q \) can be expressed in the form \( Q = e^{-\Lambda t} \bar{Q} \), with \( U = e^{-i\Lambda t} \) being a pseudo-unitary transformation. The vector \( \bar{Q} \) is the solution of the Eq. (5) with \( \Lambda = 0 \) and have the following form:

\[ \bar{Q} = 2i e^{-2\theta x} e^{-4i\eta^2 t} \bar{C}(0) \frac{1}{1 + e^{i\theta} e^{-2x(\eta + \bar{\eta})} e^{-4i(\eta^2 - \bar{\eta}^2)t}}. \]

(31)

This is an important result in study of integrable non-local vector NLSE with generic non-linearity including self-phase and cross-phase modulation with four wave mixing and it seems that the inverse scattering transformation for this model has not been considered in the literature. The solution of Eq. (31) encounters a singularity at a finite time \( t = T \); at \( x = 0 \), \( T \) is given by

\[ T = \frac{(2n + 1)\pi - \theta}{4(\eta^2 - \bar{\eta}^2)}, \quad n \in \mathbb{Z}. \]

(32)

As in the corresponding local case the vector \( \bar{C}(0) \) is not arbitrary and should be determined by the condition of Eq. (20). Therefore, we have the important conclusion that for integrable non-local vector NLSE with a linear term characterized, in general, by a non-hermitian matrix, the inverse scattering transformation selects a particular class of solutions of the corresponding non-local vector NLSE without the linear term and map it to the solution of the integrable non-local vector NLSE with the linear term via a pseudo unitary transformation.

**Conserved quantities:** The conserved quantities are obtained in a similar manner as in the case of the local vector NLSE with the linear term. However, in this case the hermitian conjugation is replaced by the hermitian conjugation plus the parity transformation of the spatial coordinates that incorporates the non-local effect. In this case also, we get an infinity number of conserved quantities. Some of the constant quantities may be expressed, corresponding to the series of \( \bar{a} \), as:

\[ \Gamma_1^x = -\int_{-\infty}^{\infty} RQ_x dx = \int_{-\infty}^{\infty} \bar{Q}^P G\bar{Q}_x dx, \]

\[ \Gamma_2^x = -\int_{-\infty}^{\infty} RQ_x dx = \int_{-\infty}^{\infty} \bar{Q}^P G\bar{Q}_x dx, \]

\[ \Gamma_3^x = -\int_{-\infty}^{\infty} [R_x Q_x - (RQ)_x]^2 dx = \int_{-\infty}^{\infty} [\bar{Q}^P_x G\bar{Q}_x - (\bar{Q}^P G\bar{Q})_x]^2 dx. \]

(33)

It is interesting to note that none of the above conserved quantities are hermitian even for a positive definite \( G \). This is due to the non-local nature of the reduction of Eq. (4). However, some of the conserved quantities can be shown to be real valued by splitting the fields as a sum.
of parity even and parity odd terms [18, 17]. Similar expression of conserved quantities can be obtained for the expression of \( a \). However, as in the corresponding local case, the integration constant \( \bar{C}(0) \) should be fixed subjected to the condition of Eq. (20), i.e \( [A, a] = 0 \). The Lorentz series expression of \( a \), suggests that this condition is satisfied provided \( A\{\bar{C}(0)\bar{C}(0)^\dagger\} = \{\bar{C}(0)\bar{C}(0)^\dagger\}A^\dagger \), where \( \bar{C}(0)\bar{C}(0)^\dagger \) is a singular hermitian matrix. Therefore, the integration constant \( \bar{C}(0) \), so far appears to be arbitrary must be fixed properly. As an example, we may chose the possible form of \( A, G \) and \( \bar{C}(0) \) as given by Eq. (26). The same calculation as in the corresponding local case yields Eq. (28), however, in this case the condition (30) further specifies the results with \( \bar{C}^2 = \frac{(\eta + \bar{\eta})^2}{2[|\alpha| + |\alpha| \cos(\theta_1 + \theta_2)]} \), with the choice \( \alpha_0 > |\alpha| \). Thus the norming constant and hence the polarization of the solution is fixed depending on the possible form of the matrix \( A \). This is an important result and solely arises due to the inclusion of the linear term, characterized by the matrix \( A \), in the case of non-local vector NLSE.

6 Summary and discussions

We have studied the integrable properties of local and non-local vector NLSE with generic form of cubic non-linearity in presence of a linear term characterized, in general, by a non-hermitian matrix which under certain condition incorporates balanced loss and gain with a linear coupling between the complex fields of the vector NLSE. The cubic interaction includes self-phase and cross phase modulation along with four wave mixing. The non-local model considered may be viewed as a two fold generalization of non-local vector NLSE considered earlier in the literature [18]. In particular, it generalizes the cubic interaction to include the self-phase and cross-phase modulation along with four wave mixing. Further, the integrability of this model has been investigated in presence of a linear term characterized, in general, by a non-hermitian matrix which under particular situation corresponds to balanced loss and gain with a linear coupling between the complex fields of the non-local vector NLSE. An important corollary of the present investigation is the study of the integrable properties of non-local vector NLSE, only with generic cubic non-linearity involving the self-phase and cross phase modulation along with four wave mixing and obtaining the exact soliton solution by using inverse scattering method. It seems that the inverse scattering transformation for non-local vector NLSE model with the generic form of the cubic non-linearity has not been considered earlier in the literature. The Lax-pair for vector NLSE with the linear term have been constructed for both the local and non-local reductions and an infinite number of conserved quantities are found. This confirms the integrability of the systems. Apart from the particular form of the reduction, the systems are shown to be integrable only when the matrix representing the linear term is pseudo hermitian with respect to the matrix comprising the generic cubic non-linearity. This is an important result in the realm of integrability of NLSE with a linear term and having a generic cubic non-linearity. The inverse scattering transformation method has been employed to find exact soliton solutions for the vector NLSE with the linear term for the local as well as non-local cases. Another important observation of the present investigation is that the presence of the linear term restricts the possible form of the norming constants and hence the polarization vector. It is shown that for integrable vector NLSE with a linear term characterized, by a pseudo-hermitian matrix, the inverse scattering transformation selects a particular class of solutions of the corresponding vector NLSE without the linear term and map it to the solution of the integrable vector NLSE with the linear term via a pseudo unitary transformation, for both the local and non-local cases. It should be mentioned that although some exactly solvable models are constructed in the context of NLSE incorporating balanced loss and gain and linear coupling, the integrable properties of such systems are not investigated previously in the literature. Further, two integrable systems are said to be gauge
equivalent if the corresponding Lax-pairs are related via a gauge transformation. For the present case this gauge transformation to the corresponding integrable vector NLSE without the linear term is not apparent. Within this background, the present study on the integrable properties of the local and non-local vector NLSE in presence of a linear term characterized by a non-hermitian matrix which under certain condition incorporates balanced loss and gain with linear coupling between the complex fields of the vector NLSE, is an important addition to the existing list of integrable systems. Further, it is observed that the presence of the linear term characterized by the non-hermitian matrix determines the possible form of the polarization vector. Therefore, the study of the multi-soliton solution and the collision dynamics between the solitons for the local and non-local vector NLSE with the linear term characterized, in general, by a non-hermitian matrix will be very much interesting [50].
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