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Abstract—Abstract Visual Reasoning (AVR) problems are commonly used to approximate human intelligence. They test the ability of applying previously gained knowledge, experience and skills in a completely new setting, which makes them particularly well-suited for this task. Recently, the AVR problems have become popular as a proxy to study machine intelligence, which has led to emergence of new distinct types of problems and multiple benchmark sets. In this work we review this emerging AVR research and propose a taxonomy to categorise the AVR tasks along 5 dimensions: input shapes, hidden rules, target task, cognitive function, and main challenge. The perspective taken in this survey allows to characterise AVR problems with respect to their shared and distinct properties, provides a unified view on the existing approaches for solving AVR tasks, shows how the AVR problems relate to practical applications, and outlines promising directions for future work. One of them refers to the observation that in the machine learning literature different tasks are considered in isolation, which is in the stark contrast with the way the AVR tasks are used to measure human intelligence, where multiple types of problems are combined within a single IQ test.

Index Terms—Abstract Visual Reasoning, Deep Learning

1 INTRODUCTION

Abstract Visual Reasoning (AVR) domain encompasses problems that require formulating analogies between abstract visual concepts instantiated in varying scenarios. Generally, in such tasks the core challenge is to recognise relations that govern simple 2D shapes and their attributes among potentially many images. These problems often-times require the solver to apply previously gained skills, knowledge and experience in a completely new setting and are therefore considered as a well-performing predictor of human intelligence (IQ) [1, 2]. Examples of AVR tasks include the commonly recognized Raven’s Progressive Matrices (RPMs) [3, 4], Odd-one-out (O3) tasks [5, 6] or Bongard Problems (BPs) [7], as well as the emerging ones that focus on extracting and applying visual analogies [8], combine visual and arithmetic reasoning [9], explicitly focus on extrapolation [10], require the ability to differentiate between same and different concepts [11], or test generative modelling in few-shot learning setting [12].

On the one hand, a recent stream of research has revealed that current machine learning (ML) methods, especially those that fall into the deep learning (DL) bucket, can solve certain AVR problems posed in simpler settings exceptionally well [13, 14]. Other works, however, have pointed out that AVR tasks can form a rich and challenging testbed for evaluating different generalisation capabilities of the tested ML/DL methods [15]. Many of these generalisation challenges remain unsolved to date. Furthermore, various AVR benchmarks have been recently proposed (e.g. [8, 9, 16]) that constantly uncover consecutive shortcomings of modern ML methods.

With the increased number of available AVR benchmarks, more and more methods are proposed to tackle them. Even though in many cases the methods operate on similar inputs and outputs, most of the time they are evaluated only on a single chosen task, without considering the

Fig. 1. AVR taxonomy. The discussed AVR tasks can be cataloged along 5 dimensions: 1) the input shapes present in panels of the problem instance; 2) the types of hidden rules that govern shapes and their attributes; 3) the target task being solved; 4) the cognitive function imitated when solving the problem; 5) the main challenge posed by the task.
Fig. 2. AVR and related domains. The field of AVR includes problems that require reasoning about abstract concepts present in the image or identifying hidden rules that govern the visual entities. Although such concepts are also present in related domains of VQA, VCR and PR, the AVR field differs from them mainly by neither utilizing natural language input (as in VQA and VCR) nor referring to the real-world objects (as in VCR and PR).

large set of remaining available problems. As a consequence, highly specialized models that excel in one task may be over-fitted to a particular problem and struggle with even slightly different tasks (e.g. CoPINet [37] was able to solve matrices from RAVEN [38] almost perfectly, but was later shown to achieve much worse results on I-RAVEN [39]).

1.1 Motivation
This review collates existing AVR problems in terms of several dimensions, which can be used by ML practitioners to make an informed decision when selecting a benchmark for evaluating selected generalisation capabilities of the tested approaches.

By pointing out the commonalities and differences of AVR tasks, we invite the AVR community to consider multiple AVR problems at once when working on new approaches. Such a setup better aligns with how AVR tasks are used to measure human intelligence and is still a grand challenge for Artificial Intelligence (AI) and ML systems.

On a general note, research on universal multi-task approaches to solving diverse AVR problems may help understand the operational principles of human intelligence and may be a step towards accomplishing Artificial General Intelligence (AGI).

1.2 Taxonomy
To better describe and explain the links and differences among a variety of AVR tasks, we propose the following taxonomy that allows to explore and catalogue the AVR problems along 5 dimensions (Fig. 1):

1) Input shapes. AVR problems are composed of multiple panels, each of them potentially containing multiple shapes. The objects can be of different forms, including geometric shapes drawn from a limited vocabulary, and abstract shapes that come from a wide set of possibilities and rarely repeat across problems.

2) Hidden rules. Similarly to the input shapes, AVR tasks may comprise explicit rules known beforehand that are sampled from a fixed vocabulary. Such rules most often refer to logical operators, such as OR (disjunction), AND (conjunction), XOR (exclusive disjunction), etc., combined with other well defined concepts, such as progression or constancy. On the other hand, AVR tasks may contain a practically unlimited set of abstract rules defined loosely by means of intuitive visual concepts or expressed in natural language.

3) Target task. AVR problems can be designed with various target tasks in mind. In the vast majority of the cases these are: classification, where the goal is to select an answer from a limited set of choices; generation, where a missing image (or part of it) has to be generated; description, where the answer has to be described in natural language.

4) Cognitive function. We further categorise the AVR problems based on the cognitive function that is required to solve them. This division includes problems that focus on: completion, where the goal is to fill-in the problem matrix with an answer; discrimination, where a rule (or a set of rules) has to be discovered that separates the provided panels.

5) Main challenge. The last perspective we identify is the type of challenge that underlines a given AVR problem. This involves: domain transfer, where a concept learned in a source domain has to be transferred to a target domain; extrapolation, that requires solving problems with novel values of certain attributes, not observed in the learning phase; arithmetic, which tests the ability of reasoning about numbers and arithmetic operations from visual inputs.

1.3 Scope
In a broader perspective, the field of AVR belongs to the Visual Reasoning domain which encompasses tasks that require reasoning, i.e. identifying and extracting task-relevant information from visual input (usually an image or a set of images).

The domains most related to AVR are presented in Fig. 2. All of them address the problem of reasoning about abstract concepts present in the image or identifying hidden rules (also referred to as patterns) that govern visual entities, although in various settings. First of all, such tasks often emerge in the field of Visual Question Answering (VQA) [22–26], where the goal is to answer a question written in natural language referring to an associated image. In VQA, the information present in the image is sufficient for answering the related questions, whereas the Visual Commonsense Reasoning (VCR) field [27–31] takes it a step further and places the tasks in real-world settings, where
external knowledge is often required to solve them. The concept of real-world settings is also utilised in the Physical Reasoning (PR) problems [32–36] that comprise environments governed by underlying physical mechanisms or rules.

In contrast, AVR does not depend on real-world knowledge – in fact, it even assumes that the test-taker will be unfamiliar with the presented shapes and their attributes. Furthermore, AVR matrices are not associated with instance-specific questions, but rather a general short description of the whole problem is provided. In comparison to PR problems where objects are governed by physics, AVR puzzles rely on logical relations or abstract rules defined through visual analogies.

A few existing works have already attempted to review the progress in constructing and solving AVR tasks using classical [17] and more recent [18–20] methods. In [18], the author discusses recent progress in AI systems toward analogy-making and conceptual abstraction, and shows how far the current approaches are from the human level. The work puts into question the role of the popular RPM benchmarks in measuring the analogy-making capacity due to their large training sets and advocates for relying on BP and Abstraction and Reasoning Corpus (ARC) [12] that offer few-shot learning setups, which are more aligned with how analogy-making process is evaluated in humans. A similar perspective is taken in [19], where the authors refer to recent works on RPMs and BPs as demonstrations of how limited current AI systems are — they are able to solve single benchmarks at most and rarely generalise to other problems even from the same domain. The topic of relational reasoning and concept learning is further explored in [20], where the shortcomings of current ML approaches to solving AVR tasks and limitations of selected benchmarks are discussed.

In contrast, in this work we refrain from focusing on exemplary benchmarks and instead provide a comprehensive review of available AVR tasks that were proposed to date, some of them not mentioned in the existing surveys. We align the AVR problems with the proposed taxonomy which should be helpful in making informed decisions about which AVR benchmarks should be selected in future works. While prior works mainly criticise AVR benchmarks due to their misalignment with approaches used for evaluating human analogy-making abilities, this review presents an optimistic view of the field as a whole, describes fundamental challenges that are posed by AVR in the context of computational intelligence, and advocates for their significance in other streams of research.

Our review also differs from similar prior works in the choice of described methods for solving AVR tasks. While [18] discusses progress across 3 fundamental approaches: symbolic methods, probabilistic program induction, and deep learning, the author reviews only a handful of proposed models. Similarly, selected chosen methods are described in [20] and their shortcomings are outlined. The authors additionally hypothesize that attention mechanisms may be used as remediation.

Instead of advocating for a single approach or reviewing selected examples from a wide category of methods, in this survey we concentrate on the most promising recent DL models. This allows to cover a wide spectrum of approaches and provides a unified view of recent strategies for designing DL-based solvers.

1.4 Contribution

This survey describes both leading AVR benchmarks on which the state-of-the-art was already advanced considerably, as well as emerging problems that highlighted the major shortcomings of current pattern analysis algorithms and are yet to be solved. Overall, this paper:

- comprehensively reviews emerging types of AVR problems and benchmarks;
- introduces an AVR taxonomy that aligns existing AVR tasks in terms of their commonalities and differences;
- provides a unified view on current DL approaches to solving AVR problems, that is grounded in the introduced taxonomy;
- links advances in AVR to other domains of practical applicability and presents possible future research paths.

1.5 Structure

We continue the survey by reviewing existing AVR problems and datasets in Section 2. In Section 3 we categorise the outlined AVR tasks according to the proposed taxonomy. Referring to the above categorisation, in Section 4 we review a variety of approaches that were proposed to solve these tasks, with the main focus on DL methods. Section 5 presents a summary discussion of the AVR literature, identifies connections between AVR and other fields, and presents ideas for future work. Section 6 concludes the survey.

2 EMERGING AVR PROBLEMS

Even though there exists a wide landscape of AVR tasks and logic puzzles designed for human solvers [5, 42, 43], e.g. popular Octomino puzzles (Fig. 3), the majority of current DL research in this area is unquestionably devoted to solving RPMs [3, 4, 21]. Recent works, however, start to consider other than RPM formulations of AVR problems that allow
to assess and analyse the capabilities of DL approaches from complementary perspectives.

In general, an AVR problem consists of a set of images that depict simple 2D shapes, which differ in some visual attributes. The images are arranged in a meaningful problem-specific structure that is often realised in some form of a grid. At the heart of these tasks lie the abstract rules that describe the relations between images, the encompassed objects, and their attributes. When solving an AVR task, the main goal is to discover this underlying structure that can later be applied to provide the final answer. The method of providing the answer depends on the problem and can be formulated in several setups such as classification, generation, or description in natural language. In the remainder of this section, we describe contemporary AVR tasks one by one and then align them with the AVR taxonomy in Section 3.

2.1 Raven’s Progressive Matrices

Being the most often discussed AVR task in DL literature, RPMs were chosen as a proxy for studying machine intelligence for a plethora of automatic pattern analysis algorithms. To a large extent, this comes from their wide-spread presence in the cognitive literature, where RPMs were found to be well-suited for testing human intelligence [2] and highly diagnostic of human abstract and relational reasoning abilities [1].

Another key contributor to the number of DL publications that tackle RPMs is a wide suite of their automatic generation methods. Despite a relatively small—from DL perspective—number of instances in the initial set of hand-crafted RPMs [3, 4], automatic methods allow generating a huge number of instances that are required for current data-hungry ML methods. Preliminary works include Sandia matrix generation software [40], synthetic RPMs [41], and G-set – a set of RPMs that was used to train the DeepIQ system [14]. To better understand the shortcomings of current ML approaches in solving RPMs, PGM [15] and RAVEN [38] datasets were introduced that enable measuring performance in specific generalisation regimes and contain images with compositional structure. Apparently, the answer panels in RAVEN dataset were biased, which was discovered and mitigated in subsequent works that introduced I-RAVEN [39] and RAVEN-FAIR [44]. Example matrices from RPM datasets are shown in Fig. 4.

Classical Raven’s matrices consist of two components. The set of context panels contains 8 images arranged in a 3 × 3 grid with a missing bottom-right image. The goal of the test taker is to choose a matching image from the second component – a set of up to 8 answer panels. To select the correct answer, it is required to identify hidden rules (e.g. constancy, progression, logical operators such as AND or XOR) that govern the shapes (e.g. circle, star, triangle) and their attributes (e.g. color, rotation, size) present in the images. Depending on the dataset, the rules may be applied row-wise, column-wise, or—sometimes—also diagonally. After identifying the rules and the way they are applied, an answer that preserves all the rules, after being placed in the bottom-right panel, has to be chosen. In the default setup, realised in all the datasets described in this work, there is only a single answer panel that preserves all the rules, whereas the remaining ones satisfy fewer number of rules or none of them.

RPMs are the subject of a recent survey, where existing benchmarks, DL models and learning methods are reviewed [21]. The authors also discuss how RPMs facilitate development of successful methods that address practical applications. We further explore this topic in Section 5, where we argue that not only RPMs, but also other AVR tasks are relevant and influential for various research streams.
2.2 Visual Analogy Problems

In RPM tasks the solver has to identify abstract patterns that govern the objects and their attributes and select an answer for which the same rules are instantiated. However, the images in an RPM are oftentimes similar – one can say they come from the same domain. On the other hand, the ability to make analogies is best verified when a given rule or concept from a source domain has to be applied to entities from a different target domain [45, 46]. Visual Analogy Problems (VAPs) cover a wide suite of benchmarks where such setting can be formed. In general, VAPs are composed of several panels divided into two parts. The first part (source domain) presents a relation, which has to be reinstated in the second part (target domain), e.g. by completing or inpainting a missing panel. Most common in the literature are VAPs composed of 4 panels, where the final completed matrix should satisfy the following symmetry: A is to B, as C is to D (also written as A:B:C:D). However, emerging AVR benchmarks additionally consider extended problem formulations.

To verify the capabilities of DL models in such analogy making setting, a novel instantiation of VAPs was proposed [8]. VAPs of this type are structurally similar to RPMs, i.e. they contain a set of context images arranged in a 2 × 3 grid with a missing bottom-right panel and the test-taker is supposed to complete the matrix with an appropriate answer panel chosen from a set of 4 candidate images. Exemplary VAPs from [8] are shown in Fig. 5.

The process of making analogies is often difficult, as it requires to encapsulate a concept implemented in a source domain in such an abstract way that would allow its flexible application to different target domains. Remarkably, the authors of the dataset discovered that even simple DL models can be equipped with this ability given appropriate training setup.

To this end, they propose a method of learning analogies by contrasting abstract structure (LABC) [8]. LABC generates the set of candidate panels in a deliberate way, that determines difficulty of the matrix. The method differentiates between two kinds of candidates: perceptually plausible panels – that simply belong to the target domain; semantically plausible panels – that not only match the target domain, but in addition make the bottom row satisfy some relation after being completed with this panel. However, only the correct answer makes the bottom row satisfy the same rule as demonstrated in the source domain. This deliberate way of pairing the correct answer with semantically plausible candidates discourages shortcut solutions – the underlying method is unable to choose the correct answer simply by checking if the candidate matches the target domain (perceptually plausible), or if the bottom row completed with the candidate satisfies any rule (semantically plausible), but also the rule has to match the one presented in the source domain.

The resultant learning process facilitates structural alignment that was shown to be of crucial importance when transferring knowledge between problems [47–49]. The VAPs dataset [8] contains matrices with only perceptually plausible answers, as well as matrices with semantically plausible answers to test how the evaluated methods perform in a more demanding regime.

2.3 Odd-one-out

In both RPMs and VAPs the goal is to complete a set of images with a single matching panel that preserves the hidden rules that govern the objects and their properties. In the odd-one-out (O³) problems, the set of images is already extended with a panel that breaks the pattern – the odd one. O³ problems have been widely studied from both cognitive and computational angles [6, 50–53] and commonly appear in human puzzles [5]. In fact, the challenge of identifying an odd element in a set of objects has been recognised as fundamental not only to humans, but also to other animals [54, 55].

Despite crucial importance, O³ problems have been considered only recently as a benchmark for ML methods. In [14], the authors created two sets—G1-set and S1-set—of O³ matrices using images analogous to RPM datasets – G-set (Fig. 4c) and S-set, respectively. Examples of O³ tasks are shown in Fig. 6. Each problem instance is composed of $n \in \{4, 5, 6\}$ images that depict a single centrally-located object. Each instance contains a subset of $n - 1$ panels, that share up to 3 common properties among {color, rotation, shape, size} and there are no other $n - 1$ panels that would share the same or greater number of features. The odd element is defined as the one that differs in each of these shared properties (see Fig. 6). By employing similar objects...
Odd-one-out problems [14]. Each problem instance contains a set of images, out of which one differentiates from the rest (see description in Section 2.3). Odd elements are marked with a dotted red boundary, with an explanation provided in the problem’s caption. The matrices come from the G1-set [14].

Fig. 6. Odd-one-out problems [14]. Each problem instance contains a set of images, out of which one differentiates from the rest (see description in Section 2.3). Odd elements are marked with a dotted red boundary, with an explanation provided in the problem’s caption. The matrices come from the G1-set [14].

as in G-set and S-set RPM benchmarks, the G1-set and S1-set datasets offer a unique testbed for evaluating transfer learning capacity of the tested methods.

2.4 Bongard Problems

Although some prior works have shown an impressive performance of DL models in solving RPMs [21, 56], it was also identified that such models may struggle when the availability of data is scarce [57]. Moreover, recent literature reviews have criticized existing RPM benchmarks for their large sets of training instances, which casts doubt on the broader impact of the reported improvements in solving RPMs [18, 20]. On the other hand, Bongard Problems (BPs) [7] are composed of abstract shapes and rules, which allow forming a rich testbed for evaluating learning methods in a low-sample regime.

The initial BP matrices [7] were hand-crafted and therefore only few hundred problems were manually constructed by individual contributors [58]. BP examples are shown in Fig. 7. Each problem instance is composed of two parts, each of them containing 6 images arranged in a grid. Each part is governed by a distinct abstract rule. The test-taker has to discover these rules that differentiate both parts. Contrary to the already discussed problems, the rules in BPs are not sampled from a fixed, pre-defined set and additionally have to be described (by the test-taker/solving system) in natural language.

There have been two more approaches that framed the task of solving BPs to make it somehow attainable for the current learning systems. In [59] the initial set of hand-crafted BPs [7] is considered. Each problem is framed as a binary classification task. First, one image is extracted from each matrix part, and then for each of them, the model has to point out the part from which the image was extracted. This contrasts with the problem formulation proposed in the seminal work [7], where matrices are solved by describing the separating rules in natural language.

A similar problem formulation is proposed in [16], where the Bongard-LOGO benchmark is introduced. The dataset measures the human-level concept learning and reasoning of AI agents with the help of 12000 matrices. Contrary to the approaches from [59, 60], for each problem, the test set is not extracted from the context matrices, but two additional test images are associated with each problem instance (see Figs. 7c–7f). Moreover, Bongard-LOGO defines four testing splits that help to evaluate different generalization capabilities of the tested methods in a similar fashion to PGM regimes [15] in the RPM task. The abstract shapes presented in matrices from Bongard-LOGO are randomly generated by executing sequences of program instructions written in action-oriented LOGO language [61].

Similarly to RAVEN, performance evaluation of human test-takers was conducted on Bongard-LOGO and compared to several meta-learning [62, 63] and DL methods [64–66]. The DL approaches demonstrated, to some extent, the ability to solve the BP matrices in a simpler problem setting, where the description of rules in natural language is replaced by a binary classification task. However, a study on human solvers conducted in [16], revealed that even current state-of-the-art meta-learning methods lag far behind the human concept-learning performance.

2.5 Arithmetic Visual Reasoning

The majority of abstract visual reasoning tasks require the solver to reason about abstract patterns composed of primitive objects (e.g. squares, triangles, stars, etc.) with certain attributes (size, rotation, location, fill-in pattern, etc.). However, cognitive human studies have shown that there is another aspect of human intelligence that naturally emerges from vision, namely the sense of numbers [69], that refers to the understanding of numbers and associated operations, as well as the ability to solve the related mathematical (usually arithmetic) problems. The sense of numbers was identified as a fundamental component of early human development [70, 71] and the interpretation of a magnitude expressed in a symbolic form was found to be highly indicative for human competency in solving diverse mathematical tasks [72].

Although prior works have shown that neural models can be applied to mathematical reasoning problems expressed in the form of text [73–75] or symbolic [76] inputs, a recent work [9] has demonstrated substantial limitations of current DL approaches when simple arithmetic problems are integrated into AVR puzzles. The authors introduced the Machine Number Sense (MNS) dataset [9] that evaluates the capability of intelligent systems to understand numerical symbols with relational operations between them (crystallised intelligence), and in adaptive problem-solving (fluid intelligence). Each MNS problem is composed of 3 images of simple geometric figures. The problems may come in 3 different types: combination integrates few geometric shapes into a specific spatial configuration – in problems with 2
shapes, the structures overlap (Fig. 8a) or one is included in the other (Fig. 8c), while in problems with 3 shapes the structures are tangent to each other (Fig. 8b); composition (Fig. 8d) arranges a set of small geometric shapes into a larger structure (a line, a cross, a triangle, a square, or a circle); partition (Figs. 8e and 8f) divides a single geometric shape into several parts. The geometric shapes used in these problems are similar to the already discussed AVR tasks and include a triangle, a square, a circle, a hexagon, and a rectangle. In contrast to other AVR problems, visual arithmetic matrices additionally contain integers from 1 to 99 located in certain pre-defined locations. For a given problem instance, the test-taker is supposed to discover an arithmetic expression satisfied by the printed numbers and apply it to compute a missing number in the rightmost matrix panel. The expression may use 4 fundamental operators: addition, subtraction, multiplication, and division.

To measure the ability of DL models to solve such arithmetic visual problems, several baseline DL architectures were tested including CNN [77], LSTM [78], RN [32], and ResNet [79]. All tested models struggled with solving the provided matrices and achieved results much worse than a group of human solvers – on average, humans were able to solve 78% of matrices from MNS, while the best performing DL model managed to tackle only 25% of them. Even though current DL approaches have demonstrated some ability to solve arithmetic tasks [73–76], the above-described study [9] revealed that problems located at the intersection of mathematics and AVR remain generally challenging for ML/DL methods.

### 2.6 Visual Extrapolation Problems

One of the reasons why current DL approaches still lag far behind humans in various AVR problems is their weak ability to extrapolate, which some works have argued is a key characteristic of human intelligence [80]. The outcomes that support this thesis were emphasised in the context of solving RPMs, where DL models performed poorly in the extrapolation regime of PGM dataset [15, 81]. Similar observations were made in VAPs from [8] where, in general, the DL
methods achieve weaker performance when extrapolating concepts to novel domains.

To measure the extrapolation capabilities of DL methods, Webb et al. [10] proposed two benchmark sets: the Visual Analogy Extrapolation Challenge (VAEC) and the dynamic object prediction task (DOPT) illustrated in Figs. 9 and 10, respectively. Both datasets contain problems that test various extrapolation realizations in terms of scale and translation.

Specifically, matrices from VAEC present yet another instantiation of VAPs, which are oriented towards extrapolation - given images $x_1$, $x_2$ and $x_3$, a missing image $x_4$ has to be selected from a set of up to 6 possible answers (in this example there are 4 choices, A-D) such that the relation between $x_3$ and $x_4$ is analogous to the relation between $x_1$ and $x_2$. Given 4 possible axis of variation (brightness, size, x coordinate, y coordinate), the relation between $x_1$ and $x_2$, as well as between $x_3$ and $x_4$ varies in the same direction and with the same magnitude. The set of answers contains only such choices that vary along the same axis, however, only one image correctly completes the analogy. This approach of defining available answer panels resembles the LABC method [8] where the set of answers contains only semantically plausible candidates. However, in contrast to VAPs from [8], matrices from VAEC explicitly focus on extrapolation in terms of brightness, scale and translation, while the benchmark proposed by Hill et al. [8] focuses on

2. Denoting L=left, R=right, T=top, B=bottom, C=center, the remaining answers are:
(b) $L + T + R = 11 \implies ? = 1$
(d) $TL - BR = TR - BL = TC - BC = RC - LC = 16 \implies ? = 47$
(f) $\Delta - \nabla = \Delta - \nabla = \Delta - \nabla = 9 \implies ? = 30$

Fig. 8. Visual arithmetic problems [9]. In order to solve these tasks, the test-taker has to identify an arithmetic expression presented in the first 2 panels and use it to find the value of a missing number in the rightmost panel. The answers can be deduced as follows: (a) in the left and center image, dividing left number by the right number gives 15, so $15/? = 15 \implies ? = 1$; (c) in both outer and inner ring, the following holds: $left \times top/right \times bottom = 77$, so $21 \times 1/21 \times ? = 77 \implies ? = 77$. (e) this involves performing the following arithmetic operation: $(left - top) \times right + bottom$, which for both left and center image gives 77, so $(20 - 16) \times ? + 21 = 77 \implies ? = 14$; To demonstrate the difficulty of these matrices, the answers to examples (b), (d) and (f) are hidden and the readers are encouraged to attempt solving them. The answers are provided in the footnote.

Fig. 9. Visual analogy extrapolation problem [10]. Given images $x_1$, $x_2$, $x_3$, the goal is to select the image $x_4$ from a set of up to 6 possible answers (in this example there are 4 choices, A-D) such that the relation between $x_3$ and $x_4$ is analogous to the relation between $x_1$ and $x_2$. Given 4 possible axis of variation (brightness, size, x coordinate, y coordinate), the relation between $x_1$ and $x_2$, as well as between $x_3$ and $x_4$ varies in the same direction and with the same magnitude. The set of answers contains only such choices that vary along the same axis, however, only one image correctly completes the analogy. This approach of defining available answer panels resembles the LABC method [8] where the set of answers contains only semantically plausible candidates. However, in contrast to VAPs from [8], matrices from VAEC explicitly focus on extrapolation in terms of brightness, scale and translation, while the benchmark proposed by Hill et al. [8] focuses on
In many real-world scenarios, one is often faced with a same-different task. Given a sequence of images, the goal is to recreate the $T'$th (rightmost) image that follows the pattern. To test extrapolation capabilities, the training images contain only small squares with width $w \in [3, 13]$ (measured in pixels), whereas the test images contain large squares with $w \in [13, 31]$. The panels are of size $64 \times 64$ pixels.

Fig. 10. Dynamic object prediction task [10]. Given a sequence of $T - 1$ images of squares, the goal is to recreate the $T'$th (rightmost) image that follows the pattern. To test extrapolation capabilities, the training images contain only small squares with width $w \in [3, 13]$ (measured in pixels), whereas the test images contain large squares with $w \in [13, 31]$. The panels are of size $64 \times 64$ pixels.

Forming analogies between different domains.

VAEC matrices fall into 2 regimes that test different types of extrapolation: invariance to translation in terms of size, brightness and location; and invariance to scale between visual objects. Problems in each regime are divided beforehand into train and test splits, which allows measuring generalisation of the tested methods to values from a much bigger range than encountered during the learning phase.

In addition, the authors proposed DOPT, a complementary extrapolation task. Given a sequence of images $x_t$, $\ldots$, $x_T-1$ that depict a gradually changing and moving square observed at $T = 1$ consecutive time-steps, the task is to predict square’s final size and position at time $T$ (see Fig. 10). To form an extrapolation benchmark, train matrices depict only small squares with width $w \in [3, 13]$, while test matrices contain larger squares with $w \in [13, 31]$.

The authors of [10] have shown that traditional DL approaches fail to demonstrate consistent performance in any of the two regimes.

To facilitate the extrapolation ability of neural models, the Temporal Context Normalization (TCN) [10] method was proposed, which relies on a task-relevant temporal window over which the representations are normalised. This approach allows neglecting absolute feature magnitudes while preserving the in-between feature relations. The proposed normalisation technique excelled in both considered extrapolation tasks and additionally improved results of Hill et al. [8] on the VAP benchmark discussed in section 2.2.

2.7 Same-different tasks

In many real-world scenarios, one is often faced with a question whether a given object is same or different from another object. This task is so fundamental for living beings that such discriminatory ability emerged in a variety of animal species [82–84]. The difficulty of this task rises when the differences are subtle, or when the concept of sameness concerns abstract properties of the compared objects. In same-different (S-D) tasks from AVR domain, objects that are same shouldn’t be interpreted based on pixel-to-pixel similarity, but rather based on abstract visual concepts they present. Consequently, different objects not only differ in terms of individual pixels, but additionally present distinct—sometimes even opposite—abstract visual concepts. Visual reasoning models for solving the S-D tasks received well-deserved attention in recent works [85, 86].

A seminal work [11] has shown that differentiating between same and different concepts has proven difficult to learn by the current ML models. Namely, Fleuret et al. [11] proposed the Synthetic Visual Reasoning Test (SVRT) which comprises 23 types of classification problems. Each problem type defines an abstract rule that differentiates images from 2 categories (left and right matrix parts). The abstract rules are built on concepts such as symmetry, relative position, proximity, and a few more, with examples presented in Fig. 11.

Given a problem type, a matrix is created by sampling images from both categories. The number of sampled images determines the matrix difficulty – the more images the matrix contains, the easier the abstract rule should be to discover. Next, given a test image, initially not assigned to any of the 2 categories, the test-taker has to select the category to which the test image belongs. The images present irregular randomly-generated black and white closed contours with no additional distracting attributes, which allows unbiased evaluation of human (or machine) reasoning skills irrespective of previous experience.

Preliminary attempts to tackle the SVRT challenge with DL systems demonstrated that traditional CNN architectures struggle with solving the S-D tasks [87, 88]. However, a parallel work on a related problem revealed that such
unsatisfactory results may arise not from the weak expressive power of DL models, but rather from optimization difficulties and naive learning curriculum [89]. By injecting task-relevant information into intermediate-level representations, Gülçehre and Bengio [89] demonstrated that a seemingly weak model may achieve close to perfect results on these tasks, given appropriate supervision.

Motivated by these findings, subsequent works further explored the topic. In [90, 91], the authors analysed in detail the successes and failures of CNN architectures on the SVRT dataset. It was discovered that the models handled categorization problems concerning the relative spatial position of shapes relatively well, while at the same time struggled with problems that involve rotation, translation, reflection, and identification of symmetries. To facilitate a more fine-grained analysis of the problem, the authors introduced the parametric SVRT dataset (PSVRT [90, 91]), which remains an open challenge for DL systems until today.

On the other hand, even though it was concluded in [90] that DL models struggle with solving S-D tasks, it was later shown in [92–94] that the initial categorization problems from SVRT can be solved with ResNets – modern DL models that excel in computer vision.

Alternatively, in [95] the authors show how a specific image pre-processing technique can make even CNN-based classifiers competitive in solving matrices from SVRT.

### 2.8 Abstraction and Reasoning Corpus

Though the described AVR benchmarks pose a real challenge for contemporary learning systems on their own, there is a fundamental difference in how these tests are used in measuring machine intelligence versus how they are used in psychometric tests for humans. Namely, current benchmarks consist of huge training sets, that not only allow the trained systems to prepare in advance for the tasks they will encounter during the evaluation phase, but more crucially are known beforehand by the developers of these models. As a result, current learning systems are hand-crafted for a particular task they will be evaluated on – a topic we further explore in Sections 4 and 5. This critical difference between human and machine evaluation settings sparked a series of discussions in the AVR community [18] and motivated the development of the Abstraction and Reasoning Corpus (ARC), with examples shown in Fig. 12.

The dataset shifts the evaluation setting from test problems that are known in advance, into an uncharted territory more aligned with human psychometric tests where the types of tasks found in the training and test sets do not intersect.

More specifically, ARC comprises 1000 distinct AVR tasks divided into training (400 instances) and test (600 instances) sets. Each task presents a unique challenge illustrated with several examples. In each task, the goal is to understand the problem we are faced with, based on the analysis of the exemplary demonstrations, so as a task-specific test example can be solved. While the method of solving the task is unique in each case, the tasks share a similar structure – each instance contains an input and an output grid, where each cell is coloured with one from a fixed set of 10 possibilities. Grids can be of variable size ranging from $1 \times 1$ up to $30 \times 30$, and the test output grid with an answer has to be created from scratch by the test-taker.

Compared to the previously described AVR tasks, ARC doesn’t divide the problem instances into train and test sets based on specific object attributes, but rather by the task being solved. Each task encountered in the testing phase is novel for the solver, which recreates a setting found in human psychometric tests and limits the amount of task-specific experience – the specific skills required for solving the presented task can only be gathered from few demonstrations.

Crucially, tasks from ARC do not focus on measuring how well can the tested method learn particular skills, but rather measure how efficient the learning system is in acquiring new skills from merely a few examples.

### 3 Fusion of AVR tasks

To better understand the commonalities and differences among emerging AVR research tasks and the respective
TABLE 1
Alignment of tasks with AVR taxonomy. AVR problems and their respective benchmarks are catalogued into the following 5 dimensions of the AVR taxonomy: Input shapes, Hidden rules, Target task, Cognitive function, Main challenge.

| Problem                          | Dataset          | Geometric shapes | Abstract shapes | Explicit rules | Abstract rules | Classification | Generation | Description | Completion | Discrimination | Domain transfer | Extrapolation | Arithmetic |
|----------------------------------|------------------|------------------|-----------------|----------------|----------------|----------------|-------------|-------------|------------|----------------|----------------|---------------|------------|
| Raven’s Progressive Matrices     | Sandia [40]      | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          | ✓              | ✓              | ✓             | ✓          |
|                                  | Synthetic [41]   |                  |                 |                |                |                |             |             |            |                |                |               |            |
|                                  | G-set [14]       | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
|                                  | RAVEN [38, 39, 44]| ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
|                                  | PGM [15]         | ✓                | ✓               |                |                |                |             |             |            |                |                |               |            |
| VAPs                             | Hill et al. [8]  | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
| Bangard problems                 | Hand-crafted [96]| ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
|                                  | Bangard-LOGO [16]| ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
| Same-different                   | SVRT [11]        | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
| Odd-one-out                      | G1-set [14]      | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
|                                  | S1-set [14]      | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
| Visual arithmetic reasoning       | MNS [9]          | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
| Extrapolation                    | VAEC [10]        | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
|                                  | DOPT [10]        | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |
| Abstraction and reasoning         | ARC [12]         | ✓                | ✓               | ✓              | ✓              | ✓              | ✓           | ✓           | ✓          |                |                | ✓             | ✓          |

3.1 Input shapes
As presented in Figs. 3-12, AVR problems are composed of multiple panels, and each of them may comprise various shapes (see Fig. 13). On a general note, we propose to differentiate between two types of shapes: geometric and abstract. This distinction allows us to gain a clear perspective on: 1) solving which problems requires the ability to adapt to ever-changing inputs (abstract shapes); 2) for which tasks knowledge of the finite vocabulary of shapes is enough to solve them (geometric shapes).

3.1.1 Geometric shapes
The prevalent number of AVR problems refer to matrices instantiated from a fixed set of geometric shapes that are rather easy to recognise and comprehend. This genre of problems includes Raven’s Progressive Matrices, Visual Analogy Problems, Odd-one-out tasks, Visual Arithmetic Reasoning matrices, and Extrapolation problems. Moreover, these shapes often appear in various variants and are characterised by certain properties. For instance, the objects presented in Sandia matrices are defined by: 1) a shape: oval, rectangle, diamond, triangle, trapezoid, the letter T; 2) a variant: wide, narrow, tall, short; 3) an attribute: shading, orientation, size, count. While such characteristics allows producing perceptually rich matrices, a solver with access to a finite vocabulary is generally able to fully comprehend the presented objects.

3.1.2 Abstract shapes
On the contrary, certain AVR tasks are composed of abstract shapes that come from a wide set of possibilities and rarely repeat across problems. Such shapes underlie Bongard Problems and S-D tasks. The use of a unique selection benchmarks, we further align them along the 5 dimensions of the introduced AVR taxonomy. An aggregated summary is presented in Table 1 and each dimension is discussed in detail in the following sections. Table 2 presents references to the publicly available datasets.

TABLE 2
Public datasets. Majority of the discussed datasets are publicly available and can be found at the addresses listed below. Datasets marked with GitHub are available on GitHub and can be accessed at the following address: https://github.com/{address}.

| Dataset                                | Address                                      |
|----------------------------------------|----------------------------------------------|
| Sandia [40]                            | LauraMatzen/Matrices                         |
| G-set [14]                             | deepiq/deepiq                               |
| RAVEN [38]                             | WellyZhang/RAVEN                             |
| I-RAVEN [39]                           | husheng12345/SRAN                           |
| RAVEN-FAIR [44]                        | yanyibenny/RAVEN_FAIR                       |
| PGM [15]                               | deepmind/abstract-reasoning-matrices         |
| Hill et al. [8]                        | deepmind/abstract-reasoning-matrices         |
| Hand-crafted [96]                      | foundalis.com/res/bps/bpidx.htm              |
| Bangard-LOGO [16]                      | NVLabs/Bangard-LOGO                         |
| SVRT [11]                              | fleuret.org/git/svrt                        |
| G1-set [14]                            | deeppiq/deepiq                              |
| S1-set [14]                            |                                              |
| MNS [9]                                | zwh1999anne/Machine-Number-Sense-Dataset    |
| VAEC [10]                              | taylorwwebb/learning_representations_that_support_extrapolation |
| DOPT [10]                              |                                              |
| ARC [12]                               | fchollet/ARC                                |
of atypical shapes leads to several consequences. Firstly, it allows comparing human and machine visual reasoning performance in a fair setup, where both parties encounter the shapes for the first time. Secondly, such a representation removes the need for complex perceptual modules that have to recognize various aspects of real-world images, such as texture or occlusion, that are often crucial for an accurate understanding of the scene.

Consequently, this setting allows to fully focus on comprehension of the abstract relations present in the AVR tasks, and hence is especially well-suited for evaluating AVR capabilities. We believe that abstract input setting should be a preferred mode in future AVR research.

3.2 Hidden rules

Even though AVR tasks with abstract shapes require the solving agent to be adaptable to novel inputs, the resultant AVR matrices, anyway, contain rather simple input shapes. However, this perceptual simplicity may be often misleading, as the main difficulty of AVR problems lies in their hidden rules [97], which is further exacerbated if multiple rules are applied [2]. Similar to the input shapes, AVR tasks can be divided into two main categories, depending on the type of the underlying rules. We will refer to these categories as explicit and abstract, respectively. Table 3 presents typical examples.

3.2.1 Explicit rules

In the majority of AVR problems the rules come from a fixed and explicit set of well-defined possibilities. Such explicit rules are often joint with geometric shapes. Surprisingly, modern AVR benchmarks with explicit rules contain only a handful of unique relations, e.g. PGM contains 5 different rules: progression, XOR, OR, AND, consistent union; whereas RAVEN contains 4 such rules: constancy, progression, arithmetic, distribute three. Even though the set of available rules is limited to few elements only, its coupling with different shapes and attributes allows to generate huge suites of problem instances (e.g. PGM contains more than 1 million RPMs in each of its 8 regimes). Quite surprisingly, AVR tasks generated from such seemingly small sets of rules often pose a challenge even for human solvers [38].

3.2.2 Abstract rules

Contrary to AVR benchmarks with explicit rules, their counterparts with abstract relations are usually much more diverse. Although abstract rules are often defined in less rigorous ways, they turned out to be really useful in determining the abstract reasoning skills of the test-taker. As an example, both Bongard problems and same-different tasks employ abstract rules that define differences between two groups of panels. This perspective places the solver in a never-seen-before scenario, which can be approached only by applying previously gained skills and knowledge in an entirely new setting. Such problems lie at the heart of human-level intelligence [46] and are more aligned with human IQ tests. For the above reasons, we advocate for considering such AVR problem setups as a more accurate approximation of human-level intelligence in machines.

3.3 Target task

In general, when solving AVR problems, the main difficulty for humans lies in discovering the abstract structure that governs the matrix. After gaining this understanding, humans can solve AVR tasks irrespectively of whether the solution should be provided by selecting an answer from a fixed set of choices (classification), recreating an element that matches the sequence (generation), or expressing the answer in natural language (description). In contrast, pattern recognition algorithms often struggle with solving certain target tasks, while excelling at others.

3.3.1 Classification

Classification—being the most often studied target task in the contemporary AVR literature—requires the solver to select an appropriate panel from the set of possible answers. This task is offered in nearly all existing benchmarks, with the exception of the hand-crafted set of BPs and the matrices from DOPT. In RPMs and VAPs, the test-taker is given a pre-defined set of possible answers, out of which only one correctly completes the matrix. In BPs from Bongard-LOGO, the goal is to assign two test images to matching categories shown in left and right problem parts. A similar approach is taken in the SVRT benchmark, which requires assigning a test image to one out of two categories. Matrices from MNS also fall into this category, as the solver has to complete the matrix with an appropriate answer selected from a pre-defined set of choices, which in the case of MNS are integers ranging from 1 to 99.

Moreover, some problems offer an auxiliary target task consisting in recognition of additional meta-data related to a
given RPM task, the learning system may additionally predict the hidden rules that govern the matrix \[15, 38, 81\].

3.3.2 Generation

Alternatively, instead of explicitly selecting an answer that correctly completes the matrix from a set of choices, a generative model may be considered that recreates the missing image (or part of it). Such a target task lies at the core of problems in DOPT and is further considered in the context of RPMs, where a generative model first recreates the whole missing panel and then selects the most similar one from the set of pre-defined choices \[98, 99\].

3.3.3 Description

The idea behind the initial set of hand-crafted BPs was to create a set of problems that represent abstract concepts which have to be discovered and described in natural language. However, due to a limited number of problem instances, this formulation of a target task hasn’t been considered to date in any of the proposed solutions. While image captioning is a flourishing field with visible progress in recent years \[100–102\], none of the existing methods tackles the problem of describing the abstract concepts present in AVR tasks in natural language. Besides the mentioned set of hand-crafted BPs, there aren’t any other benchmarks that could be used for evaluating the quality of image captioning methods in AVR settings.

Definitely, developing such benchmark sets along with suitable methods for solving them remains an open problem and a challenging research path for future work.

3.4 Cognitive function

The entire domain of AVR problems is a rich testbed for two fundamental cognitive functions: completion and discrimination, which are highly relevant components of perceptual learning \[103–105\]. In general, a successful AVR problem solver has to excel in both.

3.4.1 Completion

At the heart of many discussed AVR tasks lies the mechanism of completion, where a selected sequence of images has to be completed such that all underlying patterns are preserved. This genre of tasks includes RPMs, VAPs, matrices from MNS and both extrapolation settings from VAEC and DOPT. Completion is often coupled with the target task of classification where an element that completes the sequence has to be chosen from a fixed set of provided answers, or sometimes with generation where the missing element has to be recreated from scratch.

3.4.2 Discrimination

A complementary cognitive function, that is required in practically all but MNS and DOPT problem instances, is centred around discrimination between multiple possible answers. For instance, when solving RPMs, a natural approach is to attempt to complete the matrix with each of the answer panels and then select the best-fitted one by means of their direct comparison. The ability to discriminate is also required in BPs, O\(^2\), and S-D tasks, where a set of hidden rules that separate the provided panels has to be discovered. Many works in cognitive literature have suggested that learning by discriminating positive from negative examples is of critical importance in the human learning process \[106–108\] and additionally promotes structural alignment \[48\] that is beneficial in knowledge transfer \[47, 49\].

3.5 Main challenge

AVR tasks pose a unique challenge on their own. As illustrated by the already described dimensions of the taxonomy, these problems allow analysing capabilities of reasoning models from various perspectives. Although, at first glance, they may seem like a set of puzzles with little relevance to other domains and more practical settings, in fact, quite the opposite is true. AVR problems are often built around much more general challenges and the methods that excel in these tasks are likely to be revolutionary in other areas, as well. Before we explore these connections in Section 5, we first introduce the main challenges posed by AVR problems.

3.5.1 Domain transfer and knowledge generalisation

In contemporary literature, AVR problems and related benchmark sets are often used to measure domain transfer abilities of the tested methods in multiple ways: (1) RAVEN contains matrices belonging to 7 different structural configurations, which can be used to verify whether the tested method is able to understand matrices with shapes arranged in novel ways \[38, 109\]; (2) PGM defines 8 regimes that test model’s ability to generalise to novel types of problem instances, e.g. to matrices with the same rules applied to novel objects and attributes, or to matrices with rules never encountered during the learning phase; (3) VAPs from Hill et al. \[8\] explicitly define problem instances where the solver has to identify the rule that governs the objects in a source domain and apply it to the objects in a (different) target domain. Another example is DeepIQ \[14\], a model trained to solve RPMs from the G-set, able to utilise this knowledge for solving Sandia RPMs and odd-one-out tasks.

Despite certain efforts, knowledge transfer between AVR problems remains a highly underexplored topic and to date no satisfactory solution has been proposed for this problem setting.

3.5.2 Extrapolation

A problem directly related to domain transfer is extrapolation, where a model trained to operate on a fixed set of values of certain attributes is evaluated on problems with novel values of these attributes. Such distinct generalisation regimes appear in: (1) PGM, where train matrices contain shapes with lighter colour and smaller size, while test instances comprise of shapes with darker colour and bigger size; (2) VAPs from Hill et al. \[8\], which borrow the concepts from PGM’s extrapolation regime and additionally extend the number of sides a shape can have and the quantity of these shapes; (3) Bongard-LOGO, where test matrices contain shape patterns generated by action programs with one additional instruction compared to the training ones, resulting in shapes with larger diversity.

What is more, both VAEC and DOPT directly focus on evaluating extrapolation by presenting sequences of rectangles with changing position and size. Each such sequence
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Another distinct challenge posed by AVR tasks resides at the intersection of visual and arithmetic reasoning. The topic of solving math problems with computational methods has its roots in early domain literature [110–112] and has received high interest in recent ML works that consider problems with symbolic [113–115] or text [73, 75, 116] inputs. Merely, endowing ML models with arithmetic reasoning turned out to be a staggering challenge in non-trivial problem settings [75]. However, only recently has the MNS dataset been extended with an additional image that follows the pattern. The key difficulty lies in the data distribution – train sequences contain rectangles of smaller size and model evaluation is performed on sequences of larger rectangles.

### 3.5.3 Arithmetic reasoning

Another distinct challenge posed by AVR tasks resides at the intersection of visual and arithmetic reasoning. The topic of solving math problems with computational methods has its roots in early domain literature [110–112] and has received high interest in recent ML works that consider problems with symbolic [113–115] or text [73, 75, 116] inputs. Merely, endowing ML models with arithmetic reasoning turned out to be a staggering challenge in non-trivial problem settings [75]. However, only recently has the MNS dataset been extended with an additional image that follows the pattern. The key difficulty lies in the data distribution – train sequences contain rectangles of smaller size and model evaluation is performed on sequences of larger rectangles.

So far, no automatic learning method has achieved satisfactory performance, and the domain has yet to wait for effective machine solutions.

### 4 A unified perspective on AVR models

Inspired by the importance of AVR tasks in the evaluation of human intelligence, many works embarked on the quest to measure the performance of learning systems in solving these problems. Initial approaches included models that employed hand-crafted rules [96, 117], structure-mapping theory [118–121], or similarity-based methods [122–126]. The progress made in these seminal works is comprehensively summarised in [17].

Despite promising results of the first above-mentioned computational models for solving AVR problems, the majority of recent literature gravitates toward DL systems. This is largely attributed to their impressive performance that in many tasks reaches or even exceeds human level [14, 56]. However, the majority of existing learning systems are geared towards solving a single chosen task and are rarely evaluated in other settings. Consequently, many models are discussed in isolation, despite clear similarities between the approaches. In what follows we present a unified perspective on recent DL models for solving diverse AVR tasks. We hope that this fusion of various computational threads from the recent AVR literature will be helpful in clearing the path towards general learning systems (Artificial General Intelligence) capable of solving disparate AVR problems.

In the existing DL systems for solving AVR tasks, three general components can be identified: 1) encoder: that defines the way of processing and representing input panels of the problem instance; 2) fusion: which determines how image representations are aggregated to fuse information from different matrix parts; 3) decoder: specifying how the model arrives at its answer based on the latent problem representation.

While in some cases it is not clear where the boundaries between these components should be precisely set, this rough partitioning allows gaining a clear understanding of what do different models have in common and where do they differ. The above unified view on AVR models is depicted in Fig. 14.

#### 4.1 Encoder

In general, each AVR problem instance can be considered as a set of panels (images) $X = \{x_i\}_{i=1}^n$, where $n$ is a dataset specific number of separate images in each problem instance (e.g. $n = 16$ for RPMs from Sandia shown in Fig. 4a and $n = 4$ for O$^3$ tests from G1-set shown in Fig. 6a).

Encoder, being the first component in each DL-based model for solving AVR tasks, defines how a raw panel (image) $x_i$ is converted to a hidden representation $h_i$. $h_i$ is later aggregated with embeddings $\{h_j\}_{j \neq i}$ of other matrix panels in the fusion layer, so it is crucial that $h_i$ preserves as much semantic context as possible about the specific image.
The most common encoding approach is to use a simple neural block that extracts image low-level features. For this purpose, some approaches flatten the image to a 1D sequence of pixels and employ a multi-layer perceptron (MLP) to transform it into a latent representation \( h \in \mathbb{R}^d \), where \( d \) is the dimension of the representation vector [14]. Instead of MLP, other works apply CNNs and then flatten their output to again arrive at \( h \in \mathbb{R}^d \) [36]. Alternatively, an identity transformation may be applied so that the original image is passed as-is to the fusion layer. This idea is being followed in some hierarchical models [39, 57] that are described in the following section.

### 4.2 Fusion

The next fundamental component of AVR models merges representations of individual panels \( \{h_i\}_{i=1}^n \) into a unified representation \( g \). The main goal of the fusion component is to reason about rules that span multiple matrix panels, in contrast to the encoder that extracts panel-specific features.

On the one hand, in the majority of AVR works, the fusion module consists of simple MLPs — composed of linear layers with non-linear activation functions and normalisations. Examples include BatchNorm [127], LayerNorm [128], or Temporal Context Normalisation [10] that proved effective in solving extrapolation tasks.

On the other hand, despite certain similarities and shared components, the way of fusing individual panel representations, actually, differentiates the AVR models most. By injecting diverse inductive biases into the model’s architecture, the models are constructed with a particular problem in mind. Consequently, the initial assumptions about the target task exert a big impact on the range of applicability of these methods to AVR problems.

In what follows, we catalogue existing AVR approaches with respect to the most common inductive biases they are built on.

#### 4.2.1 Separate panels

Common to all contemporary approaches is the fundamental way of representing AVR matrices. In general, when AVR tasks are used in human psychometric tests, the matrix is provided as a single image. Instinctively, humans start solving the matrix by decomposing it into separate panels. In contrast, current AVR benchmarks provide already decomposed matrices as sets of individual panels. Consequently, all existing works rely on this assumption and the availability of already separated representations of individual images forms a basis for the majority of remaining inductive biases.

A common way of exploiting this pre-processed representation is to stack all the images on top of each other and pass the resultant 3D matrix through CNN or ResNet [79]. This approach was evaluated across many AVR tasks [8, 9, 13, 15, 38, 39, 44] and although it usually does not lead to achieving state-of-the-art results, it forms a reliable baseline.

Despite wide popularity, the assumption that an AVR task is provided as a set of separate images is perhaps a major obstacle on the way towards universal systems capable of solving diverse AVR tasks that may come in a variety of forms.

#### 4.2.2 Pre-defined hierarchies

Thanks to the availability of a matrix pre-segmented into individual panels, many works incorporated a problem-specific arrangement of panels directly into the model’s architecture. Moreover, the underlying structure of AVR tasks is usually well-defined, which allows combining these individual panels in a task-relevant manner. For instance, hidden rules in PGM matrices are only applied row-wise, which gives a clear hint into how representations of individual panels should be fused.

Based on these observations several task-specific architectures were proposed: SRAN [39], designed for solving RPMs, gradually aggregates the information from individual images, rows, and pairs of rows (see Fig. 15); CoPINet [37] forms panel representations by adding together features along rows and columns; LEN [129] considers triples of objects only along rows and columns as inputs to a Relation Network [32]; DCNet [57] explicitly creates representations of matrix rows and columns.

While all of these inductive biases turned out to be helpful in solving RPMs, the applicability of the resultant models to AVR tasks with other structures is limited. The introduction of pre-defined hierarchies into model architectures is a common approach for improving results for a particular task at the cost of limiting the applicability to other problems. To make the models suitable for solving diverse AVR tasks, pre-defined panel hierarchies could be replaced with automatic methods for discovering task-relevant panel combinations [130].

#### 4.2.3 Pair-wise relations

Another way of efficient processing of AVR matrices, enabled by the segmentation into individual panels, is to analyse relations between pairs of panel representations. By
comparing pairs of panels a model may, for instance, be trained to efficiently identify differences between them [14].

Most notably, a pair-oriented approach was taken in the WReN model [15, 131] that employs a Relation Network (RN) [32] depicted in Fig. 16. RN operates on a set of objects. In the case of WReN, each object corresponds to a CNN embedding of an individual panel concatenated with the panel’s absolute position in the matrix, expressed as a one-hot vector. The embeddings are concatenated into pairs, each pair is processed by the same MLP, outputs are added together and finally processed by another MLP.

In contrast to the pre-defined hierarchies that are problem-specific, WReN—that considers pair-wise relations—was proven widely applicable to various AVR tasks [8, 9, 15, 16, 38, 39, 44]. Related pair-wise modules [132–134] were found to be of crucial importance in other domains, as well. Specifically, attention-based models can operate on a set of objects represented as a weighted sum of input features that do not necessarily have to correspond to separate input panels. Generally speaking, in contrast to modules with pre-defined hierarchies, modules that consider pair-wise relations are more flexible in solving various tasks.

4.2.4 Single-choice tasks

Further examples of how matrix pre-segmentation into individual panels could be exploited can be observed in the contemporary classification models for single-choice AVR tasks. A typical design choice made in a wide suite of AVR models is to consider the set of matrix panels \( \{x_i\}_{i=1}^n \) (also referred to as the context panels) completed by each of the answer panels \( \{a_j\}_{j=1}^m \) (see Fig. 17). Given the resultant set of panels \( \{x_i\}_{i=1}^n \cup \{a_j\} \), the model can measure how aligned is the considered answer \( a_j \) with the matrix context and express this alignment as a scalar score \( s_j \). With the help of the softmax function \( \sigma \), the array of scores may be transformed into a probability distribution \( \tilde{p} = \sigma([s_1, \ldots, s_m]) \) and the answer corresponding to the highest probability will be chosen as the model’s answer: \( \hat{y} = \arg\max_j \{\tilde{p}_j\}_{j=1}^m \).

This approach is taken in the Wild-ResNet model [15] that stacks the resultant \( n+1 \) panels on top of each other and passes the matrix through ResNet to obtain a single scalar. Wild-ResNet was applied to solve AVR tasks from several benchmarks, including RPMs [15, 38, 39, 44] and VAPs [8].

A related approach is taken in [16] to solve BPs from Bongard-LOGO, where images from the left part together with a test image are stacked on top of each other and passed through a ResNet. Analogous operation is applied to images from the right part. Based on these two representations a discriminatory module produces a score that determines which side the test image aligns with. A similar scheme is employed in WReN, however, in contrast to Wild ResNet, WReN generates an embedding for each of the panels separately. Having the individual embeddings, WReN performs \( m \) parallel passes through the RN module, each time using embeddings of all context panels together with the embedding of a selected answer, which produces a single scalar for the considered answer. Likewise, a WReN-based module is considered in [16] that processes each image independently and then merges their representations using an RN.

While this paradigm of completing the context with one of the answers and generating an alignment score was proven useful in many other works [56, 109, 130, 135–137], the above approaches are fundamentally limited to these single-choice tasks in which the matrix is pre-segmented in advance. Going forward, it will be beneficial to add explicit segmentation modules [138] capable of dividing the matrix into individual panels.

4.3 Decoder

The wide suite of emerging AVR problems poses a number of distinct prediction tasks. In the proposed AVR taxonomy, we have roughly divided them into the following three categories: classification, generation and description. Each of these target tasks requires a unique decoding module capable of producing answers in the expected format. In what follows, we summarise the fundamental approaches in all 3 classes and discuss the importance of the auxiliary tasks that are orthogonal to this categorisation.

4.3.1 Classification

The set of AVR classification tasks mainly includes the already discussed single-choice tests where the context matrix has to be completed with a missing panel (Fig. 17).
In addition, the target task of classification is fundamental to $O^3$ matrices, where an odd element has to be identified amongst the set of matrix panels. To this end, in [14] a heuristics-based scoring module was proposed that analysed feature-based differences extracted by a neural network. In contrast to already described approaches where an alignment score is computed for the matrix completed by one of the answers, the approach proposed in [14] takes a holistic view and considers the matrix as a whole.

Another unique type of a classification task is presented by matrices from MNS where a single integer value has to be predicted that correctly fits into the hidden expression. In this case, the missing integer may be one of 99 available choices and computing an alignment score of each one of them is impractical. As a result, the existing models to solve visual arithmetic problems include a decoder implemented as a linear layer with 99 output neurons and the softmax activation function.

### 4.3.2 Generation

Another type of prediction challenge, posed by some AVR tasks, is image generation [139–141]. Instead of selecting an answer from a pre-defined set of choices, the answer has to be recreated from scratch. Though the task is mainly emphasised in DOPT and ARC benchmarks, some works [98, 99, 142, 143] considered the problem of generating RPM answers. Answer generation enables a supplementary way of interpreting model’s predictions – by looking at what the model considers as an answer, we can roughly determine whether the model recognises the underlying structures or rather merely relies on visual shortcuts.

A common way of approaching an AVR generation task is to construct an autoencoder [144–146] that firstly reduces the input image into a condensed latent representation and then uses this representation to recreate the image. To excel in this task, the latent representation has to contain semantically meaningful information about the image, that can additionally be helpful in the target task of classification.

In some approaches, the task of image generation is treated as an auxiliary task used just for pre-training the encoder [13, 14, 131, 147], while in other works the decoder is trained in parallel with the classification branch [10, 148]. The decoder may be implemented as a sequence of MLPs [14], or as a stack of transposed convolutions [10, 13, 131, 147], in both cases with the sigmoid activation in the last layer.

### 4.3.3 Description

While the spectrum of available classification and generation tasks in the AVR literature is rather wide, tasks involving description didn’t get as much attention. Since the seminal work [7] that introduced Bongard Problems where hidden rules have to be described in natural language, none of the subsequent approaches succeeded in this task. Instead, the problem was rephrased into simpler settings where description is replaced with binary classification [16, 59] (cf. Section 2.4).

On the other hand, recent progress in image captioning [100–102] and natural language generation coupled with scene understanding [149–151] suggests that current learning systems are, in principle, capable of generating descriptions in natural language to reasoning problems with visual input. This, in turn, suggests that the lack of successful methods for describing answers to AVR tasks in natural language may arise not from the lack of capacity of the proposed models, but rather from the unavailability of appropriate datasets on which such models could be trained.

An attempt to combine abstract reasoning with natural language was taken in [152], where the authors enrich ARC with natural language descriptions prepared by human annotators. The descriptions provide instructions about how the matrices could be solved, which resembles the fundamental challenge posed by BPs, where a description of abstract rules that differentiate left and right matrix parts has to be generated.

Still, further research placed at the intersection of AVR and natural language generation is needed to advance the current ML systems in this human-specific ability.

### 4.3.4 Auxiliary tasks

In addition to the already described target tasks, some works consider auxiliary training objectives that are helpful in training the models for a downstream task. Such additional objectives are achieved by attaching another decoder head in parallel to the main decoder, as depicted in Fig. 14. While some already mentioned works consider the image generation task as a supplementary objective, another common approach is to train the model to predict the underlying rules [15]. To this end, the task’s structure is encoded as a multi-hot [15, 38] or one-hot [81] vector and an auxiliary classification head is attached to the model with sigmoid activation in the last layer. This allows predicting possibly many rules that characterise the considered matrix.

Another group of notable auxiliary tasks adapt the family of contrastive losses [153, 154] into the AVR setting, which improves the model’s ability to discriminate between correct and wrong answers [81, 148].

In summary, auxiliary tasks provide yet another means for specifying inductive biases helpful in the considered task, that can bring the model’s focus to the important features identified with expert knowledge. In contrast to inductive biases that are embedded directly in model’s architecture, auxiliary objectives are taken into account only during training, which makes the models easier to adapt to novel tasks.

### 5 Discussion

The AVR domain has seen increasing research interest in recent years. As a result, a wide suite of benchmarks emerged and many methods were proposed to tackle them. At the same time, this increased attention sparked a discussion whether the field moves in the right direction. Some speculations have been made about the unfairness of comparing progress in AVR with human performance. In other discussions, the purpose of training models explicitly to solve AVR tasks is put into question.

While we generally share the above concerns, we believe that even though the progress in AVR domain is not striking, it, nevertheless, step-by-step narrows the gap between human and machine abilities in this highly challenging area.
In what follows, we provide an optimistic perspective on the field and formulate several promising prospects for future research.

5.1 Humans vs Machines
Achieving, or even surpassing, human performance in diverse tasks is the long-standing goal of AI research. However, with the setup of current AVR benchmarks, it is far from obvious how, or even if, a fair comparison between humans and ML approaches can be conducted. In this perspective, some recent works discussed how AVR tasks could be made more aligned with human psychometric tests.

5.1.1 Few-shot vs multiple-epoch training
One of the main differentiators in measuring human and machine performance in solving AVR tasks is the training regime. While humans use AVR tasks mainly for the purpose of IQ evaluation, without extensive learning of how to solve them, current DL systems have to process huge training corpora before achieving any abstract reasoning abilities.

In [12] the author concludes that such training scheme measures how well does the algorithm learn certain skills, while we should be interested in evaluating the system’s ability in acquiring new skills. Similarly, [18] postulates measuring system’s abstract reasoning ability in a few-shot learning setting, which so far no method succeeded in.

While the above observations and claims are definitely valid, we would argue that AVR problems, where domain transfer is the main challenge, still allow making a fair comparison between human and machine performance. In addition to ARC that explicitly tackles these issues by providing a set of matrices with unique tasks, let us take the PGM dataset as an example. It is clear that generalisation regimes other than neutral test the system’s ability to solve novel tasks (please refer to [15] for a detailed description of PGM regimes). In such settings, the model’s performance can’t be improved with additional training examples as shown by the failure of all existing systems in solving matrices from more demanding PGM regimes [21]. Though benchmarks with small training corpora are a good way of ensuring that a fair comparison is made, datasets that test generalisation to novel types of problems, not encountered during training, offer a supplementary surface for comparing human and machine abstract reasoning abilities.

5.1.2 White-box vs black/grey-box solutions
Besides the training scheme, another important issue for conducting a fair comparison is the nature of the considered tasks. A common issue encountered in the evaluation of DL-based systems arises from their lack of interpretability. In effect, some systems with seemingly impressive performance are often found to exploit shortcuts in the datasets which renders the evaluation of their abstract reasoning ability difficult [39]. As pointed out in [18], generative tasks form one way of gaining more confidence that the learning system indeed grasps the task of interest instead of relying on shortcuts that are way easier to miss in classification tasks. In addition, tasks that focus on description form yet another set where interpretation of the model’s predictions could be verified more convincingly.

Referring to the taxonomy proposed in Section 1 it seems fair to say that the results in tasks of generation and description are more trustworthy. In contrast, classification settings might require additional interpretation of how the model arrives at its solution to validate whether the system really understands the task rather than relies on shortcuts.

5.1.3 General vs task-specific approaches
While there are also other crucial points to consider when comparing human and machine reasoning performance [12, 18, 94], the final one most related to this survey is the range of applicability of the learning systems. Current methods are mainly evaluated on particular benchmarks, while humans are known for their intrinsic ability to solve disparate tasks. In order to move forward, multi-task settings need to be considered which better align with the measurements of human intelligence. While constructing general learning systems capable of solving diverse tasks is the grand and yet distant challenge, a first step would be to consider similar tasks according to the dimensions identified in the AVR taxonomy. For instance, designing methods for solving various tasks with familiar geometric shapes, or related explicit rules, might be an achievable intermediate goal.

In summary, we postulate shifting the focus of the community towards solving multiple, but perhaps at first similar, AVR tasks.

5.2 Beyond AVR domain
Despite certain criticism discussed in the previous section, recent progress that originated in the AVR domain has already made an impact in various related areas.

- Discrimination, being one of the cognitive functions fundamental to solving AVR problems, is often found in many practical applications such as robotics [155] or anomaly detection [156, 157]. Contrastive AVR mechanisms [37, 81] that induce discrimination capabilities can be of importance in such tasks.
- The most popular model with roots in AVR is the Relation Network, already applied to a wide array of tasks, including 3D human pose estimation [158], semantic segmentation [159], action recognition [160], reinforcement learning [161], or self-supervised learning of visual representations [162].
- The perspective taken in the O* problem was proven useful for defining a general weakly-supervised framework for learning representations [163].
- Visual Analogy Problems that focus on extrapolation facilitated the construction of a general normalisation technique that can be used not only in AVR, but also in other contexts [10].
- In the spirit similar to the seminal multitask learning paper [164], AVR benchmark sets demonstrated the importance of auxiliary tasks for building more transferable representations [15, 81].
- Also, a recent work [137] used the PGM dataset to evaluate generalisation capabilities of a general compositional model.
On a general note, the main challenges posed by AVR tasks identified in this survey, such as domain transfer, extrapolation, and arithmetic reasoning extend beyond AVR domain and are indispensable for developing human-level AI (or Artificial General Intelligence – AGI). AVR tasks already offer a wide suite of testbeds where initial attempts to develop particular skills of AGI agents can be made.

We are convinced that even if the performance of learning systems in AVR domain is still far from that of humans, or even if the performance gap between humans and machines cannot be assessed with current benchmarks, the underlying challenges posed by existing AVR datasets are of particular importance on the path to accomplishing human-level intelligence.

### 5.3 AVR-like tasks for representation learning

In addition to forming grounds for various generalisation challenges, AVR tasks serve as an inspiration for recent representation learning research, as illustrated in Fig. 18. In [165], the authors propose the V-PROM dataset – a collection of matrices with RPM structure where simple 2D shapes are replaced with real-life images (see Fig. 18a). The matrices present fundamental rules such as counting or logical operators applied to pictures sampled from Visual Genome [166]. The benchmark was created as a testbed for abstract high-level concept learning over real-life objects, which could not be measured with previous AVR datasets.

A new set of VAPs was also constructed in [168]. In contrast to V-PROM, matrices from [168] focus on renderings of realistic cars from the ShapeNet dataset [167], as shown in Fig. 18b. The images vary in texture, shading and viewpoint. Using this dataset, the authors presented a case where a general segmentation model performed better than task-specific architectures trained solely on the automotive VAPs [168].

Yet another perspective was taken in [170], where a self-supervised framework for video representation learning grounded in the O^3 problem is proposed. In this task, sequences of consecutive video frames are considered. From each sequence, a few subsequences are extracted and one of them is perturbed by modifying the temporal order of frames. As presented in Fig. 18c, the goal in this task is to identify such a perturbed (odd) subsequence. Importantly, the training examples can be constructed automatically without human supervision and the authors have shown that a network pre-trained on this self-supervised task learns meaningful representations of videos that are applicable to other downstream tasks such as action recognition on UCF101 [169] and HMDB51 [171] datasets.

While both V-PROM and the dataset with car analogies were constructed as diagnostic tests, in the spirit of [170] another possible application of both these sets could be their utilization as pre-training tasks for representation learning. By focusing on high-level abstract concepts, the tasks might help inducing high-level general representations in visual models, which sets a promising avenue for future work.

Moreover, other datasets conceptually similar to V-PROM and automotive data, pertaining to other real-world domains are highly desirable in order to accelerate research at the intersection of AVR and practical settings.

### 5.4 The main paths to move forward

AVR domain has received a particular renewed interest in recent years, justified by rapid progress in constructing DL
models that excel in solving some of the tasks. Based on these advances, a few promising research directions can be identified.

5.4.1 AVR benchmarks as self-contained challenges

The AVR domain is rooted in the initial attempts of systematic evaluation of human intelligence. While the settings of existing AVR benchmarks are far from those used in human studies, solving AVR tasks in their current form remains a research path of fundamental importance. As already discussed, the AVR domain presents a ready-to-use set of problems that test generalisation abilities still not seen in current learning systems: flexibility, by means of adaptability to novel domains, extrapolation, or visual arithmetic reasoning.

Further research on such methods, facilitated by the current benchmarks is one of the fundamental AVR research prospects.

5.4.2 Towards Artificial General Intelligence

Even though systems that excel in single AVR tasks are of high importance on their own, another path worth exploring is to consider AVR tasks with settings that correspond to human psychometric tests. This way we can not only construct methods capable of possessing certain generalisation abilities, but additionally progress towards more human-like AI (AGI).

Despite impressive developments in recent years and attempts of reproducing human-like approaches [172, 173], existing learning systems are nowhere near human performance [80, 174], and some even claim such levels are unattainable [175]. While no clear path towards AGI seems to exist, the first step is to define how such progress can even be measured. To this end, AVR tasks such as ARC [12] are crucial for measuring the machine progress towards truly intelligent systems.

Certainly, a lot of work is still ahead before the field would truly approach human-level performance in human-like AVR settings.

5.4.3 Machine AI perspective in Human IQ research

While ML research that assumes the above-mentioned alignment of ML experimental conditions with those used in human psychometric tests is undoubtedly one of the grand research avenues in AVR, there is another promising perspective for utilising ML systems that does not require such an alignment.

Recently, several attempts have been made to understand the organizational principles in human visual cortex by analysing how hierarchical DL models operate [176–178]. The researchers discovered that the intermediate representations learned by deep hierarchical CNNs correlate surprisingly well with processes found in biological brains [177, 178], which brought new insights into how a poorly understood area of the visual cortex behaves [176].

Per analogy, in parallel to bringing the human perspective into machine AVR studies, it might be a good time to investigate an opposite viewpoint, by bringing the perspective of machines into the human world. This way we can gain another outlook for investigating human intelligence – just as deep hierarchical CNNs facilitated the formulation of novel insights about the visual cortex, analysis of representations learned by successful AVR machine solvers might help us unravel the mystery of impressive abstract visual reasoning skills in humans.

6 Conclusion

Abstract Visual Reasoning is a flourishing field with rapid progress in recent years. To facilitate future well-informed research, in this work we have surveyed the emerging directions in AVR domain.

We have started with an introduction of the AVR taxonomy, which catalogues existing benchmark sets along 5 dimensions: input shapes, hidden rules, target task, cognitive function, and main challenge. Next, based on this categorisation, we have reviewed the contemporary AVR problems.

Moreover, we have formulated a unified perspective on the introduced DL models for solving AVR tasks. This view allows to distinguish general components relevant in many other settings from problem-specific modules crafted with a particular dataset in mind.

Finally, we have discussed how a fair comparison between human and machine performance can be conducted, shed light on the bright side of AVR research, and discussed the connections between AVR and the representation learning literature.

Going forward, we have advocated for the role of AVR tasks in facilitating research on methods that exert specific generalisation abilities, as well as in accelerating advances towards human-level AI.
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