Bayesian model comparison of Lorentz Invariance Violation using Xiao et al GRB spectral lag catalog
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We use the spectral lag catalog of 46 short GRBs obtained by Xiao et al [1] between two fixed energy intervals in the source frame, to carry out an independent search for Lorentz Invariance violation (LIV). For this purpose, we use a power-law model as a function of energy for the intrinsic astrophysical induced spectral lags. The expansion history of the universe needed for the evaluation of LIV was obtained in a non-parametric method using cosmic chronometers. We use Bayesian model comparison to determine if the aforementioned spectral lags show evidence for LIV as compared to only astrophysically induced lags. We do not find any evidence for LIV, and obtain 95% c.l. lower limits for the energy scale of LIV to be $4 \times 10^{15}$ GeV and $6.8 \times 10^9$ GeV for the linear and quadratic LIV models respectively.

I. INTRODUCTION

In many theoretical models beyond the Standard Model of Particle Physics, Lorentz Invariance is no longer an exact symmetry at energies close to the Planck scale ($E_{pl} \sim 10^{19}$ GeV), and the speed of light varies as a function of energy [2]

$$v(E) = c \left[ 1 - s_\pm \frac{n + 1}{2} \left( \frac{E}{E_{QG}} \right)^n \right],$$  

where $s_\pm = \pm 1$ corresponds to the sign of the Lorentz Invariance violation (LIV), corresponding to sub-luminal ($s_\pm = +1$) or super-luminal ($s_\pm = -1$). $E_{QG}$ denotes the energy scale where LIV effects kick in, and $n$ is a model-dependent term and is usually equal to one or two, corresponding to linear or quadratic LIV. The values of $n$ for different phenomenological models of LIV are tabulated in [3].

For more than two decades Gamma-Ray Bursts (GRBs) have been a very powerful probe of LIV searches [3–27]. GRBs are single-shot explosions first detected in 1960s and have been observed over nine decades in energies from KeV-TeV range [28]. They are located at cosmological distances, although a distinct time-dilation signature in the light curves is yet to be seen [29]. GRBs are traditionally divided into two categories based on their durations, into long and short, with the demarcation boundary at two seconds [30]. Long GRBs are usually associated with core-collapse SN [31] and short GRBs with neutron star mergers [32]. There are however many exceptions to the aforementioned dichotomy, and many claims for additional GRB sub-classes have also been made [33, 34] (and references therein). The observable used in LIV searches using GRBs consists of spectral lags, defined as the arrival time difference between high energy and low energy photons, and is positive if the high energy photons precede the low energy ones. A comprehensive review of all searches of LIV using GRB spectral lags (until 2021) can be found in our companion work [23] (A21, hereafter).

Most recently [27] (X22, hereafter) carried out a search for LIV using a catalog of GRB spectral lags from SWIFT-BAT and Fermi-GBM detectors. X22 constructed a catalog of spectral lags from 44 short GRBs and 21 long GRBs using both SWIFT-BAT and Fermi-LAT data. These lags were obtained between fixed source frame energy intervals of 15-70 keV and 120-250 keV, and were obtained using the novel Li-CCF method [1, 35]. This method utilizes the temporal information in the light curve and is agnostic to the details of the cross-correlation function. The spectral lag data from these 46 short GRBs were used to look for LIV. A constant source frame intrinsic lag was posited. Information theoretical criteria such as AIC and BIC [36] were used to test for the significance of a putative LIV signature compared to the null hypothesis of only intrinsic spectral lag. No such evidence was found and a 95% c.l. lower limit on $E_{QG}$ from $10^{15} - 10^{17}$ GeV, depending on the value of $s_\pm$ and the model assumed for LIV.

In this work we improve upon the analysis in X22 in multiple ways as outlined below:
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Firstly, instead of a constant intrinsic spectral lag, we assume the same phenomenological model for the intrinsic spectral lag as in A21 (and also [20, 37]).

In the expression of LIV, instead of assuming the ΛCDM model, we use a non-parametric model-independent method for parameterizing the expansion history of the universe.

We incorporate the uncertainty due to the bin widths of both the higher and lower energy bins in the likelihood used for the analysis.

Finally, we use Bayesian model comparison for assessing the significance of LIV, instead of information theoretical considerations. Bayesian model comparison is more robust compared to AIC/BIC based tests of model comparison [36, 38, 39].

The outline of this manuscript is as follows. We discuss the dataset and analysis methodology in Sect. II. Our results are outlined in Sect. III and we conclude in Sect. IV.

II. DATASET AND ANALYSIS

A. Data

The dataset used for the analysis consists of spectral lags of 46 short GRBs collated in X22 using the Li-CCF technique. The spectral lags have been calculated using both Swift-BAT (44 GRBs) and Fermi-GBM (14 GRBs). X22 have shown that the spectral lags from both the detectors are consistent with each other within 1σ. For our analysis, we use the Swift derived spectral lags for 44 GRBs and the Fermi-GBM lags for two GRBs, namely 200826A and 170817A. The spectral lags were measured in a fixed rest frame energy intervals of 120-250 keV with respect to 15-70 keV.

B. Model for Spectral Lags

The analysis methodology used in this work is the same as that used in A21. We briefly recap this analysis, while more details can be found in A21. The first step in our analysis involves constructing a model for the observed spectral lags. This lag for a GRB located at redshift (z) can be written as the sum of two components:

\[ \Delta t_{\text{obs}} = (1 + z)\Delta t_{\text{int}} + \Delta t_{\text{LIV}} \]  

(2)

where \( \Delta t_{\text{int}} \) is the intrinsic time delay due to astrophysical emission and \( \Delta t_{\text{LIV}} \) is the lag due to LIV. We use the following model for the intrinsic time lag (first proposed by [40]):

\[ \Delta t_{\text{int}}^{\text{est}} = \tau \left[ \left( \frac{E}{\text{keV}} \right)^\alpha - \left( \frac{E_0}{\text{keV}} \right)^\alpha \right] \]  

(3)

This intrinsic model was empirically determined by modelling the single-pulse properties of about 50 GRBs [41]. The LIV-induced lag is given by [42]:

\[ \Delta t_{\text{LIV}} = - \left( \frac{1 + n}{2H_0} \right) \left( \frac{E^n - E_0^n}{E_{QG,n}^n} \right) \frac{1}{(1 + z)^n} \int_0^z (1 + z')^n \frac{dz'}{h(z')} \]  

(4)

where \( E_{QG,n} \) is the quantum gravity scale, above which LIV is switched; \( E \) and \( E_0 \) correspond to the upper and lower energy intervals, equal to 42.5 keV and 185 keV, corresponding to the mid-point of the lower and upper energy bins, respectively. In Eq. 4, \( n = 1 \) and \( n = 2 \) corresponds to linear and quadratic LIV models, respectively. This parametric form for \( \Delta t_{\text{LIV}} \) corresponds to \( s_+ = 1 \) (cf. Eq. 1). In Eq. 4, \( h(z) = \frac{H(z)}{H_0} \) is the dimensionless Hubble parameter as a function of redshift. For the current standard ΛCDM model [43], \( h(z) = \sqrt{\Omega_M(1 + z')^3 + \Omega_\Lambda} \). This parametric form has been used in X22. In this work, similar to A21, we have evaluated the last term in the integrand non-parametrically using Gaussian Process Regression (GPR) [44]. The dataset used for GPR consists of cosmic chronometers [45]. We used the same chronometer dataset as in A21 (See also [46]). Details of this non-parametric regression using GPR can be found in A21 and some of our other works [46, 47].
C. Model Comparison

We evaluate the significance of any LIV using Bayesian Model Comparison. To evaluate the significance of a model \((M_2)\) as compared to another model \((M_1)\), one usually calculates the Bayes factor \((B_{21})\) given by:

\[
B_{21} = \frac{\int P(D|M_2, \theta_2)P(\theta_2|M_2) \, d\theta_2}{\int P(D|M_1, \theta_1)P(\theta_1|M_1) \, d\theta_1}
\]

(5)

where \(P(D|M_2, \theta_2)\) is the likelihood for the model \(M_2\) given the data \(D\) and \(P(\theta_2|M_2)\) denotes the prior on the parameter vector \(\theta_2\) of the model \(M_2\). The denominator in Eq. 5 denotes the same for model \(M_1\). If \(B_{21}\) is greater than one, then model 2 is preferred over model 1 and vice-versa. The significance can be qualitatively assessed using the Jeffreys’ scale [48]. More details on Bayesian model comparison can be found in various reviews [38, 39, 48] as well as some of our past works [36, 46, 49, 50] in addition to A21.

In this case, the model \(M_1\) corresponds to the hypothesis, where the spectral lags are produced by only intrinsic astrophysical emission, whereas \(M_2\) corresponds to the lags being described by Eq 4. To calculate the Bayes factor, we need a model for the likelihood \((L)\) described by

\[
L = \prod_{i=1}^{N} \frac{1}{\sigma_{\text{tot}} \sqrt{2\pi}} \exp \left\{ -\frac{[\Delta t_i - f(\Delta E_i, \theta)]^2}{2\sigma_{\text{tot}}^2} \right\},
\]

(6)

where \(\Delta t_i\) denotes the observed spectral lag data, \(\sigma_{\text{tot}}\) denotes the total uncertainty which is given by

\[
\sigma_{\text{tot}}^2 = \sigma_i^2 + \left(\frac{\partial f}{\partial E}\right)^2 \sigma_E^2 + \left(\frac{\partial f}{\partial \tau}\right)^2 \sigma_T^2
\]

(7)

where \(f\) corresponds to the particular model been tested; \(\sigma_i\) is the uncertainty in the spectral lag; \(\sigma_E\) and \(\sigma_T\) correspond to the half-bin size of the upper and lower energy intervals, which are equal to 27.5 keV and 65 keV, respectively. The last ingredient we need to evaluate Eq. 5 are the priors for the three models. We have used uniform priors for \(\alpha\) and \(\tau\), and log-uniform priors on \(E_{\text{QG}}\). The prior ranges for all these parameters can be found in Table II.

III. RESULTS

Similar to A21, we used the Nested Sampling package dynesty [51] for calculating the Bayesian evidences. The 68% and 90% marginalized credible intervals for the model parameters obtained from this sampling can be found in Figs. 1, 2, 3 for the null hypothesis, linear LIV model, and quadratic LIV model, respectively. The Bayes factor for the linear and quadratic LIV models compared to the null hypothesis, as well as the \(\chi^2/\text{dof}\) for all the three models can be found in Table II. We see that the Bayes factors for both the the LIV hypotheses compared to the null hypothesis of only intrinsic astrophysical emission is close to one, indicating that there is no evidence for LIV. The \(\chi^2/\text{dof}\) for all the three models is close to one, indicating that all of them provide reasonably good fits.

We do not get closed contours for \(E_{\text{QG}}\) for both the LIV models. Therefore, we set lower limits using the same method as A21, following the prescription in [6], which we outline below.

\[
\frac{E_{\infty}}{E_{\text{QG}}} \int_{E_{\infty}}^{E_{\text{QG}}} \frac{L_{\text{marg}}(x) \, dx}{E_{\text{QG}}} = 0.68,
\]

(8)

where \(L_{\text{marg}}(x)\) is the likelihood obtained after marginalizing over the nuisance parameters \((\tau\) and \(\alpha\), and \(E_{\infty} = 10^{19}\text{GeV}\), corresponding to the Planck scale. To evaluate Eq. 8, we use the dynesty package and the same priors as in Table I. The 95\% c.l. lower limit on \(E_{\text{QG}}\) is then given by for \(E_{\text{QG}} > 4 \times 10^{15}\text{ GeV}\) and \(E_{\text{QG}} > 6.8 \times 10^9\text{ GeV}\) for linear LIV and quadratic LIV, respectively.

IV. CONCLUSIONS

In a recent work, X22 carried out a search for LIV from the spectral lags of 46 short GRBs between two fixed energy intervals in the source frame: 120-250 keV and 15-70 keV. This work complements the numerous studies of LIV previously done using long GRBs.
| Parameter          | Prior     | Minimum | Maximum |
|-------------------|-----------|---------|---------|
| $\alpha$          | Uniform   | -0.5    | 0.5     |
| $\tau$            | Uniform   | -5      | 5       |
| $\log_{10}(E_{QG}/\text{GeV})$ | Uniform   | 6       | 19      |

TABLE I: Priors used for the calculation of Bayesian evidence for all the three models considered hitherto.

\[
\tau = -0.035^{+0.296}_{-0.251}
\]

\[
\alpha = -0.018^{+0.022}_{-0.333}
\]

FIG. 1: The marginalized 68% and 90% credible regions for the parameters of the null hypothesis of the observed time lags being only due to intrinsic emission. The marginalized best-fit estimates for $\tau$ and $\alpha$ are depicted in the figure.

|               | No LIV  | (n=1) LIV | (n=2) LIV |
|---------------|---------|-----------|-----------|
| $\chi^2$/DOF | 55.8/44 | 51.3/43   | 52.6/43   |
| Bayes Factor  | -       | 0.3       | 1.1       |

TABLE II: Bayesian statistical significance of the two LIV models as compared to the null hypothesis of only intrinsic emission. We also provide the $\chi^2$/DOF for all the three models, where DOF is equal to the total number of data points minus the number of free parameters. The Bayes factor shows negligible evidence for LIV for both the models. The $\chi^2$/DOF show reasonable fits for all the models.
In this work, we carried out an independent search for LIV using the aforementioned spectral lag data following the same methodology as our previous work [23]. Instead of assuming a constant model for the intrinsic emission as in X22, we used the same power-law model as a function of energy for the intrinsic emission as in A21. We parameterized the expansion history of the universe (needed to evaluate the LIV-induced lag) in a model-independent way using cosmic chronometers. We search for both linear and quadratic LIV violation.

The marginalized credible intervals for the parameters of all three of our models can be found in Fig. 1, Fig. 2, and Fig. 3. Since we do not get closed contours for $E_{QG}$, we set 95% c.l. lower limits using the same method as in [6]. We find that $E_{QG} > 4 \times 10^{15}$ GeV and $E_{QG} > 6.8 \times 10^9$ for linear LIV and quadratic LIV, respectively.

The $\chi^2$/dof for all the three models are close to one (cf. Table II) indicating that all the models provide an adequate description of the data. The results of Bayesian model comparison for the two LIV hypotheses compared to the null hypothesis are shown in Table II. We find that the Bayes factors are close to one, indicating that there is no evidence that spectral lags are induced due to LIV. Note that this is in contrast to the datasets analyzed in A21 (and references

FIG. 2: The marginalized 68% and 90% credible regions for the linear LIV model, corresponding to $n = 1$ in Eq. 4. Since, no closed contour for $E_{QG}$ is obtained, we only set lower limits on $E_{QG}$, given by $E_{QG} > 4 \times 10^{15}$ GeV at 95% c.l.
FIG. 3: The marginalized 68% and 90% credible regions for the quadratic LIV model, corresponding to $n = 2$ in Eq. 4. Since, no closed contour for $E_{QG}$ is obtained (similar to Fig. 2), we only set lower limits on $E_{QG}$, given by $E_{QG} > 6.8 \times 10^9$ GeV at 95% c.l. therein), which showed strong or decisive significance for LIV as compared to only intrinsic-induced lags.
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