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Abstract
This work addresses the problem of object delivery with a mobile robot in real-world environments. We introduce a multilayer, modular pushing skill that enables a robot to push unknown objects in such environments. We present a strategy that guarantees obstacle avoidance for object delivery by introducing the concept of a pushing corridor. This allows pushing objects in scattered and dynamic environments while exploiting the available collision-free area. Moreover, to push unknown objects, we propose an adaptive pushing controller that learns local inverse models of robot-object interaction on the fly. We performed exhaustive tests showing that our controller can adapt to various unknown objects with different mass and friction distributions. We show empirically that the proposed pushing skill leads towards successful pushes without prior knowledge and experience. The experimental results also demonstrate that the robot can successfully deliver objects in complex scenarios.
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1 Introduction
Nonprehensile manipulation such as pushing with a robot base can play a significant role in complex robotic scenarios. If a mobile robot does not have an arm or it is already holding an object, pushing with a robot base can be used for conveying objects or clearing paths. In this paper, we address the problem of object delivery in complex and dynamic scenarios. In contrast to predefined standard factory settings, robots in everyday environments face many challenges, such as uncertainty about the object’s behaviour under pushing and the environment dynamics.

Generally, it is not straightforward to design an analytical model describing the behaviour of an object under manipulation (Mason 1986; Yu et al. 2016). Objects may have diverse, even anisotropic properties under pushing. Visual features can be non-informative, or even misleading, for the description of object behaviours while pushing (Ruiz-Ugalde et al. 2011). Recently presented data-driven models (Bauzá and Rodriguez 2017; Agrawal et al. 2016) outperform analytical models. However, acquiring data for such empirical models that capture the accurate dynamics of pushing interactions can be expensive or impossible. There is a wide range of diversity of possible interactions between the robot, an object and the environment due to a variety of object and environment properties in real-world scenarios. Thus, we are interested in the feasibility of push-manipulation with data acquired on the fly. Since the tracking the 3 DoF pose can be challenging within the push manipulation, we are interested in producing a robust method which needs only 2 DoF location of the object.

For a given task, often, partial knowledge of the system dynamics is sufficient for controller design (Bansal et al. 2017; Cehajic et al. 2017). A dynamic model is iteratively updated, evaluating the controller in online methods (Deisenroth et al. 2015). Instead of learning accurate models of the physical interaction, we take a task-specific approach where learning is goal-driven. A robot adapts the inverse model of the robot-object push interaction online. The model combines pushing and relocating movements based on the angle between the approach line and the desired pushing direction. Additionally, we introduce a feedback component, altering the reference control and enabling the robot to adapt to the object behaviour changes gradually. In this way, a robot can push the object towards a movable target, actively using the sensor data.
Fig. 1 Real and simulated experiments illustrating the pushing and object corridors. A collision-free path is obtained from a navigation system and determines the pushing corridor (yellow) and the object corridor (green). a Snapshots of the robot environment (left) and the visualisation tool RViz (right) taken during tests in a real-world scenario. Our robot “Roberta” based on a Festo Robotino platform was used in the experiments. b Example of a narrow pushing corridor in a kitchen environment. Snapshots of the Gazebo simulator (left) and the RViz visualisation (right) (Color figure online).

In various robotic scenarios, a robot has to operate in environments with scattered objects and tangled heaps on the floor, limiting its freedom to move. Unforeseen or movable obstacles might invalidate a robot’s plan. Thus, the pushing skill has to be reactive, both to changes in the environment and to the variety of situations which may occur while pushing an object.

Without exact models or exhaustive experience of the object behaviour, it is hard or even infeasible to push the object on a predefined path (Li and Zell 2006; Mericli et al. 2013). Building on our previous work (Krivic et al. 2016), where a robot was pushing in corridors with a fixed width, we introduce the concepts of object and pushing corridors (Fig. 1) as the representation of the available collision-free area between the robot and the pushing goal. We examine how pushing within corridors simplifies the object delivery in contrast to standard path tracking approaches and ensures collision avoidance.

In Sect. 2 we give an overview of the proposed approach and give details of it in Sects. 3, 4 and 5. We present experimental results in Sect. 6 and discuss them in Sect. 7. We give an overview of the relevant past work in Sect. 8 and conclude in Sect. 9. The notations given in Table 1 are used throughout this paper.

## Table 1 Mathematical symbols and notation

| Symbol | Meaning |
|--------|---------|
| \( G \) | Global frame |
| \( P \) | Local pushing frame |
| \( \hat{d} \) | Direction unit vector |
| \( k \in \mathbb{N} \) | Current time step |
| \( r \in \mathbb{R}^2 \) | Position of the robot in \( G \) |
| \( o \in \mathbb{R}^2 \) | Position of the object in \( G \) |
| \( g \in \mathbb{R}^2 \) | Desired goal position of the object in \( G \) |
| \( t \in \mathbb{R}^2 \) | Intermediate pushing target |
| \( v \in \mathbb{R}^2 \) | Velocity vector |
| \( u \in \mathbb{R}^2 \) | Control command robot velocity vector |
| \( \theta_a \in \mathbb{R} \) | Orientation of the vector \( a \) |
| \( r_a \in \mathbb{R} \) | Radius of the vector \( a \) |
| \( V \in \mathbb{R} \) | Velocity magnitude |
| \( d_r \in \mathbb{R} \) | Robot diameter |
| \( d_o \in \mathbb{R} \) | Diameter of the object bounding blob |
| \( \gamma \in \mathbb{R} \) | Object movement error angle |
| \( \alpha \in \mathbb{R} \) | Orientation of the push-line in \( P \) |
| \( K \in \mathbb{R}^+ \) | Coefficient |
| \( \mathcal{M} \) | Map of environment |
| \( \mathcal{Q} \) | Collision-free pushing path |
| \( C \) | Sequence of the path clearance |
| \( W \) | Sequence of the corridor widths |
| \( E \) | Pushing corridor edge set of points |
| \( E_o \) | Object corridor edge set of points |
| \( A_k \) | Set of angles at the time step \( k \) |
| \( d(a, b) \) | Euclidean distance between points \( a \) and \( b \) |
| \( L_Q(a, b) \) | Arc length of the path segment between points \( a \) and \( b \) on the path \( Q \) |
| \( Q_o \) | Object path |
| \( Q_r \) | Robot path |
| \( \psi(.) \) | Activation function |

## 2 Reactive pushing skill

Given the challenges of the object delivery, described in Sect. 1, we introduce a modular pushing skill, as shown in Fig. 2.

*Free space reasoning* provides an abstraction of the free space in the environment where pushing can be achieved. It defines reconfigurable pushing and object corridors. This layer reacts to changes in the environment and updates the corridors. Section 3 introduces pushing corridors and describes this layer of the proposed pushing skill.
3 Corridors for pushing

Delivering objects in cluttered environments requires spatial reasoning. We bound the shapes of an object and a robot with circles. We assume that the size of a robot is determined by its bounding diameter $d_r$, and that the system can approximate the diameter $d_o$ of the bounding circle around the object to be pushed. The robot’s task is to deliver an object from the current position $o$ to the goal position $g$. We assume that the global position $r$ of the robot and the global position of an object $o$, which represent the center of bounding circles, are available at each time step $k$. In addition, we assume that the map of the environment $M$ is available and that the robot is equipped with sensors to collect information for the map update at each time step.

The system is able to determine an optimal collision-free path $Q$ from the object’s current position $o$ to the desired goal position $g$. The collision-free path is given by a sequence of points $Q = (q_1, q_2, q_3, \ldots, q_N)$, where $q_N = g$.

With the knowledge of the current map $M$, the system is able to obtain the sequence of path clearances $C = (c_1, c_2, c_3, \ldots)$. Scalar values $c_i$ correspond to the points $q_i \in Q$, representing the distance to the closest obstacle from each point.

3.1 Pushing and object corridors

The path $Q$ and the path clearance $C$ allow us to introduce the concept of a pushing corridor.

**Definition 1** The pushing corridor is the ordered pair $(Q, W_p)$, representing the collision-free area around the path $Q$ from the start $o$ to the object’s goal position $g$, given by the sequence of corridor widths $W_p$.

Corridor widths $W_p$ correspond to the clearance $C$ reduced by the robot’s radius $d_r/2$. In this way they determine the set of points defining the edges of the pushing corridor $E$. Neither the robot position $r$ nor the object position $o$, referring to their respective centroid, should violate the pushing corridor. To ensure this, the object has to move within the inner part of the corridor, always leaving enough space for the robot to correct its movements. Therefore, we also introduce the concept of an object corridor.

**Definition 2** The object corridor is the ordered pair $(Q, W_o)$, representing the area the object is not allowed to leave, given by the path $Q$ from the start $o$ to the object’s goal position $g$, paired with the sequence of object corridor widths $W_o$.

The object corridor edges are curves parallel to the pushing corridor edges, with an offset of $d_r/2 + d_o/2$, allowing the robot to move freely around the object. $E_o$ is the set of points defining the edges of the object corridor, as shown in Fig. 3.

3.2 Corridors in dynamic environments

The configuration of the real-world environment changes often. The map $M$ is updated only for recently visited areas of the environment.
At each time step, the robot pushes along the corridor by choosing the next intermediate target point $t$ (Fig. 3). The intermediate target and the object’s current position form a push-line $\vec{ot}$, which represents a new desired pushing direction. Such a strategy allows straight-line pushes, while constraints of the corridor are not violated, simplifying the pushing path.

This procedure is similar to the concept of the look-ahead distance in navigation introduced by Coulter (1992), which determines how far along the path a robot should look from the current location to compute the velocity commands. In a pushing scenario, a short lookahead distance ensures better path tracking but might lead to difficulties in object movement control. As a consequence, this can produce excessive robot movements while correcting the object motion. By contrast, large lookahead distances enable long object trajectories but raise the possibility of corridor violations.

### 4.1 The intermediate pushing target

The choice of the intermediate pushing target determines the trajectory of an object movement. In an ideal case, with no obstacles, a robot could push the object directly towards the pushing goal $g$. Otherwise, the object has to be pushed in a way that it advances towards the goal while avoiding obstacles. Thus, the system chooses intermediate targets which simplify and shorten the object movement trajectory.

However, the choice of pushing targets should not drive objects to unreachable configurations for push-manipulation. To keep the object far from the pushing corridor edges, an intermediate pushing target is chosen such that it lies on the path $Q$. Moreover, the system chooses target points such that push-lines are also entirely within the object corridor.

Since objects are unknown to the robot, the resulting object movement directions can be unforeseen. We make the following assumptions of the object behaviour.

**Assumption 1** The movement of the center of the bounding circle of the object $o$ does not deviate more than $90^\circ$ from the pushing direction (Fig. 4a).

**Assumption 2** The object has quasi-static properties.

These assumptions guarantee that a robot maintains contact with the object while pushing it and the object movement is incremental at each time step.

In a worst case scenario, the object is exactly at the edge of the object corridor. With the uncertainty of the expected object movement defined with Assumption 1, the push-line is chosen perpendicular to $l$, the tangent to the edge line $E_o$ at the point closest to the object. Figure 4b demonstrates examples of push-lines where the object reached the object-corridor edge.
The actual object movement should not deviate more than $\delta = \pm 90^\circ$ from its desired movement. Examples of push-lines that guarantee collision avoidance where the object reached the object-corridor edge; $l$ denotes the tangent to the corridor edge at the point closest to the object. Quantities used by the optimisation procedure to determine the pushing target. The pushing strategy for narrow corridors. Point $p$ is the desired pushing position for the robot. These prerequisites allow us to define an optimisation procedure for determining the intermediate pushing target $t$. As shown in Fig. 4c, at each time step $k$ the intermediate pushing target can be defined as

$$t = \arg \min_{q \in Q} L_Q(q, g)$$

subject to

$$\sin \angle \overrightarrow{ot}, l \geq \frac{d(o, c)}{d(w, c)}$$

and

$$d_{\text{min}}(\overrightarrow{ot}, E_o) > 0$$

where

- $L_Q(q, g)$ is the arc length of the pushing path $Q$ from the point $q$ to the goal point $g$,
- $w \in E_o$ is the closest point on an object-corridor edge to the current object position $o$,
- $c$ is the closest point on the path $Q$ to the current object position $o$,
- $\angle \overrightarrow{ot}, l$ is the angle formed by the push-line $\overrightarrow{ot}$ and the tangent $l$ to the object corridor edge.
- $d_{\text{min}}(\overrightarrow{ot}, E_o)$ is the minimal distance between the push-line segment $\overrightarrow{ot}$ and the edges of the object corridor.

The cost function (1) encourages the object to progress towards the goal, and promotes long push-lines. Condition (2) guarantees that neither the robot nor the object violate the corridor, even in cases of high path curvatures or the relocation of the robot. Finally, condition (3) ensures that the push-line does not touch the pushing-corridor edge.

**Corridor non-violation guarantees** follow from condition (2). In case the object advances towards the object corridor edge ($o \to w_j$), then condition (2) becomes $\sin \angle p, l \geq 1$. This enforces $t = q_i : l \perp oq_i$. Pushed towards this intermediate target and with Assumptions 1 and 2, the object will remain within the corridor.

### 4.2 Pushing in narrow corridors

Narrow corridors, where $\exists c_i \in C : c_i < d_r/2 + d_o/2$, often appear in real-world scenarios. An example of such a corridor is given in Fig. 1b. The previously presented strategy (1)–(3) imposes strict conditions on the robot movement for such corridors. To enable pushing in narrow corridors, we relax conditions (2) and (3).

The pushing direction has to be chosen in a way that a robot is able to fit between the object and the pushing corridor edge for the current object position at least. For this purpose, we define a desired robot pushing position $p$ on the push-line, defined as the segment $\overrightarrow{ot}$, as shown in Fig. 4d, with an assumption that pushes are achievable if the robot is in the neighbourhood of the push-line.

In narrow corridors, it may happen that condition (3) is never fulfilled. Therefore, the push-line has to be far enough from the edges such that the larger body (i.e. the robot or the object) can fit beside the push-line (Fig. 4d).

The optimisation problem to define the intermediate pushing target with weaker conditions is:

$$t = \arg \min_{q_i \in Q} L_Q(q_i, g)$$

subject to

$$d_{\text{min}}(p, E) > 0$$

and

$$d_{\text{min}}(\overrightarrow{ot}, E_o) > \max(d_o/2, d_r/2)$$
Fig. 5 Comparison of the presented pushing strategies for the same experimental setup. The black coloured point on the path represents the current intermediate target $t$. The red circle represents the object bounding blob. Compare the intermediate targets between (a) the strict strategy and (b) the relaxed strategy (Color figure online)

where

- $p$ is the point obtained by extending the push-line segment $\bar{ot}$ by a distance of $d_o/2 + d_r/2$ from the object centre, as shown in Fig. 4d,
- $d_{\text{min}}(p, E)$ is the minimum distance between the point $p$ and the edges of the pushing corridor,
- $d_{\text{min}}(\bar{ot}, E)$ is the minimum distance between the push-line segment and the edges of the pushing corridor.

These conditions do not guarantee collision avoidance but often result in successful pushes, as demonstrated in experiments presented in Sect. 6. The optimization problem (1)–(3) is referred to as the strict strategy, and that defined by (4)–(6) as the relaxed strategy. Examples of pushing targets chosen with both strategies are given in Fig. 5. Both strategies will result in a similar pushing target if the object is near the pushing path. If the object is close to the edge of the object corridor, the strict strategy will choose a pushing target with a short distance, while the relaxed strategy still produces long push-lines.

5 Adaptive pushing

The push-behaviour of the objects depends on different properties, such as mass distribution of the object, frictional forces, the object’s shape, contact points and pushing dynamics, making it uncertain. Humans are able to quickly discover strategies for pushing, by reacting to the object’s motion, using senses and intuition. We try to build in similar concepts for robots, proposing a controller which adapts to the object’s behaviours under pushing.

The proposed controller is adaptive for different shapes and properties of objects and the robot. At the beginning of a push, parameters of the controller are set such they correspond to the pushing interaction of two circles. While pushing a robot collects statistics and adapts parameters of the controller to the exhibited pushing behaviour. With an assumption that object shape can be approximated with an circle, angular velocities are ignored.

The proposed controller (Fig. 6a) is a cascade of controllers for object motion and robot motion. The controller in the outer loop controls the object motion by determining the desired robot velocity $u$. This vector is an input for the inner loop which consists of the robot’s velocity controller. We assume that this controller is responsive and fast concerning the command velocity. This controller depends on the dynamics of the robot. In the following Sect. 5.1, we discuss in detail how object motion controller is designed.

The input for it is the error of the object movement direction is given by Fig. 6b:

$$\gamma = \theta_0^d - \theta_o$$

where the desired object movement direction $\theta_0^d$ is defined by the push-line $\bar{ot}$. While pushing, at each time step $k$, an error reading $\gamma_k$ is added to the error trace $\Gamma_k = \{\gamma_1, \ldots, \gamma_k\}$. 
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5.1 Object motion controller

The intermediate target moves as the object moves. While pushing, a robot needs to adjust its position with respect to the new desired pushing direction. If a robot is in a position from which it cannot directly push the object, it should relocate to the position from which the push can be achieved. Thus, two primitive robot movements are necessary: pushing and relocating.

The primitive movements pushing and relocating, were utilized in previous work. Hermans et al. (2013c) introduced a proportional controller with components for pushing and for moving a pusher behind the object. Saito et al. (2014) also introduced a recovery action to reposition the robot behind the object while pushing. Igarashi et al. (2010) developed a strategy combining motions for orbiting around the object and pushing it. The final motion model resembles dipole field lines. The model is derived for a pusher and a slider with circular shapes, ignoring physical properties of real-world objects.

Guided by their results, we define the inverse model of the robot-object pushing interaction in a similar way, by blending these two movements in the feedforward controller component. The output of the inverse model is given by

\[ v_{\text{reference}} = \psi_{\text{push}}(\alpha) \hat{d}_{\text{push}} + \psi_{\text{relocate}}(\alpha) \hat{d}_{\text{relocate}} \]  

where \( \hat{d}_{\text{push}} \) and \( \hat{d}_{\text{relocate}} \) are unit vectors determining the movement directions for pushing and relocating, as discussed in Sect. 5.2, and \( \psi_{\text{push}} \) and \( \psi_{\text{relocate}} \) are the corresponding activation functions. The system adapts the activation func-
tions $\psi_{\text{push}}$ and $\psi_{\text{relocate}}$ taking the observed object movement behaviour into account. This results in smooth transitions between pushing and relocating. The adaptation of functions is done through learning as described in Sect. 5.3.

The feedback term is defined by a proportional controller and an adaptive steady component. The control velocity command for the robot $u$ is given in polar coordinates as

$$
\theta_u = \frac{\theta_{\text{reference}} - \mu_{\gamma} - K_{\gamma}}{\mu_{\gamma} - K_{\gamma}} \begin{cases} 
\text{feedforward term} & \text{if } |\gamma| < \pi / 2 \\
\text{feedback term} & \text{otherwise}
\end{cases}
$$

$$
r_u = V
$$

where $\mu_{\gamma}$ is the mean of the observed $\gamma \in \Gamma_k$, and $K_{\mu_{\gamma}}$ and $K_{\gamma}$ are corresponding gains. $V$ is the desired constant magnitude of the robot velocity. The adaptive part of the feedback controller $\mu_{\gamma}$ compensates for constant deviations in the object movement directions which can be caused by non-uniform distributions of mass and friction.

The behaviour of the system gradually changes from the slow feedback control to the rapid feedforward control as the adaptive component learns the inverse model of the current robot-object interaction.

### 5.2 Primitive movement actions for the pushing skill

To simplify the description, let us assign a local pushing frame $\mathcal{P}$ to the object $o$ where the $x^P$ axis coincides with the direction $\overrightarrow{ro}$.

The primitive push direction is defined by the vector of the robot’s direct movement towards the object $\overrightarrow{ro}$. The relocation direction is orthogonal to the primitive push direction, i.e., $\hat{d}_{\text{push}} \perp \hat{d}_{\text{relocate}}$. Their directions are defined by the angle $\alpha \in (-\pi, \pi]$ which is the current orientation of the push-line $\overrightarrow{ot}$ in the pushing frame as in Fig. 6c.

Push and relocate directions are defined as:

$$
\hat{d}_{\text{push}} = \text{sgn}(\cos \alpha)\hat{i}^P
$$

$$
\hat{d}_{\text{relocate}} = \text{sgn}(\sin(\alpha_p - \alpha))\hat{j}^P
$$

where $\hat{i}$ and $\hat{j}$ are unit vector in directions of the $x^P$ axis and of the $y^P$ axis respectively, $\alpha_p$ is the value of $\alpha$ for which the robot should move only in the push direction $\hat{d}_{\text{push}}$ such that the object advances on the push-line. For an object with ideal properties this value is $\alpha_p = 0$. The systems estimates the value of $\alpha_p$ for a particular object on the fly. The sign function in Eq. (9) enables the escapes from the front side of the object in case that $|\alpha| > \pi / 2$. This direction blended with the relocation direction drives the robot around the object such that $\alpha \to \alpha_p$. Examples for the push and relocate vectors are shown in Fig. 6d.

### 5.3 Learning activation functions

A robot needs to push various sets of objects which manifest different properties during pushing. Thus, equal parameters of the push activation function in Eq. (7) for all of them will not result in successful pushing. To adapt the activation functions to specific objects, we let the robot learn the push activation function $\psi_{\text{push}}(\alpha)$ on the fly.

If the robot is behind the object ($\alpha \approx 0$), it should be able to push it towards the target. However, these values may vary based on the object and environment properties. Thus, a robot needs to learn which values of $\alpha$ result in the object advancing towards the target.

We characterize deviations $\alpha$ that are good for pushing as deviations for which a robot is able to decrease the error of the object movement direction ($|\gamma| < 0$). Assuming these can be modelled as random variables, we describe them with a von Mises distribution:

$$
p(\alpha | \mu, \kappa) = \frac{e^{\kappa \cos(\alpha - \mu)}}{2 \pi I_0(\kappa)}
$$

where $0 \leq \mu \leq 2\pi$, $0 \leq \kappa \leq \infty$ and $I_0(\kappa)$ is the modified Bessel function of order zero. The mean direction of the distribution is given by $\mu$, and $\kappa$ is a concentration parameter with $\kappa = 0$ corresponding to a circular uniform distribution, and $\kappa \to \infty$ to a point distribution. The distribution of angles $\alpha$ which resulted in successful pushes defines the deviation $\alpha_p = E[\alpha | \mu, \kappa]$ in (10).

We estimate the model parameters $\mu$ and $\kappa$ using Maximum a-posteriori (MAP) estimation. Given evidence of angles $A_k = \{\alpha_1, \alpha_2, \ldots, \alpha_n\}$ that resulted in successful pushes, we can make an estimate of the model by Bayes’ rule:

$$
p(\mu, \kappa | A_k) = \frac{p(A_k | \mu, \kappa) p(\mu, \kappa)}{p(A_k)}
$$

where $p(A_k | \mu, \kappa)$ is the likelihood of the observed data $A_k$, $p(\mu, \kappa | A_k)$ is the posterior of distribution of $\mu$, $\kappa$, and $p(\mu, \kappa)$ is the prior in this setting.

As soon as a new observation $\alpha_{k+1}$ is obtained, we update the likelihood $p(A_{k+1} | \mu, \kappa)$ and calculate the new posterior $p(\mu, \kappa | A_{k+1})$. Determining the posterior is done using a bivariate conjugate prior for the von Mises distribution with unknown concentration and direction, originally developed by Guttorp and Lockhart (1988) and revised by Fink (1997). The conjugate prior for the von Mises distribution is defined with hyperparameters $R_0$, $c$ and $\phi$ as

$$
p(\mu, \kappa | R_0, c, \phi) = \frac{1}{K} \frac{e^{R_0 \cos(\phi - \mu)}}{2 \pi I_0(\kappa)^c}
$$
where $K$ is a normalizing constant given by

$$K = \int_0^\infty \frac{I_0(R_0\kappa)}{I_0(\kappa)e^\kappa} d\kappa.$$  

The prior hyperparameters values are set to $R_0 = 5.84$, $c = 7.0$ and $\phi = 0.0$. These values correspond to an object with a circular shape and uniform mass and friction distributions.

Using the model (11) that describes angles $\alpha$ that resulted in successful pushes, we define the push activation function as

$$\psi_{\text{push}}(\alpha) \propto p(\alpha|\hat{\mu}, \hat{\kappa}),$$

where $\hat{\mu}$, $\hat{\kappa}$ are maximum-a-posteriori estimates of the distribution of angles $\alpha$ that resulted in successful pushes. Since the activation function $\psi_{\text{push}}(\alpha)$ should produce values between 0 and 1, the output of the model is divided by the value of the von Mises distribution at $\alpha = \hat{\mu}$.

The final vector of a robot movement (7) is determined as the sum of push and relocation vectors. Thus, the relocation activation function is defined as

$$\psi_{\text{relocate}}(\alpha) = \sqrt{1 - \psi_{\text{push}}^2(\alpha)}.$$

### 6. Experimental results

We conducted several experiments, both in simulation and in real environments, to examine the effectiveness of object delivery, the pushing effort and the impact of varying objects of the proposed method.

#### 6.1 Implementation details

We used a holonomic robot with a circular base, a Robotino \(^1\) by Festo, in both simulated and real environments. The diameter of our Robotino is $d_r = 46$ cm. In real-world scenarios, we also used a SQUIRREL \(^2\) robot, shown in Fig. 1a, which is also based on a Robotino platform. The diameter of the bounding circle of this robot is 54 cm. The simulator used is Gazebo. \(^3\) The robot is equipped with a camera, which is used for object tracking. The rotational degree of freedom of the robot was used to control the robot’s orientation, such that it keeps the object in the camera’s view. For this purpose, we used a proportional-derivative controller to control the angular velocity $\dot{\theta}_r$ of the robot, i.e. $\dot{\theta}_r = PD(e_r^\theta)$ where

$$e_r^\theta = \theta_{\text{obj}} - \theta_r.$$  

The velocity controller in the inner loop is the Robotino’s built-in velocity controller.

For object tracking we used two different methods, AR-tag tracking using the ARToolKitPlus \(^4\) software library for the Robot Operating System (ROS), and the object pose tracker by Prankl et al. (2015). The algorithm used for mapping is GMapping (Grisetti et al. 2007). A spatial resolution of 0.05 m was used to build the map. Localization is done using the Rao-Blackwellized PF SLAM method (Thrun et al. 2005). The algorithm used for path planning is Dijkstra provided by ROS. Paths are obtained for the object shape of a polygon corresponding to the robot and the object size. The path resolution was set to 0.05 m. To detect movable obstacles and changes of corridors we used IR distance sensors on the Robotino’s base. Due to the sensor and odometry inaccuracies, in Algorithm 1 a threshold of 0.05 m for expected readings was added.

$$K_{\psi} = 0.1$$ and $K_{\mu_r} = 0.05$ were set for (8) in all experiments. $V = 0.3$ m/s was set in the simulation tests and $V = 0.1$ m/s was set in all real-world experiments.

#### 6.2 Performance measures

To examine the effectiveness of the presented approach, we quantify the success of object deliveries. A push was considered successful if the distance of the object to the desired goal location was below the precision limit, the corridor was not violated by the robot nor by the object, and delivery was done within the time limit of 400 s.

As a measure of the pushing effort for the object delivery in different scenarios, we compare mean arc lengths of the object path $L_{Q_o}$ and the robot path $L_{Q_r}$ and durations of successful object deliveries.

#### 6.3 Experiments

##### 6.3.1 Experiment 1: pushing strategies

The first set of experiments addressed the problem of utilization of pushing corridors and comparison of proposed pushing strategies.

It examined the simplification of the pushing path with the strategies strict and relaxed presented in Sect. 4.

**Experimental setup** Experiments were performed in simulation in four different scenarios as shown in Fig. 7a. For each test, a new pushing path and its clearance were obtained using the navigation system which resulted in slight variations of corridors for same scenarios. We let the robot push five different objects of basic shapes (Fig. 7b) in each scenario. The precision limit of the object delivery was set to 0.05 m. 20
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\(^1\) http://www.festo-didactic.com/int-en/services/robotino.

\(^2\) http://www.squirrel-project.eu/.

\(^3\) http://gazebosim.org/.

\(^4\) http://wiki.ros.org/v4r_artoolkitplus.
Fig. 7  a Pushing environments used to evaluate strict and relaxed strategies. b The object set used in simulated experiments. c Results of object deliveries in simulation environments. Five object deliveries were tested for each scenario and each strategy (Color figure online)
object deliveries were performed with each proposed pushing strategy. In Scenarios 1A, 2A, and 2B, the corridor contains such narrow passages that there the object corridor disappears entirely. Therefore, no guarantees can be made, and there is no solution which can be found by the strict strategy. Whenever there was no solution for the optimisation procedure Eqs. (1)–(3) of the strict strategy, the point on the path closest to the object was taken as the current target for this scenario.

Results The strict strategy resulted in 19/20 successful object deliveries, while the relaxed strategy resulted in 17/20 successful object deliveries. A comparison of the pushing effort for both strategies is given in Fig. 7c. The single failure of the relaxed strategy occurred in Scenario 2B, where the object ended up in a position unreachable by the robot while moving within the narrow part of the corridor between the grey sofa and the grey drawer. The fallback strategy was triggered only in the narrow part of the corridors for the strict strategy, mostly in Scenario 2B.

6.3.2 Experiment 2: exploitation of free area

This set of experiments addressed the problem of exploitation of the available free area and adaptation while pushing various objects with a real robot. We compared the proposed approach of pushing within the corridor with the strict and relaxed strategies against pushing on the collision-free path as a standard approach. In the path following strategy, the intermediate pushing target is defined by a fixed a look-ahead distance. At each time step, the intermediate target is chosen as a point on the path at a distance of 0.1 m from the orthogonal projection of the object position on the path. We refer to this strategy as the fixed-lookahead strategy.

Experimental setup Our benchmark problem is a cluttered children’s room. The set of objects used for pushing experiments contained objects of various shapes, sizes, frictional properties, mass distributions and quasi-static properties which appear in this and similar household scenarios, as shown in Fig. 8. We designed synthetic corridors to compare strategies. Corridor 1 and Corridor 2 are shown in Fig. 9a and b respectively. The precision limit of the object delivery was set to 0.05 m. We performed three trials of delivery with the real robot for each particular corridor with each object. AR-tag tracking was used in this set of experiments.

Results Pushing efforts and success rates of Experiment 2 are given in Table 2. Failures were caused by the robot pushing the object out of the corridor or to an area where it was no longer able to push it back to the inner part. Examples of pushes from this set of experiments are given in Online Resource 1 and 2.

6.3.3 Experiment 3: controllers

The third set of experiments was designed to test the effectiveness of the proposed pushing motion controller for pushing unknown objects. We compared the proposed adaptive controller with three non-learning controllers for pushing unknown objects.

To examine the effect of adaptiveness of components in the proposed controller, we compared it to a non-adaptive version of our proposed controller where all adaptive values are held fixed during a push. We set the values of $\psi_{\text{push}}$ to correspond to prior hyperparameter values $R_0 = 5.84$, $c = 7.0$ and $\phi = 0.0$, and $\alpha_p = 0$.

The second controller for comparison was the centroid alignment controller for pushing towards the centroid of an object from a given point (Hermans et al. 2013c). In this controller, the robot control command is defined as $\mathbf{u}^{\mathcal{C}} = K_x e_x + K_c e_c$, where $e_x$ is the vector defined by the distance of the object position to the target not longer than 0.2m, and $e_c$ is the vector defining the robot displacement from the push line. $K_x = 0.2$ and $K_c = 0.4$ were set in all experiments with the velocity magnitude saturation of 0.2m/s. In the original work these coefficients were set to $K_x = 0.1$ and $K_c = 0.2$ which produced very slow motions for the robot base when object is near the target.

We also compared our controller with the dipole-field pushing method proposed by Igarashi et al. (2010). The robot command for this controller is defined by $\mathbf{u}^{\mathcal{D}} = V \begin{bmatrix} \cos \alpha \\ -\sin \alpha \end{bmatrix}$ where $\alpha$ is defined the same as for our controller, as in Fig. 6b, and $V$ is the velocity magnitude. Vectors of the robot move-
Fig. 9  a Examples of pushing trajectories for different pushing strategies from the 2nd set of experiments for Corridor 1 and the object ‘dino’. b Examples of pushing trajectories for different pushing strategies for Corridor 2 and the object ‘cloud’. c Examples of pushing trajectories for different pushing controllers from the 3rd set of experiments for Corridor 3, the object ‘plane’ and the relaxed strategy.
ment resemble dipole-like fields that guide the robot behind the object and push it towards the target.

**Experimental setup** We let the real robot push objects, the same as in Experiment 2, using the AR-tag tracking method. We used only the relaxed strategy to determine the pushing target in this set of experiments. We also created a synthetic scenario defined by Corridor 3 in Fig. 9c. The precision limit of the object delivery was set to 0.1 m, since the smaller limit of 0.05 m was too low for the comparison of controllers due to high failure rates.

**Results** Success rates and pushing efforts of successful deliveries from this set of experiments are given in Table 3. In the case of the dipole-field controller, two failures appeared due to the robot orbiting around the object and reaching the time limit. In the case of the centroid controller, four failures appeared due to the steep change of the pushing direction, where the controller was not able to steer the robot behind the object without pushing it out of the corridor. Our non-adaptive controller was successful at pushing objects of uniform mass and friction distribution such as ‘can’ or ‘box’, but other objects were pushed out of the corridor by this controller. Successful object deliveries with non-adaptive controller resulted in smooth trajectories, and the lowest pushing effort.

The pushing success differs for each object. Thus we report the success of deliveries for all individual objects in Table 4. Examples of pushes from this set of experiments are shown in Online Resource 3.

### 6.3.4 Experiment 4: real-world scenario

The fourth set of experiments was performed with the real robot in cluttered dynamic environments. The task was to push objects among scattered toys and tangled heaps on the floor to designated locations. Examples of pushes are presented in Online Resource 4.

### Table 2 Comparison of pushing effort for different pushing strategies

| Strategy       | \( L_{Q_r} \) (m) | \( L_{Q_o} \) (m) | Time (s) | Success |
|----------------|-------------------|-------------------|----------|---------|
| Corridor 1     |                   |                   |          |         |
| Fixed-look     | 9.5867            | 8.7938            | 120.9857 | 18/21   |
| Strict         | 4.7355            | 4.6426            | 59.0214  | 20/21   |
| Relaxed        | 6.1826            | 6.1801            | 69.2667  | 19/21   |
| Corridor 2     |                   |                   |          |         |
| Fixed-look     | 8.0976            | 7.5975            | 101.2600 | 18/21   |
| Strict         | 7.2940            | 6.2419            | 88.3857  | 18/21   |
| Relaxed        | 6.1147            | 5.8851            | 46.0042  | 17/21   |

### 7 Discussion

#### 7.1 Pushing strategies

Both strategies presented (strict and relaxed conditions) showed a high success rate in the object delivery task for pushing unknown objects in Experiments 1 and 2. The proposed strategy with strict conditions showed to be the best in the case of wide pushing corridors. However, pushing efforts and delivery times are much higher than for the strategy with relaxed conditions, as shown in Fig. 7c. For narrow corridors, such as in Scenario 1A in Fig. 7a, the delivery time is the longest for the strict strategy, since the robot tries to keep the object close to the pushing path. The relaxed strategy can cause the object to get close to an obstacle, to the point that it is no longer possible for the robot to manipulate it. Thus, the success rate for this strategy is lower.

In real-world scenarios, a part of corridors might be very narrow. In practice, it would be possible to switch between strict and relaxed strategies based on some criteria, e.g. observing the ratio of the minimum corridor width in a corridor segment and diameters of the robot and the object.

#### 7.2 Exploitation of free area

The examination of robot trajectories reveals that the robot simplifies the pushing task, as allowed by the corridor. Such sample executions are provided in Fig. 9a, b in Experiment 2. Our algorithm results in long, smooth pushes as long as they are possible. The robot tries to push an object towards the final goal if possible, but becomes more conservative as soon as deviations from a desired direction are observed. Contrary to that, the strategy of pushing an object along the path brings additional constraints that result in longer execution times and higher pushing efforts (Table 2). On the other hand, keeping the object on the path, if possible, guarantees obstacle avoidance.

#### 7.3 Adaptation

The results given in Table 4 show that the proposed method is robust with regard to the change of the corridor shape and the shapes and sizes of objects. While pushing, the robot can have single or multiple contact points with the object. The pushing success rate depends on observations of the object behaviour, especially observations made at the beginning of a push. The motion is generated for a circular robot and an object of circular shape with uniform friction and mass distribution based on the prior values at the start of a push. If the object behaviour is very different than that and the corridor is narrow at the start, then it becomes difficult for the robot to keep the object within the corridor. An example of such a scenario is
Table 3 Comparison of pushing effort for different push controllers in Corridor 3 with relaxed strategy

| Strategy   | L_{Q_1} (m) | L_{Q_2} (m) | Time (s) | Success |
|------------|-------------|-------------|----------|---------|
| Adaptive   | 4.3529      | 4.4050      | 53.6308  | 19/21   |
| Non-adaptive | 3.7564    | 3.8940      | 37.2708  | 12/21   |
| Dipole-field | 4.5969   | 4.7584      | 47.5775  | 10/21   |
| Centroid   | 4.1633      | 4.548       | 110.0542 | 8/21    |

Table 4 Pushing success counts for each object

| Controller | Strict Controller | Relaxed Controller |
|------------|-------------------|--------------------|
| ‘dino’     | 5/6               | 8/9                |
| ‘plane’    | 5/6               | 8/9                |
| ‘can’      | 6/6               | 9/9                |
| ‘cart’     | 5/6               | 6/9                |
| ‘cloud’    | 6/6               | 8/9                |
| ‘cheezit’  | 5/6               | 8/9                |
| ‘box’      | 6/6               | 9/9                |

pushing the ‘cart’ in Corridor 2 in Experiment 2. Thus, the success rate for this object is lower compared to others.

7.4 Robustness

The learning process with regard to object behaviour varies, based on the complexity of an object’s behaviour, as can be seen in the examples given in Fig. 10. Objects with wheels, such as ‘cart’ and ‘plane’, bring additional challenges for the proposed strategy, since they do not fulfil the conditions for object delivery guarantees. This affects the success rate of the object delivery of these objects, as shown in Table 4. An object with a uniform mass distribution and a simple shape, such as the object ‘can’, appears to be the easiest to push. However, other objects from the set with quasi-static properties appear to be easy to push in different scenarios. The robot adapts its movement incrementally, based on observations. Most objects have an irregular shape, and the activation functions also adapt to changes in the contact locations. Such a change can be observed for the object ‘dino’ in Fig. 10, which the robot pushed from different sides, due to changes of the intermediate target.

7.5 Difficulties

There occurred some difficulties while performing real-world tests. Controlling the object movement is challenging, due to uncertainties about the location and movement of objects. The success of the proposed approach largely depends on vision-based measurements of the motion of

Fig. 10 Changes of probability density functions which characterize activation functions $\psi_{push}$ in five different time steps ($k_1 < k_2 < k_3 < k_4 < k_5$) during a single push in Corridor 1 using the relaxed strategy (Color figure online)
objects, and the robot’s localization. However, two tested tracking methods demonstrated a high enough accuracy for the execution of real-time deliveries. The proposed approach is robust enough to manage the constant errors of an object tracking method, such as the wrongly estimated center of the object. The main issue appears to be if the camera loses the object from view. Another limitation is that the camera is mounted on the robot, and the object has to fit within the camera’s view, placing an upper bound on their allowed size.

8 Related work

We split prior work into i. effort related to the problem of learning object dynamics, ii. work about learning contact points for successful pushes, iii. work related to the task of the object delivery and iv. work on the design of pushing controllers for tasks such as avoidance learning and object singulation.

8.1 Learning dynamics of object motion

Modelling of the dynamics of object motion from observations of push actions was the topic of several robotic studies such as those by Mason (1985), Katz and Brock (2008), Ruiz-Ugalde et al. (2011). Lynch and Mason (1996) presented an analytical model of the dynamics of pushing with a robotic manipulator. They also studied the controllability of pushing with a point contact or a stable line contact. Ruiz-Ugalde et al. (2010) presented a mathematical model for the planar sliding motion. Robot movement is determined based on friction coefficients between the robot hand, the table and a rectangular object.

In contrast, Salganicoff et al. (1993) created one of the first systems that took into account vision feedback for learning a forward model of a planar object for pushing in an obstacle-free environment by controlling only one degree of freedom. Scholz and Stillman (2010) learned object-specific dynamic models for a set of objects which can be pushed from many predefined points on the perimeter. In a similar tabletop scenario, Omrcen et al. (2009) used a neural network for the robot to learn the pushing dynamics for flat objects. They proposed a learning process to describe the relationship between the direction of a poke and the observed object motion for a class of objects. The learned models are specific to individual objects. In recent work, Agrawal et al. (2016) proposed learning physics models with deep neural networks from experience and simultaneous learning of forward and inverse models for vision-based control. This approach shows a high level of performance in predicting the outcomes of pokes. However, it requires large amounts of data and does not generalise to new objects. Kopicki et al. (2017) learned many simple, object-specific and context-specific predictors for rigid object motions. Their models match the predictions of a rigid body dynamics engine for novel objects as well as actions.

In our setup, we also take a machine learning based approach. However, we learn the inverse model of the robot-object pushing behaviour on the fly. This model can be used to gain experience for data-driven methods. Also it could be combined with forward models, learned from experience, in future work.

8.2 Learning contact points for successful pushes

Walker and Salisbury (2008) modelled support friction maps within a two-dimensional environment using local regression. Similarly, Lau et al. (2011) built mappings between actions and effects using a non-parametric regression method. They collected an hundred samples from interactions of the robot with irregularly-shaped flat objects. Kopicki et al. (2011) established an algorithm for learning object behaviour in the case of various push actions for a tabletop scenario. Hermans et al. (2013a), Hermans et al. (2013b) developed an offline, data-driven method for predicting contact locations that are good for pushing objects, based on visual features.

In contrast, we do not enforce pushing at a specific contact location, but instead change the movement direction and the robot-object displacement, based on observations. The centre of mass is not easily observable, and visual features can be misleading. Some examples are the ‘box’ and ‘cheezit’ objects from the set used. ‘Cheezit’ appears to be not as easy to push as ‘box’, due to the content inside, which changes the weight distribution while pushing.

8.3 Algorithms for planning pushing actions

Li and Payandeh (2007) examined the problem of object motion from one position to another with a focus on determining adequate pushing actions and developing a push planner. Recent studies from Elliott et al. (2016) showed that it is possible to plan a sequence of simple pushing and pulling actions to bring an object into a graspable pose. Dogar and Srinivasa (2012) introduced a planning framework for clutter rearrangement in a tabletop scenario. Using linear pushes, a robot can reach desired objects. The planner uses pushing actions to funnel uncertainty by forming push-grasps. Zito et al. (2012) combined a global RRT planner with a local push planner, making use of predictive models of pushing interactions, to plan sequences of pushes to move an object in an obstacle-free tabletop scenario. The local planner utilizes a physics engine that requires explicit object modelling. The state-of-the-art method presented by Merici et al. (2013), Merili et al. (2015), Meriçli et al. (2015) addressed the problem of pushing complex, massive objects on caster wheels with a mobile base in cluttered environments. Based
on experience from self-exploration or demonstration via joy-sticking, they created experimental models for planning the pushing action using an RRT-based method which does not require any explicit analytical model.

In contrast to the proposed approaches in the literature, we define a reconfigurable pushing corridor and design an algorithm for object delivery in active dynamic environments. Corridors enable usage of the free area for pushing instead of clinging to the path.

8.4 Pushing controllers

To compare the effectiveness of the proposed adaptive motion controller, we also tested controllers proposed by Igarashi et al. (2010) and Hermans et al. (2013c) for pushing unknown objects. Unlike these two pushing controllers, our proposed method adapts to the observed object behaviour and thus achieves higher success rates. Hermans et al. (2013c) assumed that the robot should push in a way that is aligned to the center of the object. Thus, their centroid-alignment controller always tries to bring the robot behind the object with respect to the pushing target. However pushing through the center of an object is not always best for pushing a particular object, as can be seen from the change of push activation functions in Fig. 10. Also, this controller is sensitive to changes in the pushing target. If a change in the angle of the pushing direction is high, a robot is not able to move behind the object without pushing it away, as can be seen in Fig. 9e.

A high level of friction and slow movements are assumed by Igarashi et al. (2010) to simplify the interaction model in their work. In practice, this controller causes excessive orbiting of the robot around the object when it is near the goal, which can be seen in Fig. 9e. In terms of blending pushing and relocating movements, our approach is similar. However, we let the robot learn activation functions for pushing and relocation around the object.

In our previous work (Krivic et al. 2016) we introduced an adaptive feedback controller also based on the displacement angle of the robot from the desired object movement direction. Building up on it, in this paper we introduce an adaptive feedforward-feedback pushing controller for pushing unknown objects.

9 Conclusions and future work

This paper offers an investigation of pushing unknown objects in a robotic scenario, without the usage of previous experience. We introduced a multilayer pushing skill, where different subtasks of the object delivery are treated. A pushing corridor was introduced to simplify the pushing task while providing collision-avoidance guarantees under mild assumptions, using the available free space efficiently. The robot’s behaviour adapts, according to feedback from interaction with an object.

Instead of tuning control parameters with respect to an object’s class or shape, we proposed identifying the object behaviour by learning. We demonstrate that a high success rate of object delivery can be achieved by online learning for objects that manifest quasi-static properties under pushing. Also, pushing objects that do not fall into this group is possible. The proposed solution adapts the inverse dynamic model of the object-robot interaction. This is achieved by the introduced adaptive feedforward-feedback controller. The controller is adaptive in the sense that it updates the amount of activation as regards pushing or relocating, based on the observed errors. This results in smooth robot movements that adaptively blend pushing and relocation.

The skill presented can be a part of a more complex system operating in complex and dynamic environments. The goal to be achieved and the object to be manipulated are defined by a high-level planner, and the proposed skill is used for the task execution. The algorithm presented is computationally cheap and enables real-time push manipulation. Our results show that it is robust for our set of objects of various shapes in different environments.

The pushing skill can be further improved by taking the object orientation into account, which would be one of the goals of future work. Also, it would be interesting to combine our learned inverse dynamic model with methods which learn forward movement models of an object as well with visual features of the object.
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