SPECTRAL LINEAR MATRIX INEQUALITIES
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Abstract. We prove, under a certain representation theoretic assumption, that the set of real symmetric matrices, whose eigenvalues satisfy a linear matrix inequality, is itself a spectrahedron. The main application is that derivative relaxations of the positive semidefinite cone are spectrahedra. From this we further deduce statements on their Wronskians. These imply that Newton’s inequalities, as well as a strengthening of the correlation inequalities for hyperbolic polynomials, can be expressed as sums of squares.

1. Introduction

A homogeneous polynomial \( h \in \mathbb{R}[x_1, \ldots, x_n] \) is said to be hyperbolic with respect to \( e \in \mathbb{R}^n \), if \( h(e) > 0 \) and if for every \( a \in \mathbb{R}^n \) the univariate polynomial \( h(te - a) \) in \( t \) has only real roots. The hyperbolicity cone \( C(h, e) \) of \( h \) at \( e \) is the set of all \( a \in \mathbb{R}^n \) such all zeros of \( h(te - a) \) are nonnegative. Hyperbolicity cones are closed convex cones by [Gar59]. An instructive example of a polynomial that is hyperbolic with respect to \( e \) is given by \( \det A(x) \) where \( A(x) := x_1A_1 + \ldots + x_nA_n \) for real symmetric matrices \( A_i \) with the property that \( A(e) \) is positive definite. In this case, the hyperbolicity cone is defined by a linear matrix inequality (LMI):

\[
C(\det A(x), e) = \{ a \in \mathbb{R}^n : A(a) \text{ is positive semidefinite} \}.
\]

Such sets are called spectrahedral cones. A major open problem in this context is:

Conjecture (Generalized Lax Conjecture). Hyperbolicity cones are spectrahedral.

There is positive [HV07, Kum17, Ami19] and negative [Brä11, AB18, RRSW19] evidence for this conjecture. A direct application of Rolle’s theorem shows that

\[
D_k^e h := \left( \sum_{i=1}^n e_i \cdot \frac{\partial}{\partial x_i} \right)^k h
\]

is hyperbolic with respect to \( e \) for all \( k \leq \deg(h) \) if \( h \) is. These hyperbolic polynomials are often called Renegar derivatives as their geometric properties were first studied by Renegar [Ren06]. The Generalized Lax Conjecture would imply in particular that the hyperbolicity cone \( C(D_k^e \det A(x), e) \) is spectrahedral. In the case when \( A(x) \) is a diagonal matrix, this was shown by Bränden [Brä14] after Sanyal [San13] proved the case \( k = 1 \) relying on results from [COSW04]. The latter was used by Saunderson [Sau18] to solve the case \( k = 1 \) for possibly nondiagonal \( A(x) \). We will generalize this result to arbitrary \( k \).

Theorem. The hyperbolicity cone \( C(D_k^e \det A(x), e) \) is spectrahedral. The size of this spectrahedral representation is \( O(d^{2k+2}) \) when the size \( d \) of \( A(x) \) grows.
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Note that it was already shown in [SP15] that $C(D^k_e \det A(x), e)$ has a representation as a spectrahedral shadow, i.e., the image of a spectrahedral cone under a linear map.

Our above mentioned result will be a special case of a more general statement that we want to describe in the following. Let $S \subset \mathbb{R}^n$ be a convex symmetric set, i.e., a set that is invariant under every permutation of the variables. The associated spectral convex set is defined as

$$\Lambda(S) = \{ A \in \text{Sym}_d(\mathbb{R}^n) : \lambda(A) \in S \}$$

and was recently introduced and studied by Sanyal and Saunderson [SS20]. Here $\lambda(A)$ denotes the vector of eigenvalues of a real symmetric matrix $A$. Among others, they show that if $S$ is a spectrahedral shadow, then $\Lambda(S)$ is a spectrahedral shadow as well [SS20, Thm. 4.1]. Furthermore, if $S$ is a polytope, then $\Lambda(S)$ is even a spectrahedron [SS20, Thm. 3.3].

Now let $h \in \mathbb{R}[x_1, \ldots, x_n]$ be hyperbolic with respect to $e = (1, \ldots, 1)$ and assume that $h$ is symmetric. Then its hyperbolicity cone $C(h, e)$ is symmetric and the associated spectral convex set $\Lambda(C(h, e))$ is a hyperbolicity cone as well by [BGLS01, Thm. 3.1]. Thus the Generalized Lax Conjecture asserts in particular that $\Lambda(S)$ is a spectrahedral cone whenever $S \subset \mathbb{R}^n$ is a symmetric spectrahedral cone. Although we are not able to prove this statement in its full generality, we establish a sufficient representation theoretic criterion on the LMI representation of $S$ for $\Lambda(S)$ being a spectrahedral cone. This criterion applies to the LMI description of the hyperbolicity cone of elementary symmetric polynomials that was constructed in [Brä14]. From this we then obtain the above result on the hyperbolicity cones of Renegar derivatives.

Hyperbolic polynomials satisfy several types of inequalities. One of those can be expressed in terms of the Wronskian polynomial: For any $a, b \in \mathbb{R}^n$ the Wronskian polynomial $\Delta_{a,b}(h)$ of $h \in \mathbb{R}[x_1, \ldots, x_n]$ is defined as

$$\Delta_{a,b}(h) = D_a h \cdot D_b h - h \cdot D_a D_b h.$$  

If $h$ is hyperbolic with respect to $e$ and $a, b \in C(h, e)$, then the Wronskian $\Delta_{a,b}(h)$ is globally nonnegative on $\mathbb{R}^n$. This follows from [Brä07, Thm. 5.6] or [KPV15, Thm. 3.1] and is sometimes called the correlation inequality. In fact, one can sharpen this inequality to the following inequality which holds on all of $\mathbb{R}^n$:

$$\Delta_{a,b}(h) \geq \frac{h(b)}{D_a h(b)} \cdot (D_a h)^2.$$  

Using our spectrahedral representations, we prove that for the Renegar derivatives $D^k_e \det A(x)$ this inequality can be expressed as a sum of squares. Choosing $h$ to be the elementary symmetric polynomial $\sigma_{d+1,n} \in \mathbb{R}[x_1, \ldots, x_n]$ of degree $d + 1$ and $a = b$ to be the all-ones vector, this recovers exactly Newton’s inequalities:

**Theorem.** The polynomial

$$\left( \frac{\sigma_{d,n}}{\sigma_{d,n}^a} \right)^2 - \left( \frac{\sigma_{d+1,n}}{\sigma_{d+1,n}^{d+1}} \right) \cdot \left( \frac{\sigma_{d-1,n}}{\sigma_{d-1,n}^{d-1}} \right)$$

is a sum of squares of polynomials.

This implies a previous result by Gao and Wagner [GW14] stating that

$$\sigma_{d,n}^2 - \sigma_{d+1,n} \cdot \sigma_{d-1,n}$$

is a sum of squares.
2. Outline

Consider a representation \( V \) of the symmetric group \( S_n \) and an \( S_n \)-linear map \( \varphi : \mathbb{R}^n \to \text{Sym}_2(V) \). The preimage of the positive semidefinite cone in \( \text{Sym}_2(V) \) under \( \varphi \) is a spectrahedral cone which is invariant under the action of the symmetric group \( S_n \) on \( \mathbb{R}^n \). Conversely, every spectrahedral cone \( S \subset \mathbb{R}^n \) that is invariant under the action of \( S_n \) arises in that way. Indeed, if \( A(x) = A(x_1, \ldots, x_n) \) is a linear matrix polynomial that describes \( S \), then the block-diagonal matrix consisting of all blocks \( \sigma(A(x)) = A(x_{\sigma(1)}, \ldots, x_{\sigma(n)}) \) for \( \sigma \in S_n \) is of the desired form.

For \( S \subset \mathbb{R}^n \) a symmetric spectrahedral cone as above let \( \Lambda(S) \subset \text{Sym}_2(\mathbb{R}^n) \) be the set of all symmetric \( n \times n \) matrices whose spectrum lies in \( S \). By [BGLS01 Thm. 3.1] the set \( \Lambda(S) \) is a hyperbolicity cone. We give a sufficient criterion under which \( \Lambda(S) \) is even a spectrahedral cone. To this end, since \( \Lambda(S) \) is invariant under the action of \( O(n) \) on \( \text{Sym}_2(\mathbb{R}^n) \), we want to replace our \( S_n \)-linear map \( \varphi \) by a suitable \( O(n) \)-linear map. In order to formulate the precise criterion we make the following definition; the terminology related to partitions used in this article will be introduced in Section 3.1.

**Definition 2.1.** A representation of \( S_n \) is short if it consists only of such irreducible representations that correspond to partitions of length at most 2.

In Section 3 we will explicitly characterize all \( S_n \)-linear maps \( \mathbb{R}^n \to \text{Sym}_2(V) \) for short representations \( V \) of \( S_n \). Using this characterization, we will prove the following result in Section 4.

**Theorem 2.2.** Let \( V \) be a short representation of \( S_n \) and \( \varphi : \mathbb{R}^n \to \text{Sym}_2(V) \) an \( S_n \)-linear map. Let \( S \subset \mathbb{R}^n \) be the preimage of the positive semidefinite cone in \( \text{Sym}_2(V) \) under \( \varphi \). Then \( \Lambda(S) \subset \text{Sym}_2(\mathbb{R}^n) \) is a spectrahedral cone.

More precisely, we will associate to each short representation \( V \) of \( S_n \) a representation \( W \) of \( O(n) \) together with an \( S_n \)-linear surjective map \( P : W \to V \). For every \( S_n \)-linear map \( \varphi : \mathbb{R}^n \to \text{Sym}_2(V) \) we then construct an \( O(n) \)-linear map \( \Phi : \text{Sym}_2(\mathbb{R}^n) \to \text{Sym}_2(W) \) such that the diagram

\[
\begin{array}{ccc}
\mathbb{R}^n & \overset{\varphi}{\longrightarrow} & \text{Sym}_2(V) \\
\diagdown & & \downarrow \text{S}_2P \\
\text{Sym}_2(\mathbb{R}^n) & \overset{\Phi}{\longrightarrow} & \text{Sym}_2(W)
\end{array}
\]

commutes. Here \( \text{diag}(a) \) denotes the diagonal matrix with diagonal \( a \in \mathbb{R}^n \). We further show for all \( a \in \mathbb{R}^n \) that \( \Phi(\text{diag}(a)) \) is positive semidefinite if and only if \( \varphi(a) = (\text{S}_2P)(\Phi(\text{diag}(a))) \) is positive semidefinite. This implies Theorem 2.2 since each real symmetric matrix can be diagonalized by an orthogonal transformation.

In Section 3 we will apply Theorem 2.2 to the spectrahedral representation of elementary symmetric polynomials \( \sigma_{d,n} \) from [Bra14] and construct a spectrahedral representation of all derivative relaxations of the positive semidefinite cone. In Example 4.7 we note that applying Theorem 2.2 to the spectrahedral description of \( \sigma_{n-1,n} \) constructed in [San13] exactly gives us the construction from [San18].

Our very explicit approach makes it possible to deduce consequences for Wronskians and sums of squares in Section 6.
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3. Some representation theory

For any natural number $n$ we let $[n] = \{1, \ldots, n\}$. For any set $S$ we denote by \binom{n}{S} the set of $d$-element subsets of $S$. For all natural numbers $d, n$ with $0 \leq d \leq n$ we consider the real vector space $\mathcal{M}_{d,n}$ of all multiaffine homogeneous polynomials of degree $d$ in $n$ variables, i.e., the subspace of $\mathbb{R}[x_1, \ldots, x_n]^d$ that is spanned by square-free monomials. For any subset $I \subset [n] = \{1, \ldots, n\}$ we let $\sigma_d(I)$ be the elementary symmetric polynomial of degree $d$ in the variables indexed by $I$. We always have $\sigma_d(I) \in \mathcal{M}_{d,n}$. We further denote by $\delta_i$ the $i$th unit vector in $\mathbb{R}^n$.

3.1. Some representation theory of $S_n$. Let $\mathcal{S}_n$ be the group of all permutations of $[n]$. Recall for example from [FH91 §4.1] that irreducible representations of $\mathcal{S}_n$ are in bijection to partitions of $n$, i.e. tuples $\lambda = (\lambda_1, \ldots, \lambda_r)$ of positive integers $\lambda_i$ such that $\lambda_1 \geq \cdots \geq \lambda_r$ and $n = \lambda_1 + \cdots + \lambda_r$. The integer $r$ is called the length of $\lambda$. Given a partition $\lambda = (\lambda_1, \ldots, \lambda_r)$ of $n$, the conjugate partition $\lambda'$ is defined as $(\mu_1, \ldots, \mu_{\lambda_1})$ where $\mu_k$ denotes the number of indices $i \in [n]$ such that $\lambda_i \geq k$. We denote the irreducible $\mathcal{S}_n$-module corresponding to the partition $\lambda = (\lambda_1, \ldots, \lambda_r)$ of $n$ by $V_\lambda = V_{\lambda_1}, \ldots, \lambda_r$, as in [FH91]. However, unlike in [FH91], we consider real representations of $\mathcal{S}_n$ rather than complex representations. Since each irreducible representation of $\mathcal{S}_n$ can in fact be defined over the rational numbers [FH91 p. 46], this will not cause any problems. It implies that on the real vector space $V_\lambda$ there is an invariant scalar product and the elements of $\mathcal{S}_n$ act as orthogonal transformations. For representations $V$ and $W$ of $\mathcal{S}_n$ we denote

$$(V, W)_{\mathcal{S}_n} = \dim(\text{Hom}_{\mathcal{S}_n}(V, W))$$

the dimension of all $\mathcal{S}_n$-linear maps from $V$ to $W$.

Now consider the natural action of $\mathcal{S}_n$ on $\mathcal{M}_{d,n}$ that is given by permuting the variables. There is a unique scalar product on the vector space $\mathcal{M}_{d,n}$ that has the monomials as orthonormal basis. Clearly, this scalar product is invariant under the action of $\mathcal{S}_n$. We will always identify $\mathcal{M}_{d,n}$ with its dual representation via this scalar product. As a first step we decompose $\mathcal{M}_{d,n}$ into irreducible representations.

Lemma 3.1. We have $\mathcal{M}_{d,n} \cong \bigoplus_{i=0}^{\min(d,n-d)} V_{n-i,i}$.

Proof. It is straightforward to see that $\mathcal{M}_{d,n}$ is the representation of $\mathcal{S}_n$ induced by the trivial representation of $\mathcal{S}_d \times \mathcal{S}_{n-d}$. Then the claim follows directly from Young’s rule [FH91 Cor. 4.39] as pointed out in [FH91 p. 57].

Corollary 3.2. $\mathcal{M}_{d,n}$ is a short representation of $\mathcal{S}_n$.

Example 3.3. Lemma 3.1 says in particular that we can embed $\mathbb{R}^n \cong V_n \oplus V_{n-1,1}$ $\mathcal{S}_n$-linearly to $\mathcal{M}_{d,n}$ if $0 < d < n$. We claim that such an embedding is given by

$$\tau_d : \mathbb{R}^n \to \mathcal{M}_{d,n}, \delta_i \mapsto x_i \cdot \sigma_{d-1}([n] \setminus \{i\})$$

Indeed, this map is clearly $\mathcal{S}_n$-linear. In order to show that it is injective, it suffices to find one vector in each irreducible component of $\mathbb{R}^n$ that is not sent to zero. To this end note that the all-ones vector $e = \sum_{i=1}^{n} \delta_i \in V_n$ is mapped to $d \cdot \sigma_d([n]) \neq 0$. 

Further $\delta_1 - \delta_2 \in V_{n-1,1}$ gets sent to $x_1 \cdot \sigma_{d-1}([n] \setminus \{1\}) - x_2 \cdot \sigma_{d-1}([n] \setminus \{2\})$. Assume that this is zero, i.e., that
\[ x_1 \cdot \sigma_{d-1}([n] \setminus \{1\}) = x_2 \cdot \sigma_{d-1}([n] \setminus \{2\}). \]
This implies that $x_2$ divides $\sigma_{d-1}([n] \setminus \{1\})$ which is only possible if $d = n$. △

Example 3.4. In bases the decomposition $M_{d,n} = V_4 \oplus V_{3,1}$ is given by
\[ V_{3,1} = \text{Span}(x_1 - x_2, x_1 - x_3, x_1 - x_4) \]
and its orthogonal complement $V_4$ spanned by $x_1 + x_2 + x_3 + x_4$. △

For any $a \in \mathbb{R}^n$ and $0 \leq d < n$ we consider the map
\[ D_a : M_{d+1,n} \to M_{d,n}, f \mapsto \sum_{i=1}^{n} a_i \frac{\partial f}{\partial x_i}. \]
The map $D_e$ for $e = (1, \ldots, 1)$ is clearly a homomorphism of $S_n$-modules. In what follows next, we study the properties of the map $D_e$ more closely and show how it can be used to make the decomposition of $M_{d,n}$ into irreducibles explicit.

**Figure 1.** The Kneser graph $K(5, 2)$.

Lemma 3.5. If $2d \leq n$, then $D_e^{n-2d} : M_{n-d,n} \to M_{d,n}$ is an isomorphism.

Proof. Consider the isomorphism
\[ \psi : M_{d,n} \to M_{n-d,n}, \prod_{i \in T} x_i \mapsto \frac{1}{(n-2d)!} \prod_{i \in T} x_i \text{ for } T \in \binom{[n]}{d}. \]
It suffices show that $\Psi = \psi \circ D_e^{n-2d}$ is an isomorphism. For $S \in \binom{[n]}{n-d}$ we have
\[ D_e^{n-2d} \prod_{i \in S} x_i = (n-2d)! \sum_{T \in \binom{[n]}{n-d}} \prod_{i \in T} x_i. \]
Therefore, we have
\[ \Psi \left( \prod_{i \in S} x_i \right) = \sum_{T \in \binom{[n]}{n-d}, S \cap T = \emptyset} \prod_{i \in T} x_i. \]
So the representing matrix of $\Psi$ with respect to the monomial basis is the adjacency matrix of the Kneser graph $K(n, n-d)$: This is the graph which has $\binom{[n]}{n-d}$ as its set of vertices, and two subsets of $[n]$ are adjacent if and only if they are disjoint. This matrix is known to have full rank, see e.g. [GM16, Cor. 6.6.1]. □

Corollary 3.6. Let $1 \leq d \leq n$. The map $D_e : M_{d,n} \to M_{d-1,n}$ has full rank: It is injective if $2d > n$ and surjective if $2d - 2 < n$. 


We want to compute this decomposition explicitly. By Corollary 3.7 the component the monomial bases is given by:

\[ \dim(M_{d,n}) \leq \dim(M_{d-1,n}) \leftrightarrow \binom{n}{d} \leq \binom{n}{d-1} \leftrightarrow 2d > n. \]

In this case we therefore have to show that \( D_e \) is injective. By Lemma 3.1 the map

\[ D_e^{2d-n-1} \circ D_e : M_{d,n} \to M_{n-d,n} \]

is injective and thus is \( D_e : M_{d,n} \to M_{d-1,n} \). The other case follows analogously.

**Example 3.9.** By Lemma 3.1 we know that

\[ \text{dim}(M_{2,4}) = \text{dim}(V_{0,1}) \oplus V_{1,2}. \]

We want to compute this decomposition explicitly. By Corollary 3.7 the component \( V_{1,2} \) is the kernel of \( D_e : M_{2,4} \to M_{1,4} \). Its representing matrix with respect to the monomial bases is given by:

\[
\begin{pmatrix}
1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 1
\end{pmatrix}
\]

Its kernel and thus \( V_{1,2} \) is spanned \((x_1 - x_4)(x_2 - x_3)\) and \((x_1 - x_3)(x_2 - x_4)\). The orthogonal complement of \( V_{1,2} \) in \( M_{2,4} \) is \( V_4 \oplus V_{3,1} \) and can be computed as

\[ W = \text{Span}(x_1(x_2 + x_3 + x_4), x_2(x_1 + x_3 + x_4), x_3(x_1 + x_2 + x_4), x_4(x_1 + x_2 + x_3)). \]

Another application of Corollary 3.7 shows that \( V_{3,1} \) is the kernel of

\[ D_e^2 : W \to M_{0,4} = \mathbb{R} \]

which is spanned by \((x_1 - x_2)(x_3 + x_4)\), \((x_1 - x_3)(x_2 + x_4)\) and \((x_1 - x_4)(x_2 + x_3)\). Finally, the invariant part \( V_4 \) is of course spanned by

\[ \sigma_{2,4} = x_1x_2 + x_1x_3 + x_1x_4 + x_2x_3 + x_2x_4 + x_3x_4. \]

By Schur’s Lemma the multiplicity of the trivial representation \( V_n \) in both \( \text{Sym}_r V_{n-d,d} \) and \( V_{n-d,d} \otimes V_{n-d,d} \) is 1 for \( 0 \leq 2d \leq n \). We now compute the multiplicity of \( V_{n-1,1} \) in these representations of \( \mathfrak{S}_n \).

**Lemma 3.10.** Let \( 0 \leq 2d \leq n \). The multiplicity of \( V_{n-1,1} \) in both \( \text{Sym}_r V_{n-d,d} \) and \( V_{n-d,d} \otimes V_{n-d,d} \) is 1 if \( 0 < 2d < n \) and 0 otherwise.
Proof. We consider the usual inclusion of $\mathfrak{S}_{n-1}$ in $\mathfrak{S}_n$. Then we have

$$(V_{n-1,1}, \text{Sym}_2 V_{n-d,d})\mathfrak{e}_n = (V_{n-1,1} \oplus V_n, \text{Sym}_2 V_{n-d,d})\mathfrak{e}_n - 1$$

since the multiplicity of the trivial representation $V_n$ in $\text{Sym}_2 V_{n-d,d}$ is 1 \cite[Ex.~4.5.1b]{FH91}. By Frobenius Reciprocity \cite[Cor.~3.20]{FH91} and because we have that $V_{n-1,1} \oplus V_n = \text{Ind}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} V_{n-1}$ it follows that

$$(V_{n-1,1}, \text{Sym}_2 V_{n-d,d})\mathfrak{e}_n = (V_{n-1,1}, \text{Sym}_2 (\text{Res}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} V_{n-d,d}))\mathfrak{e}_n - 1.$$ 

By Pieri’s Rule \cite[Ex.~4.44]{FH91} we have that $\text{Res}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} V_{n-d,d} = V_{n-d-d} \oplus V_{n-d,d-1}$ if $0 < 2d < n$. Otherwise, there is only one summand. Using \cite[Ex.~4.5.1b]{FH91} again implies then the claim for $\text{Sym}_2 V_{n-d,d}$. The proof for $V_{n-d,d} \otimes V_{n-d,d}$ is verbatim the same after replacing $\text{Sym}_2 V_{n-d,d}$ by $V_{n-d,d} \otimes V_{n-d,d}$. \hfill \Box

For describing the components isomorphic to $V_n$ and $V_{n-1,1}$ in $\text{Sym}_2(V_{n-d,d})$, we consider the diagonal map $\text{Ma}_{d,n} \rightarrow \text{Sym}_2(\text{Ma}_{d,n})$ that sends a monomial $m$ to $m \otimes m$. This map is clearly $\mathfrak{S}_n$-invariant. By restricting this map to $V_n$ resp. $V_{n-1,1}$ and projecting to $V_{n-d,d} \subset \text{Ma}_{d,n}$, we obtain $\mathfrak{S}_n$-invariant maps

$$\alpha_{d,n} : V_n \rightarrow \text{Sym}_2(V_{n-d,d}) \subset V_{n-d,d} \otimes V_{n-d,d}$$

and

$$\beta_{d,n} : V_{n-1,1} \rightarrow \text{Sym}_2(V_{n-d,d}) \subset V_{n-d,d} \otimes V_{n-d,d}.$$ 

The next lemmas show that both maps are nonzero.

Lemma 3.11. Let $0 < 2d < n$. The map $\alpha_{d,n} : V_n \rightarrow \text{Sym}_2(V_{n-d,d})$ is nonzero.

Proof. The invariant part of $\text{Ma}_{d,n}$ is spanned by $\sigma_d[1]$ which is mapped by diag to the identity matrix. This is positive definite and so is its restriction to $V_{n-d,d}$ which is in particular nontrivial. \hfill \Box

Lemma 3.12. Let $0 < 2d < n$. The map $\beta_{d,n} : V_{n-1,1} \rightarrow \text{Sym}_2(V_{n-d,d})$ is nonzero.

Proof. Consider the $\mathfrak{S}_n$-linear map $\mathbb{R}^{n^2} \rightarrow \text{Ma}_{d,n}$ that sends the $i$th unit vector to $x_i \cdot \sigma_{d-1}([n] \setminus \{i\})$, see Example 3.3. The vector $e - n \cdot \delta_n$, where $e$ is the all-ones vector and $\delta_n$ the $n$th unit vector, lies in the $V_{n-1,1}$-part of $\mathbb{R}^{n^2}$. It is sent to

$$d\sigma_d([n]) - nx_n \sigma_{d-1}([n-1]) = d\sigma_d([n-1]) + (d-n)x_n \sigma_{d-1}([n-1]).$$

This element gets mapped by the map diag to a diagonal matrix all whose diagonal entries are $d$ or $d-n$ according to whether $x_n$ occurs in the corresponding monomial or not. The restriction of the corresponding bilinear form to $\text{Ma}_{d,n-1}$ is thus positive definite. Since $2d < n$ we have that $\text{Ma}_{d,n-1} \cap V_{n-d,d} \neq \{0\}$ by Corollary 3.8 which implies that the restriction of this bilinear form to $V_{n-d,d}$ is nontrivial. \hfill \Box

Example 3.13. We describe the components isomorphic to $V_4$ and $V_{3,1}$ in the $\mathfrak{S}_4$-module $\text{Sym}_2(V_{4-d,d})$ for $d = 0,1,2$ explicitly by means of a basis.

a) We have $\text{Sym}_2(V_4) = V_4$. A basis $V_4$ is given by any nonzero bilinear form.

b) We have $\text{Sym}_2(V_{4,2}) = V_4 \oplus V_{2,2}$. A basis of $V_4$ is given by the symmetric bilinear form whose Gram matrix with respect to the basis calculated in Example 3.9 is:

$$\begin{pmatrix}
(x_1 - x_4)(x_2 - x_3) & (x_1 - x_3)(x_2 - x_4) \\
(x_1 - x_3)(x_2 - x_4) & 2 & 1 \\
1 & 2
\end{pmatrix}.$$
c) Finally, we have $\text{Sym}_2(V_{3,1}) = V_4 \oplus V_{3,1} \oplus V_{2,2}$. For any $a \in \mathbb{R}^4$ we consider the symmetric bilinear form $G(a)$ whose Gram matrix with respect to the basis of $V_{3,1}$ calculated in Example 3.16 is:

$$
\begin{pmatrix}
 x_1 - x_2 & x_1 - x_3 & x_1 - x_4 \\
 x_1 - x_2 & a_1 + a_2 & a_1 \\
 x_1 - x_3 & a_1 & a_1 + a_3 \\
 x_1 - x_4 & a_1 & a_1 + a_4
\end{pmatrix}.
$$

Restricting the map $a \mapsto G(a)$ to $V_4 \subset \mathbb{R}^4$ and $V_{3,1} \subset \mathbb{R}^2$ respectively, we obtain the maps $\alpha, \beta$.

By Schur’s Lemma the multiplicity of the trivial representation $V_n$ in $V_{3,1} \otimes V_{\mu}$ is zero when $\lambda \neq \mu$. We now compute the multiplicity of $V_{n-1,1}$ in these representations of $\mathfrak{S}_n$ for short $\lambda$ and $\mu$.

**Lemma 3.14.** Let $0 \leq 2d < 2d' \leq n$. The multiplicity of $V_{n-1,1}$ in $V_{n-d,d} \otimes V_{n-d',d'}$ is 1 if $d' = d + 1$ and 0 otherwise.

**Proof.** We use similar arguments as in Lemma 3.10 to compute this multiplicity. The assumption $0 \leq 2d < 2d' \leq n$ implies that $V_{n-d,d}$ and $V_{n-d',d'}$ are nonisomorphic irreducible representations of $\mathfrak{S}_n$. Thus $V_n$ does not appear in $V_{n-d,d} \otimes V_{n-d',d'}$ and we have

$$(V_{n-1,1}, V_{n-d,d} \otimes V_{n-d',d'})_{\mathfrak{S}_n} = (V_n \oplus V_{n-1,1}, V_{n-d,d} \otimes V_{n-d',d'})_{\mathfrak{S}_n}.$$

By Frobenius Reciprocity [FH91] Cor. 3.20 and because we have that $V_{n-1,1} \oplus V_n = \text{Ind}_{\mathfrak{S}_{n-1}}^{\mathfrak{S}_n} V_{n-1}$ it follows that

$$(V_{n-1,1}, V_{n-d,d} \otimes V_{n-d',d'})_{\mathfrak{S}_n} = (V_{n-1}, \text{Res}_{\mathfrak{S}_n}^{\mathfrak{S}_{n-1}} V_{n-d,d} \otimes \text{Res}_{\mathfrak{S}_n}^{\mathfrak{S}_{n-1}} V_{n-d',d'})_{\mathfrak{S}_{n-1}}.$$

By Pieri’s Rule [FH91] Ex. 4.44] we find that the only possibility for $\text{Res}_{\mathfrak{S}_n}^{\mathfrak{S}_{n-1}} V_{n-d,d}$ and $\text{Res}_{\mathfrak{S}_n}^{\mathfrak{S}_{n-1}} V_{n-d',d'}$ to share an irreducible component is that $d' = d + 1$ in which case we have $(V_{n-1,1}, V_{n-d,d} \otimes V_{n-d',d'})_{\mathfrak{S}_n} = 1$. □

**Remark 3.15.** Let $0 \leq 2d \leq n - 2$. We can explicitly describe the component isomorphic to $V_{n-1,1}$ in $V_{n-d,d} \otimes V_{n-d-1,d+1}$. Consider the $\mathfrak{S}_n$-linear map

$$\mathbb{R}^n \to \text{Hom}(M_{a+d+1,n}, M_{a,d,n}), \; a \mapsto D_a.$$

Restricting $D_a$ to the kernel of $D_c$, we get an $\mathfrak{S}_n$-linear map

$$\mathbb{R}^n \to \text{Hom}(V_{n-d-1,d+1}, V_{n-d,d}) \cong V_{n-d,d} \otimes V_{n-d-1,d+1}$$

since $D_c D_a f = D_a f = 0$ for all $f$ in the kernel of $D_c$ and by Corollary 3.7. This map is nonzero because for each homogeneous polynomial of positive degree at least one directional derivative is nonzero. The restriction to $V_n \subset \mathbb{R}^n$ is zero. Therefore, the restriction to $V_{n-1,1}$ cannot be zero as well and thus gives us the desired embedding $\gamma_{d,n} : V_{n-1,1} \to V_{n-d,d} \otimes V_{n-d-1,d+1}$. For any $a \in V_{n-1,1} \subset \mathbb{R}^n$ the bilinear form $\gamma_{d,n}(a)$ sends a pair $(f,g) \in V_{n-d,d} \times V_{n-d-1,d+1} \subset M_{a+d,n} \times M_{a,d+1,n}$ to the scalar product $(f, D_a g)$.

The maps $\alpha_{d,n}, \beta_{d,n}$ and $\gamma_{d,n}$ allow us to completely describe the vector space of $\mathfrak{S}_n$-linear maps $\mathbb{R}^n \to \text{Sym}_2(V)$ for any short representation $V$ of $\mathfrak{S}_n$. The next two examples illustrate this for $V = M_{a,2,4}$.

**Example 3.16.** We describe the component isomorphic to $V_{3,1}$ in the $\mathfrak{S}_4$-module $V_{4-d,d} \otimes V_{3,d+1}$ for $d = 0, 1$ explicitly by means of a basis.
a) We have $V_4 \otimes V_{3,1} = V_{3,1}$. For any $a \in \mathbb{R}^4$ we consider the map $V_{3,1} \rightarrow V_4 = \mathbb{R}$ whose representing matrix with respect to the basis of $V_{3,1}$ calculated in Example 3.13 is:

$$
\begin{pmatrix}
1 & a_1 - a_2 & a_1 - a_3 & a_1 - a_4
\end{pmatrix}.
$$

Restricting this map to $a \in V_{3,1} \subset \mathbb{R}^4$, we obtain the map $\gamma_{0,4}$.

b) We have $V_{3,1} \otimes V_{2,2} = V_{3,1} \oplus V_{2,1,1}$. For any $a \in \mathbb{R}^4$ we consider the map $V_{2,2} \rightarrow V_{3,1}$ whose representing matrix with respect to the basis of $V_{2,2}$ calculated in Example 3.16 and the dual basis of the one calculated in Example 3.4 is:

$$
\begin{pmatrix}
\frac{1}{4}(x_1 - 3x_2 + x_3 + x_4) & (x_1 - x_4)(x_2 - x_3) & (x_1 - x_3)(x_2 - x_4) \\
\frac{1}{2}(x_1 + x_2 - 3x_3 + x_4) & a_4 - a_1 + a_2 - a_3 & a_3 - a_1 + a_2 - a_4 \\
\frac{1}{2}(x_1 + x_2 + x_3 - 3x_4) & a_1 - a_4 + a_2 - a_3 & 2a_2 - 2a_4
\end{pmatrix}
$$

Restricting this map to $a \in V_{3,1} \subset \mathbb{R}^4$, we obtain the map $\gamma_{1,4}$.
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**Figure 2.** The points in the affine hyperplane $A = 1$ where the matrix from Example 3.17 has rank $< 4$ for $\lambda_1 = \cdots = \lambda_4 = 1$ and $\lambda_5 = \lambda_6 = 0$. The convex region in the middle is the spectrahedron.

**Example 3.17.** Combining Example 3.13 and Example 3.16 we can completely describe all $\mathfrak{S}_4$-linear maps $\mathbb{R}^4 \rightarrow \text{Sym}_2(M_{2,4})$. To that end let $M_1(a)$ be the $1 \times 1$ matrix with entry $A := a_1 + a_2 + a_3 + a_4$. Further let $M_5(a)$ be the matrix from Example 3.13 multiplied by $A$, let $M_3(a)$ be the matrix from Example 3.13 and $M_4(a) = A \cdot M_5(1,1,1,1)$. Finally, let $M_2(a)$ and $M_6(a)$ be the matrices from Example 3.16 and Example 3.16 respectively. Then every $\mathfrak{S}_4$-linear map $\mathbb{R}^4 \rightarrow \text{Sym}_2(M_{2,4})$ is of the form

$$
\begin{pmatrix}
V_4 & V_{3,1} & V_{2,2}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 M_1(a) & \lambda_2 M_2(a) & 0 \\
\lambda_2 M_2(a)^t & \lambda_3 M_3(a) + \lambda_4 M_4(a) & \lambda_6 M_6(a) \\
0 & \lambda_6 M_6(a)^t & \lambda_5 M_5(a)
\end{pmatrix}
$$

for some $\lambda_1, \ldots, \lambda_6 \in \mathbb{R}$.

Having a basis of the vector space of $\mathfrak{S}_n$-linear maps $\mathbb{R}^n \rightarrow \text{Sym}_2(V)$ for any short representation $V$ of $\mathfrak{S}_n$, we next want to make an analogous construction for certain representations of $O(n)$. △
3.2. Some representation theory of $\text{O}(n)$. We consider the standard scalar product on $\mathbb{R}^n$ for which the unit vectors form an orthonormal basis:

$$\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i.$$ 

The orthogonal group $\text{O}(n)$ is the group of all invertible linear maps $\mathbb{R}^n \to \mathbb{R}^n$ that are orthogonal with respect to this scalar product. In particular, the vector space $\mathbb{R}^n$ is a representation of $\text{O}(n)$ which is isomorphic to the dual representation $(\mathbb{R}^n)^*$. Recall that the scalar product on $\mathbb{R}$ are orthogonal with respect to this scalar product. In particular, the vector space orthogonal group $\text{O}(n)$ is a group of all invertible linear maps $\mathbb{R}^n \to \mathbb{R}^n$ which is isomorphic to the dual representation $(\mathbb{R}^n)^*$.

We note that the set $s^d_n := \{ s_1, \ldots, s_d \} \subset [n]$ with $s_1 < \cdots < s_d$ we denote by $e_s \in \wedge^d \mathbb{R}^n$ the element $\delta_{s_1} \wedge \cdots \wedge \delta_{s_d}$ where $\delta_i$ is the $i$th unit vector. The elements $e_s$ form an orthonormal basis with respect to the above scalar product. We further have a nondegenerate pairing

$$\wedge^d \mathbb{R}^n \times (\wedge^{n-d} \mathbb{R}^n \otimes \wedge^n \mathbb{R}^n) \to \mathbb{R}, \ (\alpha, \beta \otimes \gamma) \mapsto \langle \alpha \wedge \beta, \gamma \rangle$$

which is also $\text{O}(n)$-invariant and thus gives an isomorphism $\wedge^d \mathbb{R}^n \cong \wedge^{n-d} \mathbb{R}^n \otimes \wedge^n \mathbb{R}^n$ of $\text{O}(n)$-modules. On our basis this isomorphism operates in the following way:

$$e_s \mapsto e_S \otimes (e_S \wedge e_S').$$

This also shows that $\wedge^n \mathbb{R}^n \otimes \wedge^n \mathbb{R}^n \cong \wedge^0 \mathbb{R}^n$, the trivial representation.

In order to prove Theorem 2.2 we want to associate to each short representation of $\mathfrak{S}_n$ a suitable representation of the orthogonal group $\text{O}(n)$. The analog to $\text{M}_{d,n}$ will be the $\text{O}(n)$-module $\text{Sym}_2(\wedge^d \mathbb{R}^n)$ (for now). Via the scalar product that we defined above on $\wedge^d \mathbb{R}^n$, we can also consider elements $A, B \in \text{Sym}_2(\wedge^d \mathbb{R}^n)$ as selfadjoint endomorphisms of $\wedge^d \mathbb{R}^n$. Thus we can define a scalar product on $\text{Sym}_2(\wedge^d \mathbb{R}^n)$:

$$(A, B) \mapsto \text{tr}(A \cdot B).$$

We have to set up some notation. Let $I, J_1, J_2 \subset [n]$ be pairwise disjoint subsets such that $|J_1| = |J_2|$ and $|I| + |J_1| = d$. We write $J_1 \leq J_2$ if for all $j_2 \in J_2$ there is a $j_1 \in J_1$ such that $j_1 \leq j_2$.

For $J_1 \leq J_2$ we define the elements $t_{I,J_1,J_2} \in \text{Sym}_2(\wedge^d \mathbb{R}^n)$ as follows:

$$t_{I,J_1,J_2} = \begin{cases} e_I \otimes e_I, & \text{if } J_1 = J_2 = \emptyset, \\ \sqrt{2}(e_{I \cup J_1} \otimes e_{I \cup J_2} + e_{I \cup J_2} \otimes e_{I \cup J_1}), & \text{otherwise}. \end{cases}$$

We note that the set

$$\{ t_{I,J_1,J_2} : I, J_1, J_2 \subset [n] \text{ p.w. disjoint s.t. } |J_1| = |J_2|, |I| + |J_1| = d \text{ and } J_1 \leq J_2 \}$$

is an orthonormal basis of $\text{Sym}_2(\wedge^d \mathbb{R}^n)$. We observe that the map

$$(1) \quad \text{M}_{d,n} \to \text{Sym}_2(\wedge^d \mathbb{R}^n), \quad \prod_{i \in I} x_i \mapsto e_I \otimes e_I \text{ for } I \in \left[ \begin{array}{c} n \end{array} \right] \begin{array}{c} d \end{array}$$

is an $\mathfrak{S}_n$-linear embedding. Here we consider $\text{Sym}_2(\wedge^d \mathbb{R}^n)$ as an $\mathfrak{S}_n$-module via the natural inclusion $\mathfrak{S}_n \subset \text{O}(n)$. Like this we will always consider $\text{M}_{d,n}$ as an $\mathfrak{S}_n$-invariant subspace of $\text{Sym}_2(\wedge^d \mathbb{R}^n)$. Next we define an analog to the derivative $D_n : \text{M}_{d,n} \to \text{M}_{d-1,n}$. 

\[^1\text{There is nothing special about this particular ordering and any other would work as well.}\]
Construction 3.18. For each $v \in \mathbb{R}^n$ we have a map
\[
\varphi_v : \Lambda^{n-d} \mathbb{R}^n \to \Lambda^{n-d+1} \mathbb{R}^n, \quad \omega \mapsto \omega \wedge v.
\]
Employing the isomorphism of $O(n)$-modules $\Lambda^{n-1} \mathbb{R}^n \cong \Lambda^n \mathbb{R}^n \otimes \Lambda^n \mathbb{R}^n$ we obtain
\[
\Lambda^d \mathbb{R}^n \otimes \Lambda^n \mathbb{R}^n \to \Lambda^{d-1} \mathbb{R}^n \otimes \Lambda^n \mathbb{R}^n.
\]
Taking the tensor product with $\Lambda^n \mathbb{R}^n$ we obtain the map $\psi_v : \Lambda^d \mathbb{R}^n \to \Lambda^{d-1} \mathbb{R}^n$. The map $\mathbb{R}^n \to \text{Hom}(\Lambda^d \mathbb{R}^n, \Lambda^{d-1} \mathbb{R}^n)$ that sends $v$ to $\psi_v$ is $O(n)$-linear. The same is true for the induced map
\[
\mathbb{R}^n \otimes \mathbb{R}^n \to \text{Hom}(\Lambda^d \mathbb{R}^n \otimes \Lambda^d \mathbb{R}^n, \Lambda^{d-1} \mathbb{R}^n \otimes \Lambda^{d-1} \mathbb{R}^n), \quad v \otimes w \mapsto \psi_v \otimes \psi_w.
\]

Lemma 3.19. Any symmetric tensor $\omega \in \mathbb{R}^n \otimes \mathbb{R}^n$ is sent to a homomorphism that maps $\text{Sym}_2(\Lambda^d \mathbb{R}^n) \subset \Lambda^d \mathbb{R}^n \otimes \Lambda^d \mathbb{R}^n$ to $\text{Sym}_2(\Lambda^{d-1} \mathbb{R}^n) \subset \Lambda^{d-1} \mathbb{R}^n \otimes \Lambda^{d-1} \mathbb{R}^n$.

Proof. It suffices to show the claim for $\omega = v \otimes v$ for $v \in \mathbb{R}^n$ as every element of $\text{Sym}_2(\mathbb{R}^n)$ is a linear combination of such. If $\alpha \in \Lambda^d \mathbb{R}^n$, then clearly
\[
(\psi_v \otimes \psi_v)(\alpha \otimes \alpha) = \psi_v(\alpha) \otimes \psi_v(\alpha)
\]
is symmetric which shows the claim. □

Therefore, we obtain an $O(n)$-linear map
\[
\text{Sym}_2(\mathbb{R}^n) \to \text{Hom}(\text{Sym}_2(\Lambda^d \mathbb{R}^n), \text{Sym}_2(\Lambda^{d-1} \mathbb{R}^n)), A \mapsto \Delta_A.
\]

The next compatibility lemma justifies that $\Delta_A$ can indeed be regarded as an analog to the derivative $D_a$.

Lemma 3.20. If $A \in \text{Sym}_2(\mathbb{R}^n)$ is the diagonal matrix with diagonal $a \in \mathbb{R}^n$, then $\text{Ma}_{a,n} \subset \text{Sym}_2(\Lambda^d \mathbb{R}^n)$ gets mapped by $\Delta_A$ to $\text{Ma}_{a-1,n} \subset \text{Sym}_2(\Lambda^{d-1} \mathbb{R}^n)$ and the restriction of $\Delta_A$ to $\text{Ma}_{a,n}$ is the derivative $D_a : \text{Ma}_{a,n} \to \text{Ma}_{a-1,n}$.

Proof. The image of $e_S$ under the map $\omega \mapsto \omega \wedge \delta_i$ is, up to a sign, $e_{S \cup \{i\}}$ if $i \notin S$ and 0 otherwise. Thus $\psi_{\delta_i}(e_T)$ is, again up to a sign, $e_{T \setminus \{i\}}$ if $i \in T$ and 0 otherwise. Letting $E_{ii}$ be the diagonal matrix with diagonal $\delta_i$ we therefore have that
\[
\Delta e_{ii}(e_T \otimes e_T) = \psi_{\delta_i}(e_T) \otimes \psi_{\delta_i}(e_T) = e_{T \setminus \{i\}} \otimes e_{T \setminus \{i\}}
\]
if $i \in T$ and 0 otherwise. This shows the claim. □

We now decompose the $O(n)$-module $\text{Sym}_2(\Lambda^d \mathbb{R}^n)$ by means of the map $\Delta_I$ in the same manner that we have decomposed $\text{Ma}_{a,n}$ using the map $D_e$. For this we need that the maps $\Delta_A$ and $\Delta_B$ commute.

Lemma 3.21. For every $A, B \in \text{Sym}_2(\mathbb{R}^n)$ we have $\Delta_A \circ \Delta_B = \Delta_B \circ \Delta_A$.

Proof. We use the notation from Construction 3.18. For any $v, w \in \mathbb{R}^n$ we clearly have $\varphi_v \circ \varphi_w = -\varphi_w \circ \varphi_v$. Thus by construction we also have $\psi_v \circ \psi_w = -\psi_w \circ \psi_v$. It follows that for any $v_1, v_2, w_1, w_2 \in \mathbb{R}^n$ we have
\[
(\psi_{v_1} \otimes \psi_{v_2}) \circ (\psi_{w_1} \otimes \psi_{w_2}) = (\psi_{v_1} \circ \psi_{w_1}) \otimes (\psi_{v_2} \circ \psi_{w_2})
\]
\[
= (-\psi_{w_1} \circ \psi_{v_1}) \otimes (-\psi_{w_2} \circ \psi_{v_2}) = (\psi_{w_1} \circ \psi_{w_2}) \circ (\psi_{v_1} \otimes \psi_{v_2})
\]
which implies the claim. □

Let $I \in \text{Sym}_2(\mathbb{R}^n)$ be the identity matrix. Then
\[
\Delta_I : \text{Sym}_2(\Lambda^d \mathbb{R}^n) \to \text{Sym}_2(\Lambda^{d-1} \mathbb{R}^n)
\]
is $O(n)$-linear because $I$ is fixed under the action of $O(n)$. We denote its kernel by $W_{n-d,d}$. If $2d \leq n$, then the intersection of $W_{n-d,d}$ with $\text{Ma}_{a,n}$ is $V_{n-d,d}$ by Corollary 3.7 and Lemma 3.20.
**Example 3.22.** In the case $d = 1$ the above map

$$\Delta_{\lambda} : \text{Sym}_d(\mathbb{R}^n) \to \mathbb{R}$$

is just given by the trace.

**Example 3.23.** Clearly $W_d$ is the trivial $O(n)$-module. Further the $O(n)$-module $W_{n-1,1} \subset \text{Sym}_2(\mathbb{R}^n)$ is the space of traceless matrices by Example 3.22. The decomposition of $\text{Sym}_d(\mathbb{R}^n)$ into irreducible $O(n)$-modules is thus $W_n \oplus W_{n-1,1}$. The subspace of $\text{Sym}_d(\mathbb{R}^n)$ that we identified with $\text{Ma}_{d,n}$ is the space of diagonal matrices. Note that in general $W_{n-d,d}$ does not need to be irreducible for $d \geq 2$.

Now we define analogs for the maps $\alpha_{d,n}, \beta_{d,n}$ and $\gamma_{d,n}$. To this end note that every $X \in \text{Sym}_d(\Lambda^d \mathbb{R}^n)$ gives rise to a symmetric bilinear form

$$b_X : \text{Sym}_d(\Lambda^d \mathbb{R}^n) \otimes \text{Sym}_d(\Lambda^d \mathbb{R}^n) \to \mathbb{R}, A \otimes B \mapsto \text{tr}(AXB)$$

and clearly the map $X \mapsto b_X$ is $O(n)$-invariant. The natural map $\text{GL}(\mathbb{R}^n) \to \text{GL}(\Lambda^d \mathbb{R}^n)$ that sends an invertible endomorphism $X$ to the induced endomorphism $\Lambda^d X$ is a homomorphism of Lie groups and thus induces a homomorphism $\text{End}(\mathbb{R}^n) \to \text{End}(\Lambda^d \mathbb{R}^n)$ of Lie algebras that commutes with taking the adjoint of an endomorphism. Thus we get a linear map $\mathcal{L}_d : \text{Sym}_d(\mathbb{R}^n) \to \text{Sym}_d(\Lambda^d \mathbb{R}^n)$ which is even $O(n)$-linear. The matrix $\mathcal{L}_d(X)$ is called the $d$th additive compound matrix of $X \in \text{Sym}_d(\mathbb{R}^n)$. See [Lon76, Thm. 2] for a proof of the above mentioned and further properties. So we get an $O(n)$-linear map

$$\text{Sym}_d(\mathbb{R}^n) \to \text{Sym}_d(\text{Sym}_d(\Lambda^d \mathbb{R}^n)), X \mapsto b_{\mathcal{L}_d(X)}.$$

**Remark 3.24.** The linear map $\mathcal{L}_d(X)$ can also be defined by the rule

$$\mathcal{L}_d(X)(v_1 \wedge \cdots \wedge v_d) = \sum_{j=1}^{d} v_1 \wedge \cdots \wedge v_{j-1} \wedge Xv_j \wedge v_{j+1} \cdots \wedge v_d.$$

**Lemma 3.25.** Let $D \in \text{Sym}_d(\mathbb{R}^n)$ be a diagonal matrix. Let $I^i, J^1, J^2 \subset [n], i = 1, 2$, be two different triples of pairwise disjoint subsets such that $|J^1| = |J^2|$, $|I^i| + |J^1| = |J^2|$, and $J^1 \subseteq J^2$ for $i = 1, 2$. Then $b_{\mathcal{L}_d(D)}(t_{I^1, J^1, J^2}, t_{J^2, J^1, J^2}) = 0$.

**Proof.** The representing matrix of $\mathcal{L}_d(D)$ with respect to the basis given by the $e_S$ for $S \in \binom{[n]}{d}$ is diagonal. Thus by construction of $b_{\mathcal{L}_d(D)}$ the elements $t_{I^1, J^1, J^2}$ and $t_{J^2, J^1, J^2}$ are orthogonal with respect to $b_{\mathcal{L}_d(D)}$.

Let $2d \leq n$. Choosing $X$ from the subspace $W_{n-1,1}$ of $\text{Sym}_2(\mathbb{R}^n)$ and restricting the bilinear form $b_{\mathcal{L}_d(X)}$ to $W_{n-d,d} \subset \text{Sym}_2(\Lambda^d \mathbb{R}^n)$ we obtain $O(n)$-linear maps $A_{d,n} : W_n \to \text{Sym}_2(W_{n-d,d})$ and $B_{d,n} : W_{n-1,1} \to \text{Sym}_2(W_{n-d,d})$ respectively.

**Lemma 3.26.** Let $\Lambda \in \text{Sym}_d(\mathbb{R}^n)$ be the diagonal matrix with diagonal $\lambda \in \mathbb{R}^n$. If $\lambda \in V_n$, then the restriction of the bilinear form $A_{d,n}(\Lambda)$ to $V_{n-d,d}$ is $\alpha_{d,n}(\lambda)$. If $\lambda \in V_{n-1,1}$, then the restriction of the bilinear form $B_{d,n}(\Lambda)$ to $V_{n-d,d}$ is $\beta_{d,n}(\lambda)$.

**Proof.** The additive compound matrix $\mathcal{L}_d(\Lambda)$ is also a diagonal matrix. We first restrict the bilinear form $b_{\mathcal{L}_d(\Lambda)}$ to the space of diagonal matrices in $\text{Sym}_d(\Lambda^d(\mathbb{R}^n))$ which we have identified with $\text{Ma}_{d,n}$. We denote the bilinear form on $\text{Ma}_{d,n}$ that we get in this way by $B_{\lambda}$.

First consider the case when $\lambda = \delta_i$ is a unit vector. In that case the diagonal entry of $b_{\mathcal{L}_d(\Lambda)}$ corresponding to $e_S$ is 1 if $i \in S$ and 0 otherwise. Further for any $S, S' \in \binom{[n]}{d}$ we have that $B_{\delta_i}(\Pi_{i \in S} x_i, \Pi_{i \in S'} x_i)$ is 1 if $i \in S$ and $S = S'$, and 0.
otherwise. Recall that the map diag : $\text{M}_{d,n} \to \text{Sym}_2(\text{M}_{d,n})$ sends a monomial $m$ to $m \otimes m$. Therefore, we have that
\[ B_{\delta_i} = \text{diag}(x_i \cdot \sigma_{d-1}([n] \setminus \{i\})) = \text{diag}(t_d(\delta_i)) \]
where $t_d : \mathbb{R}^n \to \text{M}_{d,n}$ is the map considered in Example 3.3. Thus for arbitrary $\lambda \in \mathbb{R}^n$ we have $B_\lambda = \text{diag}(t_d(\lambda))$. For $\lambda \in V_n$ or $\lambda \in V_{n-1,1}$ the restriction of $\text{diag}(t_d(\lambda))$ to $V_{n-d,d}$ is exactly the definition of $\alpha_{d,n}(\lambda)$ and $\beta_{d,n}(\lambda)$ respectively. □

Finally, we note that for every $A \in \text{Sym}_2(\mathbb{R}^n)$ the map
\[ \Delta_A : \text{Sym}_2(\land^{d+1}\mathbb{R}^n) \to \text{Sym}_2(\land^d\mathbb{R}^n) \]
sends $W_{n-d-1,d+1}$ to $W_{n-d,d}$ because $\Delta_A \circ \Delta_I = \Delta_I \circ \Delta_A$ by Lemma 3.21. This gives an $O(n)$-linear map
\[ \text{Sym}_2(\mathbb{R}^n) \to \text{Hom}(W_{n-1,1}, W_{n-d,d}) = W_{n-d,d} \otimes W_{n-1,1}. \]
Restricting that to $W_{n-1,1}$ yields the $O(n)$-linear map
\[ C_{d,n} : W_{n-1,1} \to W_{n-d,d} \otimes W_{n-1,1}. \]
More precisely, for a traceless symmetric matrix $A \in W_{n-1,1} \subset \text{Sym}_2(\mathbb{R}^n)$, $F \in W_{n-d,d} \subset \text{Sym}_2(\land^d\mathbb{R}^n)$ and $G \in W_{n-1,1} \subset \text{Sym}_2(\land^{d+1}\mathbb{R}^n)$ the bilinear form $C_{d,n}(A)$ sends $(F,G)$ to the scalar product $(F, \Delta_A G)$.

**Lemma 3.27.** Let $\Lambda \in \text{Sym}_2(\mathbb{R}^n)$ be the diagonal matrix with diagonal $\lambda \in V_{n-1,1} \subset \mathbb{R}^n$. Then the restriction of $C_{d,n}(\Lambda)$ to $W_{n-d,d} \otimes W_{n-1,1}$ is $\gamma_{d,n}(\lambda)$.

**Proof.** This follows directly from Lemma 3.20 and the definition of $\gamma_{d,n}(\lambda)$. □

Let us draw up an informal interim balance. We have seen in Section 3.1 that the maps $\alpha_{d,n}$, $\beta_{d,n}$ and $\gamma_{d,n}$ serve as building blocks for $\mathcal{S}_n$-linear maps $\varphi : \mathbb{R}^n \to \text{Sym}_2(V)$ where $V$ is a short representation. By replacing each copy of $V_{n-d,d}$ in $V$ by a copy of $W_{n-d,d}$ we can associate to $V$ an $O(n)$-module $W$. Further by replacing the maps of type $\alpha_{d,n}$, $\beta_{d,n}$ and $\gamma_{d,n}$ that constitute $\varphi$ with the corresponding maps $A_{d,n}$, $B_{d,n}$ and $C_{d,n}$ we obtain a map $\Phi : \text{Sym}_2(\mathbb{R}^n) = \text{Sym}_2(W)$. Lemma 3.26 and Lemma 3.27 then imply that the diagram
\[
\begin{array}{ccc}
\mathbb{R}^n & \overset{\varphi}{\longrightarrow} & \text{Sym}_2(V) \\
\downarrow \text{diag} & & \downarrow S_2P \\
\text{Sym}_2(\mathbb{R}^n) & \overset{\Phi}{\longrightarrow} & \text{Sym}_2(W)
\end{array}
\]
commutes. Here $\text{diag}(a)$ denotes the diagonal matrix with diagonal $a \in \mathbb{R}^n$ and $P : W_{n-d,d} \to V_{n-d,d}$ is the orthogonal projection onto $V_{n-d,d} \subset W_{n-d,d}$.

Now if $\Phi(\text{diag}(a))$ is positive semidefinite for some $a \in \mathbb{R}^n$, then its compression $\varphi(a) = (S_2P)(\Phi(\text{diag}(a)))$ is positive semidefinite as well. For proving the converse of this statement, namely that $\Phi(\text{diag}(a))$ is positive semidefinite whenever $\varphi(a)$ is positive semidefinite, we need some more careful analysis of the spaces $W_{n-d,d}$. This will result in a decomposition of $W$ as a direct sum of subspaces that are pairwise orthogonal with respect to $\Phi(\text{diag}(a))$ for all $a \in \mathbb{R}^n$. In order to show that $\Phi(\text{diag}(a))$ is positive semidefinite it then suffices to show that the restriction of $\Phi(\text{diag}(a))$ to each of these subspaces is positive semidefinite. This will be done by identifying these restrictions of $\Phi(\text{diag}(a))$ with restrictions of $\varphi(a)$ to suitable subspaces of $V$. 


3.3. A decomposition of \( W_{n-d,d} \). In this section we always let \( J_1, J_2 \subset \{ n \} \) be disjoint such that \(|J_1| = |J_2|\) and \( J_1 \leq J_2 \). We write \( T_{J_1,J_2}^{d,n} \subset \text{Sym}_2(\wedge^d \mathbb{R}^n)\) for the span of all \( t_{I,J_1,J_2} \) with \( I \in \binom{\{n\}}{d-J_1} \) disjoint from \( J_1 \) and \( J_2 \).

Lemma 3.28. The subspaces \( T_{J_1,J_2}^{d,n} \subset \text{Sym}_2(\wedge^d \mathbb{R}^n) \) are pairwise orthogonal with respect to the bilinear form \( b_{\mathcal{L}_d(D)} \) for all diagonal matrices \( D \in \text{Sym}_2(\mathbb{R}^n) \).

Proof. This follows directly from Lemma 3.29.

Lemma 3.29. If \( A \in \text{Sym}_2(\mathbb{R}^n) \) is the diagonal matrix with diagonal \( a \in \mathbb{R}^n \), then \( \Delta_A(t_{I,J_1,J_2}) = \sum_{1 \leq i \leq n, i \not\in I} a_{I\setminus\{i\},J_1,J_2} \). Moreover, the image of \( T_{J_1,J_2}^{d,n} \) under \( \Delta_A \) is contained in \( T_{J_1,J_2}^{d-1,n} \).

Proof. We have seen in the proof of Lemma 3.20 that

\[
\psi_i(a_S) = \begin{cases} \pm e_{S \setminus \{i\}}, & i \in T \\ 0, & i \not\in T \end{cases}
\]

Thus we have that \( (\psi_i \otimes \psi_j)(e_S \otimes e_T) = e_{S \setminus \{i\}} \otimes e_{T \setminus \{i\}} \) if \( i \in S \cap T \) and 0 otherwise. Applying this to the definition of the \( t_{I,J_1,J_2} \) and using the linearity of the map \( X \rightarrow \Delta_X \) shows that \( \Delta_A(t_{I,J_1,J_2}) = \sum_{1 \leq i \leq n, i \not\in I} a_{I\setminus\{i\},J_1,J_2} \). The second claim is a direct consequence of the first claim.

We denote by \( W_{n-d,d}(J_1, J_2) \) the intersection of \( W_{n-d,d} \) with \( T_{J_1,J_2}^{d,n} \).

Corollary 3.30. \( W_{n-d,d} \) is the direct sum of all \( W_{n-d,d}(J_1, J_2) \).

Proof. Because \( \text{Sym}_2(\wedge^d \mathbb{R}^n) \) is the direct sum of the \( T_{J_1,J_2}^{d,n} \) we only have to show that \( W_{n-d,d} \) is spanned by the \( W_{n-d,d}(J_1, J_2) \). To this end write \( a \in W_{n-d,d} \) as \( a = \sum_{J_1, J_2} a_{J_1, J_2} \) for some \( a_{J_1, J_2} \in T_{J_1,J_2}^{d,n} \). By definition of \( W_{n-d,d} \) we have

\[
0 = \Delta_I(a) = \sum_{J_1, J_2} \Delta_I(a_{J_1, J_2}).
\]

Lemma 3.29 implies that \( \Delta_I(a_{J_1, J_2}) \in T_{J_1,J_2}^{d-1,n} \). But since \( \text{Sym}_2(\wedge^{d-1} \mathbb{R}^n) \) is the direct sum of the \( T_{J_1,J_2}^{d-1,n} \), this shows \( \Delta_I(a_{J_1, J_2}) = 0 \) and thus \( a_{J_1, J_2} \in W_{n-d,d}(J_1, J_2) \).

Our next goal is to prove that the decomposition of \( W_{n-d,d} \) into the direct sum of all \( W_{n-d,d}(J_1, J_2) \) behaves well with respect to the bilinear forms defined in the previous section.

Corollary 3.31. Let \( A \in \text{Sym}_2(\mathbb{R}^n) \) be the diagonal matrix with diagonal \( a \in \mathbb{R}^n \). The subspaces \( W_{n-d,d}(J_1, J_2) \subset \text{Sym}_2(\wedge^d \mathbb{R}^n) \) are pairwise orthogonal with respect to the bilinear form \( b_{\mathcal{L}_d(A)} \).

Proof. This follows from Lemma 3.28.

Corollary 3.32. The image of \( W_{n-d,d}(J_1, J_2) \) under the map \( \Delta_A \) is contained in \( W_{n-d+1,d-1}(J_1, J_2) \).

Proof. This follows from Lemma 3.29 and \( \Delta_A \circ \Delta_I = \Delta_I \circ \Delta_A \).

Corollary 3.33. Let \( A \in \text{Sym}_2(\mathbb{R}^n) \) be the diagonal matrix with diagonal \( a \in V_{n-1,1} \subset \mathbb{R}^n \). Let \( J_1, J_2 \subset \{n\} \), \( i = 1, 2 \), be two different pairs of disjoint subsets such that \( |J_i| = |J_2| = k \) and \( J_1 \leq J_2 \) for \( i = 1, 2 \). Then the subspaces \( W_{n-d,d}(J_1, J_2) \) and \( W_{n-d-1,d+1}(J_1^2, J_2^2) \) are orthogonal with respect to the bilinear form \( C_{d,n}(A) \).

Proof. By definition of \( C_{d,n}(A) \), this is a direct consequence of Corollary 3.32.
Now we construct an embedding of $W_{n-d,d}(J_1, J_2)$ to $V_{n-d,d}$ which is compatible with the bilinear forms from the previous section. This allows us to deduce positive semidefiniteness on $W_{n-d,d}(J_1, J_2)$ from positive semidefiniteness on $V_{n-d,d}$.

Let $k = |J_1| = |J_2|$ and write $J_1 = \{j_1, \ldots, j_k\}$ and $J_2 = \{j'_1, \ldots, j'_k\}$ with $j_1 < \cdots < j_k$ and $j'_1 < \cdots < j'_k$. For $k \leq d \leq n$ consider the linear map defined by:

$$
\rho_{d,n} : T_{d,n}^{d,n} \rightarrow \text{Ma}_{d,n}, \; t_{I,1,J_1,J_2} \mapsto (x_{j_1} - x_{j'_1}) \cdots (x_{j_k} - x_{j'_k}) \cdot \prod_{i \in I} x_i.
$$

**Lemma 3.34.** The image of $W_{n-d,d}(J_1, J_2)$ under $\rho_{d,n}$ is contained in $V_{n-d,d} \subset W_{n-d,d}$.

**Proof.** Let $\alpha \in W_{n-d,d}(J_1, J_2)$. Then we can write

$$
\rho_{d,n}(\alpha) = (x_{j_1} - x_{j'_1}) \cdots (x_{j_k} - x_{j'_k}) \cdot f
$$

for some multiaffine polynomial $f$ of degree $d - 2k$ in the variables indexed by $I$. By Lemma 3.29 we have that

$$
0 = \rho_{d-1,n}(\Delta_I \alpha) = (x_{j_1} - x_{j'_1}) \cdots (x_{j_k} - x_{j'_k}) \cdot D_e f.
$$

This implies that $D_e f = 0$ since $J_1$ and $J_2$ are disjoint. But since we have for all $1 \leq l \leq k$ that $D_e(x_{j_l} - x_{j'_l}) = 0$, the derivative of the entire product in direction of $e$ vanishes, meaning that $\alpha$ is contained in $W_{n-d,d}$.

Recall that we consider $\text{Ma}_{d,n}$ as an $\mathfrak{S}_n$-invariant subspace of $\text{Sym}_2(\wedge^d \mathbb{R}^n)$ as in Equation (1).

**Lemma 3.35.** Let $D \in \text{Sym}_2(\mathbb{R}^n)$ be a diagonal matrix. Let $I, I' \in \binom{[n]}{d-k}$. If $I \neq I'$, then $b_{\mathcal{L}_d}(D)(\rho_{d,n}(t_{I,1,J_1,J_2}), \rho_{d,n}(t'_{I',1,J_1,J_2})) = 0$.

**Proof.** This follows directly from the fact that the set of monomials that appear in $\rho_{d,n}(t_{I,1,J_1,J_2})$ is disjoint from the set of monomials in $\rho_{d,n}(t'_{I',1,J_1,J_2})$.

**Lemma 3.36.** Let $A \in \text{Sym}_2(\mathbb{R}^n)$ be the diagonal matrix with diagonal $a \in \mathbb{R}^n$. For all $f \in T_{d,n}^{d,n}$ we have that

$$
2^k \cdot b_{\mathcal{L}_d}(A)(f, f) = b_{\mathcal{L}_d}(A)(\rho_{d,n}(f), \rho_{d,n}(f)).
$$

**Proof.** It suffices to show the claim for $f = t_{I,1,J_1,J_2}$ with $I \in \binom{[n]}{d-k}$ as these elements are a basis of $T_{d,n}^{d,n}$ orthogonal with respect to $b_{\mathcal{L}_d}(A)$ (Lemma 3.25) and their images under $\rho_{d,n}$ are pairwise orthogonal with respect to $b_{\mathcal{L}_d}(A)$ as well (Lemma 3.35). Since $\rho_{d,n}$ is the identity if $J_1 = \emptyset$, we can assume $k = |J_1| > 0$.

Then we have

$$
b_{\mathcal{L}_d}(A)(t_{I,1,J_1,J_2}) = \text{tr}(t_{I,1,J_1,J_2} \cdot \mathcal{L}_d(A) \cdot t_{I,1,J_1,J_2}) = \sum_{i \in I} a_i + \frac{1}{2} \sum_{j \in J_1 \cup J_2} a_j.
$$

On the other hand, the polynomial $\rho_{d,n}(f) = (x_{j_1} - x_{j'_1}) \cdots (x_{j_k} - x_{j'_k}) \cdot \prod_{i \in I} x_i$ consists of $2^k$ monomials all of whose coefficients are $\pm 1$. Each $x_i$ for $i \in I$ appears in every such monomial and each $x_j$ for $j \in J_1 \cup J_2$ appears in $2^{k-1}$ of those. Thus we have

$$
b_{\mathcal{L}_d}(A)(\rho_{d,n}(f), \rho_{d,n}(f)) = 2^k \sum_{i \in I} a_i + 2^{k-1} \sum_{j \in J_1 \cup J_2} a_j.
$$

**Lemma 3.37.** Let $A \in W_{n-1,1}$ be the diagonal matrix with diagonal $a \in V_{n-1,1}$ and consider the bilinear form $C_{d,n}(A) \in W_{n-d,d} \otimes W_{n-d-1,d+1}$. For all $f \in W_{n-d,d}(J_1, J_2)$ and $g \in W_{n-d-1,d+1}(J_1, J_2)$ we have that

$$
2^k \cdot C_{d,n}(A)(f, g) = C_{d,n}(A)(\rho_{d,n}(f), \rho_{d+1,n}(g)).
$$
Proof. $C_{d,n}(A)(f,g)$ is defined to be the scalar product $(f, \Delta_A(g))$ of $f$ with $\Delta_A(g)$. Since $\Delta_A$ is linear in $A$, it suffices to show

$$2^k \cdot \langle f, \Delta_A(g) \rangle = \langle \rho_{d,n}(f), \Delta_A(\rho_{d+1,n}(g)) \rangle$$

for $A$ the diagonal matrix whose diagonal $a = \delta_i$ is the $i$th unit vector, and all $f \in T_{d,n}^J, g \in T_{d+1,n}^J$. In this case, using Lemma 3.29 we have that

$$\langle t_{I,J}, \Delta_A(t'_{I',J}), \Delta_A(\rho_{d+1,n}(t'_{I',J})) \rangle =\begin{cases} 1 & \text{if } I = I' \setminus i, \\ 0 & \text{otherwise}. \end{cases}$$

Therefore, we have to show that

$$\langle \rho_{d,n}(t_{I,J}), \Delta_A(\rho_{d+1,n}(t'_{I',J})) \rangle =\begin{cases} 2^k & \text{if } I = I' \setminus i, \\ 0 & \text{otherwise}. \end{cases}$$

In the case $I = I' \setminus i$ we have that

$$\rho_{d,n}(t_{I',J}, \Delta_A(\rho_{d+1,n}(t'_{I',J}))$$

is a multiaffine polynomial with exactly $2^k$ monomials all of whose coefficients are $\pm 1$. This shows that $\langle \rho_{d,n}(t_{I,J}), \Delta_A(\rho_{d+1,n}(t'_{I',J})) \rangle = 2^k$. If $I \neq I' \setminus i$, then there is a $l \in I' \setminus (I \cup \{i\})$. Every monomial of $\Delta_A(\rho_{d+1,n}(t'_{I',J}))$ but no monomial of $t_{I,J}$ is divisible by $x_l$. Thus their scalar product is zero. □

4. PROOF OF THE MAIN THEOREM

Let $V$ be a short representation of $\mathfrak{S}_n$ and $\varphi : \mathbb{R}^n \to \text{Sym}_2(V)$ a $\mathfrak{S}_n$-linear map. We denote by $\varphi_i$ the restriction of $\varphi$ to the submodule of $\mathbb{R}^n$ isomorphic to $V_{n-i,i}$, $i = 0, 1$. We can write $V$ as a direct sum $\bigoplus_{j=1}^m V_j$ of irreducible $\mathfrak{S}_n$-submodules where each $V_j$ is isomorphic to $V_{n-\epsilon(j),\epsilon(j)}$. Then $\varphi_{\epsilon(j)}$ is defined for $\epsilon(j) \leq \lfloor n/2 \rfloor$. After relabelling we can assume that $\epsilon(j_1) \leq \epsilon(j_2)$ if $j_1 \leq j_2$. Then we have that

$$\text{Sym}_2(V) = \bigoplus_{j=1}^m \text{Sym}_2(V_j) \oplus \bigoplus_{1 \leq k < l \leq m} (V_k \otimes V_l).$$

Each of these summands contains at most one copy of $V_0$ and $V_{n-1,1}$ by Lemma 3.10 and Lemma 3.14. Therefore, the map $\varphi_0 : V_0 \to \text{Sym}_2(V)$ is the direct sum of the maps $a_{\epsilon(j),n} : V_n \to \text{Sym}_2(V_j)$ and $b_{\epsilon(k),n} : V_n \to V_k \otimes V_l$ (if $k < l$ and $\epsilon(k) = \epsilon(l)$) for suitable real numbers $a_{\epsilon(j),n}$ and $b_{\epsilon(k),n}$. Analogously, $\varphi_{\epsilon(j)}$ is the direct sum of the maps $b_{\epsilon(j),n} : V_{n-\epsilon(j),\epsilon(j)} \to \text{Sym}_2(V_j)$, $b_{\epsilon(k),n} : V_{n-\epsilon(k),\epsilon(k)} \to V_k \otimes V_l$ (if $k < l$ and $\epsilon(k) = \epsilon(l)$) and $c_{\epsilon(k),n} : V_{n-\epsilon(k),\epsilon(k)} \to V_k \otimes V_l$ (if $k < l$ and $\epsilon(k) + 1 = \epsilon(l)$) for suitable real numbers $b_{\epsilon(j),n}$, $b_{\epsilon(k),n}$ and $c_{\epsilon(k),n}$.

From this we define the $O(n)$-module $W$ as $\bigoplus_{j=1}^m W_j$ where $W_j$ is an $O(n)$-module isomorphic to $V_{n-\epsilon(j),\epsilon(j)}$. We define $\Phi : \text{Sym}_2(\mathbb{R}^n) \to \text{Sym}_2(W)$ as the direct sum of the maps $\Phi_i : W_{n-\epsilon(j),\epsilon(j)} \to \text{Sym}_2(W_j)$, $i = 0, 1$, which are defined as follows. The map $\Phi_0 : W_0 \to \text{Sym}_2(W)$ is defined to be the direct sum of the maps $a_{\epsilon(j),n} : W_n \to \text{Sym}_2(W_j)$ and $b_{\epsilon(k),n} : W_n \to W_k \otimes W_l$ (if $k < l$ and $\epsilon(k) = \epsilon(l)$). Analogously, $\Phi_1$ is the direct sum of the maps $b_{\epsilon(j),n} : W_{n-\epsilon(j),\epsilon(j)} \to \text{Sym}_2(W_j)$, $b_{\epsilon(k),n} : W_{n-\epsilon(k),\epsilon(k)} \to W_k \otimes W_l$ (if $k < l$ and $\epsilon(k) = \epsilon(l)$) and $c_{\epsilon(k),n} : W_{n-\epsilon(k),\epsilon(k)} \to W_k \otimes W_l$ (if $k < l$ and $\epsilon(k) + 1 = \epsilon(l)$). The map $\Phi : \text{Sym}_2(\mathbb{R}^n) \to \text{Sym}_2(W)$ is $O(n)$-linear by construction.

Example 4.1. If $V = \text{Mat}_{d,n}$, then $W \cong \text{Sym}_2(\wedge^d \mathbb{R}^n)$. △

Further the inclusion $V_{n-d,d} \subset W_{n-d,d}$ defined in Section 3.2 induces an inclusion $V \subset W$. We have:

**Proposition 4.2.** Let $A \in \text{Sym}_2(\mathbb{R}^n)$ be the diagonal matrix with diagonal $\lambda \in \mathbb{R}^n$. Then the restriction of the bilinear form $\langle \Lambda \rangle$ to $V$ is $\varphi(\lambda)$. 

Lemma 4.4. The subspaces \( \Phi(\Lambda) \) are pairwise orthogonal with respect to the bilinear form \( \Phi(\Lambda) \) for every diagonal matrix \( \Lambda \in \text{Sym}_2(\mathbb{R}^n) \). As an \( O(n) \)-module, \( W \) equals \( \bigoplus_{j=1}^m W_j \) where \( W_j \) is an \( O(n) \)-module isomorphic to \( W_{n-\epsilon(j),\epsilon(j)} \). Fix disjoint \( J_1, J_2 \subseteq [n] \) such that \( |J_1| = |J_2| \) and \( J_1 \not\subseteq J_2 \). We have defined the subspace

\[
W_{n-\epsilon(j),\epsilon(j)}(J_1, J_2) \subseteq W_{n-\epsilon(j),\epsilon(j)} \cong W_j \subseteq W.
\]

The direct sum of these subspaces of \( W \) for all \( j \) is denoted by \( W(J_1, J_2) \).

Proof. The bilinear form \( \Phi(\Lambda) \) is the sum of bilinear forms with respect to which the subspaces \( W(J_1, J_2) \) are pairwise orthogonal by Corollary 3.31 and Corollary 3.33.

Lemma 4.5. Let \( \Lambda \in \text{Sym}_2(\mathbb{R}^n) \) be the diagonal matrix with diagonal \( \lambda \in \mathbb{R}^n \). If \( \varphi(\lambda) \) is positive semidefinite, then the restriction of \( \Phi(\Lambda) \) to \( W(J_1, J_2) \) is positive semidefinite as well.

Proof. The combination of Lemma 3.36 and Lemma 3.37 shows that the restriction of \( \Phi(\Lambda) \) to \( W(J_1, J_2) \) is a positive scalar multiple of the restriction of \( \Phi(\Lambda) \) to a certain subspace of \( V \). Since the restriction of \( \Phi(\Lambda) \) to \( V \) is \( \varphi(\lambda) \) by Proposition 4.2, this implies the claim.

Theorem 4.6. Let \( X \in \text{Sym}_2(\mathbb{R}^n) \) and \( \lambda \in \mathbb{R}^n \) be the vector of eigenvalues of \( X \). Then \( \Phi(X) \) is positive semidefinite if and only if \( \varphi(\lambda) \) is positive semidefinite.

Proof. One direction was shown in Corollary 4.3. For the other direction let \( \Lambda \in \text{Sym}_2(\mathbb{R}^n) \) be the diagonal matrix with diagonal \( \lambda \) and let \( S \in O(n) \) be an orthogonal matrix such that \( S^tXS = \Lambda \). Since \( \Phi \) is \( O(n) \)-linear, \( \Phi(X) \) being positive semidefinite implies that \( \Phi(\Lambda) \) is positive semidefinite. But then its restriction to \( V \), which is \( \varphi(\lambda) \) by Proposition 4.2, is also positive semidefinite.

Example 4.7. Let \( V = V_{n-1,1} \), i.e., \( m = 1 \) and \( \epsilon(1) = 1 \), and let \( \varphi : \mathbb{R}^n \to \text{Sym}_2(V) \) be the map obtained by composing the diagonal map \( \mathbb{R}^n \to \text{Sym}_2(\mathbb{R}^n) \) with the restriction to \( V_{n-1,1} \), i.e., we have \( a_{11} = b_{11} = 1 \). It was shown in [San13] that \( \varphi(a) \) is positive semidefinite if and only if \( a \) is in the hyperbolicity cone of \( \sigma_{n-1}([n]) \). The associated \( O(n) \)-module is then \( W = W_{n-1,1} \), the space of traceless symmetric matrices. The map \( \Phi : \text{Sym}_2(\mathbb{R}^2) \to \text{Sym}_2(W) \) is obtained by composing the diagonal map \( \text{Sym}_2(\mathbb{R}^n) \to \text{Sym}_2(\text{Sym}_2(\mathbb{R}^n)) \) with the restriction to \( W_{n-1,1} \). This is Saunderson’s spectrahedral representation of the first derivative relaxation of the positive semidefinite cone [Sau13].
Example 4.8. We want to carry out one completely explicit example. In order to avoid very large matrices, we consider $V = \mathbb{R}^3 = V_3 \oplus V_{2.1}$. Similarly to Example 3.17 for every $\mathfrak{so}_3$-linear $\varphi : \mathbb{R}^3 \to \text{Sym}_2(\mathbb{R}^3)$ the matrix $\varphi(a)$ equals to

$$
\begin{pmatrix}
V_3 \\
V_{2.1}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 M_1(a) & \lambda_2 M_2(a) \\
\lambda_2 M_2(a)^t & \lambda_3 M_3(a) + \lambda_4 M_4(a)
\end{pmatrix}
$$

for some $\lambda_1, \ldots, \lambda_4 \in \mathbb{R}$ where we define

$$
M_1(a) = (a_1 + a_2 + a_3), \quad M_2(a) = (a_1 - a_2, a_1 - a_3),
$$

$$
M_3(a) = (a_1 + a_2 + a_3) \cdot \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix}, \quad M_4(a) = \begin{pmatrix} a_1 + a_2 & a_1 \\ a_1 & a_1 + a_3 \end{pmatrix}.
$$

For example when $\lambda_1 = \cdots = \lambda_4 = 1$, we obtain

$$
\varphi(a) = \begin{pmatrix} a_1 + a_2 + a_3 & a_1 - a_2 & a_1 - a_3 \\ a_1 - a_2 & 3a_1 + 3a_2 + 2a_3 & 2a_1 + a_2 + a_3 \\ a_1 - a_3 & 2a_1 + a_2 + a_3 & 3a_1 + 2a_2 + 3a_3 \end{pmatrix}.
$$

The matrix $\varphi(a)$ is positive semidefinite if and only if $a$ is in the hyperbolicity cone of the irreducible ternary cubic polynomial

$$
h = \sigma_1^3 + 2\sigma_{1,3}\sigma_{2,3} + 3\sigma_{3,3}.
$$

In order to compute the corresponding $O(3)$-linear map we let $W = W_3 \oplus W_{2.1}$ where $W_3$ is the trivial representation and $W_{2.1}$ is the space of symmetric traceless $3 \times 3$ matrices. As a basis of $W_{2.1}$ we choose

$$
E_{11} - E_{22}, E_{11} - E_{33}, E_{12} + E_{21}, E_{13} + E_{31}, E_{23} + E_{32}
$$

where $E_{ij}$ is the matrix which whose $(i, j)$th entry is 1 and all others are zero. Letting $\Phi : \text{Sym}_3(\mathbb{R}^3) \to \text{Sym}_3(\text{Sym}_2(\mathbb{R}^3))$ the $O(3)$-linear map associated to $\varphi$, we have that $\Phi(A)$ equals to the matrix

$$
\begin{pmatrix}
W_3 \\
W_{2.1}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 N_1(A) & \lambda_2 N_2(A) \\
\lambda_2 N_2(A)^t & \lambda_3 N_3(A) + \lambda_4 N_4(A)
\end{pmatrix}
$$

for the same $\lambda_1, \ldots, \lambda_4 \in \mathbb{R}$, where we define

$$
N_1(A) = (\text{tr}(A)), \quad N_2(A) = (a_{11} - a_{22}, a_{11} - a_{33}, 2a_{12}, 2a_{13}, 2a_{23}),
$$

$$
N_3(A) = \text{tr}(A) \cdot \begin{pmatrix} 2 & 1 & 0 & 0 & 0 \\ 1 & 2 & 0 & 0 & 0 \\ 0 & 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 2 & 0 \\ 0 & 0 & 0 & 0 & 2 \end{pmatrix},
$$

and

$$
N_4(A) = \begin{pmatrix}
a_{11} + a_{22} & a_{11} & 0 & a_{13} & -a_{23} \\ a_{11} & a_{11} + a_{33} & a_{12} & 0 & -a_{23} \\ 0 & a_{12} & a_{11} + a_{22} & a_{23} & a_{13} \\ a_{13} & 0 & a_{23} & a_{11} + a_{33} & a_{12} \\ -a_{23} & -a_{23} & a_{13} & a_{12} & a_{22} + a_{33}
\end{pmatrix}.
$$

In particular when $\lambda_1 = \cdots = \lambda_4 = 1$, we obtain for $\Phi(A)$ the matrix

$$
\begin{pmatrix}
\text{tr}(A) & a_{11} - a_{22} & a_{11} - a_{33} & 2a_{12} & 2a_{13} & 2a_{23} \\ a_{11} - a_{22} & 3\text{tr}(A) - a_{33} & a_{11} + \text{tr}(A) & 0 & a_{13} & -a_{23} \\ a_{11} - a_{33} & a_{11} + \text{tr}(A) & 3\text{tr}(A) - a_{22} & a_{12} & 0 & -a_{23} \\ 2a_{12} & 0 & a_{12} & 3\text{tr}(A) - a_{33} & a_{23} & a_{13} \\ 2a_{13} & 0 & a_{13} & a_{23} & 3\text{tr}(A) - a_{22} & a_{12} \\ 2a_{23} & -a_{23} & -a_{23} & a_{13} & a_{12} & 3\text{tr}(A) - a_{11}
\end{pmatrix}.
$$
The matrix $\Phi(A)$ is positive semidefinite if and only if $A$ is in the hyperbolicity cone of the irreducible cubic polynomial

$$H = P_1^3 + 2P_1P_2 + 3P_3$$

where $P_i(A) = \sigma_{i,d}(\lambda(A))$. Its determinant however is the reducible sextic

$$3 \cdot (P_1^3 + 2P_1P_2 + 3P_3) \cdot (18P_1^3 + 3P_1P_2 - P_3).$$

\[\triangle\]

**Figure 3.** The zero set of the hyperbolic polynomial $h$ restricted to the affine hyperplane $x_1 + x_2 + x_3 = 1$ (left) and the zero set of the hyperbolic polynomial $H$ restricted to the space of symmetric $3 \times 3$ matrices with diagonal $(1,1,1)$ (right).

**Remark 4.9.** Denote by $\mathbb{R}[\text{Sym}_2(\mathbb{R}^n)]_d$ the space of homogeneous polynomial functions of degree $d$ on $\text{Sym}_2(\mathbb{R}^n)$ and let $\text{Min}_{d,n}$ be the subspace spanned by the $d \times d$ minors. Clearly, $\text{Min}_{d,n}$ is an $O(n)$-invariant subspace. We consider a symmetric matrix $X \in \text{Sym}_2(\mathbb{R}^n)$ as a self-adjoint endomorphism $\mathbb{R}^n \to \mathbb{R}^n$ and denote by $\wedge^d X$ the induced self-adjoint endomorphism of $\wedge^d \mathbb{R}^n$. To every self-adjoint endomorphism $A \in \text{Sym}_2(\wedge^d \mathbb{R}^n)$ we associate the map

$$f_A : \text{Sym}_2(\mathbb{R}^n) \to \mathbb{R}, \quad X \mapsto \text{tr}(A \cdot \wedge^d X).$$

It is direct to see that $f_A \in \text{Min}_{d,n}$ and that the map

$$\text{Sym}_2(\wedge^d \mathbb{R}^n) \to \text{Min}_{d,n}, \quad A \mapsto f_A$$

is surjective and $O(n)$-invariant. The kernel of this map is orthogonal to $\text{Ma}_{d,n} \subset \text{Sym}_2(\wedge^d \mathbb{R}^n)$. If one cares about the size of spectrahedral representations, then one can further compress it to the subspace $\tilde{W}$ of $W$ that is obtained by replacing each summand $W_j \cong W_{n-\epsilon(j),\epsilon(j)}$ by its intersection $W_{n-\epsilon(j),\epsilon(j)}$ with the orthogonal complement of the kernel of the above map for $d = \epsilon(j)$. Since $W$ contains $V$, the resulting linear matrix inequality still describes the same spectrahedral cone.

The content of the following remark is not needed for the rest of this article but it might give a more complete picture from the representation theoretic point of view. We therefore omit the proofs.

**Remark 4.10.** We can describe the $O(n)$-module $\tilde{W}_{n-d,d}$ for $0 \leq 2d \leq n$ as the kernel of the map $D_{f} : \text{Min}_{d,n} \to \text{Min}_{d-1,n}$ where $D_{f}$ denotes the derivative in direction of the identity matrix. The orthogonal projection from $\tilde{W}_{n-d,d}$ to the subspace $V_{n-d,d}$ is given by restricting a polynomial $p \in \tilde{W}_{n-d,d}$ to the space of diagonal matrices. Using the notation of \cite[§10.2.1]{Gav98} the $O(n)$-module $\tilde{W}_{n-d,d}$ is isomorphic to the irreducible representation $E^{(d,d)'}$ where $(d,d)'$ is the partition $(2, \ldots, 2)$ of $2d$. This suggests that the true analogon to the irreducible $\mathfrak{S}_n$-module $V_{n-d,d}$ should be the $O(n)$-module $\tilde{W}_{n-d,d} \cong E^{(d,d)'}$ rather than $W_{n-d,d}$. However, we think that the proof of Theorem 4.6 is easier to carry out by using $W_{n-d,d}$. 

\[\square\]
5. Derivative cones

Let us now recall the spectrahedral representation of the hyperbolicity cone of the elementary symmetric polynomial \( \sigma_{d,n} \) that was constructed in [Bra14]. From this we will construct a spectrahedral representation that satisfies the conditions of the main theorem (Theorem 2.2). Note that an alternative spectrahedral representation of these hyperbolicity cones was constructed in [Ami19, Thm. 2.19]. We will compare the sizes of different such representations in Remark 5.6.

Let \( B(x) \) be a symmetric matrix whose rows and columns are indexed by words \( w_1 \ldots w_l \) with letters \( w_i \in \{1, \ldots, n\} \) of length \( 0 \leq l \leq d-1 \) such that \( w_i \neq w_j \) for \( i \neq j \). We let the diagonal entry of \( B(x) \) corresponding to the word \( w_1 \ldots w_l \) be
\[
(d - 1 - l)! \cdot ((d - l) \cdot x_{w_l} + \sum_{j \in [n] \setminus \{w_1, \ldots, w_{l-1}\}} x_j)
\]
and the entries \( (w_1 \ldots w_{l-1}, w_1 \ldots w_l) \) resp. \( (w_1 \ldots w_l, w_1 \ldots w_{l-1}) \) for \( 1 \leq l \leq d-1 \) by \(- (d - l)! \cdot x_{w_l} \). We set all other entries of \( B(x) \) to zero. Then we have:

**Theorem 5.1 (Bra14).** A point \( a \in \mathbb{R}^n \) is in the hyperbolicity cone of \( \sigma_{d,n} \) if and only if \( B(a) \) is positive semidefinite. More precisely, the determinant \( \det B(x) \) is the product of \( \sigma_{d,n} \) with a (nonzero) hyperbolic polynomial whose hyperbolicity cone contains the hyperbolicity cone of \( \sigma_{d,n} \).

**Example 5.2.** For \( d = 2 \) and \( n = 4 \) the matrix \( B(x) \) is given by
\[
\begin{pmatrix}
0 & 1 & 2 & 3 \\
1 & x_1 + x_2 + x_3 & -x_1 & -x_2 & -x_3 \\
2 & -x_1 & x_1 + x_2 + x_3 & 0 & 0 \\
3 & -x_2 & 0 & x_1 + x_2 + x_3 & 0 \\
& -x_3 & 0 & 0 & x_1 + x_2 + x_3
\end{pmatrix}.
\]

Since the determinant of \( B(x) \) is divisible by \( \sigma_{d,n} \), it follows that \( B(x) \) has a nontrivial kernel at every point where \( \sigma_{d,n} \) vanishes. In order to explicitly describe such a kernel vector, recall that for every subset \( S \subset [n] \) we denote by \( \sigma_i(S) \) the elementary symmetric polynomial of degree \( i \) in the variables indexed by elements from \( S \).

**Lemma 5.3.** Let \( m(x) \) be a vector whose entries are indexed by words \( w_1 \ldots w_l \) with letters \( w_i \in \{1, \ldots, n\} \) of length \( 0 \leq l \leq d-1 \) such that \( w_i \neq w_j \) for \( i \neq j \). If we let the entry of \( m(x) \) corresponding to the word \( w_1 \ldots w_l \) equal to
\[
\prod_{i=1}^l x_{w_i} \cdot \sigma_{d-1-i}([n] \setminus \{w_1, \ldots, w_l\}),
\]
then \( B(x) \cdot m(x) = \delta_0 \cdot d! \cdot \sigma_d([n]) \) where \( \delta_0 \) is the unit vector corresponding to the empty word.

**Proof.** We compute the entry of \( B(x) \cdot m(x) \) indexed by the word \( w_1 \ldots w_l \) for \( 0 \leq l \leq d-1 \). The corresponding row of \( B(x) \) has the following non-zero entries at the columns indexed by \( w_1 \ldots w_{l-1}, w_1 \ldots w_l \) and \( w_1 \ldots w_{l+1} \) for \( w_{l+1} \in [n] \setminus \{w_1, \ldots, w_l\} \). If we denote \( S = [n] \setminus \{w_1, \ldots, w_{l-1}\} \), these entries contribute the following summands:

1. \( w_1 \ldots w_{l-1} \) (note that for \( l = 0 \) this case does not occur):
\[
-(d - l)! \cdot x_{w_l} \cdot \prod_{i=1}^{l-1} x_{w_i} \cdot \sigma_{d-l}(S).
\]
(2) \( w_1 \ldots w_l \):
\[(d - 1 - l)! \cdot \left( (d - l - 1) \cdot x_{w_l} + \sigma_1(S) \right) \cdot \prod_{i=1}^{l} x_{w_i} \cdot \sigma_{d-1-i}(S \setminus \{w_l\}).\]

(3) \( w_1 \ldots w_{l+1} \) (note that for \( l = d - 1 \) this case does not occur):
\[(d - 1 - l)! \cdot x_{w_{l+1}} \cdot \prod_{i=1}^{l+1} x_{w_i} \cdot \sigma_{d-2-i}(S \setminus \{w_1, w_{l+1}\}).\]

Summing these up, we arrive at the following expression for the entry of \( B(x) \cdot m(x) \) indexed by the word \( w_1 \ldots w_l \):
\[
\begin{align*}
&\left( -(d - l) \cdot \sigma_{d-l}(S) + ((d - 1 - l) \cdot x_{w_1} + \sigma_1(S)) \cdot \sigma_{d-1-l}(S \setminus \{w_l\}) \right) \\
&\quad - \sum_{j \in S \setminus \{w_l\}} x_j^2 \cdot \sigma_{d-2-j}(\{w_i\}) \sigma_{d-2-i}(S \setminus \{w_1, j\}) \cdot (d - 1 - l)! \cdot \prod_{i=1}^{l} x_{w_i},
\end{align*}
\]

Two types of monomials can appear inside the parenthesis of the above expression:

a) The coefficient of a multiaffine monomial in the variables indexed by \( S \) is \(-(d - l)\) in (1) and \((d - 1 - l)\) in (2).

b) The coefficient of \( x_j^2 \) times a multiaffine monomial in variables indexed by \( S \setminus \{w_i, j\} \) is 1 in (2) and \(-1\) in (3) in the case \( j < d - 1 \). If \( j = d - 1 \) such monomials do not appear at all.

We can conclude that for \( l = 0 \) we obtain \( d! \cdot \sigma_d([n]) \) and for \( l > 0 \) we get zero.

Example 5.4. For \( d = 2 \) and \( n = 3 \) the vector \( m(x) \) is given by
\[
\begin{pmatrix}
\emptyset \\
1 & x_1 + x_2 + x_3 \\
2 & x_1 \\
3 & x_2 \\
4 & x_3
\end{pmatrix},
\]
\( \triangle \)

Theorem 5.5. There is an \( \mathfrak{S}_n \)-linear map \( \psi : \mathbb{R}^n \to \text{Sym}_2(\text{Ma}_{d-1,n}) \) such that \( \psi(a) \) is positive semidefinite if and only if \( a \) is in the hyperbolicity cone of \( \sigma_{d,n} \).

Proof. Let \( B(x) \) be the spectrahedral representation of the hyperbolicity cone of \( \sigma_{d,n} = \sigma_d([n]) \) from [Brå14] and \( m(x) \) the vector from Lemma 5.3. We have
\[
B(x) \cdot m(x) = \delta_0 \cdot d! \cdot \sigma_d([n])
\]
according to Lemma 5.3. The entries of \( m(x) \) span \( \text{Ma}_{d-1,n} \) as \( \mathbb{R} \)-vector space. Thus if \( \tilde{m}(x) \) is a vector whose entries comprise a basis of \( \text{Ma}_{d-1,n} \), there is a unique rectangular real matrix \( Q \) of full rank such that \( Q \cdot \tilde{m}(x) = m(x) \). Letting \( \tilde{B}(x) = \frac{1}{d!} Q^T B(x) Q \) and \( v = Q^T \delta_0 \) we obtain
\[
(2) \quad \tilde{B}(x) \cdot \tilde{m}(x) = \frac{1}{d!} Q^T B(x) Q \tilde{m}(x) = \frac{1}{d!} Q^T B(x) m(x) = Q^T \delta_0 \cdot \sigma_d = v \cdot \sigma_d([n]).
\]

Furthermore, it is not hard to see that the map \( \psi : a \mapsto \tilde{B}(a) \) is a homomorphism of \( \mathfrak{S}_n \)-modules if we consider \( \tilde{B}(a) \) as an element of \( \text{Sym}_2(\text{Ma}_{d-1,n}) \) via the chosen basis of \( \text{Ma}_{d-1,n} \). But since \( \tilde{B}(a) \) is a compression of \( B(a) \), we have that \( \tilde{B}(a) \) is positive semidefinite whenever \( B(a) \) is positive semidefinite. On the other hand Equation 2 implies that \( \tilde{B}(a) \) is singular whenever \( \sigma_d([n]) \) vanishes at \( a \). This implies that \( \tilde{B}(a) \) cannot be positive semidefinite if \( a \) is not in the hyperbolicity cone of \( \sigma_d([n]) \).
Remark 5.6. The size of the spectrahedral representation from [Ban14] is given by the number of words $w_1 \ldots w_l$ with letters $w_i \in \{1, \ldots, n\}$ of length $0 \leq l \leq d - 1$ such that $w_i \neq w_j$ for $i \neq j$. The size of the spectrahedral representation from [Ami10] is given by the number of simple paths of length (at least 1 and) at most $d$ starting from a fixed vertex of the complete graph on $n$ vertices. This is the same as the number of words $w_1 \ldots w_l$ with letters $w_i \in \{1, \ldots, n - 1\}$ of length $0 \leq l \leq d - 1$ such that $w_i \neq w_j$ for $i \neq j$. Clearly, the latter is smaller than the former. Finally, the representation that we obtain in Theorem 5.5 is of size $(\Delta_{d-1})$, the number of multiaffine monomials of degree $d - 1$ in $n$ variables. This is the same as the number of words $w_1 \ldots w_l$ with letters $w_i \in \{1, \ldots, n - 1\}$ of length $d - 2 \leq l \leq d - 1$ such that $w_i < w_j$ for $i < j$. Thus it is considerably smaller than the other two representations.

Remark 5.7. For future reference we want to make the entities that appear in Equation (2) explicit. To that end, we choose $\tilde{m}(x)$ to be the vector whose entries comprise the monomial basis of $\text{Ma}_{d-1,n}$. Thus we can view $\tilde{m}(x)$ as a column vector whose rows are indexed by $\binom{n}{d-1}$ and the entry corresponding to $I \in \binom{[n]}{d-1}$ is $\prod_{i \in I} x_i$. The columns of the matrix $Q$ are indexed by $\binom{n}{d-1}$ and its rows are indexed by words $w_1 \ldots w_l$ with letters $w_i \in \{1, \ldots, n\}$ of length $0 \leq l \leq d - 1$ such that $w_i \neq w_j$ for $i \neq j$. The entry of $Q$ indexed by $(w_1 \ldots w_l, I)$ is 1 if $w_1, \ldots, w_l \in I$ and zero otherwise. This implies that $v = Q^T \delta_0$ is the all-ones vector. Finally, the rows and columns of the matrix $\tilde{B}(x)$ are both indexed by $\binom{[n]}{d-1}$. The entry of $\tilde{B}(x)$ indexed by $(I, J)$ equals

$$\frac{1}{d - |I \cap J|} \sum_{k \in [n] \setminus (I \cup J)} x_k.$$  

Example 5.8. For $d = 2$ and $n = 3$ the matrix $\tilde{B}(x)$ is given by

$$\begin{pmatrix} 1 & 2 & 3 \\ 1 & x_2 + x_3 & \frac{1}{2} x_3 \\ 2 & \frac{1}{2} x_3 & x_1 + x_3 \\ 3 & \frac{1}{2} x_2 & \frac{1}{2} x_1 & x_1 + x_2 \end{pmatrix}.$$  

It is a spectrahedral representation of the hyperbolicity cone of $\sigma_{2,3}$. Note that a smaller spectrahedral representation is the one from [San13] given by a $\mathcal{G}_3$-linear map $\mathbb{R}^3 \to \text{Sym}_2(V_2,1)$, see Example 4.7. \hfill \Box 

Example 5.9. For $d = 2$ and $n = 4$ the matrix $\tilde{B}(x)$ is given by

$$\begin{pmatrix} 1 & 2 & 3 & 4 \\ 1 & x_2 + x_3 + x_4 & \frac{1}{2} (x_3 + x_4) & \frac{1}{2} (x_2 + x_4) & \frac{1}{2} (x_2 + x_3) \\ 2 & \frac{1}{2} (x_3 + x_4) & x_1 + x_3 + x_4 & \frac{1}{2} (x_1 + x_4) & \frac{1}{2} (x_1 + x_3) \\ 3 & \frac{1}{2} (x_2 + x_4) & \frac{1}{2} (x_1 + x_4) & x_1 + x_2 + x_4 & \frac{1}{2} (x_1 + x_2) \\ 4 & \frac{1}{2} (x_2 + x_3) & \frac{1}{2} (x_1 + x_3) & x_1 + x_2 + x_3 & \frac{1}{2} (x_1 + x_2) + x_1 + x_2 + x_3 \end{pmatrix}.$$  

It is a spectrahedral representation of the hyperbolicity cone of $\sigma_{2,4}$. There is a smaller spectrahedral representation:

$$A(x) = \begin{pmatrix} x_1 + x_2 + x_4 & \frac{1}{2} x_2 + x_4 & \frac{1}{2} x_1 + x_4 \\ \frac{1}{2} x_2 + x_4 & x_2 + x_3 + x_4 & \frac{1}{2} x_3 + x_4 \\ \frac{1}{2} x_1 + x_4 & \frac{1}{2} x_3 + x_4 & x_1 + x_3 + x_4 \end{pmatrix}.$$  

By [Kum16, §3] there is no representation smaller than $A(x)$. Its determinant

$$\det A(x) = \frac{3}{4} \cdot (x_1 + x_2 + x_3) \cdot \sigma_{2,4}.$$
is not invariant under the action of $\mathfrak{S}_3$. Therefore, this representation is not symmetric in the sense that it is not given by an $\mathfrak{S}_4$-linear map $\mathbb{R}^4 \to \text{Sym}_3(V)$ for some $\mathfrak{S}_4$-module $V$. In fact, we claim that if $V$ is a 3-dimensional $\mathfrak{S}_4$-module, there is no $\mathfrak{S}_4$-linear map $\psi : \mathbb{R}^4 \to \text{Sym}_3(V)$ such that $\psi(a)$ is positive semidefinite if and only if $a$ is in the hyperbolicity cone of $\sigma_{2,4}$. Indeed, such $V$ must have the property that $\text{Sym}_3(V)$ has $V_{3,1}$ as one of its irreducible components. The only 3-dimensional $\mathfrak{S}_4$-modules with this property are $V_{3,1}$ and $V_{2,1,1}$. Since we have that $\text{Sym}_3(V_{3,1})$ and $\text{Sym}_3(V_{2,1,1})$ are isomorphic, we assume without loss of generality that $V = V_{3,1}$. Now let $\psi : \mathbb{R}^4 \to \text{Sym}_3(V_{3,1})$ be a map as above. Then the determinant of $\psi(x)$ is necessarily divisible by $\sigma_{2,4}$ and invariant under $\mathfrak{S}_4$. Thus it must also be divisible by $\sigma_{1,4}$. This shows that $\psi(x)$ is singular for all $x$ from the zero set $V_{3,1} \subseteq \mathbb{R}^4$ of $\sigma_{1,4}$. But one can check that every nonzero matrix in the $V_{3,1}$ component of $\text{Sym}_3(V_{3,1})$ is nonsingular. This yields the desired contradiction. △

**Corollary 5.10.** The set of all symmetric matrices $X \in \text{Sym}_3(\mathbb{R}^n)$ whose spectrum $\lambda(X)$ is in the hyperbolicity cone of $\sigma_{d+1,n}$ is a spectrahedral cone.

**Proof.** Since $\text{Ma}_{d,n}$ is a short representation by Corollary 3.2 this follows from Theorem 2.2 and Theorem 5.5. □

**Remark 5.11.** Using Remark 4.9 we obtain a spectrahedral representation for this set whose size is the dimension of $\text{Min}_{d,n}$. In order to determine this dimension we note that considering $\text{Min}_{d,n}$ as a $\text{GL}_n$-module, it is irreducible with highest weight $(d,d')$, see for example [JPWS81] Thm. 3.19. Thus by [FH91] Thm. 6.3(1) we have

$$\dim(\text{Min}_{d,n}) = \prod_{1 \leq i \leq d} \left( \prod_{d+1 \leq j \leq n} \frac{2 + j - i}{j - i} \right) = \prod_{i=1}^d \frac{(n+1-i)(n+2-i)}{(d+1-i)(d+2-i)}.$$ 

In particular, for fixed $d$, the dimension of $\text{Min}_{d,n}$ grows only polynomially in $n$. We further note that $\dim(\text{Min}_{d,n}) = \dim(\text{Min}_{n-d,n})$.

**Corollary 5.12.** Let $X$ be the generic symmetric $n \times n$ matrix, i.e., its entries are given by the variables $x_{ij}$ for $1 \leq i \leq j \leq n$. Then the hyperbolicity cone of every derivative $D_t^d \det(X)$ is spectrahedral.

**Proof.** Let us write

$$\det(tI + X) = \sum_{d=0}^n p_d(X) t^d$$

for suitable polynomials $p_d$. Then by Taylor series we have $p_d(X) = \frac{1}{d!} D_t^d \det(X)$. On the other hand, we can express $p_d(X)$ as the elementary symmetric polynomial of degree $n-d$ in the zeros of $\det(tI - X)$. Therefore, we have $p_d(X) = \sigma_{n-d,n}(\lambda(X))$ and the hyperbolicity cone of $p_d$ is the set of all symmetric matrices $A$ such that $\lambda(A)$ is in the hyperbolicity cone of $\sigma_{n-d,n}$. Thus the claim follows from Corollary 5.10. □

**Corollary 5.13.** Let $h = \det(A(x)) \in \mathbb{R}[x_1, \ldots, x_n]$ where

$$A(x) := x_1 A_1 + \ldots + x_n A_n$$

for real symmetric matrices $A_i$ with the property that $A(x)$ is positive definite. Then the hyperbolicity cone of every derivative $D_t^d h$ is spectrahedral.

**Proof.** After replacing $A(x)$ by $S^d A(x) S$ for a suitable invertible matrix $S$, we can assume that $A(x) = I$. Then the claim follows from Corollary 5.12 by restricting to the subspace spanned by $A_1, \ldots, A_n$. □
6. Wronskian polynomials and Newton’s inequalities

Let \( h \in \mathbb{R}[x_1, \ldots, x_n] \) be a square-free homogeneous polynomial which is hyperbolic with respect to \( e \in \mathbb{R}^n \). It was observed in \cite{KPV15} Thm. 3.1 that the hyperbolicity cone \( C(h, e) \) can be described as a linear section of the cone of non-negative polynomials:

\[
C(h, e) = \{ a \in \mathbb{R}^n : \Delta_{e,a}(h) \geq 0 \text{ on } \mathbb{R}^n \}
\]

where \( \Delta_{e,a}(h) = D_x h \cdot D_e h - h \cdot D_e D_a h \) is the Wronskian polynomial. It was further shown in \cite{KPV15} Thm. 4.2 that if \( h = \det A(x) \) where

\[
A(x) = x_1 A_1 + \cdots + x_n A_n
\]

for real symmetric matrices \( A_i \) with \( A(e) \) positive definite, then we even have

\[
C(h, e) = \{ a \in \mathbb{R}^n : \Delta_{e,a}(h) \text{ is a sum of squares of polynomials} \}.
\]

We will show in this section that this is also true for the derivatives \( D^d_h h \). More precisely, we will show that the matrices in the spectrahedral representation of the hyperbolicity cone of \( D^d_h h \) can serve as Gram matrices for \( \Delta_{e,a}(D^d_h h) \).

Let \( X \) be the generic symmetric \( n \times n \) matrix and \( M_1, \ldots, M_N, N = \binom{n}{2} \), the symmetric \( d \times d \) minors of \( X \). We complete \( M_1, \ldots, M_N \) to an orthonormal basis \( M_1, \ldots, M_r \) of \( \text{Min}_{d,n} \) (with respect to a suitable \( O(n) \)-invariant scalar product) and let \( M = (M_1, \ldots, M_r)^t \). Let \( \Phi : \text{Sym}_2(\mathbb{R}^n) \to \text{Sym}_2(\text{Min}_{d,n}) \) be the \( O(n) \)-linear map that we get from Corollary \ref{corollary5.10}. In the following, we identify \( \Phi(X) \) with its representing matrix with respect to the basis \( M_1, \ldots, M_r \). Finally, we denote \( P_d(X) = \sigma_{d,n}(\lambda(X)) \), which is a homogeneous polynomial in the entries of \( X \) satisfying \( P_d(X) = \frac{1}{(n-d)!} D^0_{\lambda^{n-d}} \det(X) \). The polynomial \( P_d(X) \) can also be described as the sum of all symmetric \( d \times d \) minors of \( X \).

Lemma 6.1. For all \( A \in \text{Sym}_2(\mathbb{R}^n) \) we have that

\[
\Phi(A) \cdot M(A) = w \cdot P_{d+1}(A)
\]

where \( w \) is the vector whose first \( N \) entries are \( 1 \) and all other entries are \( 0 \).

Proof. Let \( S \in O(n) \) such that \( SAS^t \) is the diagonal matrix \( \Lambda \) with diagonal \( \lambda \in \mathbb{R}^n \). We denote by \( \rho(S) \) the representing matrix of the linear action of \( S \) on \( \text{Min}_{d,n} \) with respect to the orthonormal basis \( M_1, \ldots, M_r \). Note that \( \rho(S) \) is an orthogonal matrix. By construction we have

\[
\Phi(SAS^t) = \Phi(A) = \begin{pmatrix} \tilde{B}(\lambda) & 0 \\ 0 & C(\lambda) \end{pmatrix}
\]

where \( \tilde{B}(\lambda) \) is the matrix from Remark \ref{remark5.7} and \( C(\lambda) \) some other real symmetric matrix. Then, further using the notation of Remark \ref{remark5.7} we have

\[
\Phi(A) \cdot M(A) = \begin{pmatrix} \tilde{B}(\lambda) & 0 \\ 0 & C(\lambda) \end{pmatrix} \cdot \begin{pmatrix} \tilde{m}(\lambda) \\ 0 \end{pmatrix} = w \cdot \sigma_{d+1,n}(\lambda(A)).
\]

Because \( \Phi \) is \( O(n) \)-linear, we obtain

\[
\rho(S) \cdot \Phi(A) \cdot \rho(S)^t \cdot M(A) = w \cdot P_{d+1}(A).
\]

Since \( M_1 + \cdots + M_N \) is invariant under \( O(n) \), we have \( \rho(S)^t \cdot w = w \) which shows

\[
\Phi(A) \cdot M(A) = \Phi(A) \cdot \rho(S)^t \cdot M(A) = \rho(S)^t \cdot w \cdot P_{d+1}(A) = w \cdot P_{d+1}(A). \quad \square
\]

From this we can deduce the main result of this section.
Theorem 6.2. For all $A \in C(P_{d+1}, I)^o$ we have $P_{d+1}(A), P_d(A) > 0$ and

$$D_A P_{d+1}(X) \cdot P_d(X) - P_{d+1}(X) \cdot D_A P_d(X) - \frac{P_{d+1}(A)}{P_d(A)} \cdot P_d(X)^2$$

is a sum of squares of polynomials in the entries of $X$.

Proof. The first claim is clear since $A$ is in the interior of the hyperbolicity cones of both $P_d$ and $P_{d+1}$. In order to prove the second claim, we proceed as in [KNP10] p. 261. By Lemma 6.1 we have that

$$\Phi(X) \cdot M(X) = w \cdot P_{d+1}(X)$$

where $w$ is the vector whose first $N$ entries are 1 and all other entries are 0. Taking the derivative in direction $A$ of both sides gives us

$$\Phi(A) \cdot M(X) + \Phi(X) \cdot D_A M(X) = w \cdot D_A P_{d+1}(X).$$

Multiplying from the left by $M(X)^t$ and another application of Lemma 6.1 gives:

$$M(X)^t \cdot \Phi(A) \cdot M(X) + (w \cdot P_{d+1}(X))^t \cdot D_A M(X) = M(X)^t \cdot w \cdot D_A P_{d+1}(X).$$

Since $M(X)^t \cdot w = P_d(X)$ we obtain the identity

$$D_A P_{d+1} \cdot P_d - P_{d+1} \cdot D_A P_d = M(X)^t \cdot \Phi(A) \cdot M(X).$$

Finally, subtracting $\frac{P_{d+1}(A)}{P_d(A)} \cdot P_d(X)^2 = \frac{P_{d+1}(A)}{P_d(A)} \cdot M(X)^t \cdot w \cdot w^t \cdot M(X)$ we get that

$$M(X)^t \cdot (\Phi(A) - \frac{P_{d+1}(A)}{P_d(A)} \cdot w \cdot w^t) \cdot M(X)$$

is the polynomial in question. It therefore suffices to show that the matrix

$$\Phi(A) - \frac{P_{d+1}(A)}{P_d(A)} \cdot w \cdot w^t$$

is positive semidefinite. Since $w \cdot w^t$ is of rank one and since $\Phi(A)$ is positive semidefinite, the polynomial

$$\det(\Phi(A) - t \cdot w \cdot w^t) \in \mathbb{R}[t]$$

has at exactly one zero $t_0 \geq 0$. Moreover, the matrix $\Phi(A) - \lambda \cdot w \cdot w^t$ is positive semidefinite for all $\lambda \leq t_0$. It thus suffices to show that $t_0 = \frac{P_{d+1}(A)}{P_d(A)}$. We have

$$(\Phi(A) - \frac{P_{d+1}(A)}{P_d(A)} \cdot w \cdot w^t) \cdot M(A) = w \cdot (P_{d+1}(A) - \frac{P_{d+1}(A)}{P_d(A)} \cdot P_d(A)) = 0.$$

Thus $\frac{P_{d+1}(A)}{P_d(A)}$ is a zero of $\det(\Phi(A) - t \cdot w \cdot w^t)$. □

Corollary 6.3 (Newton’s inequalities for matrices). The polynomial

$$\left( \frac{P_d(X)}{\binom{n}{d}} \right)^2 - \left( \frac{P_{d+1}(X)}{\binom{n}{d+1}} \right) \cdot \left( \frac{P_{d-1}(X)}{\binom{n}{d-1}} \right)$$

is a sum of squares of polynomials in the entries of $X$.

Proof. This is Theorem 6.2 for $A = I$. □

Corollary 6.4 (Classical Newton’s inequalities). The polynomial

$$\left( \frac{\sigma_{d,n}(x)}{\binom{n}{d}} \right)^2 - \left( \frac{\sigma_{d+1,n}(x)}{\binom{n}{d+1}} \right) \cdot \left( \frac{\sigma_{d-1,n}(x)}{\binom{n}{d-1}} \right)$$

is a sum of squares of polynomials in $x_1, \ldots, x_n$.

Proof. This is restricting Corollary 6.3 to diagonal matrices. □
Remark 6.5. Since \( \binom{n}{d}^2 \geq \binom{n}{d+1}\binom{n}{d-1} \) our Corollary 6.4 also implies that
\[
\sigma_{d,n}(x)^2 - \sigma_{d+1,n}(x) \cdot \sigma_{d-1,n}(x)
\]
is a sum of squares which was previously shown in [GW14 Prop. 6].

Corollary 6.6. Let \( h = D_e^a \det A(x) \in \mathbb{R}[x_1, \ldots, x_n] \) where
\[
A(x) := x_1 A_1 + \ldots + x_n A_n
\]
for real symmetric matrices \( A_i \) with the property that \( A(e) \) is positive definite. Then the polynomial
\[
\Delta_{e,a}(h) - \frac{h(a)}{D_e h(a)} \cdot (D_e h)^2
\]
is a sum of squares for all \( a \in C(h,e) \) with \( D_e h(a) \neq 0 \). In particular, the Wronskian \( \Delta_{e,a}(h) \) is a sum of squares for all \( a \in C(h,e) \).

Proof. After replacing \( A(x) \) by \( S^T A(x) S \) for a suitable invertible matrix \( S \), we can assume that \( A(e) = I \). Then the claim follows from Theorem 6.2 by restricting to the subspace spanned by \( A_1, \ldots, A_n \) and the fact that the cone of sums of squares is closed. \( \Box \)

Remark 6.7. For arbitrary hyperbolic polynomials the polynomial in Corollary 6.6 is still globally nonnegative. This can be regarded as a strengthening of the correlation inequality for hyperbolic polynomials. The following proof of this observation has been pointed out to us by an anonymous referee after we gave a more complicated argument in a previous version of this article. Let \( h \in \mathbb{R}[x_1, \ldots, x_n]_d \) be hyperbolic with respect to \( e \in \mathbb{R}^n \) and \( a \in C(h,e) \). Then for all \( x \in \mathbb{R}^n \) the zeros of \( f(t) := h(te + x) \in \mathbb{R}[t] \) are interlaced by those of \( g(t) := D_a h(te + x) \in \mathbb{R}[t] \) in the sense that if \( \alpha_1 \leq \cdots \leq \alpha_d \) are the roots of \( f \), and \( \beta_1 \leq \cdots \leq \beta_{d-1} \) the roots of \( g \), we have \( \alpha_i \leq \beta_i \leq \alpha_{i+1} \) for all \( i = 1, \ldots, d-1 \), see e.g. [KPV15 Thm. 3.1]. This implies that the Bézout matrix \( B(f,g) \) is positive semidefinite. The entries \( b_{ij} \) of the Bézout matrix \( B(f,g) \) satisfy the identity
\[
\frac{f(s)g(t) - f(t)g(s)}{s - t} = \sum_{i,j} b_{ij} \cdot s^{i-1} t^{j-1}
\]
and a straightforward calculation shows that
\[
b_{11} = \Delta_{e,a}(h)(x), \ b_{1d} = b_{d1} = h(e) \cdot D_a h(x), \ b_{dd} = h(e) \cdot D_a h(e).
\]
Since \( B(f,g) \) is positive semidefinite, the minor \( b_{11} b_{dd} - b_{1d}^2 \) is nonnegative. This implies the inequality \( \Delta_{e,a}(h) \geq \frac{h(e)}{D_a h(e)} \cdot (D_a h)^2 \).

REFERENCES

[AB18] Nima Amini and Petter Brändén. Non-representable hyperbolic matroids. Adv. Math., 334:417–449, 2018.

[Ami19] Nima Amini. Spectrahedrality of hyperbolicity cones of multivariate matching polynomials. J. Algebraic Combin., 50(2):165–190, 2019.

[BGLS01] Heinz H. Bauschke, Osman Güler, Adrian S. Lewis, and Hristo S. Sendov. Hyperbolic polynomials and convex analysis. Canad. J. Math., 53(3):470–488, 2001.

[Bräu07] Petter Brändén. Polynomials with the half-plane property and matroid theory. Adv. Math., 216(1):302–320, 2007.

[Bräu11] Petter Brändén. Obstructions to determinantal representability. Adv. Math., 226(2):1202–1212, 2011.

[Bräu14] Petter Brändén. Hyperbolicity cones of elementary symmetric polynomials are spectrahedral. Optim. Lett., 8(5):1773–1782, 2014.

[COSW04] Young-Bin Choe, James G. Oxley, Alan D. Sokal, and David G. Wagner. Homogeneous multivariate polynomials with the half-plane property. Volume 32, pages 88–187. 2004. Special issue on the Tutte polynomial.
