Soft gamma-ray polarimetry with COSI using maximum likelihood analysis
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Abstract Measurements of the linear polarization of high-energy emission from pulsars, accreting black holes, and gamma-ray bursts (GRBs) provide an opportunity for constraining the emission mechanisms and geometries (e.g., of the accretion disk, jet, magnetic field, etc.) in the sources. For photons in the soft (MeV) gamma-ray band, Compton scattering is the most likely interaction to occur in detectors. Compton telescopes detect multiple interactions from individual incoming photons, allowing for scattering angles to be measured. After many photons are detected from a source, the distribution of azimuthal angles provides polarization information. While the standard method relies on binning the photons to produce and fit an azimuthal scattering angle distribution, improved polarization sensitivity is obtained by using additional information to more accurately weight each event’s contribution to the likelihood statistic. In this chapter, we describe the Compton Spectrometer and Imager (COSI) and its capabilities for polarization measurements. We also describe the maximum likelihood technique, its application to COSI data analysis, and plans for its future use.
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1 Introduction

Polarization measurements provide unique diagnostics for determining emission mechanisms and source geometries, but current results give just a glimpse into the potential for what we can learn. The small number of measurements that are available indicate that high (>50%) polarization levels can occur at MeV energies, suggesting the possibility of measuring energy and time dependence of polarization to probe the physics of extreme environments near compact objects or in explosive events. MeV sources of interest include pulsars, accreting Galactic black holes (BHs), active galactic nuclei (AGN), and gamma-ray bursts (GRBs).

For pulsars and the emission from their surrounding nebulae, a key early X-ray (2.6 and 5.2 keV) measurement was made of the Crab nebula in the 1970s using the OSO 8 satellite. This showed a 19.2 ± 1.0% level of polarization, proving a synchrotron origin for the emission [31, 45]. INTEGRAL and AstroSat observations of the Crab at 0.1-1 MeV indicate even higher polarization levels of 32–98% in soft gamma-rays [8, 9, 30, 43]. The angle of polarization appears to be along the spin axis of the pulsar [8] or to wobble around the pulsar spin axis [43], suggesting that the soft gamma-ray emission is more closely related to the pulsar than to the nebula.

For Galactic BHs, there has been a long-standing question about the origin of the emission detected up to MeV energies [11, 27]. These systems often show a non-thermal component extending into the MeV bandpass. As accreting BHs have relativistic jet outflows, the jet may be the origin of the non-thermal component [25]. While most of the known Galactic BHs have transient outbursts of emission, Cygnus X-1 is persistently bright in X-rays, and its high-energy spectrum includes a non-thermal component [28]. By combining data from long observations over several years at times when Cyg X-1 was known to be producing jets, both instruments on INTEGRAL measured highly polarized emission (67 ± 30% with IBIS and 76 ± 15% with SPI) above ∼0.4 MeV [19, 14]. Meanwhile, the polarization levels below this energy are constrained to be much lower by INTEGRAL [19, 14] and the PoGO+ balloon mission [6]. These measurements are readily explained if the emission up to ∼0.2 MeV is dominated by inverse Comptonization from a quasi-spherical corona, with the geometry causing the low polarization, while the >0.2 MeV emission comes from the jet and is polarized due to the collimation and structured magnetic field. The polarization measurements provide insight into the emission geometry that is not provided by the spectral measurements alone.

MeV polarization measurements also provide unique information about AGN and can be used to probe jet composition and emission mechanisms. For blazars, there is a long-standing question of whether the emission is of hadronic or leptonic origin. A high level of polarization (∼60%) would indicate that the emission is
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hadronic [48]. For radio galaxies (e.g., Cen A), a high level of polarization will show that the emission is produced by a jet via synchrotron self-Compton (SSC) [1] rather than by inverse-Compton scattering in a hot tenuous accretion disk corona [3]. The level of polarization is expected to be ∼5-10% for the thermal case [26] and up to 60% for the SSC case [18].

For GRBs, polarization measurements could shed light on the engines that radiate the observed photons by comparing to theoretical predictions that show that the distributions of GRB polarizations depend on whether the emission mechanism is due to synchrotron or inverse Comptonization and also on the properties of the magnetic field in the jet [39, 10]. In designing an instrument for GRB studies, it is important to consider that they occur at random times and locations on the sky, requiring an instrument with a large field of view. With both polarization sensitivity and large field of view, Compton telescopes are well-suited for studies of GRBs.

In this chapter, we describe the use of Compton telescopes for MeV polarization measurements, emphasizing the improvements in polarization sensitivity obtained when the maximum likelihood method [17] is used rather than the standard method. We start with an explanation of how Compton telescopes operate and considerations for polarimetry. One important point is that the signal used to make the polarization measurement is strongest for photons that have ∼90° Compton scatter angles. The previous Compton telescope, COMPTEL [33] on the Compton Gamma-Ray Observatory (CGRO), was designed to primarily measure events with small scatter angles, and was thus not very sensitive to polarization. The next generation of Compton telescopes are designed with 3D position resolution, allowing them to measure events with large scatter angles. We describe a particular instrument, COSI [15, 42], and explain its polarization capabilities using calibration and astrophysical measurements. In particular, a detailed polarization study was carried out for GRB 160530A using the maximum likelihood technique [24, 23]. We describe the maximum likelihood technique and then end the chapter by discussing a framework for its development and use in future Compton telescope missions.

2 Compton Telescopes and Polarization Measurements

2.1 Operation of Compton Telescopes

Compton telescopes are a powerful technology for performing imaging, spectroscopic, and polarimetric studies of photons in the 0.2-10 MeV band. This is due to the fact that the cross-section for Compton scattering dominates over photoabsorption and pair-production in this energy range for most detector materials of interest. A Compton telescope works by exploiting the phenomenon of Compton scattering, whereby a photon undergoes a collision with an electron. A canonical Compton event in a Compton telescope consists of one or more Compton scatters followed by photoelectric absorption of the scattered photon, all in the active detector volume.
Figure 1 provides an example of a photon traveling along the $z$ direction with initial energy $E_0$. The photon Compton scatters with Compton scattering angle $\phi$ at $\vec{r}_1$, depositing an energy of $E_1$. After scattering, the photon’s energy is $E' = E_0 - E_1$. The scattered photon is then photoelectrically absorbed at $\vec{r}_2$, depositing an energy of $E_2 = E'$. A Compton cone with half opening angle $\phi$ can now be constructed by placing the cone vertex at $\vec{r}_1$, and aligning the cone axis with the vector $\vec{r}_1 - \vec{r}_2$. The Compton cone defines a Compton circle on the sky, representing all possible points from which the photon may have originated and providing a Compton telescope’s ability for imaging.

In addition to the Compton (polar) scattering angle $\phi$, there is also an azimuthal scattering angle $\eta$ involved in the Compton scattering process. The distribution of $\eta$ from a sample of photons originating from a beam is sensitive to the beam’s polarization level and angle. As described in Section 2.2, this forms the basis for using Compton telescopes as polarimeters in the soft gamma-ray band.

![Fig. 1 Illustration of a gamma-ray event with two interactions measured by detectors with 3D position measurement capabilities (the COSI instrument is shown). Key angles for a Compton telescope are the Compton scattering angle ($\phi$) and the azimuthal scattering angle ($\eta$). From [21] (Figure 2.1 with one variable name change).](image-url)
2.2 Compton Polarimetry

The Klein-Nishina equation gives the differential cross-section for Compton Scattering of photons on free electrons at rest according to

$$\frac{d\sigma}{d\Omega} = \frac{r_0^2}{2} \left( \frac{E'}{E} \right)^2 \left( \frac{E}{E'} + \frac{E'}{E} - 2\sin^2\phi \cos^2\eta \right),$$  \hspace{1cm} (1)$$

where \(r_0\) is the classical electron radius, \(E\) is the initial photon energy, \(E'\) is the scattered photon energy, \(\phi\) is the Compton scattering angle, and \(\eta\) is the azimuthal scattering angle defined such that \(\eta = 0\) corresponds to scattering along the direction of the initial photon’s electric field vector. After some algebraic manipulation of Equation 1, the probability density function (PDF) of scattering with a particular \(\eta\) takes the simple form of an offset cosine:

$$p(\eta; E, \phi) = \frac{1}{2\pi} \left[ 1 - \mu(E, \phi) \cos(2\eta) \right],$$  \hspace{1cm} (2)$$

where the modulation, \(\mu(E, \phi)\), is defined as

$$\mu(E, \phi) = \frac{\sin^2\phi}{\frac{E'}{E} - \frac{E}{E'} - \sin^2\phi}.$$  \hspace{1cm} (3)$$

\(E, E',\) and \(\phi\) are all related by the kinematic Compton scattering formula:

$$E' = \frac{E}{1 + \frac{E}{m_ec^2}(1 - \cos\phi)},$$  \hspace{1cm} (4)$$

where \(m_ec^2 = 511\) keV. The dependence of \(\mu\) on \(E\) and \(\phi\) is shown in Figure 2. The value of \(\mu\) is larger at lower energies and for Compton scattering angles near \(\sim 90^\circ\).

When a gamma-ray beam is polarized at a level of \(\Pi\), where \(0 \leq \Pi \leq 1\), then a fraction \(\Pi\) of the photons from the beam will have their electric field vectors aligned along a specific direction. The other \(1 - \Pi\) fraction of the photons will have their electric field vectors randomly oriented. Thus, for a photon from a beam with polarization level \(\Pi\) and polarization angle \(\eta_0\), Equation 2 becomes:

$$p(\eta; E, \phi, \Pi, \eta_0) = \frac{1}{2\pi} \left[ 1 - \Pi\mu(E, \phi) \cos(2(\eta - \eta_0)) \right].$$  \hspace{1cm} (5)$$

It is clear from Equation 5 that photons from a polarized gamma-ray beam will preferentially scatter such that \(\eta - \eta_0 = +90^\circ\) or \(-90^\circ\).

The standard method of measuring polarization with a Compton telescope involves constructing the azimuthal scattering angle distribution (ASAD), a histogram of the azimuthal scattering angles, and fitting it with a simple cosine to determine the polarization properties of the incident beam. When performing polarimetry with
Fig. 2 Modulation amplitude for six different energies as a function of Compton scattering angle. This is an instrument characteristic, and the higher the modulation amplitude, the more sensitive the instrument will be for polarization measurements. From [23] (Figure 1 with one variable name change).

a real instrument, however, geometric effects such as finite position resolution and non-uniform efficiency can affect the ASAD and thus the polarization measurement. To correct for these effects, we generate a correction ASAD from a simulation of an unpolarized source and rescale it by its mean value. The source ASAD is then divided by the correction ASAD. This process corrects for geometric effects since these effects will affect the polarized and unpolarized ASADs equally.

We then fit the corrected ASAD with a simplified version of Equation 5:

\[ P(\eta) = P_0 + A \cos(2(\eta - \eta_0)) , \]

in which \( P_0 \) is the offset, \( A \) is the amplitude, and the modulation \( \mu = P_0/A \). The polarization level \( \Pi = \mu/\mu_{100} \), in which \( \mu_{100} \) is the modulation of a 100% polarized beam. Thus, constraining \( A, P_0, \) and \( \eta_0 \) allow us to infer the polarization level and angle of a polarized source.

The maximum likelihood method, described in detail in Section 3, improves upon the standard method because the data are not binned and additional information is used: the photon energy and Compton scatter angle implicitly weight each event’s contribution to the likelihood statistic [17]. Due to this weighting, all events can be used in the analysis.
2.3 Designing a Compton Polarimeter

A good Compton polarimeter is able to measure those areas in the data space which reach the highest modulation values. According to Figure 2, the largest polarization modulation can be detected at low energies and large Compton scatter angles (∼60–90°).

Therefore, a good Compton polarimeter needs to have a detector geometry which allows for the measurement of a wide range of Compton scatter angles covering the whole modulation peak. This criteria can be fulfilled by compact Compton telescopes (CCTs) with a detector arrangement that is approximately a single volume (such as COSI [15, 42]) or with a scatter detector that is surrounded by an absorber detector. Instrument concepts where the absorber is close to the bottom of the tracker such as e-ASTROGAM [7] and AMEGO [29] are somewhat less optimized because large Compton scatter angles can only be measured at larger incidence angles. Going even further, Compton telescope designs with a large distance between the scatterer and the absorber are even less ideal to measure polarization. This is the first main reason that COMPTEL [33], the first successful Compton telescope in space, was not able to measure polarization, even from the bright Crab nebula and pulsar. With two detector planes separated by ∼1.5 m to enable time-of-flight background rejection, COMPTEL was unable to measure events with large Compton scattering angles.

In addition, a Compton telescope optimized for polarimetry should also allow for the measurement of Compton scatters down to low energies. This requires low-atomic number (Z) materials for the Compton scatter detectors, since for those materials Compton scattering can be the dominating interaction process down to ∼50 keV. For example, the cross-overs where the Compton scattering cross-section starts to dominate of the photo effect cross-section are ∼57 keV for silicon, ∼150 keV for germanium, ∼263 keV for cadmium zinc telluride (CZT), and ∼290 keV for cesium iodide (CsI). In addition, those low-energy interactions, which are usually spatially very nearby, need to be resolved in different voxels in the detector. This requires either very good position resolution in a larger detector or thin scatter detectors. For COMPTEL, with liquid scintillator and sodium iodide (NaI) detectors, the lower-energy threshold was ∼750 keV, which is the second main reason why it was not able to measure polarization.

Furthermore, the polarization calibration is as important as the instrument design. The goal of the calibration is to understand any systematics in the azimuthal scattering angle distribution down to a level acceptable for the mission as a function of energy, incidence direction, and polarization level. The calibration also serves as the benchmark for simulations, which are needed to determine the full polarization response of the instrument later on for all possible incidence directions compared to the select few directions covered by the calibration (see Section 2.4.2).

Finally, considering on-orbit observations, heavily shielded, (very) narrow-field-of-view instruments have the advantage that they can use instrument rotations to average over systematics and on-and-off-source observations to determine the background. All-sky Compton telescopes cannot do this. Therefore, it is important to
have a narrow point-spread function (PSF) in order to have ample background-only regions in the sky to understand any induced modulation in the azimuthal scattering angle by the background. This requires good angular resolution which can be achieved by detectors which have good energy and position resolution, as well as detectors which use low-to-medium-Z scatter detector materials to minimize Doppler broadening. Doppler broadening limits the angular resolution of a Compton telescope due to scattering on a bound electron with unknown initial momentum (see [51]).

2.4 The Compton Spectrometer and Imager

COSI is a CCT, which operates in the 0.2–5 MeV bandpass. While a satellite version of COSI [COSI-SMEX, 40, 42] has been designed, we focus on the balloon-borne version of the COSI instrument. This is because a full balloon-borne mission has been completed from integration and calibration to data collection during flight to data analysis. In the following, we include a description of the balloon-borne version of the instrument and the polarization calibration and summarize the 2016 COSI balloon flight, focusing on the detection of GRB 160530A and the polarization study of this GRB.

2.4.1 Instrument

The heart of COSI consists of a $2 \times 2 \times 3$ array of high purity germanium double-sided strip detectors (GeDs), each with a volume of $8 \times 8 \times 1.5 \text{ cm}^3$. The GeD array is housed in an aluminum cryostat and is cooled to cryogenic temperatures with a Sunpower Cryotel CT mechanical cryocooler, enabling ultra-long duration balloon flights since no consumables are required. The cryostat is surrounded by CsI scintillators that provide both passive and active shielding around the bottom and sides of the cryostat, as shown in Figure 3. The shields define COSI’s field of view, which is $>25\%$ of the sky.

The electrodes on each side of each GeD are segmented into 37 strips with a 2 mm strip pitch. The strips on the anode are deposited orthogonally to those on the cathode so that the $x$-$y$ interaction position can be determined from the positions of the triggered strips. To determine the $z$ position, we use the collection time difference (CTD), or the difference in arrival times between the electrons on the anode and the holes on the cathode (see [22] for a description of how the CTD-depth relation is calculated). The position resolution in the $x$ and $y$ directions is equal to the strip pitch, 2 mm, and the position resolution the $z$ direction is on average 0.2 mm RMS [22]. With three-dimensional position resolution and excellent spectral resolution of 0.2% to 1% (depending on the photon energy), COSI is a natural polarimeter.

An ideal event consists of at least one Compton scatter and one photoabsorption, all occurring within the GeDs. Since COSI is a CCT, the volume in which the
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interactions take place is too small to use time of flight to determine the order of interactions. Instead, the event can be reconstructed using a variety of techniques, including Compton kinematic reconstruction [4] and Bayesian reconstruction [49]. Once the interaction order has been determined, the origin of the photon can be constrained to a circle on the sky using the classic Compton scattering formula (see Figure 1). At this point, events with at least two interactions in the GeDs can be used for high level analysis, including Compton polarimetry. To perform the event reconstruction and high level analysis, we use the MEGAlib software library [50], which is specifically designed to analyze data from Compton telescopes.

Simulations are crucial for both benchmarking the instrument performance and determining the instrument response. We use the MEGAlib wrapper of Geant4 [2] to perform Monte Carlo simulations of particles and propagate them through the detailed mass model of the instrument. The simulations then go through the “detector effects engine” [36], which applies the intrinsic detector performance (e.g., finite position and energy resolution) and mimics the readout electronics (e.g., thresholds, cross-talk, dead time, etc.). At this point, the simulations closely resemble the raw data and are processed through the same pipeline: the event calibration, in which the measured parameters of pulse height, ADC, and timing are converted into the physical parameters of energy and 3D position, followed by the event reconstruction.

High level analysis of both measurements and simulations proceeds with choosing event selections, which can reduce background, increase detection sensitivity,
and optimize the imaging, spectral, and polarization response. The event selections used for COSI data include the total photon energy, the initial Compton scatter angle, the distance between interactions within the detector, and the number of interaction sites within the active volume.

### 2.4.2 Polarization Calibration

In order to determine COSI’s polarization response and to identify systematic deviations from an ideal sinusoidal modulation in $\eta$, it is necessary to evaluate COSI’s polarization performance in the laboratory. This evaluation requires measuring a polarized beam and simulating the experimental configuration. While producing a fully polarized beam in the laboratory is non-trivial, we are able to produce a partially polarized gamma-ray beam using a principle detailed by Lei et al. [20]. When unpolarized photons Compton scatter, the outgoing beam is partially polarized with a polarization level given by

$$\Pi = \frac{\sin^2 \phi}{\varepsilon + \varepsilon^{-1} - \sin^2 \phi} \quad (7)$$

in which $\varepsilon$ is the ratio of scattered photon energy to initial photon energy and $\phi$ is the Compton scattering angle. The polarization vector of the scattered beam is perpendicular to the scattering plane. We produced partially polarized gamma-ray beams in the laboratory by scattering photons from a NaI scintillator, which has an attached photomultiplier tube. As an example, 661.7 keV photons that scatter off the scintillator at 90° (to obtain the highest polarization level possible) produce a beam with an outgoing photon energy of 288 keV and a polarization level of approximately $\sim 58\%$ [21]. Using an active detector as a scattering surface allows us to select only events coincident between COSI and the NaI and thus reject the majority of the background. As the count rate of the scattered photons is quite low ($<1 \text{ count s}^{-1}$), rejecting a large amount of the background using the coincidence technique is essential.

Figure 4 shows the geometrical configuration for pre-flight calibrations. We suspend the NaI scintillator above the instrument (GeDs within the cryostat surrounded by the CsI shields), while fixing a $^{137}\text{Cs}$ source (661.7 keV) at the cryostat’s level. We place a lead brick between the $^{137}\text{Cs}$ source and the COSI detector system in order to prevent the direct flux from unnecessarily elevating the shield count rate. Acquiring data with the NaI scintillator in many different locations captures a range of polarization and scattering angles.

Azimuthal scattering angle distributions (ASADs) are generated from the calibration data. The coincident events, which are effectively background-subtracted by calculating the number of expected chance coincidences, are used to produce azimuthal scattering angle distributions (ASADs) as shown in the top panel of Figure 5. The ASAD is then corrected for the instrument response by being divided bin-by-bin with an ASAD of unpolarized events (Figure 5, middle panel). The data
for the unpolarized beam can be measured from direct illumination of a radioactive source at the same location as the NaI scintillator or from simulations of an unpolarized beam at the same location as NaI scintillator [21, 47].

Once the fully-corrected partially-polarized ASAD is produced by dividing the measured ASAD by the scaled unpolarized ASAD (Figure 5, bottom panel), the polarization fraction and angle can be derived by fitting the ASAD with Equation 6. Figure 5 (bottom panel) shows an example of a corrected ASAD fitted with the above equation. The calibration provides an important validation that the corrected ASAD is sinusoidal and has the correct phase ($\eta_0$) for the known polarization direction. In addition, the amplitude, $A$, provides a determination of the modulation factor. To effectively benchmark the simulated instrument response with calibrations, we can employ non-parametric statistical tests. The Kolmogorov-Smirnov and Anderson-Darling tests are used to evaluate the hypothesis that the azimuthal scattering angle samples from the measurements and simulations were drawn from the same underlying distribution [21].

**2.4.3 2016 Balloon Flight and GRB 160530A**

On 2016 May 17, COSI was launched from Wanaka, New Zealand, on NASA’s Superpressure balloon. COSI had a successful 46-day flight, circumnavigating the Earth one and a half times before landing in Peru. During the 2016 flight, COSI observed persistent astrophysical emission including the 511 keV signature of positron annihilation from the Galactic center [16][34] as well as the Crab, Cygnus X-1, and Centaurus A [35]. See [15] for more details about the 2016 flight.
Fig. 5 Azimuthal Scattering Angle Distributions (ASADs) from the COSI calibrations taken in 2016. Top: The measured ASAD with a 295 keV partially-polarized beam scattered from a NaI scintillator. Middle: Simulated unpolarized ASAD based on measurements with radioactive sources used to benchmark simulations. Bottom: Corrected ASAD fitted with a sinusoid. From [21] (Figure 5.13).

On 2016 May 30 at 07:03:46 UT, COSI detected and sent the discovery notice for the bright, long gamma-ray burst GRB 160530A [41]. At the time of this observation, the COSI instrument was at geographic coordinates 56.79° S, 82.31° E and was floating at an altitude of 32.6 km. Due to the close proximity of the South Magnetic Pole during this observation, the background was relatively high. Additionally, a relativistic electron precipitation (REP) event [32] was occurring during the time of the GRB, introducing low-frequency variations into the background count rate. At this point in the flight, two of COSI’s detectors had suffered from high voltage failures due to defects in the potting of the high voltage filters, and thus 10 out of 12 GeDs were operating at the time of the GRB.

Figure 6 shows the COSI image of GRB 160530A, made using 834 events and event selections that optimize imaging performance. The peak of the image is at $l = 243.4^\circ$, $b = 0.4^\circ$, which is the best known position of this GRB. In the local instrument coordinate system, the GRB position was 43.5° off-axis with an azimuth of $-66.1^\circ$. GRB 160530A was also detected by Konus-Wind and INTEGRAL/ACS [37], both of which are constituents of the Inter-Planetary Network (IPN, [12]); the IPN localized this GRB to an annulus on the sky, which overlapped with the COSI position.
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Fig. 6 COSI image of GRB 160530A in the 0.1-1 MeV energy range. The image was produced using the list mode maximum-likelihood expectation-maximum (LM-MLEM) image deconvolution algorithm [23]. GRB 160530A is a long GRB lasting 38.9 s that was used for a polarization study. From [35] (Figure 5.5).

Spectral analysis of GRB 160530A was performed with both Konus-Wind [38] and COSI [35]. Using 38.9 s of Konus-Wind data between 20 keV and 5 MeV, fitting with a Band model resulted in $\alpha = -0.93 \pm 0.03$, $E_p = 638^{+36}_{-33}$ keV, and an upper limit on $\beta < -3.5$. With $E_p$ and $\beta$ fixed to the Konus-Wind best-fit values, the COSI team measured a consistent spectral shape with $\alpha = -1.14^{+0.30}_{-0.32}$, using the same 38.9 s of data as Konus-Wind and an energy range of 100 keV to 3 MeV. For all simulations used in the polarization analysis, the best fit Konus-Wind Band model was given as the spectral input. This was a bright GRB with a fluence of $(1.30 \pm 0.04) \times 10^{-4}$ erg cm$^{-2}$.

The COSI team measured the polarization of of GRB 160530A using both the standard method of fitting the azimuthal scattering angle distribution (ASAD) and a maximum likelihood analysis [24, 23]. In the standard analysis, the azimuthal scattering angles are histogrammed into the ASAD and fit with Equation 6; the measured modulation $\mu$ is $\mu = A/P_0$ and the degree of polarization is $\mu/\mu_{100}$, where $\mu_{100}$ is the modulation of a 100% polarized source. To determine the $\mu_{100}$, we simulated a 100% polarized GRB 160530A, resulting in $\mu_{100} = 0.484 \pm 0.002$. We determined the event selections that optimize the minimum detectable polarization (MDP):

$$\text{MDP} = \frac{4.29}{\mu_{100} r_s} \sqrt{\frac{r_s + r_b}{t}},$$

(8)

where $r_s$ is the source count rate, $r_b$ is the background count rate, $t$ is the observation time, and the factor of 4.29 corresponds to 99% confidence [44]. The optimized event selections resulted in 445 total counts for the standard method analysis, 123 of which were background. Since Equation 8 does not take systematic error into account, we generated $N = 10,000$ trial data sets from an unpolarized simulation of GRB 160530A, performed the polarization analysis, and stored the resulting polarization level. The MDP is the 99th percentile of polarization levels, found to be MDP = 72.3 $\pm$ 0.8%. 
As described in Section 2.2, we corrected for geometric effects using a correction ASAD generated from a simulation of a completely unpolarized GRB 160530A. The geometry-corrected source ASAD was then fit with Equation 6, resulting in a measured polarization level of $\Pi = 33^{+33}_{-31}\%$ for GRB 160530A. This polarization level is below the MDP, indicating that COSI did not detect polarization from this GRB using the standard method.

With the maximum likelihood method and weighing events according to their contribution to the likelihood statistic, all events can be used in the analysis rather than selecting on the events that optimize the MDP in the standard method analysis. In the case of COSI’s observation of GRB 160530A, 542 counts were used in the analysis, 152 of which were background. Similarly to the standard method analysis, the MDP was calculated by generating and analyzing 10,000 trial runs, yielding $\text{MDP} = 57.5 \pm 0.8\%$. The geometry-corrected polarization level of the maximum likelihood analysis of GRB 160530A was $\Pi = 16^{+27}_{-16}\%$, which again was below the MDP.

In both the standard method and the maximum likelihood method, the measured polarization for GRB 160530A was below the detection limit, defined by the MDP. Thus, COSI did not detect polarized emission from GRB 160530A. We note that COSI’s polarization sensitivity was reduced during this observation due to a number of factors. Two out of 12 detectors were non-operational due to a high voltage problem, resulting in a loss of 16% of events. The REP event that occurred at the same time as the GRB and COSI’s proximity to the South Magnetic Pole elevated the background count rate. Additionally, the GRB occurred 43.5° off-axis, leading to an effective area reduction of 22%. Regardless, using the maximum likelihood method provides a significant improvement in polarization sensitivity. Particularly, the MDP of the maximum likelihood method is 21% lower than that of the standard method, consistent with the case of an idealized polarimeter as reported in [17].

3 Maximum Likelihood Method

The standard approach to the polarization data analysis consists of generating a histogram of measured azimuthal scattering angles for qualifying events and fitting a “modulation curve” to the data. While this approach is simple and effective, it disregards information that can be used to further constrain the polarization properties of the beam, such as the Compton (polar) scattering angle, and the initial photon energy. Krawczynski [17] has shown that by combining the Compton scattering angle and photon energy measurements with the azimuthal scattering angle measurement in an unbinned, maximum likelihood analysis, the sensitivity of an ideal polarimeter is improved by $\sim 21\%$ over the standard approach.

The goal of the maximum likelihood method (MLM) is to find the beam polarization level $\Pi$ and angle $\eta_0$ that maximize the likelihood $Z$.
Carry out a simulation of the instrument mass model subjected to an unpolarized beam. Define a three-dimensional histogram $H_p$ for the azimuthal scattering angle probability $i$.

The values of $\Pi$ and $\eta_0$ that maximize $\ln L$ also maximize $L$, since the natural logarithm is a monotonically increasing function. A hat symbol is used to denote the optimal values, i.e. $\hat{\Pi}$ and $\hat{\eta}_0$.

For an ideal polarimeter, $p(\eta;E,\phi,\Pi,\eta_0)$ takes the simple form of Equation 5. However, for a real polarimeter, Equation 5 no longer holds due to the systematic effects of the detector system. The complexity of the MLM thus lies in determining $p(\eta;E_i,\phi_i,\Pi,\eta_0)$ for each event $i$ in such a way so as to include the instrument systematics. Here we outline a simulation based scheme for evaluating $p(\eta;E_i,\phi_i,\Pi,\eta_0)$:

1. Carry out a simulation of the instrument mass model subjected to an unpolarized gamma-ray beam with the same coordinates and spectrum as the source under study.
2. Define a three-dimensional histogram $\mathcal{H}[E,\phi,\eta]$ indexed by energy $E$, polar scattering angle $\phi$, and azimuthal scattering angle $\eta$. Let the number of $E$, $\phi$, and $\eta$ bins be $j$, $k$, and $l$, respectively. This histogram will also be referred to as the "response."
3. For the $i^{th}$ simulated event, perform the event filtering and reconstruction, determine $E_i$, $\phi_i$, and $\eta_i$, and increment the corresponding cell in $\mathcal{H}[E,\phi,\eta]$ by one.
4. The azimuthal scattering angle probability $p(\eta;E_i,\phi_i,\Pi,\eta_0)$ for a real event $i$ can now be computed in the following way: take a one-dimensional slice along the $\eta$ axis of $\mathcal{H}[E,\phi,\eta]$, and call this slice $g(\eta;E_j,\phi_k)$, where $j$ is the index of the $E$ bin containing $E_i$ and $k$ is the index of the $\phi$ bin containing $\phi_i$. Then the conditional PDF for $\eta$ is

\[
p(\eta;E_i,\phi_i,\Pi,\eta_0) = \frac{1}{A} \left[ g(\eta;E_j,\phi_k) \times \frac{1}{2\pi} \left( 1 + \Pi \mu(E_i,\phi_i) \cos(2(\eta - \eta_0)) \right) \right],
\]

where $A$ is a normalization constant chosen so that the area under the total PDF is equal to unity. Equation 11 can then be evaluated at $\eta_i$ to yield $p(\eta_i;E_i,\phi_i,\Pi,\eta_0)$.

Equation 11 is intuitively simple to understand; the slices $g(\eta;E,\phi)$ encode the effects pertaining to the instrument systematics, and the second term - which is just Equation 5 - is the ideal PDF. If this analysis was carried out with an ideal
polarimeter, the slices $g(\eta; E, \phi)$ would be uniform in $\eta$, and Equation 11 would collapse to Equation 5. In essence, the $g(\eta; E, \phi)$ slices represent the acceptance as a function of $\eta$, and parameterized by $E$ and $\phi$.

An alternative scheme for determining the azimuthal scattering angle probability for each event would be to perform a series of MC simulations with various $\Pi$ and $\eta_0$ and interpolate the responses during the maximization of $\ln{L}$ as $\Pi$ and $\eta_0$ are varied. However, such an approach requires significantly more simulation time in order to achieve adequate statistics in every bin of each response. Contrast this with the approach outlined above, where only a single simulation of an unpolarized source is needed, and no interpolation based on the values of $\Pi$ and $\eta_0$ is required. In our procedure, interpolation is avoided because the part of the PDF in Equation 11 that depends on $\Pi$ and $\eta_0$ is analytic.

Figure 7 shows the total PDF for the azimuthal scattering angle for a photon with $E = 337.5$ keV and $\phi = 92.5^\circ$. The ideal PDF is overplotted for comparison. At this energy and Compton scattering angle, the modulation is relatively high. On the left, where $\Pi = 0$ (unpolarized), the ideal PDF is just a constant, so the full PDF is equivalent to $g(\eta; E, \phi)$. On the right, where $\Pi = 1$ (fully polarized), the ideal PDF is modulated, and so the full PDF is the normalized product of the modulated, ideal PDF (Equation 11) with $g(\eta; E, \phi)$. Clearly, the systematic effects of the detector system distort the PDF from its ideal shape. However, the structure of the ideal PDF still comes through in that where the ideal PDF has peaks, the probability is enhanced, and where the ideal PDF has troughs, the probability is suppressed. Note that the response used in Figure 7 is for the COSI observation of GRB 160530A, which occurred 43.5° off-axis.

In the presence of background, the probability in Equation 11 must be modified to include a term that represents the background probability distribution:
\[ p_{\text{total}} = f \cdot p(\eta; E, \phi, \Pi, \eta_0) + (1 - f) \cdot p_{\text{bkg}}(\eta; E, \phi), \]  
(12)

where \( f = (T - B)/T \) is the signal purity, \( T \) is the total number of counts detected, \( B \) is the estimated number of background counts in the sample, and \( p_{\text{bkg}} \) is the probability of measuring the azimuthal scattering angle \( \eta \), given that we have accurately measured the energy \( E \) and Compton scattering angle \( \phi \), and that the photon originated from a source of background. A straightforward approach for evaluating \( p_{\text{bkg}} \) is to generate a background response \( H_{\text{bkg}}[E, \phi, \eta] \) with the same binning as \( H[E, \phi, \eta] \), filled with measured background events or simulated background events. Each \( \eta \) slice of \( H_{\text{bkg}}[E, \phi, \eta] \) is then normalized so that the bin contents along the \( \eta \) axis represent probability densities. Finally, the background probability for event \( i \) can be looked up by retrieving the contents of the bin corresponding to \( \eta_i, E_i, \) and \( \phi_i \).

Once \( \hat{\Pi} \) has been found, \( \hat{\Pi} \) must be corrected to account for various imperfections of the detector system such as imperfect reconstruction efficiency and measurement error. Correcting for these effects amounts to determining \( \hat{\Pi} \) in the case that \( \Pi = 1, \) and \( B = 0. \) The value of \( \hat{\Pi} \) returned by the MLM algorithm under these conditions is referred to as the MLM correction factor, denoted as \( \Pi_{100}. \) The corrected polarization is then given by:

\[ \Pi = \frac{\hat{\Pi}}{\Pi_{100}}. \]  
(13)

For an ideal polarimeter capable of perfectly reconstructing all events with perfect precision, \( \Pi_{100} = 1. \) In reality, some events will be improperly reconstructed and yield a random value for \( \eta \), which effectively reduces the measured polarization level. Additionally, the measurement error on the azimuthal scattering angle will also reduce the measured polarization level.

One approach is to use the MINUIT minimizer [13] to determine \( \hat{\Pi} \) and \( \hat{\eta}_0 \), and MINOS (a MINUIT routine) to determine the errors for these parameters. This uses confidence contours in the 2D \( \Pi-\eta_0 \) space along paths of constant \( 2\Delta \log L \), where \( 2\Delta \log L \) is twice the difference between the maximum log likelihood and the log likelihood of a trial point. This quantity is asymptotically distributed as \( \chi^2 \) [46], so the confidence level corresponding to a particular value of \( 2\Delta \log L \) can be calculated using a \( \chi^2 \) distribution with two degrees of freedom.

However, the signal purity \( f \) has an associated uncertainty stemming from the Poisson distributions underlying \( T \) and \( B \), which will create additional uncertainty on \( \Pi. \) The MINOS errors do not reflect this source of error, because \( f \) is held constant during the minimization. Moreover, it is also possible that \( \Pi_{100} \) will have a non-negligible uncertainty. To determine the total uncertainty on the measured, corrected polarization level \( \Pi \), the probability distribution of \( \Pi \) can be approximated by repeatedly simulating the observation. For each simulated observation, the event list is bootstrap resampled and a value of \( f \) is drawn from its associated probability distribution. Then, the minimizer is run to determine \( \hat{\Pi} \) and \( \hat{\eta}_0 \), and \( \hat{\Pi} \) is divided by a value of \( \Pi_{100} \) drawn from its associated probability distribution. The resulting
distribution of $\Pi$ from the simulated observations can then be analyzed numerically to determine confidence intervals or upper limits.

The MLM has two main advantages over the SM. First, more information is used per event. In the SM, only the azimuthal scattering angles of qualifying events are considered. In the MLM, the photon energy $E$ and Compton scattering angle $\phi$ are considered as well. Effectively, each event’s contribution to the likelihood statistic is implicitly weighted by Equation 3 (Figure 2), which is a function of $E$ and $\phi$. Second, for a realistic observation, the MLM can use more counts in the analysis. Consider that the first step in the SM is to optimize the statistical MDP (Equation 8). This amounts to choosing event selections on $E$ and $\phi$ which yield as high a value of $\mu_{100}$ as possible, while still accepting (rejecting) as many source (background) counts as possible. In the MLM however, events with any energy or Compton scattering angle can be used. Therefore, events that were removed during the optimization of the SM analysis can now be included. Although these events generally represent points on the $\mu$ profile (Equation 3, Figure 2) corresponding to lower modulation, they are still meaningful contributors to the likelihood statistic.

Both the SM and MLM only consider the scattering parameters of the first Compton scatter. The MLM can be extended in order to extract additional polarization information from subsequent Compton scatters, which occur frequently in compact Compton telescopes. The method employs a matrix transformation that describes the change in the Stokes vector as a result of Compton scattering. After each Compton scatter, the Stokes vector is transformed, a new probability distribution is computed for $\eta$, and the MLM approach is applied to the subsequent Compton scatter. Therefore, for a sample of $N$ photons, more than $N$ Compton scatterings can be used to constrain the polarization parameters of the incoming beam, thus improving the polarization sensitivity beyond the MLM. This method has been explored using Monte Carlo simulations of an idealized detector [21], but not yet with a real detector system.

4 Framework for Polarization Measurements for Next-Generation Compton Telescopes

As discussed in Section 3, [24] and [23] demonstrate that when the MLM is chosen over SM, the MDP improves by $\sim$21%. However, these methods may have a spectral dependence and may vary over time. This motivates time-resolved simultaneous spectral and polarization measurements, such as those conducted by Fermi-GBM and POLAR, a dedicated polarimeter launched in 2016 to the Chinese space laboratory Tiangong-2 (TG-2) [5]. Simultaneous fitting automatically accounts spectral uncertainties in polarization results. More next-generation Compton instruments will benefit from inferring simultaneous spectral and polarization

---

2 $E$ and $\phi$ are the most meaningful selections in this context, but other event parameters can and should be optimized as well.
measurements, and here we outline how such measurements can be incorporated into the MLM. Transient sources allow for some simplifications, and we deal with transient and persistent sources separately.

4.1 Transient Sources

To outline the methodology, it is first necessary to construct likelihood functions for both spectral and polarization measurements. As both the spectra and ASADs are generated with detector counts, the source data are Poisson-distributed. The fact that it is possible to obtain direct measurements of the background before and after a burst or flare from a transient source can greatly simplify the analysis for transient sources. In Figure 8, the GRB 160530A light curve that includes the events selected for spectroscopy is shown, illustrating the off-source times. For a polarization study, a similar count rate history would be made from events selected for polarization. To select the off-source times, for every count rate history, it is necessary to determine the minimum time scale above the Poisson noise floor in which variability is introduced in the data. This can be automated via Bayesian blocks. An estimate of background counts $B_i$ is then given by fitting a third-order polynomial to the off-source regions [24]. The uncertainties ($\sigma_{Bi}$) are determined from standard Gaussian uncertainty propagation.

For each spectral and each polarization measurement collected by COSI, the total count data in the $i$th bin ($N_i$) is a mixture of the Poisson-distributed source ($s_i$) and Gaussian-distributed background ($b_i$) events. Thus, a probability distribution function can be assigned to each bin given $N_i$, $B_i$, and $\sigma_{Bi}$. By multiplying a Poisson distribution for data counts and a Gaussian distribution for background counts, the probability in each bin can be modeled as

$$p_{PG}(N_i|s_i,B_i,\sigma_{Bi}) = p_P(N_i|s_i+b_i)p_G(b_i,\sigma_{Bi}) \ ,$$

with a total likelihood of the observation being

$$\mathcal{L} = \prod_{i=1}^{n_{bin}} p_{PG}(N_i|s_i,B_i) \ .$$

Both polarization and spectral likelihoods take on these Poisson-Gaussian forms, with the full joint likelihood being a product of the two likelihoods. The polarization is thus inferred by maximizing this joint likelihood. The end-product is therefore the values for the spectral parameters (e.g., energy of the peak and flux of the Band function in the case of GRBs), and polarization parameters for a given Band function (polarization degree and angle).
4.2 Persistent Sources

The treatment of persistent signals needs to account for the reality that off-source and on-source information are not separate in time. Compton telescopes such as COSI record individual triggers in the position sensitive active detector volume, which are then used to perform event reconstruction by considering the deposited energy and the kinematics of Compton scattering. These recorded measurements store the parameters of the total photon energy deposited, Compton scattering angle $\phi \in [0, 180^\circ]$, polar scattering angle $\psi \in [0, 180^\circ]$, azimuthal scattering angle $\chi \in [-180^\circ, 180^\circ]$, and a time tag. In order to model the number of counts in a data space bin $\{\phi \psi \chi t\}$, there are two approaches that can be implemented: (i) model-fitting and (ii) Richardson-Lucy deconvolution. COSI has conducted extensive analyses utilizing both approaches for the 511 keV positron annihilation sky [34]. This section describes the general approach, including the amendments that could be made to include polarization.

The model $n_{\phi \psi \chi}$ is a predicted count rate in the Compton data space (CDS, [33]), which is a combination of a sky model and a background model. As this is a counting experiment, the likelihood is pure Poisson. Without inputting polarization signatures, this sky model is linear, such that

![Fig. 8](image_url)
\[ m_{\phi \psi \chi} = \alpha \cdot m^{sk}_{\phi \psi \chi} + \beta \cdot m^{bg}_{\phi \psi \chi}, \quad (16) \]

where \( \alpha \) and \( \beta \) are the source and background scaling parameters [34]. Defining \( d \) to be the measured counts for each data space bin \( \{\phi \psi \chi\} \), the likelihood is thus

\[ L(d|m(\alpha, \beta)) = \prod_{\phi \psi \chi} \frac{m^d e^{-m}}{d!}. \quad (17) \]

As polarization is determined by the modulation of the ASAD, considering the polarization measurements in such analysis means that the azimuthal scattering angle \( \chi \) is now variable in the CDS. The effect is that Equation 16 is no longer expressed as a linear function because it no longer simply varies by the amplitude \( \alpha \). Instead, each sky model is a function of polarization level \( P \) and angle \( A \), such that

\[ \alpha \cdot m^{sky}_{\phi \psi \chi} \rightarrow \alpha(P,A) \cdot m^{sky}_{\phi \psi \chi}(P,A). \]

However, this remains a counting experiment, and thus the Poisson-distributed likelihood equation (Equation 17) remains the same. The model counts vector is what changes with the addition of polarization, such that:

\[ L(d|m(\alpha, \beta, P, A)) = \prod_{\phi \psi \chi} \frac{[m(P,A)]^d e^{-[m(P,A)]}}{d!}. \quad (18) \]

To infer spectral and polarization measurements simultaneously means extending the CDS further to a Compton data space with energy (CDSE). We will then have a model \( m(\phi \psi \chi E) \). An energy redistribution matrix file (RMF) is required to convert the spectral shape to the CDSE. The sky model changes such that

\[ m^{sky}_{\phi \psi \chi E} = R \cdot m^{sky}_{\phi \psi \chi}(P,A), \]

where \( R \) is the RMF, and \( p \) is a set of spectral parameters, i.e., the centroid or width of the distribution. The form of the likelihood remains the same, with once more the model counts changing:

\[ L(d|m(\alpha, \beta, P, A, p)) = \prod_{\phi \psi \chi \, E} \frac{[m(P,A,p)]^d e^{-[m(P,A,p)]}}{d!}. \quad (19) \]

Finally, we want to include timing or pointing information because the RMF changes depending on the aspect angle of the instrument with respect to the source. Especially for balloon instruments, the background might also not be constant as a function of time. This requires the CDS to be extended once more to be CDSET, such that the model counts are now \( m(\phi \psi \chi E t) \), with

\[ L(d|m(\alpha, \beta, P, A, p, t)) = \prod_{\phi \psi \chi \, E, t} \frac{[m(P,A,p,t)]^d e^{-[m(P,A,p,t)]}}{d!}. \quad (20) \]

The total model is determined by maximizing this Poisson likelihood. These model counts are the events used to produce energy spectra and ASADs, with \( d \) being the number of received photons in the signal region per bin.
5 Conclusions

In this chapter, we have described instrumentation and data analysis relevant to making polarization measurements in the soft gamma-ray band. Optimizing the instrumentation for polarization means a design that allows for measurements of Compton scattering angles near 90° as well as the ability to detect Compton scatter events down to low energies. As an example, the COSI instrument uses 3D detectors that use a relatively low-Z material (germanium) to measure low-energy interactions. On the topic of data analysis, we review work to implement the MLM method for polarization measurements of GRB 160530A, which provides a significant improvement over the standard method. In the future, we expect further improvements to be possible. One extension of the MLM method is to consider Compton scattering interactions beyond the first interaction to extract additional information (end of Section 3). In addition, we describe a framework for polarization measurement that incorporates spectral information into the maximum likelihood framework.
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