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ABSTRACT. We compute the high-dimensional limit of the free energy associated with a multi-layer generalized linear model. Under certain technical assumptions, we identify the limit in terms of a variational formula. The approach is to first show that the limit is a solution to a Hamilton–Jacobi equation whose initial condition is related to the limiting free energy of a model with one fewer layer. Then, we conclude by an iteration.

1. INTRODUCTION

1.1. Setting. Let us describe the model. For \( n \in \mathbb{N} \), let \( X \) be an \( \mathbb{R}^n \)-valued random vector with distribution \( P_X \), serving as the original signal. Fix any \( L \in \mathbb{N} \) as the number of layers. For \( l \in \{0, 1, 2, \ldots, L\} \), let \( n_l = n_l(n) \in \mathbb{N} \) be the dimension of the signal at the \( l \)-th layer. We assume that \( n_0 = n \) and

\[
\lim_{n \to \infty} \frac{n_l}{n} = \alpha_l > 0,
\]

for some \( \alpha_l > 0 \). In particular, we have that \( \alpha_0 = 1 \).

For each \( l \in \{1, 2, \ldots, L\} \), let

- \( \varphi_l : \mathbb{R} \times \mathbb{R}^{k_l} \to \mathbb{R} \) be a measurable function for some fixed \( k_l \in \mathbb{N} \) (independent of \( n_l \));
- \( (A_j^{(l)})_{1 \leq j \leq n_l} \) be a finite sequence of \( \mathbb{R}^{k_l} \)-valued random vectors, all together with law \( P_{A^{(l)}} \);
- \( \Phi^{(l)} \) be an \( n_l \times n_{l-1} \) random matrix with law \( P_{\Phi^{(l)}} \).

For \( l' \geq l \), we also write

\[
A^{[l, l']} = \left( A^{(m)} \right)_{l \leq m \leq l'}, \quad \Phi^{[l, l']} = \left( \Phi^{(m)} \right)_{l \leq m \leq l'},
\]

and denote their laws by \( P_{A^{[l, l']}} \) and \( P_{\Phi^{[l, l']}} \), respectively.

Starting with \( X^{(0)} = X \), we iteratively define, for each \( l \in \{1, \ldots, L\} \),

\[
X_j^{(l)} = \varphi_l \left( \frac{1}{\sqrt{n_{l-1}}} \sum_{k=1}^{n_l} \Phi_j^{(l)} X_k^{(l-1)}, A_j^{(l)} \right), \quad \forall 1 \leq j \leq n_l.
\]

Viewing the action of \( \varphi_l \) component-wise, we also write

\[
X^{(l)} = \varphi_l \left( \frac{1}{\sqrt{n_{l-1}}} \Phi^{(l)} X^{(l-1)}, A^{(l)} \right).
\]

For \( \beta > 0 \), the observable is given by

\[
Y^o = \sqrt{\beta} X^{(L)} + Z
\]

where \( Z \) is an \( n_L \)-dimensional standard Gaussian vector. The inference task is to recover \( X \) based on the knowledge of \( Y^o \), \( \left( \varphi_l \right)_{1 \leq l \leq L} \), and \( \Phi^{[1, L]} \).
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We emphasize that \( X^{(L-1)} = \zeta_{L-1}(X, A^{[1, L-1]}, \Phi^{[1, L-1]}) \). We introduce the shorthand notation:

\[
(1.5) \quad x^{(L-1)} = \zeta_{L-1}(x, a, \Phi^{[1, L-1]}), \quad \forall x \in \mathbb{R}^n, \quad a = (a^{(1)}, \ldots, a^{(L-1)}) \in \prod_{l=1}^{L-1} \mathbb{R}^{n_l \times k_l}.
\]

We emphasize that \( x^{(L-1)} \) is random due to the presence of \( \Phi^{[1, L-1]} \) and also depends on the input \( x \) and \( a \). By Bayes’ rule, the law of \((X, A^{[1, L-1]})\) conditioned on \((Y^0, \Phi^{[1, L]})\) is given by

\[
\frac{1}{Z_{\beta,L,n}^\circ} \mathcal{P}_{\beta,L,n}(Y^0 \bigg| \frac{1}{\sqrt{n_{L-1}}} \Phi^{(L)} x^{(L-1)}) \, dP_X(x) \, dP_{A^{[1, L-1]}(a)}(a)
\]

where

\[
(1.6) \quad \mathcal{P}_{\beta,L,n}(y|z) = \int e^{-\frac{1}{2} |y - \sqrt{\beta} \varphi_L(z, a^{(L)})|^2} \, dP_{A^{(L)}}(a^{(L)}), \quad \forall y, z \in \mathbb{R}^{n_L},
\]

\[
(1.7) \quad Z_{\beta,L,n}^\circ = \int \mathcal{P}_{\beta,L,n}(Y^0 \bigg| \frac{1}{\sqrt{n_{L-1}}} \Phi^{(L)} x^{(L-1)}) \, dP_X(x) \, dP_{A^{[1, L-1]}(a)}(a).
\]

The normalizing factor \( Z_{\beta,L,n}^\circ \) is called the partition function. The central object to study is the free energy

\[
(1.8) \quad F_{\beta,L,n}^\circ = \frac{1}{n} \log Z_{\beta,L,n}^\circ.
\]

To compute the limit of \( \mathbb{E} F_{\beta,L,n}^\circ \) as \( n \to \infty \), we make the following assumptions:

(H1) \( X \) has i.i.d. entries, and the law of \( X_1 \) is supported on \([-1, 1]\), independent of \( n \) and satisfies that \( X_1 \neq 0 \) with positive probability;

(H2) for every \( l \in \{1, \ldots, L\} \), \( \varphi_l \) is bounded, not identically zero, and continuously differentiable with bounded derivatives up to the \( 2^l \)-th order;

(H3) for every \( l \in \{1, \ldots, L\} \), \( \Phi^{(l)} \) consists of independent standard Gaussian entries, and \((A_j^{(l)})_{1 \leq j \leq n_l}\) consists of i.i.d. \( \mathbb{R}^{k_l} \)-valued random vectors with a fixed law and bounded a.s.

To state the main result, we need more definitions. Throughout this work, we set

\[
(1.9) \quad \mathbb{R}_+ = [0, \infty).
\]

For every \( l \in \{0, 1, \ldots, L\} \) and \( n \in \mathbb{N} \), define

\[
(1.10) \quad \rho_{l,n} = \frac{1}{n_l} \mathbb{E} \left| X^{(l)} \right|^2.
\]

Due to Lemma 5.1 to be proved later, the following limit exists

\[
(1.11) \quad \lim_{n \to \infty} \rho_{l,n} = \rho_l
\]

for some \( \rho_l > 0 \) with explicit expression. Let \( P_{X_1} \) be the law of \( X_1 \) and \( Z_1' \) be a standard Gaussian random variable. Set

\[
(1.12) \quad \Psi_0(r) = \mathbb{E} \log \int_{\mathbb{R}} e^{r X_1 x_1 + \sqrt{r} Z_1' x_1 - \frac{r}{2} |x_1|^2} \, dP_{X_1}(x_1), \quad \forall r \in \mathbb{R}_+.
\]

For every \( l \in \{1, \ldots, L\} \), \( \rho \geq 0 \) and \( h = (h_1, h_2) \in [0, \rho] \times \mathbb{R}_+ \), define

\[
\Psi_l(h; \rho)
\]

\[
= \mathbb{E} \log \int \mathcal{P}_{h_2,l} \left( \sqrt{h_2} \varphi_l \left( \sqrt{h_1} V_1 + \sqrt{\rho - h_1} W_1, A_1^{(l)} \right) + Z_1 \sqrt{h_1} V_1 + \sqrt{\rho - h_1} w \right) \, dP_{W_1}(w),
\]
where $V_1, W_1, Z_1$ are independent standard Gaussian random variables and
\begin{equation}
\phi_{h_2,i}(y,z) = \int_{\mathbb{R}^{h_1}} e^{-\frac{1}{2} \| y - \sqrt{n} \phi_i(z, a^{(l)}_1) \|^2} dP_{a_i}^{(l)}(a^{(l)}_1), \forall y, z \in \mathbb{R}.
\end{equation}
Now, we are ready to state the main result.

**Theorem 1.1.** Under assumptions (H1)–(H3), it holds that
\begin{equation}
\lim_{n \to \infty} \mathbb{E} F_{\beta, L, n}^0 = \sup_{z^{(i)}} \inf_{z^{(i)}} \sup_{y^{(i)}} \inf_{y^{(i)}} \phi_L \left( \beta; y^{(1)}, \ldots, y^{(L)}; z^{(1)}, \ldots, z^{(L)} \right)
\end{equation}
where $\sup_{z^{(i)}}$ is taken over $z^{(i)} \in \mathbb{R}_+ \times [0, \frac{\alpha_i \rho_i}{2}]$, $\inf_{y^{(i)}}$ is taken over $y^{(i)} \in [0, \rho_{l-1}] \times \mathbb{R}_+$, and
\begin{equation}
\phi_L \left( \beta; y^{(1)}, \ldots, y^{(L)}; z^{(1)}, \ldots, z^{(L)} \right) = \alpha_L \Psi_L \left( y^{(L)}, \beta; \rho_{L-1} \right) + \sum_{l=1}^{L-1} \alpha_l \Psi_l \left( y^{(l)}, y^{(l+1)}; \rho_{l-1} \right) + \Psi_0 \left( y^{(1)} \right)
\end{equation}
\begin{equation*}
+ \sum_{l=1}^{L-1} \left( y^{(l)}, z^{(l)} \right) + \frac{2 \alpha_{l-1}}{\alpha_l} z^{(l)}_2 + \frac{1}{2} \alpha_{l-1} \frac{1}{\rho_{l-1}} y^{(l)}_2.
\end{equation*}

We briefly comment on hypotheses (H1)–(H3).

The nonzero assumptions in (H1) and (H2) are reasonable in the setting of statistical inference where only non-constant signals are interesting. They are also purely technical in order to ensure that $\rho_l$ in (1.11) is nonzero and thus some domain (defined in (2.1)) we work on is non-degenerate. In general, one can always consider a reduced model obtained from the original one by starting from the first layer after which all layers including itself contain nonzero signals. Alternatively, small constants can be added to fulfill the nonzero assumptions, and the effect of these constants are traceable through explicit formulae.

The assumption that $X$ has i.i.d. entries in (H1) and the assumption on the differentiability of $\varphi_l$ in (H2) are mainly used in deriving concentration results in Section 5. We believe that results similar to Theorem 1.1 are still valid under different or weaker assumptions. For instance, when $X$ is uniformly distributed on the centered $n$-sphere with radius $\sqrt{n}$, concentration results needed here are expected to hold. The high order of differentiability in (H2) is needed in an iterative application of the Gaussian integration by parts due to the presence of multiple layers. We remark that in the 2-layer setting, a careful treatment only needs $\varphi_1$ and $\varphi_2$ to be twice continuously differentiable with bounded derivatives, as done in [15], while (H2) requires $\varphi_2$ to be continuously differentiable up to the fourth order. Since we are considering general cases, we resort to (H2) for convenience.

On the other hand, many results in this work do not require assumptions as strong as (H1) and (H2). Hence, whenever possible, we will instead assume the following, together with (H3):
\begin{itemize}
  \item[(h1)] for every $n \in \mathbb{N}$, $|X| < \sqrt{n}$ a.s.;
  \item[(h2)] for every $l \in \{1, \ldots, L\}$, $\varphi_l$ is bounded and twice continuously differentiable with bounded derivatives.
\end{itemize}

1.2. **Related works.** Generalized linear models are relevant in many fields including signal processing, statistical learning, and neural networks. Its multi-layer setup models a type of feed-forward neural network, which captures some of the key features of deep learning. For more details on these connections, we refer to [1, 15] and references therein. Recent progress in rigorous studies of information-theoretical aspects of these models have been made using methods originated from statistical physics. The mutual information of
a model, a key quantity in these investigations, is related to the free energy via a simple additive relation. Therefore, the high-dimensional limit of the free energy is the central object in these approaches. Variational formulae for the free energy have been rigorously proven in the one-layer setting in [1] and the two-layer setting in [15].

The two works just mentioned above employed the powerful adaptive interpolation method introduced in [2, 3], which can be seen as an evolution from the classic interpolation method in statistical physics. This new method has proven to be successful and versatile in treating many different models and settings [13, 4, 20, 19, 27].

The approach adopted in this work is based on identifying an enriched version of the original free energy with a solution to a certain Hamilton–Jacobi equation determined by the model. This approach was first introduced in [22, 25] and has been applied also to the study of spin glass models [24, 26, 23, 21]. Similar considerations in physics also appeared in [16, 17, 7, 6].

In treating statistical inference problems, two notions of solutions have been considered. One is the viscosity solution used in [22, 12, 10], and the other is the weak solution in [25, 9, 12]. In this paper, we take the latter approach due to the convenience and simplicity in dealing with boundary conditions under the notion of weak solutions.

Compared with [25, 9, 12], the novelty here lies in an iterative argument to treat the multi-layer setting. Let us explain this briefly. After enriching the $L$-layer model and verifying some concentration results, we can show that the corresponding free energy converges to the unique solution of a certain Hamilton–Jacobi equation whose initial condition is determined by the limiting free energy associated with the $(L - 1)$-layer model. Then, the desired result naturally follows from an iteration of this result applied to each layer. Apart from this, different from [25, 9, 12], the Hamilton–Jacobi equation considered here is defined over a domain where the range of spatial variables depends on time. Accordingly, treatments used previously have to be adjusted.

The rest of the paper is organized as follows. In Section 2, we enrich the model and derive that the enriched free energy satisfies an approximate Hamilton–Jacobi equation. We also record some basic properties of the derivatives of the free energy in Lemma 2.2. In Section 3, we give the definition of weak solutions and prove the existence and uniqueness. In particular, the existence is furnished by a variational formula known as the Hopf formula. Using these, we prove the key convergence result of the enriched free energy in Section 4, which is used in an iterative argument to prove Theorem 1.1. Lastly, we collect auxiliary results in Section 5, including the convergence in (1.11), concentration of the norm of $X^{(L)}$, and concentration of the free energy.
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2. Approximate Hamilton–Jacobi equations

In this section, we enrich the model and derive that the associated free energy satisfies an approximate Hamilton–Jacobi equation, which is stated in Proposition 2.1. We also record basic properties of derivatives of the free energy in Lemma 2.2.

2.1. Enrichment. Recall the notation $\mathbb{R}_+$ in (1.9) and $\rho_{t,n}$ defined in (1.10). For $\rho > 0$, define

\[
\Omega_\rho = \{(t, h_1, h_2) \in \mathbb{R}_+^3 : h_1 \leq \rho(1 - t), \ t \leq 1\}
\]
where there is no restriction on $h_2$. For $(t, h) \in \Omega_{\rho_{L-1}, n}$, define

$$
S = \sqrt{\frac{t}{n_{L-1}}} \Phi^{(L)} x^{(L-1)} + \sqrt{h_1 V} + \sqrt{\rho_{L-1,n} - \rho_{L-1,n} t} - h_1 W, \tag{2.2}
$$

$$
s = \sqrt{\frac{t}{n_{L-1}}} \Phi^{(L)} x^{(L-1)} + \sqrt{h_1 V} + \sqrt{\rho_{L-1,n} - \rho_{L-1,n} t} - h_1 w, \tag{2.3}
$$

$$
Y = \sqrt{\varphi_L} \left( S, A^{(L)} \right) + Z, \tag{2.4}
$$

$$
Y' = \sqrt{h_2 X^{(L-1)}} + Z', \tag{2.5}
$$

where $w \in \mathbb{R}^{n_L}$, $x^{(L-1)}$ is given in (1.5), $V, W$ are independent $n_L$-dimensional standard Gaussian vectors, $Z$ is given in (1.4), and $Z'$ is an $n_{L-1}$-dimensional standard Gaussian vector. Due to (1.5) and (2.3), $s$ depends on $(x, w, a, \Phi^{[1,L]}, V)$.

Recall $\mathcal{P}_{\beta,L,n}$ given in (1.6). We introduce the following Hamiltonian

$$
H_{\beta,L,n}(x, w, a) = \log \mathcal{P}_{\beta,L,n}(Y | s) + \sqrt{h_2 Y' \cdot x^{(L-1)} - \frac{h_2}{2} \left| x^{(L-1)} \right|^2}, \tag{2.6}
$$

where $x \in \mathbb{R}^n$, $w \in \mathbb{R}^{n_L}$, $a$ and $x^{(L-1)}$ are given in (1.5). Define the associated partition function

$$
Z_{\beta,L,n} = \int e^{H_{\beta,L,n}(x, w, a)} dP_X(x) dP_W(w) dP_{A^{[1,L-1]}}(a)
$$

and consider the corresponding free energy

$$
F_{\beta,L,n} = \frac{1}{n} \log Z_{\beta,L,n}, \tag{2.8}
$$

and $F_{\beta,L,n} = \mathbb{E} F_{\beta,L,n}$ where $\mathbb{E}$ is over $Y, Y', V, \Phi^{[1,L]}$ (recall that $x^{(L-1)}$ depends on $\Phi^{[1,L]}$ as in (1.5)). The domain of $F_{\beta,L,n}$ is $\Omega_{\rho_{L-1}, n}$ defined in (2.1).

We often make the dependence of $F_{\beta,L,n}$ on $(t, h) \in \Omega_{\rho_{L-1}, n}$ explicit, and write $F_{\beta,L,n}(t, h)$. Comparing with the definitions of $Z_{\beta,L,n}^0$ in (1.7) and $F_{\beta,L,n}^0$ in (1.8), we can verify that $Z_{\beta,L,n}^0 = Z_{\beta,L,n}(1,0)$ and $F_{\beta,L,n}^0 = F_{\beta,L,n}(1,0)$ evaluated at $t = 1, h = 0$. Hence, we view $F_{\beta,L,n}$ as the free energy associated with an enriched model. Note that the following holds

$$
\mathbb{E} F_{\beta,L,n}^0 = F_{\beta,L,n}(1, 0). \tag{2.9}
$$

Throughout this work, we interpret $t$ as the “temporal variable” and $h = (h_1, h_2)$ as the “spacial variable”. Moreover, we use the short hand notation $\partial_i = \partial_{h_i}$ for $i = 1, 2$, and denote by $\nabla = (\partial_1, \partial_2)$ the gradient operator. Define $H_L : \mathbb{R}^2 \to \mathbb{R}$ by

$$
H_L(p) = \frac{2}{\alpha_{L-1}} p_1 p_2. \tag{2.10}
$$

The main goal is to prove the following proposition.

**Proposition 2.1.** Assume (H1), (H2) and (H3) for some $L \in \mathbb{N}$. For every $\beta \geq 0$ and every $n \in \mathbb{N}$, the function $(t, h) \mapsto F_{\beta,L,n}(t, h)$ is differentiable in $\Omega_{\rho_{L-1}, n} \setminus \{h_1 = \rho_{L-1,n}(1-t)\}$ and there is a constant $C$ such that, for all $(t, h) \in \Omega_{\rho_{L-1}, n} \setminus \{h_1 = \rho_{L-1,n}(1-t)\}$,

$$
|\partial_t F_{\beta,L,n} - H_L(\nabla F_{\beta,L,n})| \leq C \left( \frac{1}{n} \partial_2^2 F_{\beta,L,n} + \mathbb{E}(\partial_2 F_{\beta,L,n} - \partial_2 F_{\beta,L,n})^2 \right)^{\frac{1}{2}} + a_n,
$$
where

\begin{equation}
    a_n \leq C \left( n \mathbb{E} \left( \frac{|X^{(L-1)}|^2}{n L} - \rho_{L-1, n} \right)^2 \right)^{\frac{1}{2}} \left( \mathbb{E} \left( F_{\beta, L, n} - \bar{F}_{\beta, L, n} \right)^2 \right)^{\frac{1}{2}} + C \left| \frac{n L - 1}{n} - \alpha_{L-1} \right|.
\end{equation}

This suggests that the limiting Hamilton–Jacobi equation should be

\begin{equation}
    \partial_t f - H_L(\nabla f) = 0,
\end{equation}

which will be studied in the next section.

2.2. Proof of Proposition 2.1. Recall \( P_{\beta, L, n} \) defined in (1.6). For simplicity of notation, we write \( H = H_{\beta, L, n} \), \( Z = Z_{\beta, L, n} \), \( F = F_{\beta, L, n} \), \( P = P_{\beta, L, n} \) and \( \rho = \rho_{L-1, n} \). For any measurable function \( g: \mathbb{R}^n \times \mathbb{R}^n \times (\prod_{k=1}^n \mathbb{R}^n) \to \mathbb{R} \), we define

\[ \langle g(x, w, a) \rangle = \frac{1}{Z} \int g(x, w, a) e^{H(x, w, a)} dP_X(x) dP_W(w) dP_{A^{[1, L-1]}(a)}. \]

In other words, \( \langle \cdot \rangle \) is the Gibbs measure with Hamiltonian \( H \) and reference measure \( dP_X(x) dP_W(w) dP_{A^{[1, L-1]}(a)} \).

2.2.1. Preliminaries. We will repeatedly use two basic tools in our computations: the Gaussian integration by parts and the Nishimori identity. The simplest form of the Gaussian integration by parts can be stated as follows. For a standard Gaussian random variable \( U \) and a differentiable function \( g: \mathbb{R} \to \mathbb{R} \) satisfying \( \mathbb{E}|g'(U)| < \infty \), it holds that

\[ \mathbb{E}[U g(U)] = \mathbb{E}g'(U), \]

which can be seen easily by rewriting the expectation as an integration with respect to the Gaussian density and performing the classic integration by parts. For the purpose of this work, a straightforward extension of the above to standard Gaussian vectors is sufficient.

Using the definition of \( H \) and Bayes’ rule, we can see that the conditioned law of \( X, W, A^{[1, L-1]} \) on \( Y, Y', V, \Phi^{[1, L]} \) is given exactly by the Gibbs measure \( \langle \cdot \rangle \), namely,

\[ \left\langle g(x, w, a, Y, Y', V, \Phi^{[1, L]}) \right\rangle = \mathbb{E} \left[ g \left( X, W, A^{[1, L-1]}, Y, Y', V, \Phi^{[1, L]} \right) \right| Y, Y', V, \Phi^{[1, L]}], \]

for suitable measurable function \( g \). The above immediately implies the Nishimori identity that, for suitable \( g \),

\[ \mathbb{E} \left[ g \left( x, w, a, Y, Y', V, \Phi^{[1, L]} \right) \right] = \mathbb{E}g \left( X, W, A^{[1, L-1]}, Y, Y', V, \Phi^{[1, L]} \right). \]

Independent copies of \( (x, w, a) \) with respect to the Gibbs measure are called replicas and often denoted as \( (x', w', a') \), \( (x'', w'', a'') \), etc. When multiple replicas are present, the above identity can be extended in a straightforward way allowing us to replace one set of the replicas by \( (X, W, A^{[1, L-1]}) \), and vice versa. For instance, we have that

\[ \mathbb{E} \left[ g \left( x, w, a, x', w', a', Y, Y', V, \Phi^{[1, L]} \right) \right] = \mathbb{E} \left[ g \left( x, w, a, X, W, A^{[1, L-1]}, Y, Y', V, \Phi^{[1, L]} \right) \right]. \]

2.2.2. Computation of \( \partial_t \bar{F} \). Recall \( H(x, w, a) \) in (2.6) and let us also write

\[ H(x, w, a; y, y') = \log \mathcal{P}(y|s) + \sqrt{h_2} y' \cdot x^{(L-1)} - \frac{h_2}{2} \left| x^{(L-1)} \right|^2. \]

Hence, we have that \( H(x, w, a) = H(x, w, a; Y, Y') \), and for each fixed \( x, w, y, y' \), the only randomness of \( H(x, w, a; y, y') \) comes from \( \Phi^{[1, L]} \) (in \( s \) and \( x^{(L-1)} \)) and \( V \) (in \( s \)).
We can verify that the conditioned law of \((Y, Y')\) given \((\Phi^{[1,L]}, V)\) is given by
\[
(2.13) \quad \left( \frac{1}{(2\pi)^{\frac{n}{2}}} \int e^{H(x, w, a; y, y')} dP_X(x) dP_W(w) dP_{A^{[1,L-1]}}(a) \right) dy dy',
\]
where we recall that \(W\) is Gaussian. Recall the partition function (2.7) and we introduce
\[
\mathcal{Z}(y, y') = \int e^{H(x, w, a; y, y')} dP_X(x) dP_W(w) dP_{A^{[1,L-1]}}(a).
\]
Then, note that \(\mathcal{Z} = \mathcal{Z}(Y, Y')\) and the only randomness of \(\mathcal{Z}(y, y')\) is from \(\Phi^{[1,L]}\) and \(V\).

We introduce the shorthand notation
\[
(2.14) \quad d\bar{P}_{y,y'} = \frac{1}{(2\pi)^{\frac{n}{2}}} dy dy' dP_X(\bar{x}) dP_W(\bar{w}) dP_{A^{[1,L-1]}}(\bar{a})
\]
which is a measure that integrates \(y, y'\) and all variables with tildes \(\bar{x}, \bar{w}, \bar{a}\). Using these and (2.8), we can write that
\[
(2.15) \quad \bar{F} = \frac{1}{n} \mathbb{E} \left[ \int e^{H(\bar{x}, \bar{w}, \bar{a}; y, y')} \log \mathcal{Z}(y, y') d\bar{P}_{y,y'} \right]
\]
where the expectation \(\mathbb{E}\) is taken over the remaining randomness, namely, \(\Phi^{[1,L]}\) and \(V\). To lighten the notation further, we write \(H(\bar{a}; y, y') = H(\bar{x}, \bar{a}; y, y')\) and \(H(range) = H(x, w, a; y, y')\).

Due to the dependence of \(H(\bar{a}; y, y')\) and \(\mathcal{Z}(y, y')\) on \(t\), differentiating \(\bar{F}\) as in (2.15) with respect to \(t\) yields that
\[
(2.16) \quad \partial_t \bar{F} = \frac{1}{n} \mathbb{E} \left[ \int d\bar{P}_{y,y'} \left( \partial_t H(\bar{a}; y, y') \right) e^{H(\bar{a}; y, y')} \log \mathcal{Z}(y, y') \right] + \frac{1}{n} \mathbb{E} \left[ \partial_t H(\bar{a}; y, y') \right|_{y=Y, y'=Y'}
\]
Here on the second line, the Gibbs measure is the one associated with the Hamiltonian (2.6) and thus only integrates over the variables \(x, w, a\). To evaluate the above, we define
\[
(2.17) \quad u_y(x) = \log \mathcal{P}(y|x)
\]
and denote by \(\nabla u_y\) and \(\Delta u_y\) the gradient and Laplacian of \(u_y\) with differentiation in \(x\), respectively. Then, using (2.3) and (2.6), we can compute that
\[
(2.18) \quad \partial_t H(\bar{a}; y, y') = (\partial_t s) \cdot \nabla u_y(s)
\]
We write \(\bar{s}\) and \(\bar{x}^{(L-1)}\) to be \(s\) and \(x^{(L-1)}\), respectively, with \(x, w, a\) therein replaced by \(\bar{x}, \bar{w}, \bar{a}\). Hence, we have that \(I_1\) is equal to
\[
\frac{1}{2n} \mathbb{E} \left[ \int d\bar{P}_{y,y'} \left( \frac{1}{\sqrt{|\ln L|}} \Phi^{(L)}(\bar{x}^{(L-1)}) - \frac{\rho}{\sqrt{\rho(1-t) - h_1}} \bar{w} \right) \cdot \nabla u_y(s) e^{H(\bar{a}; y, y')} \log \mathcal{Z}(y, y') \right].
\]
Recall that \(\bar{s}\) and \(H(\bar{a}; y, y')\) depend on \(\Phi^{(L)}\) and \(\bar{w}\), and that \(\mathcal{Z}(y, y')\) depends on \(\Phi^{(L)}\).
Since \(\bar{w}\) under \(d\bar{P}_{y,y'}\) and \(\Phi^{(L)}\) under \(\mathbb{E}\) are standard Gaussian vectors, we can obtain by
performing the Gaussian integration by parts with one $\tilde{w}$ and $\Phi^{(L)}$ that

$$I_t = a'_n + \frac{1}{2n} \mathbb{E} \left[ \frac{1}{Z(y, y')} \int d\tilde{P}_{y,y'} dP_X(x) dP_W(w) dP_{A_{1, L-1}}(a) \right]$$

$$= \left( \frac{1}{n L-1} \cdot \frac{1}{x^{(L-1)}} \right) \left( \nabla u_y(\tilde{s}) \cdot \nabla u_y(s) \right) e^{H(\cdot; y, y')} e^{H(\cdot; y, y')}$$

(2.19)

where

$$a'_n = \frac{1}{2n} \mathbb{E} \left[ \int d\tilde{P}_{y,y'} \left( \frac{1}{n L-1} \cdot \frac{1}{x^{(L-1)}} \right) e^{H(\cdot; y, y')} \log Z(y, y') \right]$$

(2.20)

Here, in deriving (2.19) and (2.20), we used (2.14) and the observation that replacing $\overline{x}, \overline{w}, \overline{a}$ by $X, W, A_{1, L-1}$ in $\overline{x^{(L-1)}}, \overline{s}$ yields $X^{(L-1)}, S$. We claim that $\Pi_t = 0$ and postpone its proof. Then, combining the above gives that

$$\partial_t \tilde{F} = \frac{1}{2} \mathbb{E} \left[ \left( \frac{1}{n L-1} \cdot \frac{1}{x^{(L-1)}} \right) \left( \nabla u_Y(S) \cdot \nabla u_Y(s) \right) \right] + a'_n.$$  

2.2.3. Computation of $\partial_t \tilde{F}$. Similarly, by (2.15), we have that

$$\partial_t \tilde{F} = \frac{1}{n} \mathbb{E} \left[ \int d\tilde{P}_{y,y'} \left( \partial_t H(\cdot; y, y') \right) e^{H(\cdot; y, y')} \log Z(y, y') \right]$$

$$= \frac{1}{n} \mathbb{E} \left[ \left( \partial_t H(\cdot; y, y') \right)_{y = Y, y' = Y'} \right]$$

(2.22)

To compute $I_{h_1}$, we start with

$$\partial_t H(\cdot; y, y') = (\partial_t s) \cdot \nabla u_y(s)$$

(2.23)

which gives that

$$I_{h_1} = \frac{1}{2n} \mathbb{E} \left[ \int d\tilde{P}_{y,y'} \left( \frac{1}{\sqrt{h_1}} V - \frac{1}{\sqrt{\rho(1-t) - h_1}} \tilde{w} \right) \cdot \nabla u_y(s) e^{H(\cdot; y, y')} \log Z(y, y') \right].$$

Using Gaussian integration by parts on $V$ and $\tilde{w}$, we obtain that

$$I_{h_1} = \frac{1}{2n} \mathbb{E} \left[ \int d\tilde{P}_{y,y'} \left( 1 - 1 \right) \left( \Delta u_y(\tilde{s}) + \left| \nabla u_y(\tilde{s}) \right|^2 \right) e^{H(\cdot; y, y')} \log Z(y, y') \right]$$

$$+ \frac{1}{2n} \mathbb{E} \left[ \frac{1}{Z(y, y')} \int d\tilde{P}_{y,y'} dP_X(x) dP_W(w) dP_{A_{1, L-1}}(a) \right]$$

$$\nabla u_y(\tilde{s}) \cdot \nabla u_y(s) e^{H(\cdot; y, y')} e^{H(\cdot; y, y')}$$

$$= \frac{1}{2n} \mathbb{E} \left( \nabla u_Y(S) \cdot \nabla u_Y(s) \right).$$
Here, in the last equality, we used the same argument as in obtaining (2.19). Again, we claim that $\Pi_{h_1} = 0$ and postpone its proof. This together with the above yields that

$$
\partial_1 F = \frac{1}{2} \mathbb{E}\left\{ \frac{1}{n} \nabla u_Y(S) \cdot \nabla u_Y(s) \right\}.
$$

2.2.4. Computation of $\partial_2 F$. Using (2.6), (2.7) and (2.8), we can compute that

$$
\partial_2 F = \frac{1}{2n} \left( \partial (x, w, a) \right) = \frac{1}{2n} \left( 2X^{(L-1)} \cdot x^{(L-1)} + \frac{1}{\sqrt{h_2}} Z' \cdot x^{(L-1)} - x^{(L-1)} \cdot x^{(L-1)} \right).
$$

Using Gaussian integration by parts on $Z'$ and the Nishimori identity, we get that

$$
\partial_2 F = \frac{1}{2n} \mathbb{E}\left( X^{(L-1)} \cdot x^{(L-1)} \right),
$$

where $x^{(L-1)}$ is a replica of $x^{(L-1)}$ obtained by replacing $x, a$ in (1.5) by replicas $x', a'$.

2.2.5. Deriving the equation. By (2.10), (2.24) and (2.26), we have

$$
\left| H_L(\nabla F) - \frac{1}{2} \mathbb{E}\left( \frac{1}{n_{L-1}} X^{(L-1)} \cdot x^{(L-1)} \right) \mathbb{E}\left( \frac{1}{n} \nabla u_Y(S) \cdot \nabla u_Y(s) \right) \right|
\leq \left| 1 - \frac{\alpha_{L-1} n_{L-1}}{n_{L-1}} \right| H_L(\nabla F).
$$

By (2.46) and (2.47) both proved later and assumption (1.1), the above is bounded by $C|\frac{n_{L-1}}{n} - \alpha_{L-1}|$. This along with (2.21) implies that

$$
\left| \partial_1 F - H_L(\nabla F) \right| \leq \frac{1}{2} \sqrt{b_n} + |a'_n| + C \left| \frac{n_{L-1}}{n} - \alpha_{L-1} \right|,
$$

where

$$
b_n = \text{Var}_{\mathbb{E}(\cdot)} \left[ \frac{1}{n_{L-1}} X^{(L-1)} \cdot x^{(L-1)} \right] \text{Var}_{\mathbb{E}(\cdot)} \left[ \frac{1}{n} \nabla u_Y(S) \cdot \nabla u_Y(s) \right]
$$

with variances taken with respect to $\mathbb{E}(\cdot)$. Then, the desired results follows, once we prove that

$$
|a'_n| \leq C \left( n \mathbb{E} \left( \frac{X^{(L-1)}}{n_{L-1}} \right)^2 \right)^{\frac{1}{2}} \left( \mathbb{E}(F - \bar{F})^2 \right)^{\frac{1}{2}},
$$

$$
\text{Var}_{\mathbb{E}(\cdot)} \left[ \frac{1}{n} \nabla u_Y(S) \cdot \nabla u_Y(s) \right] \leq C,
$$

$$
\text{Var}_{\mathbb{E}(\cdot)} \left[ \frac{1}{n_{L-1}} X^{(L-1)} \cdot x^{(L-1)} \right] \leq C \left( \frac{1}{n} \partial_2^2 F + \mathbb{E}(\partial_2 F - \partial_2 \bar{F})^2 \right).
$$

To complete the proof, it remains to verify that $\Pi_t = \Pi_{h_1} = 0$ and prove the above assertions.
2.2.6. **Evaluating $\Pi_I$ and $\Pi_{I,h_1}$**. Recall the definition of $\Pi_I$ in (2.16). By the Nishimori identity, we have that

$$\Pi_I = \frac{1}{n} \mathbb{E} \left( \partial_t H(x, w, \alpha; y, y') \big| y=Y, y'=Y' \right) = \frac{1}{n} \mathbb{E} \left[ \partial_t H \left( X, W, A^{[1,L-1]}; y, y' \right) \big| y=Y, y'=Y' \right].$$

Using (2.18) and the conditional law of $(Y, Y')$ in (2.13) together with the notation $d\tilde{P}_{y,y'}$ given in (2.14), we obtain that

$$\Pi_I = \frac{1}{2n} \mathbb{E} \left[ \left( \frac{1}{\sqrt{nL-1}} \Phi(L) X^{(L-1)} - \frac{\rho}{\sqrt{\rho(1-t) - h_1}} W \right) \cdot \nabla u_y(S) \right]$$

$$= \frac{1}{2n} \mathbb{E} \left[ \int d\tilde{P}_{y,y'} e^{H(\cdot; y,y')} \left( \frac{1}{\sqrt{nL-1}} \Phi(L) \tilde{X}^{(L-1)} - \frac{\rho}{\sqrt{\rho(1-t) - h_1}} \tilde{w} \right) \cdot \nabla u_y(\tilde{s}) \right]$$

$$= \frac{1}{2n} \mathbb{E} \left[ \int d\tilde{P}_{y,y'} e^{H(\cdot; y,y')} \left( \frac{1}{nL-1} |\tilde{X}^{(L-1)}|^2 - \rho \right) (\Delta u_y(\tilde{s}) + |\nabla u_y(\tilde{s})|^2) \right]$$

where in the third equality we used the Gaussian integration by parts on $\Phi(L)$ and $\tilde{w}$ (recall that under $d\tilde{P}_{y,y'}$, $\tilde{w}$ is a standard Gaussian vector).

Due to the definition of $u_y$ in (2.17), we can compute that

$$\Delta u_y(\tilde{s}) + |\nabla u_y(\tilde{s})|^2 = \frac{\Delta \mathcal{P}(y|\tilde{s})}{\mathcal{P}(y|\tilde{s})},$$

where we recall that all derivatives are carried out in the second argument. Hence, we get that

$$\Pi_I = \frac{1}{2n} \mathbb{E} \left[ \left( \frac{1}{nL-1} |X^{(L-1)}|^2 - \rho \right) \mathbb{E} \left[ \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} \right] X^{(L-1)}, S \right].$$

In view of the definition of $Y$ in (2.4) and the formula for $\mathcal{P}$ in (1.6), we can see that, conditioned on $X^{(L-1)}, S$, the law of $Y$ has a Lebesgue density given by $(2\pi)^{-\frac{nL}{2}} \mathcal{P}(y|S)$, namely, for any bounded measurable function $g$,

$$\mathbb{E} \left[ g \left( Y, X^{(L-1)}, S \right) \right] = \frac{1}{(2\pi)^{-\frac{nL}{2}}} \int g \left( y, X^{(L-1)}, S \right) \mathcal{P}(y|S) dy.$$

Let us write

$$\Delta \mathcal{P}(y|S) = \sum_{j=1}^{nL} \partial^2_j \mathcal{P}(y|S)$$

where again the derivatives are in the second argument. We can compute that

$$\partial^2_j \mathcal{P}(y|S) = \int \Gamma_j \left( y_j, S_j, a_j^{(L)} \right) e^{-\frac{1}{2} |y - \sqrt{\beta} \varphi_L(S,a^{(L)})|^2} d\mathcal{P}_{A^{(L)}} \left( a^{(L)} \right)$$

with

$$\Gamma_j \left( y_j, S_j, a_j^{(L)} \right) = \beta \left( (y_j - \sqrt{\beta} \varphi_j)^2 - 1 \right) \left( \varphi_j'' \right)^2 + \sqrt{\beta} \left( y_j - \sqrt{\beta} \varphi_j \right) \varphi_j''$$

where we used the shorthand notation $\varphi_j = \varphi_L(S_j, a_j^{(L)})$, $\varphi_j' = \varphi_L'(S_j, a_j^{(L)})$, $\varphi_j'' = \varphi_L''(S_j, a_j^{(L)})$. Recall that $\varphi_L$ acts component-wise on $(S, a^{(L)})$, namely, $\varphi_L(S, a^{(L)}) = (\varphi_L(S_j, a_j^{(L)}))_{1 \leq j \leq nL}$. Using this and the assumption that $(A_j^{(L)})_{1 \leq j \leq nL}$ are i.i.d. as in
Using this, (2.34) and (2.35), we can see that

$$\frac{1}{(2\pi)^{n_L-2}} \int \frac{\partial^2 \mathcal{P}(y|S)}{\mathcal{P}(y|S)} \frac{\partial \mathcal{P}(y|S)}{\mathcal{P}(y|S)} \mathcal{P}(y|S) dy = 0,$$

$$\frac{1}{(2\pi)^{n_L-2}} \int \frac{\partial^2 \mathcal{P}(y|S)}{\mathcal{P}(y|S)} \frac{\partial \mathcal{P}(y|S)}{\mathcal{P}(y|S)} \mathcal{P}(y|S) dy = 0, \quad i \neq j.$$

The second equation will be used later. Now, by (2.32) and (2.37), we have that

$$\mathbb{E} \left[ \frac{\partial^2 \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} \right] X^{(L-1)}, S = 0, \quad \forall j \in \{1, \ldots, n_L\},$$

which together with (2.31) implies that $\Pi_t = 0$.

It remains to show $\Pi_{h1} = 0$. Recall the definition of $\Pi_{h1}$ in (2.22). The Nishimori identity gives that

$$\Pi_{h1} = \frac{1}{n} \mathbb{E} \left[ \partial_1 H \left( X, W, A^{[1,L-1]}; y, y' \right) \bigg|_{y=S, y'=S'} \right].$$

Using (2.23) and a similar argument used above, we have that

$$\Pi_{h1} = \frac{1}{2n} \mathbb{E} \left[ \int dP_{y,y'} \left( \frac{1}{\sqrt{h_1}} V - \frac{1}{\rho(1-t) - h_1} \bar{w} \right) \cdot \nabla u_y(s)e^{H(z,y')} \right]$$

$$= \frac{1}{2n} \mathbb{E} \left[ \int dP_{y,y'} (1-1) \left( \Delta u_y(s) + |\nabla u_y(s)|^2 \right) e^{H(z,y')} \right] = 0$$

where the second equality follows from the Gaussian integration by parts applied to $V$ and $\bar{w}$.

2.2.7. Proof of (2.27). Using (2.8) and a computation similar to (2.30), we rewrite $a'_n$ in (2.20) as

$$a'_n = \frac{1}{2} \mathbb{E} \left[ \left( \frac{1}{n_{L-1}} \left| X^{(L-1)} \right|^2 - \rho \right) \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} F \right].$$

Since $\Pi_t = 0$ as shown above, using the formula (2.31), we then have

$$a'_n = \frac{1}{2} \mathbb{E} \left[ \left( \frac{1}{n_{L-1}} \left| X^{(L-1)} \right|^2 - \rho \right) \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} (F - F) \right].$$

By the Cauchy–Schwarz inequality,

$$|a'_n| \leq \frac{1}{2} \mathbb{E} \left[ \left( \frac{1}{n_{L-1}} \left| X^{(L-1)} \right|^2 - \rho \right) \left( \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} \right)^2 \right]^{\frac{1}{2}} \left( \mathbb{E} (F - F)^2 \right)^{\frac{1}{2}}.$$

Now, to prove (2.27), it suffices to bound the first expectation on the right.

By (2.32), we have that

$$\mathbb{E} \left[ \left( \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} \right)^2 \right| X^{(L-1)}, S = \frac{1}{(2\pi)^{n_{L-1}}} \int \left( \frac{\Delta \mathcal{P}(y|S)}{\mathcal{P}(y|S)} \right)^2 \mathcal{P}(y|S) dy.$$
Recall the notation (2.33). Then, (2.38) implies that
\[ \mathbb{E} \left[ \left( \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} \right)^2 \right| X^{(L-1)}, S \right] = \frac{1}{(2\pi)^{n_L}} \sum_{j=1}^{n_L} \int \left( \frac{\partial_j^2 \mathcal{P}(y|S)}{\mathcal{P}(y|S)} \right)^2 \mathcal{P}(y|S) dy. \]

Using Jensen’s inequality to the integral in (2.36), we have that
\[ \int \left( \frac{\partial_j^2 \mathcal{P}(y|S)}{\mathcal{P}(y|S)} \right)^2 \mathcal{P}(y|S) dy \leq \int \left( \Gamma_j^2 \left( y_j, S_j, a_j^{(L)} \right) \right)^2 e^{-\frac{1}{2} |y - \sqrt{3} \varphi_L(S, a)|^2} d\mathcal{P}_A(a) \ dy. \]

By the boundedness assumption in (h2) and the formula for \( \Gamma_j \) in (2.35), we obtain that
\[ \mathbb{E} \left[ \left( \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} \right)^2 \right| X^{(L-1)}, S \right] \leq C n_L, \]
which implies that
\[ \mathbb{E} \left[ \left( \frac{1}{n_L} \left| X^{(L-1)} \right| - \rho \right)^2 \left( \frac{\Delta \mathcal{P}(Y|S)}{\mathcal{P}(Y|S)} \right)^2 \right] \leq C n_L \mathbb{E} \left( \frac{1}{n_L} \left| X^{(L-1)} \right| - \rho \right)^2. \]

Inserting this to (2.39) yields (2.27).

2.2.8. **Proof of (2.28).** Recalling the definitions of \( u \) in (2.17) and \( \mathcal{P} \) in (1.6), we can see that
\[
\nabla u_Y(s) = \left( \int \left( Y_j - \varphi_L(s_j, a_j^{(L)}) \right) \varphi'_L(s_j, a_j^{(L)}) e^{-\frac{1}{2} |y - \sqrt{3} \varphi_L(s, a^{(L)})|^2} d\mathcal{P}_A(a) \right) \bigg|_{1 \leq j \leq n_L},
\]
where \( \varphi' \) is the derivative with respect to its first argument. Recall the definition of \( Y \) in (2.4). Using the boundedness of \( \varphi_L \) and its derivatives ensured by (h2), we can see that
\[ |\nabla u_Y(s)| \leq C(\sqrt{n_L} + |Z|). \]

This computation also gives that
\[ |\nabla u_Y(S)| \leq C(\sqrt{n_L} + |Z|) \]
which together with (2.40) verifies (2.28).

2.2.9. **Proof of (2.29).** For simplicity, we write
\[
X = X^{(L-1)}, \quad \overline{x} = x^{(L-1)}.
\]

Using the formula for \( \partial_2 F \) in (2.25), we can compute that
\[
n\partial_2^2 F = \left( \langle \partial_2 H(x, w, a) \rangle^2 - \langle \partial_2 H(x, w, a) \rangle^2 \right) - \frac{1}{4h^2} \langle Z' : \overline{x} \rangle
\]

Inserting (2.25) into the second term on the right and applying the Gaussian integration by parts to the last term, we obtain that
\[
n\partial_2^2 F = \mathbb{E} \left( \langle \partial_2 H(x, w, a) \rangle^2 \right) - n^2 \mathbb{E}(\partial_2 F)^2 - \frac{1}{4h^2} \mathbb{E} \langle |\overline{x}|^2 \rangle + \frac{1}{4h^2} \mathbb{E} \langle |\overline{x}|^2 \rangle^2,
\]
where, to get the last term, we also invoked the Nishimori identity. We claim that
\[
\mathbb{E} \left( \langle \partial_2 H(x, w, a) \rangle^2 \right) \geq \frac{1}{4} \mathbb{E} \left( \langle \overline{x} : \overline{x} \rangle \right)^2 + \frac{1}{4h^2} \mathbb{E} \langle |\overline{x}|^2 \rangle,
\]
and postpone its proof. Now, insert (2.44) into (2.43) to see that
\[ n\partial^2 F \geq \frac{1}{4} \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x}')^2 \right) - n^2 \mathbb{E}(\partial_2 F)^2. \]

By (2.26), we have that
\[ \mathbb{V} \mathbb{A}_E(\cdot) \left[ X^{(L-1)} \cdot x^{(L-1)} \right] = \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x}')^2 - \mathbb{E} (\mathbf{x} \cdot \mathbf{x}')^2 \right) = \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x}')^2 \right) - 4n^2 (\partial_2 F_n)^2. \]

Then, (2.29) follows from the above two displays along with (1.1).

It remains to derive (2.44). Using the expression of $\partial_2 H$ in (2.25), we have that
\[ \mathbb{E} \left( (\partial_2 H(x, w, a))^2 \right) = \mathbb{E} \left( \left( \frac{1}{2\sqrt{h^2}} Z' \cdot \mathbf{x} + \mathbf{x} \cdot \mathbf{X} - \frac{1}{2} |\mathbf{x}|^2 \right)^2 \right) \]
\[ = \mathbb{E} \left( \frac{1}{4h^2} (Z' \cdot \mathbf{x})^2 + (\mathbf{x} \cdot \mathbf{X})^2 + \frac{1}{4} |\mathbf{x}|^4 + \frac{1}{\sqrt{h^2}} (Z' \cdot \mathbf{x})(\mathbf{x} \cdot \mathbf{X}) - \frac{1}{2\sqrt{h^2}} (Z' \cdot \mathbf{x}) |\mathbf{x}|^2 - (\mathbf{x} \cdot \mathbf{X}) |\mathbf{x}|^2 \right) \]

The first term on the last line can be rewritten as
\[ \mathbb{E} \left( \frac{1}{4h^2} (Z' \cdot \mathbf{x})^2 \right) = \sum_{i,j=1}^{n^2} \frac{1}{4h^2} \mathbb{E} \left( Z'_i Z'_j x_i x_j \right). \]

If $i \neq j$, the Gaussian integration by parts yields that
\[ \frac{1}{h^2} \mathbb{E} \left( Z'_i Z'_j x_i x_j \right) = \mathbb{E} \left( x_i x_j (x_i - x'_i)(x_j + x'_j - 2x''_j) \right). \]

If $i = j$, we have that
\[ \frac{1}{h^2} \mathbb{E} \left( Z'_i Z'_i x_i x_i \right) = \mathbb{E} \left( x_i x_i (x_i - x'_i)(x_i + x'_i - 2x''_i) \right) + \frac{1}{h^2} \mathbb{E} \left( x_i^2 \right). \]

The above three displays combined give that
\[ \mathbb{E} \left( \frac{1}{4h^2} (Z' \cdot \mathbf{x})^2 \right) = \frac{1}{4} \mathbb{E} \left( |\mathbf{x}|^4 - 2|\mathbf{x}|^2 (\mathbf{x} \cdot \mathbf{x}') - (\mathbf{x} \cdot \mathbf{x}')^2 + 2(\mathbf{x} \cdot \mathbf{x})(\mathbf{x} \cdot \mathbf{x}'') \right) + \frac{1}{4h^2} \mathbb{E} \left( |\mathbf{x}|^2 \right). \]

Other terms can be computed using the Nishimori identity and the Gaussian integration by parts. We shall omit the details but only list the results:
\[ \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{X})^2 \right) = \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x}')^2 \right), \]
\[ \mathbb{E} \left( \frac{1}{\sqrt{h^2}} (Z' \cdot \mathbf{x})(\mathbf{x} \cdot \mathbf{X}) \right) = \mathbb{E} \left( |\mathbf{x}|^2 (\mathbf{x} \cdot \mathbf{x}') - (\mathbf{x} \cdot \mathbf{x}') (\mathbf{x} \cdot \mathbf{x}'') \right), \]
\[ \mathbb{E} \left( \frac{1}{h^2} (Z' \cdot \mathbf{x}) |\mathbf{x}|^2 \right) = \mathbb{E} \left( |\mathbf{x}|^4 - |\mathbf{x}|^2 (\mathbf{x} \cdot \mathbf{x}') \right), \]
\[ \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{X}) |\mathbf{x}|^2 \right) = \mathbb{E} \left( |\mathbf{x}|^2 (\mathbf{x} \cdot \mathbf{x}') \right). \]

Inserting these computations into (2.45) yields that
\[ \mathbb{E} \left( (\partial_2 H(x, w, a))^2 \right) = \frac{1}{4} \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x}')^2 \right) + \frac{1}{2} \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x})^2 - (\mathbf{x} \cdot \mathbf{x'}) (\mathbf{x} \cdot \mathbf{x}'') \right) + \frac{1}{4h^2} \mathbb{E} \left( |\mathbf{x}|^2 \right). \]

Apply the Cauchy–Schwarz inequality and the symmetry of replicas to see that
\[ \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x})(\mathbf{x} \cdot \mathbf{x}'') \right) \leq \frac{1}{2} \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x})^2 \right) + \frac{1}{2} \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x}'')^2 \right) = \mathbb{E} \left( (\mathbf{x} \cdot \mathbf{x})^2 \right). \]

These two displays imply (2.44).
2.3. Estimates of derivatives. We collect useful properties of derivatives of $F_{\beta,L,n}$ and $F_{\beta,L,n}$ in the following lemma.

Lemma 2.2. Assume (h1), (h2) and (H3) for some $L \in \mathbb{N}$. For every $\beta \geq 0$ and every $n \in \mathbb{N}$, there is a constant $C$ such that the following holds for all $n \in \mathbb{N}$ and all $(t,h) \in \Omega_{\rho_{L-1,n}} \setminus \{h_1 = \rho_{L-1,n}(1-t)\}$,

\begin{align}
\partial_1 F_{\beta,L,n} &\in [0,C]; \\
\partial_2 F_{\beta,L,n} &\in \bigg[0, \frac{nL-1\rho_{L-1,n}}{2n}\bigg] \subseteq [0,C]; \\
|\partial_2 F_{\beta,L,n}| &\leq C \left(1 + n^{-\frac{1}{2}}h_2^{-\frac{3}{2}}|Z'|\right); \\
\partial_i \partial_j F_{\beta,L,n} &\geq 0, \quad \forall i,j = 1,2; \\
\partial_2^2 F_{\beta,L,n} &\geq -Cn^{-\frac{1}{2}}h_2^{-\frac{3}{2}}|Z'|.
\end{align}

Let us prove these assertions. Again, for simplicity, we write $F = F_{\beta,L,n}$ in the proofs below.

2.3.1. Proof of (2.46). By (2.24) and the Nishimori identity, we can see that

$$\partial_1 F = \frac{1}{2n} \mathbb{E} |(\nabla u_Y(s))|^2 \geq 0.$$ 

Due to (2.40), it is also bounded.

2.3.2. Proof of (2.47). The first range follows from the formula for $\partial_2 F$ in (2.26), the definition of $\rho_{L-1,n}$ in (1.10), the Cauchy–Schwarz inequality and the Nishimori identity. The boundedness is clear from the observation that there is a constant $C$ such that, a.s.,

\begin{align}
X^{(L-1)}, |x^{(L-1)}| &\leq C\sqrt{n}
\end{align}

which is ensured by (1.1), (h1) and (h2).

2.3.3. Proof of (2.48). In view of (2.25), this is valid due to (2.51).

2.3.4. Proof of (2.49). We first show that $\partial_1 \partial_2 F \geq 0$. Recall the formula for $\partial_1 F$ in (2.24). Let use write $\bar{u} = \nabla u_Y(s)$ and $\bar{U} = \nabla u_Y(S)$. We also adopt the notation (2.41). Then, we compute that

$$\partial_1 \partial_2 F = (2n)^{-1} \partial_2 \mathbb{E} (\bar{u} \cdot \bar{U})$$

\begin{align}
&= (4n)^{-1} \mathbb{E} \left( (\bar{u} \cdot \bar{U}) \left( (h_2)^{-\frac{3}{2}} Z' \cdot \bar{x} + 2 \bar{x} \cdot \bar{X} - \bar{x} \cdot \bar{x} \right) \\
&\quad - (\bar{u} \cdot \bar{U}) \left( (h_2)^{-\frac{3}{2}} Z' \cdot \bar{x}' + 2 \bar{x}' \cdot \bar{X} - \bar{x}' \cdot \bar{x}' \right) \right).
\end{align}

Perform the Gaussian integration by parts on $Z'$ to get that

$$\partial_1 \partial_2 F = (4n)^{-1} \mathbb{E} \left( (\bar{u} - \bar{x}' - 2 \bar{x}'') \cdot \bar{x}' + 2 \bar{x}' \cdot \bar{X} - \bar{x}' \cdot \bar{x}' \right)$$

\begin{align}
&\quad - (\bar{u} \cdot \bar{U}) \left( (\bar{x} + \bar{x}' - 2 \bar{x}'') \cdot \bar{x}' + 2 \bar{x}' \cdot \bar{X} - \bar{x}' \cdot \bar{x}' \right) \right).
\end{align}

Using the Nishimori identity to replace $\bar{U}$ and $\bar{X}$ by replicas and invoking the symmetry of replicas, we arrive at

$$\partial_1 \partial_2 F = (2n)^{-1} \mathbb{E} \left( (\bar{u} \cdot \bar{x}'') (\bar{x} \cdot \bar{x}') - 2(\bar{u} \cdot \bar{x}') (\bar{x} \cdot \bar{x}'') + (\bar{u} \cdot \bar{x}') (\bar{x}'' \cdot \bar{x}'') \right)$$

\begin{align}
&= (2n)^{-1} \mathbb{E} \left( |\bar{u} \bar{x}'| - |\bar{x}| \bar{x} \right) \geq 0.
\end{align}
The computation for $\partial^2_2 F \geq 0$ is exactly the same with $U, \bar{u}$ above replaced by $X, \bar{x}$. The verification of $\partial^2_2 F \geq 0$ follows the same procedure but is computationally more involved. We refer to the proof of [1, Proposition 18 in its supplementary material] for details.

2.3.5. Proof of (2.50). Notice that the first two terms on the right of formula (2.42) for $\partial^2_2 F$ form a variance. Then, the desired lower bound follows from (2.51).

3. Weak solutions

We consider the equation (2.12) over $\Omega_\rho$ defined in (2.1) for some $\rho > 0$. We give the definition of weak solutions, and prove the uniqueness and existence of weak solutions. Uniqueness is ensured by Proposition 3.2. Proposition 3.3 furnishes the existence part by providing a variational formula known as the Hopf formula. After stating these, we prove the two propositions in the ensuing subsections.

We endow measurable subsets of Euclidean spaces with the Lebesgue measure. In what follows, the phrase “almost everywhere” or “almost every” (a.e.) is understood with respect to the Lebesgue measure. We denote by $\text{int} \Omega_\rho$ the interior of $\Omega_\rho$. In this section, for convenience, we also denote the spacial variable by $x$ instead of $h$.

Definition 3.1. For $L \in \mathbb{N}$ and $\rho > 0$, a function $f : \Omega_\rho \to \mathbb{R}$ is a weak solution of (2.12) if

1. $f$ is Lipschitz, and $\partial_t f \geq 0$, $\partial_2 f \in [0, \frac{\alpha L - 1}{2}]$ a.e.;
2. $f$ satisfies (2.12) a.e.;
3. for all $(t, x) \in \text{int} \Omega_\rho$ and all sufficiently small $\lambda \geq 0$, it holds that

\[
(3.1) \quad f(t, x + \lambda e_1 + \lambda e_2) + f(t, x) - f(t, x + \lambda e_1) - f(t, x + \lambda e_2) \geq 0.
\]

By Rademacher’s theorem, condition (1) implies that $f$ is differentiable a.e. Condition (2) is understood in the sense that, outside a set with zero measure, $f$ is differentiable and its derivatives satisfy equation (2.12). In (3), $\{e_1, e_2\}$ is the standard basis for $\mathbb{R}^2$. Condition (3) can be interpreted as a type of partial convexity. For a smooth radial bump function $\xi : \mathbb{R}^2 \to \mathbb{R}$ supported on the unit disk satisfying $\xi \in [0, 1]$ and $\int_\mathbb{R} \xi = 1$, introduce, for every $\varepsilon \in (0, 1)$,

\[
(3.2) \quad \xi_{\varepsilon}(x) = e^{-2\varepsilon^2 \xi(x)}, \quad \forall x \in \mathbb{R}^2.
\]

If $f$ is a weak solution, then condition (3) along with the continuity of $f$ implies that

\[
(3.3) \quad \partial_1 \partial_2(f(t, \cdot) * \xi_{\varepsilon})(x) \geq 0,
\]

for every $(t, x)$ in

\[
(3.4) \quad \Omega_{\rho, \varepsilon} = \left\{ t \in \left[0, 1 - \frac{2}{\rho} \right], \ x_1 \in \left[\varepsilon, \rho(1 - t) - \varepsilon\right], \ x_2 \in \left[\varepsilon, \infty\right) \right\},
\]

where the convolution in (3.3) is taken in terms of the spacial variable.

The main results of this section are stated below.

Proposition 3.2. Given a Lipschitz function $\psi : [0, \rho] \times \mathbb{R}_+ \to \mathbb{R}$, there is at most one weak solution $f$ of (2.12) satisfying $f(0, \cdot) = \psi$.

Proposition 3.3. Let $\psi_1 : [0, \rho] \to \mathbb{R}$ and $\psi_2 : \mathbb{R}_+ \to \mathbb{R}$ be Lipschitz, nondecreasing and convex. In addition, suppose that

\[
(3.5) \quad \partial_2 \psi_2 \in \left[0, \frac{\alpha L - 1}{2}\right], \quad \text{a.e.}
\]

Define $\psi : [0, \rho] \times \mathbb{R}_+ \to \mathbb{R}$ by

\[
(3.6) \quad \psi(x) = \psi_1(x_1) + \psi_2(x_2), \quad \forall x \in [0, \rho] \times \mathbb{R}_+.
\]
Then, the formula
\[
(3.7) \quad f(t,x) = \sup_{z \in \mathbb{R} \times [0,\rho(1-t) - \eta]} \inf_{y \in [0,\rho]} \{ z \cdot (x-y) + \psi(y) + t\mathcal{H}_L(z) \}, \quad \forall (t,x) \in \Omega_{\rho,\eta}
\]
gives a weak solution of (2.12) satisfying \( f(0,\cdot) = \psi \).

The expression in (3.7) is known as the Hopf formula [5, 18].

3.1. Proof of Proposition 3.2. The idea of this proof can be seen in [14, Section 3.3.3].

Let \( f \) and \( g \) be weak solutions to (2.12). Setting \( w = f - g \), we have that
\[
\partial_t w = \mathcal{H}_L(\nabla f) - \mathcal{H}_L(\nabla g) = b \cdot \nabla w
\]
where the vector \( b \) is given by
\[
(3.8) \quad b = \frac{2}{\alpha_{L-1}}(\partial_2 g, \partial_1 f).
\]

For some smooth function \( \phi : \mathbb{R}_+ \to \mathbb{R}_+ \) to be chosen later, we set \( v = \phi(w) \), which, by the chain rule, satisfies that
\[
(3.9) \quad \partial_t v = b \cdot \nabla v.
\]

Then, we regularize \( b \) by setting \( b_\varepsilon = b \ast \xi_\varepsilon \) for the mollifier \( \xi_\varepsilon \) introduced in (3.2), where we understand that the convolution is taken with respect to the spacial variable. On \( \Omega_{\rho,\varepsilon} \) given in (3.4), the equation (3.9) can be rewritten as
\[
(3.10) \quad \partial_t v = \text{div}(v b_\varepsilon) - v \text{div} b_\varepsilon + (b - b_\varepsilon) \cdot \nabla v.
\]

Before proceeding further, we need to estimate some terms related to this display.

Definition 3.1 (3) and (3.3) imply that, for all \( (t,x) \in \Omega_{\rho,\varepsilon} \),
\[
\partial_1 \partial_2 f_\varepsilon(t,x), \quad \partial_1 \partial_2 g_\varepsilon(t,x) \geq 0,
\]
and thus
\[
(3.11) \quad \text{div} b_\varepsilon \geq 0, \quad \forall (t,x) \in \Omega_{\rho,\varepsilon}.
\]

By the definitions of \( f_\varepsilon \) and \( g_\varepsilon \), we also have that
\[
(3.12) \quad |\nabla f_\varepsilon| \leq \| f \|_{\text{Lip}}, \quad |\nabla g_\varepsilon| \leq \| g \|_{\text{Lip}}.
\]

Let us fix a constant \( R \) to satisfy
\[
(3.13) \quad R > \sup \{ |\nabla \mathcal{H}_L(p)| : p \in \mathbb{R}_+^2, |p| \leq \| f \|_{\text{Lip}} + \| g \|_{\text{Lip}} \}.
\]

Fix any \( \eta > 0 \) and define, for \( t \in [0,1 - \frac{2}{\rho} \eta] \),
\[
(3.14) \quad D_1 = [\eta, \rho(1-t) - \eta] \times [\eta, R(1-t)],
\]
\[
\Gamma_{1,t} = [\eta, \rho(1-t) - \eta] \times \{ R(1-t) \},
\]
\[
\Gamma_{2,t} = \{ \rho(1-t) - \eta \} \times [\eta, R(1-t)].
\]

Now, we introduce, for \( t \in [0,1 - \frac{2}{\rho} \eta] \),
\[
J(t) = \int_{D_1} v(t,x) \, dx.
\]
We emphasize that $J$ depends on $\eta$. Choose $\varepsilon < \eta$ to ensure that $\cup_{t \in [0, 1 - \frac{2}{\rho} \eta]} \{ t \} \times D_t \subseteq \Omega_{\rho, \varepsilon}$. Using (3.10) and integration by parts on the integral of $\text{div}(v b_\varepsilon)$, we can compute that

$$\frac{d}{dt} J(t) = \int_{D_t} \partial_t v - R \int_{\Gamma_1, t} v - \rho \int_{\Gamma_2, t} v$$

$$= \int_{\Gamma_1, t} (n \cdot b_\varepsilon - R) v + \int_{\Gamma_2, t} (n \cdot b_\varepsilon - \rho) v$$

$$+ \int_{\partial D_t \setminus \Gamma_1} (n \cdot b_\varepsilon) v + \int_{D_t} v(-\text{div} b_\varepsilon) + \int_{D_t} (b - b_\varepsilon) \cdot \nabla v,$$

where $n$ stands for the outer normal vector. Then, $n = (0, 1)$ on $\Gamma_1, t$ and $n = (1, 0)$ on $\Gamma_2, t$. We treat the integrals after the second equality individually. Due to (3.8), (3.12) and (3.13), the first integral is nonpositive. By Definition 3.1 (1) and (3.8), the second integral is nonpositive. Note that on $\partial D_t \setminus \Gamma_t$, we have $-n \in \mathbb{R}^2_+$. By Definition 3.1 (1), we can infer from the definition of $b_\varepsilon$ that $b_\varepsilon \in \mathbb{R}^2_+$ on $\partial D_t \setminus \Gamma_t$, which implies that the third integral is nonpositive. In view of (3.11), the fourth integral is again nonpositive. The last one is $\alpha_2(1)$. Therefore, sending $\varepsilon \to 0$, we conclude that, for $t \in [0, 1 - \frac{2}{\rho} \eta]$,

$$\frac{d}{dt} J(t) \leq 0.$$

Since $w(0, x) = f(0, x) - g(0, x) = 0$, we have $\|w(\delta, \cdot)\|_\infty \leq \delta(\|f\|_{\text{Lip}} + \|g\|_{\text{Lip}})$, for each $\delta > 0$. Let us choose $\phi = \phi_\delta$ to satisfy

$$\begin{align*}
\phi_\delta(z) &= 0, & &\text{if } |z| \leq \delta(\|f\|_{\text{Lip}} + \|g\|_{\text{Lip}}), \\
\phi_\delta(z) &= 0, & &\text{otherwise}.
\end{align*}$$

Therefore, due to $v = \phi_\delta(w)$, we have that

$$J(\delta) = \int_{D_\delta} v(\delta, x) dx = \int_{D_\delta} \phi_\delta(w(\delta, x)) dx = 0.$$

Since $J(t)$ is nonnegative, (3.15) implies that $J_\delta(t) = 0$ for all $t \in [\delta, 1 - \frac{2}{\rho} \eta]$. This together with the definition of $\phi$ guarantees that

$$|f(t, x) - g(t, x)| \leq \delta(\|f\|_{\text{Lip}} + \|g\|_{\text{Lip}}), \quad \forall x \in D_t, \quad \forall t \in \left[\delta, 1 - \frac{2}{\rho} \eta\right].$$

Recall the definition of $D_t$ in (3.14) which depends on $\eta$. Taking $\delta \to 0$, $\eta \to 0$ and $R \to \infty$, we conclude that $f = g$.

### 3.2. Proof of Proposition 3.3

Let us extend $\psi_1$ to be defined on $\mathbb{R}_+$ by setting

$$\psi_1(x_1) = \infty, \quad \forall x_1 \in \mathbb{R}_+ \setminus [0, \rho].$$

Then, $\psi_1$ is still convex and nondecreasing. For $u: \mathbb{R}^2_+ \to \mathbb{R} \cup \{\infty\}$, the Fenchel transformation is defined by

$$u^*(x) = \sup_{y \in \mathbb{R}^2_+} \{ y \cdot x - u(y) \}, \quad \forall x \in \mathbb{R}^2_+.$$

Hence, we can rewrite the Hopf formula (3.7) as

$$f(t, x) = \sup_{z \in \mathbb{R}_+ \times [0, \frac{\rho - 1}{\rho} \varepsilon]} \inf_{y \in \mathbb{R}^2_+} \left\{ z \cdot (x - y) + \psi(y) + t \mathcal{H}_L(z) \right\}$$

$$= \sup_{z \in \mathbb{R}_+ \times [0, \frac{\rho - 1}{\rho} \varepsilon]} \left\{ z \cdot x - \psi^*(z) + t \mathcal{H}_L(z) \right\}.$$
We first show that $f$ is indeed finite on $\Omega_\rho$. From (3.6), it follows that
\begin{equation}
\psi^*(z) = \psi_1^*(z_1) + \psi_2^*(z_2), \quad \forall z \in \mathbb{R}^2,
\end{equation}
where the Fenchel transforms on the right-hand side are for functions defined on $\mathbb{R}_+$ which are defined analogously to (3.17). By the assumption that $\psi_1$ is Lipschitz and nondecreasing, there is some $R \geq 0$ such that
\begin{equation}
0 \leq \psi_1(r) - \psi(r') \leq R(r - r'), \quad \forall r \geq r', \quad r, r' \in [0, \rho].
\end{equation}

Due to the extension in (3.16), we have that
\begin{equation}
\psi_1^*(z_1) = \sup_{y_1 \in [0, \rho]} \{y_1 z_1 - \psi_1(y_1)\}.
\end{equation}

The above two displays imply that
\begin{equation}
\psi_1^*(z_1) = \rho z_1 - \psi_1(\rho), \quad \forall z_1 \geq R.
\end{equation}

On the other hand, due to (3.5),
\begin{equation}
\psi_2^*(z_2) = \infty, \quad \forall z_2 > \frac{\alpha_{L-1} \rho}{2}.
\end{equation}

Using this, (3.19) and the expression of $H_L$ in (2.10), we rewrite (3.18) as
\begin{equation}
f(t, x) = \sup_{z_2 \in [0, \frac{\alpha_{L-1} \rho}{2}]} \left\{ z_2 x_2 - \psi_2^*(z_2) + \sup_{z_1 \in \mathbb{R}_+} \left\{ z_1 x_1 - \psi_1^*(z_1) + \frac{2t}{\alpha_{L-1}} z_1 z_2 \right\} \right\}.
\end{equation}

We show that the second sup can be restricted to $z_1 \in [0, R]$. Given $(t, x) \in \Omega_\rho$, we have that $x_1 \in [0, \rho(1 - t)]$ due to the definition of $\Omega_\rho$ in (2.1). This implies that
\begin{equation}
x_1 + \frac{2t}{\alpha_{L-1}} z_2 - \rho \leq 0, \quad \forall (t, x) \in \Omega_\rho, \quad z_2 \in \left[0, \frac{\alpha_{L-1} \rho}{2}\right],
\end{equation}
which together with (3.20) shows that
\begin{equation}
\sup_{z_1 \in [R, \infty)} \left\{ z_1 x_1 - \psi_1^*(z_1) + \frac{2t}{\alpha_{L-1}} z_1 z_2 \right\} = \sup_{z_1 \in [R, \infty]} \left\{ \left(x_1 + \frac{2t}{\alpha_{L-1}} z_2 - \rho\right) z_1 + \psi_1(\rho) \right\} \leq \left(x_1 + \frac{2t}{\alpha_{L-1}} z_2 - \rho\right) R + \psi_1(\rho) = R x_1 - \psi_1^*(R) + \frac{2t}{\alpha_{L-1}} R z_2,
\end{equation}

In other words, the above sup is achieved at $z_1 = R$. Hence, the second sup in (3.22) can be taken over $z_1 \in [0, R]$ and thus the sup in (3.18) can be restricted to $z$ belonging to the compact set
\begin{equation}
K = [0, \rho] \times \left[0, \frac{\alpha_{L-1} \rho}{2}\right].
\end{equation}

Therefore, due to the easy observation that $\psi^*$ is nondecreasing and lower semi-continuous, we can see that $f$ is finite on $\Omega_\rho$, and furthermore, for every $(t, x) \in \Omega_\rho$,
\begin{equation}
f(t, x) = z - \psi^*(z) + t H_L(z), \quad \exists z \in K.
\end{equation}

In the following, we verify that (3.18) is a weak solution by checking the initial condition, and conditions (1), (2), (3) in Definition 3.1.
3.2.1. Initial condition. Using (3.19) and (3.21), the expression in (3.18) at $t = 0$ becomes
\[ f(0, x) = \sup_{z \in \mathbb{R}^2_+} \{ z \cdot x - \psi^*(z) \} = \psi^{**}(x). \]
Since it is clear from the assumption that the extended $\psi$ is lower semi-continuous, nondecreasing and convex, the Fenchel-Moreau biconjugation identity (cf. [28, Theorem 12.4], and [11, Theorem 2.2] for more general cones) ensures that
\[ \psi^*(x) = \psi^{**}(x), \quad \forall x \in \mathbb{R}^2_+. \]
In particular, we have $f(0, \cdot) = \psi$ on $\Omega_\rho$.

3.2.2. Condition (1). Let $(t, x) \in \Omega_\rho$ and $z \in K$ be given by (3.24). Using this and (3.18) for $(t', x') \in \Omega_\rho$, we have
\[ f(t, x) - f(t', x') \leq z \cdot (x - x') + H_L(z)(t - t'). \]
A similar equality holds for some $z' \in K$ when interchanging $(t, x), (t', x')$. By the compactness of $K$, we can see that $f$ is Lipschitz. Due to Rademacher’s theorem, $f$ is differentiable a.e. Using (3.25) and the definition of $K$ in (3.23), we can also see that
\[ \partial_1 f \in [0, R], \quad \partial_2 f \in [0, \frac{\alpha L - 1}{2}], \quad \text{a.e.,} \]
which completes the verification of Definition 3.1 (1).

3.2.3. Condition (2). We want to verify that (3.18) satisfies (2.12) almost everywhere. Let $(t, x)$ be a point at which $f$ is differentiable. We can assume that $(t, x) \in \text{int} \Omega_\rho \subset (0, \infty)^3$, because otherwise $(t, x)$ belongs to a set with Lebesgue measure zero. Let $z$ be given by (3.24). By this and (3.18), for $s \in \mathbb{R}$ and $h \in \mathbb{R}^2$ sufficiently small,
\[ f(t + s, x + h) - f(t, x) \geq z \cdot h + sH_L(z). \]
Set $s = 0$ and vary $h$ to see that
\[ z = \nabla f(t, x). \]
Then, we set $h = 0$ in (3.26), vary $s$ and use the above display to obtain
\[ \partial_t f(t, x) = H_L(\nabla f(t, x)). \]

3.2.4. Condition (3). Let $(t, x) \in \text{int} \Omega_\rho$ and $\lambda \in \mathbb{R}$ be sufficiently small. Due to (3.24), there are $z, z'$ such that
\[ f(t, x + \lambda e_1) = z \cdot (x + \lambda e_1) - \psi^*(z) + tH_L(z), \]
\[ f(t, x + \lambda e_2) = z' \cdot (x + \lambda e_2) - \psi^*(z') + tH_L(z'). \]

Case 1: $(z_1, z_2) \leq (z'_1, z'_2)$ or $(z_1, z_2) \geq (z'_1, z'_2)$. Let us only treat the latter case. The other case is similar. Using (3.18), we have
\[ f(t, x + \lambda e_1 + \lambda e_2) \geq z \cdot (x + \lambda e_1 + \lambda e_2) - \psi^*(z) + tH_L(z), \]
\[ f(t, x) \geq z' \cdot x - \psi^*(z') + tH_L(z'). \]
This along with (3.27) implies that the left hand side of (3.1) is bounded below by
\[ \lambda z \cdot e_2 - \lambda z' \cdot e_2 = \lambda (z_2 - z'_2) \geq 0. \]

Case 2: neither $(z_1, z_2) \leq (z'_1, z'_2)$ nor $(z_1, z_2) \geq (z'_1, z'_2)$. This condition implies that
\[ (z_1 - z'_1)(z_2 - z'_2) < 0. \]
Let $\vec{z} = (z_1, z_2)$ and $\vec{z}' = (z_1', z_2)$. By (3.18), for each $\delta > 0$, there are $y, y' \in \mathbb{R}^2_+$ such that

$$f(t, x + \lambda e_1 + \lambda e_2) \geq \vec{z} \cdot (x + \lambda e_1 + \lambda e_2 - y) + \psi(y) + tH_L(\vec{z}) - \delta,$$

$$f(t, x) \geq \vec{z}' \cdot (x - y') + \psi(y') + tH_L(\vec{z}') - \delta.$$  

We set

$$\vec{y} = (y_1, y_2), \quad \vec{y}' = (y_1', y_2).$$

Note that

$$\vec{z} \cdot y + \vec{z}' \cdot y' - z \cdot \vec{y} - z' \cdot \vec{y}' = 0.$$  

From (3.27), we also have

$$f(t, x + \lambda e_1) \leq z \cdot (x + \lambda e_1 - \vec{y}) + \psi(\vec{y}) + tH_L(z),$$

$$f(t, x + \lambda e_2) \leq z' \cdot (x + \lambda e_2 - \vec{y}') + \psi(\vec{y}') + tH_L(z').$$

To get a lower bound for the left hand side of (3.1), we start by observing that, due to (3.30),

$$\vec{z} \cdot (x + \lambda e_1 + \lambda e_2 - y) + \vec{z}' \cdot (x - y') - z \cdot (x + \lambda e_1 - \vec{y}) - z' \cdot (x + \lambda e_2 - \vec{y}')$$

$$= (\vec{z} + \vec{z}' - \vec{z} - \vec{z}') \cdot x - (\vec{z} \cdot y + \vec{z}' \cdot y' - z \cdot \vec{y} - z' \cdot \vec{y}') + \lambda(z_1 + z'_1 - z_1 - z'_1)$$

$$= 0.$$  

This along with (3.29) and (3.31) implies that the left hand side of (3.1) can be bounded from below by

$$\psi(y) + \psi(y') - \psi(\vec{y}) - \psi(\vec{y}') + t(H_L(\vec{z}) + H_L(\vec{z}') - H_L(z) - H_L(z')) - 2\delta.$$  

From (3.6), we can see

$$\psi(y) + \psi(y') - \psi(\vec{y}) - \psi(\vec{y}') = 0.$$  

Lastly, due to (3.28) and the definition of $H_L$ in (2.10), we can compute that

$$H_L(\vec{z}) + H_L(\vec{z}') - H_L(z) - H_L(z') = -\frac{2}{\alpha_L - 1} (z_1 - z'_1)(z_2 - z'_2) > 0.$$  

The above three displays imply that the left hand side of (3.1) is bounded from below by $-2\delta$. The desired result follows by sending $\delta \to 0$.

4. Convergence of the free energy

The goal of this section is to prove Theorem 1.1. The key tool is Proposition 4.1 stated below, which ensures the convergence of $\tilde{F}_{\beta, L, n}$ given the convergence of $\tilde{F}_{\beta, L, n}(0, \cdot)$ and some additional conditions. The object $\tilde{F}_{\beta, L, n}(0, \cdot)$ is closely related to the free energy associated with the $(L - 1)$-layer model. Hence, an iteration is employed in Section 4.1 to complete the proof of Theorem 1.1.

Recall the definition of $\rho_{L - 1, n}$ in (1.10) and of domain $\Omega_\rho$, for $\rho > 0$, in (2.1).

**Proposition 4.1.** Assume (h1), (h2) and (H3) for some $L \in \mathbb{N}$. Suppose that the following holds:

1. the limit (1.11) for $l = L - 1$ exists for some $\rho_{L - 1} > 0$;
2. there is a continuous $\psi_{\beta, L} : [0, \rho_{L - 1}] \times \mathbb{R}_+ \to \mathbb{R}$ such that

$$\lim_{n \to \infty} \tilde{F}_{\beta, L, n}(0, h) = \psi_{\beta, L}(h), \quad \forall h \in [0, \rho_{L - 1}] \times \mathbb{R}_+,$$

and there is a weak solution $f_{\beta, L}$ to (2.12) on $\Omega_{\rho_{L - 1}}$ satisfying $f_{\beta, L}(0, \cdot) = \psi_{\beta, L}$.
(3) there is $C > 0$ such that
\[
E \left[ \left( \frac{|X^{(L-1)}_n|^2}{n_{L-1}} - \rho_{L-1,n} \right)^2 \right] \leq \frac{C}{n}, \quad \forall n \in \mathbb{N};
\]

(4) for every $M \geq 1$,
\[
\lim_{n \to \infty} \sup_{t \in [0,1], h_1 \in [0, \rho_{L-1,0}(1-t)]} E \left[ \| F_{\beta,L,n} - \mathcal{F}_{\beta,L,n} \|_{L^\infty_\beta([0,M])}^2 \right] = 0.
\]

Then, for every $\rho' \in (0, \rho_{L-1})$,
\[
\lim_{n \to \infty} \mathcal{F}_{\beta,L,n}(t,h) = f_{\beta,L}(t,h), \quad \forall (t,h) \in \Omega_{\rho'}.
\]

We restrict to the domain $\Omega_{\rho'}$ because the pointwise limit of $\mathcal{F}_{\beta,L,n}$ may not be well-defined on boundary points of $\Omega_{\rho_{L-1}}$ (recall that $\mathcal{F}_{\beta,L,n}$ is defined on $\Omega_{\rho_{L-1,n}}$). The proof of this proposition is postponed to Section 4.2.

4.1. Iteration. Let us prove Theorem 1.1 using Proposition 4.1 together with some technical results postponed to Section 5.

Assuming that (H1)–(H3) hold for the model with $L_0$ layers, then these assumptions automatically hold for all $L \in \{1, \ldots, L_0\}$. Hence, for all $L \in \{1, \ldots, L_0\}$, conditions (1), (3), (4) in Proposition 4.1 are guaranteed to hold by Lemmas 5.1, 5.2 and 5.4, respectively. We will apply Proposition 4.1 iteratively to prove Theorem 1.1. Recall the definitions of $\mathcal{F}^\circ_{\beta,L,n}$, $\Psi_0$, $\Psi_1$, $\mathcal{F}_{\beta,L,n}$ in (1.8), (1.12), (1.13), (2.8), respectively, and also the important relation (2.9), which implies that
\[
\lim_{n \to \infty} \mathbb{E} \mathcal{F}^\circ_{\beta,L,n} = \lim_{n \to \infty} \mathcal{F}_{\beta,L,n}(1,0),
\]

whenever one of the limits exists. Also recall the definition of $\alpha_1$ in (1.1).

Before proceeding, let us record the following result. Comparing the definitions of (1.6) and (1.14), and using the fact that $A^{(L)}$ has i.i.d. components due to (H3), we can see that, for every $\beta, L, n$,
\[
\mathcal{P}_{\beta,L,n}(y|z) = \prod_{j=1}^{n_L} \mathcal{P}_{\beta,L}(y_j|z_j), \quad \forall y, z \in \mathbb{R}^{n_L}.
\]

We start with $L = 1$. Using (2.2)–(2.8) with $L$ replaced by 1, we can compute that
\[
\mathcal{F}_{\beta,1,n}(0,h) = \frac{1}{n} \mathbb{E} \log \int \mathcal{P}_{\beta,1,n} \left( \mathcal{Y}^{(1)} \right) |\sqrt{h_1} V + \sqrt{\rho_{0,n} - h_1} w | dP_W(w) \]
\[
+ \frac{1}{n} \mathbb{E} \log \int e^{h_2 X + \sqrt{\rho_{0,n} - h_1} Z} dP_X(x)
\]
where
\[
\mathcal{Y}^{(1)} = \sqrt{\beta} \varphi_1 \left( \sqrt{h_1} V + \sqrt{\rho_{0,n} - h_1} W, A^{(1)} \right) + Z,
\]
$V, W, Z$ are independent $n_1$-dimensional standard Gaussian vectors, and $Z'$ is an $n$-dimensional Gaussian vector. By (4.2), the definitions of $\Psi_0$, $\Psi_1$ in (1.12), (1.13), and the fact that $X, V, W$ have i.i.d. entries (see (H1) for the claim about $X$), the above can be rewritten as
\[
\mathcal{F}_{\beta,1,n}(0,h) = \frac{n_1}{n} \Psi_1(h_1, \beta; \rho_{0,n}) + \Psi_0(h_2),
\]
which, by (1.1) and (1.11), converges pointwise to
\[ \psi_{\beta,1}(h) = \alpha_1 \Psi_1(h_1, \beta; \rho_0) + \Psi_0(h_2). \]
The results collected in Lemma 2.2 allow us to verify that \( \psi_{\beta,1} \) satisfies all the conditions imposed in Proposition 3.3. Indeed, the above display shows that the decomposition as in (3.6) exists, and both components are Lipschitz, nondecreasing and convex due to (2.46), (2.47) and (2.49). Moreover, (3.5) is ensured by (2.47), (1.1), (1.11). Hence, Proposition 3.3 yields the existence of a weak solution \( f_{\beta,1} \) satisfying \( f_{\beta,1}(0, \cdot) = \psi_{\beta,1} \) given by the formula (3.7) with \( L, \rho, \psi \) there replaced by \( 1, \rho_0, \psi_{\beta,1} \), namely,
\[ f_{\beta,1}(t, h) = \sup_{z^{(1)} \in \mathbb{R}_+ \times [0, \frac{\rho_0}{2}]} \inf_{y^{(1)} \in [0, \rho_0] \times \mathbb{R}_+} \left\{ z^{(1)} \cdot (h - y^{(1)}) + \psi_{\beta,1} \left( y^{(1)} \right) + tH_1 \left( z^{(1)} \right) \right\} \]
for every \( (t, h) \in \Omega_{\rho_0} \). Inserting the previous display and the formula for \( H_1 \) in (2.10) into the above, and evaluating at \( (t, h) = (1, 0) \) yield that
\[ f_{\beta,1}(1, 0) = \sup_{z^{(1)} \in \mathbb{R}_+ \times [0, \frac{\rho_0}{2}]} \inf_{y^{(1)} \in [0, \rho_0] \times \mathbb{R}_+} \left\{ \alpha_1 \Psi_1 \left( y_1^{(1)}, \beta; \rho_0 \right) + \Psi_0 \left( y_2^{(1)} \right) - y^{(1)} \cdot z^{(1)} + \frac{2}{\alpha_0} z_1^{(1)} z_2^{(1)} \right\} \]
which exactly matches the right-hand side of (1.15) for \( L = 1 \).

The above discussion also validates condition (2) in Proposition 4.1. Therefore, applying this proposition yields that
\[ \lim_{n \to \infty} F_{\beta,1,n}(1, 0) = f_{\beta,1}(1, 0). \]
Using (4.1), this proves (1.15) for \( L = 1 \).

Now, we assume that (1.15) is verified for \( L - 1 \). Using (2.2)–(2.8), we can compute that
\[ F_{\beta,L,n}(0, h) = \frac{1}{n} \mathbb{E} \log \int \mathcal{P}_{\beta,L,n} \left( \mathcal{Y}^{(L)} \left\| \sqrt{h_1} V + \sqrt{\rho_{L-1,n} - h_1} W \right\| dP_W(w) \right) \]
\[ + \frac{1}{n} \mathbb{E} \log \int e^{\sqrt{h_2} Y'} \mathcal{A}(L-1) \mathcal{X}(L-1) \mathcal{A}(L-1) dP_X(x) dP_{\mathcal{A}[1,L-1]}(a) \]
\[ = I_1 + I_2 \]
where
\[ \mathcal{Y}^{(L)} = \sqrt{\beta} \varphi_L \left( \sqrt{h_1} V + \sqrt{\rho_{L-1,n} - h_1} W, A^{(L)} \right) + Z. \]
By (4.2) and the definition of \( \Psi_L \) given in (1.13), \( I_1 = \frac{1}{n} \mathbb{E} \Psi_L(h_1, \beta; \rho_{L-1,n}) \). Completing the square, we can rewrite \( I_2 \) as
\[ I_2 = \frac{1}{n} \mathbb{E} \log \int e^{-\frac{1}{2} \mathcal{Y}'^{(L)} \mathcal{Y}^{(L)}} dP_X(x) dP_{\mathcal{A}[1,L-1]}(a) + \frac{1}{n} \mathbb{E} \log e^{\frac{1}{2} \mathcal{Y}'^{(L)}}. \]
Recall the definition of \( x^{(L-1)} \) in (1.5). We can define \( x^{(L-2)} \) in the same fashion and it is related to \( x^{(L-1)} \) via
\[ x^{(L-1)} = \varphi_{L-1} \left( \frac{1}{\sqrt{n_{L-2}}} \Phi^{(L-1)} x^{(L-2)}, a^{(L-1)} \right). \]
Inserting this and \( dP_{\mathcal{A}[1,L-1]} = dP_{\mathcal{A}[L-1]} dP_{\mathcal{A}[1,L-2]} \) to (4.3), and using (1.6) with \( \beta, L \) replaced by \( h_2, L - 1 \), we can see that the first term in (4.3) is given by
\[ \frac{1}{n} \mathbb{E} \log \int \mathcal{P}_{h_2,L-1,n} \left( \mathcal{Y}' \left\| \frac{1}{\sqrt{n_{L-2}}} \Phi^{(L-1)} x^{(L-2)} \right\| dP_X(x) dP_{\mathcal{A}[1,L-2]}(a). \]
Recall the definition of \( Y' \) in (2.5). Comparing it with (1.4), we can see that \( Y' \) is exactly the observable for the \( (L - 1) \)-layer model with \( \beta = h_2 \). In view of the definition of the original free energy in (1.8), we can see that the above display is exactly \( \mathbb{E} F_{h_2,L-1,n} \). Now,
we turn to the second term in (4.3). Using the definitions of \(Y'\) in (2.5) and \(\rho_{L-1,n}\) in (1.10), we can compute that this term is equal to
\[
\frac{1}{2n} \mathbb{E}[Y' \big| Y'] = \frac{nL-1}{2n} (1 + \rho_{L-1,n}h_2).
\]
We conclude that
\[
\overline{F}_{\beta,L,n}(0,h) = \frac{nL}{n} \Psi_L(h_1, \beta; \rho_{L-1,n}) + \mathbb{E}F_{h_2,L-1,n}^\circ + \frac{nL-1}{2n} (1 + \rho_{L-1,n}h_2),
\]
which, by the induction assumption, converges pointwise on \([0, \rho_{L-1}] \times \mathbb{R}_+\) to
\[
\psi_{\beta,L}(h) = \alpha_L \Psi_L(h_1, \beta; \rho_{L-1}) + f_{\rho_{L-1}}(1 + \rho_{L-1}h_2)
\]
where \(f_{\rho_{L-1}}\) is the right-hand side of (1.15) with \(\beta, L\) replaced by \(h_2, L-1\), namely,
\[
f_{h_2,L-1}(t, h) = \sup_{z \in (L-1)} \inf_{y \in (L-2)} \inf_{y(1)} \sup_{z(1)} \phi_{L-1}(h_2; y_2(1), \cdots, y(L-1), z_1(1), \cdots, z(L-1))
\]
with \(\phi_{L-1}\) defined analogously as in (1.16).

Again, as argued in the base case, Lemma 2.2 enables us to verify all conditions in Proposition 3.3, which gives a weak solution \(f_{\beta,L}\) satisfying \(f_{\beta,L}(0, \cdot) = \psi_{\beta,L}\). Moreover, \(f_{\beta,L}\) is given by the formula (3.7) with \(\rho, \psi\) there replaced by \(\rho_{L-1}, \psi_{\beta,L}\), namely,
\[
f_{\beta,L}(t, h) = \sup_{z(L)} \inf_{y(L)} \left\{ z(L) \cdot \left( h - y(L) \right) + \psi_{\beta,L}(y(L)) + tH_L \left( z(L) \right) \right\}
\]
for every \((t, h) \in \Omega_{\rho_{L-1}}\), where sup is taken over \(z(L) \in \mathbb{R}_+ \times [0, \alpha_{L-1}h_{L-1}]\) and inf is taken over \(y(L) \in [0, \rho_{L-1}] \times \mathbb{R}_+\). Inserting the previous two displays and the expression of \(H_L\) in (2.10) into the above, and evaluating at \((t, h) = (1, 0)\), we obtain that
\[
f_{\beta,L}(1, 0) = \sup_{z(L)} \inf_{y(L)} \lim_{ snag } \phi_{L-1}(y_2(1), \cdots, y(L-1), z_1(1), \cdots, z(L-1)) + \frac{\alpha_{L-1}}{2} \left( 1 + \rho_{L-1}y_2(L) \right) + \frac{2}{\alpha_{L-1}} z_1(1) z_2(L).
\]
We can verify that the expression inside the curly brackets is given by (1.16), and thus \(f_{\beta,L}(1, 0)\) is exactly the right-hand side of (1.15).

Again, the above verifies condition (2) and allows us to apply Proposition 4.1 to obtain that
\[
\lim_{n \to \infty} \overline{F}_{\beta,L,n}(1, 0) = f_{\beta,L}(1, 0)
\]
which along with (4.1) gives (1.15) and completes the proof of Theorem 1.1.

4.2. Proof of Proposition 4.1. For lighter notation, we suppress some of the subscripts and simply write
\[
F_n = F_{\beta,L,n}, \quad \psi = \psi_{\beta,L}, \quad f = f_{\beta,L}, \quad \rho = \rho_{L-1}, \quad \rho_n = \rho_{L-1,n}.
\]
We remark that it suffices to show
\[
\lim_{n \to \infty} \sup_{t \in [0,1]} \int_{E_{\rho,1}(R)} |F_n(t, h) - f(t, h)| dh = 0
\]
for every \(R > 0\), where
\[
E_{\rho,1}(R) = [0, \rho \wedge \rho_n](1-t) \times [0, R(1-t)].
\]
Indeed, for every \(\rho' < \rho\), we have \(\rho' \wedge \rho_n\) for sufficiently large \(n\) due to assumption (1). Then, (4.4) together with Fubini’s theorem implies that the integral of \(|F_n - f|\) over \(\Omega_\rho \cap \{ h_2 \leq R(1-t) \} \) decays to 0 as \(n \to \infty\), which further implies that \(F_n\) converges to \(f\).
pointwise a.e. on $\Omega_{\rho'} \cap \{h_2 \leq R(1-t)\}$. By enlarging $R$, we conclude that this convergence holds pointwise everywhere on $\Omega_{\rho'}$.

Let us show (4.4). Henceforth, we denote by $C$ a positive constant independent of $n, t, h$, which may change from instance to instance. We also absorb $R$ and $\rho$ into $C$. Define $w_n = F_n - f$ and

$$r_n = \partial_t F_n - H_L(\nabla F_n).$$

Then, by the definition of $H_L$ in (2.10), we have that

$$\partial_t w_n = b_n \cdot \nabla w_n + r_n$$

where

$$b_n = (b_{n,1}, b_{n,2}) = \frac{2}{\alpha_{L-1}}(\partial_2 f, \partial_1 F_n).$$

For $\delta \in (0, 1)$, let $\phi_\delta : \mathbb{R} \to \mathbb{R}_+$ be given by

$$\phi_\delta(x) = \left(\delta + x^2\right)^{\frac{1}{2}}, \quad \forall x \in \mathbb{R},$$

which serves as a smooth approximation of the absolute value. Take $v_n = \phi_\delta(w_n)$ and multiply both sides of (4.7) by $\phi_\delta'(w_n)$ to see

$$\partial_t v_n = b_n \cdot \nabla v_n + \phi_\delta'(w_n)r_n$$

The Lipschitzness of $f$ and that of $F_n$ uniform in $n$ due to (2.46) and (2.47) imply that, uniformly in $n, \delta$,

$$|\nabla v_n| \leq C.$$

By $\lim_{n \to \infty} F_n(0,0) = \psi(0) = f(0,0)$ due to assumption (2), we also get from the aforementioned Lipschitzness that

$$\sup_{\Omega_{\rho \wedge \rho_n \cap \{h_2 < R\}}}|F_n - f| \leq C$$

uniformly in $n$, which implies that, uniformly in $n, \delta$,

$$\sup_{\Omega_{\rho \wedge \rho_n \cap \{h_2 < R\}}}|v_n| \leq C.$$

Recall the mollifier $\xi_\varepsilon$ given in (3.2) and that the mollification is well-defined on domain $\Omega_{\rho \wedge \rho_n, \varepsilon}$ described in (3.4). Let us regularize $b_n$ by setting $\hat{b}_{n,i} = b_{n,i} \ast \xi_\varepsilon$, with the convolution taken in $h$. For $(t, h) \in \Omega_{\rho \wedge \rho_n, \varepsilon}$, we can rewrite (4.10) as

$$\partial_t v_n = \text{div}(v_n \hat{b}_n) - v_n \text{div}\hat{b}_n + (b_n - \hat{b}_n) \cdot \nabla v_n + \phi_\delta'(w_n)r_n.$$  

By (4.8), (2.46), (2.47) and Definition 3.1 (1), there is $C > 0$ such that the following hold for all $n$, all $\varepsilon \in (0, 1)$ and all $(t, h) \in \Omega_{\rho \wedge \rho_n, \varepsilon}$,

$$|b_n - \hat{b}_n|_\infty = o_\varepsilon(1);$$

$$|\hat{b}_n|_\infty \leq |b_n|_\infty \leq C;$$

$$b_{n,1}^\varepsilon \in [0, \rho], \quad b_{n,2}^\varepsilon \in [0, C].$$

Using (2.49) and (3) in Definition 3.1, we also have that, for $(t, h) \in \Omega_{\rho \wedge \rho_n, \varepsilon}$,

$$\text{div} \hat{b}_n^\varepsilon = \frac{2}{\alpha_{L-1}} \left(\partial_1 \partial_2(f \ast \xi_\varepsilon) + \partial_1 \partial_2(F_n \ast \xi_\varepsilon)\right) \geq 0.$$
Fix $R > \sup_{n,\varepsilon} \| b^\varepsilon_n \|_\infty$. In the following, we absorb $R$ into $C$. Let $\eta > 0$ be specified later. Consider the following sets, indexed by $t \in [0, 1 - \frac{2}{\rho \wedge \rho_n} \eta]$,

\begin{align}
D_t &= [\eta, (\rho \wedge \rho_n)(1 - t) - \eta] \times [\eta, R(1 - t)], \\
\Gamma_{1,t} &= [\eta, (\rho \wedge \rho_n)(1 - t) - \eta] \times \{R(1 - t)\}, \\
\Gamma_{2,t} &= \{(\rho \wedge \rho_n)(1 - t) - \eta\} \times [\eta, R(1 - t)],
\end{align}

where, for simplicity, we suppressed the dependence on $n, \eta$ in the notation.

Let us consider the object

\begin{equation}
J_\delta(t) = \int_{D_t} \eta_n(t, h) \, dh = \int_{D_t} \phi_\delta(w_n(t, h)) \, dh.
\end{equation}

Choose $\varepsilon < \eta$ to ensure that $\bigcup_{t \in [0, 1 - \frac{2}{\rho \wedge \rho_n} \eta]} \{t\} \times D_t \subseteq \Omega_{\rho \wedge \rho_n, \varepsilon}$. Differentiate $J_\delta(t)$ in $t$ and use (4.14) to see

\[
\frac{d}{dt} J_\delta(t) = \int_{D_t} \partial_t \eta_n - R \int_{\Gamma_{1,t}} \eta_n - \rho \wedge \rho_n \int_{\Gamma_{2,t}} \eta_n
\]

\[
= \int_{\Gamma_{1,t}} (\mathbf{n} \cdot \mathbf{b}^\varepsilon_n - R) \eta_n + \int_{\Gamma_{2,t}} (\mathbf{n} \cdot \mathbf{b}^\varepsilon_n - \rho \wedge \rho_n) \eta_n
\]

\[
+ \int_{\partial D_t \setminus (\Gamma_{1,t} \cup \Gamma_{2,t})} (\mathbf{n} \cdot \mathbf{b}^\varepsilon_n) \eta_n + \int_{D_t} \left( - \eta_n \nabla \cdot \mathbf{b}^\varepsilon_n + (b_n - \mathbf{b}^\varepsilon_n) \cdot \nabla \eta_n + \phi_\delta(w_n)r_n \right).
\]

Here in the second identity, we used integration by parts on the integral of $\nabla (\eta \mathbf{b}^\varepsilon_n)$.

The first integral on the second line is nonpositive due to the choice of $R$. Then second integral on that line is bounded from above by $C|\rho_n - \rho|$ due to (4.13), (4.16) and the fact that on $\Gamma_{2,t}$ the outer normal $\mathbf{n} = (1, 0)$. On the last line of the display, the first integral is nonpositive due to that $\mathbf{n} \in -\mathbb{R}^2_+$ on $\partial D_t \setminus (\Gamma_{1,t} \cup \Gamma_{2,t})$, and (4.16). It is clear from (4.9) that $\|\phi_\delta\|_\infty \leq 1$. By this, (4.11), (4.15) and (4.17), the integrand in the last integral is bounded from above by $C(\rho_n(1 + |r_n|))$. Therefore, sending $\varepsilon \to 0$, we conclude that, for $t \in [0, 1 - \frac{2}{\rho \wedge \rho_n} \eta]$,

\begin{equation}
\frac{d}{dt} J_\delta(t) \leq C|\rho_n - \rho| + \int_{D_t} |r_n|.
\end{equation}

Recall the definition of $r_n$ in (4.6). Proposition 2.1 gives an upper bound for $|r_n|$, which along with Jensen’s inequality gives that

\begin{equation}
\int_{D_t} |r_n| \leq C \left( \int_{D_t} \frac{1}{n} \partial_2^2 F_n + \mathbb{E} \int_{D_t} \left( \partial_2 F_n - \partial_2 \bar{F}_n \right)^2 \right)^{\frac{1}{2}} + a_n
\end{equation}

for $a_n$ bounded as in (2.11). In view of (2.47), the first integral on the right-hand side of (4.21) can be bounded by $Cn^{-1}$. For the last integral in (4.21), we will show that

\begin{equation}
\mathbb{E} \int_{D_t} \left| \partial_2 (F_n - \bar{F}_n) \right|^2 \leq \Delta_{1,n}^2 \eta^{-\frac{1}{2}},
\end{equation}

for some $\Delta_{1,n}$ converging to 0 as $n \to \infty$. These estimates imply that

\[
\int_{D_t} |r_n| \leq C(n^{-\frac{1}{2}} + \Delta_{1,n} \eta^{-\frac{1}{2}} + a_n).
\]

This along with (4.20) implies that

\[
J_\delta(t) \leq J_\delta(0) + C(|\rho_n - \rho| + n^{-\frac{1}{2}} + \Delta_{1,n} \eta^{-\frac{1}{2}} + a_n), \quad t \in \left[0, 1 - \frac{2}{\rho \wedge \rho_n} \eta\right].
\]
Note that \( \lim_{n \to \infty} |\rho_n - \rho| = 0 \) by assumption (1) and \( \lim_{n \to \infty} a_n = 0 \) due to (2.11), assumptions (3) and (4), and (1.1). By (4.9) and (4.19), we have that
\[
\lim_{\delta \to 0} J_\delta(0) = \int_{D_0} |F_n(0, h) - f(0, h)| \, dh
\]
which converges to 0 as \( n \to \infty \) by assumption (2), (4.12) and the bounded convergence theorem. Hence, sending \( \delta \to 0 \), we derive that
\[
\sup_{t \in [0, 1 - \frac{2}{\rho \wedge \rho_n} \eta]} \int_{D_t} |F_n(t, h) - f(t, h)| \, dh \leq C(\Delta_{1,n} \eta^{-\frac{1}{4}} + \Delta_{2,n}) \]
for some \( \Delta_{2,n} \) that decays to 0 as \( n \to \infty \). We want to extend the above result from integrating over \( D_t \) to \( E_{n,t}(R) \) for \( t \in [0, 1] \). The definitions of \( E_{n,t}(R) \) in (4.5) and \( D_t \) in (4.18) give that
\[
|E_{n,t}(R) \setminus D_t| \leq C\eta, \quad \forall t \in \left[ 0, \frac{2}{\rho \wedge \rho_n} \eta \right],
\]
\[
|E_{n,t}(R)| \leq C\eta, \quad \forall t \in \left[ \frac{2}{\rho \wedge \rho_n} \eta, 1 \right].
\]
These along with (4.12) yield that
\[
\sup_{t \in [0, 1 - \frac{2}{\rho \wedge \rho_n} \eta]} \int_{E_{n,t}(R) \setminus D_t} |F_n(t, h) - f(t, h)| \, dh \leq C\eta,
\]
\[
\sup_{t \in [1 - \frac{2}{\rho \wedge \rho_n} \eta, 1]} \int_{E_{n,t}(R)} |F_n(t, h) - f(t, h)| \, dh \leq C\eta.
\]
Therefore, we obtain that
\[
\sup_{t \in [0, 1]} \int_{E_{n,t}(R)} |F_n(t, h) - f(t, h)| \, dh \leq C(\eta + \Delta_{1,n} \eta^{-\frac{1}{4}} + \Delta_{2,n}).
\]
Insert \( \eta = \Delta_{1,n}^{\frac{4}{5}} \) into the above display to see that the right-hand side of the above is bounded by \( C(\Delta_{1,n}^{\frac{4}{5}} + \Delta_{2,n}) \), which gives the desired result (4.4).

It remains to verify (4.22).

4.2.1. Proof of (4.22). By writing
\[
\mathbb{E} \int_{D_t} \left( |\partial_2(F_n - \bar{F}_n)|^2 \right) \, dh_1,
\]
it suffices to show that the term inside the parentheses is \( o(1) \eta^{-\frac{1}{2}} \) uniformly in \( t, h_1 \). Now, let us fix any \( (t, h_1) \) and investigate the integration with respect to \( h_2 \). Integration by parts yields that
\[
\int_{\eta}^{R(1-t)} \left| \partial_2(F_n - \bar{F}_n) \right|^2 = \left. (F_n - \bar{F}_n) \partial_2(F_n - \bar{F}_n) \right|_{h_2=R(1-t)} - \left. (F_n - \bar{F}_n) \partial_2(F_n - \bar{F}_n) \right|_{h_2=\eta} - \int_{\eta}^{R(1-t)} (F_n - \bar{F}_n) \partial_2^2(F_n - \bar{F}_n)
\]
\[
\leq \|F_n - \bar{F}_n\|_{L_{h_2}^\infty([0,R])} \left( \left| \partial_2(F_n - \bar{F}_n) \right|_{h_2=R(1-t)} + \left| \partial_2(F_n - \bar{F}_n) \right|_{h_2=\eta} \right)
\]
\[
+ \int_{\eta}^{R(1-t)} \left| \partial_2^2(F_n - \bar{F}_n) \right|.
\]
Let us estimate the last integral. By (2.49) and (2.50),
\[ \partial^2_2 F_n \geq 0, \quad \partial^2_2 F_n + C n^{-\frac{1}{2}} h_2^{-\frac{3}{2}} |Z'| > 0, \]
which implies that
\[
\int_\eta^{R(1-t)} |\partial^2_2 (F_n + F_n)| \leq \int_\eta^{R(1-t)} |\partial^2_2 F_n| + |\partial^2_2 F_n| \\
\leq \int_\eta^{R(1-t)} (\partial^2_2 F_n + \partial^2_2 F_n) + \int_\eta^{R(1-t)} 2C n^{-\frac{1}{2}} h_2^{-\frac{3}{2}} |Z'|.
\]
Applying integration by parts to the first integral after the second inequality gives that
\[
\int_\eta^{R(1-t)} |\partial^2_2 (F_n + F_n)| \\
\leq \left( |\partial^2_2 F_n| + |\partial^2_2 F_n| \right)_{h_2=R(1-t)} - \left( |\partial^2_2 F_n| + |\partial^2_2 F_n| \right)_{h_2=\eta} + C n^{-\frac{1}{2}} h_2^{-\frac{3}{2}} |Z'|
\leq C(1 + n^{-\frac{1}{2}} h_2^{-\frac{3}{2}} |Z'|)
\]
where the last inequality follows from the estimates of \( \partial^2 F_n \) in (2.47) and \( \partial_2 F_n \) in (2.48). Insert estimates (2.47) and (2.48), and the above display into (4.23) to get that
\[
\int_\eta^{R(1-t)} |\partial^2 (F_n - F_n)|^2 \leq C \| F_n - F_n \|_{L^2([0,R])}^2 (1 + n^{-\frac{1}{2}} h_2^{-\frac{3}{2}} |Z'|).
\]
Take expectations on both sides of this inequality, invoke the Cauchy–Schwarz inequality and use assumption (4) to conclude (4.22).

5. Auxiliary results

We collect proofs of Lemma 5.1 which verifies (1.11), Lemma 5.2 which gives the concentration of \( \frac{1}{n} |X^{(l)}|^2 \), and Lemma 5.4 which shows that the concentration condition (4) in Proposition 4.1 always holds.

5.1. Convergence of the averaged norm. Recall \( \rho_{l,n} \) from (1.10).

**Lemma 5.1.** Assume (H1)–(H3) for some \( L \in \mathbb{N} \). For each \( l \in \{0, 1, \ldots, L\} \), (1.11) holds for \( \rho_l \) defined iteratively by
\[
\rho_0 = \mathbb{E} |X_1|^2 \\
\rho_l = \mathbb{E} \left| \varphi_l \left( \sqrt{\rho_{l-1}} \Phi^{(l)}_{11}, A^{(l)}_1 \right) \right|^2.
\]

In (5.1), \( \Phi^{(l)}_{11} \) is a standard Gaussian random variable independent of \( A^{(l)}_1 \). Examining the proof below, we can see that the lemma is still valid (with \( \rho_0 \) defined as a limit) if we replace (H1) and (H2) by weaker assumptions that \( \frac{1}{n} |X|^2 \) converges in probability together with (h1), and that \( \varphi_l \) is Lipschitz for all \( l \).

**Proof.** It suffices to show that
\[
\lim_{n \to \infty} \mathbb{E} \left| \frac{|X^{(l)}|^2}{n_l} - \rho_l \right|^2 = 0.
\]
Since \( X^{(l)} \) is assumed to consist of bounded i.i.d. entries and \( \rho_0 = \mathbb{E} |X_j|^2 \) for all \( j = 1, 2, \ldots, n \), it is immediate that (5.2) holds for \( l = 0 \). We proceed by induction. Now, we
We start by estimating the first term on the right. It is clear from (1.3) that, conditioned on \(X^{(l-1)}\), \((|X_j^{(l)}|^2)_{j=1}^{n_l}\) is a sequence of i.i.d. random variables. Hence, the first term can be rewritten as

\[
2 \mathbb{E}\left[\frac{1}{n_l} \sum_{j=1}^{n_l} \mathbb{E}(l) \left|X_j^{(l)} - \mathbb{E}(l)\right| X_j^{(l)} \right|^2.
\]

Since \(X_j^{(l)}\) is bounded, we can see that the first term is bounded by \(Cn_l^{-1}\). Now, we turn to the second term. Using (1.3), we can compute that

\[
\mathbb{E}(l) \left|X^{(l)}\right|^2 = g \left(\left|\frac{X^{(l-1)}}{n_{l-1}}\right|^2\right)
\]

where

\[
g(\sigma) = \mathbb{E} \left[\varphi_l \left(\sqrt{\sigma} \Phi_1^{(l)}, A_1^{(l)}\right)\right]^2.
\]

Since \(\varphi_l\) is assumed to have bounded derivatives, we can see that \(g\) is \(\frac{1}{2}\)-Hölder continuous. Rewriting (5.1) as \(\rho_l = g(\rho_{l-1})\), we can bound the second term in (5.3) by

\[
2 \mathbb{E} \left|g \left(\frac{|X^{(l-1)}|^2}{n_{l-1}}\right) - g(\rho_{l-1})\right|^2 \leq C \mathbb{E} \left|\frac{|X^{(l-1)}|^2}{n_{l-1}} - \rho_{l-1}\right|^2
\]

which converges to 0 due to the induction step showing that (5.2) holds for \(l - 1\). This finishes the induction step showing that (5.2) holds for \(l\) and thus completes the proof. \(\square\)

5.2. Concentration of the norm. The goal is to show the following lemma.

**Lemma 5.2.** Assume (H1)–(H3) for some \(L \in \mathbb{N}\). There is a constant \(C > 0\) such that, for every \(n \in \mathbb{N}\),

\[
\text{Var} \left[\frac{1}{n_L} |X^{(L)}|^2\right] \leq \frac{C}{n}.
\]

To prove this, we need a classic result on concentration.

**Lemma 5.3.** Let \(A_1, A_2, \ldots, A_n\) be independent random variables with values in some space \(\mathcal{X}\). Suppose that a function \(f: \mathcal{X}^n \to \mathbb{R}\) satisfies

\[
\sup_{a_1 \in \mathcal{A}^n} \sup_{a_i \in \mathcal{X}} |f(a_1, \ldots, a_n) - f(a_1, \ldots, a_{i-1}, a_i', a_{i+1}, \ldots, a_n)| \leq c
\]

for some \(c > 0\). Then, \(\text{Var}[f(A)] \leq \frac{1}{4} nc^2\).

This is a corollary of the Efron–Stein inequality. We refer to [8, Corollary 3.2] for a proof.

**Proof of Lemma 5.2.** Setting

\[
g_L(x) = \frac{1}{n_L} |x|^2, \quad \forall x \in \mathbb{R}^n_L,
\]

we have that
\begin{equation}
\tag{5.4}
g_L \left( X^{(L)} \right) = \frac{1}{n_L} \left| X^{(L)} \right|^2.
\end{equation}
For \( l \in \{0, 1, \ldots, L - 1\} \), we can iteratively define
\begin{equation}
\tag{5.5}
g_l(x) = \mathbb{E} \left[ g_{l+1} \left( \frac{1}{\sqrt{n_l}} \Phi^{(l+1)} x, A^{(l+1)} \right) \right], \quad \forall x \in \mathbb{R}^{n_l}.
\end{equation}
Due to (1.3), this implies that
\[ g_l \left( X^{(l)} \right) = \mathbb{E} \left[ g_{l+1} \left( X^{(l+1)} \right) \right]. \]
For convenience, we also set
\[ X^{(-1)} = 0, \quad g_{-1}(0) = \mathbb{E} \left[ g_0 \left( X^{(0)} \right) \right]. \]
Iterating these yields that
\[ g_{-1} \left( X^{(-1)} \right) = \mathbb{E} \left[ g_L \left( X^{(L)} \right) \right] = \mathbb{E} \left[ \frac{1}{n_L} \left| X^{(L)} \right|^2 \right], \]
which along with (5.4) gives that
\[ \text{Var} \left[ \frac{1}{n_L} \left| X^{(L)} \right|^2 \right] = \mathbb{E} \left[ \left( g_L \left( X^{(L)} \right) \right)^2 - \left( g_{-1} \left( X^{(-1)} \right) \right)^2 \right] \]
\[ = \sum_{l=0}^{L} \mathbb{E} \left[ \left( g_l \left( X^{(l)} \right) \right)^2 - \left( g_{l-1} \left( X^{(l-1)} \right) \right)^2 \right] \]
\[ = \sum_{l=0}^{L} \mathbb{E} \left[ \left( g_l \left( X^{(l)} \right) - \mathbb{E} \left[ g_l \left( X^{(l)} \right) \right] \right)^2 \right]. \]
Then, the desired result follows if we can show that, for all \( l \in \{0, 1, \ldots, L\} \),
\begin{equation}
\tag{5.6}
\mathbb{E} \left[ \left( g_l \left( X^{(l)} \right) - \mathbb{E} \left[ g_l \left( X^{(l)} \right) \left| X^{(l-1)} \right. \right] \right)^2 \right] \leq \frac{C}{n}.
\end{equation}
For \( l = L \), since \( X^{(L)} \) has i.i.d. entries when conditioned on \( X^{(L-1)} \) due to (1.3), the left-hand side of (5.6) is given by
\[ \mathbb{E} \left[ \mathbb{E}^{(L)} \left[ \left( \frac{1}{n_L} \left| X^{(L)} \right|^2 - \mathbb{E}^{(L)} \frac{1}{n_L} \left| X^{(L)} \right|^2 \right)^2 \right] \right] \]
\[ = \frac{1}{n_L} \mathbb{E} \left[ \left( \left| X_1^{(L)} \right|^2 - \mathbb{E}^{(L)} \left| X_1^{(L)} \right|^2 \right)^2 \right] \leq \frac{C}{n_L} \]
where \( \mathbb{E}^{(L)} \) is the expectation with respect to \( \Phi^{(L)} \) and \( A^{(L)} \).

Now, let \( l \leq L - 1 \). Due to (1.3), \( X^{(l)} \) has i.i.d. entries when conditioned on \( X^{(l-1)} \). Recall the notation (1.2). Due to (1.3), viewing \( X^{(L)} \) as a deterministic function of \( \Phi^{[l+1,m]}, A^{[l+1,m]} \) and \( X^{(l)} \), and using (5.5), we can check inductively that
\[ g_l \left( X^{(l)} \right) = \mathbb{E} \left[ \frac{1}{n_L} \left| X^{(L)} \right|^2 \right]. \]
Then, using (1.3) and the chain rule, we can compute that for \( i_l \in \{1, 2, \ldots, n_l\} \),
\begin{equation}
\tag{5.7}
\frac{\partial g_l \left( X^{(l)} \right)}{\partial X^{(l)}_{i_l}} = \frac{2}{n_L} \sum_i \left[ \frac{\partial g_l \left( X^{(l)} \right)}{\partial X^{(l)}_{i_l}} \mathbb{E} \left[ \frac{\Phi^{(l+1)}_{ii_l, i_l} \Phi^{(l+2)}_{ii_{i_l} i_{i_l}, i_{i_l}}}{\sqrt{n_l} \sqrt{n_{l+1}} \sqrt{n_{l+2}} \sqrt{n_{L-2}} \sqrt{n_{L-1}}} \right] \right].
\end{equation}
where the summation is over
\[(5.8) \quad i = (i_{l+1}, i_{l+2}, \ldots, i_{L}) \in \prod_{m=l+1}^{L} \{1, \ldots, n_{m}\}\]
and
\[\varphi_{im}^{(m)} = \varphi'_{lm} \left( \frac{1}{\sqrt{n_{m-1}}} (\Phi^{(m)}(X^{(m-1)})_{im}, A^{(m)}_{im}) \right), \quad \forall i_m \in \{1, \ldots, n_{m}\}.\]
The derivative on \(\varphi_{m}\) is with respect to its first argument.

To proceed, we want to perform the Gaussian integration by parts one every \(\Phi^{(m)}_{lm,im-1}\) in every summand on the right-hand side of (5.7). The heuristics is that since \(\Phi^{(m)}_{lm,im-1}\) always appears in the form of \(\frac{1}{\sqrt{n_{m-1}}} \Phi^{(m)} X^{(m-1)}\), we expect to obtain an extra factor of order \(n^{-\frac{1}{2}}\) after performing one instance of integration by parts. However, due to the layered structure given in (1.3) and the chain rule, the differentiation involved in the process of integration by parts may produce new terms, the number of which grows as \(n\) increases. To cancel this effect, we need to perform more instances of integration by parts on Gaussian variables introduced by the chain rule.

The above heuristics is made rigorous by Corollary 5.7 which follows from a more general result Lemma 5.6. Applying Corollary 5.7, we obtain that each summand in (5.7) is over \(O(n^{L-l})\) many terms. Therefore, we conclude that, for each \(l \in \{1, 2, \ldots, n\}\),
\[\left| \frac{\partial g_{l}(X^{(l)})}{\partial X^{(l)}_{i_l}} \right| \leq \frac{C}{n}.\]
Invoking Lemma 5.3, we obtain that there is a constant \(C\) such that, for almost every realization of \(X^{(l-1)}\),
\[\mathbb{E} \left[ \left( g_{l} \left( X^{(l)} \right) - \mathbb{E} \left[ g_{l} \left( X^{(l)} \right) \big| X^{(l-1)} \right] \right)^{2} \left| X^{(l-1)} \right] \right] \leq \frac{C}{n},\]
which then gives (5.6) and completes the proof.

5.3. Concentration of the free energy. Recall the definitions of \(P_{\beta,L,n}, H_{\beta,L,n}\) and \(F_{\beta,L,n}\) given in (1.6), (2.6), and (2.8). The goal is to show the lemma below.

**Lemma 5.4.** Assume (H1)–(H3) for some \(L \in \mathbb{N}\). For every \(\beta \geq 0\), and \(M \geq 1\), there is a constant \(C > 0\) such that
\[\sup_{t \in [0,1], \ h_{1} \in [0, \rho_{0}(1-t)]} \mathbb{E} \left[ \frac{1}{2} \left\| F_{\beta,L,n} - F_{\beta,L,n} \right\|_{L_{h_{1}}^{\infty}([0,M])}^{2} (t, h_{1}) \right] \leq \frac{C}{\sqrt{n}}.\]

The remaining part of this subsection is devoted to the proof of this lemma. In addition to Lemma 5.3, we recall one more classic result on concentration.

**Lemma 5.5.** Let \(Z = (Z_{1}, Z_{2}, \ldots, Z_{n})\) be a standard Gaussian vector and \(f : \mathbb{R}^{n} \to \mathbb{R}\) be a continuously differentiable function. Then \(\text{Var}[f(Z)] \leq \mathbb{E} |\nabla f(Z)|^{2}\).

This result is often called the Gaussian Poincaré inequality, whose proof we refer to that of [8, Theorem 3.20].
Let $h_2 \in [0, M]$. In the following, $C > 0$ denotes a deterministic constant independent of $n$, which may differ from line to line. We also absorb $M$ and $\beta$ into $C$. For simplicity, we write $H = H_{\beta,L,n}$ and $F = F_{\beta,L,n}$. In addition, we set

$$
\Gamma(s,a^{(L)}) = \varphi_L(S,A^{(L)}) - \varphi_L(s,a^{(L)}),
$$

where $S$ and $s$ are defined in (2.2) and (2.3), respectively, and

$$
a^{(L)} \in \mathbb{R}^{n_L \times k_L}
$$

is of the same size as $A^{(L)}$. In view of (1.6) and (2.6), note that $H$ can be rewritten as

$$
H(x,w,a) = \log \left( \int e^{-\frac{1}{2} \sqrt{3} \Gamma(s,a^{(L)}) + Z^2} dP_{A^{(L)}}(a^{(L)}) + \sqrt{h_2 Y' \cdot x^{(L-1)} - \frac{h_2}{2} |x^{(L-1)}|^2},
$$

where $Y'$ is given in (2.5) and $a = (a^{(1)}, \ldots, a^{(L-1)})$ appearing in $x^{(L-1)}$ is defined in (1.5). We introduce the Hamiltonian

$$
\tilde{H}(x,w,a,a^{(L)}) = -\frac{1}{2} \left( 2 \sqrt{\beta} Z \cdot \Gamma(s,a^{(L)}) + \beta |\Gamma(s,a^{(L)})|^2 \right) + \sqrt{h_2 Y' \cdot x^{(L-1)} - \frac{h_2}{2} |x^{(L-1)}|^2},
$$

and the associated free energy

$$
\tilde{F} = \frac{1}{n} \log \int e^{\tilde{H}(x,w,a,a^{(L)})} dP_X(x) dP_W(w) dP_{A^{(1,L-1)}}(a) dP_{A^{(L)}}(a^{(L)}).
$$

Then, using these and the definition of $F$ in terms of $H$ in (2.8), we can see that

$$
F = \tilde{F} - \frac{1}{2n} |Z|^2,
$$

which implies that

$$
\text{Var}(F) \leq 2 \text{Var}(\tilde{F}) + 2 \text{Var}\left( \frac{1}{2n} |Z|^2 \right) \leq 2 \text{Var}(\tilde{F}) + \frac{C}{n},
$$

where we used the fact that $Z$ is a standard Gaussian vector in $\mathbb{R}^{n_L}$. Therefore, it suffices to study $\text{Var}(\tilde{F})$. In the sequel, we denote by $\langle \cdot \rangle$ the Gibbs measure with Hamiltonian $\tilde{H}$.

Recall the notation (1.2). Note that $\tilde{F}$ is a function of $Z, Z', V, W, A^{(L)}, \Phi^{[1,L]}, X^{(L-1)}$, where the dependence on $Z$ is in (5.11); $\Phi^{(L)}, X^{(L-1)}, V, W$ appear in $S$ defined in (2.2); $X^{(L-1)}, Z'$ appear in $Y'$ defined in (2.5); $A^{(L)}$ appears in (5.9); $\Phi^{[1,L-1]}$ appears in $x^{(L-1)}$ defined in (1.5); and finally $\Phi^{(L)}, V, x^{(L-1)}$ appear in $s$ defined in (2.3).

The plan is to prove concentration of $\tilde{F}$ conditioned on subsets of these random variables, and then combine them together. The order of conditioning matters and we proceed as in [15]. Lastly, to get concentration uniformly in $h_2 \in [0, M]$, we will apply an $\varepsilon$-net argument.

5.3.1. **Concentration conditioned on $V, W, A^{(L)}, \Phi^{[1,L]}, X^{(L-1)}$.** Denote by $\mathbb{E}_{Z,Z'}$ the expectation with respect to only $Z$ and $Z'$. We want to show that

$$
\mathbb{E}_{Z,Z'} (\tilde{F} - \mathbb{E}_{Z,Z'} \tilde{F})^2 \leq \frac{C}{n},
$$

for almost every realization of other randomness.

For simplicity, we write $\Gamma = \Gamma(s,a^{(L)})$ from now on. We fix any realization of other randomness. Note that $Z$ appears only in (5.11) and $Z'$ appears only in $Y'$ (defined in
Then, we can compute that
\[
\left| \frac{\partial \widehat{E}}{\partial Z_j} \right| = \frac{1}{n} \left| \left( \sqrt{\beta} \Gamma_j \right) \right| \leq \frac{C}{n}, \quad \forall j \in \{1, 2, \ldots, n_L\}
\]
\[
\left| \frac{\partial \widehat{E}}{\partial Z_i^l} \right| = \frac{1}{n} \left| \sqrt{h_2 \left( x_i^{(L-1)} \right)} \right| \leq \frac{C}{n}, \quad \forall i \in \{1, 2, \ldots, n_{L-1}\},
\]
where we used the boundedness of \( \varphi_L \), and the boundedness of \( x^{(L-1)} \) to get the inequalities. Hence, we have that \( |\nabla_{Z,Z'} \widehat{F}| \leq C n^{-\frac{1}{2}} \) and thus, by Lemma 5.5, obtain (5.13).

5.3.2. Concentration conditioned on \( A^{(L)}, \Phi^{[1,L]}, X^{(L-1)} \). Set \( g = (Z, Z', V, W, \Phi^{(L)}) \), and let \( \mathbb{E}_g \) be the expectation with respect to these Gaussian random variables. We want to show that, a.s.,
\[
\mathbb{E}_g \left( \mathbb{E}_{Z,Z'} \widehat{F} - \mathbb{E}_g \widehat{F} \right)^2 \leq \frac{C}{n}.
\]
Note that \( V \) appears in both \( S \) (defined in (2.2)) and \( s \) (defined in (2.3)) in \( \Gamma \) and \( W \) appears only in \( S \). Hence, in view of (5.9), using the boundedness for the derivatives of \( \varphi_L \), we can verify that
\[
\left| \frac{\partial \mathbb{E}_{Z,Z'} \widehat{F}}{\partial V_j} \right| = \frac{1}{n} \left| \mathbb{E}_{Z,Z'} \left( (\sqrt{\beta Z_j + \beta \Gamma_j}) \frac{\partial \Gamma_j}{\partial V_j} \right) \right| \leq \frac{C}{n}, \quad \forall j \in \{1, 2, \ldots, n_L\},
\]
\[
\left| \frac{\partial \mathbb{E}_{Z,Z'} \widehat{F}}{\partial W_j} \right| = \frac{1}{n} \left| \mathbb{E}_{Z,Z'} \left( (\sqrt{\beta Z_j + \beta \Gamma_j}) \frac{\partial \Gamma_j}{\partial W_j} \right) \right| \leq \frac{C}{n}, \quad \forall j \in \{1, 2, \ldots, n_L\}.
\]
On the other hand, \( \Phi^{(L)} \) only appear in both \( S \) and \( s \). Due to the computation that
\[
\frac{\partial \Gamma_j}{\partial \Phi_{jk}^{(L)}} = \sqrt{\frac{t}{n_{L-1}}} \left( \varphi_L' \left( S, A^{(L)} \right) X_k^{(L-1)} - \varphi_L' \left( s, a^{(L)} \right) x_k^{(L-1)} \right),
\]
where \( \varphi_L' \) is the derivative with respect to its first argument, and the boundedness of the derivatives of \( \varphi_L \), we also can show that
\[
\left| \frac{\partial \mathbb{E}_{Z,Z'} \widehat{F}}{\partial \Phi_{jk}^{(L)}} \right| = \frac{1}{n} \left| \mathbb{E}_{Z,Z'} \left( (\sqrt{\beta Z_j + \beta \Gamma_j}) \frac{\partial \Gamma_j}{\partial \Phi_{jk}^{(L)}} \right) \right| \leq \frac{C}{n^{\frac{3}{2}}},
\]
for all \( j \in \{1, \ldots, n_L\} \) and \( k \in \{1, \ldots, n_{L-1}\} \). Therefore,
\[
|\nabla_{V,W,\Phi^{(L)}} \mathbb{E}_{Z,Z'} \widehat{F}|^2 = \sum_{j=1}^{n_L} \left| \frac{\partial \mathbb{E}_{Z,Z'} \widehat{F}}{\partial V_j} \right|^2 + \sum_{j=1}^{n_L} \left| \frac{\partial \mathbb{E}_{Z,Z'} \widehat{F}}{\partial W_j} \right|^2 + \sum_{j=1}^{n_L} \sum_{k=1}^{n_{L-1}} \left| \frac{\partial \mathbb{E}_{Z,Z'} \widehat{F}}{\partial \Phi_{jk}^{(L)}} \right|^2 \leq \frac{C}{n},
\]
which together with Lemma 5.5 implies (5.14).

5.3.3. Concentration conditioned on \( \Phi^{[1,L]}, X^{(L-1)} \). Fixing any realization of other randomness, we express \( \mathbb{E}_g \widehat{F} = g(A^{(L)}) \) as a function of \( A^{(L)} \). Then, we fix a realization of \( A^{(L)} \) and let \( A'^{(L)} \) be another realization such that \( A'^{(L)}_j = A^{(L)}_j \) for all \( j \) except for some \( j = i \). We want to show that there is an absolute constant \( C \) such that
\[
|g(A^{(L)}) - g(A'^{(L)})| \leq \frac{C}{n},
\]
which by Lemma 5.3 implies that, a.s.,
\[
\mathbb{E}_{g,A^{(L)}} \left( \mathbb{E}_g \widehat{F} - \mathbb{E}_{g,A^{(L)}} \widehat{F} \right)^2 \leq \frac{C}{n},
\]
We denote by \((\cdot)_R\) the Gibbs measure with \(A^{(L)}\) and \((\cdot)_R'\) the Gibbs measure with \(A'^{(L)}\). Using the definition of \(g\), we can verify that
\[
g(A^{(L)}) - g(A'^{(L)}) = \frac{1}{n} E_g \log (e^\tilde{H} - \tilde{H}')_{\tilde{R}'}.
\]
By Jensen’s inequality, we have that
\[
g(A^{(L)}) - g(A'^{(L)}) \geq \frac{1}{n} E_g (\tilde{H} - \tilde{H}')_{\tilde{R}'}.
\]
Symmetrically,
\[
g(A'^{(L)}) - g(A^{(L)}) \geq \frac{1}{n} E_g (\tilde{H}' - \tilde{H})_{\tilde{R}'}.
\]
Using (5.9), (5.11) and the definitions of \(A^{(L)}\) and \(A'^{(L)}\), we have that
\[
\tilde{H} - \tilde{H}' = \frac{1}{2} (\Gamma_i' - \Gamma_i) (2Z_i + \Gamma_i + \Gamma_i')
\]
where \(\Gamma_i\) and \(\Gamma_i'\) correspond to \(A^{(L)}\) and \(A'^{(L)}\), respectively. Together with the boundedness of \(\Gamma, \Gamma'\), the above three displays yield (5.15) and thus imply the desired result (5.16).

5.3.4. Iteration. Note that in (5.16), we can rewrite that
\[
E_{g,A^{(L)}} \tilde{F} = E\left[\tilde{F} \mid X^{(L-1)}, \Phi^{[1,L]}\right].
\]
To proceed, we claim that
\[
E\left(E\left[\tilde{F} \mid X^{(l)}, \Phi^{[1,l]}\right] - E\left[\tilde{F} \mid X^{(l-1)}, \Phi^{[1,l]}\right]\right)^2 \leq \frac{C}{n}, \quad \forall l \in \{0, 1, \ldots, L - 1\},
\]
(5.17)
\[
E\left(E\left[\tilde{F} \mid X^{(l-1)}, \Phi^{[1,l-1]}\right] - E\left[\tilde{F} \mid X^{(l-1)}, \Phi^{[1,l]}\right]\right)^2 \leq \frac{C}{n}, \quad \forall l \in \{1, \ldots, L - 1\},
\]
(5.18)
where \(X^{(l-1)}\) and \(\Phi^{[1,0]}\) are understood to be constantly 0 (or any constant). Given the above, we can iterate these to see that
\[
E\left(E\left[\tilde{F} \mid X^{(L-1)}, \Phi^{[1,L-1]}\right] - E\left[\tilde{F}\right]\right)^2 \leq \frac{C}{n}.
\]
(5.19)
Combining (5.12), (5.13), (5.14), (5.16) and (5.19) yields the pointwise concentration
\[
E\left[(F - \tilde{F})^2 (t, h)\right] \leq \frac{C}{n}, \quad \forall (t, h) \in \Omega_{\rho_n} \cap \{|h_2| \leq M\}.
\]
(5.20)
Then, let us prove the assertions (5.17) and (5.18).

5.3.5. Proof of (5.17). Due to the expression (1.3) and the fact that \(\tilde{F}\) depends on \(X^{(l-1)}\) only through \(X^{(l)}\), we can see that
\[
E\left[\tilde{F} \mid X^{(l)}, \Phi^{[1,l]}\right] = E\left[\tilde{F} \mid X^{(l)}, X^{(l-1)}, \Phi^{[1,l]}\right].
\]
Also, note that \(X^{(l)}\) consists of i.i.d. entries when conditioned on \(X^{(l-1)}\). Hence, we want to apply Lemma 5.3. Since each entry of \(X^{(l)}\) is bounded uniformly in \(n\), to verify the condition in Lemma 5.3, it suffices to obtain bounds for derivatives of \(E\tilde{F}\) with respect to \(X^{(l)}\), where \(\tilde{E} = E[\cdot | X^{(l)}, X^{(l-1)}, \Phi^{[1,l]}]\).
We introduce the following notation:

\begin{align}
&\varphi_s^{(L)} = \varphi_L(S, A^{(L)}), \\
&\tilde{\varphi}_s^{(L)} = \tilde{\varphi}_L(s, A^{(L)}), \\
&\varphi_m^{(m)} = \varphi_m'(\frac{1}{\sqrt{n}} \Phi^{(m)} X^{(m-1)}, A^{(m)}), \quad \forall m \in \{1, \ldots, L\}, \\
&\tilde{\varphi}_m^{(m)} = \tilde{\varphi}_m'(\frac{1}{\sqrt{n}} \Phi^{(m)} x^{(m-1)}, a^{(m)}), \quad \forall m \in \{1, \ldots, L\}, \\
&\varphi_s^{(L)} = \varphi_L'(S, A^{(L)}), \\
&\tilde{\varphi}_s^{(L)} = \tilde{\varphi}_L'(s, A^{(L)}),
\end{align}

(5.21)

where \( \varphi_m' \) is the derivative with respect to its first argument. For \( i_l \in \{1, \ldots, n_l\} \), we can compute that

\[
\frac{\partial \bar{E} \bar{F}}{\partial X_{i_l}^{(l)}} = -\frac{1}{n} E \left( (\sqrt{\beta} Z + \beta \Gamma) \cdot \partial_{X_{i_l}} \Gamma \right) + \frac{1}{n} E \left( h_2 x^{(L-1)} \cdot \partial_{X_{i_l}} X^{(L-1)} \right)
\]

\[
(5.22) = -\frac{\sqrt{\beta}}{n} \sum_i E \left[ \sqrt{\beta} Z_{i_l} + \beta \left( \varphi_s^{(L)} - \tilde{\varphi}_s^{(L)} \right) \varphi_{i_l}^{(l+1)} \varphi_{i_l}^{(l-1)} \varphi_{i_l}^{(L)} \Phi_{i_l,i_l}^{(L)} \right]
\]

\[
+ \frac{h_2}{n} \sum_{i'} E \left[ x_{i_l}^{(l-1)} \varphi_{i_l}^{(i+1)} \varphi_{i_l}^{(L)} \Phi_{i_l,i_l}^{(i+1)} \right]
\]

\[
+ \frac{h_2}{n} \sum_{i'} E \left[ x_{i_l}^{(l-1)} \varphi_{i_l}^{(L)} \Phi_{i_l,i_l}^{(L)} \right]
\]

where \( \Sigma_i \) is over (5.8) and \( \Sigma_{i'} \) is over

\[
(5.24) \quad i' = (i_{l+1}, i_{l+2}, \ldots, i_{L-1}) \in \prod_{m=l+1}^{L-1} \{1, \ldots, n_m\},
\]

respectively. The treatments for (5.22) and (5.23) are similar to that for (5.7), where the main tool is the Gaussian integration by parts summarized in Corollary 5.7. Recall that heuristics were given below (5.7). Now, applying Corollary 5.7 to each summand in (5.22), we obtain that, for every \( i \), the summand in (5.22) has its absolute value bounded by \( C n^{-(L-1)} \). Since \( \Sigma_i \) is over \( O(n^{L-1}) \) many terms, we conclude that the part in (5.22) is bounded from both sides by \( C n^{-1} \). Analogous arguments can be applied to (5.23) to derive a similar bound. Hence,

\[
\left| \frac{\partial \bar{E} \bar{F}}{\partial X_{i_l}^{(l)}} \right| \leq \frac{C}{n}, \quad \forall i_l \in \{1, \ldots, n_l\},
\]

and thus Lemma 5.3 yields (5.17).

5.3.6. Proof of (5.18). Let us redefine \( \bar{E} = E \left[ \cdot | X^{(l-1)}, \Phi^{(L)} \right] \). For \( i_l \in \{1, \ldots, n_l\} \), \( i_{l-1} \in \{1, \ldots, n_{l-1}\} \), we can compute

\[
\frac{\partial \bar{E} \bar{F}}{\partial \Phi_{i_l,i_{l-1}}^{(l-1)}} = -\frac{1}{n} E \left( (\sqrt{\beta} Z + \beta \Gamma) \cdot \partial_{\Phi_{i_l,i_{l-1}}^{(l-1)}} \Gamma \right) + \frac{1}{n} E \left( h_2 x^{(L-1)} \cdot \partial_{\Phi_{i_l,i_{l-1}}^{(l-1)}} X^{(L-1)} \right)
\]

\[
+ \frac{1}{n} E \left( h_2 x^{(L-1)} + \sqrt{h_2} Z' - h_2 x^{(L-1)} \right) \cdot \partial_{\Phi_{i_l,i_{l-1}}^{(l-1)}} x^{(L-1)}
\]

\[
= I_1 + I_2 + I_3.
\]
Here,

\[
I_1 = -\frac{1}{n} \sum_i \mathbb{E} \left[ \left( \sqrt{\beta} Z_{iL} + \beta \left( \varphi_{s,iL} - \varphi_{s,iL} \right) \right) \frac{X_{iL}^{(l-1)}}{\sqrt{n_i}} \varphi_{i,i_{1i}^{(1)}} \cdots \varphi_{i,i_{1i}^{(L)}} \frac{\Phi_{i_{1i}^{(1)},i_{1i}^{(1)}}^{(l+1)}}{\sqrt{n_{1i}^{(1)}}} \cdots \frac{\Phi_{i_{1i}^{(L)},i_{1i}^{(L)}}^{(L)}}{\sqrt{n_{1i}^{(L)}}} \right]
\]

\[
I_2 = \frac{1}{n} \sum_i \frac{\mathbb{E}}{\sqrt{n_i}} \left[ \left( h_2 X_{iL-1}^{(L-1)} + \sqrt{h_2} Z_{iL-1}^{(L-1)} - h_2 X_{iL-1}^{(L-1)} \right) \frac{x_{iL-1}^{(l-1)}}{\sqrt{n_i}} \varphi_{i,i_{1i}^{(1)}} \cdots \varphi_{i,i_{1i}^{(L)}} \frac{\Phi_{i_{1i}^{(1)},i_{1i}^{(1)}}^{(l+1)}}{\sqrt{n_{1i}^{(1)}}} \cdots \frac{\Phi_{i_{1i}^{(L)},i_{1i}^{(L)}}^{(L)}}{\sqrt{n_{1i}^{(L)}}} \right]
\]

\[
I_3 = \frac{1}{n} \sum_i \mathbb{E} \left[ \left( h_2 X_{iL-1}^{(L-1)} + \sqrt{h_2} Z_{iL-1}^{(L-1)} - h_2 X_{iL-1}^{(L-1)} \right) \frac{x_{iL-1}^{(l-1)}}{\sqrt{n_i}} \varphi_{i,i_{1i}^{(1)}} \cdots \varphi_{i,i_{1i}^{(L)}} \frac{\Phi_{i_{1i}^{(1)},i_{1i}^{(1)}}^{(l+1)}}{\sqrt{n_{1i}^{(1)}}} \cdots \frac{\Phi_{i_{1i}^{(L)},i_{1i}^{(L)}}^{(L)}}{\sqrt{n_{1i}^{(L)}}} \right]
\]

where \( i \) and \( i' \) are given in (5.8) and (5.24), respectively.

Similar to the the treatments for (5.22) and (5.23), applying Corollary 5.7, we can see that \(|I_1|, |I_2|, |I_3| \leq C n^{-\frac{1}{2}}\), which implies that

\[
\left| \frac{\partial F}{\partial \Phi_{i_{1i}^{(l)},i_{1i}^{(l-1)}}^{(l)}} \right| \leq \frac{C}{n^{\frac{1}{2}}}, \quad \forall i \in \{1, \ldots, n\}, \ i_{l-1} \in \{1, \ldots, n_{l-1}\}.
\]

Now, we can conclude that \( |\nabla \Phi^{(l)} \mathbb{E} F| \leq C n^{-\frac{1}{2}} \) and thus (5.18) by Lemma 5.5.

5.3.7. An \( \varepsilon \)-net argument. By (2.47) and (2.48), there is \( C \) such that, for all \( t, h_1 \) and all \( h_2, h'_2 \in \mathbb{R}^+ \) satisfying \( |h_2 - h'_2| \leq 1 \),

\[
\left| (F - \overline{F})(t, h_1, h_2) - (F - \overline{F})(t, h_1, h'_2) \right| \leq C \left( 1 + n^{-\frac{1}{2}} |Z'\right) |h_2 - h'_2|^{\frac{3}{2}}.
\]

Setting \( E_\varepsilon = [0, M] \cap \{ \varepsilon, 2\varepsilon, 3\varepsilon, \ldots \} \) for \( \varepsilon \in (0, 1) \), we have that, for all \( t, h_1 \),

\[
\mathbb{E} \left[ \left\| F - \overline{F} \right\|_{L^\infty_{\mu_2}(0, M)}^2(t, h_1) \right] \leq \mathbb{E} \left[ \sup_{h_2 \in E_\varepsilon} \left( F - \overline{F} \right)^2(t, h_1) \right] + \mathbb{E} \left[ C \left( 1 + n^{-\frac{1}{2}} |Z'\right) \right] \varepsilon \]

\[
\leq \sum_{h_2 \in E_\varepsilon} \mathbb{E} \left[ (F - \overline{F})^2(t, h_1) \right] + C \varepsilon \leq C \left( \varepsilon^{-1} n^{-1} + \varepsilon \right),
\]

where the last inequality follows from (5.20). Optimizing this by taking \( \varepsilon = n^{-\frac{1}{2}} \) completes the proof of Lemma 5.4.

5.4. Multiple Gaussian integration by parts. Denote by \( \cdot \) the Gibbs measure with Hamiltonian \( \overline{H} \) given in (5.11). Recall the variables \( x, w, a, a^{(L)} \) in \( \overline{H} \), and also the definition of \( s \) in (2.3). For \( \gamma \in \mathbb{N} \cup \{0\} \), we enumerate the replicas, i.e., i.i.d. copies of \( x, w, a, a^{(L)}, s \) under \( \cdot \), as

\[
x^{(1)}, \ w^{(1)}, \ a^{(1)}, \ a^{(L), (1)}, \ s^{(1)}.
\]
Recall the definition of $x^{(L-1)}$ in (1.5), and we want to extend this. Using (1.3) iteratively, for every $l \in \{0, \ldots, L\}$, we can find a deterministic function $\zeta_l$ satisfying

$$X^{(l)} = \zeta_l\left(X^{(0)}, A^{[1,l]}, \Phi^{[1,l]}\right)$$

where we understand that $A^{[1,0]} = 0$ and $\Phi^{[1,0]} = 0$. Replacing $X^{(0)}, A^{[1,l]}$ above by $x$ and projections of $(a, a^{(L)})$, we can define $x^{(l)}$ in a way analogous to (1.5):

$$x^{(l)} = \zeta_l\left(x, \pi_{[1,l]}(a, a^{(L)}), \Phi^{[1,l]}\right)$$

where $\pi_{[1,l]}$ is the projection of the first $\sum_{m=1}^{l} n_m k_m$ coordinates into $\prod_{m=1}^{l} \mathbb{R}^{n_m \times k_m}$ (recall $a = (a^{(1)}, \ldots, a^{(L-1)})$ given in (1.5) and $a^{(L)}$ in (5.10)). For $\gamma \in \mathbb{N} \cup \{0\}$, we denote by $x^{(l)\gamma}$ the $\gamma$-th replica of $x^{(l)}$. We also set $\tilde{\mathcal{H}}^{(\gamma)}$ to be $\mathcal{H}$ with variables replaced by their $\gamma$-th replicas.

Recall $S$ in (2.2). For $\nu \in \mathbb{N} \cup \{0\}$, $\gamma \in \mathbb{N} \cup \{0\}$, $j \in \{1, \ldots, n_m\}$, we introduce

$$\varphi^{(m|\nu)}_{j} = \frac{\partial^r}{\partial r^r} \varphi_{m}\left(r, A^{(m)}_{j}\right)\bigg|_{r = \frac{1}{\sqrt{n_{m-1}}} (\Phi^{(m)} x^{(m-1)})} , \quad \forall m \in \{1, \ldots, L\},$$

$$\varphi^{(L|\nu)}_{j} = \frac{\partial^r}{\partial r^r} \varphi_{L}\left(r, A^{(L)}_{j}\right)\bigg|_{r = \frac{1}{\sqrt{n_{L-1}}} (\Phi^{(L)} S)} ,$$

$$\varphi^{(m|\nu)}_{j} = \frac{\partial^r}{\partial r^r} \varphi_{m}\left(r, A^{(m)}_{j}\right)\bigg|_{r = \frac{1}{\sqrt{n_{m-1}}} (\Phi^{(m)} x^{(m-1)\nu})} , \quad \forall m \in \{1, \ldots, L\},$$

$$\varphi^{(L|\nu)}_{j} = \frac{\partial^r}{\partial r^r} \varphi_{L}\left(r, A^{(L)}_{j}\right)\bigg|_{r = \frac{1}{\sqrt{n_{L-1}}} (\Phi^{(L)} d^{(\nu)\gamma})} .$$

In particular, $\varphi^{(m|0)}_{j} = X^{(m)}_{j}$ and $\varphi^{(m|0)\gamma}_{j} = x^{(m|\gamma)}_{j}$ and note that these two identities can be extended to $m = 0$. Recall that $Z$ and $Z'$ are standard Gaussian vectors given in (1.4) and (2.5), respectively. We introduce the following collections of random variables

$$Z = \{Z_{j}\}_{1 \leq j \leq n_L} \cup \{Z'_{j}\}_{1 \leq j \leq n_{L-1}},$$

$$\mathcal{M}^{(l|\nu|\gamma)}_{j} = \bigcup_{\nu \in \{0, \ldots, \nu\}} \bigcup_{\gamma \in \{0, \ldots, \gamma\}} \{\varphi^{(l|\nu)|\gamma}_{j}, \varphi^{(l|\nu)|\gamma}_{j}\}, \quad \forall l \leq L - 1,$$

$$\mathcal{M}^{(L|\nu|\gamma)}_{j} = \bigcup_{\nu \in \{0, \ldots, \nu\}} \bigcup_{\gamma \in \{0, \ldots, \gamma\}} \{\varphi^{(L|\nu)|\gamma}_{j}, \varphi^{(L|\nu)|\gamma}_{j}, \varphi^{(L|\nu)|\gamma}_{j}, \varphi^{(L|\nu)|\gamma}_{j}\},$$

$$\mathcal{M} = \bigcup_{l \in \{1, \ldots, L\}} \bigcup_{\nu \in \{0, \ldots, \nu\}} \bigcup_{\gamma \in \{0, \ldots, \gamma\}} \bigcup_{i \in \{1, \ldots, \nu\}} \mathcal{M}^{(l|\nu|\gamma)}_{i} .$$

For $\nu_1, \nu_2, \ldots, \nu_L, \gamma \in \mathbb{N} \cup \{0\}$, we set

$$\mathcal{N}^{(\nu_1, \ldots, \nu_L|\gamma)} = Z \cup \mathcal{M} \left(\bigcup_{m=1}^{L} \bigcup_{j=1}^{n_m} \mathcal{M}^{(m|\nu_m|\gamma)}_{j}\right) .$$

For $d, r \in \mathbb{N}$, let $P_{d,r}$ be the collection of polynomials of degree up to $d$ over $\mathbb{R}^r$ with real coefficients. For every $P \in P_{d,r}$ expressed as

$$P(x) = \sum a_{p_1,p_2,\ldots,p_r} x_{1}^{p_1} x_{2}^{p_2} \ldots x_{r}^{p_r}$$

where the summation is over

$$\left\{(p_1, p_2, \ldots, p_r) \in (\mathbb{N} \cup \{0\})^r : \sum_{i=1}^{r} p_i \leq d\right\},$$

we define

$$|P| = \sum |a_{p_1,p_2,\ldots,p_r}|.$$
Slightly abusing the notation, we view any finite subcollection \( \mathcal{E} \subseteq \mathcal{M} \) as an ordered tuple of random variables. In this notation, for any \( P \in \mathbf{P}_{d,|\mathcal{E}|} \) for some \( d \), we view \( P(\mathcal{E}) \) as \( P \) evaluated at \( \mathcal{E} \). Lastly, for \( a, b \in \mathbb{R} \), we write \( a \vee b = \max\{a, b\} \).

**Lemma 5.6.** Let \( l \in \{1, \ldots, L\} \), \( \nu_1, \ldots, \nu_L \in \mathbb{N} \cup \{0\} \), \( \gamma \in \mathbb{N} \cup \{0\} \), \( \beta \geq 0 \), \( M \geq 1 \). In addition to \((h1)\), assume that \( \Phi^{(m)} \) consists of i.i.d. standard Gaussian entries and that \( \varphi_m \) is bounded and continuously differentiable with bounded derivatives up to \( \nu'_m \)-th order for every \( m \in \{1, \ldots, L\} \), where

\[
(5.25) \quad \nu'_m = \nu_m + (2^{m-l+1} - 1) \vee 0, \quad \forall m \in \{1, \ldots, L\}.
\]

Then, there are constants \( C, \gamma', d' \) such that the following holds.

For every \( k \in \{1, \ldots, L\} \), every \( n \in \mathbb{N} \), every \( (t, h) \in \Omega_{\rho L^{-1}, n} \cap \{|h| \leq M\} \), every \( i_m \in \{1, \ldots, n_m\} \) with \( m \in \{l-1, \ldots, k\} \), every

\[
\mathcal{E} = \mathcal{N}^{(\nu_1, \ldots, \nu_L | \gamma)}
\]

and every \( P \in \mathbf{P}_{d,|\mathcal{E}|} \), there is \( P' \in \mathbf{P}_{d',|\mathcal{E}'|} \) for some

\[
\mathcal{E}' = \mathcal{N}^{(\nu'_1, \ldots, \nu'_L | \gamma')}
\]

such that

\[
(5.26) \quad \mathbb{E}^{[l,k]} \left[ \left\langle P(\mathcal{E}) \right\rangle \prod_{m=l}^k \Phi_{i_m,i_{m-1}}^{(m)} \right] = n^{-\frac{1}{2} (k-l+1)} \mathbb{E}^{[l,k]} \left[ P'(\mathcal{E}') \right]
\]

and

\[
(5.27) \quad \|P'\| \leq C \|P\|,
\]

where \( \mathbb{E}^{[l,k]} \) is the expectation with respect to \( \Phi^{[l,k]} \).

Recall the notation introduced in (5.21). We state an immediate corollary of Lemma 5.6.

**Corollary 5.7.** Assume \((H1)-(H3)\) for some \( L \in \mathbb{N} \). For \( l \in \{1, \ldots, L\} \), \( d \in \mathbb{N} \), \( \beta \geq 0 \), \( M \geq 1 \), there is \( C \) such that the following holds. Suppose that \( P \in \mathbf{P}_{d,2L-2+10} \) is a monomial with coefficient 1 and independent of \( n \). Then, for every \( k \in \{1, \ldots, L\} \), every \( n \in \mathbb{N} \), every \( (t, h) \in \Omega_{\rho L^{-1}, n} \cap \{|h| \leq M\} \), every \( i_m \in \{1, \ldots, n_m\} \) with \( m \in \{l-1, \ldots, k\} \), it holds that

\[
\mathbb{E} \left[ \left\langle P(\mathcal{E}) \right\rangle \prod_{m=l}^k \Phi_{i_m,i_{m-1}}^{(m)} \right] \leq C n^{-\frac{1}{2} (k-l+1)}
\]

where

\[
\mathcal{E} = \left( Z_{i_{L}}, Z'_{i_{L-1}}, \varphi_{*,i_{L}}, \varphi_{*,i_{L}}, \varphi_{*,i_{L}}, \varphi_{*,i_{L}}, X_{i_{L-1}}, x_{i_{L-1}} \right), \quad \left( \varphi_{*,i_{m}}^{(m)} \right)_{m=l}^{L-1}, \left( \varphi_{*,i_{m}}^{(m)} \right)_{m=l}^{L-1}\right)
\]

and \( \mathbb{E} \) integrates over \( Z_{i_{L}}, Z'_{i_{L-1}} \) and \( \left( \Phi_{i_m,i_{m-1}}^{(m)} \right)_{m=l}^{k} \).

**Proof of Corollary 5.7.** Comparing (5.21) with the notation here, we can rewrite

\[
\mathcal{E} = \left( Z_{i_{L}}, Z'_{i_{L-1}}, \varphi_{*,i_{L}}, \varphi_{*,i_{L}}, \varphi_{*,i_{L}}, \varphi_{*,i_{L}}, X_{i_{L-1}}, x_{i_{L-1}} \right), \quad \left( \varphi_{*,i_{m}}^{(m)} \right)_{m=l}^{L-1}, \left( \varphi_{*,i_{m}}^{(m)} \right)_{m=l}^{L-1}\right)
\]
Hence, we have that $\mathcal{E} \subseteq \mathcal{N}^{(1,1,\ldots,1)|0)}$. This corollary follows from Lemma 5.6 by setting $\gamma = 0$ and $\nu_m = 1$ for all $m$ and noticing that the differentiability condition (5.25) is fulfilled by assumption (H2).

**Proof of Lemma 5.6.** We use induction on $l$ and start with the base case $l = L$. The Gaussian integration by parts yields that

$$
(5.28) \quad \mathbb{E}(L)\left(P(\mathcal{E})\Phi_{\gamma_L^{(L)}}^{(L)}\right) = \mathbb{E}(L)\left[\partial_{\Phi_{\gamma_L^{(L)}}^{(L)}}\left(P(\mathcal{E})\right)\right] = \sum_{\phi \in \mathcal{M}} \mathbb{E}(L)\left(\mathcal{P}_{\phi}\partial_{\Phi_{\gamma_L^{(L)}}^{(L)}}\phi\right)
$$

where $\mathbb{E}(L) = \mathbb{E}[L,L]$, and, by the chain rule, viewing $\phi \in \mathcal{M}$ as labels for the arguments in $P$ and $\hat{\Pi}^{(\gamma)}$, we have that

$$
(5.29) \quad \mathcal{P}_{\phi} = \partial_{\phi}P(\mathcal{E}) + P(\mathcal{E})\left(\sum_{\gamma=0}^{\gamma_L} \partial_{\phi} \hat{\Pi}^{(\gamma)} - \gamma \partial_{\phi} \hat{\Pi}^{(\gamma+1)}\right),
$$

with

$$
(5.30) \quad \partial_{\phi} \hat{\Pi}^{(\gamma)} = -\sum_{j=1}^{n_L} \left(1_{\phi = \varphi_{*,j}}^{(L)|0)} - 1_{\phi = \tilde{\varphi}_{*,j}}^{(L)|0)}\right)\left(\sqrt{2}Z_j + \beta \left(\varphi_{*,j}^{(L)|0)} - \tilde{\varphi}_{*,j}^{(L)|0)}\right)\right)
+ \sum_{j=1}^{n_L-1} 1_{\phi = \varphi_{j}^{(L-1)|0}} h_1^{(L-1)|0} \tilde{\varphi}_{j}^{(L-1)|0}\right)
+ \sum_{j=1}^{n_L-1} 1_{\phi = \phi_{j}^{(L-1)|0}} \left(h_2^{(L-1)|0} Z_j + \sqrt{2}Z_j - h_2^{(L-1)|0}\right).
$$

Let us clarify (5.30). Due to the definition of $\hat{\Pi}$ in (5.11), fixing $Z, Z'$, we can view $\hat{\Pi}^{(\gamma)}$ as a function of $\varphi_L(S, A^{(L)}), \varphi_L(s^{(\gamma)}, A^{(\gamma)}), X^{(L-1)}, x^{(L-1)^{\gamma}}, \varphi_L^{(L-1)^{\gamma}}$, or equivalently, $\varphi_{*,0}^{(L)|0}, \tilde{\varphi}_{*,0}^{(L)|0}, \varphi_{*,0}^{(L-1)|0}, \tilde{\varphi}_{*,0}^{(L-1)|0}$. Therefore, when viewing these as labels for the variables inside $\hat{\Pi}^{(\gamma)}$, we have (5.30) and the left-hand side of it is nonzero only if $\phi$ is an entry of those vectors.

Next, let us show that

$$
(5.31) \quad \mathcal{P}_{\phi}\partial_{\Phi_{\gamma_L^{(L)}}^{(L)}}\phi \neq 0 \quad \text{only if} \quad \phi \in \mathcal{M}_{1_L}^{(L)|0}^{(L)|0}.\gamma+1).
$$

From (5.29) and (5.30), we can see that

$$
(5.32) \quad \mathcal{P}_{\phi} \neq 0 \quad \text{only if} \quad \phi \in \mathcal{E} \cup \left(\bigcup_{j=L-1}^{n_L-1} \mathcal{M}_{j_L}^{(L-1)|0} \cup \bigcup_{j=L}^{n_L} \mathcal{M}_{j_L}^{(L)|0}\right).
$$

On the other hand, due to (1.3), note that

$$
(5.33) \quad \partial_{\Phi_{\gamma_L^{(L)}}^{(L)}}\phi \neq 0 \quad \text{only if} \quad \phi \in \bigcup_{\nu \in \mathbb{N}} \bigcup_{\gamma \in \mathbb{N}} \mathcal{M}_{i_L}^{(L)|0} \mathcal{M}_{i_L}^{(\gamma)}.
$$

The intersection of sets in (5.32) and (5.33) is a subset of the set in (5.31). Hence, (5.31) is valid.
Due to (5.33), \( \partial_{\Phi_{i_l}^{(L)}} \phi \) in (5.31), whenever nonzero, is of one of the four forms below, for some \( \delta \in \nu_L \) and \( \gamma \leq \gamma + 1 \),

\[
\begin{align*}
\partial_{\Phi_{i_l}^{(L)}} \varphi_{i_l}^{(L|\nu_1)} &= \varphi_{i_l}^{(L|\nu_1)} \frac{1}{\sqrt{n_{L-1}}} X_{i_l}^{(L-1)} \\
\partial_{\Phi_{i_l}^{(L)}} \varphi_{i_l}^{(L|\gamma)} &= \varphi_{i_l}^{(L|\gamma)} \frac{1}{\sqrt{n_{L-1}}} X_{i_l}^{(L-1)} \\
\partial_{\Phi_{i_l}^{(L)}} \varphi_{i_l}^{(L|\gamma)} &= \varphi_{i_l}^{(L|\gamma)} \frac{1}{\sqrt{n_{L-1}}} S_{i_l}^{(L-1)} \\
\partial_{\Phi_{i_l}^{(L)}} \varphi_{i_l}^{(L|\gamma)} &= \varphi_{i_l}^{(L|\gamma)} \frac{1}{\sqrt{n_{L-1}}} S_{i_l}^{(L-1)} 
\end{align*}
\]  

(5.34)

Using this, (5.29) and (5.30), we can see that for

\[
P(\mathcal{E}') = \mathcal{N}(\nu_1, \ldots, \nu_L, \nu_{L+1} | \gamma + 1)
\]

there is a polynomial \( P' \in \Pi_{d'|\mathcal{E}'} \) for some \( d' \) such that

\[
P'(\mathcal{E}') = n^{\frac{1}{2}} \mathcal{P}_\phi \partial_{\Phi_{i_l}^{(L)}} \phi.
\]

(5.35)

Here, the scalar \( n^{\frac{1}{2}} \) is to make \( n^{\frac{1}{2}} \partial_{\Phi_{i_l}^{(L)}} \phi \) to be of order 1. By (5.28) and (5.31), setting

\[
P'(\mathcal{E}') = \sum_{\phi \in \mathcal{M}_{(i_l)_{(L)}}^{(L+1)}} P'(\mathcal{E}')
\]

we have

\[
\mathbb{E}^{(L)} \left\{ P(\mathcal{E}) \Phi_{i_l,\bar{i}_{L-1}}^{(L)} \right\} = n^{-\frac{1}{2}} \mathbb{E}^{(L)} \left\{ P'(\mathcal{E}') \right\}.
\]

Using (5.29), (5.30), (5.34) and (5.35), we can see that

\[
\|
P'\| \leq C \|P\|
\]

for some constant \( C \) that depends only on \( L, \nu_1, \ldots, \nu_L, \gamma, \beta, M \).

Now, we consider the induction step and assume that the lemma holds for \( l + 1 \leq L \). In the following, we denote by \( C \) a constant that depends only on \( l, \nu_1, \ldots, \nu_L, \gamma, \beta, M \) and may vary from line to line. Setting \( \mathbb{E}^{(l)} = \mathbb{E}^{[l,l]} \) and using the induction assumption for \( l + 1 \), we get that for

\[
\mathcal{F} = \mathcal{N}^{(\nu_1', \ldots, \nu_L')} \]

with some \( \gamma' > 0 \) and

(5.36) \( \nu_m' = \nu_m + (2^{m-l} - 1) \nu, \quad \forall m \in \{1, \ldots, L\} \),

there is \( Q \in \Pi_{d'|\mathcal{F}} \) for some \( d' \) such that

\[
\mathbb{E}^{[l,k]} \left\{ \left( P(\mathcal{E}) \right) \prod_{m=l}^{k} \Phi_{i_m,\bar{i}_{m-1}}^{(m)} \right\} = \mathbb{E}^{[l]} \left[ \mathbb{E}^{[l+1,k]} \left\{ \left( P(\mathcal{E}) \right) \prod_{m=l+1}^{k} \Phi_{i_m,\bar{i}_{m-1}}^{(m)} \right\} \Phi_{i_l,\bar{i}_{l-1}}^{(l)} \right] = n^{-\frac{1}{2}} (k-l) \mathbb{E}^{[l,k]} \left[ \left( Q(\mathcal{F}) \right) \Phi_{i_l,\bar{i}_{l-1}}^{(l)} \right].
\]

(5.37)

and

(5.38) \( \|Q\| \leq C \|P\| \).

Applying the Gaussian integration by parts to the last expectation in (5.37) yields

\[
\mathbb{E}^{[l,k]} \left[ \left( Q(\mathcal{F}) \right) \Phi_{i_l,\bar{i}_{l-1}}^{(l)} \right] = \mathbb{E}^{[l,k]} \left[ \left( \partial_{\Phi_{i_l,\bar{i}_{l-1}}^{(l)}} Q(\mathcal{F}) \right) \right] = \sum_{\phi \in \mathcal{M}} \mathbb{E}^{[l,k]} \left[ \mathcal{P}_\phi \partial_{\Phi_{i_l,\bar{i}_{l-1}}^{(l)}} \phi \right]
\]

(5.39)
where

\[(5.40) \quad \mathcal{D}_\phi = \partial_\phi Q(\mathcal{F}) + Q(\mathcal{F}) \left( \sum_{\gamma=0}^{\gamma'} \phi \partial_\phi \widehat{H}^{(\gamma)} \right). \]

Next, we show that

\[(5.41) \quad \mathcal{D}_\phi \partial_{\phi^{(l)}_{i_{-1}}} \phi \neq 0 \quad \text{only if} \quad \phi \in \mathcal{M}_{i_i}^{(\nu|\nu'|\gamma'+1)} \cup \left( \bigcup_{m=l+1}^{L} \bigcup_{j_{L-1}=1}^{n_m} \mathcal{M}_{j_{m}}^{(m|\nu'|\gamma'+1)} \right). \]

Similar to the derivation of (5.32), using (5.40) and (5.30), we can see that

\[(5.43) \quad \mathcal{D}_\phi \neq 0 \quad \text{only if} \quad \phi \in \mathcal{F} \cup \left( \bigcup_{j_{L-1}=1}^{n_L} \mathcal{M}_{j_{L-1}}^{(L|\nu'|\gamma'+1)} \right) \cup \left( \bigcup_{j_{L-1}=1}^{n_L} \mathcal{M}_{j_{L-1}}^{(L|\nu'|\gamma'+1)} \right). \]

Due to (1.3), note that

\[(5.44) \quad \partial_{\phi^{(l)}_{i_{-1}}} \phi \neq 0 \quad \text{only if} \quad \phi \in \bigcup_{\gamma \in \mathbb{N}} \bigcup_{\phi \in \mathcal{M}_{i_i}^{(\nu|\nu'|\gamma'+1)}} \left( \bigcup_{\gamma \in \mathbb{N}} \bigcup_{\phi \in \mathcal{M}_{j_{m}}^{(m|\nu'|\gamma'+1)}} \right). \]

The intersection of the sets in the above two displays is contained in the set in (5.41) and thus (5.41) is valid.

Then, we compute the summands in (5.39). Due to (5.41), we distinguish two cases:

\[(5.42) \quad \phi \in \mathcal{M}_{i_i}^{(\nu|\nu'|\gamma'+1)} \quad \text{or} \quad \phi \in \bigcup_{m=l+1}^{L} \bigcup_{j_{L-1}=1}^{n_m} \mathcal{M}_{j_{m}}^{(m|\nu'|\gamma'+1)}. \]

Let us consider the first case in (5.42). Since \( l + 1 \leq L \), \( \partial_{\phi^{(l)}_{i_{-1}}} \phi \) has one of the two forms below, for \( \nu \leq \nu'_{L} \) and \( \gamma \leq \gamma' + 1 \),

\[
\partial_{\phi^{(l)}_{i_{-1}}} \phi^{(l|\nu|\gamma+1)} = \phi^{(l|\nu|\gamma+1)} \frac{1}{\sqrt{\nu_{i_{-1}}} \nu_{i_{-1}}} X^{(l-1)}_{i_{-1}},
\]

\[
\partial_{\phi^{(l)}_{i_{-1}}} \phi^{(l|\nu|\gamma+1)} = \phi^{(l|\nu|\gamma+1)} \frac{1}{\sqrt{\nu_{i_{-1}}} \nu_{i_{-1}}} X^{(l-1)}_{i_{-1}}.
\]

From this, (5.40) and (5.30), we can see that, for every \( \phi \) belonging to the first set in (5.42), there is a polynomial \( Q_\phi' \in \mathbb{P}_{d_\phi,|\mathcal{F}'|} \) for some \( d_\phi \) and

\[(5.43) \quad \mathcal{F}' = \mathcal{N}(\nu_{L}, \ldots, \nu_{L})^{(\gamma'+1)} \]

with

\[(5.44) \quad \nu_{m} = \begin{cases} \nu_{m}' + 1 & \text{if } m \geq l \\ \nu_{m}' & \text{if } m \leq l - 1 \end{cases} \]

such that

\[(5.45) \quad Q_\phi'(\mathcal{F}') = n^{\frac{1}{2}} \mathcal{D}_\phi \partial_{\phi^{(l)}_{i_{-1}}} \phi, \quad \forall \phi \in \mathcal{M}_{i_i}^{(\nu|\nu'|\gamma'+1)}, \]

\[(5.46) \quad \mathbb{E}^{[l,k]} \left( \mathcal{D}_\phi \partial_{\phi^{(l)}_{i_{-1}}} \phi \right) = n^{-\frac{1}{2}} \mathbb{E} \left( Q_\phi'(\mathcal{F}') \right), \quad \forall \phi \in \mathcal{M}_{i_i}^{(\nu|\nu'|\gamma'+1)}.
\]

Now, we turn to the second case in (5.42). Let us assume that

\[(5.47) \quad \phi \in \mathcal{M}_{j_{m}}^{(m|\nu_{m}'|\gamma'+1)}, \quad m \in \{ l + 1, \ldots, L \}, \quad j_{m} \in \{ 1, \ldots, n_{m} \}. \]
Then, due to (1.3) and the chain rule, $\partial_{\Phi_{ij,il-1}} \phi$ is one of the following, for $\bar{\nu} \leq \nu', \bar{\gamma} \leq \gamma' + 1$:

\[
\partial_{\Phi_{ij,il-1}} \phi \overset{(m|\bar{\nu})}{=} \bar{\phi}^{(m|\bar{\nu}+1)}_j \sum \left( \prod_{m=l+1}^m \frac{1}{\sqrt{n_m}} \Phi_{jm, jm-1}^{(m-1|1)} \right) \frac{1}{\sqrt{n_{m-1}}} X_{il-1}^{(l-1)},
\]

\[
\partial_{\Phi_{ij,il-1}} \phi \overset{(m|\bar{\gamma})}{=} \bar{\phi}^{(m|\bar{\gamma})}_j \sum \left( \prod_{m=l+1}^m \frac{1}{\sqrt{n_m}} \Phi_{jm, jm-1}^{(m-1|1)} \right) \frac{1}{\sqrt{n_{m-1}}} \bar{x}_{il-1}^{(l-1|\bar{\gamma})},
\]

where the summation is over

\[
(5.48) \quad j = (j_{l+1}, j_{l+2}, \ldots, j_{m-2}, j_{m-1}) \in \prod_{m=l+1}^{m-1} \{1, \ldots, n_m\}.
\]

When $m = L$, there are two more possibilities $\partial_{\Phi_{ij,il-1}} \phi^{(L|\bar{\nu})}$ and $\partial_{\Phi_{ij,il-1}} \phi^{(L|\bar{\gamma})}$, which are similar to the above and omitted for brevity. These computations allow us to write that

\[
(5.49) \quad E^{[l,k]} \left( \partial_{\phi} \phi^{(l|\bar{\nu})} \right) = n^{-\frac{1}{2}(m-l+1)} \sum_j \left[ \left( \partial_{\phi} \phi \right)_{j, il} \prod_{m=l+1}^m \Phi_{jm, jm-1}^{(m-1)} \right]_{j_{il}=i_l}
\]

where

\[
(5.50) \quad g_{\phi, j} = \left( \frac{\bar{\phi}^{(m|\bar{\nu}+1)}}{\bar{\phi}^{(m|\bar{\gamma})}} \right) \left( \prod_{m=l+1}^m \frac{1}{\sqrt{n_m}} \Phi_{jm, jm-1}^{(m-1|1)} \right) \frac{1}{\sqrt{n_{m-1}}} X_{il-1}^{(l-1)}, \quad \phi = \bar{\phi}^{(m|\bar{\nu})}_j, \quad \phi = \bar{\phi}^{(m|\bar{\gamma})}_j.
\]

By these, (5.40) and (5.30), there is a polynomial $Q_{\phi, j} \in P_{d'|E'}$ for some larger $d'$ independent of $\phi, j$ and for $E'$ in (5.43) such that

\[
(5.51) \quad Q_{\phi, j}(E') = \partial_{\phi} g_{\phi, j}
\]

which, due to (5.50), also satisfies that

\[
(5.52) \quad \|Q_{\phi, j}\| \leq C\|Q\|.
\]

Recall that we are considering the case (5.47). Insert (5.51) into the right-hand side of (5.49) and applying the induction assumption for $l + 1$ to every summand there yields that

\[
(5.53) \quad E^{[l,k]} \left( \partial_{\phi} \phi^{(l|\bar{\nu})} \right) = n^{-(m-l+1)} \sum_j \left[ \left( \partial_{\phi} \phi \right)_{j, il} \prod_{m=l+1}^m \Phi_{jm, jm-1}^{(m-1)} \right]_{j_{il}=i_l}
\]

for some polynomials $Q'_{\phi, j} \in P_{d'|E'}$ for some larger $d'$, and

\[
(5.54) \quad E' = N^{(\nu''_1, \ldots, \nu''_L)}_{\gamma''}
\]

with some larger $\gamma''$ and

\[
(5.55) \quad \nu''_m = \nu_m + (2^{m-l} - 1) \vee 0, \quad \forall m \in \{1, \ldots, L\},
\]

where $\nu_m$ is given in (5.44). In addition, each of these polynomials satisfies that

\[
(5.56) \quad \|Q'_{\phi, j}\| \leq C\|Q_{\phi, j}\|.
\]
Since $\sum_j$ is a summation of $O(n^{m-l-1})$ many terms due to (5.48), setting
\begin{equation}
(5.57) \quad P_\phi^\prime(\mathcal{E}') = n^{-(m-l-1)} \sum_j Q_\phi^\prime, j(\mathcal{E}'),
\end{equation}
and using (5.52) and (5.56), we obtain that
\begin{equation}
(5.58) \quad \|P_\phi^\prime\| \leq C\|Q\|, \quad \forall \phi \in \mathcal{M}_j^{m|\nu_m^\prime|\gamma+1}.
\end{equation}
Inserting (5.57) into (5.53) gives that
\begin{equation}
(5.59) \quad \mathbb{E}^{[l,k]}\left[\mathcal{F}_{\gamma_{ij},l-1}^{(l)} \phi \right] = n^{-\frac{3}{2}} \mathbb{E}^{[l,k]}\left[P_\phi^\prime(\mathcal{E}')\right], \quad \forall \phi \in \mathcal{M}_j^{m|\nu_m|\gamma+1}
\end{equation}
for $m \in \{l+1, \ldots, L\}, j_m \in \{1, \ldots, n_m\}$.

Now, we are ready to conclude. Due to (5.41), the summation in (5.39) can be restricted to be over the set in (5.41). Also note that $\mathcal{F} \subseteq \mathcal{E}'$ due to their definitions in (5.43) and (5.44). Using these, (5.46) and (5.59), we can rewrite the left-hand side of (5.39) as
\begin{equation}
(5.60) \quad \mathbb{E}^{[l,k]}\left[(Q(\mathcal{F}))_{\gamma_{ij},l-1}^{(l)} \right] = \left(\sum_{\phi \in \mathcal{M}_j^{m|\nu_m^\prime|\gamma+1}} + \sum_{m=l+1}^{L} \sum_{j_m=1}^{n_m} \sum_{\phi \in \mathcal{M}_j^{m|\nu_m^\prime|\gamma+1}} \right) \mathbb{E}^{[l,k]}\left[P_\phi^\prime(\mathcal{E}')\right]
\end{equation}
where
\begin{equation}
(5.61) \quad P_\phi^\prime(\mathcal{E}') = \sum_{\phi \in \mathcal{M}_j^{m|\nu_m^\prime|\gamma+1}} Q_\phi^\prime(\mathcal{F}') + \sum_{m=l+1}^{L} \sum_{j_m=1}^{n_m} \sum_{\phi \in \mathcal{M}_j^{m|\nu_m|\gamma+1}} n^{-1} P_\phi(\mathcal{E}').
\end{equation}
Inserting (5.60) to (5.37) gives the desired result (5.26). Then, we verify (5.27). Note that $\sum_{j=1}^{n_m}$ in (5.61) is a summation of $O(n)$ many terms. Using this, (5.45), and (5.58), we obtain that
\begin{equation}
\|P_\phi^\prime\| \leq C\|Q\|,
\end{equation}
which along with (5.38) implies (5.27). Lastly, by (5.36), (5.44) and (5.55), we can see that $\nu_m^\prime$ in the definition of $\mathcal{E}'$ in (5.54) satisfies
\begin{equation}
\nu_m^\prime = \nu_m + (2^{m-l-1} - 1) \lor 0, \quad \forall m \in \{1, \ldots, L\},
\end{equation}
completing the proof.
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