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Abstract: As language editing became an essential process for enhancing the quality of a research manuscript, there are several companies providing manuscript editing services. In such companies, a manuscript submitted for proofreading is matched with an editing expert through a manual process, which is costly and often subjective. The major drawback of the manual process is that it is almost impossible to consider the inherent characteristics of a manuscript such as writing style and paragraph composition. To this end, we propose an expert recommendation method for manuscript editing services based on matrix factorization, a well-known collaborative filtering approach for learning latent information in ordinal ratings given by users. Specifically, binary ratings are utilized to substitute ordinal ratings when negative opinions are expressed by users since negative opinions are more accurately expressed by binary ratings than ordinal ratings. From the experiments using a real-world dataset, the proposed method outperformed the rest of the compared methods with an RMSE (root mean squared error) of 0.1. Moreover, the effectiveness of substituting ordinal ratings with binary ratings was validated by conducting sentiment analysis on text reviews.
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1. Introduction

Language editing has become one of the fundamental processes for journal submission of a research manuscript, which is an article conveying researcher’s academic achievements and opinions. As most international journals require researchers to submit their manuscripts in English, there are possibilities of grammatical errors, syntactical errors and expression ambiguities for non-native English speakers. Moreover, writing a research manuscript is difficult even for native English speakers since the manuscripts need to be logically organized to clearly convey complex ideas [1].

Thus, a number of companies provide language editing services for research manuscripts [2–4]. The editing services in such companies are usually processed through the following steps. When a user asks a company to proofread his/her manuscript, a matching manager finds an appropriate editing expert from its expert pool for the manuscript. Then, the selected expert is asked to proofread the manuscript. When the expert finishes proofreading, the edited version of the manuscript is returned to the user. In particular, the matching between a manuscript and an expert is performed manually by a human manager through identifying the research field of the manuscript and comparing it with the expert areas of editing experts.

The current manual matching system has several drawbacks. First, it is time-consuming and costly since a human manager finds an appropriate editing expert for a manuscript by comparing one by one.
Second, the matching is often subjective as the selection is done based on the manager’s knowledge and experience. Third, there is a possibility of human errors and inconsistencies. More importantly, the inherent characteristics of a manuscript, such as literary style and paragraph composition, cannot be considered as sufficient knowledge and a lot of time is required to identify these characteristics.

We learned from the analysis of the review texts collected from a manuscript editing service that the major inadequacies mentioned by users are closely related to the aforementioned inherent characteristics of a manuscript. A co-occurrence network of keywords shown in Figure 1 is constructed by analyzing 275 review texts with ordinal ratings under 3 (out of 5) among a total of 1928 reviews. Note that ordinal rating is a numerical expression of a user’s opinion on an item such as a product or a service in a predefined scale, normally one to five (a higher number indicates a more positive opinion) \[5\] and review text is a brief comment written by a user to express his/her opinion on an item. In Figure 1, keywords and their frequencies are respectively represented by nodes and their sizes, and the thickness of an edge indicates the cosine similarity \[6\] between the two connected nodes. An edge between two keywords is thicker when the words more frequently co-occur. Three negative terms—‘shortage’, ‘insufficiency’, and ‘error’—and keywords closely connected with the terms are highlighted to explore the users’ negative opinions. According to the network, it can be found that the keywords related to the inherent characteristics of a manuscript such as ‘composition’, ‘structure’, ‘context’, and ‘content’ were frequently mentioned with the negative terms.

![Figure 1](image_url)

**Figure 1.** Co-occurrence network of keywords constructed by analyzing negative review texts (ordinal ratings under 3) collected from a manuscript editing service. The size of a node and the thickness of an edge respectively represent the frequency of a keyword and the co-occurrence frequency of the two connected keywords.

It has been demonstrated that the inherent characteristics of items can be successfully exploited for user opinion inference by using matrix factorization (MF) \[7\], which is one of the popular collaborative filtering methods for recommender systems \[8\]. Zheng et al. \[9\] adopted MF for music recommendation in order to consider the latent features of music, and Yin et al. \[10\] utilized MF for service recommendation to investigate the implicit associations among users and services. MF learns the characteristics of users and items from a matrix composed of the ordinal ratings (called feedback rating matrix in the rest of manuscript), which are further used to approximate unknown ratings in the feedback rating matrix \[11\]. Specifically, the feedback rating matrix is factorized into user and item
latent matrices, and the factorized matrices are multiplied to build an estimated feedback rating matrix that does not have unknown ratings [12].

However, MF usually suffers from a data sparsity problem [13–15], which arises when the number of ordinal ratings is small and the ratings are concentrated to certain users or items. The problem is even worse for the ordinal ratings in manuscript editing services as the number of manuscripts that a researcher has written is usually small and not all manuscripts receive an editing service. Moreover, a huge portion of users do not leave their feedback in the form of ordinal ratings.

Several attempts were made to address the data sparsity problem of ordinal ratings by additionally using indirect user feedback such as review texts and behavior logs. For example, Jiang et al. [16] and Chu et al. [17] utilized review texts for a car recommendation and item recommendation, respectively, and Lian et al. [18] adopted users’ visit frequencies for a location recommendation. However, extracting user opinions from the indirect feedback is usually costly and difficult as it requires a number of complex processes such as data collection and preprocessing [19].

On the other hand, there are a few studies that tried to utilize a type of direct user feedback called binary ratings to supplement ordinal ratings. Binary ratings are an indication of a user’s opinion in a binary form, whether a user liked the service or not. Previous research reported that the binary ratings provide intuitive and accurate information about a user’s opinion [20–22]. Moreover, binary ratings are relatively easy to collect compared to other types of user feedback, such as ordinal ratings and review texts, since users can express their opinions by simply clicking a button—like or dislike [23]. For this reason, binary ratings were exploited with ordinal ratings simultaneously to infer a user’s opinion in previous studies. Pan and Yang [24] proposed a factorization method which finds a latent matrix that has information depending on both ordinal and binary ratings and tried to estimate unknown feedback ratings by utilizing the matrix. In addition, Pan et al. [22] suggested transfer by mixed factorization (TMF) to incorporate binary ratings with ordinal ratings by adding an extra component to the conventional MF.

Most manuscript editing services collect both ordinal and binary ratings in order to monitor service quality and provide a function for users to favor or exclude a certain editing expert. Figure 2 shows screenshots of two web pages, where users can leave their feedback on the received services. A user can leave a binary rating—like or dislike—for an editing expert on the page shown in Figure 2a. When a user selects the like button for an expert, the expert will be assigned priority for future services. In addition, a user can give an ordinal rating with a review text to an expert at the page shown in Figure 2b, which can be reached by clicking ‘leave feedback’ button in Figure 2a.
Figure 2. Screenshots of two web pages, where users leave their feedback, (a) binary ratings, (b) ordinal ratings and review texts, on the received editing services.

While exploring user feedback logs collected from a manuscript editing service, which are composed of ordinal ratings, binary ratings and review texts, we were able to observe the limitations of ordinal ratings on expressing negative opinions. Figure 3a,b show boxplots representing the distributions of sentiment scores (x-axis) of review texts according to the ordinal and binary ratings (y-axis), respectively. There was a positive correlation between binary ratings and sentiment scores as shown in Figure 3b, while no significant correlation was found between ordinal ratings and sentiment scores as shown in Figure 3a.

Figure 3. Boxplots representing distributions of review texts’ sentiment scores according to (a) ordinal ratings and (b) binary ratings.

For in-depth analysis, we explored review texts given by users who clicked dislike button while giving ordinal ratings of 4 or 5. In most cases, review texts contained negative opinions as shown in Table 1. For instance, users D and E expressed their dissatisfaction by clicking the dislike button and criticized expert’s misunderstanding of manuscripts in the review texts while leaving 4-point ordinal ratings. This implies that ordinal ratings may have a bias in expressing a user’s negative opinion. Therefore, it is possible to enhance the performances of editor recommendation through refining user
opinions by not just incorporating ordinal and binary ratings together but utilizing them selectively, making a feedback rating matrix for performing MF to have more reliable information.

Table 1. Examples of user feedback logs composed of binary ratings, ordinal ratings, and review texts, where the category of binary ratings are dislike while the those of ordinal ratings are 4 or 5.

| User | Binary Rating | Ordinal Rating | Review Text |
|------|---------------|----------------|-------------|
| A    | Dislike       | 5              | Your editing result is not what I intended.. I was a little disappointed T.T |
| B    | Dislike       | 4              | I always got the results I asked for 3-4 hours ago, but in this time, i got the edited manuscript just on time. It was later than i expected, so i felt uncomfortable. Also, requests to convert all sentences to colloquialism were not reflected. |
| C    | Dislike       | 4              | There is a sentence edited differently from my intention. The editing expert proofread the manuscript to his style, and i was disappointed. |
| D    | Dislike       | 4              | If the editing expert concentrated in considering the sentence structure in the whole paragraph when he edited, it is possible to reflect my intention all. Experts only changed sentences with awkward expressions. |
| E    | Dislike       | 4              | Understand the context and structure of the manuscript first. And then edit. |
| F    | Dislike       | 4              | It seems like the editor used translator. I asked the editing service for conveying the meaning of a sentence accurately. Not a literal translation. |

To this end, we propose an MF based expert recommender system for manuscript editing services. MF is adopted to explore the inherent characteristics of a manuscript such as writing style and paragraph composition, which are difficult for humans to detect. Moreover, ordinal and binary ratings are selectively utilized to refine user opinions and alleviate data sparsity problem. The two types of user feedback are combined in various ways to maximize the recommendation performances.

Specifically, the proposed method is composed of three steps. First, a feedback rating matrix is constructed by combining ordinal and binary ratings. Second, user opinions are inferred by performing MF on the feedback rating matrix. Lastly, the optimal editing expert is selected for a user based on the result of the second step.

The rest of the paper is organized as follows. The proposed method is introduced and explained in Section 2. Section 3 presents experiment settings and results. In Section 4, guidelines for the application of the proposed method to real-world services are suggested, and the paper is concluded in Section 5.

2. Matrix Factorization Based Editing Expert Recommender System

2.1. Problem Definition

The proposed method attempts to recommend the optimal editing expert to a user based on the inferred user’s opinion by analyzing previously collected user feedback logs to editing experts. We denote a set of users by \( U = \{ u_1, \ldots, u_i, \ldots, u_n \} \), where \( u_i \) and \( n_u \) respectively represent the \( i \)-th user and the total number of users, and a set of editing experts by \( E = \{ e_1, \ldots, e_j, \ldots, e_n \} \), where \( e_j \) and \( n_e \) respectively indicate the \( j \)-th editing expert and the total number of editing experts.

Two types of user feedback, ordinal and binary ratings, are utilized for the user opinion inference. Ordinal ratings given by \( U \) to \( E \) compose an ordinal rating matrix \( O = [ o_{ij} ] \), where \( o_{ij} \) refers to the ordinal rating given by \( u_i \) to \( e_j \) and is an integer ranging from 1 to 5 in 1 point interval.

Binary ratings given by \( U \) to \( E \) compose a binary rating matrix \( B = [ b_{ij} ] \), where \( b_{ij} \) indicates whether \( u_i \) liked the editing result provided by \( e_j \) or disliked it. \( b_{ij} \) is 1 when \( u_i \) clicked the like button for \( e_j \) or -1 when \( u_i \) clicked the dislike button for \( e_j \) as described in Equation (1).
\[ b_{ij} = \begin{cases} 
1 & \text{if } u_i \text{ clicked the like button for } e_j \\
-1 & \text{if } u_i \text{ clicked the dislike button for } e_j \\
\varnothing & \text{if } u_i \text{ did not rate } e_j,
\end{cases} \tag{1} \]

where \( \varnothing \) indicates null. Note that \( o_{ij} \) and \( b_{ij} \) are null when \( u_i \) did not rate the editing service provided by \( e_j \).

A feedback rating matrix \( F = [f_{ij}] \) is constructed by combining \( O \) and \( B \), where \( f_{ij} \) is a feedback rating indicating the degree to which \( u_i \) prefers \( e_j \) ranging from 1 to 5. When \( u_i \) did not give any ratings to \( e_j \), \( f_{ij} \) is null. The dimension of \( O \), \( B \), and \( F \) is \( n_u \times n_e \). However, there are many unknown \( f_{ij} \) as there are limited number of feedback from \( U \) to \( E \). In summary, given \( O \) and \( B \), we try to find the optimal editing expert \( e_j^* \) for \( u_i^* \) who requests an editing service by using the estimated feedback rating matrix \( \hat{F} \) which does not contain null elements and is approximated by analyzing \( F \).

2.2. Overview

The proposed method is composed of three steps as illustrated in Figure 4. First, \( F \) is constructed by utilizing \( O \) and \( B \). Second, unknown feedback ratings in \( F \) are estimated by performing MF. Lastly, the optimal editing expert is recommended to a user who requests the editing service based on the results from the previous step.

![Figure 4. Overview of the proposed non-negative matrix factorization based editing expert recommender system](image)

2.3. Constructing Feedback Rating Matrix

In this section, the process of constructing \( F \) by combining \( O \) and \( B \) is described in detail. Diverse approaches can be adopted for the process as it is possible for \( u_i \) to leave both ordinal and binary ratings to \( e_j \). Moreover, there exist numerous criteria for determining the type of user feedback to employ preferentially. Therefore, we suggest four different combination methods, \( c_o(o_{ij}, b_{ij}) \), \( c_b(o_{ij}, b_{ij}) \), \( c_l(o_{ij}, b_{ij}) \), and \( c_d(o_{ij}, b_{ij}) \), for inferring \( f_{ij} \) to identify the optimal approach by which the user’s positive and negative opinions are accurately expressed. Note that the four methods are differentiated by the type of user feedback they utilize when both \( o_{ij} \) and \( b_{ij} \) exist, and when only one type of user feedback exists, the existing rating is employed in all methods.

By \( c_o(o_{ij}, b_{ij}) \), \( o_{ij} \) is employed preferentially over \( b_{ij} \) when both \( o_{ij} \) and \( b_{ij} \) exist as described in Equation (2).

\[
c_o(o_{ij}, b_{ij}) = \begin{cases} 
  o_{ij} & \text{if } \exists o_{ij}, b_{ij} \\
  b_{ij} & \text{if } \exists o_{ij}, \nexists b_{ij} \\
  \delta(b_{ij}) & \text{if } \nexists o_{ij}, \exists b_{ij} \\
  \varnothing & \text{otherwise},
\end{cases} \tag{2} \]

where \( \delta(b_{ij}) \) is a function that transforms binary ratings into 5-point scale as shown in Equation (3).
\[ \delta_b(b_{ij}) = \begin{cases} 5 & \text{if } b_{ij} = 1 \\ 1 & \text{if } b_{ij} = -1. \end{cases} \] (3)

The idea behind \( \delta_b(b_{ij}) \) is as follows. \( e_j \) will be recommended to \( u_i \) in future services if \( u_i \) clicked like button to \( e_j \), while \( e_j \) will be excluded for \( u_i \) if \( u_i \) clicked dislike button to \( e_j \). The former case indicates that \( u_i \) is extremely satisfied with the service provided by \( e_j \), and, thus, \( b_{ij} \) is transformed into 5, which represents the most positive opinion. The latter case implies that \( u_i \) is absolutely unsatisfied with the service provided by \( e_j \), and, thus, \( b_{ij} \) is transformed into 1, which is the most negative opinion.

By \( c_b(a_{ij}, b_{ij}) \), \( b_{ij} \) is employed preferentially over \( a_{ij} \) when both \( a_{ij} \) and \( b_{ij} \) exist as described in Equation (4).

\[ c_b(a_{ij}, b_{ij}) = \begin{cases} \delta_b(b_{ij}) & \text{if } \exists a_{ij}, b_{ij} \\ a_{ij} & \text{if } \exists a_{ij}, \neg b_{ij} \\ \delta_b(b_{ij}) & \text{if } \neg \exists a_{ij}, \exists b_{ij} \\ \emptyset & \text{otherwise.} \end{cases} \] (4)

Next, \( c_d(a_{ij}, b_{ij}) \) and \( c_l(a_{ij}, b_{ij}) \) are approaches that employ \( b_{ij} \) preferentially over \( a_{ij} \) when both \( a_{ij} \) and \( b_{ij} \) exist like \( c_b(a_{ij}, b_{ij}) \). However, they employ \( b_{ij} \) over \( a_{ij} \) only when \( b_{ij} \) is a certain value, like or dislike. Specifically, by \( c_d(a_{ij}, b_{ij}) \), \( b_{ij} \) is selected over \( a_{ij} \) only when \( b_{ij} \) is -1 (dislike), and \( a_{ij} \) is employed otherwise as shown in Equation (5).

\[ c_d(a_{ij}, b_{ij}) = \begin{cases} \delta_d(a_{ij}, b_{ij}) & \text{if } \exists a_{ij}, b_{ij} \\ a_{ij} & \text{if } \exists a_{ij}, \neg b_{ij} \\ \delta_b(b_{ij}) & \text{if } \neg \exists a_{ij}, \exists b_{ij} \\ \emptyset & \text{otherwise,} \end{cases} \] (5)

where \( \delta_d(a_{ij}, b_{ij}) \) determines the utilization of \( b_{ij} \) according to the value of \( b_{ij} \) as described by Equation (6).

\[ \delta_d(a_{ij}, b_{ij}) = \begin{cases} a_{ij} & \text{if } b_{ij} = 1 \\ \delta_b(b_{ij}) & \text{if } b_{ij} = -1. \end{cases} \] (6)

On the contrary, by \( c_l(a_{ij}, b_{ij}) \), \( b_{ij} \) is selected over \( a_{ij} \) only when \( b_{ij} \) is 1 (like), and \( a_{ij} \) is employed otherwise as shown in Equation (7).

\[ c_l(a_{ij}, b_{ij}) = \begin{cases} \delta_l(a_{ij}, b_{ij}) & \text{if } \exists a_{ij}, b_{ij} \\ a_{ij} & \text{if } \exists a_{ij}, \neg b_{ij} \\ \delta_b(b_{ij}) & \text{if } \neg \exists a_{ij}, \exists b_{ij} \\ \emptyset & \text{otherwise,} \end{cases} \] (7)

where \( \delta_l(\cdot, \cdot) \) is defined as Equation (8).

\[ \delta_l(a_{ij}, b_{ij}) = \begin{cases} \delta_b(b_{ij}) & \text{if } b_{ij} = 1 \\ a_{ij} & \text{if } b_{ij} = -1. \end{cases} \] (8)

We propose \( c_d(a_{ij}, b_{ij}) \) to integrate the findings of the user feedback log analysis in Section 1 that binary ratings reflect user’s negative opinion more accurately than ordinal ratings. Thus, \( c_d(a_{ij}, b_{ij}) \) selects \( b_{ij} \) when \( a_{ij} \) could not precisely reveal the user’s opinion, which is when \( b_{ij} = -1 \) (dislike). In other words, \( c_d(a_{ij}, b_{ij}) \) chooses more effective user feedback between ordinal and binary ratings.
where the value of binary ratings, like or dislike. $c_l(o_{ij}, b_{ij})$ is additionally implemented to validate the effectiveness of $c_d(o_{ij}, b_{ij})$.

2.4. Estimating Feedback Ratings by Performing Matrix Factorization

In this step, we try to infer the unknown feedback ratings of $F$ since it is necessary to know user’s opinion on every editing expert to find the optimal expert for the user. MF decomposes a feedback rating matrix with null values into a user matrix, which represents the latent factors of the users, and an editing expert matrix, which represents the latent factors of the experts. Then, a feedback rating matrix that is closest to the real one can be obtained through an optimization process by estimating the values in the user matrix and the editing expert matrix, and the unknown values in the original feedback rating matrix can be filled [25]. In other words, MF is adopted to build an estimated feedback rating matrix denoted by $\hat{F}$, whose element $\hat{f}_{ij}$ is not null for all $i, j$. Specifically, $\hat{F}$ is approximated by multiply the two low-rank matrices obtained by factorizing $F$ as shown in Equation (9).

$$\hat{F} \approx RQ^T,$$

where $R \in \mathbb{F}^{n_u \times k}$ and $Q \in \mathbb{F}^{n_e \times k}$ is latent user and expert feature matrices, whose row vectors $r_i$ and $q_j$ represents the $k$-dimensional latent feature vectors of $u_i$ and $e_j$, respectively. The parameter $k$ controls the rank of the factorization and indicates the dimension of latent space for representing the characteristics of users and editing experts [7]. $k$ must be a positive integer and smaller than the minimum of $n_u$ and $n_e$ [12].

MF maps both users and editing experts to a $k$-dimensional latent feature space, and $\hat{f}_{ij}$ is modeled as the inner products of feature vectors, $r_i$ and $q_j$, in the space as described in Equation (10).

$$\hat{f}_{ij} = r_i \cdot q_j^T.$$

$\hat{F}$ is estimated by minimizing the objective function in Equation (11).

$$L = \sum_{i=1}^{n_u} \sum_{j=1}^{n_e} l_{ij}(f_{ij} - \hat{f}_{ij}) + \lambda(\sum_{i=1}^{n_u} \| r_i \|^2 + (\sum_{j=1}^{n_e} \| q_j \|^2),$$

where $l_{ij}$ is an indicator which is 1 if $u_i$ has rated $e_j$, and 0 otherwise. $\lambda(\sum_{i=1}^{n_u} \| r_i \|^2 + (\sum_{j=1}^{n_e} \| q_j \|^2)$ is a regularization term for preventing overfitting, and $\lambda$ is a parameter for controlling the strength of the regularization [26]. Equation (11) can be solved by using the stochastic gradient descent, and details are presented in Reference [11].

2.5. Recommending Optimal Editing Expert

Lastly, the optimal editing expert for a user is determined based on $\hat{F}$. Specifically, when $u_{is}$ asks for manuscript editing, a matching manager explores $E$ and recommends $e_{js}$ who fits $u_{is}$ best based on $\hat{F}$. The goal is to find the index of the optimal editing expert $j*$ for $u_{is}$, and the optimality can be inferred by comparing the estimated feedback ratings of $u_{is}$.

Thus, the editing expert recommendation process for $u_{is}$ is as follows. First, the $i*$-th row of $\hat{F}$ is extracted. Then, the elements in the row, $f_{is,j}$ for all $j$ is compared. Lastly, the index of the optimal editing expert $j*$ whose estimated feedback rating $f_{is,j*}$ was the highest is selected by Equation (12).

$$j* = \arg\max_j \hat{f}_{is,j*}.$$

Thus, $e_{js}$ is recommended to $u_{is}$ as the optimal editing expert.
3. Experiment

3.1. Dataset

For the experiments, we utilized user feedback logs collected from a manuscript editing company called ‘Essayreview’ [2] to demonstrate the effectiveness of the proposed MF based editing expert recommendation method. There are three types of user feedback in the logs, ordinal ratings, binary ratings, and review texts. Ordinal ratings were drawn from a 5-point scale where the ratings are integer values ranging from 1 to 5, and binary ratings were selected from two options—like and dislike. Ordinal ratings and binary ratings were utilized to evaluate the recommendation performances of the proposed method, and review texts were used to validate the ability of the proposed method in refining the user’s opinion by conducting sentiment analysis.

Table 2 shows the summary of the collected user feedback logs. The number of ordinal ratings, binary ratings, and review texts were respectively 1326, 202, and 179. As there are logs that do not contain all three types of user feedback, we present the combination frequencies, which are the number of logs having diverse combinations of user feedback. The number of user feedback logs composed of both ordinal and binary ratings was 180 while that composed of ordinal or binary ratings was 1348. In addition, the number of logs composed of both binary rating and review text was 179, and that composed of either binary ratings or review texts was 202. There were a total of 179 logs, in which all three types exist, and 1348 logs contained at least one type.

| Type          | Category  | Frequency | Combination Frequency (Intersection, Union) |
|---------------|-----------|-----------|--------------------------------------------|
| Ordinal rating| 1         | 32        |                                            |
|               | 2         | 46        |                                            |
|               | 3         | 77        |                                            |
|               | 4         | 293       | (180, 1348)                                |
|               | 5         | 878       | (179, 1348)                                |
|               | Total     | 1326      |                                            |
| Binary rating | Like      | 164       | (0, 202)                                   |
|               | Dislike   | 38        |                                            |
|               | Total     | 202       |                                            |
| Review text   |           | 179       |                                            |

Note that only active users and editing experts were used in the experiments. We define an active user as a person who used the manuscript editing service and left feedback at least once and an active editing expert as a person who has received more than one feedback. The number of active users and experts were 854 and 94, respectively.

3.2. Settings

Four types of experiments were conducted to observe the performances and characteristics of the proposed method. First, the collected user feedback logs were explored to identify the data sparsity problem. Second, the impact of the proposed method’s parameters on the recommendation performances were investigated to determine the optimal values of the parameters. Third, we evaluated the performances of the proposed method and compared them with the state-of-the-art method. Lastly, recommendation results were closely observed to validate the effectiveness of the proposed method in refining user opinions. Specifically, we performed sentiment analysis, the task of identifying user’s opinion inherent in a text [27] to compare the results with those of the proposed method.

The collected user feedback logs were partitioned into training, validation, and test set, where the training set and validation set were respectively utilized for building a feedback rating matrix and for
selecting the optimal parameters of the proposed method and the test set was used for the performance evaluation of the proposed method using the feedback rating matrix. Among two hundred of the most recent logs, the oldest one hundred of the logs were selected as the validation set and the most recent one hundred of the logs were selected as the test set. Note that the feedback ratings of the test set generated by performing the proposed method were indicated as ‘estimated feedback ratings’ while those before performing as ‘original feedback ratings’. All experiments were repeated thirty times, and the results were averaged to minimize the randomness.

As evaluation measures, we adopted root mean squared error (RMSE) and mean absolute percentage error (MAPE), which are two of the most widely utilized measures for rating estimation \([28,29]\). RMSE is defined as the square root of the average squared difference between the actual and the estimated feedback ratings as shown in Equation \((13)\).

\[
RMSE = \sqrt{\frac{\sum_{(i,j)\in T}(f_{ij} - \hat{f}_{ij})^2}{|T|}},
\]

where \(T\) is a set of index pairs \((i,j)\) in the test set and \(f_{ij}\) and \(\hat{f}_{ij}\) respectively indicate the original and the estimated feedback ratings from \(u_i\) to \(e_j\). In addition, MAPE is defined as the average percentage of the absolute difference between the original and the estimated feedback ratings divided by the absolute value of the original feedback ratings, and it is calculated by Equation \((14)\).

\[
MAPE = \frac{100}{|T|} \sum_{(i,j)\in T} \frac{|f_{ij} - \hat{f}_{ij}|}{|f_{ij}|}.
\]

The smaller values of RMSE and MAPE indicate better recommendation performances.

We compared the recommendation performances of the proposed method with TMF \([22]\), which exploits ordinal and binary ratings simultaneously. Specifically, TMF estimates the unknown feedback ratings by utilizing additional user latent matrix generated by analyzing binary ratings. When calculating the additional matrix, two parameters—\(w_l\) and \(w_d\) were used to control the weights of like and dislike information in binary ratings. The comparison between the proposed method and TMF can provide an opportunity to demonstrate the effectiveness of substituting ordinal ratings with binary ratings compared to the simultaneous utilization of the two ratings.

For the performance comparison, nine methods, which are differentiated in the way of utilizing user feedback, were implemented. The methods are grouped into two categories, ones that utilize only ordinal or binary ratings, denoted by \(O\) or \(B\), and ones that exploit both ratings including the aforementioned TMF and the proposed method. Specifically, there are three types of TMF denoted by TMF\((1,1)\), TMF\((1,0)\), and TMF\((0,1)\), which respectively indicate TMF with a parameter pair \((w_l,w_d)\) of \((1,1)\), \((1,0)\), and \((0,1)\). In addition, four types of the proposed method, \(F(c_o)\), \(F(c_b)\), \(F(c_d)\), and \(F(c_l)\) which utilize feedback rating matrices constructed by using the four functions, \(c_o(a_{ij}, b_{ij})\), \(c_b(a_{ij}, b_{ij})\), \(c_l(a_{ij}, b_{ij})\), and \(c_d(a_{ij}, b_{ij})\), respectively, were implemented. The numbers of non-null elements in the feedback rating matrices utilized for \(O\) and \(B\) were 1326 and 202, respectively, and those of TMFs and Fs were the same—1348. Note that we only adopted the basic approach of MF and tried to focus on the comparison of feedback rating incorporation approach.

For the optimal parameter selection, we considered two parameters—\(\lambda\) and \(k\)—in the proposed method. \(\lambda\) is a regularization parameter which helps prevent overfitting as shown in Equation \((11)\) and \(k\) is the dimension of the latent space for performing MF. We investigated the effects of \(\lambda\) and \(k\) on the performances of the proposed method. Experiments were conducted on the validation set with diverse \(\lambda\)s, 0.2, 0.02, and 0.002, and diverse \(k\)s ranging from 10 to 90 at intervals of 10. According to the results, we determined the optimal values of parameters for the rest of the experiments.

For sentiment analysis, we employed a lexicon-based approach \([30]\), where the sentiment score of a review text is determined as the average of the sentiment scores of the words composing the
review text. The sentiment score of a word is assigned according to a lexicon of words, where words are annotated with sentiment scores between -2 (negative) to 2 (positive). Thus, when the sentiment score of a review text is close to 2, it means the review is positive, while when it is close to -2, it indicates the review is negative. The publicly-available deep learning based morphological analyzer for Korean called Khaiii [31] was utilized to extract the morpheme tags for the words in review texts. Among 23 morphemes, only the words corresponding to the four morphemes that have lexical meanings such as noun, adjective, positive copulas, and negative copulas were used. Additionally, the publicly-available sentiment lexicon for Korean named KOSAC (Korean sentiment analysis corpus) [32] was employed to assign the sentiment scores of the words in review texts.

3.3. Experiment Results

In this section, the experimental results of the proposed method are presented. In detail, we report results on data exploration, parameter selection, performance evaluation, and performance validation.

3.3.1. Data Exploration

We explored the user feedback logs utilized in the experiments in order to demonstrate the sparseness of ordinal ratings. In Figure 5a,b, the frequencies of users and editing experts are illustrated as bar charts according to the number of ordinal ratings that the users gave and the experts received, respectively.

![Figure 5. Visualization of the ordinal ratings utilized in the experiments.](image)

From the exploration, it can be concluded that the ordinal ratings are sparse and concentrated to a small number of users and editing experts. Specifically, about 70% of the users left ordinal ratings for one time, and 21% of the users gave ordinal rating for two times as shown in Figure 5a. In conclusion, about 90% of the users left ordinal ratings on the received editing services to a maximum of two times. Moreover, only 5% of the editing experts received more than 50 ordinal ratings, and up to 70% of the editing experts received ordinal ratings less than 10 times as shown in Figure 5b.

3.3.2. Parameter Selection

The impact of parameters $k$ and $\lambda$ of the proposed method on the recommendation performances was investigated to determine the optimal values. Figure 6 shows the recommendation performances of the proposed methods according to the iteration number ($x$-axis) in terms of RMSE ($y$-axis) for diverse $k$s ranging from 10 to 90 at intervals of 10. Each graph in Figure 6 consists of three lines that plot the performances of the proposed method with diverse $\lambda$s, 0.2, 0.02, and 0.002.

Through the comparison of the nine graphs in Figure 6, it was observed that the RMSE tends to decrease as $k$ increased. The RMSE decreased rapidly until $k$ reached 30, and it became steady as $k$ became larger than 80. In terms of $\lambda$, overfitting was observed when $\lambda$ was 0.02 and 0.002. The
performance of the method stopped improving and started to degrade at a certain iteration number. Specifically, overfitting clearly occurred for $\lambda = 0.02$ and $k \geq 30$ and for $\lambda = 0.002$ and $k \geq 80$ while when $\lambda = 0.2$, no overfitting was evident for every $k$. Thus, we set $k$ and $\lambda$ to 80 and 0.2, respectively, for the rest of the experiments.

3.3.3. Performance Evaluation

The recommendation performances of the proposed method were evaluated qualitatively and quantitatively. For the qualitative evaluation, we visualized the original and estimated feedback rating matrices and compared them to show the resemblance. For the quantitative evaluation, the RMSE and MAPE of the proposed and compared methods were evaluated to show the superior performances of the proposed method and the effectiveness of the selective utilization of ordinal and binary ratings.

Feedback rating matrices were illustrated as heatmaps in Figure 7. Figures 7a–c, respectively represent an original feedback rating matrix, a matrix whose elements belong to the test set were changed to null, and an estimated matrix by using the proposed method. In each graph, $x$ and $y$-axis respectively indicate the users and editing experts in the test set, and a box represents the feedback rating constructed by using the user feedback log given by the corresponding user to the corresponding expert. A box filled with white color indicates null, meaning that the corresponding user did not rate the corresponding expert, and the darker the color of a box is, the greater the corresponding ordinal rating is. Overall, the heatmap in Figure 7c is similar to that in Figure 7a, implying that the proposed method was successful at inferring user opinions.

![Figure 6](image_url)

**Figure 6.** Recommendation performances of the proposed method with diverse $\lambda$s, 0.2, 0.02, and 0.002, and $k$s ranging from 10 to 90 at intervals of 10 in terms of RMSE according to the iteration number.
Tables 3 and 4 respectively show the recommendation performances of the considered nine methods in terms of RMSE and MAPE and the paired sample t-test results comparing the performances of the methods in terms of $p$-value. Among the methods using a single type of user feedback, $O$ outperformed $B$. The result was foreseen since the number of non-null elements in the feedback rating matrix of $O$ was greater than that of $B$ and ordinal ratings usually contain abundant information compared to binary ratings.

Between $O$, $B$ and the methods using both ratings, TMFs and $F$s, the latter performed much better than the former with the minimum of 34% reduction in RMSE. Particularly, RMSE and MAPE of $F(c_o)$, which utilizes both ratings and prefers ordinal ratings, were 0.17% and 4.23% while those of $O$, which only uses ordinal ratings, were 0.26% and 6.49%, where $p$-value between the performances of $F(c_o)$ and $O$ was 0.0052. Since the $p$-value was smaller than the significance level of 0.05, it is possible to say that the performance gains are statistically significant. It demonstrates that the utilization of binary ratings in addition to ordinal ratings has a positive effect on the recommendation performances. Moreover, $F(c_b)$ performed better than $F(c_o)$, implying that substituting ordinal ratings with binary ratings was effective as it reduces the effect of bias inherent in ordinal ratings, and this result was considered statistically rigorous with the $p$-value of 0.0044.

![Figure 7](image-url)

**Figure 7.** Heatmap representation of the feedback rating matrices, where $x$ and $y$-axis respectively represent the users and editing experts belong to the test set.
Table 3. Recommendation performances of the proposed method and compared methods with respect to the type of the utilized user feedback in terms of RMSE and MAPE.

| Type                        | Method | Performance |
|-----------------------------|--------|-------------|
|                             |        | RMSE        | MAPE (%)    |
| Ordinal rating only         | O      | 0.2573±0.0006 | 6.4974±0.0067 |
| Binary rating only          | B      | 0.4263±0.0027 | 10.7651±0.0039 |
| Mixed                       | TMF(1,1) | 0.1381±0.0009 | 3.4873±0.0055 |
|                             | TMF(1,0) | 0.1744±0.0014 | 4.4040±0.0058 |
|                             | TMF(0,1) | 0.1317±0.0008 | 3.3257±0.0053 |
| Substituted                 | $F(c_o)$ | 0.1677±0.0008 | 4.2348±0.0057 |
|                             | $F(c_b)$ | 0.1201±0.0005 | 3.0328±0.0083 |
|                             | $F(c_l)$ | 0.1149±0.0006 | 2.9015±0.0064 |
|                             | $F(c_d)$ | 0.0999±0.0012 | 2.5227±0.0062 |

It was interesting that the methods emphasizing the negative user opinions (dislike) showed better performances than those emphasizing positive ones (like) or both. $F(c_d)$ which substituted ordinal ratings with binary ratings when a user disliked an editing expert outperformed the rest of the methods with an RMSE of 0.0999, and $F(c_o)$, which used ordinal ratings preferentially, showed the worst performance among Fs with an RMSE of 0.1677. In addition, $F(c_d)$ showed better performances than $F(c_l)$ with an RMSE of 0.1149, where the $p$-value of 0.0023 smaller than 0.05 indicates that there is significant performance improvement for $F(c_d)$. A similar phenomenon was observed in the performance results of TMFs as well. The performances of TMF(0,1), where dislike information was adopted, were superior to TMF(1,0), where like information was adopted, and the performances of TMF(1,1), where both like and dislike information was adopted, were better than those of TMF(1,0). They were statistically significant since the $p$-value between TMF(0,1) and TMF(1,0) was 0.0039, and between TMF(1,1) and TMF(1,0) was 0.0035.

Moreover, it was noticeable that when both ordinal and binary ratings were given, substituting ordinal ratings with binary ratings enhances the performances more than incorporating the two ratings together. This can be supported by the fact that the performances of $F(c_d)$ were superior to TMF(0,1), and it is statistically approved with a $p$-value of 0.0012. Both methods utilized ordinal and binary ratings, but $F(c_d)$ only utilized binary ratings when the binary rating was dislike while TMF(0,1) incorporated the dislike information of binary ratings with ordinal ratings. The conclusion that utilizing ordinal ratings degrades the opinion inference performance especially for negative ones conforms with the problem of ordinal ratings raised in Section 1, that negative opinions are not correctly expressed in ordinal ratings.

Further analyses were conducted to show the trends in the recommendation performances with diverse $k$s as illustrated in Figure 8a,b. The performances of all nine methods enhanced as $k$ increased, and the performance ranks remained the same except for $F(c_b)$ and $F(c_d)$. $F(c_b)$ showed the best performances when $k$ was smaller than 40, but $F(c_d)$ overtook $F(c_b)$ with $k$ larger than 50.
Table 4. Results of paired sample t-tests on the comparison performances for main conclusions.

| Main Conclusion                                                                 | Comparison   | p-Value   |
|---------------------------------------------------------------------------------|--------------|-----------|
| Using both binary and ordinal ratings is more effective for inferring user opinion than only using ordinal ratings. | $F(c_o) > O$ | 0.0052    |
| Binary ratings provide user opinion more accurately than ordinal ratings.       | $F(c_b) > F(c_o)$ | 0.0044 |
| User’s negative feedback is more effective for inferring user opinion than positive one. | $F(c_d) > F(c_l)$ | 0.0023 |
| Substitution is more effective than simultaneous utilization.                   | $TMF(0,1) > TMF(1,0)$ | 0.0039 |
|                                                                                | $TMF(1,1) > TMF(1,0)$ | 0.0035 |
|                                                                                | $F(c_d) > TMF(0,1)$ | 0.0012 |

3.3.4. Performance Validation

To validate the effectiveness of the proposed method in refining a user’s opinion, the recommendation results of the test set were investigated in detail. First, we observed the changes in frequencies of like and dislike between the original and the estimated feedback ratings. Then, we conducted sentiment analysis on the review text of the test set and examined the sentiment scores of review texts according to the original and estimated feedback ratings.

Figure 9a,b show the frequency distributions of user feedback logs of two binary rating categories—like and dislike—in the test set according to the original and estimated feedback ratings, respectively. It was observed that the frequencies of dislike (filled box) whose ratings were 1 and 2 increased in Figure 9b compared to the original feedback ratings in Figure 9a, while the portion of dislike (filled box) whose ratings were 4 and 5 decreased in Figure 9b compared to the original feedback ratings in Figure 9a. For more precise analysis, the percentages of user feedback logs with respect to the ordinal (feedback) ratings and the binary ratings were shown in Table 5. The percentage, where the ordinal ratings were 1 or 2 and the binary ratings were dislike, increased from 39% (original ordinal ratings) to 76% (estimated feedback ratings), while the percentage, where the ordinal ratings were 4 or 5 and the binary ratings were dislike, decreased from 37% to 13%. This implies that the proposed method was successful at refining user opinions, especially for negative ones, by substituting ordinal ratings with binary ratings when the binary rating was dislike for building a feedback rating matrix.
Figure 9. Frequency distributions of user feedback logs with respect to the two categories of binary ratings, like (empty) and dislike (filled), according to the (a) original ordinal ratings and (b) estimated feedback ratings.

Table 5. Percentage of user feedback logs of two binary rating categories, like and dislike, when the original ordinal ratings and estimated feedback ratings were 1 or 2 and 4 or 5.

| Binary Rating | Like | Dislike |
|---------------|------|---------|
|               | Original | Estimated | Original | Estimated |
| Ordinal (feedback) rating 1, 2  | 7.69%    | 10.65%   | 39.53%   | 76.00%     |
| Ordinal (feedback) rating 4, 5  | 80.77%   | 83.56%   | 37.21%   | 12.50%     |

We assumed that if the proposed method performed successfully, the estimated feedback ratings would be positively correlated with the sentiment of user opinions contained in review texts. In other words, the sentiment score should be high (or low) when the feedback rating is high (or low). Thus, the sentiment analysis mentioned in Section 3.2 was conducted on the review text of the user feedback logs in the test set, and compared the results between original and estimated feedback ratings. Figure 10 shows the surface plots illustrating the frequency distributions of user feedback logs according to the sentiment score (x-axis) and the original and estimated feedback ratings (y-axis).

Figure 10. Surface plots illustrating the frequencies of user feedback logs according to the sentiment scores of review texts (x-axis) and the (a) original ordinal ratings or (b) estimated feedback ratings (y-axis).
By the assumption, a surface plot having an uplifted surface near the diagonal from \((-2, 1)\) to \((2, 5)\) and caved-in near the vertices, \((2, 1)\) and \((-1, 5)\), represents the optimal estimation of feedback ratings. In Figure 10a, it can be observed that the rear surface of the diagonal protruded and the front of the diagonal caved in, and Pearson correlation coefficient between the original ordinal ratings and the sentiment score was 0.46. On the other hand, there was a noticeable uplift near the diagonal in the case of the estimated feedback ratings as shown in Figure 10b, and the correlation coefficient was 0.67. The increased correlation indicates that the proposed method appropriately refined the user’s opinion by using binary ratings.

4. Guideline for Applications

4.1. Requirements

In order to implement the proposed method for real-world editing expert services, the proposed method should be divided into two processes, online and offline, as it is computationally demanding and time-consuming to execute every time the editing service is requested. The estimation process of \(\hat{F}\) can be done in advance as an offline process, while the recommendation should be carried out in real-time as an online process. The process is described in Algorithm 1.

**Algorithm 1** Editing expert recommendation process

| INPUT: User feedback logs (users, experts, user feedback), a user \(u_i\). |
| OUTPUT: The optimal editing expert \(e_j\) to be recommended with \(u_i\). |

Training phase (Offline)

| (Step 1: Constructing a feedback rating matrix \(F\)) |
| (Step 2: Performing MF on \(F\) to estimate \(\hat{F}\)) |

Test phase (Online)

| (Step 3: Recommending the optimal editing expert based on \(\hat{F}\)) |
| An expert is selected whose feedback rating is highest in the \(i\)-th row of \(\hat{F}\). |

For the real-world implementation, it is important to find the maximum possible number of unknown values in a feedback rating matrix that does not degrade performance as a previous study reported that the performance of a method is not fully dependent on the amount of data but on the ratio of unknown values over known values [33]. We denoted the ratio of the unknown values over the known values by \(\rho\) as Equation (15).

\[
\rho = \frac{N_u}{N_k}, \tag{15}
\]

where \(N_u\) and \(N_k\) respectively indicates the number of unknown and known values in a feedback rating matrix. Therefore, experiments were conducted using diverse \(\rho\)s to find the maximum possible number.

Figure 11 shows the results in terms of RMSE (y-axis) according to \(\rho\)s (x-axis). We can observe that RMSE was steady when \(\rho\) was smaller than 4. However, RMSE increased rapidly as \(\rho\) got bigger. Therefore, it is recommended for companies utilizing the proposed method to maintain \(\rho\) under 4.

Lastly, we evaluated the time duration for performing expert recommendation by using the proposed method. We utilized a server with 3.5 GHz Intel Core i7 and repeatedly ran the online process of the proposed method for 20 times under the same environment. As a result, the average service time for online process was 0.78 seconds which was short enough for actual implementation.
5. Conclusions

In this paper, we proposed an MF based editing expert recommendation method which utilizes ordinal and binary ratings given by users to editing experts. MF is adopted to explore the inherent characteristics of a manuscript and latent information in user opinions to address the drawbacks of the current manual matching process in manuscript editing companies. Specifically, binary ratings were utilized in addition to ordinal ratings to alleviate the sparsity in ordinal ratings and refine user’s negative opinions.

Experiments on a real-world dataset collected from a manuscript editing service were conducted to evaluate the recommendation performances of the proposed method and validate its capabilities. Two conclusions can be drawn from the results. First, the recommender system utilizing both ordinal and binary ratings outperformed the method utilizing only ordinal ratings, which implies that the use of binary ratings can successfully address the data sparsity problem. Second, in terms of constructing a feedback rating matrix, a method, where binary ratings are employed to substitute ordinal ratings when a user left a negative opinion (dislike), outperformed the rest. This implies that the negative opinions of users are more accurately expressed by binary ratings than ordinal ratings.

Our future research directions are as follows. Experiments using diverse datasets will be conducted to improve the robustness of performance evaluation results as the experiments utilized review texts written in Korean and collected from a specific service. The proposed framework can be applied to other languages with minor adaptations such as changing POS tagger and sentiment dictionary. Moreover, we plan to investigate the adaptation of the selective use of binary ratings over ordinal ratings to various methods of MF and to validate the effectiveness using more general datasets. Next, we plan to extend the proposed method to utilize additional types of user feedback, such as review texts, to enrich users’ opinions. We hope our finding on the effectiveness of the selective use of binary ratings over the ordinal rating when a user showed a negative opinion can be the beginning of more in-depth research.
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