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Abstract

In most transfer learning approaches to reinforcement learning (RL) the distribution over the tasks is assumed to be stationary. Therefore, the target and source tasks are i.i.d. samples of the same distribution. In the context of this work, we will consider the problem of transferring value functions through a variational method when the distribution generating the tasks is time-variant, proposing a solution leveraging this temporal structure inherent to the task generating process. Moreover, by means of a finite sample analysis, the previously mentioned solution will be theoretically compared to its time-invariant version. Finally, we will provide an experimental evaluation of the proposed technique with three distinct time dynamics in three different RL environments.

1 Introduction

The reinforcement learning (RL) framework [30] is becoming increasingly more effective in dealing with complex problems [37, 29, 25] at the cost of requiring a huge amount of experience in order to achieve these impressive results. Therefore, a desirable feature for RL algorithms is sample efficiency, which could be reached, among all other alternatives, through transfer learning (TL) [32, 16]. TL allows an RL algorithm to reuse knowledge coming from a set of already solved tasks in order to speed up the learning phase of new ones. Depending on what kind of knowledge representation is being transferred, we have different TL algorithms in the related literature. Therefore, in order to perform transfer, we could have algorithms leveraging policies or options [8, 15], samples [31, 18, 36, 34], features [2, 19], value-functions [33, 35] or parameters [13, 1, 24, 7].

In the classical TL setting, the source and target tasks usually come from the same distribution, hence it would be sensible to use the Bayesian framework in order to iteratively refine the prior knowledge coming from the source tasks as more evidence from the target is collected. Following this rationale, in [38], under the assumption that the tasks share similarities in their Markov Decision Process (MDP) [27] representation, a hierarchical Bayesian solution is proposed, whose main drawback lies within the need to solve an auxiliary MDP in order to perform actions on the current task being tackled. Another methodology, along this line of research, has been developed in [17], which still leverages hierarchical Bayesian models, but this time assuming the tasks share commonalities through their value functions. Furthermore, in [6], a Bayesian framework able to adapt optimal policies to variations of the task dynamics is developed. They use a latent variable, which together with the state-action couple entirely describe the system dynamics. The uncertainty over the latent
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variable is modeled independently of the uncertainty over the state, this limitation is overcome in the extension to their framework proposed in [13]. In [26] another extension to [6] is proposed, which accounts for multiple factors of variation potentially coming also from the reward function. A more general and efficient approach is developed, instead, in [35], which iteratively refines the distribution over optimal value functions by means of a variational procedure as more experience from the target task is collected.

In real-world applications it is highly likely that the system to be controlled by an agent evolve with time. Therefore, in the task generating process of a family of similar tasks there could be an underlying time dynamic to be accounted for. Time dynamics are usually not considered in the related TL literature. For this reason, in this paper, we will extend the work developed in [35] in order to take into account a time-variant distribution inherent to the task generating process. We will, then, provide a theoretical comparison between our solution and the time-invariant approach of [35]. Finally, we will provide an experimental comparison of the two approaches in three different RL environments with three distinct time dynamics.

2 Preliminaries

In this section, we describe the setting introduced in [35] adding a time-variant distribution over the tasks. We will start with basic RL concepts and some notation in Section 2.1 and we will conclude with the variational approach to transfer in Section 2.2.

2.1 Reinforcement Learning Background

Let us consider a time-variant distribution \( D \) over tasks. We model each task \( M_t \) coming from \( D \) as a discounted Markov Decision Process (MDP) [27], which is defined as a tuple \( M_t = \{ S, A, \mathcal{P}, R, p_0, \gamma \} \). \( S \) and \( A \) represent the state space and the action space, respectively. \( \mathcal{P} \) is the Markovian transition function, where \( \mathcal{P}_t(s'|s,a) \) is the transition density from state \( s \) to state \( s' \) given that the action \( a \) is executed on the environment. \( R_t : S \times A \rightarrow \mathbb{R} \) is the reward function, assumed to be uniformly bounded by a constant \( R_{max} > 0 \). \( p_0 \) and \( \gamma \in [0,1) \) are the initial state distribution and the discount factor, respectively. Therefore, for each task \( i \) our goal is to find a deterministic policy, \( \pi_i : S \rightarrow A \), maximizing the long-term return over a possibly infinite horizon. In other words, this means being able to get \( \pi_i^* \in \arg\max_{\pi_i} J_i(\pi_i) \), where \( J_i(\pi_i) = E_{M_t,\pi_i} \left[ \sum_{t=0}^{\infty} \gamma^t R_i(s_t, a_t) \right] \). The optimal policy \( \pi_i^* \) is a greedy policy w.r.t. the optimal value function, i.e., \( \pi_i^*(s) = \arg\max_a Q^*_i(s,a) \) for all \( s \), where \( Q^*_i(s,a) \) is defined as the expected return obtained by taking action \( a \) in state \( s \) and then following the optimal policy afterward. From now on, for the sake of readability, we drop the \( i \) subscript whenever this does not imply ambiguity.

In this context, we focus on a set of parametrized value functions, \( Q = \{ Q_\theta : S \times A \rightarrow \mathbb{R} | \theta \in \mathbb{R}^p \} \), also called Q-functions. We assume that each \( Q_\theta \in Q \) is uniformly bounded by \( \bar{Q}_{max} \). An optimal Q-function is also the fixed point of the optimal Bellman operator [27], which is defined as follows: \( T \sum_{t=0}^{\infty} \gamma^t R_i(s_t, a_t) \). Therefore, a measure of optimality for a value function during learning is its Bellman error, defined as \( B_\theta = T Q_\theta - Q_\theta \). Of course, if \( B_\theta(s,a) = 0 \forall (s,a) \in S \times A \), then \( Q_\theta \) is optimal, which implies that minimizing the squared Bellman error, \( \| B_\theta \|_2^2 \), is a good objective for learning (\( \theta \) is the distribution over \( S \times A \), assumed to exist). In practice, the Bellman error is not used, since it requires two independent samples of the next state \( s' \) for each couple \( (s, a) \) [20] [30]. For this reason, usually, the Bellman error is replaced by the Temporal Difference (TD) error \( b(\theta) \), which correspond to an approximation of the former using one sample \( \langle s_h, a_h, r_h, s_{h+1} \rangle \), so \( b_h(\theta) = r_h + \gamma \max_{a' \in A} Q_\theta(s_{h+1}, a') - Q_\theta(s_h, a_h) \). Therefore, given a set \( D = \{ s_h, a_h, r_h, s_{h+1} \}_{h=1}^N \) the squared TD error is \( \| B_\theta \|_2^2 = \frac{1}{N} \sum_{h=1}^N b_h(\theta)^2 \).

2.2 Variational Transfer of Value Functions

In the previously described context, an optimal solution to an RL problem is a greedy policy w.r.t. an optimal value function that is parametrized by a vector of weights \( \theta \). Therefore, we can safely consider a distribution over optimal weights \( p(\theta) \) instead of the distribution \( D \) over tasks since the latter induces a distribution over optimal Q-functions [35]. Now, given a prior on the weights \( p(\theta) \) and a dataset \( D = \{ s_h, a_h, r_h, s_{h+1} \}_{h=1}^N \), the optimal Gibbs posterior minimizing an oracle upper
bound on the expected loss is known to be [31]:
\[
q(\theta) = \frac{e^{-\Psi \|B_0\|^2}p(\theta)}{\int e^{-\Psi \|B_0\|^2}d\theta},
\]
where \(\Psi > 0\), which will be set to \(\psi^{-1}N\), for some constant \(\psi > 0\) as in [35]. It is worth noticing that \(q\) becomes a Bayesian posterior every time \(e^{-\Psi \|B_0\|^2}\) can be interpreted as the likelihood of \(D\). Since the integral at the denominator of Equation (1) is intractable, a variational approximation through a parametrized family of posteriors \(q_\xi\), such that \(\xi \in \mathbb{E}\), is proposed. In this way, it is sufficient to find \(\xi^*\) such that \(q_{\xi^*}\) minimizes the Kullback-Leibler (KL) divergence w.r.t. the Gibbs posterior \(q\), which is equivalent to minimize the (negative) evidence lower bound (ELBO) [3]:
\[
\min_{\xi\in\mathbb{E}} \mathcal{L}(\xi) = \min_{\xi\in\mathbb{E}} \left\{ \mathbb{E}_{\theta \sim q_\xi} \left[ ||B_0||_2^2 \right] + \frac{\psi}{N} D_{KL}(q_\xi(\theta) || p(\theta)) \right\}.
\]
(2)

Therefore, the idea behind the variational transfer of value functions (Algorithm 1) is to alternate a sampling from the posterior on the optimal value function with the optimization of the posterior via \(\nabla_\xi \mathcal{L}(\xi)\), assuming to have already solved a finite number of source tasks \(M_1 \ldots M_n\), which, in turn, implies having the set of their approximate solutions \(\Theta_s = \{\theta_1, \ldots, \theta_n\}\). The weight resampling can be interpreted as a guess on the task we need to solve based on the current belief. After the sampling, the algorithm acts on the RL problem as if such guess were correct and will then adjust the belief based on the collected new experience through the optimization of the variational parameters \(\xi\). Notice that, as long as \(\nabla_\xi \mathcal{L}(\xi)\) can be efficiently computed, any approximator for the \(Q\)-functions and any prior/posterior distributions can be used. To this end, since the \text{max} operator in the temporal difference error of Equation (2) is not differentiable, the \text{mellowmax} is used instead, which is differentiable and was proven to converge to the same fixed point of the optimal Bellman operator in [35]. From now on, we denote the mellow Bellman error with \(\tilde{B}_\theta\).

3 Time-Variant Kernel Density Estimation for Variational Transfer

In the context of this work, we will model the evolution of time over a discrete grid of asymptotically dense time instants. Let \(\{\theta_{ij}\}_{j=1}^{M_i}\) be a set of independent solutions to the \(i^{th}\) task, observed at time \(t_i = \frac{i}{\lambda}, 1 \leq i \leq n\), with \(\theta_{ij} \in \mathbb{R}^p\) and \(\theta_{ij} \sim P(\cdot, t_i)\). Notice that, at time \(t_i\), we allow to tackle \(M_i\) times the task coming from the distribution \(P(\cdot, t_i)\), for the sake of generality. Moreover, let \(M_i\) be a discrete random variable for each \(i\). Finally, let us introduce a Time-Variant Kernel Density Estimator of this form:
\[
\hat{p}(\theta, t) = \frac{1}{a_0(-\rho)N(t)\lambda^2} \sum_{t_i = \frac{i}{\lambda}}^t K_T\left(\frac{t-t_i}{\lambda}\right) \sum_{j=1}^{M_i} K_S\left(H^\frac{1}{2}(\theta - \theta_{ij})\right)
\]
(3)
which is based on \cite{10} and will be used as a prior in order to model a time-variant distribution on the solved tasks. The factor \(a_0(\rho) = \int_0^1 K_T(t)dt\) is used to perform the boundary correction, recovering consistency at the boundaries \(\{2\}\), therefore also in \(t = 1\). \(K_T\) is the temporal kernel, whereas \(K_S\) is the multivariate non-negative spatial kernel.

Now under the following assumptions (also stated in \cite{10}):

**Assumption 3.1** (Task independence). For \(1 \leq i \neq i' \leq n, 1 \leq j \leq M_i, \) and \(1 \leq j' \leq M_{i'}, \theta_{ij}\) and \(\theta_{i'j'}\) are independent;

**Assumption 3.2** (Differentiable density function). \(p(\theta, t_i) : \mathbb{R}^p \times [0, 1] \to \mathbb{R}\) is twice differentiable for every \(t_i, \theta_{ij}\);

**Assumption 3.3** (Lipschitz continuity w.r.t. time). \(\|p(\theta, t_2) - p(\theta, t_1)\| \leq L|t_2 - t_1|, \) for \(\theta \in \mathbb{R}^p, L \in \mathbb{R}^+;\)

**Assumption 3.4** (On the spatial kernel). Let \(\alpha = (\alpha_1, \ldots, \alpha_p)\) be a multi-index, with \(\alpha_i \geq 0\) for \(i = 1, \ldots, p, \theta^\alpha = \prod_{i=1}^p \theta_i^{\alpha_i}\) for each \(\theta \in \mathbb{R}^p\), and \(N_0\) is an index set where all \(p\) components of each member are either 0 or even integers.

\[
\int_{\mathbb{R}^p} K_S(\theta)d\theta = 1, \quad \lim_{||\theta|| \to \infty} ||\theta||^\alpha K_S(\theta) = 0, \quad \int_{\mathbb{R}^p} \theta^\alpha K_S(\theta)d\theta = 0, \quad \alpha_i \in N_0, \quad \alpha \in N_0;
\]

**Assumption 3.5** (On the temporal kernel).

\[
\int_{-\infty}^\infty K_T(t)dt = 1, \quad \int_{-\infty}^\infty tK_T(t)dt = 0, \quad \int_{-\infty}^\infty t^2K_T(t)dt = \sigma_T \leq \infty;
\]

we can write

**Theorem 3.6** (Uniform consistency of the density estimator). Assume 3.1 - 3.5. Moreover, assume that \(K_S\) is spherically symmetric, with a bounded, Hölder-continuous derivative, that \(K_T\) is a Hölder-continuous and compactly supported kernel on a subset of \(\mathbb{R}\), that all the \(M_i\)s are independent and identically distributed random variables with mean \(m > 0\) and all moments finite, independent of the \(\theta_{ij}\)s, and that \(p(\theta, t)\), viewed as a \((p + 1)\)-variate function on \(\mathbb{R}^p \times (0, 1]\), has two bounded derivatives. Take \(H\) and \(\lambda\) such that \(|H|^\frac{2}{\lambda}(n) \to 0, \lambda(n) \to 0\) and \(n^{-1/2}|H|^\frac{2}{\lambda} \lambda \to \infty\) for some \(\epsilon > 0\) as \(n \to \infty,\) then

\[
\tilde{p}(\theta, t) = p(\theta, t) + O((N(t)|H|^\frac{2}{\lambda}(\log n)^{\frac{1}{2}} + tr(H) + \lambda)
\]

uniformly in \((\theta, t) \in \mathcal{K} \times \mathcal{I},\) with probability 1, where \(\mathcal{K}\) is a compact subset of \(\mathbb{R}^p\) and \(\mathcal{I}\) is a compact subset of \((0, 1].\)

A proof of the above theorem is shown in Appendix \([A]\) and leverages the same approach as in \cite{10} being a weaker version, in terms of convergence rate, of their Theorem 1. This weakening was necessary in order to obtain an upper bound in closed-form expression of the KL-Divergence between the prior and the posterior in Equation \([2]\). Indeed, if we choose \(\tilde{q}(\theta) = \frac{1}{K} \sum_{k=1}^K N(\theta|\mu_k, \Sigma_k),\) with variational parameter \(\xi = (\mu_1, \ldots, \mu_K, \Sigma_1, \ldots, \Sigma_K),\) and we choose \(K_S\) as a Gaussian kernel, then for a fixed time instant \(t\) our prior is a mixture of Gaussians with non-uniform weights. Therefore, through the upper bound on the KL-Divergence shown in Appendix \([B]\) we have that the ELBO upper bounds the KL-Divergence between the approximate and the exact posterior. Since the covariance matrices of the posterior must be positive definite, we will learn the factor \(L\) of their Cholesky decomposition as in \cite{35}.

### 4 Finite Sample Analysis

In order to provide a finite sample analysis of Algorithm 1 based on the prior of Section 3, we will extend Theorem 2 of \cite{35} in our context, enabling also a theoretical comparison between the two respective versions of Algorithm 1. Therefore, considering the family of linearly parametrized value
functions, \( Q_\theta(s, a) = \theta^T \phi(s, a) \), having bounded weights \( \|\theta\|_2 \leq \theta_{max} \) and uniformly bounded features \( \|\phi(s, a)\|_2 \leq \phi_{max} \), and assuming only finite data are available, we can bound the expected mellow Bellman error under the variational distribution minimizing Equation (2) for any fixed target task \( M_t \) through the following theorem.

**Theorem 4.1 (Bound on the expected mellow Bellman error).** Let \( \xi \) be the variational parameter minimizing Equation (2) on a dataset \( D \) of \( N \) i.i.d. samples distributed according to \( M_t \) and \( \nu \). Moreover, let \( \theta^* = \arg\inf_{\theta} \|\hat{B}_{\theta}\|_{\nu}^2 \) and define \( v(\theta^*) = \mathbb{E}_{N(\theta^*, \frac{1}{\nu} I)}[v(\theta)] \), with \( v(\theta) = \mathbb{E}_\nu[\text{Var}_p(b_\theta)] \), where \( b_\theta = r + \gamma \min_{a'} Q_\theta(s', a') - Q_\theta(s, a) \). Then, there exist constants \( c_1, c_2, c_3 \) such that with probability at least \( 1 - \delta \) over the choice of \( D \):

\[
\mathbb{E}_{\xi} \left[ \left\| \hat{B}_{\theta} \right\|_{\nu}^2 \right] \leq 2 \left\| \hat{B}_{\theta^*} \right\|_{\nu}^2 + v(\theta^*) + c_1 \sqrt{\frac{\log \frac{2}{\delta}}{N}} + \frac{c_2 \log N + \psi(\theta_s)}{N} + \frac{c_3}{N^2},
\]

where

\[
\varphi(\Theta_s) = \frac{1}{\sigma^2} \sum_{j, \theta_j \in \Theta_s} \sum_{j', \theta_{j'} \in \Theta_s} c_{j,j'}^2 e^{-\beta \|\theta_j^* - \theta_{j'}\|} \left\| \theta_j^* - \theta_{j'} \right\|, \tag{4}
\]

assuming the matrix \( H \) of Equation (2) to be an isotropic covariance matrix with variance \( \sigma^2 \), \( \beta = \frac{1}{\sigma^2} \) and \( c_{j,j'}^2 \) the weight assigned to the \( j \)th prior component. Furthermore, we are assuming \( M_t = I \) for each \( i \) in our estimator.

The above theorem shows the difference between the plain mixture version of Algorithm 1 [35] and our solution. Indeed, looking at \( \varphi(\Theta_s) \), we are able to shed some light on the different theoretical properties of the two versions. More specifically, in the plain mixture version, the factor \( c_{j,j'}^2 \) does not appear, which implies a uniform importance of the source solutions \( \Theta_s \) w.r.t. the target task. On the other hand, in our version of the algorithm, we are able to give different importance to each source solution through \( c_{j,j'}^2 \). In our time-variant scenario, this importance will be higher on the more recent solutions w.r.t. the older ones, potentially allowing a reduction of the term \( \varphi(\Theta_s) \) in contrast to the time-invariant version. A proof for the above theorem is given in Appendix C.

## 5 Related Works

Our work is built upon [35], but differs from it because we leverage a time-variant structure underlying the task generating process, which is not taken into account in [35]. A theoretical comparison between the two solutions is available in Section 4 through Theorem 4.1 whereas the experimental comparison is in Section 6. Furthermore, our work relates to both [38], which deals with finite MDPs, and [17], which leverages commonalities in the value function structure, but, in contrast to our work, they do not account for a time-variant distribution. The work done in [6, 13, 26] leverage latent embeddings in order to model variations between the tasks, which eventually are solved through a model-based RL algorithm, on the other hand, we use a model-free approach. Another related work has been done in [22] where they develop a low theoretical regret algorithm accounting for potential underlying dynamics. However, they use the online learning framework, whereas we are working in a transfer learning setting. Moreover, in [22], they learn a prior from videos (mainly to model the physical dynamics) and incorporate it into a model-based RL algorithm, whereas in [39] a single episode policy transfer methodology has been developed leveraging variational inference, but for contexts where the differences in dynamics can be identified in the early steps of an episode. Finally, in the context of supervised learning, our work relates also to [23], which proposes a transfer learning mechanism in the context of a possibly non-stationary environment through a weighting approach, and [22], which, instead, does transfer in non-stationary environments through ensembles.

## 6 Experiments

In this section, we compare our time-variant solution for transfer learning with the associated non-time-variant solution of [35] in three different domains with three different time dynamics. A detailed description of the used parameters together with the analytical expression of the employed dynamics are provided in Appendix D.
6.1 Time-Dynamics

The distribution over the tasks is usually a given distribution over one or more parameters defining the task itself. Therefore, in order to obtain time-variance in such distribution, we will vary its mean through time according to a certain dynamic. These dynamics are linear, polynomial, and sinusoidal. In the context of these experiments, we will use a time-variant Gaussian distribution, clipping its realizations within the domain of the parameters defining the task (for further details see Appendix D).

6.2 Two-Rooms Environment

In this setting, we have an agent navigating two rooms separated by a wall. The agent starts from the bottom-left corner and must reach the opposite one. The only way to reach this goal is to pass through the door whose position is unknown to the agent. The actions available to the agent are *up*, *down*, *left*, and *right*, which allow the agent to move in the respective directions by one position, unless he/she hits a wall (in this last case the position remains unchanged). Furthermore, the final position of the agent after a movement action is altered by Gaussian noise $N(0, 0.2)$. The state space is modeled through a $10 \times 10$ continuous grid. Finally, the reward function is $0$ everywhere except in the goal state, where is $1$. The discount factor $\gamma = 0.99$. For this setting, we used linearly parametrized $Q$-functions with 121 equally-spaced radial basis features.

We considered ten time instants available in the source tasks to learn the target, corresponding to the eleventh time instant. Therefore, we sampled five tasks from the time-variant distribution for each $t = 1, \ldots, 11$. The parameter defining the task is the door location, hence the time-variant distribution is over that parameter, as we already mentioned in Section 6.1. We solve all the source tasks by directly minimizing the TD error, then we exploit the learned solutions to perform transfer over the target. We compare our time-variant variational transfer algorithm leveraging a $c$-components posterior ($c$-T2VT) with the mixture of Gaussian variational transfer using still $c$-components ($c$-MGVT)[35]. More specifically, our time-variant prior will consider the source task solutions as equally spaced samples in the time interval $[0, 1]$, moreover, in order to perform transfer to the eleventh task, we will use the distribution given by our estimator for $t = 1$. Finally, the temporal kernel will be Epanechnikov in the context of all the experiments.

The average return over the last 50 learning episodes as a function of the number of training iterations is shown in Figure 1 for the time dynamics mentioned in Section 6.1. Each learning curve is computed using 50 independent runs, each one resampling both the source and target tasks, with 95% confidence intervals. For the polynomial and linear dynamics, we can see an advantage of our technique in the early learning iterations. The sinusoidal dynamic is designed to disadvantage our technique w.r.t. $c$-MGVT, indeed, it makes the target task appear twice in the sources. This fact inevitably favors $c$-MGVT, which will give a higher weight to those source tasks being sampled from the same distribution of the target. Observe that $c$-MGVT gives uniform weights to all the source tasks, hence increasing the replicas importance within the sources, whereas $c$-T2VT gives increasing weights the more recent the source solution.

![Figure 1: Average return achieved by the algorithms with 95% confidence intervals computed using 50 independent runs.](image-url)
6.3 Three-Rooms Environment

This scenario is an extension of the previous one, hence the environmental settings remain the same, the agent has just an additional wall to traverse in order to reach his/her goal. Of course, the position of the door for this additional wall is still unknown to the agent. In order to increase the complexity of the dynamics, we let the two doors move in opposite directions starting at the two far ends of the room, each door with the same dynamic. In Figure 2 we compare c-T2VT with c-MGVT using still 95% confidence intervals. For what concern the polynomial dynamic, we observe a better performance of c-T2VT w.r.t. c-MGVT, whereas for the sinusoidal dynamic, we have essentially the same behavior as in the two rooms environment. Finally, in the linear dynamic, we observe that the performance difference of the two algorithms is not statistically significant.

6.4 Mountain Car

In this section, we consider a classic control environment known as Mountain Car [30]. In Mountain Car the agent is an underpowered car whose goal consists in escaping a valley. Due to the limitation to its engine, the car has to alternately drive up along the two slopes of the valley in order to gain sufficient momentum to overcome gravity. In Figure 3 we have a comparison between c-T2VT and c-MGVT on the three proposed dynamics. We observe a statistically significant improvement in the polynomial dynamic across the whole learning process for c-T2VT, which extends also to the sinusoidal dynamic case. We would like to highlight the differences between the sinusoidal dynamic in Mountain Car w.r.t. the previous two environments. Here our algorithm is able to perform better due to a bias-variance trade-off in its favor. More specifically, the value functions vary more rapidly in Mountain Car than in the rooms environment in face of a change in the task-defining parameters. Therefore, our prior estimator has less variance, since it considers only the latest sources, at the cost of a bias increase, because it discards the first task which has the same parametrization as the target (due to the periodicity of the sin function). c-MGVT considers all the source tasks with the same uniform weight, hence it is able to consider the tasks which have an equivalent parametrization to the target, but are farther behind in the history of the sources. This fact decreases the bias at the cost of accepting more variance in the prior estimation. In Mountain Car the trade-off proposed by our algorithm is more advantageous w.r.t. that one proposed by c-MGVT due to the more rapidly changing behavior of the value functions. For what concerns the linear dynamic, we do not observe a statistically significant difference in performance between the two algorithms.

7 Discussion and Conclusions

In this paper, we presented a time-variant approach for transferring value functions through a variational scheme. In order to deal with a time-variant distribution of the tasks, we have devised a suitable estimator for the prior to be used in the variational scheme providing its uniform consistency over a compact subset of $\mathbb{R}^p \times (0, 1]$. We have, then, provided a finite sample analysis on the performance of the variational transfer algorithm based on our estimator, enabling a theoretical
Comparison with the time-invariant version of [35]. Finally, we have experimentally proved our algorithm abilities to deal with time-variant distributions.

Notice that discriminating the source tasks according to time is an additional step bringing transfer learning approaches and learning in non-stationary environments a bit closer together [21]. It is also important to highlight the fact that, instead of considering time, we could switch to any other variable (e.g., the parameter defining the task itself) as long as it is available together with each source solution and we can properly remap it into $(0, 1]$. This could allow us to leverage completely different structures in order to perform transfer to the target task. Moreover, to further improve the capabilities of the algorithm to deal with time-variant distributions would be relevant to leverage Gaussian Processes with a non-stationary covariance function as a future work [28]. Finally, we would like also to highlight the possibility to use this time-variant transfer paradigm also in lifelong learning scenarios [5] as a potential future direction.
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A Proof of Theorem 3.6

Definition A.1. For a spatial kernel $K_S$: $\mu(K_S) = \int y' K_S(\theta) d\theta$

Definition A.2. For a temporal kernel $K_T$: $a_t(-\rho) = \int_{-\rho}^{1} t^l K_T(t) dt$

Lemma A.1 (Estimator consistency on the right boundary). Let $t \in B_r = \{ \tau : 1 - \lambda \leq \tau \leq 1 \}$ then under assumptions of Theorem 3.6

\[
\mathbb{E}[\hat{p}(\theta, t) | M] = p(\theta, t) + O(\lambda) + O(tr(H)),
\]

where $M$ represents all the discrete random variables $M_i$ for $i = 1 \ldots n$.

Proof:

\[
\mathbb{E}[\hat{p}(\theta, t) | M] =
\]

\[
= \frac{1}{N(t) \lambda H^T a_0(-\rho)} \sum_{t_i = \frac{1}{\lambda}}^{t} \int K_T \left( \frac{t - \tau}{\lambda} \right) \sum_{j=1}^{M_i} \int_{-\infty}^{+\infty} K_S \left( H^{-\frac{1}{2}}(\theta - x) \right) p(x, \tau) dx d\tau \quad (5)
\]

\[
= \frac{1}{N(t) \lambda H^T a_0(-\rho)} \sum_{t_i = \frac{1}{\lambda}}^{t} \int K_T \left( \frac{t - \tau}{\lambda} \right) \sum_{j=1}^{M_i} \int_{-\infty}^{+\infty} -K_S(y)p(\theta - H^{\frac{1}{2}} y, \tau) |M| dy d\tau \quad (6)
\]

\[
= \frac{1}{N(t) \lambda a_0(-\rho)} \sum_{t_i = \frac{1}{\lambda}}^{t} \int K_T \left( \frac{t - \tau}{\lambda} \right) \sum_{j=1}^{M_i} \int_{-\infty}^{+\infty} K_S(y) \left( p(\theta, \tau) - (H^{\frac{1}{2}} y)^T \nabla S p(\theta, \tau) + \frac{1}{2} (H^{\frac{1}{2}} y)^T H^S p(\theta, \tau)(H^{\frac{1}{2}} y) + o(tr(H)) \right) dy d\tau \quad (7)
\]

\[
= \frac{1}{N(t) \lambda a_0(-\rho)} \sum_{t_i = \frac{1}{\lambda}}^{t} \int K_T \left( \frac{t - \tau}{\lambda} \right) M_i \left( p(\theta, \tau) + \int_{-\infty}^{+\infty} K_S(y)(H^{\frac{1}{2}} y)^T \nabla S p(\theta, \tau) dy + \frac{1}{2} \int_{-\infty}^{+\infty} K_S(y)(H^{\frac{1}{2}} y)^T H^S p(\theta, \tau)(H^{\frac{1}{2}} y) dy + o(tr(H)) \right) d\tau \quad (8)
\]

\[
= \frac{1}{N(t) \lambda a_0(-\rho)} \sum_{t_i = \frac{1}{\lambda}}^{t} \int K_T \left( \frac{t - \tau}{\lambda} \right) M_i \left( p(\theta, \tau) + \frac{1}{2} \mu_2(K_S) tr(H \nabla p(\theta, \tau)) + o(tr(H)) \right) d\tau \quad (9)
\]

\[
= \frac{1}{\lambda a_0(-\rho)} \int_{\frac{1}{\lambda}}^{t} K_T \left( \frac{t - \tau}{\lambda} \right) \left( p(\theta, \tau) + O(tr(H)) \right) d\tau \quad (10)
\]

\[
= \frac{1}{\lambda a_0(-\rho)} \left( \int_{-\rho}^{1} K_T \left( \frac{t - \tau}{\lambda} \right) p(\theta, \tau) d\tau + O(tr(H)) \int_{-\rho}^{1} K_T \left( \frac{t - \tau}{\lambda} \right) d\tau \right) \quad (11)
\]

\[
= \frac{\lambda}{\lambda a_0(-\rho)} \left( - \int_{1}^{-\rho} K_T(v)p(\theta, t - \lambda v) dv - O(tr(H)) \int_{1}^{-\rho} K_T(v) dv \right) \quad (12)
\]

\[
= \frac{1}{a_0(-\rho)} \left( \int_{-\rho}^{1} K_T(v) \left( p(\theta, t) - \lambda v p'(\theta, t) + \frac{1}{2} \lambda^2 v^2 p''(\theta, t) + o(\lambda^2) \right) dv + O(tr(H)) \right) \quad (13)
\]

\[
= p(\theta, t) - \lambda p'(\theta, t) \frac{a_1(-\rho)}{a_0(-\rho)} + O(\lambda^2) + O(tr(H)) \quad (14)
\]

\[
= p(\theta, t) + O(\lambda) + O(tr(H)), \quad (15)
\]
where in (6) we performed a change of variable, \( y = H^{\frac{1}{2}}(\theta - x) \), in (7) we used the following Taylor expansion:

\[
p(\theta - H^{\frac{1}{2}}y, \tau) = p(\theta, \tau) - (H^{\frac{1}{2}}y)^T \nabla S p(\theta, \tau) + \frac{1}{2} (H^{\frac{1}{2}}y)^T H^{\frac{1}{2}}S p(\theta, \tau)(H^{\frac{1}{2}}y) + o(tr(H)),
\]

in (8) we used Assumption 3.4, in (9) we used Definition A.1, in (10) we used \( t - \tau \lambda \in [t - 1 \lambda, t \lambda) \), in 11 we set \( t = 1 - \rho \lambda \), which implies \( \frac{t - \tau}{\lambda} \in [-\rho, \frac{1}{\lambda} - \rho) \), then we used the support of \( K_T \) (assumed to be \([-1, 1]\) without loss of generality) since \( \lambda \to 0 \). Finally, in 12 we used a change of variable, \( \frac{t - \tau}{\lambda} = v \), and in 13 we used the following Taylor expansion:

\[
p(\theta, t - \lambda v) = p(\theta, t) - \lambda v p'(\theta, t) + \frac{1}{2} \lambda^2 v^2 p''(\theta, v) + o(\lambda^2).
\]

Notice that we reported the consistency proof only on the right boundary because is the one we use in the context of our algorithm. The above procedure can be easily adjusted to prove consistency of the estimator on the left boundary getting the same convergence rate. Moreover, analogously, we can obtain consistency away from the two boundaries with a convergence rate squared w.r.t. \( \lambda \).

**Definition A.3.** For a spatial kernel \( K_S \): \( R(K_S) = \int K_S^2(\theta) d\theta \)

**Definition A.4.** For a temporal kernel \( K_T \): \( b_{K_T}(-\rho) = \int_{-\rho}^{1} K_T^2(t) dt \)

**Lemma A.2 (Variance of the estimator on the right boundary).** Let \( t \in B_r = \{ \tau : 1 - \lambda \leq \tau \leq 1 \} \) then under assumptions of Theorem 3.6

\[
\text{Var}[\hat{p}(\theta, t)|\mathcal{M}] \leq \frac{C_1}{N(t)|H|^2 \lambda^3},
\]

where \( \mathcal{M} \) represents all the discrete random variables \( M_i \) for \( i = 1 \ldots n \).
Proof.

\[
\mathbb{V}a \mathbb{r} \left[ \mathbb{p}(\theta, t) \right| \mathcal{M} \right] = \frac{1}{N(t) a_n^2(-\rho)} \mathbb{V}a \left[ \frac{1}{|H|^\frac{1}{2} \lambda} K_T \left( \frac{t - t_i}{\lambda} \right) K_S \left( \frac{H^{-\frac{1}{2}}(\theta - x) - \frac{1}{2}(\theta - x)}{\lambda} \right) \right] (16)
\]

\[
= \frac{1}{N(t) a_n^2(-\rho)} \left[ \mathbb{E} \left[ \frac{1}{|H|^\frac{1}{2} \lambda} K_T \left( \frac{t - t_i}{\lambda} \right) K_S \left( \frac{H^{-\frac{1}{2}}(\theta - x) - \frac{1}{2}(\theta - x)}{\lambda} \right) \right] - \mathbb{E}^2 \left[ \frac{1}{|H|^\frac{1}{2} \lambda} K_T \left( \frac{t - t_i}{\lambda} \right) K_S \left( \frac{H^{-\frac{1}{2}}(\theta - x) - \frac{1}{2}(\theta - x)}{\lambda} \right) \right] \right] (17)
\]

\[
= \frac{1}{N(t) a_n^2(-\rho)} \left( \int \frac{1}{|H|^\frac{1}{2} \lambda} K_T^2 \left( \frac{t - \tau}{\lambda} \right) \int_{-\infty}^{+\infty} -|H|^\frac{1}{2} K_S^2(y) p(\theta - H^\frac{1}{2} y, \tau) dyd\tau - \left( \int \frac{1}{|H|^\frac{1}{2} \lambda} K_T \left( \frac{t - \tau}{\lambda} \right) \int_{-\infty}^{+\infty} -|H|^\frac{1}{2} K_S(y) p(\theta - H^\frac{1}{2} y, \tau) dyd\tau \right)^2 \right) (18)
\]

where in (18) we performed a change of variable, \( y = H^{-\frac{1}{2}}(\theta - x) \), in (19) we used the following Taylor expansion:

\[
p(\theta - H^\frac{1}{2} y, \tau) = p(\theta, \tau) + o(1),
\]

in (20) we used Definition A.3 in (21) we considered the fact that \( t \in B_r \) as we have done in (10) and (11) of the proof of A.1, in (22) we performed a change of variable, \( \frac{t - \tau}{\lambda} = v \), in (23) we used the following Taylor expansion:

\[
p(\theta, t - \lambda v) = p(\theta, t) + o(1),
\]

\[
= \frac{1}{N(t) a_n^2(-\rho)} \left( \int_{-\rho}^{\rho} -\frac{1}{|H|^\frac{1}{2} \lambda} K^2_T(v) (p(\theta, t - \lambda v) + o(1)) R(K_S) dv - \left( \int_{-\rho}^{\rho} -K_T(v) (p(\theta, t - \lambda v) + o(1)) dv \right)^2 \right) (22)
\]

\[
= \frac{1}{N(t) a_n^2(-\rho)} \left( \int_{-\rho}^{\rho} -\frac{1}{|H|^\frac{1}{2} \lambda} K^2_T(v) (p(\theta, t) + o(1)) R(K_S) dv - \left( \int_{-\rho}^{\rho} K_T(v) (p(\theta, t) + o(1)) dv \right)^2 \right) (23)
\]

\[
= \frac{1}{N(t) a_n^2(-\rho)} \left( \frac{p(\theta, t) + o(1)}{|H|^\frac{1}{2} \lambda} R(K_S) b_K(\rho) - (a_0(-\rho)(p(\theta, t) + o(1)))^2 \right) (24)
\]

\[
= \frac{p(\theta, t) R(K_S) b_K(\rho)}{N(t)|H|^\frac{1}{2} \lambda a_n^2(-\rho)} + O \left( \frac{1}{N(t)|H|^\frac{1}{2} \lambda} \right) (25)
\]

\[
= O \left( \frac{1}{N(t)|H|^\frac{1}{2} \lambda} \right) \rightarrow \exists C_1 : \mathbb{V}a \mathbb{r} \left[ \mathbb{p}(\theta, t) \right| \mathcal{M} \right] \leq \frac{C_1}{N(t)|H|^\frac{1}{2} \lambda}, (26)
\]
whereas in 24 we have used Definition A.4. Finally, in 26 we have used the fact that $p(\theta, t)$ has bounded derivatives and is a pdf, therefore it has finite supremum.

**Lemma A.3 (Bound on the absolute values).** Let $t \in B_r = \{\tau : 1 - \lambda \leq \tau \leq 1\}$ then under assumptions of Theorem 3.6

$$|\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| \leq \frac{C_2}{N(t)|H|^{1/2}},$$

where $M$ represents all the discrete random variables $M_i$ for $i = 1 \ldots n$.

**Proof.**

$$|\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| = \left| \frac{1}{N(t)} \right| K_T(t - t) K_S(H^{1/2} - x_{ij}) - p(\theta, t) + O(\lambda) + O(tr(H)) \right| \right| \leq \frac{M_T M_S}{N(t)} - \frac{p(\theta, t) + O(\lambda) + O(tr(H))}{N(t)} \right| \right| \leq \frac{O(1)}{N(t)} \rightarrow \exists C_2 : |\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| \leq \frac{C_2}{N(t)|H|^{1/2}},$$

where in 27 we used lemma A.1 and in 28 we used the fact that $K_T$ has a compact support on $\mathbb{R}$ and $K_S$ has a supremum.

Now the proof of Theorem 3.6 can follow.

**Proof.** Let $\xi = C \left( \frac{\log n}{N(t)|H|^{1/2}} \right)^{1/2}$ and $C_3 = \frac{1}{2 max(C_1, C_2)}$, using Bernstein’s inequality we can write:

$$\mathbb{P} \left( |\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| > \xi | MA| \right) \leq 2 \exp \left( - \frac{C_3^2 \xi^2}{C_1 + \frac{1}{3} C_2 \xi} \right),$$

$$\leq 2 \exp \left( - \frac{\frac{1}{3} C_2^2 \log n}{C_1 + \frac{1}{3} C_2 \xi} \right).$$

Therefore, if $C_4 > 0$ is given, and we choose $C^2 > \frac{3C_4}{C_3}$, then we can write:

$$\sup_{(\theta, t) \in \mathbb{R}^p \times \mathcal{I}} \mathbb{P} \left( |\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| > C \left( \frac{\log n}{N(t)|H|^{1/2}} \right)^{1/2} \right) \leq 2 \exp \left( - \frac{3C_4 \log n}{1 + \xi} \right),$$

$$\leq 2n^{-3C_4}.$$ 

Now, letting $\xi$ going to 0 we get:

$$\sup_{(\theta, t) \in \mathbb{R}^p \times \mathcal{I}} \mathbb{P} \left( |\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| > 0 \right) \leq 2n^{-3C_4}. \quad (34)$$

Since we have that:

$$\sup_{(\theta, t) \in \mathbb{R}^p \times \mathcal{I}} \mathbb{P} \left( |\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| > C \left( \frac{\log n}{N(t)|H|^{1/2}} \right)^{1/2} \right) \leq \sup_{(\theta, t) \in \mathbb{R}^p \times \mathcal{I}} \mathbb{P} \left( |\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| > 0 \right), \quad (35)$$

then:

$$\sup_{(\theta, t) \in \mathbb{R}^p \times \mathcal{I}} \mathbb{P} \left( |\hat{p}(\theta, t) - E[\hat{p}(\theta, t)| MA]| > C \left( \frac{\log n}{N(t)|H|^{1/2}} \right)^{1/2} \right) = O(n^{-3C_4}). \quad (36)$$
Now restricting to finite subsets $\mathcal{K}_n \subset \mathcal{K} \subset \mathbb{R}^p$ and $\mathcal{I}_n \subset \mathcal{I}$ with at most $O(n^{C_4})$ elements each, we have:

$$\mathbb{P}\left( \sup_{(\theta,t) \in \mathcal{K}_n \times \mathcal{I}_n} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]| > \left( \frac{\log n}{N(t)|\mathcal{I}|^{\frac{2}{2}+\lambda}} \right)^{\frac{1}{2}} + D \left( |v^* - v^*_n|^{\alpha} \right) \right) = O(n^{-C_4}). \quad (37)$$

From the Hölder-continuity of the kernels:

$$\sup_{(\theta,t) \in \mathcal{K} \times \mathcal{I}} \{|\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]| - D |v^* - v^*_n|^{\alpha} \leq \sup_{(\theta,t) \in \mathcal{K}_n \times \mathcal{I}_n} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]|, \quad (38)$$

where

$$v^* = \arg\sup_{(\theta,t) \in \mathcal{K} \times \mathcal{I}} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]|,$$

$$v^*_n = \arg\sup_{(\theta,t) \in \mathcal{K}_n \times \mathcal{I}_n} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]|,$$

therefore:

$$\mathbb{P}\left( \sup_{(\theta,t) \in \mathcal{K} \times \mathcal{I}} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]| > \left( \frac{\log n}{N(t)|\mathcal{I}|^{\frac{2}{2}+\lambda}} \right)^{\frac{1}{2}} + D \left( |v^* - v^*_n|^{\alpha} \right) \right) \leq \mathbb{P}\left( \sup_{(\theta,t) \in \mathcal{K}_n \times \mathcal{I}_n} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]| > C \left( \frac{\log n}{N(t)|\mathcal{I}|^{\frac{2}{2}+\lambda}} \right)^{\frac{1}{2}} \right) \quad (39)$$

now it is intuitive to show that $||v^* - v^*_n||^{\alpha} \leq p^{\frac{1}{p+1}} \sqrt{\frac{(K_{\max} - K_{\min})^p(I_{\max} - I_{\min})}{n^{2C_4}}}$, where $K_{\max}$ e $K_{\min}$ are the endpoints for each dimension of $\mathcal{K}$ (we assume them to be the same in each dimension for the sake of simplicity). Analogously for $I_{\max}$ and $I_{\min}$ (notice that $\mathcal{I}$ is monodimensional).

Therefore:

$$\mathbb{P}\left( \sup_{(\theta,t) \in \mathcal{K} \times \mathcal{I}} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]| > \left( \frac{\log n}{N(t)|\mathcal{I}|^{\frac{2}{2}+\lambda}} \right)^{\frac{1}{2}} + D \left( \frac{(K_{\max} - K_{\min})^p(I_{\max} - I_{\min})}{n^{2C_4}} \right)^{\alpha^{\frac{1}{p+1}}} \right) \leq \mathbb{P}\left( \sup_{(\theta,t) \in \mathcal{K}_n \times \mathcal{I}_n} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]| > C \left( \frac{\log n}{N(t)|\mathcal{I}|^{\frac{2}{2}+\lambda}} \right)^{\frac{1}{2}} \right) \quad (40)$$

From (37) and (40), we can write:

$$\mathbb{P}\left( \sup_{(\theta,t) \in \mathcal{K} \times \mathcal{I}} |\hat{\rho}(\theta,t) - \mathbb{E}[\hat{\rho}(\theta,t)|\mathcal{M}]| < \left( \frac{\log n}{N(t)|\mathcal{I}|^{\frac{2}{2}+\lambda}} \right)^{\frac{1}{2}} + D \left( \frac{(K_{\max} - K_{\min})^p(I_{\max} - I_{\min})}{n^{2C_4}} \right)^{\alpha^{\frac{1}{p+1}}} \right) \geq 1 - O(n^{-C_4}) \quad (41)$$

Therefore, as $n \to \infty$ with probability 1:

$$|\hat{\rho}(\theta,t) - p(\theta,t) - O(\lambda) - O(tr(|H|))| = O\left[ \left( \frac{\log n}{N(t)|\mathcal{I}|^{\frac{2}{2}+\lambda}} \right)^{\frac{1}{2}} + D \left( \frac{(K_{\max} - K_{\min})^p(I_{\max} - I_{\min})}{n^{2C_4}} \right)^{\alpha^{\frac{1}{p+1}}} \right], \forall (\theta,t) \in \mathcal{K} \times \mathcal{I} \quad (42)$$
where we are rewriting $\mu$ for the right-hand side, we set $\mu = \theta^*$ and $\Sigma_i = cI$ for each $i = 1, \ldots, C$, for some $c > 0$:

$$\mathbb{E}_{\xi_i} \left[ \left\| \tilde{B}_\theta \right\|_F^2 \right] \leq \text{inf}_{\xi \in C} \left\{ \mathbb{E}_{\xi} \left[ \left\| \tilde{B}_\theta \right\|_F^2 \right] + \mathbb{E}_{\xi} \left[ \left\| \tilde{B}_\rho \right\|_F^2 \right] \right\} + 8 \frac{R^2 \max}{(1 - \gamma)^2} \sqrt{\frac{\log \frac{2}{\xi}}{2N}}$$

$$\leq \mathbb{E}_{\mathcal{N}^{(\theta^*, cI)}} \left[ \left\| \tilde{B}_\theta \right\|_F^2 \right] + \mathbb{E}_{\mathcal{N}^{(\theta^*, cI)}} \left[ \left\| \tilde{B}_\rho \right\|_F^2 \right] + 8 \frac{R^2 \max}{(1 - \gamma)^2} \sqrt{\frac{\log \frac{2}{\xi}}{2N}}. \quad (48)$$

\[ \Box \]

## B Upper bound on the KL-Divergence between the prior and the posterior

In this section, we report the steps needed to get an upper bound on the KL-Divergence between the posterior $q$ our prior $\tilde{p}$. Let us define $S = \frac{1}{s_{\alpha(-\rho)N(t)}H} \sum_{t=1}^{M_i} \sum_{j=1}^{M_i} K_{T} \left( \frac{t}{\lambda} \right) K_{S} \left( H \frac{1}{\theta - \theta^*} \right)$, hence:

$$D_{KL}(q||\tilde{p}(\cdot, t)) = \int q(\theta) \log \frac{q(\theta)}{\tilde{p}(\theta, t)} d\theta = \int \frac{q(\theta)}{\tilde{p}(\theta, t)} \left( 1 + \sum_{t=1}^{M_i} \sum_{j=1}^{M_i} K_{T} \left( \frac{t}{\lambda} \right) K_{S} \left( H \frac{1}{\theta - \theta^*} \right) \right) d\theta + \int q(\theta) \log \frac{1}{S} \frac{d\theta}{d\theta}$$

Now the first term in Equation (45) is the KL-Divergence between two Mixture of Gaussians, which can be upper bounded using the same procedure as in [31], and the second term is a constant in the ELBO optimization. Therefore:

$$D_{KL}(q||\tilde{p}(\cdot, t)) \leq D_{KL}(\chi^{(2)}||\chi^{(1)}) + \log \frac{1}{S} + \sum_{i,j} \chi_{ij}^{(2)} D_{KL}(f_i||f_j^\theta) \quad (46)$$

where we are rewriting $q = \sum_i c_i f_i^q$ and $\tilde{p} = \sum_j c_j f_j^\theta$ with $c_i^q$ being a generic weight and $f_i^q = \mathcal{N}(\mu_i^q, \Sigma_i^q)$ being a generic component, $(x, y) \in \{ (i, q), (j, \tilde{p}) \}$. Furthermore, we have:

$$\chi_{i,j}^{(1)} = \frac{\tilde{p}_i \chi_{i,j}^{(2)}}{\sum_{i'} \chi_{i',j}^{(2)}}, \quad \chi_{i,j}^{(2)} = \frac{c_{i}^{\theta} \chi_{i,j}^{(1)} e^{-D_{KL}(f_i||f_j^\theta)}}{\sum_{j'} c_{i}^{\theta} \chi_{i,j'}^{(1)} e^{-D_{KL}(f_i||f_j^\theta)}} \quad (47)$$

Finally, notice that $c_i^q = \frac{1}{s_{\alpha(-\rho)N(t)}}$ for each $i$, where $C$ is the number of components for the posterior, whereas $c_j^\theta = \frac{1}{s_{\alpha(-\rho)N(t)}} K_{T} \left( \frac{t}{\lambda} \right)$, with a little abuse of notation over the index $i$ and $j$.

## C Proof of Theorem 4.1

The proof of Theorem 4.1 is straightforward, we just need to follow the same procedure of [35] plugging in the bound on the KL-Divergence of Equation (46). In the following we report the proof for completeness.

\textbf{Proof}. We start from Lemma 2 of [35] with variational parameter $\hat{\xi} = (\hat{\mu}_1, \ldots, \hat{\mu}_C, \hat{\Sigma}_1, \ldots, \hat{\Sigma}_C)$, whereas, for the right-hand side, we set $\mu_i = \theta^*$ and $\Sigma_i = cI$ for each $i = 1, \ldots, C$, for some $c > 0$:
From Appendix[B] we have:

\[
D_{KL}(N(\theta^*, cI) || \hat{\theta}) \leq D_{KL}(\chi^{(2)} || \chi^{(1)}) + \log \frac{1}{S} + \sum_j \chi_j^{(2)} D_{KL}(N(\theta^*, cI) || N(\theta_j, \sigma^2 I)),
\]

where

\[
\chi_j^{(1)} = e_j^p, \quad \chi_j^{(2)} = \frac{e_j^p e^{-D_{KL}(N(\theta^*, cI) || N(\theta_j, \sigma^2 I))}}{\sum_{j'} e_{j'}^p e^{-D_{KL}(N(\theta^*, cI) || N(\theta_{j'}, \sigma^2 I))}}
\]

obtained noticing that we can remove the index $i$ because we have reduced the posterior to one component. $\chi_j^{(2)}$ can be rewritten:

\[
\chi_j^{(2)} = \frac{e_j^p e^{-\frac{1}{2}\sigma^2 ||\theta^* - \theta_j||}}{\sum_{j'} e_{j'}^p e^{-\frac{1}{2}\sigma^2 ||\theta^* - \theta_{j'}||}}
\]

if we plug in the closed form expression of the KL-Divergence into its definition.

\[
D_{KL}(N(\theta^*, cI) || N(\theta_j, \sigma^2 I)) = \frac{1}{2} \left( p \log \frac{\sigma^2}{c} + p \frac{c}{\sigma^2} + \frac{||\theta^* - \theta_j||}{\sigma^2} - p \right).
\]

Now we proceed upper bounding the first and then the third term of [49]:

\[
D_{KL}(\chi^{(2)} || \chi^{(1)}) = \sum_j \chi_j^{(2)} \log \frac{\chi_j^{(2)}}{\chi_j^{(1)}} \leq \sum_j \chi_j^{(2)} \log \frac{1}{e_j^p}.
\]

where we got just noticing in [54] that the first term is negative. Considering the third term, we have:

\[
\sum_j \chi_j^{(2)} D_{KL}(N(\theta^*, cI) || N(\theta_j, \sigma^2 I)) = \frac{1}{2} \sum_j \chi_j^{(2)} \left( p \log \frac{\sigma^2}{c} + p \frac{c}{\sigma^2} + \frac{||\theta^* - \theta_j||}{\sigma^2} - p \right)
\]

\[
\leq \frac{1}{2} \sum_j \chi_j^{(2)} \left( \frac{p \log \frac{\sigma^2}{c} + p \frac{c}{\sigma^2}}{\sigma^2} + \frac{||\theta^* - \theta_j||}{\sigma^2} \right).
\]

Therefore:

\[
D_{KL}(N(\theta^*, cI) || \hat{\theta}) \leq \sum_j \chi_j^{(2)} \log \frac{1}{e_j^p} + \log \frac{1}{S} + \frac{1}{2} \sum_j \chi_j^{(2)} \left( \frac{p \log \frac{\sigma^2}{c} + p \frac{c}{\sigma^2}}{\sigma^2} + \frac{||\theta^* - \theta_j||}{\sigma^2} \right).
\]

Now leveraging the above equation, the following upper bound obtained in the proof of Theorem 3 in [35]:

\[
\mathbb{E}_{\mathcal{N}(\theta^*, cI)} \left[ \left| \hat{\theta}_\nu \right|^2 \right] \leq 2 \left| \hat{\theta}_\nu \right|^2 + \frac{1}{2} \gamma^2 \kappa^2 \phi_{\max}^4 + c(\theta_{\max} \phi_{\max}(1 + \gamma))^2.
\]

and setting $c = \frac{1}{N}$ (since the bound hold for any constant parameter $c > 0$), $c_1 = \frac{\kappa^2}{\sqrt{2(1-\gamma)^2}}, c_2 = \theta_{\max}^2 \phi_{\max}^2 (1 - \gamma)^2 + \psi p \log \sigma^2 + 2\psi \sum_j \chi_j^{(2)} \log \frac{1}{e_j^p} + \frac{1}{2} \gamma \log \frac{1}{\theta^*}, c_3 = \frac{1}{2} \gamma^2 \kappa^2 \phi_{\max}^4 + \frac{\psi \varphi(\Theta_s)}{\sigma^2}$ and $\varphi(\Theta_s) = \frac{1}{\Theta_{\max}} \sum_j \chi_j^{(2)} ||\theta^* - \theta_j||$, we can rewrite Equation [49] in the following way:

\[
\mathbb{E}_q \left[ \left| \hat{\theta}_\nu \right|^2 \right] \leq 2 \left| \hat{\theta}_\nu \right|^2 + v(\theta^*) + c_1 \frac{\log \frac{1}{N}}{N} + c_2 + \psi \log N + \frac{\psi \varphi(\Theta_s)}{N} + \frac{c_3}{N}.
\]
D Experimental Details

In this section, we provide some additional experimental details together with further results.

D.1 Parametrization

ADAM [14] is used in every experiment as optimizer. The source tasks are solved by a direct minimization of the TD error as described in section 3.4 of [35], using a batch size of 50 for the rooms environments and of 32 for Mountain Car, a buffer size of 50000, the projection parameter of the mellow-max TD error gradient set to 0.5, the learning rate $\alpha = 10^{-3}$. The exploration is $c$-greedy with $\epsilon$ linearly decaying from 1 to 0.01 for Mountain Car and to 0.02 for the rooms environments. Both decays happens within 50% of the maximum number of learning iterations.

In the rooms environments, for what concern the two transfer algorithms, c-T2VT and c-MGVT, we have the following parametrization: batch size of 50, buffer size of 50000, projection parameter of the mellow-max TD error gradient set to 0.5 (see section 3.4 of [35]), the parameter of Equation (2) $\psi = 10^{-6}$, 10 weights to estimate the expected TD error, the learning rates are set to $\alpha_{\mu} = 10^{-3}$ and $\alpha_{L} = 0.1$ for the mean and the Cholesky factor $L$ of the posterior (moreover, the minimum eigenvalue reachable by $L$ is set to $\sigma_{\min}^2 = 10^{-4}$). Finally, for the prior, we use a diagonal isotropic matrix $H = 10^{-5}I$ and $\lambda = 0.3333$ in the context of c-T2VT, furthermore, we have $\Sigma = 10^{-5}I$ for the prior in the context of c-MGVT.

In the Mountain Car environment, c-T2VT and c-MGVT are parametrized in the following way: batch size of 500, buffer size of 10000, projection parameter of the mellow-max TD error gradient set to 0.5, the parameter of Equation (2) $\psi = 10^{-3}$, 10 weights to estimate the expected TD error, the learning rates are set to $\alpha_{\mu} = 10^{-3}$ and $\alpha_{L} = 10^{-4}$ for the mean and the Cholesky factor $L$ of the posterior (moreover, the minimum eigenvalue reachable by $L$ is set to $\sigma_{\min}^2 = 10^{-4}$). Finally, for the prior, we use a diagonal isotropic matrix $H = 10^{-5}I$ and $\lambda = 0.3333$ in the context of c-T2VT, furthermore, we have $\Sigma = 10^{-5}I$ for the prior in the context of c-MGVT.

D.2 Temporal Dynamics

In this section, we provide the analytical form of the different dynamics employed in our experiments. Notice that this dynamics need to be plugged into the mean of our Gaussian distribution from where we sample the parametrization defining the task (for the rooms environment we will sample the positions of the doors, whereas, for the Mountain Car environment, we will sample the starting speed).

- **Linear**: $2t - 1$, $t \in [0, 1]$;
- **Polynomial**: $at^4 + bt^3 + ct^2 + dt + e$, $t \in [0, 1]$ and $a = -15.625, b = 39.5833, c = -31.875, d = 9.91667$ and $e = -1$;
- **Sinusoidal**: $\sin(2\pi t)$, $t \in [0, 1]$.

In Figure 4 we report the graphical representation of the above analytical functions.

Now, given the range for a parameter $[k_{\min}, k_{\max}]$, a given dynamic will span over this interval in the following way: $d(t) = \frac{\left(k_{\max} - k_{\min}\right)}{2} \left(\frac{k_{\max} + k_{\min}}{2}\right)$. Finally, notice that, $[k_{\min}, k_{\max}] = [0.001, 0.0015]$ for Mountain Car, whereas $[k_{\min}, k_{\max}] = [0.7 + \text{padding}, 9.3 - \text{padding}]$ for the parameters of the rooms environments. The padding variable is 0 for the 2-rooms, whereas is 2 for the 3-rooms environments. This padding variable was necessary in the 3-rooms environments in order for the TD gradient algorithm to be able to solve the source tasks in every configuration of the two doors.
Figure 4: Temporal dynamics.