Ten simple rules to study distractor suppression
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A B S T R A C T

Distractor suppression refers to the ability to filter out distracting and task-irrelevant information. Distractor suppression is essential for survival and considered a key aspect of selective attention. Despite the recent and rapidly evolving literature on distractor suppression, we still know little about how the brain suppresses distracting information. What limits progress is that we lack mutually agreed upon principles of how to study the neural basis of distractor suppression and its manifestation in behavior. Here, we offer ten simple rules that we believe are fundamental when investigating distractor suppression. We provide guidelines on how to design conclusive experiments on distractor suppression (Rules 1–3), discuss different types of distractor suppression that need to be distinguished (Rules 4–6), and provide an overview of models of distractor suppression and considerations of how to evaluate distractor suppression statistically (Rules 7–10). Together, these rules provide a concise and comprehensive synopsis of promising advances in the field of distractor suppression. Following these rules will propel research on distractor suppression in important ways, not only by highlighting prominent issues to both new and more advanced researchers in the field, but also by facilitating communication between sub-disciplines.

1. Introduction

Selective attention operates by enhancing task-relevant sensory input and suppressing irrelevant and distracting information. Selective attention research has long focused on understanding the psychological and neural processes of target enhancement. Less well understood are two factors: what makes task-irrelevant stimuli more or less distracting? And, what are the mechanisms by which the neural system suppresses such distraction?

In recent years, the study of whether and how irrelevant and potentially distracting information is suppressed has attracted renewed interest (for recent reviews, see e.g., Chelazzi et al., 2019; de Vries et al., 2020; Geng, 2014; Luck et al., 2021; Noonan et al., 2018; Schneider et al., 2021; van Moorselaar and Slagter, 2020). In particular, researchers (a) have tried to test whether distractor suppression is an independent process or tied to the processes that produce enhancement of relevant information, (b) have classified distinct types of suppression and have organized them into taxonomies of distractor suppression, and (c) have started to test models of distractor suppression that might scale up beyond laboratory experiments to realistic and more ecologically...
valid scenarios. A rapidly growing body of empirical findings on distractor suppression has recently contributed significantly to our understanding of how the brain processes distracting information across different tasks and environments. However, the lack of a comprehensive framework for studying distractor suppression – and of a definition that explains what distractor suppression even is – has limited the potential to integrate these findings into a coherent model. For instance, research on distractor suppression uses partly conflicting or even undefined concepts of what suppression entails and makes use of different operationalizations of distraction. Furthermore, empirical studies on distractor suppression hypothesize different types of suppression without making it clear how these could be falsified and differentiated in theory. Also, studies intermingle the behavioral observation of suppressing distracting stimuli and suppressing brain activity, and often lack causal evidence for the precise roles of neuro-cognitive mechanisms for distractor suppression.

We believe that it is time to provide a set of guidelines for the study of distractor suppression. Here, we convene a diverse group of authors who represent different sub-disciplines of research on distractor suppression. By agreeing on a set of ten simple rules, we hope to demonstrate their importance and general validity, and we recommend that future investigations on distractor suppression use them to guide their research. The set of rules has important implications for study design, execution, and interpretation of results. Some of the rules propose and discuss concrete approaches that can immediately be implemented in future investigations. Other rules identify important considerations that are necessary to integrate results with existing theories of attention. The authors themselves all have experienced some of the drawbacks associated with violating the present rules. In this sense, the rules should not be perceived as top-down prescriptions formulated by an authority but rather as a means to provide researchers a ‘kick start’ to the study of distractor suppression and to avoid common problems.

Furthermore, the present article provides a comprehensive and concise review of recent approaches to study distractor suppression. In our view, considering these rules will significantly advance our understanding of distractor suppression, improve communication of research on distractor suppression across sub-disciplines, and thus foster the establishment of models of selective attention more generally.

Of note, although in our view the proposed rules are widely applicable to the study of distractor suppression in any sub-discipline, we will cover some aspects in more depth than others. First, we focus on behavioral and neural correlates of distractor suppression in humans but all rules should prove useful to studying distractor suppression in other species (rodents and primates; see Halassa and Kastner, 2017). Second, unimodal visual or auditory distraction is our main concern here, but the same principles apply across modalities; e.g., in somatosensation; see e.g., Frings et al. (2008). Last, we do not focus on distractors of particular emotional valence, and readers interested in suppression of emotional distractors are referred to pertinent reviews in the literature; e.g., Carreté (2014); Schindler and Bublatzky (2020).

The present article is organized in three sections. In the first section, Rules 1–3 will cover necessary aspects of experiment design. We review feasible and established approaches to avoid what we consider typical shortcomings. In the second section, Rules 4–6 will review and demarcate different types of distractor suppression. We will emphasize that adequate study design and interpretation of results critically depend on the particular type of distractor suppression under investigation. In the third section, Rules 7–10 will lay out necessary components for models of distractor suppression, elucidate statistical considerations when studying distractor suppression, and discuss how in-lab studies translate to distractor suppression in ecologically valid, real life scenarios.

2. Part 1: Essential components for experiment design (Rules 1–3)

2.1. Rule 1: Make sure the distractor has the potency to distract

Experiments designed to study distractor suppression need to implement some type of distraction in the first place. Manipulating a stimulus that the experimenter presumes to be distracting (i.e., an intended distractor) and observing changes in behavior is a potent approach to understand the underlying processing of distraction in the brain. Critically, not every object has the potency to distract. There is a longstanding and ongoing debate about whether physically salient stimuli capture attention automatically or whether capture depends on the observer’s task set and/or selection history; this ‘attentional capture debate’ has been reviewed elsewhere (e.g., Luck et al., 2021) and will not be reiterated here.

In many circumstances, it is possible to direct attention to a target without any interference from the intended distractor. This is sometimes considered evidence that the object was successfully suppressed, but it is possible that the so-called ‘distracting’ object never had the potential to cause any distraction to begin with. At the same time, if the intended distractor needs to interfere with target processing to demonstrate that it is truly distracting, successful and complete suppression – that is, nullification of interference with the target – cannot be shown empirically. A popular but restricted approach often used in visual search paradigms (in particular those using singleton distractors) is to omit the intended distractor on some trials and to compare task performance for distractor-present versus distractor-absent trials. The performance decrement for distractor-present trials is thought to quantify the distraction effect (Fig. 1A). If using this approach, it is important to ensure that the number of trials in both conditions is approximately the same. Otherwise, performance may be biased, for instance when performance is superior for frequent distractor-present trials compared with rare distractor-absent trials (for systematic variation of the proportion of distractor-present trials, see e.g., Geyer et al., 2008). A related approach is to vary the strength of the distractor across trials (e.g., Bonnefond and Jensen, 2012), which is another valid approach if differences in performance are observed.

However, one concern arises in cases when performance does not differ for distractor-present versus distractor-absent trials (or highly-distracting vs. less-distracting trials): This does not necessarily imply that the intended distractor is not distracting; instead, it could also be the case that it was successfully suppressed, or that participants learned through experience that the distractor is irrelevant to the task at hand (e.g., through statistical learning; see Rule 4). Thus, it is essential to test whether the intended distractor has the potency to distract independently of the main task.

In the visual modality, task-irrelevant objects with basic features that stand out from the background are likely candidates of distractors (for a list of such features, see Wolfe, 2018). To precisely quantify an object’s salience, computational models of saliency can also be useful (itti and Koch, 2001; Koch and Ullman, 1987; Stilwell et al., 2022). Though of course this source of evidence depends on the veridicality of the model (Kosoruba et al., 2021). Alternatively, and applicable across sensory modalities, one could assess the potency of distraction using a psycho-physical approach. For example, in an independent task, the saliency of a stimulus could be tested by asking participants to report the presence or location of the intended distractor (Fig. 1B). If reports are of high accuracy even when the stimulus presentation is brief (and followed by a mask), then the stimulus is likely sufficiently potent to be distracting in a main task.

Using this approach, it is important that the distractor stimulus is presented in the same surrounding as in the main task because the same stimulus might be distracting in one situation but not another. For example, a red stimulus will likely be more distracting when surrounded by green versus orange stimuli. Similarly, overall display size and local
Right: Enhanced task performance (operationalized by e.g., higher accuracy or faster responses) in distractor-absent trials would give empirical evidence that the intended distractor has the potency to distract. Indeed, it is a highly debated question whether distractor processing are almost always conflated to some extent: every object that is not a target could potentially be a distractor, and any object that is not a distractor could be a target. How, then, can we isolate distractor processing from processing of the target? The key is to design experiments that manipulate targets and distractors independently of each other.

Many attention studies, however, have not done this. In general, spatial attention studies often only use two locations and present targets and distractors on opposite sides (left and right; Kelly et al., 2006; Wüstmann et al., 2016). For example, in the classic dichotic listening paradigm, two auditory streams are presented simultaneously, one to the left and one to the right ear, and participants are asked to attend to one and ignore the other (Cherry, 1953). These types of designs make it challenging, if not impossible, to link behavioral or neural effects unambiguously to either the enhancement of targets or the suppression of distractors, because these measures can reflect the result of both. For example, lateralized changes in brain activity (e.g., increased alpha activity over the brain region representing a distractor location relative to the target location) may reflect the suppression of distraction at one location, or the enhancement of targets at the other location, or both (Foster and Awh, 2019).

We here review some studies that have successfully separated target and distractor processing. For example, Serences et al. (2004) varied the probability of distractors that co-occurred with targets and found increased neural activity in visual cortex regions (measured with functional Magnetic Resonance Imaging, fMRI) prior to stimulus onset when the probability of distractors was higher, suggesting that this preparatory activity was related to distractor suppression. Another study (Noonan et al., 2016) manipulated the presence of distractors and cued participants to target or distractor locations in advance, which resulted in speeded response times in both cases, though in case of the distractor cues only when spatial locations of distractors were fixed across blocks (possibly suggesting that learned distractor suppression played a role here; see Rule 4). These behavioral effects were accompanied by oscillatory changes in the alpha band (i.e., 10 Hz activity) in the electroencephalogram (EEG) that were related to the cued target location but not the distractor location, suggesting that alpha activity was associated with target enhancement only. In contrast to this, another recent EEG study (Wüstmann et al., 2019) dissociated target and distractor processing in an auditory spatial attention task by fixing either target or distractor position in the front while varying the respective other feature contrast of the items might matter, as suggested by a recent study of (Wang and Theeuwes, 2020): The authors used visual displays consisting of different numbers of objects and found that the degree of distraction (and potential distractor suppression) depended on the search arrays set size (but see Stilwell and Gaselin, 2021; Stilwell et al., 2022).

Other approaches can as well provide support that an intended distractor is distracting. One line of work uses distractor cueing paradigms in which participants are cued which visual feature (or location) to ignore on a subsequent visual search trial that contains targets and non-salient distractors (Cunningham and Egeth, 2016; Moher and Egeth, 2012; Reeder et al., 2018; Woodman and Luck, 2007). In these studies, differences in performance for a validly cued (i.e., distractor appears in the cued feature) vs. invalidly cued distractor (i.e., distractor appears in a feature other than the cue) can suggest that the intended distractor is indeed distracting (Addleman and Störmer, 2022).

Beyond the scope of this Rule, it is worth mentioning that any stimulus presented alongside a target might be a distractor, even if it is not cued or not considered salient. Also, non-sensory events, such as internal task-irrelevant thoughts or associations, might be considered sources of distraction.

Any study on distractor suppression, especially those using new and unvalidated paradigms, should provide a test of whether intended distractors are distracting. If we do not comply with Rule 1, we might end up trying to study the phenomenon of distractor suppression without a proper implementation of distraction, which is at best inconclusive and at worst misleading. Whenever we do comply with Rule 1, however, we gain justification to refer to the critical stimulus as a ‘distractor’.

2.2. Rule 2: Manipulate the distractor independently of the target

In addition to the intended distractor being distracting (Rule 1), it is important to ensure that any experimental manipulation of the distractor is independent, i.e., statistically orthogonal, to the manipulation of the target. Indeed, it is a highly debated question whether distractor suppression exists independently of target enhancement or only arises as a consequence of target selection (for example, through center-surround selection, e.g., Andersen and Müller, 2010; Hopf et al., 2006; Störmer and Alvarez, 2014; see also Rule 7). This is a tricky issue, as target and distractor processing are almost always conflated to some extent: every object that is not a target could potentially be a distractor, and any object that is not a distractor could be a target.
stimulus location to be presented peripherally (left, right). Results showed that lateralized alpha activity tracks both target and distractor locations independently.

A similar logic of fixing the target location centrally while presenting distractors on the left or right side has been used in several other event-related potential (ERP) studies that examined the P3 component — a lateralized ERP component that has been associated with the suppression of distractors (Gaspar and McDonald, 2014; Hickey et al., 2009; see also Rule 3). Together, these studies exemplify how behavioral and neural correlates of distractor and target processing can be separated by independently and systematically varying features of the distractor (e.g., probabilities or locations), while keeping target processing constant.

Furthermore, it is important to ensure that the distractor is not considered as task-relevant by the observer. This may seem obvious, but a distractor may become indirectly (and unintentionally) task-relevant when it shares certain properties with the target or when it occupies large regions of a visual search display. This task-relevance may prevent the distractor from being suppressed. For example, visual search studies have suggested that when a shape-defined target appears amongst nontarget items that are homogeneous in shape (as in Fig. 1A; Theeuwes, 1992), a color singleton distractor may slow target processing because this type of search encourages participants to search for unique items more generally (singleton detection mode; Bacon and Egeth, 1994; Pashler, 1988). Thus, it is important to consider the attentional set of the observer given a particular task design. Of note, task-relevance of distractors needs to be separated from general psychological relevance: For instance, classic distraction studies operationalized psychological relevance of distractors by presentation of the participant’s own name (e.g., Bundesen et al., 1997; Harris and Pashler, 2004; Moray, 1959).

Future studies aiming to investigate the mechanisms of distractor suppression independently of target enhancement should similarly find ways to manipulate targets and distractors separately, and minimize the possibility that distractors are taken as task-relevant by participants. This will allow a clear attribution of behavioral and neural effects to either enhancement or suppression, providing an opportunity to advance theories of attentional selection, in particular whether, when, and how the mind suppresses distracting information.

2.3. Rule 3: Test whether distractors are suppressed below a pre-defined baseline

As discussed in Rule 1, it is essential to first demonstrate that the intended distractor has the potency to distract. Once this is established, one can ask whether the processing of the distractor can be suppressed. In our view, to demonstrate true suppression it is necessary to find a well-reasoned baseline in neural activity or behavior, and processing of the distractor needs to fall below this baseline. In principle, this baseline can be a neutral stimulus or condition (more below), or a neutral time period (i.e., processing before an attention-directing cue). Although this advice may seem relatively straightforward, many studies of ‘suppression’ have failed to demonstrate that cognitive processing of the distractor is actually suppressed relative to a neutral reference level.

One example of such a baseline may be a search display without a singleton distractor (similar as in Fig. 1A). Evidence for distractor suppression would be obtained if neural populations tuned to features of the distractor show reduced activity in the distractor-present compared to the baseline condition. Other study designs could be used to obtain the baseline and distractor-related responses within the same trial. One such approach has come from studies of saccadic eye movements in the additional singleton paradigm (Gaspar et al., 2017; Gaspar and Luck, 2018a). Participants searched for a target shape (e.g., a diamond) amongst distractors and reported the orientation of a line inside. One of the distractors was a color singleton that participants were told to ignore. The key result was that eye movements were less likely to be directed to the singleton distractor than the average non-singleton distractor. Thus, a baseline probability of attending a nonsalient object was established and the likelihood of attending a salient distractor was compared to this baseline (Fig. 2). Because the salient distractor attracted overt attention at below-baseline levels, it was assumed to be suppressed. Analogous approaches have been developed to assess whether covert attention to salient stimuli is also suppressed below baseline levels (Gaspar et al., 2015; see also Stilwell and Gaspar, 2021).

We acknowledge that some of our own research using event-related potentials has failed to meet this standard. For example, we have found that salient distractors elicit a distractor positivity (P3) component (Sawaki and Luck, 2010), which is a putative index of suppression (Hickey et al., 2009). However, this approach does not yield a separate measure of processing for each item in the array, so it does not provide direct evidence that the salient distractor is suppressed below a neutral baseline. Instead, this approach relies on prior evidence that the P3 co-occurs with other indices that directly demonstrate suppression below some baseline level (e.g., Feldmann-Wüstefeld et al., 2020; Gaspar and Luck, 2018c). Other evidence has shown that the P3 component can be reduced as a function of statistical learning, which is consistent with the distractor being neutralized and the need for suppression being reduced (van Moorselaar and Slagter, 2019).

It is worth mentioning that establishing a truly neutral baseline can be challenging. If the baseline items match some of the features of the target, they might attract attention due to top-down guidance toward the target feature (Folk et al., 1992). This, in turn, may cause the ignored item to appear to be suppressed, even though in actuality the baseline items were boosted (i.e., upweighted). Upweighting and suppression can be challenging to distinguish, in particular when one considers that (a) participants may upweight a large swath of feature or location space, including features that do not exactly match the target feature, for example to increase the distinctiveness between target and distractor (Becker et al., 2010; Geng and Witkowski, 2019; Navalpakkam and Itti, 2007), and (b) the two processes may not be mutually exclusive (Chang and Egeth, 2019). Separating suppression from upweighting, or
enforcement, is an important issue for both studies of featural and spatial accounts of suppression (see also Rule 2). In conclusion, establishing a neutral baseline and demonstrating that processing of the distractor falls below this baseline is crucial. In some cases, establishing a baseline may be related to establishing that a distractor is truly distracting (Rule 1); in other cases, there are approaches that only address Rule 1 (e.g., when using a model to test how salient a potential distractor is; Stilwell and Gasperlin, 2021) and others that only address Rule 3 (e.g., when measuring neural processing during a pre-trial baseline period; Andersen and Müller, 2010). Critically, without a baseline, it is unclear whether the processing of the distractor was truly suppressed.

3. Part 2: Distinct types of distractor suppression (Rules 4–6)

3.1. Rule 4: Consider intentions versus experiences as sources of suppression

It is important to consider which mechanism drives a specific case of attentional suppression. On the one hand, suppression could be driven solely by the current intention of the observer (e.g., arising from explicit instructions). On the other hand, the brain’s extraction of statistical regularities over time might enable learning to produce suppression of certain features, such as the locations that are likely to contain distractors (Wang and Theeuwes, 2018a, 2018b, 2018c). These two types of suppression are at the ends of a continuum, and researchers aiming to identify mechanisms of distractor suppression should be mindful of this when designing their experiments.

Experience-driven distractor suppression arises when certain distractors that are repeatedly encountered tend to be ignored more effectively over time. This type of learned suppression is not a unitary phenomenon, instead arising from a variety of sources along two dimensions: temporal extent and feature specificity (Fig. 3). Experience can transiently bias selective attention for a few trials (as in inter-trial distractor priming; Kristjánsson and Driver, 2008) and over longer time periods via statistical probability learning (Ferrante et al., 2018; Goschy et al., 2014; Vatterott and Vecera, 2012). Furthermore, experience can induce feature-general inhibition of singleton distractors within a dimension (e.g., any odd-color singleton among uniformly colored items; Won et al., 2019), relatively broad suppression of a range of previously encountered distractor features (Chetverikov et al., 2016), and feature-specific ‘distractor templates’ (e.g., avoiding distraction by red due to recent rejection of red distractors; Gasperlin et al., 2015; Geng et al., 2017). A specific instance of experience-driven distractor suppression can exist anywhere in this two-dimensional space, with evidence suggesting that different sources of experience-driven attention recruit dissociable mechanisms (Addleman and Jiang, 2019).

In most cases, investigations ought to isolate a single form of distractor suppression at a time. Here, we discuss three cases that demonstrate important considerations when the goal is to isolate suppression based on current intentions (case 1) or to separate different forms of experience-driven suppression (cases 2 & 3):

1. It is well known that attention can be directed at will (i.e., top-down) to a location in space (Posner, 1980). In these types of studies, prior to each search array, a central symbolic cue indicates the likely location of the upcoming target. The typical finding is that observers are faster and more accurate when the target appears at this cued location than at non-cued locations. It is critical that on each trial, observers are required to actively direct attention to a new location or feature to avoid inter-trial priming (lingering biases). With this consideration in mind, one can ask under which circumstances the intentional suppression of distraction is possible. For example, several studies used explicit cues that indicated to participants which features to ignore, varying that feature from trial to trial. These studies found that these cues resulted in behavioral benefits during visual search, suggesting that intention-based suppression can be effective in terms of speeding responses (Addleman and Störmer, 2022; Arita et al., 2012; Carlisle and Nitka, 2019; Wen et al., 2018). In contrast to these studies, another recent study used the additional singleton paradigm and cued participants on each trial to suppress one of the locations that was most likely to contain a distractor (Wang and Theeuwes, 2018b). The results showed no evidence for suppression: capture by the salient distractor was just as strong as when no cue was provided. However, using identical displays, capture was strongly attenuated when distractor locations repeated and participants had instead learned that this location was most likely to contain a distractor. These and similar results (Cunningham and Egeth, 2016) provide direct evidence that learned distractor ignoring can arise from repeated cues even when intentional ignoring is ineffective when cues vary from trial to trial, further demonstrating the importance of considering trial history in paradigms whose goal is to investigate intention-based suppressive effects only.

2. When inducing learned long-term distractor suppression by making distractors more likely to appear, say, at one location or in one color than others, doing so also makes immediate repetitions of that feature more likely (inter-trial priming). This can yield larger effects than long-term or short-term learning alone (Sha et al., 2017). Thus, it is important to isolate long-term learning effects from inter-trial priming. This can often be done using a post-learning test phase with equal distractor feature probabilities, allowing researchers to evaluate the potentially durable long-term effects of manipulating distractor probability with inter-trial repetitions equally likely for all features.

3. When studying learned suppression of singletons of a specific feature value (e.g., red), one question is whether participants are learning to suppress singletons more generally (e.g., of any unique color). This can be accomplished by comparing performance for the feature-specific learned distractor both against a neutral baseline (i.e., without a singleton distractor; see Rule 3) and against a condition in which singletons are in both learned and unlearned colors. This allows for comparisons between performance on singleton-absent trials and trials with either trained or untrained singleton colors.

A benefit of the breadth of recent research on distractor suppression has been the identification of different sources of suppression arising from explicit instructions or incidentally from task experience. As researchers attempt to understand the similarities, differences, and relationships between these mechanisms, it is critical to design experiments to isolate specific sources of distractor suppression. Not doing so risks misattributing contributions of cognitive and neural mechanisms to different kinds of suppression, which impedes the design of comprehensive models for distractor suppression (see Rule 7).

3.2. Rule 5: Distinguish between proactive and reactive suppression

Distractor suppression is often assumed to be a single neuro-cognitive process that reduces behavioral costs associated with distractor presence. However, accumulating evidence suggests that the reduction of distractor interference may rely on multiple mechanisms (Chelazzi et al., 2019; Geng et al., 2019; Noonan et al., 2018, see Rules 4 & 7). At a coarse level, these mechanisms can be defined by those that operate proactively to attenuate processing before the distractor stimulus appears (e.g., in a search display), and those that operate reactively to terminate distractor processing after the stimulus has already initially captured attention (Geng, 2014). Furthermore, proactive mechanisms that result in suppression prior to distractor onset can be distinguished by whether there is any initial enhancement of the to-be-suppressed distractor location or feature before suppression is implemented. If one wishes to distinguish between these, several considerations should be kept in mind.

First, be clear about how proactive and reactive are defined. Several approaches have been used and it should be noted that there is no current consensus on what mechanism, or mechanisms, defines proactive and reactive suppression. In the cognitive visual search literature, behavioral measures of proactive suppression are frequently defined by
the likelihood of saccadic eye-movements being directed away from the distractor compared to a neutral non-target or the same distractor in a different context (similar to Fig. 2); reactive rejection is indexed by very short fixation durations or saccade paths (Born et al., 2011; Gaspelin et al., 2017; Geng and Diquattro, 2010). In the ERP literature, proactive vs. reactive suppression are indexed by the timing of the P3 component and its relationship to the onset or absence of an N2pc (Hickey et al., 2009). EEG and fMRI studies measure preparatory activity, suppressed distractor-evoked sensory activity, or frontoparietal attentional consequences of reactive mechanisms (Adam and Serences, 2021; Martini et al., 2016; Noonan et al., 2016; van Moorselaar and Slagter, 2020; Won et al., 2020). The vast majority of these methods estimate proactive or reactive processes by behavioral or brain responses to distractors within visual search displays, but some studies examine proactive suppression before the search display using ‘probe trials’ or direct measurements of preparatory activity (Addleman and Störmer, 2022; Huang et al., 2021; van Moorselaar and Slagter, 2020). Given the variety of methods for measuring proactive vs. reactive suppression, it is critical to carefully distinguish between effects we observe and latent mechanisms (Anderson, 2021; Lamy, 2021; see also Rules 4, 6, 7).

Second, interpret proactive and reactive suppression within the experimental context. It has become clear that certain paradigms elicit stronger effects of proactive suppression than others. Distractors that are predictable are better suppressed than those that are more unexpected or even surprising (Awh et al., 2003; Moher et al., 2011; Noonan et al., 2016; Vatterott et al., 2018; Won et al., 2019). Moreover, proactive suppression occurs more easily when the expectation is derived from experienced statistics than a trial-specific explicit rule (Addleman and Störmer, 2022; Huang et al., 2021). Since proactive suppression can be measured before the search display using ‘probe trials’ or by direct measurements of preparatory activity (Addleman and Störmer, 2022; Huang et al., 2021), it is critical to carefully distinguish between effects we observe and latent mechanisms (Anderson, 2021; Lamy, 2021; see also Rules 4, 6, 7).

Third, consider intra- and inter-individual variability. While an average reduction in distractor interference between conditions may be interpreted as proactive suppression, this may not be true if reactive processes are rapid and lead to correct outcomes. Individuals may vary in use of proactive versus reactive mechanisms to reject a distractor on a particular trial (Born et al., 2011; Geng and Diquattro, 2010), or individuals may differ in their proportional use of each (Forster and Lavie, 2009). It is also possible that reactive mechanisms may be called upon when intended proactive ones fail within a trial or over time. These differences are masked within averaged responses but expose a fluidity between strategies.

In sum, the proactive–reactive distinction offers a broad categorical division between mechanisms of suppression, and it is important that these are clearly defined in studies of distractor suppression. At worst, failure to consider the full range of mechanisms could produce errors of reverse inference in interpreting underlying mechanisms (e.g., proactive suppression via top-down control) based on behavioral outcomes or effects (e.g., reduced interference). At best, ignoring these distinctions is a missed opportunity to better understand how optimal distractor suppression may involve synergy between a host of mechanisms, some of which operate proactively and others reactively to minimize distraction.

3.3. Rule 6: Do not confuse psychological with neurophysiological suppression

Describing or dissecting any phenomenon at the psychological level does not equal describing it in neurophysiological terms. This should be

Fig. 3. Experience-driven distractor suppression along the two dimensions feature specificity and temporal extent. Most effects can be categorized as relatively short-term inter-trial priming (Kristjansson and Driver, 2008), longer-term singleton suppression (Gaspelin et al., 2015), or highly durable effects of distractor probability learning (Vatterott and Vecera, 2012). In all three categories, learning tends to be feature-specific when encountering distractors with a single feature value (e.g., a specific blue), but becomes more general when encountering a wider range of feature values (e.g., Chetverikov et al., 2016). In the case of singleton suppression, learning can generalize beyond encountered feature values when rejecting a wide range of color singletons (Won et al., 2019), while such second-order suppression of distractors is not known to occur for inter-trial priming and probability learning. Here we have treated various feature dimensions (color, orientation, location) together, but it is a matter of future research to test how the temporal extent and feature specificity of effects varies across feature dimensions.
a painfully obvious statement to make, and it has been made many times before (Anderson, 2011; Krakauer et al., 2017; Miller, 2010). Why, then, is it so easy to fall for this epistemological trap time and again? Probably because it is such an alluringly reductionist fallacy: As if we had explained anything yet simply by replacing a behavioral phenomenon with a neurobiological one.

With respect to distractor suppression, the term has been interchangeably interwoven when describing the psychological phenomenon of successfully ignoring distracting information and when referring to the neurobiological processes of suppression. However, there is not a unitary ‘neural level’ to start with; rather, the behavioral observation of ignoring distractors can be accompanied by (not to say, caused by) changes at many neural levels, and there might or might not be a single ‘processing stage’ or neuroanatomical locus to which such behavioral change can be tied to (for a review see e.g., Waschke et al., 2021; see also Rule 8). Within the domain of neuroscience, suppressive effects can sometimes be defined more straightforwardly because they may be directly observed, for example as lateral or recurrent inhibition, or as inhibitory neurons; however, this is not always the case, as EEG or fMRI activity, for example, can reflect excitatory or inhibitory processes (or both). Thus, for both behavioral and many neuroscientific measures even the term ‘suppression’ – and especially the different mechanisms underlying suppression (see Rules 4, 5, 7) – is not specified clearly enough.

It is critical that attention and suppression researchers ask themselves to what degree their metaphorical language will help or hinder a true understanding of the mechanism under consideration. It is worth reminding ourselves that, for example, the filter metaphor so ubiquitous in attention research is per se neither psychological nor biological in origin. Instead, it was ‘imported’ from engineering in the heyday of the mid-20th century cybernetics and information age. Colin Cherry in his 1953 paper truly broke new ground for attention research when he mused: ‘how do we recognize what one person is saying when others are speaking at the same time (the ‘cocktail party problem’)? On what logical basis could one design a machine (‘filter’) for carrying out such an operation?’ (Cherry, 1953, p. 975 f.). Note this sudden switch from a psychological to an engineering perspective that brought us a whole generation of suppression. Another study showed that behavioral costs of attending to two perceptually similar target features could be explained by center-surround suppression in feature space assessed in an independent task using steady-state visual-evoked potentials in the EEG (Störmer and Alvarez, 2014). In other cases, neurophysiological effects have been observed to relate to behavior in one but not another condition, highlighting the importance of not equalizing neural and behavioral indexes of suppression: For example, Noonan et al. (2016) found behavioral benefits for target and distractor cueing during a spatial attention task, but oscillatory alpha activity – a presumed neural correlate of suppression – was only observed following target cues, questioning a direct association of these neural responses with behaviorally observed distractor ignoring. Studies like these are important to understand neural signatures of distractor suppression. In the future, it is necessary to explore how generally or specifically different neural measures relate to the manifestations of psychological phenomena in behavioral observations.

4. Part 3: Testing models of distractor suppression (Rules 7–10)

4.1. Rule 7: Define your model of distractor suppression

Only if a model is defined can it be tested, falsified and contrasted with other approaches to understand behavior. It is therefore essential to define the operational model in the context of the respective study. Having established that researchers should be aware of the conceptual differences of psychological suppression versus neural suppression (Rule 6), we here review three possible models that deliberately posit neural excitatory and inhibitory processes as the basis for proactive distractor suppression (Rule 5; Fig. 4): direct suppression, secondary suppression, and expectation suppression (Noonan et al., 2018; van Moorselaar and Slagter, 2020).

Direct suppression, as the potential flipside to target facilitation, is when specific representations in lower sensory areas are selectively inhibited by distractor-specific working memory representations in top-down attentional control areas (Arita et al., 2012; see also Rule 4). Secondary suppression, by contrast, may be a secondary effect of target facilitation in which top-down control mechanisms up-regulate activity in target-related neural populations and trigger a spread of inhibition to unattended input via local inhibitory circuits (Andersen and Müller, 2010; Hampshire and Sharp, 2015; Störmer and Alvarez, 2014). Finally, expectation suppression is the selective suppression of predictable or repeated inputs governed by principles of predictive coding or repetition suppression (van Moorselaar and Slagter, 2020). Top-down attention would then be necessary to release task-relevant input from expectation suppression (Summerfield et al., 2008), leaving the inhibitory influence focused on distractors, or potentially intersecting with mechanisms that further downweight prediction errors associated with predictable distractor stimuli.

To complicate our job however, distractor suppression may not be a unitary mechanism (Rule 4), and teasing these processes apart is not necessarily simple (Noonan et al., 2018). Although fundamentally different, the mechanisms sometimes make similar predictions at gross brain and behavioral measurements. For example, in some contexts, when distractors are cued, all models predict reaction time improvements. Similarly, all mechanisms may involve some degree of top-down control – driven either explicitly by intentions or by implicit biases, for example through statistical learning. Further, the anatomical location of the ‘top’ may vary between models; potentially long-ranging prefrontal cortex (PFC) signals in the case of secondary suppression but more local signals from the next level in the processing hierarchy for expectation suppression. And finally, while the temporal accumulation of effects may distinguish fast, trial-wise direct suppression mechanisms, behavioral effects mediated by secondary and expectation mechanisms would be expected to both increase with time, particularly in stable and predictable environments.

It is therefore essential that paradigms are created that clearly delineate the possible paths of distractor suppression. Fortunately, there are some key distinctions between the models, specifically in terms of the flexibility, specificity and selectivity of suppression, and the impact of on-going task demands. Direct, intentional suppression, for example, should be flexible, and specific for the exact cued distracting input. By contrast, secondary suppression may be operationally as flexible as
direct suppression but dependent on the initial target facilitation, and potentially relatively non-specific as it would suppress all uncued locations or features. Furthermore, while expectation suppression may be relatively specific to repeating stimuli, it may require more experience to manifest, in particular for physically highly salient stimuli (Slagter and Moorselaar, 2021). Finally, working memory demands may differentially impact the mechanisms, potentially affecting direct suppression and expectation suppression (St John-Saaltink et al., 2015) but leaving secondary suppression mechanisms unaffected.

Each model has a variable degree of independent support and while potentially mutually exclusive they may actually co-exist; being specialized for different contexts (e.g., proactive vs reactive suppression; Rule 5), processing level, stimuli (feature vs space), as well as factors such as target-distractor similarity and distractor salience (van Moorselaar and Slagter, 2020). In fact, the mechanisms may interact and complement each other. While it may be challenging to separate these explanations, it is important to do so in order to understand how they support typical and atypical behavior. It is critical to get this step right as neglecting this element can limit the conclusions we can draw and hinder our ability to design and test new models.

### 4.2. Rule 8: Unravel causal implications for distractor suppression

Identifying causes and consequences of distractor suppression is essential for understanding their roles in selective attention. Apparently straightforward ways to test causality are brain stimulation (for reviews, see e.g., Herrmann et al., 2016; Jazayeri and Afraz, 2017; Schneider et al., 2021) and neurofeedback techniques (for reviews, see Enriquez-Geppert et al., 2017; Sulzer et al., 2013). Although brain stimulation does allow for experimental manipulations, it is often debatable to which extent these manipulations are valid operationalizations of the underlying constructs. Furthermore, it is not always feasible to use these techniques and much more common are correlational approaches where it is often unclear what kinds of causal inferences can be drawn (if any).

A key challenge when using correlational approaches lies in the fact that many of the variables between which we may seek to establish causal relationships, such as the brain’s sensory stimulus processing, behavioral responses, ongoing neural oscillations, etc., typically take the role of dependent variables in experiments. Thus, the method of choice for establishing causal relationships, experimental manipulation of an independent variable while measuring its effect on a dependent variable, may not be viable for many questions. Hence, observed relationships may often be of a correlational nature, for which a multitude of competing causal relationships could potentially account. It can be a daunting task to establish a causal relationship between dependent variables with any certainty, but by taking some additional steps, it is possible to rule out at least some of the (potentially infinite) number of competing accounts.

Let us consider three possible approaches in a simple thought experiment: imagine that we observe that, compared to a neutral baseline (Rule 3), invalid spatial cues elicit slower reaction times and reduced P1 amplitudes roughly 100 ms after stimulus onset in the distractor-elicited visual ERP. We might suspect that attentional modulation of sensory processing reflected in the P1 amplitude is the cause for slower reaction times, because (a) both are correlated and (b) the P1 precedes the manual response. In fact, neither of these two arguments is necessarily valid. All that we observed is that both dependent variables change with the same manipulation of an independent variable, but we do not know which relationship (if any) exists between these variables.

A meaningful additional analysis might be to examine the covariation between both measures across participants or, even better, trials within the same conditions, to establish whether the relationship between the measures is really as tight as might be expected if there were a direct causal link (e.g. Gaspelin and Luck, 2018b; Steinhauser and Andersen, 2019). What about the timing? The P1 component, with a latency roughly around 100 ms, will precede even the fastest manual responses on any given trial. However, to establish whether attentional modulation of the P1 precedes attentional modulation of reaction time, we should examine the time-course of attention shifts by measuring different cue-stimulus intervals (CSIs). If our putative causal explanation holds, attentional modulation of both measures should be closely linked across different CSIs. Specifically, there should be no CSI at which attentional modulation of reaction time, but not the P1, occurs (for an example of this logic involving the alpha band see Antonov et al., 2020).

Imagine the P1-reaction time relationship in our example had passed the additional tests above. While this would provide some support for a causal link between P1 and behavior, in a potentially multisensory system, we still do not know how important attentional modulation of sensory processing reflected in the P1 is for the observed behavioral effects – in the end, both are dependent variables. Thus, it still could be one of many causes, or even just an epiphenomenon (e.g. an ‘echo’ of more relevant unobserved effects elsewhere). By testing quantitative models of the relationship between the variables, we can address whether changes in the putative cause are sufficient to account for the observed effects (e.g. Itthipuripat et al., 2014).

In summary, caution is advised when interpreting seemingly tight relationships between variables in experiments on distractor suppression (as well as target enhancement). When the underlying data is of correlational nature, it is of little help to notice that the observations are consistent with a certain causal interpretation: the problem is that there...

---

**Fig. 4.** Three putative neural mechanisms for preparatory suppression illustrated with reference to a spatially defined target/distractor input. (A) The task requires participants to report the orientation of the grating in the orange box (target). Participants have been forewarned that the top right stimulus will be a distractor. (B) Direct suppression: neurons representing the distractor in the left visual cortex are specifically inhibited via top-down connections from fronto-parietal cortex. (C) Secondary suppression: The left visual field is not inhibited directly but mediated via top-down excitation of right visual cortex with biased competition mechanisms at lower levels. (D) Expectation suppression: Predictable visual inputs are suppressed through inhibitory connections from within the visual processing hierarchy. Predictable representations remain suppressed unless rescued via additional top down facilitation. Green and red lines indicate excitatory and inhibitory connections, respectively.
are potentially too many causal interpretations that are consistent with the data. Explicit efforts should be directed at ruling out at least some of these. As pointed out above, other techniques such as transcranial magnetic stimulation (TMS) may be used to more directly test for causality, though of course these techniques do come with their own limitations (Jazayeri and Afraz, 2017). Most importantly, any claims made should be mindful of those that couldn’t be ruled out.

4.3. Rule 9: Beware of what statistical tests do and do not reveal about suppression

Statistical inference is a key element of any empirical study on distractor suppression. Often, it is the (non-)significance of a statistical test that is taken as indication for or against the existence of distractor suppression in patterns of brain activity or in their behavioral manifestation. While common statistical mistakes have been reviewed elsewhere (e.g., Makin and Orban de Xivry, 2019), we will here caution against problematic types of statistical inference observed in the recent literature on distractor suppression.

Studies on selective attention often contrast (a) target enhancement versus distractor suppression or (b) different kinds of distractor suppression (Rules 4–6). In the literature, it is easy to find studies that observed statistically significant target enhancement but not distractor suppression, while other studies found both mechanisms to be statistically significant. The probability to detect an existing effect – that is, statistical power – depends on the (unknown, true) effect size, the sample size (N), as well as on the significance level (α), which is typically fixed at .05. In practice, effects related to target processing are often considerably larger than effects related to distractor suppression. Among others, one likely reason is that participants’ task performance is often directly related to target processing but only indirectly to distractor suppression. Note that it is furthermore likely that different kinds of distractor suppression induce effects of different sizes.

Let us consider an example of how the choice of a too small sample can affect the statistical results, which, in turn, can make researchers draw misleading conclusions. In an auditory spatial attention task (Wüstmann et al., 2019; N = 33), the authors found two statistically significant neural responses, one related to attention to lateralized targets (Cohen’s d effect size = 1.24), and the other related to ignoring lateralized distractors (Cohen’s d effect size = 0.42). Based on these results, the authors concluded that the human brain implements both, target enhancement and distractor suppression. Given these effect size estimates, let us consider possible results of the same study with a smaller yet typical sample size, say N = 20. While this study would still detect the target processing effect with high probability (power > 0.99), it would likely miss the much smaller distractor processing effect (power < 0.5). In this case, it would be tempting but erroneous if the researchers concluded that the human brain implements target enhancement but not distractor suppression. These reflections illustrate that a non-significant statistical test does not tell whether the distractor (suppression) effect under consideration is non-existent or simply too small to be detected given the present study design (see also Amrheim et al., 2017). Furthermore, a non-significant statistical test on one particular measure of distractor suppression (e.g., suppression of initial saccades towards the distractor) does not preclude that the distraction effect would manifest at a later point in the stimulus processing cascade (see Rule 8), or in another behavioral or neural measure (e.g., suppression of distractor-evoked neural responses).

To improve interpretability of (non-)significant results of statistical tests in research on distractor suppression, researchers should be aware that effect sizes for target enhancement and distinct types of distractor suppression differ considerably. An experiment that is inadequately powered to detect one kind of distractor suppression can still be underpowered when the goal is to detect another type of distractor suppression. A useful statistical approach to differentiate ‘evidence for the absence of distractor suppression’ and ‘absence of evidence for distractor suppression’ is to compute the Bayes Factor (BF; Dienes, 2014; Keysers et al., 2020; Rouder et al., 2009). As some research has shown, the BF does indeed speak to the absence of some types of distractor suppression effects (e.g., Reeder et al., 2018; Sorqvist et al., 2013).

It is necessary to not only test the existence of target enhancement and distractor suppression effects (i.e., by testing each against zero), but also to directly compare target enhancement with distractor suppression statistically (Nieuwenhuis et al., 2011). Furthermore, consistent reporting of effect sizes is recommended as these allow to adequately power future studies (Funder and Ozer, 2019). Open science practices of accessibility and transparency facilitate the combined analyses of data across studies to enhance power and to improve precision of effect size estimates.

If we do not comply with Rule 9, we risk drawing conclusions that are not supported by the empirical data. If we do comply with Rule 9, we avoid overinterpreting results on distractor suppression and we provide effect size estimates necessary for adequate design of future studies.

4.4. Rule 10: Consider distraction in the lab versus in the real world

Neural and behavioral consequences of distraction have so far been mostly studied in controlled laboratory settings. Yet, there are some key differences between these typical experimental set ups and our natural environments that are important to consider as they can present theoretical challenges. Thus, a long-term goal should be to not only understand how our brain deals with distraction in the laboratory, but also in the real world.

First, in the vast majority of laboratory experiments, participants have to sit still, keep their eyes at fixation, and respond with a button press to stimuli that are presented to them. This is particularly true in EEG and fMRI studies, given their sensitivity to motion artifacts. However, humans are not passive observers, but active agents in their environments. Our brains are not at the whim of external influences, but can exert a powerful influence over their own sensory sampling: To block out unwanted noises we can simply close our office door, and we move our eyes away from a distractor (Abeles and Yuval-Greenberg, 2021) to reduce its sensory impact in the first place.

Indeed, eye tracking studies show that scanning paths can deviate away from known distractors (Van der Stigchel and Theeuwes, 2006). Visual search in the real world also often entails reaching for, or turning our heads towards objects, which automatically means not reaching for, or turning our heads towards another object (i.e., the exclusion of certain sensory inputs). Strikingly, one study found that highly physiologically salient stimuli were better suppressed during reaching movements in visual search than less salient stimuli (Moher et al., 2015), which is opposite from what is typically found in studies with passive participants and contrary to predictions by influential theories of visual search (Wolfe, 1994). Another study found that while in a typical button-press condition, distractor interference was largely determined by perceptual salience, in search conditions requiring acting upon the target object, distractor interference was determined by the extent to which distractor features were relevant to the to-be-performed action (Pavesi and Buxbaum, 2002). Nonetheless, in the lab, action is typically treated as separate from perception or as a confound. The consequence of this is that we know very little about how action selection may affect distractor processing.

Second, distraction is typically studied using paradigms in which participants are presented with relatively simple stimuli. Yet, our natural environments are visually rich, three-dimensional, inherently multisensory, and often dynamic. They also provide predictive structure. Researchers have only just begun to investigate to what extent basic findings from the literature on distraction obtained with simple, artificial stimuli may generalize to more naturalistic stimuli and contexts. This research suggests that while many basic findings may replicate in more ecologically valid conditions (Olk et al., 2018), there may also be qualitative differences compared to more artificial lab settings.
One recent study, for example, reported ultrafast distractor rejection using natural scene stimuli (Hickey et al., 2019), suggesting that global scene information can rapidly constrain naturalistic search. Indeed, our natural environments typically contain predictive structure and regularities that can not only guide attention (Kaiser et al., 2016; Theeuwes, 2021; Vö et al., 2019), but are also informative about what can be safely ignored (Vadillo et al., 2021). Sources of initial distraction (e.g., traffic outside your new office window), may simply disappear into the background once familiar to the brain. In line with this, recent studies show that statistical learning about the likely location or color of a distractor greatly reduces distractor interference, and can even prevent capture by a physically salient distractor (Gasperlin and Luck, 2018c; see also Rule 4). Yet, how natural structure and statistical learning, in particular over longer time periods as is common in daily life, facilitate the ability to ignore distracting information is still largely unclear (van Moorselaar and Slagter, 2020).

Third and finally, in daily life, the most potent sources of distraction are not meaningless red circles flashed on a computer screen, but stimuli (e.g., your smart phone) that in the current task context (e.g., paying attention in class) should be ignored, but are generally valuable sources of information (e.g., messages from your friends). In the lab, value-based attention is typically induced using monetary rewards, and studies show enhanced capture by distractors previously associated with monetary reward even when physically inconspicuous (B. A. Anderson, 2016; Failing and Theeuwes, 2018). Yet, in daily life, reward is much more multifaceted and attention and distraction may be better explained by the main imperative of the brain to sample the most informative signals to achieve goal-directed action over the long-term (Friston, 2009; Hommel et al., 2019; Slagter and Moorselaar, 2021). There is indeed some empirical evidence showing that objects that one previously acted on can drive subsequent visual search (Buttaccio and Hahn, 2011). Naturalistic driving studies furthermore reveal the powerful influence of irrelevant objects that invite information sampling on attention (Dingus et al., 2016). The goal of future work should be to better understand how natural attentional habits are established and interfere with goal-directed performance.

Thus, consider and determine the ecological validity of your paradigms and findings, and how lab-based theories may extent to distraction in the real world. After all, in the long run, we wish to capture and explain natural human cognition and performance.

5. Conclusion

Science benefits from both specialization and interdependence (UTzeroth and Fernandez, 2017). Here, we present a consensus on ten simple rules to study distractor suppression, agreed upon by experienced researchers from diverse sub-disciplines of attention research. Just like for most sets of rules, in practice it might turn out necessary to prioritize some of the rules at the expense of others. In particular, we recommend that Rules 1-3 should generally be complied with. However, breaking these rules might be an option if the goal is to study distraction instead of suppression. Applicability of Rules 4-6 depends on the type of study design and research question under consideration. These rules are furthermore important when the goal is to integrate results across studies. Rules 7-10 discuss theoretical considerations that have important implications for the type of inference that can (or cannot) be derived from a certain kind of study. Thus, not complying with some of these rules is fine if the researchers make sure that this does not interfere with the primary goals of the investigation, and is considered when theorizing about the study’s implications.

Compliance with all rules is no guarantee for an excellent study, just as noncompliance with some of the rules might still result in an important and insightful contribution. Table 1 provides a checklist that summarizes the benefits and costs of following – or not following – each rule. We hope that this checklist serves as a useful guide for researchers who are setting up new studies to investigate distractor suppression and those who are reviewing and critically examining the literature on distractor suppression.
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