Self-adjointness for the MIT bag model on an unbounded cone

Biagio Cassano | Vladimir Lotoreichik

1DipartimentodiMatematicaeFisica,UniversitàdegliStudidelLaCampania
“LuigiVanvitelli”,Caserta,Italy
2DepartmentofTheoreticalPhysics,
NuclearPhysicsInstitute,CzechAcademy
ofSciences,Řež,CzechRepublic

Correspondence
VladimirLotoreichik,NuclearPhysics
InstituteCAS,25068,Řež,Czech
Republic.
Email:lotoreichik@ujf.cas.cz

Fundinginformation
GrantováAgenturaČeskéRepubliky,
Grant/AwardNumber:21-07129S

Abstract
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1 INTRODUCTION

In this paper, we consider the three-dimensional massless Dirac operator \(D_\omega\) on an unbounded Euclidean circular cone of half-aperture \(\omega \in (0, \pi)\)

\[
C_\omega := \left\{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_3 > \cot \omega (x_1^2 + x_2^2)^{\frac{1}{2}} \right\}
\]

(1)

with the MIT bag boundary conditions. These boundary conditions are related to the celebrated MIT bag model [21–23, 25, 43], which describes the confinement of quarks in hadrons. The cone \(C_\omega\) on which the Dirac operator is defined can be viewed as a Lipschitz hypograph in the sense of [44, Equation (3.26)] and clearly \(C_\omega\) is non-smooth due to the conical point at the origin \(0 \in \mathbb{R}^3\). The operator domain of \(D_\omega\) consists of functions in the space \(C_0^\infty(\bar{C}_\omega \setminus 0; \mathbb{C}^4) := \{u|_{C_\omega} : u \in C_0^\infty(\mathbb{R}^3 \setminus 0; \mathbb{C}^4)\}\) satisfying the MIT bag boundary conditions on the boundary of \(C_\omega\). This densely defined operator can be shown to be symmetric. The natural question that arises whether this operator is essentially self-adjoint or whether it has non-zero deficiency indices.
In the existing literature self-adjointness of the three-dimensional Dirac operators with the MIT bag boundary conditions was first shown for $C^2$-smooth domains with compact boundaries [10, 49]; see also [2, 3] for related approaches. It is possible to regard Dirac operators with MIT bag boundary conditions in the framework of Dirac operators with Lorentz-scalar $\delta$-shell interactions; see, for example, [4–7, 11, 13, 18, 39, 49, 54], the review papers [8, 50], and references therein. In particular, in [13] self-adjointness for interactions with non-compact supports less regular than $C^2$-smooth is shown, but the regularity assumptions there still exclude the conical surface. On the other hand, in [11] self-adjointness for interactions supported on boundaries of general bounded Lipschitz domains that can have conical points is proved: a difference with the approach of [11] is that they define the Dirac operator with the operator domain contained in the Sobolev space $H^{1/2}$, whereas in our construction we verify (essential) self-adjointness for a more regular operator domain, contained in the Sobolev space $H^1$. We remark that the unboundedness of the conical domain is not a real issue: away from the vertex singularity the boundary of the domain is smooth, so it can be handled as in [13, 53]. Considering a more regular operator domain can in many cases lead to non-zero deficiency indices and, in fact, this happens in a related setting of two-dimensional polygons analyzed in [45, 51].

We prove that the Dirac operator $D_\omega$ is unitarily equivalent to an infinite orthogonal sum of Dirac operators on the half-line with off-diagonal Coulomb-type potentials, whose coefficients are given by the eigenvalues of an effective essentially self-adjoint spin–orbit operator $K_\omega$ on the spherical cap $C_\omega \cap S^2$, where $S^2 \subset \mathbb{R}^3$ is the two-dimensional unit sphere centered at the origin. We characterize the eigenvalues of $K_\omega$ in terms of solutions of transcendental equations and show that for convex cones $\omega < \pi/2$ all the eigenvalues of $K_\omega$ escape the critical interval $\left[-\frac{1}{2}, \frac{1}{2}\right]$. This construction implies that $D_\omega$ is essentially self-adjoint in this case. Moreover, we show that for $\omega < \pi/2$ the domain of the self-adjoint closure $\overline{D_\omega}$ of $D_\omega$ consists of four-component $H^1$-functions satisfying the MIT bag boundary conditions in the sense of traces. We complement our analysis by numerical results describing the eigenvalue distribution of $K_\omega$ for $\pi/2 < \omega < \pi$, supporting the claim that $D_\omega$ is essentially self-adjoint for any $\omega \in (0, \pi)$: we remark that the numerical approach is only used to find the roots of explicit transcendental equations associated with the problem. Finally, we study for $\omega < \pi/2$ the stability of the self-adjointness $\overline{D_\omega}$ under perturbations by Hermitian matrix-valued potentials that can have Coulombic singularity at the origin.

Our analysis is inspired by the closely related considerations for the Laplace operator on planar domains with corners and three-dimensional domains with conical points and for the Dirac operator on planar domains with corners. Let us briefly review the existing literature on the subject. The two-dimensional Laplace operator with Dirichlet boundary conditions on a curvilinear polygon $P \subset \mathbb{R}^2$ was first considered in [15] and then further analyzed in [31, Chap. 4], [32, Chap. 2], [24] and more recently in [52]. In particular, it is proved that the deficiency indices of such a Laplace operator with the domain $H^2(P) \cap H^1_0(P)$ are $(n, n)$, where $n$ is the number of non-convex corners of $P$; that is, corners with the opening angle larger than $\pi$. A similar effect occurs for the Robin Laplacian, where the coefficient in the boundary conditions having a specific singularity at a boundary point creates deficiency indices [29, 46, 47]. The three-dimensional Laplace operator with Dirichlet boundary conditions on a bounded domain $\Omega \subset \mathbb{R}^3$ with a conical point is analyzed first in [37, 42], see also [31, Section 8.2.2] and [14, 24]. The appearance of deficiency indices here is more subtle and we discuss it in detail in Remark 2.7. It should be emphasized that for the Dirichlet Laplacian on a domain that has a conical point and which is smooth outside it, the transition between self-adjointness and existence of non-trivial deficiency indices indeed occurs for some critical opening angle of the cone. In this perspective, the phenomenon for the Dirac operator is substantially different. As for Dirac operators, analysis of deficiency indices for boundaries with singular points has only been carried out in two dimensions [17, 30, 45, 51] so far. The deficiency indices on a curvilinear polygon here are characterized in the same way as for the Dirichlet Laplacian [45, 51]. For the discontinuous infinite mass boundary conditions on a sector, the deficiency indices can be unequal [17] while for Lorentz-scalar $\delta$-shell interactions supported on star-graphs [30] various scenarios are possible and, in particular, the deficiency indices depend on the strength of the interaction.

The structure of the paper is as follows. In Section 2, we rigorously define the Dirac operator on an unbounded cone with MIT bag boundary conditions and formulate all the main results of the paper. Section 3 contains preliminary material used throughout the paper. In this section, we recall the concept of boundary triples, analyze self-adjointness of a model Dirac operator on the half-line, and find the form of the spin–orbit differential expression in the spherical coordinates. Further, in Section 4 we study the spectrum of a model Dirac-type operator on the interval $(0, \omega)$. Relying on this spectral analysis, we decompose the operator $D_\omega$ in Section 5 in spherical coordinates and using this decomposition we prove all the main results of the paper. Finally, the paper is complemented by Appendix A on Dirac systems and Appendix B with numerical results for non-convex cones.
2 | SETTING AND THE MAIN RESULTS

In this section, we will first rigorously define the operator $D_\omega$, clarifying the MIT bag boundary conditions. Then, we will formulate all the main results of this paper.

2.1 | Definition of the operator

The problem is better described in spherical coordinates $(r, \theta, \phi) \in \mathbb{R}_+ \times [0, \pi] \times [0, 2\pi)$ on $\mathbb{R}^3$, which are connected with the Cartesian coordinates $(x_1, x_2, x_3)$ by the well-known formulae

$$
\begin{align*}
  x_1 &= r \cos \phi \sin \theta, \\
  x_2 &= r \sin \phi \sin \theta, \\
  x_3 &= r \cos \theta.
\end{align*}
$$  

In this convention, the north pole of the unit sphere $\mathbb{S}^2$ has coordinates $r = 1$, $\theta = 0$, and $\phi = 0$. The cone with the half-aperture $\omega \in (0, \pi)$ defined in (1) can be alternatively characterized in the spherical coordinates as

$$
C_\omega = \{(r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta) : r \in \mathbb{R}_+, \theta \in [0, \omega), \phi \in [0, 2\pi)\}.
$$  

The unit normal vector to the boundary $\partial C_\omega$ of the cone $C_\omega$ pointing outward is explicitly given as

$$
\nu_\omega(r, \phi) = (\cos \omega \cos \phi, \cos \omega \sin \phi, -\sin \omega), \quad r \in \mathbb{R}_+, \phi \in [0, 2\pi).
$$  

After having described the geometric setting, we can proceed to the definition of the Dirac operator on $C_\omega$. To this aim, we recall the expressions for the $\mathbb{C}^{2 \times 2}$ Pauli matrices

$$
\sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 := \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
$$

and for the $\mathbb{C}^{4 \times 4}$ Dirac matrices $\alpha_j$, $j = 1, 2, 3$, and $\beta$

$$
\alpha_j := \begin{pmatrix} 0 & \sigma_j \\ \sigma_j & 0 \end{pmatrix}, \quad j = 1, 2, 3, \quad \beta = \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix},
$$

where $I_2$ is the identity matrix in $\mathbb{C}^2$. The Dirac matrices are Hermitian and they satisfy the anti-commutation relations

$$
\alpha_k \alpha_j + \alpha_j \alpha_k = 2 \delta_{kj} \quad \text{and} \quad \alpha_k \beta + \beta \alpha_k = 0, \quad k, j \in \{1, 2, 3\},
$$

where $\delta_{kj}$ is the Kronecker symbol. We define the triple of the Dirac matrices $\alpha := (\alpha_1, \alpha_2, \alpha_3)$ and define $\alpha \cdot b$ with $b \in \mathbb{C}^3$ as $\alpha \cdot b = \alpha_1 b_1 + \alpha_2 b_2 + \alpha_3 b_3$. With all the above preparations, the Dirac differential expression in $\mathbb{R}^3$ is given by

$$
D := -i \alpha \cdot \nabla = -i(\alpha_1 \partial_1 + \alpha_2 \partial_2 + \alpha_3 \partial_3).
$$

We consider the following Dirac operator in the Hilbert space $(L^2(C_\omega; \mathbb{C}^4), \langle \cdot, \cdot \rangle_{C_\omega})$ (here and in the following all the inner products are linear in the first entry)

$$
D_\omega u := Du, \\
\text{dom } D_\omega := \{ u \in C_0^\infty(\overline{C_\omega} \setminus 0; \mathbb{C}^4) : u|_{\partial C_\omega} + i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \},
$$  

(4)
where \( C_0^\infty(\overline{C_\omega \setminus \{0\}}; \mathbb{C}^4) \) is the space of smooth four-component functions on \( \overline{C_\omega \setminus \{0\}} \), the support of which is a compact subset of the closure of the cone with the removed tip \( \overline{C_\omega \setminus \{0\}} \). The operator \( D_\omega \) is symmetric. Indeed, integrating by parts we find for \( u, v \in \text{dom} \ D_\omega \)

\[
(-\mathbf{i} \cdot \nabla u, v)_{C_\omega} = \int_{\partial C_\omega} \langle -i(\alpha \cdot \nu_\omega)u|_{\partial C_\omega}, v|_{\partial C_\omega} \rangle_{\mathbb{C}^4} d\sigma
\]

\[
= \int_{\partial C_\omega} \langle (\alpha \cdot \nu_\omega)(\beta(\alpha \cdot \nu_\omega))u|_{\partial C_\omega}, v|_{\partial C_\omega} \rangle_{\mathbb{C}^4} d\sigma
\]

\[
= \int_{\partial C_\omega} \langle (i(\alpha \cdot \nu_\omega)^2(\beta^2(\alpha \cdot \nu_\omega))u|_{\partial C_\omega}, v|_{\partial C_\omega} \rangle_{\mathbb{C}^4} d\sigma
\]

\[
= \int_{\partial C_\omega} \langle -\mathbf{i}(\alpha \cdot \nu_\omega)u|_{\partial C_\omega}, v|_{\partial C_\omega} \rangle_{\mathbb{C}^4} d\sigma = 0,
\]

where we used that \( \beta^2 = (\alpha \cdot \nu_\omega)^2 = 1 \) in the penultimate step.

It can be shown by the same integration by parts that the extension

\[
\{ u \in H^1(C_\omega; \mathbb{C}^4) : u|_{\partial C_\omega} + i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \} \ni u \mapsto \mathbf{D}u
\]

(5)

of the Dirac operator \( D_\omega \) is symmetric, where the boundary conditions are understood in the sense of traces in the Sobolev space \( H^{1/2}(\partial C_\omega; \mathbb{C}^4) \).

The MIT bag boundary condition \( u|_{\partial C_\omega} + i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \) can be written in terms of components \( u = (u_1, u_2, u_3, u_4)^T \) of the vector-valued function \( u \)

\[
\begin{pmatrix}
1 & 0 & -i\sin \omega & i\cos \omega e^{-i\phi} \\
0 & 1 & i\cos \omega e^{i\phi} & i\sin \omega \\
i\sin \omega & -i\cos \omega e^{i\phi} & 1 & 0 \\
-i\cos \omega e^{i\phi} & -i\sin \omega & 0 & 1
\end{pmatrix}
\begin{pmatrix}
u_1(r, \omega, \phi) \\
u_2(r, \omega, \phi) \\
u_3(r, \omega, \phi) \\
u_4(r, \omega, \phi)
\end{pmatrix} = 0,
\]

where \( r \in \mathbb{R}_+ \) and \( \phi \in [0, 2\pi) \). This condition is equivalent to

\[
\begin{cases}
u_1(r, \omega, \phi) - i\sin \omega \nu_3(r, \omega, \phi) + i\cos \omega e^{-i\phi} \nu_4(r, \omega, \phi) = 0, \\
u_2(r, \omega, \phi) + i\cos \omega e^{i\phi} \nu_3(r, \omega, \phi) + i\sin \omega \nu_4(r, \omega, \phi) = 0.
\end{cases}
\]

### 2.2 Main results

In order to formulate our first main result we need some preparation. We introduce for \( \omega \in (0, \pi) \setminus \{\pi/2\} \) the following matrix differential expressions on the interval \( I_\omega := (0, \omega) : \)

\[
\tau_k := \begin{pmatrix}
\frac{d}{d\theta} + \frac{k + 1}{2} \cot \theta & -\frac{d}{d\theta} - \left( k + \frac{1}{2} \right) \cot \theta \\
-k & -k
\end{pmatrix}, \quad \mathcal{T}_k := \begin{pmatrix}
t_k & 0 \\
0 & \tau_k
\end{pmatrix}, \quad k \in \mathbb{Z},
\]

and associate with them the differential operators \( T_k, k \in \mathbb{Z}, \) in the Hilbert space \( L^2(I_\omega; \mathbb{C}^4) \) defined by

\[
T_k \psi := \mathcal{T}_k \psi,
\]

\[
\text{dom} \ T_k := \left\{ \psi \in AC_{bc}(I_\omega; \mathbb{C}^4) : \psi, T_k \psi \in L^2(I_\omega; \mathbb{C}^4), \begin{pmatrix} \psi_1(\omega) \\ \psi_2(\omega) \end{pmatrix} = A_\omega \begin{pmatrix} \psi_3(\omega) \\ \psi_4(\omega) \end{pmatrix} \right\},
\]

(6)
where the matrix $A_\omega$ is given by

$$A_\omega := \begin{pmatrix} i \sin \omega & -i \cos \omega \\ -i \cos \omega & -i \sin \omega \end{pmatrix}.$$

We check that the operators $T_k$, $k \in \mathbb{Z}$, are self-adjoint, that their spectra are discrete, simple, and symmetric about the origin and that zero is not an eigenvalue of any of these operators. Moreover, it turns out that $\sigma(T_k) = Z_k \cup (-Z_k)$, where the discrete subsets $Z_k$, $k \in \mathbb{Z}$, of the real axis are defined by

$$Z_k := \{ \lambda \in \mathbb{R} : (\lambda + k + 1) P_{\lambda}^{-k-1}(\cos \omega) = P_{\lambda-1}^{k+1}(\cos \omega) \}, \quad k \in \mathbb{N}_0,$$
$$Z_k := \{ \lambda \in \mathbb{R} : (\lambda + k) P_{\lambda}^{-k}(\cos \omega) = -P_{\lambda}^{k+1}(\cos \omega) \}, \quad -k \in \mathbb{N},$$

(7)

where $P_\nu^\mu(x)$, $x \in (-1, 1)$, is the Ferrers function of the first kind [48, Section 5.15] and [34, Sections 8.7 and 8.8]. Here, we drop the dependence on $\omega$ in the notation $T_k$ and $Z_k$ for the sake of brevity.

For $\lambda \in \mathbb{R}$, we introduce the auxiliary one-dimensional Dirac operator in the Hilbert space $L^2(\mathbb{R}^+; \mathbb{C}^2)$ by

$$d_\lambda \psi := \begin{pmatrix} 0 & -\frac{\lambda}{x} \\ -\frac{d}{dx} & 0 \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \quad \text{dom } d_\lambda := C^\infty_0(\mathbb{R}^+; \mathbb{C}^2).$$

(8)

In the first main result, we decompose $D_\omega$ into an orthogonal sum of the fiber operators.

**Theorem 2.1.** Let $\omega \in (0, \pi) \setminus \{\pi/2\}$ and let the Dirac operator $D_\omega$ be as in (4). Let the operators $T_k$, $k \in \mathbb{Z}$, be as in (6), the discrete sets $Z_k$ be as in (7) and let the fiber operators $d_\lambda$ be as in (8). Then, the following unitary equivalences hold

$$D_\omega \simeq \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\lambda \in \sigma(T_k) \cap (0, \infty)} d_\lambda \simeq \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\lambda \in Z_k} d_\lambda.$$  

(9)

The proof of Theorem 2.1 relies on the representation of $D_\omega$ in spherical coordinates, in which the spin–orbit operator $K_\omega$ acting in the Hilbert space $L^2([0, \omega) \times [0, 2\pi); \sin \theta d\theta d\phi)$ arises. The spin–orbit operator $K_\omega$ is defined in (85). The operators $T_k$, $k \in \mathbb{Z}$, appear naturally in the analysis upon separation of variables for the spin–orbit operator $K_\omega$. We decompose the Hilbert space $L^2(C_\omega; \mathbb{C}^4)$ into an orthogonal sum of subspaces, whose construction is based on the eigenfunctions of the aforementioned spin–orbit operator $K_\omega$. This orthogonal decomposition of $L^2(C_\omega; \mathbb{C}^4)$ enables to characterize the reducing subspaces for $D_\omega$. It turns out that the compressions of $D_\omega$ to these reducing subspaces are unitarily equivalent to the one-dimensional fiber operators in (8) with specific $\lambda \in \mathbb{R}$.

**Remark 2.2.** The case $\omega = \pi/2$ does not fit to our general scheme of reduction and requires a separate consideration within our approach. However, in this case the cone $C_{\pi/2}$ is the half-space and the theory is already established. The reader is referred to [3, 12], where it is shown that the Dirac operator on $C_{\pi/2}$ is self-adjoint defined on functions in the Sobolev space $H^1(C_\omega; \mathbb{C}^4)$ satisfying the MIT bag boundary conditions. For this reason, we exclude the case $\omega = \pi/2$ from our results.

Relying on the analysis of the fiber operators we get the following second main result.

**Theorem 2.3.** Let $D_\omega$ be defined as in (4). If $\omega \in (0, \pi/2)$ then $D_\omega$ is essentially self-adjoint and

$$\text{dom } \overline{D_\omega} := \{ u \in H^1(C_\omega; \mathbb{C}^4) : u|_{\partial C_\omega} + i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \},$$

(10)

where the trace $u|_{\partial C_\omega}$ is well defined as a function in the Sobolev space $H^{1/2}(\partial C_\omega; \mathbb{C}^4)$.

The proof of Theorem 2.3 is based on the decomposition in Theorem 2.1 and reduces to showing that the eigenvalues of the spin–orbit operator $K_\omega$ escape the critical interval $[-1/2, 1/2]$ or, equivalently, that $\sigma(T_k) \cap [-1/2, 1/2] = \emptyset$ for all $k \in \mathbb{Z}$. 

Remark 2.4. We conjecture that Theorem 2.3 is true for all the values \( \omega \in (0, \pi) \) of the aperture angle. In Appendix B, we provide numerical evidence to support our conjecture, showing that for \( \pi/2 < \omega < \pi \) all the eigenvalues of the spin–orbit operator \( K_\omega \) escape the critical interval \([-1, 1/2] \). This implies essential self-adjointness of \( D_\omega \) and the validity of (10) for all \( \omega \in (0, \pi) \).

Remark 2.5. The operator \( K_\omega \) can be viewed as a Dirac-type operator on the manifold \( S^2 \cap C_\omega \). Geometric spectral bounds in the spirit of [38] can also be useful to show that there are no eigenvalues of \( K_\omega \) in the interval \([-1, 1/2] \). This approach is also suitable to deal with general non-circular cones, for which separation of variables cannot be used any more.

Remark 2.6. In the literature, sometimes also the following operator \( D^-_\omega \) is called Dirac operator with MIT bag boundary conditions:

\[
D^-_\omega u := Du,
\]

\[
\text{dom } D^-_\omega := \{ u \in C_0^\infty(\overline{C_\omega} \setminus 0; \mathbb{C}^4) : u|_{\partial C_\omega} - i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \},
\]

the difference between \( D_\omega \) and \( D^-_\omega \) standing in the minus sign in the boundary conditions of \( D^-_\omega \). The operator \( D^-_\omega \) is unitarily equivalent to \( D_\omega \) through the unitary and self-adjoint matrix

\[
\gamma_5 = \begin{pmatrix} 0 & I_2 \\ I_2 & 0 \end{pmatrix},
\]

that is \( D^-_\omega = \gamma_5 D_\omega \gamma_5 \), see [10, Proof of Prop. 3.4]. As a consequence, Theorem 2.3 immediately implies that for \( \omega \in (0, \pi/2) \) the Dirac operator \( D^-_\omega \) is essentially self-adjoint and

\[
\text{dom } D^-_\omega := \{ u \in H^1(C_\omega; \mathbb{C}^4) : u|_{\partial C_\omega} - i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \}.
\]

Remark 2.7. It is interesting to compare Theorem 2.3 with related results for the Laplace operator with Dirichlet boundary condition. Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain such that \( 0 \in \partial \Omega \), that \( \partial \Omega \setminus \{0\} \) is \( C^2 \)-smooth and that there exists a neighborhood of \( \mathcal{V} \) of \( 0 \) such that in \( \mathcal{V} \) the domain \( \Omega \) coincides with an unbounded circular cone \( C_\omega \) with half-aperture \( \omega \in (0, \pi) \). We consider the densely defined symmetric Dirichlet Laplacian on \( \Omega \)

\[
H^0_D u := -\Delta u, \quad \text{dom } H^0_D := H^2(\Omega) \cap H^1_0(\Omega).
\]

Let \( t_0 \) be the zero of \( p^0_\nu \) on the interval \((-1, 1)\), and set \( \omega_{cr} := \arccos(t_0) \approx 0.726\pi \). The operator \( H^0_D \) is closed by [31, Thm. 8.2.2.1] and [37, Lem. 4.1] for all \( \omega \neq \omega_{cr} \). Combining [31, Thm. 8.2.2.6] and [37, Sec. 4] one gets that if the angle \( \omega > \omega_{cr} \) then the deficiency indices of \( H^0_D \) are \((1, 1)\), while if \( \omega < \omega_{cr} \) the operator \( H^0_D \) is self-adjoint. Similar results are expected to hold also for the Dirichlet Laplacian on \( C_\omega \), but to the best of our knowledge they are not stated in the existing literature in terms of deficiency indices. In this perspective, the result for the Dirac operator \( D_\omega \) is qualitatively different. The transition to non-trivial deficiency indices for large half-aperture does not happen for \( D_\omega \) as suggested by our numerical analysis of the problem.

It is possible to consider more general boundary conditions for the Dirac operator. For \( \theta \in [0, 2\pi) \), the Dirac operator \( D^\theta_\omega \) with quantum dot boundary conditions is defined as follows:

\[
D^\theta_\omega u := Du,
\]

\[
\text{dom } D^\theta_\omega := \{ u \in C_0^\infty(\overline{C_\omega} \setminus 0; \mathbb{C}^4) : u|_{\partial C_\omega} = [(\cos \theta)(\alpha \cdot \nu_\omega)\beta + (\sin \theta)\beta]\}|_{\partial C_\omega} \}.
\]

One sees that \( D^0_\omega = D_\omega \) and \( D^{\pi}_\omega = D^-_\omega \) are the Dirac operators with MIT bag boundary conditions defined in (4) and (11), respectively; the operators \( D^\theta_\omega \) and \( D^{\pi, \theta}_\omega \) are called Dirac operators with zig-zag boundary conditions. From Theorem 2.3,
it is immediate to give a result on essential self-adjointness and self-adjointness for Dirac operators with quantum dot boundary conditions, except for the case of zig-zag boundary conditions.

**Proposition 2.8.** Let \( \theta \in [0, 2\pi) \setminus \{ \frac{\pi}{2}, \frac{3\pi}{2} \} \) and let \( D_\omega^\theta \) be defined as in (12). If \( \omega \in (0, \pi/2) \) then \( D_\omega^\theta \) is essentially self-adjoint and

\[
\text{dom } D_\omega^\theta := \{ u \in H^1(C_\omega; \mathbb{C}^4) : u|_{\partial C_\omega} = [(\cos \theta)(\alpha \cdot \nu_\omega)\beta + (\sin \theta)\beta]u|_{\partial C_\omega} \}, \tag{13}
\]

where the trace \( u|_{\partial C_\omega} \) is well defined as a function in the Sobolev space \( H^{1/2}(\partial C_\omega; \mathbb{C}^4) \).

**Remark 2.9.** The Dirac operators \( D_{\frac{\pi}{2}} \omega \) and \( D_{\frac{3\pi}{2}} \omega \) with zig-zag boundary conditions present different phenomena and are not considered in this work. We refer to [36], and references therein.

We complete our paper with a result on stability of essential self-adjointness and self-adjointness under perturbations of \( D_\omega \) by regular potentials.

**Theorem 2.10.** Let \( \omega \in (0, \pi/2) \) and \( \mathbb{V} : C_\omega \to \mathbb{C}^{4 \times 4} \) such that \( \mathbb{V}(x) \) is Hermitian for all \( x \in C_\omega \) and

\[
\sup_{x \in C_\omega} |x||\mathbb{V}(x)| = \nu. \tag{14}
\]

If \( \nu \leq \frac{\pi}{4\omega} \), then the Dirac operator \( D_\omega + \mathbb{V} \) is essentially self-adjoint, with

\[
(D_\omega + \mathbb{V})u = (D + \mathbb{V})u, \quad \text{dom } (D_\omega + \mathbb{V}) = \text{dom } (D_\omega) = \{ u \in C_0^\infty(C_\omega \setminus 0; \mathbb{C}^4) : u|_{\partial C_\omega} + i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \}.
\]

Moreover, if \( \nu < \frac{\pi}{4\omega} \), then \( D_\omega + \mathbb{V} = \overline{D_\omega + \mathbb{V}} \) is self-adjoint, with

\[
(D_\omega + \mathbb{V})u = (D + \mathbb{V})u, \quad \text{dom } (D_\omega + \mathbb{V}) = \text{dom } D_\omega = \{ u \in H^1(C_\omega; \mathbb{C}^4) : u|_{\partial C_\omega} + i\beta(\alpha \cdot \nu_\omega)u|_{\partial C_\omega} = 0 \}.
\]

Theorem 2.10 is worth to compare with the perturbation results for the Dirac operator in \( \mathbb{R}^3 \). By [40, Thm. V 5.10] the operator

\[
H^1(\mathbb{R}^3; \mathbb{C}^4) \ni u \mapsto -i(\alpha \cdot \mathbb{V})u + \mathbb{V}u
\]

is self-adjoint in \( L^2(\mathbb{R}^3; \mathbb{C}^4) \) if the Hermitian matrix-valued function \( \mathbb{V} : \mathbb{R}^3 \to \mathbb{C}^{4 \times 4} \) satisfies the condition \( \sup_{x \in \mathbb{R}^3} |x||\mathbb{V}(x)| < \frac{1}{2} \). For the Coulomb potential \( \mathbb{V}_C(x) = \frac{\gamma}{|x|} I_4 \), finer results are available, and, in particular, by [35, Thm. 2.1] the above Dirac operator with \( \mathbb{V} = \mathbb{V}_C \) is self-adjoint provided that \( |\gamma| < \frac{\sqrt{3}}{2} \). More detailed discussion and further references can be found in [19]. According to Theorem 2.10, self-adjointness of the Dirac operator on convex cones with MIT bag boundary conditions is stable under adding general matrix-valued potentials with stronger singularities at the origin, than in the case of the full space. In particular, we can add Coulomb potentials (having singularity at the tip of the cone) with arbitrary large coefficient \( \gamma \) provided that the opening angle of the cone is sufficiently small.

Theorem 2.10 is a consequence of the Hardy inequality in the following proposition, that we state because it has an independent interest. Thanks to it, the proof of Theorem 2.10 descends immediately from the Kato–Rellich theorem and the Wüst theorem.
Proposition 2.11. Let $D_\omega$ be defined as in (4). If $\omega \in (0, \pi/2)$ then
\[
\int_{C_\omega} |(D_\omega u)(x)|^2 \, dx \geq \left( \frac{4}{\pi \omega} \right)^2 \int_{C_\omega} \frac{|u(x)|^2}{|x|^2} \, dx, \quad \text{for all } u \in \text{dom} D_\omega.
\] (15)

Remark 2.12. The constant in the inequality (15) follows from the estimate (80). Numerical evidence in Appendix B shows that this constant is not sharp. However, it can also be seen from numerics that the difference between the sharp constant and $\left( \frac{4}{\pi \omega} \right)^2$ tends to zero as $\omega \to \pi/2$.

3 | PRELIMINARIES

In this section, we provide preliminary material that will be used in the proofs of our main results. In Section 3.1, we recall the concept of boundary triples and provide some basic facts related to it. Further, in Section 3.2 we study self-adjointness of a class of one-dimensional Dirac operators. Finally, in Section 3.3 we represent the spin–orbit operator on the spherical cap in the spherical coordinates.

3.1 | Boundary triples for adjoints of symmetric operators

In this subsection, we recall the concept of ordinary boundary triples. This concept is introduced in [16, 41], further developed in, for example, [27, 28] and presented in detail in the monographs [9, 55]. Throughout this subsection, $A$ denotes a densely defined symmetric operator in a Hilbert space $(\mathcal{H}, (\cdot, \cdot)_{\mathcal{H}})$.

First, we define the notions of deficiency subspaces and deficiency indices of a symmetric operator.

Definition 3.1. The deficiency subspaces of the symmetric operator $A$ are defined as
\[
\mathcal{N}_+(A) := \ker(A^* - i) \quad \text{and} \quad \mathcal{N}_-(A) := \ker(A^* + i).
\]
The deficiency indices of $A$ are given by $n_+(A) := \dim \mathcal{N}_+(A)$.

Next, we recall the definition of the concept of a boundary triple for the adjoint of a symmetric operator.

Definition 3.2. A boundary triple for $A^*$ is a triple $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ of a Hilbert space $(\mathcal{G}, (\cdot, \cdot)_{\mathcal{G}})$ and linear mappings $\Gamma_j : \text{dom} A^* \to \mathcal{G}, j = 0, 1$ such that
\begin{enumerate}
\item[(i)] $(A^* f, g)_{\mathcal{H}} - (f, A^* g)_{\mathcal{H}} = (\Gamma_1 f, \Gamma_0 g)_{\mathcal{G}} - (\Gamma_0 f, \Gamma_1 g)_{\mathcal{G}}$ for all $f, g \in \text{dom} A^*$;
\item[(ii)] the mapping $\text{dom} A^* \ni f \mapsto (\Gamma_0 f, \Gamma_1 f) \in \mathcal{G} \times \mathcal{G}$ is surjective.
\end{enumerate}

In the next proposition, we provide a necessary and sufficient condition for the boundary triple for the adjoint of a symmetric operator to exist.

Proposition 3.3 [55, Prop. 14.5]. There exists a boundary triple $\{\mathcal{G}, \Gamma_0, \Gamma_1\}$ for $A^*$ if and only if the symmetric operator has equal deficiency indices. We then have $n_+(A) = n_-(A) = \dim \mathcal{G}$.

For a densely defined symmetric operator $A$ in a Hilbert space $\mathcal{H}$, the knowledge of a boundary triple for the operator $A^*$ allows to parameterize its self-adjoint restrictions. Let $\Theta$ be a linear operator in $\mathcal{G}$. We define the operator $A_{\Theta} := A^* \upharpoonright \text{dom} A_{\Theta}$, where
\[
\text{dom} A_{\Theta} := \{ f \in \text{dom} A^* : \Gamma_0 f \in \text{dom} \Theta, \Gamma_1 f = \Theta \Gamma_0 f \}.
\]

Proposition 3.4 [55, Prop. 14.7 (v)]. The operator $A_{\Theta}$ is self-adjoint in $\mathcal{H}$ if and only if $\Theta$ is self-adjoint in $\mathcal{G}$. 
Remark 3.5. One cannot parameterize all self-adjoint extensions of $\mathcal{A}$ by self-adjoint linear operators $\Theta$ as described above. In order to cover all self-adjoint extensions self-adjoint linear relations in the boundary conditions should be considered; cf. [55, Thm. 14.10]. This most general construction is not necessary for our purposes.

### 3.2 Deficiency indices and self-adjoint extensions for a class of 1D Dirac operators

In this subsection, we consider a model one-dimensional Dirac operator on the interval $(0, b)$ with $b \in (0, \infty]$. We find the deficiency indices and characterize the self-adjoint extensions. In the analysis, we rely on the general approach to one-dimensional Dirac operators briefly outlined in Appendix A.

Let the parameter $\alpha \in \mathbb{R}$ be fixed. We consider the following Dirac differential expression on the interval $I := (0, b)$ with $b \in (0, \infty]$

$$\tau_\alpha f := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} f' + \begin{pmatrix} 0 & \frac{\alpha}{x} \\ \frac{\alpha}{x} & 0 \end{pmatrix} f,$$

where $f = (f_1, f_2)^T : I \to \mathbb{C}^2$. The differential expression $\tau_\alpha$ is of the type (A1) with the potential

$$q(x) = \begin{pmatrix} 0 & \frac{\alpha}{x} \\ \frac{\alpha}{x} & 0 \end{pmatrix}.$$  

Next, we classify the endpoints of the interval $I$ for $\tau_\alpha$ in the sense of Definition A3. The differential expression $\tau_\alpha$ is singular at $x = 0$ for $\alpha \neq 0$, because the matrix norm of the potential $q$ in (17) has a non-integrable singularity at the origin, while $\tau_0$ is regular at $x = 0$. The differential expression $\tau_\alpha$ is singular at the right endpoint $x = b$ if $b = \infty$ and regular at $x = b$ if $b < \infty$.

In view of (A2), the maximal operator associated with $\tau_\alpha$ is given by

$$\mathcal{D}_\alpha f := \tau_\alpha f, \quad \text{dom}\mathcal{D}_\alpha := \left\{ f \in L^2(I; \mathbb{C}^2) : f \in AC_{\text{loc}}(I; \mathbb{C}^2), \tau_\alpha f \in L^2(I; \mathbb{C}^2) \right\}.$$

For $z \in \mathbb{C} \setminus \mathbb{R}$, we define the deficiency subspaces by

$$\mathcal{N}_{\alpha, z} := \text{ker}(\mathcal{D}_\alpha - z).$$

According to (A3), the densely defined preminimal operator is given by

$$T'_{0, \alpha} f := \tau_\alpha f, \quad \text{dom}T'_{0, \alpha} := C^\infty_0(I; \mathbb{C}^2).$$

By Proposition A2, the closed minimal symmetric operator $T_{0, \alpha} := T''_{0, \alpha}$ is characterized by

$$T_{0, \alpha} f = \tau_\alpha f, \quad \text{dom}T_{0, \alpha} = \{ f \in \text{dom}T_\alpha : [g, f]_0 = [g, f]_b = 0, \forall g \in \text{dom}T_\alpha \}$$

where the boundary values of Lagrange brackets $[g, f]_0$ and $[g, f]_b$ are defined via (A5) and Proposition A1. By Proposition A5 we have

$$(T'_{0, \alpha})^* = (T_{0, \alpha})^* = T_\alpha.$$
Further, we characterize the deficiency indices and the self-adjoint extensions of $\mathcal{T}_{0,\alpha}''$ under different assumptions on $b$ and $\alpha$. This analysis is reminiscent of the one in [45, Lem. 2.5] and [19, Thms. 1.1 and 1.2], [20]. We provide it in full detail for convenience of the reader and also because we need to cover some additional aspects. We remark that item (iii) of the below proposition will not be used in the proofs of our main results and is provided only for completeness.

**Proposition 3.6.** Let the maximal operator $\mathcal{T}_\alpha$, the preminimal operator $\mathcal{T}_{0,\alpha}''$ and the minimal operator $\mathcal{T}_{0,\alpha}$ be as in (18), (20), and (21), respectively.

(i) For $|\alpha| \geq \frac{1}{2}$ and $b < \infty$ the preminimal operator has deficiency indices $(1,1)$ and the triple $\{C, \Gamma_0, \Gamma_1\}$ with the well-defined mappings

\[
\Gamma_0, \Gamma_1 : \text{dom } \mathcal{T}_\alpha \to \mathbb{C}, \quad \Gamma_0 f := f_1(b), \quad \Gamma_1 f := f_2(b)
\]

is a boundary triple for $\mathcal{T}_\alpha = (\mathcal{T}_{0,\alpha}'')^*$. Moreover, any self-adjoint extension of $\mathcal{T}_{0,\alpha}''$ has purely discrete spectrum.

(ii) For $|\alpha| \geq \frac{1}{2}$ and $b = \infty$ the preminimal operator $\mathcal{T}_{0,\alpha}''$ is essentially self-adjoint. If, moreover, $|\alpha| > \frac{1}{2}$, then $\text{dom } \mathcal{T}_{0,\alpha} = H_0^1(\mathbb{R}_+; \mathbb{C}^2)$.

(iii) For $\alpha \in (-\frac{1}{2}, \frac{1}{2})$ and $b = \infty$ the preminimal operator $\mathcal{T}_{0,\alpha}''$ has deficiency indices $(1,1)$ and the deficiency subspaces are given by

\[
\mathcal{N}_{\alpha,\pm i} = \ker(\mathcal{T}_\alpha \mp i) = \text{span} \{f_{\alpha}^\pm\}, \quad f_{\alpha}^\pm(x) := \begin{pmatrix} x^{1/2} K_{\frac{\alpha}{2} - \frac{1}{2}}(x) \\ \mp ix^{1/2} K_{\frac{\alpha}{2} + \frac{1}{2}}(x) \end{pmatrix},
\]

where $K_\nu$ stands for the modified Bessel function of the second kind and order $\nu$. All self-adjoint extensions of $\mathcal{T}_{0,\alpha}''$ are characterized by

\[
\mathcal{T}_\gamma f = \tau_\alpha f, \quad \text{dom } \mathcal{T}_\gamma = \{ f + c(f_{\alpha}^+ + \gamma f_{\alpha}^-) : f \in \text{dom } \mathcal{T}_{0,\alpha}, c \in \mathbb{C} \},
\]

for $\gamma \in \mathbb{C}$ with $|\gamma| = 1$.

**Proof.** It is clear from (18), (19), and (22) that the deficiency indices of $\mathcal{T}_{0,\alpha}''$ are given by

\[
n_{\pm}(\mathcal{T}_{0,\alpha}'') = \dim \mathcal{N}_{\alpha,\pm i}.
\]

In order to characterize $\mathcal{N}_{\alpha,\pm i}$, we need to find all square-integrable solutions of the differential equations $\tau_\alpha f = \pm if$.

The differential equation $\tau_\alpha f = \pm if$ is equivalent to the system

\[
\begin{cases}
-f''_1(x) + \frac{\alpha}{x} f'_1(x) = \pm if_2(x), \\
+f''_2(x) + \frac{\alpha}{x} f'_2(x) = \pm if_1(x).
\end{cases}
\]  

(25)

We express $f_2$ through $f_1$ from the first equation in (25) and substitute it into the second equation

\[
\begin{cases}
f_2(x) = \pm \left( if'_1(x) - i\frac{\alpha}{x} f_1(x) \right), \\
if''_1(x) - i\frac{\alpha}{x} f'_1(x) + \frac{\alpha}{x} \left( if'_1(x) - i\frac{\alpha}{x} f_1(x) \right) - if_1(x) = 0.
\end{cases}
\]

(26)

The second equation in the above system can be transformed into

\[
f''_1(x) + \left( \frac{\alpha}{x^2} f_1(x) - \frac{\alpha}{x} f'_1(x) \right) + \frac{\alpha}{x} \left( f'_1(x) - \frac{\alpha}{x} f_1(x) \right) - f_1(x) = 0
\]
and then simplified as

\[
f''_1(x) - \frac{\alpha(\alpha - 1)}{x^2} f_1(x) - f_1(x) = 0. \tag{27}
\]

By making the substitution \( f_1(x) = g(x)x^{1/2} \) in (27) we find that \( g \) satisfies the ordinary differential equation

\[
x^2 g''(x) + x g'(x) - \left( \left( \alpha - \frac{1}{2} \right)^2 + x^2 \right) g(x) = 0. \tag{28}
\]

According to [1, Section 9.6] there are exactly two linearly independent solutions of the above equation given by the modified Bessel functions \( K_\nu(x) \) and \( I_\nu(x) \) of the order

\[
\nu = \left| \alpha - \frac{1}{2} \right|,
\]

and any solution of (28) is a linear combination of them. Recall also that the modified Bessel functions are smooth on \( \mathbb{R}_+ \).

Hence, the two linearly independent solutions of (27) are given by

\[
f_1^+(x) = x^{1/2} I_\nu(x) \quad \text{and} \quad f_1^-(x) = x^{1/2} K_\nu(x). \tag{29}
\]

Using the first equation in (26) we also find the second component of the solution to the system (25) associated with \( f_1^+ \)

\[
f_2^+(x) = \pm i \left( (x^{1/2} I_\nu(x))' - \frac{\alpha}{x^{1/2}} I_\nu(x) \right)
= \pm i \left( x^{1/2} I_{\nu-1}(x) - \frac{\nu + \alpha - 1/2}{x^{1/2}} I_\nu(x) \right), \tag{30}
\]

where we used that \( I'_\nu(x) = I_{\nu-1}(x) - \frac{\nu}{x} I_\nu(x) \); cf. [1, 9.6.26]. The second component associated with \( f_1^- \) can be recovered from the first formula in (26)

\[
f_2^-(x) = \pm i \left( (x^{1/2} K_\nu(x))' - \frac{\alpha}{x^{1/2}} K_\nu(x) \right)
= \pm i \left( -x^{1/2} K_{\nu-1}(x) - \frac{\nu + \alpha - 1/2}{x^{1/2}} K_\nu(x) \right), \tag{31}
\]

where we used that \( K'_\nu(x) = -K_{\nu-1}(x) - \frac{\nu}{x} K_\nu(x) \); cf. [1, 9.6.26]. We have found that the system of differential equations \( \tau_\alpha f = \pm i f \) has two linearly independent solutions \( f^+ = (f_1^+, f_2^+) \) and \( f^- = (f_1^-, f_2^-) \) with respective components given by (29)–(31).

Now, we develop the asymptotic expansions of the components \( f_2^+ \), \( f_1^- \) and \( f_2^- \) in the limit \( x \to 0^+ \). For the second component of the solution \( f^+ \) we get using [1, Equations (9.6.7) and (9.6.10)] and taking that \( I_{-1}(x) = I_1(x) \) into account for \( \alpha = \frac{1}{2} \)

\[
f_2^+(x) \sim x^{-\alpha-1/2} \begin{cases} 
\frac{i x^{\nu+3/2}}{\sqrt{\nu+1} \Gamma(\nu+1)}, & \alpha > \frac{1}{2}, \\
\frac{1}{\sqrt{\nu}}, & \alpha = \frac{1}{2}, \\
\frac{1}{\sqrt{\nu}} \frac{x^{\nu-1/2}}{\Gamma(\nu)}, & \alpha < \frac{1}{2}.
\end{cases} \tag{32}
\]
For the first component of the solution \( f^- \) we find using the asymptotics \( K_\nu \) as \( x \to 0^+ \) (see [1, 9.6.8, 9.6.9]) that

\[
f^-_1(x) \sim_{x \to 0^+} \begin{cases} 
-x^{1/2} \ln(x), & \alpha = \frac{1}{2}, \\
2^{\nu-1} \Gamma(\nu)x^{1/2-\nu}, & \alpha \neq \frac{1}{2}.
\end{cases}
\]

(33)

Finally, for the second component of the solution \( f^- \) we find again using the asymptotics \( K_\nu \) as \( x \to 0^+ \) that

\[
f^-_2(x) \sim_{x \to 0^+} \begin{cases} 
\pm(-\sqrt{x})^{2\nu} \Gamma(\nu)x^{-\nu-1}, & \alpha > \frac{1}{2}, \\
\pm(-\sqrt{x})^{2\nu} \Gamma(1-\nu)x^{\nu-1}, & \alpha \in \left(-\frac{1}{2}, \frac{1}{2}\right), \\
\pm\sqrt{x} \ln(x), & \alpha = -\frac{1}{2}, \\
\pm(-\sqrt{x})^{2\nu-2} \Gamma(\nu-1)x^{3/2-\nu}, & \alpha < -\frac{1}{2}.
\end{cases}
\]

(34)

The remaining part of the proof is split into the analysis of the three cases:

(i) \( b < \infty, |\alpha| \geq \frac{1}{2} \).

(ii) \( b = \infty, |\alpha| \geq \frac{1}{2} \).

(iii) \( b = \infty, \alpha \in \left(-\frac{1}{2}, \frac{1}{2}\right) \).

The case \( b < \infty \) and \( |\alpha| \geq \frac{1}{2} \). Since \( I_\nu \) is a bounded function on \( \overline{I} \), we obtain that \( f^+_1 \in L^2(\overline{I}) \). The asymptotics of \( f^+_2 \) in (32) yields that \( f^+_2 \in L^2(I) \) and hence \( f^+ \in L^2(I; \mathbb{C}^2) \). On the other hand, according to the asymptotics (34) we have \( f^-_2 \not\in L^2(I) \) for \( \alpha \geq \frac{1}{2} \) and according to (33) we have \( f^-_1 \not\in L^2(I) \) for \( \alpha \leq -\frac{1}{2} \). Hence, \( f^- \not\in L^2(I; \mathbb{C}^2) \) and we conclude that the deficiency indices of \( \mathcal{D}''_{0, \alpha} \) are \((1,1)\).

The solution \( f^+ \) lies left and right in \( L^2(I; \mathbb{C}^2) \), while the solution \( f^- \) lies right in \( L^2(I; \mathbb{C}^2) \) and does not lie left in \( L^2(I; \mathbb{C}^2) \) in the sense of Definition A6. Hence, we conclude from Proposition A7 and Definition A8 that \( \tau_\alpha \) is in this case limit-point at \( x = 0 \) and limit-circle at \( x = b \). Moreover, recall that \( \tau_\alpha \) is also regular at the endpoint \( x = b \). Hence, the Green formula in Proposition A1, combined with Propositions A4 and A9 (i) yield that \( \{C, \Gamma_0, \Gamma_1\} \) defined as in (23) is a boundary triple for \( T_{\alpha} \) in the sense of Definition 3.2.

We turn now to show that any self-adjoint extension of \( \mathcal{D}''_{0, \alpha} \) has purely discrete spectrum. To do so, we show that \( \text{dom} \mathcal{D}_{\alpha} \subset H^1(I; \mathbb{C}^2) \) in the case that \( |\alpha| > 1/2 \) and that \( \text{dom} \mathcal{T}_{\alpha} \subset H^{1/2}(I; \mathbb{C}^2) \) in the case that \( |\alpha| = 1/2 \); these give immediately the claim thanks to the compactness of the embedding of \( H^1(I; \mathbb{C}^2) \) and of \( H^{1/2}(I; \mathbb{C}^2) \) into \( L^2(I; \mathbb{C}^2) \).

Let \( f = (f_1, f_2)^T \in \text{dom} \mathcal{T}_{\alpha} \); from (18) we have that \( f_1, f_2 \in L^2(I), f_1, f_2 \in AC_{\text{loc}}(I), f_1 - \frac{\alpha}{x} f_1, f_2 + \frac{\alpha}{x} f_2 \in L^2(I) \). Let \( \xi \in C_0^\infty([0, b)) \) be such that \( \xi(x) = 1 \) if \( x \in [0, b/2) \) and for \( j = 1, 2 \) define the function \( g_j : \mathbb{R}_+ \to \mathbb{C}^2 \) by

\[
g_j(x) := \begin{cases} 
f_j(x)\xi(x), & \text{if } x \in I, \\
0, & \text{otherwise}.
\end{cases}
\]

It is clear that \( g_j \in L^2(\mathbb{R}_+), g_j \in AC_{\text{loc}}(\mathbb{R}_+) \) and \( g_1' - \frac{\alpha}{x} g_1, g_2' + \frac{\alpha}{x} g_2 \in L^2(\mathbb{R}_+) \). In the following, we assume without loss of generality that \( \alpha \geq 1/2 \), since the proof in the case that \( \alpha \leq -1/2 \) can be done analogously switching the roles of \( f_1 \) and \( f_2 \). We observe that

\[
g_1' - \frac{\alpha}{x} g_1 = x^\alpha(x^{-\alpha} g_1)' \in L^2(\mathbb{R}_+), \quad g_2' + \frac{\alpha}{x} g_2 = x^{-\alpha}(x^\alpha g_2)' \in L^2(\mathbb{R}_+).
\]

(35)

From [19, Prop. 2.2 (i)] and [19, Prop. 2.4 (i)], with \( a = -\alpha \leq -1/2 < 1/2 \), there exists a constant \( A_2 \in \mathbb{C} \) such that

\[
g_2(x) = \frac{A_2}{x^\alpha} + o(\sqrt{x}) \quad \text{as } x \to 0^+,
\]

(36)

\[
\frac{g_2}{x} - \frac{A_2}{x^{1+\alpha}} \in L^2(\mathbb{R}_+).
\]

(37)
Since $\alpha \geq 1/2$ and $g_2 \in L^2(\mathbb{R}_+)$, (36) gives $A_2 = 0$ and (37) implies that $g_2 / x \in L^2(\mathbb{R}_+)$. We now distinguish two cases.

The case $\alpha > 1/2$. Thanks to the Hardy inequality [19, Prop. 2.4 (ii)], with $a = \alpha > 1/2$, we have $g_1 / x \in L^2(I; C^2)$. We finally conclude that $g / x \in L^2(I; C^2)$, that gives $A_2 = 0$ and (37) implies that $g_2 / x \in L^2(I; C^2)$.

We now distinguish two cases.

The case $\alpha > 1/2$. Thanks to the Hardy inequality [19, Prop. 2.4 (ii)], with $a = \alpha > 1/2$, we have $g_1 / x \in L^2(I; C^2)$. We finally conclude that $g / x \in L^2(I; C^2)$, that gives $f / x \in L^2(\mathbb{R}_+; C^2)$, for $f \in L^2(\mathbb{R}_+; C^2)$.

The case $\alpha = 1/2$. Thanks to the Hardy inequality [19, Prop. 2.4 (iii)], with $R = b$, we have that $g_1 / \sqrt{x} \in L^2(I; C^2)$, that implies that $g_2 / \sqrt{x} \in L^2(I; C^2)$ and so $f / \sqrt{x} \in L^2(I; C^2)$. From (18), we conclude that $f / \sqrt{x} \in L^2(\mathbb{R}_+; C^2)$.

3.3 The spin–orbit differential expression in spherical coordinates

The main goal of this subsection is to compute the representation of the spin–orbit differential expression in the natural coordinates on the unit sphere. The spin–orbit differential expression appears in the representation of the Dirac differential expression $D$ in the spherical coordinates; see [58, Section 20.3] and [56, Section 4.6].

To this aim, we first find that the components of the orbital angular momentum differential expression

$$\mathcal{L} = -i\mathbf{x} \times \mathbf{\nabla} = (\mathcal{L}_1, \mathcal{L}_2, \mathcal{L}_3)$$

are given by

$$\mathcal{L}_1 = -i(x_2 \partial_3 - x_3 \partial_2), \quad \mathcal{L}_2 = -i(x_3 \partial_1 - x_1 \partial_3), \quad \mathcal{L}_3 = -i(x_1 \partial_2 - x_2 \partial_1).$$

Recall also the expressions for $\partial_1, \partial_2, \partial_3$ in terms of $\partial_r, \partial_{\theta}, \partial_{\phi}$

$$\begin{align*}
\partial_1 &= \cos \phi \sin \theta \partial_r + \frac{\cos \phi \cos \theta \partial_{\theta}}{r} - \frac{\sin \phi \partial_{\phi}}{r}, \\
\partial_2 &= \sin \phi \sin \theta \partial_r + \frac{\sin \phi \cos \theta \partial_{\theta}}{r} + \frac{\cos \phi \partial_{\phi}}{r}, \\
\partial_3 &= \cos \theta \partial_r - \frac{\sin \theta \partial_{\theta}}{r}.
\end{align*}$$

(38)
The next step is to express $L_1, L_2, L_3$ in terms of $\partial_2$ and $\partial_3$. In order to compute $L_1$ we combine the expression for $x_2, x_3$ in (2) with the formulæ for $\partial_2, \partial_3$ in (38)

$$
L_1 = -ir \sin \phi \sin \theta \left( \cos \partial_2 - \frac{\sin \theta \partial_2}{r} \right) + ir \cos \theta \left( \sin \phi \sin \partial_3 + \frac{\sin \phi \cos \theta \partial_3}{r} + \frac{\cos \phi \partial_3}{\sin \theta} \right)
$$

$$
= i \left( \sin \phi \sin^2 \theta + \sin \phi \cos^2 \theta \right) \partial_2 + i \cot \theta \cos \phi \partial_3 = i \sin \phi \partial_2 + i \cot \theta \cos \phi \partial_3.
$$

To compute $L_2$ we combine the expression for $x_1, x_3$ in (2) with the formulæ for $\partial_1, \partial_3$ in (38)

$$
L_2 = -ir \cos \theta \left( \cos \phi \sin \partial_1 + \frac{\cos \phi \cos \partial_3}{r} - \frac{\sin \phi \partial_3}{\sin \theta} \right) + ir \cos \phi \sin \theta \left( \cos \theta \partial_3 - \frac{\sin \theta \partial_3}{r} \right)
$$

$$
= -i \left( \cos \phi \cos^2 \theta + \cos \phi \cos^2 \theta \right) \partial_1 + i \cot \theta \sin \phi \partial_3 = -i \cos \phi \partial_2 + i \cot \theta \sin \phi \partial_3.
$$

For the derivation of $L_3$ we combine the expression for $x_1, x_2$ in (2) with the formulæ for $\partial_1, \partial_2$ in (38)

$$
L_3 = -i(x_1 \partial_2 - x_2 \partial_1) = -ir \cos \theta \left( \sin \phi \sin \partial_1 + \frac{\sin \phi \cos \theta \partial_3}{r} + \frac{\cos \phi \partial_3}{\sin \theta} \right)
$$

$$
+ ir \sin \phi \sin \theta \left( \cos \phi \sin \partial_2 + \frac{\cos \phi \cos \partial_3}{r} - \frac{\sin \phi \partial_3}{\sin \theta} \right)
$$

$$
= i(- \sin \phi \cos \sin \cos \theta + \sin \phi \cos \phi \sin \theta \cos \theta) \partial_2 + i(- \cos^2 \phi - \sin^2 \phi) \partial_3 = -i \partial_3.
$$

Using the expressions for $L_j, j = 1, 2, 3$, we compute the auxiliary differential expression

$$
S := \sigma_1 L_1 + \sigma_2 L_2 + \sigma_3 L_3 = \begin{pmatrix} -i \partial_\phi & -e^{-i\phi} \partial_\theta + i \cot \theta e^{-i\phi} \partial_\phi \\
0 & 0 \end{pmatrix}.
$$

Finally, the spin–orbit differential expression is given by

$$
\mathcal{K} = I_4 + \begin{pmatrix} S & 0 \\
0 & S \end{pmatrix}, \tag{39}
$$

where $I_4$ is the identity matrix in $\mathbb{C}^4$.

For further analysis, we introduce also the matrix-valued function

$$
\alpha_r := \sum_{j=1}^3 \frac{x_j}{r} = \begin{pmatrix} 0 & 0 & \cos \theta & e^{-i\phi} \sin \theta \\
0 & 0 & e^{i\phi} \sin \theta & -\cos \theta \\
\cos \theta & e^{-i\phi} \sin \theta & 0 & 0 \\
e^{i\phi} \sin \theta & -\cos \theta & 0 & 0 \end{pmatrix}. \tag{40}
$$

### 4 Spectral Analysis of the One-Dimensional Model Dirac-Type Operator

In this section, we consider a family of one-dimensional Dirac operators on the interval $I_\omega = (0, \omega)$, $\omega \in (0, \pi) \setminus \{\frac{\pi}{2}\}$. These operators arise in the orthogonal decomposition of the spin–orbit operator on the spherical cap. We show that these Dirac-type operators are self-adjoint in the Hilbert space $L^2(I_\omega; \mathbb{C}^4)$ and that their spectrum is discrete. Furthermore, we explicitly find their eigenvalues as solutions of certain transcendental equations and characterize the respective associated eigenfunctions. Finally, we obtain estimates on the size of the spectral gaps of these model Dirac-type operators.
First, we recall the definitions of the $2 \times 2$ matrix differential expression on the interval $I_\omega$

$$\tau_k = \begin{pmatrix} \frac{d}{d\theta} - \frac{k+1}{2} \cot \theta & -\frac{d}{d\theta} - \left(\frac{k+1}{2}\right) \cot \theta \\ -\frac{d}{d\theta} - \left(\frac{k+1}{2}\right) \cot \theta & -k \end{pmatrix}, \quad k \in \mathbb{Z},$$

(41)

and the associated $4 \times 4$ matrix differential expression on $I_\omega$

$$\mathcal{T}_k = \begin{pmatrix} \tau_k & 0 \\ 0 & \tau_k \end{pmatrix}.$$  

Recall also that $2 \times 2$ unitary matrix $A_\omega$ is defined by

$$A_\omega = \begin{pmatrix} i \sin \omega & -i \cos \omega \\ -i \cos \omega & -i \sin \omega \end{pmatrix},$$

(42)

and that the coupling of two Dirac operators on the interval $I_\omega$ is introduced as

$$T_k \psi = \mathcal{T}_k \psi,$$

$$\text{dom} T_k = \left\{ \psi \in AC_{\text{loc}}(I_\omega; \mathbb{C}^4) : \psi, T_k \psi \in L^2(I_\omega; \mathbb{C}^4), \left( \begin{array}{c} \psi_1(\omega) \\ \psi_2(\omega) \end{array} \right) = A_\omega \left( \begin{array}{c} \psi_3(\omega) \\ \psi_4(\omega) \end{array} \right) \right\}.$$  

(43)

In the first proposition of this section, we establish the self-adjointness of $T_k$ and show that the spectrum of $T_k$ is purely discrete.

**Proposition 4.1.** The operator $T_k$, $k \in \mathbb{Z}$, in (43) is self-adjoint in $L^2(I_\omega; \mathbb{C}^4)$ and the restriction of $T_k$ to the subspace of $\text{dom} T_k$

$$\mathcal{M} := \left\{ \psi \in C^\infty_0((0, \omega]; \mathbb{C}^4) : \left( \begin{array}{c} \psi_1(\omega) \\ \psi_2(\omega) \end{array} \right) = A_\omega \left( \begin{array}{c} \psi_3(\omega) \\ \psi_4(\omega) \end{array} \right) \right\}$$

(44)

is essentially self-adjoint. Finally, the spectrum of $T_k$ is purely discrete.

**Proof.** The proof of self-adjointness of $T_k$ is based on a perturbation argument. We decompose $T_k$ into a sum of the Dirac-type operator, whose self-adjointness is established by the methods of Section 3.2 and a bounded self-adjoint perturbation.

To this aim, we consider the auxiliary differential expression

$$\bar{\tau}_k = \begin{pmatrix} 0 & \frac{d}{d\theta} \frac{k+1}{2} \cot \theta \\ -\frac{d}{d\theta} + \frac{1}{2} \frac{d}{d\theta} + \frac{1}{2} \cot \theta & 0 \end{pmatrix}.$$  

This differential expression is of the type (16) with $\alpha = k + \frac{1}{2}$. In particular, we immediately observe that $|\alpha| \geq \frac{1}{2}$ for all $k \in \mathbb{Z}$.

Let us associate the symmetric preminimal operator to $\bar{\tau}_k$ as in (20)

$$\bar{T}_k \psi = \bar{\tau}_k \psi, \quad \text{dom} \bar{T}_k := C_0^\infty(I_\omega; \mathbb{C}^2).$$

According to Section 3.2 the adjoint of $\bar{T}_k := (\bar{T}_k^\prime)^*$ is given by

$$\bar{T}_k \psi := \bar{\tau}_k \psi, \quad \text{dom} \bar{T}_k := \left\{ \psi : \psi, \bar{T}_k \psi \in L^2(I_\omega; \mathbb{C}^2), \psi \in AC_{\text{loc}}(I_\omega; \mathbb{C}^2) \right\}.$$  

(45)

By Proposition 3.6 (i), the deficiency indices of $\bar{T}_k^\prime$ are $(1,1)$ and $\{C, \Gamma_0, \Gamma_1\}$ with $\Gamma_0, \Gamma_1 : \text{dom} \bar{T}_k \to C$, $\Gamma_0 \psi := \psi_1(\omega)$, $\Gamma_1 \psi := \psi_2(\omega)$ is a boundary triple for its adjoint $\bar{T}_k$.

Further, consider the auxiliary symmetric operator

$$\bar{T}_k^\prime = \bar{T}_k^\prime \oplus \bar{T}_k^\prime$$

(46)
acting in the Hilbert space $L^2(I_\omega; \mathbb{C}^4)$. The adjoint $\hat{T}_k$ of $\hat{T}_{0,k}''$ is given by $\hat{T}_k = \hat{T}_k \oplus \hat{T}_k$. It is easy to see that the deficiency indices of $\hat{T}_{0,k}''$ are $(2,2)$ and that $\{\mathbb{C}^2, \hat{\Gamma}_0, \hat{\Gamma}_1\}$ with the mappings $\hat{\Gamma}_0, \hat{\Gamma}_1: \text{dom} \hat{T}_k \to \mathbb{C}^2$ given by

$$\hat{\Gamma}_0\psi := \begin{pmatrix} \psi_1(\omega) \\ \psi_3(\omega) \end{pmatrix}, \quad \hat{\Gamma}_1\psi := \begin{pmatrix} \psi_2(\omega) \\ \psi_4(\omega) \end{pmatrix}.$$

is a boundary triple for $\hat{T}_k$ in the sense of Definition 3.2. Let the Hermitian matrix $\hat{\Lambda}_\omega$ be defined by

$$\hat{\Lambda}_\omega := \begin{pmatrix} \tan \omega & \frac{i}{\cos \omega} \\ \frac{i}{\cos \omega} & \tan \omega \end{pmatrix}.$$

By Proposition 3.4, the operator $\tilde{T}_k \psi := \hat{T}_k \psi, \text{ dom } \tilde{T}_k := \{ \psi \in \text{dom } \hat{T}_k : \hat{\Gamma}_1\psi = \hat{\Lambda}_\omega \hat{\Gamma}_0\psi \}$ is self-adjoint in the Hilbert space $L^2(I_\omega; \mathbb{C}^4)$.

Let us define the multiplication operator by a matrix-valued function in the Hilbert space $L^2(I_\omega; \mathbb{C}^2)$

$$B_k \psi = \begin{pmatrix} k + 1 \\ -\left( (k + \frac{1}{2}) \left( \cot \theta - \frac{1}{\theta} \right) - k \right) \end{pmatrix} \psi.$$

It is not difficult to see that $B_k$ is symmetric and since the entries of $B_k$ are all bounded functions, the operator $B_k$ is bounded in the Hilbert space $L^2(I_\omega; \mathbb{C}^2)$.

It remains to notice that

$$T_k = -\tilde{T}_k + \begin{pmatrix} B_k & 0 \\ 0 & B_k \end{pmatrix} \quad (47)$$

and since $\tilde{T}_k$ is self-adjoint and the perturbation $\begin{pmatrix} B_k & 0 \\ 0 & B_k \end{pmatrix}$ is bounded and self-adjoint, the operator $T_k$ is self-adjoint as well.

The operator $\tilde{T}_k$ can be viewed as a finite-rank perturbation in the sense of resolvent differences of an orthogonal sum of two self-adjoint extensions of the symmetric operator $\hat{T}_k$. Since any self-adjoint extension of $\hat{T}_k$ has purely discrete spectrum by Proposition 3.6 (i), we get that $\tilde{T}_k$ has purely discrete spectrum as well. Hence, using the representation (47) we conclude that $T_k$ also has purely discrete spectrum.

In view of the decomposition (47), in order to show that the restriction of $T_k$ to the subspace $\mathcal{M} \subset \text{dom } T_k$ defined in (44) is essentially self-adjoint, it suffices to check that the densely defined operator $S := \tilde{T}_k \mid \mathcal{M}$ is essentially self-adjoint. Since $S$ is a restriction of the self-adjoint operator $\tilde{T}_k$, we conclude that $S$ is symmetric. Moreover, the operator $S$ is an extension of the symmetric operator $\hat{T}_{0,k}''$ defined in (46). Hence, the adjoint $S^*$ of $S$ is a restriction of $\hat{T}_k$. Moreover, for any $\psi \in \text{dom } S$ and $\phi \in \text{dom } \hat{T}_k$ we find via integration by parts that

$$(S\psi, \phi)_{L^2(I_\omega; \mathbb{C}^4)} - (\psi, \hat{T}_k \phi)_{L^2(I_\omega; \mathbb{C}^4)}$$

$$= \int_0^\omega \left( \psi_1(\omega) \phi_1(\omega) + \psi_2(\omega) \phi_2(\omega) + \psi_3(\omega) \phi_3(\omega) + \psi_4(\omega) \phi_4(\omega) \right) d\theta$$

$$= \psi_2(\omega) \bar{\phi}_1(\omega) + \psi_4(\omega) \bar{\phi}_3(\omega) - \psi_3(\omega) \bar{\phi}_4(\omega)$$

$$= -\left( \begin{pmatrix} \psi_1(\omega) \\ \psi_3(\omega) \end{pmatrix}, \begin{pmatrix} \phi_2(\omega) \\ \phi_4(\omega) \end{pmatrix} \right)_{\mathbb{C}^2}.$$

From the above computation, we conclude that the adjoint of $S$ is characterized by

$$S^* \psi = \tilde{T}_k \psi, \quad \text{dom } S^* = \{ \psi \in \text{dom } \tilde{T}_k : \hat{\Gamma}_1 \psi = \hat{\Lambda}_\omega \hat{\Gamma}_0 \psi \}.$$
Hence, $S^*$ coincides with $\tilde{T}_k$ and it is thus self-adjoint. Therefore, the symmetric operator $S$ is essentially self-adjoint.

Further, we make use of the following Hardy inequality.

**Lemma 4.2.** Let $\omega \in (0, \pi/2]$. For all $f \in C^\infty_0((0, \omega])$ the following inequality holds true:

$$
\int_0^\omega |f'(\theta)|^2 d\theta \geq \frac{1}{4} \int_0^\omega \frac{|f(\theta)|^2}{\sin^2 \theta} d\theta + \frac{\pi^2}{16\omega^2} \int_0^\omega |f(\theta)|^2 d\theta. \tag{48}
$$

**Proof.** To show (48), we exploit the following Hardy inequality: for all $g \in H^1_0((0, \pi))$

$$
\int_0^\pi |g'(\theta)|^2 d\theta \geq \frac{1}{4} \int_0^\pi \frac{|g(\theta)|^2}{\sin^2 \theta} d\theta + \frac{1}{4} \int_0^\pi |g(\theta)|^2 d\theta. \tag{49}
$$

Such inequality can be derived from the inequality

$$
0 \leq \int_0^\pi \left| g'(\theta) - \frac{\cos \theta}{2\sin \theta} g(\theta) \right|^2 d\theta
$$

expanding the square and integrating by parts: for a detailed proof and interesting details on how this inequality is related to Bessel-type operators we refer to [33]. Let $f \in C^\infty_0((0, \omega])$ and define

$$
\tilde{f} \in H^1_0((0, \pi)), \quad \tilde{f}(\theta) := \begin{cases} f \left( \frac{2\omega}{\pi} \theta \right), & \theta \in (0, \frac{\pi}{2}), \\ f \left( \frac{2\omega}{\pi} (\pi - \theta) \right), & \theta \in (\frac{\pi}{2}, \pi). \end{cases}
$$

Since $\tilde{f}$ is symmetric in $(0, \pi)$ with respect to the point $\pi/2$, from (49) we have that

$$
\int_0^{\pi/2} |\tilde{f}'(\theta)|^2 d\theta \geq \frac{1}{4} \int_0^{\pi/2} \frac{|\tilde{f}(\theta)|^2}{\sin^2 \theta} d\theta + \frac{1}{4} \int_0^{\pi/2} |\tilde{f}(\theta)|^2 d\theta. \tag{50}
$$

After a change of variables, Equation (50) gives

$$
\int_0^\omega |f'(\theta)|^2 d\theta \geq \frac{1}{4} \int_0^\omega \frac{\left( \frac{\pi}{2\omega} \right)^2}{\sin^2 \left( \frac{\pi}{2\omega} \theta \right)} |f(\theta)|^2 d\theta + \frac{1}{4} \int_0^\omega \frac{\left( \frac{\pi}{2\omega} \right)^2}{\sin^2 \left( \frac{\pi}{2\omega} \theta \right)} |f(\theta)|^2 d\theta. \tag{51}
$$

In order to conclude (48) from (51) we show that

$$
\frac{\left( \frac{\pi}{2\omega} \right)^2}{\sin^2 \left( \frac{\pi}{2\omega} \theta \right)} \geq \frac{1}{\sin^2 \theta}, \quad \text{for all } \theta \in (0, \omega). \tag{52}
$$

Since $\theta \in (0, \omega) \subset (0, \pi/2)$, this is equivalent to show that the functions

$$
c_\theta(\omega) := \sin \theta - \frac{\sin \left( \frac{\pi}{2\omega} \theta \right)}{\frac{\pi}{2\omega}}, \quad \text{for } \omega \in \left( 0, \frac{\pi}{2} \right] \tag{53}
$$

are non-negative for all $\theta \in (0, \omega)$. We have that $c_\theta(\pi/2) = 0$ and $\frac{d}{d\omega} c_\theta(\omega) \leq 0$ if and only if

$$
\frac{\pi}{2\omega} \theta \leq \tan \left( \frac{\pi}{2\omega} \theta \right), \quad \text{for } \omega \in \left( 0, \frac{\pi}{2} \right], \theta \in (0, \omega),
$$

that is true since $\tan 0 = 0$ and $\frac{d}{d\varphi} (\tan \varphi) \geq 1$ for $\varphi \in (0, \pi/2)$. This shows (52) and completes the proof. \qed
Proposition 4.3. For all $k \in \mathbb{Z}$ and $\omega < \pi/2$

\[
\left\| \left( T_k - \frac{1}{2} \right) \psi \right\|_{L^2(I_\omega;\mathbb{C}^4)} \geq \frac{\pi}{4\omega} \| \psi \|_{L^2(I_\omega;\mathbb{C}^4)}, \quad \text{for all } \psi \in \mathcal{M}.
\]

Proof. Let $\psi = (\psi_1, \psi_2, \psi_3, \psi_4)^T \in \mathcal{M}$ and for convenience let us denote $\alpha := k + 1/2 \in (\mathbb{Z} + 1/2)$. From (43), we have that

\[
\left\| \left( T_k - \frac{1}{2} \right) \psi \right\|_{L^2(I_\omega;\mathbb{C}^4)}^2 = \left\| \left( T_k - \frac{1}{2} \right) (\psi_1, \psi_2)^T \right\|_{L^2(I_\omega;\mathbb{C}^2)}^2 + \left\| \left( T_k - \frac{1}{2} \right) (\psi_3, \psi_4)^T \right\|_{L^2(I_\omega;\mathbb{C}^2)}^2.
\]

Performing a long but elementary computation and thanks to integration by parts, we have that for any $f, g \in C_0^\infty((0, \omega])$

\[
\left\| \left( T_k - \frac{1}{2} \right) \left( \frac{f}{g} \right) \right\|_{L^2(I_\omega;\mathbb{C}^2)}^2 = \int_0^\omega \left( |f(\theta)|^2 + |g(\theta)|^2 + \alpha^2 \left( |f'(\theta)|^2 + |g'(\theta)|^2 \right) \right) d\theta - 2\alpha \text{Re} \int_0^\omega \left( f(\theta)g'(\theta) + f'(\theta)g(\theta) - \cot \theta (g'(\theta)g(\theta) - f'(\theta)f(\theta)) \right) d\theta.
\]

with

\[
B(f, g)(\omega) := \text{Re} \left[ 2f(\omega)\overline{g(\omega)} + \cot \omega |f(\omega)|^2 - \cot \omega |g(\omega)|^2 \right].
\]

We underline that, performing the integration by parts, the boundary term $B(f, g)(\omega)$ only has a contribution in $\omega$, since the functions $f$ and $g$ are supported outside the origin. From the boundary conditions in (42) and (44), we get that

\[
B(\psi_1, \psi_2)(\omega) + B(\psi_3, \psi_4)(\omega)
\]

\[
= 2\text{Re} \left[ \psi_1(\omega)\overline{\psi_2(\omega)} + \psi_3(\omega)\overline{\psi_4(\omega)} \right]
+ \cot \omega \left[ |\psi_1(\omega)|^2 + |\psi_3(\omega)|^2 - |\psi_2(\omega)|^2 - |\psi_4(\omega)|^2 \right]
\]

\[
= 2\text{Re} \left[ -(\sin \omega \psi_3(\omega) - \cos \omega \psi_4(\omega)) \left( \cos \omega \overline{\psi_3(\omega)} + \sin \omega \overline{\psi_4(\omega)} \right) + \psi_3(\omega)\overline{\psi_4(\omega)} \right]
+ \cot \omega \left[ \sin \psi_3(\omega) - \cos \psi_4(\omega) \right] ^2 - |\psi_4(\omega)|^2 - |\cos \psi_3(\omega) + \sin \psi_4(\omega)|^2 - |\psi_4(\omega)|^2 \right]
\]

\[
= 2 \sin \omega \cos \omega \left[ |\psi_3(\omega)|^2 - |\psi_4(\omega)|^2 \right] + \cot \omega \left[ 2 \sin^2 \omega \left( |\psi_3(\omega)|^2 - |\psi_4(\omega)|^2 \right) - 4 \sin \omega \cos \omega \text{Re} \left[ \psi_3(\omega)\overline{\psi_4(\omega)} \right] \right] = 0,
\]

so from (55)–(57) we conclude that

\[
\left\| \left( T_k - \frac{1}{2} \right) \psi \right\|_{L^2(I_\omega;\mathbb{C}^4)}^2 = \int_0^\omega \left[ |\psi_1'(\theta)|^2 + |\psi_2'(\theta)|^2 + |\psi_3'(\theta)|^2 + |\psi_4'(\theta)|^2 \right] d\theta
+ \int_0^\omega \left[ \frac{\alpha(\alpha - 1)}{\sin^2 \theta} (|\psi_1(\theta)|^2 + |\psi_3(\theta)|^2) \right] d\theta + \int_0^\omega \left[ \frac{\alpha(\alpha + 1)}{\sin^2 \theta} (|\psi_2(\theta)|^2 + |\psi_4(\theta)|^2) \right] d\theta.
\]
We have that \( \min[\alpha(\alpha - 1), \alpha(\alpha + 1)] \geq -1/4 \): thanks to Lemma 4.2, from (58) we conclude that for \( k \in \mathbb{Z} \) and \( 0 < \omega < \pi/2 \)

\[
\left\| \left( T_k - \frac{1}{2} \right) \psi \right\|_{L^2(I_\omega; \mathbb{C}^4)}^2 \geq \frac{\pi^2}{16\omega^2} \left\| \psi \right\|_{L^2(I_\omega; \mathbb{C}^4)}^2 \quad \text{for all } \psi \in \mathcal{M}.
\]

(59)

From (59), it is immediate to conclude (54).

Our next aim is to construct an operator in a weighted \( L^2 \)-space which is unitarily equivalent to \( T_k \). This construction is performed in order to fit better to the application to the MIT bag model on the cone. Consider the unitary transform

\[
U : L^2(I_\omega; \sin \theta d\theta; \mathbb{C}^4) \to L^2(I_\omega; \mathbb{C}^4), \quad (U\psi)(\theta) := (\sin \theta)^{1/2} \psi(\theta).
\]

We define the differential expressions

\[
\bar{\tau}_k := \begin{pmatrix} \frac{k + 1}{d/d\theta} - k \cot \theta & -d/d\theta - (k + 1) \cot \theta \\ -k & 0 \end{pmatrix}, \quad \bar{T}_k := \begin{pmatrix} \bar{\tau}_k & 0 \\ 0 & \bar{\tau}_k \end{pmatrix}, \quad k \in \mathbb{Z}.
\]

The self-adjoint operator

\[
\bar{T}_k := U^{-1} T_k U
\]

in the Hilbert space \( L^2(I_\omega; \sin \theta d\theta; \mathbb{C}^4) \) can be alternatively characterized as

\[
\bar{T}_k \psi = \bar{T}_k \psi,
\]

\[
\text{dom} \bar{T}_k = \left\{ \psi \in AC_{\text{loc}}(I_\omega; \mathbb{C}^4) : \psi, \bar{T}_k \psi \in L^2(I_\omega; \sin \theta d\theta; \mathbb{C}^4), \left( \begin{array}{c} \psi_1(\omega) \\ \psi_2(\omega) \end{array} \right) = A_{\omega} \left( \begin{array}{c} \psi_3(\omega) \\ \psi_4(\omega) \end{array} \right) \right\}.
\]

Our next aim is to find explicitly the eigenvalues and the eigenfunctions of \( \bar{T}_k \). In the formulation and the proof of this result, we use the so-called Ferrers functions \( P^\nu_\mu(x) \) and \( Q^\nu_\mu(x) \) with \( x \in (-1,1) \); see [48, Section 5.15], [26, Chap. 14], and [34, Sections 8.7 and 8.8].

Remark 4.4. The functions \( P^\nu_\mu(x) \) and \( Q^\nu_\mu(x) \), \( x \in (-1,1) \), can be expressed through the associated Legendre functions \( P^\nu_\lambda(z) \) and \( Q^\nu_\lambda(z) \) via the identities [26, 14.23.4 and 14.23.5].

Proposition 4.5. Let \( \omega \in (0, \pi) \setminus \{ \pi/2 \} \) and let the operator \( \bar{T}_k, k \in \mathbb{Z} \), be as in (60). Then, the following hold.

(i) If \( k \geq 0 \), then \( \lambda \in \mathbb{R} \) is an eigenvalue of \( \bar{T}_k \) if and only if it is the root of at least one of the following two transcendental equations:

\[
(\lambda + k + 1) P^{-k-1}_\lambda(\cos \omega) = P^{-k}_\lambda(\cos \omega),
\]

(62a)

\[
(\lambda + k + 1) P^{-k-1}_\lambda(\cos \omega) = -P^{-k}_\lambda(\cos \omega).
\]

(62b)

If \( \lambda \) is a root of (62a) (respectively, of (62b)) then the associated eigenfunction is given by \( \psi = i \varphi \oplus \varphi \) (respectively, \( \psi = -i \varphi \oplus \varphi \)) where

\[
\varphi(\theta) := \left( \begin{array}{c} P^{-k}_\lambda(\cos \theta) \\ (k - \lambda + 1) P^{-k-1}_\lambda(\cos \theta) \end{array} \right) \in L^2(I_\omega; \sin \theta d\theta; \mathbb{C}^2).
\]

(63)

Moreover, the spectrum of \( \bar{T}_k \) is simple.

(ii) If \( k \leq -1 \) then \( \lambda \in \mathbb{R} \) is an eigenvalue of \( \bar{T}_k \) if and only if it is the root of at least one of the following two transcendental equations:

\[
(\lambda + k) P^k_{\lambda-1}(\cos \omega) = -P^{k+1}_\lambda(\cos \omega),
\]

(64a)

\[
(\lambda + k) P^k_{\lambda-1}(\cos \omega) = P^{k+1}_\lambda(\cos \omega).
\]

(64b)
If $\lambda$ is a root of $(64a)$ (respectively, of $(64b)$) then the associated eigenfunction is given by $\psi = i\varphi \oplus \varphi$ (respectively, $\psi = -i\varphi \oplus \varphi$) where

$$\varphi(\theta) := \left( \frac{(\lambda + k)P_{\lambda-1}^k(\cos \theta)}{P_{\lambda-1}^{k+1}(\cos \theta)} \right) \in L^2(I_\omega; \sin \theta \, d\theta; \mathbb{C}^2).$$

Moreover, the spectrum of $\bar{T}_k$ is simple.

Proof. Let $\lambda \in \mathbb{R}$ and consider the ordinary differential equation $\bar{T}_k \psi = \lambda \psi$ with $\psi \in \text{dom} \bar{T}_k$. From this equation, we find the system

$$\begin{cases}
(k + 1)\psi_1(\theta) - \psi_2'(\theta) - (k + 1) \cot \theta \psi_2(\theta) = \lambda \psi_1(\theta), \\
\psi_1'(\theta) - k \cot \theta \psi_1(\theta) - k \psi_2(\theta) = \lambda \psi_2(\theta).
\end{cases} \quad (65)$$

From the first equation in the above system, we find that

$$(\lambda - k - 1)\psi_1(\theta) = -\psi_2'(\theta) - (k + 1) \cot \theta \psi_2(\theta),$$

and differentiating the above equation with respect to $\theta$ we get

$$(\lambda - k - 1)\psi_1'(\theta) = -\psi_2''(\theta) - (k + 1) \cot \theta \psi_2'(\theta) + \frac{k + 1}{\sin^2 \theta} \psi_2(\theta).$$

Multiplying the second equation in $(65)$ by $(\lambda - k - 1)$ and substituting there the above formulae for $(\lambda - k - 1)\psi_1(\theta)$ and $(\lambda - k - 1)\psi_1'(\theta)$ we get after a simplification

$$\psi_2''(\theta) + \cot \theta \psi_2'(\theta) + \left( \lambda(\lambda - 1) - \frac{(k + 1)^2}{\sin^2 \theta} \right) \psi_2(\theta) = 0. \quad (66)$$

Making the change of variables $\theta = \arccos x$ in the last equation we get the equation of the form [48, Equation (12.02)] with $\nu = |\lambda - \frac{1}{2} - \frac{1}{2}|$ and $\mu = |k + 1|$ settled therein. Hence, by [48, Section 5.15] and [26, Equation (14.2.6)] the general solution of the differential equation $(66)$ is given by

$$\psi_2(\theta) = c_2 P_\nu^\mu(\cos \theta) + c'_2 Q_\nu^\mu(\cos \theta), \quad (67)$$

where $c_2, c'_2 \in \mathbb{C}$ are arbitrary constants. Thanks to [26, Equation (14.9.5)], $P_\nu^{-\mu}(x) = P_{\lambda-1}^{-\mu}(\cos \theta) = P_{\lambda}^{-\mu}(x)$ for all $x \in (-1, 1)$, so in the following we will just write $P_{\lambda-1}^{-\mu}(\cos \theta)$ in our formulae. The assumption $\psi_2 \in L^2(I_\omega; \sin \theta \, d\theta)$ and the asymptotics [48, Equations (15.06) and (15.07)] of $P_\nu^{-\mu}(x)$, $Q_\nu^\mu(x)$ as $x \to 1^-$ yield that $c'_2 = 0$ provided that $k \neq -1$. In the case $k = -1$, we compute using [26, Equation (14.10.4)] the derivative of $\psi_2$ with respect to $\theta$

$$\psi_2'(\theta) = \frac{c_2 \lambda}{\sin \theta} \left( P_\nu^0(\cos \theta) - \cos \theta P_\nu^0(\cos \theta) \right) + \frac{c'_2 (1 + \nu)}{\sin \theta} \left( Q_{\nu+1}^0(\cos \theta) - \cos \theta Q_{\nu+1}^0(\cos \theta) \right). \quad (68)$$

The condition $\bar{T}_{-1} \psi \in L^2(I_\omega; \sin \theta \, d\theta; \mathbb{C}^4)$ yields $\psi_2' \in L^2(I_\omega; \sin \theta \, d\theta)$. Combining $(68)$ with the series [34, 9.100], the representation of the Ferrers function of the first kind in [34, 8.704] and with the asymptotics [26, Equation (14.8.3)] we conclude that $c'_2 = 0$ also for $k = -1$. Hence, we end up with

$$\psi_2(\theta) = c_2 P_{\lambda-1}^{-|k+1|}(\cos \theta).$$

From the second equation in $(65)$, we find that

$$\begin{cases}
(\lambda + k)\psi_2(\theta) = \psi_1'(\theta) - k \cot \theta \psi_1(\theta), \\
(\lambda + k)\psi_1'(\theta) = \psi_1''(\theta) - k \cot \theta \psi_1'(\theta) + \frac{k}{\sin^2 \theta} \psi_1(\theta).
\end{cases}$$
Multiplying the first equation in (65) by $(\lambda + k)$ and substituting there the above formulae for $(\lambda + k)\psi_2(\theta)$ and $(\lambda + k)\psi'_2(\theta)$ we get
\[
\psi''_1(\theta) + \cot \theta \psi'_1(\theta) + \left(\lambda(\lambda - 1) - \frac{k^2}{\sin^2 \theta}\right) \psi_1(\theta) = 0.
\]

Analogously, we find that
\[
\psi_1(\theta) = c_1 P_{\lambda-1}^{-k}(\cos \theta)
\]
with some constant $c_1 \in \mathbb{C}$. Our next aim is to find the relation that connects the constants $c_1$ and $c_2$. To this aim, we consider two cases $k \geq 0$ and $k \leq -1$. First, assume that $k \geq 0$. In this case, we have
\[
\psi_1(\theta) = c_1 P_{\lambda-1}^{-k}(\cos \theta) \quad \text{and} \quad \psi_2(\theta) = c_2 P_{\lambda-1}^{-k-1}(\cos \theta).
\]
From the first identity in (65) and using the formula for the derivative of the Ferrers functions of the first kind [26, Equation (14.10.4)] we find
\[
(\lambda - k - 1)c_1 P_{\lambda-1}^{-k}(\cos \theta) = c_2 \left[\frac{\lambda + k + 1}{\sin \theta} P_{\lambda}^{-k-1}(\cos \theta) + (\lambda - k - 1) \cot \theta P_{\lambda-1}^{-k-1}(\cos \theta)\right].
\]
Making use of the recurrence relation [26, Equation (14.10.2)] in the above formula, we get
\[
c_2 = (k - \lambda + 1)c_1.
\]
Now, we pass to the case $k \leq -1$. In this case, we have
\[
\psi_1(\theta) = c_1 P_{\lambda-1}^{k}(\cos \theta) \quad \text{and} \quad \psi_2(\theta) = c_2 P_{\lambda-1}^{k+1}(\cos \theta).
\]
From the second identity in (65) and using again the formula for the derivative of the Ferrers functions of the first kind [26, Equation (14.10.4)] we find
\[
(\lambda + k)c_2 P_{\lambda-1}^{k+1}(\cos \theta) = c_1 \left[\frac{\lambda - k}{\sin \theta} P_{\lambda}^{k}(\cos \theta) - (\lambda + k) \cot \theta P_{\lambda-1}^{k}(\cos \theta)\right].
\]
Making again use of the recurrence relation [26, Equation (14.10.2)] in the above formula we get
\[
c_1 = (\lambda + k)c_2.
\]
Hence, we find that
\[
\begin{pmatrix}
\psi_1(\theta) \\
\psi_2(\theta)
\end{pmatrix} = c_{12} \begin{pmatrix}
P_{\lambda-1}^{-k}(\cos \theta) \\
(k - \lambda + 1)P_{\lambda-1}^{-k-1}(\cos \theta)
\end{pmatrix}, \quad \text{for } k \geq 0,
\]
\[
\begin{pmatrix}
\psi_1(\theta) \\
\psi_2(\theta)
\end{pmatrix} = c_{12} \begin{pmatrix}
(\lambda + k)P_{\lambda-1}^{k}(\cos \theta) \\
P_{\lambda-1}^{k+1}(\cos \theta)
\end{pmatrix}, \quad \text{for } k \leq -1,
\]
with some constant $c_{12} \in \mathbb{C}$. Performing similar analysis for the last two components of the vector-valued function $\psi$, we find that
\[
\begin{pmatrix}
\psi_3(\theta) \\
\psi_4(\theta)
\end{pmatrix} = c_{34} \begin{pmatrix}
P_{\lambda-1}^{-k}(\cos \theta) \\
(k - \lambda + 1)P_{\lambda-1}^{-k-1}(\cos \theta)
\end{pmatrix}, \quad \text{for } k \geq 0,
\]
\[
\begin{pmatrix}
\psi_3(\theta) \\
\psi_4(\theta)
\end{pmatrix} = c_{34} \begin{pmatrix}
(\lambda + k)P_{\lambda-1}^{k}(\cos \theta) \\
P_{\lambda-1}^{k+1}(\cos \theta)
\end{pmatrix}, \quad \text{for } k \leq -1,
\]
with some constant $c_{34} \in \mathbb{C}$. 
Now, we recall the boundary conditions satisfied by $\psi$

$$
\begin{pmatrix}
\psi_1(\omega) \\
\psi_2(\omega)
\end{pmatrix} = A_\omega 
\begin{pmatrix}
\psi_3(\omega) \\
\psi_4(\omega)
\end{pmatrix},
$$

(71)

where the matrix $A_\omega$ is given by (42). It is straightforward to verify that $A_\omega$ has two eigenvalues $\lambda = \pm i$ and that the respective eigenvectors are given by

$$
\xi_+ = \begin{pmatrix}
1 \\
\frac{\sin \omega}{\cos \omega}
\end{pmatrix} \quad \text{and} \quad \xi_- = \begin{pmatrix}
1 \\
\frac{-\sin \omega}{\cos \omega}
\end{pmatrix}.
$$

Using these properties of the matrix $A_\omega$, the boundary condition (71) and the representations (69) and (70) for $k \geq 0$ we conclude that if $k \geq 0$ then $\lambda \in \mathbb{R}$ is an eigenvalue of $\tilde{T}_k$ if and only if it is the root of at least one of the following equations:

$$
\begin{cases}
(k - \lambda + 1)p_{\lambda-1}^{-k-1}(\cos \omega) = \frac{\sin \omega - 1}{\cos \omega} p_{\lambda-1}^{-k}(\cos \omega), \\
(k - \lambda + 1)p_{\lambda-1}^{-k-1}(\cos \omega) = \frac{\sin \omega + 1}{\cos \omega} p_{\lambda-1}^{-k}(\cos \omega).
\end{cases}
$$

Applying [34, 8.735 (1)], we simplify the above equations as

$$
\begin{cases}
(\lambda + k + 1)p_{\lambda-1}^{-k-1}(\cos \omega) = p_{\lambda-1}^{-k}(\cos \omega), \\
(\lambda + k + 1)p_{\lambda-1}^{-k-1}(\cos \omega) = -p_{\lambda-1}^{-k}(\cos \omega).
\end{cases}
$$

It follows from the first equations in (69) and (70) that the respective eigenfunctions are given as in item (i).

Again using these properties of the matrix $A_\omega$, the boundary condition (71) and the representations (69) and (70) for $k \leq -1$ we conclude that if $k \leq -1$ then $\lambda \in \mathbb{R}$ is an eigenvalue of $\tilde{T}_k$ if it is the root of at least one of the following equations:

$$
\begin{cases}
(\lambda + k)p_{\lambda-1}^{k+1}(\cos \omega) = \frac{\cos \omega}{\sin \omega - 1} p_{\lambda-1}^{k+1}(\cos \omega), \\
(\lambda + k)p_{\lambda-1}^{k+1}(\cos \omega) = \frac{\cos \omega}{\sin \omega + 1} p_{\lambda-1}^{k+1}(\cos \omega).
\end{cases}
$$

Applying [34, 8.735 (4)], we simplify the above equations as

$$
\begin{cases}
(\lambda + k)p_{\lambda-1}^{k+1}(\cos \omega) = -p_{\lambda}^{k+1}(\cos \omega), \\
(\lambda + k)p_{\lambda-1}^{k+1}(\cos \omega) = p_{\lambda}^{k+1}(\cos \omega).
\end{cases}
$$

It follows from the second equations in (69) and (70) that the respective eigenfunctions are given as in item (ii).

It remains to show that the spectrum of $\tilde{T}_k$ is simple. We will consider the case $k \geq 0$ only, because the case $k \leq -1$ can be analyzed analogously. Since the eigenfunctions are characterized via the first equations in (69) and (70) by two constants $c_{12}$ and $c_{34}$ leaving two degrees of freedom the multiplicity is bounded from above by 2. Suppose that $\lambda$ is an eigenvalue of $\tilde{T}_k$ of multiplicity 2. Then, $\lambda$ is the root of both equations in (62) and the respective linear independent eigenfunctions are given by $(\pm i\varphi) \perp \varphi$ with $\varphi$ as in (63). Hence, we conclude that $0 \perp \varphi$ is also an eigenfunction corresponding to $\lambda$ and from the boundary conditions in (61) we get that $\varphi(\omega) = (0,0)^T$. In view of $r_\varphi((\sin \theta)^{1/2}\varphi(\theta)) = \lambda(\sin \theta)^{1/2}\varphi(\theta), \theta \in (0, \omega)$ we get by the unique solvability result [58, Satz. 15.4 (b)] that $\varphi \equiv 0$, which leads to a contradiction. \qed

**Corollary 4.6.** Let $\omega \in (0, \pi) \setminus \{\frac{\pi}{2}\}$. The spectrum of $\tilde{T}_k$, $k \in \mathbb{Z}$, is symmetric with respect to the origin. In particular,

(i) For $k \geq 0$, $\lambda \in \mathbb{R}$ is a root of (62a) if and only if $-\lambda$ is a root of (62b).

(ii) For $k \leq -1$, $\lambda \in \mathbb{R}$ is a root of (64a) if and only if $-\lambda$ is a root of (64b).

In particular, 0 is not an eigenvalue of $\tilde{T}_k$.

**Proof.** First of all, we remark that in view of (i) and (ii) the point $\lambda = 0$ cannot be an eigenvalue of $\tilde{T}_k$ as otherwise it would be a double eigenvalue, which contradicts the simplicity of the spectrum shown in Proposition 4.5. Now, we pass to the proofs of the items (i) and (ii).
(i) Let $\lambda \in \mathbb{R}$ be an eigenvalue of $\tilde{T}_k$, $k \geq 0$. Then, $\lambda$ is a root either of (62a) or of (62b). Assume for definiteness that $\lambda$ is a root of (62a); that is,

$$\lambda + k + 1)P_{\lambda}^{-k-1}(\cos \omega) = P_{\lambda-1}^{-k} \cos \omega). \quad (72)$$

Our aim is to show that $-\lambda$ is a root of the complementary equation (62b); that is,

$$(-\lambda + k + 1)P_{-\lambda}^{-k-1}(\cos \omega) = -P_{-\lambda-1}^{-k} \cos \omega). \quad (73)$$

Transforming the above equation using [34, 8.733 (5)] we need to show that

$$\lambda - k - 1)P_{\lambda-1}^{-k-1}(\cos \omega) = P_{\lambda}^{-k} \cos \omega). \quad (74)$$

In view of [34, 8.735 (2)] and using (72) we get

$$\lambda - k - 1)P_{\lambda-1}^{-k-1}(\cos \omega) = (\lambda + k + 1) \cos \omega P_{\lambda}^{-k-1}(\cos \omega) - \sin \omega P_{\lambda}^{-k} \cos \omega)
= \cos \omega P_{\lambda-1}^{-k}(\cos \omega) - \sin \omega P_{\lambda}^{-k} \cos \omega). \quad (75)$$

Applying further the identity [34, 8.735 (4)], we find

$$P_{\lambda}^{-k} \cos \omega) = \cos \omega P_{\lambda}^{-k-1}(\cos \omega) - (\lambda - k - 1) \sin \omega P_{\lambda-1}^{-k-1}(\cos \omega)
= \cos \omega P_{\lambda}^{-k+1}(\cos \omega) - \sin \omega P_{\lambda-1}^{-k+1}(\cos \omega). \quad (76)$$

Taking the difference of (74) and (75), we get

$$\lambda - k - 1)P_{\lambda-1}^{-k-1}(\cos \omega) - P_{\lambda}^{-k} \cos \omega) = \sin \omega [\lambda - k - 1)P_{\lambda-1}^{-k-1}(\cos \omega) - P_{\lambda}^{-k} \cos \omega)]. \quad (77)$$

Hence, we conclude that (73) holds.

(ii) Let $\lambda \in \mathbb{R}$ be an eigenvalue of $\tilde{T}_k$, $k \leq -1$. Then, $\lambda$ is a root either of (64a) or of (64b). Assume for definiteness that $\lambda$ is a root of (64a); that is,

$$(\lambda + k)P_{\lambda-1}^{k}(\cos \omega) = P_{\lambda-1}^{k+1}(\cos \omega). \quad (78)$$

Our aim is to show that $-\lambda$ is a root of the complementary equation (64b); that is,

$$(-\lambda + k)P_{-\lambda-1}^{k}(\cos \omega) = P_{-\lambda-1}^{k+1}(\cos \omega). \quad (79)$$

Transforming the above equation using [34, 8.733 (5)], we need to show that

$$(k - \lambda)P_{\lambda}^{k}(\cos \omega) = P_{\lambda-1}^{k+1}(\cos \omega). \quad (80)$$

In view of [34, 8.735 (1)] and using (79), we get

$$(k - \lambda)P_{\lambda}^{k}(\cos \omega) = -(\lambda + k) \cos \omega P_{\lambda-1}^{k}(\cos \omega) - \sin \omega P_{\lambda}^{k+1}(\cos \omega)
= \cos \omega P_{\lambda-1}^{k+1}(\cos \omega) - \sin \omega P_{\lambda}^{k+1}(\cos \omega). \quad (81)$$

Applying further the identity [34, 8.735 (3)], we find

$$P_{\lambda}^{k+1}(\cos \omega) = \cos \omega P_{\lambda}^{k+1}(\cos \omega) + (k - \lambda) \sin \omega P_{\lambda}^{k}(\cos \omega)
= \cos \omega P_{\lambda-1}^{k+1}(\cos \omega) + (k - \lambda) \sin \omega P_{\lambda}^{k+1}(\cos \omega). \quad (82)$$

Taking the difference of (81) and (82), we get

$$(k - \lambda)P_{\lambda}^{k}(\cos \omega) - P_{\lambda-1}^{k+1}(\cos \omega) = \sin \omega [(k - \lambda)P_{\lambda}^{k}(\cos \omega) - P_{\lambda-1}^{k+1}(\cos \omega)]. \quad (83)$$

Hence, we conclude that (80) holds. □
Remark 4.7. The symmetry of the spectrum of \( \tilde{T}_k \), \( k \in \mathbb{Z} \), with respect to the origin can be alternatively shown via an anti-commutation relation. In this argument, it is more convenient to work with the unitarily equivalent operator \( T_k \). Consider the matrix-valued function \( M : [0, \omega] \to \mathbb{C}^{2 \times 2} \)

\[
M(\theta) := \begin{pmatrix}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{pmatrix}
\]

and define the unitary and self-adjoint operator

\[
\mathcal{U} : L^2(I_\omega; \mathbb{C}^4) \to L^2(I_\omega; \mathbb{C}^4), \quad (\mathcal{U}\psi)(\theta) := (M(\theta) \oplus (-M(\theta)))\psi(\theta).
\]

It is straightforward to check the following anti-commutation relations \( \tau_k M = -M \tau_k \) and \( \mathcal{U} \omega M(\omega) = -M(\omega) \mathcal{U} \omega \). Hence, we conclude that \( \text{dom} \mathcal{U}_k = \text{dom} (T_k \mathcal{U}) \) and that \( T_k \mathcal{U} = -\mathcal{U} T_k \). Thus, for any \( \lambda \in \mathbb{R} \) the mapping \( \mathcal{U} \) is a bijection between \( \ker (T_k - \lambda) \) and \( \ker (T_k + \lambda) \) and therefore the spectrum of \( T_k \) is symmetric about the origin.

Now, we can combine the symmetry of the spectrum shown above with the estimate in Proposition 4.3 in order to get a lower bound on the spectral gap for \( T_k \).

**Proposition 4.8.** For all \( k \in \mathbb{Z} \) and \( \omega < \pi / 2 \),

\[
\| T_k \psi \|_{L^2(I_\omega; \mathbb{C}^4)} \geq \left( \frac{\pi}{4\omega} + \frac{1}{2} \right) \| \psi \|_{L^2(I_\omega; \mathbb{C}^4)}, \quad \text{for all } \psi \in \text{dom} T_k.
\]

(80)

In particular, \( \sigma(T_k) \cap \left[ -\frac{1}{2}, \frac{1}{2} \right] = \emptyset \).

**Proof.** Recall that \( T_k \) is unitarily equivalent to \( \tilde{T}_k \). Hence, by Corollary 4.6 the spectrum of \( T_k \) is symmetric with respect to the origin and 0 is not an eigenvalue of \( T_k \). Let \( \lambda > 0 \) be the smallest positive eigenvalue of \( T_k \). According to the bound in Proposition 4.3, we conclude that \( |\lambda - \frac{1}{2}| \geq \frac{\pi}{4\omega} \). This condition implies that \( \lambda \geq \frac{1}{2} + \frac{\pi}{4\omega} \) and the inequality in the formulation of the proposition follows by the min–max principle.

\[ \square \]

**Remark 4.9.** Depending on \( k \in \mathbb{Z} \), we can provide better estimates allowing us to show that \( \sigma(T_k) \cap \left[ -\frac{1}{2}, \frac{1}{2} \right] = \emptyset \) dropping the condition \( \omega < \pi / 2 \). In detail, for \( |k + \frac{1}{2}| = |\alpha| \geq 3/2 \) we have \( \min \{\alpha(\alpha - 1), \alpha(\alpha + 1)\} \geq 3/4 \), so from (58) we conclude that

\[
\left\| \left( T_k - \frac{1}{2} \right) \psi \right\|_{L^2(I_\omega; \mathbb{C}^4)}^2 \geq \frac{3}{4} \| \psi \|_{L^2(I_\omega; \mathbb{C}^4)}^2, \quad \text{for all } \psi \in \mathcal{M}.
\]

(81)

For the smallest positive eigenvalue \( \lambda \) of \( T_k \) we get \( \lambda \geq \sqrt{\frac{3}{2}} + 1 \) and in view of symmetry of the spectrum of \( T_k \) with respect to the origin this is enough to show that \( \sigma(T_k) \cap \left[ -\frac{1}{2}, \frac{1}{2} \right] = \emptyset \) for \( k \leq -2 \) or \( k \geq 1 \) and \( \omega \in (0, \pi) \setminus \{\frac{\pi}{2}\} \).

5 DECOMPOSITION OF \( \mathcal{D}_\omega \) IN SPHERICAL COORDINATES

In this section, we decompose the Dirac operator \( \mathcal{D}_\omega \) into the orthogonal sum of one-dimensional Dirac operators on the half-line and using this decomposition we prove the main results of the paper formulated in Theorems 2.1, 2.3, and 2.10.

First of all, we observe that the cone can be expressed in the spherical coordinates as \( C_\omega = \mathbb{R}_+ \times M_\omega \), where \( M_\omega := [0, \omega) \times S^1 \) is the spherical cap. We introduce the spherical \( L^2 \)-space on \( C_\omega \)

\[
L^2_{\text{sph}}(C_\omega; \mathbb{C}^4) = L^2(\mathbb{R}_+ \times M_\omega; r^2 \sin \theta d\theta d\phi).
\]

The Hilbert space \( L^2_{\text{sph}}(C_\omega; \mathbb{C}^4) \) can be decomposed into the tensor product of weighted \( L^2 \)-spaces

\[
L^2_{\text{sph}}(C_\omega; \mathbb{C}^4) = L^2(\mathbb{R}_+; r^2 dr) \otimes L^2(M_\omega; \sin \theta d\theta d\phi; \mathbb{C}^4).
\]

(82)
Along with the spherical $L^2$-spaces we define the spherical first-order Sobolev space

$$H^1_{sph}(C_\omega; C^4) = \{ u \in L^2_{sph}(C_\omega; C^4) : \partial_r u, r^{-1} \nabla_{S^2} u \in L^2_{sph}(C_\omega; C^4) \}, \tag{83}$$

where $\nabla_{S^2}$ is the gradient on $S^2$. Next, we introduce the unitary map

$$V : L^2(C_\omega; C^4) \to L^2_{sph}(C_\omega; C^4), \quad (Vu)(r, \theta, \phi) := u(r \sin \theta \cos \phi, r \sin \theta \sin \phi, r \cos \theta).$$

In particular, we have $V(H^1(C_\omega; C^4)) = H^1_{sph}(C_\omega; C^4)$. By means of the map $V$ we define the operator which is unitarily equivalent to $D_\omega$

$$\tilde{D}_\omega := V D_\omega V^{-1}, \quad \text{dom } \tilde{D}_\omega := V(\text{dom } D_\omega).$$

According to [58, Satz 20.6] the Dirac differential expression $D$ can be written in the spherical coordinates as follows:

$$D = i\alpha_r \left( -\partial_r - \frac{1}{r} + \frac{\mathcal{K}}{r} \right),$$

where $\alpha_r$ is given by (40) and where $\mathcal{K}$ is the spin–orbit differential expression in (39). With respect to the tensor product representation (83), we can decompose the Dirac operator $\tilde{D}_\omega$ as

$$\tilde{D}_\omega u = i\alpha_r \left( -\partial_r - \frac{1}{r} \right) \otimes I + \frac{1}{r} \otimes K_\omega u, \quad \text{dom } \tilde{D}_\omega = V(\text{dom } D_\omega), \tag{84}$$

where the spin–orbit operator $K_\omega$ acts in the Hilbert space $L^2(M_\omega; \sin \theta d\theta d\phi; C^4)$ and is defined as

$$K_\omega f = \mathcal{K} f,$$

$$\text{dom } K_\omega = \left\{ f \in C^\infty(M_\omega; C^4) : \begin{pmatrix} f_1(\omega, \phi) \\ f_2(\omega, \phi) \end{pmatrix} = \begin{pmatrix} e^{\omega} \sin \phi & -e^{\omega} \cos \phi \\ e^{\omega} \cos \phi & e^{\omega} \sin \phi \end{pmatrix} \begin{pmatrix} f_3(\omega, \phi) \\ f_4(\omega, \phi) \end{pmatrix} \right\}. \tag{85}$$

In view of the above definition, the domain of $\tilde{D}_\omega$ can be characterized more explicitly as

$$\text{dom } \tilde{D}_\omega = \{ u \in C^\infty((0, \infty) \times \overline{M_\omega}) : u(r, \cdot, \cdot) \in \text{dom } K_\omega, \forall r > 0 \}. \tag{86}$$

Our next goal is to show that $K_\omega$ has an orthonormal basis of eigenfunctions that correspond to real eigenvalues. The latter will also imply as a by-product that the operator $K_\omega$ is essentially self-adjoint in the Hilbert space $L^2(M_\omega; \sin \theta d\theta d\phi; C^4)$. The Hilbert space $L^2(M_\omega; \sin \theta d\theta d\phi; C^4)$ can be further decomposed as the tensor product

$$L^2(M_\omega; \sin \theta d\theta d\phi; C^4) = L^2(I_\omega; \sin \theta d\theta) \otimes L^2(S^1; C^4).$$

We consider the orthonormal basis $\{ h_{k1}, h_{k2}, h_{k3}, h_{k4} \}_{k \in \mathbb{Z}}$ of $L^2(S^1; C^4)$ given by

$$h_{k1}(\phi) = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} e^{ik\phi} \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad h_{k2}(\phi) = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} 0 \\ e^{i(k+1)\phi} \\ 0 \\ 0 \end{pmatrix},$$

$$h_{k3}(\phi) = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} 0 \\ 0 \\ e^{ik\phi} \\ 0 \end{pmatrix}, \quad h_{k4}(\phi) = \frac{1}{\sqrt{2\pi}} \begin{pmatrix} 0 \\ 0 \\ 0 \\ e^{i(k+1)\phi} \end{pmatrix}.$$

Consider the subspace $F_k = \text{span} \{ h_{k1}, h_{k2}, h_{k3}, h_{k4} \}, k \in \mathbb{Z}$, of $L^2(S^1; C^4)$. Now, we have the decomposition

$$L^2(M_\omega; \sin \theta d\theta d\phi; C^4) = \bigoplus_{k \in \mathbb{Z}} (L^2(I_\omega; \sin \theta d\theta) \otimes F_k) \tag{87}$$
and the isomorphism

\[ L^2(I_\omega; \sin \theta d\theta) \otimes F_k \cong L^2(I_\omega; \sin \theta d\theta; \mathbb{C}^4). \] (88)

By the spectral theorem the family of eigenfunctions of \( \bar{T}_k \) constructed in Proposition 4.5 upon normalization constitutes an orthonormal basis in the Hilbert space \( L^2(I_\omega; \sin \theta d\theta; \mathbb{C}^4) \). In view of the orthogonal decomposition (87) and the isomorphism (88), we can construct an orthonormal basis in the Hilbert space \( L^2(M_\omega; \sin \theta d\theta; \mathbb{C}^4) \) by transplanting the basis of normalized eigenfunctions of \( \bar{T}_k \) into the respective fiber \( L^2(I_\omega; \sin \theta d\theta) \otimes F_k \) in the decomposition (87). To this aim, recall the definition of the following discrete subsets of the real axis:

\[
Z_k := \{ \lambda \in \mathbb{R} : (\lambda + k + 1) \Delta_{\lambda} = -\Delta_{\lambda-1} \}, \quad k \geq 0,
\]

\[
Z_k := \{ \lambda \in \mathbb{R} : (\lambda + k) \Delta_{\lambda-1} = -\Delta_{\lambda+1} \}, \quad k \leq -1.
\] (89)

Let us introduce the following two-component functions \( \{ \Phi_{\pm}^{k, \lambda} \}_{k \in \mathbb{Z}, \lambda \in Z_k} \) on \( M_\omega \):

\[
\Phi_{\pm}^{k, \lambda}(\theta, \phi) := \begin{pmatrix}
\Delta_{\lambda-1}(\cos \theta) e^{ik\phi} \\
(k+\lambda+1) \Delta_{\lambda-1}(\cos \theta) e^{(k+1)\phi}
\end{pmatrix}, \quad k \geq 0, \lambda \in Z_k,
\]

\[
\Phi_{\pm}^{k, \lambda}(\theta, \phi) := \begin{pmatrix}
(\lambda \pm k) \Delta_{\lambda-1}(\cos \theta) e^{ik\phi} \\
(\lambda \pm k+1) \Delta_{\lambda-1}(\cos \theta) e^{(k+1)\phi}
\end{pmatrix}, \quad k \leq -1, \lambda \in Z_k.
\]

From Proposition 4.5 and Corollary 4.6, we get that the following family \( \{ \psi_{\pm}^{k, \lambda} \}_{k \in \mathbb{Z}, \lambda \in Z_k} \) of vector-valued functions on \( M_\omega \):

\[
\psi_{\pm}^{k, \lambda} = c_{k, \lambda}(\pm i \Phi_{\pm}^{k, \lambda}) \otimes \Phi_{\pm}^{k, \lambda}, \quad k \in \mathbb{Z}, \lambda \in Z_k,
\]

is an orthonormal basis of \( L^2(M_\omega; \sin \theta d\theta; \mathbb{C}^4) \), where \( \{c_{k, \lambda}\}_{k \in \mathbb{Z}, \lambda \in Z_k} \) are just normalizing constants.

**Lemma 5.1.** Let \( k \in \mathbb{Z} \) and let \( \lambda \in Z_k \) be fixed. Then, the following hold:

(i) \( \psi_{\pm}^{k, \lambda} \in \text{dom} \mathcal{K}_\omega \);

(ii) \( \mathcal{K}_\omega \psi_{\pm}^{k, \lambda} = \pm \lambda \psi_{\pm}^{k, \lambda} \);

(iii) \( i \alpha_{\lambda} \psi_{\pm}^{k, \lambda} = -\psi_{\mp}^{k, \lambda} \) and \( i \alpha_{\lambda} \psi_{\mp}^{k, \lambda} = \psi_{\pm}^{k, \lambda} \) with \( \alpha_{\lambda} \) as in (40).

**Proof.**

(i) The fact that \( \psi_{\pm}^{k, \lambda} \in C^\infty(M_\omega) \) follows from the \( C^\infty \)-smoothness of the Ferrers functions and the behavior of the Ferrers functions as \( x \to 0^+ \) ([26, Equations (14.3.1) and (15.2.1)]). Thus, it only remains to check the boundary condition. Let use the shorthand \( \Psi := \psi_{\pm}^{k, \lambda} \). In view of (85), we need first to check that \( \Psi \) satisfies

\[
\begin{pmatrix}
\Psi_1(\omega, \phi) \\
\Psi_2(\omega, \phi)
\end{pmatrix} = \begin{pmatrix}
\sin \omega & -\cos \omega e^{-i\phi} \\
-i \cos \omega e^{i\phi} & -\sin \omega
\end{pmatrix} \begin{pmatrix}
\Psi_3(\omega, \phi) \\
\Psi_4(\omega, \phi)
\end{pmatrix}.
\]

Taking the structure of \( \Psi \) into account, the latter is equivalent to

\[
\begin{pmatrix}
\Psi_1(\omega, 0) \\
\Psi_2(\omega, 0)
\end{pmatrix} = \begin{pmatrix}
\sin \omega & -\cos \omega \\
-\cos \omega & -\sin \omega
\end{pmatrix} \begin{pmatrix}
\Psi_3(\omega, 0) \\
\Psi_4(\omega, 0)
\end{pmatrix}.
\] (90)

By its construction \( \Psi(\cdot, 0) \in \text{dom} \bar{T}_k \) with \( \text{dom} \bar{T}_k \) specified in (61). Hence, it follows from (61) that (90) holds.
(ii) Let $\Psi = \Psi^+ + \Psi^-$. The case $\Psi = \Psi^+ - \Psi^-$ is analogous.

$$
K_{\omega} \Psi = \begin{pmatrix}
(\tilde{T}_k \Psi(\cdot,0))_1 e^{ik\phi} \\
(\tilde{T}_k \Psi(\cdot,0))_2 e^{(k+1)\phi} \\
(\tilde{T}_k \Psi(\cdot,0))_3 e^{ik\phi} \\
(\tilde{T}_k \Psi(\cdot,0))_4 e^{(k+1)\phi}
\end{pmatrix} = \lambda
\begin{pmatrix}
\Psi_1(\cdot,0) e^{ik\phi} \\
\Psi_2(\cdot,0) e^{(k+1)\phi} \\
\Psi_3(\cdot,0) e^{ik\phi} \\
\Psi_4(\cdot,0) e^{(k+1)\phi}
\end{pmatrix} = \lambda \Psi,
$$

where we used in the penultimate step that $\Psi(\cdot,0)$ is an eigenfunction of $\tilde{T}_k$ corresponding to the eigenvalue $\lambda$.

(iii) Let $k \geq 0$. We will show first the identity $\Psi^+ = - \Psi^-$. To this aim, we first verify that

$$
\begin{pmatrix}
\cos \theta & e^{-i\phi} \sin \theta \\
e^{i\phi} \sin \theta & -\cos \theta
\end{pmatrix}
\Phi^+_{k,\lambda} =
\begin{pmatrix}
(\cos \theta \mathcal{P}_{-\lambda}^{-k} - \sin \theta (k+\lambda+1) \mathcal{P}_{-\lambda-1}^{-k-1} (\cos \theta)) e^{ik\phi} \\
(\sin \theta \mathcal{P}_{-\lambda}^{-k} (\cos \theta) - \cos \theta (k+\lambda+1) \mathcal{P}_{-\lambda-1}^{-k-1} (\cos \theta)) e^{(k+1)\phi}
\end{pmatrix}

= \begin{pmatrix}
\mathcal{P}_{-\lambda}^{-k} (\cos \theta) e^{ik\phi} \\
(\lambda + k + 1) \mathcal{P}_{-\lambda-1}^{-k} (\cos \theta) e^{(k+1)\phi}
\end{pmatrix} = \Phi^+_{k,\lambda},
$$

where we applied the identity [34, 8.735 (4)] in the first row and the identity [34, 8.735(1)] in the second row and used the relation $\mathcal{P}_{\nu} = \mathcal{P}_{-\nu+1}$. Hence, we obtain that

$$
\Psi^+ = c_{k,\lambda} \left( i \begin{pmatrix}
\cos \theta & e^{-i\phi} \sin \theta \\
e^{i\phi} \sin \theta & -\cos \theta
\end{pmatrix} \Phi^+_{k,\lambda} \right) \oplus \left( - \begin{pmatrix}
\cos \theta & e^{-i\phi} \sin \theta \\
e^{i\phi} \sin \theta & -\cos \theta
\end{pmatrix} \Phi^+_{k,\lambda} \right)
$$

Next, we will show identity $\Psi^- = \Psi^+$. To this aim, we verify that

$$
\begin{pmatrix}
\cos \theta & e^{-i\phi} \sin \theta \\
e^{i\phi} \sin \theta & -\cos \theta
\end{pmatrix}
\Phi^-_{k,\lambda} =
\begin{pmatrix}
(\cos \theta \mathcal{P}_{-\lambda}^{-k} - \sin \theta (k+\lambda+1) \mathcal{P}_{-\lambda-1}^{-k-1} (\cos \theta)) e^{ik\phi} \\
(\sin \theta \mathcal{P}_{-\lambda}^{-k} (\cos \theta) - \cos \theta (k+\lambda+1) \mathcal{P}_{-\lambda-1}^{-k-1} (\cos \theta)) e^{(k+1)\phi}
\end{pmatrix}

= \begin{pmatrix}
\mathcal{P}_{-\lambda}^{-k} (\cos \theta) e^{ik\phi} \\
(k+\lambda+1) \mathcal{P}_{-\lambda-1}^{-k} (\cos \theta) e^{(k+1)\phi}
\end{pmatrix} = \Phi^+_{k,\lambda},
$$

where we again applied the identity [34, 8.735 (4)] in the first row and the identity [34, 8.735(1)] in the second row and used the relation $\mathcal{P}_{\nu} = \mathcal{P}_{-\nu+1}$. Hence, we obtain that

$$
\Psi^- = c_{k,\lambda} \left( i \begin{pmatrix}
\cos \theta & e^{-i\phi} \sin \theta \\
e^{i\phi} \sin \theta & -\cos \theta
\end{pmatrix} \Phi^-_{k,\lambda} \right) \oplus \left( \Phi^+_{k,\lambda} \right) = \Psi^+_{k,\lambda},
$$

The proof in the case that $k \leq -1$ is analogous, using [34, 8.735 (1)], [34, 8.735 (4)] and [26, Equation (14.9.5)], so it will be omitted.

Let us introduce the orthogonal projectors in the Hilbert space $L^2_{sph}(C_\omega; \mathbb{C}^4)$

$$
(\Pi^\pm_{k,\lambda} u)(r, \theta, \phi) := \Psi^\pm_{k,\lambda}(\theta, \phi) \int_{M_\omega} u(r, \theta, \phi) \overline{\Psi^\pm_{k,\lambda}(\theta, \phi)} \sin \theta d\theta d\phi,
$$

where $k \in \mathbb{Z}$, $\lambda \in \mathbb{Z}_k$.

These projectors induce the orthogonal decomposition

$$
L^2_{sph}(C_\omega; \mathbb{C}^4) = \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\lambda \in \mathbb{Z}_k} \mathcal{E}_{k,\lambda},
$$

where the fiber spaces are defined as

$$
\mathcal{E}_{k,\lambda} := L^2(\mathbb{R}^+; r^2 dr) \otimes \text{span}\{ \Psi^+_{k,\lambda}, \Psi^-_{k,\lambda} \} \simeq L^2(\mathbb{R}^+; r^2 dr; \mathbb{C}^2).
$$
For the sake of convenience, we introduce the unitary transforms $W_{k,\lambda} : E_{k,\lambda} \to L^2(\mathbb{R}_+; C^2), \lambda \in \mathbb{Z}_k, k \in \mathbb{Z}$

$$(W_{k,\lambda} u)(r) := r \begin{pmatrix} u(r, \cdot, \cdot), \psi_{k,\lambda}^+ \\psi_{k,\lambda}^- \end{pmatrix} = r \begin{pmatrix} u(r, \cdot, \cdot), \psi_{k,\lambda}^+ \\psi_{k,\lambda}^- \end{pmatrix},$$

where $(\cdot, \cdot)_{M_\omega}$ stands for the inner product in $L^2(M_\omega; \sin \theta d\theta d\phi; C^4)$. Now, we have all the tools at our disposal to prove the main results of the paper.

**Proof of Theorem 2.1.** Pick a function $u \in \text{dom } D_\omega \cap E_{k,\lambda}$. By definition, $u$ writes as

$$u(r, \theta, \phi) = \frac{\psi_+}{r} \begin{pmatrix} \psi_{k,\lambda}^+ - \lambda \psi_+ \\ \psi_{k,\lambda}^- + \lambda \psi_- \end{pmatrix}$$

and $\psi_{k,\lambda}^\pm \in C_0^\infty(\mathbb{R}_+)$. Applying the operator $D_\omega$ in (84) to $u$ and using Lemma 5.1 we get

$$\tilde{D}_\omega u = \frac{|r|}{r} \begin{pmatrix} \psi_{k,\lambda}^+ \left( -\psi_+ + \frac{\lambda \psi_+}{r} \right) + \psi_{k,\lambda}^- \left( -\psi_- - \frac{\lambda \psi_-}{r} \right) \\ \psi_{k,\lambda}^- \left( \psi_+ - \frac{\lambda \psi_+}{r} \right) + \psi_{k,\lambda}^+ \left( -\psi_- - \frac{\lambda \psi_-}{r} \right) \end{pmatrix}.$$  

Hence, we conclude that the inclusion $\tilde{D}_\omega (\text{dom } D_\omega \cap E_{k,\lambda}) \subseteq E_{k,\lambda}$ holds. Thus, for any $\lambda \in \mathbb{Z}_k$ and $k \in \mathbb{Z}$ the operators

$$d_{k,\lambda} u := \tilde{D}_\omega u, \quad \text{dom } d_{k,\lambda} := \text{dom } D_\omega \cap E_{k,\lambda},$$

are well defined. Moreover, relying on formula (93) we find that

$$W_{k,\lambda} d_{k,\lambda} W_{k,\lambda}^{-1} = d_\lambda, \quad \forall \lambda \in \mathbb{Z}_k, k \in \mathbb{Z},$$

where $d_\lambda$ is defined in (8). Hence, we conclude that

$$\tilde{D}_\omega \cong \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\lambda \in \mathbb{Z}_k} d_\lambda.$$  

In view of the identity $d_\lambda = \sigma_2 d_{-\lambda} \sigma_2$, we get that $d_\lambda$ and $d_{-\lambda}$ are unitarily equivalent by Proposition 4.5 and Corollary 4.6, we have that the simple spectrum of $T_k$ is given by $\sigma(T_k) = \mathbb{Z}_k \cup (-\mathbb{Z}_k)$, where $\mathbb{Z}_k \cap (-\mathbb{Z}_k) = \emptyset$ for all $k \in \mathbb{Z}$. Hence, we end up with

$$\tilde{D}_\omega \cong \bigoplus_{k \in \mathbb{Z}} \left( \bigoplus_{\lambda \in \mathbb{Z}_k \cap (0,\infty)} d_\lambda \right) \oplus \left( \bigoplus_{\lambda \in \mathbb{Z}_k \cap (-\infty,0)} d_\lambda \right) \cong \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\lambda \in \sigma(T_k) \cap (0,\infty)} d_\lambda.$$  

**Proof of Theorem 2.3.** It follows from Proposition 4.8 that $\mathbb{Z}_k \cap [-\frac{1}{2}, \frac{1}{2}] = \emptyset$ for any opening angle $\omega \in (0, \pi/2)$ and all $k \in \mathbb{Z}$. Hence, all the fiber operators $d_\lambda$ in the orthogonal decomposition (9) of $\tilde{D}_\omega$ are essentially self-adjoint by Proposition 3.6 (ii). Thus, the Dirac operator $D_\omega$ and hence also $D_\omega$ are essentially self-adjoint.

Now, it remains to characterize the closure of $D_\omega$. Let $\omega \in (0, \pi/2)$ be fixed. Let us introduce the symmetric densely defined operator in the Hilbert space $L^2(C_\omega; C^4)$

$$Tu := Du, \quad \text{dom } T = \left\{ u \in H^1(C_\omega; C^4) : u|_{\partial C_\omega} + i\beta(\alpha \cdot \nu_{\omega})u|_{\partial C_\omega} = 0 \right\},$$

cf. Section 2.1. Our aim is to prove that $T = \overline{D_\omega}$. Since $D_\omega$ is an essentially self-adjoint restriction of $T$, it suffices to show that $T$ is self-adjoint. Passing to the unitary equivalent operator $\overline{T} = VTV^{-1}$, we can repeat the construction in the proof of
Theorem 2.1 with $\overline{D}_\omega$ replaced by $\overline{T}$. In this way, we will get an orthogonal decomposition

$$\overline{T} \simeq \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\lambda \in \mathbb{Z}_k} t_{k,\lambda}$$

where

$$t_{k,\lambda} \psi = \left( \begin{array}{c} 0 \\ - \frac{d}{dx} \frac{\lambda}{x} \\ \frac{d}{dx} \frac{-\lambda}{x} \\ 0 \end{array} \right) \psi,$$

$$\text{dom } t_{k,\lambda} = \left\{ \psi = (\psi_+, \psi_-) : \mathbb{R}_+ \rightarrow \mathbb{C}^2 : \frac{\psi_+(r)}{r} \psi_{k,\lambda}^+ (\theta, \varphi) + \frac{\psi_-(r)}{r} \psi_{k,\lambda}^- (\theta, \varphi) \in H^1_{\text{sph}} (C_\omega ; \mathbb{C}^4) \right\},$$

are symmetric operators in the Hilbert space $L^2(\mathbb{R}_+ ; \mathbb{C}^2)$. On the other hand, we know that $\overline{D}_\omega$ is self-adjoint and that the orthogonal decomposition

$$\overline{D}_\omega \simeq \bigoplus_{k \in \mathbb{Z}} \bigoplus_{\lambda \in \mathbb{Z}_k} d_{\lambda}.$$

holds. Since by Proposition 4.8 it holds that $\mathbb{Z}_k \cap [-\frac{1}{2}, \frac{1}{2}] = \emptyset$, in view of Proposition 3.6 (ii) in order to conclude the proof it suffices to check that

$$\text{dom } d_{\lambda} = H^1_0(\mathbb{R}_+ ; \mathbb{C}^2) \subset \text{dom } t_{k,\lambda}, \quad k \in \mathbb{Z}, \lambda \in \mathbb{Z}_k.$$

To this aim, it is enough to show that for any $\psi \in H^1_0(\mathbb{R}_+) \text{ we have}$

$$v(r, \theta, \phi) = \frac{\psi(r)}{r} \psi_{k,\lambda}^\pm (\theta, \varphi) \in H^1_{\text{sph}} (C_\omega ; \mathbb{C}^4).$$

Using the expression for the gradient in the spherical coordinates, we find that

$$\|v\|_{H^1_{\text{sph}} (C_\omega ; \mathbb{C}^4)} = \int_0^\infty \left( \left| \frac{\psi(r)}{r} \right|^2 + \left| \frac{\psi'(r)}{r^2} \right|^2 \right) \int_{\mathbb{M}_\omega} |(\nabla S^2 \psi_{k,\lambda}^\pm)(\theta, \varphi)|^2 \sin \theta \sin \phi \sin \theta \sin \phi \, d\theta \, d\phi \, dr \leq \int_0^\infty \left( \left| \frac{\psi'(r)}{r} \right|^2 + \left| \frac{\psi(r)}{r^2} \right|^2 \right) \int_{\mathbb{M}_\omega} |(\nabla S^2 \psi_{k,\lambda}^\pm)(\theta, \varphi)|^2 \sin \theta \sin \phi \sin \theta \sin \phi \, d\theta \, d\phi \, dr < \infty,$$

where we used the Hardy inequality and that $\nabla S^2 \psi_{k,\lambda}^\pm$ is bounded in the last step. □

The proof of Proposition 2.8 is inspired by the arguments for the analogous problem in the two-dimensional setting in [51] and is a consequence of the following proposition and Remark 2.6.

**Proposition 5.2.** Let $\theta \in [0, 2\pi) \setminus \left\{ \frac{\pi}{2}, \frac{3\pi}{2} \right\}$; let moreover $D_\omega$, $D_\omega^\theta$, and $D_\omega^\theta$ be defined as in (4), (11), and (12), respectively. Then, there exists a self-adjoint positive real matrix $M_{\theta} \in \mathbb{C}^{4 \times 4}$ such that

$$D_\omega^\theta = \begin{cases} M_{\theta} D_\omega M_{\theta}, & \theta \in [0, \pi/2) \cup (3\pi/2, 2\pi), \\
M_{\theta} D_\omega M_{\theta}, & \theta \in (\pi/2, 3\pi/2). \end{cases}$$

**Proof.** From (12), for all $u \in \text{dom } D_\omega^\theta$ we have

$$[I_4 - (\sin \theta) \beta] u|_{\beta C_\omega} = (\cos \theta) [i(\alpha \cdot \nu_\omega) \beta] u|_{\beta C_\omega}.$$
In our assumptions, the matrix $I_4 - (\sin \theta) \beta$ is invertible, so we conclude that (12) is equivalent to

$$u|_{\partial C_\omega} = \begin{pmatrix} \cos \theta & I_2 & 0 & 0 \\ \frac{1}{1 - \sin \theta} & 0 & \frac{1}{1 + \sin \theta} & I_2 \\ 0 & \cos \theta & 1 - \sin \theta & 0 \\ 0 & \cos \theta & 1 + \sin \theta & 0 \end{pmatrix} \begin{pmatrix} \alpha \cdot \nu \omega \beta \end{pmatrix} u|_{\partial C_\omega}.$$  \hspace{1cm} (94)

Let $M_\theta$ be the self-adjoint real matrix

$$M_\theta := \begin{pmatrix} \sqrt{\frac{\cos \theta}{1 - \sin \theta}} & 0 \\ 0 & \sqrt{\frac{\cos \theta}{1 + \sin \theta}} \end{pmatrix}.$$  

In the case that $\theta \in (\pi/2,3\pi/2)$, we get that

$$\begin{pmatrix} \cos \theta & I_2 & 0 & 0 \\ \frac{1}{1 - \sin \theta} & 0 & \frac{1}{1 + \sin \theta} & I_2 \\ 0 & \cos \theta & 1 - \sin \theta & 0 \\ 0 & \cos \theta & 1 + \sin \theta & 0 \end{pmatrix} \begin{pmatrix} \alpha \cdot \nu \omega \beta \end{pmatrix} u|_{\partial C_\omega} = M_\theta^{-1} \begin{pmatrix} \alpha \cdot \nu \omega \beta \end{pmatrix} M_\theta,$$

so from (94) we conclude that

$$M_\theta u|_{\partial C_\omega} = \begin{pmatrix} \alpha \cdot \nu \omega \beta \end{pmatrix} M_\theta u|_{\partial C_\omega}.$$  

Thanks to the last equation, it is easy to show that $D_\omega \mathcal{D}_\omega = M_\theta D_\omega M_\theta$. In the case that $\theta \in \{0, \pi/2\} \cup (3\pi/2,2\pi)$, we have from (94) that

$$M_\theta u|_{\partial C_\omega} = \begin{pmatrix} \alpha \cdot \nu \omega \beta \end{pmatrix} M_\theta u|_{\partial C_\omega},$$

and from this it is then easy to conclude that $D_\omega^2 = M_\theta D_\omega M_\theta$. \hfill \Box

**Proof of Proposition 2.11.** Let $u \in \text{dom } \mathcal{D}_\omega$; from (91), $u$ writes as

$$u(r, \theta, \phi) = \sum_{k \in \mathbb{Z}} \sum_{\lambda \in \mathbb{Z}_k} \frac{\psi^+_{k,\lambda}(r)}{r} \psi^+_{k,\lambda}(\theta, \phi) + \frac{\psi^-_{k,\lambda}(r)}{r} \psi^-_{k,\lambda}(\theta, \phi)$$  \hspace{1cm} (95)

with $\psi^\pm_{k,\lambda} \in C^\infty_0(\mathbb{R}_+)$ for $k \in \mathbb{Z}$ and $\lambda \in \mathbb{Z}_k$. First of all, observe that

$$\int_{C_\omega} \frac{|u(x)|^2}{|x|^2} dx = \sum_{k \in \mathbb{Z}} \sum_{\lambda \in \mathbb{Z}_k} \int_0^\infty \left[ \frac{\psi^2_{k,\lambda}(r)}{r^2} - \frac{\overline{\psi^2_{k,\lambda}(r)}}{r^2} \right] dr.$$

According to the proof of Theorem 2.1, we have that

$$\int_{C_\omega} |(D_\omega u)(x)|^2 dx = \sum_{k \in \mathbb{Z}} \sum_{\lambda \in \mathbb{Z}_k} \left[ \int_0^\infty \left( \frac{\psi^2_{k,\lambda}(r)}{r^2} + \frac{\overline{\psi^2_{k,\lambda}(r)}}{r^2} \right) dr + \int_0^\infty \left( \frac{\psi^2_{k,\lambda}(r)}{r^2} - \frac{\overline{\psi^2_{k,\lambda}(r)}}{r^2} \right) dr \right].$$

With an explicit computation, for all $k \in \mathbb{Z}$ and $\lambda \in \mathbb{Z}_k$ we have

$$\int_0^\infty \left( \frac{\psi^2_{k,\lambda}(r)}{r^2} + \frac{\overline{\psi^2_{k,\lambda}(r)}}{r^2} \right) dr + \int_0^\infty \left( \frac{\psi^2_{k,\lambda}(r)}{r^2} - \frac{\overline{\psi^2_{k,\lambda}(r)}}{r^2} \right) dr \neq 2\lambda \int_0^\infty \left( \frac{\psi^2_{k,\lambda}(r)}{r^2} + \frac{\overline{\psi^2_{k,\lambda}(r)}}{r^2} \right) dr.$$

Since

$$2\Re \int_0^\infty \frac{\psi^2_{k,\lambda}(r)}{r^2} dr = \int_0^\infty \frac{\psi^2_{k,\lambda}(r)}{r^2} dr = \int_0^\infty \frac{\psi^2_{k,\lambda}(r)}{r^2} dr,$$
we get using the Hardy inequality for all $k \in \mathbb{Z}$ and $\lambda \in \mathcal{Z}_k$
\[
\int_0^\infty \left| \left( \psi_{k,\lambda}^\pm (r) \mp \frac{\lambda \psi_{k,\lambda}^\pm (r)}{r} \right)' \right|^2 \, dr \geq \left( \lambda \mp \frac{1}{2} \right)^2 \int_0^\infty \frac{\left| \psi_{k,\lambda}^\pm (r) \right|^2}{r} \, dr.
\] (98)

By Proposition 4.8, $\lambda^2 \geq \left( \frac{\pi}{4\omega} + \frac{1}{2} \right)^2$ for all $k \in \mathbb{Z}$ and $\lambda \in \mathcal{Z}_k$, so gathering (95)-(98), we get
\[
\int_{C_\omega} |(D_\omega u)(x)|^2 \, dx \geq \left( \frac{\pi}{4\omega} \right)^2 \int_{C_\omega} \frac{|u(x)|^2}{|x|^2} \, dx
\]
and conclude the proof. □

**Proof of Theorem 2.10.** Let $\omega \in (0, \pi/2)$. Recall that by Theorem 2.1 the operator $D_\omega$ is essentially self-adjoint in the Hilbert space $L^2(C_\omega; \mathbb{C}^4)$. By the inequality in Proposition 2.11 for any Hermitian $\mathbb{V} : C_\omega \to \mathbb{C}^{4 \times 4}$ satisfying the bound (14) the condition
\[
\int_{C_\omega} |\mathbb{V}(x)u(x)|^2 \, dx \leq \int_{C_\omega} |\mathbb{V}(x)|^2 |u(x)|^2 \, dx \leq \left( \frac{4\omega}{\pi} \sup_{x \in C_\omega} |x| |\mathbb{V}(x)| \right)^2 \int_{C_\omega} |(D_\omega u)(x)|^2 \, dx
\]
holds for all $u \in \text{dom} D_\omega$. In other words, the operator of multiplication with the matrix-valued function $\mathbb{V}$ is bounded with respect to the operator $D_\omega$ with the bound $< 1$ or $\leq 1$, respectively, when $\nu < \frac{\pi}{4\omega}$ or $\nu \leq \frac{\pi}{4\omega}$. Hence, we conclude the statements from the Kato–Rellich theorem [40, Chap. V, Thm. 4.4] and the Wüst theorem [40, Chap. V, Thm. 4.6], respectively. □
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APPENDIX A: DIRAC SYSTEMS

In this Appendix, we provide basic facts on deficiency indices of one-dimensional Dirac operators on intervals. We follow the constructions given in [57] and [58, Chap. 15].

First, we introduce on the interval $I := (0, b)$ with $b \in (0, \infty)$ a class of one-dimensional first-order Dirac differential expressions

$$\tau f(x) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} f'(x) + q(x)f(x), \quad (A1)$$

where $q : I \to \mathbb{R}^{2 \times 2}$ is measurable with $q(x)$ symmetric almost everywhere in $I$ and $\|q(\cdot)\| \in L^1_{\text{loc}}(I)$. Throughout this section, we denote the inner product in $L^2(I; \mathbb{C}^2)$ by $\langle \cdot, \cdot \rangle$.

We associate with the differential expression $\tau$ the maximal operator in the Hilbert space $L^2(I; \mathbb{C}^2)$

$$\mathcal{T}f := \tau f, \quad \text{dom } \mathcal{T} = \{f \in L^2(I; \mathbb{C}^2) : f \in AC_{\text{loc}}(I; \mathbb{C}^2), \tau f \in L^2(I; \mathbb{C}^2)\}, \quad (A2)$$

where $AC_{\text{loc}}(I; \mathbb{C}^2)$ stands for the space of locally absolutely continuous two-component functions on the interval $I$.

We define the preminimal operator in $L^2(I; \mathbb{C}^2)$ by

$$\mathcal{T}'_0f := \tau f, \quad \text{dom } \mathcal{T}'_0 = C^{\infty}_0(I; \mathbb{C}^2). \quad (A3)$$

According to [57, Chap. 3], the preminimal operator is closable and its closure

$$\mathcal{T}_0 := \overline{\mathcal{T}'_0} \quad (A4)$$

is the minimal symmetric operator in $L^2(I; \mathbb{C}^2)$.

Let us define the Lagrange brackets for (locally) absolutely continuous functions $f, g : I \to \mathbb{C}^2$ by

$$[f, g]_x := f_2(x)g_1(x) - f_1(x)g_2(x). \quad (A5)$$

Using the concept of the Lagrange bracket, we can provide the Green’s identity for $\mathcal{T}$.

**Proposition A1** (Green’s formula, [58, Satz 15.3]). Let the maximal operator $\mathcal{T}$ be as in (A2). Let the Lagrange bracket $[f, g]_x$ be as in (A5). Then for any $f, g \in \text{dom } \mathcal{T}$ there exist the limits

$$[f, g]_0 := \lim_{x \to 0^+} [f, g]_x, \quad [f, g]_b := \lim_{x \to 0^-} [f, g]_x,$$
and it holds that

\[ \langle Tf, g \rangle - \langle f, Tg \rangle = [f, g]_b - [f, g]_0. \]

The domain of the closed symmetric operator \( T_0 \) can be explicitly characterized.

**Proposition A2** [57, Thm. 3.11]. For \( z \in \mathbb{C} \setminus \mathbb{R} \) we set \( \mathcal{N}_z := \ker(T - z) \), then

\[ \text{dom} T_0 = \{ f \in \text{dom} T : [g, f]_0 = [g, f]_b = 0 \ \forall \ g \in \text{dom} T \} \]
\[ = \{ f \in \text{dom} T : [g, f]_0 = [g, f]_b = 0 \ \forall \ g \in \mathcal{N}_z + \mathcal{N}_z \} . \]

The endpoints of the interval \( I \) admit some classifications. First, one can classify whether the endpoints are regular or singular.

**Definition A3.** Let the differential \( \tau \) be as in (A1). Then, \( \tau \) is called regular at \( x = 0 \) if there exists \( c \in I \) so that \( \| q(\cdot) \| \) is integrable on \([0, c]\). The expression \( \tau \) is called regular at \( x = b \) if \( b < \infty \) and there exists \( c \in I \) so that \( \| q(\cdot) \| \) is integrable on \([c, b]\). If \( \tau \) is not regular, respectively, at \( x = 0 \) and/or at \( x = b \), then it is called singular at \( x = 0 \) and/or \( x = b \), respectively.

The functions in \( \text{dom} T \) have certain regularity in the neighborhood of a regular endpoint. This is clarified in the next proposition.

**Proposition A4** [58, Satz 15.4]. Let the maximal operator \( T \) be as in (A2). Assume that \( \tau \) is regular at \( x = b \). Then, the following holds.

(i) For any \( f \in \text{dom} T \) there exists a finite limit \( f(b) := \lim_{x \to b^-} f(x) \)

(ii) The mapping \( \text{dom} T \ni f \mapsto f(b) \in \mathbb{C}^2 \) is surjective.

Analogous statements hold if \( \tau \) is regular at \( x = 0 \).

The connection between the maximal operator and the minimal and preminimal operators is revealed in the next proposition.

**Proposition A5.** Let the maximal operator \( T \), the preminimal operator \( T' \) and the minimal operator \( T_0 \) be as in (A2)–(A4), respectively. Then

\[ (T'_0)^* = T^*_0 = T. \]

Next, we define the concepts of being right or left in \( L^2(I; \mathbb{C}^2) \).

**Definition A6.** Let \( f : I \to \mathbb{C}^2 \) be measurable. One says that \( f \) lies “left in \( L^2(I; \mathbb{C}^2) \)” if there exists \( c \in I \) such that \( f|_{(0, c)} \in L^2((0, c); \mathbb{C}^2) \). One says that \( f \) lies “right in \( L^2(I; \mathbb{C}^2) \)” if there exists \( c \in I \) such that \( f|_{(c, b)} \in L^2((c, b); \mathbb{C}^2) \).

The solutions of the differential equation \( (\tau - z)f = 0 \) obey a dichotomy with respect to the property stated in Definition A6.

**Proposition A7** (Weyl’s alternative). For any Dirac differential expression \( \tau \) as in (A1) on the interval \( I \) one of the following two alternatives holds.

(i) For all \( z \in \mathbb{C} \) every solution of \( (\tau - z)f = 0 \) lies “left in \( L^2(I; \mathbb{C}^2) \)”.

(ii) For all \( z \in \mathbb{C} \) there is at least one solution of \( (\tau - z)f = 0 \) that does not lie left in \( L^2(I; \mathbb{C}^2) \). In this case, there exists for any \( z \in \mathbb{C} \setminus \mathbb{R} \) exactly one solution of \( (\tau - z)f = 0 \) (up to a constant factor) that lies “left in \( L^2(I; \mathbb{C}^2) \)”.

The same alternative holds for “right in \( L^2(I; \mathbb{C}^2) \)”.
The Weyl’s alternative stated above yields yet another classification of the endpoints of the interval $I$ with respect to the differential expression $\tau$.

**Definition A8.** If the first alternative in Proposition A7 holds, then one says that $\tau$ is limit-circle at $x = 0$ (respectively, at $x = b$). If the second alternative in Proposition A7 holds, the one says that $\tau$ is limit-point at $x = 0$ (respectively, at $x = b$).

The limit-point/limit-circle classification provides extra properties of functions in $\text{dom}\, \mathcal{T}$ at the endpoints and allows us to compute the deficiency indices of the closed symmetric operator $\mathcal{T}_0$.

**Proposition A9.** Let $\tau$ be the Dirac differential expression as in (A1) on the interval $I$. Let the maximal operator $\mathcal{T}$ and the minimal operator $\mathcal{T}_0$ be as in (A2) and (A4), respectively.

(i) If $\tau$ is limit-point at $x = 0$ (respectively, at $x = b$) then $[f, g]_0 = 0$ (respectively, $[f, g]_b = 0$) for all $f, g \in \text{dom}\, \mathcal{T}$.

(ii) The deficiency indices of $\mathcal{T}_0$ are
- $(2,2)$ if $\tau$ is limit-circle at $x = 0$ and $x = b$.
- $(1,1)$ if $\tau$ is limit-circle at either $x = 0$ or at $x = b$ and limit-point at the other endpoint of $I$.
- $(0,0)$ if $\tau$ is limit-point at both endpoints of $I$.

**APPENDIX B: NUMERICAL RESULTS**

In Remark 2.4, we conjectured that Theorem 2.3 is in fact valid for all $\omega \in (0, \pi) \setminus \{\pi/2\}$; in this Appendix we provide a numerical evidence to support this claim.

The key step in the proof of Theorem 2.3 for all $\omega \in (0, \pi) \setminus \{\pi/2\}$ would be showing the property

$$\sigma(\mathcal{T}_k) \cap \left[ -\frac{1}{2}, \frac{1}{2} \right] = \emptyset \; \text{for all } k \in \mathbb{Z} \text{ and } \omega \in (0, \pi) \setminus \left\{ \frac{\pi}{2} \right\}. \quad (B1)$$

In our analytical results, we are able to show it only for $\omega \in (0, \pi/2)$: this poses a limitation in the statement of Theorem 2.3.

In fact, $(B1)$ holds for $k \in \mathbb{Z} \setminus \{-1,0\}$ and all $\omega \in (0, \pi) \setminus \{\pi/2\}$, since it is true that $\lambda \in \sigma(\mathcal{T}_k) = \mathcal{Z}_k \cup (-\mathcal{Z}_k) \Rightarrow |\lambda| \geq \left( \sqrt{3} + 1 \right)/2 \approx 1.37$, see Remark 4.9. It remains to consider the cases $k = -1, 0$ and $\omega \in (\pi/2, \pi)$. We remark that $\sigma(\mathcal{T}_k) = \mathcal{Z}_k \cup (-\mathcal{Z}_k)$ is a discrete set and it is expressed by the solutions of the transcendental equation in (89): thanks to [26, Equation (14.9.5)], it is true that $\mathcal{Z}_{-1} = -\mathcal{Z}_0$, so it is enough to treat the case $k = 0$ and $\omega \in (\pi/2, \pi)$. We provide here a plot where we draw the set $\mathcal{Z}_0$ for all $\omega \in (0, \pi) \setminus \{\pi/2\}$ and understand if $(B1)$ holds true.

In Figure B1, the set $\mathcal{Z}_0$ is plotted with a black line for $\omega \in (0, \pi) \setminus \{\pi/2\}$. For $\omega < \pi/2$, Proposition 4.8 implies the spectral bound $\lambda \in \mathcal{Z}_0 \Rightarrow |\lambda| \geq \frac{\pi}{4\omega} + \frac{1}{2}$: the curves $\lambda = \pm \left( \frac{\pi}{4\omega} + \frac{1}{2} \right)$ are plotted with dotted green curves. Finally, the lines $\lambda = 1/2$ and $\lambda = -1/2$ are plotted with dashed red lines.

It is evident from Figure B1 that $\mathcal{Z}_0 \cap [-1/2, 1/2] = \emptyset$, so Theorem 2.3 should be true for all $\omega \in (0, \pi) \setminus \{\pi/2\}$.

**Remark B1.** We observe from numerics that the eigenvalues of $\mathcal{T}_0$ converge to the eigenvalues of the principal fiber of the spin–orbit operator corresponding to the Dirac operators on the half-space $\mathbb{R}^3_+$ (with MIT bag boundary conditions) and in the full space $\mathbb{R}^3$ as $\omega \to \frac{\pi}{2}$ and $\omega \to \pi^-$, respectively. This phenomenon can be an indication of the underline convergence of the spin–orbit operators in the generalized norm resolvent sense.
FIGURE B1  The set $\mathcal{Z}_0$ is plotted with black lines; the curves $\lambda = \pm \left( \frac{\pi}{4\omega} + \frac{1}{2} \right)$ are plotted with dotted green curves; the lines $\lambda = \pm 1/2$ are plotted with dashed red lines.