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**A B S T R A C T**

Time-varying depreciation rates are estimated for research and development of the United States aggregate economy and innovation-intensive industries. Mean annual R&D depreciation rates are 31.5% for software, 41% for pharmaceuticals, 42% for semiconductors, and 30.4% for aggregate economy during 1978–2014. R&D depreciation rates vary across industries.

R&D investment demand has separate elasticities in time-varying depreciation, interest rate and price growth, allowing for different rates of technology shifts across industries. Software R&D investment has the same magnitude of elasticities to depreciation, interest rate and price, supporting a user cost to apply. For pharmaceuticals and semiconductors, depreciation leads to more R&D investment that implies the effect of scale. For aggregate economy, depreciation reduces R&D investment more than interest rate, indicating obsolescence.

Forecasting of R&D investment is improved at both industry and aggregate level. Forecastable time-varying depreciation, interest rate and price growth predict R&D investment based on the estimated demand function. The in-sample forecast comparison for 2015–2019 confirms the superiority to the alternative methods. Out-of-sample forecasts of R&D investment are carried out through 2025, and R&D capital stocks are constructed across industries and aggregate U.S. economy.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Time-varying depreciation in intellectual property products, or research and development (R&D) has been applied by Hall (2005) and Li and Hall (2020). A natural extension is to construct a user cost of R&D investment with variable depreciation, and to study the effect of time-varying depreciation on investment demand. With estimated R&D investment, back-checking the accuracy of in-sample forecast against actual observations and predicting future investment become possible.

In the theoretical model, the demand of R&D investment is affected by a time-varying depreciation rate along with the interest rate and price growth. R&D investment demand has separate elasticities in time-varying depreciation, interest rate and price appreciation, allowing for different rates of technology shifts across industries. When elasticities of depreciation, interest and price are equal in absolute value, R&D investment depends on a single factor as the user cost. When the elasticities are not equal, time-varying depreciation indicates technology shifts from obsolescence or scale.

Obsolescence increases the cost of depreciation, which reduces R&D investment. Scale decreases the cost of depreciation, resulting in more R&D investment. Such effect of scale especially applies to R&D investment in pharmaceuticals. The trials and tests for drug and vaccine research and development have positive externalities. A drug or vaccine failing to address one disease has potential use for another disease with comparable genetic makeup. Coronavirus families including SARS, MERS, and Covid-19 are cases where pharmaceutical firms with previous R&D investment have low barriers and cost to enter the subsequent efforts to cure new disease, leading to more R&D investment. These findings are particularly timely and relevant, given the financial instability and unquiet times that encompass the world currently.

Stationary time-varying depreciation rate, interest rate, and price growth are forecastable. Their forecasts, along with their estimated relationship with R&D investment, enable the prediction of R&D investment. By reserving a portion of the sample, observed actual investment compared with in-sample forecast allow for the verification of model accuracy.
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The application is to the aggregate economy of United States, and R&D-intensive industries, such as software, pharmaceuticals, and semiconductors over a time window between 1978 and 2025. The sample period used for estimation is 1978–2014. The period 2015–2019 is reserved for in-sample forecast accuracy confirmation. The out-of-sample predicting ranges from 2020 to 2025.

This paper finds that time-varying depreciation rates vary across aggregate economy and industries. The mean time-varying depreciation rate of overall U.S. R&D is 30.4% yearly, and the annual depreciation rate of software R&D is 31.5%. Li and Hall (2020) find the depreciation rate in software ranges between 31% and 34% annually, and it is 37% in Warusawitharana (2015). We also demonstrate that the mean time-varying depreciation rate of pharmaceutical R&D is 41% annually, and that of semiconductors is 42%. Warusawitharana (2015) finds 41% depreciation rate in pharmaceuticals and 34% semiconductors.

Unit root tests show stationarity in time-varying R&D depreciation, real interest rate, and real R&D price growth. The real R&D investment is nonstationary, but the growth rate of real R&D investment is stationary. These series enter the investment demand function, allowing for forecasting of R&D investment. The model of intertemporal investment projects that investment is decreasing in interest rate and increasing in price appreciation. This condition applies to R&D investment in all estimations, including aggregate economy, software, semiconductors, and pharmaceuticals.

In software, the depreciation elasticity of investment is not different from those for interest rate and price growth in absolute value, which supports a single factor as the user cost. The elasticity of software R&D investment in the user cost is −0.2. For the aggregate economy, the elasticity of investment to depreciation is −1.4, exceeding those for interest rates and appreciation. Reduced investment from depreciation in excess of that from interest rate implies obsolescence.

For pharmaceuticals, the depreciation elasticity of R&D investment is 1.5, and it is 0.8 for semiconductors. An increase in depreciation in these industries raises R&D investment, implying scale. Scale decreases the cost of depreciation, resulting in more investment. The estimates provide possible explanations for otherwise puzzling results in R&D estimation found by previous studies. Hall (2005) finds negative depreciation rates for pharmaceuticals, computers, and electrical machinery. On the other end, Knott et al. (2003) report depreciation rates of up to 100% annually for pharmaceuticals. These phenomena are consistent with scale, reducing the cost of subsequent R&D investment.

Across the aggregate economy and industries, the driver of change in R&D investment is time-varying depreciation. The interest rate and price appreciation elasticities of R&D investment are usually bounded in absolute value by the 0.2 for the user cost. Given the relative size of the elasticities, R&D investment responds to time-varying depreciation as opposed to interest rate and price. The results reinforce incorporating a time-varying depreciation rate in R&D investment modeling.

Our estimation improves forecasting of R&D investment at both aggregate and industry level. Forecasting R&D investment using its historical data is challenging, because it is nonstationary and subject to unpredictable events. The past data of R&D investment does not provide credible information in forecasting. This paper suggests forecasting R&D investment using the time-varying depreciation rate and their estimated relationship in demand function. The in-sample forecast of 2015–2019 is compared with actual observed R&D investment for verification. The mean forecast error of software R&D investment of our method is 2.0%, as opposed to 7.3% with the best alternative. The mean forecast error of aggregate R&D investment is 1.4%, as opposed to 3.5% of best alternative. This suggests that the model incorporates time-varying depreciation and estimated demand function of investment has superiority in forecasting. Out-of-sample predictions of R&D investment for 2020–2025 are carried out using time-varying depreciation, given the verified better performance. The R&D capital stock is derived using time-varying depreciation rates and fitted R&D investment, so is its forecast.

Section 2 describes the treatment of time-varying R&D depreciation and summarizes industry-specific estimates found by previous studies. Section 3 outlines the theoretical model for depreciation and investment. The data are described in Section 4. Section 5 reports the estimated relationship among R&D investment, time-varying depreciation, interest rate and price, as well as the forecast of R&D investment and R&D capital. A conclusion is in Section 6.

2. Background

Table 1 shows depreciation rates applied in the United States at the aggregate level to tangible and non-tangible assets. An annual depreciation rate of 15%–16.5% is for R&D, doubled for declining balances (Mead, 2007; Okubo et al., 2006; Slikker, 2007; Fixler, 2009). R&D predicts returns at the firm and industry (Lev and Sougiannis, 1996; Lev et al., 2008), facilitating technology transfer (Griffith et al., 2004). Tax laws and accounting procedures incentivize the expensing of R&D, despite benefits lasting for longer than a year. In the United States, research and development is fully 100% expensed in the current year. Outside the United States, research is expensed by development including prototypes is capitalized and subject to a depreciation schedule. Firms using accelerated depreciation rates carry out greater investments than those using lower straight-line forms (Jackson, Liu and Cecchini 2009).

Table 2 summarizes R&D depreciation rates in various industries found by recent studies. Hall (2005) uses production function and market valuation approaches, and the estimated R&D depreciation rate in computers range from −5% to 25% annually. Bernstein and Mamuneas (2005, 2006) find that the R&D depreciation rate is 29% in electronics and 26% in machinery. Huang and Dievert (2011) use a production function with an allowance for monopolistic competition, and their estimated annual R&D depreciation rates range from 1% in chemicals to 27% in transportation. Warusawitharana (2015) finds a 28% annual depreciation for computer R&D using a market valuation procedure. Li and Hall (2020), based on Li (2012) use a depreciation rate that solves a net present value condition. Computer R&D depreciates at between 28% and 36% annually. Computer design has a depreciation rate between 25% and 49% per year. Estimation is conducted via generalized method of moments and nonlinear least squares.

A measure of R&D output is by patent quantity count and quality in citations. Using counts, depreciation rates in manufacturing are 11%–19% annually (Pakes and Griliches, 1984; Pakes, 1986).

---

1 The capital stock determines R&D’s contribution to output and its growth (Griliches, 1979, 1994, 1998; Griliches et al., 1987). A firm’s domestic sales as a proportion of gross domestic product measures contributions to output (Dorn, 1961; Hulten, 1978). The derived capital stocks exclude household consumer durables which embed R&D (Sichel and von Hippel, 2019). Governments in developed countries construct capital stocks of R&D (Organization for Economic Cooperation and Development, 2000, 2009). For the United States, the Bureau of Economic Analysis in the National Income and Product Accounts, has recognized R&D with a capital stock since 2013. During 2012–2017, equipment was 46%, structures 23% and R&D 31% of annual U.S. fixed investment.

2 The United States rule is Accounting Standard Codification (ASC) 730, Research and Development under generally accepted accounting procedures (GAAP). The tax code recognizes the 100% expensing in https://www.irs.gov/businesses/corporations/facts-irc-41-gres-and-asc-730-facts-directive#Accounting%20Standards%20Codification%20(ASC)%20730. Outside the United States, International Financial Reporting Standards (IFRS) 39, requires firms to separate research and development expenses.
or 25% in Pakes and Schankerman (1984). R&D has low costs of reproduction and difficulty of excluding others from use if patents are not enforceable. Adjusted for citations, the R&D depreciation rate is 2%–6% annually (Langouw and Schankerman, 2004). Quality-adjusted patents outperform in explaining firm market values (Hall et al., 2005). The depreciation rate for patents held by U.S. firms is between 13% and 27% annually using forward and backward citations (Bessen, 2008; Bessen and Maskin, 2009). Knott (2017) finds that the top 10% of patents earn 80% of royalties. Using to-date and future values, the depreciation rate is 3.4% annually for Australian patents (de Rassenfosse and Jaffe, 2018). Annual depreciation estimates in manufacturing range between 2% and 17% by Hirschey and Weygandt (1985), between 5% and 20% by Goel (1990) and 12% by Nadiri and Prucha (1996). Across industries within manufacturing, the annual R&D depreciation rate is between 11% and 20% (Lev and Sougiannis, 1996) and 2%–46% (Ballester et al., 2003). Internationally, the annual R&D manufacturing depreciation rate is 24% in Canada and 25% in the United States (Bernstein and Mamuneeas, 2005, 2006).

Hall (2005) notes a shift of R&D from pharmaceutical firms to biotechnology in health care. A similar movement of R&D from hardware to software occurs in information technology. The shift to software occurs as this industry has become decentralized and global (Branstetter et al., 2019). Future earnings and R&D intensity increase with firm size (Ciftci and Cready, 2011), affected by the proximity to investor clusters (Bell et al., 2020). Industrial concentration of R&D leads to the emergence and focus of star firms. Some firms invest intensively, leading to accelerated sales growth and concentration (Autor et al., 2017, 2020). Concentration increases when R&D investment is sensitive to tax policy and credits (Thompson, 2017).

### 3. Depreciation and investment model

The investment with time-varying depreciation structure is applicable to any long-term capital expenditure, including property, plant, and equipment, as well as intangible intellectual property products. The model involving a time-varying depreciation rate adjusted for obsolescence and scale is particularly relevant to R&D investment.

The price of investing in a unit of R&D is \( P = I(P) \). The demand of investment is downward sloping in price with \( \theta_r < 0 \). The price has capital gain \( p = \frac{\theta_r}{r} \). Innovation that reduces the cost of R&D leads to price deflation with \( p < 0 \).

The investment’s intertemporal maximization has discount rate \( \theta r + \lambda d \). The interest rate is \( r \) with a multiplier \( \theta \) for equity costs, leverage, and taxes, so the cost of financing is \( \theta r \). When \( \theta = 1 \) the interest rate is sufficient for the cost of capital. R&D depreciation is at rate \( d \), which varies over time and across industries. The technology shift by \( \lambda \), so the cost of depreciation is \( \lambda d \). When the coefficients on interest rate and depreciation are equal, they have the same impact on R&D investment. In this case, demand depends on the user cost \( r + d \). A common elasticity applies to the user cost. Depreciation has the same investment elasticity in absolute value as interest rate and price change. When depreciation is constant, depreciation has no impact on incremental investment, regardless of its rate. Without time variation, depreciation is part of the intercept, and the user cost is \( r - p \).

---

3 The concentration of R&D and the rise of superstar firms is not universal. Star firms locate in specific industries (Crouzet and Eberly, 2018, 2019). In consumer products R&D leads to productivity but in health care to increased margins, given patent protection. Superstar firms are not becoming larger or more productive (Gutiérrez and Philippon, 2019). While firms with over 500 employees carry out two-thirds of R&D, they are no more productive than the overall economy.
Having a separate coefficient on time-varying depreciation allows for obsolescence or scale in technology shifts. A well-behaved elasticity of investment demand in interest rate is negative. When the elasticity of investment in depreciation is larger and more negative than that for interest rate, there is obsolescence. There is scale when the elasticity of investment in depreciation is smaller than that for interest rates. A smaller elasticity for scale includes where investment is increasing in depreciation. In the limit, scale reduces the cost of depreciation, leading to a rise in investment.

Scale implies that 100% annual depreciation as found in Knott et al. (2003) for pharmaceuticals does not choke off subsequent investments. The stock of knowledge disappearing every year acts as an incentive to invest in R&D. With genome sequencing, an unsuccessful R&D project of a drug or vaccine for one disease generates positive externality, with a low cost and barrier for entering the efforts of curing a related illness. This externality is strengthened by the requirement of sequential tests on animals and humans before drug and vaccine approval. Investing currently in pharmaceutical R&D lowers the cost and barrier of R&D going forward. Hall (2005, 2010) finds negative depreciation in pharmaceuticals, computers, and electrical machinery. These are the industries that have R&D scale phenomena, which provide possible explanations for otherwise puzzling results in R&D estimation.

The investment generates a flow of services renting for C. At the discount rate \( \theta r + \lambda d \) and price \( P \), the rental price satisfies

\[
C = -\frac{\partial}{\partial t} [Pe^{-(\theta r + \lambda d)t}] = \left[ (\theta r + \lambda d) P - P e^{-(\theta r + \lambda d)t} \right]
\]

The undiscounted rental is \( C e^{(\theta r + \lambda d)t} = (\theta r + \lambda d - p)P \). The asset price of the investment per unit of rental or when \( C = 1 \) is

\[
P = \frac{1 + \theta r + \lambda d}{\theta r + \lambda d - p}
\]

Investment \( I(P) = f \left( \frac{1 + \theta r + \lambda d}{\theta r + \lambda d - p} \right) \) depends on rates of depreciation \( d \), interest \( r \) and price appreciation \( p \), the finance margin \( \theta \) and technology \( \lambda \).

In discrete time, the discount rate as yield of \( \theta r + \lambda d \) is earned one period ahead. The current numerator in the price formula becomes unity, resulting in the price of investment as \( P = \frac{1}{\theta r + \lambda d - p} \). Inverting, investment depends on \( \theta r + \lambda d - p \). With the sign change from the inversion, investment is decreasing in interest rate and variable depreciation, and increasing in capital gains. For logarithmic investment and to a first-order approximation

\[
\ln I = \alpha - \eta(\lambda d + \theta r - p) = \alpha - \eta \theta d - \eta r + \eta p
\]

The elasticity of investment in time-varying depreciation is \( \eta d \). The interest rate elasticity of investment is \( \eta r \). The elasticity of investment to price appreciation or cost growth is \( \eta p \).

The interest rate elasticity of investment is negative. When the elasticity of investment for time-varying depreciation exceeds that for interest rate in absolute value, there is obsolescence. Depreciation reduces investment more than interest rate, for a basis point increase in each. Scale happens when the depreciation elasticity is less than interest rate elasticity. Sufficient scale allows the depreciation elasticity to change sign. Increased depreciation raises investment, notably in industries with scale and externalities including pharmaceuticals and semiconductors. When depreciation rate is constant, depreciation’s effect is part of the intercept \( \alpha \), and depreciation has no impact on the incremental change in R&D investment.

### 4. Data

The time-varying depreciation application is to the R&D investment in aggregate economy and R&D-intensive industries in the United States, such as software, pharmaceuticals, and semiconductors. The source is the U.S. Bureau of Economic Analysis.

Aggregate and software data are quarterly R&D investments in nominal terms, ranging from 1978 to 2019. Pharmaceutical and semiconductor series are annual nominal R&D investments over the same time window. Real R&D investments are obtained by deflating the nominal series by R&D price appreciation. The real interest rate is the yield to maturity on the 3-month Treasury bill net of inflation. Real price appreciation in R&D is the growth rate of the relevant industry or aggregate R&D price index less inflation.

Expected time-varying depreciation is calculated as the difference between the expected investment-capital ratio and the expected capital stock growth rate. The best-fitting process of each derives the depreciation rate. The procedure is analogous to that in Warusawitharana (2015). Therefore, a rate of obsolescence is a premium. Here, the coefficient of depreciation is a premium for obsolescence or a discount for scale. In each case, the cost of depreciation is the product of a rate and a technology shift. The process allows for sufficient scale and a negative impact of depreciation (Hall, 2005) even as the rates are positive. The depreciation rate, along with the remaining variables, are subject to time-series testing for stationarity and forecasting. Apart from consistency and extension of procedures, back-check is allowed from the in-sample forecasting performance.

Summary statistics of time-varying depreciation rate are listed in Table 3. For the aggregate economy, the sample mean is 12.4% on a quarterly basis. Dividing 12.4% by the declining-balance factor 1.65 of Table 1, the quarterly mean depreciation rate is 7.51%, annualized to be 30.4%. Using a comparable procedure for software, the annual mean depreciation rate is 31.5%. The mean depreciation rate is 41% for pharmaceuticals R&D and 42% for semiconductors R&D, both of which are on an annual basis. Fig. 1 depicts time-varying R&D depreciation rates for the aggregate economy and software industry based on quarterly data, and for pharmaceuticals and semiconductors with annual data.

The time-series properties of the real interest rate, depreciation, real price appreciation, and real R&D investment determine their specification of the demand function. Table 4 reports stationarity results from Augmented Dick-Fuller Unit Root tests (Dickey and Fuller, 1981) for aggregate U.S., software, pharmaceutical, and semiconductor sectors. The real interest rate, time-varying depreci-

### Table 3

| Frequency | Aggregate | Software | Pharmaceutical | Semiconductor |
|-----------|-----------|----------|----------------|--------------|
| Mean      | 0.124     | 0.130    | 0.424          | 0.411        |
| Median    | 0.123     | 0.130    | 0.421          | 0.424        |
| Standard Deviation | 0.002     | 0.007    | 0.031          | 0.051        |
| Maximum   | 0.129     | 0.147    | 0.503          | 0.472        |
| Minimum   | 0.121     | 0.112    | 0.372          | 0.261        |

Table 3 reports the summary statistics of time-varying depreciation rates for the aggregate R&D investment in the U.S., and the sectoral R&D investment in software, pharmaceutical and semiconductor industries. Due to the frequency of available data, depreciation rate is calculated quarterly for aggregate and software R&D, and yearly for pharmaceutical and semiconductor R&D.
Aggregate R&D Investment

Software R&D Investment
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Fig. 1. Time-Varying Depreciation Rates of R&D Investment.

Fig. 1 shows the quarterly time-varying depreciation rate for aggregate R&D investment and software R&D investment, and annual time-varying depreciation rate for pharmaceutical R&D investment and semiconductor R&D investment between 1978 and 2014.

Table 4

|                | Aggregate          | First Difference | Software          | First Difference | Pharmaceutical | First Difference | Semiconductor | First Difference |
|----------------|--------------------|------------------|-------------------|------------------|----------------|------------------|---------------|------------------|
| Real R&D Investment | 0.009***           | (2.605)          | 0.001             | (0.187)          | -0.022         | (-0.804)         | -0.005        | (-0.150)         |
| Real Interest    | -0.276***          | (-4.345)         | -0.276***         | (-4.545)         | -0.537***      | (-3.793)         | -0.537***     | (-3.793)         |
| Rate of R&D      | -0.128***          | (-4.304)         | -0.108***         | (-2.946)         | -0.746***      | (-4.237)         | -1.001***     | (-4.019)         |
| Real Cost Growth | -0.338***          | (-6.101)         | -0.338***         | (-6.101)         | -1.641***      | (-5.612)         | -1.641***     | (-5.612)         |

Table 4 displays the augmented Dickey-Fuller unit root tests for stationarity. The estimating equation for each variable is $\Delta x_t = \alpha + \gamma x_{t-1} + \sum_{i=1}^m \beta_i \Delta x_{t-i} + \epsilon$. The null hypothesis is that $\gamma \geq 0$ and the variable $x_t$ is nonstationary. The alternative hypothesis is that $\gamma < 0$ and the variable $x_t$ is stationary. The lag order of the augmented part is selected based on Akaike information criterion. The t-statistic of $\gamma$ are in the parenthesis, *** indicates significance at 1% level, ** indicates significance at 5% level, and * indicates significance at 10% level. Variables for aggregate and software R&D investment are in the quarterly frequency. Variables for pharmaceutical and semiconductor R&D investment are in the yearly frequency. Conclusion: the time-varying depreciation rates, real interest rate and R&D price growth are stationary in levels. R&D investments are stationary in first differences.
Table 5
Regression Results of Software R&D Investment.

| Software R&D Investment | 1       | 2       | 3       | 4       | 5       | 6       |
|-------------------------|---------|---------|---------|---------|---------|---------|
| Intercept               | 0.016   | 0.035   | 0.080*  | 0.007   | 0.019***| −0.006**|
| (0.450)                 | (1.012) | (2.554) | (1.737) | (2.696) | (2.283) |
| Real Interest Rate r_t  | −0.220***| −0.101***| −0.002***|         |         |         |
| (−3.373)                | (−3.221) |         |         |         |         |         |
| R&D Depreciation Rate d_t| −0.189  | −0.400  | −0.709**|         |         |         |
| (−0.654)                | (−1.478) | (2.808) |         |         |         |         |
| Real R&D Price Growth p_t| 0.194*  | 0.172   | 0.218** |         |         |         |
| (1.977)                 | (1.706) | (2.394) |         |         |         |         |
| User Cost r_t + d_t − p_t|         |         |         | −0.211***|         |         |
|                       |         |         |         | (5.508) |         |         |
| User Cost r_t − p_t     |         |         |         |         | −0.236***|         |
|                       |         |         |         |         | (5.461) |         |
| Adjusted R²             | 0.155   | 0.138   | 0.095   | 0.159   | 0.166   | 0.164   |

F-Tests Results of the Equality of Regression Parameters

| Null Hypothesis of F-Tests | F-Statistics | P-value |
|---------------------------|-------------|---------|
| H₀: η₁ = η₂               | 0.01        | 0.921   |
| H₀: η₁ = η₃               | 0.06        | 0.808   |
| H₀: η₂ = η₃               | 0.00        | 0.989   |

Table 5 reports the regression results of R&D investment in software quarterly over 1978–2014. Dependent variables are combinations of the real interest rate, time-varying aggregate R&D depreciation rate and real R&D price growth. The signs are reversed to be consistent with the theoretical model. T-statistics are listed in the parenthesis. *** indicates the significance at 1%, ** indicates the significance at 5%, and * indicates the significance at 1%. In columns 1–4, software R&D investment declines when interest rates and depreciation rate rise. The elasticities of R&D investment have similar magnitude in depreciation, interest, and price, suggesting user cost. Columns 5–6 impose the user cost, where identical elasticities apply for interest rate, and software depreciation and real cost appreciation. The elasticity of software R&D investment in its user cost is about −0.2.

The lower table shows the F-test results of the equality of parameters of regression 1. The p-values are all greater than 10%, indicating the absolute values of all the regression parameters are equal, suggesting the application of user cost.

5. Empirical results

Table 5 reports the regression results of software R&D investment quarterly over 1978–2014. Specifications include combinations of real interest rate, time-varying R&D depreciation, and real R&D price growth for software. In columns 1–4, software R&D investment declines when interest rate and depreciation rate rise. Software R&D investment rises with its price appreciation. Software R&D investment demand is relatively inelastic, with absolute values all below one.

In column 1, R&D investment in software has similar elasticity magnitudes to the interest rate, depreciation, and price growth. F-test results show that the absolute values of regression parameters for interest rate, depreciation, and price growth are statistically equal, supporting the user cost. Given these results, regressions in columns 5 and 6 are appropriate, as they report the user cost elasticities on software R&D investment. Imposed are identical elasticities in absolute value for the interest rate, depreciation, and price appreciation. The user cost is the real interest rate plus depreciation rate less real price growth. The elasticity of software R&D investment in its user cost ranges between −0.211 and −0.236. A 100-basis point increase in the user cost reduces R&D investment in software by between 21.1 and 23.6 basis points. There is no additional obsolescence above depreciation. Software is an industry where code modifications and fixes allow for ongoing updating. This updating allows software to remain competitive for years and even generations. Examples include Microsoft Windows and Apple iOS, where software fixes and upgrades are automatically incorporated.

In column 4, where the depreciation rate is constant, its effect is embedded in the intercept of the regression. R&D investment depends only on the interest rate and price growth adjusted for inflation. The interest rate elasticity of R&D investment declines from −0.22 to near-zero at −0.002. With a constant depreciation rate, R&D investment responds minimally to the remaining signal of interest rate. The results confirm the necessity of having a time-varying depreciation.

Table 6 reports estimates of R&D investment for the aggregate U.S. economy quarterly over 1978–2014. Dependent variable is the real aggregate R&D investment growth. Independent variables are combinations of the real interest rate, depreciation rate and real R&D price growth. Column 1 has the flexible form, with separate investment elasticities in interest rate, depreciation, and price appreciation. The elasticity of R&D investment for time-varying depreciation rate is −1.375. The real interest rate elasticity is −0.166, whose absolute value is significantly lower than unity. Price appreciation has an elasticity of 0.176, significantly less than one. The aggregate R&D investment is elastic in depreciation, but relatively inelastic in interest rates and price appreciation. At the aggregate level, depreciation reduces R&D investment more than interest rate, suggesting obsolescence. The F-tests show that the depreciation elasticity is different from the elasticities for other two variables, supporting obsolescence given the sign.

Column 4 shows the case when the depreciation rate is constant and its effect on R&D investment is in the intercept. Aggregate R&D investment depends only on the real interest rate and real price growth. Compared to results in column 1, the R&D interest elasticity falls to −0.001 and that of price growth is reduced to 0.152.
Table 6: Regression Results of Aggregate R&D Investment.

| Aggregate R&D Investment | 1     | 2     | 3     | 4     | 5     | 6     |
|--------------------------|-------|-------|-------|-------|-------|-------|
| Intercept                | 0.165** | 0.116 | 0.017 | −0.008** | 0.010* | −0.007*** |
| Real Interest Rate $r_t$ | (−2.043) | (1.435) | (0.226) | (2.396) | (1.835) | (−3.875) |
| R&D Depreciation Rate $d_t$ | (−3.937) | (4.038) | −0.189 | (−3.289) |
| Real R&D Price Growth $p_t$ | 0.176** | 0.192*** | 0.152** |
|                         | (2.838) | (2.949) | (2.459) | −0.139*** | (−4.605) | −0.132*** | (−4.496) |

F-Tests Results of the Equality of Regression Parameters

| Null Hypothesis of F-Tests | F-Statistics | P-value |
|----------------------------|-------------|---------|
| $H_0: \beta_1 = \beta_2$  | 3.71**      | 0.056   |
| $H_0: \beta_1 = \beta_3$  | 0.02        | 0.892   |
| $H_0: \beta_1 = \beta_4$  | 3.53**      | 0.062   |

Table 6 reports the regression results of aggregate R&D investment in the U.S. quarterly over 1978–2014. Dependent is the real R&D investment growth. Independent variables are combinations of the real interest rate, the time-varying aggregate R&D depreciation rate and the real R&D price growth. The signs are reversed to be consistent with the theoretical model. T-statistics are listed in the parenthesis. **” indicates the significance at 1%, “” indicates the significance at 5%, and “” indicates the significance at 10%. In columns 1–4, the elasticity of R&D investment to interest rate ranges nearly zero and −0.17. In R&D price appreciation, the elasticity of investment is between 0.15 and 0.19. The depreciation elasticity is ranges from −0.10 to −1.4. R&D investment is elastic in depreciation, but relatively inelastic in interest rates and price appreciation. Depreciation reduces R&D investment more than interest rate, indicating obsolescence. Columns 5–6 impose the user cost. The elasticity of aggregate R&D investment to the user cost is −0.14. Imposing a user cost leads to an inelastic demand that suppresses the depreciation response. The lower table shows the F-test results of the equality of parameters of regression 1. The results indicate the absolute value of regression parameter of depreciation is different from the other two variables, supporting obsolescence given its sign. With constant depreciation, R&D investment responds minimally to interest rates and prices, and obsolescence is eliminated. The driver of aggregate R&D investment is time-varying depreciation.

In Table 7, panel A reports the estimates of R&D investment for pharmaceuticals with annual data. In columns 1–3, pharmaceutical R&D investment is not sensitive to real interest rates or price appreciation, but the elasticity of R&D investment to time-varying depreciation is significant, ranging between 1.46 and 1.51. A higher depreciation rate leads to more R&D investment, implying scale.

Scale creates positive externality of R&D investment on drug and vaccine, reduces costs of depreciation and subsequent pharmaceutical trials, and increases future R&D investment. Regulatory bodies require preclinical tests and a sequence of multiple clinical phases. After feasibility on non-human subjects, there are three steps in clinical trials. Phase 1 tests the treatment on healthy volunteers to gauge human reaction. Phase 2 tests on patients with the specific condition experimentally with the developer. Phase 3 increases the patient sample size, involving the developer and medical providers. Even if the success ratio for pharmaceutical R&D projects is relatively low, an unsuccessful R&D investment in a drug or vaccine for one disease has potential for other related ones. Related viruses have common genetic codes. The result is scale, with apparent depreciation in one area lowering ongoing costs in other areas. Coronavirus families including SARS, MERS, and Covid-19 are cases where pharmaceutical firms with previous R&D investment have low barriers and cost to enter the subsequent efforts to cure new disease, resulting in an increase in R&D investment. These findings are particularly timely and relevant, given the financial instability and unique times that encompass the world at the current moment. The effect of scale in pharmaceutical R&D reduces the cost of depreciation and lowers the hurdle rate, leading to more R&D investment. The results potentially explain Hall (2005, 2010) with a negative depreciation rate in pharmaceutical development ranging from −11% to 15% annually.

Panel B of Table 7 shows results for R&D investment for semiconductors with annual data. In columns 5–7, semiconductor R&D investment increases significantly with the depreciation rate, with an elasticity between 0.82 and 0.86. Semiconductor R&D investment is not sensitive to interest rate or real price growth. In column 4 without a time-varying depreciation rate, the only significant component is the intercept. The results reinforce the necessity of having a time-varying depreciation rate.

Semiconductors have similar scale effects. Moore (1965) in Moore’s Law, posited that integrated circuits on a quarter square inch of a chip double every two years.5 In an update, Moore (2006) finds that the pattern continues. Ongoing technological change in semiconductors has proceeded, despite rising costs of building fabrication plants as Moore’s second law. R&D investment leads to scale in chip design and the efficiency in producing added units in fabrication plants. The impact of depreciation is to reduce the adjusted discount rate, incentivizing semiconductor firms to take on R&D investments. Scale potentially explains findings of negative depreciation rates in industries related to semiconductors. Hall (2005) finds rates of R&D depreciation ranging between −5% to 25% in computers, −3% to 36% in electronics and −2% to 32% in machinery. The negative depreciation rates are not necessarily perverse.

Our estimation improves forecasting of R&D investment. R&D investment is nonstationary and subject to unpredictable events. The past data of R&D investment does not provide credible information in forecasting. The time-varying depreciation rate, interest rate, and price growth are stationary and forecastable based on their best-fitted time-series models. The forecasts of these variables and their estimated relationship with R&D investment allow for

---

5 Moore (1965) plotted the logarithm of the number of components per integrated function against time, showing a linear pattern as Moore’s Law. In 1965, 500 components were crammed per linear inch in 1965, or a quarter million per square inch, and 65,000 per quarter square inch doubling every year.
Table 7 reports the regression results of R&D investment for pharmaceutical industry and semiconductor industry annually over 1978–2018. Dependent is the real R&D investment growth in pharmaceutical industry and semiconductor industry, respectively. Independent variables are combinations of the real interest rate, the time-varying aggregate R&D depreciation rate and the real R&D price growth. The signs are reversed to be consistent with the theoretical model. T-statistics are listed in the parenthesis. ** indicates the significance at 1%, *** indicates the significance at 5%, and * indicates the significance at 10%.

In columns 1–4, pharmaceutical R&D investment is increasing in depreciation rate, with an elasticity of between 1.46 and 1.51. It is not sensitive to interest rates or price appreciation. Time-varying depreciation leads to more R&D investment in pharmaceutical industry, suggesting scale.

In columns 5–8, semiconductor R&D investment is increasing in depreciation rate, with an elasticity of between 0.82 and 0.86. It is not sensitive to interest rates or price appreciation. Time-varying depreciation leads to more R&D investment in semiconductor industry, suggesting scale.

Table 8 shows the maximum likelihood estimation results for all the parameters of ARIMA models. The t-statistics are listed in the parentheses. *** indicates significance at 1% level, ** indicates significance at 5% level, and * indicates significance at 10% level.

within-sample verification and out-of-sample prediction for R&D investment.

Table 8 shows the autoregressive integrated moving average (ARIMA) properties of quarterly time-varying depreciation for software and the aggregate U.S., along with interest rates and real R&D cost appreciation. The autocorrelation function (ACF) and partial autocorrelation function (PACF) are estimated. The ACF show gradual decaying in both variables. The PACF cuts at lag 1 for software depreciation rate and at lag 6 for aggregate depreciation rate. The software depreciation is best fitted in an ARIMA(1,0,0) model and the aggregate depreciation is best fitted in an ARIMA(6,0,0) model. The Box-Ljung Chi-squared tests show that residual terms for depreciation rate ARIMA models have no autocorrelation and are white noise, confirming that the estimated ARIMA models are appropriate and adequate. The same procedure is also applied to interest rate and price growth.

Fig. 2 displays the point forecast and interval forecast of R&D depreciation in software and aggregate economy from 2015 to 2025. The blue line is the point forecast. The purple area shows the 95% forecast interval. The gray area shows the 80% forecast interval. Predictions of time-varying depreciation rates, interest rate, and price growth allow for forecasting of R&D investment based on its estimated relationship with these variables. The in-sample forecasts of 2015–2019 is compared with actual observations for validation.

Table 9 depicts the summary statistics of forecast errors generated by our method using time-varying depreciation rate and two best alternatives that forecast R&D investment using its historical data. One is an exponential smoothing state space (ETS) model described by Hyndman et al. (2002) and Hyndman et al. (2008). The other is a trigonometric Box-Cox transformation, ARMA residuals, trend and seasonality (TBATS) model as illustrated by
Software R&D Depreciation Rate

Aggregate R&D Depreciation Rate

Fig. 2. Point Forecast and Interval Forecast of Time-Varying R&D Depreciation Rates. Fig. 2 displays the graphs of forecasted time-varying depreciation rates for software R&D investment and aggregate R&D investment. The blue line is the point forecast based on ARIMA models. The purple area shows the 95% forecast interval and the gray area shows the 80% forecast interval.

Table 9
In-sample Forecast Error Comparison for R&D Investment.

|                  | Our Forecast | ETS Forecast | TBATS Forecast |
|------------------|--------------|--------------|----------------|
| Panel A: Software R&D Investment |             |              |                |
| Mean             | 2.019%       | 9.040%       | 7.316%         |
| Standard Deviation | 1.079%     | 5.093%       | 4.056%         |
| Maximum          | 3.658%       | 16.965%      | 13.833%        |
| Minimum          | 0.026%       | 0.402%       | 0.650%         |
|                  |              |              |                |
| Panel B: Aggregate R&D Investment |         |              |                |
| Mean             | 1.359%       | 3.709%       | 3.501%         |
| Standard Deviation | 0.821%     | 2.678%       | 2.114%         |
| Maximum          | 2.846%       | 8.066%       | 7.154%         |
| Minimum          | 0.260%       | 0.332%       | 0.672%         |

Table 9 shows the in-sample forecast error comparison for software R&D investment (Panel A) and aggregate R&D investment (Panel B) quarterly from 2015 to 2019. Our forecast is based on the forecasts of time-varying depreciation rate, interest rate, price growth and their estimated relationship with R&D investment. The ETS model forecasts the future values of R&D investment based on its historical data via an exponential smoothing state space model (see Hyndman et al., 2002, and Hyndman et al., 2008). The TBATS model forecasts the future values of R&D investment based on its historical data via a trigonometric Box-Cox transformation, ARMA residuals, trend and seasonality method (De Livera et al., 2011).

De Livera et al. (2011). The mean forecast error of software R&D investment of our method is 2.02%, which is much less than 9.04% of ETS method and 7.32% of TBATS method. The standard deviation of forecast error of our method is 1.079%, compared to 5.093% for ETS method and 4.056% for TBATS method. Similar results are found in the in-sample forecast error comparison of aggregate R&D investment. The mean forecast error of aggregate R&D investment of our method is 1.36%, as opposed to 3.71% of ETS method and 3.50% of TBATS method. The standard deviation of forecast error of our method is 0.82%, compared to 2.68% for ETS method and 2.11% for TBATS method.

The numerical comparison of in-sample forecasts confirms improvement over alternatives. Based on in-sample forecasting performance, the time-varying depreciation is applied to out-of-sample predictions for R&D investment for 2020–2025. In-sample and out-of-sample forecasts for software and aggregate R&D investment are displayed in Fig. 3. The black solid line indicates the actual R&D investment from 2015 to 2019. The red dashed line indicates the in-sample and out-of-sample forecast of R&D investment with time-varying depreciation rate and estimated demand function proposed by this study from 2015 to 2025. The blue dotted line indicates in-sample and out-of-sample forecasts of R&D investment using an ETS model from 2015 to 2025. The orange dotted line indicates in-sample and out-of-sample forecasts of R&D investment using a TBATS model from 2015 to 2025.
30.4% for U.S. aggregate economy and 31.5% in software industry during 1978–2014. Pharmaceuticals and semiconductors have mean annual depreciation of 41% and 42%.

Without time variation, constant depreciation has no impact on the incremental investment. The estimated time-varying depreciation rates are used together with interest rate and price growth to estimate the demand for R&D investment for 1978–2014.

The R&D investment demand has separate elasticities in time-varying depreciation, interest rate, and price growth. For software and R&D, investment has the same magnitude of sensitivity to depreciation as to interest rate and price, allowing a user cost to apply. For semiconductors and pharmaceuticals, depreciation leads to more R&D investment, suggesting scale. For the aggregate economy, depreciation reduces R&D investment more than interest rate, indicating obsolescence.

Forecastable time-varying depreciation, interest rate and price appreciation predict subsequent R&D investment. The in-sample period 2015–2019 has been reserved for back-checking the accuracy of R&D investment forecasting. The in-sample forecast comparison confirms that forecasting using time-varying depreciation and estimated investment demand function is superior to the alternative methods. Based on these outcomes, out-of-sample forecasts of R&D investment have been carried out through 2025, and capital stocks are constructed at both aggregate and industry level.

The investment structure is applicable to any type of depreciable asset. High technology has been confirmed as being a rapidly depreciating asset. Motor vehicles and equipment are candidates for testing time-varying depreciation too. The application is also appropriate to more slowly depreciating assets including commercial and residential structures.

Fig. 4. R&D Capital Stocks.

Results in Fig. 3 visually confirm the superiority of time-varying depreciation method over the traditional alternatives.

The capital stock of R&D is a weighted sum over depreciation and R&D investment. Fig. 4 displays the R&D capital stock of software and aggregate economy under three different methods. The black curve represents the R&D capital stock using a constant depreciation rate and actual investment. The red curve represents the R&D capital stock from Method 1 with constant depreciation rate and actual R&D investment. The blue curve represents R&D capital stock from Method 2 with time-varying depreciation rate and actual R&D investment. The blue curve represents R&D capital stock from Method 3 with time-varying depreciation rate and estimated R&D investment based on the demand function, which also enables the forecasting of R&D capital stock.

6. Conclusion

Time-varying depreciation rates are estimated for research and development of the United States aggregate economy and innovation-intensive industries, such as software, semiconductors, and pharmaceuticals. Mean annual R&D depreciation rates are
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