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Abstract

Memory is a key computational bottleneck when solving large-scale convex optimization problems such as semidefinite programs (SDPs). In this paper, we focus on the regime in which storing an $n \times n$ matrix decision variable is prohibitive. To solve SDPs in this regime, we develop a randomized algorithm that returns a random vector whose covariance matrix is near-feasible and near-optimal for the SDP. We show how to develop such an algorithm by modifying the Frank-Wolfe algorithm to systematically replace the matrix iterates with random vectors. As an application of this approach, we show how to implement the Goemans-Williamson approximation algorithm for MaxCut using $O(n)$ memory in addition to the memory required to store the problem instance. We then extend our approach to deal with a broader range of structured convex optimization problems, replacing decision variables with random extreme points of the feasible region.

1 Introduction

Semidefinite Programs (SDPs) are a class of mathematical programming problems that have a wide range of applications in areas such as control theory, statistical modelling [24, 25], correlation clustering [2, 3], community detection [18], angular synchronization [34], and combinatorial optimization [14, 40]. Moreover, a variety of approximation algorithms for combinatorial optimization problems involve solving a SDP relaxation and then rounding the solution to produce a feasible point with provable suboptimality guarantees. There are efficient algorithms such as interior-point methods [41], which can be used to solve SDPs. However, as the problem size increases, the memory required by these algorithms becomes a key computational bottleneck. In one regime of interest for very large-scale problems, it is not even possible to store a dense $n \times n$ decision variable in core memory.

One prominent approach to dealing with this bottleneck is to parameterize the positive semidefinite (PSD) decision variable as $X = UU^T$ and reformulate SDPs as nonlinear programs in the variable $U \in \mathbb{R}^{n \times r}$ [9, 20], where the value of $r$ must satisfy the Barvinok-Pataki bound [4, 33, 42] for optimality guarantees. This approach has received a lot of attention (see, for example, [5, 8, 12, 23]) because it is able to resolve scalability issues with SDPs to some extent by using a low-rank parameterization. Recently, another approach for SDPs in low memory has emerged. This involves maintaining a lower dimensional sketch of the decision variable, while preserving the convexity of the problem formulation. This approach has primarily been developed in cases where either we know an \emph{a priori} bound on the rank of the solution [13] or the aim is to generate a low-rank approximation of the solution [44].

In this paper, we develop methods to ‘solve’ SDPs in low memory without prior knowledge of the rank of an optimal solution. We do not explicitly aim to represent the matrix decision
variable $X$, but rather to sample a zero-mean random vector with covariance $X$. This sampled representation of the solution only requires $O(n)$ memory and is sufficient to implement rounding schemes for a number of SDP relaxations of binary optimization problems. Moreover, other succinct representations of the solution, such as low-rank approximations, can be computed in low memory by repeatedly generating sampled solutions (see Section 6). Our aim, then, is to develop an algorithm that generates random variables with covariance that is a (near-)optimal point to a SDP. Initially, we focus on trace constrained SDPs

$$\max_X g(B(X)) \quad \text{subject to} \quad \begin{cases} \operatorname{Tr}(X) \leq \alpha \\ X \succeq 0, \end{cases} \quad \text{(BoundedSDP)}$$

where the objective function $g$ is concave and smooth and $B(\cdot) : \mathbb{S}^n \to \mathbb{R}^d$ is a linear mapping. This problem class was studied by Yurtsever et al. [44] and our approach is very much inspired by their work. The map $B$ projects the $(n+1)^2$-dimensional variable to a much smaller $d$-dimensional space. One way to incorporate any additional constraints to this problem is to add a corresponding penalty term in the objective, at the expense of maintaining exactly feasible iterates (see Section 3.2). In Section 5, we discuss how to extend further our main idea to certain other constraint sets without compromising on feasibility.

### 1.1 Motivating Example: Maximum Cut Problem

The MAXCUT problem involves maximizing the Laplacian of a graph over binary decision variables, i.e.,

$$\max_{x \in \{-1,1\}^n} x^T C x \quad \text{(MaxCut)}$$

where $C = (1/4)L_G$ and $L_G$ is the Laplacian of a graph. The cost matrix $C$ has a positive entries on the diagonal and is a symmetric diagonally dominant matrix, i.e., the absolute value of each diagonal element of the matrix is greater than or equal to the sum of the absolute values of all the elements in the corresponding row. In a celebrated result, Goemans and Williamson [16] developed a $\alpha_{GW}$-approximation algorithm (with $\alpha_{GW} \approx 0.878$) that involves solving the SDP relaxation

$$\max_{\operatorname{diag}(X) = 1, X \succeq 0} \langle C, X \rangle \quad \text{(MaxCut-SDP)}$$

followed by a randomized rounding scheme. If $X^*$ is an optimal solution of (MaxCut-SDP), the rounding scheme involves sampling a zero-mean Gaussian vector $z$ with covariance $X^*$ and returning the binary vector $\text{sign}(z)$. This vector achieves the stated approximation guarantee in expectation. To implement this rounding scheme, there is no need to explicitly compute $X^*$; instead it is enough to construct a zero-mean Gaussian vector with covariance $X^*$. This observation is a key motivation for our notion of sampled solutions for SDPs.

Following [45], we define the working memory of an algorithm as follows.

**Definition 1.1.** The *working memory* of an algorithm is defined as the total memory utilized by the algorithm apart from the memory required to represent the problem instance.

If we have an algorithm to solve (MaxCut-SDP) that can track such samples rather than the full decision variable, we can potentially implement the Goemans-Williamson method using $O(n)$ working memory. One of the main contributions of this paper is to show that this in fact possible (see Algorithm 3).

### 1.2 Our Contributions

We now summarize the key contributions of the paper.
Sample-based solutions to convex programs  A key conceptual contribution of this paper is to propose the idea of sample-based solutions to convex programs.

- Gaussian samples: In this case, the aim is to represent the psd solution $X$ of a SDP via a zero mean Gaussian vector $z \sim \mathcal{N}(0, X)$ such that its covariance is $X$.

- Extreme-point samples: The aim is to represent the solution $x$ of a convex program via a random extreme point of the feasible region such that its expected value is $x$.

Generating Gaussian sample-based solution to SDPs  Using an algorithmic framework based on the Frank-Wolfe algorithm, we show that it is possible to compute an $\epsilon$-optimal Gaussian sample-based solution of (BoundedSDP) and a near-feasible, near-optimal Gaussian sample-based solution to SDP with $d$ linear equality constraints and bounded feasible region (see Lemma 3.2). The working memory of our algorithm is $O(n + d)$.

Approximation algorithm for MaxCut  For MaxCut, we provide an implementation of Goemans-Williamson rounding method that results in a $(1 - \epsilon)\alpha_{GW}$-approximate solution (with $\alpha_{GW} \approx 0.878$) to MaxCut that requires additional storage of at most $3n$ numbers. This result Theorem 4.1 from Section 4 is stated in a less detailed form below.

Theorem 1.1. Given $\epsilon \in (0, 1)$ and a diagonally dominant cost matrix $C$, there exists a polynomial time $O\left(\frac{n^3}{\epsilon^2} \log(2n) \log \left(\frac{2n}{\epsilon} \right) \times \text{mvc}\right)$ randomized algorithm, where mvc is the complexity of matrix-vector multiplication with $C$, that generates a random binary vector $w$ satisfying
\[
\alpha_{GW}(1 - \epsilon)\text{opt} \leq \mathbb{E}[w^T Cw] \leq \text{opt},
\]
where $\text{opt}$ is the maximum of $w^T Cw$ over the set $w \in \{-1, 1\}^n$. The working memory of the algorithm is at most $3n$ numbers.

A key conceptual difference between our approach and existing factorization or sketching methods is that no a priori bound on the rank of the optimal solution is required.

Generating extreme-point sample-based solutions to convex programs  For a convex optimization problem with compact feasible region, if the extreme points of the feasible region can be represented in low memory and we can solve the linear optimization subproblem in low memory, then we can track its solution in low memory. This allows us to move to a more general setting where the decision variable need not be a positive semidefinite matrix. We provide a modified Frank-Wolfe algorithm (see Algorithm 4) that returns a random extreme point that satisfies the optimality bounds in expectation.

1.3 Related Work on Low Memory Algorithms for SDP

One approach to low memory algorithms for SDPs with $d$ linear equality constraints is to replace the PSD matrix by a low-rank factorization and use nonlinear programming techniques to compute the solution of the resulting nonconvex problem. This technique was pioneered by Burer and Monteiro [9]. The factorization sacrifices convexity and its associated optimality guarantees and typical numerical algorithms are only able to generate first- or second-order critical points. Nevertheless, Boumal, Voroninski, and Bandeira [7] showed that if the constraint set is a smooth manifold and the rank $r$ of the factorization is set to satisfy $r(r + 1) \geq 2d$, then any second-order critical point for SDP is a global optimum. This bound is a consequence of Barvink-Pataki bound [4, 33] which states that SDP with $d$ linear equality constraints and a bounded feasible region admits a global optimum with rank $r^*$ that satisfies $r^*(r^* + 1) \leq 2d$. Using a second-order method [23] or a Riemannian gradient descent algorithm [8], it is
then possible to compute an $\epsilon$-optimal solution to the factorized problem that satisfies the Barvinok-Pataki bound, and uses $O(n\sqrt{d})$ working memory. On the other hand, Waldspurger and Waters [42] showed that unless the rank $r$ of the factorization is set to be at least as large as $\sqrt{2d}$, a typical numerical algorithm may converge to nonoptimal second-order critical points for the resulting nonconvex problem. Thus, this method requires $\Omega(n\sqrt{d})$ working memory to generate a solution with provable optimality guarantees.

A recent approach to solving linearly constrained SDPs in low memory involves sketching the decision variable to a low dimensional subspace and using first-order algorithms to compute a solution of the optimization problem in the space of the sketched decision variable. Unlike factorization approaches that break the convexity of the linearly constrained SDP, sketching the variable preserves the convexity of the problem formulation. These methods are based on techniques for sketching low rank matrices. For instance, Tropp et al. [38] provide an algorithmically simple sketching technique to compute a low-rank approximation of a matrix $A \in \mathbb{R}^{n \times n}$ by exploiting the spectral decay of the matrix (see also, [39]). Their algorithm preserves the positive semidefiniteness of the decision variable.

Such sketching and reconstruction techniques were extended by Yurtsever et al. [44] to generate an approximate rank-$r$ factorization of a solution to a smooth convex optimization problem with bounded nuclear norm constraint. They do so by sketching the decision variable to a lower dimension and using the Frank-Wolfe algorithm to track the sketched variable. With the sketched variable, the working memory required for their method is $O(d + nr)$. Although the sketch used by Yurtsever et al. [44] is different from the sample-based solutions in this paper, the algorithmic architecture of our approach is inspired by their sketch.

In their recent work, Yurtsever et al. [45] extend the approach from [44] to deal with SDPs with $d$ linear equality constraints. They provide a polynomial-time randomized sketching algorithm that, with high probability, computes a rank-$r$ approximation of a near-feasible solution to SDP with $d$ linear equality constraints. The working memory required to compute this solution via sketching is $O(d + rn/\zeta)$, i.e., it is linear in number of equality constraints and the rank of the computed solution. The quantity $\zeta \in (0, 1)$ controls how close the rank-$r$ approximation $\hat{X}$ produced by the algorithm is to the best rank-$r$ approximation $[X]_r$ of the approximate solution $X$ of SDP with $d$ linear equality constraints. More precisely, with high probability these quantities satisfy $\|X - \hat{X}\|_* \leq (1 + \zeta)\|X - [X]_r\|_*$, where $\|\cdot\|_*$ is the nuclear norm. We will discuss the similarities and differences between our work and [45] in Section 7.

Alternatively, Ding et al. [13] compute a low-rank solution to an SDP with linear equality constraints by first approximately finding the subspace in which the solution lies. This subspace is computed by finding the null space of the dual slack variable. By restricting the search space of the primal solution to a smaller subspace, they restrict the memory required. The dual problem is solved only approximately, with the assumption that the rank of the primal optimal solution satisfies the Barvinok-Pataki bound [4, 33], which results in some error in the computation of the subspace in which the primal solution lies. The working memory for their method is then $\Theta(d + nr)$, where $r$ is the rank of an optimal solution to SDP.

A widely studied special case of SDP is $(\text{MaxCut-SDP})$. Since $(\text{MaxCut-SDP})$ has $n$ linear equality constraints, the Barvinok-Pataki bound [4, 33] states that the rank of the optimal solution could be $O(\sqrt{n})$. As such, the algorithms for solving $(\text{MaxCut-SDP})$ could require $O(n^{1.5})$ working memory. One such algorithm is given by Klein and Lu [26] which generates a rank-1 update to the intermediate solution of $(\text{MaxCut-SDP})$ at each iteration. The number of iterations required for convergence, and thus the rank of the intermediate solution could be as large as $n$. By restricting the rank of the solution to $O(\sqrt{n})$, Klein and Lu [27] restrict the working memory to be $O(n^{1.5})$. An improvement on this memory requirement is provided by Yurtsever et al. [45]. Their sketching method generates, with high probability, a rank-1 approximation $zz^T$ of a near-feasible, $\epsilon$-optimal solution $X$ to $(\text{MaxCut-SDP})$ using $O(n/\zeta)$ working memory such that for some $\zeta \in (0, 1)$, $\|X - zz^T\|_* \leq (1 + \zeta)\|X - \hat{X}\|_*$, where $\hat{X}$ is the best rank-1
approximation of $X$ and $\| \cdot \|_*$ is the nuclear norm. While the memory required is linear in $n$, it also has dependence on the approximation parameter $\zeta$.

Our sampling technique uses $O(n)$ memory as we aim to represent only the samples of a near-optimal solution. This eliminates the dependency on the accuracy to which the low rank approximation of a near-optimal solution is computed or the rank $r$ of the approximation.

### 1.4 Notations

The inner product $\langle A, B \rangle = \text{Tr} (A^T B)$ denotes the matrix inner product, $\| A \|_F^2 = \langle A, A \rangle$ is the Frobenius norm and $\| A \|_*$ is the nuclear norm. Unless otherwise specified, $\| \cdot \|$ represents Euclidean norm for vectors. For a matrix $X$, $\text{diag}(X)$ represents a vector of the diagonal entries of matrix $X$. For a vector $x$, $\text{diag}^*(x)$ represents a diagonal matrix with the entries of $x$ on the diagonal. The vector $1$ has each element value equal to one. The notation $\nabla g(\cdot)$ is used to denote the gradient and $\nabla^2 g(\cdot)$ is used to denote the Hessian of a twice differentiable function $g$. We use $\mathcal{A}(\cdot) : S^n \to \mathbb{R}^d$ to denote a linear mapping of a symmetric $n \times n$ matrix to a $d$-dimensional space and $\mathcal{A}^*(\cdot) : \mathbb{R}^d \to S^n$ to denote its adjoint. The notation $\succeq$ denotes the semidefinite order. The notation $\lambda_{\max}(\cdot)$ is used to denote the largest eigenvalue of a matrix. The notations $O, \Omega, \Theta$ have the usual complexity interpretation.

### 1.5 Outline

The paper is organized as follows. In Section 2, we discuss standard results related to the Frank-Wolfe algorithm. These form the basis of algorithms and analysis discussed later. In Section 3, we present the idea of sampled solutions to SDPs, and provide a modified version of Frank-Wolfe that generates such sampled solutions. In Section 4, we apply our algorithm to generate sampled solutions to MaxCut-SDP. We also show how to round this sampled solution to give an implementation of the Goemans-Williamson method that uses $O(n)$ working memory. In Section 5 we discuss an extension of the idea of sampled solutions to SDPs to a more general setting in which the feasible solution is no longer required to be a trace constrained PSD matrix. We propose a modification of the Frank-Wolfe algorithm that generates a random extreme point of the feasible region, such that the expectation of the generated random solution is near-optimal. In Section 6, we discuss how to obtain other approximations of the solution of structured convex programs by combining our sampled representations with streaming algorithms. Section 7 discusses further possible extensions of our work and briefly presents preliminary numerical experiments.

### 2 Preliminaries

Consider the following optimization problem,

\[
\max_{x \in \mathcal{S}} \ g(\mathcal{B}(x)) = \max_{v \in \mathcal{B}(\mathcal{S})} \ g(v) \quad \text{(Constrained-OPT)}
\]

where $\mathcal{B}(\cdot) : \mathbb{R}^m \to \mathbb{R}^d$ is a linear map, $g(\cdot)$ is a smooth, concave function, and $\mathcal{S} \subseteq \mathbb{R}^m$ is a compact, convex set. The variable $v = \mathcal{B}(x)$ is said to be a ‘projection’ of the ‘lifted’ decision variable $x$ of (Constrained-OPT) and the map $\mathcal{B}(\cdot)$ can be interpreted as linear measurements of the decision variable. In this section, we briefly review the Frank-Wolfe algorithm [15], which is central to our algorithmic approach. We recall the modification done to the steps of Frank-Wolfe to adapt it to problems of type (Constrained-OPT) by Yurtsever et al. [44] and give subsequent convergence results. Moreover, we also discuss (BoundedSDP), which is a special case of (Constrained-OPT).
2.1 An Approximate Frank-Wolfe Algorithm

Frank-Wolfe [15] is an iterative algorithm for convex optimization over a compact, convex feasible region that solves a linear optimization problem at each iterate. The algorithm then, in each iteration, takes a fractional step towards a maximizer of the linear optimization subproblem which can be taken to be an extreme point of the feasible set ensuring that the next iterate remains feasible.

An approximate Frank-Wolfe algorithm (see, e.g., [21]) computes an $\epsilon$-optimal solution of (Constrained-OPT) by solving the linear subproblem approximately (with some finite additive error) at each iteration.

**Definition 2.1.** A feasible point $\bar{x} \in \mathcal{S}$ is called $\epsilon$-optimal for the optimization problem $\max_{x \in \mathcal{S}} f(x)$ if $f(\bar{x}) \geq \max_{x \in \mathcal{S}} f(x) - \epsilon$.

Algorithm 1 details an approximate Frank-Wolfe algorithm to compute an $\epsilon$-optimal solution to (Constrained-OPT).

**Algorithm 1:** Frank-Wolfe Algorithm with Approximate Solution to Subproblem (2.1)

**Input:** Stopping criteria $\epsilon$, accuracy parameter $\eta$, probability $p$ for subproblem (2.1), upper bound $C^u_g$ on the curvature constant

**Output:** $\epsilon$-optimal maximizer $x_t$ of $g(B(x_t))$, $v_t = B(x_t)$

1. **Function FWApproxSubprob:**
   1. Select initial point $x_0 \in \mathcal{S}$ and set $v_0 = B(x_0)$
   2. $t \leftarrow 0$, $\gamma \leftarrow \frac{2}{1+2}$
   3. $(h_t, q_t) \leftarrow \text{LMO}(B^*(\nabla g(v_t)), \frac{1}{2}\eta \gamma C^u_g, p)$
   4. while $\langle q_t - v_t, \nabla g(v_t) \rangle > \epsilon$
      5. $(x_{t+1}, v_{t+1}) \leftarrow \text{UpdateVariable}(x_t, v_t, h_t, q_t, \gamma)$
      6. $t \leftarrow t + 1$, $\gamma \leftarrow \frac{2}{1+2}$
      7. $(h_t, q_t) \leftarrow \text{LMO}(B^*(\nabla g(v_t)), \frac{1}{2}\eta \gamma C^u_g, p)$
   end

10. **return** $(x_t, v_t)$

11. **Function LMO(J, $\delta$, $p$):**
   12. Find $h \in \mathcal{S}$ such that with probability at least $1 - p$, $\langle h, J \rangle \geq \max_{s \in \mathcal{S}} \langle s, J \rangle - \delta$
   13. $q = B(h)$
   14. **return** $(h, q)$

15. **Function UpdateVariable(x, v, h, q, $\gamma$):**
   16. $x \leftarrow (1 - \gamma)x + \gamma h$
   17. $v \leftarrow (1 - \gamma)v + \gamma q$
   18. **return** $(x, v)$

In Algorithm 1, we assume that at each iteration, the linear optimization subproblem $\text{LMO}$ is solved by a randomized method that succeeds with probability at least $1 - p$. Moreover, we assume the randomness in this subproblem is independent across function calls. In Algorithm 1, we not only keep track of the ‘lifted’ iterate $x_t \in \mathbb{R}^n$ (decision variable) at each iteration but also the ‘projected’ iterate $v_t \in \mathbb{R}^d$. The knowledge of these projected iterates $v_t$ is enough to compute the gradient of the objective function, and hence to compute the update direction. Thus, for a high dimensional decision variable, we can simply track the projected iterates $v_t$ to track the improvement in objective function value at each iterate. This is a key observation from the work of Yurtsever et al. [44] that is also crucial here.
Curvature constant. The curvature constant $C_g$ is a measure of nonlinearity of the objective function $g$ over the feasible set $S$. It is defined (see, e.g., [21]) as,

$$C_g = \sup_{x, h \in S, \gamma \in [0, 1]} \frac{-2}{\gamma^2} (g(y) - g(v) - \nabla g(v)^T (y - v)).$$

The value of the curvature constant provides insight into the deviation of the linearization of the function $g$ from the actual function value. If $g$ is twice-differentiable, then we often use the upper bound,

$$C_g \leq C_u^g = \lambda_{\max}(-\nabla^2 g) \text{diam}(S)^2,$$

where diam$(S)$ is the Euclidean diameter of the set $S$.

Approximate solution to subproblem in LMO. The subroutine LMO solves the linear maximization problem

$$\max_{h \in S} \langle h, B^*(\nabla g(v)) \rangle$$

approximately at each iteration $t$. The approximate maximizer $h_t$ is computed such that with probability at least $1 - p$, the additive error in the function value at $h_t$ is at most $\frac{1}{2}\eta \gamma C_u^g$, where $\eta \geq 0$ is a fixed accuracy parameter and $C_u^g$ is an upper bound on the curvature constant of $g$. Initially, this margin of error is high; but with each iteration we solve the subproblem (2.1) to a higher accuracy. When $p = 0$, Algorithm 1 is equivalent to the Frank-Wolfe algorithm given by [19, 21]. By setting $p > 0$, we require the subroutine to adhere to the desired accuracy with some probability of failure.

Stopping criterion. Algorithm 1 terminates when

$$\langle q_t - v_t, \nabla g(v_t) \rangle \leq \epsilon$$

is satisfied. When this condition holds, it follows that $g(v_t) \geq g(v^*) - \epsilon$, i.e., $v_t$ is an $\epsilon$-optimal solution of (Constrained-OPT) [19, 21].

Convergence of the Frank-Wolfe algorithm.

**Theorem 2.1.** Let $g : \mathbb{R}^d \to \mathbb{R}$ be a concave and differentiable function and $x^*$ an optimal solution of (Constrained-OPT). If $C_u^g$ is an upper bound on the curvature constant of $g$, and $\eta \geq 0$ is the accuracy parameter for subproblem (2.1), then $x_t$, the $t$-th iterate of Algorithm 1, satisfies

$$-g(B(x_t)) + g(B(x^*)) \leq \frac{2C_u^g(1 + \eta)}{t + 2}$$

with probability $(1 - p)^t \geq 1 - tp$.

**Proof.** The results follows from [21, Theorem 1] when the subproblem (2.1) is solved to an accuracy of $\frac{1}{2}\eta \gamma C_u^g$ with probability $1 - p$. \qed

Thus, after $t = \frac{2C_u^g(1 + \eta)}{\epsilon} - 2$ iterations, the solution $x_t$ satisfies

$$g(B(x_t)) \geq g(B(x^*)) - \epsilon$$

with probability at least $1 - tp$. So, we can now compute an $\epsilon$-optimal solution to (Constrained-OPT) in $t \sim O(C_u^g/\epsilon)$ iterations with probability at least $1 - tp$.

In Algorithm 1, we solve the subproblem (2.1) approximately to find an update direction that is an extreme point of the set $S$. If the following conditions on the constraint set $S$ are satisfied, then we potentially generate the sampled representation of the solution to (Constrained-OPT) in low memory as illustrated in Section 2.2.
LowMemoryComputations The image of the linear map $B$ is low dimensional and the subproblem $(2.1)$ can be solved in low memory.

LowMemoryExtremePoints The extreme points of the feasible set $S$ can be represented in low memory.

2.2 SDP with Bounded Trace Constraint

For most of the paper, our focus is on semidefinite problems. As such, we briefly focus on (BoundedSDP), a special SDP that has a trace constrained feasible set and a concave objective function $g$. The extreme points of the feasible set $S = \{X \succeq 0 : \text{Tr}(X) \leq \alpha\}$ are rank-1 PSD matrices and can be represented in low memory. Moreover, a solution of subproblem $(2.1)$ at iterate $t$ can be computed by finding an eigenvector of the matrix $J = B^*(\nabla g(B(X_t)))$ corresponding to its largest eigenvalue. To solve this subproblem approximately, we find $w_t$ such that $\alpha w_t^T J w_t \geq \alpha \lambda_{\max}(J) - \frac{1}{2} \eta C_{\gamma}^\alpha$ and then select the update direction $H_t = \begin{cases} \alpha w_t w_t^T, & \text{if } w_t^T J w_t \geq 0 \\ 0, & \text{otherwise}. \end{cases}$ (2.4)

The computational complexity of each iteration depends on computing a rank-1 matrix that satisfies this inequality, i.e., solving an approximate eigenvalue problem. We use power method with random start to compute $\lambda_t$ and the unit vector $w_t$. Kuczyński and Woźniakowski [28] provide error bounds for power method when the input matrix is PSD. In Lemma 2.1, we restate their result so it applies to the largest eigenvalue of a symmetric matrix $J$.

Lemma 2.1. Let $J \in \mathbb{S}^n$ and let $\lambda$ be the largest absolute eigenvalue of $J$. For $\delta \geq 0$, $p \in [0,1)$ and $\alpha \geq 0$, the power method with random start computes a unit vector $w$ that satisfies $\alpha w^T J w \geq \alpha \lambda_{\max}(J) - \delta$ with probability at least $1 - p$ after $k \geq \frac{\lambda}{\alpha} \log \left( \frac{n}{p} \right)$ iterations. Each iteration of the power method consists of a matrix-vector multiplication with $J$ and the working memory is $n$ numbers.

Note that, for (BoundedSDP), it is sufficient to store the input parameters, the map $B(\cdot)$ and the rank-1 updates. If we have an access to a black box performing matrix-vector multiplications with $J$, the Frank-Wolfe algorithm, when applied to (BoundedSDP), has working memory bounded by $O(n + d)$ at each step.

3 Frank-Wolfe Algorithm with Gaussian Sampling

We now explain how to modify Algorithm 1, when applied to (BoundedSDP), to replace the matrix-valued iterates with Gaussian vectors such that their covariance is equal to the iterate value. We then show how to apply this approach to more general SDPs by incorporating the constraints into the objective with a penalty.

3.1 Idea of Gaussian Sampling

Consider the Frank-Wolfe update for (BoundedSDP) at iterate $t$, i.e., $X_{t+1} = (1 - \gamma_t) X_t + \gamma_t H_t$. Assume that, at iterate $t$, we have a zero-mean random vector $z_t$ with covariance $X_t$. The update direction $H_t = w_t w_t^T$ has rank one, so if $\zeta \sim \mathcal{N}(0, 1)$, then $\zeta w_t \sim \mathcal{N}(0, H_t)$. Now, if we define $z_{t+1} = \sqrt{1 - \gamma_t} z_t + \sqrt{\gamma_t} \zeta w_t$, then $E \left[ z_{t+1} z_{t+1}^T \right] = (1 - \gamma_t) X_t + \gamma_t H_t = X_{t+1}$.

A nonnegative weighted sum of the samples gives rise to nonnegative weighted sum of their covariance matrices. Furthermore, we can generate a sample at the next iterate in $O(n)$ memory when the update has rank at most one.
3.1.1 Frank-Wolfe algorithm with Gaussian sampling

Algorithm 2 incorporates Gaussian sampling into Algorithm 1 by replacing the matrix variables by the sampled representation. The main algorithm is similar to that in Algorithm 1. The difference lies in the functions LMO and UpdateVariable:

• \textbf{LMO}: In Algorithm 1, this function simply computes the update direction by computing the approximate maximizer of \( \langle s, B^* (\nabla g(v)) \rangle \) over the feasible set with additive error at most \( \frac{1}{2} \eta \gamma C_{u g} \). In Algorithm 2, we replace this step by computing the vector \( w \) such that \( w^T w \) solves the subproblem (2.1) approximately and the update satisfies (2.4).

• \textbf{UpdateVariable}: In Algorithm 1, we update the decision variable \( x \) and its projection \( v = B(x) \) at every iteration. In Algorithm 2, we only track the Gaussian sample \( z \sim N(0, X) \) and \( v = B(X) \) which requires only \( \Theta(n + d) \) memory instead of \( \Theta(n^2 + d) \).

Algorithm 2 gives a detailed description of the sampled modification of Frank-Wolfe applied to (BoundedSDP). The convergence rate of the Frank-Wolfe algorithm given in Theorem 2.1 applies even with the incorporation of Gaussian sampling, i.e., Algorithm 2 converges to \( z_t \) such that \( E[z_t^T z_t] \) is \( \epsilon \)-optimal for (BoundedSDP) after \( t \sim O(C_{u g} \epsilon) \) iterations. We summarize the result of Algorithm 2 applied to (BoundedSDP) in Proposition 3.1.

**Proposition 3.1.** The output of Algorithm 2 is a zero-mean Gaussian random vector \( \hat{z} \) with covariance \( \hat{X} \), where \( \hat{X} \) is an \( \epsilon \)-optimal solution of (BoundedSDP). The working memory of the algorithm is \( O(n + d) \), where the \( d \) is the dimension of the image of \( B \).

3.2 SDP with Linear Equality Constraints

Consider an SDP with linear objective function and linear equality constraints written as,

\[
\max_X \langle C, X \rangle \quad \text{subject to} \quad \begin{cases} \mathcal{A}(X) = b \\ X \succeq 0 \end{cases} \quad \text{(SDP)}
\]

where \( \mathcal{A}(\cdot) : S^n \to \mathbb{R}^d \) is a linear map. We assume that the feasible region is bounded. In Section 2.2, we saw that when Algorithm 1 is applied to (BoundedSDP), the rank of the update variable is at most one. And in Section 3.1, we saw that in this case we can update and track the change in a Gaussian sample representing the matrix-valued decision variable without explicitly computing the matrix at intermediate steps. Because of the simplicity of solving subproblem (2.1) and updating the samples for trace constrained problems, we penalize the linear equality constraints in (SDP) with a smooth penalty function so that the feasible domain is reduced to the one in (BoundedSDP). By penalizing the constraints, we can only generate a near-feasible point to (BoundedSDP), however, the extreme points of the modified constraint set now have a concise representation. In the specific case of (MaxCut-SDP), it is possible to generate a feasible solution with relative error bounds on the objective function value if we know a near-feasible solution for the problem with infeasibility error bounded by \( \| \mathcal{A}(X) - b \|_\infty \). This motivates us to use a penalty function (3.1) that approximates \( \| \mathcal{A}(X) - b \|_\infty \).

**Penalty function** For \( M > 0 \), let \( \phi_M(\cdot) : \mathbb{R}^d \to \mathbb{R} \) be defined by

\[
\phi_M(v) = \frac{1}{M} \log \left( \sum_{i=1}^d e^{M(v_i)} + \sum_{i=1}^d e^{-M(v_i)} \right). \tag{3.1}
\]

This function, also known as \textsc{LogSumExp} (LSE), is a smoothed approximation of \( \| v \|_\infty \) as the next well-known proposition shows.
Algorithm 2: Frank-Wolfe Algorithm with Gaussian Sampling

Input: Input data for (BoundedSDP), stopping criteria $\epsilon$, accuracy parameter $\eta$, probability $p$ for subproblem (2.1), upper bound $C^u_g$ on the curvature constant

Output: Sample $z \sim \mathcal{N}(0, \hat{X}_\epsilon)$ and $v = B(\hat{X}_\epsilon)$ such that $\hat{X}_\epsilon$ is an $\epsilon$-optimal solution of (BoundedSDP)

1 Function FWGaussian:
   2 | Select initial point $X_0 \in S$; $X_0 \leftarrow \frac{a}{n} I$ (say) and set $v_0 \leftarrow B(X_0)$
   3 | Sample $z_0 \sim \mathcal{N}(0, X_0)$
   4 | $t \leftarrow 0$, $\gamma \leftarrow 2/(t + 2)$
   5 | $(w_t, q_t) \leftarrow \text{LMO}(B^*(\nabla g(v_t)), \frac{1}{2} \eta \gamma C^u_g, p)$
   6 | while $\langle q_t - v_t, \nabla g(v_t) \rangle > \epsilon$ do
   7 | $(z_{t+1}, v_{t+1}) \leftarrow \text{UpdateVariable}(z_t, v_t, w_t, q_t, \gamma)$
   8 | $t \leftarrow t + 1$, $\gamma \leftarrow 2/(t + 2)$
   9 | $(w_t, q_t) \leftarrow \text{LMO}(B^*(\nabla g(v_t)), \frac{1}{2} \eta \gamma C^u_g, p)$
10 | end
11 return $(z_t, v_t)$

12 Function LMO($J$, $\delta$, $p$):
   13 | Find a unit vector $w$ such that with probability at least $1 - p$,
   14 | $\alpha \langle w w^T, J \rangle \geq \max_{d \in S} \alpha \langle d, J \rangle - \delta$
   15 | $\lambda \leftarrow \langle w w^T, J \rangle$
   16 | if $\lambda \geq 0$ then
   17 | $q \leftarrow B(\alpha w w^T)$
   18 | else
   19 | $q \leftarrow 0$, $w \leftarrow 0$
   20 | end
21 return $(w, q)$

22 Function UpdateVariable($z, v, w, q, \gamma$):
   23 | $z \leftarrow (\sqrt{1 - \gamma}) z + \sqrt{\gamma} w \zeta$ where $\zeta \sim \mathcal{N}(0, 1)$
   24 | $v \leftarrow (1 - \gamma) v + \gamma q$
25 return $(z, v)$

Proposition 3.2 (Bound on penalty [17]). If $\phi_M(\cdot)$ is defined as in (3.1), then

$$\|v\|_\infty \leq \phi_M(v) \leq \frac{\log(2d)}{M} + \|v\|_\infty. \tag{3.2}$$

We add this penalty term to the objective function of (SDP) to penalize the equality constraints and then solve the problem

$$\max_X \langle C, X \rangle - \beta \phi_M(A(X) - b) \quad \text{subject to} \quad \left\{ \begin{array}{l} \text{Tr}(X) \leq \alpha, \\ X \succeq 0, \end{array} \right. \tag{SDP-LSE}$$

where $M$ and $\beta$ are positive constants to be chosen later, and $\alpha$ is chosen such that $X \succeq 0$ and $A(X) = b$ implies that $\text{Tr}(X) \leq \alpha$. This is possible because the feasible region is assumed to be bounded.

A similar approximation and penalty technique is used by Hazan [19] to compute an approximate solution of a feasibility problem with linear inequality constraints. The objective function of (SDP-LSE) in this case is simply $\phi_M(A(X) - b)$ and the optimal objective function value is zero.

Let $(u, v) = B(X) = ((C, X), A(X))$ so that the objective function of (SDP-LSE) can be expressed as $g(u, v) = u - \beta \phi_M(v - b)$. This problem then has the same structure as (BoundedSDP).
We can now use Algorithm 2 to compute an $\epsilon$-optimal solution $\hat{X}_\epsilon$ of (SDP-LSE). Moreover, we will show (in Lemma 3.2) that by choosing the parameters $M$ and $\beta$ approximately, $\hat{X}_\epsilon$ is also a near-feasible, near-optimal solution of (SDP). The convergence rate and the bounds on the infeasibility and objective function value at $\hat{X}_\epsilon$ for (SDP) are given in Lemma 3.2.

3.2.1 Convergence of the Frank-Wolfe algorithm

Theorem 2.1 states the convergence result of Algorithm 1 when applied to (Constrained-OPT). The algorithm converges to an $\epsilon$-optimal solution after $O\left(\frac{C_u g}{\epsilon^2}\right)$ iterations. Moreover, this convergence result also holds for Algorithm 2 when applied to (SDP-LSE). We now determine an upper bound on the curvature constant $C_g$ for (SDP-LSE).

Lemma 3.1. An upper bound on the curvature constant $C_g$ of the concave, smooth function \(g(B(X)) = \langle C, X \rangle - \beta \phi_M(A(X) - b)\), where \(A(X) = [A_i, X]_{i=1}^d\), over the compact, convex set \(S = \{X \succeq 0 : \text{Tr}(X) \leq \alpha\}\) is

\[C_g \leq \beta \omega M \alpha^2,\]

where $\omega = \max_i \lambda_{\max}(A_i)$.

Proof. Let $f(X) = -\phi_M(A(X) - b)$ and let $S_f = \{X \succeq 0 : \text{Tr}(X) \leq 1\}$. An upper bound on the curvature constant $C_f$ of $f$ over $S_f$, given by Hazan [19] is

\[C_f \leq \lambda_{\max}(-\nabla^2 f) \text{diam}(S_f)^2 \leq \omega M.\]  

Note that $\lambda_{\max}(-\nabla^2 g) = \beta \lambda_{\max}(-\nabla^2 f) \text{ and diam}(S)^2 = \alpha^2 \text{diam}(S_f)^2$. Hence, an upper bound on the curvature constant of $g$ over $S$ is

\[C_g \leq \lambda_{\max}(-\nabla^2 g) \text{diam}(S)^2 = \beta \alpha^2 \lambda_{\max}(-\nabla^2 f) \text{diam}(S_f)^2 \leq \beta \omega M \alpha^2.\]

3.2.2 Optimality and feasibility results for (SDP)

Given an $\epsilon$-optimal solution to (SDP-LSE), $\hat{X}_\epsilon$, we analyze its suboptimality and infeasibility with respect to (SDP). The dual of (SDP) is

\[
\min_y \ b^T y \ \text{subject to} \ A^*(y) - C \succeq 0. \quad \text{(DSDP)}
\]

We assume that (SDP) is feasible and a constraint qualification holds ensuring that strong duality is satisfied, and the primal and dual problems have finite optimal values. Let $(X_{SDP}^*, y_{SDP}^*)$ be a primal-dual optimal pair. The optimality and infeasibility bounds that we obtain depend on the properties of the optimal dual solution, $y_{SDP}^*$.

Lemma 3.2. Let $(X_{SDP}^*, y_{SDP}^*)$ be an optimal solution of (SDP)–(DSDP) and let $\hat{X}_\epsilon$ be an $\epsilon$-optimal solution of (SDP-LSE). If $\beta > \|y_{SDP}^*\|_1$, then

\[
\langle C, X_{SDP}^* \rangle - \epsilon \leq \langle C, \hat{X}_\epsilon \rangle \leq \langle C, X_{SDP}^* \rangle + \|y_{SDP}^*\|_1 \frac{\beta \log(2d)}{\beta - \|y_{SDP}^*\|_1} + \epsilon, \tag{3.4}
\]

and

\[
\|A(\hat{X}_\epsilon) - b\|_\infty \leq \frac{\beta \log(2d)}{\beta - \|y_{SDP}^*\|_1} + \epsilon. \tag{3.5}
\]

Proof. The bounds (3.4) and (3.5) are derived in Appendix A. \(\square\)
Remark 3.1. Lemma 3.2 shows that \( \tilde{X}_\epsilon \) is a near-feasible point to \((SDP)\) with bounded objective function value such that the infeasibility and optimality bounds depend on the dual solution, \( \|y^{\ast}_{SDP}\|_1 \), and the parameters \( \beta \) and \( M \). If the parameter values \( \beta \) and \( M \) are specifically chosen to be \( \beta = 2\|y^{\ast}_{SDP}\|_1 \) and \( M = \frac{2\log(2d)}{\epsilon} \), then \( \tilde{X}_\epsilon \) satisfies \( \|A(\tilde{X}_\epsilon) - b\|_\infty \leq 2\epsilon \) and the objective function value is upper bounded by \( \langle C, X^{\ast}_{SDP} \rangle + 2\epsilon\|y^{\ast}_{SDP}\|_1 \).

Remark 3.2. In some cases, it is difficult to produce truly feasible points from the generated near-feasible points. While in other cases, such as \((MaxCut-SDP)\), it is fairly straightforward to make small modifications to a generated near-feasible point to produce a feasible point with a similar objective value. Furthermore, we will see that for \((MaxCut-SDP)\), it is possible to reduce \( \|y^{\ast}_{SDP}\|_1 \) to \( \langle C, X^{\ast}_{SDP} \rangle \), eliminating the unknown optimal dual variable from our bounds.

4 Approximation Algorithm for MaxCut

We apply the general framework from Section 3 to give an implementation of the Goemans-Williamson approximation algorithm for \( \text{MaxCut} \) that nearly achieves the approximation guarantee of Goemans-Williamson method, \( \beta \)-penalized formulation \((MaxCut-LSE)\) and \((MaxCut-SDP)\). Moreover, it is possible to generate a binary vector \( w \) using \((MaxCut-LSE)\) and \((MaxCut-SDP)\) that satisfies

\[
\alpha_{\text{GW}}(1 - 3\epsilon)\text{opt} \leq E[w^T C w] \leq \text{opt},
\]

where \( \text{opt} \) is the maximum of \( w^T C w \) over the set \( w \in \{-1, 1\}^n \). Algorithm 2 terminates after at most \( T(n, \epsilon) \) iterations, where at each iteration, at most \( 240^2 \log \left( \frac{\epsilon}{\sqrt{n}} \right) \) matrix-vector multiplications are performed. The working memory required is at most \( 3n \) numbers.
4.1 Relative Error Bounds on Suboptimality and Infeasibility

In this subsection, we derive relative error bounds on the suboptimality and infeasibility for (MaxCut-SDP) at \( \hat{X}_\epsilon \), the output of Algorithm 2, when solving (MaxCut-LSE). This is an application of Lemma 3.2 with the key difference that any dependence on the dual optimal solution has been eliminated.

The dual of SDP relaxation of MaxCut is,

\[
\min y \sum_{i=1}^{n} y_i \quad \text{subject to} \quad \text{diag}^*(y) - C \succeq 0.
\] (4.2)

Let \( y^*_{SDP} \) be an optimal solution of (4.2). We first show that \( \|y^*_{SDP}\|_1 \) is upper bounded by \( 2\text{Tr}(C) \).

Lemma 4.1. Let \( (X^*_{SDP}, y^*_{SDP}) \) be a primal-dual optimal pair for (MaxCut-SDP) and its dual (4.2). If \( C \) is diagonally dominant, then

\[
\text{Tr}(C) \leq \langle C, X^*_{SDP} \rangle = \|y^*_{SDP}\|_1 \leq 2\text{Tr}(C),
\] (4.3)

Proof. For a symmetric diagonally dominant cost matrix \( C \) with nonnegative entries on the diagonal, it follows from the Gershgorin circle theorem, that \( C \) must be a PSD matrix. Since \( C \) is PSD, \( \text{diag}^*(y) - C \succeq 0 \) implies \( y \geq 0 \). Thus, the objective function of (4.2) can be written as \( \|y\|_1 \). Moreover, the SDP relaxation of MaxCut satisfies Slater’s condition, so

\[
\langle C, X^*_{SDP} \rangle = \|y^*_{SDP}\|_1,
\]

for a primal-dual optimal pair \( (X^*_{SDP}, y^*_{SDP}) \). Furthermore, to see that \( \text{Tr}(C) = \langle C, I \rangle \leq \langle C, X^*_{SDP} \rangle \), we simply note that \( I \) is feasible for (MaxCut-SDP).

To prove \( \langle C, X^*_{SDP} \rangle \leq 2\text{Tr}(C) \), we use the fact that \( C \) is a diagonally dominant matrix with nonnegative entries on the diagonal. As such \( 2\text{diag}^*(\text{diag}(C)) - C \) is also symmetric diagonally dominant and has nonnegative diagonal entries. It follows that

\[
2\text{diag}^*(\text{diag}(C)) - C \succeq 0.
\] (4.4)

Then,

\[
\langle C, X^*_{SDP} \rangle \leq (2\text{diag}^*(\text{diag}(C)), X^*_{SDP}) = 2\text{Tr}(C),
\] (4.5)

where we used the fact that \( X^*_{SDP} \geq 0 \) and \( \text{diag}(X^*_{SDP}) = 1 \). \( \square \)

Remark 4.1. If \( C \geq 0 \), but is not diagonally dominant, then \( \|y^*_{SDP}\|_1 \leq n\lambda_{\max}(C) \leq n\text{Tr}(C) \), since \( y = 1 \cdot \lambda_{\max}(C) \) is feasible for the dual (4.2). So, \( \text{Tr}(C) \leq \langle C, X^*_{SDP} \rangle = \|y^*_{SDP}\|_1 \leq n\text{Tr}(C) \) in that case.

4.1.1 Optimality and feasibility bounds for (MaxCut-SDP)

By finding a near-optimal point for (MaxCut-LSE), the penalized relaxation of (MaxCut-SDP), we can obtain a near-feasible solution to (MaxCut-SDP) that has relative error \( \epsilon \). Note that a relative error bound is exactly what we need to obtain a multiplicative approximation guarantee for MaxCut.

Lemma 4.2. Let \( X^*_{SDP} \) be an optimal solution of (MaxCut-SDP) and \( \hat{X}_\epsilon \) be an \( \epsilon\text{Tr}(C) \)-optimal solution to (MaxCut-LSE) with \( M = \frac{4\log(2d)}{\epsilon} \) and \( \beta = 4\text{Tr}(C) \). Then

\[
\langle C, X^*_{SDP} \rangle (1 - \epsilon) \leq \langle C, \hat{X}_\epsilon \rangle \leq \langle C, X^*_{SDP} \rangle (1 + \epsilon),
\] (4.6)

and

\[
\|A(\hat{X}_\epsilon) - b\|_\infty \leq \epsilon.
\] (4.7)
Proof. This result is an application of Lemma 3.2 for specific parameter values. Substituting the values of $M$ and $\beta$, and using the inequality $\|y^*_{SDP}\|_1 \leq 2\text{Tr}(C)$ from Lemma 4.1, we see that

$$\|A(\hat{X}_\epsilon) - b\|_\infty \leq \frac{\beta \log(2d)}{M} + \epsilon \text{Tr}(C) \leq \frac{2\epsilon \text{Tr}(C)}{4\text{Tr}(C) - 2\text{Tr}(C)} = \epsilon.$$ 

Furthermore, combining $\langle C, X^*_{SDP} \rangle = \|y^*_{SDP}\|_1$ (from Lemma 4.1) with Lemma 3.2 gives the upper bound on $\langle C, \hat{X}_\epsilon \rangle$.

Remark 4.2. If $C \succeq 0$, but not necessarily diagonally dominant, then the bounds given in Lemma 4.2 hold for $M = (n + 2)\log(2d)\epsilon$ and $\beta = (n + 2)\text{Tr}(C)$.

4.2 Generating a Feasible Solution to MaxCut

We now show how to adapt the rounding procedure of Goemans-Williamson to our setting (Algorithm 3). The reason we need to modify the Goemans-Williamson scheme is because the zero-mean Gaussian random vector returned by Algorithm 2 has covariance that is not feasible for (MaxCut-SDP).

**Algorithm 3:** Generate a binary vector from a Gaussian vector

**Input:** A sample $\hat{z}_\epsilon \sim \mathcal{N}(0, \hat{X}_\epsilon)$ and $\text{diag}(\hat{X}_\epsilon)$

**Output:** A feasible solution to MAXCUT $w = \text{sign}(\overline{w})$

1. **Function GenerateSample:**
2. Generate $\zeta \sim \mathcal{N}(0, I - \text{diag}^*\left(\frac{\text{diag}(\hat{X}_\epsilon)}{\max(\text{diag}(X_\epsilon))}\right))$
3. Set $\overline{w} = \sqrt{\max(\text{diag}(X_\epsilon))} + \zeta$
4. return $\text{sign}(\overline{w})$

Algorithm 3 can be used to generate a feasible solution of MAXCUT from any PSD (covariance) matrix $X$. The first step of the algorithm generates $n$ independent zero-mean random variables with covariance defined by the diagonal entries of $I - \text{diag}^*\left(\frac{\text{diag}(\hat{X}_\epsilon)}{\max(\text{diag}(X_\epsilon))}\right)$. The random vector $\overline{w}$ in step 3 is a sum of two independent zero-mean Gaussian random vectors. The covariance of this random vector $\overline{w}$ can be stated as

$$\overline{X} = \frac{\hat{X}_\epsilon}{\max(\text{diag}(X_\epsilon))} + \left(I - \text{diag}^*\left(\frac{\text{diag}(\hat{X}_\epsilon)}{\max(\text{diag}(X_\epsilon))}\right)\right),$$

so that $\overline{w} \sim \mathcal{N}(0, \overline{X})$. The matrix $\overline{X}$ is a sum of two PSD matrices and so is PSD. Moreover, $\text{diag}(\overline{X}) = 1$, so $\overline{X}$ is feasible for (MaxCut-SDP). We can then apply the standard analysis of the Goemans-Williamson rounding scheme to $\overline{X}$.

**Goemans-Williamson rounding** For a PSD matrix $C$ and a Gaussian random vector $\overline{w} \sim \mathcal{N}(0, \overline{X})$, such that $\text{diag}(\overline{X}) = 1$, Nesterov [31] derived a $\frac{2}{\pi}$-approximation bound,

$$E_G[w^T C w] \geq \alpha \langle C, \overline{X} \rangle,$$

where $w = \text{sign}(\overline{w})$, $\alpha = \frac{2}{\pi}$ and $E_G[\cdot]$ denotes the expectation over Gaussian random vectors. Moreover, if $C$ is diagonally dominant, Goemans and Williamson [16] provide a tighter bound with $\alpha = \alpha_{GW} \approx 0.878$. 


When the input of Algorithm 3 is an approximate solution of (MaxCut-SDP), we analyze the expected objective value of sign($\hat{w}$).

**Lemma 4.3.** Let $\epsilon \in (0, \frac{1}{2})$, $C$ be a diagonally dominant matrix, and let $\hat{X}_\epsilon \succeq 0$ satisfy the bounds given in Lemma 4.2. If a binary vector $w = \text{sign}(\hat{w})$ is generated by Algorithm 3 with input $\hat{z}_\epsilon \sim \mathcal{N}(0, \hat{X}_\epsilon)$, then the expected value of $w^T C w$ satisfies

$$\alpha_{GW} (1 - 2\epsilon) \text{opt} \leq \mathbb{E}_G[w^T C w] \leq \langle C, X^*_\text{SDP} \rangle,$$

(4.10)

where $\text{opt}$ is the optimal value of $w^T C w$ over the set $w \in \{\pm 1\}^n$.

**Proof.** The objective function value of (MaxCut-SDP) at $X$ is

$$\langle C, X \rangle = \left\langle C, \frac{\hat{X}_\epsilon}{\max(\text{diag}(\hat{X}_\epsilon))} + \left( I - \text{diag}^* \left( \frac{\text{diag}(\hat{X}_\epsilon)}{\max(\text{diag}(\hat{X}_\epsilon))} \right) \right) \right\rangle$$

(4.11)

$$\geq \frac{\langle C, \hat{X}_\epsilon \rangle}{\max(\text{diag}(\hat{X}_\epsilon))}$$

(4.12)

$$\geq \frac{1 - \epsilon}{1 + \epsilon} \langle C, X^*_\text{SDP} \rangle$$

(4.13)

$$\geq (1 - 2\epsilon) \langle C, X^*_\text{SDP} \rangle,$$

(4.14)

where (4.12) follows from the fact that both $C$ and $I - \text{diag}^* \left( \frac{\text{diag}(\hat{X}_\epsilon)}{\max(\text{diag}(\hat{X}_\epsilon))} \right)$ are PSD and their inner product is greater than 0, (4.13) follows from Lemma 4.2, and (4.14) uses the fact that $\frac{1}{1 + \epsilon} \geq 1 - \epsilon$ and $(1 - \epsilon)^2 \geq 1 - 2\epsilon$. Substituting (4.14) in (4.9) gives the desired result.

Note that the result in Lemma 4.3 holds irrespective of the algorithm used to compute $\hat{X}_\epsilon$.

We are now in a position to prove Theorem 4.1.

**Proof of Theorem 4.1.** Since we use Algorithm 2 to solve (MaxCut-LSE) with $p = \frac{\epsilon}{\text{Tr}(C)}$, the bounds in Lemma 4.2 are satisfied with probability at least $1 - \epsilon$. Thus, the bound $\langle C, X \rangle \geq (1 - 2\epsilon) \langle C, X^*_\text{SDP} \rangle$ also holds with probability at least $1 - \epsilon$. Moreover, for any $X \succeq 0$, $\langle C, X \rangle \geq 0$, and thus, a lower bound on the expected value of $\langle C, X \rangle$ over the random initialization of the power method, i.e., $\mathbb{E}_P[\langle C, X \rangle]$, at each iteration is,

$$\mathbb{E}_P[\langle C, X \rangle] \geq (1 - 2\epsilon) \langle C, X^*_\text{SDP} \rangle (1 - \epsilon)$$

$$\geq (1 - 3\epsilon) \langle C, X^*_\text{SDP} \rangle.$$

The lower bound in (4.1) then follows from (4.9) because

$$\mathbb{E}[w^T C w] = \mathbb{E}_P[\mathbb{E}_G[w^T C w]]$$

$$\geq \alpha_{GW} \mathbb{E}_P[\langle C, X \rangle]$$

$$\geq \alpha_{GW} (1 - 3\epsilon) \langle C, X^*_\text{SDP} \rangle$$

$$\geq \alpha_{GW} (1 - 3\epsilon) \text{opt}.$$

**Bound on $T$, number of iterations of Algorithm 2** An upper bound on the curvature constant of (MaxCut-LSE) is $C^2_{\varphi} = 16 \frac{\text{Tr}(C)}{\epsilon^2 \text{Tr}(C)^2}$ since $\omega = 1$ and $\alpha = n$. Algorithm 2 converges to an $\epsilon \text{Tr}(C)$-optimal solution after at most $T = \frac{2C^2_{\varphi}(1 + \eta)}{\epsilon \text{Tr}(C)} - 2 \leq 64 \frac{\log(2n)^2}{\epsilon^2}$ iterations with probability at least $1 - Tp$. 
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Bound on number of iterations of power method at each $t$  
From Lemma 2.1, the number of matrix-vector multiplications performed at iteration $t$ of Algorithm 2 is at most

$$\frac{\lambda \alpha}{\delta} \log \left( \frac{n}{p^2} \right)$$

with $\delta = \frac{1}{2} \eta^2 \tau C^\alpha \approx \frac{1}{8} \epsilon \text{Tr}(C)$ and

$$\lambda = \max_i |\lambda_i(\nabla g(v_t))|$$

$$= \max_i |\lambda_i(C - \beta D)|,$$

where $D$ is a diagonal matrix with $d_{ii} \in [-1, 1]$. Thus, $\lambda \leq \lambda_{\text{max}}(C) + \beta \leq 5 \text{Tr}(C)$.

Substituting the value of $p$, and bounds on $\lambda$ and $\delta$ in Lemma 2.1, we have

$$\frac{\lambda \alpha}{\delta} \log \left( \frac{n}{p^2} \right) = \frac{40n}{\epsilon} \log \left( \frac{4^6 n^5}{\epsilon^6 \cdot \log(2n)^2} \right)$$

$$\approx \frac{40n}{\epsilon} \log \left( \frac{4n}{\epsilon} \right)$$

$$= \frac{240n}{\epsilon} \log \left( \frac{4n}{\epsilon} \right).$$

The number of iterations performed by the power method and thus, the number of matrix-vector multiplications at each $t$ is then bounded by $240 \frac{n}{\epsilon} \log \left( \frac{4n}{\epsilon} \right)$. Furthermore, at iteration $t$ of Algorithm 2, we keep track of the sample $z$ and $A(X)$ which requires storage of $2n$ numbers. Furthermore, the working memory of the power method is $n$ numbers. This leads to a total working memory of at most $3n$ numbers.

Remark 4.3. If $C \succeq 0$, but not diagonally dominant, then the suboptimality bound (4.1) holds for $M = (n + 2) \log(2d) / \epsilon$ and $\beta = (n + 2) \text{Tr}(C)$. However, due to the dependence of the values of parameters $\beta$ and $M$ on $n$ in this case, it takes $O \left( \frac{\log(2n)n^4}{\epsilon^2} \right)$ iterations within Algorithm 2 to achieve the stated guarantee.

5 From Gaussian to Randomized Extreme-Point Sampling

Until now, we have focused on using Gaussian random vectors to represent PSD matrix decision variables in low memory, and showed how to modify the Frank-Wolfe algorithm to track these samples. In this section, we discuss a more flexible approach to sample-based representations of decision variables.

Consider the problem

$$\max_{x \in S} g(B(x)), \quad (5.1)$$

where $g$ is a smooth concave function, $B$ is a linear map, and $S$ is a compact, convex set.

If $S$ is the set of trace-constrained PSD matrices, we can apply Algorithm 2 as seen in Section 3. When the decision variable is not a PSD matrix, it is not immediately clear whether there is a natural analogue of the Gaussian sampling idea from Section 3.1. One way to proceed, is to think of $S$ as the set of expectations of random variables supported on the extreme points of $S$. The analogue of the Gaussian sampling idea is to construct a Markov chain on the extreme points of the feasible region so that its expectation converges to an optimal solution of Problem (5.1). The updates in the Frank-Wolfe algorithm at each iteration are generated as optimal solutions to linear optimization problem over a convex set and so can be taken to be extreme points of that set. This idea opens up the possibility of developing algorithms for solving Problem (5.1) that require low working memory by modifying Frank-Wolfe, as long as certain conditions on the feasible set $S$ are satisfied.
Randomized extreme-point sampling  

The basic idea of randomized extreme-point sampling of (5.2) is to modify Algorithm 1 so its state is a random extreme point \( z_t \) with expectation \( x_t \). To do this, at iteration \( t \), we update the random extreme point via

\[
\begin{align*}
    z_{t+1} &= \begin{cases} 
        z_t & \text{with probability } 1 - \gamma_t \\
        h_t & \text{with probability } \gamma_t, 
    \end{cases} \\
    &\text{ (5.2)}
\end{align*}
\]

where \( h_t \) is an update direction that is an extreme point of \( S \). Note that this update direction is computed as in Algorithm 1 and is deterministic since it depends on the variable \( v_t = B(x_t) \) that we track along with the sample \( z_t \).

The expected value of \( z_{t+1} \) is \( E[z_{t+1}] = (1 - \gamma_t)E[z_t] + \gamma_t h_t \). By induction, it follows that at every iteration \( t \), \( E[z_t] = x_t \) and \( E[z_{t+1}] = (1 - \gamma_t)x_t + \gamma_t h_t \). Since this is equivalent to the update rule of Algorithm 1 in expectation, the convergence rate given in Theorem 2.1 also holds for \( E[z_t] \). Thus, replacing the solution \( x_t \) with a random sample \( z_t \), we get Frank-Wolfe with randomized extreme-point sampling, whose outline is given in Algorithm 4.

```
Algorithm 4: (FWExtremePoint) Outline of Frank-Wolfe Algorithm with Randomized Extreme-Point Sampling

Input : Problem (5.1)
Output: A sample \( z \) such that \( E[z] = \hat{x}_\epsilon \), where \( \hat{x}_\epsilon \) is an \( \epsilon \)-optimal solution of (5.1)

1 Function FWExtremePoint:
2 Initialize \( x_0 \in S \), \( v_0 = B(x_0) \) and set \( z_0 \) to be a random extreme point with \( E[z_0] = X_0 \)
3 Set \( t = 0 \), \( \gamma_t = \frac{2}{t+2} \)
4 while stopping criteria is not satisfied do
5     Using LMO, compute the update direction \( h_t \), and \( q_t = B(h_t) \)
6     Update \( z_t \) using (5.2)
7     Set \( v_{t+1} \leftarrow (1 - \gamma_t)v_t + \gamma_t q_t \)
8     \( t \leftarrow t + 1 \), \( \gamma_t \leftarrow \frac{2}{t+2} \)
9 end
10 return \( z_t \)
```

In order to implement Algorithm 4 in low memory, we need the conditions LowMemoryComputations and LowMemoryExtremePoints from Section 2 to be satisfied. In the rest of the section, we look at the application of randomized extreme-point sampling to example problems which satisfy these two conditions. First, in Section 5.1, we look at SDPs with rank-1 extreme points, more specifically, SDPs where the decision variable is sparse with respect to a chordal graph, where the working memory is bounded by \( O(d + |V|) \). Next, in Section 5.2, we look at the compressive sensing problem, which has a vector decision variable in an \( n \)-dimensional space. In this case, we are able to show that the working memory of the algorithm is bounded by \( O(m) \), where \( m \) is the number of measurements. In the supplementary material, we also discuss the sensor selection problem of Joshi and Boyd [22]. We have summarized the memory requirement to store extreme points and the memory used to perform computations for the problems discussed in this section in Table 1.

5.1 Randomized Extreme-Point Sampling for SDPs with Chordal Sparsity

When the feasible region consists of trace constrained PSD matrices, the randomized extreme-point sampling of (5.2) can be applied to Problem (5.1). A key feature of this constraint set is that all of its extreme points have rank zero or one. Here, the condition LowMemoryExtremePoints from Section 2 is met and the extreme points require much less memory than the size of
Table 1: Summary of working memory of Algorithm 4, and memory used to store an extreme point (related to the condition LowMemoryExtremePoints) and implement the LMO subroutine (related to the condition LowMemoryComputations) for the examples in Section 5. Note that $\tilde{O}$ suppresses the \(\log(n)\) memory used to store an integer between 1 and \(n\).

| Problem                                | Memory used to store an extreme point | Working memory of Algorithm 4 |
|----------------------------------------|--------------------------------------|-------------------------------|
| SDPs with chordal sparsity             | \(|V|\)                              | \(\tilde{O}(|V| + d)\)      |
| Compressive sensing                    | \(\tilde{O}(1)\)                     | \(O(m)\)                     |

the decision variable. The additional flexibility of randomized extreme-point sampling means that this technique is also applicable to a larger class of spectrahedra (i.e., feasible regions of SDPs). In seeking feasible regions with extreme rays that have a low memory representation, it is natural to consider spectrahedra with only rank-1 extreme points, which have been classified by Blekherman, Sinn, and Velasco [6]. Rather than discuss this class in general, we focus on the case of PSD matrices that are sparse with respect to a chordal graph.

Given a graph \(G = (V, E)\), and a \(|V| \times |V|\) symmetric matrix \(X\), we say that \(X\) is sparse with respect to \(G\) if \(X_{ij} = 0\) whenever \((i, j) \notin E\) and \(i \neq j\). Consider the convex set

\[ S_G = \{ X \in S^{|V|} : \text{Tr}(X) \leq \alpha, X \succeq 0, \ X \text{ is sparse with respect to } G \}. \]

A graph \(G\) is said to be chordal if every cycle of \(G\) of length at least four has a chord. Let \(B(\cdot) : S^{|V|}_+ \to \mathbb{R}^d\) be a linear map, and let \(G\) be a chordal graph, and consider the problem

\[ \max_{x \in S_G} g(B(x)). \tag{5.3} \]

If \(G\) is chordal, then the extreme points \(\text{ext}(S_G)\) of \(S_G\) have the following characterization.

**Theorem 5.1.** If \(G\) is a chordal graph, then \(X \in \text{ext}(S_G)\) if and only if \(X = 0\) or \(X = uu^T\), where \(u \in \mathbb{R}^n\), \(\|u\|_2^2 = \alpha\) and the indices of nonzero entries in \(u\) form a clique of \(G\).

**Sketch of proof.** \((\Leftarrow)\) For any graph \(G\), this follows from the fact that any rank-1 element of \(S_G\) must be an extreme point. \((\Rightarrow)\) This is a consequence of [1, Theorem 2.3], which states that any PSD matrix sparse with respect to a chordal graph decomposes as a sum of PSD matrices, each sparse with respect to some maximal clique of \(G\).

Thus, given an input chordal graph \(G\) and its set of maximal cliques, the extreme points of \(S_G\) have rank at most one, with the number of nonzero elements in the rank-1 factorization upper bounded by the size of the largest clique. The memory required to represent each extreme point is then bounded above by the number of vertices in the graph and satisfies the condition LowMemoryExtremePoints. Note that the number of maximal cliques of a chordal graph is bounded above by \(|V|\), the number of vertices.

We also need to check that the condition LowMemoryComputations holds for Algorithm 4 when applied to Problem (5.3) to ensure that it is a low memory algorithm. Computing the update direction now requires solving one eigenvalue problem for each maximal clique of \(G\). These can be solved serially each via the power method so that we get an update direction that is a zero-padded vector representing an extreme point of \(S_G\). The overall memory required by Algorithm 4 for these computations is still bounded by the dimension of the codomain of the linear map \(B\) and the size of the largest maximal clique in the chordal graph \(G\). As such, the condition LowMemoryComputations is satisfied.

The difference between the feasible region of (BoundedSDP) and the feasible region \(S_G\) of Problem (5.3) is the additional \(|V|\) linear constraints. In Section 3.2, we dealt with such
additional constraints by incorporating an associated penalty into the objective function at the expense of infeasibility and increasing the curvature constant of the objective. However, when $G$ is chordal, the extreme points of $S_G$ have a concise representation given by Theorem 5.1, and satisfy conditions LowMemoryComputations and LowMemoryExtremePoints. Using Algorithm 4 eliminates the need to penalize these additional constraints.

If the graph $G$ is not chordal, we can combine the penalization approach and the chordal graph approach as follows. We add extra edges to the graph $G$ to make a chordal graph $\overline{G}$ (known as a chordal cover). Because we have added extra edges to $G$ to get $\overline{G}$, $S_G \subseteq S_{\overline{G}}$. The constraints corresponding to $E(\overline{G}) \setminus E(G)$ could then be penalized in the objective function using the penalty function defined by equation (3.1). This gives a problem with a modified objective function and a convex feasible region where the decision variable is sparse with respect to the chordal graph $\overline{G}$. Using Algorithm 4 will now generate a near-feasible, near-optimal solution to the problem defined on the graph $G$.

5.2 Randomized Extreme-Point Sampling for Compressive Sensing

The applications considered until now have a PSD matrix decision variable. In this subsection, we illustrate the randomized extreme-point strategy for the compressive sensing problem, in which the decision variable is a nonnegative vector. We discuss assumptions on the problem data under which randomized extreme-point sampling can be implemented in low memory.

Compressive sensing is used to reconstruct a sparse signal $x \in \mathbb{R}^n$ from a set of noisy linear measurements $w = Ax + \text{noise} \in \mathbb{R}^m$ with $m \ll n$ [32]. If, in addition, $x$ is nonnegative, a standard convex formulation of the problem is

$$\min_x \frac{1}{2} \|Ax - w\|_2^2 \quad \text{subject to} \quad \begin{cases} \|x\|_1 \leq \alpha, \\ x \geq 0. \end{cases}$$

(5.4)

The extreme points of the feasible region are the origin and vectors that have a single nonzero element with value equal to $\alpha$. These can be represented as a singleton containing the index of the nonzero element, requiring $\log(n)$ bits of storage.

Let $B(\cdot) : \mathbb{R}^n \to \mathbb{R}^m$ be defined as $B(x) = Ax = v$, so that the objective function of Problem (5.4) is of the form, $g(B(x)) = \frac{1}{2} \|B(x) - w\|_2^2$. The update direction is computed as

$$h^{(t)} = \arg \max_{\|d\|_1 \leq \alpha, d \geq 0} \langle \nabla g(B(x^{(t)})), d \rangle.$$  

(5.5)

If $i^* \in \arg \max_i \nabla g(B(x^{(t)}))$, then an optimal solution of Problem (5.5) is a vector with a single nonzero element indexed by $i^*$ and whose value is equal to $\alpha$ (or the zero vector if $\nabla g(B(x^{(t)})) \leq 0$). Since computing $i^*$ is equivalent to finding the largest element in $\nabla g(B(x^{(t)}))$, the LowMemoryComputations property holds as long as we can generate the columns of $A$ serially without explicitly storing them. This is possible, e.g., if $A$ were a partial Fourier matrix. The working memory of Algorithm 4 is effectively restricted to $O(m)$ numbers required to store $v$ and an extreme point.

Recovering a signal with $k$ nonzero elements The randomized extreme-point sampling algorithm returns a random index $i \in \{1, \ldots, n\}$ that is a sample from the distribution defined by normalizing a near-optimal point for Problem (5.4). In Section 6, we briefly discuss how to recover a $k$-sparse approximation of the optimal solution to Problem (5.4).

6 Post-Processing of Samples

In the previous sections, we developed algorithms that generate samples that represent an $\epsilon$-optimal solution of a convex optimization problem of the form (5.1). When Gaussian sampling
is used with Algorithm 2, the resulting zero-mean Gaussian samples have covariance that represents an ϵ-optimal solution of the input problem. Whereas, when randomized extreme-point sampling (Algorithm 4) is used, the output is a sample whose expected value represents an ϵ-optimal solution to the problem. In this section we briefly discuss further processing that can be performed on these samples to generate other memory-efficient (such as sparse or low rank) approximations of that near-optimal solution. The general approach will be to make use of various streaming algorithms.

Finding low-rank approximation of covariance matrix  Given a sequence of i.i.d. samples $z_1, z_2, \ldots, z_N \sim \mathcal{N}(0, X)$, such as those generated by Algorithm 2, we can use the method proposed by Tropp et al. [37] to obtain a rank-$r$ approximation of the sample covariance matrix $X_N = \frac{1}{N} \sum_{i=1}^{N} z_i z_i^T$. The method involves generating and updating a linear sketch $Y_N = X_N \Omega$ of the sample covariance matrix, where $\Omega \in \mathbb{R}^{n \times k}$ is a fixed matrix with i.i.d. standard Gaussian entries, and $r \leq k \leq n$. Given a new sample $z_{N+1} \sim \mathcal{N}(0, X)$, the sketch is updated via $Y_{N+1} = \frac{N}{N+1} Y_N + \frac{1}{N+1} z(z^T \Omega)$. Note that this sketch uses $\Theta(kn)$ memory and the computational cost of updating the sketch is $\Theta(kn)$. Furthermore, using [37, Algorithm 3] it is possible to reconstruct a rank-$r$ approximation $\hat{X}_N$ of the sample covariance matrix $X_N$ from $Y_N$. In particular, if $k \sim \Theta(r/\epsilon)$, it is possible to generate $\hat{X}_N$ such that $\mathbb{E} \|X_N - \hat{X}_N\|_1 \leq (1 + \epsilon)\|X_N - [X_N]_r\|_1$, where $[X_N]_r$ is the best rank-$r$ approximation of the sample covariance and $\| \cdot \|_1$ is the Schatten-1 norm. By choosing sufficiently many samples $N$, we can ensure that $\mathbb{E} \|X - \hat{X}_N\|_1 \leq (1 + 2\epsilon)\|X - [X]_r\|_1$, where $X$ is the population covariance of the samples and $[X]_r$ is its best rank-$r$ approximation. This means that using $\mathcal{O}(nr/\epsilon)$ memory, we can post-process the sampled output of Algorithm 2 to obtain a rank-$r$ approximation of a near-optimal solution of (BoundedSDP).

Finding a signal vector with $k$ nonzero elements  The output of Algorithm 4, when applied to compressive sensing, is a stream of data where each data point represents an index of a single nonzero element in the signal. As seen in Section 5.2, the goal of compressive sensing is to recover a signal with $k$ nonzero elements. By recovering the frequency of $k$ most frequently occurring indices in this data stream, we recover a signal with $k$ nonzero elements that satisfies the constraints (up to scaling) for compressive sensing. The counter based technique proposed by Metwally, Agrawal, and El Abbadi [30] is a memory-efficient way to approximately compute these elements by only keeping track of the counts of occurrence of few elements, say $K \geq k$, at a time. By setting $K = \frac{1}{\epsilon k}$, where $f_k$ is the frequency of the $k$-th most common element, it is possible to find the top $k$ frequently occurring elements such that the frequency of each element is at least $(1 - \epsilon)f_k$ [30, Theorem 6].

7 Discussion

Comparison with Yurtsever et al. [45]  In Section 3, we saw that it is possible to generate and store samples of a near-feasible, near-optimal solution to (SDP) using Algorithm 2 with working memory that is independent of the approximation parameter $\epsilon$ and limited to $\mathcal{O}(d + n)$. This memory requirement differs from the $\mathcal{O}(d + rn/\zeta)$ working memory used by the algorithm given by Yurtsever et al. [45] to achieve $\|X - \hat{X}\|_* \leq (1 + \zeta)\|X - [X]_r\|_*$. Here, $\hat{X}$ is the rank-$r$ approximation produced by their algorithm and $[X]_r$ is the best rank-$r$ approximation of the solution $X$. The difference arises because we only aim to provide a sampled representation of the approximate solution rather than generate a near best rank $r$ approximation of the solution, or recover the exact solution matrix. In the special case of MAXCUT, our sample-based representation is sufficient to implement an $(1 - \epsilon)\alpha_{GW}$ approximation algorithm based on the Goemans-Williamson rounding scheme using memory linear in $n$ and independent of $\epsilon$. 
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Yurtsever et al. [45] have performed numerical experiments which show that their method is capable of handling (MaxCut-SDP) with \( n \approx 8 \cdot 10^6 \) on a computer with 16 GB RAM. Our preliminary numerical results (see Section 7.1) are perhaps less promising in terms of practical convergence rate, but are competitive in terms of memory usage.

**Alternative algorithms with Gaussian sampling** The Frank-Wolfe algorithm is well suited for Gaussian and extreme-point sampling when the extreme points have low rank. It is interesting to consider which other algorithms can be modified to track a sampled representation of the decision variable rather than the variable itself. For example, MaxCut algorithm given by Klein and Lu [26] generates a rank-1 update at each iteration and its output is used to generate a factorization of an approximate solution to (MaxCut-SDP). The structure of the updates and the computations required in their algorithm are structurally similar enough to our approach that their matrix iterates can be systematically replaced with Gaussian samples.

Another method where this could be done is the Matrix Multiplicative Weights (MMW) method, where the update to the variable takes the form \( x_{t+1} \leftarrow x_t \exp(c(x)) \) with \( c(x) \) being a feedback function from the previous iterates. In the case of SDPs, this method requires computing the matrix exponential to generate the updates. Carmon et al. [10] provide an algorithm [10, Algorithm 1] for solving (SDP) using a variation on the MMW method which relieves the computational burden of generating the matrix exponential. They do so by restricting the update to be a rank-1 sketch which is the result of multiplying the matrix exponential with a random vector drawn from a standard Gaussian distribution. This rank-1 sketch is computed using the Lanczos algorithm without actually generating the matrix exponential. Again we expect that it should be possible to use the idea of randomized extreme-point sampling to get linear working memory while implementing this algorithm.

**Using Gaussian sampling for other rounding schemes** Other approximation algorithms involve solving (MaxCut-SDP) (with appropriate cost matrix \( C \)) and then rounding Gaussian samples with covariance given by the SDP solution, such as MAX-2SAT [16] and the maximization of indefinite binary quadratic forms [11, 29]. Using our approach these can also be solved in \( O(n) \) working memory. It would be interesting to investigate which other rounding schemes can be implemented in a memory-efficient way by modifying our approach.

### 7.1 Preliminary Computational Results

We conclude with some preliminary computational experiments for MaxCut. The algorithms we propose are simple to implement, and offer scope for modification and improvement. Our aim is to illustrate this simplicity and identify possible areas for future algorithmic developments. The input parameter values for (MaxCut-SDP) were set as \( d = n, \alpha = n, \omega = 1, \epsilon = 0.1 \), \( \beta = 4 \text{Tr}(C) \) and \( M = 4 \log(2d)/\epsilon \). We use unweighted graphs from Gset dataset with size varying between \( n = 800 \) and \( n = 7000 \). The computations were performed using MATLAB R2018b on a machine with 8GB RAM and 4 cores. The peak memory requirement was noted using the profiler command in MATLAB.

**Comparison of storage cost** To compare the memory cost, we solved (MaxCut-SDP) for graphs from GSET using Algorithm 2, SKETCHYCGAL [45, Algorithm 6.1] (with \( R = 10 \)) and the following solvers: (i) SeDuMi [35], (ii) SDPT3 [36], (iii) SDPNAL+ [43]. In case of SKETCHYCGAL, we used the default parameter values with the size of the sketch, \( R \), set to 10. For each of the remaining solvers (i)-(iii), the tolerance level was set at \( 10^{-3} \). For Algorithm 2, we terminated the algorithm after at most five hours of runtime if an \( \epsilon \)-optimal solution was not generated. The comparison of memory required is shown in Figure 1. In each case, while Algorithm 2 converged more slowly, it used less memory than the other solvers. The key
observation during the implementation was that the working memory at any time during the running of Algorithm 2 was linearly proportional to the size of the problem, \( n \) and the number of edges, \( m \). For slightly denser graphs, the value of \( m \) dominated the storage cost, leading to similar memory requirement for Algorithm 2 and SketchyCGAL. However, with increasing problem size, when the graphs are relatively sparser, Algorithm 2 required slightly less memory. We postulate that this is because the storage cost for SketchyCGAL is proportional to \( Rn \) as opposed to \( n \) in case of Algorithm 2.

![Comparison of Memory Requirement (in MB)](image)

**Figure 1:** Comparison of memory used (in MB) to solve (MaxCut-SDP). Each point represents a graph from the Gset dataset (see Table 2 for the list of graphs up to size \( n = 3000 \) and their results).

![Change in feasibility with iterations](image)

**Figure 2:** Plot of \( \log(\| A(X_t) - b \|_\infty) \) vs \( \log(t) \).

**Analysis of Algorithm 2** While using Algorithm 2 to solve (MaxCut-SDP), we implemented the algorithm exactly as given in Section 3 without any enhancements with the exception
of using \texttt{eigs} command in MATLAB instead of the power method to compute eigenvectors in the \texttt{LMO} subroutine at each iteration. The result of using Algorithm 2 to compute an \( \epsilon \)-approximate solution for a subset of instances from \texttt{Gset} dataset is given in Table 2. The suboptimality and infeasibility bounds given in Lemma 4.2 state that an \( \epsilon \)-optimal solution, \( \hat{X}_{\epsilon} \), satisfies 
\[
\frac{(C,X_{\text{SDP}}^* - (C,\hat{X}_{\epsilon}}}{(C,X_{\text{SDP}}^*)} \leq \epsilon \text{ and } \|A(\hat{X}_{\epsilon}) - b\|_{\infty} \leq \epsilon.
\]
From Table 2, we note that these bounds were satisfied and the number of iterations required for convergence was also within the bounds given in Theorem 4.1. Table 2 shows the value of cut that was generated by rounding a single sample, i.e., it represents the value \( w^T C w \) rather than \( \mathbb{E}[w^T C w] \). This generated cut value is not as good as the one generated by \texttt{SKETCHYCGAL} (see Table 2). However, we note that for every problem instance, the cut value, \( w^T C w \), was greater than \( \alpha(1 - 3\epsilon)\langle C, \hat{X}_{\epsilon} \rangle \), which implied \( w^T C w \geq \alpha(1 - 3\epsilon)\langle C, X_{\text{SDP}}^* \rangle \geq \alpha(1 - 3\epsilon)\text{opt} \).

We also tracked the change in infeasibility, which also determines an upper bound on suboptimality of the solution, with each iteration. The plot of \( \log(\|A(X) - b\|_{\infty}) \) vs \( \log(t) \) (iteration number) for problem instances \texttt{G1} and \texttt{G22} are shown in Figure 2. Comparing the two plots, we see that the rate of the change in error observed was similar for problems with different sizes. For both problems, during the initial phase, the change in infeasibility is small. However, after a fixed percentage of total iterations, there is a steady decrease in the error and finally, it converges to a value about 10 times smaller than \( \epsilon = 0.1 \) in both cases.

The slow initial convergence shown in Figure 2 indicates that there is room for improvement in the design of the algorithm. We conjecture that this slow initial convergence is due to the approach taken to penalize the constraints and identify this as a natural direction for future algorithmic work. Currently, each iteration also requires computing the leading eigenvector. This could be improved with warm start if we know the approximate subspace in which the eigenvector lies which might become clearer as the algorithm reaches the near-feasible, near-optimal solution to the input problem. These improvements can potentially lead to a more practical low memory method, based on the ideas presented in this paper.
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Proof. There are three inequalities to prove.

**Lower bound on the objective function value, \( \langle C, \hat{X}_\epsilon \rangle \)** Let \( X^*_FW \) be an optimal solution to (SDP-LSE). After the stopping criteria of Algorithm 2 is satisfied, the following holds:

\[
g(B(\hat{X}_\epsilon)) \geq g(B(X^*_FW)) - \epsilon \geq g(B(X^*_SDP)) - \epsilon
\]  

(A.1)

since \( X^*_SDP \) is feasible for (SDP-LSE). Thus,

\[
\langle C, \hat{X}_\epsilon \rangle - \beta \phi_M(A(\hat{X}_\epsilon) - b) \geq \langle C, X^*_SDP \rangle - \beta \phi_M(A(X^*_SDP) - b) - \epsilon.
\]  

(A.2)

The lower bound in (3.4) follows since \( \phi_M(A(X^*_SDP) - b) \leq \phi_M(A(\hat{X}_\epsilon) - b). \)

**Upper bound on the objective function value, \( \langle C, \hat{X}_\epsilon \rangle \)** The Lagrangian of (SDP) is defined as

\[
L(X, y) = \langle C, X \rangle - y^T(A(X) - b).
\]

For a primal-dual optimal pair, \( (X^*_SDP, y^*_SDP) \) and any \( X \succeq 0 \), the following holds,

\[
L(X, y^*_SDP) \leq L(X^*_SDP, y^*_SDP).
\]  

(A.3)

Since \( \hat{X}_\epsilon \succeq 0 \), from (A.3), we can write

\[
\langle C, \hat{X}_\epsilon \rangle - y^*_SDP(A(\hat{X}_\epsilon) - b) \leq \langle C, X^*_SDP \rangle - y^*_SDP(A(X^*_SDP) - b)
\]

\[
= \langle C, X^*_SDP \rangle.
\]  

(A.4)

The upper bound on \( \langle C, \hat{X}_\epsilon \rangle \) can be written as,

\[
\langle C, \hat{X}_\epsilon \rangle \leq \langle C, X^*_SDP \rangle + y^*_SDP \|A(\hat{X}_\epsilon) - b\|_\infty.
\]  

(A.5)
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Bound on infeasibility, $\|A(\hat{X}_\epsilon) - b\|_\infty$ We rewrite (A.1) as,
\[
\beta \phi_M(A(\hat{X}_\epsilon) - b) \leq \langle C, \hat{X}_\epsilon \rangle - \langle C, X^*_\text{SDP} \rangle + \beta \phi_M(A(X^*_\text{SDP}) - b) + \epsilon \\
\leq \|y^*_\text{SDP}\|_1 \|A(\hat{X}_\epsilon) - b\|_\infty + \beta \phi_M(A(X^*_\text{SDP}) - b) + \epsilon \quad \text{(from (A.6))}.
\]
Now $\phi_M(A(X^*_\text{SDP}) - b) = \frac{\log(2d^\beta)}{M}$ and, from Proposition 3.2, we know that $\|A(\hat{X}_\epsilon) - b\|_\infty \leq \phi_M(A(\hat{X}_\epsilon) - b)$. So,
\[
\beta \|A(\hat{X}_\epsilon) - b\|_\infty \leq \|y^*_\text{SDP}\|_1 \|A(\hat{X}_\epsilon) - b\|_\infty + \beta \frac{\log(2d)}{M} + \epsilon.
\]
(A.7)
Since $\beta > \|y^*_\text{SDP}\|_1$ by assumption,
\[
(\beta - \|y^*_\text{SDP}\|_1) \|A(\hat{X}_\epsilon) - b\|_\infty \leq \beta \frac{\log(2d)}{M} + \epsilon
\]
\[
\Rightarrow \|A(\hat{X}_\epsilon) - b\|_\infty \leq \frac{\beta \log(2d)}{\beta - \|y^*_\text{SDP}\|_1} + \epsilon.
\]
So, we get a bound on infeasibility that depends on $\|y^*_\text{SDP}\|_1$, $M$ and $\beta$.

Revisiting the upper bound on $\langle C, \hat{X}_\epsilon \rangle$ Substituting the bound on infeasibility into (A.6) gives
\[
\langle C, \hat{X}_\epsilon \rangle \leq \langle C, X^*_\text{SDP} \rangle + \|y^*_\text{SDP}\|_1 \frac{\beta \log(2d)}{\beta - \|y^*_\text{SDP}\|_1} + \epsilon.
\]
\[
\square
\]