The phase of cortical oscillations determines the perceptual fate of visual cues in naturalistic audiovisual speech
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When we see our interlocutor, our brain seamlessly extracts visual cues from their face and processes them along with the sound of their voice, making speech an intrinsically multimodal signal. Visual cues are especially important in noisy environments, when the auditory signal is less reliable. Neuronal oscillations might be involved in the cortical processing of audiovisual speech by selecting which sensory channel contributes more to perception. To test this, we designed computer-generated naturalistic audiovisual speech stimuli where one mismatched phoneme-viseme pair in a key word of sentences created bistable perception. Neurophysiological recordings (high-density scalp and intracranial electroencephalography) revealed that the precise phase angle of theta-band oscillations in posterior temporal and occipital cortex of the right hemisphere was crucial to select whether the auditory or the visual speech cue drove perception. We demonstrate that the phase of cortical oscillations acts as an instrument for sensory selection in audiovisual speech processing.

INTRODUCTION

Speaking entails moving, and watching the speaker brings the listener a wealth of information that complements the message conveyed by the voice. Visual speech cues become particularly valuable for intelligibility when the auditory speech signal is less reliable, for instance, in noisy environments (1). Another example of the importance of visual cues on speech processing is exemplified by the McGurk effect, where the mismatching of a phoneme-viseme pair creates notable perceptual illusions (2). The neuronal mechanisms responsible for the profound impact of visual cues on speech perception have not yet been elucidated.

The rhythmic nature of speech (3) affects neural activity in multiple cortical areas, which oscillate in phase with the auditory inputs (4–7). The magnitude of this oscillatory tracking correlates with intelligibility, suggesting that oscillations might be instrumental in the cortical processing of heard speech (8). Visual speech also entrains oscillations in many areas, especially occipital and posterior temporal cortex (9–12). Neuronal oscillations represent momentary fluctuations in neuronal excitability (13), which means that the phase angle of low-frequency oscillations in sensory cortex at a given moment in time determines the responsiveness of that region to incoming inputs (14). The phase of ongoing oscillations in sensory cortex can be reset by cross-modal stimuli from another sensory modality (15); visual cues could thus amplify or diminish the responsiveness of speech-processing cortex to incoming speech sounds via this mechanism (16). Alternatively, because the influence of cross-modal sensory input on cortical oscillations depends on attention (17, 18), neuronal oscillations could act as a mechanism to select whether the auditory or the visual channel is selected for further cortical processing and dominates perception (19).

Here, we establish that cortical oscillations are a crucial mechanism in the processing of audiovisual speech. Building innovative, naturalistic audiovisual speech stimuli with speech synthesis and animated three-dimensional (3D) virtual characters, we inserted a mismatched phoneme-viseme pair into syntactically correct and semantically meaningful sentences. We thus created bistable stimuli where the perception of a key word was driven by either the visual or the auditory cue. Using high-density scalp electroencephalography (EEG) and intracranial EEG (iEEG), we show that the phase of pre-stimulus theta-band oscillations in the right posterior temporal and occipital cortex determines which sensory channel drives perception. Our findings strongly support cortical oscillations as an instrument of sensory selection in the processing of audiovisual speech.

RESULTS

We designed audiovisual speech stimuli by combining speech-synthesized sentences with virtual characters whose lip movements were animated synchronously to the speech sounds (20) (Fig. 1A). We created 10 such sentences, where we could voluntarily mismatch one phoneme-viseme pair in a key word to trigger McGurk effects. In a behavioral experiment, words that started with a /v/ viseme mismatched to a /b/ phoneme were perceived as /v/-leading words in about 60% of trials (Fig. 1B). Thus, this combination of auditory and visual speech cues created bistable perception and was used in further neurophysiological experiments to study the role of cortical oscillations in determining which sensory channel drove perception on a single-trial basis.

For that purpose, we recorded high-density EEG (hdEEG) in 15 healthy participants. Replicating our behavioral experiment, these participants perceived the crucial /b/-phoneme, /v/-viseme stimuli as /v/-leading words in approximately half the trials (median: 53%; interquartile range: 44 to 62%). We compared cortical responses, grouped as a function of subsequent perception, focusing on a 1-s period surrounding the presentation of the mismatched stimulus and on frequency bands from 1 to 13 Hz. First, we established that differences in perception were not associated with any strong differences in oscillatory power, either before or after the mismatched stimulus (movie S1).
These findings confirm the crucial role of prestimulus theta-band oscillations in the right posterior superior temporal gyrus, POS was significant in the theta band (3 to 6 Hz) between 460 and 120 ms before the mismatched stimulus. Examination of the precise time course of EEG activity in a representative participant confirms that theta-band oscillations were concentrated at different phase angles according to the participant’s subsequent perception (Fig. 3A). Oscillatory phase difference at these electrodes was in the theta band (4 to 6 Hz) between 370 and 250 ms before the mismatched stimulus. Examination of the precise time course of EEG activity in a representative participant confirms that theta-band oscillations were concentrated at different phase angles according to the participant’s subsequent perception (Fig. 3B and C). On the other hand, prestimulus theta phase did not vary systematically as a function of subsequent perception in the homologous electrodes of the left cerebral hemisphere (Fig. S1). These results indicate that the phase of theta-band cortical oscillations in the right posterior quadrant predicts, about 300 ms in advance, whether the auditory or the visual speech cue will eventually dominate perception.

We further examined the role of oscillatory phase in determining perception in a patient implanted with subdural iEEG electrodes over portions of the right frontal, temporal, and parietal lobes. The patient perceived /b/-phoneme, /v/-viseme stimuli as /v/-leading words in 48% of trials. In a group of electrodes on the posterior superior temporal gyrus, POS was significant in the theta band (3 to 6 Hz) between 460 and 120 ms before the mismatched stimulus (maximum z score: 6.22; corresponding P value: 3.20 × 10−7, corrected over frequencies and time points; permutation testing; Fig. 4). These findings confirm the crucial role of prestimulus theta-band oscillatory phase and point to the right posterior superior temporal cortex as a key region in the processing of auditory and visual speech cues.

To establish that cortical oscillations were present throughout the period preceding the mismatched stimulus and that they were not evoked as a phasic response to some external feature of the stimuli before the mismatched viseme-phoneme pair, we examined theta power in more detail. Note that we intentionally placed the mismatched viseme-phoneme pairs toward the end of the sentences (see table S1) to ensure that cortex was already processing the ongoing audiovisual speech input by the time the mismatch occurred. We did not observe any phasic increase in the power of theta oscillations in right posterior electrodes during the 1-s period preceding the mismatched stimulus (all P > 0.05, corrected for multiple comparisons...
The phase of theta-band oscillations in right posterior cortex predicts which sensory channel eventually drives perception. (A) The POS statistic quantifies the difference in mean phase angle according to eventual perception for the group of electrodes depicted in the inset at right and combined over participants (N=15). POS is color-coded as a z score relative to its distribution according to the null hypothesis that there is no phase angle difference (permutation test). Black isocontour lines show the P = 0.05, 0.01, and 0.001 levels. Note that the POS is a one-sided statistical test, which explains why large negative z values are not deemed significant. a.u., arbitrary units. (B) Theta-band EEG responses in one representative participant, averaged over the electrodes depicted in (A). Black: trials perceived as /b/-leading words; red: trials perceived as /v/-leading words. The oscillatory phase diverges markedly before, but not after, the mismatched stimulus. (C) In the same representative participant, the phase angle of 5-Hz oscillations 300 ms before the mismatched stimulus is shown as a polar histogram, grouped according to eventual perception (black: /b/-leading words; red: /v/-leading words). The intertrial coherence (ITC) increases when many individual trials with similar phase are binned together. POS z score: 2.30, \( P = 0.01 \).

Fig. 3. The phase of theta-band oscillations in right posterior cortex predicts which sensory channel eventually drives perception. (A) POS, combined for the electrodes depicted in the inset at right, is plotted identically to Fig. 3A. Inset: The highlighted electrodes lie on the posterior superior temporal gyrus. Responses from electrode gb2, highlighted in white, are displayed in (B) and (C). (B) Theta-band EEG responses in one representative electrode are plotted identically to Fig. 2C. POS z score: 3.44, \( P = 2.9 \times 10^{-4} \).

Fig. 4. The phase of theta-band oscillations in right posterior superior temporal cortex determines which sensory channel eventually drives perception. (A) POS, for power increase between successive 250-ms time points; an electrode showing a phasic increase in theta power in the posterior superior temporal gyrus on iEEG (all P > 0.05, corrected; one-tailed paired t tests; Fig. 5B). This observation confirms that cortex is engaged in ongoing theta-band oscillations by the time the phase angle difference arises, and makes it unlikely that this phase angle difference is explained by a phasic cortical response to an external stimulus feature before the mismatch.

As a confirmation that the phase of prestimulus theta oscillations in right posterior cortex is determinant for the eventual perception of mismatched stimuli, we also examined responses to mismatched /b/-viseme, /v/-phoneme words. When presented with such a combination, participants perceived a /b/-leading word in 34% of trials (median; interquartile range: 19 to 50%). Using the POS to examine the link between oscillatory phase and perception, we did not find any electrode displaying significant POS (movie S3). Focusing on the theta band between 350 and 250 ms before the mismatched stimulus, the POS topography was somewhat similar to that shown in Fig. 2, with a group of right posterior electrodes approaching significance (Fig. S2A). Similarly, the patient perceived a /b/-leading word in 33% of trials. iEEG electrodes on the right posterior superior temporal gyrus showed significant POS in the theta and alpha bands between 320 and 80 ms before the mismatched stimulus (maximum z score: 4.36; corresponding P value: \( 3.09 \times 10^{-4} \), corrected over frequencies and time points; permutation testing; Fig. S2B).

Oscillations beyond the theta band are also involved in the cortical processing of speech (8). We thus explored the relationship between oscillatory power or phase and perception between 14 and 30 Hz. At those frequencies, there was no significant power difference as a function of perception (movie S4). Phase angle tended to differ as a function of perception in the high-beta/low-gamma band for a brief period (24 to 26 Hz, 70 to 50 ms before the mismatched stimulus) in a small group of left-sided frontal electrodes (Fig. S3A and movie S5). Beta oscillations (22) and neuronal activity in left frontal cortex (23) have been implicated in predicting sensory perception. This exploratory finding suggests that the phase, and not just the power, of beta-gamma oscillations in left frontal cortex might play an important role in the processing of audiovisual speech. iEEG affords the possibility to investigate high-frequency activity (HFA), which correlates with local neuronal firing (24, 25). In the right posterior superior temporal cortex, HFA tended to differ as a function of eventual perception for a brief period that coincided with that of significant theta phase differences (Fig. S3B).
HFA when the patient’s perception was driven by the viseme dipped below HFA associated with phoneme-driven perception (five successive time points reached significance from 180 to 130 ms before the mismatched stimulus; maximum z score: 2.39; corresponding two-tailed P value: 0.017, not corrected for multiple comparisons over time points; permutation testing). Given the relationship between theta phase and HFA (26), we speculate that differences in phase angles as a function of perception might lead to different states of auditory cortical excitability and therefore responsiveness to incoming speech sounds (16). We will need to examine this question in more detail with a larger iEEG dataset spanning more cortical areas, including core auditory cortex (27).

DISCUSSION

Past work established that perceptual awareness of difficult-to-detect stimuli in the visual and somatosensory modalities varies as a function of prestimulus oscillatory phase, suggesting that phase could be a determinant of perception (28–30). Recently, the integration or segregation of near-simultaneous, basic auditory and visual stimuli was shown to vary as a function of the phase of prestimulus oscillations as well (31). The artificial manipulation of cortical oscillations has perceptual consequences that depend on the imposed period of the oscillatory cycle (32). These previous findings strongly implicate prestimulus oscillatory phase as a determinant of cortical responsiveness to sensory stimulation. The mechanistic role played by oscillations in the perception and processing of audiovisual speech, however, remained to clarify.

In this study, we show that the phase angle of theta-band cortical oscillations in the posterior quadrant of the right cerebral hemisphere predicts whether it is the auditory or the visual speech cue that will dominate perception; hence, prestimulus phase determines subsequent perception. We thus provide evidence that cortical oscillations function as an instrument of sensory selection in the processing of audiovisual speech (19). The unique features of our experimental design reinforce the validity of our observations. First, we seamlessly embedded mismatched auditory and visual speech cues in syntactically and semantically correct sentences, which markedly improve the ecological relevance of our stimuli. Second, the fact that the mismatched cues occurred toward the end of sentences means that cortical oscillatory activity around that time was not contaminated by nonspecific stimulus-onset evoked responses and was already being entrained by the speech signals. Third, the bistable perception induced by our mismatched stimuli means that we could contrast cortical responses to stimuli that were, in essence, physically identical: Only perception varied on a trial-by-trial basis. The remarkable convergence of our neurophysiological results at two levels of granularity (hdEEG and iEEG), especially in terms of frequency and latency, further highlight their robustness.

It is expected that oscillations in the theta band are involved in the processing of audiovisual speech. Auditory cortex spontaneously generates oscillations in the theta range (14, 33). Furthermore, the syllabic rate, which most strongly determines the rhythmicity of both auditory and visual speech cues, is centered at 4 to 6 Hz (3). Given that oscillatory phase correlates with neuronal excitability (13), the theta cycle represents an alternation of relatively higher and lower cortical responsiveness states, which is regularly realigned to the precise timing of the continuous but quasi-rhythmic speech input. In our situation, this alignment favors the processing of either the visual or the auditory speech cue so that it dominates perception on a trial-by-trial basis. Data from nonhuman primates indicate that low-frequency oscillations in sensory cortex are under the influence of attention (17, 18). Hence, our results suggest that theta-band oscillations also reflect the attentional selection of a sensory channel in the processing of audiovisual speech.

Our hdEEG results point toward the right posterior quadrant as a key player in sensory selection during the processing of audiovisual speech. While the iEEG data, provided by a single patient, cannot fully resolve which exact cortical areas are involved, the posterior superior temporal cortex is clearly included. The region is sensitive to both auditory and visual speech cues (10, 12, 34), and there is considerable evidence that it is a major hub for multisensory integration (35–38). Right-sided temporal and parietal regions track the temporal dynamics of speech as much as, if not more than, their left-sided counterparts (39, 40), suggesting that the right hemisphere plays a hitherto little recognized role in the processing of naturalistic auditory speech. Our data extend those findings to audiovisual speech. Of note, although our results highlight right hemispheric regions, it has been amply demonstrated that the left hemisphere, and especially the left superior temporal cortex, also participates in audiovisual speech integration (10, 41–43).

Beyond the three clusters depicted in Fig. 2, close examination of our movie S3 suggests other periods and regions (including the left hemisphere) where oscillatory phase could be associated with

**Fig. 5. No phasic increase in theta-band oscillatory power preceding the mismatched stimulus.** (A) For each participant, power between 4 and 7 Hz at posterior electrodes is averaged over right posterior electrodes and over trials at selected time points, grouped as a function of perception (black: /b/-leading words; red: /V/-leading words; shades of colors correspond to individual participants). There is no phasic increase in theta power in the 1-s period preceding the mismatched stimulus. (B) Single-trial phase angle and power of 5-Hz oscillations at a posterior superior temporal gyrus electrode are shown on top of an extended version of Fig. 4B. The radial scale (quantifying power in uV²) is the same for all polar plots. There is no phasic power increase in the 1-s period preceding the mismatched stimulus.
sensory selection. Our relatively small sample size might have prevented us from detecting more subtle contrasts. It will be interesting to expand our study of sensory selection in mismatched audiovisual speech by acquiring a larger dataset of EEG participants, including broader coverage of visual, auditory, and language-related cortex in both cerebral hemispheres.

Our data do not explain what intrinsic factors would cause the phase of theta oscillations to change on a trial-by-trial basis. One general explanation is that attention to ongoing multisensory stimulus streams could spontaneously fluctuate between sensory channels, similar to the spontaneous fluctuations observed in individual sensory systems (44). Another hypothesis (the two are not mutually exclusive) is that top-down semantic predictions from language-related cortex could proactively represent the sensory representation of distinct words or phonemes, similar to the role played by the inferior frontal cortex in phonemic restoration effects (23). Such top-down effects could well be implemented mechanistically by controlling oscillatory phase in downstream areas. This could be tested by building richer sentences for our characters to utter, where the meaning of the sentence influences expectations of what the mismatched word would be.

Our observations feed into a larger body of work that implicates the phase of oscillatory activity as a major mechanism for representing information among large neuronal populations (45, 46). Further work will establish how phase coding in the processing of audiovisual speech enables bottom-up, sensory-driven predictions and top-down predictions based on memory and semantics.

**METHODS**

**Experimental design**

Stimuli consisted of 3D-animated virtual characters uttering short sentences in French. Ten sentence pairs, where members of a pair differed from each other by a single phoneme, were generated (table S1). The auditory stimuli were synthesized with the ReadSpeaker text-to-speech software (www.readspeaker.com/). Each sentence was synthesized once with a female voice and once with a male voice. The pitch of the soundtracks was then raised or lowered by 10% to expand our study of sensory selection in mismatched audiovisual speech by acquiring a larger dataset of EEG participants, including broader coverage of visual, auditory, and language-related cortex in both cerebral hemispheres.

The experiment was implemented as a collection of C# scripts in Unity. It was presented using a Dell Precision 5530 laptop computer with an Intel Core i7-8850H processor, an Nvidia Quadro P1000 graphic card, 16-GB RAM, and a 1920 × 1080 light-emitting diode screen, running Windows 10. All sounds were played on the computer’s native sound card and speakers at 44.1 kHz. Facial animations were generated and executed on a fixed time basis set to the screen’s refresh rate, 60 Hz. With this setup, we obtained a maximum delay of ±25 ms between the visual and auditory stimuli, as controlled by recording the experiment’s time course with a photodiode and a microphone.

Each trial started with the fade-in on-screen appearance of a character, in front of an out-of-focus picture of a café’s interior, together with a soundtrack of background conversations as one could hear in a café. After 1 s, the character started uttering a sentence. Toward the end of each sentence, a key word was presented with either a congruent or mismatched leading phoneme-viseme pair. One second after the character had finished speaking, participants were presented with a forced two-choice task where they had to indicate by button press whether they had heard a key word as a /v/-leading or a /b/-leading word. The corresponding words were written on-screen, below the character, and remained on-screen until participants gave a response. Reaction speed was not recorded. The participant’s response triggered a fade-out and the onset of the next trial.

The full experiment consisted of 40 audiovisual sentences (10 pairs of auditory sentences, each presented once with the congruent visual sentence and once with the mismatched visual sentence), each uttered once by each of the 6 characters, for a total of 240 unique trials. Healthy participants sat in a darkened, soundproofed Faraday cage and went through all trials twice, with a break in the middle. The patient was recorded in his hospital bed and went through all trials once.

**Compliance with ethical regulations**

This study was approved by the Commission cantonale d’éthique de la recherche sur l’être humain de la République et canton de Genève (project no. 2018-00911) and was conducted in accordance with the relevant Swiss laws and regulations and international guidelines on research on human subjects. Informed consent was obtained in writing from all participants.
Participants
All participants were either native French speakers or completely fluent in French. All had normal hearing and normal or corrected-to-normal vision, according to their own report. Twenty-four healthy participants accomplished the behavioral experiment (13 women; mean age 28 years, range 22 to 44). Twenty-five healthy participants were recruited to participate in the hdEEG experiment. Two participants were excluded after the behavioral screening test (described below) because they did not have a sufficient rate of illusory perception. One further participant’s data had to be discarded because of an insufficient rate of illusory perception during the EEG recording, despite passing the screening test. Last, data from seven participants had to be discarded because a technical failure of the recording amplifier strongly contaminated their EEG signals with 50-Hz line noise. Therefore, 15 participants were included in the EEG analyses (seven women; mean age 27 years, range 19 to 42). Participants in the behavioral and EEG experiments were paid proportionally to the duration of their participation.

A 34-year-old man with drug-resistant epilepsy also participated in the experiment. He was implanted with subdural iEEG electrodes covering portions of his right frontal, temporal, and parietal lobes. After iEEG monitoring, resection of a focal cortical dysplasia in the right middle frontal gyrus led to freedom from further seizures at 3-month follow-up and did not cause any new neurological deficit.

Neurophysiological recordings
High-density scalp EEG was recorded using a 256-electrode cap, amplified and digitized at 1000 Hz for offline processing (Electrical Geodesics Inc., Eugene, OR). iEEG was recorded using 84 subdural electrodes (Ad-Tech Medical, Oak Creek, WI), amplified and digitized at 2048 Hz for offline processing (Brain Quick LTM, Micromed, S.p.A., Mogliano Veneto, Italy). A photodiode detected a brief white flash on the screen’s upper left corner, whose onset was synchronous with that of the key phoneme-viseme pair.

hdEEG preprocessing
EEG analysis was carried out using the toolboxes FieldTrip (www.fieldtriptoolbox.org; RRID:SCR_004849) (48), EEGLAB (https://sccn.ucsd.edu/eeglab/index.php; RRID:SCR_016333) (49), and custom-made MATLAB functions and scripts (The MathWorks Inc., Natick, MA; RRID:SCR_001622). First, the timeline was reconstructed from the photodiode channel. EEG epochs lasted the entire duration of speech stimuli, plus 2 s of data padding at each end. Because the hdEEG recording system caused EEG signals to be contaminated with 50-Hz line noise, an infinite impulse response notch filter was applied to the data.

Data were then cleaned from bad electrodes and trials with artifacts. Electrodes whose amplitude reached ±100 μV for more than 5% of the duration of all trials were flagged as noisy. In addition, a z score calculated over trials for each electrode identified electrodes with recurrent periods of abnormally low amplitude over prolonged periods. Channels with a z score larger than 3 for more than 10% of trials were flagged as noisy. Flagged electrodes were then reviewed manually to ensure that no more than 5% of all electrodes were flagged and to add electrodes that were noted to be broken at the time of EEG recording. The signal from flagged electrodes was replaced by an interpolation from neighboring electrodes using FieldTrip.

To identify artifactual trials, the covariance between all electrode pairs was computed for each trial. The single-trial covariance matrices were then compared to their average over trials using a distance metric, which was converted into a z score over trials. Individual trials with a z score higher than 2.3 (indicating higher variance between individual electrodes during those trials) were removed from further analysis. Additional artifacts from eye blinks, muscle activity, and other sources of noise were further identified and removed using an independent component analysis. Components were computed with the runica algorithm (49). Visualization and semiautomatic identification of noncerebral components were performed using the SASICA (Semi-Automated Selection of Independent Components of the electroencephalogram for Artifact correction) algorithm (50). Artifact-free epochs were rereferenced to average reference, filtered between 1 and 30 Hz (Butterworth filters, low-pass order 6, high-pass order 4), and corrected with respect to a baseline from 250 to 50 ms before stimulus onset.

iEEG electrode localization
iEEG electrodes were localized and displayed using the iELVis (intracranial ELectrode Visualization) toolbox (http://ielvis.pbworks.com/w/page/116347253/FrontPage; RRID:SCR_016109) (51). Briefly, the patient’s pre-implant 3D T1 magnetic resonance imaging (MRI) was processed using FreeSurfer (http://surfer.nmr.mgh.harvard.edu/; RRID:SCR_001847) (52) for skull stripping, extraction of the pial surface, and automatic parcellation of gyri and sulci. The post-implant 3D computed tomography was coregistered to the pre-implant MRI using FSL (www.fmrib.ox.ac.uk/fsl/; RRID:SCR_002823) (53). Electrodes were manually localized using BioImage Suite 3 (https://medicine.yale.edu/bioimaging/suite/; RRID:SCR_002986) (54). Brain shift was corrected using an inverse gnomonic map projection (55).

Time-frequency analysis
The power and phase of low-frequency oscillations were computed using a wavelet transform in FieldTrip. Wavelets (three-cycle width) were centered every hertz from 1 to 13 Hz and every 10 ms from 500 ms before to 500 ms after the key stimulus. Differences in mean phase angle between perceptual outcomes were quantified by the POS (21). POS = ITCv + ITCb − 2 × ICTall, where ITCv and ITCb are the mean resultant vectors of single-trial phase angles for trials where a /b/-leading or a /v/-leading word was perceived, respectively, and ICTall is the mean resultant vector of single-trial phase angles for all trials together, irrespective of perception. Power and POS were expressed as z scores relative to their estimated distribution under the null hypothesis that they do not differ according to perceptual outcome, as described below. Representative waveforms of theta-band activity (single-participant hdEEG and single-electrode iEEG) were obtained by filtering EEG signals (fourth-order Butterworth filters, low-pass 2 Hz, high-pass 8 Hz), averaging over neighboring electrodes (hdEEG only) and then over trials. These examples appear in Figs. 3B (hdEEG) and 4B and 5B (iEEG). Representative phase angles at selected frequencies and latencies, obtained from the wavelet transform described above, are shown in Figs. 3C (hdEEG) and 4C (iEEG).

HFA, indexing local neuronal firing (24), was obtained by filtering the iEEG signal in 10-Hz bands between 75 and 175 Hz (fourth-order Butterworth filters), computing band-limited power through a Hilbert transform, dividing band-limited power by its own mean over time to compensate for the 1/f power drop, and averaging over 10-Hz bands (56). Single-trial HFA was baseline
corrected to the 250-ms period immediately preceding the onset of each sentence. HFA plots appear in fig. S3B.

**Statistical analysis**

Participants’ responses in the behavioral experiment were analyzed with a repeated-measures analysis of variance (ANOVA) with phoneme-viseme congruence (congruent versus mismatched) and phoneme identity (/b/ versus /v/) as within-subject factors. The result of this analysis is shown in Fig. 1B.

Only EEG data from trials where the key word contained a /b/ phoneme mismatched with a /v/ viseme were analyzed here. For hdEEG, oscillatory power and phase were compared between trials grouped according to perceptual outcome. To compare oscillatory power, power was averaged over trials for each participant, electrode, frequency, and time point, separately for each perceptual outcome. The differences in mean power between perceptual outcomes were computed (one value per participant, electrode, frequency, and time point) and then compared to their distribution under the null hypothesis that there was no significant difference as a function of perception. The distribution was estimated using a permutation test with 1000 repetitions, from which the mean and SD were calculated. The observed values were expressed as a z score relative to that distribution, and a two-sided P value was computed from the z score. At each electrode, frequency, and time point, P values were then combined over participants using Stouffer’s method (20). The resulting P values express the probability that the observed values be observed if all null hypotheses are true. The time course of combined P values was then subjected to correction for multiple comparisons using the FDR procedure (57). This stringent correction ensured that only strongly significant differences in power would be detected. The result of this analysis is shown in movie S1. No power difference survived FDR correction. Movie S4 was generated in identical fashion.

To compare phase angle, POS was calculated as described above. The observed POS statistic (one value per participant, electrode, frequency, and time point) was then expressed as a z score of its estimated distribution under the null hypothesis that there was no phase angle difference as a function of perception. A one-sided P value was computed from the z score (one-sided because POS is a signless quantity). At each electrode, frequency, and time point, P values were combined over participants using Stouffer’s method. The time course of combined P values was then subjected to FDR correction for multiple comparisons. This stringent correction ensured that only strongly significant differences in mean phase angle would be detected. The result of this analysis is shown in movie S2. There were three periods where groups of electrodes showed a POS statistic that was large enough to survive the stringent FDR correction; of those, one occurred before the mismatched stimulus. The pre-stimulus period of POS significance concerned 16 electrodes, of which 15 were neighbors in the right posterior quadrant. For illustrative purposes, those electrodes’ POS z scores were again combined using Stouffer’s method and plotted as a contour plot. This appears in Fig. 3A (and fig. S1 for homologous electrodes in the left posterior quadrant). In that figure, data from two electrodes that showed a significant POS z score were omitted from the contour plot: one electrode that was isolated in the right frontal region and one left occipital electrode that was also part of a lower-frequency post-stimulus group of significant electrodes. Both electrodes can be seen on movie S2. Movies S3 and S5 were generated in identical fashion.

For iEEG, phase angle differences as a function of perception were quantified with the POS statistic as described above, which was expressed as a z score of its estimated distribution under the null hypothesis. Visual inspection of results for each electrode showed a group of five neighboring electrodes on the posterior superior temporal gyrus that showed significant POS in the theta band and during the pre-mismatched stimulus period. Those electrodes’ z scores were combined using Stouffer’s method and plotted as a contour plot, which appears in Fig. 4A and fig. S2B.

**Data availability**

The EEG and iEEG data from this study are freely available on the University of Geneva’s institutional repository, Yareta (https://doi.org/10.26037/ yareta:cripcwu4nbh5vprpqzhorbycyr).

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/6/45/eabc6348/DC1

View/request a protocol for this paper from Bio-protocol.
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