Design and Analysis of a Smart Blind Stick for Visual Impairment
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ABSTRACT

For a long time, visually impaired person uses a white cane to guide their way when travel outside. The white cane has been useful for the blinds in improving their mobility but unfortunately the white cane has its limitation. One of the shortcomings of the white cane is that, it could only detect the obstacles that are within the contact ranges of the white cane. This problem sometimes could cause the blind person to be in trouble because of insufficient time to detect and warn new obstacles in front of the blind person. This research proposes a walking stick system that has two functions; to classify an obstacles height whether it is low or high and to detect a front hole. The ability to detect the height of an obstacle will help the visually impaired to either step over or avoid the obstacle. The ability to detect a hole should help the visually impaired to avoid it in time. The walking stick will use two ultrasonic sensors for the detection of obstacle height, and a laser sensor for the detection of hole. A controller will be used to monitor and analyze the data from the sensors and feedback to the user through a vibration sensor and buzzer. The algorithm to differentiate the height of obstacles is working well and it is able to differentiate high or low obstacles. The laser ranging sensor has successfully been tested for hole detection. Therefore, the walking stick with ultrasonic and laser sensors will help more visually impaired to move around much faster and feeling more safer due to improved warning system for their movement.
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1. INTRODUCTION

Visually impaired people are mostly suffered from the brain information processing inactivity due to the lack of visual input to the brain [1]. Therefore, it results the difficulties for the blind to set the way out orientation [2]. They are unable to move according to their expected direction. In indoor navigation they cannot depends on the smart system with GPS to find out the way as the weakness of GPS signal, similarly they also get stuck to set their way out in outdoor environment if it is surrounded by low height obstacles and holes [3]. Researches show that visual impaired person can walk using smart sensory devices [4-9]. However, they failed to provide hole detection features for the blind.

A productive, innovative and efficient smart gadget attached with separated sensors can serve visually impaired help perceptibly hand-off the data back to the user. Innovation must serve and keep on advancing the welfare of these blind people. Individuals are frequently confined to utilizing a smart stick as their premier gadget for indoor and outside route [10-12]. This strategy works when clients touch objects, enabling them to perceive that they are moving toward something [13]. A stick enables the client to
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acknowledge questions through material learning. In any case, dazzle individuals have an exceptionally troublesome time distinguishing things far before them on a walkway or even inside their homes. Inside the family unit condition, the primary constraints to dazzle individuals incorporate fundamental question identification concerning hindrance evasion and route. In other way, researchers were using smart phone to utilize its inertial sensor and GPS to assist blind people to navigate alone by building novel apps [14-17]. Additionally, there are few more works also seen in recent years to help the blind for indoor navigation using apps [18-19]. However, error rate of inertial sensors using for indoor navigation is quite high due to drift of the sensor. Therefore, Wi-Fi can be an option to build a sensor area network to measure the signal direction [20-21]. However, hole detection smart cane is not available to help the visually impaired people.

This work elucidated the origination of a design, improvement of the application, talk of the outcomes, and future research advancement of the smart blind stick. The completely developed utilizes an assortment of detecting systems, including a ultrasonic and laser sensor, LED, vibration motor to build a complete prototype for visual impaired. The ultrasonic and laser sensors recognizes encompassing objects and permits the outwardly disabled to "feel" their environment.

2. MATERIALS AND METHODS
At the first part, the smart blind stick is proposed and designed that comply with human ergonomics. The design is focusing on the adult blind, so the design of the stick is adjustable to the different height’s blind. Besides that, it is also designed based on experimental results obtained in the preliminary work. At the second part, the working flow of the prototype is elucidated. Furthermore, the schematic diagram also presents to show complete system of prototype. The working flow of the smart blind stick is able to classify the obstacle height and detects the front hole.

2.1. Design of Smart Blind Stick
Figure 1 demonstrates the architecture of the proposed smart blind stick for visually impaired people. The main component of the system is microcontroller which is connected with three input devices, i.e., two ultrasonic sensors and a laser sensor. The other actuation components are also connected with the microcontroller, i.e., LED, buzzer and vibration motor.

![Figure 1. Block diagram of the proposed blind stick](image)

Figure 2 shows the design layout for the walking stick prototype. Firstly, the entire components are placed on a PVC pipe that has 86.5cm long. The length of the PVC pipe is chosen because it is suitable length for the blind user to use. Besides that, the microcontroller (Genuino Uno) and motor driver (L293D) is placed in the enclosure box that is placed on the middle of the blind stick. The microcontroller is used to store and running the program code while the motor driver are used to control the vibration motor. Other than that, the buzzer and LED also are placed near the enclosure box. The LED will configured as a status to show which obstacles are detected while the buzzer is configured to alert the blind user when the obstacle are near 20cm.

Then, the two ultrasonic sensors are placed in lower and upper of the blind stick. The lower part of ultrasonic sensor are placed 17cm higher starting below the stick and configure it as low obstacles sensor. The low obstacle sensor will only detect low obstacles. Meanwhile, the upper part of ultrasonic sensor are placed 44.3cm higher from the low obstacles sensor and configure it as high obstacles sensor. The high obstacles sensor will only detect high obstacles. For the distance of the ultrasonic sensor placement on the blind stick is identify by referring the experimental results of the ultrasonic sensor coverage and the limit height for low obstacles.

Next, the laser ranging sensor is placed below the low obstacles sensor as shown in Figure 2. This is because to avoid signal interference from other sensors. Besides that, the laser ranging sensor is placed
15.2cm starting below the stick and configured to detect the front hole. The laser ranging sensor are placed 15.2cm higher because the higher the placement of the laser ranging sensor, the further the distance to detect a front hole. Other than that, the laser ranging is tilt down for a 30 degree based on the experimental results for detecting the front hole.

The two vibration motor is placed on the handle of the blind stick and covers it up with a cloth. The vibration motor is configured to alert the blind user when detecting an obstacle. Besides that, microcontroller and motor driver are to function as an alert to the blind user when detecting an obstacle. Finally, the power bank and 9V battery is placed on the middle of the blind stick below the enclosure box. The power bank is used to power up the microcontroller while the 9V is used to power up the motor driver.

Figure 2. Layout of the smart blind stick

2.2. Working Flow of the System

The working flow of the proposed system demonstrates the steps of avoidance higher obstacle and front hole as shown in figure 3. The upper ultrasonic sensor U1 recognize the obstacle from 100cm far, then the alarm will off; then the LED1 and vibration motor will turn on. If U1 detect an obstacle, it refers the deterrents are ordered as high obstacle in front. Other than that, if bottom U2 sensor detects an obstacle with a distance of 100cm, the signal will off; LED2 and vibration will turn on. If U2 identify an obstacle, it implies the low obstacle. However, in these steps if the obstacle within 20cm from the user, and then the LED2, ringer and vibration will turn on.

Figure 3. Working flow of the proposed smart walking system for visual impairment
3. RESULTS AND DISCUSSION

3.1. Simulation of the Smart Walking Stick

Figure 4 shows schematic diagram of the proposed blind stick system. The schematic diagram contains a microcontroller. In the diagram, the controller is connected with the two HC-SR04 ultrasonic sensors, one VL53L0X laser ranging sensor, the LEDs, the vibration motor and buzzer. In the schematic diagram, there is three HC-SR04 ultrasonic sensor and one VL53L0X laser ranging sensor. Due to unavailability of VL53L0X in the Proteus ISIS software, so, it is replaced by a sensor that has similar function.

Figure 5 shows a simulation test to observe the result of each sensor. Before simulate the schematic design, an additional component and devices need to add to the design that are variable resistor, virtual terminal and oscilloscope. The variable resistor and virtual terminal are important in this simulation because the variable resistor can vary the voltage to change the distance in cm on the virtual terminal while virtual terminal will shows the distance values based on the variable resistor. The variable resistor will connected to the test pin of each ultrasonic sensor while the virtual terminal will connected to the receiver and transmitter pin of the microcontroller. For the oscilloscope, it shows the different pulses on the ultrasonic sensor based on the distance. The oscilloscope will connected in each of ultrasonic sensor echo pin to observe the pulse.

In the simulation process, sonar 1 is declared as high obstacles sensor while sonar 2 is declared as low obstacles sensor. In the virtual terminal, it shows the distance detected by the 1st sensor, 2nd sensor and laser sensor. The 1st and 2nd sensor will be respectively to sonar 1 and sonar 2. Then, the D1, D2 and D3 are declared as status to laser sensor, sonar 1 and sonar 2 respectively. Other than that, the motor 1 and motor 2 is declared as alerting the blind user when detecting obstacles. There is a pattern for the motors for detecting the obstacles such as for high obstacles, only motor 1 will vibrate while for low obstacles; there will be a sequence where motor 1 will vibrate first then the motor 2 will follow. For front hole obstacles, only motor 2 will vibrate. The working flow for this simulation is the same as in the Figure 5.

Figure 6 shows the result of the sonar 1 when the obstacles detected are not within 100cm. The D2, motor 1 and 2 are off showing that the obstacles are not detected because in the virtual terminal shows the obstacles are 905cm away. Figure 7 shows the result of the sonar 1 when the obstacles detected are within 100cm. The D2, motor 1 are on while motor 2 are off, showing that the obstacles are detected because in the virtual terminal shows the obstacles are 89cm away.
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Figure 8 shows the result of the sonar 2 when the obstacles are not detected within 100cm distance. The D3, motor 1 and 2 are off, showing that the obstacles are not detected because in the virtual terminal shows the obstacles are 900cm away.

Figure 9 shows the result of the sonar 2 when the obstacles detected are within 100cm. The D3, motor 1 and motor 2 are on showing that the obstacles are detected because in the virtual terminal shows the obstacles are 88cm away.

Figure 10 shows the result of sonar 2 when the obstacles detected within 20cm distance. The D3, motor 1, motor 2 and buzzer are on, showing that the obstacles are nearby because in the virtual terminal shows the obstacles are 10cm away.

Figure 11 shows the result of the laser sensor when the front hole detected is not more than 35cm far from the subject. The D1, motor 1 and 2 are off, showing that the front hole is not detected because in the virtual terminal shows the front hole detected within 4cm distance.

Figure 12 shows the result of the laser sensor when the front hole detected is more than 35cm far away. The D1, motor 2 are on while motor 1 is off, showing that the front hole is detected because in the virtual terminal shows the front hole detected within 44cm.
3.2. Experimental setup

In this work, a set of experiments are conducted to verify the two main functions that is to detect different heights of obstacles and to detect a front hole. The experiment is tested at indoor and outdoor. Figure 13 shows the indoor where the different heights obstacles are tested.

![Figure 13. Experiment in indoor environment to differentiate height of obstacles](image)

Figure 13. Experiment in indoor environment to differentiate height of obstacles

Figure 14 (a) shows the experiment that took place at outdoor to verify the function to differentiate the height of obstacles. The different height is detected by the prototype based on sensory input. Figure 14 (b) shows the experiment conducted at outdoor environment for hole detection purpose. In this experiment, the laser sensor attached with the bottom part of the stick is able to detect the hole and send the information to the vibration motor to alarm the blind user.

![Figure 14. Outdoor testing to verify the two function: (a) avoid different height obstacles, (b) avoid front hole](image)

Figure 14. Outdoor testing to verify the two function: (a) avoid different height obstacles, (b) avoid front hole

3.3. Experimental Results for Front Obstacle

Figures 15, 16 and 17 show the result of different height obstacles. The result shows only the Ultrasonic Low sensor detects the obstacle with an average of 100.285cm while the Ultrasonic High sensor detects an average of 596.632cm. It shows the percentage of error for ultrasonic low sensor about -0.29% while the Ultrasonic High has higher error about 496.32%. In this experiment, the obstacle is categorized as the low obstacle.
The obstacle height for this experiment is about 37.2cm. In Table 1, the result shows only the Ultrasonic Low sensor detects the obstacle with an average of 98.445cm while the Ultrasonic High sensor detects an average of 1096.39cm. Besides that, it shows the error is less error for Ultrasonic Low sensor that is about -1.56% while the Ultrasonic High has higher error about 996.39%. So for this experiment, the obstacle is categorized as the low obstacle.
The obstacle height for this experiment is about 55cm. In Table 1, the result shows only the Ultrasonic Low sensor detects the obstacle with an average of 98.032cm while the Ultrasonic High sensor detects an average of 105.88cm. Besides that, the error also shows there is less error for the Ultrasonic Low sensor that is about -1.97% while the Ultrasonic High has higher error about 5.88%. So for this experiment, the obstacle should be categorized as the low obstacle but it is already has been determined that if the height of the obstacles is more than 40cm, it is considered as high obstacle.

For this experiment, the Ultrasonic High sensor detection is only 5.88% error. This is because it has limitation for ultrasonic sensor. Ultrasonic sensor emits sonar wave in different angle up about to 30 degrees. So different angles have different distances considered that the obstacles are 100cm away from the user.

3.4. Experimental Results for Hole Detection

Figure 18 shows the result of hole detection. When there is no front hole for night, the average distance detected by laser ranging sensor is 264.2mm. The result for front hole detection will be recorded when there is increase than the result for no front hole detection.

The result when there is a front hole for night, the average distance detected is 8072.08mm. Besides that, the detected front hole is about 21.5cm far from user. It is less than the distance detected in Location A when detected the front hole.

![Figure 18. Graph of Laser Ranging Sensor](image)

4. CONCLUSIONS

The smart blind stick prototype has successfully designed and analyzed this paper. The newly designed stick complies with the human ergonomics because it is developed for adult users. The blind stick prototype is tested for different height of obstacles and for the the front hole. In this work, two ultrasonic sensors are used to detect a different height of obstacles whether it is high or low and one laser ranging sensor is used to detect a front hole. The smart blind stick is able to detect the obstacles with the height bellow 40cm, is considered low obstacle, on the other hand, if the detection height is more than 40cm, it is considered high obstacles. Additionally, the laser ranging sensor has successfully tested for hole detection. The blind stick is able to detect the front hole while the stick is around 21.5cm far from the hole. Therefore this novel blind stick is capable to assist a blind person to move independently.
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