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Abstract

Consider the following model to study adversarial effects on opinion forming. A set of initially selected experts form their binary opinion while being influenced by an adversary, who may convince some of them of the falsehood. All other participants in the network then take the opinion of the majority of their neighbouring experts. Can the adversary influence the experts in such a way that the majority of the network believes the falsehood? Alon et al. [2] conjectured that in this context an iterative dissemination process will always be beneficial to the adversary. This work provides a counterexample to that conjecture.

1 Introduction

Understanding how opinions are formed is as important as ever, as the spread of misinformation becomes more prevalent every day. Assume there is some new innovation being either good or bad that is introduced to a group of people who want to form their (binary) opinion about it. Following a key insight by Rogers [22], the opinion forming process can be modelled as follows. At first, a small set of so-called early adopters, or experts, forms their opinion about the newly introduced innovation. Afterwards, they disseminate their opinion to all other non-experts in the network.

When looking at that network from the outside an observer wants to infer the quality of the new innovation by observing the opinion of all individuals, but without taking the actual structure of the network into consideration (maybe by doing a poll). One popular method to achieve this is using the wisdom of the crowd. In this case that corresponds to a simple majority rule, that is, the observer takes the majority of opinions as an estimate. Wisdom of the crowd has been shown to have a plethora of useful applications in decision making, see e.g. [9, 19, 21, 5, 8, 18].

Assume furthermore that there is an adversary who can influence the opinion of some early adopters so as to falsely convince the observer of the new innovation’s quality. Let us look at some examples. Consider the so-called Black-Hat ASIN Piggybacking on Amazon’s Marketplace [17]. This is the method of hijacking the listing of an Amazon vendor to sell counterfeit products under the (dis-)guise of a genuine listing. Some customers then buy the real product and some buy the fake one. This results in the vendor to lose profit as well as him getting negative reviews that do not correspond to the actual product. The second example is a newly opened restaurant, that in its opening phase invites food critics to try and rate the restaurant. However, when those critics dine at the restaurant, the restaurant puts in more effort than it would when catering to a regular customer, e.g., by providing better quality food and service. Lastly, consider the common practice of online vendors to buy positive reviews for their products by either giving directly monetary incentives to reviewers or providing them with free products. In particular, on Amazon in certain product categories, like Bluetooth speakers and headphones, ReviewMeta [20] finds more than half of reviews to be fake [11].

A Model for Opinion Forming In the previous examples we saw three different sorts of adversaries: the hijacking seller influenced negatively the opinions of some customers; the restaurant owner could actively choose which critics to influence; finally, the seller that bought his reviews
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\[
\begin{align*}
V &\rightarrow \mathcal{E} &\text{where } |\mathcal{E}| = \mu|V| = \mu n. \\
\mathcal{E} &\rightarrow \mathcal{E}_1 \cup \mathcal{E}_0 \\
\mathcal{E}_1 &\rightarrow \mathcal{E}_1 \cup \mathcal{E}_0 \\
\mathcal{E}_0 &\rightarrow \mathcal{E}_0 \\
\text{The random adversary has actually no choice. He chooses the expert set } &\mathcal{E} \text{ uniformly at random among all sets of size } \mu|V|. \text{ Then } \mathcal{E} \text{ is in turn partitioned into } \mathcal{E}_1 \text{ and } \mathcal{E}_0 \text{ by adding each vertex in } \mathcal{E} \text{ to } \mathcal{E}_1 \text{ independently with probability } 1/2 + \delta \text{ and to } \mathcal{E}_0 \text{ otherwise. The weak adversary is allowed to choose the expert set with the restriction that } |\mathcal{E}| = \mu|V|; \text{ the selected set is then partitioned into } \mathcal{E}_1 \text{ and } \mathcal{E}_0 \text{ like in the random adversary. Finally, the strong adversary chooses } \mathcal{E}_1 \text{ and } \mathcal{E}_0 = \mathcal{E} \setminus \mathcal{E}_1 \text{ arbitrarily such that } |\mathcal{E}_1| = \mu|V|, |\mathcal{E}_1| = (1/2 + \delta)|\mathcal{E}_1| \text{ and consequently } |\mathcal{E}_0| = (1/2 - \delta)|\mathcal{E}_1|. \text{ We will ignore rounding issues througout to facilitate the presentation.}
\end{align*}
\]
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\[
\begin{align*}
\text{All vertices that know the truth in a graph are assigned the label ‘1’, including all vertices in } \mathcal{E}_1, \text{ and all vertices that believe a falsehood are labeled ‘0’}. \text{ Vertices without an opinion bear no label. The experts disseminate their opinions to the non-experts } V \setminus \mathcal{E} \text{ by a majority rule, that is, every vertex in } V \setminus \mathcal{E} \text{ takes the opinion of the majority of its neighbouring experts. To be completely explicit, a non-expert is labeled ‘1’/’0’ if more than half of its neighbouring experts are labeled ‘1’/’0’. Vertices at which there is no majority – because of a tie of ‘1’s and ‘0’s or because they have no expert neighbours – decide upon their opinion uniformly at random, i.e., each of these vertices is independently labeled ‘1’ with probability 1/2 and ‘0’ otherwise.}
\end{align*}
\]
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\[
\begin{align*}
\text{The colors red/blue correspond to the experts labeled ‘1’/’0’. The dotted vertices indicate their label after the dissemination process, the unmarked vertices are decided randomly. In the first line graph we consider the iterative strong adversary, where only the rightmost blue vertex determines the label of all remaining vertices. In the second line we consider the non-iterative setting, each blue expert can at most convince two non-experts. If } 1/2 + \delta > 3(1/2 - \delta) \text{ and } n \text{ is large, the adversary can not hope to convince more than half of all vertices.}
\end{align*}
\]
A natural question is whether iterativity helps or hinders the adversary. Intuitively, iterativity ought to be beneficial for the adversary. If a graph is not robust against a non-iterative adversary, then there is a choice of expert sets such that after one round of dissemination there are more vertices that are labeled ‘0’ than ‘1’. The remaining vertices without expert neighbours are then either decided randomly (non-iterative) or there are subsequent rounds of dissemination (iterative). As there now are more ‘0’ labeled vertices that ‘1’ labeled vertices, deciding the label of the remaining vertices by dissemination should be beneficial for the adversary. Indeed, the authors of [2] provided examples where this is the case. For example, they showed that for suitable values of \( \mu \) and \( \delta \), a line graph is robust against the non-iterative strong/weak adversaries, but not against their iterative versions, see Fig. 1.

However, in [2] an additional example, where for the weak adversary the opposite is true, was constructed. Consider a graph that is a disjoint union of a star and a \( d \)-regular expander graph. Place one expert in the center of the star and distribute the other experts as evenly as possible on the expander. In the non-iterative setting, each expert in the expander will spread its label to \( d \) many non-experts. If the expert in the center of the star is labeled ‘0’, all vertices in the star are labeled ‘0’ as well, outweighing the difference between ‘1’s and ‘0’s in the expander. In the iterative setting however, each expert does not only spread its label to \( d \) many other vertices, but all vertices in the expander will be labeled at the end of the dissemination, roughly in the same ratio as that of the experts in the beginning. Now the difference in ‘1’s and ‘0’s is so large that even if all vertices in the star were labeled with ‘0’ can sway the majority.

Guided by the intuition described previously, it seems that no such construction can work for a strong adversary. In the previous example of the graph consisting of an expander and a star the adversary can place all ‘1’-labeled experts on the star and all others in the expander. Then, all vertices in the expander will be labeled ‘0’ resulting in a clear majority. Consequently, in [2] the following conjecture concerning the effect of iterativity in that case was made.

**Conjecture 1.1 ([2]).** In the case of a strong adversary an iterative propagation can never harm the adversary.

Equivalently, the conjecture states that there is no graph that is robust against the iterative strong adversary and simultaneously not robust against the non-iterative version – in this precise sense iterativity does not harm/can only help the adversary.

**Related Results** Besides of [2], where this model for opinion formation was introduced, there is one more work that studies questions in this precise framework. In his doctoral thesis [10], Daknama studied resilience properties of random graphs. ‘Local resilience’ in this context refers to the largest number of edges, which are adjacent to any vertex, that can be removed so that the graph still is robust against the strong adversary. In [10] it was shown that one can delete up to a fraction of \( 2(1 - \mu + 2\mu\delta)/(1 + 2\delta) \) of all edges at each vertex without affecting robustness.

There are also other directly related studies in opinion forming, which, however, do not use the exact model presented here. These papers include studies on word of mouth [24], group recommendation [3, 15, 16, 12] and informational cascades [6, 7, 23, 1, 13]. For further references see also [2].

**Result** The contribution of this paper is to refute Conjecture 1.1. The idea is to consider a graph that has non-robustness against the non-iterative strong adversary in a very weak way. More concretely, the majority for ‘0’ labeled vertices is only achieved if a majority of vertices without expert neighbours is labeled ‘0’. If we consider iterativity, then the adversary has no clear advantage in a subsequent round of the dissemination, as there are roughly equally many ‘1’- and ‘0’-labeled vertices. Additionally, we can construct the graph in a way such that the vertices without expert neighbours are connected to vertices that are labeled ‘1’ in the first round of the dissemination, so that the adversary gets harmed.

Consider the following graph that implements these ideas. Let \( 0 < \mu, \delta < 1/2 \) and \( 0 < \varepsilon_1 < 2\delta/(1/2 + \delta), \ 0 < \varepsilon_2 < (1/2 - \delta)/(1/2 + \delta) \) as well as \( 0 < d < (1 - \mu - 2\delta\mu)/3 \). Then the graph
Figure 2: This figure shows the graph $G$. The numbers on the edges and in the vertices give the probability that an edge is present between/in the components. For example, any edge with one vertex in $I$ and one in $J$ exists independently with probability $p_{IJ}$. Every vertex in $D$ has exactly one distinct neighbour in $J$ and no other neighbours, i.e., every vertex in $D$ has degree 1 and no two vertices in $D$ have a common neighbour.

$G = (V, E)$, $|V| = n$ is given by $V = I \cup J \cup O \cup P \cup D$ such that

$$|I \cup J| = |O \cup P| = (1 - d)\frac{n}{2}, \quad |D| = dn, \quad |I| = \mu \left(\frac{1}{2} + \delta\right)n \quad \text{and} \quad |O| = \mu \left(\frac{1}{2} - \delta\right)n.$$  

The subset $D$ forms an independent set. In contrast, $I, J, O$ and $P$ each form a clique. Every vertex in $O$ is connected to all other vertices except to those in $D$. Between $I$ and $J$, $I$ and $P$ and $J$ and $P$ are random bipartite graphs with edge-probabilities $p_{IJ}$, $p_{IP}$ and $p_{JP}$ respectively.

Every vertex in $D$ has degree one, with the unique neighbour being in $J$; moreover, no two vertices in $D$ have the same neighbour. There are no more edges. Set

$$p_{IJ} = p_{IP} = \frac{1/2 - \delta}{1/2 + \delta} + \varepsilon_1 \quad \text{and} \quad p_{JP} = \frac{1/2 - \delta}{1/2 + \delta} - \varepsilon_2.$$  

See Fig. 2 for a depiction of $G$.

Assume for now that the adversary chooses $E_1 = I$ and $E_0 = O$. Then whp all vertices in $P$ will have $\approx \varepsilon_2|I|$ more neighbours in $O$ than in $I$ by choice of $p_{IP}$, thus they will be labeled ‘0’ independently of iterativity. In contrast, vertices in $J$ have $\approx \varepsilon_1|I|$ more neighbours in $I$ than in $O$ and will consequently be labeled ‘1’. Summarizing, we have that all vertices in $I \cup J$ are labeled ‘1’ and all vertices in $O \cup P$ are labeled ‘0’. As both unions have by construction the same size, the labels of vertices in $D$ decide whether the adversary succeeds or not. This is where (non-)iterativity comes into play. In the non-iterative setting, vertices in $D$ will choose uniformly at random, as they have no neighbours in $I \cup O$. So, with positive probability there will be more vertices labeled ‘0’ than ‘1’ in $D$, consequently granting a majority of ‘0’-labeled vertices. In the iterative setting however, all vertices in $D$ will be labeled ‘1’, as they are exclusively connected to vertices in $J$. Thus, when choosing $E_1 = I$ and $E_0 = O$ the iterative adversary fails, while the non-iterative adversary succeeds. Choosing the proportions of $I, O, J$ and $P$ and the edges between them suitably, we can make sure that choosing $E_1$ and $E_0$ differently is not advantageous for the adversary and therefore $G$ is indeed robust against the iterative strong adversary. The main result of this paper is to show that the graph $G$ has indeed the properties outlined above.
Theorem 1.2. For all $0 < \mu < 1/2$ and $1/6 < \delta < 1/2$ there are $\varepsilon_1, \varepsilon_2, \beta > 0$ such that $G$ is whp robust against the iterative strong adversary, but not against the non-iterative strong adversary.

Note that $\delta > 1/6$ is a necessary constraint for our construction, but we are certain that there is an example for smaller $\delta$ as well. Permissible values in Theorem 1.2 are, e.g., $\mu = \delta = 1/5$, $\varepsilon_1 = 10^{-2}$, $\beta = 10^{-4}$ and $\varepsilon_2 = 10^{-6}$. The remainder of this paper will consist of the proof of Theorem 1.2.

We first state and prove a well known description of the edge distribution of random graphs and then show the claimed (non-) robustness.

2 Proof

For a graph $G = (V, E)$ let $N(v) = \{w \in V \mid (v, w) \in E\}$ be the set of neighbours of $v$. We begin with a statement about the distribution of edges in random graphs.

Lemma 2.1. Let $\varepsilon > 0$. The Erdős-Rényi random graph $G(n, p)$ with vertex set $V$ and $p = n$ has whp the following property. For any set $S \subseteq V$ of size $|S| \geq \varepsilon n$ there is a set $X_S \subseteq V \setminus S$ of size at most $4\varepsilon^{-3}(\ln \varepsilon^{-1} + 2)$ such that

$$\forall v \in (V \setminus S) \setminus X_S : |N(v) \cap S| - p|S| \leq \varepsilon p|S|.$$ 

Similar versions of Lemma 2.1 with (somehow) different bounds exist in the literature, see for example [14, Lem. IV.1 and IV.3]. However, as we did not find the exact statement we will need in the literature we include a proof. We will utilize the following Chernoff bound.

Theorem 2.2 ([4], Cor 7.11). Let $X$ be a binomially distributed random variable. Then

$$P\left(|X - \mathbb{E}[X]| > \delta \mathbb{E}[X]\right) \leq 2 \exp\left(-\min\left(\delta^2, \delta \mathbb{E}[X]\right)/4\right), \quad \delta > 0.$$ 

Proof of Lemma 2.1. Let $S \subseteq V, |S| \geq \varepsilon n$ and let

$$X_S = \left\{v \in V \setminus S \mid |N(v) \cap S| - p|S| > \varepsilon p|S|\right\}$$

be the set of vertices not satisfying the claim of the lemma. The number of neighbours of any vertex $v \in V \setminus S$ is a binomially distributed random variable, $|N(v) \cap S| = \text{Bin}(|S|, p)$, and the expected number of neighbours of $v$ in $S$ is $p|S|$. Thus the probability of $v \in X_S$ can be bounded with Theorem 2.2 by

$$P\left(|N(v) \cap S| - p|S| > \varepsilon p|S|\right) \leq \exp\left(-\varepsilon^2 p|S|/4\right).$$

Let furthermore $t \in \mathbb{N}$; the probability that $t$ distinct vertices are in $X_S$ is at most $\exp(-\varepsilon^2 t p|S|/4 \cdot t)$ as the events of vertices being elements of $X_S$ are independent. There are $\binom{n}{k} \leq \left(\frac{en}{k}\right)^k$ possibilities to choose $S$, a set of size $k \geq \varepsilon n$. Hence the probability that for fixed $k \geq \varepsilon n$ there is a set $S, |S| = k$ such that $|X_S| = t$ is by union bound at most

$$\exp\left(k \ln\left(en/k\right) - \frac{\varepsilon^2 p k}{4} \cdot t\right) \leq \exp\left(k \left(-\ln \varepsilon + 1 - \frac{\varepsilon^3}{4} \cdot t\right)\right),$$

where we used the assumption that $p \geq \varepsilon$. Thus, if $t \geq 4\varepsilon^{-3}(\ln \varepsilon^{-1} + 2)$ this expression is $\leq e^{-k}$ and summing over $k \geq \varepsilon n$ yields the claim. \qed

This concludes the preparations. Next we prove the main theorem, by proving the two claims separately. We show the robustness of $G$ against the iterative strong adversary first.

Lemma 2.3. For all $0 < \mu < 1/2$ and $1/6 < \delta < 1/2$ there are values $\varepsilon_1, \varepsilon_2, \beta > 0$ such that $G$ is whp robust against the iterative strong adversary.
Proof. Let \( 0 < \mu < 1/2, \ 1/6 < \delta < 1/2 \) and \( \varepsilon_1, \varepsilon_2, \ d > 0 \) such that
\[
\varepsilon_1 < \min \left\{ \frac{\delta \mu}{2}, \frac{4\delta}{1/2 + \delta} - 1 \right\} \quad \text{(2.1)}
\]
and furthermore
\[
d < \min \left\{ \frac{\varepsilon_1 \delta}{1/2 + \delta}, \frac{\varepsilon_1 \delta \mu}{4}, \frac{1 - \mu - 2\delta \mu}{3} \right\} \quad \text{(2.2)}
\]
as well as
\[
\varepsilon_2 < \min \left\{ \frac{d}{6} \left( \frac{4\delta}{1/2 + \delta} - 1 - \varepsilon_1 \right), \frac{1/2 - \delta}{1 + 2\delta} \right\} \quad \text{(2.3)}
\]
We will show that for any choice of experts, at the end of the dissemination the majority will be labeled '1' thus proving robustness. Let therefore \( \mathcal{E} = \mathcal{E}_1 \cup \mathcal{E}_0 \) be any set of experts as chosen by the iterative strong adversary and define
\[
i_1 := |I \cap \mathcal{E}_1|, \quad j_1 := |J \cap \mathcal{E}_1|, \quad o_1 := |O \cap \mathcal{E}_1|, \quad p_1 := |P \cap \mathcal{E}_1|, \quad d_1 := |D \cap \mathcal{E}_1|
\]
as well as
\[
i_0 := |I \cap \mathcal{E}_0|, \quad j_0 := |J \cap \mathcal{E}_0|, \quad o_0 := |O \cap \mathcal{E}_0|, \quad p_0 := |P \cap \mathcal{E}_0|, \quad d_0 := |D \cap \mathcal{E}_0|.
\]
By definition of the model we have that \( |\mathcal{E}_1| = (1/2 + \delta) \mu n \) as well as \( |\mathcal{E}_0| = (1/2 - \delta) \mu n \) and therefore
\[
i_1 + j_1 + o_1 + p_1 + d_1 = \left( \frac{1}{2} + \delta \right) \mu n \quad \text{and} \quad i_0 + j_0 + o_0 + p_0 + d_0 = \left( \frac{1}{2} - \delta \right) \mu n,
\]
which readily implies that
\[
2\delta \mu n = \frac{2\delta}{1/2 + \delta} (i_1 + j_1 + p_1 + o_1 + d_1).
\]
We will see that the iterative dissemination will be finished after two rounds only. We start by determining the label of each vertex in the different components after the first round of dissemination. This is decided by the difference in '0'/'1' labeled expert neighbours. Consider the difference
\[
\Delta(v) := |N(v) \cap \mathcal{E}_1| - |N(v) \cap \mathcal{E}_0|, \quad v \in V.
\]
In particular, \( \Delta(v) > 0 \) means that \( v \in V \setminus (\mathcal{E}_1 \cup \mathcal{E}_0) \) will be labeled '1' and \( \Delta(v) < 0 \) means it will be labeled '0'. Note that vertices \( v \) with \( \Delta(v) = 0 \) could be either labeled randomly (if they have the same positive number of '0'/'1' labeled neighbours) or not at all in this round.

We begin with a vertex \( v \in O \). Using the construction of \( G \) and (2.4) we get
\[
|N(v) \cap \mathcal{E}_1| = i_1 + j_1 + p_1 + o_1 = \left( \frac{1}{2} + \delta \right) \mu n - d_1
\]
and similarly
\[
|N(v) \cap \mathcal{E}_0| = i_0 + j_0 + p_0 + o_0 = \left( \frac{1}{2} - \delta \right) \mu n - d_0.
\]
Combining these two equations, \( d < \varepsilon_1 < \delta \mu /2 \) given by (2.2) and (2.1) implies
\[
\Delta(v) = 2\delta \mu n - (d_1 - d_0) > 0 \quad \forall \ v \in O.
\]
We continue with \( v \in J \). Using Lemma 2.1, we get that for all \( \varepsilon > 0 \) whp there is \( J_\varepsilon \subset J \), \(|J_\varepsilon| \leq 4\varepsilon^{-3}(\ln \varepsilon^{-1} + 2)\) such that

\[
|N(v) \cap P \cap E_1| - p_{J_\varepsilon} \cdot p_1 \leq \varepsilon \cdot p_{J_\varepsilon} \cdot p_1 + \varepsilon n \quad \text{for all } v \in J \setminus J_\varepsilon.
\]

As \( \varepsilon > 0 \) is arbitrary we infer that

\[
|N(v) \cap P \cap E_1| = p_{J_\varepsilon} \cdot p_1 + o(n) \quad \text{for all } v \in J \setminus J_\varepsilon.
\]

Completely analogous calculations for \( I \) and \( E_0 \) yield that whp there is \( J' \subset J \), \(|J'| = o(n)\) such that for all \( v \in J \setminus J' \)

\[
|N(v) \cap E_1| = p_{J_\varepsilon} \cdot i_1 + j_1 + p_{J_\varepsilon} \cdot p_1 + o_1 + o(n)
\]

and

\[
|N(v) \cap E_0| = p_{J_\varepsilon} \cdot i_0 + j_0 + p_{J_\varepsilon} \cdot p_0 + o_0 + o(n)
\]

Computing the difference of the above expressions we get for all \( v \in J \setminus J' \)

\[
\Delta(v) = 2\delta \mu n - (1 - p_{J_\varepsilon})(i_1 - i_0) - (1 - p_{J_\varepsilon})(p_1 - p_0) - (d_1 - d_0) + o(n)
\]

\[
= 2\delta \mu n - \left( \frac{2\delta}{1/2 + \delta} - \varepsilon_1 \right) (i_1 - i_0) + (p_1 - p_0) - (d_1 - d_0) + o(n)
\]

\[
= 2\delta \mu n - \frac{2\delta}{1/2 + \delta} (i_1 - i_0) + (p_1 - p_0) + \varepsilon_1 (i_1 - i_0) + (p_1 - p_0) - (d_1 - d_0) + o(n).
\]

Applying (2.5) and (2.4) we can obtain a lower bound for \( \Delta(v), v \in J \setminus J' \)

\[
\Delta(v) \geq \frac{2\delta}{1/2 + \delta} (j_1 + o_1 + d_1 + i_0 + p_0) + \varepsilon_1 (i_1 - i_0) + (p_1 - p_0) - d_1 + o(n)
\]

\[
\geq \varepsilon_1 (i_1 - i_0) + (p_1 - p_0) + \left( \frac{2\delta}{1/2 + \delta} - \varepsilon_1 \right) (i_0 + p_0) - d_1.
\]

According to (2.1) and (2.2) we have \( \varepsilon_1 < 2\delta/(1/2 + \delta) \) as well as \( d < \varepsilon_1 \delta \mu / 4 \) and therefore

\[
\Delta(v) \geq \varepsilon_1 \cdot 2\delta \mu n - dn > 0 \quad \forall v \in J \setminus J'.
\]

Next we look at \( v \in I \). Using again Lemma 2.1 and (2.4) we infer that whp there is \( I' \subset I \), \(|I'| = o(n)\) such that for all \( v \in I \setminus I' \)

\[
|N(v) \cap E_1| = i_1 + p_{I_\varepsilon} \cdot j_1 + p_{I_\varepsilon} \cdot p_1 + o_1 + o(n)
\]

and

\[
|N(v) \cap E_0| = i_0 + p_{I_\varepsilon} \cdot j_0 + p_{I_\varepsilon} \cdot p_0 + o_0 + o(n)
\]

\[
= \left( \frac{1}{2} + \delta \right) \mu n - (1 - p_{I_\varepsilon}) j_1 - (1 - p_{I_\varepsilon}) p_1 - d_1 + o(n)
\]

and

\[
= \left( \frac{1}{2} - \delta \right) \mu n - (1 - p_{I_\varepsilon}) j_0 - (1 - p_{I_\varepsilon}) p_0 - d_0 + o(n).
\]
By combining those bounds we obtain for all \( v \in I \setminus I' \)

\[
\Delta(v) = 2\delta \mu n - (1 - p_{IP}) (j_1 - j_0) - (1 - p_{IP}) (p_1 - p_0) - (d_1 - d_0) + o(n)
\]

\[
= 2\delta \mu n - \frac{2\delta}{1/2 + \delta} \left( (j_1 - j_0) + (p_1 - p_0) \right) - (d_1 - d_0) + \varepsilon_1 (j_1 - j_0) - \varepsilon_2 (p_1 - p_0) + o(n). \tag{2.6}
\]

Before we conclusively determine \( \Delta(v) \) for \( v \in I \setminus I' \) we look at vertices \( v \in P \). Using once more Lemma 2.1 and (2.4) we infer that whp there is \( P' \subset P \), \( |P'| = o(n) \) such that for all \( v \in P \setminus P' \)

\[
|N(v) \cap \mathcal{E}_1| = 2\mu n - (1 - p_{IP}) i_1 + p_{IP} \cdot j_1 + p_1 + o_1 + o(n)
\]

\[
= \left( \frac{1}{2} + \delta \right) \mu n - (1 - p_{IP}) i_1 - (1 - p_{IP}) j_1 - d_1 + o(n)
\]

and

\[
|N(v) \cap \mathcal{E}_0| = p_{IP} \cdot i_0 + p_{IP} \cdot j_0 + p_0 + o_0 + o(n)
\]

\[
= \left( \frac{1}{2} - \delta \right) \mu n - (1 - p_{IP}) i_0 - (1 - p_{IP}) j_0 - d_0 + o(n).
\]

Together these two expressions yield for all \( v \in P \setminus P' \)

\[
\Delta(v) = 2\delta \mu n - \frac{2\delta}{1/2 + \delta} \left( (i_1 - i_0) + (j_1 - j_0) \right) - (d_1 - d_0) + \varepsilon_1 (j_1 - j_0) - \varepsilon_2 (i_1 - i_0) + o(n). \tag{2.7}
\]

We argue next, that either “\( \Delta(v) < 0 \) for some \( v \in I \setminus I' \)” or “\( \Delta(v) < 0 \) for some \( v \in P \setminus P' \)” but never both. To see this, observe that

“\( \Delta(v) < 0 \) for some \( v \in I \setminus I' \) and \( \Delta(v) < 0 \) for some \( v \in P \setminus P' \)”

implies that

\[
(i_1 - i_0) + (j_1 - j_0) \text{ and } (j_1 - j_0) + (p_1 - p_0) \text{ are both } \geq (1/2 + \delta) \mu - \varepsilon_1 n. \tag{2.8}
\]

Otherwise (2.2) and (2.3) assert that \( \varepsilon_2 < d/6 \) as well as \( d < \varepsilon_2 \delta/(1/2 + \delta) \) and therefore either by (2.6)

\[
\Delta(v) \geq \frac{2\delta}{1/2 + \delta} \varepsilon_1 n - dn - \varepsilon_2 n > 0, \quad \text{for all } v \in I \setminus I'
\]

or by (2.7)

\[
\Delta(v) \geq \frac{2\delta}{1/2 + \delta} \varepsilon_1 n - dn - \varepsilon_2 n > 0, \quad \text{for all } v \in P \setminus P'.
\]

However, as \( (i_1 - i_0) + (p_1 - p_0) \leq (1/2 + \delta) \mu n \) we obtain from (2.8) that \( j_1 - j_0 \geq (\delta \mu - \varepsilon_1 n). \)

Then (2.1),(2.2) and (2.3) imply that \( \varepsilon_1 < \delta \mu/2, d < \varepsilon_1 \delta \mu/ \) and \( \varepsilon_2 < d/6 \) and thus (2.6) yields

\[
\Delta(v) \geq \varepsilon_1 \cdot (\delta \mu - \varepsilon_1 n) - dn - \varepsilon_2 n > 0, \quad \text{for all } v \in I \setminus I'.
\]

Summarizing, we have shown that \( \Delta(v) > 0 \) for all \( v \in (J \setminus J') \cup O \) and either \( \Delta(v) > 0 \) for all \( v \in I \setminus I' \) or \( \Delta(v) > 0 \) for all \( v \in P \setminus P' \).

In the rest of the proof we consider the second round of the iterative dissemination process. We will distinguish two cases. Assume first that \( j_0 + d_0 < (d/2 - \varepsilon_2)n \). As \( \Delta(v) > 0 \) for all \( v \in J \setminus J' \) we infer that at most \( (d/2 - \varepsilon_2)n + o(n) \) vertices in \( D \) will be labeled ’0’ after the second round
of the dissemination process, all other vertices in \( D \) will be labeled ‘1’. Thus counting the total number of vertices labeled ‘1’ after the process, we get in this case for \( n \) large enough

\[
\#(\text{vertices labeled ‘1’}) > |I \setminus J'| + |J \setminus J'| + |O| + \left( \frac{d}{2} + \varepsilon_2 - o(1) \right) n - |E_0|
\]

\[
= (1 - \frac{d}{2}) n + \frac{dn}{2} + \varepsilon_2 n - o(n) > \frac{n}{2}
\]

We are left with the case \( j_0 + d_0 \geq (d/2 - \varepsilon_2)n \). Observe that \( d_1 < (d/2 + \varepsilon_2)n \) as otherwise the conclusion of the previous case applies. We revisit \( \Delta(v), v \in P \setminus P' \) using (2.7) and (2.5)

\[
\Delta(v) = \frac{2\delta}{1/2 + \delta} (p_1 + q_1 + d_1 + i_0 + j_0) - (d_1 - d_0) + \varepsilon_1 (j_1 - j_0) - \varepsilon_2 (i_1 - i_0) + o(n)
\]

\[
\geq \left( \frac{2\delta}{1/2 + \delta} - \varepsilon_1 \right) j_0 + d_0 - \left( 1 - \frac{2\delta}{1/2 + \delta} \right) d_1 - \varepsilon_2 i_1 + o(n).
\]

Using the assumptions \( j_0 + d_0 \geq (d/2 - \varepsilon_2)n \) and \( d_1 < (d/2 + \varepsilon_2)n \), this simplifies to

\[
\Delta(v) > \left( \frac{4\delta}{1/2 + \delta} - 1 - \varepsilon_1 \right) dn/2 - 2\varepsilon_2 n + o(n).
\]

Assumption (2.3) guarantees that \( \Delta(v) > 0, v \in P \setminus P' \) and thus in this case for \( n \) large enough

\[
\#(\text{vertices labeled ‘1’}) > |I \setminus J'| + |J \setminus J'| + |O| + |P \setminus P'| - |E_0|
\]

\[
= (1 - \frac{d}{2}) n - \left( \frac{1}{2} - \delta \right) \mu n - o(n) > \frac{n}{2},
\]

and the proof is completed.

The next lemma together with Lemma 2.3 implies Theorem 1.2.

**Lemma 2.4.** For all \( 0 < \mu < 1/2 \) and \( 1/6 < \delta < 1/2 \) there are values \( \varepsilon_1, \varepsilon_2, d > 0 \) such that whp \( G \) is not robust against the non-iterative strong adversary.

**Proof.** Let \( 0 < \mu < 1/2 \) and \( 1/6 < \delta < 1/2 \) and \( \varepsilon_2, d > 0 \) as given in (2.1) to (2.3). We show that \( G \) is indeed not robust by giving a suitable choice of the expert set. Set \( E = E_1 \cup E_0 \) with \( E_1 = I \) and \( E_0 = O \). By definition, these sets have matching cardinalities. We compute the quantity

\[
\Delta(v) = |N(v) \cap E_1| - |N(v) \cap E_2|
\]

for vertices \( v \in P \) to find their labels. Using \( \varepsilon_2 < (1/2 - \delta)/(1 + 2\delta) \) by (2.3) and Theorem 2.2 we readily obtain that whp for all \( v \in P \)

\[
\Delta(v) \leq (p_{1P} + o(1))|E_1| - |E_0| = \left( \frac{1/2 - \delta}{1/2 + \delta} - \varepsilon_2 + o(1) \right) |E_1| - |E_0| = -(\varepsilon_2 + o(1))|E_1| < 0.
\]

Therefore the set of vertices labeled ‘0’ contains \( O \cup P \) which has cardinality \((1 - d)\frac{n}{2}\). However, vertices in \( D \) do not have any expert neighbours and as we are in the non-iterative setting, those vertices will be decided uniformly at random. Hence with probability 1/2 there will be at least \( dn/2 + 1 \) vertices labeled ‘0’ in \( D \) and therefore \( G \) is not robust against the non-iterative strong adversary.
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