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Abstract

Model-based deep learning has achieved astounding successes due in part to the availability of large-scale real-world data. However, processing such massive amounts of data comes at a considerable cost in terms of computations, storage, training and the search for good neural architectures. Dataset distillation has thus recently come to the fore. This paradigm involves distilling information from large real-world datasets into tiny and compact synthetic datasets such that processing the latter ideally yields similar performances as the former. State-of-the-art methods primarily rely on learning the synthetic dataset by matching the gradients obtained during training between the real and synthetic data. However, these gradient-matching methods suffer from the so-called accumulated trajectory error caused by the discrepancy between the distillation and subsequent evaluation. To mitigate the adverse impact of this accumulated trajectory error, we propose a novel approach that encourages the optimization algorithm to seek a flat trajectory. We show that the weights trained on synthetic data are robust against the accumulated errors perturbations with the regularization towards the flat trajectory. Our method, called Flat Trajectory Distillation (FTD), is shown to boost the performance of gradient-matching methods by up to 4.7% on a subset of images of the ImageNet dataset with higher resolution images. We also validate the effectiveness and generalizability of our method with datasets of different resolutions and demonstrate its applicability to neural architecture search. Code is available at https://github.com/AngusDujw/FTD-distillation.

1. Introduction

Modern deep learning has achieved astounding successes in achieving ever better performances in a wide range of fields by exploiting large-scale real-world data and well-constructed Deep Neural Networks (DNN) \cite{1, 2, 4}. Unfortunately, these achievements have come at a prohibitively high cost in terms of computation, particularly when it relates to the tasks of data storage, network training, hyperparameter tuning, and architectural search.

A series of model distillation studies \cite{2, 14, 16, 22} has thus been proposed to condense the scale of models by distilling the knowledge from a large-scale teacher model into a compact student one. Recently, a similar but distinct task, dataset distillation \cite{1, 3, 26, 35, 36, 42-45, 47, 49, 50} has been considered to condense the size of real-world datasets. This task aims to synthesize a large-scale real-world dataset into a tiny synthetic one, such that a model trained with the synthetic dataset is comparable to the one trained with the
real dataset. Dataset distillation can expedite model training and reduce cost. It plays an important role in some machine learning tasks such as continual learning \cite{39,48,50}, neural architecture search \cite{19,37,38,48,50}, and privacy-preserving tasks \cite{8,13,27}, etc.

Wang et al. \cite{45} was the first to formally study dataset distillation. The authors proposed a method \textsc{DD} that models a regular optimizer as the function that treats the synthetic dataset as the inputs, and uses an additional optimizer to update the synthetic dataset pixel-by-pixel. Although the performance of \textsc{DD} degrades significantly compared to training on the real dataset, \cite{45} revealed a promising solution for condensing datasets. In contrast to conventional methods, they introduced an evaluation standard for synthetic datasets that uses the learned distilled set to train randomly initialized neural networks and the authors evaluate their performance on the real test set. Following that, Such et al. \cite{41} employed a generative model to generate the synthetic dataset. Nguyen et al. \cite{34} reformulated the inner regular optimization of \textsc{DD} into a kernel-ridge regression problem, which admits closed-form solution.

In particular, Zhao and Bilen \cite{50} pioneered a gradient-matching approach \textsc{DC}, which learns the synthetic dataset by minimizing the distance between two segments of gradients calculated from the real dataset \( \mathcal{T} \), and the synthetic dataset \( \mathcal{S} \). Instead of learning a synthetic dataset through a bi-level optimization as \textsc{DD} does, \textsc{DC} \cite{50} optimizes the synthetic dataset explicitly and yields much better performance compared to \textsc{DD}. Along the lines of \textsc{DC} \cite{50}, more gradient-matching methods have been proposed to further enhance \textsc{DC} from the perspectives of data augmentation \cite{48}, feature alignment \cite{44}, and long-range trajectory matching \cite{1}.

However, these follow-up studies on gradient-matching methods fail to address a serious weakness that results from the discrepancy between training and testing phases. In the training phase, the trajectory of the weights generated by \( S \) is optimized to reproduce the trajectory of \( T \) which commenced from a set of weights that were progressively updated by \( T \). However, in the testing phase, the weights are no longer initialized by the weights with respect to \( T \), but the weights that are continually updated by \( S \) in previous iterations. The discrepancy of the starting points of the training and testing phases results in an error on the converged weights. Such inaccuracies will accumulate and have an adverse impact on the starting weight for subsequent iterations. As demonstrated in Figure 1, we observe the loss difference between the weights updated by \( S \) and \( T \). We refer to the error as the accumulated trajectory error, because it grows as the optimization algorithm progresses along its iterations.

The synthetic dataset \( S \) optimized by the gradient-matching methods is able to generalize to various starting weights, but is not sufficiently robust to mitigate the perturbation caused by the accumulated trajectory error of the starting weights. To minimize this source of error, the most straightforward approach is to employ robust learning, which adds perturbations to the starting weights intentionally during training to make \( S \) robust to errors. However, such a robust learning procedure will increase the amount of information of the real dataset to be distilled. Given a fixed size of \( S \), the distillation from the increased information results in convergence issues and will degrade the final performance. We demonstrate this via empirical studies in subsection 3.2.

In this paper, we propose a novel approach to minimize the accumulated trajectory error that results in improved performance. Specifically, we regularize the training on the real dataset to a flat trajectory that is robust to the perturbation of the weights. Without increasing the information to be distilled in the real dataset, the synthetic dataset will enhance its robustness to the accumulated trajectory error at no cost. Thanks to the improved tolerance to the perturbation of the starting weights, the synthetic dataset is also able to ameliorate the accumulation of inaccuracies and improves the generalization during the testing phase. It can also be applied to cross-architecture scenarios. Our proposed method is compatible with the gradient-matching methods and boost their performances. Extensive experiments demonstrate that our solution minimizes the accumulated error and outperforms the vanilla trajectory matching method on various datasets, including CIFAR-10, CIFAR-100, subsets of the TinyImageNet, and ImageNet. For example, we achieve performance accuracies of 43.2% with only 10 images per class and 50.7% with 50 images per class on CIFAR-100, compared to the previous state-of-the-art work from \cite{1} (which yields accuracies of only 40.1% and 47.7% respectively). In particular, we significantly improve the performance on a subset of the ImageNet dataset which contains higher resolution images by more than 4%.

2. Preliminaries and Related Work

\textbf{Problem Statement.} We start by briefly overviewing the problem statement of Dataset Distillation. We are given a real dataset \( \mathcal{T} = \{(x_i, y_i)\}_{i=1}^{\left|\mathcal{T}\right|} \), where the examples \( x_i \in \mathbb{R}^d \) and the class labels \( y_i \in \mathcal{Y} = \{0, 1, \ldots, C - 1\} \) and \( C \) is the number of classes. \textit{Dataset Distillation} refers to the problem of synthesizing a new dataset \( \mathcal{S} \) whose size is much smaller than that of \( \mathcal{T} \) (i.e., it contains much fewer pairs of synthetic examples and their class labels), such that a model \( f \) trained on the synthetic dataset \( \mathcal{S} \) is able to achieve a comparable performance over the real data distribution \( P_D \) as the model \( f \) trained with the original dataset \( \mathcal{T} \).

We denote the synthetic dataset \( \mathcal{S} = \{(s_i, y_i)\}_{i=1}^{\left|\mathcal{S}\right|} \) where \( s_i \in \mathbb{R}^d \) and \( y_i \in \mathcal{Y} \). Each class of \( \mathcal{S} \) contains \( i_{\mathcal{PC}} \) (images per class) examples. In this case, \( \left|\mathcal{S}\right| = i_{\mathcal{PC}} \times C \) and \( \left|\mathcal{S}\right| \ll \left|\mathcal{T}\right| \). We denote the optimized weight parameters obtained by minimizing an empirical loss term over the
synthetic training set $S$ as

$$\theta^S = \arg \min_\theta \sum_{(s_i, y_i) \in S} \ell(f_\theta, s_i, y_i),$$

where $\ell$ can be an arbitrary loss function which is taken to be the cross entropy loss in this paper. Dataset Distillation aims at synthesizing a synthetic dataset $S$ to be an approximate solution of the following optimization problem

$$S_{DD} = \arg \min_{S \subset \mathbb{R}^d \times \mathcal{Y}, |S| =ipc \times C} L_{\mathcal{T}_{\text{test}}}(f_{\theta^S}). \quad (1)$$

Wang et al. [45] proposed DD to solve $S$ by optimizing Equation 1 after replacing $\mathcal{T}_{\text{test}}$ with $\mathcal{T}$, i.e., minimizing $L_{\mathcal{T}}(f_{\theta^S})$ directly because $\mathcal{T}_{\text{test}}$ is inaccessible.

**Gradient-Matching Methods.** Unfortunately, DD’s [45] performance is poor because optimizing Equation 1 only provides limited information for distilling the real dataset $\mathcal{T}$ into the synthetic dataset $S$. This motivated Zhao et al. [50] to propose a so-called gradient-matching method DC to match the informative gradients calculated by $\mathcal{T}$ and $S$ at each iteration to enhance the overall performance. Namely, they considered solving

$$S_{DC} = \arg \min_{S \subset \mathbb{R}^d \times \mathcal{Y}, |S| =ipc \times C} \mathbb{E}_{0 \sim P_0} \left[ \sum_{m=1}^M \mathcal{L}(S) \right], \quad \text{where} \quad (2)$$

$$\mathcal{L}(S) = D(\nabla_{\theta_m} L_{\mathcal{T}}(f_{\theta_m}), \nabla_{\theta_m} L_{\mathcal{T}}(f_{\theta_m})). \quad (3)$$

In the definition of $\mathcal{L}(S)$, $\theta_m$ contains the weights updated from the initialization $\theta_0$ with $\mathcal{T}$ at iteration $m$. The initial set of weights $\theta_0$ is randomly sampled from an initialization distribution $P_0$ and $M$ in Equation 2 is the total number of update steps. Finally, $D(\cdot, \cdot)$ in Equation 3 denotes a (cosine similarity-based) distance function measuring the discrepancy between two matrices and is defined as $D(X, Y) = \sum_{i=1}^I \left( 1 - \frac{(X_i, Y_i)}{\|X_i\|_2 \|Y_i\|_2} \right)$, where $X, Y \in \mathbb{R}^{I \times J}$ and $X_i, Y_i \in \mathbb{R}^J$ are the $i^{th}$ columns of $X$ and $Y$ respectively. At each distillation (training) iteration, DC [50] minimizes the $\mathcal{L}(S)$ as defined in Equation 3. The Gradient-Matching Method regularizes the distillation of $S$ by matching the gradients of single-step (DC [50]), or multiple-step (MTT [1]) for improved performance. More related works can be found in Appendix B.

### 3. Methodology

The gradient-matching methods as discussed in section 2 constitute a reliable and state-of-the-art approach for dataset distillation. These methods match a short range of gradients with respect to a set of the weights trained with the real dataset in the distillation (training) phase. However, the gradients calculated in the evaluation (testing) phase are with respect to the recurrent weights from previous iterations, instead of the exact weights from the teacher’s trajectory. Unfortunately, this discrepancy between the distillation (training) and evaluation (testing) phases result in a so-called accumulated trajectory error. We take MTT [1] as an instance of a gradient-matching method to explain the existence of such an error in subsection 3.2. We then propose a novel and effective method to mitigate the accumulated trajectory error in subsection 3.3.

#### 3.1. Matching Training Trajectories (MTT)

In contrast to DC [50], MTT [1] matches the accumulated gradients over several steps (i.e., over a segment of the trajectory of updated weights), to further improve the overall performance. Therefore, MTT [1] solves for $S$ as follows

$$S_{MTT} = \arg \min_{S \subset \mathbb{R}^d \times \mathcal{Y}, |S| =ipc \times C} \mathbb{E}_{0 \sim P_0} \left[ |\Delta A| \right], \quad \text{where} \quad (4)$$

$$\Delta A = \|A(\nabla_{\theta} L_{\mathcal{T}}(f_{\theta_0}), n) - A(\nabla_{\theta} L_{\mathcal{T}}(f_{\theta_0}), m)\|^2_2. \quad (5)$$

In Equation 5, the algorithm $A$, which is the first-order optimizer sans momentum used in MTT, outputs the difference of the parameter vectors at the $n^{th}$ iteration and at initialization, i.e.,

$$A(\nabla_{\theta} L_{\mathcal{T}}(f_{\theta_0}), n) = \theta_n - \theta_0.$$

We model $A$ as a function with input being the gradient $\nabla_{\theta} L_{\mathcal{T}}(f_{\theta_0})$, which is run over a number of iterations $n$, and whose output is the accumulated change of weights after $n$ iterations. Note that $n, m$ are set so that $n < m$ because $|S| < |T|$. Equation 4 particularizes to Equation 2 when $n = m = 1$. 
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Intuitively, MTT [1] learns an informative synthetic dataset $S$ so that it can provide sufficiently reliable information to the optimizer $A$. Then, $A$ utilizes the information from $S$ to map the weights $\theta_0$ sampled from its (initialization) distribution $P_0$, into an approximately-optimal parameter space $W = \{ \theta \mid L_{\text{val}}(f_\theta) \leq L_{\text{tot}} \}$, where $L_{\text{tot}} > 0$ denotes an “tolerable minimum value”.

In the actual implementation, the ground truth trajectories, also known as the teacher trajectories, are prerecorded in the buffer phase as $(\theta^*_0, \theta^*_{0,m}, \theta^*_{1,0}, \ldots, \theta^*_{M-1,m})$. As illustrated in Figure 2(a), the teacher trajectories are then partitioned into $M$ segments $\{\Theta_t^*\}_{t=0}^{M-1}$ and each segment $\Theta^*_t = (\theta^*_{t,0}, \theta^*_{t,1}, \ldots, \theta^*_{t,m})$. Note that $\theta^*_{0,0} = \theta^*_{t-1,0}$ since the last set of weights of the segment will be used to initialize the first set of weights of the next one.

As shown in Figure 2(b), in the distillation phase, a segment of the weights $\Theta^*_t$ is randomly sampled from $\{\Theta^*_t\}_{t=0}^{M-1}$ and used to initialize the student trajectory $(\hat{\theta}_{t,0}, \hat{\theta}_{t,1}, \ldots, \hat{\theta}_{t,n})$ which satisfies $\hat{\theta}_{t,0} = \theta^*_{t,0}$. In summary,

$$\begin{align*} 
\theta^*_{t,m} &= \theta^*_{t,0} + A[\nabla_\theta L_T(f_{\theta^*_{t,0}}), m], \\
\hat{\theta}_{t,n} &= \hat{\theta}_{t,0} + A[\nabla_\theta L_S(f_{\hat{\theta}_{t,0}}), n].
\end{align*}$$

Subsequently, MTT [1] solves Equation 4 by minimizing, at each distillation iteration, the following loss over $S$:

$$L(S) = \frac{||\hat{\theta}_{t,n} - \theta^*_{t,m}||^2}{||\theta^*_{t,0} - \theta^*_{t,m}||^2} = \frac{||\theta^*_{t,0} + A[\nabla_\theta L_S(f_{\theta^*_{t,0}}), n] - \theta^*_{t,m}||^2}{||\theta^*_{t,0} - \theta^*_{t,m}||^2}$$

The synthetic dataset $S$ is obtained by minimizing $L(S)$ to be informative to guide the optimizer to update weights initialized at $\theta^*_{t,0}$ to eventually reach the target weights $\theta^*_{t,m}$.

### 3.2. Accumulated Trajectory Error

The student trajectory, to be matched in the distillation phase, is only one segment from $\hat{\theta}_{t,0}$ to $\hat{\theta}_{t,n}$ initialized from a precise $\theta^*_{t,0}$ from the teacher trajectory, i.e., $\hat{\theta}_{t,0} = \theta^*_{t,0}$. In the distillation phase, the matching error is defined as

$$\delta_t = A[\nabla_\theta L_S(f_{\theta^*_{t-1,m}}), n] - A[\nabla_\theta L_T(f_{\theta^*_{t-1,m}}), m].$$

and $\delta_t$ can be minimized in the distillation phase. However, in the actual evaluation phase, the optimization procedure of student trajectory is extended, and each segment is no longer initialized from the teacher trajectory but rather the last set of weights in the previous segments, i.e., $\hat{\theta}_{t,0} = \hat{\theta}_{t-1,n}$. This discrepancy will result in a so-called accumulated trajectory error, which is the difference between the weights from the teacher and student trajectory in $t^{th}$ segment, i.e.,

$$\epsilon_t = \hat{\theta}_{t+1,0} - \theta^*_{t+1,0} = \hat{\theta}_{t,n} - \theta^*_{t,m}$$

The initialization discrepancy between the distillation phase and the evaluation phase will incur an initialization error $I_t = I_t(\theta^*_{t,0}, \epsilon_t)$, representing the difference in accumulated gradients. It can be represented mathematically as:

$$I_t = A[\nabla_\theta L_S(f_{\theta^*_{t,0}+\epsilon_t}), n] - A[\nabla_\theta L_S(f_{\theta^*_{t,0}}), n].$$

In the next segment, $\epsilon_{t+1}$ can be derived as follows

$$\begin{align*} 
\epsilon_{t+1} &= \hat{\theta}_{t+2,0} - \theta^*_{t+2,0} = \hat{\theta}_{t+1,n} - \theta^*_{t+1,m} \\
&= (\hat{\theta}_{t,n} + A[\nabla_\theta L_S(f_{\theta^*_{t,n}+\epsilon_t}), n]) - (\theta^*_{t,m} + A[\nabla_\theta L_T(f_{\theta^*_{t,m}}), m]) \\
&= (A[\nabla_\theta L_S(f_{\hat{\theta}_{t,n}}), n] - A[\nabla_\theta L_T(f_{\theta^*_{t,m}}), m]) + (\hat{\theta}_{t,n} - \theta^*_{t,m}) \\
&= (A[\nabla_\theta L_S(f_{\theta^*_{t,m}+\epsilon_t}), n] - A[\nabla_\theta L_S(f_{\theta^*_{t,m}}), n]) \\
&+ (A[\nabla_\theta L_S(f_{\theta^*_{t,m}}), n] - A[\nabla_\theta L_T(f_{\theta^*_{t,m}}), m] + \epsilon_t) \\
&= \epsilon_t + I_t(\theta^*_{t,m}, \epsilon_t). 
\end{align*}$$

The accumulated trajectory error $\epsilon_{t+1}$ continues to accumulate the initialization error $I_t(\theta^*_{t,m}, \epsilon_t)$, the matching error $\epsilon_t$, and the $\epsilon_t$ in previous segment. It also impacts the accumulation of errors in subsequent segments, and thereby degrading the final performance. This is illustrated in Figure 2(c). We conduct experiments to verify the existence of the accumulated trajectory error, which are demonstrated in Figure 1, more exploring about accumulated trajectory error can be found in Appendix A.1.

### 3.3. Flat Trajectory helps reduce the accumulated trajectory error

From Equation 8, we seek to minimize $\Delta \epsilon_{t+1} = \epsilon_{t+1} - \epsilon_t = I_t + \delta_t$ where $\delta_t$ is the matching error of gradient-matching methods, which has been optimized to a small value in the distillation phase. However, the initialization error $I_t$ is not optimized in the distillation phase. The existence of $I_t$ results from the gap between the distillation and evaluation phases. To minimize it, a straightforward approach is to design the synthetic dataset $S$ which is robust to the perturbation $\epsilon$ in the distillation phase. This is done by adding random noise to initialize the weights, i.e.,

$$S = \arg \min_{\mathcal{S} \subset \mathcal{S}_{\mathcal{O} \times \mathcal{Y}}} \mathbb{E}_{\theta_0 \sim P_0, \epsilon \sim \mathcal{N}(0,\sigma^2)} [L(S, \theta_0, \epsilon)]$$

$$L(S, \theta_0, \epsilon) = ||A[L_S(f_{\theta_0+\epsilon}), n] - A[L_T(f_{\theta_0}), m]|^2.$$
and \( \mathcal{N}(0, \sigma^2 I) \) is a Gaussian with mean 0 and covariance \( \sigma^2 I \). However, we find that solving Equation 9 results in a degradation of the final performance when the number of images per class of \( S \) is not large (e.g., \( \text{ipc} \in \{1, 10\} \)). It only can improve the final performance when \( \text{ipc} = 50 \). These experimental results are reported in Table 1 and labelled as “Robust Learning”. A plausible explanation is that adding random noise to the initialized weights \( \theta_0 + \epsilon \) in the distillation phase is equivalent to mapping a more dispersed (spread out) distribution \( P_{\theta_0 + \epsilon} \) into the parameter space \( W = \{ \theta \mid L_{T_{\text{syn}}}(f_\theta) \leq L_{\text{val}} \} \), which necessitates more information per class (i.e., larger \( \text{ipc} \)) from \( S \) in order to ensure convergence, hence degrading the distilling effectiveness when \( \text{ipc} \in \{1, 10\} \) is relatively small.

We thus propose an alternative approach to regularize the teacher trajectory to a Flat Trajectory for Distillation (FTD). Our goal is to distill a synthetic dataset whose standard training trajectory is flat; in other words, it is robust to the weight perturbations with the guidance of the teacher trajectory. Without exceeding the capacity of information per class (\( \text{ipc} \)). FTD improves the buffer phase to make the teacher trajectory robust to weight perturbation. As such, the flat teacher trajectory will guide the distillation gradient update to synthesize a dataset with the flat trajectory characteristic in a standard optimization procedure.

We aim to minimize \( I_t \) to ameliorate the adverse effect caused by \( \epsilon_t \). Assuming that \( ||\epsilon_t||^2 \) is small, we can first rewrite the accumulated trajectory error Equation 9 using a first-order Taylor series approximation as \( I_t = I_t(\theta^*_t, \epsilon_t) = \langle \frac{\partial A}{\partial \theta}, \epsilon_t \rangle + O(||\epsilon_t||^2)1 \) (where 1 is the all-ones vector). To solve for \( \theta^*_t \) that approximately minimizes the \( \ell_2 \) norm of \( I(\theta^*_t, \epsilon_t) \) in the buffer phase, we note that

\[
\theta^*_t = \arg\min_{\theta_t} \| I(\theta^*_t, \epsilon_t) \|^2_2 \approx \arg\min_{\theta_t} \left\| \frac{\partial A}{\partial \epsilon_t} \right\|^2_2
\]

\[
= \arg\min_{\theta_t} \left\| \frac{\partial A}{\partial \theta} \cdot \delta \nabla_{\theta} L_S(f_{\theta_t}) \cdot \frac{\partial \theta}{\partial \epsilon_t} \right\|^2_2. \tag{10}
\]

Since \( A \) is the first-order optimizer sans momentum, which has been modeled as a function as discussed after Equation 4. Therefore, \( \frac{\partial A}{\partial \nabla_{\theta} L_S(f_{\theta^*_t})} = \eta \), where \( \eta \) is the learning rate used in \( A \). Because \( \theta = \theta^*_t + \epsilon \), we have \( \frac{\partial A}{\partial \theta} = 1 \). Substituting these derivatives into Equation 10, we obtain

\[
\arg\min_{\theta_t} \| I(\theta^*_t, \epsilon_t) \|^2_2 \approx \arg\min_{\theta_t} \left\| \frac{\partial \nabla_{\theta} L_S(f_{\theta^*_t})}{\partial \theta} \right\|^2_2
\]

\[
= \arg\min_{\theta_t} \left\| \nabla_{\theta} L_S(f_{\theta^*_t}) \right\|^2_2. \tag{11}
\]

Minimizing \( \| \nabla_{\theta} L_S(f_{\theta^*_t}) \|^2_2 \) is obviously equivalent to minimizing the largest eigenvalue of the Hessian \( \nabla_{\theta}^2 L_S(f_{\theta^*_t}) \). Unfortunately, the computation of the largest eigenvalue is expensive. Fortunately, the largest eigenvalue of \( \nabla_{\theta}^2 L_S(f_{\theta^*_t}) \) has also been regarded as the sharpness of the loss landscape, which has been well-studied by many works such as SAM [11] and GSAM [51]. In our work, we employ GSAM to help solve Equation 11 to find a teacher trajectory that is as flat as possible. The sharpness \( S(\theta) \), can be quantified using

\[
S(\theta) = \max_{\epsilon \in \Psi} [ L_T(f_{\theta + \epsilon}) - L_T(f_\theta) ] \tag{12}
\]

where \( \Psi = \{ \epsilon : ||\epsilon||_2 \leq \rho \} \) and \( \rho > 0 \) is a given constant that determines the permissible norm of \( \epsilon \). Then, \( \theta^* \) is obtained in the buffer phase by solving a minimax problem as follows,

\[
\theta^* = \arg\min_{\theta} \{ L_T(f_\theta) + \alpha S(\theta) \}, \tag{13}
\]

where \( \alpha \) is the coefficient that balances the robustness of \( \theta^* \) to the perturbation. From the above derivation, we see that a different teacher trajectory is proposed. This trajectory is robust to the perturbation of the weights in the buffer phase so as to reduce the accumulated trajectory error in the evaluation phase. The details about our algorithm and the optimization of \( \theta^* \) can be found in Appendix A.3.2.

### 4. Experiments

In this section, we verify the effectiveness of FTD through extensive experiments. We conduct experiments to compare FTD to state-of-the-art baseline methods evaluated on datasets with different resolutions. We emphasize the cross-architecture performance and generalization capabilities of the generated synthetic datasets. We also conduct extensive ablative studies to exhibit the enhanced performance and study the influence of hyperparameters. Finally, we apply our synthetic dataset to neural architecture search and demonstrate its reliability in performing this important task.

#### 4.1. Experimental Setup

We follow up the conventional procedure used in the literature on dataset distillation. Every experiment involves two phases—distillation and evaluation. First, we synthesize a small synthetic set (e.g., 10 images per class) from a given large real training set. We investigate three settings \( \text{ipc} \in \{1, 10, 50\} \), which means that the distilled set contains 1, 10 or 50 images per class respectively. Second, in the evaluation phase on the synthetic data, we utilize the learnt synthetic set to train randomly initialized neural networks and test their performance on the real test set. For each synthetic set, we use it to train five networks with random initializations and report the mean accuracy and its standard deviation for 1000 iterations with a standard training procedure.

**Datasets.** We evaluate our method on various resolution datasets. We consider the CIFAR10 and CIFAR100 [23] datasets which consist of tiny colored natural images with
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Table 1. Comparison of the performances trained with ConvNet [12] to other distillation methods on the CIFAR [23] and Tiny ImageNet [25] datasets. We reproduce the results of MTT [1]. We cite the reported results of other baselines from Cazenavette et al. [1]. We only provide our reproduced results of DC and MTT on the Tiny ImageNet dataset as previous works did not report their results on this dataset.

| ipc | CIFAR-10 | CIFAR-100 | Tiny ImageNet |
|-----|----------|-----------|---------------|
|     | 1 10 50  | 1 10 50   | 1 10          |
| real dataset | 84.8±0.1 | 56.2±0.3 | 37.6±0.4 |
| DC [50] | 28.3±0.7 | 44.9±0.5 | 53.9±0.5 | 12.8±0.3 | 25.2±0.3 | - | - |
| DM [49] | 26.0±0.8 | 48.9±0.6 | 63.0±0.4 | 11.4±0.3 | 29.7±0.3 | 43.6±0.4 | 3.9±0.2 | 12.9±0.4 |
| DSA [48] | 28.8±0.7 | 52.1±0.5 | 60.6±0.5 | 13.9±0.3 | 32.3±0.3 | 42.8±0.4 | - | - |
| CAFE [44] | 30.3±1.1 | 46.3±0.6 | 55.5±0.6 | 12.9±0.3 | 27.8±0.3 | 37.9±0.3 | - | - |
| CAFE+DSA | 31.6±0.8 | 50.9±0.5 | 62.3±0.4 | 14.0±0.3 | 31.5±0.2 | 42.9±0.2 | - | - |
| PP [28] | 46.4±0.6 | 65.5±0.3 | 71.9±0.2 | 24.6±0.1 | 43.1±0.3 | 48.4±0.3 | - | - |
| MTT [1] | 46.2±0.8 | 65.4±0.7 | 71.6±0.2 | 24.3±0.3 | 39.7±0.4 | 47.7±0.2 | 8.8±0.3 | 23.2±0.2 |
| MTT+Robust Learning | 45.8±0.7 | 63.2±0.7 | 72.7±0.2 | 24.1±0.3 | 39.4±0.4 | 47.9±0.2 | - | - |
| FTD | 46.8±0.3 | 66.6±0.3 | 73.8±0.2 | 25.2±0.2 | 43.4±0.3 | 50.7±0.3 | 10.4±0.3 | 24.5±0.2 |

Table 2. The performance comparison trained with ConvNet on the 128 × 128 resolution ImageNet subset. We only cite the results of MTT [1], which is the only and first distillation method among the baselines to apply their method on the high-resolution ImageNet subsets.

| ipc | ImageNette | ImageWoof | ImageFruit | ImageMeow |
|-----|------------|-----------|------------|-----------|
|     | 1 10       | 1 10      | 1 10       | 1 10      |
| Real dataset | 87.4±1.0 | 67.0±1.3 | 63.9±2.0 | 66.7±1.1 |
| MTT | 47.7±0.9 | 63.0±1.3 | 38.6±1.8 | 26.6±0.8 | 40.3±1.3 | 30.7±1.6 | 40.4±2.2 |
| FTD | 52.2±1.0 | 67.7±0.7 | 30.1±1.0 | 29.1±0.9 | 44.9±1.5 | 33.8±1.5 | 43.3±0.6 |

the resolution of 32 × 32 from 10 and 100 categories, respectively. We conduct experiments on the Tiny ImageNet [25] dataset with the resolution of 64 × 64. We also evaluate our proposed FTD on the ImageNet subsets with the resolution of 128 × 128. These subsets are selected 10 categories by Cazenavette et al. [1] from the ImageNet dataset [4].

Baselines and Models. We compare our method to a series of baselines including Dataset Condensation [50] (DC), Differentiable Siamese Augmentation [48] (DSA), and gradient-matching methods Distribution Matching [49] (DM), Aligning Features [44] (CAFE), Parameter Pruning [28] (PP), and trajectory matching method [1] (MTT).

Following the settings of Cazenavette et al. [1], we distill and evaluate the synthetic set corresponding to CIFAR-10 and CIFAR-100 using 3-layer convolutional networks (ConvNet-3) while we move up to a depth-4 ConvNet for the images with a higher resolution (64 × 64) for the Tiny ImageNet dataset and a depth-5 ConvNet for the ImageNet subsets (128 × 128). We evaluate the cross-architecture classification performance of distilled images on four standard deep network architectures: ConvNet (3-layer) [12], ResNet [15], VGG [40] and AlexNet [24].

Implementation Details. We use $\rho = 0.01$, $\alpha = 1$ as the default values while implementing FTD. The same suite of differentiable augmentations [48] has been implemented as in previous studies [1,49]. We use the Exponential Moving Average (EMA) [46] for faster convergence in the distillation phase for the synthetic image optimization procedure. The details of the hyperparameters used in buffer phase, distillation phase of each setting (real epochs per iteration, synthetic updates per iteration, image learning rate, etc.) are reported in Appendix A.3.3. Our experiments were run on two RTX3090 and four Tesla V100 GPUs.

4.2. Results

CIFAR and Tiny ImageNet. As demonstrated in Table 1, FTD surpasses all baselines among the CIFAR-10/100 and Tiny ImageNet dataset. In particular, our proposed FTD achieves significant improvement with ipc = 10, 50 on the CIFAR-10/100 datasets. For example, our method improves MTT [1] by 2.2% on the CIFAR-10 dataset with ipc = 50, and achieves 3.5% improvement on the CIFAR-100 dataset with ipc = 10. Besides, the results under “MTT+Robust learning” are obtained by using Equation 9 as the objective function of MTT during the distillation phase. “MTT+Robust learning” boosts the performance of MTT by 1.1% and 0.2% with ipc = 50 on the CIFAR-10/100 datasets, respectively; However, it will incur a performance degradation with ipc = 1, 10. We have introduced “MTT+Robust learning” in subsection 3.3.
We visualize part of the synthetic sets for $\text{ipc} = 1,10$ of the CIFAR-100 and Tiny ImageNet datasets in Figure 3. Our images look easily identifiable and highly realistic, which are akin to combinations of semantic features. We provide more additional visualizations in Appendix A.3.5.

**ImageNet Subsets.** The ImageNet subsets are significantly more challenging than the CIFAR-10/100 [23] and Tiny ImageNet [25] datasets, because their resolutions are much higher. This characteristic of the images makes it difficult for the distillation procedure to converge. In addition, the majority of the existing dataset distillation methods may result in an out-of-memory issue when distilling high-resolution data. The ImageNet subsets contains 10 categories selected from ImageNet-1k [4] following the setting of MTT [1], which is the first distillation method which is capable of distilling higher-resolution ($128 \times 128$) images. These subsets include ImageNette (assorted objects), ImageWoof (dog breeds), ImageFruits (fruits), and ImageMeow (cats) in conjunction with a depth-5 ConvNet.

As shown in Table 2, FTD outperforms MTT in every subset with a significant improvement.

**Cross-Architecture Generalization** The ability to generalize well across different architectures of the synthetic dataset is crucial in the real application of dataset distillation. However, the existing dataset distillation methods suffer from a performance degradation when the synthetic dataset is trained by the network with a different architecture than the one used in distillation [1,44].

Here, we study the cross-architecture performance of FTD, compare it with three baselines, and report the results in Table 3. We evaluate FTD on CIFAR-10 with $\text{ipc} = 50$. We use three more different neural network architectures for evaluation: ResNet [15], VGG [40] and AlexNet [24]. The synthetic dataset is distilled with ConvNet (3-layer) [12]. The results show that synthetic images learned with FTD perform and generalize well to different convolutional networks. The performances of synthetic data on architectures distinct from the one used to distill should be utilized to validate that the distillation method is able to identify essential features for learning, other than merely the matching of parameters.

**4.3. Ablation and Parameter Studies**

**Exploring the Flat Trajectory** Many studies [6,17,18,21,29] have revealed that DNNs with flat minima can generalize better than ones with sharp minima. Although FTD encourages dataset distillation to seek a flat trajectory which terminates a flat minimum, the progress along a flat teacher trajectory, which minimizes the accumulated trajectory error, contributes primarily to the performance gain of FTD. To verify this, we design experiments to demonstrate that the attainment of a flat minimum does not enhance the accuracy of the synthetic dataset. We implement Sharpness-Aware Minimization (SAM) [11] to bias the training over the synthetic dataset obtained from MTT to converge at a flat minimum. We term this as “MTT + Flat Minimum” and compare the results to FTD. A set values of $\rho \in \{0.005, 0.01, 0.03, 0.05, 0.1\}$ is tested for a thorough comparison. We report the comparison in Figure 4. It can be seen that a flatter minimum does not help the synthetic dataset to generalize well. We provide more theoretical explanation about it in Appendix A.2. Therefore, FTD’s chief advantage lies in the suppression of the accumulated trajectory error to improve dataset distillation.

**Effect of EMA.** We implement the Exponential Moving Average (EMA) with $\beta = 0.999$ in the distillation phase of FTD for enhanced convergence. While EMA contributes to the improvement, it is not the primary driver. The results of our proposed approach with and without EMA are presented in Table 4. We observe that EMA enhances the evaluation accuracies. However, our proposed regularization in the buffer phase for a flatter teacher trajectory contributes most significantly to the performance improvement.

We have also conducted a parameter study on the coefficient $\rho$ and observed that $\rho = 0.01$ is the optimal value for each dataset considered. See Appendix A.3.1.

**Table 3. Cross-Architecture Results trained with ConvNet on CIFAR-10 with $\text{ipc} = 50$. We reproduce the results of MTT, and cite the results of DC and CAFE reported in Wang et al. [44].**

| Method   | ConvNet | ResNet18 | VGG11 | AlexNet |
|----------|---------|----------|-------|---------|
| DC       | 53.9±0.5| 20.8±1.0 | 38.8±1.1| 28.7±0.7|
| CAFE     | 55.5±0.4| 25.3±0.9 | 40.5±0.8| 34.0±0.6|
| MTT      | 71.6±0.2| 61.9±0.7 | 55.4±0.8| 48.2±1.0|
| FTD      | 73.8±0.2| 65.7±0.3 | 58.4±1.6| 53.8±0.9|

**Table 4. Ablation study of FTD. FTD without EMA still significantly surpasses MTT.**

| ipc   | CIFAR-100 |      | Tiny ImageNet |
|-------|-----------|------|---------------|
|       | 10        | 50   | 1             | 10            |
| MTT   | 39.7±0.4  | 47.7±0.2| 8.8±0.3       | 23.2±0.2      |
| FTD (w.o. EMA) | 43.4±0.3 | 49.8±0.3| 9.8±0.2       | 24.1±0.3      |
| FTD   | 43.2±0.3  | 50.7±0.3| 10.0±0.2      | 24.5±0.2      |

**4.4. Neural Architecture Search (NAS)**

To better demonstrate the substantial practical benefits of our proposed method FTD, we evaluate our method in *neural architecture search* (NAS). NAS is one of the important down-stream task of dataset distillation. It aims to find the best network architecture for a given dataset among a variety of architecture candidates. Dataset distillation uses...
the synthetic dataset as the proxy to efficiently search for the optimal architecture, which reduces the computational cost in a linear fashion. We show that FTD can synthesize a better and practical proxy dataset, which has a stronger correlation with the real dataset.

Following [50], we implement NAS on the CIFAR-10 dataset on a search space of 720 ConvNets that differ in network depth, width, activation, normalization, and pooling layers. More details can be found in Appendix A.3.4. We train these different architecture models on the MTT synthetic dataset, our synthetic dataset, and the real CIFAR-10 dataset for 200 epochs. Additionally, the accuracy on the test set of real data determines the overall architecture. The Spearman’s rank correlation between the searched rankings of the synthetic dataset and the real dataset training is used as the evaluation metric. Since the top-ranking architectures are more essential, only the rankings of the top 5, 10 and 20 architectures will be used for evaluation, respectively.

Our results are displayed in Table 5. FTD achieves much higher rank correlation than MTT in every top-k ranking. In particular, FTD achieves a 0.87 correlation in the top-5 ranking, which is very close to the value of 1.0 in real dataset, while MTT’s correlation is 0.41. FTD is thus able to obtain a reliable synthetic dataset, which generalizes well for NAS.

### Table 5. We implement NAS on CIFAR-10 with a search over 720 ConvNets. We present the Spearman’s rank correlation (1.00 is the best) of the top 5, 10, and 20 architectures between the rankings searched by the synthetic and real datasets. The Time column records the entire time to search for each dataset.

| Images No. | Top 5 | Top 10 | Top 20 | Time(min) |
|-----------|-------|--------|--------|-----------|
| Real      | 1.00  | 1.00   | 1.00   | 6,804     | 50,000    |
| MTT       | 0.41  | 0.36   | -0.04  | 360       | 500       |
| FTD       | 0.87  | 0.68   | 0.54   | 360       | 500       |

5. Conclusion and Future Work

We studied a flat trajectory distillation technique, that is able to effectively mitigate the adverse effect of the accumulated trajectory error leading to significant performance gain. The cross-architecture and NAS experiments also confirmed FTD’s ability to generalize well across different architectures and downstream tasks of dataset distillation.

We note that the performance of the teacher trajectories in the existing gradient-matching methods doesn’t represent the state-of-the-art. This is because the optimization of the teacher trajectories has to be simplified to improve the convergence of distillation. The accumulation of the trajectory error, for instance, is a possible reason to limit the total number of training epochs of the teacher trajectories, that calls for further research.
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