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Abstract: The accurate retinal vessel segmentation (RVS) is of great significance to assist doctors in the diagnosis of ophthalmology diseases and other systemic diseases. Manually designing a valid neural network architecture for retinal vessel segmentation requires high expertise and a large workload. In order to improve the performance of vessel segmentation and reduce the workload of manually designing neural-network, we propose novel approach which applies neural architecture search (NAS) to optimize an encoder-decoder architecture for retinal vessel segmentation. A modified evolutionary algorithm is used to evolve the architectures of encoder-decoder framework with limited computing resources. The evolved model obtained by the proposed approach achieves top performance among all compared methods on the three datasets, namely DRIVE, STARE and CHASE_DB1, but with much fewer parameters. Moreover, the results of cross-training show that the evolved model is with considerable scalability, which indicates a great potential for clinical disease diagnosis.
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1. Introduction

Retinal vessel segmentation has played an important role in the field of medical image processing, because the pathological changes of retinal blood vessels can reflect either ophthalmology diseases or other systemic diseases, such as high blood pressure, diabetes, arteriolosclerosis, and so on. At present, ophthalmologists and other doctors consider the fundus examination as a routine clinical examination [56]. Moreover, the fundus vascular system is the only human blood vascular system that can be observed in vivo [57][58]. Through the observation of the fundus vascular system, we can diagnose and track many diseases [57]. Retinal vessel segmentation is a prerequisite step for quantitative analysis of fundus images. Through the retinal vessel segmentation, the relevant morphological information of retinal vascular tree (such as the width, length and curvature of blood vessels, etc.) can be obtained [31], which can be applied in biometrics [59][60]. So accurate segmentation of retinal vessels is of great significance.

The structure of the retinal vasculature tree is very complicated, with lots of interconnected blood vessels, including many tiny blood vessels. Actually, the difference between the vascular region and the background is subtle, and the fundus images are susceptible to noise and uneven illumination. As a result, it is very challenging to segment the retinal vascular trees from fundus images. Although many manually designed neural network architectures for retinal vessel segmentation have been proposed, they have some limitations. The existing neural network models are still difficult to capture vascular trees under complicated situations of the fundus images. Therefore, it is necessary to design a neural network model with carefully optimized architecture to extract the features of the complicated
vascular tree more accurately in these situations.

In this paper, we apply neural architecture search (NAS) with an evolutionary algorithm as optimization method to retinal vessel segmentation (RVS). In order to improve the performance of RVS—with an optimized neural network architecture, we propose a specific search space based on encoder-decoder framework inspired by U-Net[2]. For macro-architecture search, we also adopt an encoding method with fixed length and non-redundant binary code to represent the neural network architecture and use modified evolutionary strategy (ES) to search efficiently under the large search space. ES can evolve with smaller populations in situations of limited computing resources. As shown in Figure 1, during the architecture evolution, we adopt standard operations of evolutionary strategy (ES) (e.g. selection and mutation) to produce more competitive neural network architectures.

Our specific contributions are as follows:
(1) It is the first time that NAS is applied to retinal vessel segmentation.
(2) We propose a specific search space based on encoder-decoder framework, and use modified evolutionary strategy to automatically optimize the neural network architecture.
(3) The searched model achieves the top performance on three public available datasets, DRIVE [13], STARE [14], CHASE_DB1 [39]. Meanwhile, cross-training between these three datasets verify the robustness and scalability of the evolved model.

The remainder of this paper is structured as follows: Section 2 reviews related work with a focus on retinal vessel segmentation and neural architecture search. Section 3 introduces the proposed method. Section 4 presents the evaluation metrics, loss function and datasets. Section 5 describes the result of architecture evolution and experimental results. Finally, we conclude this work in Section 6.

![Figure 1. Overview of our method. Our approach is an architecture search process based on evolutionary strategy. The model is trained on a retina vessel dataset and assigned F1-score of the trained model as the fitness. The evolution strategy will search for better architectures.](image)

2. Related work

2.1 Retinal vessel segmentation

Since FCN[1] and U-Net[2] were proposed, image segmentation methods based on full convolutional neural networks have become mainstream because of their excellent effects. Retinal vessel segmentation is a subclass of image segmentation. Recently, the new state-of-the-art methods [55][54][31][30][29][40] for retinal vessel segmentation are dominated by neural network models, especially variants of U-Net.

[55] adopts a joint-loss to train the U-Net model. Two branches are responsible for pixel-wise loss and segment-level loss, respectively. The joint-loss can promote the model to balance the thick and thin vessels. [54] adds pretrained components of MobileNetV2 [61] as the encoder and introduces
novel contractive bottleneck blocks as the decoder, which achieves better performance and faster inference speed. [31] replaces traditional convolution with deformable convolution into U-Net to capture the miscellaneous morphology of vascular trees. [40] includes dense dilated convolutional block between the same stage encoder cell and decoder cell of the U-Net, and also uses a regularized walk algorithm to post-process model prediction. [29] designs a novel inception-residual block and introduces four supervision paths with different kernel sizes of convolution to utilize multi-scale features. The model in [30] has two encoders based on U-Net. One encoder path is for extracting spatial information and the other path is for extracting context information. In addition, a novel module is used to combine the information of the two paths.

2.2 Neural architecture search

Depending on the search method, NAS can be divided into three categories: reinforcement learning based, evolutionary algorithm based and differential architecture search. The method based on reinforcement learning [42][43][44] is to sample neural network architectures and use a controller to learn how to generate better architectures from continuous trial and error, with the performance of the models as reward feedback to the controller. The method based on evolutionary algorithms [11][12] is to perform operations on the neural network architecture (such as crossover and mutation) to generate off-springs, and to continuously adjust the neural network architectures from generation to generation according to the general principle of survival of the fittest, and finally obtain the optimized model. For differential neural architecture search [45][46], each operation of the cell is assigned a weight coefficient. The parameter weight of neural network and the weight of each operation are updated alternatively by gradient descent. The optimal model can be obtained by selecting the operation with the largest weight after convergence.

After successful application of NAS in image recognition, some researchers have also extended NAS to image segmentation [4] and object detection [47][48], including some works applying NAS to medical image segmentation. [49], [50] and [51] are mainly to optimize the hyperparameters and operations of each layer of the neural network. [52] and [53] belong to cell-based method that optimizes the structure and operations inside the cell based on U-Net. However, it is noteworthy to point out that there is no work of applying NAS to retinal vessel segmentation yet.

2.3 Evolutionary strategy

In the traditional evolutionary strategy [62], each individual is represented by decision variable $X$ and standard deviation $\sigma$. They all contain $n$ components, as follows:

$$ [X, \sigma] = [(x_{1}, x_{2}, \ldots, x_{i}, \ldots, x_{n}), (\sigma_{1}, \sigma_{2}, \ldots, \sigma_{i}, \ldots, \sigma_{n})] $$

The relationship between $X$ and $\sigma$ is:

$$ \sigma_{i} = \sigma_{i} \cdot \exp (r \cdot N(0,1) + r \cdot N_{i}(0,1)) $$

$$ x_{i}' = x_{i} + \sigma_{i} \cdot N_{i}(0,1) $$

$(x_{i}, \sigma_{i})$ is the i-th component of the parents. $(x_{i}', \sigma_{i}')$ is the i-th component of the off-springs. $N(0,1)$ is a random number subject to the standard normal distribution. $N_{i}(0,1)$ is a random number conforming to the standard normal distribution for the i-th component. $r'$ is global coefficient and $r$ is local coefficient. It indicates that old individuals generate new individuals through Gaussian mutation.

In the evolutionary process, the evolutionary strategy consists of two main steps: (1) In each generation, change the decision variable $X$ of each individual through mutation or recombination operation; (2) Keep the best individuals for the next generation and repeat the process.
Evolutionary strategy can be divided into two main forms: (μ,λ) and (μ + λ). Both (μ,λ) and (μ + λ) produce λ off-springs from μ parents. (μ,λ) evolutionary strategy (λ > μ) selects the best μ individuals from λ off-springs for next generation, and ignore the parents. Even though the parents might be better than the off-springs. However, the (μ + λ) evolutionary strategy compares parents and off-springs together, and selects the best μ individuals for next generation. (μ + λ) evolution strategy keeps elite individuals in the whole evolution process. The evolutionary strategy has a flexible population size and can evolve in a smaller population, which is conducive to the optimization of neural network under the situation of limited computing resources.

3. The proposed method

In this section, we will focus on how to use NAS for RVS and the optimization method of neural network architecture. To improve the effect of RVS by a novel neural network architecture, it is necessary to specify the search space in the NAS process. In addition, because the evolutionary algorithm is used to automatically design the architecture of the neural network, the representation of the neural network architecture for evolving is also very critical, which will be explained in detail in this section.

3.1 The search space

3.1.1 The basic framework of the network architecture

Since FCN[1] and original U-Net[2] with skip connections added for better feature fusion, full convolutional neural networks with encoder-decoder structure are currently mainstream in image segmentation. Due to the outstanding performance of original U-Net and its transferability, the U-like neural network architectures (variations of original U-Net) are still a common choice in medical image segmentation. The architecture of the U-like neural network is composed of an encoder for down-sampling and a decoder for up-sampling. The encoder extracts image features of different scales, and the decoder recovers the extracted features in the encoder to the original image sizes and classify each pixel in the original image. With the above consideration, the basic framework of the neural network architecture in our method is also a U-like architecture with several different cells. It mainly contains one initial-conv cell, three encoder cells, and three decoder cells, which means three down-sampling and three up-sampling.

3.1.2 Search space for the cells

In many NAS methods[52][53][46][45], cell-based micro-search methods are used, which is a search of operations inside the cell, and the searched neural network architecture is formed by stacking several of these cells with same structure and operations. Our method will search the internal operations of cells and skip connections between different cells, which is a macro-search method different from cell-based micro-search. Inspired by the [3], our method also includes several cells. Each cell would contain different operations. As shown in Table 1 and Figure 2, the search space of our method mainly includes the normalization methods, the activation functions, the up-sampling methods and the down-sampling methods, the shortcut connections inside the cells, and the skip connections with the preceding cells. At the same time, unlike original U-Net, which uses fixed skip connections for feature fusion between cells, our method searches skip connections between the cells for optimal feature fusion, resulting in an optimized network architecture. In order to mitigate computational complexity, each cell utilizes summation to fuse the features from skip connections, while original U-Net utilizes concatenation. In addition to skip connections between different cells,
the search space also contains the operation of whether to use the shortcut connection inside the cell.

| Operation               | Search space                                      | Feasible cell  |
|-------------------------|--------------------------------------------------|----------------|
| Activation function     | ReLU[7], SELU[8]                                  | All cells      |
| Normalization           | Batch normalisation[9], Instance normalisation[10] or no normalisation | All cells      |
| Down-sampling           | Max pooling, Average pooling                      | Encoder cells  |
| Up-sampling             | Bilinear interpolation, Transpose convolution     | Decoder cells  |
| Shortcut connection     | Yes / No                                          | Encoder cells, Decoder cells |
| Skip connection         | Connections with preceding cells                 | Encoder cells, Decoder cells |

We also add some commonly used activation functions, normalization methods and sampling methods to the search space, which is to optimize the settings of the network model. The number of convolution kernels in all cells is set to 128. When dimension mismatch occurs in connections (skip connections or shortcut connections), we use $1 \times 1$ convolution to adjust the channel number of feature map from connections or resize the feature map by nearest neighbor interpolation.

![Figure 2. The proposed search space of the cells (There isn’t shortcut connection, up-sampling and down-sampling in initial-conv cell. The difference between encoder cell and decoder cell is mainly reflected in up-sampling and down-sampling.)](image)

### 3.2 Representation of the neural network

Similar to [11][12], our method also adopts the binary bit to encode the network architecture. In order to search the architecture more efficiently, the coding of the architecture should be as short as possible, and have a one-to-one correspondence between genotype and phenotype. As shown in Figure 3, we use a tuple ($S, N_1, N_2, A, SC, SK_1, \ldots, SK_i$) with binary values to represent each cell, and each bit represents the corresponding operation.

- $S$ stands for sampling method of the corresponding cell. It includes Max pooling or Average pooling for encoder cells, and bilinear interpolation or transpose convolution for decoder cells.
- $N_1$ indicates whether to use normalization.
- $N_2$ indicates which type of normalization, batch normalization or instance normalization.
- $A$ is a bit indicating which type of activation function is used, ReLU or SELU.
- SC indicates the in-cell shortcut connection.
- SK_i means whether to take a skip connection with i-th preceding cell.

Figure 3. Example of genotype and phenotype. This is the cell encoding fragment and its corresponding phenotype. Different bits indicate different operation or connections. S, N, A, SC, SK represent sampling method, normalization method, activation function, shortcut connection, skip connection, respectively.

It should be noted that there are no S, SC and SK in the initial-conv cell. Often the rear cells will be with more bits of SK, since they can have more skip connections from preceding cells. The genotype of the whole neural network architecture is spliced by code fragments of different cells.

3.3 Optimization method

3.3.1 Modified (μ + λ) evolution strategy
The traditional evolutionary strategy uses real number encoding, and uses Gaussian mutation to generate more competitive individuals. Our method modifies the traditional (μ + λ) evolution strategy. The main changes are: (1) Changing the encoding mode, using the binary code encoding neural network models; (2) Changing the mutation mode, the binary code mutates with random flip of bits; (2) Introducing the binary code crossover operation.

In addition, in the process of architecture evolution, it takes lots of computing resources and computing time to evaluate the candidates. In order to balance the limited computing resources and the efficiency of evolution, our method gradually reduces the population size in stages, which is to reduce the number of candidates for evaluation while ensuring the search ability. As shown in Algorithm I, we divide the modified (μ + λ) evolution strategy into three stages. In the first stage (μ = 18λ = 18), in order to ensure that the global search ability, our method evolves in a relatively large population. Before the start of the next two stages, we reduce the population size by keeping fewer elite individuals in the last generation of the previous stage. In the third stage (μ = 4,λ = 4), in order to enhance the local search ability, only mutation is used, and the probability of mutating per bit decrease from 0.1 to 0.05. We select the best individual from the last generation as the optimal solution.

**Algorithm I:** Neural network evolution
Input: Parent size $\mu$, off-spring size $\lambda$, number of generations in first stage $N_1$, number of generations in second stage $N_2$, number of generations in third stage $N_3$, probability of individual mutation $p_i$, mutation probability of each bit $p_b$.

Output: The best individual and its corresponding DNN model.

1. $P_1 \leftarrow $ Initialize population ($\mu = 18$, dnn);
2. evaluate ($P_1$, dnn);
3. for $g = 1$ to $N_1 + N_2 + N_3$ do
4. if $g <= N_1$ then
5. $O' \leftarrow $ crossover ($P_1$, $\lambda = 18$);
6. $O \leftarrow $ mutate ($O'$, $p_i = 0.4$, $p_b = 0.1$);
7. evaluate ($O$, dnn);
8. $P_1 \leftarrow $ select Best ($O + P_1$, $\lambda = 18$);
9. else if $N_1 < g <= N_2$ then
10. if $g = N_1 + 1$ then
11. $P_2 \leftarrow $ select Best ($P_1$, $\lambda = 8$);
12. $O' \leftarrow $ crossover ($P_2$, $\lambda = 8$);
13. $O \leftarrow $ mutate ($O'$, $p_i = 0.4$, $p_b = 0.1$);
14. evaluate ($O$, dnn);
15. $P_1 \leftarrow $ select Best ($O + P_2$, $\lambda = 8$);
16. else if $N_2 < g <= N_1 + N_2 + N_3$ then
17. if $g = N_2 + 1$ then
18. $P_3 \leftarrow $ select Best ($P_2$, $\lambda = 4$);
19. $O \leftarrow $ mutate ($P_3$, $p_i = 1$, $p_b = 0.05$);
20. evaluate ($O$, dnn);
21. $P_3 \leftarrow $ select Best ($O + P$, $\lambda = 4$);
22. end
23. Best $\leftarrow $ select Best ($P_3$, $\lambda = 1$);
24. return Best and its corresponding DNN model;

3.3.2 Population initialization

In [36], an initialization method called Rich Initialization is introduced, and has proven to work better than random initialization. Inspired by this, we also adopt a similar initialization method which generates a shortcut connection in all encoder and decoder cells of the network architecture represented by the initial $P$, and all encoder and decoder cells will be connected with all preceding cells via skip connections.

4. Material

4.1 Loss function

Focal loss[18] is proposed to cope with the imbalance of positive and negative samples. The loss function adopted in this work is given in Equation (1), where $y, \hat{y}, n, m$ denote ground truth, model prediction, n-th sample, and the total number of all samples, respectively.

$$L = - \sum_{n=1}^{m} \left( \alpha y_n (1 - \hat{y}_n)^\omega \log \hat{y}_n + (1 - \alpha) (1 - y_n) \hat{y}_n^\omega \log (1 - \hat{y}_n) \right)$$
4.2 Datasets
In the work, we use three public datasets: DRIVE[13], CHASE_DB1[14], STARE[39]. An overview
of these 3 publicly available datasets is provided in Table 2. Some examples of the datasets are also
shown in Figure 4.

| Dataset          | Quantity | Resolution  | Train-test split               |
|------------------|----------|-------------|-------------------------------|
| DRIVE            | 40       | 565 × 584   | Official train-test split     |
| STARE            | 20       | 700 × 605   | Leave-one-out split          |
| CHASE_DB1        | 28       | 999 × 960   | First 20 for train, last 8 for test |

The three public datasets contain the manual annotations of two experts, and we only take the
annotations of the first expert as the ground truth. Unlike the patch-based methods, we use the original
images without cropping as the input of the models. CHASE_DB1 and STARE do not have a
predefined train-test split. In order to compare with other methods, we use the same train-test split as in [15][23][28].

![Examples of training images](image)

(a): DRIVE (584 × 565); (b): STARE (700 × 605); (c): CHASE_DB1 (960 × 999)

4.3 Evaluation Metrics
RVS, a binary classification problem, is to predict whether the pixels of retina vessel images belong to
vessel (positive) or non-vessel(negative). TP, FP, TN, FN represent true positive, false positive, true
negative, false negative, respectively. As shown in Table 3, there are five metrics selected. These
metrics are all based on TP, FP, TN, FN. In our work, the global threshold τ is set to 0.5 when
calculating TP, FP, TN, FN, except for AUROC which is calculated by different thresholds.

| Metric      | Description                                                                 |
|-------------|-----------------------------------------------------------------------------|
| ACC (accuracy) | $ACC = (TP + TN) / (TP + TN + FP + FN)$                                   |
| SE (sensitivity) | $SE = TP / (TP + FN)$                                                       |
| SP (specificity) | $SP = TN / (TN + FP)$                                                       |
| F1-score(F1) | $F1 = (2 \times TP) / (2 \times TP + FP + FN)$ (2)                           |
| AUROC       | Area Under the ROC curve.                                                   |

4.4 Objective Function for ES
RVS is not only a dense prediction problem, but also an imbalanced classification problem. In a
fundus image, the non-vessel area is more than 90%. Therefore, when evaluating the model
performance, more comprehensive metrics, such as F1-score and AUROC, need to be considered. In
the process of evolving the optimal network architecture using modified ES, our work uses F1-score
as fitness for this single-objective optimization problem, so the goal of optimization is to maximize Equation (2).

5. Experiments

5.1 Implement details

All experiments are performed on a GPU server, which has four NVIDIA TITAN Xp GPUs with 12GB memory each. During the evolution of the neural network architecture, each architecture in the evolution process needs to be evaluated. The evaluation method is to first train the model by gradient descent using training set. Then the test set is used to evaluate the performance of the model, and the result is assigned to the corresponding individual as its fitness. In the above training process, we use DRIVE dataset with a batch size of 2. At the same time, the optimizer we used is Lookahead[16] with Adam[17] as the base optimizer ($\beta_1 = 0.9, \beta_2 = 0.999$). The Lookahead optimizer is adopted default parameters, such as $\alpha = 0.5, k = 6$. Among them, the learning rate initialized during the training process is 0.001, and gradient is clipped with the L1 norm threshold of 0.1.

To deal with the data imbalance of RVS, we used Focal loss[18] (The two parameters, $w$ and $\gamma$, are set to 0.55 and 2.0, respectively). During the evolution of the neural network architecture, the pixels of the images are normalized to the range of [-1,1]. We train each neural network model for 100 epochs, and take the F1-score calculated on the test set as the fitness of the corresponding individual in the evolution process.

During the training process, F1-score is calculated for each epoch. If the F1-score does not change after 20 epochs, it is considered that the model has been fully optimized, and needs no further training to save computing resources.

5.2 Results of architecture evolution

![Diagram](image_url)

Figure 5. The evolved model by our method on DRIVE dataset

5.3 Experiments with the searched model

The evolved model (searched on DRIVE dataset) is evaluated on DRIVE, STARE and CHASE_DB1.
The parameter settings of the algorithm (loss function, optimizer, etc.) are almost the same as those used in training the model during the process of architecture evolution. The only difference is that data augmentation is carried out to avoid overfitting which includes random horizontal and vertical flipping, and random rotation in the range of [-180°, 180°]. Unlike the patch-based method, we use the full image as the model input. Due to limitation of the GPU memory (12G), we set the batch size of the experiments as 1 and train the models for 500 epochs.

5.3.1 Comparison with existing methods

Table 5, Table 6, and Table 7 show the comparison of our method with the existing methods on the three datasets DRIVE, STARE, CHASE_DB1, respectively. The metric data of the existing methods in these three tables are obtained from the original papers, which include representative methods based on deep learning that have achieved excellent results in retinal vessel segmentation. For DRIVE, our method achieves the best result in four of five metrics. Only SP (specificity) is slightly lower than Fan et al.’s method [21] (0.9835<0.9849). For STARE and CHASE_DB1, our method achieves the best results in all five metrics compared to other methods with a considerable margin. More importantly, for all the three datasets, our method achieves the best results on two comprehensive metrics (F1 score and AUROC), which strongly indicates the superiority of the proposed method.

Table 4. Comparison with existing methods on DRIVE dataset.

| Methods          | Year | ACC  | SE   | SP   | F1   | AUROC |
|------------------|------|------|------|------|------|-------|
| Vega et al. [20] | 2015 | 0.9412 | 0.7444 | 0.9612 | 0.6884 | N/A   |
| Fan et al. [21]  | 2016 | 0.9614 | 0.7191 | **0.9849** | N/A | N/A   |
| Fan and Mo [22]  | 2016 | 0.9612 | 0.7814 | 0.9788 | N/A | N/A   |
| Liskowski et al. [23] | 2016 | 0.9535 | 0.7811 | 0.9807 | N/A | 0.979 |
| Li et al. [24]   | 2016 | 0.9527 | 0.7569 | 0.9916 | N/A | 0.9738 |
| Orlando et al. [25] | 2016 | N/A | 0.7897 | 0.9684 | 0.7857 | N/A |
| Mo and Zhang [26] | 2017 | 0.9521 | 0.7779 | 0.9780 | N/A | 0.9782 |
| Xiao et al. [27] | 2018 | 0.9655 | 0.7715 | N/A | N/A | N/A |
| Alom et al. [28] | 2019 | 0.9556 | 0.7792 | 0.9813 | 0.8171 | 0.9784 |
| Jin et al. [31]  | 2019 | 0.9566 | 0.7963 | 0.9800 | 0.8237 | 0.9802 |
| Bo Wang et al. [30] | 2019 | 0.9567 | 0.7940 | 0.9816 | 0.8270 | 0.9772 |
| Mou Lei et al. [40] | 2019 | 0.9594 | 0.8126 | 0.9788 | N/A | 0.9796 |
| Yicheng Wu et al. [29] | 2019 | 0.9578 | 0.8038 | 0.9802 | N/A | 0.9821 |
| The Proposed Method | 2020 | **0.9702** | **0.8341** | **0.9835** | **0.8297** | **0.9882** |

Table 5. Comparison with existing methods on STARE dataset.

| Methods          | Year | ACC  | SE   | SP   | F1   | AUROC |
|------------------|------|------|------|------|------|-------|
| Vega et al. [20] | 2015 | 0.9483 | 0.7019 | 0.9671 | 0.6614 | N/A   |
| Fan et al. [21]  | 2016 | 0.9588 | 0.6996 | 0.9787 | N/A | N/A   |
| Fan and Mo [22]  | 2016 | 0.9654 | 0.7834 | 0.9799 | N/A | N/A   |
| Liskowski et al. [23] | 2016 | 0.9729 | 0.8554 | 0.9862 | N/A | 0.9928 |
| Li et al. [24]   | 2016 | 0.9628 | 0.7726 | 0.9844 | N/A | 0.9879 |
| Orlando et al. [25] | 2017 | N/A | 0.7680 | 0.9738 | 0.7644 | N/A |
| Mo and Zhang [26] | 2018 | 0.9674 | 0.8147 | 0.9844 | N/A | 0.9885 |
| Xiao et al. [27] | 2019 | 0.9693 | 0.7469 | N/A | N/A | N/A |
Alom et al. [28] 2019 0.9712 0.8292 0.9862 0.8475 0.9914
Jin et al. [31] 2019 0.9641 0.7595 0.9878 0.8143 0.9832
The Proposed Method 2020 **0.9786** 0.8635 **0.9881** **0.8583** 0.9937

| Methods                  | Year | ACC  | SE   | SP   | Fl   | AUROC   |
|--------------------------|------|------|------|------|------|----------|
| Fan and Mo [22]          | 2016 | 0.9573 | 0.7656 | 0.9704 | N/A  | N/A      |
| Liskowski et al. [23]    | 2016 | 0.9628 | 0.7816 | 0.9836 | N/A  | 0.9823   |
| Li et al. [24]           | 2016 | 0.9527 | 0.7569 | 0.9816 | N/A  | 0.9738   |
| Orlando et al. [25]      | 2016 | N/A   | 0.7277 | 0.9712 | 0.7332 | N/A      |
| Mo and Zhang [26]        | 2017 | 0.9581 | 0.7661 | 0.9793 | N/A  | 0.9812   |
| Alom et al. [28]         | 2019 | 0.9634 | 0.7756 | 0.9820 | 0.7928 | 0.9815   |
| Jin et al. [31]          | 2019 | 0.9610 | 0.8155 | 0.9752 | 0.7883 | 0.9804   |
| Bo Wang et al. [30]      | 2019 | 0.9661 | 0.8074 | 0.9821 | 0.8037 | 0.9812   |
| Yicheng Wu et al. [29]   | 2019 | 0.9661 | 0.8132 | 0.9814 | N/A  | 0.9860   |
| The Proposed Method      | 2020 | **0.9759** | **0.8546** | **0.9839** | **0.8170** | **0.9909** |

### 5.3.2 Comparison with U-Net based models

Because the proposed method obtains an optimal model evolved from the U-like architecture, we compare the model with two U-Net based models, the original U-Net [2] and the Attention U-Net [19] in this section.

As Table 7 shows, SP for the evolved model, U-Net and Attention U-Net is 0.9835/0.9841/0.9841 on DRIVE, 0.9835/0.9861/0.9870 on CHASE_DB1 and 0.9881/0.9895/0.9893 on STARE, respectively. ACC for the evolved model, U-Net and Attention U-Net is 0.9759/0.9762/0.9764 on CHASE_DB1. The above-mentioned results show that the metrics of the evolved model is slightly lower than U-Net and Attention U-Net. However, due to the data imbalance of RVS, ACC and SP are not the most proper metrics to evaluate the performance of the models. On the other hand, the evolved model achieves better results than U-Net and Attention U-Net in two other comprehensive metrics of F1 score and AUROC, which are more suitable evaluation metrics in this case.

Moreover, we use ROC curves in Figure 7 and PR curves in Figure 8 to compare the models. The larger area under these two curves directly reflects the better performance of the model. For the ROC curve, the closer it is to the upper left corner, the larger the area under the curve, while for the PR curve, the closer it is to the upper right corner, the larger the area under the curve. It can be observed that whether it is ROC or PR curves, the evolved model has the larger area under the curves among the three models.

We also present some example results in Figure 9. The blue pixels in the images indicate false negative, which is from the vessel regions not detected. As we can see, the evolved model detects vessels more accurately than U-Net and Attention U-Net, either from the overall view or from the locally magnified view. It can be easily noticed that the results of the evolved model have fewer blue pixels. It can be further observed that U-Net and Attention U-Net show their limitations on extracting complicated structural features, such as densely intersected and tiny vessels, while the evolved model can extract them much better.
### Table 7. Comparison with U-Net and Attention U-Net on three datasets

| Dataset   | Models            | ACC    | SE     | SP     | F1     | AUROC  |
|-----------|-------------------|--------|--------|--------|--------|--------|
|           | U-Net             | 0.9696 | 0.8218 | 0.9841 | 0.8249 | 0.9872 |
| DRIVE     | Attention U-Net   | 0.9697 | 0.8229 | 0.9841 | 0.8250 | 0.9875 |
|           | Searched model    | **0.9702** | **0.8341** | 0.9835 | **0.8297** | **0.9882** |
|           | U-Net             | **0.9764** | 0.8180 | **0.9870** | 0.8137 | 0.9896 |
| CHASE_DB1 | Attention U-Net   | 0.9762 | 0.8295 | 0.9861 | 0.8146 | 0.9891 |
|           | Searched model    | 0.9759 | **0.8546** | 0.9839 | **0.8170** | **0.9909** |
| STARE     | U-Net             | 0.9750 | 0.7900 | 0.9893 | 0.8139 | 0.9884 |
|           | Attention U-Net   | 0.9754 | 0.7918 | **0.9895** | 0.8180 | 0.9868 |
|           | Searched model    | **0.9786** | **0.8635** | 0.9881 | **0.8583** | **0.9937** |

Figure 6. ROC Curves on three datasets. (a) DRIVE. (b) CHASE_DB1. (c) STARE.

Figure 7. PR Curves on three datasets. (a) DRIVE. (b) CHASE_DB1. (c) STARE.
5.3.3 Cross-training evaluation

We also verify the transferability (generalization ability) of the proposed approach by cross-training among the three datasets. The cross-training results of the three models (the evolved model, U-Net and Attention U-net) are presented in Table 9. Compared to training and testing in a single dataset, the performances of the three models are all degraded, because they are trained and tested in two different
datasets. However, the evolved model is still the best one, which does not cause a sharp deterioration in performance. After cross-training, the advantages of the evolved model are more prominent because the metric gap between three models is more obvious. One of the most obvious one is that when using STARE as the test set and DRIVE as the training set, the F1 score and AUROC of the evolved model, U-Net and Attention U-Net are 0.5816/0.5646/0.7905 and 0.9349/0.9497/0.9829, respectively. When using STARE as the test set and CHASE_DB1 as the training set, the F1 score and AUROC obtained by the evolved model, U-Net and Attention U-Net on STARE are 0.6377 / 0.6142 / 0.7050 and 0.9505 / 0.9203 / 0.9657, respectively. When CHASE_DB1 is used as the test set, a similar situation occurs, and this situation is that U-Net and Attention U-Net perform very poorly with large performance deterioration. A possible explanation for this is that STARE presents more challenges than the other datasets[31][41]. But even in these cases, the evolved model can still obtain satisfactory performance, which indicates that the evolved model can be transferred to new datasets with robust performance, and therefore has strong potential for clinical applications.

| Dataset                        | Models/Methods | ACC    | SE     | SP     | F1     | AUROC  |
|-------------------------------|----------------|--------|--------|--------|--------|--------|
| DRIVE (trained on STARE)      | U-Net          | 0.9647 | 0.7303 | 0.9874 | 0.7823 | 0.9749 |
|                               | Attention U-Net | 0.9663 | 0.7156 | 0.9906 | 0.7868 | 0.9794 |
|                               | Searched model  | **0.9672** | **0.7376** | 0.9896 | **0.7966** | **0.9819** |
| DRIVE (trained on CHASE_DB1)  | U-Net          | 0.9565 | 0.6064 | 0.9903 | 0.7063 | 0.9568 |
|                               | Attention U-Net | 0.9565 | 0.5665 | **0.9941** | 0.6922 | **0.9592** |
|                               | Searched model  | **0.9578** | **0.6637** | 0.9863 | **0.7327** | **0.9587** |
| STARE (trained on DRIVE)      | U-Net          | 0.9487 | 0.5942 | 0.9755 | 0.5816 | 0.9349 |
|                               | Attention U-Net | 0.9513 | 0.5359 | 0.9831 | 0.5646 | 0.9497 |
|                               | Searched model  | **0.9684** | **0.8065** | 0.9814 | **0.7905** | **0.9829** |
| STARE (trained on CHASE_DB1)  | U-Net          | 0.9562 | 0.6003 | 0.9839 | 0.6377 | 0.9505 |
|                               | Attention U-Net | 0.9553 | 0.5676 | **0.9854** | 0.6142 | 0.9203 |
|                               | Searched model  | **0.9567** | **0.7517** | 0.9724 | **0.7050** | **0.9657** |
| CHASE_DB1 (trained on DRIVE)  | U-Net          | 0.9278 | 0.4704 | 0.9633 | 0.4591 | 0.9240 |
|                               | Attention U-Net | 0.9407 | 0.3641 | **0.9865** | 0.4421 | 0.9110 |
|                               | Searched model  | **0.9685** | **0.8241** | 0.9801 | **0.7940** | **0.9829** |
| CHASE_DB1 (trained on STARE)  | U-Net          | 0.9463 | 0.5690 | 0.9745 | 0.5926 | 0.9355 |
|                               | Attention U-Net | 0.9501 | 0.6070 | **0.9756** | 0.6248 | 0.9304 |
|                               | Searched model  | **0.9567** | **0.7517** | 0.9724 | **0.7050** | **0.9567** |

**6. Conclusion**

In this paper, a novel method of neural architecture search (NAS) is applied to retinal vessel segmentation. Based on the proposed specific search space, we adopt a modified evolutionary strategy to search the macro-architecture of the neural network. Compared to the other models, the evolved model is able to capture more features about the complicated vascular trees from fundus images and provide better segmentation results with fewer parameters. Furthermore, the proposed model can be transferred to new datasets and still perform well in vessel segmentation, which indicates that the model has strong potential for clinical applications. We expect that proposed approach of NAS can be extended to other related applications, such as pavement crack segmentation or semantic segmentation of urban scenes.
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