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Abstract
Consider a compact metric space $(M, d_M)$ and $X = M^\mathbb{N}$. We prove a Ruelle’s Perron Frobenius Theorem for a class of compact subshifts with Markovian structure introduced in da Silva et al. (Bull Braz Math Soc 45:53–72, 2014) which are defined from a continuous function $A : M \times M \to \mathbb{R}$ that determines the set of admissible sequences. In particular, this class of subshifts includes the finite Markov shifts and models where the alphabet is given by the unit circle $S^1$. Using the involution Kernel, we characterize the normalized eigenfunction of the Ruelle operator associated to its maximal eigenvalue and present an extension of its corresponding Gibbs state to the bilateral approach. From these results, we prove existence of equilibrium states and accumulation points at zero temperature in a particular class of countable Markov shifts.
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1 Introduction

The thermodynamic formalism has its origins in the second half of the XX century with the study of problems of minimization of energy in classical mechanics. At that moment, some mathematicians interested in the study of these problems, among them, Yakov Sinai, David Ruelle and Rufus Bowen, adopted a concept known as Gibbs state from the theoretical physics setting to the ergodic theory (see for instance [5, 31, 32, 35]). The so called Gibbs states usually represent observables optimizing the free energy on a system of particles modeled on a lattice with interactions described by an observable satisfying certain regularity conditions. From a mathematical point of view such Gibbs states are Borelian probability measures defined on a lattice, which can be obtained from the eigenvalues and eigenvectors of a transfer operator associated to the observable that represents the interactions.

Different approaches to this theory have been studied by many authors in several contexts of symbolic dynamics, both in compact and non-compact settings. In the seminal work [31] the thermodynamic formalism on uni-dimensional lattices was presented. That work introduced a useful tool called Ruelle operator, also known in the literature as transfer operator, which is still today one of the most important tools used to find such states that minimize the free energy of the system. Some years later, in [30], these problems were studied in a more interesting dynamical context, known as finite Markov shifts under hypothesis of aperiodicity in the incidence matrix. In [27, 34] these results were generalized for the non-compact setting of countable Markov shifts, both in the topologically mixing and the finitely irreducible case. Another interesting setting, where the alphabet is given by the unit circle $S^1$, or the unit interval $[0, 1]$, was studied in [36] and later in the seminal paper about limits at zero temperature in [37]. After, [4, 22] considered the case where the alphabet is any compact metric space. We also have some interesting generalizations for bounded Polish metric spaces in [11, 25] and even non-bounded Polish metric spaces in a linear dynamical approach in [23].

Among the main utilities of the study of transfer operators are their multiple applications in problems of ergodic optimization using techniques of selection and non-selection at zero temperature, as we can see in [37] (see also [24]).

Another very important work in that direction was presented in [6], in which was guaranteed uniqueness of the ground state associated to a locally constant potential in the setting of finite Markov shifts. After that, some interesting techniques of renormalization were introduced, allowing to find explicit expressions of the ground state (see for details [8, 19]). From a non-compact point of view, in [16] was proved existence of maximizing measures in the context of countable Markov shifts satisfying the finitely primitive condition. After that, in [14], a generalization of that result in the case of topologically transitive countable Markov shifts was presented. The uniqueness of the ground state was proved in [17] in the setting of countable Markov shifts satisfying the BIP property, however, that problem is still open for the topologically mixing case. When the alphabet is given by the unit circle $S^1$, problems of selection and non-selection at zero temperature were studied in [4, 24, 37] for the classical approach on the interval $[0, 1]$, and these results were generalized to compact metric spaces in [22] and to non-compact bounded Polish metric spaces in [11, 25].
In this paper we present the thermodynamical formalism in a symbolic dynamical context introduced in [13] using approaches similar to the ones that appear in [4, 30], we are able to prove a Ruelle’s Perron–Frobenius Theorem in our setting, both in the topologically transitive case and the topologically mixing case. Furthermore, using some techniques developed in [25], we guarantee existence of Gibbs states and maximizing measures in an interesting particular case of countable Markov shifts with irreducible incidence matrix that satisfy the BP property (see for instance [7]), but which is not immersed in the class of countable Markov shifts satisfying either the BIP property or the finitely primitive condition (see also [16,17,33]).

On other hand, the so called involution kernel appears as a useful technique to characterize the eigenfunction associated to the maximal eigenvalue of the Ruelle operator in terms of the eigenprobability and the potential defining the operator (see for instance [4,12]). An interesting case where are presented explicit expressions of the eigenprobability in terms of a potential \( \phi \) satisfying \( L_\phi(1) = 1 \), can be found in [9,29]. In this work, we present an involution kernel adapted to our matter and we use that to find an expression of the eigenfunction in terms of the involution kernel and the eigenprobability, and also an optimal transport measure between the Gibbs state associated to a potential satisfying suitable conditions and its corresponding dual.

This paper is organized as follows: In Sect. 2 we state the main results of the paper and are included some definitions. In Sect. 3 we present the proofs of Theorem 1 and Proposition 1. We also state a variational principle in order to prove Proposition 2. Finally, in Sect. 4 we present the proof of Theorem 2.

2 Main Results

Consider a compact metric space \((M, d_M)\) and define \(X\) as the set of sequences taking values in \(M\) (the set \(M\) sometimes is called the alphabet). As a consequence of the Tychonoff’s Theorem, the set \(X\) equipped with the metric

\[
d(x, y) := \sum_{n=1}^{\infty} \frac{1}{2^n} M(x_n, y_n),
\]

results in a compact metric space. The **shift map** is defined as the function \( \sigma : X \to X \) given by \( \sigma((x_n)_{n \in \mathbb{N}}) = (x_{n+1})_{n \in \mathbb{N}} \). We consider the Bernoulli system of sequences in \(X\) with the shift map acting on it and a suitable potential \( \phi \) from \(X\) into \(\mathbb{R}\) determining the interactions on the system. The thermodynamical formalism on this class of models has been widely studied in the setting of compact metric spaces (see for instance [4,22,24]), as well as in the non-compact setting of bounded Polish metric spaces (see for details [11,25]).

In this paper we stress that condition, studying the thermodynamical formalism on a class of subshifts introduced in [13] (see also [20,21]), in which only some of the sequences belonging to the set \(X\) are allowed.

The set of admissible sequences is characterized in the following way: consider a continuous function \( A : M \times M \to \mathbb{R} \) and a compact set \( I \subset \mathbb{R} \). We say that a
sequence $x = (x_n)_{n \in \mathbb{N}} \in X$ is an admissible sequence associated to the map $A$ and the set $I$, if $A(x_n, x_{n+1}) \in I$ for each $n \in \mathbb{N}$. Through this paper we will denote the set of such admissible sequences by $B(A, I)$. Given an element $b \in M$, we define the section of $b$ in $A^{-1} (I)$ as the set of elements $a \in M$ such that $A(a, b) \in I$, which will be denoted by $s(b)$. It is not difficult to check that the continuity of the map $A$ implies that $s(b)$ is a compact subset of $M$ for each $b \in M$. By the above, we can define a map $s : M \to \mathcal{K}(M)$ that assigns to each $b \in M$ its corresponding section $s(b) \in \mathcal{K}(M)$, where $\mathcal{K}(M)$ denotes the collection of all the compact subsets of $M$ equipped with the Hausdorff metric (see for details [13]).

From now on, we will assume that the map $A$ is such that $s$ results in a locally constant function, that is, for any $b \in M$, there is an open neighborhood $U_b \subset M$ containing $b$ such that $s(b') = s(b)$ for each $b' \in U_b$.

It is easy to check that $B(A, I)$ is $\sigma$-invariant, moreover, in [13] it was showed that $B(A, I) \subset X$ is a closed metric subspace (when it is equipped with the metric induced by the metric $d$ defined in (1)). Therefore, $B(A, I)$ results in a topological subshift of $M^{\mathbb{N}}$.

If $M$ is a connected compact metric space, for instance $M = [0, 1]$, it follows that $s : M \to \mathcal{K}(M)$ is a constant function, which reduce our approach to the classical model on the lattice $[0, 1]^\mathbb{N}$ (see for instance [4]). In the case that the function $A$ is a constant map taking the value $\kappa$ and $I := \{\kappa\} = A(M \times M)$, our setting is the same as the one studied in [22]. On other hand, if $M = \{1, \ldots, d\}, I = \{1\}, A \in M_{d \times d}([0, 1])$ and the function $A$ is defined by $A(i, j) = 1$ if and only if $A_{i,j} = 1$ and $A(i, j) \neq 1$ if and only if $A_{i,j} = 0$, it follows that $B(A, \{1\})$ is a finite Markov shift with incidence matrix $A$ on the alphabet $\{1, \ldots, d\}$ (see [2,30]).

Let $Y$ be a subset of $X$. We know that $Y$ is a metric subspace of $X$, with the metric induced by the metric $d$ defined in (1). We will use the notation $\mathcal{C}_b(Y)$ for the set of bounded continuous functions from $Y$ into $\mathbb{R}$ equipped with the norm $\| \cdot \|_\infty$ given by $\| \varphi \|_\infty = \sup\{ |\varphi(x)|: x \in Y \}$. When $Y$ is a compact metric subspace of $X$, we will denote by $\mathcal{C}(Y)$ the set of continuous functions from $Y$ into $\mathbb{R}$. We will also use the notation $\mathcal{H}_\alpha(Y)$ for the set of $\alpha$-Hölder continuous functions from $Y$ into $\mathbb{R}$ equipped with the norm $\| \cdot \|_\alpha$ given by $\| \varphi \|_\alpha = \| \varphi \|_\infty + \text{Hol}_\varphi$, where

$$\text{Hol}_\varphi := \sup \left\{ \frac{|\varphi(x) - \varphi(y)|}{d(x, y)^\alpha}: x \neq y, x, y \in Y \right\}.$$  

It is widely known that all the spaces of functions mentioned above result in Banach spaces when they are equipped with its corresponding norms.

Now we will define the Ruelle operator associated to a map $\varphi \in \mathcal{C}(B(A, I))$ in our present setting. Fixing a Borelian a priori probability measure $\nu$ on $M$ and assuming that $\nu$ has full support, we define the generalized Ruelle operator associated to $\varphi$ as the map assigning to each $\psi \in \mathcal{C}(B(A, I))$ the function $\mathcal{L}_\varphi(\psi)$ given by

$$\mathcal{L}_\varphi(\psi)(x) := \int_{s(x_1)} e^{\varphi(ax)} \psi(ax) d\nu(a), \quad (2)$$
where \( ax \in \mathcal{B}(A, I) \) is the concatenation of the word \( a \in s(x_1) \) and the sequence \( x \in \mathcal{B}(A, I) \).

By the above, it follows that for each \( n \in \mathbb{N} \), the \( n \)-th iterate of the Ruelle operator is given by the map assigning to each \( \psi \in \mathcal{C}(\mathcal{B}(A, I)) \) the function

\[
\mathcal{L}_\psi^n(\psi)(x) = \int_{s(a_{n-1})} \ldots \int_{s(x_1)} e^{S_n \psi(a^n x)} \psi(a^n x) d\nu(a_1) \ldots d\nu(a_n),
\]

where \( S_n \psi(y) = \sum_{j=0}^{n-1} \psi(\sigma^j(y)) \) and each \( a^n = a_n \ldots a_1 \) is a word of length \( n \) satisfying that the concatenation \( a^n x \in \mathcal{B}(A, I) \), which is equivalent to say that \( a_1 \in s(x_1), a_2 \in s(a_1), \ldots, a_n \in s(a_{n-1}) \) and \( x \in \mathcal{B}(A, I) \).

In [13] it was proved that this operator is well defined, that is, the integral in the right side of the above equation is finite for each \( x \in \mathcal{B}(A, I) \). Furthermore, it is easy to check, using the fact that continuous functions are uniformly continuous on compact sets, that \( \mathcal{L}_\psi \) preserves the set of functions \( \mathcal{C}(\mathcal{B}(A, I)) \).

In the case where the potential \( \varphi \) belongs to \( \mathcal{H}_\alpha(\mathcal{B}(A, I)) \), we have that the set \( \mathcal{H}_\alpha(\mathcal{B}(A, I)) \) is preserved by the Ruelle operator \( \mathcal{L}_\psi \).

Indeed, if we have \( \psi \in \mathcal{H}_\alpha(\mathcal{B}(A, I)) \), it follows that for any pair \( x, y \in \mathcal{B}(A, I) \) such that \( x_1 = y_1 \), we have

\[
\left| \mathcal{L}_\psi(\psi)(x) - \mathcal{L}_\psi(\psi)(y) \right| \leq \int_{s(x_1)} \left| e^{\varphi(ax)} \psi(ax) - e^{\varphi(ay)} \psi(ay) \right| d\nu(a) \\
\leq \frac{1}{2^\alpha} \left( \text{Hol}_x \| \psi \|_\infty + \text{Hol}_y e \| \varphi \|_\infty \right) d(x, y)^\alpha.
\]

Thus, under the assumption that the function \( s \) is locally constant, we conclude that the function \( \mathcal{L}_\psi(\psi) \) is locally Hölder continuous, which implies that \( \mathcal{L}_\psi(\psi) \in \mathcal{H}_\alpha(\mathcal{B}(A, I)) \) by compactness of the set \( \mathcal{B}(A, I) \) (A more detailed explanation about this claim appears in the proof of Theorem 1).

In order to simplify reading of this text, for any Borelian measure \( \mu \) defined on a metric subspace \( Y \subset X \) and any \( \psi \in \mathcal{C}(Y) \), we will use the notation

\[
\mu(\psi) := \int_Y \psi \, d\mu.
\]

When necessary, we will use the notation

\[
\mu(\psi(x)) := \int_Y \psi(x) \, d\mu(x).
\]

We say that a Borelian measure \( \mu \) defined on the metric subspace \( Y \subset X \) is a \( \sigma \)-invariant measure, if for any Borelian set \( E \subset Y \) we have \( \mu(\sigma^{-1}(E)) = \mu(E) \).

Through this paper, we will use the notation \( \mathcal{M}_\sigma(Y) \) for the set of all the \( \sigma \)-invariant probability measures on \( Y \).

From the properties of the dual of a Banach space, we can define the dual Ruelle operator associated to a potential \( \varphi \in \mathcal{H}_\alpha(\mathcal{B}(A, I)) \), as the map \( \mathcal{L}_\psi^* \) assigning to each
Radon measure \( \mu \) on the Borelian sets of \( B(A, I) \), the Radon measure \( \mathcal{L}_\varphi^n(\mu) \), which is defined as the Radon measure satisfying for each \( \psi \in \mathcal{C}(B(A, I)) \) the following equation

\[
\mathcal{L}_\varphi^n(\mu)(\psi) := \mu(\mathcal{L}_\varphi(\psi)).
\]

In a similar way, for each \( n \in \mathbb{N} \) we define the \( n \)-th iterate of \( \mathcal{L}_\varphi^n \), as the operator assigning to each Radon measure \( \mu \), the Radon measure \( \mathcal{L}_\varphi^{*,n}(\mu) \), satisfying for each \( \psi \in \mathcal{C}(B(A, I)) \) the following equation

\[
\mathcal{L}_\varphi^{*,n}(\mu)(\psi) = \mu(\mathcal{L}_\varphi^n(\psi)).
\]

Note that by completeness and separability of the metric space \( B(A, I) \), the operators \( \mathcal{L}_\varphi^* \) and \( \mathcal{L}_\varphi^{*,n} \) are in fact defined on the set of all the Borelian measures on \( B(A, I) \).

We say that a metric subspace \( Y \subset X \) is **topologically transitive**, if for any pair of open sets \( U, V \subset Y \), there exists \( n \in \mathbb{N} \) such that \( \sigma^{-n}(U) \cap V \neq \emptyset \). In addition, we say that \( Y \subset X \) is **topologically mixing**, if for any pair of open sets \( U, V \subset Y \), there exists \( n \in \mathbb{N} \) such that \( \sigma^{-n}(U) \cap V \neq \emptyset \) for each \( m \geq n \).

Under the assumption that the set of admissible sequences \( B(A, I) \) is topologically transitive, we say that \( B(A, I) \) admits a **spectral decomposition**, if there are \( k \in \mathbb{N} \) and a permutation \( p \) of the set \( \{1, \ldots, k\} \), such that

\[
B(A, I) = B(A, I)_1 \cup \ldots \cup B(A, I)_k,
\]

where the subsets \( B(A, I)_i \), with \( i \in \{1, \ldots, k\} \), are pairwise disjoint and closed, \( \sigma(B(A, I)_i) = B(A, I)_{p(i)} \) and each component \( B(A, I)_i \) is topologically mixing for the map \( \sigma^{m_i} \), where \( m_i \) is the less positive integer such that \( p^{m_i}(i) = i \). Note that the transitivity condition guarantees that for each pair \( i, j \in \{1, \ldots, k\} \), there is \( n \in \mathbb{N} \) such that \( \sigma^n(B(A, I)_i) = B(A, I)_j \) which implies that the permutation \( p \) is necessarily a cycle of length \( k \) and, therefore, \( m_i = k \) for each \( i \in \{1, \ldots, k\} \).

**Remark 1** It is widely known that the any element of the class of finite Markov shifts with irreducible incidence matrix admits a spectral decomposition (see for instance section 1.3 in [18]). Furthermore, even in non compact approaches this property is also satisfied. For instance, any countable Markov shift with irreducible incidence matrix satisfies the property. The above will be useful in the proof of Proposition 1 (see for details section 7.1 in [18]).

Throughout the paper we will assume that \( M \) is a compact metric space and that the set of admissible sequences \( B(A, I) \) is a topologically transitive set admitting a spectral decomposition. We will suppose also that the map \( \sigma \) is locally constant.

Now we are able to state the main results of this paper. The first one of them is the following:

**Theorem 1** For any potential \( \varphi \in \mathcal{H}_\alpha(B(A, I)) \), the following conditions are satisfied:

1. There are \( \lambda_\varphi > 0 \) and a strictly positive function \( f_\varphi \in \mathcal{H}_\alpha(B(A, I)) \), such that, \( \mathcal{L}_\varphi(f_\varphi) = \lambda_\varphi f_\varphi \). Moreover, the eigenvalue \( \lambda_\varphi \) is simple and maximal.
2. There exists a Borelian probability measure $\rho_\psi$ defined on $\mathcal{B}(A, I)$, such that, $\mathcal{L}_\psi^+(\rho_\psi) = \lambda_\psi \rho_\psi$.

3. For $\overline{\rho} = \psi + \log(f_\psi) - \log(f_\psi \circ \sigma) - \log(\lambda_\psi)$, there is a unique fixed point $\mu_\psi$ for the operator $\mathcal{L}_\psi$. Moreover, this fixed point is a $\sigma$-invariant probability measure and can be expressed as $d\mu_\psi = f_\psi d\rho_\psi$, with $f_\psi$ satisfying (1) and $\rho_\psi$ satisfying (2).

4. If, in addition, the set of admissible sequences is topologically mixing, then, for any function $\psi \in \mathcal{H}_\alpha(\mathcal{B}(A, I))$, we have

$$\lim_{n \to \infty} \mathcal{L}_\psi^n(\psi) = \mu_\psi(\psi),$$

uniformly in the norm $\| \cdot \|_\infty$. Moreover, under these assumptions the maximal eigenvalue $\lambda_\psi$ results isolated as well: the remainder of the spectrum is contained in a disk centered at zero with radius strictly smaller than $\lambda_\psi$.

Now we propose an application of the former result in the context of countable Markov shifts. In order to do that, consider $M \subset [0, 1]$ a compact set of the form $M := \{b_k : k \in \mathbb{N}\} \cup \{b_\infty\}$, where $b_k < b_{k+1}$ for each $k \in \mathbb{N}$. Suppose, also, that $b_\infty := 1$ is the unique accumulation point of $M$. It is easy to check that $M$ equipped with the metric $d_M(b_i, b_j) = |b_i - b_j|$ results in a compact metric space.

Thus, choosing $I = \{1\}$, $M_0 := \{b_k : k \in \mathbb{N}\}$ and defining the infinite matrix $A \in M_{M_0 \times M_0}([0, 1])$ as $A_{b_i, b_j} = 1$, if and only if $A(b_i, b_j) = 1$ and $A_{b_i, b_j} = 0$, if and only if $A(b_i, b_j) \neq 1$, we obtain that

$$\mathcal{B}(A, \{1\}) \cap M_0^\mathbb{N} = \Sigma_A,$$

where $\Sigma_A$ is the countable Markov shift on the alphabet $M_0$ with incidence matrix $A$, that is, the set of sequences $x = (x_n)_{n \in \mathbb{N}}$ taking values on the alphabet $M_0$ such that $A_{x_n, x_{n+1}} = 1$ for each $n \in \mathbb{N}$. Note that in this case the subshift $\Sigma_A$ is a bounded metric space when it is equipped with the metric induced by (1), which in this case is given by

$$d(x, y) = \sum_{n=1}^{\infty} \frac{1}{2^n} |x_n - y_n|.$$

Furthermore, since the map $s : M \to \mathcal{K}(M)$ is locally constant, there is $j_0 \in \mathbb{N}$ such that for any $j \geq j_0$ we have $A_{b_i, b_j} = A_{b_i, b_{j_0}}$ for all $i \in \mathbb{N}$. Note that this class of countable Markov shifts is not immersed in the class of countable Markov shifts satisfying either the BIP property or the finitely primitive condition (see [16,17,33]).

In fact, we have that $A_{b_i, b_j} = (1_I \circ A)(b_i, b_j)$ for any pair $i, j \in \mathbb{N}$, with $1_I$ the characteristic function of the set $I$, that is, the map satisfying $1_I(x) = 1$ if $x \in I$ and $1_I(x) = 0$ if $x \notin I$.

Under these assumptions, we obtain an a priori probability measure given by $\nu = \sum_{k=1}^{\infty} p_k \delta_{b_k}$, with $\sum_{k=1}^{\infty} p_k = 1$ and $p_k > 0$ for each $k \in \mathbb{N}$. Note that $b_\infty \in \text{supp}(\nu)$, which assures that $\nu$ has full support on the set $M$. Moreover, if we define $p' : M \to$
Consider a potential \( p \) for each \( x \in \Sigma \), with \( \phi \in \mathcal{C} \) (which is defined without using an a priori probability measure but assuming suitable conditions on the potential), given by the map assigning to each \( \xi \in \mathcal{C} \) the function \( L_{\phi}(\xi) \) defined as

\[
L_{\phi}(\xi)(x) := \sum_{a \in M_0, A_{a_0,x_1} = 1} e^{\phi(a)} \xi(ax),
\]

for each \( x \in \Sigma \) (see for instance [34]). Note that the sum in the right side of (4) could fail to be finite. However, in Proposition 1 we will give conditions on the potential \( \phi \) in order to guarantee finiteness of that sum for any \( \psi \in \mathcal{H}_d(\Sigma) \) and thus guarantee that \( L_{\phi} \) is well defined in our setting.

Under that assumptions, it follows that (3) holds for any Borelian measure \( \mu \) defined on \( \Sigma \) and any \( \psi \in \mathcal{H}_d(\Sigma) \).

A matrix \( A \in M_{M_0 \times M_0}([0,1]) \) is called irreducible, if for any pair \((b_i, b_j)\) belonging to the set \( M_0 \times M_0 \), there is \( k \in \mathbb{N} \) such that the component in the row \( b_i \) and the column \( b_j \) of the matrix \( A^k \) is positive. On other hand, a matrix \( A \in M_{M_0 \times M_0}([0,1]) \) is called aperiodic, if there is \( k \in \mathbb{N} \) such that all the components of the matrix \( A^k \) are positive. Note that \( \mathcal{B}(A, \{1\}) \) is topologically transitive if and only if the matrix \( A \) is irreducible and the set \( \mathcal{B}(A, \{1\}) \) is topologically mixing if and only if \( A \) results in an aperiodic matrix.

Throughout the paper we will assume that \( \Sigma \) is a countable Markov shift on the alphabet \( M_0 = \{b_k : k \in \mathbb{N}\} \) with irreducible incidence matrix \( A \) and that there is \( j_0 \in \mathbb{N} \) such that for any \( j \geq j_0 \) we have \( A_{b_j,b_{j0}} = A_{b_{j0},b_{j0}} \) for all \( i \in \mathbb{N} \).

This approach allows to state a Ruelle’s Perron–Frobenius Theorem in the context of countable Markov shifts in the following way:

**Proposition 1** Consider a potential \( \phi : \Sigma \rightarrow \mathbb{R} \) of the form \( \phi = \varphi + \log(p \circ \pi_1) \), with \( \varphi \in \mathcal{H}_d(\Sigma) \) and \( p : M_0 \rightarrow [0,1] \) satisfying \( p(b_k) > 0 \) for each \( k \in \mathbb{N} \) and \( \sum_{k=1}^{\infty} p(b_k) = 1 \). Then, the Ruelle operator \( L_{\phi} \) is well defined and Theorem 1 holds in the following way:

1. There are \( \lambda_{\phi} > 0 \) and a strictly positive function \( f_{\phi} \in \mathcal{H}_d(\Sigma) \) such that \( L_{\phi}(f_{\phi}) = \lambda_{\phi} f_{\phi} \). Moreover, the eigenvalue \( \lambda_{\phi} \) is simple and maximal.
2. There exists a Borel probability measure $\rho_\phi$ defined on $\Sigma_A$ and satisfying $L^\phi_\star(\rho_\phi) = \lambda_\phi \rho_\phi$.

3. For $\bar{\phi} = \phi + \log(f_\phi) - \log(f_\phi \circ \sigma) - \log(\lambda_\phi)$, there is a unique fixed point $\mu_\phi$ for the operator $L^\phi_\bar{\phi}$. Moreover, this fixed point is a $\sigma$-invariant probability measure and can be expressed of the form $d\mu_\phi = f_\phi d\rho_\phi$, with $f_\phi$ satisfying (1) and $\rho_\phi$ satisfying (2).

4. If the incidence matrix $A$ is aperiodic, then, for any function $\psi \in H_\alpha(\Sigma_A)$, we have

$$\lim_{n \to \infty} L^n_\phi(\psi) = \mu_\phi(\psi),$$

uniformly in the norm $\| \cdot \|_\infty$. Furthermore, in this case the eigenvalue $\lambda_\phi$ results isolated. That is, the remainder of the spectrum is contained in a disk centered at zero with radius strictly smaller than $\lambda_\phi$.

On other hand, given a potential $\phi \in C(Y)$, with $Y \subset X$ a metric subspace, we say that a probability measure $\mu_\infty \in M_\sigma(Y)$ is a $\phi$-maximizing measure, if satisfies

$$\mu_\infty(\phi) = m(\phi) := \sup\{\mu(\phi) : \mu \in M_\sigma(Y)\}.$$

Hereafter, we will denote by $M_{\max}(\phi)$ to the set of all the $\phi$-maximizing probability measures, which is a non-empty set when $Y \subset X$ is a compact metric space. In Sect. 3 will be proved a variational principle of the pressure for the equilibrium states obtained from Theorem 1, which implies that the accumulation points of the family of Gibbs states $(\mu_t_\phi)_{t > 1}$ are in fact $\phi$-maximizing probability measures.

The above allows to state the following result about existence of maximizing probability measures in the context of countable Markov shifts satisfying the conditions that appear in Proposition 1, using techniques of selection and non-selection at zero temperature. Note that this result is stated in an approach that is different to the ones that appear in [14–16], where, either are assumed another combinatorial conditions on the countable Markov shift $\Sigma_A$ or are required another conditions on the regularity of the potential that represents the interactions on the system.

**Proposition 2** For each $t > 1$ consider the potential $\phi_t : \Sigma_A \to \mathbb{R}$ given by $\phi_t = t\phi + \log(p \circ \pi_1)$, with $\phi \in H_\alpha(\Sigma_A)$ and $p : M_0 \to [0, 1]$, such that $p(b_k) > 0$ for each $k \in \mathbb{N}$ and $\sum_{k=1}^\infty p(b_k) = 1$. Then, the family of equilibrium states $(\mu_{t_\phi})_{t > 1}$ has an accumulation point $\mu_\infty$ at infinity and $\mu_\infty \in M_{\max}(\phi)$.

Now we move our attention to an interesting setting in thermodynamical formalism: the study of bilateral topological subshifts. The Ruelle operator rely on the fact that the inverse image of any point is composed by several other points, and only can be defined because the shift map is not injective. This is no longer true in the case of bilateral topological subshifts, and therefore the Ruelle operator can not be defined in these cases. However, the Livsic’s Theorem and the use of involution kernels arise as tools to find maximizing measures in these approaches. Below we will show some results in this direction. In particular we will obtain an expression for the normalized eigenfunction of the Ruelle operator associated to the maximal eigenvalue (normalized
in the sense that its integral with respect to the eigenprobability is equal to 1), in terms of the eigenprobability of its corresponding dual.

Let $M$ be a compact metric space. Define the set

$$B(A, I)^* := \{(\ldots, y_2, y_1) : y_i \in M, A(y_{i+1}, y_i) \in I, \forall i \in \mathbb{N}\},$$

with the map $\sigma^* : B(A, I)^* \rightarrow B(A, I)^*$ given by $\sigma^*(\ldots, y_2, y_1) = (\ldots, y_3, y_2)$ acting on it. We call $B(A, I)^*$ the transpose topological subshift of $B(A, I)$.

Now we can define a bilateral topological subshift associated to $A$ and $I$ through an auxiliary function $\pi_{1,1} : B(A, I)^* \times B(A, I) \rightarrow M \times M$ given by the equation $\pi_{1,1}(y, x) = (y_1, x_1)$. Define the set $\widehat{B}(A, I)$ in the following way:

$$\widehat{B}(A, I) := \{(y, x) \in B(A, I)^* \times B(A, I) : (A \circ \pi_{1,1})(y, x) \in I\}.$$

In general, the sets $\widehat{B}(A, I)$ and $B(A, I)^* \times B(A, I)$ don’t agree, thus, we will use the notation $(\hat{y}|x) = (\ldots, y_2, y_1|x_1, x_2, \ldots)$ for the pairs $(y, x) \in \widehat{B}(A, I)$. The bilateral shift map $\hat{\sigma} : B(A, I)^* \times B(A, I) \rightarrow B(A, I)^* \times B(A, I)$ is given by $\hat{\sigma}(y, x) = (\tau_x^*(y), \sigma(x))$, where $\tau_x^*(y) = (\ldots, y_2, y_1, x_1) \in B(A, I)^*$. An easy calculation allows to check that $\hat{\sigma}$ is invertible, with inverse satisfying the equation $\hat{\sigma}^{-1}(y, x) = (\sigma^*(y), \tau_y(x))$, where $\tau_y(x) = (y_1, x_1, x_2, \ldots) \in B(A, I)$.

It is not difficult to check that $\widehat{B}(A, I)$ results in a compact $\hat{\sigma}$-invariant metric space, which implies that it is a bilateral topological subshift whose definition only depends of the function $A$ and the set $I$. Moreover, if the set $B(A, I)$ is topologically transitive (resp. topologically mixing), we obtain that the sets $B(A, I)^*$ and $\widehat{B}(A, I)$ are also topologically transitive (resp. topologically mixing).

Now we will introduce the definition of involution kernel associated to a potential $\varphi \in \mathcal{C}(B(A, I))$. We say that a function $W : \widehat{B}(A, I) \rightarrow \mathbb{R}$ is an involution kernel associated to the potential $\varphi \in \mathcal{C}(B(A, I))$, if the function $\hat{\varphi} : \widehat{B}(A, I) \rightarrow \mathbb{R}$ defined by $\hat{\varphi}(\hat{y}|x) := \varphi(x)$ for any $(\hat{y}|x) \in \widehat{B}(A, I)$ and the potential $\hat{\varphi}^*$ defined by

$$\hat{\varphi}^* := \hat{\varphi} \circ \hat{\sigma}^{-1} + W \circ \hat{\sigma}^{-1} - W,$$  

are such that $\hat{\varphi}^*(\hat{y}|x)$ does not depend on $x$, for any $(\hat{y}|x) \in \widehat{B}(A, I)$. We will call $\varphi^*(y|x) := \hat{\varphi}^*(\hat{y}|x)$ the dual potential of $\varphi$. Some results about the behavior of the involution kernel in the settings of finite Markov shifts or when the alphabet is given by $\mathbb{S}^1$ can be found in [3,10].

Define $\tau_{y,n}(x) = (y_n, \ldots, y_1, x_1, \ldots)$, fixing $x' \in B(A, I)$ such that $x'_1 = x_1$, an easy calculation shows that if $\varphi$ is a Hölder continuous function, the map $W : \widehat{B}(A, I) \rightarrow \mathbb{R}$ given by

$$W_\varphi(\hat{y}|x) = \sum_{n=1}^{\infty} \varphi(\tau_{y,n}(x)) - \varphi(\tau_{y,n}(x')),$$  

is an involution kernel, $W \in \mathcal{H}_\alpha(\widehat{B}(A, I))$ and $\varphi^* \in \mathcal{H}_\alpha(B(A, I)^*)$.  

Assuming that $\varphi \in \mathcal{H}_\alpha(\mathcal{B}(A, I))$, by (6), we can consider $\varphi^*$ as a function belonging to $\mathcal{H}_\alpha(\mathcal{B}(A, I)^*)$. Therefore, we can define the Ruelle operator associated to $\varphi^*$ as the map that assigns to each $\psi^* \in \mathcal{H}_\alpha(\mathcal{B}(A, I)^*)$ the function

\[
\mathcal{L}_{\varphi^*}(\psi^*)(y) := \int_{s^*(y_1)} e^{\varphi^*(ya)} \psi^*(ya) d\nu(a),
\]

where $s^*(b)$ is defined as the set of elements $a \in M$ such that $A(b, a) \in I$ and $ya$ is the concatenation of the sequence $y \in \mathcal{B}(A, I)^*$ and the word $a \in s^*(y_1)$.

An equivalent expression to (5) which will be used later is the following: for any $a \in M, x$ and $y$, such that, $(y|ax) \in \widehat{\mathcal{B}(A, I)}$, we have

\[
(\hat{\varphi}^* + W)(ya|x) = (\hat{\varphi} + W)(y|ax).
\]

(7)

The following Theorem characterizes the normalized eigenfunctions of the Ruelle operators $\mathcal{L}_{\varphi}$ and $\mathcal{L}_{\varphi^*}$ associated to the maximal eigenvalue $\lambda_\varphi = \lambda_{\varphi^*}$, in terms of the involution kernel and the eigenprobabilities $\rho_\varphi$ and $\rho_{\varphi^*}$, given by Theorem 1. In particular, this result works for the map that appears in (6).

**Theorem 2** Assume that the potentials $\varphi \in \mathcal{H}_\alpha(\mathcal{B}(A, I))$, $W \in \mathcal{H}_\alpha(\widehat{\mathcal{B}(A, I)})$ and $\varphi^* \in \mathcal{H}_\alpha(\widehat{\mathcal{B}(A, I)^*})$ satisfy (5). Set

\[
c := \log((\rho_{\varphi^*} \times \rho_\varphi)((\mathbf{1}_I \circ A \circ \pi_{1,1})e^W)).
\]

Then:

1. If we define

\[
\begin{align*}
  f &= \rho_{\varphi^*}((\mathbf{1}_I \circ A \circ \pi_{1,1})(y, \cdot)e^{W(y|\cdot) - c}), \\
  f^* &= \rho_\varphi((\mathbf{1}_I \circ A \circ \pi_{1,1})(\cdot, x)e^{W(\cdot|x) - c}).
\end{align*}
\]

Then, $\mathcal{L}_\varphi(f) = \lambda_\varphi f$, $\mathcal{L}_{\varphi^*}(f^*) = \lambda_{\varphi^*} f^*$, $\rho_\varphi(f) = 1 = \rho_{\varphi^*}(f^*)$ and $\lambda_\varphi = \lambda_{\varphi^*}$.

2. Let $\mu_\varphi$ be the Gibbs state associated to the potential $\varphi$, given by item (3) of Theorem 1. There is a natural extension of $\mu_\varphi$ to a Borelian measure $\mu_{\hat{\varphi}}$ on the set $\widehat{\mathcal{B}(A, I)}$, which is given by

\[
d\mu_{\hat{\varphi}} := (\mathbf{1}_I \circ A \circ \pi_{1,1})e^{W-c}d(\rho_{\varphi^*} \times \rho_\varphi).
\]

By a natural extension we mean that, for any $\psi \in \mathcal{C}(\mathcal{B}(A, I))$, the potential $\hat{\psi} \in \mathcal{C}(\widehat{\mathcal{B}(A, I)})$ defined by $\hat{\psi}(y|x) = \psi(x)$ for each $(y|x) \in \widehat{\mathcal{B}(A, I)}$ satisfies

\[
\mu_{\hat{\varphi}}(\hat{\psi}) = \mu_\varphi(\psi),
\]

and for any $\psi^* \in \mathcal{C}(\mathcal{B}(A, I)^*)$, the potential $\hat{\psi} \in \mathcal{C}(\widehat{\mathcal{B}(A, I)^*})$ defined by $\hat{\psi}(y|x) = \psi^*(y)$ for each $(y|x) \in \widehat{\mathcal{B}(A, I)}$ satisfies

\[
\mu_{\hat{\varphi}}(\hat{\psi}) = \mu_{\varphi^*}(\psi^*).
Furthermore, any accumulation point $\hat{\mu}_\infty$ of the family $(\mu_i\hat{\varphi})_{i>1}$ at infinity is maximizing for the potential $\hat{\varphi}$ in the following way

$$\hat{\mu}_\infty(\hat{\varphi}) = m(\varphi).$$

We observe that regularity conditions on the involution kernel (for example differentiability on each one of the coordinates), imply the same regularity on the eigenfunction associated to the potential (see [22]). In some cases, for instance, when the potential $\varphi$ is a function of product type on a finite alphabet and all the sequences taking values into the alphabet are allowed (i.e. in the case of finite full shifts), it follows that the eigenprobability $\rho_\varphi$ and the eigenfunction $f_\varphi$ have an explicit form in terms of the potential $\varphi$.

Indeed, fixing $M = \{-1, 1\}$, $A(i,j) = 1$ for $i, j \in \{-1, 1\}$, and a continuous potential of the form $\varphi(x) = \sum_{n=1}^{\infty} a_n x_n$, it follows that the involution kernel is of the form $W_\varphi(x) = \sum_{n=1}^{\infty} (x_n + y_n) \sum_{i=n+1}^{\infty} a_i$. Furthermore, for any cylinder $[a_1, \ldots, a_n]$, we have $\rho_\varphi([a_1, \ldots, a_n]) = \prod_{k=1}^{n} \mu_k(a_k)$, where each measure $\mu_k$ on $M$ is given by $\mu_k(a) := \left( \prod_{i=1}^{k} e^{-ai - a_i a} + \prod_{i=1}^{k} e^{ai - a_i a} \right)^{-1}$ for $a \in \{-1, 1\}$. Besides that, we have $f_\varphi(x) = \prod_{n=1}^{\infty} f_n(x_n)$, where $f_n(a) = \prod_{k=n+1}^{\infty} e^{ak} a$ for $a \in \{-1, 1\}$, and $\lambda_\varphi = \prod_{n=1}^{\infty} e^{-an} + \prod_{n=1}^{\infty} e^{an}$ (see for details [9,10,29]).

### 3 Theory of Perron–Frobenius

The theory of Perron–Frobenius is a useful tool to find vector subspaces that remain invariant by the action of a linear operator, which, in the context of thermodynamical formalism, arises as a way to find probability measures that optimize the energy of a system modeled on a topological subshift with interactions described by a potential, the above through eigenvalues and eigenvectors associated to a transfer operator and its corresponding dual. In this section we will prove Theorem 1 and Proposition 1. We will also prove a variational principle in order to show that the Gibbs states from Theorem 1 and Proposition 1 are in fact equilibrium states.

We now present the proof of Theorem 1:

**Proof of Theorem 1** Define $\mathcal{T}_{t,\varphi}$ as the operator assigning to each $u \in \mathcal{C}(\mathcal{B}(A, I))$ the function $\mathcal{T}_{t,\varphi}(u) = \log(\mathcal{L}_{\varphi}(e^{t u}))$. Since the Ruelle operator preserves the set of continuous functions, it follows that $\mathcal{T}_{t,\varphi}(u) \in \mathcal{C}(\mathcal{B}(A, I))$. We begin by proving that, for each $t \in (0, 1)$, the operator $\mathcal{T}_{t,\varphi}$ is a uniform contraction.

Indeed, for any pair $u, v \in \mathcal{C}(\mathcal{B}(A, I))$ we have

$$\|\mathcal{T}_{t,\varphi}(u) - \mathcal{T}_{t,\varphi}(v)\|_\infty \leq \| \log\left( \frac{e^{t\|u-v\|_\infty} \mathcal{L}_{\varphi}(e^{t u})}{\mathcal{L}_{\varphi}(e^{t v})} \right) \|_\infty = t\|u - v\|_\infty.$$

By the above, as a consequence of the Banach’s Fixed Point Theorem, it follows that for each $t \in (0, 1)$ there is a function $u_t \in \mathcal{C}(\mathcal{B}(A, I))$ such that $\mathcal{T}_{t,\varphi}(u_t) = u_t$, that is, $e^{u_t} = \mathcal{L}_{\varphi}(e^{t u_t})$.
Now, we will check that the family \((u_t)_{0 < t < 1}\) is equicontinuous. Since \(s\) is locally constant, for each \(z \in \mathcal{B}(A, I)\), there is \(\epsilon_z > 0\) such that for any \(y \in \mathcal{B}(A, I)\) such that \(y_1 \in (z_1 - \epsilon_z, z_1 + \epsilon_z)\) we have \(s(y_1) = s(z_1)\). Denote by
\[
\mathcal{V}_z = \{y \in \mathcal{B}(A, I) : y_1 \in (z_1 - \epsilon_z, z_1 + \epsilon_z)\}.
\]

Then, \(\mathcal{V}_z\) is an open neighborhood of \(z\) in \(\mathcal{B}(A, I)\), and for any pair of points \(x, y \in \mathcal{V}_z\), we have \(s(x_1) = s(y_1) = s(z_1)\). Thus, for each \(t \in (0, 1)\) and any pair \(x, y \in \mathcal{V}_z\), we have
\[
e^{u_t(x)} = \mathcal{L}_\varphi(e^{tu_t})(x) \leq \sup \left\{ e^{\varphi(ay) - tu_t(ay) - tu_t(ay)} : a \in s(z_1) \right\} e^{u_t(y)}.
\]

The above implies that
\[
|u_t(x) - u_t(y)| \leq \sup \{\varphi(ax) - \varphi(ay) + tu_t(ax) - tu_t(ay) : a \in s(z_1)\}.
\]

Moreover, if we use the notation \(a_0 := z_1\), following an inductive argument, it is easy to check that for any \(n \in \mathbb{N}\), each \(a^n = a_n \ldots a_1\), and any pair \(x, y \in \mathcal{V}_z\), we have
\[
|u_t(x) - u_t(y)| \leq \sup \left\{ \sum_{j=1}^{n} t^{j-1} (\varphi(a^j x) - \varphi(a^j y)) + t^n (u_t(a^n x) - u_t(a^n y)) : a_{j+1} \in s(a_j) \right\}
\]
\[
\leq \sum_{j=1}^{n} t^{j-1} \text{Hol}_\varphi d(x, y)^\alpha + 2t^n \|u_t\|_\infty.
\]

Then, taking the limit when \(n \to \infty\) in the right side of the last inequality, it follows that
\[
|u_t(x) - u_t(y)| \leq \sum_{j=1}^{\infty} \frac{t^{j-1}}{2^{\alpha j}} \text{Hol}_\varphi d(x, y)^\alpha
\]
\[
< \frac{1}{2^{\alpha - 1}} \text{Hol}_\varphi d(x, y)^\alpha.
\]

By the above, the function \(u_t|_{\mathcal{V}_z}\) is Hölder continuous. Furthermore, denoting by \(\text{Hol}_{t,z}\) the corresponding Hölder constant of \(u_t|_{\mathcal{V}_z}\), we have \(\text{Hol}_{t,z} \leq \frac{1}{2^{\alpha - 1}} \text{Hol}_\varphi\) and thus
\[
|u_t(x) - u_t(y)| \leq \frac{1}{2^{\alpha - 1}} \text{Hol}_\varphi d(x, y)^\alpha
\]
for any pair of points \(x, y \in \mathcal{V}_z\).

Since \(\mathcal{B}(A, I)\) is a compact set and \(\mathcal{B}(A, I) \subset \bigcup_{z \in \mathcal{B}(A, I)} \mathcal{V}_z\), there is a finite collection of points \(\{z^1, \ldots, z^n\}\) such that \(\mathcal{B}(A, I) \subset \bigcup_{i=1}^{n} \mathcal{V}_{z^i}\), which implies that \(u_t \in \mathcal{H}_\alpha(\mathcal{B}(A, I))\), with \(\text{Hol}_{u_t} \leq c \text{Hol}_\varphi\) for some constant \(c > 0\) that depends only on the collection \(\{z^1, \ldots, z^n\}\).

Therefore, for any \(t \in (0, 1)\) and each \(x, y \in \mathcal{B}(A, I)\) we have
\[
|u_t(x) - u_t(y)| \leq c \text{Hol}_\varphi d(x, y)^\alpha.
\]
As a consequence, the family \((u_t)_{0 < t < 1}\) is equicontinuous, as we wanted to prove.

Now we define \(u_t = u_t - \max(u_t)\). The family \((u_t^s)_{0 < t < 1}\) is: (a) equicontinuous and (b) uniformly bounded (see for instance [4,22]).

Furthermore, taking \(u = \lim_{n \to \infty} u_{t_n}^s\) and \(\kappa = \lim_{n \to \infty} (1 - t_n) \max(u_{t_n})\), where \((t_n)_{n \in \mathbb{N}}\) is a suitable sequence (see for details [4]), we obtain that \(L_{\phi}(e^u) = e^\kappa e^u\). Besides that, \(u\) results in a Hölder continuous function which implies that \(e^u\) belongs to the set \(\mathcal{H}_\alpha(\mathcal{B}(A, I))\) and, also, is strictly positive. Hereafter, we will use the notation \(f_\phi = e^u\) and \(\lambda_\phi = e^\kappa\).

Now we will check that the eigenvalue \(\lambda_\phi\) is simple. In order to do that, assume that \(f_1\) is another eigenfunction associated to the eigenvalue \(\lambda_\phi\). Set \(\tilde{r} = \min \left\{ \frac{f_1}{f_\phi} \right\}\), which is well defined because the function \(f_\phi\) is a strictly positive continuous function defined on a compact set. Moreover, by continuity of the function \(\frac{f_1}{f_\phi}\) and compactness of the set \(\mathcal{B}(A, I)\), there is \(\tilde{x} \in \mathcal{B}(A, I)\) such that \(\tilde{r} = \frac{f_1(\tilde{x})}{f_\phi(\tilde{x})}\). Thus, \(f_2 = f_1 - \tilde{r} f_\phi\) is a non-negative continuous function that attains its minimum value at 0 in the point \(\tilde{x}\), which implies that

\[
0 = \lambda_\phi^n f_2(\tilde{x}) = \int_{\sigma(a_{n-1})}^{\sigma(a_n)} e^{S_n(\phi)} f_2(a^n \tilde{x}) d\nu(a_1) \ldots d\nu(a_n).
\]

In particular, since \(\nu\) has full support and \(e^{S_n(\phi)}\), \(f_2\) are non-negative continuous functions, we obtain that \(f_2(a^n \tilde{x}) = 0\) for each word \(a^n = a_n \ldots a_1\) such that \(a_1 \in \sigma(\tilde{x}_1), a_2 \in \sigma(a_1), \ldots, a_n \in \sigma(a_{n-1})\). Now, it follows from the transitivity of the set of admissible sequences \(\mathcal{B}(A, I)\) that the set \(\bigcup_{n=0}^{\infty} \sigma^{-n}(\{\tilde{x}\})\) is a dense subset of \(\mathcal{B}(A, I)\) (see for instance section 4.2 in [11]), which implies that \(f_2 \equiv 0\) as a consequence of the continuity. Therefore, we obtain that the eigenvalue \(\lambda_\phi\) is simple.

To finish the proof of item (1) of Theorem 1, we still have to prove that \(\lambda_\phi\) is a maximal eigenvalue for the operator \(L_{\phi}\).

Before that, we need to prove the other items of the Theorem. We begin by item (2) of Theorem 1: Define \(\overline{L}_\phi\) as the operator assigning to each Borelian measure \(\mu\) on \(\mathcal{B}(A, I)\), the Borelian measure given by \(\overline{L}_\phi(\mu) = \frac{1}{L_{\phi}(\mu)(I)} L_{\phi}(\mu)\). By a straightforward argument (see for instance [31]), we can guarantee existence of a Borelian probability measure \(\rho_\phi\) such that

\[
\overline{L}_\phi(\rho_\phi) = \rho_\phi. \tag{9}
\]

The above implies \(L_{\phi}(\rho_\phi)(1) = \lambda_\phi\). Thus, by (9), it follows that \(L_{\phi}(\rho_\phi) = \lambda_\phi \rho_\phi\), which concludes the proof of item (2) of Theorem 1.

Define \(d\mu_\phi = f_\phi d\rho_\phi\), which we will assume w.l.o.g. a probability measure (choosing a suitable eigenfunction \(f_\phi\) in such a way that \(\rho_\phi(f_\phi) = 1\), that is, the so called normalized one). It is not difficult to check that \(\mu_\phi\) is a fixed point for the operator \(L_{\phi}\) and the above implies that the probability measure \(\mu_\phi\) is \(\sigma\)-invariant, which concludes the proof of item (3) of Theorem 1.
In order to prove the item (4) of Theorem 1, first note that for any pair \( \varphi, \psi \in \mathcal{H}_\alpha(\mathcal{B}(A, I)) \) we have

\[
|L_{\varphi}^{n}(\psi)(x) - L_{\varphi}^{n}(\psi)(y)| \leq \frac{1}{2^\alpha} \left( \text{Hol}_{\alpha\varphi} \| \psi \|_\infty + \text{Hol}_{\alpha\psi} \right) d(x, y)^\alpha.
\]

Then, it follows from an inductive argument that

\[
|L_{\varphi}^{n}(\psi)(x) - L_{\varphi}^{n}(\psi)(y)| \leq \frac{2^\alpha}{2^\alpha - 1} \left( \text{Hol}_{\alpha\varphi} \| \psi \|_\infty + \text{Hol}_{\alpha\psi} \right) d(x, y)^\alpha.
\]  

(10)

The last inequality means the sequence \( (L_{\varphi}^{n}(\psi))_{n \in \mathbb{N}} \) is equicontinuous. Besides that, (10) guarantees that the operator \( L_{\varphi} \) preserves the set \( \mathcal{H}_\alpha(\mathcal{B}(A, I)) \). Furthermore, since \( L_{\varphi}^{1}(\psi) = \psi \) for each \( n \in \mathbb{N} \), it follows that \( \|L_{\varphi}^{n}(\psi)\|_\alpha \leq \|\psi\|_\alpha \) for each \( n \in \mathbb{N} \), which also implies that the sequence \( (L_{\varphi}^{n}(\psi))_{n \in \mathbb{N}} \) is uniformly bounded with the norm \( \| \cdot \|_\alpha \). Therefore, as a consequence of the Arzela-Ascoli’s Theorem (see for instance [30]), we obtain that for all \( n \in \mathbb{N} \) we have

\[
\sup\{\tilde{\psi}(x) : x \in \mathcal{B}(A, I)\} = \sup \left\{ L_{\varphi}^{n}(\tilde{\psi})(x) : x \in \mathcal{B}(A, I) \right\}.
\]

Define as \( \tilde{\psi}_0 = \sup\{\tilde{\psi}(x) : x \in \mathcal{B}(A, I)\} \). Thus, we can choose a collection \( \{x^n : n \in \mathbb{N} \cup \{0\}\} \) such that for all \( n \in \mathbb{N} \),

\[
L_{\varphi}^{n}(\tilde{\psi})(x^n) = \tilde{\psi}_0.
\]

The above implies that for each \( n \in \mathbb{N} \),

\[
0 = \int_{s(a_{n-1})} e^{S_{\alpha\varphi} x^n} (\tilde{\psi}_0 - \tilde{\psi}(a^n x^n)) d\nu(a_1) \ldots d\nu(a_n).
\]

Then, since the maps \( e^{S_{\alpha\varphi}} \), \( \tilde{\psi}_0 - \tilde{\psi} \) are non-negative continuous functions and the a priori probability measure \( \nu \) has full support, it follows that \( \tilde{\psi}(a^n x^n) = \tilde{\psi}_0 \) for each word \( a^n = a_1 \ldots a_n \) such that \( a_1 \in s(x^n_1), a_2 \in s(a_1), \ldots, a_n \in s(a_{n-1}) \). Since the set of admissible sequences \( \mathcal{B}(A, I) \) is topologically mixing, it follows that the set \( \bigcup_{n=1}^{\infty} \sigma^{-n}(\{x^n\}) \) is dense in \( \mathcal{B}(A, I) \) (see for instance section 4.2 in [1] and chapter 2 in [30]), thus, it follows that \( \tilde{\psi} = \tilde{\psi}_0 \). The above implies that

\[
\tilde{\psi} = \mu_{\varphi}(\tilde{\psi}) = \lim_{k \to \infty} L_{\varphi}^{*, n_k}(\mu_{\varphi})(\psi) = \mu_{\varphi}(\psi),
\]

where the second equality is a consequence of the Dominated Convergence Theorem. Note that the last equality guarantees that \( \tilde{\psi} \) is independent of the sequence \( (n_k)_{k \in \mathbb{N}} \). That is, \( \tilde{\psi} \) is the unique accumulation point of the sequence \( (L_{\varphi}^{n}(\psi))_{n \in \mathbb{N}} \), which implies that

\[
\lim_{n \to \infty} L_{\varphi}^{n}(\psi) = \mu_{\varphi}(\psi),
\]

(11)
uniformly in the norm \( \| \cdot \|_\infty \), as we wanted to prove.

Now, in order to finish this proof, we just need to prove that \( \lambda_\varphi \) is a maximal and isolated eigenvalue for the operator \( L_\varphi \) when the set of admissible sequences \( B(A, I) \) is topologically mixing.

First note that replacing \( \varphi \) by \( \varphi \) in (10), we obtain that the operator \( L_\varphi \) preserves the set \( H_\alpha(B(A, I)) \). Besides that, as a consequence of (11), we have that for each \( \psi \in H_\alpha(B(A, I)) \)

\[
\lim_{n \to \infty} \lambda_\varphi^{-n} L_\varphi^n(\psi) = f_\varphi \rho_\varphi(\psi) ,
\]

uniformly in the norm \( \| \cdot \|_\infty \).

Consider the set \( V := \{ \psi \in H_\alpha(B(A, I)) : \rho_\varphi(\psi) = 0 \} \). Note that \( V \) is a closed vector subspace of \( H_\alpha(B(A, I)) \) and, by (12), we have that \( \text{span}\{f_\varphi\} \cap V = 0 \). Therefore, \( H_\alpha(B(A, I)) = \text{span}\{f_\varphi\} \oplus V \). Besides that, for any \( \psi \in V \) we have

\[
\rho_\varphi(L_\varphi(\psi)) = L_\varphi^*(\rho_\varphi)(\psi) = \lambda_\varphi \rho_\varphi(\psi) = 0 ,
\]

which implies that the subspace \( V \) is invariant by the action of \( L_\varphi \). Now, let us assume that \( \psi_\lambda \in V \) is an eigenfunction of the operator \( L_\varphi \) associated to an eigenvalue \( \lambda \). Note first that \( \lambda \) is necessarily different of \( \lambda_\varphi \) because \( \rho_\varphi(\psi_\lambda) = 0 \). By (12), it follows that

\[
\lim_{n \to \infty} \lambda_\varphi^{-n} |\lambda|^n \|\psi_\lambda\|_\infty = 0 ,
\]

which implies that \( |\lambda| < \lambda_\varphi \) and proves the maximality of the eigenvalue \( \lambda_\varphi \).

In order to prove that \( \lambda_\varphi \) is an isolated eigenvalue of \( L_\varphi \), we consider the set \( S_V := \{ \psi \in V : \|\psi\|_\infty = 1, \text{ Hol}_\psi \leq 1 \} \). First note that for any \( \psi \in S_V \) we have

\[
|\psi(x) - \psi(y)| \leq \text{ Hol}_\psi d(x, y)^\alpha \leq d(x, y)^\alpha .
\]

Therefore, the set \( S_V \) is equicontinuous and it is uniformly bounded with the norm \( \| \cdot \|_\alpha \). By the above, it follows from the Arzela-Ascoli’s Theorem that the set \( S_V \) is sequentially compact in \( C(B(A, I)) \). In particular, the set \( S_V \) results in a compact subset of \( C(B(A, I)) \). On other hand, for each \( \psi \in S_V \) the sequence \( (L_\varphi^n(\psi))_{n \in \mathbb{N}} \) converges to 0 uniformly in the norm \( \| \cdot \|_\infty \) and satisfies the following inequalities

\[
\|L_\varphi^m(\psi)\|_\infty = \|L_\varphi(L_\varphi^{m-1}(\psi))\|_\infty \leq \|L_\varphi\| \|L_\varphi^{m-1}(\psi)\|_\infty \leq \|L_\varphi^m(\psi)\|_\infty .
\]

That is, for each \( \psi \in S_V \) the sequence \( (L_\varphi^n(\psi))_{n \in \mathbb{N}} \) is decreasing. Therefore, it follows from the Dini’s Theorem that sequence \( (L_\varphi^n(\psi))_{n \in \mathbb{N}} \) is uniformly convergent to 0 on the set \( S_V \) with the operator norm. Furthermore, the above implies that the sequence \( (\lambda_\varphi^{-n} L_\varphi^n)_{n \in \mathbb{N}} \) is also uniformly convergent to 0 on the set \( S_V \) with the operator norm.

Then, taking \( 0 < r_0 < 1 \), also by (12), there is \( n_0 \in \mathbb{N} \) such that for any \( n \geq n_0 \) and each \( \psi \in S_V \),

\[
\lambda_\varphi^{-n} \|L_\varphi^n(\psi)\|_\infty \leq r_0 < 1 .
\]
Hence, taking supremum on all the maps $\psi \in S_V$, by density of $\mathcal{H}_\sigma(\mathcal{B}(A, I))$ into $\mathcal{C}(\mathcal{B}(A, I))$, we obtain that for any $n \geq n_0$

$$\| (\mathcal{L}_\psi|_V)^n \|^{\frac{1}{n}} \leq r_0^n \lambda_\psi < \lambda_\psi.$$ 

Therefore, it follows that the spectral radius of the operator $\mathcal{L}_\psi|_V$, denoted by $R(\mathcal{L}_\psi|_V)$, is given by

$$R(\mathcal{L}_\psi|_V) := \inf_{n \in \mathbb{N}} \| (\mathcal{L}_\psi|_V)^n \|^{\frac{1}{n}} \leq r_0^n \lambda_\psi < \lambda_\psi$$

That is, for any eigenvalue $\lambda \neq \lambda_\psi$ of $\mathcal{L}_\psi$ we have the inequalities $|\lambda| \leq r_0^n \lambda_\psi < \lambda_\psi$, which proves that the remainder of the spectrum is contained in a disk centered at zero with radius strictly smaller than $\lambda_\psi$ and, thus, concludes the proof of item (4) of Theorem 1.

In order to finish the proof of Theorem 1, it is only necessary to prove existence of $\lambda_\psi$ maximal when the set of admissible sequences $\mathcal{B}(A, I)$ is topologically transitive. Remember that $\mathcal{B}(A, I)$ admits a spectral decomposition. That is, there exist $k \in \mathbb{N}$ and a permutation $p$ of the set $\{1, \ldots, k\}$ (which is actually a cycle of length $k$), such that

$$\mathcal{B}(A, I) = \mathcal{B}(A, I)_1 \cup \ldots \cup \mathcal{B}(A, I)_k,$$

with $\mathcal{B}(A, I)_i$ closed for each $i \in \{1, \ldots, k\}$, $\mathcal{B}(A, I)_i \cap \mathcal{B}(A, I)_j = \emptyset$ when $i \neq j$, $\sigma(\mathcal{B}(A, I)_i) = \mathcal{B}(A, I)_{p(i)}$ and each component $\mathcal{B}(A, I)_i$ is topologically mixing for the map $\sigma^k$.

The maximality of $\lambda_\psi$ is obtained from item (4) in the following way: let $\lambda_i$, with $i \in \{1, \ldots, k\}$, be the maximal isolated eigenvalue of the operator $\mathcal{L}_\psi^k$ restricted to the component $\mathcal{B}(A, I)_i$ of the subshift $\mathcal{B}(A, I)$ (which is well defined because $\sigma^k(\mathcal{B}(A, I)_i) = \mathcal{B}(A, I)_i$). By item (4), $\lambda_i$ exists and there is a strictly positive function $f_i \in \mathcal{H}_\sigma(\mathcal{B}(A, I)_i)$ such that $\mathcal{L}_\psi^k(f_i) = \lambda_i f_i$. Also using item (4) of this Theorem and the fact that for any pair $i, j \in \{1, \ldots, k\}$ there exists $n = n(i, j) < k$ such that $\sigma^n(\mathcal{B}(A, I)_i) = \mathcal{B}(A, I)_j$ (which is a consequence of the transitivity), we can prove that $\lambda_i = \lambda_0$ for any $i \in \{1, \ldots, k\}$. Define $\lambda_\psi$ as the $k$-th positive root of $\lambda_0$. Since $\lambda_0$ is a simple eigenvalue of $\mathcal{L}_\psi^k$ for the eigenfunction given by the equation $f_\psi(x) := f_i(x)$ for each $x \in \mathcal{B}(A, I)_i$, with $i \in \{1, \ldots, k\}$, we have that $\lambda_\psi$ results in a simple eigenvalue of $\mathcal{L}_\psi$ for $f_\psi$. Moreover, note that $f_\psi$ is continuous because $\mathcal{B}(A, I)_i$ is closed for each $i \in \{1, \ldots, k\}$ and $\mathcal{B}(A, I)_i \cap \mathcal{B}(A, I)_j = \emptyset$ when $i \neq j$, which implies that $f_\psi$ is strictly positive function belonging to $\mathcal{H}_\sigma(\mathcal{B}(A, I))$.

We claim that the maximal eigenvalue associated to $\mathcal{L}_\psi$ is given by $\lambda_\psi$. Indeed, if $\lambda$ is an eigenvalue of $\mathcal{L}_\psi$ with $|\lambda| \geq \lambda_\psi$, it follows that $\lambda_0 \geq |\lambda|^k \geq \lambda_\psi = \lambda_0$, where the first one of the inequalities follows from the maximality of $\lambda_0$ (since $\lambda_0$ is an eigenvalue for $\mathcal{L}_\psi^k$), and the last equality follows from the definition of $\lambda_\psi$. The above implies that $|\lambda| = \lambda_\psi$ and concludes the proof of item (1) and, thus, the proof of Theorem 1. \qed
One of the main utilities of Theorem 1 is that offers a new approach to prove a Ruelle’s Perron–Frobenius Theorem in the setting of countable Markov shifts under similar hypotheses on the dynamics of the subshift that the ones assumed in [27,28,34]. We present below the proof of the mentioned result.

**Proof of Proposition 1** Consider the compact set \( M = \{ b_k : k \in \mathbb{N} \} \cup \{ b_\infty \} \) and let \( A : M \times M \to \mathbb{R} \) be a continuous function satisfying the following for each \( i, j \in \mathbb{N} \):

(i) \( A(b_i, b_j) = 1 \) if and only if \( A_{b_i, b_j} = 1 \);
(ii) \( A(b_i, b_j) \neq 1 \) if and only if \( A_{b_i, b_j} = 0 \).

Note that \( A \) satisfies the equation \( A_{b_i, b_j} = (\mathbf{1}_1 \circ A)(b_i, b_j) \) and its existence is guaranteed by Urysohn’s Lemma and the property that there is \( j_0 \in \mathbb{N} \) such that for any \( j \geq j_0 \), we have \( A_{b_i, b_j} = A_{b_i, b_j_0} \) for all \( i \in \mathbb{N} \).

By continuity of \( A \), it is guaranteed that

\[
A(b_i, b_\infty) = \lim_{j \to \infty} A(b_i, b_j) = A(b_i, b_{j_0})
\]

and

\[
A(b_\infty, b_j) = \lim_{i \to \infty} A(b_i, b_j).
\]

Since there is \( j_0 \in \mathbb{N} \) such that for any \( j \geq j_0 \), \( A_{b_i, b_j} = A_{b_i, b_{j_0}} \) holds for all \( i \in \mathbb{N} \), it follows that the map \( s \) assigning to each \( a \in M \) its corresponding section \( s(a) \) in \( A^{-1}(\{1\}) \) is a locally constant map.

Therefore, we can extend any \( \psi \in \mathcal{H}_\alpha(\Sigma_A) \) to a function \( \psi' : \mathcal{B}(A, \{1\}) \to \mathbb{R} \), defined as the map that assigns to each point \( x \in \mathcal{B}(A, \{1\}) \) the value

\[
\psi'(x) = \lim_{y \to x} \psi(y).
\]  

(13)

Such limit exists because the function \( \psi \) belongs to the set \( \mathcal{H}_\alpha(\Sigma_A) \). Moreover, \( \psi' \in \mathcal{H}_\alpha(\mathcal{B}(A, \{1\})) \) because, for any pair \( x, y \in \mathcal{B}(A, \{1\}) \) we can choose sequences \((x^n)_{n \in \mathbb{N}}\) and \((y^n)_{n \in \mathbb{N}}\) taking values in \( \Sigma_A \) such that \( \lim_{n \to \infty} x^n = x \) and \( \lim_{n \to \infty} y^n = y \), thus, by (13) and continuity of \( \psi \), it follows that

\[
|\psi'(x) - \psi'(y)| = \lim_{n \to \infty} \lim_{m \to \infty} |\psi(x^n) - \psi(y^n)| \leq \text{Hol}_\psi d(x, y),
\]

(14)

which implies our assertion and that \( \text{Hol}_\psi' = \text{Hol}_\psi \).

Define the operator \( i : \mathcal{H}_\alpha(\Sigma_A) \to \mathcal{H}_\alpha(\mathcal{B}(A, \{1\})) \) by the equation

\[ i(\psi) = \psi', \]

with \( \psi' \) of the form in (13).

We claim that the operator \( i \) is an isometric isomorphism with inverse given by \( i^{-1}(\psi') = \psi'|_{\Sigma_A} \) for any \( \psi' \in \mathcal{H}_\alpha(\mathcal{B}(A, \{1\})) \) and the equation \( i \circ L_\phi = L_{\phi'} \circ i \) is
satisfied, when \( \phi, \varphi \) and \( p \) are such as appears in Proposition 1 and \( \nu = \sum_{k=1}^{\infty} p_k \delta_{b_k} \) is the a priori probability measure associated to \( \mathcal{L}_{\psi'} \).

Indeed, by (14), it follows that \( \text{Hol}_{\psi}(\psi) = \text{Hol}_{\psi} \) and, by (13), we have \( \|i(\psi)\|_{\infty} = \|\psi\|_{\infty} \), thus, \( \|i(\psi)\|_{\alpha} = \|\psi\|_{\alpha} \), i.e., the operator \( i \) is an isometry. It is not difficult to check that \( i \) is injective and for any \( \tilde{\psi} \in \mathcal{H}_{\alpha}(B(A, \{1\})) \) we have \( i(\tilde{\psi}|_{\Sigma_1}) = \tilde{\psi} \), which implies that the map is surjective and that \( i^{-1}(\tilde{\psi}) = \tilde{\psi}|_{\Sigma_1} \), moreover, the foregoing implies that \( \tilde{\psi} \) is of the form in (13), that is, \( \tilde{\psi} = \psi' \) for some \( \psi \in \mathcal{H}_{\alpha}(\Sigma_1) \).

The continuity of the maps \( i \) and \( i^{-1} \) is a direct consequence of linearity and the equality \( \|i(\psi)\|_{\alpha} = \|\psi\|_{\alpha} \), then, \( i \) is an isomorphism.

Since \( \phi = \varphi + \log(p \circ \pi_1) \) for some \( \varphi \in \mathcal{H}_{\alpha}(\Sigma_1) \) and \( p \) such that \( p(b_k) > 0 \) for each \( k \in \mathbb{N} \) and \( \sum_{k=1}^{\infty} p(b_k) = 1 \), we can define a function \( \phi' : B(A, \{1\}) \rightarrow \mathbb{R} \) given by

\[
\phi' := \varphi' + \log(p' \circ \pi_1),
\]

where \( \varphi' = i(\varphi) \) and \( p' \) is a function from \( M \) into \([0, 1]\) defined as \( p'(b_k) = p(b_k) \) for each \( k \in \mathbb{N} \) and \( p'(b_\infty) = \lim_{k \to \infty} p(b_k) = 0 \). It is not difficult to check that \( \phi' \in \mathcal{H}_{\alpha}(B(A, \{1\})) \). Moreover, this function provides a connection between the operators \( i \circ L_\phi \) and \( \mathcal{L}_{\psi'} \circ i \), as we will show below:

Indeed, if \( \psi \in \mathcal{H}_{\alpha}(\Sigma_1) \) and \( x \in B(A, \{1\}) \), with \( x_1 \neq b_\infty \), we have

\[
(\mathcal{L}_{\psi'} \circ i)(\psi)(x) = \mathcal{L}_{\psi'}(\psi')(x) = \sum_{a \in s(x_1) \setminus \{b_\infty\}} e^{\phi'(ax)} \psi'(ax).
\]

Besides that, from the fact that for any of point \( y \in \Sigma_1 \) close enough to \( x \) we have \( s(x_1) = s(y_1) \), it follows that

\[
(i \circ L_\phi)(\psi)(x) = i(L_\phi(\psi))(x) = \lim_{y \to x} \left( \sum_{a \in M_0 \setminus \{a_1 \in 1\}} e^{\varphi(ay) + \log(p(a))} \psi(ay) \right) = \sum_{a \in s(x_1) \setminus \{b_\infty\}} e^{\phi'(ax) + \log(p'(a))} \psi'(ax) = \sum_{a \in s(x_1) \setminus \{b_\infty\}} e^{\phi'(ax)} \psi'(ax).
\]

Therefore, by continuity of the functions \( (\mathcal{L}_{\psi'} \circ i)(\psi) \) and \( (i \circ L_\phi)(\psi) \), it follows that

\[
(\mathcal{L}_{\psi'} \circ i)(\psi)(x) = (i \circ L_\phi)(\psi)(x)
\]

for each \( x \in B(A, \{1\}) \), thus, we have that \( i \circ L_\phi = \mathcal{L}_{\psi'} \circ i \), such as we wanted to prove.

It is widely known that any countable Markov shift \( \Sigma_1 \) with irreducible matrix \( A \) admits a decomposition of the form

\[
\Sigma_1 = \Sigma_1^1 \cup \ldots \cup \Sigma_1^p.
\]
Where \( p \) is the period of the matrix \( A \), all the sets \( \Sigma_k^A \), with \( k \in \{1, \ldots, p\} \), are pairwise disjoint and any component \( \Sigma_k^A \) is a countable Markov shift with aperiodic incidence matrix \( A^{(k)} \) (see for instance Remark 7.1.35 in [18]). Moreover, in this case also is satisfied that \( A^{(k)}_{b_i,b_j} = (A^p)_{b_i,b_j} \) for each \( b_j \in C_k \), where

\[
C_k := \{ b_j : (A^{np+k})_{b_i,b_j} > 0 \text{ for some } n \in \mathbb{N} \}.
\]

The above induces a spectral decomposition in the subshift \( B(A, \{1\}) \) of the form

\[
B(A, \{1\}) = B(A, \{1\})_1 \cup \ldots \cup B(A, \{1\})_p,
\]

that satisfies the hypothesis of Theorem 1.

On other hand, by item (1) of Theorem 1, since \( \varphi' \in H_\alpha(B(A, \{1\})) \), it is guaranteed existence of a \( \lambda_{\varphi'} > 0 \) and a strictly positive function \( f_{\varphi'} \in H_\alpha(B(A, \{1\})) \) such that

\[
L_{\varphi'}(f_{\varphi'}) = \lambda_{\varphi'} f_{\varphi'}.
\]

Note that in fact \( \lambda_{\varphi'} = \lambda_{\varphi} \) and \( f_{\varphi'} = f_{\varphi} \) in the notation of Theorem 1 i.e. \( \varphi' = \varphi + \log(p' \circ \pi_1) \). However, in this proof it is more convenient to use the notation that appears in (15).

Taking \( \lambda_{\varphi} = \lambda_{\varphi'} \) and \( f_{\varphi} = f_{\varphi'}|_{\Sigma_\varphi} \), we assert that \( f_{\varphi} \) is an eigenfunction of \( L_{\varphi} \) associated to the eigenvalue \( \lambda_{\varphi} \), that is, \( L_{\varphi} f_{\varphi} = \lambda_{\varphi} f_{\varphi} \).

Indeed, by the above definition we have \( i(f_{\varphi}) = f_{\varphi'} \), which implies that

\[
L_{\varphi'}(f_{\varphi'}) = i^{-1}(L_{\varphi'}(f_{\varphi'})) = i^{-1}(\lambda_{\varphi} f_{\varphi'}) = \lambda_{\varphi} i^{-1}(f_{\varphi'}) = \lambda_{\varphi} f_{\varphi}.
\]

Moreover, following the argument of the proof of Theorem 1, we can prove that \( \lambda_{\varphi} \) is simple and maximal, which concludes the proof of item 1. of Proposition 1.

On other hand, by item (2) of Theorem 1, there is a Borelian probability measure \( \rho_{\varphi'} \) defined on the Borelian sets of \( B(A, \{1\}) \) satisfying the equation \( L_{\varphi'}^*((\rho_{\varphi'})) = \lambda_{\varphi} \rho_{\varphi'} \).

In fact \( \rho_{\varphi'} = \rho_{\varphi'} \) in the notation of Theorem 1, nevertheless, by simplicity we will use the notation proposed in this proof.

Define \( \rho_{\varphi'} \circ i : H_\alpha(\Sigma_\varphi) \to \mathbb{R} \) as the linear functional assigning to each \( \psi \in H_\alpha(\Sigma_\varphi) \) the value

\[
(\rho_{\varphi'} \circ i)(\psi) = \rho_{\varphi'}(i(\psi)) = \rho_{\varphi'}(\psi').
\]

Note that as a consequence of the characterization of the weak* topology by Hölder continuous functions and the fact that \( (\rho_{\varphi'} \circ i)(1) = 1 \), it follows that \( \rho_{\varphi'} \circ i \) define a Borelian probability measure on \( \Sigma_\varphi \). Hereafter, we will use the following notation for such probability measure \( \rho_{\varphi} := \rho_{\varphi'} \circ i \).

We claim that \( \rho_{\varphi} \) is an eigenprobability of the operator \( L_{\varphi}^* \) associated to the eigenvalue \( \lambda_{\varphi} \), that is, \( L_{\varphi}^*(\rho_{\varphi}) = \lambda_{\varphi} \rho_{\varphi} \).
Indeed, for any $\psi \in \mathcal{H}_\alpha(\Sigma_A)$ we have

$$L^*_\phi(\rho\phi)(\psi) = \rho\phi(L\phi(\psi)) = \rho\phi'(L\phi'(\psi)) = \lambda\phi\rho\phi'(\psi) = \lambda\phi\rho\phi(\psi).$$

The above concludes the proof of the item (2) of Proposition 1.

Since $L\phi(\psi) = \frac{1}{\lambda\phi} L\phi(\psi f\phi)$ for any $\psi \in \mathcal{H}_\alpha(\Sigma_A)$, it is not difficult to show that the measure $d\mu\phi = f\phi d\rho\phi$, which we can assume w.l.o.g. a probability measure, is a fixed point for the operator $L^*_\phi$ and is $\sigma$-invariant. The foregoing concludes the proof of item (3) of Proposition 1.

In order to prove the item (4) of Proposition 1, first note that the aperiodicity of the matrix $A$ implies that the set $B(A, \{1\})$ is topologically mixing, which implies item (4) of Theorem 1 for the extension of any bounded potential in $\mathcal{H}(\Sigma_A)$.

On other hand, since $i : \mathcal{H}_\alpha(\Sigma_A) \rightarrow \mathcal{H}_\alpha(B(A, \{1\}))$ is an isomorphism, it follows that for any $\psi \in \mathcal{H}_\alpha(\Sigma_A)$, we have $i^{-1}(\psi') = \psi'|_{\Sigma_A} = \psi$ and $\rho\phi'(\psi') = \rho\phi(i^{-1}(\psi')) = \rho\phi(\psi'|_{\Sigma_A}) = \rho\phi(\psi)$. The above, joint with the fact that $f\phi = i^{-1}(f\phi') = f\phi'|_{\Sigma_A}$, implies that

$$\mu\phi'(\psi') = \rho\phi'(\psi' f\phi') = \rho\phi(\psi f\phi) = \mu\phi(\psi) \quad (16)$$

Thus, by item (4) of Theorem 1, it follows that for each $x \in \Sigma_A$,

$$\mu\phi(\psi) = \mu\phi'(\psi') = \lim_{n \rightarrow \infty} L^n_{\phi'}(\psi')(x) = \lim_{n \rightarrow \infty} \sum_{a_n \in x(a_{n-1})} \ldots \sum_{a_1 \in x(1)} e^{S_n\phi'}(a^n x) \psi'(a^n x) p'(a_1) \ldots p'(a_n) = \lim_{n \rightarrow \infty} \sum_{a_n \in M_0} \ldots \sum_{a_1 \in M_0} e^{S_n\phi'}(a^n x) p(a_1) \ldots p(a_n) = \lim_{n \rightarrow \infty} L^n_{\phi}(\psi)(x).$$

Moreover, since the limit $\mu\phi'(\psi') = \lim_{n \rightarrow \infty} L^n_{\phi'}(\psi')$ is uniform on $B(A, \{1\})$ in the norm $\| \cdot \|_\infty$ by item (4) of Theorem 1, it follows that $\mu\phi(\psi) = \lim_{n \rightarrow \infty} L^n_{\phi}(\psi)$ uniformly on $\Sigma_A$ in the norm $\| \cdot \|_\infty$ as well, which concludes the proof of item (4) of Proposition 1.

The proof of maximality of $\lambda\phi$ when the matrix $A$ is irreducible and the proof of the spectral gap when $A$ is aperiodic follow in a similar way that in the proof of Theorem 1. The above concludes the proof of Proposition 1.

In [34] appears a characterization of a class of potentials in which the Ruelle’s Perron–Frobenius Theorem holds in the setting of topologically mixing countable Markov shifts. This class of potentials are the so called positive recurrent potentials. Below we will show that the potential $\phi$ defined in Proposition 1 belongs to such class.
Consider \( a \in M_0 \) and \([a] = \{x \in \Sigma_A : x_1 = a\}\). Also define

\[
Z_n(\phi, a) := \sum_{\sigma^n(y) = y, y \in \Sigma_A} e^{S_n\phi(y)} 1_{[a]}(y).
\]

Under the assumption that \( \Sigma_A \) is topologically mixing, we say that the potential \( \phi \) is positive recurrent, if there are \( N_a \in \mathbb{N} \) and \( C_a > 0 \), such that

\[
\frac{1}{\lambda^n_\phi} Z_n(\phi, a) \in [C_a^{-1}, C_a],
\]

for each \( n \geq N_a \).

As a consequence of the definition of \( \bar{\phi} \) and the item (4) in Proposition 1, it follows that for any \( x \in [a] \) we have

\[
0 < \inf \{ f_\phi(y) : y \in \Sigma_A \} \leq \lim_{n \to \infty} \frac{1}{\lambda^n_\phi} L^n_\phi(1)(x) = \lim_{n \to \infty} \frac{1}{\lambda^n_\phi} \sum_{a^n x \in \Sigma_A} e^{S_n\phi(a^n x)}.
\]

By the above, there are \( N_1 \in \mathbb{N} \) and \( C_1 > 0 \), such that

\[
\frac{1}{\lambda^n_\phi} \sum_{a^n x \in \Sigma_A} e^{S_n\phi(a^n x)} \in [C_1^{-1}, C_1], \tag{17}
\]

for each \( n \geq N_1 \).

On other hand, since \( \Sigma_A \) is topologically mixing, there exists \( N_2 \in \mathbb{N} \) such that \( \sigma^{-n}([a]) \cap [a] \neq \emptyset \) for each \( n \geq N_2 \), thus, there is a periodic point of the form \( \tilde{y}^n = ab_n \ldots b_1 \). Moreover, since \( A_{b_1,a} = 1 \), it follows that \( b^n x \in \Sigma_A \), with \( b^n = b_n, \ldots, b_1 \).

Choosing \( N_a = \max\{N_1, N_2\} \), we have that for each \( n \geq N_a \), equation (17), and the following inequality

\[
|S_n\phi(b^n x) - S_n\phi(\sigma(\tilde{y}^n))| \leq \frac{2^\alpha}{2^\alpha - 1} \text{Hol}_\phi = C_2.
\]

are satisfied.

Besides that, for any \( a^n \in M_0^n \), such that \( a^n x \in \Sigma_A \), we have

\[
|S_n\phi(b^n x) - S_n\phi(a^n x)| \leq C_2,
\]

thus,

\[
|S_n\phi(a^n x) - S_n\phi(\sigma(\tilde{y}^n))| \leq 2C_2.
\]
The foregoing implies that
\[ |S_n \phi(a^n x) - S_{n+1} \phi(\tilde{x}^n)| = |S_n \phi(a^n x) - S_{n+1} \phi(\sigma(\tilde{x}^n))| \leq 2C_2 + \|\varphi\|_\infty + \log(p(a)) = C_3. \]

Then, the following inequalities are satisfied
\[ \sum_{\substack{a^n \in M_0^n \\ a^n x \in \Sigma_A}} e^{S_n \phi(a^n x) - C_3} \leq Z_{n+1}(\phi, a) \leq \sum_{\substack{a^n \in M_0^n \\ a^n x \in \Sigma_A}} e^{S_n \phi(a^n x) + C_3}, \]
which, by (17), is equivalent to say that
\[ \frac{1}{\lambda_{n+1}} Z_{n+1}(\phi, a) \in [(C_1 e^{C_3})^{-1}, C_1 e^{C_3}] \cdot \tag{18} \]

Therefore, taking \( C_a = C_1 e^{C_3} \) we obtain that \( \phi \) is positive recurrent, such as we wanted to prove.

Now we will prove a variational principle of the pressure, with the aim to show that the Gibbs states found in Theorem 1 and in Proposition 1 result in equilibrium states, that is, \( \sigma \)-invariant probability measures that optimize the energy of the system, which since a theoretical approach are the observables that attain the supremum in the variational principle. In order to do that, we will introduce a definition of entropy, which has been widely studied in another settings (see for instance [22,25]).

Given a \( \sigma \)-invariant probability measure \( \mu \), we define the **entropy of** \( \mu \) as
\[ h(\mu) := \inf \left\{ \mu(\log(L_0(u)) - \log(u)) : u \in C^+(\mathcal{B}(A, I)) \right\}. \]

It is easy to check that the entropy map is upper semi-continuous and \( h(\mu) \leq 0 \) for any \( \mu \in \mathcal{M}_\sigma(\mathcal{B}(A, I)) \). Moreover, \( h(\mu) < 0 \) for any \( \mu \in \mathcal{M}_\sigma(\mathcal{B}(A, I)) \) when \( \mathcal{B}(A, I) \subset M^0 \) and the entropy of the Gibbs state \( \mu_\varphi \) associated to a potential \( \varphi \in \mathcal{H}_\alpha(\mathcal{B}(A, I)) \) satisfies the following equation
\[ h(\mu_\varphi) = -\mu_\varphi(\varphi), \]
which guarantees that the supremum that appears in the variational principle below is in fact attained in the Gibbs state \( \mu_\varphi \) (see for instance [25]).

**Lemma 1** Consider a potential \( \varphi \in \mathcal{H}_\alpha(\mathcal{B}(A, I)) \) and \( \mu_\varphi \) a Gibbs state associated to \( \varphi \). Then, the following variational principle is satisfied:
\[ \log(\lambda_\varphi) = h(\mu_\varphi) + \mu_\varphi(\varphi) = \sup \left\{ h(\mu) + \mu(\varphi) : \mu \in \mathcal{M}_\sigma(\mathcal{B}(A, I)) \right\}. \]

**Proof** The proof of this Lemma can be obtained following a similar procedure as in the proofs of Lemma 2.7 and Theorem 2.8 in [25].
As a consequence of the lemma above, we have that
\[
\sup \{ h(\mu) : \mu \in \mathcal{M}_\sigma(\mathcal{B}(A, I)) \} \leq 0, \tag{19}
\]
which will be a necessary result in the proof of Proposition 2 below.

By compactness of the set \( \mathcal{B}(A, I) \), it is guaranteed existence of \( \varphi \)-maximizing measures associated to a potential \( \varphi \in \mathcal{H}_\alpha(\mathcal{B}(A, I)) \) as accumulation points in the weak* topology of the family of equilibrium states \( (\mu_{\varphi})_{t>1} \), which are known as ground-states (see for instance [2,8,26]). The above, is the main tool that we will use in the proof of Proposition 2.

**Proof of Proposition 2** Consider the family of equilibrium states \( (\mu_{\varphi_t})_{t>1} \). Note that existence of the equilibrium state \( \mu_{\varphi_t} \) for each \( t > 1 \) is a consequence of aperiodicity of the matrix \( A \). Since \( (t\varphi')_t = t\varphi' \) for each \( t > 1 \), by (16), for any \( \psi \in \mathcal{H}_\alpha(\Sigma_A) \) and each \( t > 1 \) we have \( \mu_{\varphi_t}(\psi) = \mu_{\varphi_t}(\psi') \), where \( \phi_t' := t\varphi' + \log(p' \circ \pi_1) \). Besides that, as \( \mathcal{B}(A, \{1\}) \) is a compact set, there is an accumulation point \( \mu_{\varphi_t}^' \) of the family \( (\mu_{\varphi_t})_{t>1} \) when \( t \to \infty \). That is, there exists a sequence \( (t_n)_{n \in \mathbb{N}} \) with \( \lim_{n \to \infty} t_n = \infty \), such that each \( \psi' \in \mathcal{H}_\alpha(\mathcal{B}(A, \{1\})) \) satisfies
\[
\mu_{\varphi_t}^'(\psi') = \lim_{n \to \infty} \mu_{\varphi_{t_n}}(\psi') = \lim_{n \to \infty} \mu_{\varphi_{t_n}}(\psi). \tag{20}
\]

Define \( \mu_{\infty} := \mu_{\varphi_t}^' \circ i. \) Then, as a consequence of the characterization of the weak* topology by Hölder continuous functions, it follows that \( \mu_{\infty} \) is a Borelian probability measure on \( \Sigma_A \). Moreover, by (20), it follows that for any \( \psi \in \mathcal{H}_\alpha(\Sigma_A) \) we have
\[
\mu_{\infty}(\psi) = \mu_{\varphi_t}^'(i(\psi)) = \mu_{\varphi_t}^'(\psi') = \lim_{n \to \infty} \mu_{\varphi_{t_n}}(\psi),
\]
which implies that \( \lim_{n \to \infty} \mu_{\varphi_{t_n}} = \mu_{\infty} \) in the weak* topology. On other hand, by Lemma 1, for each \( t > 1 \),
\[
h(\mu_{\varphi_t}) + t\mu_{\varphi_t}(\varphi') = \sup \{ h(\mu) + t\mu(\varphi') : \mu \in \mathcal{M}_\sigma(\mathcal{B}(A, \{1\})) \},
\]
which implies, using (19), that \( \mu_{\varphi_t}^' = \lim_{n \to \infty} \mu_{\varphi_{t_n}}^{'} \) is a \( \varphi' \)-maximizing measure (see for instance [2,26]). Thus, for any \( \mu' \in \mathcal{M}_\sigma(\mathcal{B}(A, \{1\})) \), it follows
\[
\mu_{\infty}(\varphi) = \mu_{\varphi_t}^'(i(\varphi)) = \mu_{\varphi_t}^'(\varphi') \geq \mu'(\varphi').
\]

In particular, for any \( \mu \in \mathcal{M}_\sigma(\mathcal{B}(A, \{1\})) \) such that \( \text{supp}(\mu) \subset \Sigma_A \), we have
\[
\mu_{\infty}(\varphi) \geq \mu(\varphi') = \mu(\varphi' | \Sigma_A) = \mu(\varphi)
\]
and that means \( \mu_{\infty} \) is a \( \varphi \)-maximizing measure, as we wanted to prove. \( \square \)

**Remark 2** Since any countable Markov shift \( \Sigma_A \) with irreducible incidence matrix \( A \) admits a spectral decomposition (see for details the proof of Proposition 1), it follows that the results obtained in Proposition 2 can be extended to the case of countable Markov shifts with irreducible incidence matrix.
4 Involution Kernel

The involution kernel is a useful tool to find maximizing measures in bilateral topological subshifts from the theory of transfer operators, because, joint with the Livsic’s Theorem, provides a connection between bilateral and unilateral topological subshifts via cohomology. In this section we present the proof of Theorem 2, where the involution kernel is used to characterize the normalized eigenfunction of the Ruelle operator associated to the maximal eigenvalue, in terms of the eigenprobabilities $\rho_\varphi$ and $\rho_{\varphi^*}$, given by Theorem 1.

In order to prove Theorem 2 it is necessary to prove the following Lemma:

**Lemma 2** Let $\varphi \in \mathcal{H}_\alpha(\mathcal{B}(A, I))$, $W \in \mathcal{H}_\alpha(\mathcal{B}(A, I))$ and $\varphi^* \in \mathcal{H}_\alpha(\mathcal{B}(A, I)^*)$ be potentials satisfying (5). Then, for any pair $(y, x) \in \mathcal{B}(A, I)^* \times \mathcal{B}(A, I)$, we have

$$\mathcal{L}_{\varphi^*}((1_I \circ A \circ \pi_{1,1})(_, x)e^{W(_, x)}(y) = \mathcal{L}_{\varphi}((1_I \circ A \circ \pi_{1,1})(y, \cdot)e^{W(y, \cdot)}(x).$$

**Proof** Note that any function $\psi \in \mathcal{H}_\alpha(\mathcal{B}(A, I))$ can be extended to a bounded function from $\mathcal{B}(A, I)^* \times \mathcal{B}(A, I)$ into $\mathbb{R}$, which we will denote by $\psi$ as well. Moreover, in this case, for any $V \in \mathcal{H}_\alpha(\mathcal{B}(A, I))$, the function $e^V \psi$ can be extended to a bounded function defined on the set $\mathcal{B}(A, I)^* \times \mathcal{B}(A, I)$, in such a way that the function $(1_I \circ A \circ \pi_{1,1})e^V \psi$ is bounded on the set $\mathcal{B}(A, I)^* \times \mathcal{B}(A, I)$ and it is equal to 0 for each point in the set $(\mathcal{B}(A, I)^* \times \mathcal{B}(A, I)) \setminus \mathcal{B}(A, I)$.

In particular, taking $\psi \equiv 1$, $V = W$, with $W$ satisfying (5), and using that $\hat{\varphi}(y|x) = \varphi(x)$ and $\hat{\varphi}^*(y|x) = \varphi^*(y)$ for each $(y|x) \in \mathcal{B}(A, I)$, it follows that for each $(y, x) \in \mathcal{B}(A, I)^* \times \mathcal{B}(A, I)$

$$\mathcal{L}_{\varphi^*}((1_I \circ A \circ \pi_{1,1})(_, x)e^{W(_, x)}(y)$$
$$= \int_M e^{\hat{\varphi}^*(ya|x) + W(ya|x)}(1_I \circ A)(y_1, a)(1_I \circ A)(a, x_1)d\nu(a)$$
$$= \int_M e^{\hat{\varphi}(ya|x) + W(ya|x)}(1_I \circ A)(y_1, a)(1_I \circ A)(a, x_1)d\nu(a)$$
$$= \mathcal{L}_{\varphi}((1_I \circ A \circ \pi_{1,1})(y, \cdot)e^{W(y, \cdot)}(x).$$

where in the third equality we use (7), which is equivalent to dual-potential. \[\square\]

The proof of Theorem 2 is such as follows:

**Proof of Theorem 2** Consider $\rho_{\varphi^*}$ the eigenprobability associated to $\mathcal{L}_{\varphi^*}$, which is defined on the Borelian sets in $\mathcal{B}(A, I)^*$. Define $f$ as the map assigning to each $x \in \mathcal{B}(A, I)$ the value $f(x) = \rho_{\varphi^*}((1_I \circ A \circ \pi_{1,1})(y, x)e^{W(y|x) - c})$. Then, we have
the following:

\[
f(x) = \rho_{\phi^*}((1_I \circ A \circ \pi_{1,1})(y, x)e^{W(y|x) - c})
\]
\[
= \frac{1}{\lambda_{\phi^*}} \mathcal{L}_{\phi^*}((1_I \circ A \circ \pi_{1,1})(y, x)e^{W(y|x) - c})
\]
\[
= \frac{1}{\lambda_{\phi^*}} \rho_{\phi^*}(\mathcal{L}_{\phi^*}((1_I \circ A \circ \pi_{1,1})(y, x)e^{W(y|x) - c})(y))
\]
\[
= \frac{1}{\lambda_{\phi^*}} \rho_{\phi^*}(\mathcal{L}_{\phi^*}((1_I \circ A \circ \pi_{1,1})(y, -)e^{W(y|-) - c})(x))
\]
\[
= \frac{1}{\lambda_{\phi^*}} \mathcal{L}_{\phi^*}(f(x))
\]

where the second last equality is a consequence of the Fubini’s Theorem.

Therefore, \( f \) is an eigenfunction of the linear operator \( \mathcal{L}_{\phi^*} \) associated to the eigenvalue \( \lambda_{\phi^*} \). On other hand, since the set of admissible sequences \( \mathcal{B}(A, I) \) is topologically mixing, by item (4) of Theorem 1, it follows that the only eigenvalue for which its corresponding eigenfunctions are strictly positive is the maximal one \( \lambda_{\phi^*} \), which implies that \( \lambda_{\phi^*} = \lambda_{\phi^*} \). Thus, \( \mathcal{L}_{\phi^*}(f) = \lambda_{\phi^*}f \) and \( \rho_{\phi^*}(f) = 1 \).

In a similar way, taking \( \rho_{\phi} \) as the eigenprobability associated to \( \mathcal{L}_{\phi}^* \), which is defined on the Borelian sets in \( \mathcal{B}(A, I) \), it is not difficult to show that \( f^* \) defined as \( f^*(y) = \rho_{\phi}((1_I \circ A \circ \pi_{1,1})(y, x)e^{W(y|x) - c}) \) for each \( y \in \mathcal{B}(A, I)^* \), satisfies the equations \( \mathcal{L}_{\phi}^*(f^*) = \lambda_{\phi^*}f^* \) and \( \rho_{\phi^*}(f^*) = 1 \), which concludes the proof of item (1) of Theorem 2.

In order to prove item (2) of this Theorem, it is enough to show that for any \( \psi \in \mathcal{C}(\mathcal{B}(A, I)) \) we have \( \mu_{\hat{\phi}}(\psi) = \mu_{\phi}(\psi) \).

Indeed, we have that

\[
\mu_{\hat{\phi}}(\psi) = \rho_{\phi}(\rho_{\phi^*}((1_I \circ A \circ \pi_{1,1})(y, x)e^{W(y|x) - c}(y|x)))
\]
\[
= \rho_{\phi}(\psi(x)\rho_{\phi^*}((1_I \circ A \circ \pi_{1,1})(y, x)e^{W(y|x) - c}))
\]
\[
= \rho_{\phi}(\psi(x)f(x))
\]
\[
= \mu_{\phi}(\psi)
\]

where we used Fubini’s theorem in the second equality and in the last one we used item (3) of Theorem 1. The proof that for any \( \psi \in \mathcal{C}(\mathcal{B}(A, I)^*) \), \( \mu_{\hat{\phi}}(\psi) = \mu_{\phi^*}(\psi^*) \) is satisfied, is analogous to the previous case.

Let \( \hat{\mu}_\infty \) be an accumulation point at infinity of the family \( (\mu_{\hat{\phi}})_{\Gamma \geq 1} \). Then, there is a strictly increasing sequence \((t_n)_{n \in \mathbb{N}}\) such that the following limit is satisfied in the weak* topology

\[
\lim_{n \to \infty} \mu_{t_n \hat{\phi}} = \hat{\mu}_\infty.
\]
Hence, taking a subsequence if necessary, we can guarantee existence of a probability measure $\mu_\infty \in \mathcal{M}_{\text{max}}(\varphi)$ such that

$$\lim_{n \to \infty} \mu_{tn}\varphi = \mu_\infty.$$ 

Therefore, from the properties of the weak* topology, it follows that

$$\widehat{\mu}_\infty(\widehat{\varphi}) = \lim_{n \to \infty} \mu_{tn}\widehat{\varphi}(\widehat{\varphi}) = \lim_{n \to \infty} \mu_{tn}(\varphi) = \mu_\infty(\varphi) = m(\varphi).$$

The foregoing concludes the proof of Theorem 2. \qed
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