A Novel Method of Calibrating Micro-Scale Parameters of PFC Model and Experimental Validation
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Abstract: As a powerful numerical analysis tool, PFC (Particle Flow Code) is widely applied to investigate the mechanical behavior of rock specimen or rock engineering under different stress states. To match the macroscopic properties of the PFC model with those of the rock, a set of micro-scale parameters of the model needs to be calibrated. Thus, this paper proposed an optimization method combining Box–Behnken experimental design and desirability function approach to quickly and accurately find the values of the micro-scale parameters. The sensitivity of the main micro-scale parameters (mean value of parallel-bond normal strength $\sigma_c$, ratio of particle normal to shear stiffness $E_c$, and Young’s modulus at each particle–particle contact $k_n/k_s$) and their interactions to the macroscopic responses (uniaxial compressive strength, Young’s modulus, and Poisson’s ratio) were thoroughly analyzed using response surface theory. After that, validation study was conducted on the calibrated model. The results manifest that the uniaxial compressive strength is extremely significantly affected by $\sigma_c$ and $k_n/k_s$, the Young’s modulus is highly correlated with $E_c$ and $k_n/k_s$, and the Poisson’s ratio is most significantly influenced by $k_n/k_s$. Additionally, the interaction of micro-scale parameters also has different impact upon the responses. Moreover, the simulated crack behavior around differently shaped openings in rock samples under uniaxial compression is found to be well agreeable with the experimental results, which verifies the reliability of the proposed method.
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1. Introduction

With the rapid development of information technology and computational mechanics theory, more and more commercial software based on finite element method (FEM), discrete element method (DEM), boundary element method (BEM), or finite difference method (FDM) has been developed [1–6], such as Abaqus [7], Ansys [8,9], FLAC (Fast Lagrangian Analysis of Continua) [10,11], Rocscience [12], UDEC (Universal Distinct Element Code) [13], and PFC (Particle Flow Code) [14]. Since these pieces of software possess significant merits like low cost, high efficiency, and broad range of applications [15–17], they have been widely applied to investigate both the macroscopic and microscopic mechanical behavior of large-scale rock engineering or small-size rock specimens.

DEM is a numerical solution devoted to describing the mechanical behavior of discontinuous media, particularly the rock and rock-like materials. Inspired by molecular dynamics method, Cundall [18] first proposed a DEM model to simulate the gradual motion of blocky rock mass. Afterwards, it was
employed to study the mechanical characteristics of granular assemblies, and the results indicated
that the obtained force vector plots by a computer program show good agreement with those from
photelastic disc tests [19]. Later on, a series of versions of DEM-based PFC software was released by
Itasca Consulting Group, Inc. This piece of promising software has a wide range of applications, e.g.,
slope stability, rock fracture, underground mining, hydraulic fracturing, and flow simulation.

In PFC model, the medium is idealized as an assembly of various sized rigid particles and
the bonds between them. The motion and interaction of the particles affect the macromechanical
behavior. The shape of the particles is circular in PFC2D (Two-dimensional PFC) and spherical in
PFC3D (Three-dimensional PFC). There are two types of bonds: contact bond and parallel bond [20]
(Figure 1). For the contact-bond model, the adjacent particles are connected by point-formed bonds;
that is, the particles can only move in translation and not in rotation. As long as the particles are in
contact, the contact stiffness remains the same regardless of whether the bond is broken [21]. Clearly,
this is not realistic in rock mechanics. With regard to the parallel-bond model, particles are contacted
via a bond with a certain thickness and radius. When particles translate or rotate, both the force and
moment can be transmitted through the bond. Once the normal or tangential stress on the bond
exceeds its normal or tangential strength, fracture will occur as tensile or shear cracks. This behavior is
consistent with the actual fracture of the rock. Hence the parallel-bond model was selected for PFC
modeling in this study. During modeling, the macroscopic physical and mechanical properties as
well as the constitutive model of the material are not required to predefine. The reason is that the
mechanical response is controlled by the motion and interaction of the particles. Thus, determining
a set of micro-scaled physical and mechanical parameters of the particle and contact to match the
macro-response of the material is essential. Obviously, the accuracy of PFC simulation is strongly
associated with these parameters.

![Figure 1. Type of bond model: (a) contact-bond model and (b) parallel-bond model.](image)

Currently, the trial-and-error method is commonly used to calibrate the micro-scale parameters
of the PFC model based on uniaxial compression test results of rock specimens; that is, they need to
repeat performing uniaxial compression simulation by adjusting these parameters until the simulated
uniaxial compressive strength, elastic modulus, Poisson’s ratio, and failure mode of the model are
consistent with the laboratory test results. Indeed, the number of the micro-scale parameters is quite
large, and determining a proper set of micro-scale parameter values is extremely time consuming and
troublesome. Therefore, it is meaningful to find an approach to address this issue quickly and reliably.
To explore the relationship between micro-scale parameters and macroscopic mechanical properties,
a few attempts have been made by some researchers. Yoon [22] applied the Plackett–Burman design
method to analyze the sensitivities of micro-scale parameters to macro-response of contact-bond
model, and singled out two most significant micro-scale parameters for each macroscopic property.
By using Taguchi method, Hanley et al. [23] performed a calibration on micro-structural parameters
of parallel-bonded agglomerates in both 2D and 3D models. It is found that the normal strength of
bond, bond stiffness, and particle friction are the dominant parameters influencing the strain at failure.
Cheung et al. [24] conducted a parametric study to identify the effect of parallel bond-contact stiffness ratio, bond area, and bond strength on stress–strain response of PFC3D model. Results show that the overall stiffness increases with the increase of the first two parameters, but is not affected by the bond strength. Shi et al. [25] summarized that the macroscopic Young’s modulus is controlled by the modulus of the bond and particle, the Poisson’s ratio depends on the ratio of particle normal to shear stiffness, and the uniaxial compressive strength is related to the bond shear strength. Also, the linear equations between them are fitted. Castro-Filgueira et al. [26] argued that bond cohesion has a remarkable impact on the model strength. Ding et al. [27] further examined the effects of maximum to minimum particle size ratio and particle size distribution on the macroscopic mechanical properties of PFC3D, which show good agreement with the results of Wang et al. [28] using similitude rules. Besides, based on numerous uniaxial compression simulations, Tawadrous et al. [29] utilized artificial neural networks to predict the micro-properties required for PFC3D modeling under three given macro-properties. By means of gray relational analysis and factorial screening, Zou and Lin [30] obtained the dominant micro-parameters influencing the uniaxial compressive strength, Young’s modulus, and Poisson’s ratio of coal. Moreover, Wang and Cao [31] used an improved simulated annealing algorithm to find the approximate values of these micro-parameters, which does not require establishing the relationship between microscopic and macroscopic parameters. Sun et al. [32] further developed FFD-ANN (Full Factorial Designs and Artificial Neural Networks) method to predict the micro-parameters of PFC3D model for triaxial compression tests.

From the literature review, it can be concluded that relationship between partial micro- and macro-parameters has been revealed. However, so far, it is still unclear that how these parameters interact with each other and collectively affect each macro-scaled mechanical property. Moreover, information regarding effective methods for finding the micro-scale parameters quickly is relatively rare. Therefore, in this research, a novel experimental design method incorporating Box–Behnken response surface methodology and desirability function optimization (BB-DFO) approach was proposed to conduct sensitivity analysis and optimization of micro-scale parameters of parallel-bond model. After that, the fracture development around circular, square, and D-shaped openings in rock specimens loaded in uniaxial compression was simulated using the calibrated PFC model and then was compared with the results of experimental investigation.

2. Microscopic and Macroscopic Parameters of PFC Model

2.1. Key Microscopic Parameters of Parallel-Bond Model

In this study, the main purpose is to find an approach to determine the micro-scale parameters of parallel-bond model, which can be used to simulate fracture propagation in rock specimens under uniaxial loads. As the internal fracture in thin specimens can be well represented by the surface cracks, the rock specimens used for lab tests are usually machined into prisms. Accordingly, the PFC2D software is commonly adopted to study the rock fracture behavior [33]. The microscopic parameters of the parallel-bond model can be classified as: specimen-genesis control parameters, particle-based material parameters, and parallel-bond parameters. To avoid boundary effects, dimensions of the rock model were set to 100 mm in width and 150 mm in length. The final platen velocity, namely, axial loading speed, was maintained at 0.05 m/s, and the test-termination criterion was assigned a value of 0.6. For the other specimen-genesis control parameters, their values were default according to the PFC manual [34]. Besides, Table 1 shows the detailed descriptions concerning the parameters of the particle and the bond.
Table 1. Main microscopic parameters of parallel-bond model.

| Item            | FISH Name       | Meaning                                      | Unit       | Remarks                                           |
|-----------------|-----------------|----------------------------------------------|------------|--------------------------------------------------|
| Particle-based  | et2_radius_ratio | Ratio of largest-to-smallest ball radii, \( R_{\text{max}}/R_{\text{min}} \) | /          | Reflecting rock heterogeneity (default 1.66).    |
| parameters      | md_dens         | Particle density, \( \rho \)                | kg/m\(^3\) | 2925                                             |
|                 | et2_rlo         | Smallest particle radius in sample, \( R_{\text{min}} \) | mm         | 0.4                                              |
|                 | md_Ec           | Young’s modulus at each particle–particle contact, \( E_c \) | GPa        | Reflecting rock elastic modulus.                 |
|                 | md_knoverks     | Ratio of particle normal to shear stiffness, \( k_n/k_s \) | /          | Reflecting rock Poisson’s ratio.                 |
|                 | md_fric         | Particle friction coefficient, \( \mu \)   | /          | Reflecting the slope of stress–strain curve after the peak, 0.6. |
|                 | pb_radmult      | Parallel-bond radius multiplier            | /          | Default 1.66.                                    |
|                 | pb_Ec           | Young’s modulus of each parallel bond, \( E_c \) | GPa        | Reflecting rock elastic modulus.                 |
|                 | pb_knoverks     | Ratio of parallel-bond normal to shear stiffness, \( E_c/E_s \) | /          | Reflecting rock Poisson’s ratio.                 |
|                 | pb_sn_mean      | Mean value of normal strength, \( \sigma_c \) | MPa        | Reflecting rock strength.                        |
|                 | pb_sn_sdev      | Mean value of shear strength, \( \tau_c \)   | MPa        | Reflecting rock strength.                        |
|                 | pb_ss_mean      | Standard deviation of normal strength, \( \sigma_c \) | MPa        | Reflecting rock strength.                        |
|                 | pb_ss_sdev      | Standard deviation of shear strength, \( \tau_c \) | MPa        | Reflecting rock strength.                        |

Table 1 shows that the slope of the post-peak stress–strain curve is closely related to the particle friction coefficient. After several trial and error attempts, its value can be easily determined based on the experimental stress–strain curve. Overall, the uniaxial compressive strength of the model is controlled by \( \sigma_c, \tau_c, \bar{\sigma}_c \), and \( \bar{\tau}_c \), the Young’s modulus is jointly influenced by \( E_c \) and \( \bar{E}_c \), and the Poisson’s ratio is highly correlated with \( k_n/k_s \) and \( \bar{k}_n/\bar{k}_s \) [35–37]. Besides, interactions between the micro-scale parameters also affect them to varying degrees [24]. In respect of \( \bar{\sigma}_c \) and \( \bar{\tau}_c \), they are used for small-scale adjustments and have little impact on the macro-mechanical properties. To quickly determine the values of these parameters, the following simplifications are made: \( \sigma_c = \tau_c, \bar{E}_c = \bar{E}_c, \) and \( k_n/k_s = \bar{k}_n/\bar{k}_s \) [36]. Therefore, the number of independent variables to be optimized are reduced to three, i.e., \( \sigma_c, \bar{E}_c \), and \( k_n/k_s \).

2.2. Measurement of Macroscopic Mechanical Parameters

The macroscopic parameters of the parallel-bond model for uniaxial compression simulation include uniaxial compressive strength, Young’s modulus, and Poisson’s ratio. Since the PFC model used for rock fracture analysis is two dimensional, three prismatic sandstone specimens (length × width × height = 100 mm × 25 mm × 150 mm) were first made and tested in uniaxial compression. According to the stress–strain curves, the average values of the uniaxial compressive strength and Young’s modulus were 102.61 MPa and 20.78 GPa, respectively. Due to the difficulty in measuring the Poisson’s ratio of the prismatic specimens, three other cylindrical specimens with a diameter of 50 mm and a height 100 mm were further prepared for uniaxial compression tests, which were conducted by MTS (Mechanical Testing & Simulation) 815 rock mechanics testing machine. The Poisson’s ratio, calculated from the axial strain and hoop strain measured by the axial and hoop strain extensometers, was 0.258.
3. BB-DFO Experimental Design Method

3.1. Box–Behnken Response Surface Approach

One of the important purposes of data analysis is to study the relationship between things and discover the potential laws. Generally, these objective regularities are often affected by various factors. Therefore, to reduce the error of analysis results and improve the efficiency at the same time, carrying out reasonable experimental design is indispensable. Otherwise, it will not only increase the number of experiments, prolong the experiment cycle, and cause waste of manpower, materials, and time but also give rise to unexpected results or even result in the entire study to fail. Response surface methodology, proposed by Box and Wilson [38], is a mathematical statistical method to solve nonlinear optimization problems. By using this method, it is able to obtain not only the functional relationship between multiple influencing factors and each response variable but also the interaction between different influencing factors. The basic principle of this method is to find a response surface function \( \hat{y} = f(x) \) that can approximate the mapping function \( y = f(x) \) between the independent variable \( x \) and the dependent variable \( y \) through experimental design, so that the response variable \( \hat{y} \rightarrow y \). Afterwards, the response surface function is optimized according to the constraints, and then the independent variable can be solved.

Currently, response surface function has evolved from first-order linear functions to higher order polynomial functions that take into account the interaction between independent variables. The commonly used second-order response surface function can be expressed as

\[
\hat{y} = g(x_1, x_2, \cdots, x_n) = \sum_{i=1}^{n} \beta_i x_i^2 + \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \beta_{ij} x_i x_j + \sum_{i=1}^{n} \beta_i + \beta_0 (1)
\]

where \( \hat{y} \) represents the predicted response variable, \( x_i \) denotes the independent variable, and \( n \) means the number of independent variables. \( \beta_0, \beta_i, \beta_{ij} \), and \( \beta_m \) \((i, j = 1, 2, \cdots, n)\) are unknown constants which can be determined iteratively from test sample points, and the total number is \((n + 1)(n + 2)/2\).

Provided that \( m \) trials were performed, the expression of the response surface variable can be written as

\[
Y = \beta X + \epsilon (2)
\]

where \( Y, X, \beta, \) and \( \epsilon \) denote vectors of dependent variables, independent variable, constant, and error, respectively, namely,

\[
Y = [y^{(1)}, y^{(2)}, \cdots, y^{(m)}]^T, \quad \epsilon = [\epsilon_1, \epsilon_2, \cdots, \epsilon_m]^T
\]

\[
X = \begin{bmatrix}
1 & x_1 & x_2 & x_1 x_2 & x_1 x_3 & x_1 x_2 x_3 & \cdots & x_1 x_2 x_3 \cdots x_{n-1} x_n \\
1 & x_1 & x_2 & x_1 x_2 & x_1 x_3 & x_1 x_2 x_3 & \cdots & x_1 x_2 x_3 \cdots x_{n-1} x_n \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\
1 & x_1 & x_2 & x_1 x_2 & x_1 x_3 & x_1 x_2 x_3 & \cdots & x_1 x_2 x_3 \cdots x_{n-1} x_n \\
\end{bmatrix}
\]

\[
\beta = [\beta_0, \beta_1, \beta_2, \cdots, \beta_n, \beta_1^2, \beta_2^2, \cdots, \beta_n^2, \beta_1 \beta_2, \beta_1 \beta_3, \cdots, \beta_1 \beta_n, \beta_2 \beta_3, \cdots, \beta_{n-1} \beta_n]^T
\]

To find the response surface closest to all experimental data points, the least squares method is used to minimize the sum of the squares of \( \epsilon \), that is,

\[
\min S(\beta) = \|\epsilon\|^2 = (Y - X\beta)^T (Y - X\beta) (4)
\]

Let \( \Delta S(\beta) = 0 \), the following equation can be obtained by simplification.

\[
\beta = (X^TX)^{-1}X^TY (5)
\]
The individual desirability function of a response variable can be expressed as

\[ d_i(\hat{y}_j(x)) = \begin{cases} 0 & \text{if } \hat{y}_j(x) < L_j \\ \left( \frac{\hat{y}_j(x) - L_j}{U_j - L_j} \right)^s & \text{if } L_j \leq \hat{y}_j(x) < U_j \\ 1 & \text{if } \hat{y}_j(x) > U_j \end{cases} \]  

\[ d_i(\hat{y}_j(x)) = \begin{cases} 1 & \text{if } \hat{y}_j(x) < L_j \\ \left( \frac{U_j - \hat{y}_j(x)}{U_j - L_j} \right)^t & \text{if } L_j \leq \hat{y}_j(x) < U_j \\ 0 & \text{if } \hat{y}_j(x) > U_j \end{cases} \]  

\[ d_i(\hat{y}_j(x)) = \begin{cases} 0 & \text{if } \hat{y}_j(x) < L_j \\ \left( \frac{\hat{y}_j(x) - L_j}{T_j - L_j} \right)^s & \text{if } L_j \leq \hat{y}_j(x) < T_j \\ 1 & \text{if } \hat{y}_j(x) = T_j \\ \left( \frac{U_j - \hat{y}_j(x)}{U_j - T_j} \right)^t & \text{if } T_j < \hat{y}_j(x) < U_j \\ 0 & \text{if } \hat{y}_j(x) > U_j \end{cases} \]  

where \( d_i(\hat{y}_j) \) denotes the desirability of the response variable \( \hat{y}_j \) whose value is between 0 to 1; \( d_i(\hat{y}_j) = 0 \) means poor response and \( d_i(\hat{y}_j) = 1 \) stands for ideal response. \( L_j, U_j, \) and \( T_j \) represent the lower limit, upper limit, and optimal target value of the response variable, respectively. \( s \) and \( t \) are the weights set by the analyst to determine how important they are for \( \hat{y}_j \) to be close to the maximum and the minimum, respectively. In this work, their values were both set to 1.

Note that Equation (6) is suitable for the larger-the-better typed response variable, which indicates that the larger the response variable is, the higher the desirability will be. For Equation (7), the situation is opposite. By contrast, Equation (8) is applicable to the situation where the specific target value is required; that is, the closer the response variable to the set target value, the higher the desirability. Thus, the overall desirability of the multiple response variables can be calculated using the following equation:

\[ D = \left( \prod_{j=1}^{K} d_{ij} \right)^{\frac{1}{1+s+t}} \]
where $D$ is the overall desirability of the response variables. Clearly, the closer $D$ is to 1, the more satisfactory is the result. $r_i$ $(i = 1, 2, 3, \ldots, K)$ is the importance of each response variable relative to the others, with a value ranging from 1 to 5. The larger the value, the more significant the response variable.

In this study, there are three independent variables ($c_i$, $E_i$, and $k_0/k_0$, denoted by $A$, $B$, and $C$, respectively) and three response variables (uniaxial compressive strength $y_1$, Young’s modulus $y_2$, and Poisson’s ratio $y_3$). In other words, we need to determine the values of $A$, $B$, and $C$ by the proposed BB-DFO experimental design method based on the laboratory test results of $y_1$, $y_2$, and $y_3$. Figure 2 illustrates the technical route of multi-objective optimization of these micro-scale parameters, which is composed of four parts: design of experiment, modeling, analysis of variance, and multiple optimization.

![Figure 2](image)

**Figure 2.** Technical route of determination of micro-scale parameters using Box–Behnken response surface methodology and desirability function optimization (BB-DFO) method.

### 4. Experimental Design and Analysis

#### 4.1. Experimental Scheme and Results

As stated above, three influencing factors and three response variables were considered in this study. Hence, a three-level-three-factor model was established using Box–Behnken design. According to the laboratory test results, the defined levels of each factor are given in Table 2. To make statistical calculation simple, dimensionless processing was conducted on these factors according to

$$X_i = (x_i - x_0) / \Delta x_i$$

where $x_i$ and $x_i$ $(i = 1, 2, 3)$ denote the dimensionless coded value and actual value of influencing factor, respectively, $x_0$ is the actual value of the factor at the center point, and $\Delta x_i$ means the step change value of the influencing factor.

| Influencing Factors | Codes | Level | $\Delta x_i$ |
|---------------------|-------|-------|--------------|
| $A/\text{MPa}$      | $X_1$ | Low (-1) | 50 | 150 | 50 |
| $B/\text{GPa}$      | $X_2$ | Center (0) | 100 | 60 | 20 |
| $C$                 | $X_3$ | High (1) | 0 | 2 | 3 |

According to the Box–Behnken design scheme, a total of 17 groups of uniaxial compression simulations were carried out by the PFC software. Table 3 shows the simulation results. Accordingly, different models, including the linear, 2FI (Two-Factor Interaction), quadratic, and cubic models were employed to fit the second-order response surface equation. Lack-of-fit test results indicate that the quadratic model fits well the nonlinear relationship between the independent and dependent variables.
(see Table 4). It is noted that the cubic model and higher are aliased. The fitted equations of the response variables with respect to the actual factors are given as

\[
\hat{y}_1 = -6.95 + 1.00A + 0.46B + 9.63C + 0.07AC + 0.15BC - 0.01B^2 - 4.42C^2 \quad (R^2 = 0.9995)
\]

\[
\hat{y}_2 = 10.76 + 1.64B - 11.46C - 0.23BC + 2.78C^2 \quad (R^2 = 0.9994)
\]

\[
\hat{y}_3 = 0.04 + 0.14C - 0.02C^2 \quad (R^2 = 0.9998)
\]

Equations (11)–(13) show that all the correlation coefficients are greater than 0.99, suggesting that the fitted response surface functions are reliable. Also, the predicted values of the response variables are found to be extremely agreeable with the simulated results (Figure 3). The average prediction errors of the uniaxial compressive strength, Young’s modulus, and Poisson’s ratio reach 0.70%, 0.85%, and 0.21%, respectively.

![Figure 3. Comparison of predicted and actual values of response variables.](image)

| No. | A/MPa | B/GPa | C  | \(y_1\)/MPa | \(y_2\)/GPa | \(y_3\) |
|-----|-------|-------|----|-------------|-------------|-------|
| 1   | 50    | 40    | 3  | 65.87       | 39.45       | 0.290 |
| 2   | 100   | 60    | 1  | 114.40      | 87.48       | 0.167 |
| 3   | 100   | 40    | 2  | 129.12      | 46.42       | 0.249 |
| 4   | 150   | 40    | 1  | 178.59      | 59.02       | 0.167 |
| 5   | 100   | 40    | 2  | 129.12      | 46.42       | 0.249 |
| 6   | 50    | 60    | 2  | 62.94       | 69.32       | 0.250 |
| 7   | 100   | 60    | 3  | 126.64      | 59.58       | 0.290 |
| 8   | 100   | 40    | 2  | 129.12      | 46.42       | 0.249 |
| 9   | 100   | 20    | 1  | 120.23      | 29.65       | 0.167 |
| 10  | 150   | 40    | 3  | 197.40      | 39.85       | 0.291 |
| 11  | 100   | 20    | 3  | 120.82      | 20.06       | 0.288 |
| 12  | 150   | 20    | 2  | 186.72      | 23.49       | 0.246 |
| 13  | 100   | 40    | 2  | 129.12      | 46.42       | 0.249 |
| 14  | 150   | 60    | 2  | 190.16      | 69.86       | 0.250 |
| 15  | 50    | 40    | 1  | 60.68       | 58.66       | 0.166 |
| 16  | 50    | 20    | 2  | 63.65       | 23.18       | 0.246 |
| 17  | 100   | 40    | 2  | 129.12      | 46.42       | 0.249 |
4.2. Analysis of Variance

To further identify the significance of $A$, $B$, and $C$ as well as their interactions on $y_1$, $y_2$, and $y_3$, analysis of variance was performed on each response variable model. In general, the significance of the model terms can be evaluated on the basis of $F$-value and $p$-value. It is calculated that the $F$-values of the three models are 1480.09, 1372.12, and 3553.51, respectively, all of which are greater than $F_{0.05}(8,8) = 3.438$. For the $p$-values, they are all less than 0.0001. This implies that these fitted models are extremely significant. Note that the larger the $F$-value or the smaller the $p$-value is, the more significant the model will be. With regard to the probability of the model term, $p < 0.005$ means it is extremely significant, significant, and insignificant, respectively. Also, the signal-to-noise ratios of the three models are 113.49, 131.69, and 163.63, respectively, which are much larger than 4. Clearly, these models with adequate signals can be applied to navigate the design space. Moreover, their coefficients of variation are 1.23%, 1.38%, and 0.42%, respectively, indicating that the models have high accuracy.

4.2.1. Influence of Micro-Scale Parameters on Uniaxial Compressive Strength

Table 5 shows that the effects of $A$ and $C$ on uniaxial compressive strength are extremely significant, while that of $B$ is not significant. As the value of $A$ increases, the uniaxial compressive strength increases linearly and significantly. By contrast, the uniaxial compressive strength increases slowly with the increase of $C$, but the factor $B$ has little effect on the uniaxial compressive strength (see Figure 4a). When the coded values of $B$ and $C$ are both zero, the uniaxial compressive strength (192 MPa) when $A$ is 1 is found to be 2.87 times that (67 MPa) when it is –1. Within the range of $B$, the strength changes from 120 to 130 MPa. It can be observed that the effect of $A$ on uniaxial compressive strength is more significant than that of $C$.

According to the $p$-value obtained from the analysis of variance, it is further found that the interactions between $A$ and $C$ and between $B$ and $C$ have a significant effect on the uniaxial compressive strength, which are illustrated in Figure 4b,c. Figure 4b shows that the uniaxial compressive strength increases as $A$ and $C$ increase simultaneously. The response surface plot also verifies that $A$ has a greater influence on intensity than $C$. Further on, the strength is also significantly affected by the interaction between $B$ and $C$ (see Figure 4c). When the coded values of $B$ and $C$ are near zero, the uniaxial compressive strength has a maximum value.

### Table 5. Analysis of variance for quadratic response variable models.

| Source | Sum of Squares | Mean Square | $F$-Value | $p$-Value |
|--------|----------------|-------------|-----------|-----------|
| $y_1$  | $y_2$          | $y_3$       | $y_1$     | $y_2$     | $y_3$     | $y_1$ | $y_2$ | $y_3$ |
| Model  | $3.16 \times 10^4$ | $0.53 \times 10^4$ | 0.03 | $3515.18$ | $593.59$ | 0.00 | $1480.09$ | $1372.12$ | $3553.51$ | $<1 \times 10^{-4}$ | $<1 \times 10^{-4}$ | $<1 \times 10^{-4}$ |
| $A$    | $3.12 \times 10^4$ | $0.53 \times 10^4$ | 0.00 | $31216.26$ | $0.32$ | 0.00 | $1.31 \times 10^4$ | $0.79$ | 0.50 | $<1 \times 10^{-4}$ | 0.42 | 0.50 |
| $B$    | $0.92 \times 10^4$ | $0.45 \times 10^4$ | 0.00 | $0.92$ | $4055.85$ | 0.00 | $0.39$ | $1.04 \times 10^4$ | $12.50$ | 0.55 | $<1 \times 10^{-4}$ | 9.5 $\times 10^{-4}$ |
| $C$    | $169.56 \times 10^4$ | $719.53$ | 0.00 | $169.56$ | $719.53$ | 0.03 | $71.39$ | $1665.26$ | $30258$ | $<1 \times 10^{-4}$ | $<1 \times 10^{-4}$ | $<1 \times 10^{-4}$ |
| $AB$   | $4.31$ | 0.01 | 0.00 | $4.31$ | 0.01 | 0.00 | $1.81$ | 0.03 | 0.00 | 0.22 | 0.87 | 1.00 |
| $AC$   | $46.38$ | 0.00 | 0.00 | $46.38$ | 0.00 | 0.00 | $19.53$ | 0.00 | 0.00 | $3.1 \times 10^{-3}$ | 0.98 | 1.00 |
| $BC$   | $33.93$ | $83.81$ | 0.00 | $33.93$ | $83.81$ | 0.00 | $14.29$ | $193.74$ | 1.00 | $6.9 \times 10^{-3}$ | $<1 \times 10^{-4}$ | 0.35 |
| $A^2$  | $3.64$ | 0.00 | 0.00 | $3.64$ | 0.00 | 0.00 | $1.53$ | 0.02 | 0.01 | 0.26 | 0.89 | 0.92 |
| $B^2$  | $73.66$ | 0.00 | 0.00 | $73.66$ | 0.00 | 0.00 | $31.01$ | 0.00 | 1.27 | $8 \times 10^{-4}$ | 0.99 | 0.30 |
| $C^2$  | $82.07$ | $32.48$ | 0.00 | $82.07$ | $32.48$ | 0.00 | $34.56$ | $75.09$ | $1692.64$ | $6 \times 10^{-4}$ | $<1 \times 10^{-4}$ | $<1 \times 10^{-4}$ |
| Residual | $16.62$ | 0.03 | 0.00 | $2.37$ | 0.43 | 0.00 | $1.67$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| Pure error | $0.00$ | 0.00 | 0.00 | $0.00$ | 0.00 | 0.00 | $0.00$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
4.2.2. Influence of Micro-Scale Parameters on Young’s Modulus

Similarly, we can obtain the impact of these three micro-scale parameters on the macroscopic Young’s modulus. Figure 5 clearly demonstrates the one-factor and multiple factor interaction effects. The influence of B and C on Young’s modulus are extremely significant, while A does not affect it significantly. The Young’s modulus linearly changes from 22 to 70 GPa as the coded value of B increases from −1 to 1. When C varies from −1 to 1, the Young’s modulus decreases nonlinearly from 59 to 40 MPa, the reduction rate gradually decreases. Besides, it is found that the interaction between B and C has an extremely significant effect on the Young’s modulus, whereas the interactions of A–B and A–C are not significant. With the rise of B and the decrease of C, the Young’s modulus gradually increases.

Figure 4. Influence of micro-scale parameters on uniaxial compressive strength: (a) one-factor effect, (b) interaction effect between A and C, and (c) interaction effect between B and C.

Figure 5. Influence of micro-scale parameters on Young’s modulus: (a) one-factor effect and (b) interaction effect between B and C.
4.2.3. Influence of Micro-Scale Parameters on Poisson’s Ratio

The effects of A, B, and C and their interactions on the Poisson’s ratio can also be derived based on the results of the analysis of variable. Figure 6a shows that the influence of B and C on the Poisson’s ratio are significant and extremely significant, respectively, while that of A is not remarkable. The Poisson’s ratio increases slowly with the increase of B, but grows first sharply and then slowly as C rises. Within the range of C, the minimum and maximum Poisson’s ratios are 0.16 and 0.29, respectively, with an increase rate of 81.25%. By contrast, with the increase of B, the increase of Young’s modulus is very small, and basically remains unchanged at 0.25. For the effect of the interaction, it is observed that there are no significant interactions between A and B and between A and C. The p-value of the B–C interaction is 0.3506, implying that it is also not significant. Figure 6b displays that the contours of the Poisson’s ratio are approximately horizontal.

![Figure 6](image)

*Figure 6. Influence of micro-scale parameters on Poisson’s ratio: (a) one-factor effect and (b) interaction effect between B and C.*

4.3. Optimization of Micro-Scale Parameters

According to the principle of the desirability function method, first, we need to determine the optimization interval for each factor. The purpose of this study is to find the micro-scale parameters to fit the macroscopic mechanical response. Therefore, Equation (8) was utilized to calculate the individual desirability, and then the overall desirability could be obtained according to Equation (9). Assuming these three factors are equally important, their weights were all set to 5 ($r_1 = r_2 = r_3 = 5$). The optimization intervals of A, B, and C were defined as (50,150), (20,60) and (1,3), respectively, and their target values were set to be equal to those of the uniaxial compression test results, i.e., $y_1 = 102.61$ MPa, $y_2 = 20.78$ GPa, and $y_3 = 0.258$. The effect of each factor on the overall desirability is plotted in Figure 7. It is shown that the desirability is the maximum when $A$ is 75–85 MPa, $B$ is 20–23 GPa, and $C$ is 1.6–2.7. In these intervals, the desirability increases first and then decrease with the increasing $A$ and $C$, while it declines as $B$ increases. Moreover, Figure 8 illustrates that the interactions between these factors have a significant effect on the overall desirability. It can be observed clearly that the overall desirability is the largest under the condition of $A$ is about 82 MPa, $B$ is about 20 GPa, and $C$ is about 2.2.
Through optimization, we found that the overall desirability of the solution that $A = 82.07$ MPa, $B = 20.00$ GPa, and $C = 2.198$ is the maximum, namely, $D = 0.914$. In such a case, the simulated uniaxial compressive strength, Young’s modulus, and Poisson’s ratio are 102.61 MPa, 21.77 GPa, and 0.258, respectively, which are exceedingly agreeable with the laboratory results.

In addition to the simulated responses being consistent with laboratory test results, the failure mode of the model should also coincide with that of the rock specimen. Thus, minor adjustments are required on these parameters and the standard deviations of normal and shear strength ($\sigma_n$ and $\tau_c$). The final micro-scale parameters obtained are shown in Table 6, and the comparison between experimental and numerical stress–strain curves is presented in Figure 9. The peak stresses and slopes of the two curves are basically equal, with relative errors of 1.19% and 5.92%, respectively. This indicates that the uniaxial compressive strength and Young’s modulus are consistent. Since the built models compressed by two discs are strictly two dimensional, there is no initial pores and cracks compaction stage during the loading process. Consequently, the peak stain of the model is slightly smaller than that of the real rock specimen.
5. Application of Calibrated Model to Rock Fracture and Experimental Validation

5.1. Stress–Strain Curves

In rock mechanics and rock engineering, a good many of rock disasters like rock burst, water gushing-out, surrounding rock instability happen frequently in underground excavation at great depth [40–45]. Thus, it is critical to examine the failure process of opening under compressive stress. On the other hand, the accuracy of the micro-scale parameters can be verified. Hence, we adopted the calibrated PFC model to simulate the fracturing behavior around circular, square, and D-shaped openings in prismatic samples (length \( \times \) thickness \( \times \) width = 100 mm \( \times \) 25 mm \( \times \) 150 mm) subjected to uniaxial compression. After that, the numerical results were compared with the experimental results. In the laboratory tests, the selected rock material was still the red sandstone which came from Shandong province of China. A total of nine specimens were made, including three specimens with a circular opening (radius = 10 mm, marked as SC), three specimens with a square opening (length \( \times \) width = 17.72 mm \( \times \) 17.72 mm, marked as SS), and three specimens with a D-shaped opening (length \( \times \) width = 16.59 mm \( \times \) 22.11 mm, marked as SD) (Figure 10). To better understand the impact of the opening shape on fracturing response, the cross-sectional areas of the three openings excavated by high-pressure water

### Table 6. Main micro-scale parameters of parallel-bond model for rock model.

| Parameters of Particle | Parameters of Parallel-Bond |
|------------------------|-----------------------------|
| Ratio of largest-to-smallest ball radii, \( R_{\text{max}}/R_{\text{min}} \) | 1.6 | Young’s modulus of each parallel bond, \( E_c \) | 19.46 GPa |
| Smallest particle radius in sample, \( R_{\text{min}} \) | 0.40 mm | Ratio of parallel-bond normal to shear stiffness, \( k_n/k_s \) | 2.17 |
| Particle density, \( \rho \) | 2925 kg/m\(^3\) | Mean value of normal strength, \( \sigma_c \) | 83 MPa |
| Young’s modulus at each particle–particle contact, \( E_c \) | 19.46 GPa | Mean value of shear strength, \( \tau_c \) | 83 MPa |
| Ratio of particle normal to shear stiffness, \( k_n/k_s \) | 2.17 | Standard deviation of normal strength, \( \sigma_c \) | 0.50 MPa |
| Particle friction coefficient, \( \mu \) | 0.10 | Standard deviation of shear strength, \( \tau_c \) | 0.50 MPa |

![Figure 9. Comparison between experimental and numerical stress–strain curves.](image)
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cutter were designed to be equal. Further on, the aforementioned three intact samples, which were named IS, served as a reference. Uniaxial compression experiments were conducted on these three types of preholed samples under the same loading conditions as the above intact sandstone samples.

Correspondingly, three models of the same size and type as the sandstone samples with an opening were created and numerically loaded in uniaxial compression. The achieved curves of axial stress versus axial strain of these models are plotted in Figure 11. It can be seen that the axial strain of the intact model grows linearly as the axial stress increases firstly. When the axial stress approaches the peak, the curve of the intact model becomes concave down. This means that the plastic deformation starts to occur. In regard to the curves of the models with an opening, a noticeable fluctuation appears before the peak, which is induced by the sudden appearance of the cracks near the openings. Figure 11 also demonstrates the development of the number of the micro-scale cracks in the models during the numerical loading simulation. When the axial strain is very small, the number of the micro-scale cracks is limited. It is because there are a few cracks in the first two loading stages, i.e., initial pores and fissures compaction stage and linear elastic stage. Once the plastic deformation stage is reached, the micro-cracks begin to initiate and propagate drastically. As a result, the quantity of the formed micro-cracks grows significantly and the stress–strain curves at this point goes up, and then the stress decreases rapidly for the IS and SC models. After the peak, the number of the micro-cracks rises rapidly due to the coalescence of the cracks. The slopes of the curves after the peak are large, indicating that the models are quite brittle. It is further observed that the remarkable increase in the number of the micro-scale cracks of the models containing an opening occurs earlier than that of the intact model. The reason is that cracks are more likely to emerge at the stress concentration areas around the openings under loads.

Table 7 lists the simulated uniaxial compress strength, Young’s modulus, and peak strain of the models subjected to uniaxial compression. It is observed that the strength of the models embedded an opening is much lower than that of the intact model, and the weakening degree ranging from 21.14–31.97% is closely associated with the opening shape. Among the preholed samples, the uniaxial compressive strength of the model SD with a height–width ratio greater than 1 is the largest, while that of the model SS is the smallest. Interestingly, the strength of the model SD is larger than that of the model SC, which may be related to the height–width ratio. For the Young’s modulus, the value of the preholed samples is slightly lower than that of the intact model, and the opening shape has little influence on it. Moreover, the peak strain of the preholed models decreases significantly compared with that of the intact model, but the difference in peak strain among the preholed models is not significant.

![Figure 10](image-url)  
**Figure 10.** Fabricated sandstone samples: (a) samples containing a circular opening; (b) samples containing a square opening, and (c) samples containing a D-shaped opening.
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are formed on the left and right sidewalls of the opening, respectively. When the number of steps reaches 1.17 \times 10^5, it is seen that two cracks 3^a and 3^b occur on the upper-right and lower-left corners of the opening, respectively. They propagate rapidly parallel to the direction of loading until they get connected with the opening. With the further increase of the calculation step, two shear cracks 4^a and 4^b appear in turn on one diagonal of the model. If the shear cracks extend to the opening, the model fails immediately. Since the cracks 1 and 3 are both induced by concentrated tensile stress, we hereby define them as initial-tensile cracks and secondary-tensile cracks, respectively. With regard to the exfoliation crack 2, they are caused by the concentrated compressive stress. In contrast, the shear cracks are attributed to the high shear stress along the diagonal, which is formed by the coupling of end friction and applied load.

Similarly, Figure 12 also illustrates the fracture responses of the SS and SD models under uniaxial loads. The crack development process is almost the same as that of the model SC, i.e., the initial-tensile crack initiates first from the roof and floor of the opening, and stop growing when the secondary-tensile crack begins to appear. Second, exfoliation crack resulted from compressive stress concentration starts to peel from the sidewall of the opening. During the period, the secondary-tensile crack originates from the corners of the opening, and then rapidly develops towards the opening. Further on, shear crack occurs along one diagonal and eventually get coalesced with the opening. To conclude, the shear failure of the model is caused by the coalescence of the shear crack and the
spalling fracture zone. By contrast, the two categories of tensile cracks do not dominate the final failure of the model.

Currently, it is widely recognized that DIC (Digital Image Correlation) measurement is an advanced and promising optical test method [46]. Thus, it is extensively employed in rock mechanics experiment in recent years. Generally, the visually displayed strain localization areas by DIC technique represent the cracks formed on the speckle surface of the prismatic specimen. For details of the principle and adopted experimental apparatus, please refer to References [47,48]. Based on the DIC results [48], the crack evolution of the real rock samples with an opening subjected to uniaxial compression is sketched in Figure 13. It can be clearly seen that four identical sorts of cracks also appear around the opening in the specimen during uniaxial loading tests. In other words, the fracture process of the specimen with a prefabricated opening in uniaxial loading starts from the initial-tensile crack, via exfoliation crack and secondary-tensile crack to shear crack, and the specimen eventually suffers from shear-induced failure. The main difference between the numerical and experimental results is that the length of the tensile crack is different. The reason may be that the secondary-tensile crack will propagate to the end of the specimen when the specimen fails. Also, rock heterogeneity may have an influence on it. Besides, provided that the brittleness of the specimen is exceedingly remarkable, rock burst instead of spalling failure emerges on both sides of the opening. It should be noted that the initial-tensile cracks gradually disappear when the secondary-tensile cracks occur and propagate. The closure of the initial cracks is caused by the lateral extrusion resulting from the propagation of the secondary-tensile cracks. However, this behavior cannot be reflected in the numerical modeling. To sum up, there is good consistency in fracture evolution between the numerical and experimental
investigations. This proves that the calibrated PFC model for study of brittle rock fracturing is reliable, i.e., the above optimized micro-scale parameters obtained by the proposed method are reasonable.

![Crack development around openings of different shapes under uniaxial loading obtained by experimental methods: (a) sample with a circular opening, (b) sample with a square opening, (c) sample with a D-shaped opening, and (d) rock failure pattern after testing.](image)

**Figure 13.** Crack development around openings of different shapes under uniaxial loading obtained by experimental method: (a) sample with a circular opening, (b) sample with a square opening, (c) sample with a D-shaped opening, and (d) rock failure pattern after testing.

### 6. Conclusions

In this study, a coupling optimization method incorporating Box–Behnken response surface theory and desirability function optimization approach was proposed to quickly find the optimal micro-scale parameters of PFC model. After that, the calibrated model was verified by comparing the brittle fracture behavior of rock with an opening under axial loading obtained by numerical and experimental methods. Based on the results of the research, a couple of points can be concluded as follows:
(1) The macroscopic mechanical properties of the parallel-bond model, including the uniaxial compressive strength, Young’s modulus, and Poisson’s ratio, are mainly controlled by three micro-scale parameters: $\sigma_c$, $E_c$, and $k_n/k_s$.

(2) BB-DFO experimental design method can not only optimize multiple response variables simultaneously but also fit the nonlinear relationships between the influencing factors and the response variables. Analysis of variance indicates that the uniaxial compressive strength is extremely significantly affected by $\sigma_c$ and $k_n/k_s$, and the interactions between $\sigma_c$ and $k_n/k_s$, and between $E_c$ and $k_n/k_s$ also have a significant influence on it. For the Young’s modulus, the effects of $E_c$ and $k_n/k_s$ as well as their interaction on it are extremely significant. In regard to the Poisson’s ratio, the impacts of $E_c$ and $k_n/k_s$ upon it are significant and extremely significant, respectively, but the effect of the interaction is not significant.

(3) The optimal micro-parameters of PFC model are $\sigma_c = 82.07$ MPa, $E_c = 20.00$, and $k_n/k_s = 2.198$, and the overall desirability reaches 0.914. Correspondingly, the matched uniaxial compressive strength, Young’s modulus, and Poisson’s ratio are 102.61 MPa, 21.77 GPa, and 0.258, respectively, which are basically consistent with their experimental values (102.61 MPa, 20.78 GPa, and 0.258). Besides, the crack developments around the openings in rocks under uniaxial compression obtained by the calibrated model demonstrate good agreement with those from experimental investigation. This further proves that the micro-parameters optimized by the BB-DFO method are feasible.
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