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Abstract

In this paper, we focus on decoding nonbinary low-density parity-check (LDPC) codes in Galois fields of characteristic two via the proximal alternating direction method of multipliers (proximal-ADMM). By exploiting Flanagan/Constant-Weighting embedding techniques and the decomposition technique based on three-variables parity-check equations, two efficient proximal-ADMM decoders for nonbinary LDPC codes are proposed. We show that both of them are theoretically guaranteed convergent to some stationary point of the decoding model and either of their computational complexities in each proximal-ADMM iteration scales linearly with LDPC code’s length and the size of the considered Galois field. Moreover, the decoder based on the Constant-Weight embedding technique satisfies the favorable property of codeword symmetry. Simulation results demonstrate their effectiveness in comparison with state-of-the-art LDPC decoders.
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I. INTRODUCTION

Nonbinary low-density parity-check (LDPC) codes [1] in Galois fields of characteristic 2 ($\mathbb{F}_{2^q}$) are favorable in high-data-rate communication systems and storage systems [2] since they possess many desirable merits from the viewpoints of practical applications. For example, nonbinary LDPC codes have greater ability to eliminate short cycles (especially 4-cycles) and display better error-correction performance [3]. Moreover, nonbinary LDPC codes have good ability to resist burst errors by combining multiple burst bit errors into fewer nonbinary symbol errors [4]. Furthermore, a nonbinary LDPC code can provide a higher data transmission rate and spectral efficiency when it is combined with a high-order modulation scheme [5].

Typical decoding algorithms for nonbinary LDPC codes, such as the sum-product [1] [6], are based on the belief propagation (BP) strategy. In [1], Davey and Mackay first investigated nonbinary LDPC codes and the corresponding nonbinary BP algorithm. Later, Djordjevic and Vasic in [6] optimized nonbinary BP algorithms by reducing the computational complexity of check-node processing. However, nonbinary BP-like decoding algorithms are heuristic from a theoretical viewpoint since their convergence performance cannot be guaranteed in theory. Meanwhile, analyzing the behavior of nonbinary BP-like decoding algorithms is often difficult and the corresponding results are very limited [7].
In recent years, mathematical programming (MP) techniques, such as linear programming (LP) and quadratic programming (QP) [8], are applied to decoding LDPC codes. These decoding techniques have attracted significant attention from researchers in the error-correction coding/decoding field due to their analyzable decoding performance, such as convergence and codeword symmetrical property. The first MP decoding technique was proposed by Feldman et al. [11], who relaxed the maximum-likelihood (ML) decoding problem to a linear program for binary LDPC codes. In comparison with classical BP decoders, two issues must be considered: one is computational complexity of the general LP solving algorithms, such as the interior point method [15] and simplex method [16], which are prohibitive in practical applications and the other is its inferior error-correction performance in low SNR regions [11]. For the first issue, several improved MP decoders for binary LDPC codes are proposed. In [17], Barman et al. applied the alternating direction method of the multipliers (ADMM) technique [18] to solve the original LP decoding problem [11]. Comparable with existing LP decoders, the decoding complexity of the ADMM-based decoders is greatly reduced. However, it is still expensive from a practical viewpoint since it involves costly projection operations onto parity polytopes in each iteration. Later, Zhang and Siegel in [19] optimized the parity polytope projection algorithm based on the cut search algorithm proposed in [28]. In [20], the parity polytope projection was further simplified to an efficient simplex projection algorithm. In [21], Jiao et al. proposed a cheap projection algorithm, which can be implemented. Specifically, this projection algorithm employed a cut-searching method in [19] to identify which facet to project onto and then performed the projection operation via the simplex method [20]. In [22], Wei and Banihashemi proposed an iterative check-polytope projection algorithm to reduce the complexity of the LP decoding algorithm. Moreover, a projection reduction technique was investigated in [23] to reduce the number of Euclidean projections onto the check polytope. Bai et al. in [24] proposed an efficient ADMM-based LP decoding algorithm via the three-variables parity-check equations decomposition technique. For the second issue of error-correction performance, Taagavi and Siegel in [25] designed an adaptive LP decoder to improve LP decoding performance by adaptively adding necessary parity-check constraints. Later, different cut-generating algorithms were designed in [26]–[28] to eliminate unexpected pseudo-codewords and improve the error-correction performance of LP decoding. Rosnes in [29] considered adaptive linear programming decoding of linear codes over prime fields and efficient separation of the underlying inequalities describing the decoding polytope which was done through dynamic programming. In addition, Liu et al. in [30] and Bai et al. in [10] proposed improved ADMM-based penalized decoding algorithms to enhance the error-correction performance of LP decoding in low SNR regions.

In comparison with MP decoding techniques for binary LDPC codes, the corresponding approaches for nonbinary cases are limited. Of particular relevance is the work [9] where LP decoding was first generalized to nonbinary LDPC codes. However, nonbinary LP decoding encounters a similar computational complexity problem as the binary case when using general LP solvers. To overcome this problem, Goldin et al. in [31] and Punekar et al. in [32] applied the coordinate ascent method to solve the dual problems of the original LP decoding problem in [33] and [34]. Punekar and Flanagan in [35] adopted the binary LP decoding idea in [36] and proposed a trellis-based algorithm for check node processing to reduce the complexity of nonbinary LP decoding. In addition, another nonbinary LP decoding scheme was introduced in [37] by using constant-weight binary vectors to represent elements in $\mathbb{F}_{2^n}$, but no efficient algorithm was developed to solve the resulting LP problem. Recently, Liu and Draper in [38] extended the binary LP decoding idea in [17] and developed an LP decoding algorithm
based on the ADMM technique for nonbinary LDPC codes in $\mathbb{F}_{2^q}$. Specifically, the algorithm is implemented by transforming nonbinary parity-check constraints to an equivalent binary factor graph representation and then relaxing the representation to linear constraints, and finally applying the ADMM algorithm to solve the resulting decoding problem. However, the proposed nonbinary ADMM decoder involves sorting or iteration operations to implement Euclidean projections onto high dimensional parity-check/simplex polytopes, which is time-consuming from a practical viewpoint.

In this paper, we focus on designing new nonbinary LDPC decoders with theoretically-guaranteed convergence, low complexity, and competitive error-correction performance. Specifically, the main contents of this paper are summarized as follows.

- Based on the parity-check equation decomposition method, we decompose a general multi-variables parity-check equation into a set of three-variables parity-check equations. Then, by exploiting the equivalent binary parity-check formulation of every three-variables parity-check equation and Flanagan embedding technique, we transform the nonbinary ML decoding problem to an equivalent linear integer program. Finally, by relaxing binary constraints to box constraints, adding a quadratic penalty term into the objective, and introducing extra linear constraints, a new quadratic programming (QP) decoding model is established for nonbinary LDPC codes in $\mathbb{F}_{2^q}$.

- We develop a proximal-ADMM algorithm to solve the resulting QP decoding model. By exploiting the inherent structures of the QP problem, variables in one ADMM step are blocked and the blocks can be updated in parallel. Moreover, variables in other ADMM steps are updated in parallel.

- The proposed proximal-ADMM decoding algorithm can be proven to converge to a stationary point of the formulated QP decoding problem. In addition, its complexity in each iteration scales linearly with block length and Galois field’s size of the nonbinary LDPC codes.

- Besides, we leverage the Constant-Weight embedding technique to develop a different proximal-ADMM decoder, which has a similar convergence property and computational complexity; meanwhile, it satisfies the favorable property of codeword symmetry, i.e., all the transmitted codewords have the same error probability if the noisy channel is symmetrical.

To facilitate reading of this manuscript, notations used in this paper are summarized in Table I. Moreover, we have the following remarks.

- Throughout the paper, all the vectors are column vectors.
- $\text{diag} (\cdot)$ performs different operations depending on its input.
  - If the input is a vector $\mathbf{a}$, $\text{diag} (\mathbf{a})$ denotes a diagonal matrix and $\mathbf{a}$ is its main-diagonal vector.
  - If the input is a square matrix $\mathbf{A}$, $\text{diag} (\mathbf{A}) = \mathbf{a}$, where $\mathbf{a}$ is the matrix’s main-diagonal vector.
  - If the input is vectors or matrices, “$\text{diag} (\cdot, \ldots, \cdot)$” builds a diagonal matrix and the inputs are located in the main-diagonal line of the matrix.
- The operator “$\otimes$” is specifically defined as follows.
  - For matrices $\mathbf{A} \in \mathbb{R}^{m \times n}$ and $\mathbf{B} \in \mathbb{R}^{p \times q}$, $\mathbf{A} \otimes \mathbf{B} = \begin{bmatrix} a_{11} \mathbf{B} & \cdots & a_{1n} \mathbf{B} \\ \vdots & \ddots & \vdots \\ a_{m1} \mathbf{B} & \cdots & a_{mn} \mathbf{B} \end{bmatrix} \in \mathbb{R}^{mp \times nq}$. 
TABLE I
NOTATIONS AND DESCRIPTIONS.

| Notations | Descriptions |
|-----------|--------------|
| \( F_{2^q} \) | Galois field of characteristic two |
| \( \mathbb{R} \) | The set of real numbers |
| \( A \) | Matrix |
| \( a \) | Column vector |
| \( a \) | Scalar |
| \( \{0,1\}^a \) | a-length binary column vector |
| \( \{0,1\}^{a\times b} \) | a-by-b binary matrix |
| \([a; b]\) or \([A; B]\) | Vectors or matrices are concatenated in column-wise |
| \([a, b]\) or \([A, B]\) | Vectors or matrices are concatenated in row-wise |
| \( 1_a \) or \( 1_{a\times b} \) | Length-a all-ones vector or a-by-b all-ones matrix |
| \( 0_a \) or \( 0_{a\times b} \) | Length-a all-zeros vector or a-by-b all-zeros matrix |
| \( I_a \) | \( a \times a \) identity matrix |
| \((\cdot)^T\) | Transpose operator |
| \( \|\cdot\|_2 \) | \( \ell_2 \)-norm |
| \( \preceq \) | Generalized inequality |
| \( \otimes \) | Kronecker product |
| \( \delta_A \) | Spectral norm of matrix \( A \) |
| \( \text{diag}(\cdot) \) | Vector/matrix diagonalization operator |
| \( \lambda_{\min}(A^T A) \) | Minimum eigenvalue of matrix \( A^T A \) |
| \( \Pi_{X} \) | Euclidean projection onto set \( X \) |

- For column vectors \( a = [a_1, \ldots, a_m]^T \) and \( b = [b_1, \ldots, b_n]^T \), \( a \otimes b = [a_1 b_1; \ldots; a_m b_n] \in \mathbb{R}^{mn} \).
- For column vector \( a = [a_1, \ldots, a_m]^T \) and matrix \( B \in \mathbb{R}^{p \times q} \), \( a \otimes B = [a_1 B, \ldots, a_m B] \in \mathbb{R}^{mp \times n} \).

The rest of this paper is organized as follows. In Section II, we briefly introduce the formulation of the ML decoding problem for nonbinary linear block codes. In Section III, we establish a relaxed QP decoding model for nonbinary LDPC codes in \( F_{2^q} \) via decomposition and relaxation techniques of the three-variables parity-check equation. Moreover, an efficient proximal-ADMM algorithm for solving the formulated QP problem is presented in Section IV. Section V shows the convergence and complexity analyses of the proposed proximal-ADMM decoding algorithm. Simulation results demonstrate the effectiveness of our proposed decoders for LDPC codes in Section VI. Finally, Section VII concludes this paper.

II. ML DECODING PROBLEM FORMULATION

This section presents a brief review on the ML decoding problem formulation for nonbinary LDPC codes in \( F_{2^q} \). More details can also be found in [9] [38].
Consider a nonbinary LDPC code defined by an $m$-by-$n$ check matrix $H$ in $\mathbb{F}_2^q$. Its feasible codeword set $C$ can be denoted by

$$C = \left\{ c \mid h_j^T c = 0, j \in J, c \in \mathbb{F}_2^n \right\},$$

(1)

where $h_j^T, j \in J = \{1, 2, \cdots, m\}$ denotes the $j$th row vector of the parity-check matrix $H$.

Assume that a codeword $c \in C$ is transmitted through an additional white Gaussian noise (AWGN) channel and its corresponding output is denoted as $r \in \mathbb{R}^n$. In the receiver, the aim of ML decoding is to determine which codeword has the largest a priori probability $p(r|c)$ throughout the feasible codeword set $C$. So, the ML decoding problem can be described as

$$c^* = \arg\max_{c \in C} p(r|c).$$

(2)

Before processing the above ML decoding problem, we introduce two embedding techniques, which can map element $c_i$ in $\mathbb{F}_{2^q}$ to a binary vector in real space.

1) **Flanagan embedding** [9]: the mapped vector $x_i = [x_{i,0}; \cdots; x_{i,(2^q-1)}] \in \{0, 1\}^{2^q-1}$. Specifically, for the nonzero element in $\mathbb{F}_{2^q}$, there are

$$x_{i,\sigma} = \begin{cases} 1, & \sigma = c_i, \\ 0, & \sigma \neq c_i, \end{cases}$$

(3)

and for the zero element, it is a $(2^q-1)$-length all-zeros vector.

2) **Constant-Weight embedding** [39]: the mapped vector $x_i = [x_{i,0}; \cdots; x_{i,2^q-1}] \in \{0, 1\}^{2^q}$, where

$$x_{i,\sigma} = \begin{cases} 1, & \sigma = c_i, \\ 0, & \sigma \neq c_i. \end{cases}$$

(4)

Remarks: Both of the above two embedding techniques can be applied to formulating the ML decoding problem (2) to a decoding model in real space. Since most of their derivations are similar, in the following, we only provide the details on how to leverage the former embedding technique. In Appendix E we provide a brief description and discussion on the latter. Moreover, both of their decoding performances are provided in the simulation section.

When the Flanagan embedding technique is applied, any codeword $c$ can be mapped to a binary vector $x = [x_1; \cdots; x_n] \in \{0, 1\}^{n(2^q-1)}$. Specifically, we call $x$ as an equivalent binary codeword of the nonbinary codeword $c$. Let $\mathcal{X}$ denote the set consisting of all equivalent binary codewords. Then, the ML decoding problem (2) can be transformed to

$$x^* = \arg\max_{x \in \mathcal{X}} p(r|x).$$

(5)

Example: In $\mathbb{F}_4$, Flanagan embedding: 0 $\mapsto$ [0, 0, 0], 1 $\mapsto$ [1, 0, 0], 2 $\mapsto$ [0, 1, 0], and 3 $\mapsto$ [0, 0, 1] and Constant-Weight embedding: 0 $\mapsto$ [1, 0, 0, 0], 1 $\mapsto$ [0, 1, 0, 0], 2 $\mapsto$ [0, 0, 1, 0], and 3 $\mapsto$ [0, 0, 0, 1].
\[
\gamma = \left[ \log \frac{p(r_1|x_{1,1} = 0)}{p(r_1|x_{1,1} = 1)} \cdots \log \frac{p(r_1|x_{1,2^n - 1} = 0)}{p(r_1|x_{1,2^n - 1} = 1)} \cdots \log \frac{p(r_n|x_{n,1} = 0)}{p(r_n|x_{n,1} = 1)} \cdots \log \frac{p(r_n|x_{n,2^n - 1} = 0)}{p(r_n|x_{n,2^n - 1} = 1)} \right].
\] (8)

which can be further derived as

\[
\text{argmax}_{x \in \mathcal{X}} p(r|x) = \text{argmax}_{x \in \mathcal{X}} \prod_{i=1}^{n} \prod_{\sigma=1}^{2^n-1} p(r_i|x_{1,\sigma})
\]

\[= \text{argmin}_{x \in \mathcal{X}} \sum_{i=1}^{n} \sum_{\sigma=1}^{2^n-1} -\log p(r_i|x_{i,\sigma}). \quad (6)\]

By adding the constant \(\sum_{i=1}^{n} \sum_{\sigma=1}^{2^n-1} \log p(r_i|x_{i,\sigma} = 0)\) to (6), we obtain

\[
\text{argmax}_{x \in \mathcal{X}} p(r|x) = \text{argmin}_{x \in \mathcal{X}} \sum_{i=1}^{n} \sum_{\sigma=1}^{2^n-1} \log \frac{p(r_i|x_{i,\sigma} = 0)}{p(r_i|x_{i,\sigma})}
\]

\[= \text{argmin}_{x \in \mathcal{X}} \sum_{i=1}^{n} \sum_{\sigma=1}^{2^n-1} x_{i,\sigma} \log \frac{p(r_i|x_{i,\sigma} = 0)}{p(r_i|x_{i,\sigma} = 1)}
\]

\[= \text{argmin}_{x \in \mathcal{X}} \gamma^T x, \quad (7)\]

where \(\gamma \in \mathbb{R}^{n(2^n-1)}\) is defined by (8). Then, the ML decoding problem (5) can be formulated as the following integer program

\[
\min_{x} \quad \gamma^T x, \quad (9a)
\]

\[\text{s.t.} \quad x \in \mathcal{X}. \quad (9b)\]

The problem (9) is difficult to solve since constraint (9b) is nonconvex. In the following section, we exploit techniques of decomposition, relaxation, penalty, and tightness to transform (9) to a nonconvex, but tractable quadratic optimization problem.

### III. ML Problem Relaxation

In this section, we consider how to relax the ML decoding problem (9) to a tractable QP decoding model for nonbinary LDPC codes in \(\mathbb{F}_{2^q}\).

#### A. Decomposition of the multi-variables parity-check equation

Consider the \(j\)th parity-check equation in (1). Without loss of generality, we assume it involves \(d_j \geq 3\) variables, which are denoted by \(c_{\sigma_1}, \ldots, c_{\sigma_{d_j}}\) and the corresponding coefficients are \(h_{\sigma_1}, \ldots, h_{\sigma_{d_j}}\). In the following, we show that it can be decomposed equivalently to \(d_j - 2\) three-variables parity-check equations by introducing \(d_j - 3\) auxiliary variables. The detailed decomposing procedure consists of three steps:
Step 1: for the first two variables \(c_{\sigma_1}\) and \(c_{\sigma_2}\), we introduce an auxiliary variable \(g_1\) in \(\mathbb{F}_{2^q}\) and let them satisfy

\[
h_{\sigma_1}c_{\sigma_1} + h_{\sigma_2}c_{\sigma_2} + g_1 = 0. \tag{10}\]

Step 2: for the variables \(c_{\sigma_3}, \ldots, c_{\sigma_{d_j-2}}\), we introduce auxiliary variables \(g_2, \ldots, g_{d_j-3}\) in \(\mathbb{F}_{2^q}\) and let them satisfy

\[
g_{t-1} + h_{\sigma_{t+1}}c_{\sigma_{t+1}} + g_t = 0, \quad t = 2, \ldots, d_j - 3. \tag{11}\]

Step 3: let auxiliary variable \(g_{d_j-3}\) in \(\mathbb{F}_{2^q}\) and the last two variables \(c_{\sigma_{d_j-1}}\) and \(c_{\sigma_{d_j}}\) satisfy

\[
g_{d_j-3} + h_{\sigma_{d_j-1}}c_{\sigma_{d_j-1}} + h_{\sigma_{d_j}}c_{\sigma_{d_j}} = 0. \tag{12}\]

For the above decomposition procedure, we have the following fact:

**Fact 1:** The set of the three-variables parity-check equations (10)–(12) is equivalent to the \(j\)th parity-check equation \(h_j^T c = 0\) in (1) in the sense that their solutions are one-to-one correspondent.

**Proof:** See Appendix A.

Applying (10)–(12) to all of the parity-check equations in (1), the total numbers of the three-variables parity-check equations in \(\mathbb{F}_{2^q}\) and the introduced auxiliary variables are

\[
\Gamma_c = \sum_{j=1}^{m} (d_j - 2), \quad \Gamma_a = \sum_{j=1}^{m} (d_j - 3), \tag{13}\]

respectively.

In the following, we show that any three-variables parity-check equation in \(\mathbb{F}_{2^q}\) has an equivalent expression in real space.

**B. Equivalent expression of the three-variables parity-check equation in real space**

Consider the following three-variables parity-check equation in \(\mathbb{F}_{2^q}\)

\[
\sum_{k=1}^{3} h_k c_k = 0, \tag{14}\]

where \(h_k, c_k \in \mathbb{F}_{2^q}\) but \(h_k\) is nonzero. Since \(h_k c_k \in \mathbb{F}_{2^q}\) can be expressed exactly as

\[
\mathcal{F}(h_k c_k) = \sum_{i=1}^{q} b_{i,k} \zeta^{i-1}, \tag{15}\]
Fig. 1. The factor graph representation for equivalence between the three-variables parity-check equation in \( \mathbb{F}_4 \) and the two three-variables parity-check equations in \( \mathbb{F}_2 \), where \( h_1, h_2, h_3 \in \mathbb{F}_4 \setminus \{ 0 \} \), \( c_1, c_2, c_3 \in \mathbb{F}_4 \) and \( b_{1,1}, b_{1,2}, b_{2,1}, b_{2,2}, b_{3,1}, b_{3,2} \in \mathbb{F}_2 \).

where \( b_{i,k} \in \mathbb{F}_2 \), \( \zeta \) is the primitive element in \( \mathbb{F}_{2^q} \), and function \( F(\cdot) \) denotes \( h_k c_k \)'s polynomial representation in \( \mathbb{F}_{2^q} \). Then, (14) is equivalent to the following \( q \) three-variables parity-check equations in \( \mathbb{F}_2 \)

\[
\sum_{k=1}^{3} b_{i,k} = 0, \quad i = 1, 2, \ldots, q
\]  

(16)

Figure 1 shows an example of equivalence between a three-variables parity-check equation in \( \mathbb{F}_4 \) and two three-variables parity-check equations in \( \mathbb{F}_2 \).

Next, we consider how to obtain equivalent expression of the parity-check equations (16) in real space. First, notice any nonzero element \( h_k \in \mathbb{F}_{2^q} \) can be mapped to an elementary matrix \( D(2^q, h_k) \in \{0, 1\}^{(2^q-1) \times (2^q-1)} \) [38], whose entries are defined by

\[
D(2^q, h_k)_{ij} = \begin{cases} 
1, & \text{if } i = j \cdot h_k, \\
0, & \text{otherwise},
\end{cases}
\]  

(17)

where the multiplication in \( j \cdot h_k \) is in \( \mathbb{F}_{2^q} \). Then, we have the following lemma.

Lemma 1: Let \( x_k \) be \( c_k \)'s equivalent binary codeword according to mapping rule (4). Then, \( D(2^q, h_k) x_k \) is an equivalent binary codeword to \( h_k c_k \) mapped according to the same rule.

Proof: See Appendix B

Let binary vector \( \tilde{b}(\tilde{\alpha}) = [\tilde{b}_1; \ldots; \tilde{b}_q] \) be bits expression for any nonzero element \( \tilde{\alpha} \in \mathbb{F}_{2^q} \) and formulate the following

\[
\begin{array}{|c|c|c|}
\hline
\text{polynomial} & \text{bits} & \text{integer} \\
\hline
\zeta^0 & 01 & 1 \\
\zeta^1 & \zeta & 2 \\
\zeta^2 & \zeta + 1 & 3 \\
\hline
\end{array}
\]

\( ^1 \)Different representations of nonzero elements in \( \mathbb{F}_4 \):

\( ^2 \)Example: Consider \( 1 \cdot 2 + 2 \cdot 2 + 3 \cdot 2 = 0 \) in \( \mathbb{F}_4 \). Since \( 1 \cdot 2 = 2, 2 \cdot 2 = 3, 3 \cdot 2 = 1, \) and \( F(2) = \zeta, F(3) = 1 + \zeta, \) and \( F(1) = 1 \) respectively, we see that the corresponding coefficient vectors of the polynomials are \( [b_{1,1}, b_{2,1}] = [0, 1], [b_{1,2}, b_{2,2}] = [1, 1], \) and \( [b_{1,3}, b_{2,3}] = [1, 0] \) respectively. Then, one can see that \( 1 \cdot 2 + 2 \cdot 2 + 3 \cdot 2 = 0 \) in \( \mathbb{F}_4 \) is equivalent to two parity-check equations in \( \mathbb{F}_2: 0 + 1 + 1 = 0 \) and \( 1 + 1 + 0 = 0 \).

\( ^3 \)Example: In \( \mathbb{F}_4 \), \( D(4, 1) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \), \( D(4, 2) = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix} \), and \( D(4, 3) = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} \).
Then, (21) can be rewritten as

$$b_{i,k} = \hat{b}_i^T D(2^q, h_k)x_k, \forall i = 1, 2, \ldots, q; k = 1, 2, 3.$$ (19)

Note that the multiplications/additions in (19) operate in real space, but the result can only be 1 or 0 since matrix $D(2^q, h_k)$ is elementary and $x_k$ only includes at most one nonzero element 1. It means $b_{i,k}$ lies in $\mathbb{F}_2$. Therefore, three-variables parity-check equations (16) in $\mathbb{F}_2$ can be rewritten as

$$\hat{b}_i^T D(2^q, h_1)x_1 + \hat{b}_i^T D(2^q, h_2)x_2 + \hat{b}_i^T D(2^q, h_3)x_3 = 0,$$ (20)

where the sum is in $\mathbb{F}_2$ and $i = 1, 2, \ldots, q$. Moreover, three-variables parity-check equations (16) can be equivalent to the following inequality system defined in real space

$$f_{i,1} \leq f_{i,2} + f_{i,3}, \quad f_{i,2} \leq f_{i,1} + f_{i,3},$$

$$f_{i,3} \leq f_{i,1} + f_{i,2}, \quad f_{i,1} + f_{i,2} + f_{i,3} \leq 2,$$ (21)

in the sense that solutions $b_{i,k}$ and $f_{i,k}$ are one-to-one correspondent. Let

$$t = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 2 \end{bmatrix}, \quad P = \begin{bmatrix} 1 & -1 & -1 \\ -1 & 1 & -1 \\ -1 & -1 & 1 \\ 1 & 1 & 1 \end{bmatrix}.$$ (22)

Then, (21) can be rewritten as

$$Pf_{i} \preceq t, \quad f_{i} \in \{0, 1\}^3, \quad i = 1, 2, \ldots, q.$$ (23)

---

5Example: In $\mathbb{F}_4$, $B = [\hat{b}(1), \hat{b}(2), \hat{b}(3)] = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{bmatrix}$. 

6Example: To be clear, consider multiplication $3 \cdot 2 = 1$ in $\mathbb{F}_4$: according to Lemma 1, equivalent binary codeword of $3 \cdot 2$ can be determined by

$$\begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}. \quad \text{Moreover, } B = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}.$$

7The one-to-one correspondence can be seen clearly from the following example: assume that $[b_{1,1}, b_{2,1}] = [1, 0], [b_{1,2}, b_{2,2}] = [0, 1], \text{and } [b_{1,3}, b_{2,3}] = [1, 1]$. It is easy to check that they satisfy (15). Moreover, it is obvious that reals $[f_{1,1}, f_{2,1}] = [1, 0], [f_{1,2}, f_{2,2}] = [0, 1], \text{and } [f_{1,3}, f_{2,3}] = [1, 1]$ satisfy the inequality system (21). This example shows that if $b_{i,k} = 1$, then $f_{i,k} = 1$, or if $b_{i,k} = 0$, then $f_{i,k} = 0$. Notice $b_{i,k} \in \mathbb{F}_2$ and $f_{i,k}$ are in real space.
where \( f_i = [f_{i,1}; f_{i,2}; f_{i,3}] \). Notice that \( f_{i,k} \) can take the place of the \( k \)th term \( b_{i,k} \) in (20). Therefore, define

\[
T_i = \text{diag}(b_i^T, b_i^T, b_i^T) \in \{0, 1\}^{3 \times 3(2^q - 1)},
\]

\[
D = \text{diag}(D(2^q, h_1), D(2^q, h_2), D(2^q, h_3)) \in \{0, 1\}^{3(2^{2q} - 1) \times 3(2^{2q} - 1)}.
\]

\[
x = [x_1; x_2; x_3] \in \{0, 1\}^{3(2^q - 1)}. \tag{24c}
\]

We can obtain

\[
f_i = T_i D x. \tag{25}
\]

Then, plugging (25) into (23), we have

\[
PT_i D x \preceq t, \quad \forall i \in \{1, 2, \ldots, q\}. \tag{26}
\]

Furthermore, let

\[
W = [PT_1 D; \ldots; PT_q D] \in \mathbb{R}^{4q \times 3(2^q - 1)},
\]

\[
w = I_q \otimes t \in \mathbb{R}^{4q}. \tag{27b}
\]

Then, the three-variables parity-check equation (14) can be equivalent to

\[
W x \preceq w, \quad x \in \{0, 1\}^{3(2^q - 1)} \tag{28}
\]

in the sense that their solutions \( c \) and \( x \) are one-to-one correspondent under the mapping rule (4).

**C. Equivalent ML decoding problem**

In this subsection, we consider to establish a linear integer program equivalent to the ML decoding problem (9) for nonbinary LDPC codes in \( \mathbb{F}_{2^q} \). First, we define

\[
v = [x; s] \in \{0, 1\}^{(2^q - 1)(n + \Gamma_a)}, \tag{29}
\]

where \( s = [s_1; \cdots; s_i; \cdots; s_{\Gamma_a}] \in \{0, 1\}^{(2^q - 1)\Gamma_a} \) and \( s_i \in \{0, 1\}^{2^q - 1} \) correspond to the \( i \)th auxiliary variables introduced in the decomposition procedure (10)-(12). Define a variable-selecting matrix \( Q_\tau \in \{0, 1\}^{3 \times (n + \Gamma_a)} \) corresponding to the \( \tau \)th decomposed three-variables parity-check equation in \( \mathbb{F}_{2^q} \) for parity-check equations in (1), where \( \tau = 1, \cdots, \Gamma_c \). Its every row vector includes only one “1”, whose index corresponds to the variable in (1). Therefore, \( (Q_\tau \otimes I_{2^q - 1}) v \) are the variables
involved in the \( \tau \)th three-variables parity-check equation in \( \mathbb{F}_2 \). Moreover, we define

\[
F = [W_1(Q_1 \otimes I_{2^q-1}); \cdots; W_{\tau}(Q_\tau \otimes I_{2^q-1}); \cdots; W_{\Gamma_c}(Q_{\Gamma_c} \otimes I_{2^q-1})] \in \mathbb{R}^{4q\Gamma_c \times (n+\Gamma_a)(2^q-1)},
\]

(30a)

\[
u = 1_{\Gamma_c} \otimes w \in \mathbb{R}^{4q\Gamma_c}.
\]

(30b)

Then, by (28), we have

\[
Fv \preceq u.
\]

(31)

Therefore, we can transform the ML decoding problem (9) to the following linear integer program

\[
\begin{align*}
\min_v & \quad \lambda^Tv, \\
\text{s.t.} & \quad Fv \preceq u, \\
& \quad v \in \{0, 1\}^{(2^q-1)(n+\Gamma_a)},
\end{align*}
\]

(32a)

(32b)

(32c)

where \( \lambda = [\gamma; 0_{\Gamma_a(2^q-1)}] \in \mathbb{R}^{(2^q-1)(n+\Gamma_a)} \).

Due to the binary constraints (32c), problem (32) is difficult to solve. In the following, we relax it to a continuous, nonconvex, but tractable model.

\[\text{Example:}\] Consider the parity-check equation in \( \mathbb{F}_4 \): \( c_1 + c_2 + 2c_3 + 3c_4 = 0 \). According to (10)-(12), it can be decomposed to two three-variables parity-check equations: \( g_1 + c_1 + c_2 = 0 \), \( g_1 + 2c_3 + 3c_4 = 0 \). Then, the corresponding variable-selecting matrices

\[
Q_1 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad Q_2 = \begin{bmatrix} 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \end{bmatrix}.
\]
\[
\left(\sum_{i \in K_\ell} \hat{b}_i^T\right) D(2^q, h_1)x_1 + \left(\sum_{i \in K_\ell} \hat{b}_i^T\right) D(2^q, h_2)x_2 + \left(\sum_{i \in K_\ell} \hat{b}_i^T\right) D(2^q, h_3)x_3 = 0, \ell = 1, \ldots, 2^q - 1, \quad (34)
\]

The second one is to introduce extra linear constraints to tighten the relaxation. Specifically, let \( \{K_\ell | \ell = 1, \ldots, 2^q - 1\} \) denote all the subsets of the set \( \{1, \ldots, q\} \). Then, (20) can be equivalent to (34), where the addition \( \sum_{i \in K_\ell} \) is in \( F_2 \). Define

\[
\hat{T}_\ell = \text{diag}(\sum_{i \in K_\ell} \hat{b}_i^T, \sum_{i \in K_\ell} \hat{b}_i^T, \sum_{i \in K_\ell} \hat{b}_i^T),
\]

\[
\hat{W} = [P \hat{T}_1 D; \ldots; P \hat{T}_{2^q - 1} D] \in \mathbb{R}^{4(2^q - 1) \times 3(2^q - 1)},
\]

\[
\hat{w} = 1_{2^q - 1} \otimes t \in \mathbb{R}^{4(2^q - 1)},
\]

Then, according to (21), we can obtain (34)'s equivalent inequalities system in real space as follows:

\[
\hat{W}x \preceq \hat{w}, \quad x \in \{0, 1\}^{3(2^q - 1)}. \quad (36)
\]

Since \( \hat{w} \) is a \( 4(2^q - 1) \)-length vector and \( \hat{W} \) is a \( 4(2^q - 1) \)-by-\( 3(2^q - 1) \) matrix, (36) consists of \( 4(2^q - 1) \) inequalities. Besides \( 4q \) inequalities same as in (28), other inequalities in (36) can be seen as redundant ones since they are combined by inequalities in (28). However, when the binary constraint \( x \in \{0, 1\}^{3(2^q - 1)} \) is relaxed to the box constraint \( x \in [0, 1]^{3(2^q - 1)} \), these redundant inequalities can play a role in tightening the relaxation. By defining

\[
\hat{F} = [\hat{W}_1(Q_1 \otimes I_{2^q - 1}); \ldots; \hat{W}_\tau(Q_\tau \otimes I_{2^q - 1}); \ldots; \hat{W}_\Gamma c(Q_\Gamma c \otimes I_{2^q - 1})] \in \mathbb{R}^{4(2^q - 1) \Gamma c \times (n + \Gamma a)(2^q - 1)},
\]

\[
\hat{u} = 1_{\Gamma c} \otimes \hat{w} \in \mathbb{R}^{4(2^q - 1) \Gamma c},
\]

we can transform (31) equivalently to

\[
\hat{F}v \preceq \hat{u}. \quad (38)
\]

The third one is used to exploit the structure so that the equivalent binary codeword of the element in \( F_{2^q} \) has at most one 1 (see (4)). To do so, we define a binary matrix

\[
S = \text{diag}(\underbrace{1_{2^q - 1}^T, \ldots, 1_{2^q - 1}^T}_{n + \Gamma a}) \in \{0, 1\}^{(n + \Gamma a) \times (2^q - 1) \times (n + \Gamma a)},
\]

which leads to

\[
Sv \preceq 1_{n + \Gamma a}. \quad (40)
\]
Then, by combining (33), (38), and (40), we relax the ML decoding problem (9) to

$$\min_v \lambda^T v - \frac{\alpha}{2} \|v - 0.5\|^2,$$

s.t.  
$$Fv \preceq \hat{u},$$
$$Sv \preceq 1_{n+\Gamma_a},$$
$$v \in [0, 1]^{(2^q-1)(n+\Gamma_a)}.$$

In the next section, we present an efficient solving algorithm via the proximal-ADMM technique for the decoding problem (43), where variables in every ADMM iteration are solved analytically and in parallel. Moreover, we show the proposed decoder is theoretically-guaranteed convergent to a stationary point of the problem (41) and its computational complexity in each iteration scales linearly with code length and size of the Galois field.

IV. PROXIMAL-ADMM SOLVING ALGORITHM

In this section, we develop a proximal-ADMM algorithm to solve the decoding problem (41). Moreover, by exploiting its inherent structures, each subproblem in the proximal-ADMM iteration can be solved efficiently.

A. Proximal-ADMM algorithm framework

Define

$$\mathbf{A} = [\hat{W}_1 (Q_1 \otimes I_{2^{q-1}}); \cdots; \hat{W}_{\tau} (Q_{\tau} \otimes I_{2^{q-1}}); \cdots; \hat{W}_{\Gamma_c} (Q_{\Gamma_c} \otimes I_{2^{q-1}}); \mathbf{S}] \in \mathbb{R}^{M \times N},$$

$$\varrho = [\hat{u}; 1_{n+\Gamma_a}] \in \mathbb{R}^{M},$$

where $M = 4(2^q - 1)\Gamma_c + n + \Gamma_a$ and $N = (n + \Gamma_a)(2^q - 1)$. Then, we can transform (41) to

$$\min_v \lambda^T v - \frac{\alpha}{2} \|v - 0.5\|^2,$$

s.t.  
$$\mathbf{A}v \preceq \varrho,$$
$$v \in [0, 1]^{(2^q-1)(n+\Gamma_a)}.$$

Moreover, by introducing two auxiliary variables, $e_1$ and $e_2$, the decoding problem (43) is equivalent to

$$\min_{v, e_1, e_2} \lambda^T v - \frac{\alpha}{2} \|v - 0.5\|^2,$$

s.t.  
$$\mathbf{A}v + e_1 = \varrho,$$
$$v = e_2,$$
$$e_1 \succeq 0_M, 0_N \leq e_2 \leq 1_N.$$
Its augmented Lagrangian function can be written as

\[ \mathcal{L}_\mu(v, e_1, e_2, y_1, y_2) = v^T v - \frac{\mu}{2} \| v - 0.5 \|_2^2 + y_1^T (Av + e_1 - \varrho) + y_2^T (v - e_2) + \frac{\mu}{2} \| v - e_2 \|_2^2, \]  

where \( y_1 \in \mathbb{R}^M \) and \( y_2 \in \mathbb{R}^N \) are Lagrangian multipliers corresponding to equality constraints in (44b) and (44c) respectively and \( \mu > 0 \) is a preset penalty parameter. Based on the augmented Lagrangian (45), the proximal-ADMM solving algorithm for model (44) can be described as follows

\begin{align*}
    v^{k+1} &= \arg\min_v \mathcal{L}_\mu(v, e_1^k, e_2^k, y_1^k, y_2^k) + \frac{\rho}{2} \| v - p^k \|_2^2, \quad (46a) \\
    e_1^{k+1} &= \arg\min_{e_1 \succeq 0_N} \mathcal{L}_\mu(v^{k+1}, e_1^k, e_2^k, y_1^k, y_2^k) + \frac{\rho}{2} \| e_1 - z_1^k \|_2^2, \quad (46b) \\
    e_2^{k+1} &= \arg\min_{0_N \preceq e_2 \preceq 1_N} \mathcal{L}_\mu(v^{k+1}, e_1^k, e_2^k, y_1^k, y_2^k) + \frac{\rho}{2} \| e_2 - z_2^k \|_2^2, \quad (46c) \\
    p^{k+1} &= p^k + \beta(v^{k+1} - p^k), \quad (46d) \\
    z_1^{k+1} &= z_1^k + \beta(e_1^{k+1} - z_1^k), \quad (46e) \\
    z_2^{k+1} &= z_2^k + \beta(e_2^{k+1} - z_2^k), \quad (46f) \\
    y_1^{k+1} &= y_1^k + \mu(Av^{k+1} + e_1^{k+1} - \varrho), \quad (46g) \\
    y_2^{k+1} &= y_2^k + \mu(v^{k+1} - e_2^{k+1}), \quad (46h)
\end{align*}

where \( k \) is the iteration number, \( \| v - p^k \|_2^2, \| e_1 - z_1^k \|_2^2, \) and \( \| e_2 - z_2^k \|_2^2 \) are the so-called proximal terms, \( \rho \) is the corresponding penalty parameter, and \( \beta \) belongs to \((0, 1]\). In the above iterations, variables \( p, z_1, \) and \( z_2 \) are generated by an exponential averaging (or smoothing) scheme. Since extra quadratic proximal terms, centered at \( p, z_1, \) and \( z_2, \) are inserted into the augmented Lagrangian function with respect to variables \( x, e_1, \) and \( e_2 \) intuitively, \( x^{k+1}, e_1^{k+1} \) and \( e_2^{k+1} \) may not deviate too much from the stabilized iterates \( p^k, z_1^k, \) and \( z_2^k \) respectively (see more details in [44]).

In the following, we show that subproblems (46a)-(46c) can be solved efficiently by exploiting the inherent structures of the model.

### B. Solving subproblem (46a)

Obviously, choosing the values of parameters \( \rho, \mu, \) and \( \alpha \) properly, problem (46a) can be reduced to a strongly quadratic convex one with respect to \( v. \) In this case, its solving procedure can be described as follows: by setting the gradient of the function \( \mathcal{L}_\mu(v, u_1^k, u_2^k, y_1^k, y_2^k) + \frac{\rho}{2} \| v - p^k \|_2^2 \) to be zero and solving the corresponding linear equation, we update \( v \) as

\[ v^{k+1} = (A^T A + \epsilon I_N)^{-1} \varphi^k, \]  

where \( \varphi^k \) is the iteration number. Intuitively, \( p^k, z_1^k, \) and \( z_2^k \) may not deviate too much from the stabilized iterates \( p^k, z_1^k, \) and \( z_2^k \) respectively (see more details in [44]).
\[
\epsilon = 1 + \frac{\rho}{\mu} - \frac{\alpha}{\mu}, \quad (48a)
\]
\[
\varphi^k = A^T\left(\theta - e^k - \frac{y^k}{\mu}\right) + \left(e^k - \frac{y^k}{\mu}\right) + \frac{\rho}{\mu} p^k - \lambda + 0.5\alpha. \quad (48b)
\]

Note that \((A^TA + \epsilon I_N)^{-1}\) is fixed for a given nonbinary LDPC code. Thus, it only needs to be calculated only once throughout the proximal-ADMM iterations. Therefore, the main computational cost lies in \((A^TA + \epsilon I_N)^{-1}\), which requires \(O((2^q - 1)^2(n + \Gamma_a)^2)\) multiplications. It is prohibitive for large-scale problems in practice. In the following, we show a much more efficient way to perform the computational procedure:

**Lemma 2:** Matrix \((A^TA + \epsilon I_N)^{-1}\) is block diagonal. Specifically, it can be denoted by

\[
(A^TA + \epsilon I_N)^{-1} = \text{diag}\left((A_1^TA_1 + \epsilon I_{2^{q-1}})^{-1}, \ldots, (A_n^TA_n + \epsilon I_{2^{q-1}})^{-1}\right), \quad (49)
\]

where sub-matrix \(A_i, \forall i \in \{1, \ldots, n + \Gamma_a\}\), is formed by column vectors indexed from \((2^q - 1)(i - 1) + 1\) to \((2^q - 1)i\) in matrix \(A\). Moreover,

\[
(A_i^TA_i + \epsilon I_{2^{q-1}})^{-1} = \begin{bmatrix}
\theta_i & \omega_i & \ldots & \omega_i \\
\omega_i & \theta_i & \ldots & \omega_i \\
\vdots & \vdots & \ddots & \vdots \\
\omega_i & \omega_i & \ldots & \theta_i
\end{bmatrix}, \quad (50)
\]

where

\[
\omega_i = \frac{-2^q d_i - 1}{(2^q d_i + \epsilon)((2^q + 1)d_i + \epsilon + 1) + (2^q d_i + 1)(2^q - 2)), \quad (51)
\]

\[
\theta_i = \omega_i + \frac{1}{2^q d_i + \epsilon}.
\]

Here, \(d_i\) denotes the degree of the \(i\)th information symbol, i.e., the number of check equations involved.

**Proof:** See Appendix C.

The equation \((49)\) indicates that \(v^{k+1}_i\) in \((47)\) can be obtained through the following parallel implementations

\[
v^{k+1}_i = (A_i^TA_i + \epsilon I_{2^{q-1}})^{-1} \varphi^k_i, \forall i \in \{1, 2, \ldots, n + \Gamma_a\}, \quad (52)
\]

where \(\varphi^k_i\) is the corresponding \((2^q - 1)\)-length sub-vector in \(\varphi^k\). Moreover, based on \((50)\), \((52)\) can be further derived as
follows:
\[
v_{i}^{k+1} = \begin{bmatrix}
\theta_{i} - \omega_{i} & 0 & \cdots & 0 \\
0 & \theta_{i} - \omega_{i} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \theta_{i} - \omega_{i}
\end{bmatrix}
\varphi_{i}^{k}
\]
\[
+ \begin{bmatrix}
\omega_{i} & \omega_{i} & \cdots & \omega_{i} \\
\omega_{i} & \omega_{i} & \cdots & \omega_{i} \\
\vdots & \vdots & \ddots & \vdots \\
\omega_{i} & \omega_{i} & \cdots & \omega_{i}
\end{bmatrix}
\varphi_{i}^{k}
\]
\[
= (\theta_{i} - \omega_{i})\varphi_{i}^{k} + \left(\omega_{i} \sum_{\ell=1}^{2^{q}-1} \varphi_{i,\ell}^{k}\right)1_{2^{q}-1},
\]
where \(\varphi_{i,\ell}^{k}\) denotes the \(\ell\)th entry in \(\varphi_{i}^{k}\).

C. Solving subproblems (46b) and (46c)

Solving (46b) is equivalent to solving the following \(M\) subproblems in parallel
\[
\min_{e_{1,j}} y_{1,j}^{k} e_{1,j} + \frac{\mu}{2} (a_{j}^{T} v_{1,j}^{k} + e_{1,j} - \varrho_{j})^{2} + \frac{\rho}{2} (e_{1,j} - z_{1,j}^{k})^{2}
\]
\[\text{s.t. } e_{1,j} \geq 0, \forall j \in \{1, \cdots, M\},\]
where \(a_{j}^{T}\) denotes the \(j\)th row vector of matrix \(A\). Obviously, the optimal solution of the above problem can be obtained by setting the gradient of its objective function to be zero and then projecting the solution of the corresponding linear equation to region \([0, +\infty]\). Then, we can obtain
\[
e_{1,j}^{k+1} = \prod_{[0, +\infty)} \frac{\mu}{\rho + \mu} (\varrho_{j} - a_{j}^{T} v_{1,j}^{k+1} - \frac{y_{1,j}^{k}}{\mu} + \frac{\rho}{\mu} z_{1,j}^{k}).
\]

Similar to (46b), problem (46c) can be separated into the following \(N\) independent subproblems
\[
\min_{e_{2,\ell}} -y_{2,\ell}^{k} e_{2,\ell} + \frac{\mu}{2} (v_{2,\ell}^{k} - e_{2,\ell})^{2} + \frac{\rho}{2} (e_{2,\ell} - z_{2,\ell}^{k})^{2},
\]
\[\text{s.t. } 0 \leq e_{2,\ell} \leq 1, \forall \ell \in \{1, \cdots, N\}.\]

Their optimal solutions can be expressed as
\[
e_{2,\ell}^{k+1} = \prod_{[0,1]} \frac{\mu}{\rho + \mu} (v_{2,\ell}^{k+1} + \frac{y_{2,\ell}^{k}}{\mu} + \frac{\rho}{\mu} z_{2,\ell}^{k}).
\]

In Algorithm 7, we summarize the proposed proximal-ADMM decoding algorithm for nonbinary LDPC codes in \(\mathbb{F}_{2^q}\).

V. Performance Analysis

In this section, we analyze the convergence property and computational complexity of the proposed proximal-ADMM decoding algorithm.
Algorithm 1 Proximal-ADMM decoding algorithm

1: Initializations: decompose each check equation into three-variables parity-check equations based on the parity-check matrix $\mathbf{H}$. Construct matrix $\mathbf{T}_r$ and $\mathbf{D}$ via (24a) and (24b) respectively. Construct matrix $\mathbf{B}$ via (18) and the variable-selecting matrices $Q_\tau$, $\tau = 1, \ldots, \Gamma_c$. Construct matrices $\hat{\mathbf{W}}_j$, $j = 1, \ldots, \Gamma_c$, via (35). Construct $\mathbf{A}$ and $\mathbf{g}$ via (42). Let $\mu > 0$, $\alpha > 0$ and $0 < \beta < 1$. For all $i \in \{1, \cdot \cdot \cdot, n + \Gamma_a\}$, compute $\theta_i$ and $\omega_i$ via (51). Initialize variables $\{v, e_1, e_2, p, z_1, z_2, y_1, y_2\}$ as all-zeros vectors.

2: Repeat
3: \hspace{2.5ex} Compute $\phi_k$ via (48). Then, update $v_k^{i+1}$ via (53) in parallel, $\forall i \in \{1, \cdot \cdot \cdot, n + \Gamma_a\}$.
4: \hspace{2.5ex} Update $e_1^{k+1}$, $e_2^{k+1}$, via (55) in parallel.
5: \hspace{2.5ex} Update $e_1^{k+1}$, $z_1^{k+1}$, $z_2^{k+1}$, $y_1^{k+1}$ and $y_2^{k+1}$ in parallel via (46e) – (46h) respectively.
6: \hspace{2.5ex} $k \leftarrow k + 1$.
7: Until some preset conditions are satisfied.

A. Convergence

We have the following theorem to characterize the convergence property of the proposed proximal-ADMM decoding algorithm.

**Theorem 1**: Assume that $\alpha > \alpha > 0$ and $\frac{\alpha}{\lambda_{\min}(\mathbf{A}^T \mathbf{A})} \leq \mu \leq \frac{2 \beta (\mu - \alpha)^2}{\lambda_{\max}((\mu + L)^2 - (\mu - \alpha)^2)}$, where $\delta_{\mathbf{AI}}$ is the spectral norm of matrix $\begin{bmatrix} \mathbf{A} & \mathbf{I}_M & \mathbf{0} \\ \mathbf{I}_N & \mathbf{0} & -\mathbf{I}_N \end{bmatrix}$ and $L$ denotes the Lipschitz constant for the gradient $\nabla_v \mathcal{L}_i$. Let $\{v^k, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k\}$ be the tuples generated by *Algorithm* 1. Then, we have the following convergence results

$$\lim_{k \to +\infty} v^k = v^*, \quad \lim_{k \to +\infty} e_1^k = e_1^*, \quad \lim_{k \to +\infty} e_2^k = e_2^*, \quad \lim_{k \to +\infty} p^k = p^*, \quad \lim_{k \to +\infty} z_1^k = z_1^*, \quad \lim_{k \to +\infty} z_2^k = z_2^*, \quad \lim_{k \to +\infty} y_1^k = y_1^*, \quad \lim_{k \to +\infty} y_2^k = y_2^*, \quad \mathbf{A} v^* + e_1^* - \mathbf{g} = 0,$$

$$v^* = e_2^*, \quad v^* = p^*, \quad e_1^* = z_1^*, \quad e_2^* = z_2^*.$$  

Moreover, $v^*$ is a stationary point of the original problem (43), i.e.,

$$(v - v^*)^T \nabla_v g(v^*) \geq 0, \quad \forall v \in X,$$

where $g(v) = \lambda^T v - \frac{\alpha}{2} \|v - 0.5\|^2_2$.

**Proof**: See Appendix 1.

**Remark**: The above *Theorem* 1 demonstrates that the proposed proximal-ADMM decoder is theoretically-guaranteed convergent to some stationary point of the non-convex decoding problem (43). Moreover, we should note that the convergence of the state-of-the-art decoders, including ADMM-based decoders and BP-like decoders, do not have this kind of convenient property. Furthermore, the value of parameter $\mu$ can be determined efficiently since $\mathbf{A}^T \mathbf{A}$ is block diagonal. In the following subsection, we show that the proposed proximal-ADMM decoder’s computational complexity is also competitive.
TABLE II

| Variables | Equations | Multiplication Number |
|-----------|-----------|-----------------------|
| $v^{k+1}$ | (47)      | $(2q^1 - 1)(n + \Gamma_0)$ |
| $e_1^{k+1}$ | (55)      | $2(4(2^q - 1)\Gamma_c + n + \Gamma_0)$ |
| $e_2^{k+1}$ | (57)      | $2(2^q - 1)(n + \Gamma_0)$ |
| $p^{k+1}$ | (46d)     | $(2^q - 1)(n + \Gamma_0)$ |
| $z_1^{k+1}$ | (46e)     | $4(2^q - 1)\Gamma_c + n + \Gamma_0$ |
| $z_2^{k+1}$ | (46f)     | $(2^q - 1)(n + \Gamma_0)$ |
| $y_1^{k+1}/\mu_1$ | (46g) | free |
| $y_2^{k+1}/\mu_2$ | (46h) | free |
| Total |          | $(6 \cdot 2^q - 2)(n + \Gamma_0) + 12(2^q - 1)\Gamma_c$ |

B. Computational Complexity

In the subsection, we show the complexity analysis of the proposed proximal-ADMM decoding algorithm in each iteration. Moreover, the presented result only includes multiplications since they occupy a dominant computation resource in practice. Before providing the analysis on the computational complexity of Algorithm 2, we show matrix $A$ has the following property.

Fact 2: The elements in matrix $A$ are 0, 1 or -1.

Proof: See Appendix D.

Based on the above fact of matrix $A$, we can see that all multiplications with regard to $A$ can be replaced by additions. Moreover, $(\lambda + 0.5\alpha)/\mu$, $\theta_i$, $\omega_i$ and $\frac{\nu}{\mu + \rho}$ can be calculated in advance before we start the proximal-ADMM iterations.

Consider $v^{k+1}$ first. Calculating $\varphi^k_i$ in (48) only requires $2^q - 1$ multiplications, which comes from computing $\frac{\nu}{\mu}p^k_i$. Here, notice $p^k_i$ is the $(2^q-1)$-length sub-vector of $p^k$. Moreover, from (53), we can observe that computing $(\theta_i - \omega_i)\varphi^k_i$ and $\omega_i\sum_{i=1}^{q-1}\varphi^k_{i,\ell}$ requires $2^q - 1$ multiplications and one multiplication respectively. Therefore, updating $v^{k+1}$ requires $2^q+1 - 1$ multiplications.

This implies that the $v^{k+1}$-update needs $(n + \Gamma_0)(2^q + 1 - 1)$ multiplications; next, consider updating $e_1^{k+1}$ and $e_2^{k+1}$. From (55), we observe that each $v_{1,j}^{k+1}$ can be updated only via two multiplication operations. Thus, the multiplication number of the $e_1^{k+1}$-update is 2M. Similarly, observing (57), we can find that computing $e_2^{k+1}$ also requires only two multiplications.

As a result, it takes $2N$ multiplications to obtain $e_2^{k+1}$; third, from (46d)–(46h), we easily observe that updating $p^{k+1}$, $z_1^{k+1}$, and $z_2^{k+1}$ requires $N$, $M$, and $N$ multiplications respectively. In addition, observing variables $y_1$ and $y_2$ in (54), (55), and (57), one can find that if their scaled forms $\frac{v_1}{\mu}$ and $\frac{v_2}{\mu}$ are updated in the iteration procedure, they are free of multiplications, i.e., calculating $\frac{v_1}{\mu}$ and $\frac{v_2}{\mu}$ only requires some addition operations. From the above analysis, one can see that the overall multiplications of Algorithm 2 in each iteration are $(n + \Gamma_0)(2^q + 1 - 1) + 3N + 2M$. Since $M = 4(2^q - 1)\Gamma_c + n + \Gamma_0$ and $N = (2^q - 1)(n + \Gamma_0)$ (see (44)), it can be rewritten as

$$(6 \cdot 2^q - 2)(n + \Gamma_0) + 12(2^q - 1)\Gamma_c.$$
Moreover, (13) indicates $\Gamma_a \leq m(d-3) = n(1-R)(d-3)$ and $\Gamma_c \leq m(d-2) = n(1-R)(d-2)$, where $R$ denotes the code rate and $d$ is the largest check node degree. Then, one can see that either $\Gamma_a$ or $\Gamma_c$ is proportional to the code length $n$ since $d \ll n$ in the case of nonbinary LDPC codes. Therefore, we can conclude that the computational complexity of the proposed proximal-ADMM decoding algorithm in every iteration scales linearly with nonbinary LDPC code length and the size of the Galois field, or roughly $O(2^q n)$. It is comparable to the BP-like algorithm [4] and cheaper than ADMM decoders proposed in [38] especially when $q$ is large. Moreover, we should note that sub-vectors $v_i$ and entries in $e_1$, $e_2$, $p$, $z_1$, and $z_2$ can be updated in parallel. In Table II, we summarize the above analysis on computational complexity in the decoding procedure.

VI. SIMULATION RESULTS

In this section, several numerical results are presented for the proposed proximal-ADMM decoder. First, we show their error-correction performance (frame error rate (FER) and symbol error rate (SER)) and decoding efficiency, which are compared with several state-of-the-art nonbinary LDPC decoders. Second, we present how to select the proper value of the parameters in the proximal-ADMM decoders, which can improve their error-correction performance and convergence rate.

A. Comparison of Decoding Performance

We consider four LDPC codes, which are Tanner (1055,424)-$C_1$ from [41], irregular PEG (504,252)-$C_2$ from [40], rate-0.5 MacKay (204, 102)-$C_3$ from [40], and Tanner (155,64)-$C_4$ from [41] respectively. For $C_1$ and $C_2$, we use the same parity-check matrix as the binary case, but its entries are cast as elements in $F_4$. The two codes are modulated by quadrature phase shift keying (QPSK). Similar to the approach in [32], we set the first/second/third/fourth/fifth/sixth nonzero entries in each row of the parity check matrix of $C_3$ to 1/4/6/5/2/1 $\in F_8$ respectively. The code symbols of $C_3$ are modulated by 8 phase-shift keying (8PSK). For $C_4$, its parity-check matrix is the same to the binary case, but its entries are cast as elements in $F_{16}$. The corresponding modulation is sixteen quadrature amplitude modulation (16QAM). The modulated symbols are transmitted over the AWGN channel. The considered decoders include the proposed two proximal-ADMM algorithms, logarithm-domain fast-fourier-transforms-based Q-ary sum-product algorithm (Log-FFT-QSPA) [4], and non-penalized/penalized ADMM decoders in [38]. The transmitted information symbols are generated randomly. The parameters of the two proximal-ADMM algorithms are set the same, where penalty parameter $\mu$ is chosen as 0.8, 0.6, 0.7, and 0.6 for codes $C_1$-$C_4$ respectively; parameters $\alpha$, $\rho$, and $\beta$ are set to be 0.5, 0.52, and 0.9 respectively for both of the two codes; all the input codewords are generated randomly; we stop the iteration when either $\|Av^k + e^k - \rho\|_2 \leq 10^{-5}$ or $\|v^k - e^k\|_2 \leq 10^{-5}$ is satisfied, or the maximum iteration number $t_{\text{max}} = 500$ is reached. All of the simulations are performed in MATLAB 2019b/Windows 7 environment on a computer with 3GHz Intel i5-9500 CPU and 8GB RAM.

Figure 2 shows FER/SER curves of code $C_1$ – $C_4$ when different decoders are applied, where all data points are based on generating at least 200 error frames, except for the last two points where 50 error frames are observed due to limited computational resources. From figures 2(a) 2(d) one can observe that the proposed decoders have similar FER/SER performance to the penalized ADMM decoder in [38], but are much better than the non-penalized one. These indicate that the penalty term plays an important role in the decoding procedure. Moreover, from figures 2(a) 2(b) and 2(d) one can see that the proposed
Fig. 2. Comparisons of FER/SER performance for four LDPC codes from [40] and [41] in different Galois fields with different modulations.

decoders’ FER/SER performance is better than Log-FFT-QSPA [6] in the high SNR region, where FER/SER curves of the proposed two decoders continue to drop in a waterfall manner while Log-FFT-QSPA decoder’s decrease slowly. Specifically, in figure 2(c) the proposed decoders’ FER/SER performance is inferior to the Log-FFT-QSPA decoder at considered SNRs. However, we note that the slopes of the FER/SER curves of the proposed decoders are steeper than those of the Log-FFT-QSPA decoder at high SNRs. This implies that they could surpass the Log-FFT-QSPA decoder in much higher regions, for which we did not simulate due to limited computational resources. In summary, we see that the proposed proximal-ADMM decoders have better error-correction performance than the Log-FFT-QSPA decoder at a high SNR region, especially for long nonbinary LDPC codes. The reason could be that both of them are always trying to determine the global optimal solution of the decoding problem, but the Log-FFT-QSPA decoder is designed to search the solution locally.

Figure 3 and Figure 4 show the averaged iteration number and decoding time of the proposed two proximal-ADMM decoders
Fig. 3. Comparisons of the average number of iterations for four LDPC codes from [40], [41] and [38] using different decoders with different modulations, where $C_1$ denotes the Tanner (1055,424) code, $C_2$ denotes the PEG (504,252) code, $C_3$ denotes the MacKay (204,102) code, and $C_4$ denotes the Tanner (155,64) code.

and the non-penalized/penalized ADMM decoders in [38], respectively. In figure 3 all data points are averaged over one million LDPC frames. From them, it can be observed that the averaged number of iterations required by the ADMM decoders in [38] are less than the proposed proximal-ADMM decoders in high SNR regions for the considered codes $C_1$ - $C_4$. The reason could be that more auxiliary variables are involved in the decoding model. In figure 4 all data points of the curves are also averaged over one million LDPC frames. From the figures, one can see that the proposed two decoders cost less decoding time than the competing ADMM decoders [38] for the considered codes $C_1$ - $C_4$. Moreover, the proximal-ADMM decoder based on the Constant-Weight embedding technique takes a little bit longer for decoding than the one based on the Flanagan embedding.
technique, which verifies the computational analysis in Appendix E.

B. Parameter choices of the proposed proximal-ADMM decoder

Here, we just focus on the proximal-ADMM decoder based on the Flanagan embedding technique. There are several parameters in the proposed proximal-ADMM decoding Algorithm 1 including the penalty parameter $\mu$, the 2-norm penalty

$^9$In comparison with the proposed proximal-ADMM decoders, non-penalized/penalized decoders in [38] need less variables/checks. Usually, this merit leads the decoder to costing less dynamic power [47] when implementing it using an FPGA chip. Their decoding procedure involves high-dimensional Euclidean projections, which have to be implemented in series. This means that the corresponding working-frequency is higher when they desire the same decoding throughput to the proximal-ADMM decoders. From a practical viewpoint, dynamic power is an important parameter, which is related to many factors, such as variables (wires/logical resource), working frequency, voltage, etc. involved in the decoding procedure. Therefore, to evaluate dynamic power of a decoder is a complex (but important) task, which should be considered carefully in practice.
parameter $\alpha$, the ending tolerance $\xi$, the maximum iteration number $t_{\text{max}}$, and parameters $\rho$ and $\beta$. Proper parameters can make Algorithm 7 achieve favorable error-correction performance and reduce the iteration number. It is easy to see that a sufficiently large $t_{\text{max}}$ and sufficiently small $\xi$ can lead to good error-correction performance for Algorithm 7. Thus, we fix the ending tolerance $\xi = 10^{-5}$ and the maximum number of iterations $t_{\text{max}} = 500$ in the simulations. Moreover, a proper large $\beta$ is favorable because it can update variables $v$, $e_1$, and $e_2$ in every proximal-ADMM iteration and not deviate too much from the stabilized $p$, $z_1$, and $z_2$ respectively (c.f. [44]). Therefore, we set $\beta$ to be 0.9 in the simulations. Moreover, Algorithm 7 is also sensitive to the values of parameters $\mu$, $\alpha$, and $\rho$. In order to guarantee that subproblem (46a) is strongly convex with respect to variable $x$, we let $\rho > \alpha$.

Next, we focus on how to choose parameters $\mu$ and $\alpha$. Figure 5 and figure 6 plot FER performance and iteration numbers

...
for code $C_1$ as a function of parameters $\mu$ and $\alpha$ at $E_s/N_0 = 5$ dB respectively. In the figures, we set $\rho = \alpha + 0.02$ to ensure that $\rho > \alpha$ always holds. Observing figure 5 one can find that Algorithm 7 achieves better FER performance when $\mu \in (0.3, 1)$ and $\alpha \in (0.2, 0.5)$. Moreover, from Figure 6 one can see that the decoder takes fewer iterations when $\mu \in (0.3, 1)$ and $\alpha \in (0.2, 0.5)$. This means that $\mu \in (0.3, 1)$ and $\alpha \in (0.2, 0.5)$ are good choices in terms of error-correction performance and decoding efficiency of Algorithm 7.

VII. CONCLUSION

In this paper, two efficient decoders are developed for nonbinary LDPC codes in $\mathbb{F}_{2^q}$ via proximal-ADMM techniques based on the Flanagan/Constant-Weight embedding technique respectively. We show that both of their decoding complexities scale linearly with block length and Galois field’s size of the nonbinary LDPC codes and the corresponding iteration algorithms converge to some stationary point of the formulated decoding model. Besides, the latter one has a codeword symmetry property. Simulation results demonstrate the effectiveness of the proposed proximal-ADMM decoders in comparison with several state-of-the-art decoders.

APPENDIX A

PROOF OF FACT 1

Proof: By adding both sides of equations (10)-(12), we obtain

$$h_{\sigma_1} c_{\sigma_1} + h_{\sigma_2} c_{\sigma_2} + g_1 + g_1 + h_{\sigma_3} c_{\sigma_3} + g_2 + g_2 + \ldots + g_{d_i-3}$$

$$+ g_{d_i-3} + h_{\sigma_{d_j-1}} c_{\sigma_{d_j-1}} + h_{\sigma_d} c_{\sigma_d} = 0,$$

where the sum is in $\mathbb{F}_{2^q}$. Since $g_1 + g_i = 0$ in $\mathbb{F}_{2^q}$, the above equation can be reduced to

$$h_{\sigma_1} c_{\sigma_1} + h_{\sigma_2} c_{\sigma_2} + g_1 + h_{\sigma_3} c_{\sigma_3} + \ldots + h_{\sigma_{d_j-1}} c_{\sigma_{d_j-1}} + h_{\sigma_d} c_{\sigma_d} = 0,$$

which is just the $j$th check equation in (1). It can be equivalent to

$$h_{\sigma_1} c_{\sigma_1} + h_{\sigma_2} c_{\sigma_2} + g_1 = 0,$$

$$g_1 + h_{\sigma_3} c_{\sigma_3} + \ldots + h_{\sigma_{d_j-1}} c_{\sigma_{d_j-1}} + h_{\sigma_d} c_{\sigma_d} = 0.$$  

Moreover, (63b) can be further divided into

$$g_1 + h_{\sigma_3} c_{\sigma_3} + g_2 = 0,$$

$$g_2 + \ldots + h_{\sigma_{d_j-1}} c_{\sigma_{d_j-1}} + h_{\sigma_d} c_{\sigma_d} = 0.$$  

the mapping rule defined in (4), binary vector codeword $x$

Through similar derivations, we obtain

$$(10)-(12).$$

Assuming $j$ Let

Proof: Let $\mathbb{I}(\cdot)$ be the indicator function defined in $\mathbb{F}_{2^n}$, i.e., $\mathbb{I}(c, \hat{c}) = 1$ when $c = \hat{c}$ and $\mathbb{I}(c, \hat{c}) = 0$ otherwise. Then, from the mapping rule defined in (4), binary vector codeword $x_k$, corresponding to $c_k \in \mathbb{F}_{2^n}$, can be expressed by

$$x_k = [\mathbb{I}(1, c_k); \ldots; \mathbb{I}(j, c_k); \ldots; \mathbb{I}(2^n - 1, c_k)].$$

Assuming $j = c_k$, it follows that $\mathbb{I}(j, c_k) = 1$ and other elements in $x_k$ are zeros. Moreover, based on the definition of $D(2^q, h_k)_{ij}$ in (17), matrix $D(2^q, h_k)$ can be rewritten as (67). Then, we have

$$D(2^q, h_k)x_k = \begin{bmatrix}
\mathbb{I}(1, h_k) & \cdots & \mathbb{I}(1, jh_k) & \cdots & \mathbb{I}(1, (2^q - 1)h_k) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbb{I}(i, h_k) & \cdots & \mathbb{I}(i, jh_k) & \cdots & \mathbb{I}(i, (2^q - 1)h_k) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbb{I}(2^q - 1, h_k) & \cdots & \mathbb{I}(2^q - 1, jh_k) & \cdots & \mathbb{I}(2^q - 1, (2^q - 1)h_k)
\end{bmatrix}.$$  

(67)

Letting $j = c_k$ and $i = h_kc_k$, we can derive $D(2^q, h_k)x_k$ as

$$D(2^q, h_k)x_k = \begin{bmatrix}
\mathbb{I}(1, h_kc_k) \\
\vdots \\
\mathbb{I}(i, h_kc_k) \\
\vdots \\
\mathbb{I}(2^q - 1, h_kc_k)
\end{bmatrix} = \begin{bmatrix}
0 \\
\vdots \\
1 \\
\vdots \\
0
\end{bmatrix},$$  

(69)

Thus, one can conclude that any general check equation in (I) can be equivalent to the three-variables parity-check equations (10)-(12).

APPENDIX B

PROOF OF LEMMA I

Proof: Let $\mathbb{I}(\cdot)$ be the indicator function defined in $\mathbb{F}_{2^n}$, i.e., $\mathbb{I}(c, \hat{c}) = 1$ when $c = \hat{c}$ and $\mathbb{I}(c, \hat{c}) = 0$ otherwise. Then, from the mapping rule defined in (4), binary vector codeword $x_k$, corresponding to $c_k \in \mathbb{F}_{2^n}$, can be expressed by

$$x_k = [\mathbb{I}(1, c_k); \ldots; \mathbb{I}(j, c_k); \ldots; \mathbb{I}(2^n - 1, c_k)].$$

(66)

Assuming $j = c_k$, it follows that $\mathbb{I}(j, c_k) = 1$ and other elements in $x_k$ are zeros. Moreover, based on the definition of $D(2^q, h_k)_{ij}$ in (17), matrix $D(2^q, h_k)$ can be rewritten as (67). Then, we have

$$D(2^q, h_k)x_k = \begin{bmatrix}
\mathbb{I}(1, jh_k) & \mathbb{I}(j, c_k) \\
\vdots & \vdots \\
\mathbb{I}(i, jh_k) & \mathbb{I}(j, c_k) \\
\vdots & \vdots \\
\mathbb{I}(2^q - 1, jh_k) & \mathbb{I}(j, c_k)
\end{bmatrix}.$$  

(68)

Letting $j = c_k$ and $i = h_kc_k$, we can derive $D(2^q, h_k)x_k$ as

$$D(2^q, h_k)x_k = \begin{bmatrix}
\mathbb{I}(1, h_kc_k) \\
\vdots \\
\mathbb{I}(i, h_kc_k) \\
\vdots \\
\mathbb{I}(2^q - 1, h_kc_k)
\end{bmatrix} = \begin{bmatrix}
0 \\
\vdots \\
1 \\
\vdots \\
0
\end{bmatrix},$$  

(69)
which completes the proof.

**APPENDIX C**

**PROOF OF LEMMA 2**

*Proof:* According to the definition of matrix $A$ in (42a), we have

$$A^T A = \left( \sum_{r=1}^{r_c} \left[ \mathbf{W}_r (Q_r \otimes I_{2^{n-1}}) \right]^T \left[ \mathbf{W}_r (Q_r \otimes I_{2^{n-1}}) \right] \right) + S^T S = \left( \sum_{r=1}^{r_c} (Q_r \otimes I_{2^{n-1}})^T \hat{\mathbf{W}}_r^T \mathbf{W}_r + (Q_r \otimes I_{2^{n-1}})^T \hat{\mathbf{W}}_r^T \hat{\mathbf{W}}_r \right) + S^T S, \quad (70)$$

where $\hat{\mathbf{W}}_r = \left[ PT_1 D_r; \cdots; PT_{2^{n-1}} D_r \right]$, $T_\ell = \sum_{i \in K_\ell} T_i$, $\ell = 1, \cdots, 2^n - 1$, and $K_1 = \{1\}$, $K_2 = \{2\}$, $K_3 = \{1, 2\}$, $\cdots$, $K_{2^{n-1}} = \{1, \cdots, q\}$. \[10\]

Moreover, we have the following derivations for $\hat{\mathbf{W}}_r^T \hat{\mathbf{W}}_r$

$$\hat{\mathbf{W}}_r^T \hat{\mathbf{W}}_r = \sum_{\ell=1}^{2^n-1} D_\ell^T \hat{\mathbf{T}}_\ell^T \mathbf{T}_\ell P \mathbf{T}_\ell D_r,$$

$$= 4D_r^T \left( \sum_{\ell=1}^{2^n-1} \hat{\mathbf{T}}_\ell^T \hat{\mathbf{T}}_\ell \right) D_r, \quad (71)$$

where the equality “=” holds since $P^T P = 4I_4$. Since $\hat{\mathbf{T}}_\ell = \text{diag}(\sum_{i \in K_\ell} \hat{\mathbf{b}}_i^T, \sum_{i \in K_\ell} \hat{\mathbf{b}}_i^T, \sum_{i \in K_\ell} \hat{\mathbf{b}}_i^T)$, $\sum_{\ell=1}^{2^n-1} \hat{\mathbf{T}}_\ell^T \hat{\mathbf{T}}_\ell$ is also diagonal and expressed as

$$\sum_{\ell=1}^{2^n-1} \hat{\mathbf{T}}_\ell^T \hat{\mathbf{T}}_\ell = \text{diag}(\Phi, \Phi, \Phi), \quad (72)$$

where

$$\Phi = \sum_{\ell=1}^{2^n-1} \left( \sum_{i \in K_\ell} \mathbf{b}_i \right) \left( \sum_{i \in K_\ell} \hat{\mathbf{b}}_i^T \right) \begin{bmatrix} 2^{q-1} & 2^{q-2} & \cdots & 2^{q-q} \\ 2^{q-2} & 2^{q-1} & \cdots & 2^{q-q} \\ \vdots & \vdots & \ddots & \vdots \\ 2^{q-2} & 2^{q-2} & \cdots & 2^{q-1} \end{bmatrix}, \quad (73)$$

and $\Phi \in \mathbb{R}^{(2^n-1) \times (2^n-1)}$. Then, we have

$$\hat{\mathbf{W}}_r^T \hat{\mathbf{W}}_r = 4D_r^T \text{diag}(\Phi, \Phi, \Phi) D_r. \quad (74)$$

Since matrices $D(2^q, h_{r_k})$, $k = 1, 2, 3$, are elementary, we can get

$$D(2^q, h_{r_k})^T \Phi D(2^q, h_{r_k}) = \Phi, \quad k = 1, 2, 3, \quad (75)$$

\[10\text{Example: In } \mathbb{F}_8, K_1 = \{1\}, K_2 = \{2\}, K_3 = \{1, 2\}, K_4 = \{3\}, K_5 = \{1, 3\}, K_6 = \{2, 3\}, K_7 = \{1, 2, 3\}.\]
which implies that (74) can be further simplified to

\[ W^T W = 4 \text{diag}(\Phi, \Phi, \Phi). \quad (76) \]

Plugging (76) into (70) and noticing \( S = \text{diag}(1_{2^v-1}, \cdots, 1_{2^v-1}) \), we can conclude\(^{11}\)

\[ A^TA = 4 \left( \sum_{\tau=1}^{\Gamma_v} (Q_\tau \otimes I_{2^v-1})^T \text{diag}(\Phi, \Phi, \Phi)(Q_\tau \otimes I_{2^v-1}) \right) + S^T S \]

\[ = \text{diag}(4d_1 \Phi + 1_{2^{v-1}}, \cdots, 4d_n \Phi + 1_{2^{v-1}}) \]

where \( d_i, i = 1, \cdots, n + \Gamma_a \), denotes the number of three-variables parity-check equations that the \( i \)th information symbol is involved in.

From (77), it is easy to see that matrix \( (A^T A + \epsilon I_{(n+\Gamma_a)/(2^v-1)})^{-1} \) is block diagonal, whose \( i \)th diagonal block sub-matrix can be expressed as

\[ A_i^T A_i + \epsilon I_{2^{v-1}} = 4d_i \Phi + 1_{2^{v-1}} \]

\[ i = 1, \cdots, n + \Gamma_a. \quad (78) \]

Plugging LHS of (78) into (77), we obtain the first part of Lemma 2, i.e.,

\[ (A^T A + \epsilon I_{(n+\Gamma_a)/(2^v-1)})^{-1} = \text{diag} \left( (A_{1}^T A_1 + \epsilon I_{2^{v-1}})^{-1}, \ldots, (A_{n+\Gamma_a}^T A_{n+\Gamma_a} + \epsilon I_{2^{v-1}})^{-1} \right) \]

\(^{11}\)Example 5: In \( \mathbb{F}_4 \), assume there are three variable-selecting matrices \( Q_\tau \in \{0, 1\}^{3 \times 4} \). They are \( Q_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \), \( Q_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \), and \( Q_3 = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \), respectively. Notice there are four variables involved in the check equations. The first three variables are involved in two check equations and the fourth variable is involved in three check equations, i.e., \( d_1 = d_2 = d_3 = 2, \ d_4 = 3 \). Moreover, since \( S = \text{diag}(1_{2^{v-1}}, \cdots, 1_{2^{v-1}}) \), we have

\[ A^T A = 4 \left( \sum_{\tau=1}^{3} (Q_\tau \otimes I_3)^T \text{diag}(\Phi, \Phi, \Phi)(Q_\tau \otimes I_3) \right) + S^T S \]

\[ = 4 \left( \begin{bmatrix} I_3 & 0 & 0 \\ 0 & I_3 & 0 \\ 0 & 0 & I_3 \end{bmatrix}^T \text{diag}(\Phi, \Phi, \Phi) \begin{bmatrix} I_3 & 0 & 0 \\ 0 & I_3 & 0 \\ 0 & 0 & I_3 \end{bmatrix} \\ \begin{bmatrix} 0 & I_3 & 0 \\ 0 & 0 & I_3 \end{bmatrix}^T \text{diag}(\Phi, \Phi, \Phi) \begin{bmatrix} 0 & I_3 & 0 \\ 0 & 0 & I_3 \end{bmatrix} \\ \begin{bmatrix} I_3 & 0 & 0 \\ 0 & I_3 & 0 \end{bmatrix}^T \text{diag}(\Phi, \Phi, \Phi) \begin{bmatrix} I_3 & 0 & 0 \\ 0 & I_3 & 0 \end{bmatrix} \end{bmatrix} + S^T S \]

\[ = 4 (\text{diag}(\Phi, \Phi, 0, \Phi) + \text{diag}(0, \Phi, \Phi, 0) + \text{diag}(\Phi, 0, 0, \Phi)) \]

\[ = \text{diag}(4d_1 \Phi + 1_{3 \times 3}, 4d_2 \Phi + 1_{3 \times 3}, 4d_3 \Phi + 1_{3 \times 3}, 4d_4 \Phi + 1_{3 \times 3}). \]

i.e., \( A^T A = \text{diag}(4d_1 \Phi + 1_{3 \times 3}, 4d_2 \Phi + 1_{3 \times 3}, 4d_3 \Phi + 1_{3 \times 3}, 4d_4 \Phi + 1_{3 \times 3}) \).
For the second part of Lemma 2, we first plug (73) into (78), which leads to

$$A_i^T A_i + \epsilon I_{2^{q-1}} = $$

$$
\begin{bmatrix}
4d_i2^{q-1}+1+\epsilon & 4d_i2^{q-2}+1 & \cdots & 4d_i2^{q-2}+1 \\
4d_i2^{q-2}+1 & 4d_i2^{q-1}+1+\epsilon & \cdots & 4d_i2^{q-2}+1 \\
\vdots & \vdots & \ddots & \vdots \\
4d_i2^{q-2}+1 & 4d_i2^{q-2}+1 & \cdots & 4d_i2^{q-1}+1+\epsilon \\
\end{bmatrix}
$$

(79)

Observing (79), it is easy to see that the elements in the diagonal line of matrix $A_i^T A_i + \epsilon I_{2^{q-1}}$ are the same and other elements in the off-lines are the same. So its inverse matrix can be written as

$$(A_i^T A_i + \epsilon I_{2^{q-1}})^{-1} = $$

$$
\begin{bmatrix}
\theta_i & \omega_i & \cdots & \omega_i \\
\omega_i & \theta_i & \cdots & \omega_i \\
\vdots & \vdots & \ddots & \vdots \\
\omega_i & \omega_i & \cdots & \theta_i \\
\end{bmatrix}
$$

(80)

Multiplying both sides of (79) and (80), we have the following equalities

$$(4d_i2^{q-1}+1+\epsilon)\theta_i+(4d_i2^{q-2}+1)(2^q-2)\omega_i=1,$$

$$\theta_i=(4d_i2^{q-1}+1+\epsilon)\omega_i+(4d_i2^{q-2}+1)\theta_i+(4d_i2^{q-2}+1)(2^q-3)\omega_i=0,$$

which lead to

$$\theta_i = \omega_i + \frac{1}{2d_i + \epsilon},$$

$$\omega_i = \frac{-2^q d_i - 1}{(2^q d_i + \epsilon)(2^q+1+\epsilon+1)+(2^q d_i + 1)(2^q - 2)}.$$

This completes the proof.

**APPENDIX D**

**PROOF OF FACT 2**

*Proof:* To be clear, we rewrite $A$ in (42a) as follows:

$$A = \hat{W}_1 (Q_1 \otimes I_{2^{q-1}}); \cdots; \hat{W}_r (Q_r \otimes I_{2^{q-1}}); \cdots; \hat{W}_{T_2} (Q_{T_2} \otimes I_{2^{q-1}}); S],$$

where $\hat{W}_r = [P \Gamma_1 D_r; \cdots; P \Gamma_{2^{q-1}} D_r]$ and $T_{\ell} = \text{diag}(\sum_{i \in K_{\ell}} b_i^T, \sum_{i \in K_{\ell}} b_i^T, \sum_{i \in K_{\ell}} b_i^T), \ell = 1, \cdots, 2^q - 1.$ Here, we should note that $T_{\ell}$ is binary since the sum in $\sum_{i \in K_{\ell}} b_i^T$ is in $\mathbb{F}_2$.

\[\text{Here, we should note that equation (81) is only suitable for nonbinary LDPC codes, i.e., } q \geq 2. \text{ When } q = 1, \Phi = [1] \text{ and } (A_i^T A_i + \epsilon I) = 4d_i + 1 + \epsilon \text{ (notice no } \omega_i \text{ in the equation), which indicates } \theta_i = \frac{1}{2d_i + \epsilon}.\]
TABLE III
PARAMETER COMPARISON OF TWO DIFFERENT EMBEDDING TECHNIQUES

| γi,σ | Flanagan embedding | Constant-Weight embedding |
|-------|--------------------|---------------------------|
|       | \( \log \frac{p(r_i|x_i,\sigma=0)}{p(r_i|x_i,\sigma=1)} \) | \( \log \frac{1}{p(r_i|x_i,\sigma=1)} \) |
| i = 1, \cdots, n, \ σ = 1, \cdots, 2^q - 1 | i = 1, \cdots, n, \ σ = 0, 1, \cdots, 2^q - 1 |
| Rotation matrix | \( D(2^q, h_k) \) | \( \begin{bmatrix} 1 & 0^T_{2^q-1} \\ 0_{2^q-1} & D(2^q, h_k) \end{bmatrix} \) |
| B     | \( [b(1), \cdots, b(2^q - 1)] \) | \( [\tilde{b}(0), \tilde{b}(1), \cdots, \tilde{b}(2^q - 1)] \) |
| \( \mathbf{w} \) | \( 1_{2^q-1} \otimes \mathbf{t} \) | \( 1_{2^q} \otimes \mathbf{t} \) |
| \( \mathbf{F} \) | \( [W_1(Q_1 \otimes I_{2^q-1}); \cdots; W_{\Gamma_c}(Q_{\Gamma_c} \otimes I_{2^q-1})] \) | \( [W_1(Q_1 \otimes I_{2^q}); \cdots; W_{\Gamma_c}(Q_{\Gamma_c} \otimes I_{2^q})] \) |
| \( \mathbf{S} \) | \( \text{diag}(1_{2^q-1}^T, \cdots, 1_{2^q-1}^T) \) | \( \text{diag}(1_{2^q}^T, \cdots, 1_{2^q}^T) \) |
| (40)  | \( \mathbf{Sv} \preceq 1_{n+\Gamma_a} \) | \( \mathbf{Sv} = 1_{n+\Gamma_a} \) |
| A     | \( [W_1(Q_1 \otimes I_{2^q-1}); \cdots; W_{\Gamma_c}(Q_{\Gamma_c} \otimes I_{2^q-1}); \mathbf{S}] \) | \( [W_1(Q_1 \otimes I_{2^q}); \cdots; W_{\Gamma_c}(Q_{\Gamma_c} \otimes I_{2^q}); \mathbf{S}] \) |
| (54)  | \( j \in \{1, \cdots, M\} \) | \( j \in \{1, \cdots, 4(2^q - 1)\Gamma_c\} \) |
| N     | \( (2^q - 1)(n + \Gamma_a) \) | \( 2^q(n + \Gamma_a) \) |

Since \( D(2^q, h_{r_e}) \) is elementary, there is at most one nonzero element 1 in each column of \( \mathbf{T}_e D(2^q, h_{r_e}) \). Moreover, since elements in matrix \( \mathbf{P} \) are 1 or \(-1\), elements in \( \mathbf{P} \left( \sum_{i \in K_e} \mathbf{T}_e \right) \mathbf{D}_e \) are 0, 1, or \(-1\). Therefore, we can conclude that elements in \( \mathbf{W}_{\tau} \) are also either 0, 1, or \(-1\). Furthermore, since variable-selecting matrix \( \mathbf{Q}_{\tau} \) has one nonzero element “1” at most in its each row/column, \( \mathbf{Q}_{\tau} \otimes I_{2^q-1} \) should have the same property. Therefore, it is obvious that elements in \( \mathbf{W}_{\tau}(\mathbf{Q}_{\tau} \otimes I_{2^q-1}) \) are also 1, -1, or 0. Besides, since matrix \( \mathbf{S} \) only includes one nonzero element “1”, we can conclude that matrix \( \mathbf{A} \) consists of elements 1, -1, and 0.

APPENDIX E

BRIEF PRESENTATION ON THE DESIGN OF THE LDPC DECODER VIA THE CONSTANT-WEIGHT EMBEDDING TECHNIQUE

In the beginning, we should note that the formulation procedure of the decoding model via the Constant-Weight embedding technique is almost the same as the Flanagan one. A few differences are shown in Table III. To facilitate understanding them, we use the same notations for the referred parameters.

Moreover, we consider the implementation of the proximal-ADMM solving algorithm when the Constant-Weight embedding technique is also almost the same as the Flanagan one. Besides the different dimensions of the vectors and matrices \( (2^q - 1 \)
to $2^q$, the only difference is how to update variable $v$. To be clear, we rewrite (47) as follows

$$v^{k+1} = (A^TA + \epsilon I_N)^{-1}\varphi^k.$$  

(82)

Similar to (49), we have

$$(A^TA + \epsilon I_N)^{-1} = \text{diag} \left( (A_1^TA_1 + \epsilon I_2)^{-1}, \ldots, (A_n^TA_n + \epsilon I_2)^{-1} \right).$$

where 

$$(A_i^TA_i + \epsilon I_2) = \begin{bmatrix}
1 + \epsilon & 1 & 1 & \cdots & 1 \\
1 & 4d_i2^q+1 & 4d_i2^{q-2}+1 & \cdots & 4d_i2^{q-2}+1 \\
& \vdots & \vdots & \ddots & \vdots \\
1 & 4d_i2^{q-2}+1 & 4d_i2^{q-2}+1 & \cdots & 4d_i2^q+1 + \epsilon \\
\end{bmatrix}.$$  

Since its inverse has the following special structure

$$(A_i^TA_i + \epsilon I_2)^{-1} = \begin{bmatrix}
\varsigma_i & \kappa_i & \cdots & \kappa_i \\
\kappa_i & \theta_i & \omega_i & \cdots & \omega_i \\
& \vdots & \omega_i & \ddots & \vdots \\
& & \vdots & \ddots & \cdots & \omega_i \\
\kappa_i & \omega_i & \omega_i & \cdots & \theta_i \\
\end{bmatrix},$$  

(83)

we can obtain $\varsigma_i$, $\kappa_i$, $\omega_i$, and $\theta_i$ by solving a four-variables linear equation (the derivations are quite similar to the ones presented in Appendix C), which are

$$\kappa_i = \frac{1}{2^q - 1 + (1 + \epsilon)(\epsilon - 1 + 2^q(2d_i + 1))},$$

$$\varsigma_i = 1 - \frac{(2^q - 1)\kappa_i}{1 + \epsilon},$$

$$\theta_i = \omega_i + \frac{1}{2^q d_i + \epsilon},$$

$$\omega_i = \frac{(2^q d_i + 1)(1 + \epsilon) - 1}{(2^q d_i + \epsilon)(2^q - 1 + (1 + \epsilon)(\epsilon - 1 + 2^q(2d_i + 1)))}.$$
According to (83), since $(A_i^T A_i + \epsilon I_{2^q})^{-1}$ can be expressed as

$$
\mathbf{v}^{k+1}_k = \begin{bmatrix}
\kappa_i - \omega_i & \cdots & \cdots & 0 \\
0 & \theta_i - \omega_i & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \theta_i - \omega_i \\
\end{bmatrix}
\begin{bmatrix}
\omega_i \\
\omega_i \\
\vdots \\
\omega_i \\
\end{bmatrix}
+ \begin{bmatrix}
\kappa_i - \omega_i & \cdots & \cdots & \kappa_i - \omega_i \\
\kappa_i - \omega_i & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
\kappa_i - \omega_i & 0 & \cdots & 0 \\
\end{bmatrix}
\begin{bmatrix}
\omega_i \\
\omega_i \\
\vdots \\
\omega_i \\
\end{bmatrix},
$$

(82) can be written as

$$
\mathbf{v}^{k+1}_k = \begin{bmatrix}
\kappa_i - \omega_i \\
\theta_i - \omega_i \\
\vdots \\
\theta_i - \omega_i \\
\end{bmatrix}
\circ \mathbf{\phi}^k
+ \left(\omega_i \sum_{t=1}^{2^q} \phi_{i,t}^k\right) \mathbf{1}_{2^q} + \left(\kappa_i - \omega_i\right)
\begin{bmatrix}
infinity \\
infinity \\
\vdots \\
infinity \\
\end{bmatrix},
$$

(84)

where operator “$\circ$” denotes the Hardmard product. Using (84) to take the place of (53) in Algorithm 1, we can obtain the complete proximal-ADMM decoding algorithm based on the Constant-Weight embedding technique.

Furthermore, we consider the performance of the presented decoding algorithm above. The decoder’s convergence property can also be characterized by Theorem 1. The computational complexity in each ADMM iteration is still scaled linearly with nonbinary LDPC code length and the size of the Galois field. However, we should say that its decoding complexity is slightly larger than the one using the Flanagan embedding technique since the size of the matrices and vectors involved is scaled linearly in terms of $2^q$. To be clear, we show the number of multiplications used in the implementation in Table IV. Besides the guaranteed convergence and similar computational complexity, the proposed decoder based on Constant-Weight embedding satisfies a favorable property of the \textit{all-zeros assumption}, which is described as follows.

\textbf{Theorem 2:} assume that the noisy channel is symmetrical. Then, the probability that the decoding algorithm based on the Constant-Weight embedding technique fails is independent of the transmitted codeword.

\textbf{Proof:} See Appendix K

This property is also called codeword symmetry, which is very favorable in either practice or theory since it guarantees that all of the codewords have the same error probability when they are transmitted through the AWGN channel. Theorem 2 holds since all of the nonbinary symbols in $GF(2^q)$ are mapped in the same way. Moreover, since the Flanagan embedding technique treats symbol 0 differently, the corresponding decoder does not satisfy the property of codeword symmetry. However, we should note that the presented simulation results show that both of the two proximal-ADMM decoders have almost the same error-correction performance.
Define the following local functions

Definition 1:

See Appendix G.

Proof:

Lemma 3:

Before we show its proof, we give one definition and three lemmas that are used to establish Theorem 1. We have the following lemma to show that the gradient of the considered augmented Lagrangian $\mathcal{L}_\mu(\cdot)$ is Lipschitz continuous.

Lemma 3: Suppose $\alpha > 0$ and $\mu > 0$ and let $X := \{v| Av \leq \varrho, 0 \leq v \leq 1\}$. Then, the gradient of the augmented Lagrangian $\mathcal{L}_\mu$ with respect to variable $v$ is Lipschitz continuous, i.e., for any $v, v' \in X$,

$$
\|\nabla_v \mathcal{L}_\mu(v, e_1, e_2, y_1, y_2) - \nabla_v \mathcal{L}_\mu(v', e_1, e_2, y_1, y_2)\|_2 \\
\leq L \|v - v'\|_2 ,
$$

(85)

where $L \geq \alpha + \mu + \mu \delta_A^2$ and “$\delta_A$” denotes the spectral norm of matrix $A$.

Proof: See Appendix G.

Definition 1: Define the following local functions

$$
\mathcal{D}(p,z_1,z_2,y_1,y_2) = \min_{v, e_1 \geq 0, 0 \leq e_2 \leq 1} \mathcal{F}(v, e_1, e_2, p, z_1, z_2, y_1, y_2), \quad (86)
$$

$$
\begin{bmatrix}
v(p, z_1, z_2, y_1, y_2) \\
e_1(p, z_1, z_2, y_1, y_2) \\
e_2(p, z_1, z_2, y_1, y_2)
\end{bmatrix} = \begin{bmatrix}
\arg \min_{v, e_1 \geq 0, 0 \leq e_2 \leq 1} \mathcal{F}(v, e_1, e_2, p, z_1, z_2, y_1, y_2), \\
\end{bmatrix} \quad (87)
$$

$$
\mathcal{P}(p, z_1, z_2) = \min_{\forall v \in \mathbb{R}, \forall e_1, e_2} \mathcal{F}(v, e_1, e_2, p, z_1, z_2, y_1, y_2), \quad (88)
$$
where function $\mathcal{F}(\cdot)$ is expressed by

$$
\mathcal{F}(v, e_1, e_2, p, z_1, z_2, y_1, y_2) = \mathcal{L}_\mu(v, e_1, e_2, p, z_1, z_2, y_1, y_2) + \frac{\rho}{2} \|v - p\|^2 + \frac{\rho}{2} \|e_1 - z_1\|^2 + \frac{\rho}{2} \|e_2 - z_2\|^2.
$$

Based on **Definition 1**, the following inequalities hold.

**Lemma 4:** Suppose $\rho > \alpha > 0$, then we have

$$
\begin{align*}
\|v(p, z_1, z_2)\| &= \arg \min_{v \in \mathcal{V}, e_1 \in \mathcal{E}_1, e_2 \in \mathcal{E}_2} \mathcal{F}(v, e_1, e_2, p, z_1, z_2, y_1, y_2),
\end{align*}
$$

(89)

where $\mathcal{F}(\cdot)$ is expressed by

$$
\mathcal{F}(v, e_1, e_2, p, z_1, z_2, y_1, y_2) = \mathcal{L}_\mu(v, e_1, e_2, p, z_1, z_2, y_1, y_2) + \frac{\rho}{2} \|v - p\|^2 + \frac{\rho}{2} \|e_1 - z_1\|^2 + \frac{\rho}{2} \|e_2 - z_2\|^2.
$$

(90)

Moreover, if

$$
\begin{align*}
\|Av(p, z_1, z_2, y_1, y_2) + e_1(p, z_1, z_2, y_1, y_2) - g\|_2 &\leq \Delta,
\end{align*}
$$

(91)

where

$$
\begin{align*}
\varepsilon_1 &= \frac{(\rho - \alpha)^2}{(\rho + L + 2)^2}, \\
\varepsilon_2 &= \frac{(\rho - \alpha)^2}{(\rho + L + 2 - \alpha)^2}, \\
\varepsilon_3 &= \frac{(\rho - \alpha)^2}{\delta^2_{A1}}, \\
\varepsilon_4 &= \frac{(\rho - \alpha)^2}{\rho^2}, \\
\varepsilon_5 &= \frac{(\rho - \alpha)^2}{\rho^2}.
\end{align*}
$$

(92)

Moreover, if

$$
\begin{align*}
\|A v(p, z_1, z_2, y_1, y_2) + e_1(p, z_1, z_2, y_1, y_2) - g\|_2 &\leq \Delta,
\end{align*}
$$

(93)

where

$$
\begin{align*}
\varepsilon_1 &= \frac{(\rho - \alpha)^2}{(\rho + L + 2)^2}, \\
\varepsilon_2 &= \frac{(\rho - \alpha)^2}{(\rho + L + 2 - \alpha)^2}, \\
\varepsilon_3 &= \frac{(\rho - \alpha)^2}{\delta^2_{A1}}, \\
\varepsilon_4 &= \frac{(\rho - \alpha)^2}{\rho^2}, \\
\varepsilon_5 &= \frac{(\rho - \alpha)^2}{\rho^2}.
\end{align*}
$$

(94)

Moreover, if

$$
\begin{align*}
\|A v(p, z_1, z_2, y_1, y_2) + e_1(p, z_1, z_2, y_1, y_2) - g\|_2 &\leq \Delta,
\end{align*}
$$

(95)
respectively. Using the above abbreviations, we further introduce the following lemma.

**Proof:** See Appendix I.

To save space, throughout the whole proof we denote functions $F$, $D$ and $P$ at the $k$th iteration by

$$
\begin{align*}
F^k & := F \left( v^k, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k \right), \\
D^k & := D \left( p^k, z_1^k, z_2^k, y_1^k, y_2^k \right), \\
P^k & := P \left( p^k, z_1^k, z_2^k \right),
\end{align*}
$$

respectively. Using the above abbreviations, we further introduce the following lemma.

**Lemma 5:** Let $\alpha \leq \mu \lambda_{\text{min}} (A^T A)$. Then, the following inequalities hold

$$
\begin{align*}
F^{k+1} - F^k & \leq \frac{\rho + \mu}{2} \left[ \| v^{k+1} - v^k \|_2 + \| e_1^{k+1} - e_1^k \|_2 + \| e_2^{k+1} - e_2^k \|_2 \right], \\
D^{k+1} - D^k & \geq \mu \left[ A v^k + e_1^k - \theta \right]^T \phi^k + \frac{\rho}{2} \left[ z_1^{k+1} - z_1^k \right] \psi^k, \\
P^{k+1} - P^k & \geq \rho \left[ z_1^{k+1} - z_1^k \right] \left[ v \left( p^{k+1}, z_1^k, z_2^k \right) - p^k \right] - \frac{\rho \eta}{2} \left[ z_2^{k+1} - z_2^k \right] \left[ v \left( p^{k+1}, z_1^k, z_2^k \right) - p^k \right],
\end{align*}
$$

where $\eta$ and “$\phi^k$” and “$\psi^k$” are defined as follows

$$
\begin{align*}
\eta & = 1 + \frac{1}{\sqrt{\epsilon_4}}, \\
\phi^k & := A v \left( p^k, z_1^k, z_2^k, y_1^k, y_2^k \right) + e_1 \left( p^k, z_1^k, z_2^k, y_1^k, y_2^k \right) - \theta, \\
\psi^k & := p^{k+1} + p^k - 2v \left( p^{k+1}, z_1^k, z_2^k, y_1^k, y_2^k \right) - e_1 \left( p^k, z_1^k, z_2^k, y_1^k, y_2^k \right) + e_2 \left( p^k, z_1^k, z_2^k, y_1^k, y_2^k \right) + \epsilon_4\left( p^k, z_1^k, z_2^k, y_1^k, y_2^k \right).
\end{align*}
$$
Proof: See Appendix \[ \textit{I} \]

Now we are ready to prove \textit{Theorem \[ \textit{I} \]}

Proof: First, we define a potential function as follows

\[
\Psi = F - 2D + 2P. \tag{102}
\]

The key to proving convergence of the proposed proximal-ADMM algorithm is to verify that the function \( \Psi \) not only decreases sufficiently in each iteration but also is lower-bounded.

Based on (98)-(100) in \textit{Lemma \[ \textit{I} \]} we obtain

\[
\psi^k - \psi^{k+1} = (F^k - F^{k+1}) + 2(D^{k+1} - D^k) + 2(p^k - p^{k+1})
\geq \frac{\rho + \mu}{2} \left\| e_1^k - e_1^{k+1} \right\|_2^2 + \left( \frac{\rho}{2\beta} - \rho \right) \left\| z_1^k - z_1^{k+1} \right\|_2^2
+ \rho \left( z_1^k - z_1^{k+1} \right) \left( \psi^k + 2 \begin{bmatrix} e_1^k (p^k, z_1^k, z_2^k) - p^k \\ e_2^k (p^k, z_1^k, z_2^k) - z_2^k \end{bmatrix} \right)
- \mu \left( \left\| \begin{bmatrix} Av^k + e_1^k - \rho \\ v^k - e_2^k \end{bmatrix} \right\|_2^2 - 2 \begin{bmatrix} Av^k + e_1^k - \rho \\ v^k - e_2^k \end{bmatrix}^T \phi^k \right).
\tag{103}
\]

For the last term of (103), we have the following derivations

\[
\left\| \begin{bmatrix} Av^k + e_1^k - \rho \\ v^k - e_2^k \end{bmatrix} \right\|_2^2 - 2 \begin{bmatrix} Av^k + e_1^k - \rho \\ v^k - e_2^k \end{bmatrix}^T \phi^k
= \left\| \begin{bmatrix} A & I_M & 0 \\ I_N & 0 & -I_N \end{bmatrix} \begin{bmatrix} v^k - v(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) \\ e_1^k - e_1(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) \\ e_2^k - e_2(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) \end{bmatrix} \right\|_2^2 - \left\| \phi^k \right\|_2^2
\leq \delta^2 A1 \left\| \begin{bmatrix} e_1^k - v_1(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) \\ e_2^k - v_2(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) \end{bmatrix} \right\|_2^2.
\]

From (91) in \textit{Lemma \[ \textit{I} \]} we can further get

\[
\left\| \begin{bmatrix} Av^k + e_1^k - \rho \\ v^k - e_2^k \end{bmatrix} \right\|_2^2 - 2 \begin{bmatrix} Av^k + e_1^k - \rho \\ v^k - e_2^k \end{bmatrix}^T \phi^k \leq \frac{\delta^2 A1}{\varepsilon_1} \left\| \begin{bmatrix} v^k - v^{k+1} \\ e_1^k - e_1^{k+1} \\ e_2^k - e_2^{k+1} \end{bmatrix} \right\|_2^2.
\tag{104}
\]
Moreover, according to Cauchy-Schwarz inequality and (95) in \( \| \psi \|_2 \), we have
\[
\left[ p_{k+1} - p_k \right]_{z_1 - z_1}^{(T)} \left[ \psi^k + 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right] = \left[ p_{k+1} - p_k \right]_{z_1 - z_1}^{(T)} \left[ z_1^k - z_1 \right]_{z_1 - z_1}^{(T)} - 2 \left[ p_{k+1} - p_k \right]_{z_1 - z_1}^{(T)} \left[ \psi^k - 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right].
\]

(106)

Plugging (104) into (103), the inequality can be revised as
\[
\psi^k - \psi^{k+1} \geq \left( \frac{\rho + \mu}{2} - \mu \frac{\delta^2}{\zeta_1} \right) \left[ v^k - v^{k+1} \right]_{e_1^k - e_1^{k+1}}^{\left(\begin{array}{l}
\| \psi^k + 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right)
\end{array}\right] \left[ \psi^k - 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right] \leq \frac{1}{\sqrt{\varepsilon_5}} \left[ p_{k+1} - p_k \right]_{z_1 - z_1}^{(T)} \left[ z_1^{k+1} - z_1^k \right]_{z_1 - z_1}^{(T)} \left[ \psi^k + 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right].
\]

(108)

To facilitate derivations later, we define
\[
\lambda^k := \left[ v(p_{k+1}, z_k, z_2, y_1^{k+1}, y_2^{k+1}) - v(p_k, z_k, z_2) \right]_{e_1(p_{k+1}, z_k, z_2, y_1^{k+1}, y_2^{k+1}) - e_1(p_k, z_k, z_2)}^{\left(\begin{array}{l}
\| \psi^k + 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right)
\end{array}\right] \left[ \psi^k - 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right].
\]

Then, the last term in (105) can be rewritten as (106). Applying property \( 2ab \leq a^2/\lambda^2 + \lambda^2 b^2 \), we derive “(106) – (a)” as
\[
2 \left[ p_{k+1} - p_k \right]_{z_1 - z_1}^{(T)} \lambda^k \leq \left[ p_{k+1} - p_k \right]_{z_1 - z_1}^{(T)} \left[ z_1^{k+1} - z_1^k \right]_{z_1 - z_1}^{(T)} \left[ \psi^k + 2 \left( \frac{v(p_k, z_k, z_2) - p_k}{e_1(p_k, z_k, z_2) - e_1} \right) \right].
\]

(107)

Moreover, according to Cauchy-Schwarz inequality and (95) in Lemma 4, inequality (108) holds. Then, plugging (107) and
we can obtain
\[
\begin{bmatrix}
p^{k+1} - p^k \\
z_1^{k+1} - z_1^k \\
z_2^{k+1} - z_2^k
\end{bmatrix}^T \begin{bmatrix}
v(p^k, z_1^k, z_2^k) - p^k \\
e_1(p^k, z_1^k, z_2^k) - z_1^k \\
e_2(p^k, z_1^k, z_2^k) - z_2^k
\end{bmatrix} \geq \left(1 - \frac{1}{\lambda^2} - \frac{2}{\sqrt{\varepsilon_5}}\right) \begin{bmatrix}p^{k+1} - p^k \\
z_1^{k+1} - z_1^k \\
z_2^{k+1} - z_2^k\end{bmatrix}
\]  \tag{109}
Furthermore, plugging (109) into (105), we have
\[
\psi^k - \psi^{k+1} \geq \rho \left(\frac{1}{2\beta} - \eta + \frac{1}{\lambda^2} - \frac{2}{\sqrt{\varepsilon_5}}\right) \begin{bmatrix}p^{k+1} - p^k \\
z_1^{k+1} - z_1^k \\
z_2^{k+1} - z_2^k\end{bmatrix}
+ \left(\frac{\rho + \mu}{2} - \mu \sum_{\varepsilon_1}\right) \begin{bmatrix}v^k - v^{k+1} \\
e_1^k - e_1^{k+1} \\
e_2^k - e_2^{k+1}\end{bmatrix}
\]  \tag{110}

Letting \(\lambda^2 = \omega \beta\) and noticing \(\eta = 1 + \frac{1}{\sqrt{\varepsilon_5}}\) (see (101)), one can verify \(\eta - 1 + \frac{1}{\lambda^2} + \frac{2}{\sqrt{\varepsilon_5}} \leq \frac{1}{3\beta}\) when \(\omega \geq \frac{6\sqrt{\varepsilon_5}}{\sqrt{4\varepsilon_5 - 6\beta(2\sqrt{\varepsilon_5} + \sqrt{\varepsilon_5})}}\). Moreover, since \(\varepsilon_1 = \frac{(\rho - \alpha)^2}{\rho + L + 2}\) (see (48)) and the assumption \(\mu \leq \frac{\rho(\rho - \alpha)^2}{4\lambda_1(\rho + L + 2)^2 - (\rho - \alpha)^2}\) in Theorem 1, one can verify that \(\frac{\mu \delta^2}{\varepsilon_1} \leq \frac{\varepsilon + \mu}{4}\) holds. Then, (110) can be deduced as follows
\[
\psi^k - \psi^{k+1} \geq \rho \begin{bmatrix}p^{k+1} - p^k \\
z_1^{k+1} - z_1^k \\
z_2^{k+1} - z_2^k\end{bmatrix} + \frac{\rho + \mu}{4} \begin{bmatrix}v^k - v^{k+1} \\
e_1^k - e_1^{k+1} \\
e_2^k - e_2^{k+1}\end{bmatrix} \|\phi_2\|_2^2 - \rho \omega \beta \|\lambda^k\|_2^2. \tag{111}
\]

In the following, we show that term \(\rho \omega \beta \|\lambda^k\|_2^2\) can be bounded by the previous three terms.

First, since \(0 \leq v \leq 1\), \(Av\) is bounded. Moreover, since \(e_1 \geq 0\) and \(Av + e_1 - \varrho = 0\), there exists some positive vector \(\theta\) such that \(e_1 \leq \theta\). Then, we can define
\[
V := \max_{0 \leq v', v', e_1, e_2 \leq \theta} \frac{1}{\varrho \omega V^2} \begin{bmatrix}v \\
e_1 \\
e_2\end{bmatrix} - \begin{bmatrix}v' \\
e_1' \\
e_2'\end{bmatrix} \|2. \tag{112}
\]

Moreover, we define
\[
\zeta := \min \{\Delta, \sigma(\Delta/\sqrt{6\omega})\}, \tag{113}
\]
where \(\sigma(\cdot)\) is some function satisfying \(\lim_{\varepsilon \to 0} \sigma(\varepsilon) = 0\). Since \(0 < \beta \leq 1\) (see (46) below), we can denote \(\beta\)’s upper-bound as
\[
\beta < \min \left\{1, \frac{(\rho + \mu)\zeta^2}{8\rho \omega V^2}, \frac{\zeta^2 \mu}{2\rho \omega V^2}, \frac{\mu \varepsilon_3}{2\rho \omega \varepsilon_6}\right\}, \tag{114}
\]
Moreover, we define the following inequalities

\[
\left\| \begin{bmatrix}
v^k - v^{k+1} \\
e^k_1 - e_1^{k+1} \\
e^k_2 - e_2^{k+1}
\end{bmatrix} \right\|_2^2 \leq \frac{8\rho\omega V^2 \beta}{\rho + \mu},
\]

(115a)

\[
\left\| \phi^k \right\|_2^2 \leq \frac{2\rho\omega V^2}{\mu} \beta,
\]

(115b)

\[
\left\| \begin{bmatrix}
p^k - p^{k+1} \\
z_1^k - z_1^{k+1} \\
z_2^k - z_2^{k+1}
\end{bmatrix} \right\|_2^2 \leq 6\omega \beta^2 \|\mathcal{X}^k\|_2^2.
\]

(115c)

Now, we are ready to check the boundness of \(\mathcal{X}^k\). First, we assume all of the inequalities (115a)–(115c) hold. Then, plugging (112)-(114) into (115b), we can obtain (116) and (117) simultaneously.

\[
\left\| \phi^k \right\|_2 \leq \Delta,
\]

(116)

\[
\left\| \phi^k \right\|_2 \leq \sigma(\Delta/\sqrt{6\omega}).
\]

(117)

Then, we can obtain

\[
\left\| \mathcal{X}^k \right\|_2 \leq \Delta/\sqrt{6\omega}.
\]

(118)

Then, combining (46e), (115c), and (118), we have

\[
\left\| \begin{bmatrix}
v^{k+1} - p^k \\
e_1^{k+1} - z_1^k \\
e_2^{k+1} - z_2^k
\end{bmatrix} \right\|_2^2 \leq \frac{\sigma(\Delta/\sqrt{6\omega})}{\epsilon_3} \|\phi^k\|_2^2 \leq 6\omega \beta^2 \|\mathcal{X}^k\|_2^2 \leq \Delta.
\]

(119)

Combining it with (116), we can see (97) holds.

Moreover, noticing \(\mathcal{X}^k\) and \(\phi^k\) are on the right side of the inequalities (97) and (93) respectively, we have the following inequality chain

\[
\left\| \mathcal{X}^k \right\|_2 \leq \frac{1}{\epsilon_3} \left\| \begin{bmatrix}
y_1^{k+1} - y_1^* \\
y_2^{k+1} - y_2^*
\end{bmatrix} \right\|_2 \leq \frac{\epsilon_6}{\epsilon_3} \|\phi^k\|_2^2,
\]

(120)

where the first inequality comes from (93), and the second inequality comes from (97). Moreover, according to (114), (120) can be further derived to

\[
\rho \omega \beta \|\mathcal{X}^k\|_2^2 \leq \frac{\mu}{2} \|\phi^k\|_2^2.
\]

(121)

Next, we consider the case that at least one of the inequalities (115a)–(115c) does not hold. There are three scenarios:

\(^{13}\text{See proofs in Appendix I.}\)
Then, from (121), (123), (124), and (125), we can derive (111) as

\[
\begin{bmatrix}
v^k - v^{k+1} \\
e_1^k - e_1^{k+1} \\
e_2^k - e_2^{k+1}
\end{bmatrix}
\|_2^2 > \frac{8\rho\omega V^2\beta}{\rho + \mu}.
\]

Then, we have the following derivations

\[
\begin{aligned}
&\frac{\rho + \mu}{4} ||v^k - v^{k+1}||_2^2 - \rho\omega\beta\|x^k\|_2^2 \\
\geq &\frac{\rho + \mu}{8} ||v^k - v^{k+1}||_2^2 + \frac{8\rho\omega V^2\beta}{\rho + \mu} - \rho\omega\beta\|x^k\|_2^2 .
\end{aligned}
\]  

(122)

Since \( V \geq \|x^k\|_2 \) (see (112)), we can further get

\[
\frac{\rho + \mu}{4} ||v^k - v^{k+1}||_2^2 - \rho\omega\beta\|x^k\|_2^2 \geq \frac{\rho + \mu}{8} ||v^k - v^{k+1}||_2^2 .
\]  

(123)

2) \( (15b) \) does not hold, i.e., \( \|\phi^k\|_2^2 > \frac{2\rho\omega V^2}{\mu} \beta \). By exploiting the above inequality and \( V \geq \|x^k\|_2 \), we can get

\[
\mu \|\phi^k\|_2^2 - \rho\omega\beta\|x^k\|_2^2 \geq \frac{\mu}{2} \|\phi^k\|_2^2 .
\]  

(124)

3) \( (15c) \) does not hold, i.e., \( \|z^k - z^{k+1}\|_2^2 > 6\omega\beta^2\|x^k\|_2^2 \). Through similar derivations to (123) and (124), we can obtain

\[
\frac{\rho}{3\beta} ||p^k - p^{k+1}||_2^2 - \rho\omega\beta\|x^k\|_2^2 \geq \frac{\rho}{6\beta} ||z^k - z^{k+1}||_2^2 .
\]  

(125)

Then, from (121), (123), (124), and (125), we can derive (111) as

\[
\begin{bmatrix}
\psi^k - \psi^{k+1} \\
\end{bmatrix}
\|_2^2 \geq \frac{\rho + \mu}{8} ||v^k - v^{k+1}||_2^2 + \frac{\rho + \mu}{6\beta} ||z^k - z^{k+1}||_2^2 .
\]  

(126)
Adding both sides of the above inequality from $k = 1, 2, \ldots$, we can get

\[
\lim_{k \to +\infty} \Psi^k k^{1-k^k+1} \geq \frac{\theta + \mu}{8} \sum_{k=1}^{+\infty} \left\| \begin{bmatrix} v_k - v_{k+1} \\ \epsilon^k_1 - \epsilon^k+1 \\ \epsilon^k_2 - \epsilon^k+1 \end{bmatrix} \right\| + \frac{\theta}{6} \sum_{k=1}^{+\infty} \left\| \begin{bmatrix} p^k_k - p^k \\ z^k_1 - z^k \\ z^k_2 - z^k \end{bmatrix} \right\|^2 + \frac{\mu}{2} \sum_{k=1}^{+\infty} \left\| \phi^k \right\|^2.
\]

(127)

According to Definition 1, we can see that $\mathcal{F}^k \geq D^k, \mathcal{P}^k \geq D^k$ and $\mathcal{P}^k$ are lower-bounded. Therefore, $\Psi^k = (\mathcal{F}^k - D^k) + (\mathcal{P}^k - D^k) + \mathcal{P}^k$ means that $\Psi$ is also lower-bounded. Therefore, we can obtain

\[
\lim_{k \to +\infty} v^k_k - v^{k+1}_k = 0, \quad \lim_{k \to +\infty} e^k_1 - e^{k+1}_1 = 0,
\]

\[
\lim_{k \to +\infty} e^k_2 - e^{k+1}_2 = 0, \quad \lim_{k \to +\infty} p^k_k - p^{k+1}_k = 0,
\]

and

\[
\lim_{k \to +\infty} \phi^k k = 0.
\]

(129)

Plugging (128) into (126), we can obtain

\[
\lim_{k \to +\infty} v^{k+1}_k - p^k_k = 0, \quad \lim_{k \to +\infty} e^{k+1}_1 - z^k_1 = 0, \quad \lim_{k \to +\infty} e^{k+1}_2 - z^k_2 = 0.
\]

(130)

Plugging (128) into (91) and (92) respectively, we have

\[
\lim_{k \to +\infty} \begin{bmatrix} v^k_k - v_k^k \left( p^k_1, z^k_1, y^k_1, y^k_2 \right) \\ e^k_1 - e^k_1 \left( p^k_1, z^k_1, y^k_1, y^k_2 \right) \\ e^k_2 - e^k_2 \left( p^k_1, z^k_1, y^k_1, y^k_2 \right) \end{bmatrix} = 0,
\]

(131)

and

\[
\lim_{k \to +\infty} \begin{bmatrix} v \left( p^{k+1}_1, z^{k+1}_1, z^{k+1}_2, y^{k+1}_1, y^{k+1}_2 \right) - v \left( u^{k}_1, z^{k}_1, y^{k}_1, y^{k}_2 \right) \\ e_1 \left( p^{k+1}_1, z^{k+1}_1, z^{k+1}_2, y^{k+1}_1, y^{k+1}_2 \right) - e_1 \left( p^{k}_1, z^{k}_1, y^{k}_1, y^{k}_2 \right) \\ e_2 \left( p^{k+1}_1, z^{k+1}_1, z^{k+1}_2, y^{k+1}_1, y^{k+1}_2 \right) - e_2 \left( p^{k}_1, z^{k}_1, y^{k}_1, y^{k}_2 \right) \end{bmatrix} = 0,
\]

(132)

respectively. From (46h), we have

\[
\begin{bmatrix} y^{k+1}_1 - y^k_1 \\ y^{k+1}_2 - y^k_2 \end{bmatrix} = \begin{bmatrix} A & I_M & 0 \\ I_N & -I_N & 0 \end{bmatrix} \begin{bmatrix} v^{k+1}_1 \\ e^{k+1}_1 \\ e^{k+1}_2 \end{bmatrix} - \begin{bmatrix} \theta \\ \varphi \end{bmatrix}.
\]

(133)
Plugging (101b) into (133), we have
\[
\begin{bmatrix}
y_1^{k+1} - y_1^k \\
y_2^{k+1} - y_2^k
\end{bmatrix}
= \begin{bmatrix}
A & I_M & 0 \\
I_N & 0 & -I_N
\end{bmatrix}
\begin{bmatrix}
v^{k+1} - v(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}) \\
e_1^{k+1} - e_1(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}) \\
e_2^{k+1} - e_2(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1})
\end{bmatrix}
\]
\[+ \begin{bmatrix}
A & I_M & 0 \\
I_N & 0 & -I_N
\end{bmatrix}
\begin{bmatrix}
v(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}) - v(p^k, z_1^k, z_2^k, y_1^k, y_2^k) \\
e_1(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}) - e_1(p^k, z_1^k, z_2^k, y_1^k, y_2^k) \\
e_2(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}) - e_2(p^k, z_1^k, z_2^k, y_1^k, y_2^k)
\end{bmatrix}
+ \phi^k. \tag{134}
\]

Plugging (129), (131), and (132) into (134), we can obtain
\[
\lim_{k \to +\infty} y_1^{k+1} - y_1^k = 0, \quad \lim_{k \to +\infty} y_2^{k+1} - y_2^k = 0. \tag{135}
\]

From (44b) and (44c), we can see clearly that \( \{e_1^k\} \) and \( \{v^k\} \) are bounded sequences since \( \{e_2^k\} \) is bounded by \([0, 1]^N\). Plugging these bounded results into (130), we can find that \( \{p^k\}, \{z_1^k\}, \{z_2^k\} \) are also bounded sequences. Furthermore, based on the above bounded results, (55) and (57) imply that \( \{y_1^k\} \) and \( \{y_2^k\} \) are also bounded sequences.

Combining these bounded results with (128) and (135), we can conclude
\[
\lim_{k \to +\infty} v^k = v^*, \quad \lim_{k \to +\infty} e_1^k = e_1^*, \quad \lim_{k \to +\infty} e_2^k = e_2^*, \\
\lim_{k \to +\infty} p^k = p^*, \quad \lim_{k \to +\infty} z_1^k = z_1^*, \quad \lim_{k \to +\infty} z_2^k = z_2^*, \\
\lim_{k \to +\infty} y_1^k = y_1^*, \quad \lim_{k \to +\infty} y_2^k = y_2^*. \tag{136}
\]

Plugging (136) into (44b) and (130), we can get
\[
Av^* + e_1^* - q = 0, \quad v^* = e_2^*, \quad v^* = p^*, \quad e_1^* = z_1^*, \quad e_2^* = z_2^*. \tag{137}
\]

which completes the proof of the first part of Theorem 1.

Next, we prove that \( v^* \) is a stationary point of the original problem (45). Letting \( g(v) = \lambda^T v - \frac{\alpha}{2} \|v - 0.5\|^2 \), we can obtain, \( \forall x \in X \),
\[
(v - v^*)^T \nabla_v g(v^*) = (v - v^*)^T (\lambda - \alpha(v - 0.5)). \tag{138}
\]

Moreover, since \( v^{k+1} = \arg\min_v \mathcal{F}(v, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) \), then we have
\[
0 = \nabla_v \mathcal{F}(v^*, e_1^*, e_2^*, p^*, z_1^*, z_2^*, y_1^*, y_2^*)
= \lambda - \alpha(v^* - 0.5) + \rho(v^* - p^*) + A^T y_1^* + y_2^* + \mu A^T(Av^* + e_1^* - q) + \mu(v^* - e_2^*)
= \nabla_v g(v^*) + A^T y_1^* + y_2^*, \tag{139}
\]
i.e., $\nabla v g(v^*) = -A^T y_1^* - y_2^*$, where the last equality follows from (137). Then, we can further obtain
\[
(v - v^*)^T \nabla v g(v^*) = -(v - v^*)^T (A^T y_1^* + y_2^*) \\
= -(y_1^*)^T A (v - v^*) - (y_2^*)^T (v - v^*). \tag{140}
\]
Obviously, if $(y_1^*)^T A (v - v^*) \leq 0$ and $(y_2^*)^T (v - v^*) \leq 0$, then $(v - v^*)^T \nabla v g(v^*) \geq 0$. In the following, we will prove that both of them hold.

First, we have
\[
(y_1^*)^T A (v - v^*) = (y_1^*)^T ((e - e_1) - (e - e_1)) \\
= (y_1^*)^T (e_1^* - e_1). \tag{141}
\]
Then, since $e_1^* \geq 0$, we have the following derivations
\[
(y_1^*)^T e_1^* = \sum_{e_{1,j} > 0} y_{1,j}^* e_{1,j}^* \\
= \sum_{e_{1,j} > 0} \mu \nabla e_{1,j} (\rho_j - a_j^T v^* - \frac{y_{1,j}^*}{\mu} + \frac{\rho}{\mu} z_{1,j}^*) \\
= \sum_{e_{1,j} > 0} y_{1,j}^* (\rho_j - a_j^T v^* - \frac{\rho}{\mu} z_{1,j}^*), \tag{142}
\]
where the last equality holds since $z_1^* = e - A v^*$, which follows from $e_1^* = z_1^*$ and $A v^* + e_1^* - e = 0$. Moreover, since $A v^* + e_1^* - e = 0$, we also have
\[
(y_1^*)^T e_1^* = (y_1^*)^T (e - A v^*) \\
= \sum_{e_{1,j} > 0} y_{1,j}^* (\rho_j - a_j^T x^*) + \sum_{e_{1,j} = 0} y_{1,j}^* (\rho_j - a_j^T x^*) \\
= \sum_{e_{1,j} > 0} y_{1,j}^* (\rho_j - a_j^T v^*). \tag{143}
\]
Comparing (142) and (143), we can see that when $e_{1,j}^* > 0$,
\[
y_{1,j}^* = 0. \tag{144}
\]
Therefore, we can obtain
\[
(y_1^*)^T e_1^* = 0, \tag{145}
\]
since $e_1^* \geq 0$.

On the other hand, if $e_{1,j}^* = 0$, there exists $\frac{\mu}{\rho + \mu} (\rho_j - a_j^T v^* - \frac{y_{1,j}^*}{\mu} + \frac{\rho}{\mu} z_{1,j}^*) \leq 0$ (see (55)). Moreover, since $e_1^* = z_1^* = e - A v^*$, one can see that $\frac{y_{1,j}^*}{\rho + \mu} \geq (1 + \frac{\rho}{\mu}) e_{1,j}^* \geq 0$. Besides, since $\rho > 0$ and $\mu > 0$, thus we have
\[
y_{1,j}^* \geq 0, \tag{146}
\]
when \( e_{1,j}^* = 0 \). From (144) and (146), we conclude
\[
y_1^* \succeq 0.
\] (147)

Plugging (145) and (147) into (141), we obtain
\[
(y_1^*)^T(e_1^* - e_1) = -(y_1^*)^Te_1 \leq 0,
\] which means
\[
(y_1^*)^TA(v - v^*) \leq 0. \tag{148}
\]

Similar to the above derivations for (148), we can also have
\[
(y_2^*)^T(v - v^*) \leq 0. \tag{149}
\]

Therefore, we can conclude
\[
(v - v^* )^T \nabla_v g(v^*) \geq 0, \quad \forall v \in \mathcal{X}. \tag{150}
\]

This completes the proof.

**APPENDIX G**

**PROOF OF LEMMA 3**

*Proof:* Based on the definition of \( L_{\mu} \) in (45), its gradient, with respect to variable \( v \), can be calculated by

\[
\nabla_v L_{\mu}(v, e_1, e_2, y_1, y_2) = (\lambda - \alpha (v - 0.5)) + A^TY_1 + Y_2
\]

\[
+ \mu A^T(Av + e_1 - g) + \mu (v - e_2).
\]

Then, we have the following derivations

\[
\| \nabla_v L_{\mu}(v, e_1, e_2, y_1, y_2) - \nabla_v L_{\mu}(v', e_1, e_2, y_1, y_2) \|_2
\]

\[
= \| - \alpha (v - v') + \mu (v - v') + \mu A^T(Av - v') \|_2
\]

\[
\leq (\alpha + \mu + \mu \delta_A^2) \| v - v' \|_2,
\]

where “\( \delta_A \)” is the spectral norm of matrix \( A \). Letting \( L = \alpha + \mu + \mu \delta_A^2 \), we obtain (85).

**APPENDIX H**

**PROOF OF (118)**

We prove by contradiction. Suppose (118) does not hold. Since \( \lim_{\epsilon \to 0} \sigma(\epsilon) = 0 \), and suppose there exists a sequence of tuples

\[
\lim_{k \to +\infty} \{ p^k, v_1^k, v_2^k, y_1^{k+1}, y_2^{k+1} \} = \{ \hat{p}, \hat{v}_1, \hat{v}_2, \hat{y}_1, \hat{y}_2 \}, \tag{151}
\]

such that

\[
\lim_{k \to +\infty} \| \phi^k \|_2 = 0. \tag{152}
\]
Next we prove (152) and (153) cannot hold simultaneously.

First, plugging the convergence result (151) into (152) and noticing
\[ v(p, z_1, z_2, \hat{y}_1, \hat{y}_2) + e_1(p, z_1, z_2, \hat{y}_1, \hat{y}_2) - \rho \]
and \( \phi^k \) in (1015), we can see
\[
\begin{bmatrix}
A v(p, z_1, z_2, \hat{y}_1, \hat{y}_2) + e_1(p, z_1, z_2, \hat{y}_1, \hat{y}_2) - \rho \\
v(p, z_1, z_2, \hat{y}_1, \hat{y}_2) - e_2(p, z_1, z_2, \hat{y}_1, \hat{y}_2)
\end{bmatrix} = 0.
\]

Plugging (152) into KKT equations of problem (87) and notice \( \hat{y}_1 \) and \( \hat{y}_2 \) are the corresponding optimal Lagrangian multipliers (problem (87) is strongly convex), we can see
\[
\begin{bmatrix}
v(p, z_1, z_2, \hat{y}_1, \hat{y}_2)
\end{bmatrix} = \begin{bmatrix}
v(p, z_1, \hat{z}_2)
\end{bmatrix},
\]
which indicates \( \lim_{k \to +\infty} \| \lambda^k \|_2 = 0 \). This is a contradiction.

APPENDIX I

PROOF OF Lemma 4

Proof: First, we prove (91). To simplify the proof, \( F(v, e_1, e_2, \phi^k) \) is used to denote function \( F(v, e_1, e_2, p^k, z_1^k, z_2^k, \hat{y}_1^k, \hat{y}_2^k) \).

Moreover, we give the following definitions relative to \( v, e_1 \) and \( e_2 \) respectively
\[
\begin{align*}
r^k_v &= \nabla_v F(v^k, e_1^k, e_2^k, \phi^k) - \nabla_v F(v^{k+1}, e_1^k, e_2^k, \phi^k) + v^{k+1} - v^k, \\
r^k_{e_1} &= \nabla_{e_1} F(v^k, e_1^k, e_2^k, \phi^k) - \nabla_{e_1} F(v^{k+1}, e_1^k, e_2^k, \phi^k) + e_1^{k+1} - e_1^k, \\
r^k_{e_2} &= \nabla_{e_2} F(v^k, e_1^k, e_2^k, \phi^k) - \nabla_{e_2} F(v^{k+1}, e_1^k, e_2^k, \phi^k) + e_2^{k+1} - e_2^k.
\end{align*}
\]

Applying the triangle inequality to \( r^k_v \), we obtain
\[
\| r^k_v \|_2 \leq \| \nabla_v F(v^k, e_1^k, e_2^k, \phi^k) - \nabla_v F(v^{k+1}, e_1^k, e_2^k, \phi^k) \|_2 + \| v^{k+1} - v^k \|_2,
\]
\[
\leq (\rho + L + 1) \| v^{k+1} - v^k \|_2, \tag{156}
\]
where \( L \) is the Lipschitz constant defined in (85). Following similar derivations to (156), we can get
\[
\| r^k_{e_1} \|_2 \leq \| \nabla_{e_1} F(v^k, e_1^k, e_2^k, \phi^k) - \nabla_{e_1} F(v^{k+1}, e_1^k, e_2^k, \phi^k) \|_2 + \| e_1^{k+1} - e_1^k \|_2,
\]
\[
= (\rho + \mu + 1) \| e_1^{k+1} - e_1^k \|_2, \tag{157}
\]
\[
\| r^k_{e_2} \|_2 \leq \| \nabla_{e_2} F(v^k, e_1^k, e_2^k, \phi^k) - \nabla_{e_2} F(v^{k+1}, e_1^k, e_2^k, \phi^k) \|_2 + \| e_2^{k+1} - e_2^k \|_2,
\]
\[
= (\rho + \mu + 1) \| e_2^{k+1} - e_2^k \|_2. \tag{158}
\]
Then, through (156), (158), we can obtain
\[
\begin{bmatrix}
  r_v^k \\
  r_{e_1}^k \\
  r_{e_2}^k
\end{bmatrix}
\leq (\rho + L + 1)^2
\begin{bmatrix}
  v^{k+1} - v^k \\
  e_1^{k+1} - e_1^k \\
  e_2^{k+1} - e_2^k
\end{bmatrix}
\|_2.
\tag{159}
\]

Moreover, since \(v^{k+1}, e_1^{k+1}, e_2^{k+1}\) are minimizers of convex quadratic problems (46a), (46b), and (46c) respectively, according to the fixed point theorem, we have
\[
\begin{aligned}
v^{k+1} &= [v^{k+1} - \nabla_v F(v^{k+1}, e_1^k, e_2^k, \bullet)]_+ , \\
e_1^{k+1} &= [e_1^{k+1} - \nabla_{e_1} F(v^{k+1}, e_1^k, e_2^k, \bullet)]_+ , \\
e_2^{k+1} &= [e_2^{k+1} - \nabla_{e_2} F(v^{k+1}, e_1^k, e_2^k, \bullet)]_+ .
\end{aligned}
\tag{160}
\]

Plugging (160) into (155), we have
\[
\begin{bmatrix}
v^{k+1} \\
e_1^{k+1} \\
e_2^{k+1}
\end{bmatrix} = \begin{bmatrix}
v^k - \nabla_v F(v^k, e_1^k, e_2^k, \bullet) + r_v^k \\
e_1^k - \nabla_{e_1} F(v^k, e_1^k, e_2^k, \bullet) + r_{e_1}^k \\
e_2^k - \nabla_{e_2} F(v^k, e_1^k, e_2^k, \bullet) + r_{e_2}^k
\end{bmatrix} +
\begin{aligned}
v^k - \nabla_v F(v^k, e_1^k, e_2^k, \bullet) \\
e_1^k - \nabla_{e_1} F(v^k, e_1^k, e_2^k, \bullet) \\
e_2^k - \nabla_{e_2} F(v^k, e_1^k, e_2^k, \bullet)
\end{bmatrix} +
\begin{aligned}
v^k - \nabla_v F(v^k, e_1^k, e_2^k, \bullet) \\
e_1^k - \nabla_{e_1} F(v^k, e_1^k, e_2^k, \bullet) \\
e_2^k - \nabla_{e_2} F(v^k, e_1^k, e_2^k, \bullet)
\end{aligned}
\]
\tag{161}
\]

Then, we have the following derivations
\[
\begin{aligned}
\|v^k - v^{k+1}\|_2 \geq & \|v^k - \nabla_v F(v^k, e_1^k, e_2^k, \bullet) + r_v^k\|_2 \\
& + \|\nabla_v F(v^k, e_1^k, e_2^k, \bullet)\|_2 \\
\geq & \|e_1^k - e_1^{k+1}\|_2 + \|e_2^k - e_2^{k+1}\|_2
\end{aligned}
\tag{162}
\]

where the inequality comes from the triangle inequality. Following the non-expansiveness property of projection operations, (162) can be deduced to
\[
\begin{aligned}
\|v^k - v^{k+1}\|_2 \geq & \|e_1^k - e_1^{k+1}\|_2 + \|e_2^k - e_2^{k+1}\|_2
\end{aligned}
\tag{163}
\]
Moreover, (163) can be further derived as
\[
\begin{align*}
\| v^k - v^{k+1} \| \leq & \sum_{i=1}^{b} (\rho - \alpha) || e_i^k - e_1^{k+1} || \\
& \leq \sum_{i=2}^{b} (\rho - \alpha) \| e_i^k - e_1^{k+1} \| + \sum_{i=2}^{b} (\rho - \alpha) \| e_{i+1}^k - e_2^{k+1} \|
\end{align*}
\]
where \( \rho \geq (\rho - \alpha) \) holds since \( F(v, e_1, e_2, \cdot) \) is a strongly convex function with modulus \( \rho - \alpha > 0 \) [46] and \( \geq \) follows from [59]. Then, we can obtain (91) as follows
\[
\begin{align*}
\| v^k - v^{k+1} \| & \leq \frac{(\rho - \alpha)^2}{(\rho + \alpha + 1)^2} \| e_1^{k+1} - e_1^{k+1} \| \\
& \leq \frac{(\rho - \alpha)^2}{(\rho + \alpha + 1)^2} \| e_2^{k+1} - e_2^{k+1} \|
\end{align*}
\]
Next, we prove that (92) holds. Based on the triangle inequality and (91), we have
\[
\begin{align*}
\| v^{k+1} - v^k \| & \leq \frac{(\rho - \alpha)^2}{(\rho + \alpha + 1)^2} \| e_1^{k+1} - e_1^{k+1} \| + \frac{(\rho - \alpha)^2}{(\rho + \alpha + 1)^2} \| e_2^{k+1} - e_2^{k+1} \|
\end{align*}
\]
i.e.,
\[
\begin{align*}
\| v^{k+1} - v^k \| & \leq \frac{(\rho - \alpha)^2}{(\rho + \alpha + 1)^2} \| e_1^{k+1} - e_1^{k+1} \| + \frac{(\rho - \alpha)^2}{(\rho + \alpha + 1)^2} \| e_2^{k+1} - e_2^{k+1} \|
\end{align*}
\]
where \( \varepsilon_2 = \frac{(\rho - \alpha)^2}{(\rho + \alpha + 1)^2} \).

Moreover, through similar proofs for (3.6)-(3.8) in [44], we can verify that inequalities (92)-(94) hold. In addition, since \( g(v, e_1, e_2) = g(v) = \lambda^T v - \frac{1}{2} || v - 0.5 ||_2^2 \) is Lipschitz differentiable corresponding to variables \( v, e_1, \) and \( e_2 \) with constant \( L_g > \alpha \), based on Proposition 2.3 in [44], we can see that problem (44) satisfies the strict complementary condition. Then, we can prove that inequality (97) holds through similar derivations to (3.9) in [44]. This ends the proof.
Proof: First, we define the following quantities

\begin{align}
{F}^k &= F^k - F(v^{k+1}, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) \\
{F}_v^k &= F(v^{k+1}, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) - F(v^k, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) \\
{F}_{e_1}^k &= F(v^{k+1}, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) - F(v^{k+1}, e_1^{k+1}, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) \\
{F}_{e_2}^k &= F(v^{k+1}, e_1^k, e_2^{k+1}, p^k, z_1^k, z_2^k, y_1^k, y_2^k) - F(v^{k+1}, e_1^k, e_2^{k+1}, p^k, z_1^k, z_2^k, y_1^k, y_2^k) \\
{F}_p^k &= F(v^{k+1}, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) - F(v^{k+1}, e_1^k, e_2^k, p^{k+1}, z_1^k, z_2^k, y_1^k, y_2^k) \\
{F}_y^k &= F(v^{k+1}, e_1^k, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k) - F(v^{k+1})
\end{align}

It is easy to see

\begin{align}
{F}^k - {F}^{k+1} &= {F}_v^k + {F}_{e_1}^k + {F}_{e_2}^k + {F}_p^k + {F}_y^k.
\end{align}

From (46a) and (90), we can find

\begin{align}
v^{k+1} &= \text{argmin}_v F(v, e_1^k, e_2^{k+1}, p^k, z_1^k, z_2^k, y_1^k, y_2^k).
\end{align}

Since $F(v, e_1^k, e_2^{k+1}, p^k, z_1^k, z_2^k, y_1^k, y_2^k)$ is a strongly convex quadratic function, we have

\begin{align}
{F}_v^k &= \frac{\mu + \mu - \alpha}{2} \|v^k - v^{k+1}\|^2 + \frac{\mu}{2} \|A(v^k - v^{k+1})\|^2 \\
&\geq \frac{\mu + \mu - \alpha + \mu \lambda_{\text{min}}(A^TA)}{2} \|v^k - v^{k+1}\|^2.
\end{align}

Under the assumption of $\mu \lambda_{\text{min}}(A^TA) \geq \alpha$, we can obtain

\begin{align}
{F}_v^k &\geq \frac{\mu + \mu}{2} \|v^k - v^{k+1}\|^2.
\end{align}

Since $F(v^{k+1}, e_1, e_2^k, p^k, z_1^k, z_2^k, y_1^k, y_2^k)$ is a strongly convex quadratic function, $e_1 \succeq 0$, and $e_1^{k+1}$ is the minimizer of problem (46b), we have

\begin{align}
{F}_{e_1}^k &\geq \frac{\mu + \mu}{2} \|e_1^k - e_1^{k+1}\|^2.
\end{align}

Similarly, we can also obtain

\begin{align}
{F}_{e_2}^k &\geq \frac{\mu + \mu}{2} \|e_2^k - e_2^{k+1}\|^2.
\end{align}

Plugging (46c) into (166d), we can derive it as (171), where the last inequality holds since $0 < \beta \leq 1$.

Plugging (46b) into (166c), we can obtain

\begin{align}
{F}_y^k &= (y_1^k - y_1^{k+1})^T (Av^{k+1} + e_1^{k+1} - \varrho) + (y_2^k - y_2^{k+1})^T (v^{k+1} - e_2^{k+1}) \\
&= -\mu \|Av^{k+1} + e_1^{k+1} - \varrho\|^2 - \mu \|v^{k+1} - e_2^{k+1}\|^2.
\end{align}
According to (87), (176) can be rewritten as

\[
\mathcal{F}_{pz}^k = \frac{\rho}{2} \left( (p^{k+1} - p^k)^T (2v^{k+1} - p^{k+1} - p^k) + (z_1^{k+1} - z_1^k)^T (2e_1^{k+1} - z_1^{k+1} - z_1^k) + (z_2^{k+1} - z_2^k)^T (2e_2^{k+1} - z_2^{k+1} - z_2^k) \right)
\]

\[
= \frac{p}{2 \beta} \left( \|p^{k+1} - p^k\|^2 + \|z_1^{k+1} - z_1^k\|^2 + \|z_2^{k+1} - z_2^k\|^2 \right)
\]

\[
\geq \frac{p}{2 \beta} \left( \|p^{k+1} - p^k\|^2 + \|z_1^{k+1} - z_1^k\|^2 + \|z_2^{k+1} - z_2^k\|^2 \right)
\]

(171)

Then, plugging (168), (172) into (167), we have

\[
\mathcal{F}^k - \mathcal{F}^{k+1} \geq \frac{\rho + \mu}{2} \left( \begin{array}{c}
\nu^k - \nu^{k+1} \\
\epsilon_1^k - \epsilon_1^{k+1} \\
\epsilon_2^k - \epsilon_2^{k+1}
\end{array} \right) \|v^k - \nu^{k+1}\| + \frac{\rho}{2 \beta} \left( \begin{array}{c}
z_1^k - z_1^{k+1} \\
z_2^k - z_2^{k+1}
\end{array} \right) \|z_1^k - z_1^{k+1}\|^{\|} \left( \begin{array}{c}
A \nu^k + e_1^k - \theta \\
\nu^k - e_2^k
\end{array} \right) \|v^k - \nu^{k+1}\|^{\|^2}.
\]

(173)

That completes the proof of (98).

Next, we consider to prove inequality (99). To facilitate discussions later, we define

\[
\mathcal{D}_{pz}^k = \mathcal{D}^k - \mathcal{D}(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}),
\]

\[
\mathcal{D}_\nu^k = \mathcal{D}(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) - \mathcal{D}^k.
\]

(174)

Then, we have

\[
\mathcal{D}^{k+1} - \mathcal{D}^k = \mathcal{D}_{pz}^k + \mathcal{D}_\nu^k.
\]

(175)

According to (86), we can write \( \mathcal{D}_{pz}^k \) as

\[
\mathcal{D}_{pz}^k = \mathcal{F} \left( \nu(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}), \epsilon_1(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}), \epsilon_2(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}) \right)
\]

\[
- \mathcal{F} \left( \nu(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}), \epsilon_1(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}), \epsilon_2(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) \right)
\]

(176)

According to (87), (176) can be rewritten as

\[
\mathcal{D}_{pz}^k \geq \mathcal{F} \left( \nu(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}), \epsilon_1(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}), \epsilon_2(p^{k+1}, z_1^{k+1}, z_2^{k+1}, y_1^{k+1}, y_2^{k+1}) \right)
\]

\[
- \mathcal{F} \left( \nu(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}), \epsilon_1(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}), \epsilon_2(p^k, z_1^k, z_2^k, y_1^{k+1}, y_2^{k+1}) \right).
\]

(177)
Plugging (90) into (177), we can obtain
\[
D_{px}^{k} \geq \frac{\rho}{2} \left( p^{k+1} - p^{k} \right)^{T} \left( p^{k+1} + p^{k} - 2v(p^{k+1}, z_{1}, z_{2}, y_{1}, y_{2}) \right) + \frac{\rho}{2} \left( z_{1}^{k+1} - z_{1}^{k} \right)^{T} \left( z_{1}^{k+1} + z_{1}^{k} - 2e_{1}(p^{k+1}, z_{1}, z_{2}, y_{1}, y_{2}) \right) + \frac{\rho}{2} \left( z_{2}^{k+1} - z_{2}^{k} \right)^{T} \left( z_{2}^{k+1} + z_{2}^{k} - 2e_{2}(p^{k+1}, z_{1}, z_{2}, y_{1}, y_{2}) \right),
\]
which can be further written as
\[
D_{px}^{k} \geq \frac{\rho}{2} \begin{bmatrix} p^{k+1} - p^{k} \\ z_{1}^{k+1} - z_{1}^{k} \\ z_{2}^{k+1} - z_{2}^{k} \end{bmatrix}^{T} \psi^{k}.
\]

Through similar derivations, we can also get
\[
\mathcal{D}_{y}^{k} \geq \mu \begin{bmatrix} Av^{k} + e_{1}^{k} - \theta \\ v^{k} - e_{2}^{k} \end{bmatrix}^{T} \phi^{k}.
\]

Thus, combining (179) and (180), we obtain (99).

Finally, we consider to prove (100). According to Danskin’s theorem [48], we have
\[
\nabla \mathcal{P} (p^{k}, z_{1}^{k}, z_{2}^{k}) = \rho \begin{bmatrix} p^{k} - v(p^{k}, z_{1}^{k}, z_{2}^{k}) \\ z_{1}^{k} - e_{1}(p^{k}, z_{1}^{k}, z_{2}^{k}) \\ z_{2}^{k} - e_{2}(p^{k}, z_{1}^{k}, z_{2}^{k}) \end{bmatrix}.
\]

Applying the triangle inequality property and (94) to (181), we have the following derivations
\[
\left\| \nabla \mathcal{P} (p^{k}, z_{1}^{k}, z_{2}^{k}) - \nabla \mathcal{P} (p^{k+1}, z_{1}^{k+1}, z_{2}^{k+1}) \right\|_{2} \leq \rho \left( 1 + \frac{1}{\sqrt{\varepsilon_{4}}} \right) \left\| \begin{bmatrix} p^{k} - p^{k+1} \\ z_{1}^{k} - z_{1}^{k+1} \\ z_{2}^{k} - z_{2}^{k+1} \end{bmatrix} \right\|_{2},
\]
which means the gradient of function \( \mathcal{P} \) is Lipschitz continuous with respect to variables \( p, z_{1} \), and \( z_{2} \). The corresponding
Lipschitz constant is \( \rho \left( 1 + \frac{1}{\sqrt{\varepsilon_4}} \right) \). Then, according to property of the Lipschitz continuous function [49], we have

\[
P^{k+1} - P^k \leq \left( \begin{array}{c}
p^{k+1} \\
1 + 1 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2 \
...
for all \( y \in \Sigma, \alpha \in \mathbb{F}_{2^q} \). In addition, the mapping \( \tau_\beta \) is assumed to be isometric with respect to Euclidean distance in \( \Sigma \), for every \( \beta \in \mathbb{F}_{2^q} \).

### B. Equivalent decoding problem

From Appendix E, we can write the decoding problem based on Constant-Weight embedding technique as

\[
\begin{align*}
\min_v & \quad \lambda^T v - \frac{\alpha}{2} \| v - 0.5 \|^2_2, \\
\text{s.t.} & \quad \hat{F} v \leq \hat{u}, \\
& \quad S v = 1_{n+\Gamma_a}, \\
& \quad v \in [0, 1]^{2^{q(n+\Gamma_a)}}.
\end{align*}
\]

(186a)

(186b)

(186c)

(186d)

Next we change the decoding problem (186) to an equivalent decoding problem. We first define the following polytopes and one code polytope.

**Definition 3:** Let \( P_3 \) denote the parity polytope of dimension 3,

\[
P_3 := \text{conv} \left( \{ e \in \{0, 1\}^3 | \| e \|_1 \text{ is even} \} \right).
\]

(187)

Let \( S_d \) denote the standard \( d \)-simplex,

\[
S_d := \left\{ (x_0; \ldots; x_{d-1}) \in \mathbb{R}^d \middle| \sum_{i=0}^{d-1} x_i = 1, \text{ and } x_i \geq 0 \text{ for all } i \right\}.
\]

(188)

**Definition 4:** Let \( C \) be a non-binary SPC code defined by check vector \( h = [h_1; h_2; h_3] \in \mathbb{F}_{2^q}^3 \) corresponding to a three-variables parity-check equation. In \( \mathbb{F}_{2^q} \) denote by \( U \) the “code polytope” for Constant-Weight embedding where a \( (3 \cdot 2^q) \)-length variable \( v \in U \) if and only if the following constraints hold:

(a) \( v_{k,\sigma} \in [0, 1] \).

(b) \( \sum_{\sigma=0}^{2^q-1} v_{k,\sigma} = 1 \).

(c) Let \( \tilde{B}(\mathcal{K}, h) := \left\{ \alpha \in \mathbb{F}_{2^q} | \sum_{i \in \mathcal{K}} \tilde{b}(h\alpha)_i = 1 \right\} \), where \( \tilde{b}(h\alpha)_i \) denotes the \( i \)-th entry of the vector \( \tilde{b}(h\alpha) \). Let \( g^{K} \) be a 3-length vector such that \( g^K_k = \sum_{\sigma \in \tilde{B}(\mathcal{K}, h_k)} v_{k,\sigma} \), where \( k \in \{1, 2, 3\} \), then

\[
g^K \in P_3 \text{ for all } K \in \{\mathcal{K}_\ell | \ell = 1, \ldots, 2^d - 1\}.
\]

(189)

We note that in Definition 3 conditions (a) and (b) define the simplex \( S_{2^q} \).

Next we change the decoding problem (186) to an equivalent decoding problem with a constraint on polytope.

**Lemma 6:** the decoding problem (186) is equivalent to the following decoding problem

\[
\begin{align*}
\min_v & \quad \lambda^T v - \frac{\alpha}{2} \| v - 0.5 \|^2_2, \\
\text{s.t.} & \quad (Q_\tau \otimes I_{2^q}) v \in U_\tau, \quad \forall \tau \in \{1, \ldots, \Gamma_c\}.
\end{align*}
\]

(190a)

(190b)
where \( U_\tau \) is defined by Definition 5 for the check corresponding to the \( \tau \)-th decomposed three-variables parity-check equation.

**Proof:** See Appendix L.

By introducing auxiliary variables \( z_\tau, \tau = 1, \ldots, \Gamma_c \), the decoding problem (190) is equal to

\[
\min_v \quad \lambda^T v - \frac{\alpha}{2} \|v - 0.5\|_2^2, \\
\text{s.t.} \quad (Q_\tau \otimes I_{2^n}) v = z_\tau, \\
z_\tau \in U_\tau, \quad \forall \tau \in \{1, \ldots, \Gamma_c\}, \\
v_i \in S_{2^n}, \quad \forall i \in \{1, \ldots, n + \Gamma_a\},
\]

where vector \( v_i \) is the sub-vector selected from the \( i \)-th 2\( \Gamma \)-length block of \( v \). Its augmented Lagrangian function can be written as

\[
\mathcal{L}_\mu (v, z, y) = \lambda^T v - \frac{\alpha}{2} \|v - 0.5\|_2^2 + \sum_{\tau=1}^{\Gamma_c} y^T_\tau (Q_\tau \otimes I_{2^n}) v - z_\tau) + \frac{\mu}{2} \sum_{\tau=1}^{\Gamma_c} \|(Q_\tau \otimes I_{2^n}) v - z_\tau\|_2^2,
\]

where \( y_\tau \in \mathbb{R}^{2^n}, \tau \in \{1, \ldots, \Gamma_c\}, \) is Lagrangian multipliers and \( \mu > 0 \) is a preset penalty parameter. Based on the augmented Lagrangian 192, the proximal-ADMM solving algorithm for model (191) can be described as follows

\[
v^{k+1} = \arg \min_{v_i \in \{1, \ldots, n + \Gamma_a\}, v \in S_{2^n}} \mathcal{L}_\mu (v, z^k, y^k) + \frac{\rho}{2} \|v - p^k\|_2^2, \\
z^{k+1}_\tau = \arg \min_{z_\tau \in U_\tau} \mathcal{L}_\mu (v^{k+1}, z, y^k) + \frac{\rho}{2} \|z_\tau - q^k_\tau\|_2^2, \quad \forall \tau \in \{1, \ldots, \Gamma_c\}, \\
p^{k+1} = p^k + \beta(v^{k+1} - p^k), \\
q^{k+1}_\tau = q^k_\tau + \beta(z^{k+1}_\tau - q^k_\tau), \quad \forall \tau \in \{1, \ldots, \Gamma_c\}, \\
y^{k+1}_\tau = y^k_\tau + \mu (Q_\tau \otimes I_{2^n}) v^{k+1} - z^{k+1}_\tau, \quad \forall \tau \in \{1, \ldots, \Gamma_c\},
\]

where \( k \) is iteration number, \( \|v - p^k\|_2^2 \) and \( \|z_\tau - q^k_\tau\|_2^2 \) are so-called proximal terms, \( \rho \) is the corresponding penalty parameter, and \( \beta \) belongs to \((0, 1]\).

Let \( \lambda_i \) be the 2\( \Gamma \)-length sub-vector of \( \lambda \). Let \( y^{(i)}_\tau \) be the 2\( \Gamma \)-length sub-vector of \( y_\tau \) that corresponds to \( v_i \). Similarly, we define \( z^{(i)}_\tau \) to be the sub-vector of \( z_\tau \) that corresponds to \( v_i \). Let \( \mathcal{N}(i) \) denote the subset of the set \( \{1, \ldots, \Gamma_c\} \) that correspond to the set of the three-variables parity-check equations involving the \( i \)-th information symbol. In the \( x \)-update we solve the following optimization problem:

\[
v^{k+1} = \arg \min_{v_i \in \{1, \ldots, n + \Gamma_a\}, v \in S_{2^n}} \sum_{i=1}^{n + \Gamma_a} \left( \lambda_i^T v_i - \frac{\alpha}{2} \|v_i - 0.5\|_2^2 + \sum_{\tau \in \mathcal{N}(i)} (y^{(i)}_\tau)^T (v_i - z^{(i)}_\tau) \right) + \frac{\mu}{2} \sum_{\tau \in \mathcal{N}(i)} \|v_i - z^{(i)}_\tau\|_2^2 + \frac{\rho}{2} \|v_i - p^k_i\|_2^2.
\]
We can decouple $v_i$ for all $i \in \{1, \ldots, n + \Gamma_\alpha\}$ in the sense that they can be individually solved for. Therefore
\begin{equation}
\begin{aligned}
v_i^{k+1} = \arg \min_{\nu_i \in \mathbb{F}_2^n} \lambda^T \nu_i - \frac{\alpha}{2} \|v_i - 0.5\|_2^2 + \sum_{\tau \in \mathcal{N}(i)} \left( y_\tau^{k(i)} \right)^T (v_i - z_\tau^{k(i)}) + \frac{\mu}{2} \sum_{\tau \in \mathcal{N}(i)} \|v_i - z_\tau^{k(i)}\|_2^2 + \frac{\rho}{2} \|v_i - p_i^k\|_2^2
\end{aligned}
\end{equation}
\begin{equation}
= \prod_{\mathcal{S}_2^v} \left[ \frac{1}{\mu d_i - \alpha + \rho} \left( \sum_{\tau \in \mathcal{N}(i)} \left( \mu z_\tau^{k(i)} - y_\tau^{k(i)} \right) - \lambda_i - 0.5\alpha + \rho p_i^k \right) \right].
\end{equation}

Here, $d_i$ denotes the degree of the $i$-th information symbol, i.e., the number of check equations involved. In the $z$-update we can solve for each $z_\tau$ separately and obtain the following update rule:
\begin{equation}
\begin{aligned}
z_\tau^{k+1} = \arg \min_{z_\tau} \lambda^T z_\tau^{k+1} - \frac{\alpha}{2} \|z_\tau^{k+1} - 0.5\|_2^2 + \sum_{\tau \in \mathcal{N}(i)} \left( y_\tau^{k} \right)^T \left( (Q_\tau \otimes I_2^v) z_\tau^{k+1} - z_\tau \right) + \frac{\mu}{2} \sum_{\tau \in \mathcal{N}(i)} \|z_\tau - z_\tau^{k}\|_2^2 + \frac{\rho}{2} \|z_\tau - q_\tau^k\|_2^2
\end{aligned}
\end{equation}
\begin{equation}
= \prod_{\mathcal{U}_c} \left[ \frac{\mu}{\mu + \rho} (Q_\tau \otimes I_2^v) v^{k+1} + \frac{1}{\mu + \rho} y_\tau^k + \frac{\rho}{\mu + \rho} q_\tau^k \right].
\end{equation}

\section*{C. Proof of Statement (b)}

Before showing the proof of Statement (b), we give one definition and four lemmas in advance.

\textit{Definition 5:} Let $\alpha \in \mathbb{F}_2^n$ and let $x$ be a $2^\alpha$-length vector. We say that $R_\alpha(x)$ is the “relative vector” of $x$ based on $\alpha$ if
\begin{equation}
(R_\alpha(x))_\sigma = x_{\sigma + \alpha},
\end{equation}
where the sum is in $\mathbb{F}_2^n$.

We reuse this notation in the context of non-binary vectors. Let $v' \in \mathbb{F}^{n + \Gamma_\alpha}_2$ and let $v$ be a $2^\alpha(n + \Gamma_\alpha)$-length vector. Vector $v_i$ is the sub-vector selected from the $i$-th $2^\alpha$-length block of $v$, where $i = 1, \ldots, n + \Gamma_\alpha$. We say that $R_{v'}(v)$ is the “relative vector” of $v$ based on $v'$ if
\begin{equation}
(R_{v'}(v))_{i,\sigma} = v_{i,\sigma + v'_i},
\end{equation}
where $(R_{v'}(v))_{i}$ denotes the sub-vector in $R_{v'}(v)$, $(R_{v'}(v))_{i,\sigma}$ denotes the $\sigma$-th entry in $(R_{v'}(v))_{i}$, and $v_{i,\sigma + v'_i}$ denotes the $(\sigma + v'_i)$-th entry in $v_i$.

\textit{Lemma 7:} The relative operation is linear. That is,
\begin{equation}
R_\alpha(\phi_x x + \phi_y y) = \phi_x R_\alpha(x) + \phi_y R_\alpha(y),
\end{equation}
where $\phi_x \in \mathbb{R}$ and $\phi_y \in \mathbb{R}$.

Further, the relative operator is norm preserving. That is, $\|R_\alpha(x)\| = \|x\|$. 
Proof: Linearity is easy to verify. We have the following derivations

\[
(R_{\alpha}(\phi_x x + \phi_y y))_\sigma = (\phi_x x + \phi_y y)_{\sigma + \alpha} = \phi_x x_{\sigma + \alpha} + \phi_y y_{\sigma + \alpha} = \phi_x (R_{\alpha}(x))_\sigma + \phi_y (R_{\alpha}(y))_\sigma = (\phi_x R_{\alpha}(x) + \phi_y R_{\alpha}(y))_\sigma .
\]

We note that \(R_{\alpha}(\cdot)\) permutes the input vector based on \(\alpha\), and therefore the norm is preserved.

**Lemma 8:** Let \(c\) be a valid SPC codeword for 3-length check \(h\). Then \(v \in U\) if and only if \(R_{\alpha}(v) \in U\).

**Proof:** See Appendix [M].

**Lemma 9:** Suppose a convex set \(C\) is such that \(x \in C\) if and only if \(R_{\alpha}(x) \in C\) for some \(\alpha\), then \(\Pi_{C}(R_{\alpha}(v)) = R_{\alpha}(\Pi_{C}(v))\).

**Proof:** Our proof is by contradiction. Suppose that the projection of \(R_{\alpha}(v)\) onto \(C\) is \(u \neq R_{\alpha}(\Pi_{C}(v))\). Then \(R_{\alpha}^{-1}(u) \in C\) and \(R_{\alpha}^{-1}(u) \neq \Pi_{C}(v)\). We have

\[
||R_{\alpha}^{-1}(u) - v||_2^2 = ||u - R_{\alpha}(v)||_2^2 < ||R_{\alpha}(\Pi_{C}(v)) - R_{\alpha}(v)||_2^2 = ||\Pi_{C}(v) - v||_2^2 .
\]

This contradicts the fact that \(\Pi_{C}(v)\) is the projection of \(v\) onto \(C\).

**Lemma 10:** Let \(v^k, z^k_\tau, p^k, q^k_\tau\) and \(y^k_\tau\) be the updated variables in the \(k\)-th iteration when decoding \(r\), where \(\tau \in \{1, \ldots, \Gamma_c\}\). Let \(\theta^0, z^0_\tau, p^0, q^0_\tau\) and \(y^0_\tau\) be the updated variables in the \(k\)-th iteration when decoding \(r^0\), where \(\tau \in \{1, \ldots, \Gamma_c\}\). Let \(v'_\tau = Q_{\tau}v'\) be the variable involved in the \(\tau\)-th three-variables parity-check equation. If \(v^0, k = R_{\psi}(v^k), z^0_\tau = R_{\psi_\tau}(z^k_\tau), p^0, k = R_{\psi}(p^k), q^0_\tau = R_{\psi_\tau}(q^k_\tau)\) and \(y^0_\tau = R_{\psi_\tau}(y^k_\tau)\) then \(v^{0, k+1} = R_{\psi_\tau}(v^{k+1}), z^{0, k+1} = R_{\psi_\tau}(z^{k+1}), p^{0, k+1} = R_{\psi_\tau}(p^{k+1}), q^{0, k+1} = R_{\psi_\tau}(q^{k+1})\) and \(y^{0, k+1} = R_{\psi_\tau}(y^{k+1})\).

**Proof:** Let \(\gamma^0 \in \mathbb{R}^{n, 2^\gamma}\) be the log-likelihood ratio for the received vector \(r^0\) and \(\lambda^0 = [\gamma^0 \cdot 0_{\Gamma_a \cdot 2^\gamma}] \in \mathbb{R}^{(n + \Gamma_a) \cdot 2^\gamma}\). If \(i \in \{n + 1, \ldots, n + \Gamma_a\}\), it is obvious that \(\lambda^0_i = R_{\psi_\tau}(\lambda^0_i)\). If \(i \in \{1, \ldots, n\}\),

\[
\lambda^0_{i, \sigma} = \log \frac{1}{p(r^0_i | x_i, \sigma = 1)} = \log \frac{1}{p(r^0_i | x_i, \sigma = v'_i)} = \lambda_{i, \sigma + v'_i},
\]

where \(\lambda^0_{i, \sigma}\) denotes the \(\sigma\)-th entry in \(\lambda^0_i\). Therefore we conclude that \(\lambda^0 = R_{\psi_\tau}(\lambda)\). By [195], we have

\[
v^{0, k+1}_i = \Pi_{S_{2^\tau}} \left[ \frac{1}{\mu d_i - \alpha + \rho} \left( \sum_{\tau \in N(i)} \left( \mu z^{0, k}_{\tau}(i) - y^{0, k}_{\tau}(i) \right) - \lambda^0_i - 0.5\alpha + \rho p^{0, k}_i \right) \right] = \Pi_{S_{2^\tau}} \left[ \mu d_i - \alpha + \rho \left( \sum_{\tau \in N(i)} \left( \mu R_{\psi_\tau}(z^{0, k}_{\tau}(i)) - R_{\psi_\tau}(y^{0, k}_{\tau}(i)) \right) - R_{\psi_\tau}(\lambda^0_i) - 0.5\alpha + \rho R_{\psi_\tau}(p^{0, k}_i) \right) \right] = \Pi_{S_{2^\tau}} \left[ R_{\psi_\tau} \left( \frac{1}{\mu d_i - \alpha + \rho} \left( \sum_{\tau \in N(i)} \left( \mu z^{0, k}_{\tau}(i) - y^{0, k}_{\tau}(i) \right) - \lambda^0_i - 0.5\alpha + \rho p^{0, k}_i \right) \right) \right].
\]
By Lemma 9 we have
\[ v_{i}^{0,k+1} = Rv_i'(v_{i}^{k+1}) . \]

Therefore we conclude that
\[ v^{0,k+1} = Rv'(v^{k+1}) . \] (200)

By (196), we have
\[ z_{\tau}^{0,k+1} = \prod_{U_{\tau}} \left[ \frac{\mu}{\mu + \rho} (Q_{\tau} \otimes I_{2v}) v_{\tau}^{0,k+1} + \frac{1}{\mu + \rho} y_{\tau}^{0,k} + \frac{\rho}{\mu + \rho} q_{\tau}^{0,k} \right] \]
\[ = \prod_{U_{\tau}} \left[ \frac{\mu}{\mu + \rho} (Q_{\tau} \otimes I_{2v}) Rv_{\tau}'(v^{k+1}) + \frac{1}{\mu + \rho} Rv_{\tau}'(y^{k}) + \frac{\rho}{\mu + \rho} Rv_{\tau}'(q^{k}) \right] \]
\[ = \prod_{U_{\tau}} \left[ Rv_{\tau}' \left( \frac{\mu}{\mu + \rho} ((Q_{\tau} \otimes I_{2v}) v^{k+1}) + \frac{1}{\mu + \rho} y^{k} + \frac{\rho}{\mu + \rho} q^{k} \right) \right] . \]

By Lemma 9 we conclude that
\[ z_{\tau}^{0,k+1} = Rv_{\tau}'(z_{\tau}^{k+1}) . \] (201)

By (193)-(195), we have
\[ p_{\tau}^{0,k+1} = p_{\tau}^{0,k} + \beta \left( v_{\tau}^{0,k+1} - p_{\tau}^{0,k} \right) \]
\[ = Rv_{\tau}'(p_{\tau}^{k}) + \beta \left( Rv_{\tau}'(v^{k+1}) - Rv_{\tau}'(p_{\tau}^{k}) \right) \]
\[ = Rv_{\tau}'(p_{\tau}^{k} + \beta (v^{k+1} - p_{\tau}^{k})) \]
\[ = Rv_{\tau}'(p_{\tau}^{k+1}) . \] (202)

\[ q_{\tau}^{0,k+1} = q_{\tau}^{0,k} + \beta (z_{\tau}^{0,k+1} - q_{\tau}^{0,k}) \]
\[ = Rv_{\tau}'(q_{\tau}^{k}) + \beta \left( Rv_{\tau}'(z_{\tau}^{k+1}) - Rv_{\tau}'(q_{\tau}^{k}) \right) \]
\[ = Rv_{\tau}'(q_{\tau}^{k} + \beta (z_{\tau}^{k+1} - q_{\tau}^{k})) \]
\[ = Rv_{\tau}'(q_{\tau}^{k+1}) . \] (203)

\[ y_{\tau}^{0,k+1} = y_{\tau}^{0,k} + \mu \left( (Q_{\tau} \otimes I_{2v}) v_{\tau}^{0,k+1} - z_{\tau}^{0,k+1} \right) \]
\[ = Rv_{\tau}'(y_{\tau}^{k}) + \mu \left( (Q_{\tau} \otimes I_{2v}) Rv_{\tau}'(v^{k+1}) - Rv_{\tau}'(z_{\tau}^{k+1}) \right) \]
\[ = Rv_{\tau}'(y_{\tau}^{k} + \mu \left( (Q_{\tau} \otimes I_{2v}) v^{k+1} - z_{\tau}^{k+1} \right)) \]
\[ = Rv_{\tau}'(y_{\tau}^{k+1}) . \] (204)

This completes the proof.

We note that we initialize all the variables as all-zeros vectors. Obviously, \( z_{\tau}^{0,0} = Rv_{\tau}'(z_{\tau}^{0}) \), \( p_{\tau}^{0,0} = Rv_{\tau}'(p_{\tau}^{0}) \), \( q_{\tau}^{0,0} = \).
\( R_{\nu'} (q_\tau^0) \) and \( y_\tau^{0,0} = R_{\nu'} (y_\tau^0) \). By induction, we always obtain relative vectors at each iteration. It is easy to verify that both decoding processes stop at the same iteration. Therefore \( \hat{\psi}^0 = R_{\nu'} (\hat{\psi}) \), which means \( r^0 \) is decoded unsuccessfully if and only if \( r \) is decoded unsuccessfully, since \( \hat{v}_{i,0}^0 = 0 \) if and only if \( \hat{v}_{i,v'_i} = 0 \). Hence, we can conclude that \( r \in B(v') \) if and only if \( r^0 \in B(0^{n + \Gamma_a}) \). Thus, the second statement (b) holds.

**APPENDIX L**

**Proof of Lemma 6**

Proof: We need to prove that (186b)-(186d) is equivalent to \( (Q_\tau \otimes I_{2^q}) v \in \mathbb{U}_\tau, \forall \tau \in \{1, \ldots, \Gamma_c \}, \) i.e., \( (Q_\tau \otimes I_{2^q}) v \) satisfies condition (a), (b) and (c) in Definition 4 for all \( \tau \in \{1, \ldots, \Gamma_c \} \).

(186b) can be expressed explicitly as

\[
\hat{W}_\tau (Q_\tau \otimes I_{2^q}) v \preceq \hat{w}, \quad \tau = 1, \ldots, \Gamma_c.
\]

(205)

For \( \forall \tau \in \{1, \ldots, \Gamma_c \} \), \( \hat{W}_\tau (Q_\tau \otimes I_{2^q}) v \preceq \hat{w} \) can be written as

\[
\hat{P}^* (Q_\tau \otimes I_{2^q}) v \preceq t, \quad \ell = 1, \ldots, 2^q - 1.
\]

(206)

Denote the constant weight embedding function as \( \hat{f} (\cdot) \), then \( f (v'_i) = \hat{v}_i = \{v_{i,0}; \cdots; v_{i,2^q-1}\} \in \{0,1\}^{2^q} \) and \( f (v') = v = \{v_1; \cdots; v_{n+\Gamma_a}\} \in \{0,1\}^{(n+\Gamma_a)2^q} \).

According to the previous content, we have

\[
D(2^q, h_k) f (\alpha) = f (h_k \alpha), \quad k \in \{1, 2, 3\},
\]

(207)

where \( \alpha \in \mathbb{F}_{2^q} \). Then we have

\[
\left( \sum_{i \in K_\ell} \hat{b}_i^T \right) D(2^q, h_k) f (\alpha) = \sum_{i \in K_\ell} \hat{b}_i^T f (h_k \alpha) = \sum_{i \in K_\ell} \hat{b}(h_k \alpha)_i,
\]

where \( \hat{b}_i^T \) denote the \( i \)-th row vector of matrix \( B \), \( \hat{b}(h_k \alpha) \) denote the \( (h_k \alpha) \)-th column vector of matrix \( B \), and \( \hat{b}(h_k \alpha)_i \) denotes the \( i \)-th entry in \( \hat{b}(h_k \alpha) \). We have

\[
\left( \sum_{i \in K_\ell} \hat{b}_i^T \right) D(2^q, h_k) f (\alpha) = \left( \left( \sum_{i \in K_\ell} \hat{b}_i^T \right) D(2^q, h_k) \right)_\alpha,
\]

where \( \left( \sum_{i \in K_\ell} \hat{b}_i^T \right) D(2^q, h_k) \) denotes the \( \alpha \)-th entry of \( \sum_{i \in K_\ell} \hat{b}_i^T \) \( D(2^q, h_k) \). Hence

\[
\left( \left( \sum_{i \in K_\ell} \hat{b}_i^T \right) D(2^q, h_k) \right)_\alpha = \sum_{i \in K_\ell} \hat{b}(h_k \alpha)_i.
\]

Therefore we have \( \left( \sum_{i \in K_\ell} \hat{b}_i^T \right) D(2^q, h_k) = 1 \) if and only if \( \alpha \in B(K_\ell, h_k) \), where \( B(\cdot) \) is defined by Definition 4.
Let \((Q_\tau \otimes I_{2^\ell}) v = v_\tau = [v_{\tau_1}; v_{\tau_2}; v_{\tau_3}]\), where \(v_{\tau_1}, v_{\tau_2}\) and \(v_{\tau_3}\) are the \(2^\ell\)-length sub-vectors of \(v\). Then we have

\[
\left( \sum_{i \in K_\ell} \beta_i \right)^T D(2^q, h_\ell) v_{\tau_k} = \sum_{\alpha \in B(K_\ell, h_\ell)} v_{\tau_k, \alpha} = g_{\tau, K_\ell}^k,
\]

where \(k \in \{1, 2, 3\}\) and \(g_{\tau, K_\ell}^k\) is defined by Definition \[4\.

Then we have

\[
\tilde{T}_\tau D_\tau (Q_\tau \otimes I_{2^\ell}) v = g_{\tau, K_\ell}^k,
\]

where \(g_{\tau, K_\ell}^k = [g_{\tau, K_\ell}^1; g_{\tau, K_\ell}^2; g_{\tau, K_\ell}^3]\), and \(g_{\tau, K_\ell}^1, g_{\tau, K_\ell}^2, g_{\tau, K_\ell}^3 \in [0, 1]\).

From the reference \[50\] we have that \(P g_{\tau, K_\ell} \leq t\) is equivalent to \(g_{\tau, K_\ell} \in \mathbb{P}_3\). Therefore \(186b\) is equivalent to that \((Q_\tau \otimes I_{2^\ell}) v\) satisfies condition (c) in Definition \[4\] for all \(\tau \in \{1, \ldots, \Gamma_c\}\).

Obviously, \(186c\) is equivalent to that \((Q_\tau \otimes I_{2^\ell}) v\) satisfies condition (b) in Definition \[4\] for all \(\tau \in \{1, \ldots, \Gamma_c\}\). Similarly, \(186d\) is equivalent to that \((Q_\tau \otimes I_{2^\ell}) v\) satisfies condition (a) in Definition \[4\] for all \(\tau \in \{1, \ldots, \Gamma_c\}\). Therefore, \(186b\)–\(186d\) is equivalent to \((Q_\tau \otimes I_{2^\ell}) v \in \mathbb{U}_\tau\), \(\forall \tau \in \{1, \ldots, \Gamma_c\}\).

Base on the above content, problem \(186\) is equivalent to problem \(190\).

**APPENDIX M**

**PROOF OF Lemma \[5\]**

**Proof:** We first show that if \(v \in \mathbb{U}\), then \(R_e(v) \in \mathbb{U}\). In other words, we need to verify that \(R_e(v)\) satisfies all three conditions in Definition \[4\]. The first two conditions are obvious. We focus on the third condition. For any \(K \in \{K_\ell \mid \ell = 1, \ldots, 2^q - 1\}\) and any \(k \in \{1, 2, 3\}\), let \(B(K, h_k)\) be the set defined in Definition \[4\]. There are two cases: (i) \(c_k \notin B(K, h_k)\) and (ii) \(c_k \in B(K, h_k)\).

If \(c_k \notin B(K, h_k)\) then for all \(\sigma \in B(K, h_k)\),

\[
\sum_{i \in K} \tilde{b}(h_k (\sigma + c_k))_i = \sum_{i \in K} \tilde{b}(h_k \sigma + h_k c_k)_i = \sum_{i \in K} \left[\tilde{b}(h_k \sigma)_i + \tilde{b}(h_k c_k)_i\right] = 1 + 0 = 1,
\]

where the second equality follows because that the addition in \(\mathbb{F}_{2^\ell}\) is equivalent to the vector addition of the corresponding binary vectors. Similarly, for all \(\sigma \notin B(K, h_k)\), \(\sum_{i \in K} \tilde{b}(h_k (\sigma + c_k))_i = 0\). Thus \(\sigma + c_k \notin B(K, h_k)\) if and only if \(\sigma \in B(K, h_k)\).

By Definition \[5\] \((R_e(v))_{k, \sigma} = v_{k, \sigma + c_k}\). Let \(g_{K}^e := \sum_{\sigma \in B(K, h_k)} v_{k, \sigma}\) and \(g_{K}^{\Gamma} := \sum_{\sigma \in B(K, h_k)} (R_e(v))_{k, \sigma}\), then

\[
\sum_{\sigma \in B(K, h_k)} (R_e(v))_{k, \sigma} = \sum_{\sigma \in B(K, h_k)} v_{k, \sigma + c_k} = \sum_{(\sigma + c_k) \in B(K, h_k)} v_{k, \sigma + c_k} = \sum_{i \in B(K, h_k)} v_{k, i} = g_{K}^c.
\]
Therefore we conclude that $\tilde{g}_k^K = g_k^K$.

For case (ii), $c_k \in \tilde{B}(K, h_k)$. Using the same argument as above, we can show that $\sigma + c_k \in \tilde{B}(K, h_k)$ if and only if $\sigma \notin \tilde{B}(K, h_k)$. Therefore

\[
\sum_{\sigma \in \tilde{B}(K, h_k)} (R_e(v))_{k, \sigma} = \sum_{\sigma \in \tilde{B}(K, h_k)} v_{k, \sigma + c_k}
\]

\[
= \sum_{l \in \tilde{B}(K, h_k)} v_{k, l}
\]

\[
= \sum_{l=0}^{2^l-1} v_{k, l} - \sum_{l \in \tilde{B}(K, h_k)} v_{k, l} = 1 - g_k^K.
\]

Combining the two cases, we conclude that the vector $\tilde{g}_k^K$ satisfies the following conditions:

\[
\tilde{g}_k^K = \begin{cases} 
  g_k^K & \text{if } c_k \notin \tilde{B}(K, h_k) \\
  1 - g_k^K & \text{if } c_k \in \tilde{B}(K, h_k).
\end{cases} \tag{208}
\]

We can rephrase this condition by introducing the following notation: Let $g^{K, e}_k$ be a binary vector for $K$ and $e$ defined by $g^{K, e}_k := \sum_{\sigma \in \tilde{B}(K, h_k)} f(c)_{k, \sigma}$, where $f(c)$ is the Constant-Weight embedding of $c$, $f(c)_k$ is the $2^l$-length sub-vector of $f(c)$ and $f(c)_{k, \sigma}$ denotes the $\sigma$-th entry in $f(c)_k$. $g^{K, e}_k$ is a binary vector with even parity. By its definition, $g^{K, e}_k = 1$ if and only if $c_k \in \tilde{B}(K, h_k)$. Thus we can rewrite (208) as

\[
\tilde{g}_k^K = \begin{cases} 
  g_k^K & \text{if } g^{K, e}_k = 0 \\
  1 - g_k^K & \text{if } g^{K, e}_k = 1.
\end{cases} \tag{209}
\]

When applying [11, Lemma 17] to the case of binary single parity-check code, we conclude that $\tilde{g}_k^K \in \mathbb{P}_3$ if $g^{K, e}_k \in \mathbb{P}_3$. This conclude our verification of the third condition of Definition 2.

Next we need to show that if $R_e(v) \in \mathbb{U}$, then $v \in \mathbb{U}$. Note that in $(R_e(v))_{k, \sigma} = v_{k, \sigma + c_k}$, $\sigma + c_k$ is equivalent to $\sigma - c_k$ for $\mathbb{F}_{2^l}$, i.e., $v = R_e (R_e (v))$. Therefore the proof is identical to the previous case.
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