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Abstract—Over the past decade, social networks have revolutionised the communication between organisations and their customers, and the data provided by customers on social network platforms is having an increasingly important impact on how organisations collect and analyse this data to make better decisions. We have prepared a new dataset that will allow the scientific community to estimate and evaluate new models using nearly the same conditions. Moreover, this dataset represents a recent and interesting sample for the proposed machine learning models to correctly identify the topics or points on which the company should focus to improve customer satisfaction and better meet their needs. Therefore, we have proposed a recurrent neural network (RNN) with Long short-term memory (LSTM) that we will run in the cloud to predict sentiment analysis. The objective is also to define systems capable of extracting subjective information from natural language texts, such as feelings and opinions, with the aim of creating structured knowledge that can be used by a decision support system or a decision maker for better customer management. The proposed neural network has been trained on the proposed dataset which contains 50,000 customer observations. The performance of the proposed architecture is very important as the success rate is 96%.
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I. INTRODUCTION

In recent years, social networks have revolutionised communication between organisations and their customers. The data provided by customers on social media platforms is having an increasing impact on how organisations collect and analyse this data to make better decisions. Natural language processing (NLP) is one of the most promising ways to process data and text from social networks. Developing powerful methods and models to extract relevant information from large amounts of data from multiple sources and languages is a complex challenge. It can be overcome when a powerful pipeline is built to transform this raw data into useful information that we can use.

Information extraction [27], classification and grouping methods [25] are one of the main approaches to leverage raw textual data and transform it into valuable information. In the field of data processing, a robust pipeline is needed to clean this textual data and make it ready for use by different models. To this end, our objective is to propose a data preparation pipeline ranging from data processing and cleaning to digital representation of textual data. The prepared data is intended to be used as training data for machine learning models. A deep learning model is also implemented for sentiment analysis, defined as a system for extracting subjective information from natural language texts, such as feelings and opinions, to create structured knowledge that will be used by a decision support system or a decision maker.

As far as structure is concerned, this paper is organised as follows: Section 2, presents a literature review on the works related to the different technologies used for natural language processing and their fields of use, namely linguistics and artificial intelligence. Section 3 details the structure of our data preparation pipeline which consists of six modules: data cleaning, tokenization, data normalization, stemming and lemmatization, token categorization and finally data representation. Section 4 is reserved for the creation of machine learning models that are able to classify the observations in our data by assigning them a star score ranging from one to five (Very Satisfied, Satisfied, Fair, Dissatisfied and Very Dissatisfied). In Section 5, a Recurrent Neural Network (RNN) with Long Short-Term Memory cells (LSTM) is implemented for the sentiment analysis of our customers. Section 6 is devoted to the digital experiments. We also discuss and comment on the results obtained and show the effectiveness of our models. Finally, a conclusion that summarises the study and gives some potential perspectives for the developed approach to improve the current results.

II. RELATED WORK

Social networking is a phenomenon that has recently developed worldwide and has rapidly attracted billions of users. The main reason for this phenomenon is the ability of online social networks to provide a platform for users for better communication, as explained in the work of [16]. This form of electronic communication through social networking platforms allows customers to generate their content and share it in different forms, usually in text form. This content is very valuable to the organisations involved. Therefore, automatic natural language processing is formed as an emerging area of research and development [19].

Natural Language Processing can be defined as a field of study using computer science, artificial intelligence and linguistic concepts to analyse natural language. In other words, NLP is a set of tools used to derive meaningful information from textual data and generally used to obtain knowledge and decision support by processing textual data present in web pages, documents, customer reviews [20].

As mentioned earlier, linguistics is an essential part of natural language processing and can be defined as the scientific study of the structure and development of language with particular emphasis on grammar, semantics and phonetics. In other words, linguistics is primarily concerned with the design and evaluation of language rules. If we read this definition
carefully, we realise that natural language is controlled by a set of rules such as grammar and semantics. These rules will be key factor in enabling the machine to understand the textual data and to process it. The author in [13] present a study that summarises the linguistic research techniques used in automating the analysis of the linguistic structure of language and, at the same time, sheds light on the development of core technologies such as speech recognition, speech synthesis and machine translation using artificial intelligence.

Artificial intelligence (AI) is a branch of computer science that aims to propose and construct systems able of performing tasks that require human intelligence. In other words, any algorithm or computer technique capable of performing sophisticated tasks such as driving a car or diagnosing a disease can be classified as artificial intelligence (for more information, see [24]). Machine learning is a sub-field of artificial intelligence that deals with the development of algorithms capable of learning to perform tasks automatically on the basis of a large number of examples, without being pre-programmed to do so in the case of supervised learning, or with the creation of clusters and grouping of the most similar observations in the case of unsupervised learning. We cite the book Machine learning algorithms [8] for more information on machine learning algorithms. On the other hand, Deep Learning refers to the branch of machine learning based on neural network architectures. In [17], the authors summarise the basic principles of deep learning and machine learning to provide a general understanding of the methodical foundations of current intelligent systems. The development of NLP applications relies heavily on machine learning and deep learning methods. Therefore, both disciplines play an important role in the development of this project.

In a natural language processing project, the data is nothing more than text - unstructured data produced by people to be understood by others. Nevertheless, this unstructured data contains patterns or indications that allow it to be analysed by a computer. To put it differently, although text is unstructured data, it is not disordered. On the contrary, text is governed by linguistic properties that enable communication [10]. Thus, our contribution will be to find patterns in the text, and analyse them for better decision making. This approach is similar to that of [20] who proposed a framework for big data analytics in commercial social networks for sentiment analysis and fake review detection for marketing decision making. Furthermore, when working with natural language, we frequently encounter the concepts of syntax and semantics. The syntax of a language refers to the rules that govern the way in which linguistic elements are put together to form phrases, clauses, and sentences. It should be noted, however, that the syntactic rules of a natural language are not as strict as those of computer languages. This is means that it is essential that a sentence follows the basic syntactic rules, so that it can be used to enable the machine to process textual data.

Natural language processing is performed on text data ranging from a few words entered by the user for an Internet search to multiple documents to be analysed and from which information needs to be extracted for better decision making. Thus, natural language processing is used in a variety of situations to solve many different types of problems:

- **Searching for a string of characters:** automatic processing of natural language makes it possible to identify specific elements in the text. For example, it can be used to find the occurrence of a word or more generally a string of characters in a document. As an illustration, in the work of [21], a string recognition method based on a lexical search method was proposed. In this method, the string is identified by searching a sequence of segment patterns matching the string in a lexicon.

- **Entity recognition:** this involves extracting names of places, people, organisations and products from the text. As an application, [26] proposed an NLP pipeline from part-of-speech tagging, through chunking, to named entity recognition of Twitter.

- **Sentiment analysis:** This technique is used to determine people’s feelings and attitudes towards a product or service. It is useful for providing feedback on how a product or service has been perceived. Companies in all sectors are analysing their social network data streams to better understand their customers’ opinions. The main challenge is to extract reliable textual reviews from consumers and use them automatically to evaluate the best products or brands. [20] proposed a framework to automatically analyse reviews. Sentiment analysis was used to analyse online reviews on Amazon. Similarly, in the work of Kumar and Sebastian (2012), a hybrid method is proposed, which uses corpus-based and dictionary-based algorithms to define the semantic orientation of opinion words in tweets. In [3], a new method of approaching sentiment classification is proposed based on Twitter data.

- **Search engine:** Making extensive use of natural language processing for a variety of tasks, such as query understanding, query expansion, question answering, information retrieval, ranking and clustering of results. For example, in [1], a search engine specific to scientific research is proposed, which first collects the information disseminated on the web in the sites of academic institutions and in the personal homepages of researchers. Then, after intensive text processing, it summarises the information in an enriched and user-friendly presentation oriented towards non-expert users. A question answering system has been proposed by [23], which consists of automatically answering a question posed by a human in natural language using a pre-structured database or a collection of natural language documents.

- **Electronic messaging:** Email platforms use natural language processing to provide a series of features, such as spam classification, inbox priority, auto-completion. As an example for spam classification, [18] proposed a comprehensive spam classification system based on semantic text classification using NLP and URL-based filtering. Similarly, [12] compared various ML algorithms and a convolutional neural network was studied with the objective of creating a powerful and efficient model for correctly classifying emails.

The above use cases are just a sample. NLP is increasingly used in several other applications, and new applications of NLP
are emerging very rapidly. For instance, program synthesis is an ambitious and new field that consists in generating a source code (programming code) from a natural description. The author in [6] proposed an RNN with LSTM cells that generates java source code from a description expressed in natural language.

Several factors make the process of processing text data difficult. The existence of several languages, each of them having different rules [10] is an example of this difficulty. To illustrate, words can be ambiguous and their meaning may depend on their context. A word can also express an action, a feeling, a name or something very different. As textual data belong to the family of unstructured data, it is necessary to go through a set of data preparation operations to make them useful and usable. Despite these difficulties, natural language processing is able to perform complicated tasks in an adequate way and to bring added value in many domains. For example, sentiment analysis can be performed on customer reviews, which can identify potential problems and anomalies with a certain product or service and improve it. In the following, a robust pipeline is used to clean up the textual data and make it ready for use by the various AI models. Postal services have been considered as an application. A pipeline is proposed for data preparation, ranging from data processing and cleaning to digital representation of textual data.

III. DATASET, EXPLORATORY DATA ANALYSIS AND PIPELINE

One of the most important applications where customer service needs to be improved is the postal service. Thus, our goal is to project this application to improve this service.

A. The Dataset

The first step in the development process of any NLP classification system is to collect data relevant to the proposed problem. An initial idea that may arise is to use structured datasets found on sites such as kaggle, but the problem with this approach is that these datasets deal with topics that are not relevant to the business knowledge related to the services offered by the Post. This will result in poor performance for our model. Therefore, we will need to think about retrieving a meaningful and real training dataset for the Post. One way to build a meaningful dataset is to collect reviews from organizations that operate in very similar, if not identical, domains to the Post using a scrapping method. The idea of choosing several organizations instead of one is on the one hand to have a large volume of data and on the other hand, because very often an organization tends to have mainly positive opinions and at the same time some negative opinions (having diffuse opinions).

In order to build the most accurate and robust model possible, it is necessary to have a fairly generalized set of data and to touch as much as possible all categories of reviews. To do so, several datasets from different countries (United States Postal Service, Canada Post and French Post) have been collected. Fig. 1 shows the percentage of observations of the data with a score ranging from 1 to 5 (note that we collect and scrap the data in open source).

Due to the fact that Post France notices are in French. The Google API was used to translate the data observations to obtain standardized observations in one language, English.

B. Exploratory Data Analysis

The idea behind this part (topology of text data observations) is to get an idea of how the data was constructed and if there is some pattern in the way reviews are written by customers, i.e. words used by customers, length of comments, etc. This will help us choose the Hyper-parameters for the Machine Learning / Deep Learning models. We start by visualizing the length distribution of the data observations in Fig. 2. To do this, we can calculate the length of each review and then visualize them using a histogram (Fig. 3).

We can say that most comments are between 180 and 219 characters long, and as the number of characters increases, these comments become rarer. On average, a comment contains about 176 characters with a median of 190.

We can see that most of the customer reviews are about 30 to 39 words long, with an average of 32 words per review and a median of 34 and a maximum of 151 words.

This will allow us to have a first interaction with the textual data we have in order to extract indications and a first general
view of the available data.

C. Data Preparation Pipeline

At this point, the goal is to clean the data to make it more usable. This task consists of a series of steps to process, clean and normalize the textual data into a form that contains much less noise. The general idea is to remove unnecessary elements that may interfere with decision making or handicap the learning process.

The structure of our data preparation pipeline consists of six modules: data cleaning, tokenization, data normalization, stemming and lemmatization, token categorization and finally data representation.

1) Data Cleaning: Regular expressions allow us to create string patterns and use them to find or substitute specific strings in textual data. Python offers a rich module named "re" for creating and using regular expressions [15].

The idea behind this step is to remove characters and symbols that are usually non-alphanumeric characters, which add extra noise to text data. Regular expressions are used to detect non-alphanumeric characters and remove them afterwards.

2) Tokenization: Tokenization is the process of dividing a text into "tokens", a token being a significant unit of text, very often a word, that we wish to use to perform an analysis. This step is essential in any natural language processing project, especially with ML models. The importance of this task will become even more apparent when representing textual data in digital format.

We performed two types of tokenization: a) Sentence tokenization is the process of breaking up textual data into sentences. A user review may or may not contain several touching sentences about the same topic, the idea is to try to structure the observation into meaningful sentences. In order to perform tokenization, we will use the nltk library using the nltk.sent_tokenize() function, which has been pre-trained and gives impressive results. b) Word tokenization is the process of breaking a sentence down into its component parts. A sentence is a collection of words, and with tokenization, we basically break the sentence down into a list of words.

3) Data Standardization: In order to make the NLP system more robust, it is essential to go through this step where we will normalize the data by making all the tokens lowercase or uppercase. We can see the value of this step in case we are looking for patterns in our data, or we are trying to match a certain word, but the main usefulness of this step is seen in the Feature Engineering step, where we will represent our textual data in a digital format. If this step is omitted during the data cleaning process, we will get a very high dimensional vector representation that will handicap the learning models considerably. We apply this process to all data observations using the lower() method.

4) Stemming and Lemmatization: Stemming and lemmatization ensure that the different forms a word can take, i.e. plurality, gender, cardinality, tense, etc., are treated as single vector components, which reduces the feature space during digital representation and makes the models more efficient during learning.

Stemming is important in the sense that it helps normalize words to their basic root, which facilitates many applications such as classification or any other ML algorithm. This task is performed via the "SnowballStemmer" where we specify an input language which for our project is obviously English, the stemmer removes suffixes and endings from the words and transforms them to their basic form.

A lemma is the basic form of a word. In other words, it is the form in which the word would appear if it were listed in a dictionary. The result of stemming is not always a correct word, but the lemma of a word will always be present in the dictionary. In the application of lemmatization, an additional step is involved where the formed root is compared to the information provided by the dictionary and if and only if the lemma is present in the dictionary it can be taken into consideration. This makes undoubtedly this step much more complex and computationally demanding. The research proposed in [5] is based on comparing the accuracy performance of document retrieval based on language modeling technology, especially stemming and lemmatization. In addition, a baseline ranking algorithm was used to compare the two technologies.

D. Categorization of Tokens

1) Part-of-Speech Tagging: Part-of-speech (POS) is a process that determines the grammatical category of each token in the textual data. It labels nouns, verbs, adjectives, adverbs, interjections, conjunctions, singular nouns, plural nouns, proper nouns, etc. All this is done by models trained on datasets containing tokens and the associated tag. This is a crucial step for many NLP applications because by identifying the POS of a word, one can infer its meaning in context, which is used by many machine learning models to better classify textual data. The same token can sometimes be a noun, a verb or adverb. This is where Part-of-Speech tagging becomes of great importance since it allows us to categorize tokens as precisely as possible based on a statistical approach. To add, we use the POS model of the Spacy library to categorize the tokens of textual observations.

The same word can have different interpretations. This is why grammatical structure is important. The NLP spaCy library uses models that have been pre-trained to best predict the usage of a word in a data observation. When analyzing customer reviews, we want to know what actions customers have performed or undergone in order to get to know them...
be of different lengths, a term may appear more often in a
observation. Since different observations in the dataset may
TF measures the frequency of occurrence of a word in an
frequency of the word in the other observations.
important to decrease in proportion to the
its importance should decrease in proportion to the
word m appears many times in an observation, but does not
particular, words that do not appear as frequently, but may
appear frequently in all observations in our dataset and tend
vectors are based on the frequency of tokens, some terms may
problem.
problem.
Mathematically, TF-IDF is the product of two metrics.
word relatives to other words for each observation in our dataset.
The TF-IDF score is a product of these two metrics. Thus, the
The TF-IDF score = TF * IDF. And can be represented as
follows:
"W_i,j = tf_i,j \times \log \left( \frac{N}{df_i} \right)"
We apply this same model to our dataset and this numerical
representation will be used several times over the prediction
models.

### IV. CONSTRUCTION OF A REVIEW SCORE PREDICTION MODEL

At this stage, we explored our data, and were interested
in the syntax, structure and semantics of the observations in
our dataset. We also cleaned our data; then the data was
represented in a digital format using the TF-IDF algorithm.
The next step is to build models that allow us to take advantage
of all the steps seen in the previous tasks. In this step, the
task was to create a model that predicts customer ratings with
the highest possible accuracy. To do this, a first approach
was to understand the objective and how to go about it. The
problem addressed, which is the prediction of the star score of
reviews, is a classification task that consists of classifying
reviews into five categories ranging from a score of one to five
based on the specific properties or attributes of each review.
The classification of textual data is one of the most complex
tasks in automatic natural language processing due to the many
factors involved, namely the quality of the data cleaning, the
algorithm used to represent the textual data, the quality of the
data used to train the model, the prediction model used and its
parameters, etc. As we can see, there are many factors and
variables and the objective is to optimize each of these factors
to obtain the best possible result.

What customers think is important information, it is very
valuable knowledge for the organization concerned in the sense
that it gives a very clear idea of the quality of a certain
product or service and how the public perceives it. While some
platforms allow users to give a star rating, most social networks
do not offer this possibility of rating on a scale of one to five
stars. The objective of this task will be to create a machine
learning model that will be able to rank our data observations
by assigning a star rating from 1 to 5 (Very Satisfied, Satisfied,
Average, Dissatisfied, and Very Dissatisfied).

Once we have a numerical representation of our training
dataset, we need to use classification algorithms, which are
nothing more than supervised learning algorithms used to
classify data observations into different categories. The goal
at this point is to train classification models on our training
dataset. The classification algorithm will identify patterns
based on the characteristics of our training data observations
and their corresponding labels, and the result of this identification
will constitute our score prediction model. The models are
expected to be generalized enough to predict classes for new

---

Better and this is where POS tagging comes in, allowing us to
easily retrieve all actions performed by the customer.

2) **Named Entity Recognition**: When examining textual
data observations, we tend to first identify the key actors in
the observation, such as people, places, and organizations. This
classification helps us break up data observations into entities
and make sense of the semantics of the data observation. The
Named Entity Recognition (NER) mimics the same behavior
and is used to classify entities (tokens).

Named Entity Recognition (NER) is a process that detects
names in textual data, as well as dates, monetary amounts and
other types of entities. NER tools often focus on three types
of categories: Person, Organization, and Location, drawing
on models that have been pre-trained. The Named Entity
Recognition process consists of two sub-tasks: entity detection
(the token) and entity type determination based on statistical
methods, very often supervised models. NER models rely on
several parameters, one of which is the POS (part-of-speech-
tagging) of the token. It is at this point that we can see a clear
relationship between the POS and NER process.

### E. Data Representation

Feature engineering is an important step for any machine
learning problem. No matter how good the learning algorithm
used, if we introduce bad features, we will get bad results.

At this point, we only have cleaned textual data, but we
cannot feed it to a machine learning model. Therefore, it is
essential to find a way to represent this data so that we can
process it with a given model. In other words, we need to
transform our textual data into digital form so that it can be
passed to ML algorithms.

In this task, the objective was to work on different methods
of representing text as vectors in order to choose the best one
for our learning models. Several data representations have been
used in the field of data science, such as Bag-of-Words [28],
TF-IDF [2], Word Embeddings [4] and Word2vec [11]. We
chose to use TF-IDF because of its compatibility with this
problem.

TF-IDF aims to quantify the importance of a given word
relative to other words for each observation in our dataset.
The problem with the bag-of-words is that, since the feature
vectors are based on the frequency of tokens, some terms may
appear frequently in all observations in our dataset and tend
to mask the importance of other words in the feature set. In
particular, words that do not appear as frequently, but may
be more interesting and important as characteristics. A simple
way to think about the TF-IDF process is as follows: if a
word m appears many times in an observation, but does not
appear much in the rest of the observations in the dataset,
then word m should have high importance for the observation
In question. The importance of m should increase in proportion
its parameters, etc. As we can see, there are many factors and
variables and the objective is to optimize each of these factors
to obtain the best possible result.

What customers think is important information, it is very
valuable knowledge for the organization concerned in the sense
that it gives a very clear idea of the quality of a certain
product or service and how the public perceives it. While some
platforms allow users to give a star rating, most social networks
do not offer this possibility of rating on a scale of one to five
stars. The objective of this task will be to create a machine
learning model that will be able to rank our data observations
by assigning a star rating from 1 to 5 (Very Satisfied, Satisfied,
Average, Dissatisfied, and Very Dissatisfied).

Once we have a numerical representation of our training
dataset, we need to use classification algorithms, which are
nothing more than supervised learning algorithms used to
classify data observations into different categories. The goal
at this point is to train classification models on our training
dataset. The classification algorithm will identify patterns
based on the characteristics of our training data observations
and their corresponding labels, and the result of this identification
will constitute our score prediction model. The models are
expected to be generalized enough to predict classes for new
data observations (without labels). Thus, having a generalized dataset is essential, as has already been pointed out.

Several learning algorithms were used for this task: SVM, KNN, Decision tree, Random forests and Logistic regression.

The model evaluation is an estimate that can be used to indicate how well you think the algorithm can actually perform. It is not a guarantee of performance since we are talking about a statistical estimate. Once we have estimated the performance of our algorithm, we can re-train the final algorithm on the training data set and prepare it for operational use. The performance of classification models is based on their ability to predict the outcome of new observations. This performance is measured against a test data set, which consists of observations that were not used to train the model. This textual dataset is a real post observation set that represents the actual labels to determine the quality or accuracy of the model each observation. These predictions are then compared to the already trained model and predictions are obtained for each observation. These predictions are then compared to the actual labels to determine the quality or accuracy of the model prediction.

In the result section we will detail the percentage of success of each model. Based on these results, we can observe that most of the models have a good performance, the multinomial logistic regression having the best performance, and, on the most of the models have a good performance, the multinomial prediction.
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Recurrent neural networks are more effective than traditional neural networks and machine learning algorithms at retaining information from the previous event. The recurrent neural network involves a combination of loop networks. The loop network allows the information to persist. Each network in the loop takes the input and information from the previous network, performs the specified operation and produces an output, and at the same time passes the information to the next network. Some applications only need the most recent information, while other applications may need more information from the past, such as NLP (the meaning of related words). As the gap between the required prior information and the point of application has increased to a large extent, the learning of simple RNN lags behind. But fortunately, long-term memory networks [14], a special form of RNN, can learn such scenarios.

Long-term memory (LSTM) is an alternative architecture proposed in [14]: the traditional architecture of a Recurrent Neural Network (RNN) that is based on a simple activation function is modified in such a way that the vanishing gradient problem is explicitly avoided, while the learning method remains unchanged. For more information on this architecture [6], [7]. But what are the strengths of LSTM ? why the LSTM will be effective to solve the steel continuous casting problem?

A LSTM neuron network is made up of several cell that have not just one activation function but rather three that are represented as an input gate, a forget gate and an output gate. Each cell remembers the state of the problem treat in several time intervals, and the three gates regulate the flow of information in and out of the cell. The LSTM network is very suitable for classification, processing and prediction based on time series data, because there may be lags of unknown duration between important events in the time series. This is what is needed to understand a series of words in a sentence. Also as we explained, LSTM was developed to deal with the explosion and disappearance of gradients that may be encountered when training traditional RNNs.

### A. The Proposed LSTM Architecture and Hyperparameter

To define a neural network, it is necessary to establish parameters, such as training data, type of neural network, number of layers, connections, activation functions, propagation rules, etc.

There are several ways to train a neural network to produce a specific output for a specific input. In the current training method (Forward / Backward Propagation), we have error propagation, which involves adjusting the network based on each neuron’s contribution to the error, and each neuron adapts the weights by using the gradient of descent. Genetic algorithms are also used to train neural networks [22]. By training these networks on a dataset with known correct outputs, the network will be able to return an approximate result for new data (not seen in the training stage). We trained our LSTM with data from 50,000 use cases (customer observations).

Regarding the architecture, there are several architectures proposed in the neural network language model with some differences between them. The proposed architecture for our application area consists of some basic principles, such as:
The input of our LSTM (the input sequence) is represented by a sentence, it is coded by the code from 1 to K, where K is the length of the client’s observation. This involves the use of One Hot Encoding [9] to list individual words. The sequences are generated in 128 batches with 5% diversity (with the goal of avoiding overfitting).

The network topology is represented as follows: An input layer that takes as input the digital representation of the data observations. Five hidden layers have been implemented, each with 256 LSTM units, and each uses the "relu" activation function. For the five hidden layers, a normalization step is added via the Batch Normalization technique, which improves the performance and stability of neural networks. The main idea is to normalize the inputs to each layer so that they have an average output activation of zero and a standard deviation of 1. The regularization is used in the network in the form of an exclusion layer. This form of regularization prevents overfitting of the model. The output layer is composed of five neurons, as we want to perform a five-class classification with a "softmax" activation function that will be used to represent a probability distribution to predict customer sentiment. As shown, the neural network trains by adjusting the weights by comparing the results predicted by the neural network and the actual label of the observations in the dataset.

Now that we have built the model, we will have to train it on the digital representation of the training data. To do so, we will have to define a cost function which measures the difference between the results predicted by our model and the real results. As this is a classification case, we tested several functions but the experimental results show that the categorical "cross-entropy" is the best for this application domain. As this is a classification case, we tested several functions but the experimental results show that the categorical function "cross-entropy" is the best for this application domain. So we have a neural network, a cost function to be minimized. To minimize the cost function, we used the gradient descent algorithm and exactly the Adam optimizer which is an optimization algorithm to minimize convex functions. As a learning standard, the used precision of the Adam optimizer is 0.001.

Finally, we define precision as an evaluation metric for our neural network. The following algorithm summarizes the main steps:

### Algorithm 1: The Proposed LSTM for Better Customer Relationship Management

1. Five percent of diversity is generated in each batch.
2. Measuring the difference between the results predicted by our model and the actual results, using cost function.
3. Adam optimizers is used with a precision of 0.001 in order to minimize the cost function.
4. Update the weights.

Where TN = True Negatives, TP = True Positives, FN = False Negatives and FP = False Positives.

**Precision**: is the number of real positives on the set of positive cases predicted by the model.

\[
Precision = \frac{TP}{TP + FP}
\]

**Recall**: allows the performance of the model to be evaluated from the point of view of the positive class. It indicates the percentage of actual positive cases that the model is able to predict correctly out of the total number of positive cases.

\[
Recall = \frac{TP}{TP + FN}
\]

**F1 Score**: a combination of "Precision" and "recall".

we can observe that most of the models have a good performance (a cause of the proposed data processing pipeline), the multinomial logistic regression having the best performance and the decision tree having the worst performance (Table I).

### Table I. Metrics Associated with the Application of Models on the Data Represented by TF-IDF

| Algorithm     | Accuracy | Precision | Recall  | F1 Score |
|---------------|----------|-----------|---------|----------|
| Random Forst  | 0.8487   | 0.7203    | 0.8489  | 0.7992   |
| Decision Tree | 0.6513   | 0.5971    | 0.6513  | 0.7792   |
| Multinomial Logistic Regression | 0.8553   | 0.8017    | 0.8553  | 0.8257   |
| SVM           | 0.8289   | 0.7952    | 0.8289  | 0.8079   |

Learning models are parameterized so that their behavior can be tailored to a given problem. Models can have many parameters, and finding the best combination of parameters
can be treated as a search problem. To treat a search problem, we can use different search strategies to find a parameter or a robust set of parameters for an algorithm on a given problem, namely grid search.

Grid search is a parameter tuning approach that allows you to systematically build and evaluate a model for each combination of specified algorithm parameters. To perform Grid Search tuning to find the best parameters, we use the GridSearchCV class, but it is important to remember that this task consumes a lot of computing resources and takes a long time to return results.

We specify a few parameters for our model to experiment with, we can choose any values that make sense and the grid search model will return the best set of parameters.

Once our parameters are ready, all we have to do is initialize a gridsearch object and use it. To do this, we execute the parameters we have prepared and also specify the model and the metric that will be used to choose the best model. Once the gridsearch model is ready, we apply it to our data. We repeat this same step for the rest of the models and visualize the results as shown in Fig. 4. We can see that the multinomial logistic regression has the best performance.

**B. LSTM Network Assessment**

To evaluate the RNN model with LSTM cells, we divided our data set (50,000 observations) into two sets, one for training and one for validation, and used cross-validation for training.

1) The Learning and Validation of LSTM Model: The learning rate gives an idea on the improvement of the quality of learning on a model. In Fig. 5, we present a graph that represents the learning rate (96%) and the validation rate (89%) of the proposed LSTM.

As can be seen from the model validation accuracy visualization, our RNN model with LSTM cells performed well and the fact that there is not a large discrepancy between the learning accuracy and the validation accuracy allows us to conclude that we do not have an overfitting (Fig. 6). We have also to mention that the learning rate (96%) and the validation rate (89%).

By comparing the accuracy parameters of LSTM with those of machine learning models, we can conclude that the learning rate is higher for LSTM, which will lead to good results. To test our model, we tested it with new and real data (not used in training). For this, we retrieved 1000 new observations (customer reviews with different classes) and compared the predictions with customer satisfaction (target provided by customers). The following confusion matrix (Fig. 7) shows the results of the test where the accuracy metrics is equal to 94%.
VII. CONCLUSION

In this paper, we have implemented many tasks to propose a data preparation pipeline ranging from data processing and cleaning to digital representation of textual data. We also performed Feature Engineering by digitally representing the text data using different algorithms.

The training data was collected from several companies operating in the same field as the position and the dataset had to be balanced as much as possible, which was a challenge. Once the training database was formed, different models were prepared (SVM, KNN, decision tree, random forests, and logistic regression), in order to find the most effective model to rank the observations in our data by assigning them a star score ranging from one to five. After developing the score prediction model, we turned to developing a sentiment analysis model using RNN with LSTM. The performance of the proposed LSTM is very interesting such that the success percentage is 96%.

One of the future works we plan to develop is to generalize the approach on a GPUs cluster platform in order to process more complex documents and not only sentences.
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