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Abstract

Querying on big data is a challenging task due to the rapid growth of data amount. Approximate query processing (AQP) is a way to meet the requirement of fast response. In this paper, we propose a learning-based AQP method called the LAQP. The LAQP builds an error model learned from the historical queries to predict the sampling-based estimation error of each new query. It makes a combination of the sampling-based AQP, the pre-computed aggregations and the learned error model to provide high-accurate query estimations with a small off-line sample. The experimental results indicate that our LAQP outperforms the sampling-based AQP, the pre-aggregation-based AQP and the most recent learning-based AQP method.
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1. Introduction

It is a difficult task to obtain the exact query answers on big data. Even though sufficient hardware is available to conduct queries on big data, hours of response time is unacceptable to make real-time decisions [24, 27]. Approximate query processing (AQP) [7, 8] makes it possible to efficiently obtain approximate query results. The AQP has been studied for a long time. Different methods make different trade-offs among the accuracy, the response time, the space budget and the supported queries [21]. However, it is still challenging to achieve a satisfactory trade-off uniting all these aspects [27, 21].
Existing methods adopt two kinds of ideas. The first one is the sampling-based AQP methods, i.e., the query results are estimated based on random samples. Online sampling methods collect samples in the process of conducting each query, which will increase the response time accordingly \[21\]. The off-line sample is collected before executing the queries, which leads to fast response. However, a small sample may not be adequately to represent the entire dataset \[7, 22, 15\]. The second one is based on pre-computed synopses or aggregations, which are computed before query processing and used to estimate query results. However, these methods can only support some special queries. They cannot support queries as general as those supported by the sampling methods \[21\]. In addition, sufficient pre-computed aggregations will cost much space \[2\]. A limited number of pre-computed aggregations or data cubes are difficult to provide sufficiently accurate estimation results, especially for the high-dimensional data.

Recently, some methods make efforts to adopt machine learning methods to solve the AQP problems \[23, 26\]. The main drawback of these methods is that the query estimation based on the learned model cannot provide a priori error guarantee as the sampling-based methods \[23, 26, 31\]. However, the error guarantee is an important metric to measure the quality of the AQP estimations \[2\].

Most of the existing methods have some shortcomings in different aspects including the low accuracy, unmeasured error, large space requirement, limited query support, and low efficiency. Clearly, an ideal AQP approach achieves high accuracy of the estimations compared to the sampling-based AQP methods, provides error guarantee like the sampling-based method, costs little space, supports general queries and responds fast to the queries. Thus, to support general queries and provide the error guarantee, we take full advantage of the sampling-based method. Furthermore we also adopt the pre-computed aggregations to increase the accuracy according to the previous work AQP++ \[27\].

The AQP++ estimates the new query based on its ‘range-similar’ pre-computed query, whose predicate range is the most similar to the given query. It estimates a new query \(q_{new}\) as follows.
AQP++:

\[ q_{\text{new}} = q_{\text{old}} + (\hat{q}_{\text{new}} - \hat{q}_{\text{old}}) \]

The estimation of \( q_{\text{new}} \) is the sum of two parts. The first part is the exact result of the old query \( q_{\text{old}} \). The second part is the difference between the new query and the old one estimated by sampling. The \( \hat{q}_{\text{new}} \) and the \( \hat{q}_{\text{old}} \) are the estimations of \( q_{\text{new}} \) and \( q_{\text{old}} \) based on sampling. The estimation accuracy depends on the accuracy of the second part, since the first part is a constant. If the \( q_{\text{new}} \) and \( q_{\text{old}} \) have similar predicate range, suggesting that, they are highly correlated, the new query estimated based on the old query is possible to be more reliable than the sampling-based estimation \( \hat{q}_{\text{new}} \). Therefore, it estimates a new query based on its ‘range-similar’ pre-computed query. That is the main idea of the AQP++.

Our LAQP use a strategy different from the AQP++ to find a proper pre-computed query for each new query. In order to introduce the idea of our method, we further refine the second part of the above equation as follows.

\[ \hat{q}_{\text{new}} - \hat{q}_{\text{old}} = [q_{\text{new}} - \text{Error}(q_{\text{new}})] + [q_{\text{old}} - \text{Error}(q_{\text{old}})] \]

If (1) the estimation error of these two queries \( \text{Error}(q_{\text{new}}) = q_{\text{new}} - \hat{q}_{\text{new}} \) and \( \text{Error}(q_{\text{old}}) = q_{\text{old}} - \hat{q}_{\text{old}} \) are close to each other, and (2) the \( \hat{q}_{\text{new}} \) and the \( \hat{q}_{\text{old}} \) are computed based on the same sample, estimating the new query based on the old query is still reliable even though the range predicates of the two queries are irrelevant. We call thus old query the ‘error-similar’ query of the new query.

We proved that is likely to provide a more accurate estimation for a new query based on its ‘error-similar’ pre-computed query. Assuming that we have a query log storing the true result of each pre-computed query, the precondition for finding the ‘error-similar’ aggregation is to predict the sampling-based error for each new query. We involve machine learning models in error prediction, since they are useful to predict the unknowns with the past observations. We calculate the estimations of the pre-computed queries based on a fixed sample. It is also easy to compute the estimation errors, since we know the true results of
the pre-computed queries. Thus, a regression model can be learned by mapping each pre-computed query’s predicate to its estimation error which is computed based on the fixed sample. We describe that model as *mapping each query to its sampling-based estimation error* for brevity in the rest of the paper.

In this way, we unit the advantages of the sampling-based AQP method, the pre-computed aggregations and the machine learning. At the same time, we avoid the shortcomings of them including the high space cost of a sufficient sample, and the lack of error guarantee for the predictions of a machine learning model.

For avoiding too much space cost, we use a small off-line sample to estimate all the queries. This sample is clearly insufficient to provide an accurate estimation. With the consideration that the error model learned from the query log can predict the sampling-based error of each query, we measure the quality of the small sample with such a model. Meaning that, we can still give an accurate estimation of the difference between a given query and a pre-computed one according to their sampling-based estimations and errors. We proved that the accuracy of estimating their difference determines the accuracy of the final estimation result. In this way, we can provide a sufficiently accurate estimation with only a small sample.

For supporting an error guarantee, we use a machine learning regression model, such as the SVM, the RandomForest, and the ANN, to predict the sampling-based estimation error of a query instead of directly estimating the query result. The model can be tuned by mapping each pre-computed query to its sampling-based estimation error. In this way, the LAQP benefits from the regression model to choose an ‘error-similar’ pre-computed query resulting in less error. Meanwhile, the estimation error can still be limited according to the statistical theorems. In addition, the fast prediction of the model will not cost much response time.

The framework of our LAQP is shown in Figure 1. We randomly choose a small sample from the dataset. Note that this is the only sample we used in our LAQP. We then compute the estimation of each query in the given query log
based on the small sample in order to measure the quality of the sample. We store the sampling-based estimations and the errors of estimations along with the results of queries in the log. We train a regression model mapping each query to its sampling-based estimation error. When a new query arrives, its sampling-based estimation error is predicted according to the error model. Its ‘error-similar’ pre-computed query $Q_{opt}$ will then be used to estimate the new query. The final query result is the sum of the chosen pre-computed query $R_{opt}$ and the difference between the new query and the pre-computed one estimated by the same sample ($\hat{R}_{new} - \hat{R}_{opt}$). Since the difference is estimated based on the sample, the estimation error can be limited according to statistical theorems such as the Central Limit Theorem.

We make the following contributions in this paper.

(1) Our first contribution is the learning-based AQP method (LAQP). We build a regression model learned from the given query log to predict the sampling-based estimation error of each new query. To the best of our knowledge, this is the first work making a combination of the sampling-based AQP method, the pre-computed aggregations, and the regression model to increase the accuracy, limit estimation error, support general queries while occupying little space.

(2) Our second contribution is the error analysis of the estimations and two extensions of the LAQP benefiting from the diversification and the optimization.

Our LAQP can provide an error guarantee for each estimation according to
the statistical theorems. The diversification and optimization methods can be applied to our LAQP to improve its performance.

(3) Our third contribution is the extensive experiments. We compare the performance of our method with some existing representative approaches including a sampling-based AQP method, a pre-aggregation-based method and a recent learning-based AQP method called DBEst. The experimental results indicate the advantages of our method over the existing ones.

2. Related works

The sampling-based AQP methods are widely used, due to its efficiency and universality. Usually, there is a tradeoff between the efficiency and the accuracy [30, 27, 21]. Samples in small size respond fast at the cost of reducing the accuracy. Many works make efforts to find a representative sample in a small size to improve accuracy without reducing the efficiency [30, 3, 7]. The main drawback of random sampling is that the accuracy decreases with the variance of the aggregated attribute values. That is, random sampling cannot provide sufficiently accurate estimations for the attributes with high-skew distribution. Stratified sampling [1, 10, 7, 30, 3] is a way to solve this problem. The probability of stratified sampling is related to the importance or contribution to the aggregation result. However, the stratified sampling usually relies on a prior knowledge of the distribution.

Making use of some pre-computed synopses and aggregations is another way to solve this problem. Synopses such as histograms [12], sketches [28], and wavelets [11] can be computed according to the query workload before executing queries. Pre-computed aggregations are also based on the given query workload. Approximate Pre-Aggregation [16] (APA) uses a random sample combined with a small set of statistics about the data to increase the accuracy. There are some methods storing some data cubes as pre-aggregations to improve the accuracy [9, 25]. These method cannot support queries as general as those supported by the sampling-based AQP methods. There are some other methods combining the
pre-aggregations with sampling [17, 22, 18, 19, 27]. The authors of reference [27] proposed the AQP++ estimating the query result based on the pre-computed data cubes and the sampling-based AQP.

Machine learning methods have been used in the field of data processing and data analysis in recent years [20, 31]. There are some new AQP methods adopt machine learning methods [23, 26]. In reference [23], the authors proposed an AQP method learning a density model and a regression model from a small sample. Some researches use deep generative models to learn the data distribution and generate samples for the AQP [31]. The main problem of using machine learning methods to approximate query result is that it currently does not provide a priori error guarantee like the sampling-based AQP methods.

Most of the existing methods have some shortcomings in different aspects including the low accuracy, limited query support, the storage of sufficient samples or pre-computed information and the low efficiency. Our LAQP supports most of the typical queries supported by the sampling-based AQP method. In the meanwhile, it aims at increasing the accuracy with a small sample.

3. Preliminaries

In this section, we introduce two representative AQP methods, i.e., the sampling-based AQP and the pre-aggregation-based AQP.

3.1. Sampling-based AQP

Assuming that there is an aggregation query in the following form.

\[
q : \text{SELECT } \text{SUM}(A) \text{ from } D \text{ WHERE } C.
\]

A sampling-based AQP method first randomly chooses a subset \( S \) from the dataset \( D \). The query approximation including the estimation result and the confidence interval are computed based on the query results on the sample \( S \) and the Central Limit Theorem.

\[
\text{EST}(q) = \left[ \frac{|D|}{|S|} \right] \text{SUM}(S_C(A)) \pm \lambda \sqrt{\frac{\text{var}(S_C(A))}{|S|}}
\]

The \( S_C \) means the tuples in the sample \( S \) matching the predicate \( C \).
3.2. Pre-aggregation-based AQP

The pre-aggregation-based AQP estimates a new query based on a pre-computed query. The final estimation result \( \text{est}(q) \) is the sum of the pre-computed aggregation \( \text{Pre}(Q) \) of query \( Q \) and the estimated difference \( (\text{EST}(q) - \text{EST}(Q)) \).

\[
\text{est}(q) = \text{Pre}(Q) + (\text{EST}(q) - \text{EST}(Q)),
\]

where \( \text{EST}(q) \) and \( \text{EST}(Q) \) are the estimated results of the query \( q \) and \( Q \) based on the method in Section 3.1.

4. LAQP

We will introduce the framework of our LAQP in Section 4.1. In Section 4.2, we analyze the estimation error.

4.1. The framework

In this section, we will introduce the framework of our LAQP. LAQP randomly chooses a small sample from the data, and estimates the queries in the given log based on the sample. We then train a regression model from the query log to predict the sampling-based error for the given query. For each query, we search the log for its ‘error-similar’ pre-computed query resulting in less estimation error. At last, the query result is estimated according to the sum of the chosen pre-computed query result and the difference between the new query and the pre-computed one. The estimation error can be limited according to the statistical theorems such as CLT, and Hoeffding bounds.

As introduced in Section 1, the major tasks of LAQP include providing the error guarantee by statistics, saving the space cost by maintaining a small offline sample, and increasing the accuracy by making use of the pre-aggregations and a regression model. We will introduce how our LAQP achieves these tasks in detail as follows.

The first task is to measure the error of each estimation. Our idea of the LAQP starts from the combination of the pre-computed aggregations and the
sampling-based AQP, which estimates a new query according to a pre-computed query result and the difference between the new query and the old one. The accuracy of the difference estimated by sampling determines the accuracy of the query estimation. The estimation error is limited according to the statistical theorems.

Our second task is to narrow down the space cost. We store a small off-line sample in the memory, since it costs little and responds fast. However, choosing a good sample in a limited size is a difficult task. If the distribution of the data is skew or the number of dimensions increases to a large number, the distribution of a small sample has little chance to be the same with that of the entire data. Instead of finding a perfect sample, we would like to keep a small static sample and measure the quality of that sample according to the pre-computed results in the query logs.

The third task is to improve the accuracy. The accuracy of the pre-aggregation-based AQP method depends on the accuracy of estimating the difference between the new query and a proper pre-computed one as we mentioned before. We come up with a new idea of choosing the ‘error-similar’ pre-computed query instead of the ‘range-similar’ pre-computed one. We will prove that this idea leads to a more accurate estimation. The motivation of this idea is composed of two parts. First, the assumption that the estimation errors of two ‘range-similar’ queries are similar is not quite reliable for the high-skew data. Even though we can find a ‘range-similar’ pre-computed one, is that the optimal choice? There may still exist another ‘error-similar’ pre-computed one resulting in the higher accuracy. Second, how to choose a proper one from a small number of pre-computed queries whose predicate ranges are all not sufficiently similar to the new query? The probability of choosing a sufficiently similar predicate is not high, because of the increasing dimensions and the limited number of the pre-computed queries. In that situation, the ‘error-similar’ query is possible to be a good choice.

The remaining problem is how to compute the sampling-based estimation error of a new query before execution. The previous method estimates a new
query based on the ‘range-similar’ pre-computed query, since the predicate range is the only information of the new query while the sampling-based error of a new query is unknown. We make use of a machine learning approach to solve this problem. The assumption of our method is that the pre-computed queries and their true results are available in the query log. We compute the estimations of the pre-computed queries in the given query log based on the same sample, and learn a regression model mapping each query to the difference between its true result and its estimation. We call the difference the sampling-based estimation error. The predictive ability of the regression model makes it possible to predict the estimation error of a large number of new queries while occupying a little space. Furthermore, its ability of handling multi-dimensional data benefits the multi-dimensional AQP. In addition, predicting an error with a simple model is efficient, since the machine learning models are widely used in real-time decision making.

Algorithm 1 LAQP-ModelConstruction
Input: QueryLog $QL = \{[Q_1, R_1], [Q_2, R_2], \ldots, [Q_n, R_n]\}$, DATA $D$

Output: Sample $S$, Error model $f$

1: $S \leftarrow$ Uniform Random Sample from $D$

2: for $Q_i$ in $QL$ do

3: \quad $\hat{R}_i = SAQP(Q_i, S)$

4: end for

5: Training Model $f : Q_i \rightarrow R_i - \hat{R}_i$

Algorithm 2 LAQP-Estimation
Input: QueryLog $QL$, Error model $f$, Sample $S$, New query $q$

Output: Estimation $est$

1: $PredictedError \leftarrow f(q)$

2: $opt = \arg \min_i |(R_i - \hat{R}_i) - PredictedError|$\n
3: $est = R_{opt} + SAQP(q, S) - SAQP(Q_{opt}, S)$

Our LAQP is composed of two parts, i.e., error model learning, and query
estimation. The pseudo-code of them are shown in Algorithm 1 and Algorithm 2, respectively.

The first part is to construct the error model. It first randomly choose a small sample \( S \) from the dataset (Line 1). The sample is then used to compute the estimation of each query \( Q \) in the QueryLog according to the simplest SAQP (Line 2-4). \( SAQP(Q_i, S) \) denotes the approximate query result of \( Q_i \) estimated with the sample \( S \) based on the method introduced in Section 3.1. The algorithm then trains an error model \( f \) mapping each query in the query log to its estimation error (Line 5). In the implementation, we train one model for one kind of aggregation query. For example, the model of the sum queries like \( Q: select \text{sum}(X) \) from \( D \), where \( l_A \leq A \leq r_A \) and \( l_B \leq B \leq r_B \) can be formed as \( f_{\text{sum}} : (l_A, r_A, l_B, r_B) \rightarrow \text{sum}(X) - \hat{\text{sum}}(X) \). For brevity, we uniformly represent the model as the form in the pseudo-code.

The second part is to estimate the result of a new query \( q \). First, the error model predicts the error \( f(q) \) of the new query (Line 1). We regard a query \( Q_i \), whose estimation error \( (R_i - \hat{R}_i) \) is the closest to the predicted error \( f(q) \) of the new query, as the baseline pre-computed aggregation (Line 2). The final estimation result is calculated by summing the pre-computed result \( R_{opt} \) and the estimated difference \( SAQP(q, S) - SAQP(Q_{opt}, S) \) between the new query \( q \) and the pre-computed \( Q_j \) (Line 3).

We show the process of our algorithm with the following example.

**Example 4.1.** Table 1 shows the Price and Count of 200 items, and we choose 10 items from the entire list to estimate the queries. Suppose the following two queries are in the query log:

| Price | 120 | 195 | 200 | 210 | 250 | 280 |
|-------|-----|-----|-----|-----|-----|-----|
| Count | 75  | 10  | 15  | 20  | 15  | 65  |
| Sample| 4   | 1   | 1   | 1   | 1   | 2   |

Table 1: Information in an order list.
Table 2: Estimate new query based on the query log.

| Range       | True | Est  | Error  |
|-------------|------|------|--------|
| Q₁          | [100, 200] | 100  | 120    | +20    |
| Q₂          | [201, 300] | 100  | 80     | −20    |
| Q_{new}     | [190, 270] | 60   | 80     | +16 (predicted) |

Q₁: select count(item) from order,
where price between 100 and 200;

Q₂: select count(item) from order,
where price between 201 and 300;

The true query results, the sampling-based estimated results, and the estimation errors are shown in Table 2. Assuming that an error model has already been well tuned based on the information in the query log. Currently, the task is to estimate the following new query:

Q_{new}: select count(item) from order,
where price between 190 and 270;

We can learn from the figure that the predicted error of the new query is more similar to the error of Q₁, suggesting that, estimating the result based on Q₁ is better than Q₂. We compute the estimations based on Q₁ and Q₂, and compare them with the true result to verify the idea of our algorithm.

Estimation result based on Q₁: \( R₁ = 100 + 80 - 120 = 60 \).

Estimation result based on Q₂: \( R₂ = 100 + 80 - 80 = 100 \).

The estimation based on Q₁ is more accurate, even though the predicate range of the new query is more similar to Q₂.

As shown in the example, estimating a query based on an error-similar pre-computed query is possible to provide a more accurate estimation. In the next section, we will prove that the estimation error of our LAQP method is limited.
4.2. Error Analysis

In this section, we describe the query estimation in LAQP and prove that the estimation error is limited. At last, we discuss the impacts of the estimation accuracy.

We first define the estimation of a query $q$.

**Definition 1.** The estimation of a query $q$ based on a pre-computed $q_i$ is defined as $est(q)$, and calculated with the following equation.

$$ est(q) = R(q_i) + EST(q) - EST(q_i) \quad (1) $$

Then, we prove that the estimation $est(q)$ in Definition 1 is the unbiased estimation of query $q$.

**Theorem 1.** $est(q)$ is the unbiased estimation of $R(q)$, i.e., $E[est(q)] = R(q)$.

**Proof.**

$$ E[est(q)] = E[R(q_i) + EST(q) - EST(q_i)] \quad (2) $$

$$ = E[EST(q)] + E[R(q_i)] - E[EST(q_i)] \quad (3) $$

Since $EST(q_i)$ is the estimated by sampling,

$$ E[R(q_i)] = E[EST(q_i)] \quad (4) $$

Consequently,

$$ E[est(q)] = E[EST(q)] = E[R(q)] = R(q) \quad (5) $$

That is, $est(q)$ is the unbiased estimation of $R(q)$.

The estimation error $R(q) - est(q)$ can be bounded according to the following theorem.

**Theorem 2.** $Pr[R(q) - est(q) > \delta \cdot R(q)] \leq e^{-\delta^2 \cdot R(q)/2}$, $\delta \in (0, 1)$. 
Proof. By the Chernoff bound, for any $\delta \in (0, 1)$,
\[
\Pr[\text{est}(q) < (1 - \delta)\mathbb{E}[\text{est}(q)]] \leq e^{-\delta^2 \cdot \mathbb{E}[\text{est}(q)]/2}.
\] (6)

Since $\mathbb{E}[\text{est}(q)] = R(q)$ according to Theorem 1,
\[
\Pr[R(q) - \text{est}(q) > \delta \cdot R(q)] \leq e^{-\delta^2 \cdot R(q)/2}.
\]

That is, the estimation error $R(q) - \text{est}(q)$ is limited.

In this way, the estimation error of each query based on our LAQP method is limited.

In the above discussions, the $q_i$ could be any query in the query log $Q$. However, the selection of $q_i$ also influences the accuracy of the estimation. We will show the influences of the accuracy in the following Theorem 3.

**Theorem 3.** $\min |R(q) - \text{est}(q)| = \min |\text{PredictionError}(q) + (f(q) - \text{Error}(q_i))|$, where the model $f$ maps each query $q_i$ in the query log $Q$ to its sampling-based estimation error. $f : q_i \rightarrow \text{Error}(q_i) = R(q_i) - \text{EST}(q_i)$.

**Proof.** Considering the prediction error of the model,
\[
f(q) + \text{PredictionError}(q) = R(q) - \text{Est}(q).
\] (7)

The estimation error can be calculated as,
\[
|R(q) - \text{est}(q)| = |R(q) - [R(q_i) + \text{EST}(q) - \text{EST}(q_i)]|
= |[R(q) - \text{EST}(q)] - [R(q_i) - \text{EST}(q_i)]|
= |f(q) + \text{PredictionError}(q) - \text{Error}(q_i)|
= |\text{PredictionError}(q) + (f(q) - \text{Error}(q_i))|
\]

That is, the estimation accuracy depends on two parts. The first one is the model accuracy, the second is the similarity between the sampling-based estimation error of the chosen pre-computed query and the predicted error of the new query.
The prediction error mostly depends on the reliability of the training data. Once the model is trained, the only thing to do is to find a pre-computed query in the log whose sampling-based estimation error is the most similar to the predicted error. Therefore, we finally define the estimator of our LAQP as follows.

**Definition 2.** The estimation of a query \( q \) based on the LAQP is defined as \( \text{est}(q) \), and computed according to the following equation.

\[
\text{est}(q) = R(q_{\text{opt}}) + \text{EST}(q) - \text{EST}(q_{\text{opt}}),
\]

where \( q_{\text{opt}} = \arg \min_{q_i} |f(q) - [R(q_i) - \text{EST}(q_i)]| \).

As we discussed above, the estimation error of LAQP is limited, and the estimation accuracy depends on both the model accuracy and the error-similarity between the chosen pre-computed query and the new query.

### 4.3. Aggregation functions

LAQP can support any typical aggregation functions supported by the sampling-based AQP method, such as the COUNT, SUM, AVG, STD and VAR. This point can be proved easily similar to the Lemma 1 in the reference [27]. LAQP is able to provide an error guarantee for these aggregation functions according to the Theorem 2.

Since the queries involving MAX and MIN are very sensitive to rare large or small values [2], the sampling-based estimations are not reliable for them. Similarly, LAQP cannot provide the error guarantee for the queries involving the MAX/MIN aggregations without the explicit distribution of the data. These queries depend on the rank order of the tuples rather than their actual values [6]. However, LAQP has more information besides the sample to rely on, since it learns the sampling-based error from the pre-computed queries. Therefore, it is possible to give better estimations of the MAX/MIN queries compared with the sampling-based method. The following theorems demonstrate that the estimations of the MAX/MIN queries based on the LAQP is possible to be more accurate than the sampling-based estimation.
Theorem 4. The LAQP estimation \( \text{est}(q) \) of a \( \text{MAX} \) query \( q \) is more accurate than the sampling-based estimation \( \text{EST}(q) \) as long as there exist a pre-computed query \( Q \) that \( \text{Error}(Q) \leq 2 \cdot \text{Error}(q) \), where \( \text{Error}(Q) \) and \( \text{Error}(q) \) are the sampling-based errors of \( Q \) and \( q \), respectively.

Proof. The estimation of \( q \) based on LAQP is \( R(Q) + \text{EST}(q) - \text{EST}(Q) \) according to the Theorem 1. Thus, the estimation error is:

\[
|R(q) - \text{est}(q)| = |R(q) - [R(Q) + \text{EST}(q) - \text{EST}(Q)]| \\
= |[R(q) - \text{EST}(q)] - [R(Q) - \text{EST}(Q)]| \\
= |\text{Error}(q) - \text{Error}(Q)|
\]

The \( \text{Error}(q) \) is the difference between the true result \( R(q) \) and its estimation \( \text{EST}(q) \) calculated based on the sample, i.e., \( \text{Error}(q) = R(q) - \text{EST}(q) \). It is clearly that the sampling-based estimation \( \text{EST}(q) \) of a \( \text{MAX} \) query is the under-estimation. Therefore, \( |\text{Error}(q)| = \text{Error}(q) \). Consequently, \( |\text{Error}(q)| \geq |R(q) - \text{est}(q)| \) can be true on the assumption that \( \text{Error}(q) \geq |\text{Error}(q) - \text{Error}(Q)| \).

In the next step, we prove that \( \text{Error}(q) \geq |\text{Error}(q) - \text{Error}(Q)| \) is true as long as \( \text{Error}(Q) \leq 2 \cdot \text{Error}(q) \). (1) If \( \text{Error}(q) \geq \text{Error}(Q) \), the assumption is always true since \( \text{Error}(Q) \geq 0 \) for any \( \text{MAX} \) query. (2) If \( \text{Error}(q) < \text{Error}(Q) \), the assumption is true as long as \( \frac{1}{2} \cdot \text{Error}(Q) \leq \text{Error}(q) < \text{Error}(Q) \). Thus, the assumption \( \text{Error}(q) \geq |\text{Error}(q) - \text{Error}(Q)| \) is true as long as \( \frac{1}{2} \cdot \text{Error}(Q) \leq \text{Error}(q) \).

Theorem 5. The LAQP estimation \( \text{est}(q) \) of a \( \text{MIN} \) query \( q \) is more accurate than the sampling-based estimation \( \text{EST}(q) \) as long as there exist a pre-computed query \( Q \) that \( \text{Error}(Q) \geq 2 \cdot \text{Error}(q) \), where \( \text{Error}(Q) \) and \( \text{Error}(q) \) are the sampling-based errors of \( Q \) and \( q \), respectively.

We omit the proof of Theorem 5 since it can be proved in the same way as proving the Theorem 4. These theorems demonstrate that, as long as we can find a pre-computed query satisfying the assumption, the LAQP is more accurate than the sampling-based AQP.
5. Extensions

In this section, we discuss the diversification and optimization of LAQP to improve the performance furthermore.

5.1. Diversification

In the previous section, we have discussed training the error model based on the given query logs. For such approach, we have two questions. Are all the queries in the log suitable to be used to train the error model? Do we need to store all the queries that keep coming up?

Clearly, it is not a good idea to store all the processed queries and train the error model with them, due to its huge storage requirement. The simplest way to reduce the storage requirement is to limit the number of queries in the log. However, reducing the number of pre-computed queries will affect the accuracy of the LAQP. We need to find a proper subset of the log that performs well with a limited number of queries. As discussed in Section 4.2, the estimation accuracy of LAQP depends on (1) the accuracy of the error model and (2) the similarity between the error of a pre-computed query and the predicted error of the given query. We consider to improve these two points by diversifying the training data and the errors of a limited number of pre-computed queries.

On the one hand, the error model benefits from the diversification of the training data. The diversity of training data ensures that it can provide more discriminative information to the model [14]. Therefore, we consider increasing the diversify of the training data in LAQP, i.e., the pre-computed queries in the log. On the other hand, the diversification of the sampling-based estimation errors is possible to improve the estimation accuracy. We show that diversifying the sampling-based errors of the pre-computed queries is possible to reduce the maximum error-difference between a query and its ‘error-similar’ pre-computed query. That difference determines the estimation accuracy as we discussed before. Thus, the sampling-based estimation error should also be diversified.

We take the Max-Min [13] diversification method as an example to show that it is possible to reduce the estimation error. The Max-Min method aims
at maximizing the minimum of the distance between any two elements in the diversified result. We use the following example to show that the maximum of the distance between the given query and its ‘error-similar’ pre-computed query can be reduced by the Max-Min diversification method.

**Example 5.1.** Suppose that the $L_1$ and $L_2$ in Figure 2 are two subsets of the query log. The red points on the first line are the sampling-based errors of the four queries $Q_1$, $Q_2$, $Q_3$, and $Q_4$ in $L_1$. The red points on the second line are those errors in $L_2$. Assuming that the ranges of the errors in $L_1$ and $L_2$ are the same, and $L_2$ is the diversified result chosen from the query log, the minimum distance ($\text{MinDis}$) of two errors in $L_2$ is larger than that of the distance in $L_1$. The max distance $\text{maxDis}(q, L_1)$ between the error of a query $q$ and its nearest error in $L_1$ is the half of the max distance ($\text{MaxDis}$) in $L_1$. Since the $\text{MinDis}$ in $L_2$ is larger than that of $L_1$, the maximum of its $\text{MaxDis}$ is smaller than that of $L_1$, i.e., $\text{maxDis}(q, L_1) > \text{maxDis}(q, L_2)$.

As shown in the above example, the diversification method is possible to reduce the maximum of the difference between a query and its ‘error-similar’ pre-computed one in the log. The difference determines the accuracy of the query estimation as we discussed before. Thus, diversifying the sampling-based errors of the pre-computed queries is possible to reduce the estimation error.

To discuss the diversification strategy, we define the distance of two queries as follows.

**Definition 3.** The distance of query $Q_i$ and $Q_j$:

$$\text{Dis}(Q_i, Q_j) = \frac{\sum_{x \in d} (l_{i,x} - l_{j,x})^2 + (r_{i,x} - r_{j,x})^2}{2d} + (\text{Error}_i - \text{Error}_j)^2,$$
where \( d \) is the number of dimensions, the \( l_{i,x} \) and \( r_{i,x} \) mean the left and right range boundaries of the \( Q_i \) in the \( x \)th dimension, and the \( \text{Error}_i \) means the sampling-based estimation error of \( Q_i \).

According to the definition of the distance between two queries, a variety of diversification methods \cite{13, 32} can be adopted to find a set of queries with high diversity. The usage of the diversification makes it possible to tune a good model with limited pre-computed aggregations and increases the opportunity of finding a sufficiently similar pre-computed query for each new query. Note that the normalization is required before the computation of the distance between two multi-dimensional queries in the implement. We make experiments to test the improvement of the LAQP benefiting from the diversification in Section 6.6.

5.2. Optimization

The final estimation provided by our LAQP is based on an existing pre-computed query as discussed before. However, the pre-computed query chosen according to the ‘error-similar’ strategy is not always quite reliable. What if the situation that the model is not well tuned? What if there exists a pre-computed query whose predicate range is sufficiently similar to the query range of the new one? That is, the LAQP may fail to find the true ‘error-similar’ query based on the wrong prediction of the error model. We still have a chance to give an accurate estimation based on a ‘range-similar’ pre-computed query whose predicate range is close to that of the new query. Therefore, we consider to make a proper combination of our ‘error-similar’ strategy with the previous ‘range-similar’ strategy to find the optimal pre-computed query when the model accuracy is not satisfactory.

We involve the range-distance to the query-distance to find the similar pre-computed query. We put different weights \( \alpha \) and \( \beta \) on the error-distance and the range-distance, and redefine the distance of two queries as follows.

\[
\text{Dis}(Q_i, Q_j) = \alpha \cdot \text{EDis}(Q_i, Q_j) + \beta \cdot \text{RDis}(Q_i, Q_j)
\]  

(9)
Algorithm 3 Optimized-LAQP

Input: QueryLog $QL$, DATA $D$, New Query $q$

Output: Sample $S$, Error model $f$, Estimation $est$

1: $f : Q_i \to R_i - \hat{R}_i, R_i \in QL$
2: $Error_q \leftarrow f(q)$
3: $Dis(q, Q_i) = \alpha \cdot EDis(q, Q_i) + \beta \cdot RDis(q, Q_i)$
4: $opt = \arg \min_i Dis(q, Q_i)$
5: $est = R_{opt} + SAQP(q, S) - SAQP(Q_{opt}, S)$

We propose a new algorithm adopting the new distance in Equation 9 to find the nearest pre-computed query. The weights in Equation 9 show the reliability of the error model. They can be computed by solving an optimization problem whose object function is to minimize the error on the testing set.

The pseudo-code of our optimized-LAQP is shown in Algorithm 3. Learning the error model is the first step (Line 1). The way of choosing the optimal pre-computed query is based on the redesigned distance of two queries involving both the error-distance($EDis$) and the range-distance($RDis$) (Line 3-4). The parameters $\alpha$ and $\beta$ can be either determined by the users or tuned by optimizing the accuracy.

As discussed in Section 4.2, the accuracy of an estimation is determined by the difference between the sampling-based estimation error of the new query and the chosen pre-computed one, i.e., $|error_q - error_{opt}|$. Therefore we regard the sum of that difference of each query in the $Test$ set as the object function $z$. The problem of choosing the optimal weights $\alpha$ and $\beta$ can be solved by the optimization problem as follows.
min \ z = \sum_{q \in \text{Test}} |\text{error}_q - \text{error}_{\text{opt}(q, \alpha, \beta)}|^2 \quad (10)

\text{opt}(q, \alpha, \beta) = \arg \min_{Q_i \in \text{Train}} \alpha \cdot E\text{Dis}(q, Q_i) + \beta \cdot R\text{Dis}(q, Q_i) \quad (11)

E\text{Dis}(Q_i, Q_j) = |\text{error}_{Q_i} - \text{error}_{Q_j}|^2 \quad (12)

R\text{Dis}(Q_i, Q_j) = \sum_{x \in \mathcal{D}} (l_{i,x} - l_{j,x})^2 + (r_{i,x} - r_{j,x})^2 \quad (13)

\text{s.t.} \ \alpha + \beta = 1, 0 \leq \alpha \leq 1, 0 \leq \beta \leq 1. \quad (14)

Such an optimization problem could be solved by the approaches such as the Brent’s method \cite{5}, and the weights \alpha and \beta are obtained in the solution. We proved that the optimization improves the performance of the original LAQP.

**Theorem 6.** If \( \alpha = 1 \), the accuracy of the optimized LAQP is the same with the original LAQP. If \( \alpha < 1 \), the accuracy of the optimized LAQP is better than the original LAQP on the testing set.

**Proof.** (1) If \( \alpha = 1 \), Equation (11) is simplified as \( \text{opt}(q, 1, 0) = \arg \min_{Q_i \in \text{Train}} |\text{error}_q - \text{error}_{Q_i}| \), which is the same with the equation in Algorithm 2 (Line 2). Thus, the optimized LAQP is the same with the original LAQP.

(2) If \( \alpha < 1 \), and assuming that the optimized LAQP is worse than the original LAQP, the sum of the squared error on the testing set of the optimized LAQP is higher than that of the original LAQP, i.e., \( \sum_{q \in \text{Test}} |\text{error}_q - \text{error}_{\text{opt}(q, \alpha, \beta)}|^2 > \sum_{q \in \text{Test}} |\text{error}_q - \text{error}_{\text{opt}(q, 1, 0)}|^2 \). It contradicts the object function of the optimization in Equation (10). Therefore, the assumption is false. Thus, the optimized LAQP is better than the original LAQP in this situation.

Therefore, the optimization improves the accuracy on the testing set. Involving the optimization only modifies the way of choosing the pre-computed query for each new query, the estimation error is still limited according to the Theorem 2 as we discussed in Section 4.2.
6. Experiments

In this section, we show the experimental results of the LAQP. We compare the LAQP with the existing methods including the most typical and widely used sampling-based AQP method, the most recent method combining the pre-computed aggregations with sampling called AQP++, and the state-of-the-art learning-based AQP method called DBEst.

6.1. Experimental Setup

**Hardware and Library** All the experiments were conducted on a laptop with an Intel Core i5 CPU with 2.60GHz clock frequency and 8GB of RAM. The error model implementation is based on the RandomForestRegressor in the scikit-learn library.

**Datasets** We use three real-life datasets for experiments. The POWER and WESAD are two large multi-dimensional datasets. The distribution of the attribute ‘global_active_power’ in POWER is a long-tailed distribution, while the distribution of each attribute in WESAD approximates a normal distribution. We also use the PM2.5 dataset adopted in the experiments of the DBEst for fair comparisons.

(1) The POWER dataset is the “Individual household electric power consumption Data Set”. This dataset contains 2,075,259 tuples and 9 attributes. We use a subset of this dataset including seven numerical attributes and 2,000,000 tuples to conduct the experiments.

(2) The WESAD (Wearable Stress and Affect Detection) dataset is a real-life dataset. This dataset is a 16GB dataset containing 63 million records. We use eight attributes (CH1, CH2, CH3, CH4, CH5, CH6, CH7, CH8) from it to conduct our experiments.

(3) The PM2.5 dataset is a real-life hourly dataset containing the information of the PM2.5 data of the US Embassy in Beijing. There are 43,824 instances.

[https://scikit-learn.org/stable/](https://scikit-learn.org/stable/)
[http://archive.ics.uci.edu/ml/datasets/Individual+household+electric+power+consumption](http://archive.ics.uci.edu/ml/datasets/Individual+household+electric+power+consumption)
[http://archive.ics.uci.edu/ml/datasets/Beijing+PM2.5+Data](http://archive.ics.uci.edu/ml/datasets/Beijing+PM2.5+Data)
in this dataset.

Queries The queries in our experiments include multi-dimensional predicates for testing the influence of dimension on the performance. We make examples about the queries adopted in the experiments.

An example of a one-dimensional query:

\[ Q_{1D} : \text{SELECT COUNT(pm2.5) from PM2.5,} \]

where \( l \leq \text{PREC} \leq r \).

An example of a three-dimensional query:

\[ Q_{3D} : \text{SELECT COUNT(CH1) from WESAD,} \]

where \( l_1 \leq \text{CH1} \leq r_1, l_2 \leq \text{CH2} \leq r_2, l_3 \leq \text{CH3} \leq r_3. \)

We introduce the generation of the queries in the experiments as follows.

1. The aggregated attribute in the queries for the PM2.5 dataset is ‘pm2.5’, and each predicate only involves one attribute ‘PREC’. The one-dimensional queries are generated by randomly choosing the range boundaries from the domain of the attribute ‘PREC’.

2. The aggregated attribute for the POWER dataset is ‘global\_active\_power’, and each predicate involves seven attributes. In order to avoid most of the multi-dimensional query results to be zero, we limit the range to generate the boundaries in each dimension. The left boundary of the range in each dimension is randomly chosen from the first quarter of the entire value range of the corresponding attribute. Similarly, each right boundary is randomly chosen from the last quarter of the corresponding attribute range.

3. The aggregated attribute for the WESAD dataset is ‘CH1’, and each predicate involves eight attributes. The predicates are generated in the same way as those generated for the POWER dataset.

For the following experiments, we generate the queries for each dataset. We take a subset of the queries to form the query log, and estimate the remaining queries based on the LAQP method.

Error Metrics We use two error metrics to measure the accuracy of our LAQP method. In the following definitions, \( Q, \hat{r}_i \) and \( r_i \) denote the queries, the estimated query results and the true results, respectively.
Average Relative Error: \( ARE = \frac{1}{|Q|} \sum_{q_i \in Q} \frac{|\hat{r}_i - r_i|}{r_i} \)

Mean Squared Error: \( MSE = \frac{1}{|Q|} \sum_{q_i \in Q} (\hat{r}_i - r_i)^2 \)

Implementation Details All the experiments are conducted in Python 3.5. We use the RandomForestRegressor in the scikit-learn package to model the relation between each pre-computed query and its sampling-based estimation error. A random forest is a meta estimator that fits a number of decision tree classifiers on various sub-samples of the dataset and uses averaging to improve the predictive accuracy and control over-fitting [4]. We simply adopted the RandomForestRegressor since it is widely used and its parameters are easy to tune. We set the parameter of the RandomForestRegressor \( \text{max\_depth} = 3 \). This parameter is determined by tuning. We use the first dataset to test the performance of the model with different \( \text{max\_depth} \) and show the result in Figure 3.

Competitors In the following experiments, we compare the performance of LAQP with the most representative or the state-of-the-art AQP methods including the simplest SAQP (the sampling-based AQP), a modified version of the AQP++ [19] and the DBEst [23].

SAQP: the simplest sampling-based AQP method as introduced in Section 3.1. It estimates the query result according to a sample randomly chosen from the entire dataset.

AQP++: an AQP method combining the sampling-based AQP method with the pre-computed data cubes. In this experiment, we did not generate data cubes, but modify the AQP++ method to regard the pre-computed aggregations
as the pre-computed cubes. We still follow the main idea of the original AQP++ estimating a new query based on a pre-computed query and computing the difference between the new query and the old one based on sampling. The reason for the modification is that we want to test the performance the AQP methods with a small number of pre-aggregations. However, if the BP-Cube in the original AQP++ is adopted, each dimension can be only partitioned into very few parts. In addition, the queries are not generated uniformly in the data range to avoid the query result to be zero. Thus, the queries may be far from the cells in the BP-Cube. However, since the queries and the pre-aggregations are generated in the same way as we introduced before, the pre-aggregations are more reliable than the BP-Cube. Thus, the modified version performs better than the original AQP++ in the following experiments. In the following figures and experimental descriptions, the modified version is still called AQP++ for the sake of brevity.

DBEst: a learning-based AQP method which learns a density model and a regression model from a small sample of the data. We adopted the implementation of the DBEst provided by the authors in github.

6.2. Accuracy

In this section, we compare the accuracy of our LAQP method with the other methods. The accuracy of each method is measured by both the MSE and ARE. We also test the influence of the query selectivity on the accuracy. We compare our LAQP with the SAQP and AQP++ for the multi-dimensional queries. The comparisons involving the DBEst are only conducted on the one-dimensional queries due to the limitation of its implementation. We test their performance for three aggregation functions Count, Sum and Avg. The queries are generated as introduced before. To be fair, all the methods use the same off-line sample.

EXP1: We compare the accuracy of our LAQP, SAQP and the AQP++ on the
Figure 4: Accuracy Comparison on Dataset POWER

Figure 5: Accuracy Comparison on Dataset WESAD

Figure 6: Accuracy Comparison on Dataset PM2.5
dataset POWER. The results are shown in Figure 4. The number of samples is 2,000. We adopted 800 and 100 queries in the log to train and test the error model of the LAQP, respectively. We compute the estimation error of 100 new queries to evaluate the accuracy. Each query includes a seven-dimensional predicate. The average selectivity of the queries is nearly 0.2%. The results are shown in Figure 4. We can learn from the figure that the our LAQP is more accurate than the other two methods. Since the sample size is much smaller than the data size, the sample distribution is not sufficiently similar to that of the entire data. Therefore, the SAQP does not perform well in this experiment. Even though a large number of the pre-computed queries are adopted, it is still difficult for the AQP++ to find a similar pre-computed query for each new due to the high dimensions. As a comparison, LAQP does not suffer from the small sample size and the multi-dimensional data. LAQP benefits from the ability of the error model to handle the multi-dimensional data. In addition, it is easier to find a similar one-dimensional estimation error than finding a similar multi-dimensional predicate range.

EXP2: We compare the accuracy of our LAQP, SAQP and the AQP++ on the dataset WESAD. The results are shown in Figure 5. The number of samples is 20K. We adopted 130 and 40 queries in the query log to train and test the error model of the LAQP, and we computed the estimation error of 30 new queries to evaluate the accuracy. Each query includes an eight-dimensional predicate. The average selectivity of the queries is nearly 2%. In this experiment, the SAQP performs better than the AQP++, since the sample is sufficient while the number of the pre-computed queries is limited. Our LAQP is still more accurate than the other two methods.

EXP3: We compare the accuracy of our LAQP, SAQP, AQP++ and DBEst on the dataset PM2.5. The experimental results are shown in Figure 6. We randomly choose a sample with the sampling rate at 1% from the entire dataset. We only use a query log including 200 one-dimensional queries in this experiment, and compute the estimation error of 100 new queries to evaluate the accuracy. The queries in this experiment only include the one-dimensional predicates due
to the limitation of the implementation of the DBEst. We can learn from the figure that the accuracy of our LAQP outperforms the other methods. The reason why our method outperforms the SAQP and AQP++ is similar to that in EXP1. The reason why LAQP outperforms the DBEst is that we use pre-computed queries to improve the accuracy, while the accuracy of the DBEst method largely depends on the sample. When the sample size is much smaller than the data size, the regression model of DBEst based on the sample is unreliable.

EXP4: We test the influence of the query selectivity on the accuracy. The queries in the experiments only contain one-dimensional predicates and two-dimensional predicates, since it is difficult to generate high-dimensional queries with a high selectivity. The sample size of these methods is 2,000, and the number of the pre-computed queries is 200. The relative errors of the estimation results on the one-dimensional queries and the two-dimensional queries are shown in Figure 7 and Figure 8, respectively. We can learn from the figures that the relative errors of the estimations decrease with the selectivity. In most cases, LAQP is more accurate than the other methods. The performance of these three methods are similar on AVG queries. The reason is that the variance of the aggregated attribute values is not high, meaning that the results of the AVG queries are similar. As a comparison, LAQP still has superiority to handle the two-dimensional AVG queries as shown in Figure 8(c). In this experiment, the sampling rate is only 0.1% and only a small number of pre-computed queries are adopted in AQP++ and LAQP. Therefore, the distribution of the sample is not sufficiently similar to that of the entire dataset, and it is difficult to find a pre-computed query similar to each new query. Our LAQP is better than the SAQP since the sampling-based estimation errors are learned from the pre-computed queries to improve the accuracy. Our LAQP provides an opportunity to find an ‘error-similar’ pre-computed query, other than finding a ‘range-similar’ pre-computed one. As the dimension increases, it will be more difficult to find a pre-computed query with sufficiently similar range. This point is also verified by the fact that the advantage of LAQP on the two-dimensional
queries is more significant than that on the one-dimensional queries.

6.3. Space Cost

We compare the influence of the space cost on the accuracy. The space cost of the SAQP is the sample size. The space cost of the AQP++ includes both the sample size and the cost of the pre-computed aggregations. LAQP has an additional cost of the error model compared with the AQP++. Since the space cost of the sample, the pre-computed aggregations, and the error model are independent of the data size, we did not evaluate the relation of the data size and the space cost. Instead, we focus on the influence of the space cost on the accuracy.

This experiment was conducted on the POWER dataset. Each query involves a seven-dimensional predicate. The number of the samples in the SAQP varies from 1k to 5k. Since the space cost of LAQP and AQP++ include three and two parts, respectively, it is difficult to make their space cost absolutely the
same with that of the SAQP. We adopted different settings to find the space cost of LAQP and AQP++ in the range similar to that of the SAQP. The settings (the number of samples, the number of pre-computed queries, the space cost of the error model, and the total space cost) of different methods are shown in Table 3. The experimental results are shown in Figure 9.

We can learn from Figure 9 that both the MSE and ARE decrease with the space cost. This phenomenon is absolutely reasonable since more samples, more pre-computed queries and more complex model lead to higher accuracy. The estimation error of our method is lower than that of the SAQP and AQP++ for the most of the time when only a little space are provided. The distribution of a small sample has little chance to be similar to the entire data. Insufficient pre-computed queries also make it difficult to find a similar pre-computed query.

| Method | Sample | Pre-Queries | Model | SpaceCost(KB) |
|--------|--------|-------------|-------|---------------|
| LAQP   | 1000   | 250         | 12KB  | 184           |
| LAQP   | 2000   | 250         | 12KB  | 296           |
| LAQP   | 2000   | 500         | 13KB  | 358           |
| LAQP   | 2000   | 800         | 14KB  | 430           |
| LAQP   | 2000   | 1000        | 14KB  | 534           |
| AQP++  | 1000   | 250         |       | 172           |
| AQP++  | 1000   | 500         |       | 232           |
| AQP++  | 2000   | 500         |       | 344           |
| AQP++  | 2000   | 800         |       | 416           |
| AQP++  | 2000   | 1000        |       | 464           |
| SAQP   | 1000   |             |       | 112           |
| SAQP   | 2000   |             |       | 224           |
| SAQP   | 3000   |             |       | 336           |
| SAQP   | 4000   |             |       | 448           |
| SAQP   | 5000   |             |       | 560           |

Table 3: Settings for the space cost experiment.
However, the error model can learn the estimation error of a small sample while occupying little space. That is the reason why LAQP outperforms the other methods when the provided space is limited. However, when enough samples and pre-computed queries are provided, LAQP will not be better than the other two methods.

6.4. Efficiency

We test the efficiency of LAQP, and compare our method with the existing methods. We compare the average processing time of estimating 100 queries. We also test the influence of the dimensions on the processing time. The query time of the LAQP includes the prediction, finding the nearest query, and the sampling-based estimation. The aggregation function in these experiments is COUNT. The pre-computation and the training time are off-line process, and they are not included in the following experiments.

EXP1: We compare the query processing time of the LAQP, AQP++, SAQP and DBEst on the PM2.5 dataset. The sample includes 4K tuples. The number of the pre-computed queries is 100. The average processing time of 100 one-dimensional queries are shown in Figure 9. We can learn that our LAQP is comparable to the other methods, even though the processing time of LAQP includes three parts.

EXP2: We compare the query processing time of the LAQP, AQP++, and SAQP on the POWER dataset. The query predicate varies from one dimension to seven dimensions. The sample in this experiment includes 20K tuples. We
compute the processing time of 100 queries for each kind of aggregation function. The experimental results are shown in Figure 11. The processing time of these three methods all increases with the number of dimensions. The processing time of LAQP and AQP++ is nearly two times of the SAQP. The reason is that both the processing time of LAQP and AQP++ includes estimating the given query and a pre-computed query based on a sample. If the sampling-based estimation of each pre-computed query is computed off-line and stored in memory, the query time of them will be close to that of the SAQP.

6.5. Other aggregation functions

In this section, we test the performance of LAQP on the other aggregation functions including the VAR, STD, MIN and MAX. We compare our LAQP with the SAQP and AQP++ on the PM2.5 dataset. One hundred one-dimensional pre-computed queries for each kind of aggregation function are used to train the error model. The result of this experiment is shown in Figure 12. The result of the queries involving the MIN aggregation function is nearly 0 for most of the time, suggesting that, even a little absolute error becomes a high relative error. We can learn from the figure that our LAQP has better performance for most of the time.
6.6. The Benefits from the Diversification

We test the improvement of LAQP by diversification. We use a randomly chosen query log including 200 one-dimensional queries and a diversified query log including 200 queries to train the error model, respectively. The diversification method in this experiment is the MaxMin method, which greedily inserts the query maximizing the minimum distance to the existing queries into the diversified log. This experiment was conducted on the PM2.5 dataset. The performance of these two situations are shown in Figure 13. The LAQP with the diversified query log is called the ‘DiversifiedLAQP’ for short in the figure. This figure indicates that the diversified query log improves the accuracy of the LAQP, which is coincident with the analysis in Section 5.1.
6.7. The Benefits from the Optimization

We test the improvement of LAQP by optimization. This experiment was conducted on the PM2.5 dataset. We modify the max_depth of the Random-Forest to form the error models with different reliability. We randomly choose 100 one-dimensional queries as the training set, and another 100 queries as the testing set. We can learn the influence of the weight $\alpha$ on the Object Function in Equation 10 from the Figure 14(a). As discussed in Section 5.2, the lower the result of the Object Function, the better performance on the testing set. When the error model is not well tuned (max_depth = 1), the result of the Object Function increases with $\alpha$. In this situation, the range-similar pre-computed query is more reliable than the error-similar one. The result of the Object Function decreases with the $\alpha$ when the error model is well tuned (max_depth = 2), since the error-similar pre-computed query is more reliable. We also test the performance on different kinds of aggregation functions. In this experiment, the optimization of the parameter $\alpha$ was computed by the method ‘bounded’ in the scipy.optimize.minimize_scalar. As shown in Figure 14(b) optimizing the value of $\alpha$ really improves the accuracy.

6.8. The summary of the experiments

From above experiments, we have following conclusions.
1. The accuracy of our LAQP outperforms the SAQP, AQP++, and DBEst when the sample are limited in a small size.
2. The superiority of LAQP to handle multi-dimensional data is evident.
3. The efficiency of LAQP is comparable to other AQP methods.
4. The performance of LAQP can be improved by diversification and optimization.
5. The LAQP performs well for most typical aggregation functions including the COUNT, SUM, AVG, VAR, STD, MIN and MAX.

7. Conclusions

In this work, we proposed a learning-based AQP method. We make a combination of a regression model, the sampling-based AQP and the pre-computed aggregations to provide more accurate approximate query answers. Our LAQP supports most of the typical queries supported by the sampling-based method. The performance of LAQP can be improved by involving the diversification and optimization. The experimental results indicate that our method outperforms the representative exiting methods including the sampling-based AQP method, the pre-computed aggregations based method, and the most recent learning-based method. In this work, we learn the error model based on a given query log. We will try to automatically generate the pre-computed synopses for AQP in our future study.
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