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Abstract

A common problem in machine learning is to deal with datasets with disjoint label spaces and missing labels. In this work, we introduce the openXDATA tool that completes the missing labels in partially labelled or unlabelled datasets in order to generate multi-target data with labels in the joint label space of the datasets. To this end, we designed and implemented the cross-data label completion (CDLC) algorithm that uses a multi-task shared-hidden-layer DNN to iteratively complete the sparse label matrix of the instances from the different datasets. We apply the new tool to estimate labels across four emotion datasets: one labeled with discrete emotion categories (e.g., happy, sad, angry), one labeled with continuous values along arousal and valence dimensions, one with both kinds of labels, and one unlabeled. Testing with drop-out of true labels, we show the ability to estimate both categories and continuous labels for all of the datasets, at rates that approached the ground truth values. openXDATA is available under the GNU General Public License from https://github.com/fweninger/openXDATA.
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1. Introduction

Multi-target and multi-task learning are related, yet different concepts in machine learning. Multi-target learning deals with learning from examples that have multiple target attributes. Multi-label classification (e.g. tagging) can be seen as a special case of multi-target learning where the labels are binary (Zhang and Zhou, 2013). Multi-task learning is an approach to inductive transfer by learning tasks in parallel, where a “task” refers to a target learning (Caruana, 1997). In contrast to multi-target learning, the examples do not necessarily share the same label space, that is to say, they can be taken from different single- or multi-target datasets. There exist a number of tools and libraries for multi-label and multi-target learning, e.g., Meka (Read et al., 2016), MULAN (Tsoumakas et al., 2011) and SCIKIT-MULTILEARN (Szymański and Kajdanowicz, 2019). To employ these tools or to run statistical analysis on multiple target attributes, one first needs to acquire multi-target data. Due to the bottleneck of manual data annotation, many existing datasets are labelled along one or a few target dimensions, which might also be attributable to the traditional supervised learning paradigm. For example, emotion datasets usually have different labeling schemes due to the diversity
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In this work, we introduce the openXDATA tool to generate multi-target data from any input datasets within the same feature space for any modality. There is no constraint on the label space of the specific datasets, which can be single-target, multi-target, incomplete with missing labels, or completely unlabelled; nor on the labelling scheme (nominal, numeric). The objective of the openXDATA tool is to create a holistic database that is labelled along all the target dimensions of the input datasets. The key idea is to extend the cross-task labelling (CTL) algorithm (Zhang et al., 2016) to multi-task models and multi-target datasets.

2. Algorithm

Figure 1a illustrates our problem space. Given a set of unlabelled or partially labelled datasets, the goal of the CDLC algorithm is to complete the missing labels in the label matrix in order to generate multi-target data. The input datasets can be single-target (orange, green) or multi-target (blue, yellow), they may have overlapping tasks (blue and green), missing labels (orange), or they can also be completely unlabelled (last row in grey).

From the input datasets $d = 1, \ldots, D$, we determine the set of tasks $\mathcal{M} = \{1, \ldots, M\}$ as the union of the tasks associated with the datasets. Joining the instances $i = 1, \ldots, N$ of all the datasets, we build a feature matrix $X = [x_1^\top, \cdots, x_N^\top]^\top$ and a label matrix $Y = [y_1^\top, \cdots, y_N^\top]^\top$. There, $y_i \in \mathcal{Q}_1 \times \cdots \times \mathcal{Q}_M$ is the label vector for instance $i$, and $\mathcal{Q}_m$ is
the label set for task $m$. Note that $Q_m$ also contains the symbol for missing labels ⊥. For example, let us assume that $Q_1 = \{0, 1, \perp\}$ is binary-class, $Q_2 = \{0, 1, 2, 3, \perp\}$ is multi-class, and $Q_3 = \mathbb{R} \cup \{\perp\}$ contains real-valued labels. As shown in Figure 1a, the label matrix $Y$ is generally sparse, containing many undefined labels ⊥.

Figure 1b shows the pseudocode of the CDLC algorithm, which extends the previous CTL algorithm based on pseudo-labeling (Lee, 2013) and self-training (Rosenberg et al., 2005). The CDLC algorithm trains a multi-task model on the instances with at least one label ($L$), and makes predictions for the instances with missing labels ($U$). For each task $m$, the predictions with the highest model confidence $C_m$ are added to the label matrix. The model is then retrained and the algorithm continues iteratively until the label matrix is completed or a stopping criterion is fulfilled. Thus, the grey part in Figure 1a receives generated labels, learned both within and across all of the different datasets and tasks.

3. Design and Implementation

The code is written in Python and is organized in the following modules:

- **MultiTargetDataset**: constructs the feature and label matrices; reads and writes data files in the Attribute Relation File Format (ARFF) (Hall et al., 2009)
- **Model**: implements the multi-task shared-hidden-layer (MT-SHL) algorithm for training deep neural networks (DNN) (Huang et al., 2013); computes predictions and confidence measures (Gal, 2016)
- **Options**: provides dataset specifications (file names and number of target variables in each file) and various configuration variables (number of hidden layers, training epochs, learning rate, etc.) to be set by the user
- **Trainer**: implements the CDLC algorithm according to Figure 1b, optionally providing performance measurements on an evaluation set

The output $\hat{y}_i = [\hat{y}_{i,1}; \hat{y}_{i,2}; \ldots; \hat{y}_{i,M}]$ of the MT-SHL-DNN for an input vector $x_i$ is composed of sub-vectors for each task $m = 1, \ldots, M$. Each $\hat{y}_{i,m}$, $m = 1, \ldots, M$ corresponds to a task-specific transformation of the topmost shared hidden layer activation. This transformation consists of (optional) hidden layers and an output layer. The number of shared hidden layers can be set by the user. The following MT loss function is minimized:

$$J^{MT} = \sum_i \sum_m \mathbb{1}(y_{i,m} \neq \perp) J(\hat{y}_{i,m}, y_{i,m}). \quad (1)$$

For the output layer activation functions and task-specific loss functions $J$, we use the sigmoid function with cross-entropy loss in binary classification, the softmax function with cross-entropy in multi-class classification, and the linear activation function with mean squared error loss in regression.

For obtaining the confidence $C_m$ in Figure 1b, we perform a fixed number of forward passes with different dropout masks. In case of (binary or multi-class) classification, we compute the Shannon entropy of the average output(s), and for regression, we take the variance of the output, following Gal (2016).
4. Experiments

To validate the functionality of the openXDATA tool, we use it to generate multi-target emotion data, which are particularly rare given the prevalence of small datasets with task-specific labeling schemes (e.g., categorical, dimensional). For the experiments, we use the IEMOCAP speech corpus (Busso et al., 2008) to simulate exemplary datasets with disjoint label spaces and missing labels. The first recording session is labeled in four emotion categories (angry, happy, sad, neutral), as well as arousal/valence on a continuous scale. For the second one we only use the emotion class labels, and for the third only the arousal/valence labels. The fourth one is treated as completely unlabeled. These four sessions form the cross-labeling set while the fifth one serves as the test set. In addition, we simulate missing labels by dropping 75% of the labels from the cross-labeling set. The feature files and detailed parameter settings are included with the toolkit.

As a qualitative evaluation of the labels obtained by CDLC, we plot the distribution of arousal and valence by the emotion categories (GT: ground-truth and predicted) on the cross-labeled instances in Figure 2a. Both GT and predicted emotions show the same trend in light of the circumplex model of affect. The deviation can be attributed to the well-known difficulty of recognizing valence from speech. Furthermore, Figure 2b shows the performance on the test set after each iteration of the CDLC algorithm (1000 instances cross-labeled per iteration and task). It can be seen that the performance gradually approaches the one obtained by using the corresponding GT labels.

5. Conclusion

In this paper, we introduced the openXDATA toolkit and demonstrated its functionality. Due to its flexibility regarding input features, missing labels and classification/regression tasks, it has the potential to be applied to many different machine learning tasks.
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