ON BERNDT’S SUMMATION FORMULA
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Abstract. We offer a proof of a summation formula equivalent to one due to Berndt. Our proof uses the M"{u}ntz formula and the Poisson summation formula. Several new applications are offered as corollaries.
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1. Introduction and Main Summation Formulas

In [2], Berndt offered an intriguing summation formula involving arithmetic functions. Let $b(n)$ be an arithmetic function in the sense that its domain is $\mathbb{N}$ and range is $\mathbb{C}$, and $b(n) := \sum_{d|n} a(d)\mu(n/d)$. As usual $\mu(n)$ is the M"{o}bius function.

Define $a(n, S) := \sum_{d|n} a(d)$, if $S \subset \mathbb{N}$. Suppose that $f(x)$ is continuous on the real line $\mathbb{R}$ and $f(x) \in L_1(\mathbb{R})$. Then, assuming

$$\sum_{n \in \mathbb{Z}} a(n)f(n)$$

converges absolutely, Berndt’s formula is stated as [2, pg.295–296, eq.(3)]

$$\sum_{n \in \mathbb{Z}, n \neq 0} a(n, S)f(n) = \sum_{k \geq 1} \frac{b(k)}{k} \left( \sum_{m \in \mathbb{Z}} \int_0^\infty e^{2\pi imx/k} f(x)dx - f(0)k \right).$$

Berndt’s proof of this formula involves constructing a special function from arithmetic functions and applying the ”ordinary” Poisson summation formula. We were able to find a similar summation formula using some known results on Mellin transforms. Recall that the Mellin transform of a function $f(x)$ is given as [12]

$$\mathcal{M}(f)(s) = \int_0^\infty x^{s-1} f(x)dx,$$
provided $f$ satisfies suitable growth conditions. In particular, $f$ has growth $O(x^{-m})$, $m > 1$, for large $x$. Additionally, the inverse formula is given as

$$(1.3) \quad \mathcal{M}^{-1}(\mathcal{M}(f)(s))(x) = f(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-s} \mathcal{M}(f)(s) ds,$$

provided $\Re(s) = c$ is where $\mathcal{M}(f)(s)$ is taken to be analytic. Let $\mathcal{F}(f)(w) = \int_0^\infty \cos(w2\pi x)f(x)dx$ denote the Fourier cosine transform of $f$. The summation formula we offer is constructed from the Poisson summation formula for Fourier cosine transforms [3, pg.233, eq.(31.2), $a = 0$, $b = \infty$]

$$\frac{f(0)}{2} + \sum_{n \geq 1} f(n) = \int_0^\infty f(x)dx + 2 \sum_{n \geq 1} \mathcal{F}(f)(n).$$

**Theorem 1.1.** Assume $f$ satisfies the hypothesis of (1.1) and growth conditions for (1.2). Let $\zeta(s)$ be the Riemann zeta function. Then, assuming absolute convergence,

$$\sum_{n \geq 1} a(n)\mathcal{F}(f)(n) = \frac{1}{2} \sum_{m \geq 1} \frac{b(m)}{m} \left( \mathcal{M}^{-1}(\zeta(s)\mathcal{M}(f)(s))(1/m) + \frac{f(0)}{2} \right),$$

where $\mathcal{M}^{-1}$ is taken over the vertical line $0 < \Re(s) = c < 1$.

**Proof.** We write

$$\sum_{n \geq 1} a(n)\mathcal{F}(f)(n) = \sum_{m \geq 1} b(m) \sum_{n \geq 1} \int_0^\infty \cos(2nm\pi x)f(x)dx$$

$$= \sum_{m \geq 1} \frac{b(m)}{m} \sum_{n \geq 1} \int_0^\infty \cos(2n\pi x)f(\frac{x}{m})dx$$

$$= \frac{1}{2} \sum_{m \geq 1} \frac{b(m)}{m} \left( -\int_0^\infty f(\frac{x}{m}) \frac{0}{2} + \sum_{n \geq 1} \frac{f(n)}{m} \right)$$

$$= \frac{1}{2} \sum_{m \geq 1} \frac{b(m)}{m} \left( \mathcal{M}^{-1}(\zeta(s)\mathcal{M}(f)(s))(1/m) + \frac{f(0)}{2} \right).$$

In the second line we have made the change of variable $x \to x/m$. In the third line we invoked the Poisson summation formula for cosine transforms. In the fourth line we have invoked the M"{u}ntz formula [14, pg.29, eq.(2.11.1), $x \to 1/x$, $v \to v/x$]

$$(1.4) \quad \mathcal{M}^{-1}(\zeta(s)\mathcal{M}(f)(s))(1/x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{s}\zeta(s)\mathcal{M}(f)(s) ds = -\int_0^\infty f(\frac{y}{x})y dy + \sum_{n \geq 1} f(\frac{n}{x}),$$

where $0 < \Re(s) = c < 1$. This formula may be applied, since the first order derivative of $f$ is continuous, $f$ has growth $O(x^{-m})$, $m > 1$, for large $x$ by hypothesis of the theorem. \[\square\]
Theorem 1.1 may be recovered from Berndt’s formula (1.1) by choosing the set $S = \mathbb{N}$, and the function $f$ to be the Fourier cosine transform of a function. Since $f$ is then an even function, the result follows after proceeding with our steps involving the Müntz formula. As it turns out, there are many interesting applications of Theorem 1.1 which were not included in the list provided in [2].

H. Davenport [4] offered a curious Fourier series for a series involving the fractional part function over a class of arithmetic functions. Let $[x]$ be the integer part of $x$, and write \( \{x\} \) to be \( x - [x] \), Note that, \[
[x] := \begin{cases} 
[x], & \text{if } x \geq 0, \\
[x], & \text{if } x < 0.
\end{cases}
\]

For a well-known proof involving Mellin inversion see [13]. The identity we wish to prove is:

**Theorem 1.2. ([4])** For irrational $x$, and assuming absolute convergence, \[
(1.5) \quad \sum_{n=1}^{\infty} \frac{b(n)}{n} \left( \{nx\} - \frac{1}{2} \right) = -\frac{1}{\pi} \sum_{n=1}^{\infty} \frac{a(n)}{n} \sin(2\pi nx).
\]

**Proof.** First, we select \( f(w) = \int_{0}^{\infty} \cos(y2\pi w) \frac{\sin(2\pi xy)}{y} dy \) in Theorem 1.1 and notice that by [12] \[
(1.6) \quad \int_{0}^{\infty} w^{s-1} \left( \int_{0}^{\infty} \cos(y2\pi w) \frac{\sin(2\pi xy)}{y} dy \right) dw = -\Gamma(s) \cos\left(\frac{\pi s}{2}\right) \Gamma(-s) \sin\left(\frac{\pi s}{2}\right) x^{s} = -\frac{\pi x^{s}}{2s},
\]
where we have used the reflection formula for the gamma function, provided \( 0 < \Re(s) < 1 \). It is known [14, pg.14, eq.(2.1.5)] that, for \( 0 < c < 1 \), \[
-\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \zeta(s) \frac{x^{s}}{s} ds = \{x\}.
\]

Now using \( f(0) = \frac{\pi}{2} \) we have the result after applying Fourier inversion on the left hand side of Theorem 1.1.

Our proof may be conveniently applied to other summation formula’s of the Voronoi type. Indeed, let $\sigma(n)$ denote the number of divisors of $n$. Define $\mathcal{K}(f)(x) =$
\[ f(y)(4K_0(4\pi \sqrt{xy}) - 2\pi Y_0(4\pi \sqrt{xy})) \, dy, \]

where \( K_0(x) \) and \( Y_0(x) \) are the modified Bessel functions. The Voronoi’s summation formula for \( \sigma(n) \) is known to be \[ \frac{f(0)}{2} + \sum_{n \geq 1} \sigma(n)f(n) = \int_0^\infty f(x)(\log(x) + 2\gamma)x)dx + \sum_{n \geq 1} \sigma(n)\mathcal{K}(f)(n). \]

**Theorem 1.3.** Let \( c(n) = \sum_{d|n} \sigma(\frac{n}{d})b(d) \). Assume \( f \) satisfies the hypothesis of (1.1) and growth conditions for (1.2). Then, assuming absolute convergence,

\[ \sum_{n \geq 1} c(n)\mathcal{K}(f)(n) = \sum_{m \geq 1} b(m) \left( \mathcal{M}^{-1}(\zeta^2(s)\mathcal{M}(f)(s)) (1/m) + \frac{f(0)}{2} \right), \]

where \( \mathcal{M}^{-1} \) is taken over the vertical line \( 0 < \Re(s) = c < 1 \).

**Proof.** The proof is identical to the one for Theorem 1.1, but requires a M"untz-type formula for \( \sigma(n) \) that recently appeared in [10, pg.404, Theorem 3.4]

\[ \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^s \zeta^2(s)\mathcal{M}(f)(s)ds = -\int_0^\infty f\left(\frac{y}{x}\right)(\log(y) + 2\gamma)dy + \sum_{n \geq 1} f\left(\frac{n}{x}\right), \]

where \( 0 < \Re(s) = c < 1 \). The result follows after splitting the sum over \( c(n) \) into two series, and making a change of variable as before. \( \square \)

## 2. Identity involving the Koshlyakov function

The function

\[ \Re(x) := 2 \sum_{n \geq 1} \sigma(n) \left( K_0(4\pi e^{i\pi/4}\sqrt{n}x) + K_0(4\pi e^{-i\pi/4}\sqrt{n}x) \right), \]

where \( \sigma(n) \) denotes the number of divisors of \( n \) and \( K_0(x) \) is the modified Bessel function of the second kind, has recently appeared in several papers, and is attributed in [5] to Koshlyakov. We give an apparently new formula involving this function by applying Theorem 1.1.

**Theorem 2.1.** For real \( z > 0 \), assuming \( a(n) \) is chosen so that the series converge absolutely,

\[ \sum_{n \geq 1} a(n)I(n, z) = \frac{z^2}{2} \sum_{m \geq 1} \frac{b(m)}{m} \left( zm\Re(zm) + \frac{1}{2\pi} \right), \]

where

\[ I(x, z) = \int_0^\infty \cos(xw2\pi)w^{-2} \int_0^\infty e^{-yzw^2} \left( \sum_{n \geq 1} e^{-(yn)^2} - \frac{\sqrt{\pi}}{2y} \right) dydw. \]
Proof. We choose the function as the absolutely convergent integral

\[ f(x) = x^{-2} \int_0^\infty e^{-(zy)^2/x^2} y \left( \sum_{n \geq 1} e^{-(yn)^2} - \frac{\sqrt{\pi}}{2y} \right) dy, \]

in Theorem 1.1. The left side of Theorem 2.1 is clear. Note that for \(0 < \Re(s) < 1\),

\[ \mathfrak{M}(f)(s) = \int_0^\infty x^{s-1} x^{-2} \int_0^\infty e^{-(zy)^2/x^2} y \left( \sum_{n \geq 1} e^{-(yn)^2} - \frac{\sqrt{\pi}}{2y} \right) dy \]

(2.2)

\[ = \Gamma(1 - \frac{s}{2}) z^{s-2} \int_0^\infty y^{s-1} \left( \sum_{n \geq 1} e^{-(yn)^2} - \frac{\sqrt{\pi}}{2y} \right) dy \]

\[ = \Gamma(\frac{s}{2}) \Gamma(1 - \frac{s}{2}) z^{s-2} \zeta(s) = \frac{z^{s-2} \pi \zeta(s)}{\sin(\frac{\pi}{2}s)}. \]

In the last line we invoked a well-known Mellin transform which was nicely discussed in Ivić’s paper [7], as well as the reflection formula for the gamma function. We require an integral evaluation from [5, pg.243, eq.(6.5)–(6.6), \(z = 0\)],[9, eq.(11)], \(c > 1\),

(2.3)

\[ \mathfrak{R}(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{\zeta^2(1-s)x^{-s}}{2 \cos(\frac{\pi}{2}s)} ds. \]

If we move the line of integration to \(0 < d < 1\) and compute the residue at the first order pole \(s = 1\), we find for \(0 < d < 1\)

(2.4)

\[ \mathfrak{R}(x) = -\frac{1}{2\pi} + \frac{1}{2\pi i} \int_{d-i\infty}^{d+i\infty} \frac{\zeta^2(1-s)x^{-s}}{2 \cos(\frac{\pi}{2}s)} ds. \]

Now replacing \(s\) by \(1 - s\) in this last integral and noting \(\sin(\frac{\pi}{2}(1 - s)) = \cos(\frac{\pi}{2}s)\), we obtain

(2.5)

\[ x\mathfrak{R}(x) + \frac{1}{2\pi} = \frac{1}{2\pi i} \int_{d-i\infty}^{d+i\infty} \frac{\zeta^2(s)x^s}{2 \sin(\frac{\pi}{2}s)} ds. \]

Now notice that by Lebesgue’s dominated convergence theorem that \(f(0) = 0\). Now combining (2.2) with Theorem 1.1 gives the right side of Theorem 2.1 upon invoking (2.5). \(\square\)
3. Rearranging Motohashi’s Formula

An intriguing formula for computing integrals involving the mean square of the Riemann zeta function on the critical line was given by Motohashi in [11, Theorem 4.1] (see also Ivic’s paper [8]). It is stated as

\[ \int_{-\infty}^{\infty} f(y) \left| \zeta \left( \frac{1}{2} + iy \right) \right|^2 dy = \int_{-\infty}^{\infty} f(y) \left( \psi \left( \frac{1}{2} + iy \right) - i \frac{\pi}{2} \tanh(\pi y) \right) dy \]

(3.1) \[ + 2\pi \Re(f(i/2)) + 4 \sum_{n \geq 1} \sigma(n) \int_{0}^{\infty} (y(y + 1))^{-1/2} \mathcal{F}(f)(\log(1 + 1/y)) \cos(2\pi ny) dy. \]

The main difficulty in applying the formula appears to be in evaluating the last integral in the series on the right side of (3.1). We were able to adapt our method to recasting (3.1) in a different form. Define \( h(y) = (y(y + 1))^{-1/2} \mathcal{F}(f)(\log(1 + 1/y)) \).

Notice that by Theorem 1.1 with \( a(n) = \sigma(n) \),

\[ \sum_{n \geq 1} \sigma(n) \int_{0}^{\infty} (y(y + 1))^{-1/2} \mathcal{F}(f)(\log(1 + 1/y)) \cos(2\pi ny) dy \]

(3.2) \[ = \sum_{n \geq 1} \sum_{m \geq 1} \frac{1}{m} \int_{0}^{\infty} (y/m(y/m + 1))^{-1/2} \mathcal{F}(f)(\log(1 + m/y)) \cos(2\pi ny) dy \]

\[ = \frac{1}{2} \sum_{m \geq 1} \frac{1}{m} \left( \mathfrak{M}^{-1}(\zeta(s)\mathfrak{M}(h)(s))(1/m) + \frac{h(0)}{2} \right) \]

assuming \( h(0) \) exists. We may now write,

(3.3) \[ \mathfrak{M}(h)(s) = \int_{0}^{\infty} y^{s-1} (y(y + 1))^{-1/2} \int_{0}^{\infty} f(x) \cos(2\pi x \log(1 + 1/y)) dx dy \]

\[ = \frac{1}{2} \int_{0}^{\infty} y^{s-1} (y(y + 1))^{-1/2} \int_{0}^{\infty} f(x)(1 + 1/y)^{i2\pi x} + (1 + 1/y)^{-i2\pi x} dx dy \]

\[ = \frac{1}{2} \int_{0}^{\infty} f(x) \left( \frac{\Gamma(s - i2\pi x - \frac{1}{2})\Gamma(1 - s)}{\Gamma(\frac{1}{2} - i2\pi x)} + \frac{\Gamma(s + i2\pi x - \frac{1}{2})\Gamma(1 - s)}{\Gamma(\frac{1}{2} + i2\pi x)} \right) dx, \]

for \( \frac{1}{2} < \Re(s) < 1 \), by [6, pg.310, eq.(19)]

(3.4) \[ \int_{0}^{\infty} \frac{y^{s-1}}{(1+y)^v} dy = \frac{\Gamma(s)\Gamma(v - s)}{\Gamma(v)}, \]

for \( 0 < \Re(s) < \Re(v) \). Parseval’s formula [12, pg.83, eq.(3.1.11)] tells us that for \( \Re(a - \frac{1}{2}) < c < 1 \),

(3.5) \[ \int_{0}^{\infty} \left( \sum_{n \geq 1} e^{-\frac{n}{x}a - \frac{1}{2}y^{a - \frac{1}{2}} - \frac{\Gamma(a + \frac{1}{2})}{xy}} \right) e^{-y} dy = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-s}\zeta(s)\Gamma(s+a-\frac{1}{2})\Gamma(1-s) ds. \]
Therefore, assuming absolute convergence from our choice of $f$, taking the inverse Mellin transform of (3.3) gives us

\begin{equation}
\mathcal{M}^{-1}(\zeta(s)\mathcal{M}(h)(s))(1/m) = \frac{1}{2} \int_0^\infty f(x)(G(i2\pi x, 1/m) + G(-i2\pi x, 1/m))dx,
\end{equation}

by (3.5) with $a = \pm i2\pi x$, where

\[ G(a, x) := \frac{1}{\Gamma(\frac{1}{2} - a)} \int_0^\infty \left( \sum_{n \geq 1} e^{-nyx} n^{a-\frac{1}{2}y^{-a-\frac{1}{2}}} - \frac{\Gamma(a + \frac{1}{2})}{xy} \right) e^{-y}dy. \]

We remark that due to Stirling’s formula for the gamma function, the integrand of the last line in (3.3) behaves like $f$ for large $x$. This allows for a large class of functions for which the interchange of integration is justified. Consequently, assuming absolute convergence, we have shown that the series on the far right hand side of (3.1) has the form

\[
2 \sum_{m \geq 1} \frac{1}{m} \left( \int_0^\infty f(x)(G(i2\pi x, 1/m) + G(-i2\pi x, 1/m))dx + \frac{h(0)}{2} \right).
\]
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