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The increasing ubiquity of machine learning (ML) motivates research on algorithms to "explain" models and their predictions—so-called Explainable Artificial Intelligence (XAI). Despite many publications and discussions, the goals and capabilities of such algorithms are far from being well understood. We argue that this is because of a problematic reasoning scheme in the literature: Such algorithms are said to complement machine learning models with desired capabilities, such as interpretability or explainability. These capabilities are in turn assumed to contribute to a goal, such as trust in a system. But most capabilities lack precise definitions and their relationship to such goals is far from obvious. The result is a reasoning scheme that obfuscates research results and leaves an important question unanswered: What can one expect from XAI algorithms? In this paper, we clarify the modest capabilities of these algorithms from a concrete perspective: that of their users. We show that current algorithms can only answer user questions that can be traced back to the question: "How can one represent an ML model as a simple function that uses interpreted attributes?". Answering this core question can be trivial, difficult or even impossible, depending on the application. The result of the paper is the identification of two key challenges for XAI research: the approximation and the translation of ML models.
Introduction

Achieving high predictive accuracy has been the linchpin of Machine Learning (ML) research and a fundamental requirement for using ML in practice. However, the increasing pervasiveness of ML has led to concerns among policymakers, researchers, and society about the ethical and legal implications of using ML without an understanding of the behavior and limitations of the models generated (cf. Goodman and Flaxman, 2017). This has fostered research, so-called Explainable Artificial Intelligence (XAI), on algorithms that generate “explanations” of ML. The explanations in turn are expected to improve ML users’ and researchers’ understanding.1

Over time, XAI algorithms have turned into a supposed panacea for virtually every concern that may be raised in the context of ML. There is a common scheme of reasoning regarding XAI algorithms. First, one points out an important capability that an ML model does not possess. Typical capabilities in focus are interpretability, explainability, transparency, or comprehensibility (cf. Páez, 2019; Szczepański et al., 2021). The argument then goes that XAI algorithms supplement the respective capability through some form of explanation. This explanation in turn is expected to help in achieving a postulated goal, such as building trust in a model (Arrieta et al., 2020) or delivering reasons for using the model in a specific context (Adadi and Berrada, 2018).

This scheme is problematic for various reasons, and we address both the scheme and some of its problems in the section “The reasoning scheme”. However, what seems to be an even more pressing problem is that there are diverse contextual meanings of the terms used to describe the algorithms’ capabilities. For example, there is no consensus on what “interpretability” means in the context of ML, and which criteria an XAI method must fulfill in order to make an ML model interpretable; the same holds for most of the remaining capabilities. This issue has been highlighted in the scientific literature ever since (cf. Lipton, 2018; Krishnan, 2020; Robbins, 2019; Erasmus et al., 2021). If one is to depart from the problematic reasoning scheme, the question remains what one can reasonably expect from XAI algorithms.

In this paper, we seek an answer to this question through an interdisciplinary perspective from computer science, philosophy, and technology assessment. We analyze two modest capabilities that play an important role in our discussions: (1) the algorithms’ input attributes have to be interpreted, and (2) the requirement that functions which translate attributes into interpreted ones have to be simple.2

We find that the modest capabilities of actual interpretation and simplicity can be delivered by XAI algorithms, and so they indeed help to understand what ML models can do and are in fact doing in the context of specific applications. These properties are more modest capabilities than the discussed capabilities in the literature, and we submit that it is a more realistic aim for XAI research to focus on these capabilities.

There is a recent trend to look more closely at the users of XAI algorithms to address the issue of XAI algorithms’ goals and capabilities. Tomsett et al. (2018) and Zednik (2021) focus on different stakeholders and the questions they might pose when confronted with ML applications. In line with these proposals, our approach is to consider the perspectives of users of ML and to engage in a thought experiment to develop our argument. The thought experiment in which we invite the reader to participate in the practical situation of using an email spam filter.

We use this thought experiment as a first step in clarifying two important capabilities, actual interpretation and simplicity, that are better suited to answering the quest for XAI algorithms’ capabilities. More precisely, our aim is to inquire which capabilities one can reasonably expect to be delivered by XAI algorithms.

We start with a general perspective of a curious human being confronted with a technical tool that produces remarkable results. Such a human user of ML models strives for understanding, meaning that they have questions about these models. We suggest interpreting XAI algorithms as methods that help to answer these questions, or at least some disambiguated versions of them. However, we show that algorithms can only answer a very specific type of question. From this viewpoint, clarifying the capabilities of XAI algorithms means, (i) to collect questions that the curious user might have about ML models, and (ii) to identify the subset of these questions that XAI algorithms help to answer. Further, clarifying the capabilities of existing XAI algorithms means, (iii) to examine what is difficult about the questions identified in (ii), i.e., to identify the challenges for these algorithms, and (iv) to assess how far the challenges are met by existing algorithms.

This paper is structured accordingly. We address the problems of the reasoning scheme in the section “The reasoning scheme”. In the section “Questions about ML models”, we introduce the thought experiment of the spam filter and discuss the questions that users might ask about ML models. In the section “Questions addressed by XAI algorithms”, we find one of these questions to be the main question currently addressed by XAI algorithms. Answering this question reveals two general challenges, one of translation and one of approximation, which we present in the section “Challenges for XAI algorithms”. In the section “The state of XAI algorithms”, we review how far existing XAI algorithms meet these challenges. Section “Conclusions” concludes.

The reasoning scheme

As outlined in the Introduction, there is a common reasoning regarding XAI algorithms in the scholarly literature. An important capability of an ML model is claimed to be missing, such as interpretability, explainability, or comprehensibility. The algorithms should then supplement the capability of interest via an explanation, and this explanation finally fosters the achievement of a goal, such as building trust or delivering reasons for using the model.

One can find specific criticism of accounts of some of the capabilities attributed to XAI in the literature. One strategy of critique is to challenge the definition of the term in question (cf. Krishnan, 2020) by pointing out some weaknesses and proposing an alternative. A further strategy is to differentiate the terms into different senses (cf. Lipton, 2018). We use an alternative strategy. We criticize the reasoning scheme that connects capabilities to goals, and we discuss realistic expectations of what XAI can achieve, based on the diagnosis that most proposed capabilities are too demanding.

To make our criticism concise, we focus on explainability in this section. This is an arbitrary choice, but we expect our arguments to hold for other capabilities as well. One can find several discussions of capabilities in the literature; examples are discussions of interpretability (Lipton, 2018; Krishnan, 2020, Erasmus et al., 2021; Fleisher, 2022), explainability (Arrieta et al., 2020; Fleisher, 2022), and of related notions such as explicability (Robbins, 2019) and transparency (Fleisher, 2022). In the reconstruction of the reasoning scheme below, the term ‘explainable’ can easily be exchanged for ‘explicable’, ‘interpretable’, etc.3

The reasoning scheme that we reconstruct in the following paragraphs is not explicitly proposed in the literature. It is rather implicit in the argumentation of many publications. For the goal of trust or trustworthiness, one can point to several publications. We mention only a few here. In Ribeiro et al. (2016), “trust” is used in the title. Furthermore, the authors state:
We show the utility of explanations via novel experiments, both simulated and with human subjects, on various scenarios that require trust: deciding if one should trust a prediction, choosing between models, improving an untrustworthy classifier, and identifying why a classifier should not be trusted. (Ribeiro et al., 2016, p. 1135). In another publication, one finds this instance of ‘trust’:

Explanations of machine learning models and predictions can serve many functions and audiences. Explanations can [...] verify and improve the functionality of a system [...] and enhance the trust between individuals subject to a decision and the system itself. (Mittelstadt et al., 2019, p. 280).

In some places, explainability is even declared as a necessary prerequisite for humans to trust ML models.

In order for humans to trust black-box methods, we need explainability—models that are able to summarize the reasons for neural network behavior, gain the trust of users, or produce insights about the causes of their decisions. (Gilpin et al., 2018).

Molnar (2020) is a frequently referenced introductory book to interpretable ML, and here one finds:

If you can ensure that the machine learning model can explain decisions, you can also check the following traits more easily: Fairness [...] Privacy [...] Reliability [...] Causality [...] Trust: It is easier for humans to trust a system that explains its decisions compared to a black box.

In Erasmus et al. (2021), the authors remain somewhat uncommitted to the requirement of generating trust by fostering the capability of ML models, but the term is mentioned in their conclusion.

Conceiving of explanation according to those accounts offered within the philosophy of science disentangles the accuracy-explainability trade-off problem in AI, and in doing so, deflates the apparently paradoxical relationship between trust and accuracy which seems to plague debates in medical AI and the ML literature. If it is simply that explainability is required for trust, there is no cause for worry, since highly accurate (and potentially complex) MAIS [medical AI systems] are just as explainable as simple ones. (Erasmus et al., 2021, p. 857).

From a philosophical perspective, one can reconstruct the common reasoning as follows:

i) Users of an ML model can give an explanation for the predictions of the model if and only if the model is explainable for those users.

ii) The goal of such an explanation is to generate trust in actors who are affected by the decisions made based on the model predictions.

iii) Users can generate trust in actors if and only if the actors accept the explanation as justification for the decisions made based on the model prediction.

iv) If the actors accept the explanation as a justification for the decisions made based on the model prediction, then the explanation generates trust in the actors.

In the following, we question whether such a capability is indeed required to achieve the goal. On the one hand, one can ask for further supporting reasons for (ii) as well as for (iii) or (iv). Especially, the assumed relation between explainability and trust is oftentimes not well defined. This becomes clear in a more stringent version of the reconstruction of the reasoning scheme:

(1) Users can give a justification for the decisions based on the predictions of an ML model if the model is explainable for its users.

(2) Other people—actors—trust in the model if these actors are convinced by the justification the users give.

(3) The justification works by “explaining” the model to the actors. Thereby the model becomes explainable also for the actors, and establishes trust among the actors.

In the second version, we fill the gap between capability and goal by an intermediate step of justification. However, there is no compelling reason why the justification is sufficient to convince the actors—even if the ML model is explainable for the users. Next, the capability also may not be necessary to achieve the goal of trust. For instance, achieving trust in a technical system is feasible through other means than via the capability of the algorithm. One way that actors build trust could be through the reputation of those promoting a particular ML model, or supported by the past performances of either the same model or other models promoted by the same parties.

As a result of these considerations, we can state a short interim conclusion. The common reasoning scheme is insufficient to approach the issue of XAI goals and capabilities. First, one has to disentangle goals and capabilities. Second, the capabilities need to be scrutinized in detail. Third, the relation between capability and goals is not properly articulated, and it is by no means clear that the capability directly leads to the respective goal. Our focus here is to clarify how one can reach justified claims about the capabilities of XAI. Especially we focus on capabilities that help users and actors to understand ML models. We deem all of these clarifications necessary to inform discussion on adequate goals for XAI, however, we leave this discussion for another occasion.

Questions about ML models

There are discussions of user questions in the literature. For example, Liao et al. (2020) discuss the suitability of explanations as being question-dependent in the context of application-oriented research. Therefore, users can ask many questions about ML models. Here, we introduce seven questions that one may ask when confronted with a specific ML model. Even though we found these questions by philosophical methods rather than by using empirical methods, some of them appear frequently in the literature (e.g., Gunning, 2017; Hoffman et al., 2018). We do not claim that any user has these questions in mind. What we claim is that the questions are reasonable and not arbitrarily invented.

We reached these questions by engaging in a thought experiment of a use case of ML. In this thought experiment, a user of an email program is confronted with the issue of the detection of spam emails through an ML model. The questions later serve to delineate the capabilities of XAI algorithms. While they are based on one example, we deem them to be general and also applicable to other ML use cases.

Thought experiment of the spam filter. Assume a spam filter $S$ is an ML model using the methodology of supervised ML. $S$ classifies emails into two disjoint groups, spam and no spam. Further, there is a user, Alice, who sees an email $M$ which $S$ classifies as spam. Alice is a curious email recipient and has an interest in understanding the ML model. Given this small set of pieces of information, which questions are reasonable for Alice to ask? The central task of the model is to distinguish regular emails, which we call “normal” ones, from spam emails, and Alice is confronted with a new email $M$. So, Alice may reasonably ask only a small number of questions about issues related to these things. The list we provide is comprehensive. However, we do not claim that it is...
exhaustive. We argue that the following questions are relevant for Alice:

Q1: Why is M classified as spam by S?
Q2: How does S distinguish spam from no spam?
Q3: What distinguishes spam from no spam?
Q4: How does S work?
Q5: Does S work like an alternative spam filter S* Alice has used in the past?
Q6: Alice thinks that M is not spam. Why does S’s classification differ from Alice’s opinion?
Q7: What distinguishes spam emails from normal emails?

Ambiguities of the questions. Intentionally, we have only made the assumption that Alice is curious, so far. In particular, she is one of the actors seeking a higher goal such as trust in the spam filter (see section “The reasoning scheme”), and we do not expect her to have special knowledge in computer science or philosophy. Naturally, to ask questions from such a layperson’s perspective leads to formulations that may turn out to be ambiguous depending on the context in which they are asked. Let us illustrate this with an example.

A computer scientist, for instance, may differentiate Q1 between asking for an explanation ex-ante, i.e., before the model has returned a prediction of M, versus an ex-post explanation when the model prediction is known. In both cases the explanation is local, i.e., it is specific for M. However, in an ex-ante explanation, the prediction of M must not be part of the explanans. In particular, any XAI method that relies on the prediction of M, e.g., a counterfactual explanation (Verma et al., 2022), does not apply. Instead, an ex-ante explanation requires a partial answer of Q2, and then to derive the specific explanation for M. To illustrate, if an answer to Q2 is that S distinguishes spam from no spam by the email domain of the sender, then an ex-ante explanation for Q1 is that M has a specific domain D. Note that this ex-ante explanation requires only a partial answer of Q2; in particular, it does not require us to explain the prediction of S for any M ≠ M. On the other hand, one can deem Q1 to ask for an ex-post explanation. In this case, one may formulate an explanation based on the prediction of S on M. For instance, one may create a counterfactual that searches for minor modifications of M such that the prediction of S changes. An example of a counterfactual would be to alter a few words in the body of the message such that M is classified as no spam; the difference between the original and modified M is the explanans.

A philosopher may have a different disambiguation in mind. For instance, the type of explanation asked for can be of importance. For Q1, one could specifically ask for, say, a deductive nomological explanation: “What is a deductive nomological explanation for S classifying M as spam?” Here, one has a comprehensive theory of explanation at one’s disposal to disambiguate the questions. The refined question may indeed be less ambiguous in the sense that it is more likely to get a philosophically satisfying answer.\(^5\)

Q3 is special, since it is not necessarily related to ML. In one sense it is a general question similar to questions of the form “what is F?”, where F is a variable for a general term that could be interpreted to be spam but also to be something more theoretical, such as knowledge, or something more practical like the meaning of life. Laypeople ask these kinds of questions, but also philosophers usually ask them. And since its beginning from Plato onwards, Western philosophy has addressed these apparently simple but difficult to answer questions. What interests us in the context of this paper is whether XAI can make any contribution to answering such a question.\(^6\)

We deem both directions of disambiguation, for computer science and for philosophy, as indispensable in advancing the debate around XAI, and we also strive for disambiguation of some of the questions below. However, we do not attempt to account for all the various ways of disambiguation in this paper. We rather see the merits of discussing Q1–Q7 in approaching the debate around XAI differently and departing from a problematic reasoning scheme. We show that turning to a questions-centered approach can indeed bring clarity to the debate, and that it helps to reveal unrealistic and unproductive expectations.

We now turn to the questions Alice asks, and clarify what is required to answer them. In the end, we arrive at one question with an improved formulation that we deem answerable in light of the current literature on XAI: “How can one represent an ML model as a simple function that uses interpreted attributes?” \(^5\) It is a reformulation of Q2.

Discussing the questions. Q1: Why is M classified as spam by S?

To answer this question, it is necessary to clarify what exactly S is, and on what basis it makes classifications.

Mathematically, S is a function that maps from emails to either the label spam or no spam. Many such functions exist, but only some of them are accurate spam filters. To find one of these accurate functions, our example uses supervised ML.

Supervised ML is a general methodology for predicting a target variable Y based on an observable variable X. The goal is to find a function that maps values of the observable variable to values of the target variable, with low error. To find such a function, supervised ML requires training data. Training data is a set of pairwise observations \((x_i, y_i)\) of X and Y, where \(i\) is an integer identifying the pair. In our case, the \(x_i\) represent emails, and the \(y_i\) are either spam or no spam. \(x_i\) can represent whole emails, e.g., as a sequence of zeros and ones in binary format. But \(x_i\) can also consist of only some attributes of an email, e.g., the domain of the sender or the number of words in the email body. Supervised ML assumes that the training data is representative of the joint distribution of the two variables X and Y. There are different notions of representativeness, but the most frequent is that, (a) the observations in the training data have been sampled independently and identically distributed (i.i.d.) from X and Y, and that (b) the number of observations is “large enough”.

Based on the training data, supervised ML selects a function to map from X to Y with low prediction error. The function selection typically involves two steps: (i) choosing a set of candidate functions, and (ii) finding the optimal function within this set. In step (i), one chooses a function type, i.e., a set of functions whose equations have a similar form. Examples of function types are linear functions, decision tree functions, or neural network functions. For the chosen function type, one further chooses so-called hyperparameters, e.g., the number of coefficients of a linear function. The result of step (i) is a function with a number of free parameters, often called an ML model. In step (ii), one then uses an ML algorithm to optimize the remaining parameters of the model using the training data.

The algorithm returns a trained ML model, e.g., the model together with the parameters that lead to the lowest prediction error for the observations in the training data or a regularized, sparse model. If the training data is indeed representative of the joint distribution of X and Y, then this model will also have a low prediction error for new observations of X and Y.

In view of this, we can now answer why S makes a particular classification for M (Q1). The main point of the answer is related to the fact that the classifications of S are the result of a specific supervised ML methodology. This methodology involves many decisions and assumptions, e.g., regarding the collection of the
training data or the selection of candidate ML models. These decisions and assumptions determine both the overall prediction performance of S and the individual errors of S.

**Q2: How does S distinguish spam from no spam?**

This question can be answered by pointing to the attributes of M and the function by which S distinguishes between the labels spam and no spam.

An important distinction is between attributes that humans can interpret or communicate and attributes that refer only to the digital representation of a data item and exist only for the purpose of ML. We will call the former attributes *interpreted attributes* and the latter *technical attributes*. In the case of an email, interpreted attributes include the sender domain, letters, words, phrases, or the word count. A technical attribute would be, for example, the result of a principal component analysis in the form of numerical values (Abdi and Williams, 2010). Technical attributes can lack human interpretation; e.g., one might not be able to tell what the first principal component means. Another example for a technical attribute of emails is their representations as high-dimensional numerical vector embedding (Le and Mikolov, 2014).

One way to think about interpreted attributes is to see them related to competencies of users in mastering a language. In this case, the terms used to describe attributes have to be understood. This understanding is a different understanding compared to the understanding of the overall ML models. In particular, one has to understand a particular subset that is used in parts of the algorithm. This is a different form of understanding, namely a linguistic or symbolic understanding (cf. Baumberger et al., 2017). Apart from the understanding of the attributes the individual users have, a common understanding of the attributes is crucial so that users can communicate with each other using the terms used to describe the attributes.

Another aspect to consider with interpreted attributes is the context in which the questions are asked. There is a difference between a “system administrator” that maintains an email server and a “layperson”. While IP addresses of the sender as email header would count as interpreted attributes for the system administrator, they might be technical attributes for the layperson.

There are cases where the difference between technical and interpreted attributes is less clear. Think of models that classify image data. In this case, is “an RGB value of a pixel in the image” an interpreted attribute? Are superpixels (Ribeiro et al., 2016), i.e., a group of connected pixels that are similar to each other, interpreted attributes? The answers to these questions depend on the context. In the medical imaging domain, a pathologist might understand superpixels since they have a specific interpretation. In another domain, e.g., autonomous driving, superpixels might count as technical attributes. There, interpreted attributes might rather be the illumination of an image or the presence of objects in specific locations of the image. For the purpose of discussing Q2, it suffices to assume that there is some context in which the user can understand the attributes to some degree. Then, a user can achieve what Khalifa (2017) coins as generic understanding. Thus, attributes are *interpreted attributes* as long as there is some context where a user can understand them, and *technical attributes* otherwise.

One can answer Q2 in different ways. A simple answer is to write down the whole ML model S, as a complex mathematical expression that involves technical attributes of emails.

But this answer has two problems. First, S might use many more numeric parameters and attributes of emails than a human mind can comprehend. In this case, the mathematical definition of S is a correct answer to Q2, but not one that satisfies users such as Alice. Second, even if the mathematical definition of an ML model is “simple”, it might still not satisfy users if it only refers to technical attributes and not to interpreted ones. The reason is that users of S typically have prior knowledge and expectations regarding the phenomenon “spam” to which they want to compare S. This requires a definition of S that ties to users’ prior knowledge, i.e., that uses *interpreted* attributes. For example, if the function of S relies only on the first principal component of an email vector embedding, it remains unclear whether this value is correlated with some interpreted attribute of emails. Overall, a good answer to Q2 that can be offered to users would be a simple function that uses interpreted attributes of emails but still accurately describes how the spam filter S classifies emails. Note that such a function need not exist, or that there may be several functions that describe the original ML model with similar accuracy.

**Q3: What distinguishes spam from no spam?**

So far, we have focused on S and classification. Q3 now changes the perspective. As mentioned above, the answer to what discerns spam from no spam is independent of S and also independent of any other ML model. One could approach this question from a purely philosophical perspective and engage in a conceptual analysis of the notion of spam. Were one to conclude such an analysis then the distinction between spam and no spam might be made with the help of conceptual methods only. As our paper is based on an interdisciplinary approach that combines philosophy and computer science, we continue with an alternative proposal that emphasizes computer science methods. Let us assume that it depends on the training data for S of what spam is.

Then, a potential clarification of Q3 is: “Which functions exist that distinguish the emails labeled spam from those labeled no spam within the training data?”. As discussed before, users require functions that are simple and use interpreted attributes. Hence, we only consider such functions in the following discussion.

The complete answer to Q3 is to specify all simple functions that use interpreted attributes and accurately distinguish spam from no spam within the training data. Typically, the number of such functions may be very large or even infinite, depending on the type and number of attributes in the training data. Thus, examining all these functions is infeasible for users.

So, a less accurate but more useful answer to Q3 is a small, diverse set of functions that are simple, use interpreted attributes and accurately distinguish spam from no spam within the training data. There are two ways to generate such a set. First, one can create new training data that only uses interpreted attributes of emails. One then runs an ML algorithm that optimizes a simple function for distinguishing spam from no spam based on these attributes. One repeats the process with other ML algorithms until one has a diverse set of functions. Second, one can also start with a complex ML model, like S, and then derive different simple functions from it that use interpreted attributes. This is equivalent to answering Q2. One can further diversify the results by deriving the functions from different complex ML models.

**Q4: How does S work?**

This question asks for the mechanics of S. A simple answer is that S is a function that maps from emails to labels. But one can also interpret this question as asking for the mechanism of how to derive S from data. With this interpretation, the answer to Q4 includes the answer to Q1, i.e., the selection of a predictive function based on training data. A full answer to Q4 further requires a description of the complete supervised ML procedure and the algorithms that have been used to optimize S. This description can be a pseudo-code of the algorithms or a mathematical description. In contrast, it is irrelevant for Q4 how exactly the algorithms are implemented, i.e., in which
programming language, with which libraries, etc., since this has no effect on their functionality.

**Q5: Does S work like an alternative spam filter S*?**
This question aims at comparing two trained ML models that use the same set of input attributes to compute their outputs.

Suppose that S and S* are white boxes, i.e., one knows their function types and parameters. Then S and S* work equivalently if they use the same function type and have identical parameters. Note that the inverse is not true, i.e., two models can use different function types and parameters and still represent the same mathematical function. In this case, showing the equivalence of the two models is much more difficult.

However, if either S or S* is a black box, one does not know any explicit representation of its function. In this case, one can only make equivalence statements with respect to a set of observations. For example, one can verify that S and S* yield the same classification for a set of emails. This does not show, however, that the functions of S and S* are identical—their results could differ on other observations.

Summing up, answering Q5 is simple if the answer is no: one only needs one email where S and S* yield different classifications. In contrast, proving that the answer to Q5 is yes is difficult or almost impossible—except in the trivial case that both models are white boxes with the same function type and parameters.

**Q6: Why does S’s classification differ from Alice’s opinion?**
This question aims at comparing Alice’s personal reasoning with the classification function S. Answering the question requires investigating whether S relies on the same attributes of emails as Alice does. If this is not the case, one already has an answer: S relies on different attributes. If S and Alice rely on the same attributes, one must further compare the function S to the one of Alice, i.e., whether the attributes are used in the same way. We already discussed this in the answer to Q5. Alice may also not be fully aware of her opinion, or might not be able to represent her reasoning sufficiently well to allow her to compare her personal reasoning to S. In this case, Q6 may not be answerable at all.8

**Q7: What distinguishes spam emails from normal emails?**
This question asks for a universal rule. If a commonly accepted definition of spam exists, then the answer is simple: if an email meets the definition of a spam email, then it is spam. Here the definition may be one reached by the method of conceptual analysis, but it might also be the case that it is just a stipulative definition that happens to be commonly accepted.

If the definition does not exist, one can take a set of examples of spam and normal emails and develop an ML model with it. The question then is whether the trained ML model is helpful in providing an answer to Q7. This depends on the degree of consensus among email recipients about what does and does not qualify as a spam email. If all recipients agree with each other, then any trained ML model with a high accuracy is a possible answer to Q7; and any such ML model could help to establish a commonly accepted definition of spam. However, if the recipients disagree on which email is spam or not, there can be no universal definition of spam, and Q7 is not answerable.

**Questions addressed by XAI algorithms**
In the following, we show that existing XAI algorithms do not give answers to any of the questions introduced in the previous section except for Q2. Each of the following paragraphs makes an observation about XAI algorithms that rules out some of the questions, until only Q2 remains. We then examine Q2 more closely and show the centrality of this question to present XAI research.

**Real-world phenomena.** There is consensus in the literature that XAI algorithms primarily explain ML models and not real-world phenomena (Gunning, 2017; Samek et al., 2017; Adadi and Berrada, 2018; Arrieta et al., 2020). Q7 asks for a characterization of a real-world phenomenon: spam. Although one can use ML models to explore possible answers to questions like Q7 (Sullivan, 2022), the decision of what the correct answer is, is independent of the models. Hence, Q7 is not addressed by XAI algorithms.

**Creation process of ML models.** XAI algorithms so far tend to generate “explanations” of ML models that are independent of how the models were created. To illustrate, consider a popular family of algorithms, so-called feature attribution methods, e.g., (Ribeiro et al., 2016; Sundararajan et al., 2017). Feature attribution methods estimate, for a given input to an ML model, how important the individual features of the input are for the corresponding output of the model. One can compute such feature attributions without knowing how the model was created. In contrast, knowledge of the creation process of the ML model S is necessary to answer why S classifies M as spam (Q1), and how S works (Q4).

We conclude that Q1 and Q4 are, at present, not answered by XAI algorithms.

**Complex ML models.** XAI research mainly focuses on ML models that are very complex, e.g., because they have millions of numeric parameters. In this setting, it is highly improbable that two ML models created in different ways end up with the same parameters and hence implement the same function. Thus, for the ML models considered by XAI research, Q5 and Q6 have trivial answers: Complex ML models hardly ever work in the same way; and the classification function of a user is expected to differ from that of a given complex ML model.

Q3 reduces to Q2. Recall that we have identified two ways to answer what distinguishes spam from no spam (Q3). The first applies traditional supervised ML methodology, namely feature engineering and the training of simple types of ML models.

This methodology was established long before XAI emerged as a research area. The second way of answering Q3 is to develop one or more complex ML models, like S, and then derive from them diverse simple functions that use interpreted attributes. This is equivalent to collecting different answers to Q2. Thus, if XAI algorithms address Q3, this is only partial, and only as a side effect of addressing Q2.

After these observations, only Q2 is left for discussion: how does S distinguish spam from no spam? For generality, we now decouple Q2 from the example of the thought experiment with ML model S. With the aim of discussing any kind of ML model using the methodology of supervised ML, we formulate a question that is applicable more broadly and deems it a “generalized” question:

**Q*: How can one represent an ML model as a simple function that uses interpreted attributes?**

From our perspective, this is the core question addressed by XAI algorithms. Almost all existing XAI algorithms contribute in some way to approximating complex ML models with simpler functions (e.g., Guidotti et al., 2019), or with functions that use interpreted instead of technical attributes (e.g., Bau et al., 2017; Kim et al., 2018; Linardatos et al., 2021). Considering the ambiguity of terms that the literature usually relies on to describe the capabilities of XAI algorithms—i.e., interpretability, explainability, and so on—it seems surprising that one can accurately describe these capabilities with one simple question. We have the impression that literature and debates often make normative
claims on XAI algorithms that go far beyond the question Q*. For example, it is far from clear how Q* relates to terms like "trust", or "fairness", which carry normative connotations. While these normative terms may relate to XAI algorithms in one or another way, using them without an explicit and shared interpretation obfuscates the results of XAI research. It spurrs misconceptions on the capabilities of XAI algorithms in politics and society, and ultimately harms the credibility of ML research. So, we advocate a more realistic approach to describe the capabilities of XAI algorithms: by focusing on the questions they can currently address.

**Challenges for XAI algorithms**

Given the core question Q* addressed by XAI algorithms, we now examine what is difficult about answering it. We identify two main challenges.

**Approximation.** The first challenge is to approximate complex ML models with simpler functions, so-called *surrogate models*. An elementary way to obtain a surrogate model is to observe a large set of inputs and corresponding outputs of the complex ML model and then train a simple ML model on these observations. That is, the surrogate model is optimized to predict the outputs of the complex model, and not to predict the "true" outputs. The accuracy of the surrogate model with respect to the complex model, i.e., how well the surrogate predicts the complex model, is sometimes called *fidelity* (Guidotti et al., 2019).

Approximating ML models is both a technical and a conceptual challenge. For instance, there is a tradeoff between the fidelity and the complexity of surrogate models: Simpler surrogate models will, in general, achieve lower fidelity than complex ones. Thus, which surrogate model is optimal for users depends on how the users balance fidelity and complexity.

Further, there are many definitions of the complexity of an ML model. One way is to count the number of computational steps that an algorithm performs to obtain the output of the model for a given input. However, there are also definitions that are specific to types of ML models. For instance, one often quantifies the complexity of decision trees, a specific type of ML model, with metrics that are specific to tree structures, e.g., the length of the longest path from the root to a leaf node. The lack of a universal definition of model complexity can make it difficult to choose between different types of surrogate models.

**Translation.** The second challenge in answering Q* is to translate the technical attributes that ML models use to discriminate between data items into *interpreted attributes*. Technical attributes cover both the inputs of an ML model and the intermediate results that the model computes for its prediction. Interpreted attributes are all attributes of data items that humans can interpret and communicate to each other using common terminology in a shared language, see the elaborations on Q2 in the section "Questions about ML models".

The difficulty of the translation challenge depends on the design and application of the ML model. For some models and applications, it is clear how interpreted attributes relate to the technical attributes used by the model. For example, suppose that the spam filter S uses a digital representation of emails that consists of a single bit, i.e., a 0 or 1.

Suppose further that this bit is set if and only if an email contains the word "money".

In this case, the technical attribute has a trivial mapping to an interpreted attribute. In other cases, this mapping exists but is unknown. For example, suppose that S relies only on the first principal component of an email vector embedding and that the value of this principal component correlates strongly with the presence of the word "money". One does not know this correlation until investigating it. Finally, for some models and applications, no terminology exists to accurately describe the inputs or the intermediate results of the models. In the previous example, this is if the principal component used by the ML model does not correlate with any known term used to describe emails. In summary, the translation challenge can be trivial, difficult, or even unsolvable, depending on the ML application.

**The state of XAI algorithms**

We now assess how far existing XAI algorithms address the approximation and translation challenges raised by question Q*. This section is not a comprehensive review, but rather a summary of present XAI algorithms with some examples.

There is a plethora of XAI algorithms that address the approximation challenge, for different types of complex ML models and surrogate models, and for different definitions of complexity and fidelity. To give some examples, some algorithms can approximate complex ML models, such as neural networks and random forests, with simpler models, such as decision trees (Craven and Shavlik, 1995; Bastani et al., 2019) or rule lists (Bénard et al., 2021). There are also algorithms to approximate complex ML models locally, i.e., in the vicinity of a given input. Popular examples of this are LIME (Ribeiro et al., 2016), SHAP (Lundberg and Lee, 2017) and integrated gradients (Sundararajan et al., 2017). See Guidotti et al. (2019) for a comprehensive overview of approximation methods.

There is also a philosophical account that uses the language of approximation (Erasmus et al., 2021). Prima facie, this account by Erasmus et al. might be seen as close to what we propose here. Especially, as their account is focused on interpretation, one might think that our notion of translation is another formulation for their envisioned interpretation. However, Erasmus et al. conceptualize interpretation as a relation between an "interpretrants" and an "interpretandum", and state that "both the interpretrants and the interpretandum are explanations" (2021, 851). Additionally, they also claim that approximation is related to interpretation and by that is related to explanations understood as interpretrants and interpretandum (cf. 2021, 853f.). We see approximation differently, namely as the development of a surrogate model that is not necessarily interpreted. In the following, we hence use the term approximation but do not speak of interpretation in the context of approximation.

Compared to the approximation challenge, the translation challenge has received less attention. Some work addresses ML models for computer vision, i.e., convolutional neural networks (CNNs) that make predictions based on images. There are XAI algorithms to discover correlations of neurons or layers in CNNs with interpreted attributes of images, say, visible objects, shapes, or colors (Zhou et al., 2019; Kim et al., 2018; Cammarata et al., 2020; Goh et al., 2021). The discovered correlations enable users to map technical attributes used by CNNs, i.e., neuron or layer activations, to interpreted attributes. The main limitation of these methods is that they require a comprehensive database of annotated concepts on images.

To address this issue, Ghorbani et al. (2019) extract concepts in an automated way. Experiments in this work indicate that many technical attributes of images used by neural networks can be mapped to interpreted ones. Similar to these examples from computer vision, there is also work on translating ML models for natural language processing (Poerner et al., 2018) and speech recognition (Krug et al., 2018).

Answering question Q* often poses a combination of approximation and translation challenges. Think of a typical
computer vision model, an image classifier. The classifier uses technical attributes of images, typically numeric pixel values for each color channel of the image. Now suppose that one approximates the classifier with a surrogate model. The surrogate model will either have low fidelity, or it will be almost as complex as the classifier. The reason is that image classification is an inherently complex task:

Functions that map from pixel-wise color values to the target classes are in most cases either complex or not accurate. However, an answer to Q* can ignore some of this inherent complexity. This is because human users think and speak about images with interpreted attributes, e.g., shapes or objects. Answering question Q* does not require approximation of any parts of an image classifier that serve only to reconstruct interpreted attributes from pixel values. On the contrary: a better answer to Q* is one that (i) translates technical attributes in the classifier to interpreted ones, and (ii) defines an approximation of the classifier based on the translated attributes.

Such joint translation and approximation of ML models is an open challenge for XAI algorithms. It occurs in all applications of ML models where the inputs have a lower level of abstraction than the terminology that users rely on. Besides computer vision, this also holds for speech recognition and natural language processing. Another example is the application of ML models to predict physical processes; e.g., ML models that derive their predictions from the states of individual atoms or molecules, whereas their users observe aggregated changes on the macro level of the material under study. One way to address the joint approximation and translation challenge is neurosymbolic AI, i.e., “to develop neural network models with a symbolic interpretation” (Garcez and Lamb, 2020). A pioneering example is the Neural Prototype Tree (Nauta et al., 2021), i.e., a neural network that learns a few “prototypical” combinations of interpreted attributes and then classifies inputs based on their resemblance to these prototypes.

Conclusions
A problematic reasoning scheme in the literature currently obfuscates the relation between general goals and capabilities of existing XAI algorithms. In this paper, we have explored another way to characterize XAI algorithms, namely from the perspective of their users. We have found that current XAI algorithms primarily address one particular question that users have in the context of ML, by disambiguating, re-interpreting, and generalizing this question to: “How can one represent a complex ML model as a simple function of interpreted attributes?”.

The succinctness of this question contrasts with the ambiguity of terms used in the literature to characterize XAI algorithms, such as interpretability and explainability. Other terms in the literature have a normative connotation, e.g., trust, whereas the identified question is purely technical. The contrast between prevalent terminology and the actual goals of XAI algorithms may spur excessive expectations of the algorithms on the part of policymakers and society. To avoid this, we propose to focus on questions that the algorithms can actually help with. Our analysis of XAI algorithms further reveals two key challenges for XAI research: the approximation and translation of ML models. Regarding approximation, the literature already offers many approaches; slightly fewer approaches exist for translation. We think that holistic methods that address both challenges will be key in future research.

Data availability
The research didn’t involve any empirical studies as the paper is mainly a philosophical contribution. So, there aren’t any empirical data to be shared. The authors are happy to share other kinds of data based on personal requests.

Received: 26 April 2023; Accepted: 6 June 2024; Published online: 14 June 2024

Notes
1 The term “explanation” itself has multiple interpretations and has been a source of controversial debates. We elaborate on different perspectives from philosophy and computer science as regards explanation in the section “Ambiguities of the questions”. For a criticism of the focus on explanation and an alternative approach that speaks in terms of understanding rather than in terms of explanation see Páez (2019). We follow the common way of speaking about XAI algorithms according to which they provide explanations. However, we do not wish to enter the debate about which philosophical account of explanation is preferable; the interested reader may consult, e.g., Woodward and Ross (2021) for explanation, in general, or Erasmus et al. (2021) that discusses different accounts of explanation in relation to the task of explaining artificial neural networks. In particular, one may ask whether the accounts proposed for "scientific explanation" also fit XAI, or whether a specific account of explanation is needed. We further build on the intuition that the aim of a user is to understand ML models. Whether this understanding is to be cashed in with an account of explanatory understanding or an account of objectual understanding is another issue that deserves its own debate, see Hills (2016); Raumberger et al. (2017); Raumberger and Brun (2020) for details. Our approach is in line with the proposal of Fleisher (2022) to take understanding as a more basic notion than an explanation. However, Fleisher (2022) argues for a philosophical account of understanding. Here, we instead argue from the practice of computer science and suggest a new analysis of challenges for XAI research based on a philosophical and interdisciplinary perspective.
2 We define these two modest capabilities in the context of our discussion of question Q2 in the section “Questions about ML models”.
3 To give the reader a first glimpse into what could be meant by crucial terms such as ‘interpretable’ or ‘explainable’, we cite definitions by Will Fleisher and Adrian Erasmus and collaborators. The first one reads: “A model is interpretable for a stakeholder iff it is understandable by that stakeholder (to a sufficient degree).” And, “A model is explainable to a stakeholder iff it is accompanied by an XAI method whose output provides an explanation that puts the stakeholder in a position to understand why the system made the decision it did” (Fleisher, 2022, p. 12). An alternative definition is given by Erasmus et al. that is based on ‘interpretation’ and ‘explanation’: “interpretation is something that one does to an explanation to make it more understandable,” and “interpretability [is] […] the ability to provide an interpretation” (Erasmus et al., 2021, p. 849).
4 In our discussion, we left it open whether trust is more or less equivalent to a form of reliance or not. One may also ask if trust must be systematically related to trustworthiness (cf. Nickel, 2021).
5 Besides deductive nomological explanations also causal or mechanist explanations might be further options to disambiguate the question. For example, in Erasmus et al. (2021) these three accounts of explanation and an additional fourth one (the account of inductive statistical explanation) are discussed in detail.
6 We thank an anonymous reviewer for making us aware of the special nature of this question.
7 Khalifa defines generic understanding in the following way: “S has some understanding of why p if and only if S understands why p’ is true in some context C” (Khalifa, 2017, p. 5).
8 Thanks to an anonymous reviewer for pointing this out.
9 A technical remark: Our broad definition of “surrogate model” includes approaches such as feature attribution or counterfactuals, because one can view them as local approximations of an ML model. The usage of this term may differ in other literature on XAI.
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