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ABSTRACT. We consider the singular linear statistic of the Laguerre unitary ensemble consisting of the sum of the reciprocal of the eigenvalues. It is observed that the exponential generating function for this statistic can be written as a Toeplitz determinant with entries given in terms of particular K Bessel functions. Earlier studies have identified the same determinant, but with the K Bessel functions replaced by \( I \) Bessel functions, as relating to the hard edge scaling limit of a generalized gap probability for the Laguerre unitary ensemble, in the case of non-negative integer Laguerre parameter. We show that the Toeplitz determinant formed from an arbitrary linear combination of these two Bessel functions occurs as a \( \tau \)-function sequence in Okamoto’s Hamiltonian formulation of Painlevé III', and consequently the logarithmic derivative of both Toeplitz determinants satisfies the same \( \sigma \)-form Painlevé III' differential equation, giving an explanation of a fact which can be observed from earlier results. In addition, some insights into the relationship between this characterization of the generating function, and its characterization in the \( n \to \infty \) limit, both with the Laguerre parameter \( \alpha \) fixed, and with \( \alpha = n \) (this latter circumstance being relevant to an application to the distribution of the Wigner time delay statistic), are given.

1. Introduction

1.1. \( \sigma \)-form of PIII' and an LUE matrix integral. In random matrix theory, the Laguerre unitary ensemble (LUE) is a probability distribution on the space of \( n \times n \) positive definite matrices, specified by the joint eigenvalue probability density function

\[
p(\lambda_1, \ldots, \lambda_n) = \frac{1}{C_n} \prod_{i=1}^{n} \lambda_i^{\alpha} e^{-\lambda_i} \prod_{1 \leq j < k \leq n} (\lambda_j - \lambda_k)^2, \quad \alpha > -1, \; \lambda_1, \ldots, \lambda_n \in [0, \infty),
\]

where

\[
C_n = \prod_{j=1}^{n} j! \Gamma(j + \alpha)
\]

is the normalisation; see e.g. the texts Mehta [24, Eq. (17.6.5)] or Forrester [14, Eq. (3.16)]. This probability distribution is realized by the eigenvalues of matrices of the form \( M = X^* X \), where \( X \) is an \( m \times n \) (\( m \geq n \)) rectangular matrix of i.i.d. entries with standard complex Gaussian distribution \( \mathcal{N}[0, 1] + i\mathcal{N}[0, 1] \). In this setting, the parameter \( \alpha \) in (1.1) equals \( m - n \), and is thus a non-negative integer. The terminology “Laguerre” relates to the appearance of the Laguerre weight function \( \lambda^\alpha e^{-\lambda}, \lambda > 0 \), from orthogonal polynomial theory, while “unitary” refers to the fact that matrices \( \{ M \} \) as defined above have distribution unchanged by the unitary conjugation \( M \) maps to \( U^* M U \).

One of the many applications of the Laguerre unitary ensemble is in the theory of quantum scattering; see e.g. the review [4]. There, a basic setting is the coupled lead-cavity system,
and a class of observables are the proper delay times $\{\tau_j\}_{j=1}^n$, defined as the eigenvalues of the Wigner–Smith matrix

$$Q := -i\hbar S^{-1} \frac{\partial S}{\partial E}.$$  

In (1.3), $S$ is the scattering matrix and $E$ is the energy of the waves as they enter the cavity. The proper delay times are used to compute the Wigner delay time $\tau_W := \frac{1}{n} \sum_{j=1}^{n} \tau_j$. It gives a measure of the average time a wave packet spends scattering in the cavity; see [32]. For a particular random matrix model of the lead-cavity system, and assuming the presence of a time reversal symmetry breaking magnetic field, it was shown by Brouwer et al. [6] that the reciprocal of the proper delay times multiplied by $n$, i.e. $\frac{n}{\tau_j}$, have the joint distribution of (1.1) with $\alpha = n$.

As made explicitly by Mezzadri and Simm [26], the problem of quantifying the statistics of the proper delay times is therefore a particular case of the problem of quantifying the linear statistic

$$L = \sum_{k=1}^{n} \frac{1}{\lambda_k}$$

in the Laguerre unitary ensemble. For this purpose, it is convenient to introduce the moment generating function for $L$, defined by

$$M_n(t) = \frac{1}{C_n} \int_0^\infty \cdots \int_0^\infty \prod_{1 \leq j < k \leq n} (\lambda_j - \lambda_k)^2 \prod_{l=1}^{n} \lambda_l^\alpha e^{-\lambda_l} \left(1 + t \lambda_l\right) d\lambda_l,$$

which is also the Laplace transform of the probability density of $L$. Equivalently, as an average over the space of positive definite matrices belonging to the LUE, we have

$$M_n(t) = \left\langle e^{-t \text{Tr} M^{-1}} \right\rangle_{\text{LUE}}.$$

Mezzadri and Simm [26] sought a characterization of (1.5) suited to the computation of the large $n$ form of the scaled cumulants corresponding to (1.4).

There is an alternative formulation of (1.5). Motivated by the weighting of each Lebesgue measure $d\lambda_l$ therein, define

$$w(x; t) = x^\alpha e^{-x} \left(1 + t \frac{x}{2}\right), \quad x > 0, \quad t > 0,$$

which is the classical Laguerre weight deformed by a simple pole at the origin in the exponent. Note that since $t > 0$, the factor $e^{-\frac{t}{2} x}$ is exponentially small when $x \to 0^+$. As a consequence, all the moments

$$\mu_j(t) := \int_0^\infty x^j w(x; t) \, dx$$

exist for any $\alpha \in \mathbb{R}$. The Hankel determinant associated with (1.7) is

$$D_n(t) = \det \left[ \mu_{j+k}(t) \right]_{j,k=0}^{n-1}.$$

It is well-known that, for a general weight $w(x; t)$, the Hankel determinant admits the multiple integral representation (see e.g. [14, Eq. (5.75)])

$$D_n(t) = \frac{1}{n!} \int_I \cdots \int_I \prod_{1 \leq j < k \leq n} (\lambda_j - \lambda_k)^2 \prod_{l=1}^{n} w(\lambda_l; t) \, d\lambda_l,$$
where $I$ denotes the support of the weight. Consequently the moment generating function (1.5) can be expressed in terms of the Hankel determinant

$$M_n(t) = \frac{D_n(t)}{D_n(0)}.$$  

Moreover, recalling that the explicit form of the normalization constant $C_n$ for the Laguerre unitary ensemble from (1.2), we have

$$D_n(0) = \frac{C_n}{n!} = \frac{G(n+1)G(n+\alpha+1)}{G(\alpha+1)},$$

where $G(z)$ is the Barnes’ $G$-function satisfying the functional relation

$$G(z+1) = \Gamma(z)G(z), \quad \text{with } G(1) = 1;$$

see [29, Eq.(5.17.1)].

A viewpoint in integrable systems theory shows that it is advantageous to extend the multiple integral (1.10) for general weights $w(\lambda; t)$, depending on at least one parameter $t$ and vanishing at the endpoints of $I$, to the family of integrals

$$Z_n[w](\{c_j\}) := \int_I \cdots \int_I \prod_{1 \leq j < k \leq n} (\lambda_j - \lambda_k)^2 \prod_{l=1}^{n} w(\lambda_l; t)e^{\sum_{j=1}^{\infty} c_j \lambda_j} d\lambda_l.$$  

It is a fundamental property, explained in e.g. the review [33] or the text [14, §5.7], that this family of integrals, as a function of $\{c_j\}$ satisfy the KP hierarchy of equations, with the simplest nontrivial example being

$$\left(\left(\frac{\partial}{\partial c_1}\right)^4 + 3\left(\frac{\partial}{\partial c_2}\right)^2 - 4 \frac{\partial^2}{\partial c_1 \partial c_2}\right) \log Z_n + 6 \left(\frac{\partial^2}{\partial c_1^2} \log Z_n\right)^2 = 0.$$  

It is furthermore the case that $Z_n$ satisfies additional differential equations — referred to as Virasoro constraints — which in contrast to the KP hierarchy of equations depend on the explicit form of $w(\lambda; t)$; see again [33] or [14, §9.10]. It has been known since the work of Adler and van Moerbeke [2] that by combining (1.15) and the Virasoro constraints, for some special weights $w(\lambda; t)$ it is possible to determine a differential equation for $Z_n[w](\{c_j = 0\})$ as a function of the parameter $t$.

By following this strategy, Mezzadri and Simm [26] deduced a characterization of (1.5) as the solution of a particular second order nonlinear equation. Earlier, for the same multiple integral (1.5), but with a different interpretation relating to bosonic replica field theories, Osipov and Kanzieper [30] had applied precisely this strategy and written down the differential equation but without giving the details. They remarked that the obtained equation relates to Painlevé III. In the time between the two works [30] and [26], Chen and Its [11] studied (1.5), motivated from its interpretation in random matrix theory as the generating function of the linear statistic (1.4), and also by it providing an opportunity for expounding on the ladder operator method from the theory of orthogonal polynomials [10], as well as the use of a Riemann-Hilbert analysis for the same purpose [23]. Moreover, they identified the nonlinear equation as a particular example of the Jimbo-Miwa-Okamoto $\sigma$-form of Painlevé III (strictly speaking the latter requires some interpretation as it is the isomonodromy problem of Painlevé III itself, not its variant Painlevé III′ for which the relationship is established).
Theorem 1. (Osipov and Kanzieper [30], Chen and Its [11], Mezzadri and Simm [26].) Specify $M_n(t)$ as the multiple integral (1.5). We have that the quantity

$$y_n(t) = t \frac{d}{dt} \log M_n(t)$$

satisfies the second order nonlinear differential equation

$$(ty_n'')^2 = (n - (2n + \alpha)y_n')^2 - 4(n(n + \alpha) + ty_n' - y_n')(y_n' - 1).$$

Remark 2. We know from [28] (see subsection 2.2 below for a brief summary) that for the Hamiltonian formulation of Painlevé III' — which depends on parameters $v_1, v_2$ — the modified Hamiltonian

$$(1.17) h(t) = tH(t) + \frac{1}{4} v_1^2 - \frac{1}{2} t$$

satisfies the nonlinear differential equation

$$(1.18) (th'')^2 + (4(h')^2 - 1)(th' - h) + v_1 v_2 h' - \frac{1}{4}(v_1^2 + v_2^2) = 0.$$ 

Comparing with (1.16) we see that the latter corresponds to setting

$$(v_1, v_2) = (2n + \alpha, -\alpha)$$

and $y_n(t) = h(t) + \frac{t}{2} - \frac{\alpha^2}{4}$. In (1.18), setting

$$(1.20) h\left(\frac{t}{4}\right) = -\sigma_{III'}(t) + \frac{t}{8} + \frac{v_1 v_2}{4}$$

shows that $\sigma_{III'}$ satisfies

$$(1.21) (t\sigma'')^2 - v_1 v_2 (\sigma')^2 + \sigma'(4\sigma' - 1)(\sigma - t\sigma') - \frac{(v_1 - v_2)^2}{4^3} = 0,$$

which following [28] we take as the standard form of the $\sigma$-Painlevé III' equation.

Remark 3. Integrable systems theory is known to be related to the characterisation of other singular statistics in random matrix theory. The case of the weight

$$(1.22) w(x; z, s) = \exp\left(-\frac{x^2}{2z^2} + \frac{s}{x} - \frac{x^2}{2}\right), \quad z \in \mathbb{R} \setminus \{0\}, \quad 0 \leq s < \infty, \quad x \in \mathbb{R}$$

was considered by Mezzadri and Mo [25], Brightmore et al. [5] and (in the case $s = 0$) by Min et al. [27], Chen and Dai [9], and later Chen et al. [7] studied the Hankel determinant (1.9) for weights

$$(1.23) w(x; t, \alpha, \beta) = x^\alpha (1 - x)\beta e^{-t/x}, \quad x \in [0, 1], \alpha, \beta > 0, \quad t \geq 0.$$

The underlying random matrix ensembles are the Gaussian unitary ensemble for (1.22) and the Jacobi unitary ensemble for (1.23). The weight

$$w(x; \{t_k\}_{k=1}^{2m}) = \exp\left(-n\left(2x^2 + \sum_{k=1}^{2m} \frac{t_k}{x - \lambda_k}\right)\right), \quad t_{2m} > 0,$$

corresponding to the generating function for a family of singular linear statistics in the Gaussian unitary ensemble is considered in the recent work by Dai et al. [13], while a study of (1.9) in the case of the weights

$$w_k(x; t) = x^\alpha e^{-x - \left(\frac{t}{2}\right)^k}, \quad x > 0, \quad t > 0, \quad k \in \mathbb{Z}^+$$
generalising (1.7) is given in a work of Atkin et al. [3].

The works [25], [5], [7], [13], [3] cited above are actually concerned with an integrable systems characterisation of the Hankel determinant in the (scaled) large $n$ limit. For such asymptotic studies of (1.9) with the weight (1.7), see the papers by Mezzadri and Simm [26], Xu et al. [35, 34], and also Section 3 below.

The analogue of Theorem 1 in relation to the weight (1.23) is required for our subsequent working.

**Theorem 4.** (Chen and Dai [9].) Let $D_n(t)$ be given by (1.10) with weight (1.23), and set $H_n(t) = t \frac{d}{dt} \log D_n(t)$. This latter quantity satisfies the second order nonlinear differential equation

$$
(\frac{d}{dt} H_n)^2 = \left(n(n + \alpha + \beta) - H_n + (\alpha + t)H'_n\right)^2 + 4H'_n(tH'_n - H_n)(\beta - H'_n).
$$

**Remark 5.** According to the Hamiltonian formulation of the Painlevé V equation due to Okamoto [28] (see [14, §8.2] for a textbook treatment), what now is referred to as the Jimbo-Miwa-Okamoto $\sigma$-form of Painlevé V is the differential equation

$$
(t\sigma'')^2 - \left(\sigma - t\sigma' + 2(\sigma')^2 + (\nu_0 + \nu_1 + \nu_2 + \nu_3)\sigma'\right)^2 + 4\prod_{l=0}^{3}(\nu_l + \sigma') = 0,
$$

where $\{\nu_j\}_{j=0}^3$ are parameters. As noted in [9], after replacing $H_n$ in Theorem 4 by $\tilde{H}_n := H_n - n(n + \alpha + \beta)$ we see by comparing (1.24) and (1.25) that $\tilde{H}_n$ satisfies the Jimbo-Miwa-Okamoto $\sigma$-form of Painlevé V with parameters

$$
\nu_0 = 0, \quad \nu_1 = -(n + \alpha + \beta), \quad \nu_2 = n, \quad \nu_3 = -\beta.
$$

### 1.2. $\sigma$-form of PIII' and PV and gap probabilities

Theorems 1 and 4 restate known characterisations of the Hankel determinant (1.9), considered for interpretation within random matrix theory in its equivalent multiple integral form (1.10), for the weights (1.7) and (1.23) as solutions of particular $\sigma$-form Painlevé III’ and Painlevé V equation. Moreover, it has been commented that these Hankel determinants have an interpretation as the (exponential) moment generating function for the linear statistic (1.4) in the Laguerre and Jacobi unitary ensembles, respectively. One of the main points of the present paper is to identify inter-relations between these moment generating functions and other probabilistic quantities in random matrix theory, and to detail some consequences.

Long before the results of Theorems 1 and 4, the $\sigma$-forms of the Painlevé equations were shown to characterise particular gap probabilities, i.e. the probability that a certain interval is free of eigenvalues, in a variety of random matrix ensembles and their scaling limits. The pioneering work along these lines is that of Jimbo et al. [21], who expressed the probability of there being no eigenvalues in an interval of size $s$ in the bulk scaled circular unitary ensemble, or equivalently bulk scaled Gaussian unitary ensemble — see e.g. [14, Ch. 7] for a precise meaning — in terms of a particular $\sigma$-form Painlevé V transcendent. Among many subsequent approaches to problems of this type, Forrester and Witte [17], [18], [20] proceeded by making direct use of Okamoto’s Hamiltonian formulation of the Painlevé equations PII–PVI. Of particular interest is the characterization obtained for the generalized gap probability

$$
E_n(s; \alpha, \mu) = \frac{1}{C_n} \int_{s}^{\infty} \cdots \int_{s}^{\infty} \prod_{1 \leq j < k \leq n} (\lambda_j - \lambda_k)^2 \prod_{l=1}^{n} \lambda_l^\mu e^{-\lambda_l}(\lambda_l - s) d\lambda_l,
$$

with
where the normalisation $C_n$ is as in (1.2). When $\mu = 0$, the above quantity is a particular gap probability for the Laguerre unitary ensemble — explicitly it is the probability that there are no eigenvalues in the interval $(0, s)$ — while for other values of $\mu$ it is a generalisation of this quantity. Note that in the case $\mu = 2$, and with $n$ replaced by $n - 1$, (1.27) is proportional to the derivative of the probability that there are no eigenvalues in the interval $(0, s)$, and thus directly gives the probability density function for the smallest eigenvalue.

**Theorem 6.** (Forrester and Witte [18]) Define $U_n(t; \alpha, \mu) := t \frac{d}{dt} \log E_n(t; \alpha, \mu) - \mu n$. We have that $U_n(t; \alpha, \mu)$ satisfies the $\sigma$-Painlevé V differential equation (1.25) with parameters

\[
\nu_0 = 0, \quad \nu_1 = -\mu, \quad \nu_2 = n + \alpha, \quad \nu_3 = n.
\]

Suppose we change variables $\lambda_l \mapsto \lambda_l s$ in (1.27), and then $\lambda_l \mapsto 1/\lambda_l$. This shows

\[
E_n(s; \alpha, \mu) = \frac{1}{C_n} \Lambda_n^{(\alpha, \mu)}(1) \cdot \left( \prod_{1 \leq j < k \leq n} (\lambda_j - \lambda_k)^2 \right) \cdot \left( \prod_{l=1}^n \lambda_l^{-(\alpha+\mu+2n)} e^{-s/\lambda_l (1 - \lambda_l)^\mu} d\lambda_l. \right)
\]

Hence, up to the normalisation $C_n$, we can identify $s^{-n(\alpha+\mu+n)} E_n(s; \alpha, \mu)$ in the case that $\mu = \beta$, $\alpha \mapsto -\alpha - \mu - 2n$, with the multiple integral (1.10) in the case of the weight (1.23). Indeed we see that Theorems 4 and 5 map to each other with this identification of the functions of $t$ and parameters (with regard to the latter, note that (1.25) is symmetric in $\{\nu_j\}$ so the labelling does not matter).

There is also a very simple relationship between the multiple integrals (1.10) with the weights (1.7) and (1.23). In the latter, we change variables $\lambda_l \mapsto \lambda_l/\beta$, $l = 1, \ldots, n$, make the replacement $t \mapsto t/\beta$, and take $\beta \to \infty$. Up to a scaling, the deformed Jacobi weight (1.23) then limits to the deformed Laguerre weight (1.7), and the same holds true for the corresponding multiple integrals. In keeping with this, one sees that upon making the change of variables $t \mapsto t/\beta$ in (1.24), then taking the limit $\beta \to \infty$, the differential equation reduces to (1.16), which therefore is a particular degeneration of PV to PIII'.

Random matrix theory suggests another degeneration, starting now with (1.27). Thus it is well known that the eigenvalues of the Laguerre unitary ensemble in the neighbourhood of the origin form a well defined large $n$ limiting state upon the so-called hard edge scaling $\lambda \mapsto \frac{1}{n^\alpha}$ (the factor of 4 in the denominator is just for convenience); see e.g. [14] §7.2.1]. This suggests that (1.27), with an appropriate modification of the normalisation, admits a well defined limit upon setting $s = \frac{1}{4n}$ and taking $n \to \infty$. Indeed one sees that the $\sigma$-Painlevé V differential equation (1.25) with parameters (1.28) reduces to the $\sigma$-Painlevé III' differential equation (1.21) with parameters

\[
(v_1, v_2) = (\alpha + \mu, \alpha - \mu).
\]

On the other hand, we know from Remark 2 that up to a change of scale and linear shift the $\sigma$-Painlevé III' equation is equivalent to (1.18), which for the parameters (1.19) has a solution in terms of the generating function $M_n(t)$ (1.5). To match parameters requires that we set

\[
\alpha = n, \quad \mu = n + \alpha
\]

in (1.29); here the variables on the right hand side are to be considered distinct from the use of $n$ and $\alpha$ in (1.27).

How then is the hard edge limit of (1.27) related to $M_n(t)$? Insight into this question can be obtained by noting from (1.30) that the case of interest in (1.27) involves $\alpha \in \mathbb{Z}^+$. Proceeding
independent of the Painlevé theory, Forrester and Hughes [15] showed that in this circumstance, up to the precise detail of the choice of normalisation in (1.27),

\[
\lim_{n \to \infty} E_n \left( \frac{t}{4n}; \alpha, \mu \right) = e^{-t/4} e^{-t/2} \det \left[ I_{j-k+\mu}(\sqrt{t}) \right]_{j,k=0}^{\alpha-1}.
\]

Note that since the entries in the determinant depend on the difference \( j - k \), this is a particular Toeplitz determinant, whereas according to (1.11) \( M_n(t) \) is a Hankel determinant. Nonetheless, both are structured determinants, and moreover it is a general fact (see e.g. [14, Eq. (5.76)]) that

\[
\det \left[ c_{j-k} \right]_{j,k=0}^{n-1} = \left\langle \prod_{j=1}^{n} W(e^{i\theta_j}) \right\rangle_{\text{CUE}},
\]

(cf. (1.6)) where the average is over the eigenvalues of a random matrix from the circular unitary ensemble (or equivalently a random matrix chosen from the set of unitary matrices \( U(n) \) with Haar measure; see e.g. [14, §2.2.]). As observed in [18, Eq. (4.32)], applying (1.32) to (1.31) tells us that up to normalisation, and assuming \( \alpha \in \mathbb{Z}^+ \),

\[
\lim_{n \to \infty} E_n \left( \frac{t}{4n}; \alpha, \mu \right) = e^{-t/4} e^{-t/2} \left\langle e^{\frac{1}{2} \sqrt{t} \text{Tr}(U+\bar{U})} (\det U)^{-\mu} \right\rangle_{U \in \text{CUE}}.
\]

In [18], a direct derivation of the fact that the RHS of (1.31) relates to a so-called \( \tau \)-function in Okamoto’s theory of the Hamiltonian theory of PIII’ was given; for the latter see the brief summary in subsection 2.2 below. The main objective of the present study is to show how this working naturally implies a second \( \tau \)-function sequence (the sequence is labelled by \( n \)), corresponding to the same parameters, which can be identified with \( M_n(t) \). The required working is carried out in Section 2 below.

1.3. Asymptotics of \( M_n(t) \). From both a random matrix theory viewpoint, and for application to the statistics of the Wigner delay time, it is of interest to quantify the large \( n \) form of \( M_n(t) \). In the Laguerre unitary ensemble with the scaling of the eigenvalues

\[
\lambda \mapsto n \lambda
\]

(this has the effect of the leading order density now being on a finite interval), and for a smooth linear statistic, the mean is of order \( n \), the variance is of order unity, and the cumulant of order \( k \) \((k > 2)\) decays like \( n^{2-k} \). This can be seen from a loop equation analysis; see e.g. [16]. The fact that the higher order cumulants tend to zero implies that in this setting the limiting distribution is a Gaussian. We know from [12, §2.1] that without scaling of the eigenvalues \( \langle L \rangle = \frac{n}{2} \). In fact for the singular linear statistic \( L \), without scaling all cumulants of \( \frac{1}{n} L \) are also of order unity. Their precise form will be discussed in Section 3 and related to asymptotic results contained in [13]. The situation is different in the case \( \alpha = n \), as is relevant to the Wigner time delay problem: the cumulants then exhibit the behaviour typical of a smooth linear statistic [26]. We will use Theorem 1 to compute their leading large \( n \) form, reclaiming results from [26].
2. Hankel determinants of Bessel functions as a $\tau$-function sequence in Okamoto’s theory of PIII’

2.1. The Hankel determinant. Our first aim is to place the Hankel determinant corresponding to $M_n(t)$ in the context of Okamoto’s Hamiltonian formulation of PIII’. Fundamental for this purpose is the observation that like in (1.31), the entries are in fact particular Bessel functions, although now of the second kind.

Lemma 1. With the Hankel determinant defined in (1.9), we have

$$D_n(t) = (-1)^{\frac{n(n-1)}{2}} 2^n t^{\frac{n(n+1)}{2}} \det \left[ K_{j-k+n+\alpha}(2\sqrt{t}) \right]_{j,k=0}^{n-1},$$

where $K_\nu$ is the modified Bessel function of the second kind.

Proof. Upon recalling the integral representation of the modified Bessel function of the second kind

$$K_\nu(z) = K_{-\nu}(z) = \frac{1}{2} \left( \frac{z}{2} \right)^\nu \int_0^\infty e^{-x} \frac{x^{-\nu}}{x^2 + 1}, \quad |\arg z| < \frac{\pi}{4};$$

see e.g. [1, 29], it follows that the moments (1.8) can be expressed as

$$\mu_j(t) = 2 t^{\frac{j+\nu+1}{2}} K_{j+1+\alpha}(2\sqrt{t}).$$

Substituting in the Hankel determinant and extracting factors gives

$$D_n(t) = 2^n t^{\frac{n(n+1)}{2}} \det \left[ K_{j+k+1+\alpha}(2\sqrt{t}) \right]_{j,k=0}^{n-1}.$$

The form (2.1) follows by arranging the columns in reverse i.e., $(1, 2, ..., n) \mapsto (n, n-1, ..., 1)$. □

As will be detailed below, the significance of this form rests with knowledge of the fact that $K_\nu(2\sqrt{t})$ satisfies a second order linear differential equation, which determines a seed solution to a sequence of $\tau$-functions for Painlevé III’ in Okamoto’s theory.

2.2. The Painlevé III’ Hamiltonian and $\tau$-function. In Okamoto’s Hamiltonian formulation of the Painlevé III’ equation [28], the Hamiltonian is

$$tH = p^2 q^2 - (q^2 + v_1 q - t)p + \frac{v_1 + v_2}{2} q;$$

see also [29 (32.6.24)]. Thus, eliminating $p$ from the Hamilton equations

$$q' = \frac{\partial H}{\partial p}, \quad p' = -\frac{\partial H}{\partial q},$$

gives the Painlevé III’ equation with parameters $(-4v_2, 4(v_1 + 1), 4, -4)$,

$$q'' = \frac{1}{q} q'^2 - \frac{1}{t} q' + \frac{q^2}{t^2} (q - v_2) - \frac{1}{q} + \frac{v_1 + 1}{t};$$

see [29 (32.6.27)].

As already remarked, it can be deduced that the modified Hamiltonian (1.17) satisfies the nonlinear equation (1.18), and that the rescaling and linear shift of the modified Hamiltonian (1.20) satisfies the $\sigma$-form of the Painlevé III’ equation (1.21).

It is fundamental that the Hamiltonians associated with the Painlevé equations satisfy Bäcklund transformations. For the Painlevé III’ Hamiltonian (2.3), as observed by Okamoto, the Bäcklund
transformations can be constructed in terms of elementary operators $s_0$, $s_1$, and $s_2$. These operators have action on the parameters $v_1$ and $v_2$, and the functions $p$ and $q$, as given in the following table.

|   | $v_1$  | $v_2$  | $p$       | $q$       | $t$       |
|---|--------|--------|-----------|-----------|-----------|
| $s_0$ | $-1 - v_2$ | $-1 - v_1$ | $\frac{q}{t} \left( q(p - 1) - \frac{1}{2}(v_1 - v_2) \right) + 1$ | $-\frac{t}{q}$ | $t$       |
| $s_1$ | $v_2$   | $v_1$   | $p$       | $q + \frac{v_2 - v_1}{2(p - 1)}$ | $t$       |
| $s_2$ | $v_1$   | $-v_2$  | $1 - p$   | $-q$      | $-t$      |

Table 1. Bäcklund transformations relevant to the PIII′ Hamiltonian (2.3); cf. [18, Table 4.1].

Following Okamoto [28], introduce the operator

\[ T_1 = s_0 s_2 s_1 s_2. \]

Then we have the induced Bäcklund transformations

\[ T_1(H) = H|_{(v_1,v_2) \to T_1(v_1,v_2)} \quad \text{with} \quad T_1(v_1,v_2) = (v_1 + 1,v_2 + 1). \]

as can be checked from (2.3) and Table 1.

Generally a $\tau$-function in a Hamiltonian theory of a Painlevé system has the defining property that its logarithmic derivative with respect to $t$ equals $H(t)$. By iterating the transformation $T_1$, a sequence of $\tau$-functions for the Painlevé III′ can be defined according to

\[ H[n] = \frac{d}{dt} \ln \tau[n] \quad \text{with} \quad H[n] = T_1^n H = H|_{(v_1,v_2) \to (v_1+n,v_2+n)}. \]

As shown by Okamoto [28], this sequence has the significant property of satisfying the Toda lattice equation

\[ \delta^2 \ln \tilde{\tau}[n] = \frac{\tilde{\tau}[n-1] \tilde{\tau}[n+1]}{\tilde{\tau}[n]^2}, \quad \delta := \frac{d}{dt}, \]

where

\[ \tilde{\tau}[n](t) = t^{\frac{n^2}{4}} \tau[n]\left(\frac{t}{4}\right). \]

Thus knowledge of $\tau[0]$ and $\tau[1]$ determines the full sequence recursively. Furthermore, if $\tau[0] = 1$, it is shown in [28] that the full sequence has the double Wronskian Hankel determinant form

\[ \tau[n](t) = \det \left[ \delta^{j+k} \tilde{\tau}[1](t) \right]_{j,k=0}^{n-1}. \]

2.3. Reduction of $\{\tilde{\tau}[n](t)\}$ to a Toeplitz determinant of modified Bessel functions.

A further key fact is that for a choice of parameters permitting $\tau[0] = 1$, the next member in the sequence is given in terms of modified Bessel functions.
\textbf{Proposition 1.} \textit{(Okamoto [28].)} The special choice of parameters \( v_1 = -v_2 \) in (2.3) is consistent with setting \( \bar{\tau}[0] = 1 \). For this choice of parameters, the first member \( \bar{\tau}[1] \) in the \( \tau \)-function sequence as specified by (2.8) is given by

\begin{equation}
(2.12) \quad \bar{\tau}[1](t) = \mathcal{L}_v(\sqrt{t}) \quad \text{with } v := v_1.
\end{equation}

Here \( \mathcal{L}_v(t) \) is an arbitrary linear combination of the modified Bessel functions

\begin{equation}
(2.13) \quad \mathcal{L}_v(t) = a I_v(t) + b e^{\nu v} K_v(t),
\end{equation}

where \( a \) and \( b \) are constants independent of \( v \). Moreover, the subsequent members \( \bar{\tau}[n] \) are expressed in terms of the double Wronskian Hankel determinant

\begin{equation}
(2.14) \quad t^{\frac{n(v-1)}{2}} \bar{\tau}[n](t) = \det \left[ \delta^{j+k} \mathcal{L}_v(\sqrt{t}) \right]_{j,k=0}^{n-1}, \quad \delta = t \frac{d}{dt}.
\end{equation}

\textit{Proof.} With \( v_1 = -v_2 \) as the \( n = 0 \) case, we see from (2.3) and the associated Hamilton equations that we are free to take \( H = p = 0 \). Recalling (2.8) we see that it is indeed valid to choose \( \tau[0] = 1 \).

It has been shown in [28] (see also [14, §8.2.4]) that the corresponding first member of the modified \( \tau \)-function sequence (2.10), upon multiplication by \( t^{-1/2} \), is determined as a solution of the second-order linear differential equation

\[ tu'' + (v + 1)u' - \frac{1}{4} u = 0. \]

The two linearly independent solutions of this equation are the modified Bessel functions given in (2.13), thus implying (2.12).

We can check that if \( \{ \bar{\tau}[n] \}_{n=0,1,...} \) is a solution of the Toda lattice equation (2.9) with \( \bar{\tau}[0] = 1 \), then \( \{ t^{\nu \kappa} \bar{\tau}[n] \}_{n=0,1,...} \) is also a solution for any \( \kappa \), obtained by replacing \( \bar{\tau}[1] \) by \( t^{\kappa} \bar{\tau}[1] \) in (2.14).

Making use of this result with \( \kappa = (v - 1)/2 \) gives (2.14). \( \square \)

As found earlier [18] in the case of (2.13) with \( b = 0 \), using recursive properties of the Bessel functions one may simplify the determinant in (2.14) such that it is independent of the operator \( \delta \). In fact the double Wronskian Hankel form then reduces to a Toeplitz form.

\textbf{Proposition 2.} \textit{We have}

\begin{equation}
(2.15) \quad \det \left[ \delta^{j+k} \mathcal{L}_v(\sqrt{t}) \right]_{j,k=0}^{n-1} = \left( t \frac{d}{dt} \right)^{\frac{n(v-1)}{2}} \det \left[ \mathcal{L}_{v-k+v}(\sqrt{t}) \right]_{j,k=0}^{n-1}.
\end{equation}

\textit{Proof.} The working of [18] Prop. 4.4 is to be followed. This is possible because \( I_v(t) \) and \( e^{\nu v} K_v(t) \) satisfy the same recurrence relations. Indeed, we have

\[ \mathcal{L}'_v(t) = \mathcal{L}_{v+1}(t) + \frac{v}{t} \mathcal{L}_v(t), \quad \mathcal{L}''_v(t) = \mathcal{L}_{v-1}(t) - \frac{v}{t} \mathcal{L}_v(t) \]

independent of the constants \( a \) and \( b \) in (2.13); see [29, Eq.(10.29.2)]. The working of [18] Prop. 4.4 only requires the validity of these recurrences to deduce (2.15) from (2.14). \( \square \)

\textbf{Corollary 1.} The function

\begin{equation}
(2.16) \quad \sigma_n(t; v) = -t \frac{d}{dt} \ln \left( e^{-t/4 t^2} \det \left[ \mathcal{L}_{v-k+v}(\sqrt{t}) \right]_{j,k=0}^{n-1} \right)
\end{equation}

satisfies the \( \sigma \)-form of the Painlevé III equation (1.21) with parameters

\begin{equation}
(2.17) \quad (v_1, v_2) = (v + n, -v + n).
\end{equation}
Proof. Substituting \((2.14)\) and \((2.15)\) into \((2.16)\), and use of the definitions \((1.17)\), \((1.20)\), \((2.8)\) and \((2.10)\) shows
\[
\hat{\sigma}_n(t) = -\frac{t}{4} H\left(\frac{t}{4}\right) + \frac{t}{4} - \frac{v(n+v)}{2} = -\sigma\left(\frac{t}{4}\right) + \frac{t}{8} + \frac{n^2 - v^2}{4}.
\]
The stated result now follows from the theory noted below \((1.17)\). \(\Box\)

By an appropriate choice of \(v\), and with \(a = 0\) in \((2.13)\) the determinant in \((2.16)\) can be identified with the Hankel determinant \(D_n(t)\) as given in \((2.1)\).

**Theorem 7.** Let the Hankel determinant \(D_n(t)\) be defined in \((1.9)\). We have
\[
\hat{\sigma}_n(t; v) = -\frac{t}{4} H\left(\frac{t}{4}\right) + \frac{t}{4} - \frac{v(n+v)}{2} = -\sigma\left(\frac{t}{4}\right) + \frac{t}{8} + \frac{n^2 - v^2}{4}.
\]
where \(\hat{\sigma}_n(t; v)\) satisfies the \(\sigma\)-form of the Painlevé III as specified in Corollary \([7]\) and furthermore exhibits the asymptotic behavior
\[
\hat{\sigma}_n(t; v) = -\frac{t}{4} + \frac{n}{2}\sqrt{t} + \left(\frac{n^2 - v^2}{2}\right) + O\left(\frac{1}{\sqrt{t}}\right), \quad t \to \infty.
\]

**Proof.** Choose \(v = n + \alpha\) in \((2.10)\). Then we have
\[
\hat{\sigma}_n(t; n + \alpha) = -\frac{t}{4} \frac{d}{dt} \ln \left(\text{det}(L_{j-k+n+\alpha}(\sqrt{t}))_{j,k=0}^{n-1}\right).
\]
Now in \((2.13)\) set \(a = 0\). Simple manipulation of the determinant shows
\[
\text{det}(L_{j-k+n+\alpha}(2\sqrt{t}))_{j,k=0}^{n-1} = b^n e^{(n+\alpha)n\pi i} \text{det}(K_{j-k+n+\alpha}(2\sqrt{t}))_{j,k=0}^{n-1}.
\]
Using the above two formulas, the right hand side of \((2.19)\) can be simplified to read
\[
\frac{t}{4} \frac{d}{dt} \ln \left(t^{-\frac{(n+\alpha)}{2}} \text{det}\left[K_{j-k+n+\alpha}(2\sqrt{t})\right]_{j,k=0}^{n-1}\right).
\]
Substituting \((2.1)\) in the left hand side of \((2.19)\), and simplifying by noting the factors independent of \(t\) do not contribute to the logarithmic derivative, precisely the same expression results.

To obtain the asymptotic behavior, we use the integral representation for the Hankel determinant
\[
D_n(t) = \frac{t^{\frac{n(n+\alpha)}{2}}}{n!} \int_0^\infty \cdots \int_0^\infty \prod_{1 \leq j < k \leq n} (\lambda_j - \lambda_k)^2 \prod_{l=1}^n \lambda_l^n e^{-\sqrt{t}(\lambda_l + \frac{1}{\sqrt{t}})} d\lambda_l.
\]
Note that the function \(h(\lambda) = \lambda + \frac{1}{\lambda}, \lambda > 0\) in the exponent has a single minimum at \(\lambda = 1\) with \(h(1) = 2, h'(1) = 0\) and \(h''(1) = 2\). Hence, as \(t \to \infty\), the major contribution to the asymptotics of the integral arises from the neighbourhood of \(\lambda_k = 1, k = 1, 2, \ldots, n\). Thus we Taylor expand each \(h(\lambda_k)\) in the exponent to second order and so replace each by \(2 + (\lambda_k - 1)^2\). Now changing variables by setting \(x_k = t^{\frac{1}{2}}(\lambda_k - 1)\) gives the asymptotics as \(t \to \infty\)
\[
D_n(t) = ce^{-2n\sqrt{t}t^{\frac{n(n+\alpha)}{2}} - \frac{n^2}{4}} \left(1 + O\left(\frac{1}{\sqrt{t}}\right)\right),
\]
for some constant \(c\). Substituting this into \((2.19)\) gives \((2.20)\). \(\Box\)
Corollary 2. Set

\begin{equation}
(2.22) \quad y_n(t) = t \frac{d}{dt} \ln D_n(t) = -\dot{\sigma}_n(4t) + t - \frac{(n + \alpha)\alpha}{2}.
\end{equation}

We have that \( y_n(t) \) satisfies the differential equation (1.16).

Proof. We know from Theorem 7 the particular differential equation satisfied by \( \dot{\sigma}_n(t) \). Making the scaling \( t \to 4t \) and the linear shift as required by the final expression in (2.22) gives (1.16). \( \square \)

Since from (1.11), \( M_n(t) \) is proportional to \( D_n(t) \), we can substitute \( M_n(t) \) for \( D_n(t) \) in Corollary 2. Doing this we reclaim Theorem 1 now derived entirely within the setting of the Okamoto \( \tau \)-function theory for Painlevé III'.

2.4. Relationship to a discrete Painlevé equation. Discrete Painlevé equations are a class of nonlinear difference equations associated with translations on crystallographic lattices [22]. Bäcklund transformations have interpretation as such translations, and indeed it is well known that \( \tau \)-function sequences constructed in this way satisfy discrete Painlevé type recurrences. In particular, from [19] we know that the \( \tau \)-function sequence corresponding to the I-Bessel determinant in (1.31) satisfies recurrences giving rise to the alternate discrete Painlevé II equation [31]. In fact the working leading to this result proceeds entirely from the algebraic aspects of the Okamoto \( \tau \)-function theory for Painlevé III', and so holds equally well for I replaced by the general linear combination (2.13).

The specific \( \tau \)-function sequence to be considered is

\begin{equation}
(2.23) \quad \tau[n](t) = \det \left[ \mathcal{L}_{j-k+v}(\sqrt{t}) \right]_{j,k=0}^{n-1},
\end{equation}

where \( \mathcal{L}_v(t) \) is a linear combination of the modified Bessel functions given in (2.13). We know that \( \{ \tau[n] \}_{n=0,1,...} \) is a \( \tau \)-function sequence for PIII with \( t \) replaced by \( t/4 \) and parameters (2.17) in the Hamiltonian (2.3), i.e. taking the logarithmic derivative of \( \tau[n] \) gives \( H \) as specified. Noting (2.14), Proposition 2 and (2.10), we see that \( \frac{d}{dt} \log \tau[n](t) \) is equal to \( \frac{d}{dt} \log \tau[n](t) \) plus a constant, and hence \( \{ \tau[n] \}_{n=0,1,...} \) is also a \( \tau \)-function sequence for this same \( H \), but now shifted by a constant on the RHS of (2.3). Specializing to \( a = 1, b = 0 \) in (2.13), the Bäcklund transformations for this sequence were shown in [19] to imply a coupled recurrence scheme determining each \( \tau[n] \). As already commented, the working makes use only of algebraic properties of the transformations, and so applies equally to the case of the general linear combination in (2.13); the only change required to the result of [19] is to adjust the initial conditions.

Theorem 8. (Forrester and Witte [19] Prop. 2.) Specify \( \tau[n] \) as in (2.23). Let \( p_n, q_n \) denote the \( p,q \) variables in the Hamiltonian (2.3) with parameters (2.17). The sequences \( \{ \tau[n] \}_{n=0,1,...}, \{ p_n \}_{n=0,1,...}, \{ q_n \}_{n=0,1,...} \) satisfy the coupled recurrences

\begin{align}
(2.24) \quad &\frac{\tau[n + 1] \tau[n - 1]}{(\tau[n])^2} \bigg|_{t \to 4t} = p_n \quad (n = 1, 2, \ldots) \\
(2.25) \quad &p_{n+1} = \frac{q_n^2}{t} (p_n - 1) - v q_n + 1 \quad (n = 0, 1, \ldots) \\
(2.26) \quad &q_{n+1} = -\frac{t}{q_n} + \frac{(1 + n)t}{q_n (q_n(p_n - 1) - v) + t} \quad (n = 0, 1, \ldots)
\end{align}
subject to the initial conditions

\[ p_0 = 0, \quad q_0 = t \frac{d}{dt} \log t^{-v/2} \mathcal{L}_v(2\sqrt{t}), \]

\[ \hat{\tau}[0] = 1, \quad \hat{\tau}[1]|_{t \to 4t} = \mathcal{L}_v(2\sqrt{t}). \]

It is noted in [18, Proof of Prop. 4.6] that combining the recurrences for \( \{p_n\}, \{q_n\} \) gives

(2.27)

\[ q_{n+1} + \frac{t}{q_n} = \frac{1 + n}{p_{n+1}}. \]

It is further noted that in addition to the forward equations relating \( p_{n+1} \) and \( q_{n+1} \) to \( p_n, q_n \), there are also backward equations, relating \( p_{n-1} \) and \( q_{n-1} \) to \( p_n, q_n \). For \( q_{n-1} \), this reads

\[ q_{n-1} = \frac{t}{p_n - q_n}. \]

Using the above two formulas to eliminate \( p_{n+1} \) and \( p_n \) in (2.25) then gives [18, Prop. 4.6]

(2.28)

\[ \frac{1 + n}{q_n q_{n+1} + t} + \frac{n}{q_n q_{n-1} + t} = \frac{1}{q_n} - \frac{n - v}{t}, \quad (n = 0, 1, \ldots). \]

It is this nonlinear difference equation which is of the type referred to as the alternate discrete Painlevé II equation [31].

3. Large \( n \) asymptotics of \( M_n(t) \)

We know from (1.5) and (1.6) that \( M_n(t) \), specified as a ratio of Hankel determinants in (1.11), has the interpretation as the exponential moment generating function for the linear statistic (1.4). Specifically, denoting the moments by \( \{m_p\}_{p=1}^{\infty} \) we have

\[ M_n(t) = 1 + \sum_{p=1}^{\infty} \frac{(-1)^p t^p}{p!} m_p. \]

From a statistical viewpoint, the corresponding cumulants \( \{\kappa_p\}_{p=1}^{\infty} \) can often be of more direct relevance. In general, while \( \kappa_1 = m_1 \), one has \( \kappa_2 = m_2 - m_1^2 \) which is the variance, \( \kappa_3 = m_3 - 3m_2 m_1 + 2m_1^3 \) which together with the variance is used to define the skewness \( \gamma \) according to \( \gamma = \kappa_3 / \kappa_2^{3/2} \) etc. For a Gaussian distribution, \( \kappa_p = 0 \) for \( p > 2 \). The exponential generating function of the cumulants is obtained from \( M_n(t) \) according to

(3.1)

\[ \log M_n(t) = \sum_{p=1}^{\infty} \frac{(-1)^p t^p}{p!} \kappa_p. \]

Note that it is \( \log M_n(t) \) which is directly characterized in Theorem 1. We can readily compute

(3.2)

\[ \kappa_1 = \frac{n}{\alpha}, \quad \kappa_2 = \frac{n^2 + n\alpha}{\alpha^2(\alpha^2 - 1)}, \]

by seeking a power series solution of the differential equation in Theorem 1 about the origin. Note that the first of these requires \( \alpha > 0 \) to be positive and thus well defined, while the second requires \( \alpha > 1 \). This is in keeping with the power term in the weight (1.7) being \( x^\alpha \), while the singularity at the origin induced by forming the \( k \)-th moment of (1.4) is to leading order proportional to \( x^{-k} \); for the product to be integrable requires \( \alpha > k - 1 \). Our interest in this section is in the scaled large \( n \) form of \( \{\kappa_p\} \), both for fixed \( \alpha \), and the choice \( \alpha = n \) as is relevant to the Wigner time delay problem.
For fixed $\alpha$, as is consistent with [32], $\kappa_p/n^p$, $p = 1, 2, \ldots$ tends to a well defined limit. This can be read off from an earlier asymptotic result for $M_n(t)$ of Xu et al. [34, Th. 1], giving the large $n$ form uniformly valid for any $0 < t \leq d$ with $d$ fixed, which we state with $t$ replaced by $t/n$ and the limit $n \to \infty$ taken.

**Theorem 9.** (Xu et al. [34].) Define $r(s)$ as the solution analytic at the origin of the third order nonlinear equation

$$
2s^2r''r''' - s^2(r'')^2 + 2sr'r'' - 4s(r')^3 + \left(2r - \frac{1}{4}\right)(r')^2 + 1 = 0,
$$

subject to the initial condition $r(0) = \frac{1}{8}(1 - 4\alpha^2)$. One has

$$
\lim_{n \to \infty} M_n \left(\frac{t}{n}\right) = \exp \int_0^t \frac{1 - 4\alpha^2 - 8r(2\xi)}{16\xi} \, d\xi.
$$

A characterization of this limit can also be obtained directly from Theorem 1. First note that according to (3.1), the quantity $y_n(t)$ in Theorem 1 has the power series expansion

$$
y_n(t) = \sum_{p=1}^{\infty} \frac{(-1)^p p!}{(p-1)!} \kappa_p.
$$

We know from [34] that for $n \to \infty$, $y_n(t/n)$ tends to a well defined limit, $Y(t)$ say, analytic about the origin. From the viewpoint of the consistency of this power series with (3.3), we must have that $Y(t)$ satisfies the differential equation which results from (1.16) upon the change of variable $t \mapsto t/n$, and then equating terms of leading order in $n$ (these occur at order $n^2$). This equation reads

$$
(tY'')^2 = 1 + \alpha^2(Y')^2 + 2\alpha Y' - 4(tY' - Y)(Y'),
$$

which can be checked to admit a unique power series solution, and so as an alternative characterization to (3.4) we have

$$
\lim_{n \to \infty} M_n \left(\frac{t}{n}\right) = \exp \int_0^t Y(\xi) \, d\xi.
$$

In fact it is already known from Xu et al. [33, Eq. (1.30)] and [34, Eq. (2.12)] that the function $r(s)$ as defined in Theorem 1 also satisfies

$$
2s^2(r'')^2 - 2s(r')^3 + \frac{8r - 1}{4}(r')^2 + 2\alpha r' - 1 = 0.
$$

Replacing $s$ by $2s$, then substituting $r(2s) = -2Y(s) + (1 - 4\alpha^2)/8$, reduces (3.8) to (3.6).

In addition to the characterisation of the exponential generating function for the singular statistic (1.4), in the case of the Laguerre unitary ensemble, through the $\sigma$-Painlevé III’ equation (1.16), we have also revised in Theorem 1 an analogous characterisation of the exponential generating function for (1.4), now in the Jacobi unitary ensemble. The Jacobi weight has the same power singularity $x^n$ for $x \to 0^+$ as the Laguerre weight. Expecting the linear statistic (1.4) to probe this hard edge region, we would therefore anticipate that in the limit $n \to \infty$, upon appropriate scaling, the quantity $D_n(t)$ in Theorem 1 tends to the right hand side of (3.7). Indeed scaling $t$ in (1.24) by $t \mapsto t/n^2$ we reclaim (3.6). Such a limiting relation has also recently been identified by Chen et al. [8, Thm. 7].

We now turn our attention to the case $\alpha = n$. By an analysis of the large $n$ form of the recurrence satisfied by $\{\kappa_p\}$ as implied by the nonlinear equation (1.16), Mezzadri and Simm
established that \( \{ n^{p-2} \kappa_p | \alpha = n \} \) has a well defined limit, and moreover gave a specification in terms of a generating function.

**Theorem 10.** (Mezzadri and Simm [26]) Specify \( F(t) \) as the power series solution of the first order nonlinear equation

\[
2F(t) + F'(t) - 4tF'(t) - 6t(F'(t))^2 + 4F(t)F'(t) = 1.
\]

One has

\[
\sum_{p=1}^{\infty} \lim_{n \to \infty} n^{p-2} \kappa_p \bigg|_{\alpha = n} \frac{t^p}{(p-1)!} = F(t).
\]

In keeping with our discussion below Theorem 9 it should be possible to identify \( F(t) \) as being related to a limiting solution of (1.16). To be consistent with the established fact that \( n^{p-2} \kappa_p |_{\alpha = n} \) as a well defined large \( n \) limit, and recalling too the relation (3.3) between \( y_n(t) \) and \( \{ \kappa_p \} \), we see that after setting \( \alpha = n \) we should change variables \( t \mapsto -n^2 t \), and furthermore replace \( y_n(-n^2 t) \) by \( n^2 F(t) \). Doing this, and equating the leading order term shows that in addition to (3.9), \( F \) satisfies

\[
(1 - F')^2 - 4F'(F' + 1)(tF' - F) = 0.
\]

The compatibility of (3.11) and (3.9) can be checked directly. We begin by considering \( F \) to be specified by (3.9). Then we can check by using this to substitute for \( t(F')^2 \) in the factor \(-4t(F')^3 \) that (3.11) is valid if and only if

\[
(4 - 8F)F' - (F')^2 - 4F(F')^2 + 4t(F')^2 = 0.
\]

In particular, the validity or otherwise of (3.12) is unchanged by adding it to (3.11). This leaves the equation obtained by multiplying \( \frac{2}{3} F' \) times (3.9), and is thus valid by our assumption that (3.9) is valid.
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