Article

Interplay of Active Stress and Driven Flow in Self-Assembled, Tumbling Active Nematics

Weiqiang Wang and Rui Zhang *

Department of Physics, Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, China; wwangch@connect.ust.hk
* Correspondence: ruizhang@ust.hk

Abstract: Lyotropic chromonic liquid crystals (LCLCs) are a special type of hierarchical material in which self-assembled molecular aggregates are responsible for the formation of liquid crystal phases. Thanks to its unusual material properties and bio compatibility, it has found wide applications including the formation of active nematic liquid crystals. Recent experiments have uncovered tumbling character of certain LCLCs. However, how tumbling behavior modifies structure and flow in driven and active nematics is poorly understood. Here, we rely on continuum simulation to study the interplay of extensile active stress and externally driven flow in a flow-tumbling nematic with a low twist modulus to mimic nematic LCLCs. We find that a spontaneous transverse flow can be developed in a flow-tumbling active nematic confined to a hybrid alignment cell when it is in log-rolling mode at sufficiently high activities. The orientation of the total spontaneous flow is tunable by tuning the active stress. We further show that activity can suppress pressure-driven flow of a flow-tumbling nematic in a planar-anchoring cell but can also promote a transition of the director field under a pressure gradient in a homeotropic-anchoring cell. Remarkably, we demonstrate that the frequency of unsteady director dynamics in a tumbling nematic under Couette flow is invariant against active stress when below a threshold activity but exhibits a discontinuous increase when above the threshold at which a complex, periodic spatiotemporal director pattern emerges. Taken together, our simulations reveal qualitative differences between flow-tumbling and flow-aligning active nematics and suggest potential applications of tumbling nematics in microfluidics.
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1. Introduction

Liquid crystal (LC) is a state of condensed matter intermediate between disordered liquid phase and highly ordered crystalline phase [1]. A commonly studied LC phase is called the nematic phase in which anisotropic units, namely mesogens, of the LC develop long-range orientational ordering but remain spatially disordered [2]. Owing to the sensitivity of its orientational ordering relative to external stimuli and internal physicochemical events, nematic LCs have found wide applications in display, photonic devices and biosensing [3,4]. More recent applications of nematic LCs include directed self-assembly of colloids [5–7] and amphiphilic molecules [8,9]. In these applications, equilibrium structures and their thermodynamic stability at different conditions are concerned. In the recent decade, there is a trend to understand and control transport and dynamics of nematic LCs [10–12]. On the one hand, applications of nematic LCs in microfluidics, which require a deep understanding of nematic flows, are in its early stage [13–18]. On the other hand, recent discoveries of LC phases in in vivo and in vitro biological systems have rejuvenated the research of LC flows [19–21]. Due to the nonequilibrium nature of these biological systems, they are termed “active liquid crystals”, which has seen a surge of interests in recent literature [22–25]. In some types of active nematic LCs, their constituents can self-propel, as is the case for two-dimensional sheets of microtubule and kinesin [26], or actin...
and myosin [27] and dense bacteria suspensions [28]. Another class of active nematics is often called "living nematic" in which bacteria are swimming in a nontoxic, lyotropic chromonic LC [29–32]. An analogous system consists of active biopolymers suspended in a passive colloidal nematic LC [33]. Despite the fact that a rich body of literature is devoted to understanding the intriguing phenomena of active LCs, its rheology remains much less studied [34,35].

Lyotropic Chromonic LCs (LCLCs) are comprised of disk-like molecules in a solution, stacking into self-assembled cylinders, which serve to form different LC phases including nematic and columnar phases [36]. Examples of LCLCs are disodium cromoglycate (DSCG) solutions [37] and Sunset Yellow solutions [38]. These types of nematic materials exhibit disparate elastic constants. In particular, experiments have shown that, in the nematic phase, LCLC’s twist modulus $K_2$ is one order of magnitude smaller than splay and bend moduli [39]. This feature has resulted in the spontaneous formation of symmetry-broken chiral structures in this achiral system [40–43]. The unusual material properties and biocompatibility of certain LCLCs have shown its promise in applications in, for example, optics [44], sensing [45], microfluidics [46] and active matter [47]. However, our knowledge of its rheology is limited. The response of a nematic liquid to a simple shear flow can be categorized into two types. For a flow-aligning nematic with Leslie viscosity coefficient $\alpha_3 < 0$ and $\alpha_2 < 0$, directors can find a stationary within the shear plane orientation under a high shear rate, making a so-called “Leslie angle” with respect to the flow direction. For a flow-tumbling nematic with $\alpha_3 > 0$ and $\alpha_2 < 0$, however, directors cannot settle into a stationary orientation and thereby tumble persistently. Recent experiments of nematic DSCG solutions have uncovered its tumbling character, manifested by the emergence of a log-rolling state at intermediate shear rates [48,49]. In this state, directors tend to rotate out of the shear plane and roll with respect to the vorticity direction, reminiscent of logs rolling on the ground [48].

Several active LCs, for instance living nematic, are flow-tumbling. However, how tumbling character, including log-rolling behavior, influences the dynamics of active nematics is overlooked in literature. Recent continuum simulation works have found that flow-tumbling character can suppress activity-driven hydrodynamic instability [50] and can promote more topological defects in two-dimensional active nematics [51]. Another study predicts that the tumbling character can even induce a coherent and spontaneous flow in an LC above the nematic-isotropic transition point [52]. These existing simulation studies of tumbling active nematics, however, use one-elastic-constant approximation. The log-rolling mode is intrinsically a three-dimensional (3D) phenomenon and requires low twist constant [48,53]. To the best of our knowledge, 3D tumbling dynamics in active nematics have not been discussed.

Here, we study spontaneous and driven flows in tumbling active nematics confined to a cell with different anchoring conditions and contrast their behavior to that of flow-aligning nematics. We perform hybrid lattice Boltzmann simulation in order to simultaneously solve Beris–Edwards equation and Navier–Stokes equation. We first validate our method by simulating Couette flow for flow-aligning passive and active nematic within a planar-anchoring cell and by comparing numerical solutions of the Leslie–Ericksen theory. We next study activity-induced spontaneous flows. Our calculations show that for flow-aligning nematics, extensile active stress can drive a net flow in a hybrid alignment cell (planar and homeotropic anchoring condition for each wall) thanks to its viscosity anisotropy. For a flow-tumbling nematic in the same hybrid cell, however, we find that a net flow along transverse direction can be developed in splay-bend tumbling nematic when the log-rolling mode appears at sufficiently high activity level. The ratio between the transverse flow rate and the easy-axis flow rate or the direction of the total flow can be varied by varying activity level. Note that in flow-aligning active nematics, activity and twist do not explicitly interplay because activity promotes solely bend and splay distortions, and these distortions solely give rise to active flows. Our prediction of a spontaneous transverse flow
in log-rolling nematics provides a possible mechanism to couple active stress and twist deformation in active nematics.

We further study how activity modifies driven, steady flows and focus on uniform anchoring condition. For a planar-anchoring cell, we find that pressure-driven flow can be enhanced and suppressed in flow-aligning and flow-tumbling nematic, respectively, due to the fact that the directors rotate in opposite handed directions for these two types of nematics. For a homeotropic-anchoring cell, we show that activity can lower the critical pressure gradient at which a “bowser” state can transition into a “dowser” state. By making the nematic tumble more by tuning down the flow aligning parameter, one can also lower the critical pressure gradient.

Lastly, we examine the effect of activity on driven, unsteady flows. Specifically, we consider the unsteady dynamics of a tumbling nematic under a Couette flow. We observe a shear-rate-dependent critical activity, below which the frequency of log-rolling dynamics is independent of activity and above which there is a discontinuous increase in frequency. Such jumps in frequency are attributed to the emergence of a complex, spatiotemporal pattern of the nematic field above the critical activity. Furthermore, we discover a new dimensionless number where different shear-rate systems transition into complex patterns at the same threshold.

In summary, our results highlight several qualitative differences between flow-aligning and flow-tumbling active nematics in terms of spontaneous flows and steady and unsteady driven flows. Our predications of tunable 3D spontaneous flows and digital response of tumbling nematics in microfluidics.

2. Methods

2.1. Hybrid Lattice Boltzmann Method

Here, we describe our hybrid lattice Boltzmann method (LBM). The microstructure and hydrodynamic flow of a nematic LC are described by a tensorial order parameter Q and a vector u, respectively. For a uniaxial nematic, it can be written as $Q = S(\mathbf{n}\mathbf{n} - 1/3)$ in which the unit vector $\mathbf{n}$ represents the nematic director field, $S$ is the scalar order parameter of the nematic and $I$ is the identity tensor. By defining strain rate $D = \nabla u + (\nabla u)^T)/2$ and vorticity $\Omega = (\nabla u - (\nabla u)^T)/2$, one can introduce an advection term $S = (\xi D + \Omega) \cdot (Q + 1/3) + (Q + 1/3) \cdot (\xi D - \Omega) - 2\xi(Q + 1/3)(Q : \nabla u)$, where $\xi$ is the flow aligning parameter that determines the Leslie angle $\theta_0$ via $\xi \cos(2\theta_0) = 3S_0/(2 + S_0)$ with $S_0$ being the equilibrium scalar order parameter [50,54]. Therefore, there exists a critical parameter $\xi_c = 3S_0/(2 + S_0)$ such that the nematic is flow-aligning when $\xi > \xi_c$, and it is flow-tumbling when $\xi < \xi_c$. This critical flow aligning parameter can also be derived by solving for $a_3 = 0$ in Equation (A1) in Appendix A.1.

The governing equation of the $Q$-tensor, namely the Beris–Edwards equation, is written as follows [55]:

$$\frac{\partial Q}{\partial t} + u \cdot \nabla Q - S = \Gamma H,$$  \hspace{1cm} (1)

where $\Gamma$ is related to the rotational viscosity of the underlying nematic via $\gamma_1 = 2S_0^2/\Gamma$ [54] and $H$ is molecular field defined as $H = -(\frac{4}{3}S_0 - \frac{1}{2} \left(\frac{2}{Q} \right) \frac{\partial}{\partial Q} - \frac{1}{2} \left(\frac{2}{Q} \right) \frac{\partial}{\partial Q})$, which drives the system towards thermodynamic equilibrium with a free energy functional $F = f_{\text{lag}}dV + f_{\text{elas}}dV + f_{\text{surf}}dS$. The first term is the short-range Landau–de Gennes free energy density, which reads $f_{\text{lag}} = \frac{C_2}{2}(1 - \frac{1}{2} \left(\frac{2}{Q} \right) \frac{\partial}{\partial Q})$. The second term is the long-range elastic energy density, which reads $f_{\text{elas}} = \frac{1}{4}L_1Q_{ij,k}Q_{ij,k} + \frac{1}{4}L_2Q_{ij,k}Q_{ij,l} + \frac{1}{4}L_3Q_{ij,k}Q_{ij,l} + \frac{1}{4}L_4Q_{ij,k}Q_{ij,l}$, where $Q_{ij,k}$ denotes $\partial_k Q_{ij}$. We have assumed the Einstein summation convention in the above expression. Elastic constants $L_1$ to $L_4$ can be mapped onto the more commonly used Frank elastic moduli via [27] the following:
we chose the following parameters throughout the simulation: \( \eta = 1/3 \) and \( \Gamma = 0.1 \), \( \zeta = 0.6 \), \( U = 3.5 \), which results in \( S_0 \approx 0.62 \) and \( \zeta_c \approx 0.7 \). We further used \( A_0 = 0.1 \) and \( L_1 = 0.1 \) for flow-aligning nematics. For flow-tumbling nematics, \( A_0 = 0.01 \), \( L_1 = 0.01 \), \( L_2 = L_3 = L_4 = 0 \) and \( L_4 = 0.18 \), corresponding to \( K_1 = 10K_2 = K_3 = K_24 \) (Equations (2)). The no-slip boundary condition is imposed at two z-walls. In LBM simulation, the range of the Ericksen number \( 0 \leq \text{Er} \leq 300 \) is examined.

2.2. Leslie–Ericksen Theory

Here, we present the Leslie–Ericksen (LE) theory in terms of equations of motion augmented by active stress and driven flow. The velocity \( \mathbf{u} \) and the director field \( \mathbf{n} \) describe the active nematodynamics. In the coordinate of the inset in Figure 1, \( \theta \) and

\[
L_1 = \frac{1}{2S_0^2} \left[ K_2 + \frac{1}{3}(K_3 - K_1) \right],
\]

\[
L_2 = \frac{1}{S_0^2}(K_1 - K_{24}),
\]

\[
L_3 = \frac{1}{2S_0^2}(K_3 - K_1),
\]

\[
L_4 = \frac{1}{2S_0^2}(K_3 - K_1).
\]

where \( K_1, K_2, K_3 \) and \( K_{24} \) denote splay, twist, bend and saddle-splay Frank elastic moduli, respectively. Under one-elastic-constant approximation, \( L_1 = 1 \) and \( L_2 = L_3 = L_4 = 0 \) correspond to \( K_1 = K_2 = K_3 = K_{24} = K \) (Equations (2)). Nematic coherence length can thereby be defined as \( \xi_N = \sqrt{L_3/\alpha_0} \) \cite{56}, which sets the length unit in our simulation. Surface free energy density \( f_{\text{surr}} = \frac{1}{2}W(Q - Q_0)^2 \) imposes a boundary (anchoring) condition to the \( Q \)-tensor by quadratically penalizing any deviation of \( Q \) on a surface from its preferred order parameter \( Q_0 \equiv S_0(n_0n_0 - I/3) \). Parameter \( W \) is the anchoring strength. In what follows, we consider two anchoring conditions. One is homeotropic anchoring: \( n_0 = \nu \) with \( \nu \) being the surface normal. The other is planar anchoring: \( n_0 = \mathbf{y} \) with \( \mathbf{y} \) being the easy axis.

Local fluid density \( \rho \) and velocity \( \mathbf{u} \) are governed by the Navier–Stokes equations: \cite{31,57}

\[
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = \nabla \cdot \mathbf{\Pi} + G\mathbf{y},
\]

where the total stress tensor \( \mathbf{\Pi} = \mathbf{\Pi}^f + \mathbf{\Pi}^a \) is a sum of a passive and an active stress. The viscoelastic properties of the nematic are lumped in the passive stress, which is a sum of viscous and elastic terms. The passive stress is written as \( \mathbf{\Pi}^f = 2\eta \mathbf{D} - P_0 I + 2\zeta(Q + \frac{1}{3})Q : \mathbf{H} - \zeta H \cdot (Q + \frac{1}{3}) - \zeta(Q + \frac{1}{3}) : \mathbf{H} - \nabla Q : \frac{\partial f}{\partial Q} + \mathbf{Q} \cdot \mathbf{H} - \mathbf{H} \cdot \mathbf{Q} \), in which \( \eta \) is the isotropic viscosity and \( P_0 \) is the isotropic bulk pressure. The active stress is \( \mathbf{\Pi}^a = -a\mathbf{Q} \), where \( a \) is the activity parameter with \( a > 0 \) for extensile systems and \( a < 0 \) for contractile ones. In this manuscript, we focus on extensile active stress by restricting \( a > 0 \) in the simulation. We define \( a_0 = \frac{K_{24}}{3S_0^2} \) as a unit activity. The last term in Equation (3) is switched on to simulate pressure-driven flow along +y direction. Otherwise, we switch off this term. When external flow is present, we can define an Ericksen number in order to describe the strength of viscous force relative to elastic force. Specifically, the Ericksen number is defined as \( \text{Er} = \gamma_1 u_0 L_z / K_1 \) for the Couette flow and \( \text{Er} = GL_z^2 / K_1 \) for the pressure-driven flow.

We employ a hybrid lattice Boltzmann method to solve the coupled governing partial differential equations (Equations (1) and (3)) \cite{31,57,58}. The simulation box size was \([L_x, L_y, L_z] = [51, 101, 51]\), with periodic boundary conditions in the x-direction and y-direction. The simulation is reported in \( \tau = 2000 \) in simulation units. We chose the following parameters throughout the simulation: \( \eta = 1/3 \) and \( \Gamma = 0.1 \), \( \zeta = 0.6 \), \( U = 3.5 \), which results in \( S_0 \approx 0.62 \) and \( \zeta_c \approx 0.7 \). We further used \( A_0 = 0.1 \) and \( L_1 = 0.1 \) for flow-aligning nematics. For flow-tumbling nematics, \( A_0 = 0.01 \), \( L_1 = 0.01 \), \( L_2 = L_3 = L_4 = 0 \) and \( L_4 = 0.18 \), corresponding to \( K_1 = 10K_2 = K_3 = K_{24} \) (Equations (2)). The no-slip boundary condition is imposed at two z-walls. In LBM simulation, the range of the Ericksen number \( 0 \leq \text{Er} \leq 300 \) is examined.

2.2. Leslie–Ericksen Theory

Here, we present the Leslie–Ericksen (LE) theory in terms of equations of motion augmented by active stress and driven flow. The velocity \( \mathbf{u} \) and the director field \( \mathbf{n} \) describe the active nematodynamics. In the coordinate of the inset in Figure 1, \( \theta \) and
\( \phi \) are the polar angle and the azimuthal angle for describing the director \( n \) and \( n = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \). The active stress is represented by \(-a' n n\), where \(a'\) is the activity parameter and \(a' > 0\). The velocity \( u \) is governed by the linear momentum equation:

\[
\frac{\partial}{\partial z} \left( \eta_{\text{eff}} \frac{\partial u_y}{\partial z} - a' \sin \theta \cos \theta \sin \phi \right) = -G,
\]

where \(\eta_{\text{eff}}\) is the effective viscosity and \(-G\) is the pressure gradient along the \(y\)-direction (Figure 1). For Couette flow, we set \(G = 0\). The effective viscosity is a function of the director field \( n \), Leslie viscosities \((a_1\) and \(a_4\)) and Miesowicz viscosities with \(\eta^b < \eta^c\) and yields the following.

\[
\eta_{\text{eff}} = a_1 \sin^2 \theta \cos^2 \theta \sin \phi + \eta^b \sin^2 \theta \sin^2 \phi + \eta^c \cos^2 \theta + \frac{1}{2} a_4 \sin^2 \theta \cos^2 \phi.
\]

The director field \( n \) is governed by the following angular momentum equations:

\[
K \left( \sin \frac{\partial^2 \phi}{\partial z^2} + 2 \cos \theta \frac{\partial \theta}{\partial z} \frac{\partial \phi}{\partial z} \right) = \gamma_1 \sin \theta \frac{\partial \phi}{\partial t} + a_2 \dot{\gamma} \cos \theta \cos \phi,
\]

\[
K \left( \frac{\partial^2 \theta}{\partial z^2} - \sin \theta \cos \phi \left( \frac{\partial \phi}{\partial z} \right)^2 \right) = \gamma_1 \frac{\partial \theta}{\partial t} + \left( a_2 \cos^2 \theta - a_3 \sin^2 \theta \right) \dot{\gamma} \sin \phi,
\]

in which the shear rate is \(\dot{\gamma} = u_{yz}\). We have assumed one-elastic-constant approximation \((K)\) in the above. We numerically solved Equation (4), (6), (7) and used it as the benchmark for validation of our LBM simulation.

**Figure 1. Simulation setup.** Two walls are in \(z\)-direction separated by a distance of \(L_z\). Easy axis is in the \(y\)-direction. Couette flow is imposed by moving top and bottom wall in \(y\)-direction with speed \(u_0\) and \(-u_0\), respectively. Poiseuille flow is imposed by applying a pressure gradient \(G\) along \(y\)-direction. Director field \(n\) is represented by a polar angle \(\theta\) and an azimuthal angle \(\phi\).

**3. Results**

We first consider a Couette flow and study how extensile activity modifies its behavior. We compare LBM simulation results to numerical solutions of the equations of motion based on LE theory. To ease the comparison, here we consider infinite nondegenerate anchoring condition for both walls \((W = \infty)\) and use one-elastic-constant approximation. Specifically, we compare LBM simulation and LE theory in terms of a flow-aligning nematic LC \((\xi = 0.8)\) in a planar cell (Figure 1). Our calculations show that the steady-state results
of LBM and LE theory agree with one another in terms of polar angle and flow velocity profile for both passive and active nematic (zero or low activity) (Figure 1a–d). In the limit of a positive infinite shear rate, $\dot{\gamma} \gg 0$, the director at steady state is dictated by the competition between two viscous torques: $\Gamma_x(3) = \alpha_3 \dot{\gamma} \sin^2 \theta x$ (counter clockwise for flow-aligning nematics as $\alpha_3 < 0$) and $\Gamma_x(2) = -\alpha_2 \dot{\gamma} \cos^2 \theta x$ (clockwise for most materials because $\alpha_2 < 0$) \cite{2}. These two torques cancel each other at the Leslie angle $\tan \theta_0 = \sqrt{\alpha_2 / \alpha_3}$ \cite{2}. In our simulation, $\theta_0 \simeq 76^\circ$. Therefore, the polar angle asymptotically approaches $76^\circ$ as shear rate increases (Figure 2a,c).

We find that the two methods slightly deviate at low shear rates. This is due to the spatial variation of the scalar order parameter ($\delta S / \mu_0$). In LBM, the active stress is written as $\Pi^a = -\alpha Q$ with $Q = S(\mathbf{n} \mathbf{n} - \frac{1}{3})$. The scalar order parameter $S$ is a variable dependent on the director gradient. However, in LE theory, the scaled active stress is written as $\Pi^a = -\alpha' \mathbf{n} \mathbf{n}$. Thus, $\alpha' = aS$. When the imposed shear rate is relatively weak compared to the activity, as is the case for low shear rate simulations, the spatial variation of $S$ is pronounced, which gives rise to minor mismatch between the two methods.
We next study activity-driven spontaneous flows in a nematic cell. Since extensile active stress in a perfectly uniform director field generally cannot drive spontaneous flows unless over a threshold [59,60], here we consider a hybrid cell in which a director gradient is present at equilibrium. Under one-elastic-constant approximation, we use the LE theory to examine the spontaneous flow of a flow-aligning active nematic ($\zeta = 0.8$). At low activity, $\alpha/\alpha_0 = 2.6$, the spontaneous flow is similar to a bidirectional flow as the local active force changes sign from the bottom wall to the top wall (Figure 3b), which is reminiscent of the bidirectional flow predicted in an active nematic confined to a capillary [61]. Figure 3a shows that active stress can distort the director field, and a higher activity will render the director field more distorted and irregular. We analyze the velocity profile and, as shown in Figure 3b, there is a net flow in the $+y$ direction. Such net flow increases with the increase in the activity (Figure 3d), similar to what is reported in Reference [60]. In order to better understand the net flow, we calculate the effective viscosity distribution in the cell using Equation (5). Here, all directors are within the shear plane, i.e., the azimuthal angle $\phi = 90^\circ$. The calculated effective viscosity in the cell exhibits a strong nonlinear spatial distribution, with $\eta_{\text{eff}}$ much greater near the bottom wall than near the top wall (Figure 3c). Such spatial disparity of the local viscosity in our hybrid cell is originally due to the nonuniform distribution of the polar angle $\theta$ and is enhanced by the activity (Figure 3c). Near the bottom wall, the local active force $\alpha' \nabla \cdot (\mathbf{n n})$ induces spontaneous flow in the $-y$ direction, whereas the local active force is driving a spontaneous flow in the $+y$ direction near the top wall. The spatially disparate viscosity breaks the symmetry of the two near-wall regions and promotes spontaneous flow near the top wall where the effective viscosity is much lower. Therefore, the system eventually engenders a net flow in the $+y$ direction at steady state (Figure 3b). Green and Vitelli have also discussed a spontaneous flow of an active nematic confined to a hybrid cell [62]. They considered an approximation of isotropic viscosity for a weak nematic in which a net flow is produced due to disparate elastic constants, $K_1 \gg K_3$ [62]. By contrast, our calculation shows that viscosity anisotropy can give rise to a net flow under one-elastic-constant approximation.

Next, we study activity induced spontaneous flows in a flow-tumbling active nematic with flow aligning parameter $\zeta = 0.6$. In what follows, we chose elastic constants $K_1 = 10K_2, K_1 = K_3 = K_{24}$ in LBM simulation to mimic nematic DSCG solutions [40,41,63]. Again we consider a hybrid cell here. At low activity ($\alpha/\alpha_0 \leq 5.1$), the polar angle profiles and the velocity profiles (Figure 4a,c) are similar to those in flow-aligning nematics (Figure 3a,b). Remarkably, when above a threshold activity $\alpha/\alpha_0 \simeq 5.1$, we find that the extensile active stress induces a spontaneous transverse flow (in $x$ direction) (Figure 4d), in contrast to flow-aligning nematics in which the spontaneous flow is usually within the $yz$ plane defined by the easy axis and the surface normal. Several works have studied escaped 3D flow from 2D extensile active nematics in which the mechanism is through bending instability [64,65]. By contrast, our escaped 3D flow here is due to the log-rolling mode. Above this threshold activity, bending deformation near the bottom wall is enhanced by the activity (Figure 4a) and becomes elastically unfavorable. Consequently, the directors escape from the $yz$ plane, forming the so-called log-rolling state, trading splay-bend energy with twist energy. Log-rolling state has been studied in nematic DSCG solution experiments under different external flow conditions, where the directors are found pointing towards the vorticity direction at certain shear rates [48,49]. The stability of this state requires a low twist modulus [53], as is considered in our simulation. Our findings are different from the previous works in that the log-rolling state we discover can spontaneously emerge through an extensile active stress. Note that twist alone cannot produce spontaneous flows. Through a combination of splay-bend structure and twist, the log-rolling region can give rise to a net flow in the transverse direction (Figure 4d).
Figure 3. Spontaneous flow of flow-aligning active nematic in a hybrid cell. (a) The director field of LC under different activity levels. Planar anchoring is imposed to bottom wall (θ = 90°), and homeotropic anchoring is imposed to the top wall (0°). The color of the line represents different activity levels. The inset in (a) illustrates the director field in the hybrid cell; (b) y-velocity profile in the channel; (c) the effective shear viscosity in the channel; (d) net flow rate in y direction.

We now focus on a higher activity level for the above flow-tumbling system. In Figure 5, we showed the time sequence of the hybrid cell at activity \( \alpha/\alpha_0 = 20.4 \). At \( t = 0 \), the system started from an equilibrium state with a linear profile of θ (Figure 5b). Immediately after \( t \approx 2\tau \), the directors near the bottom wall exhibit a high bend distortion (Figure 5a), where the polar angle shows an overshoot (Figure 5b). This region cannot sustain a high elastic energy cost and undergoes local melting, after which the directors have jumped from a counter-clockwise to a clockwise splay-bend configuration (Figure 5a,c). This transient defect generation event is similar to the “bowser-dowser” transition observed in nematic channel flow [17] and is also reminiscent of external flow driven parafield-diafield transition of the nematic flow predicted in a hybrid cell [58]. During this abrupt transition of the director field, there is a strong, transient net flow in the \( -y \) direction due to the dominant splay distortions during \( t = 2\tau \) and \( 71\tau \) (Figure 5a,d). Towards the final state, the directors near the bottom wall adopt a log-rolling mode, as evidenced by the azimuthal angle profile (Figure 5c) and the transverse flow profile (Figure 5e). The final state is similar to that at low to intermediate activity. One difference is found in the director field, as the splay-bend structure has transitioned from a counter-clockwise to a clockwise configuration. The other difference is the easy-axis flow profile. For low
to intermediate activity, the peak velocity appears near the top wall (Figure 4c). For high activity, by contrast, the peak velocity appears near the bottom wall (Figure 5d).

Figure 4. Tumbling active nematic LC flow in a hybrid cell at low to intermediate activity. Top and bottom wall have planar and homeotropic finite nondegenerate anchoring condition, respectively. (a,b) Director field (polar angle and azimuthal angle) at different activity levels. The inset in (a) is the scalar order parameter profile. The inset in (b) illustrates director being at log-rolling state. The (c) y-velocity profile. The (d) x-velocity (transverse flow). Line color represents different activity levels.

We further compare the behavior of a flow-tumbling active nematic in a hybrid cell at different activities, with $\alpha/\alpha_0$ ranging from 2.6 to 35.7 (Figure 6). We measure the steady-state net flow rate per cross-sectional area $q_y = \frac{1}{L_x L_z} \int \int u_y dx dz$ along the easy-axis and $q_x = \frac{1}{L_y L_z} \int \int u_x dy dz$ along the transverse direction, respectively. We find two transitions when activity increases. The first transition happens when $\alpha/\alpha_0 > 5.1$, the directors enter a log-rolling state by rotating from within the $yz$ plane towards the $x$-direction (Figure 6b). A subsequent transverse spontaneous flow is developed (Figure 6d), as evidenced in Figure 6f that a nonzero $q_x$ emerges. After this transition, $q_y$ decreases as activity increases (Figure 6e), compensated by an increase in $q_x$ (Figure 6f) because the directors rotate further towards the transverse direction (Figure 6b). When $\alpha/\alpha_0 \geq 20.4$, we witness a second transition at which transient defects emerge during the evolution, and the handedness of the director field has flipped (Figures 5a and 6b). After this transition, easy-axis flow rate grows again (Figure 6e) as the directors start to rotate towards the $yz$ plane (Figure 6b). We also introduce an angle $\psi$ to denote the orientation of the total net flow per volume.
\( q = \frac{1}{L_x L_y L_z} \int \int \int u \, dx \, dy \, dz \). The magnitude of the total net flow per volume, \( q = \sqrt{q_x^2 + q_y^2} \), increases monotonically as activity increases (Figure 6e). Its orientation \( \psi \) is tunable and is also sensitive to the activity level (Figure 6f).

Figure 5. Evolution dynamics of tumbling active nematic flow in a hybrid cell at high activity. Top wall and bottom walls are planar and finite homeotropic anchoring, respectively, with \( W = 1 \) in simulation units and activity \( \alpha / \alpha_0 = 20.4 \). (a–c) Time sequence of the director field. (a) Sequential snapshots of the director field colored by scalar order parameter. Time evolution of polar angle \( \theta \) (b), azimuthal angle \( \phi \) (c), easy-axis flow profile \( u_y \) (d) and transverse flow profile \( u_x \) (e). Velocity is reported in simulation units. Color in (b–e) represents different times (legend in (e)).
Figure 6. Spontaneous net flows of tumbling active nematic in a hybrid cell. Director field in terms of polar angle $\theta$ (a) and azimuthal angle $\phi$ (b) under different activity levels ranging from 2.6 to 35.7 (color from blue to red). Easy-axis flow profile $u_y$ (c) and the corresponding flow rate $q_y$ (blue circles in (e)). Transverse flow profile $u_x$ (d) and the corresponding flow rate $q_x$ (blue circles in (f)). Red triangles in (e) and (f) represent total flow rate $q$ and flow rate ratio indicator $\psi = \arctan(q_x/q_y)$, respectively.

In what follows, we turn on external flow and examine how activity modifies steady driven flow. We first consider a pressure-driven flow in a planar-anchoring cell. A fixed pressure gradient $G = 2 \times 10^{-5}$, corresponding to $Er = 35$, is applied to the cell, and we systematically vary activity $\alpha$ and the flow aligning parameter $\xi$ and measure the resultant flow rate per volume $q$ at a steady state (Figure 7a). When the activity is switched off, i.e., $\alpha = 0$, $q$ is nonmonotonic with respect to $\xi$, with $q$ being the minimum at $\xi = 0.6$. Flow rate per volume $q$ firstly increases as $\xi$ increases from 0.6 to 0.7 and later decreases as $\xi$ continues to increase to 0.8. When $\xi = 0.7$, the system has the maximum flow rate. When activity...
is switched on, $q$ exhibits a linear behavior, with a negative, near-zero and positive slope for $\xi = 0.6, 0.7$ and $0.8$, respectively (Figure 7a). At sufficiently high activity, therefore, $q$ becomes monotonic with respect to $\xi$, with higher $q$ for higher $\xi$. In order to understand these results, we use Equation 5 to calculate local viscosity distributions based on polar angle profiles (Figure 7c). As shown in Figure 7b, viscosity is the smallest when $\xi = 0.7$, as the directors do not rotate under shear (Leslie angle $\theta_0 \approx 90^\circ$), giving rise to the highest flow rate. When $\xi < 0.7$ and $\xi > 0.7$, however, directors will respond to flow in opposite manners (Figure 7c). Since the average viscosity for $\xi = 0.6$ is much higher than that for $\xi = 0.8$, the former results in the smallest flow rate, and the latter shows an intermediate flow rate. We further use polar angle profile to calculate the local active force according to the following.

$$F_{\text{active}} = -\alpha' \nabla \cdot (n n).$$ (8)

As shown in Figure 7d, a positive (negative) active force occurs along (against) the direction of the pressure-driven flow. We can, therefore, understand the slope of $q$ plotted in Figure 7a. When $\xi = 0.6$, the active force in the middle of the cell is negative. Although the active force near the two walls is positive, most of the driven flow is near the center of the channel. Overall, activity will suppress the flow, resulting in a negative slope for the $q$ curve for $\xi = 0.6$ in Figure 7a. When $\xi = 0.8$, active force in the middle of the cell is positive and can promote flow. Meanwhile, the active force near the boundary is negative. For a similar reason, active force will enhance the driven flow, giving rise to a positive slope for the $q$ curve for $\xi = 0.8$ shown in Figure 7a.

Figure 7. Activity suppressing and promoting Poiseuille flow in a nematic planar cell. (a) The flow rate ($q$) of an active nematic with different flow-alignment parameters $\xi$ under a fixed pressure gradient $G = 2 \times 10^{-5}$ corresponding to $Er = 35$. (b) Effective viscosities in the cell with zero activity level. (c) Director field in the cell under pressure driven flow with zero activity level. (d) Active force (shown in Eq. (8)) distribution under pressure-driven flow with activity $\alpha/\alpha_0 = 5.1$. Black triangles, blue squares and red dots represent $\xi = 0.6, 0.7$ and $0.8$, respectively.
We next study the effect of activity on external flow in a homeotropic-anchoring cell. Under a pressure-driven flow, a nematic cell with homeotropic anchoring has two possible steady states, which are namely “bowser” and “dowser” states (insets in Figure 8b). In the “bowser” state, polar angle $\theta$ at the center of the cell remains in the $z$-direction (Figure 8a). It can relax back to a homogenous state when flow is turned off and is thereby the stable state at low pressure gradient [66,67]. In “dowser” state, on the contrary, polar angle $\theta$ at the center of the cell becomes flow-aligned (Figure 8a). It cannot relax back to the ground state of the system without generating transient defects [58] and is the stable state at high pressure gradient [66]. Therefore, by increasing pressure gradient, “bowser” state can transform into “dowser” state. We find that as we increase activity, the transition pressure gradient $G$ is lowered. Since extensile stress driven spontaneous flow occurs along the same direction (+y) as the external flow, the former can enhance the latter, promoting the transition into “dowser” state. As shown in the state diagram Figure 8b, we further find that flow aligning parameter $\xi$ can shift the state boundary towards higher $\alpha$ and $G$ for higher $\xi$. This implies that the lower the parameter $\xi$, the easier the transition can occur. Leslie viscosity coefficient $\alpha_3$ led viscous torque $\Gamma_x(3)$ is suppressing vorticity-driven director rotation for flow-aligning nematic. Since for a positive shear rate $\dot{\gamma} > 0$, $\Gamma_x(3) = \alpha_3 \dot{\gamma} \sin^2 \theta < 0$ is rotating the director in a counter clockwise manner. When $\xi$ drops below $\xi_c \approx 0.7$, this term will change sign and adopts the same handedness as the $\alpha_2$ led viscous torque $\Gamma_x(2)$. For $\xi = 0.6 < \xi_c$, therefore, both torques are promoting vorticity-driven director rotations. Under the parabolic flow condition considered here, stronger director rotation will push the system towards a more distorted “bowser” state, promoting the transition into “dowser” state.

![Figure 8](image-url)
α _2α _3 < 0 for tumbling nematics, we show in Appendix A.2 that the angular frequency 
\( \omega = \frac{2\pi}{T} \) with \( T \) being the period) of free tumbling dynamics is as follows.

\[
\omega = \omega_{\text{tumbling}} = \sqrt{-\frac{\alpha _2\alpha _3}{\gamma _1}} \dot{\gamma}.
\] (9)

Note that free tumbling frequency is proportional to \( \dot{\gamma} \). Thus, it is convenient to use a scaled angular frequency \( \omega / \dot{\gamma} \), which is a sole function of material constants (viscosity coefficients). For a nematic with very small twist modulus, the system can enter a log-
rolling state at certain shear rates, with directors rolling while pointing nearly normal to the shear plane \([48,49,53]\). Our perturbation analysis detailed in Appendix A.2 shows that the frequency of log-rolling mode is identical to the free tumbling frequency \( \omega_{\text{log-rolling}} = \omega_{\text{tumbling}} \), indicating that the two types of unsteady dynamics found in flow-tumbling nematics are governed by the same intrinsic material-dependent time scale.

We first used LBM simulation to study free tumbling, passive nematic with zero-
anchoring conditions subjected to different shear rates. We calculated the angular frequency by inspecting the time series of polar angle and azimuthal angle in simulation. The steady-
state scaled angular frequency \( \omega / \dot{\gamma} \) in simulation matches well with theoretical Equation (9) (Figure 9a). We further impose a planar anchoring condition relative to the shearing walls and compute \( \omega / \dot{\gamma} \) as a function of activity. The simulation started from a log-rolling state. The calculated scaled angular frequency in log-rolling mode at low activity level again matches with our analytical formulas for different shear rates (Figure 9b). The fact that low activity cannot modify the scaled frequency of log-rolling mode is consistent with our perturbation analysis that activity does not explicitly enter the equations of motion for the two angles. When activity reaches a shear-dependent critical value, however, simulation shows that the scaled frequency shows discontinuous increase when activity passes a critical point (Figure 9b). Interestingly, this critical activity is higher for higher shear rate (Figure 9b). When above the critical activity, \( \omega / \dot{\gamma} \) becomes dependent on both \( \dot{\gamma} \) and \( \alpha \), with higher scaled angular frequency for higher shear rate or higher activity (Figure 9b).

In order to elucidate the discontinuous jump of the dynamic angular frequency, we show spatial structure of the director field below and above the critical activity discussed above. As shown in Figure 10a, below the critical activity the directors are permanently in the log-rolling state, with a steadily decaying rolling amplitude, as indicated in the \( \theta-\phi \) trajectory in the late stage of the simulation (data collected between 40\( \tau \) and 200\( \tau \)) (Figure 10c). However, the frequency of the log-rolling mode remains unchanged. There is also a spatial variation of the azimuthal angle due to the anchoring condition at walls
Note again that it is key to use a small twist modulus to stabilize this mode. When the activity is above the critical value, a complex spatiotemporal structure of the directors is found (Figure 10b, Movie S1). Such structure consists of alternating stripes, with one stripe in log-rolling mode and the other with directors in the shear-plane (Movie S1). These stripes deform, coalesce and reform over time in a periodic fashion and resulted in complex spatiotemporal dynamics with non-vanishing director rotations (Movie S1). In Figure 10d–f,k,l, we plotted $\theta-\phi$ trajectory at different locations in the cell. They all exhibit complex, periodic oscillations with larger oscillation amplitude near the center of the cell. They also show complex spatial variations (Figure 10i,j). Clearly, this oscillation is different from tumbling or log-rolling dynamics in which the directors rotate synchronously with respect to the vorticity ($x$) direction. Therefore, this activity-driven dynamic frequency is expected to deviate from our analytical expression for free tumbling and log-rolling mode. Note that activity does not appear in the angle Equations (6) and (7), but can still distort the director field and even nucleate topological defects in active nematics [26,59]. Therefore, the spatiotemporal pattern that we report here is plausible, given that the tumbling nematics can enter log-rolling mode.

We further construct a state diagram in terms of activity and shear rate according to whether the tumbling dynamics is spatially synchronous or not (Figure 9c). Specifically, we used Ericksen number Er in order to non-dimensionlize the shear rate. We are able to find a new dimensionless number $a L_z / \sqrt{K_1 \gamma_1 \dot{\gamma}}$ to non-dimensionlize activity. Using these two dimensionless numbers, our state boundary becomes a horizontal line (Figure 9c). When $a L_z / \sqrt{K_1 \gamma_1 \dot{\gamma}} \lesssim 2.6$, the tumbling dynamics is synchronous and its scaled angular frequency $\omega / \dot{\gamma}$ is invariant against activity. When $a L_z / \sqrt{K_1 \gamma_1 \dot{\gamma}} \gtrsim 2.6$, however, the tumbling dynamics become spatially asynchronous, and $\omega / \dot{\gamma}$ exhibits a discontinuous jump and also becomes sensitive to the activity level. Further research is required in order to elucidate the physics of this new dimensionless number.
Figure 10. Spatiotemporal pattern of tumbling active nematics. Snapshots of tumbling nematic under Couette flow at \( \alpha/\alpha_0 = 2.6 \) (a) and 7.1 (b). Shear rate is \( \dot{\gamma} = 4 \times 10^{-4} \) for both scenarios. Color represents out-of-plane director \( |n_z| \). Ticks and dots in (a) and (b) represent the projection of the directors in the shear plane. (c) \( \theta-\phi \) trajectory at black square area in (a). (d–g) and (k,l): \( \theta-\phi \) trajectory in corresponding locations marked in (b). Red arrows indicate time arrow. (h) Polar angle profile in (a). Profiles of polar angle (i) and azimuthal angle (j) in (b).

4. Conclusions

We have performed a hybrid lattice Boltzmann simulation to study the interplay of extensile active stress and externally driven flow for variable flow aligning parameter. Note that the continuous phase in a living nematic is an LCLC, which exhibits low twist modulus and flow-tumbling character. How these two features, including the log-rolling mode, influence the dynamics of active LCs are not well studied. Therefore, we chose to use unequal elastic constants and compare flow-aligning and flow-tumbling active nematics in terms of spontaneous and driven flows. Specifically, we used the low twist modulus in the simulation to mimic self-assembled nematic LCLC and to interrogate whether flow aligning parameter can qualitatively alter the spontaneous flow and spatiotemporal pattern.
in active and driven nematics. We validate our simulation by comparing to numerical solutions of Leslie–Ericksen theory in terms of a Couette flow.

We first consider activity-driven spontaneous flow. To this end, we focus on hybrid cell. For a flow-aligning nematic, viscosity anisotropy breaks the symmetry and gives rise to a net flow along the easy axis. For a flow-tumbling nematic, however, we find a spontaneous transverse flow when the nematic enters the log-rolling mode at sufficiently high activity. At log-rolling mode, directors in the bulk are perpendicular to the plane determined by the surface normal and the easy axis, and the twisted splay-bend structure induces a spontaneous flow in the transverse direction. The orientation of the total flow can be tuned by tuning the flow aligning parameter, rendering it possible to control the direction of spontaneous flow in microfluidics.

We next turn to the uniform anchoring condition and study externally driven, steady flow in the presence of activity. For a planar-anchoring cell, we find that activity can linearly tune the driven flow rate in opposite manners for flow-aligning and flow-tumbling nematics. In particular, activity can enhance the pressure-driven flow in flow-aligning nematics but suppresses such external flow in flow-tumbling nematics. For a homeotropic-anchoring cell, however, the tumbling character can promote external flow. In particular, we studied the critical pressure gradient above which a “bowser” state can transition into a “dowser” state. Our state diagram shows that increasing activity and strengthening tumbling character can help lower the transition pressure gradient.

Finally, we investigate externally driven, unsteady flow in the presence of activity. We ask whether activity can modify the frequency of unsteady dynamics in a tumbling nematic subjected to a Couette flow. When activity is low, the frequency of log-rolling mode is found independent of activity. When activity is above a critical level, however, the frequency of the unsteady dynamics exhibits a discontinuous increase and also becomes dependent on activity level. Above this critical activity, we observe a complex spatiotemporal pattern consisting of dynamically evolving stripes of alternating directors. We also find a new dimensionless number where the transition value becomes independent of shear rates.

Our simulations demonstrate several qualitative differences between flow-aligning and flow-tumbling active nematics. When external flow is absent, the difference rests on the possible direction of the spontaneous flow. When external flow is present, activity serves an opposite role in promoting or suppressing pressure-driven flow. Remarkably, the intrinsic time scale set by the tumbling period can be fundamentally changed when above a shear-rate-dependent threshold activity, which is a new feature that can be harnessed in order to implement digital material responses and to measure activity in active LCs.
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Appendix A

Appendix A.1. Mapping of Leslie Viscosity Coefficients

The six Leslie viscosity coefficients $\alpha_i$ with $i = 1, 2, \ldots, 6$ in LBM can be mapped according to the following [54].

\begin{align}
\alpha_1 &= \frac{2}{3} S_0^2 (3 + 4 S_0 - 4 S_0^2) \xi^2 / \Gamma, \\
\alpha_2 &= \left( -\frac{1}{3} S_0 (2 + S_0) \xi - S_0^2 \right) / \Gamma, \\
\alpha_3 &= \left( -\frac{1}{3} S_0 (2 + S_0) \xi + S_0^2 \right) / \Gamma, \\
\alpha_4 &= \frac{4}{9} (1 - S_0)^2 \xi^2 / \Gamma + 2 \eta, \\
\alpha_5 &= \left( \frac{1}{3} S_0 (4 - S_0) \xi^2 + \frac{1}{3} S_0 (2 + S_0) \xi \right) / \Gamma, \\
\alpha_6 &= \left( \frac{1}{3} S_0 (4 - S_0) \xi^2 - \frac{1}{3} S_0 (2 + S_0) \xi \right) / \Gamma.
\end{align}

Rotational viscosity reads as follows. [54]

\[ \gamma_1 = \alpha_3 - \alpha_2 = \frac{2 S_0^2}{\Gamma}. \]  

(A2)

The above relations are used to facilitate the comparison between LBM simulation and LE theory. In Figure A1, we plotted these viscosity coefficients as functions of flow aligning parameter $\xi$ with fixed $\Gamma = 0.1$ and $S_0 \simeq 0.62$.

Figure A1. Viscosity Coefficients in LBM Simulation. Left: Rotational viscosity $\gamma_1$ and Miesowicz viscosities as functions of flow aligning parameter $\xi$. Right: Leslie viscosity coefficients as functions of flow aligning parameter $\xi$. Values are reported in simulation units.

Appendix A.2. Derivation of Tumbling Frequency

When the nematic LC is subjected to a simple shear flow without any elastic distortion due to anchoring, the governing equations of its director field can be simplified as follows:

\[ \gamma_1 \dot{\phi} \sin \theta = -\dot{\gamma} \alpha_2 \cos \theta \cos \phi, \]  

(A3)

\[ \gamma_1 \dot{\theta} = \dot{\gamma} \left( -\alpha_2 \cos^2 \theta + \alpha_3 \sin^2 \theta \right) \sin \phi, \]  

(A4)

where $\gamma_1$ is the rotational viscosity of the LC and $\dot{\gamma}$ is the shear rate. By assuming flow-tumbling nematic, we chose Leslie viscosity coefficient $\alpha_2 < 0$ and $\alpha_3 > 0$. Consider the
director freely tumbling within the shear plane, \( \phi \equiv \frac{\alpha}{2} \). By integrating Equation (A4), we have the following:

\[
\int_0^{\pi/2} \frac{d\theta}{-\alpha_2 \cos^2 \theta + \alpha_3 \sin^2 \theta} = \int_0^{T/4} \frac{\dot{\gamma}}{\gamma_1} dt = \frac{\dot{\gamma}}{\gamma_1} \frac{T}{4}
\]

(A5)

where \( T \) is the period of free tumbling. Solving the above integral, we arrive at Equation (9).

\[
\omega = \omega_{\text{tumbling}} = \frac{2\pi}{T} = \frac{\sqrt{-\alpha_2 \alpha_3}}{\gamma_1} \dot{\gamma}.
\]

(A6)

Note that the angular frequency is proportional to the shear rate \( \dot{\gamma} \). Therefore, we report scaled angular frequency \( \omega/\dot{\gamma} = \frac{\sqrt{-\alpha_2 \alpha_3}}{\gamma_1} \) in Figure 9. We compare the scaled angular frequency measured in the LBM simulation to Equation (9) and observe good agreement (Figure 9a).

We next evaluate the frequency for log-rolling mode. When the directors are close to \( x \)-direction, we can assume that \( \theta = \frac{\alpha}{2} + \theta_0, \phi = 0 + \phi_1 \), with \( \theta_1 \) and \( \phi_1 \) being the two small variables. By inserting the above equations into Equations (A3) and (A4) and retaining first-order terms, we have the following.

\[
\gamma_1 \phi_1 = \gamma_2 \theta_1 \quad \gamma_1 \theta_1 = \gamma_3 \phi_1 \tag{A7}
\]

Therefore, the following is the case.

\[
\gamma_1 \theta_1 = \gamma_3 \phi_1 = \frac{\gamma^2 \alpha_2 \alpha_3}{\gamma_1} \theta_1 \tag{A8}
\]

By solving the above second-order differential equation, we obtain the following.

\[
\theta_1 = \epsilon \sin\left( \frac{\dot{\gamma}}{\gamma_1} \sqrt{-\alpha_2 \alpha_3} t \right), \tag{A9}
\]

where \( \epsilon \) is the amplitude of the unsteady dynamics. Thus, we have proved that in the log-rolling mode, the angular frequency is identical to Equation 9: \( \omega_{\text{log-rolling}} = \omega_{\text{tumbling}} = \frac{\sqrt{-\alpha_2 \alpha_3}}{\gamma_1} \dot{\gamma} \).
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