Comparison of Multivariate Spatial Dependence Structures of DPIL and Flowmeter Hydraulic Conductivity Data Sets at the MADE Site
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Abstract: We analyse two datasets of hydraulic conductivity (K) from the MACroDispersion Experiment (MADE) site, one measured by direct-push injection logging (DPIL) and the other by flowmeter profiling. The analysis is performed using copula techniques which do not rely on the assumption of multivariate Gaussianity and provide a means to characterise differing degrees of spatial dependence in different quantiles of the K distribution. This characterisation provides better insights into the similarities and differences between the two datasets. In addition to the marginal distributions and the traditional two-point geostatistical measures, copula-based bivariate rank correlation and asymmetry measures are analysed and compared. Furthermore, the parameter estimates obtained by likelihood estimation using n-point theoretical models are analysed. This analysis confirms the similarity of the spatial dependence of K between the two datasets in terms of their marginal distributions and bivariate measures, particularly in the vertical direction. We demonstrate clear indications of the existence of non-Gaussian spatial dependence structures of K at this site. We were able to improve the estimation of the K distribution by taking into account either non-Gaussianity or a censoring threshold, which are expected to lead to a more realistic description of processes that are dependent on K.
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1. Introduction

The spatial arrangement of hydraulic conductivity (K) affects groundwater flow and solute transport behaviour. If the structure of K were perfectly known, then estimates of solute concentrations over time would be much improved. However, information about the structure of K is sparse, and often simplifications such as the assumption of multivariate normal dependence (“Gaussianity”) are made. Besides the traditional two-point measures, the validity of this assumption can be evaluated and quantitatively described based on higher dimensional measures.

One such measure is the multivariate copula. Copulas were introduced by Sklar [1], and have been developed in insurance and financial mathematics [2]. Copulas are able to describe the properties of real-world data without imposing an assumption of multivariate Gaussianity. Recently, they have also been used to analyze hydrological and hydrogeological problems, both in terms of spatial data [3–8] and time series [9–13]. The advantage of copulas is that the spatial dependence structure can be described independently of the marginal distribution for interpolation and simulation purposes. In addition, varying degrees of dependence in various quantiles can be quantified, whereas linear geostatistics relies on one kind of average degree of dependence for a given lag. In this paper, we use a
copula family that is derived via non-monotonic, parsimoneous transformations from the multivariate normal copula that allows for efficient parameter estimation in dimensions much larger than two, which we regard as an advantage compared to the other cited approaches.

Copula-based methods provide full multivariate stochastic models in probability space, with data-driven parameter estimation. This approach has been used to characterise the structure of $K$ in the mildly heterogeneous sand aquifer at the Borden site, Canada, providing a means to assess the influence of the spatial dependence structure of $K$ on the solute transport [14]. Despite the mild degree of heterogeneity at the Borden site, both in terms of a symmetric marginal distribution and a mild deviation from multivariate normality, the $K$ field simulations with non-Gaussian spatial structures in two dimensions led to distinctly different solute transport behaviour than did those with Gaussian spatial structures [14]. A slight increase in the standard deviation of the marginal distribution together with the same multivariate model of spatial dependence led to meaningfully different solute transport behaviour, also in three dimensional space. We would expect to see such discrepancies, perhaps to a greater degree, at more heterogeneous sites.

The MAcro Dispersion Experiment (MADE) site is more heterogeneous than the Borden site. Like Borden, it has been studied extensively in the hope of better characterising the arrangement of $K$ and associated solute transport characteristics [15,16]. Flowmeter measurements collected in the late 1980’s and early 1990’s [17,18] have served as the primary source of information on the MADE site $K$ field. Recently, a series of $K$ measurements using direct-push injection logging (DPIL) were conducted at the site [19,20].

Bohling et al. [21] presented a revised calibration of the DPIL data accounting for the insensitivity of DPIL responses to $K$ variations above a certain threshold. When high-$K$ values are encountered, injection-induced pressure changes approach the lower detection limit of the pressure transducer, weakening the quality of the signal. In contrast, the flowmeter measurements are particularly subject to uncertainty in low-$K$ zones due to the low-flow threshold of the impeller flowmeter [17]. Measurements above (“on the right side of some threshold”, DLR) or below a threshold (“on the left side of the detection limit”, DLL), or generally within an interval (“censored measurements”) are more uncertain than those that are not censored. Despite this uncertainty, they still provide useful information, namely, that they reside in an interval. How to use this information is a long-standing issue in surface and subsurface hydrology [22–24]. The approaches of Bárdossy [25] and Haslauer et al. [26] allow the integration of censored measurements into copula based estimation.

The previous comparisons [20,21] concluded that the flowmeter and DPIL $K$ data display similar large-scale patterns and remarkably similar semivariograms, despite differences between the marginal distributions of the two datasets. These similarities provide compelling evidence that both datasets accurately reflect the two-point autocorrelation structure of the $K$ field at the site. Given the differences between observed and simulated solute transport at the site [27,28], naturally the question arises if there is some aspect of the spatial arrangement of $K$ that is missed if the analysis is constrained to the first two statistical moments and the assumption of multivariate normal spatial dependence. The goal of this paper is to analyse the spatial dependence structure of $K$ at the MADE site without assumptions of multivariate Gaussianity. The flowmeter and DPIL $K$-measurements are analysed using copulas, through both empirical measures and fitted models. Additionally, the varying level of uncertainty in the data (e.g., high-$K$ DPIL measurements are more uncertain), is incorporated into the analysis. For comparison with traditional geostatistical methods, the marginal distributions of the two datasets and bivariate summary measures of their spatial structures are presented.

There are data-sets of saturated hydraulic conductivity ($K$) from four sites used in this paper:

- the two main datasets are from the MADE site, Columbus AFB, Mississippi: the flowmeter measurements from Boggs et al. [18] and the direct push injection logging (DPIL) measurements from Bohling et al. [20];
- the dataset from Borden, Canada, where Sudicky [29] measured $K$ using permeameters, for reference;
• the dataset from North Bay, Canada, where Sudicky et al. [30] measured K using permeameters, for reference;
• the dataset from Cape Code, Massachusetts, USA, where Hess et al. [31] measured K using permeameters and flowimeters, for reference.

After providing the necessary background (Section 2), we will compare the following measures between flowmeter and DPIL datasets: their marginal distributions (Section 3.1), their bivariate empirical spatial dependence measures in measurement and rank space (Section 3.2), and the estimated parameters of Gaussian and v-copula models fitted to the datasets in high dimensional spaces (Section 3.3), including model fits accounting for data censoring (Section 3.4). Conclusions are presented in Section 4.

2. Materials and Methods

Details of copula theory can be found in [32–34] and will be not be repeated here. The bivariate copula measures, which are used to describe bivariate spatial dependence in this work, are presented in Section 2.1. Theoretical spatial copula models for high-dimensional spatial dependence are introduced in Section 2.2. In Section 2.3, parameter estimation with a censoring threshold is presented.

2.1. Bivariate Measures of the Spatial Dependence Based on the Copula

The basic concept of geostatistics is that spatially close measurements are more likely to be similar than measurements separated by larger distances. This concept is reflected in the (semi-) variogram \( \gamma(h) \), which relates the average variance of measurements at two locations to their separation distance \( h \).

Although copulas model dependence in high dimensions, it is also possible to compute data-based summary measures, allowing for comparisons with traditional geostatistical tools such as the semivariogram and aiding in visualisation of results. Examples of such measures are the empirical bivariate copula density, the copula-based rank correlation, and the asymmetry. These measures are based on data and are used to explore and quantify certain characteristics of two-point dependence. Based on the results of these measures, the kind of dependence can be inferred and the similarity of the spatial dependence between two datasets can be quantified.

To calculate the empirical bivariate copula density, the \( n \) observations \( z(x_1), \ldots, z(x_n) \), with coordinate vectors \( x_1, \ldots, x_n \), are transformed to probability space via the margins \( F_n(z) \) that were estimated via non-parametric kernel density estimation using leave-one-out cross-validation and a log-normal kernel. Then the data pairs \( S(h) \) [14]:

\[
S(h) = \{ F_n(z(x_i)), F_n(z(x_j)) | (x_i - x_j \approx h) \text{ or } (x_j - x_i \approx h) \}
\]

are classified according to separation distance, given by the magnitude of the lag vector \( h \). As with semivariogram computation, a lag tolerance is introduced and data pairs with separation distances falling within the same bin (nominal lag plus or minus the tolerance) are used to represent that nominal lag. Equation (1) can be also be applied in the anisotropic case, when the spatial structure varies significantly with direction. In this case, the data pairs are grouped according to both the magnitude and direction of \( h \). Anisotropy will be discussed in more detail later.

To evaluate the information on dependence structure provided by the bivariate copula density, the following methods can be used:

2.1.1. Bivariate Copula Density

The distribution of the data-pairs \( u_i = F_n(z(x_i)) \) and \( u_j = F_n(z(x_j)) \) for every \( S(h) \) is the empirical bivariate copula density for lag \( h \). The plot of the bivariate copula density for a given lag has the following properties: (1) It is symmetric about \( u_i = u_j \) because the data pair \( (u_i, u_j) \) and the data pair \( (u_j, u_i) \) belong to the same \( S(h) \). (2) The bivariate copula density presents more information regarding
the relationships among data pairs than does a summary measure such as the semivariogram, which is an average variance for all data pairs with a separation distance of approximately \( h \). Data pairs whose values are both small plot near the origin \((0,0)\) and data pairs whose values are both large plot near the upper right corner \((1,1)\) of the unit square. Data pairs with one small value and one large value plot near the upper left corner and the lower right corners. In the case of no dependence, the bivariate density has no structure. In the case of a strong dependence, there are areas with high density and areas with low density. In the case of a Gaussian dependence, the proportion of data pairs on the lower left will equal the proportion on the upper right. A sequence of copula density plots for different lags provides a representation of the spatial dependence structure. More details of the bivariate copula density can be found in [35].

2.1.2. Rank Correlation

The copula-based rank correlation (Equation (2)) and asymmetry (Equation (3)) are two univariate functions of lag that can be used to quantitatively summarise the empirical copula density. The copula-based rank correlation (\( \text{Rank} \) in Equation (2)) describes spatial dependence in a fashion similar to the covariogram \( C(h) \) \((\gamma(h) = C(0) - C(h))\). However, since it is based on \( F_n(z(x_i)) \), it is less influenced by extreme values. It can be calculated as [14]

\[
\text{Rank}(h) = \frac{12}{n(h)} \sum_{x_i-x_j=h} \left( F_n(z(x_i)) - \frac{1}{2} \right) \left( F_n(z(x_j)) - \frac{1}{2} \right),
\]

where \( n(h) \) is the number of data pairs for the lag distance \( h \). Data pairs with short lags will generally have a larger \( \text{Rank} \) value. The behaviour of \( \text{Rank} \) is similar to the behaviour of a normalised covariogram. For very short separation distances, the rank correlation is unity, and it decreases until it eventually reaches zero, indicating a lack of correlation between data pairs separated by a sufficiently large distance.

2.1.3. Asymmetry

The asymmetry of an empirical bivariate copula density (Asym) is defined as [14]

\[
\text{Asym}(h) = \frac{1}{n(h)} \sum_{x_i-x_j=h} \left[ \left( F_n(z(x_i)) - \frac{1}{2} \right)^2 \left( F_n(z(x_j)) - \frac{1}{2} \right) + \left( F_n(z(x_i)) - \frac{1}{2} \right) \left( F_n(z(x_j)) - \frac{1}{2} \right)^2 \right].
\]

This measure shows the difference between the densities on the two sides of the line \( u_2 = 1 - u_1 \), the line from the upper left corner to the lower right corner of the bivariate density plot. Positive asymmetry indicates stronger dependence among larger quantiles than among smaller quantiles and negative asymmetry indicates the opposite. Depending on the correlation, a typical value of \( \text{Asym} \) is between \(-0.03\) and \(0.03\). As a special case, Gaussian dependence has equal dependence in both high and low quantiles and is symmetric about the line \( u_2 = 1 - u_1 \). The value of \( \text{Asym} \) in this case is zero. Thus, a value of \( \text{Asym} \) that is consistently different from zero is evidence for the existence of a non-Gaussian dependence structure.

2.2. Theoretical Spatial Copulas

This section presents a summary of theoretical spatial copulas. Spatial copula models must satisfy certain conditions beyond those required in a non-spatial multivariate context. As defined by [14], these additional conditions are:
1. The bivariate spatial copula depends only on the lag vector $\textbf{h}$ between measurement points and is independent of the location of the measurement points.

2. An $n$-dimensional spatial copula can be built using any subset, of size $n$, of the observations and describes the spatial dependence among these points.

3. An arbitrarily strong dependence has to be contained.

Different copula models for non-Gaussian spatial dependence have been developed, including the v-copula and the maximum Gauss copula [14], among others. In this study, we use the v-copula, which is based on a variable, $X$, representing a nonlinear transformation of an underlying standard normal variable, $Y$:

$$X_j = \begin{cases} 
  k_c (Y_j - m_c), & \text{if } Y_j \geq m_c \\
  m_c - Y_j, & \text{otherwise}, 
\end{cases} \quad (4)$$

where $m_c, k_c \in \mathbb{R}^+$ are the two model parameters and $Y : N(0, \Gamma)$ is an $n$-dimensional normal random variable with mean vector $\mathbf{0}$ and correlation matrix $\Gamma$. When $m_c \gg 3$, the v-copula approximates Gaussian conditions. Analytical expressions for the distribution of the $n$-dimensional marginal $H(x)$ and the density $h(x)$ exist [4].

This paper follows the maximum likelihood (ML)-based approach described in Bárdossy and Li [4] to estimate the copula model parameters. The dataset $S$ is separated into $w$ small subsets $S_w$, each with $n(S_w)$ data points and $n(S_w) > 2$, because of the complexity of the computation. Then the correlation matrix $\Gamma_S$ for each subset is calculated as

$$\Gamma_S = \left( \left( R_{S_w,S_w} (\textbf{h}) \right)^{n(S_w),n(S_w)} \right), \quad (5)$$

where $R_{S_w,S_w}$ is the correlation function, which depends only on the vector $\textbf{h} = x_{S_{w_1}} - x_{S_{w_2}}$. This correlation function can be calculated by superposition one or more correlation functions as

$$R_{S_w,S_w} (\textbf{h}) = \sum_{k=0}^{K} D_k r_k(\textbf{h}, L_k) \quad (6)$$

where $r_k(\textbf{h}, L_k)$ is the correlation function related to the $k_{th}$ theoretical variogram, $D_k$ is the weight of the correlation function and $L_k$ is the range of the correlation function. The likelihood for each subset can be calculated from the corresponding copula density with parameter vector $\theta$ (Equation (7))

$$c(S_w,\theta) = c(F_1(Z(x_{S_{w_1}})), ..., F_n(Z(x_{S_{w_n}})), \theta) \quad (7)$$

and

$$L(\theta|Z(x_1), ..., Z(x_n)) = \prod_{w=1}^{W} c(S_w,\theta) \rightarrow \max. \quad (8)$$

The likelihood $L(\theta|Z(x_1), ..., Z(x_n))$ in Equation (8) is maximised by varying $\theta$. This process is repeated a number of times to reduce the influence of the choice of the subset. Finally, the average value of all of the estimation results is calculated, yielding the estimated copula parameters $m_c$ and $k_c$.

2.3. Theoretical Spatial Gaussian Copula with Censored Measurements

To take censored data into account, censoring thresholds between 0 and 100 percent are defined as input parameters. The probability space is split into to two parts for a one side censoring threshold or three parts for a two sides censoring threshold. If the threshold represents an upper limit, data values below the threshold are considered to be crisp and those above it to be censored, and vice versa if it represents a lower limit. Then a two-step maximum likelihood parameter estimation is performed.

The first step is the calculation of the cumulative distribution function using kernel density estimation method. While calculating the likelihood function, the values of probability density function
for the censored data are replaced by the area of the part below the lower threshold \( F(DLL) - F(0) \) or the area of the part above the upper threshold \( 1 - F(DLR) \) [26].

The second step is the copula parameter estimation. The value of the censored data is replaced by the conditional density based on the crisp data [25]. Then, the likelihood function can be written as

\[
L(\theta | Z(x_1), ..., Z(x_n)) = \left( \prod_{w_1=1}^{w_1} c(S_{w_1}, \theta) \right) \cdot \left( \prod_{w_2=1}^{w_2} c(S_{w_2}, \theta) \right),
\]

where \( w_1 \) is the index of the subset with only crisp data, and \( w_2 \) is the index of the subset with both crisp and censored data.

3. Results

The MADE site DPIL and flowmeter measurement locations are shown on Figure 1. The vertical spacing of the DPIL measurements, 1.5 cm, is ten times finer than the typical vertical spacing of the flowmeter measurements. However, the flowmeter profiles provide better lateral coverage of the site than do the DPIL profiles (Figure 1).

In this section, the DPIL and flowmeter datasets are compared using the measures described above. The DPIL dataset analysed here is that from the revised calibration described in Bohling et al. [21]. The marginal distributions and basic statistics are compared in Section 3.1, the empirical bivariate spatial dependencies are compared in Section 3.2, and the results of parameter estimation in high dimensions are evaluated in Section 3.3.

3.1. Marginal Distribution and Basic Statistics

The univariate distributions of the flowmeter and DPIL logarithmic \( K \) values have similar shapes despite a shift in location. This finding is in accordance with [21]. For an improved visualisation, the cumulative density functions (CDF, Figure 2, top panel) and the probability density functions (PDF,
Figure 2, bottom panel) of $\ln(K)$ are plotted. The DPIL dataset has a larger portion of lower $K$ values, a smaller portion of larger $K$ values, and a larger spread.

This pattern can be also seen by plotting two-dimensional histograms of $\ln(K)$ versus elevation (Figure 3). Both distributions show a fairly distinct shift at about 8 m above the reference elevation (see Bohling et al. [21] for a definition of the coordinate system), with generally larger $K$ values above this elevation and generally smaller $K$ values below. Below 8 m elevation, the flowmeter data seem to indicate a slightly increasing trend with increasing depth, a trend which might also be reflected in the DPIL data if one considers the higher density region of the data, discounting the relatively small proportion of very low DPIL $K$ values at elevation $Z < 5$ m.
Figure 3. Bivariate histograms of elevation $Z$ vs. $\ln(K)$ for the DPIL data-set (panel (a)) and the flowmeter data-set (panel (b)). Elevation given in meters above datum; Datum is 14.1 m below reference.

3.2. Empirical Spatial Dependence

In this section, three empirical measures of spatial dependence, standardised semivariogram, rank correlation, and asymmetry (Figure 4), are analysed and compared between the DPIL and flowmeter datasets. Additionally, empirical bivariate copula densities are compared.

The spatial dependence structures have been analysed in the vertical and horizontal directions and in an equivalent isotropic coordinate system obtained by geometrically stretching the vertical axis. The directional analysis assumes azimuthal isotropy (same range for all horizontal directions), with an elliptical representation of anisotropy in the vertical plane (shortest range in the vertical direction, longest in the horizontal). Our computations of the empirical measures of spatial dependence (either the semivariogram or copula-based measures) have used the same data pair selection criteria as Rehfeldt et al. [17]. In the vertical direction, the tolerance angle is $0.1^\circ$ and the tolerance bandwidth is 0.1 m so that only within-borehole data pairs (no cross-borehole pairs) contribute to the vertical measure. For the horizontal measure, a vertical tolerance angle of $5^\circ$ and a vertical bandwidth of 0.16 m are used to limit the vertical separation between selected data pairs. After calculating the empirical rank correlation in the vertical and horizontal directions, the vertical to horizontal anisotropy ratio was estimated from the ranges. The data were then cast into an equivalent isotropic coordinate system by stretching the vertical axis in accordance with the estimated anisotropy ratio. In addition to the previously observed similarities [20], that we confirm, we find a systematic deviation of the measure
Asym from zero, indicating a quantifiable deviance from Gaussian dependence. This will be discussed in the following part.

Figure 4. Bivariate measures in the vertical direction (panel (a)), the horizontal direction (panel (b)) direction, and the isotropic case (panel (c)). From top to bottom are: normalized semivariogram, copula-based rank correlation (Rank), asymmetry (Asym), number of data pairs (n(pairs)).

3.2.1. Pairwise Spatial Dependence

The vertical normalised semivariograms, and Rank and Asym measures for the two datasets are very similar (Figure 4, left column) and the equivalent isotropic versions of the semivariograms and rank correlations are also fairly similar (Figure 4, right column). Although DPIL has smoother results than flowmeter, which is influenced by the finer vertical sample spacing of the DPIL dataset. A somewhat larger difference can be found in the horizontal direction (Figure 4, central panel). This may be caused by the difference between the lateral distributions of the flowmeter and DPIL profiles. This difference can be expressed as the difference in the number of the data pairs (bottom row on Figure 4). The rank correlations between horizontal lags of 2.5 m and 17.5 m are closer to each other than are the normalised semivariograms, most likely because of the smaller impact of outliers in the rank space.

3.2.2. Asymmetry

The measure Asym (third row on Figure 4) is consistently different from zero for both datasets. A bootstrap analysis, involving random selection of 70% of the data in each realisation, indicates that the deviation from zero is consistent for each dataset (Figure 5), providing compelling evidence that the MADE site K field exhibits non-Gaussian spatial dependence. The narrower uncertainty envelopes for the DPIL results is due to the larger number of DPIL data.

In the vertical direction, the Asym values for the two datasets are essentially identical up to a lag of 3 m. For larger separation distances the Asym value of the DPIL data decreases, reaches zero at 4 m, and becomes negative beyond 4 m. In contrast, Asym remains positive for the flowmeter data. The observed behaviour of Asym indicates stronger dependence among lower K values for the DPIL dataset and among larger K values for the flowmeter dataset at large lag distances. This difference might be caused by underestimation of high K values by the DPIL and overestimation of low K values...
by the flowmeter [20]. Another possible reason is the difference of the distribution of the observations in the vertical direction; although the DPIL data have been trimmed to match the vertical extent of the flowmeter data sitewide [20], the vertical extents of DPIL and flowmeter profiles still differ somewhat on a local basis. This may lead to a difference of the density of higher and lower $K$ values (Figure 3) in the two datasets, contributing to the differences in the $Asym$ values.

Figure 5. Value areas of the copula-based asymmetry ($Asym$) of bootstrapping tests with random selections of the 70% of the whole data set.

This bootstrap analysis (Figure 5) shows that $Asym$ is significantly different from zero at most lags for either dataset, indicating that the MADE site K field exhibits a non-symmetric, and thus non-Gaussian, spatial dependence structure. We have performed similar analyses for other well known $K$ datasets, including those from Borden, Canada [14], Cape Cod, USA [36], and North Bay, Canada [30]. All these data-sets exhibit similar second-order dependence with different ranges (Figure 6), but the non-linear measure $Asym$ deviates meaningfully from zero (Figure 7). In addition, many of the $Asym$ values change sign at certain lags, indicating that for some separation distances larger $K$ quantiles exhibit stronger spatial dependence than smaller quantiles, with the opposite behavior prevailing for other separation distances. These sign changes indicate variations in the clustering behaviour of $K$ that are likely to influence groundwater flow and solute transport and that can not be described using two-point geostatistics.

Figure 6. Correlograms versus separation distance for common data-sets in stochastic hydrogeology.
3.2.3. Bivariate Empirical Copula Densities

To compare the bivariate spatial dependencies of the two datasets in more detail, the empirical bivariate copula densities of the first few lag distances have been plotted (Figure 8) and a $\chi^2$ test with a significance level $\alpha = 0.05$ has been performed. The null hypothesis for this test is that the structure of the empirical bivariate copula densities of the two datasets for a certain lag distance are the same; this hypothesis is rejected if the $\chi^2$ statistic, representing the sum of squared differences between the two densities, is sufficiently large. In this case, the flowmeter and DPIL copula densities are deemed to be significantly different (the null hypothesis is rejected) only for the relatively large horizontal lag distances of 27.5 m, 32.5 m and 37.5 m (Figure 9), where data availability is an issue (fourth row on Figure 4) and that have a lesser impact on solute transport than shorter lags. For all other lags, the copula densities are not deemed to be meaningfully different between the flowmeter and DPIL K-datasets. This is further evidence that the flowmeter and DPIL datasets exhibit similar spatial dependency structures.

Figure 8. Empirical copula densities in the vertical direction (DPIL: 1st panel, flowmeter: 2nd panel), in the horizontal direction (DPIL: 3rd panel, flowmeter: 4th panel) and the isotropic case (DPIL: 5th panel, flowmeter: 6th panel). Distances from top to bottom are (A) 0.15, (B) 0.375, (C) 0.525, (D) 0.675 meter in the vertical direction and (A) 2.5, (B) 7.5, (C) 12.5, (D) 17.5 meter in the horizontal direction and the isotropic case.
Figure 9. $\chi^2$-test with a significance level 0.05 in the vertical direction (top), the horizontal direction (middle), and the isotropic case (bottom). Distances with values larger than the $\chi^2$ criterion (dash line) indicate dissimilar copula densities between two datasets (red points).

Isotropic measures of dependence were calculated based on geometrically transformed coordinates. After calculation of the two directional measures, the anisotropy ratio of the two datasets can be calculated according to the results of ranges (Table 1) of the measure $\text{Rank}$ in vertical ($h_V$) and in horizontal directions ($h_H$). The two datasets have similar values of $h_V$ but different values of $h_H$, which leads to different values of the anisotropy ratio, 8.18 for DPIL and 14.7 for flowmeter. Then vertical coordinates were stretched by using the anisotropy ratio to generate an isotropic dataset, such that the dataset after the transformation have identical vertical and horizontal ranges. The statistics for the each isotropic case are calculated after that. In general, the two datasets exhibit similar behaviours of the normalised semivariogram, the $\text{Rank}$, and $\text{Asym}$ measures for the isotropic case.

Table 1. Distances where the rank correlation is zero (range) in the vertical ($h_V$) and horizontal ($h_H$) direction and the anisotropy ratio ($h_H/h_V$).

|        | $h_H$ [m] | $h_V$ [m] | $h_H/h_V$ [-] |
|--------|-----------|-----------|---------------|
| DPIL   | 48.3      | 5.91      | 8.18          |
| flowmeter | 55.4      | 3.77      | 14.7          |

The foregoing analysis of bivariate measures has demonstrated a strong similarity between the two datasets for short separation distances, especially in the vertical direction, along with providing compelling evidence that both datasets exhibit significantly non-Gaussian spatial dependence structures.

3.3. Results of the Copula Parameter Estimation

So far, the two datasets have been compared using empirical measures. This section compares parameter estimates for spatial dependence models for both datasets using Gauss- and $v$-copula models. Compared to the analysis of bivariate measures in Section 3.2, the analysis in this section is not based on pairs of data but on models with an optimised parameter vector $\theta$ based on ten-point subsets of the data, providing a richer representation of the spatial dependence structure than the bivariate (two-point) measures.

As mentioned in Section 1, a ML-based method was used to fit the theoretical models to randomly selected data subsets. Further details of the fitting process follow:
3.3.1. Sample Spacing

The vertical sample spacing of the DPIL measurements is one-tenth that of the flowmeter measurements. To reduce the influence of this difference on the estimated parameters, the DPIL data were averaged to the same vertical spacing as the flowmeter data prior to fitting the copula models.

3.3.2. Dimension

The parameter estimation was performed with varying numbers of data points included in each subset to provide an assessment of the effect of the subset size. The tested subset sizes were \( n(S_w) \in \{10, 12, 15\} \). The estimated parameter values were found to be independent of \( n(S_w) \) if \( n(S_w) \geq 10 \), a finding in accordance with Bárdossy and Li [4]. Consequently, results for the smallest subset size, \( n(S_w) = 10 \), are presented.

3.3.3. Parameter Vector \( \theta \)

Besides the sill, a covariance structure of Matérn type correlation [37] with parameters range \( h \) and coefficient \( \kappa \) was used. For the case with a v-copula model, there were two additional parameters: \( m_c \) and \( k_c \) (Equation (4)).

The estimated copula model parameters are shown in Tables 2 and 3 and the model-based rank correlations computed are compared with the empirical rank correlations in Figure 10. For the v-copula estimates, the parameter \( m_c \) is much smaller than 3.0 in all cases, indicating a non-Gaussian type of dependence. To evaluate the performance of Gauss-copula and v-copula models, Akaike information criterion (\( AIC = -2 \log L + 2n_p \) [38], where \( L \) is the likelihood, and \( n_p \) is the number of free parameters in the model.) is used. The estimations with a v-copula model have smaller AIC values than the estimations with a Gauss-copula model in all cases, indicating that the v-copula models provide a better fit. Compared with the rank correlations from the Gauss-copula model, the rank correlations from the v-copula model are closer to the empirical rank correlations (Figure 10). These results demonstrate the existence of non-Gaussian spatial dependence at the MADE site in high dimensions (where dimensionality here refers to the size of the data subsets). Compared with the bivariate measures in Section 3.2, these model fits show that the two datasets exhibit notable differences in higher dimensions (Tables 2 and 3), with the following observations: (a) the flowmeter dataset exhibits a more Gaussian type of dependence than the DPIL dataset, which is indicated by the larger value of \( m_c \) for the flowmeter data and is also apparent in Figure 10; (b) the flowmeter dataset has a smaller range in the vertical direction and larger ranges in the horizontal direction than the equivalent isotropic case; (c) the Gauss-copula model estimates resulted in smaller ranges than the v-copula fits. The ratios of the horizontal range and the vertical range of v-copula fits (8.36 for DPIL and 14.27 for flowmeter) are closer to the empirical anisotropy ratio (Table 1) than the ratios of Gauss-copula fits (10.47 for DPIL and 18.65 for flowmeter); (d) The value of \( m_c \) for the flowmeter data in the isotropic case is significantly different from the values estimated in the vertical and horizontal cases; (e) The diversity of the results show the uncertainty of two datasets in different directions.

| Parameter       | DPIL (Vertical) | DPIL (Horizontal) | DPIL (Isotropic) | Flowmeter (Vertical) | Flowmeter (Horizontal) | Flowmeter (Isotropic) |
|-----------------|-----------------|-------------------|------------------|----------------------|------------------------|-----------------------|
| v-copula \( m_c \) [-] | 1.33            | 1.29              | 1.50             | 1.91                 | 1.95                   | 1.41                  |
| v-copula \( k_c \) [-] | 2.75            | 2.65              | 2.74             | 3.09                 | 3.51                   | 2.43                  |
| Matern range [m] | 3.88            | 34.57             | 17.09            | 3.12                 | 44.53                  | 40.92                 |
| Matern \( \kappa \) [-] | 0.71            | 0.34              | 0.79             | 0.43                 | 0.20                   | 0.45                  |
| AIC [-]         | -5562.87        | -3166.46          | -4901.32         | -2969.11             | -1598.68               | -2805.82              |
### Table 3.
Representative parameter estimates for the Gauss-copula model based on 200 randomly sampled data subsets of size 10, with the related Akaike information criterion (AIC).

| Parameter          | DPIL (Vertical) | DPIL (Horizontal) | DPIL (Isotropic) | Flowmeter (Vertical) | Flowmeter (Horizontal) | Flowmeter (Isotropic) |
|--------------------|-----------------|-------------------|------------------|----------------------|------------------------|-----------------------|
| Matern range [m]   | 1.51            | 15.81             | 8.95             | 2.31                 | 43.08                  | 20.78                 |
| Matern κ [-]       | 0.79            | 0.29              | 0.94             | 0.42                 | 0.18                   | 0.50                  |
| AIC [-]            | −5183.33        | −2951.80          | −4697.32         | −2929.49             | −1558.70               | −2762.78              |

#### Figure 10.
Comparison between empirical rank correlation (black dots) and the theoretical bivariate copula rank correlations of model fitting results by gauss- (blue line) and v-copula (red line) model of DPIL (left) and flowmeter dataset (right).

Possible reasons for the observed differences in parameter estimates include: (1) The behaviour of the selected n-points subsets is influenced by varying uncertainty in the measurements of both methods and the different pattern of the measurement errors of two datasets. (2) The distribution of the measurement locations is different between the two datasets. Most notably the lateral distribution of the flowmeter profiles is more extensive and uniform than that of the DPIL profiles.

#### 3.4. Parameter Estimation with Censored Data

Generally, we would expect any measurement method to perform optimally in a central range of measurement values and less optimally with relatively small and/or relatively large measurement values. Particularly, it has been observed in the DPIL dataset [21] that it is difficult to distinguish
relatively large $K$ values, as above a certain $K$ value of the formation, injection-induced pressures are too small to measure accurately. For the flowmeter dataset, the lower part of the observations are influenced by a lower limit on accurate measurement of incremental flow rate [17]. However, such relatively large and small $K$ values should not be discarded, because they do carry information, namely that the unknown true value is somewhere in the interval between a threshold and the largest possible value or the lowest possible value. Such intervals can be included in estimation via maximum likelihood (Section 2.3).

We present two analyses to demonstrate the impact of accounting for data censoring in the copula analysis, one with a simulated log-normal Gaussian field to prove the concept, and one with the real MADE data sets.

In the simulation study, a 2D grid ($100 \times 100$ cells) was simulated with a known covariance structure (“truth”, ln$(K)$ marginal, mean = 10.0, standard deviation = 6.0, variogram model: $1.0 \text{Mat}(5.0)^{0.4}$). A sample of size 2500 was generated and an independent measurement error $\epsilon$ ($N(0.0, 2.0^2)$) was added.

Based on this sample, parameter estimation was performed with the following scenarios: (1) the sample (with $\epsilon$) as fully certain, (2) the smallest 4%, 8%, 10% and 14% of the samples as being censored and parameter estimation performed using Equation (9). Scenario (2) was established, because $\epsilon$ disturbs the ranks of smaller samples more than the ranks of larger samples. Treating the smallest 10 percent of points as censored provided rank correlation estimates that were closest to the virtual truth; this case is compared to scenario (1) (no censoring, (0, 100)) in Figure 11. This test shows that the virtual truth and the sampled data (True and True_sample) can be better estimated by including some censorship (i.e., some values below detection limit) in the copula parameter estimation when the true value is perturbed by a Gaussian error (True_sample+Err).

**Figure 11.** Comparison between the Gaussian copula parameter estimation with 10% left side detection limit (orange dash-dotted lines with label “(10,100)”), without the detection limit (black dot line with label “(0,100)”) and the rank correlations of true domain with 10,000 points (red solid line with label “True”), a sample of the true domain with 2500 points (black inverted triangles with label “True_sample”) and the sample with a Gaussian noise (black dots with label “True_sample+Err”) by using a simulated log-normal Gaussian field.

In reality, compared to the simulation case above, the true value of the rank correlation is unknown while using the MADE datasets. So the empirical rank correlation is used as the next best comparable benchmark. According to Figure 12, the empirical rank correlation can be better reproduced using the right side censoring thresholds with a censoring threshold of $(0, 96)$, which means the largest four
percent observations are marked as observations with a low reliability. For the flowmeter dataset, the empirical rank correlation can be better reproduced by adding a two percent left side threshold (Figure 13). The estimated rank correlations are calculated by a Monte Carlo simulation based on the thresholds from the parameter estimation. Only very small changes were found when the thresholds were. In summary, results of parameter estimation can be improved meaningfully when at least some measurements are censored, for the flowmeter data when some small \( K \) values were treated as censored and for the DPIL data when some large \( K \) values were treated as censored.

Figure 12. Comparison between the Gaussian copula parameter estimation with 4\% right side detection limits (dash-dotted green line with label \((0, 96)\)), without detection limit (solid blue line with label \(g_{avg}\)), \( \nu \)-copula parameter estimation without censored threshold (solid red line with label \(v_{avg}\)) and empirical rank correlation of the DPIL dataset in vertical direction (black dots with label \(emp_{DPIL}\)).

Figure 13. Comparison between the Gaussian copula parameter estimation with 2\% left side detection limits (dash-dotted gray line with label \((2, 100)\)), without detection limit (solid blue line with label \(g_{avg}\)), \( \nu \)-copula parameter estimation without censored threshold (solid red line with label \(v_{avg}\)) and empirical rank correlation of the flowmeter dataset in vertical direction (black dots with label \(emp_{FLOWMETER}\)).
4. Conclusions

Spatial copulas provide a novel tool to explore spatial dependence structures independently of marginal distributions. In this paper, we focused on the analysis and characterisation of the spatial dependence structures of DPIL- and flowmeter-based $K$ measurements from the MADE site using copula-based measures.

We confirmed the similarity of the two data-sets in the marginal distribution (Figure 2) and second-order dependence measures (Figure 4 and [20]). Although in certain separation distances this similarity is influenced by the lateral coverage of two datasets (Figures 4 and 9). However, we found a deviation of both data-sets from Gaussian dependence, both in (1) empirical measures and (2) mathematical models:

1. The empirical measure asymmetry ($Asym$) systematically and within meaningful confidence intervals deviates from zero indicating that both datasets exhibit non-Gaussian dependence (Figures 4 and 5). Even more, we found at the MADE site and at other relevant hydrogeologic study sites such as Borden, Cape Cod, and North Bay, that strongest dependence can exist in the small $K$ values ($Asym < 0$) for some lag distances and in large $K$ values ($Asym > 0$) for other lag distances (Figures 5 and 7). Together with anisotropy, such a varying degree of dependence in different lag distances will lead to a meaningfully improved description of solute transport as it describes loosely speaking barriers to flow and connected high-$K$ channels.

The rank correlations of the two datasets between horizontal lags of 2.5 m and 17.5 m are more similar to each other than are the semivariogram values for these lags (Figure 4), possibly due to the reduced influence of extreme values on $Rank$. The datasets also have similar bivariate copula densities (Figure 8). For most lags, particularly for the short separation distances that are important when analysing solute transport behavior, the DPIL and flowmeter bivariate copula densities are not deemed to be significant differently, based on a $\chi^2$ test with a significance level of $\alpha = 0.05$ (Figure 9).

2. The parameters of two different theoretical copula models were estimated to both datasets. The Gaussian model and a non-Gaussian model (v-copula) were used. The v-copula model provided a better fit to both datasets (Figure 10), indicating meaningful non-Gaussian spatial dependence.

When we incorporated the uncertainty of measurements via including censored measurements below and/or above a certain threshold into the Gaussian model, the resulted parameter estimates are closer to reality than when they are not included and are also similar to estimates obtained with the v-copula model without censored measurements (Figures 12 and 13). This indicates that some of the censorship properties might be mimicked by the shape of the v-copula. The ability to obtain improved Gauss-copula model fits after accounting for censoring does not conflict with the conclusion of the existence of a non-Gaussian spatial dependence, which is indicated not only by the rank correlation but also the asymmetry.

The two data-sets employed are prime examples of the necessity of mimicking uncertainty related to measurements, e.g., the uncertainty of DPIL data due to the inability of the pressure transducers to accurately measure the very small injection-induced pressures that occur in high-$K$ zones and the uncertainty of low-$K$ in the flowmeter data due to the low flow threshold of the impeller flowmeter.

This research identified two criteria that a realistic geostatistical model for spatially distributed $K$-fields should fulfill: (1) it should be able to express a varying uncertainty of measurements, and (2) it should more adequately resemble the processes that lead to the spatially distributed fields. One important feature to an improved resemblance was identified to be a model that leads to both positive and negative values of the measure $Asym$ for varying lag distances.
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