New results in $\mathcal{N} = 2$ theories from non-perturbative string
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Abstract: We describe the magnetic phase of $SU(N)$ $\mathcal{N} = 2$ Super Yang-Mills theories in the self-dual $\Omega$ background in terms of a new class of multi-cut matrix models. These arise from a non-perturbative completion of topological strings in the dual four dimensional limit which engineers the gauge theory in the strongly coupled magnetic frame. The corresponding spectral determinants provide natural candidates for the $\tau$-functions of isomonodromy problems for flat spectral connections associated to the Seiberg-Witten geometry.
1 Introduction

Since the seminal work of Seiberg and Witten (SW) [1] a lot of progress has been made to understand $\mathcal{N} = 2$ gauge theories in four dimensions. A crucial progress has been obtained by applying equivariant localisation methods to the supersymmetric path integral coupled to the so-called $\Omega$-background [2–4]. This reduces it to a combinatorial expression which has been subsequently linked to quantum integrable systems [5] and to two-dimensional Conformal Field Theory [6]. Localisation methods have been applied so far in the weak coupling limit of the gauge theory rebuilding the low-energy effective field theory of SW in the electric polarization of the special Kähler manifold of Coulomb vacua. More recently [7–9] it has been realized that the $SU(2)$ Nekrasov and Okounkov (NO) [10] partition functions in the self–dual $\Omega$-background are $\tau$-functions of isomonodromy problems related to the corresponding SW geometry, realized as the spectral curve of Hitchin’s integrable system. In this case one can use the well-known relation between isomonodromic deformation problems and Painlevé equations to reduce the evaluation of the NO partition function of gauge theories at strong coupling to the calculation of the relevant $\tau$-function in the long-distance expansion [9].

On the other hand, four dimensional gauge theories can be engineered by using topological string theory [11]. Actually, the latter is richer, in particular at the non-perturbative level there are new effects arising from the embedding of the gauge theory in string theory. Along this line of research a lot of work has been done during the last decade to understand topological string beyond perturbation theory starting with the seminal works [12–14]. In particular in
In the spirit of large $N$ dualities, a non-perturbative formulation of topological string on toric Calabi-Yau (CY) has been proposed. This formulation has proved to be extremely rich and constructive leading to several new results and applications in various related fields such as integrable systems [16–18], supersymmetric gauge theories [19, 20] and condensed matter [21, 22]. The non-perturbative proposal of [15] was originally formulated only for CYs whose mirror curve has genus one but it has been extended to higher genus mirror curves in [23].

In [19] a link between this non-perturbative completion of topological string and isomonodromy problems arising from four dimensional gauge theories has been found in the special case of $SU(2)$ Super Yang-Mills (SYM). The relevant isomonodromy problem in this case is the one associated to Painlevé III$_3$ (also called III$^D_{8}$) equation whose $\tau$-function is known since a long time [24] to admit a Fredholm determinant description. Upon a suitable four dimensional scaling limit, the non-perturbative completion of topological string has been shown to be directly related to the Fredholm determinant above. This produces a matrix model presentation of the gauge theory partition function in the strongly coupled magnetic frame and provides an operator theory interpretation of the self–dual $\Omega$ background ($\epsilon_1 = -\epsilon_2 = \epsilon$). Moreover, it also provides exact S-duality transformation formula for the Nekrasov partition function with self-dual $\Omega$-background including non-perturbative corrections in $\epsilon$.

The purpose of this paper is to extend these results to $SU(N)$ gauge theories. More precisely, in section 2 we review the consequences of the genus one proposal for $SU(2)$ theories and we provide the exact S-duality transformation for the corresponding gauge theory partition function. In section 3, by following the general prescription of [23], we derive the matrix models computing the topological string partition function on the $Y^{N,0}$ geometries. The result is given by the $N-1$ cut matrix model shown in (3.23). Then, in section 4, we perform the so-called dual four dimensional limit [19] on these models and we make contact with $\mathcal{N} = 2$ $SU(N)$ SYM in the four dimensional self-dual $\Omega$ background [10]. More precisely we find that the partition function in the magnetic frame is given by

$$Z^{4d}_{N}(M_1, \cdots, M_{N-1}) = \frac{1}{M_1! \cdots M_{N-1}!} \int \frac{d^{M}x}{(2\pi)^{M}} \prod_{j=1}^{N-1} \prod_{i, j \in I_j} e^{-\frac{\Lambda}{\pi \epsilon} \sin \left(\frac{\pi}{N}ight) \cosh(x_{ij})} \times \prod_{1 \leq i < j \leq M} 2 \sinh \left(\frac{x_{i} - x_{j}}{2} + \frac{1}{2}(d_{i} - d_{j})\right) 2 \sinh \left(\frac{x_{i} - x_{j}}{2} + \frac{1}{2}(f_{i} - f_{j})\right) \prod_{i, j = 1}^{M} 2 \cosh \left(\frac{x_{i} - x_{j}}{2} + \frac{1}{2}(d_{i} - f_{j})\right),$$

(1.1)

where $\Lambda$ denotes the instanton counting parameter in gauge theory. The shifts $f_i, d_i$ are given in (3.23) and they depend on the rank $N$ of the gauge group. We also used

$$I_j = \left[ \sum_{s=0}^{j-1} M_s, \sum_{s=1}^{j} M_s \right] \cap \mathbb{N}, \quad M_0 = 1, \quad M = \sum_{i=1}^{N-1} M_i.$$  

(1.2)

As a consequence we have a spectral determinant representation for the four dimensional Nekrasov-Okounkov partition function associated to these $SU(N)$ theories as shown in section 4.2. We expect this to be the $\tau$-function of the isomonodromy problem associated to the Hitchin’s system describing the relevant SW curve, see the end of section 4.2. The spectral determinant presentation also allows to compute the exact S-duality transformation of the $SU(N)$ Nekrasov partition function.
2 Reviewing the $SU(2)$ case

The TS/ST duality [15] has led to various exact results in topological string and in spectral theory which allows us to explore all range of the couplings in both side of the duality. We denote by $g_s$ the coupling constant of string theory and by $\hbar \sim g_s^{-1}$ the Planck constant appearing in the spectral theory side of the correspondence.

It was pointed out in [19] that there are two limits in which the TS/ST duality makes contact with gauge theory. In one limit, which we refer to as the standard four dimensional limit, one takes $\hbar \to 0$. It was shown in [16] that in this limit the TS/ST correspondence reproduces the well known Nekrasov–Shatashvili (NS) conjecture in four dimensions [5]. In the second limit instead, which we refer to as the dual four dimensional limit, one takes $\hbar \to \infty$ and we obtain some new results in $\mathcal{N} = 2$ gauge theories. In this section we review these two limits and their consequences for $SU(2)$ gauge theories. Even tough we mainly focus on the pure $SU(2)$ theory this procedure can in principle be extended as well to other geometries which engineer $SU(2)$ gauge theories with $N_f$ matter multiplets.

2.1 Operator theory and the self-dual $\Omega$ background

It is known [15, 25–28] that quantization of mirror curves to toric CY leads to well defined operators with a positive and discrete spectrum. One of the simplest examples is the canonical bundle over $\mathbb{P}^1 \times \mathbb{P}^1$. The quantization of its mirror curve, namely

$$\xi^{1/2} (e^x + e^{-x}) + e^p + e^{-p} = \kappa, \quad x, p \in \mathbb{C},$$

leads to the following operator which corresponds to the Hamiltonian of $SU(2)$ relativistic Toda lattice

$$O = \xi^{1/2} (e^x + e^{-x}) + e^p + e^{-p}, \quad [x, p] = i\hbar.$$  \hfill (2.2)

For the propose of this paper we take

$$\xi, \hbar \in \mathbb{R}^+.$$  \hfill (2.3)

The spectral properties of the operator $O$ are determined by a special combination of the NS and the unrefined (or GV) limit of topological string [15, 26, 29, 30]. More precisely the perturbative WKB part of the spectrum is closely related to the NS limit as pointed out in [26, 29–31]. However there are additional non–perturbative corrections which are encoded in the GV limit of topological string [15, 32]. In the following we will describe two different limits of the operator (2.2) dominated respectively by one of the two contributions.

2.1.1 The standard four dimensional limit

In the standard four dimensional limit [11, 16, 29, 37] one scales the parameters of the operator (2.2) as

$$\xi = \beta^{-4}, \quad \hbar = \beta \hbar_T, \quad x = \beta x, \quad \beta \to 0.$$  \hfill (2.4)

This leads to

$$O \xrightarrow{\beta \to 0} \mathcal{H}_{4D}$$  \hfill (2.5)

In this paper we are interested in the spectral determinant formulation of the TS/ST duality in which the GV part plays a crucial role. However if one focus exclusively on the quantization condition, by using blowup equations it is possible to rewrite the GV part of the quantum volume by using the NS free energies in a way which features S-duality [16, 17, 33–35]. Recently this relation has lead to an extension of the blowup formalism [36].
where $H_{4D}$ is the Hamiltonian of quantum Toda namely

$$H_{4D} = e^p + e^{-p} + \mathbf{x}^2 \quad [\mathbf{x}, p] = i\hbar \mathbf{T}. \quad (2.6)$$

The eigenvalues of this Hamiltonian are

$$E_{4D}^n = \lim_{\beta \to 0} \left( e^{E_n} - 2\beta^{-2} \right), \quad (2.7)$$

where $e^{E_n}$ denotes the energies of (2.2). As conjectured in [5], the spectrum of $H_{4D}$ is exactly determined by the NS limit of $\mathcal{N} = 2$ SU(2) SYM theory. Indeed in this standard 4d limit the additional non-perturbative corrections appearing in the relativistic version of the operator, and computed in [15], are not present as pointed out in [16].

At the level of flat coordinates this limit can be implemented by taking the so-called geometric engineering limit [11]

$$T_b = -\log (\beta^4) + \beta L, \quad T_f = \beta L, \quad g_{st} = 4\pi^2 \beta^{-1} h_T^{-1}, \quad \beta \to 0 \quad (2.8)$$

where $T_b, T_f$ are the Kahler parameters of the canonical bundle over $\mathbb{P}^1 \times \mathbb{P}^1$.

2.1.2 The dual four dimensional limit

As discussed above in the standard four dimensional limit (2.4) we take $\hbar \to 0$ and we make contact with $\mathcal{N} = 2$ SYM in the four dimensional NS phase of the $\Omega$ background. It is therefore natural to ask whether there is a different limit of the relativistic operator taking

$$h \to \infty \quad (2.9)$$

and still making contact with a different phase of four dimensional $\mathcal{N} = 2$ theories. In [19] it was pointed out that this limit indeed exists, we refer to it as dual four dimensional limit. In the case of local $\mathbb{P}^1 \times \mathbb{P}^1$ this consists in taking

$$h = \frac{1}{\epsilon \beta}, \quad \log \xi = \frac{a}{2\pi} - \frac{\log (\beta^4 \Lambda^4)}{2\pi \beta \epsilon}, \quad \log \kappa = -\frac{h}{4\pi} \log (\beta^4 \Lambda^4) + \log \left( 1 + e^{\frac{a}{2\pi}} \right) + O(e^{\beta^{-1} \log \beta^4}), \quad \beta \to 0^+, \quad (2.10)$$

where $\kappa$ is the complex modulus of local $\mathbb{P}^1 \times \mathbb{P}^1$ and, after quantization, it is related to the eigenvalues of the operator (2.2). From the four dimensional perspective the parameter $a$ is related to the $A$ period of the $SU(2)$ SW curve, $\Lambda$ is the instanton counting parameter and $\epsilon$ is the twisting parameter of the self-dual $\Omega$ background. In general, to implement the dual limit on the operator (2.2) it is more laborious than the standard four dimensional limit but it can be done as explained in [19]. In particular one has to use unitary transformations to write the operator in a suitable form. In the case of local $\mathbb{P}^1 \times \mathbb{P}^1$ one has to rescale $x, p$ as

$$x = \nu \frac{1}{2} + \frac{u \hbar}{2\pi} + \frac{1}{4} \log \xi, \quad p = \nu \frac{1}{2} - \frac{u \hbar}{2\pi} + \frac{1}{4} \log \xi, \quad [u, \nu] = 2\pi i. \quad (2.11)$$

By using unitary transformations, one can write (2.2) as [38]

$$\xi^{1/4} |g \left( \frac{b \hbar}{2\pi} \right)| 2 \cosh(\nu/2) |g \left( \frac{b \hbar}{2\pi} \right)|, \quad (2.12)$$

$^2$ The parameter $a$ is related to the SW variable $\mathbf{a}$ as $a \sim \mathbf{a}/\epsilon$. 
where

\[ g(s) := e^{-\pi bs/2} \Phi_b(s + \log \xi/(4\pi b) - ib/4) \Phi_b(s - \log \xi/(4\pi b) + ib/4), \quad b^2 = \hbar/\pi, \tag{2.13} \]

and \( \Phi_b \) denotes the Faddeev’s quantum dilogarithm \([39, 40]\). Once the operator is written in the form (2.12) it is easy to implement the dual limit (2.10). As explained in [19] one obtains, after a suitable normalisation, the following operator

\[ O_{4D} = e^{\pi - 2} \Lambda \epsilon^{-1} \cosh(u) \left( e^{v/2} + e^{-v/2} \right) e^{\pi - 2} \Lambda \epsilon^{-1} \cosh(u), \quad [u,v] = 2\pi i. \tag{2.14} \]

The spectrum of this operator is exactly computed by the \( N = 2 \) \( SU(2) \) SYM in the self–dual \( \Omega \) background. Therefore the dual limit provides an operator interpretation of the self-dual \( \Omega \) background.

At the level of flat coordinates this limit consists in taking

\[ T_b = -\frac{1}{2\pi \beta \epsilon} \log (\beta^4 A^4), \quad T_f = -\frac{\alpha}{2\pi}, \quad g_{st} = 4\pi^2 \epsilon \beta, \quad \beta \to 0 \tag{2.15} \]

where \( T_b, T_f \) are the Kahler parameters of the canonical bundle over \( \mathbb{P}^1 \times \mathbb{P}^1 \). This can be viewed as a sort of dual (or rescaled) geometric engineering limit where we replaced

\[ T_b, \quad T_f, \quad g_{st} \to g_{st}T_b, \quad g_{st}T_f, \quad g_{st}^{-1}. \tag{2.16} \]

### 2.2 The TS/ST duality and Painlevé equations

The implementation of the dual limit has also an additional interesting feature: it connects the TS/ST duality to the theory of Painlevé equations [19]. This goes as follows.

In a series of papers [7–9, 41–44] it was found that the \( \tau \) functions of Painlevé equations are computed by four dimensional \( \mathcal{N} = 2, SU(2) \) gauge theories in the self–dual \( \Omega \) background. Different types of Painlevé equations correspond to different matter content in the gauge theory. For instance the pure \( SU(2) \) theory computes the \( \tau \) function of Painlevé III \( III^D \) while the Painlevé V is related to \( SU(2) \) gauge theory with \( N_f = 3 \) fundamentals multiplets.

From the string theory viewpoint we expect that these results can be obtained by implementing the dual four dimensional limit to the TS/ST duality on some specific CY \( X \) with genus one mirror curve [19]. In this duality one associates a trace class operator \( \rho_X \) to any of these geometries and gives an exact expression for the corresponding spectral determinant. Schematically we have [15]

\[ \det(1 + \kappa \rho_X) = \sum_{n \in \mathbb{Z}} e^{J_X(\mu+2\pi \text{in}, \hbar)}, \quad \kappa = e^{\mu} \tag{2.17} \]

where \( J_X \) is the topological string grand potential studied in [15, 45–49]. If \( X \) is the canonical bundle over \( \mathbb{P}^1 \times \mathbb{P}^1 \) the operator \( \rho_{\mathbb{P}^1 \times \mathbb{P}^1} \) is the inverse of (2.2). When the underlying geometry \( X \) can be used to engineer gauge theories [11, 37, 50, 51] we can implement the dual four dimensional limit described above. After performing this limit (2.17) takes the following form

\[ \det(1 + \kappa \rho_X^{4D}) = \sum_{n \in \mathbb{Z}} Z_X^{4D}(\sigma + n, t), \tag{2.18} \]

\[ t \sim \Lambda^4/\epsilon^4, \quad \sigma \sim a, \quad \kappa \sim \cos(2\pi \sigma) \]

where \( a, \epsilon, \Lambda \) are the gauge theory parameters introduced in section 2.1.2. In the context of Painlevé equations \( t \) is the time and the variable \( \sigma \) is related to the asymptotic conditions.
We denote by $\rho^{4D}_X$ the operator obtained after performing the dual limit on $\rho_X$. Moreover, up to an overall factor, $Z^{4D}_X$ is the partition function of a corresponding $\mathcal{N} = 2 SU(2)$ SYM theory in the four dimensional self–dual background. The specific matter content of the gauge theory depends on the starting geometry $X$ according to the geometric engineering construction [11, 37, 50, 51]. In particular on the r.h.s of (2.18) we recover, up to an overall factor, the $\tau$ function of a corresponding Painlevé equation as computed in [7–9, 41, 44] \(^3\). On the l.h.s. instead we obtain the spectral determinant representation of the same $\tau$ function. Hence from this perspective different Painlevé equations correspond to different background geometry in string theory as illustrated on Fig. 1. Therefore this construction gives a geometrical meaning to the

operators whose spectral determinant compute the $\tau$ function of Painlevé equations: these arise by quantizing mirror curves to CY geometries and performing the dual limit. The details of this limit have been worked out for pure $SU(2)$ in [19] which makes contact with the local $\mathbb{P}^1 \times \mathbb{P}^1$ geometry and the Painlevé III\(_3\) equation. In this case the equation (2.18) reads

$$\det(1 + \kappa \rho^{4D}_{\mathbb{P}^1 \times \mathbb{P}^1}) = e^{\log(2) - 3\zeta'(-1) - 1/16} e^{4\sqrt{T}} \sum_{n \in \mathbb{Z}} Z^{\text{Nek}}(\sigma + n, t),$$

where we used

$$\kappa = \frac{\cos (2\pi \sigma)}{2\pi}, \quad t = \left(\frac{\Lambda}{4\pi^2 \epsilon}\right)^4$$

\(^3\)The general form for the $\tau$ function of Painlevé equations depends in general on two variables $\sigma, \eta$ which are related to the monodromy data of the corresponding Fuchsian system. To make contact with TS/ST we set $\eta = 0$ [19]. As explained in [14, 52] fixing $\eta$ corresponds to fix the non perturbative ambiguity. Hence the TS/ST duality corresponds to one particular non-perturbative choice.
and $\rho_{4D}^{P \times P}$ is the inverse of (2.14). More precisely
\[
\rho_{4D}^{P \times P} = e^{-4t^{1/4} \cosh(u)} \frac{4\pi}{(e^{v/2} + e^{-v/2})} e^{-4t^{1/4} \cosh(u)}, \quad [u, v] = 2\pi i. \tag{2.21}
\]
Moreover we denoted by $Z^{\text{Nek}}(\sigma, t)$ the Nekrasov partition function of pure $N = 2, SU(2)$ theory, namely
\[
Z^{\text{Nek}}(\sigma, t) = 1^N \frac{\rho^2}{G(1 - 2\sigma)G(1 + 2\sigma)} \left( 1 + \frac{t}{2\sigma^2} + \frac{(8\sigma^2 + 1)}{4\sigma^2}(4\sigma^2 - 1)^2 + O(t^3) \right). \tag{2.22}
\]
Sometimes we refer to
\[
Z^{\text{NO}}(\sigma, \Lambda, \epsilon) = \sum_{n \in \mathbb{Z}} Z^{\text{Nek}}(\sigma + n, t) \tag{2.23}
\]
as the Nekrasov-Okounkov partition function. The statement (2.19) has been proved for $\sigma \neq \mathbb{Z}/2$ in [19] by using the relation with the Painlevé III$_3$ equation.

Even tough the details have been worked out only for the pure $SU(2)$ gauge theory we expect that a straightforward generalisation should be possible for the others geometries illustrated on Fig. 1 as well.

We would like to observe that this approach only holds when some particular initial conditions are imposed on the solutions to Painlevé equations (see footnote 3). Recently a more general formalism to compute generic Fredholm determinant representations of isomonodromic tau functions has been developed in [55]. It would be interesting to derive the kernels $\rho_{X}^{4D}$ as limiting cases of this general formulation.

### 2.3 Dual matrix models in four dimensions

In addition the TS/ST duality can be used to compute the exact expression for the partition function of topological string theory on $X$. Let us review how this goes. By using standard results in Fredholm theory we have
\[
\det(1 + \kappa \rho_X) = \sum_{N \geq 0} \kappa^N Z_X(N), \tag{2.24}
\]
where $Z_X(N)$ are the fermionic spectral traces of $\rho_X$, namey
\[
Z_X(N) = \frac{1}{N!} \sum_{\sigma \in S_N} (-1)^\sigma \int_\mathbb{R} d^N x \rho_X(x_i, x_{\sigma(i)}). \tag{2.25}
\]
We denoted by $S_N$ the permutation group of $N$ elements. The TS/ST duality states that $Z_X(N)$ is the non-perturbative partition function of topological string on $X$. More precisely, at the level of the fermionic spectral traces the equality (2.17) reads [15]
\[
Z_X(N) = \frac{1}{2\pi i} \int_C e^{I_X(\mu, h) - \mu N} d\mu, \tag{2.26}
\]
where $C$ is the Airy contour. Furthermore by using the Cauchy identity it is possible to write (2.25) as a matrix model which computes the partition function of topological string in the conifold frame [56]. Even tough $Z_X(N)$ is originally defined in (2.25) for integers $N$, it was
pointed out in [57] that (2.26) provides an analytic continuation of the fermionic spectral traces to an entire function in the full complex plane.

When we implement the dual limit at the level of the fermionic spectral traces (2.25), we obtain a matrix model expression for the partition function of $d = 4$, $N = 2$, $SU(2)$ gauge theories in the self-dual $\Omega$-background in the magnetic frame. This was done in details for the pure $SU(2)$ theory in [19] where it was found that the matrix model computing its partition function is a well known $O(2)$ model

$$Z^{4d}(M) = \frac{1}{M!} \int \prod_{i=1}^{M} \frac{dx_i}{4\pi} e^{-\frac{1}{\frac{1}{g_s} \cosh x_i}} \prod_{i<j} \tanh \left( \frac{x_i - x_j}{2} \right)^2, \quad g_s^{-1} = \frac{2\Lambda}{\pi^2 \epsilon} > 0.$$  \hspace{1cm} (2.27)

Likewise the counterpart of (2.26) in this limit is

$$Z^{4d}(M) = i^{-1} \int_{\sigma_0 + \mathbb{R}} \sigma \tan (2\pi \sigma) Z^{Nek}(\sigma, t) e^{-\log[2 \cos(2\pi \sigma)] M e^{\log(2) + 3\log(-1) t^{-1/16} e^{4\sqrt{t}}}},$$

$$\sigma_0 = (2\pi)^{-1} i \cosh^{-1}(2\pi), \quad t = \left( \frac{\Lambda}{4\pi^2 \epsilon} \right)^4.$$ \hspace{1cm} (2.28)

Since $Z^{Nek}(\sigma, t)$ has poles only for $\sigma \in \mathbb{Z}/2$ one can take a generic $\sigma_0 \in i\mathbb{R}^+$. This equality also follows from (2.19) and (2.20). Indeed one has

$$Z^{4d}(M) = \frac{1}{2\pi i} \int_0^{\kappa^{-N-1}} \kappa^{-N} \det(1 + \kappa p^{4D}_1 \times p^1_1) d\kappa.$$ \hspace{1cm} (2.29)

By using the change of variable (2.20) together with the identity (2.19) we can write (2.29) as (2.28). Moreover (2.28) can also be tested numerically in an easy way thanks to the good convergent properties of (2.22). For instance on the l.h.s. we have

$$Z^{4d}_2(0) = 1, \quad Z^{4d}_2(1) = (2\pi)^{-1} K_0 \left( 8\sqrt{t} \right),$$

$$Z^{4d}_2(2) = G_{3,0}^{3,3} \left( 64\sqrt{t}, \frac{3}{2}, 0, 0, 0 \right) \left( \frac{3}{32\pi^{3/2}} \right),$$ \hspace{1cm} (2.30)

where $K_0$ denotes the Bessel function and $G$ the Meijer G function. It is easy to check that the numerical integration on the r.h.s of (2.28) reproduces (2.30).

Equation (2.28) provides the integral kernel implementing the exact S-duality transformation of pure $SU(2)$ Nekrasov partition in a self-dual $\Omega$-background parametrized by $\epsilon$. It is easy to see that in the semiclassical limit $\epsilon \to 0$ it reduces to a simple Fourier transform as it is expected from Seiberg-Witten special geometry relations [1, 58]. Indeed, by introducing the SW variables $a/\epsilon \equiv \sigma$ and $a_D/\Lambda \propto g_s M$ one has in the $\epsilon \to 0$ limit

$$\log 2 \cos \left( \frac{2\pi a}{\epsilon} \right) = -\frac{2\pi}{\epsilon} i^a e^{i4\pi a} + O(e^{4\pi a}), \quad i^{-1} \tan \left( \frac{2\pi a}{\epsilon} \right) = 1 + O(e^{4\pi a}).$$ \hspace{1cm} (2.31)

Because of the imaginary part in the integration contour we have $\text{Re}(4\pi a) < 0$, hence the corrections $O(e^{4\pi a})$ are exponentially suppressed and do not appear in the perturbative limit $\epsilon \to 0$. Notice also that equation (2.28) agrees with the general philosophy for the change of frame in topological strings [58] and provides the exact S-duality transformation properties of the gauge theory partition function with gravitational corrections.
All this procedure can be in principle extended to $SU(2)$ theories with matter multiplets as well, however the details still have to be worked out. Summarizing the implementation of the dual limit on the TS/ST duality leads to the following results in connection with four dimensional $\mathcal{N} = 2$ gauge theories: it gives an operator theory interpretation of the self-dual $\Omega$ background, it gives Fredholm determinant representation for the $\tau$ functions of Painlevé equations, it provides a matrix model for the partition function in the magnetic frame and an exact formula for its $S$-duality transformation.

3 Non-perturbative string on $Y^{N,0}$ geometries

The TS/ST duality [15] has been generalized to higher genus mirror curve in [23]. According to this construction one can associate a set of $g$ operators

$$\{O_i\}_{i=1}^g$$

(3.1)

to any toric CY manifold, $g$ being the genus of its mirror curve. Of particular interest for this paper are those CYs from which one can engineer $SU(N)$ supersymmetric gauge theories [11, 37, 50]. Examples of such geometries are the resolution of the cone over the $Y^{N,0}$ singularity studied for instance in [59]. The corresponding mirror curve has genus $N - 1$ and therefore there are $N - 1$ different "canonical" forms for this curve which reads

$$O_i(x_1, x_2, \xi) + \kappa_i = 0, \quad i = 1, \cdots, N - 1,$$

(3.2)

where $\kappa_i$ denote the complex moduli of the geometry. For instance we have

$$O_1(x_1, x_2, \xi) + \kappa_1 = e^{x_2} + e^{-x_2}(-N+2)x_1 + \sum_{i=1}^{N-1} \kappa_{N-i}e^{(i-N+1)x_1} + \xi e^{(-N+1)x_1} + e^{x_1} = 0,$$

(3.3)

where $\xi$ is the mass parameter and should be distinguished from the others moduli $\kappa_i$ as emphasized for instance in [60]. Therefore, the quantization procedure for the $Y^{N,0}$ geometry leads to the following $N - 1$ operators

$$O_1 + \kappa_1 = e^{x_2} + e^{-x_2}(-N+2)x_1 + \sum_{i=1}^{N-1} \kappa_{N-i}e^{(i-N+1)x_1} + \xi e^{(-N+1)x_1} + e^{x_1},$$

(3.4)

$$O_j + \kappa_j = Q_j^{-1/2} (O_1 + \kappa_1) Q_j^{-1/2}, \quad 1 < j \leq N - 1,$$

where $[x_1, x_2] = i\hbar$ and we denote

$$Q_j = e^{-(j-1)x_1}.$$  

(3.5)

Let us define the following two operators

$$\rho_{1,N-2\xi} = \left( e^{x_2} + e^{-x_2}(-N+2)x_1 + \xi e^{(-N+1)x_1} + e^{x_1} \right)^{-1},$$

$$A_j^{5D} = \rho_{1,N-2\xi} Q_j.$$  

(3.6)

The conjecture [23] states that the non–perturbative topological string partition function on the $Y^{N,0}$ geometry in the conifold frame is given by

$$Z_N(M_1, \cdots M_{N-1}) = \frac{1}{M_1! \cdots M_{N-1}!} \int \det_{m,n} (R(x_m, x_n)) d^M x,$$

(3.7)
where
\[ M = \sum_{j=1}^{N-1} M_j, \]  
(3.8)
and
\[ R(x_m, x_n) = A_j^{5D}(x_m, x_n) \quad \text{if} \quad \sum_{s=0}^{j-1} M_s \leq m \leq \sum_{s=1}^{j} M_s. \]  
(3.9)
We use \( M_0 = 1 \) and
\[ A_j^{5D}(x_m, x_n) \]  
(3.10)
denotes the kernel of the operator \( A_j^{5D} \) defined in (3.6). The explicit expression for a kernel of the form
\[ \rho_{n,m,\xi} = \left( e^{x_1} + e^{x_2} + e^{-m x_1 - n x_2} + \xi e^{-(1+m)x_1-(n-1)x_2} \right)^{-1} \]  
(3.11)
was computed in [61]. Let us review how this goes. We introduce some new variables \( q, p \) such that
\[ x_1 = \frac{2\pi b}{m+n+1} (p + nq) \quad x_2 = -\frac{2\pi b}{m+n+1} (-p + (m+1)q), \]  
(3.12)
where
\[ h = \frac{2\pi}{m+n+1} b^2. \]  
(3.13)
In particular we have
\[ [q, p] = \frac{i}{2\pi}. \]  
(3.14)
Then, the kernel of \( \rho_{n,m,\xi} \) in the momentum representation w.r.t. the new variables reads [61]
\[ \rho_{n,m,\xi}(p,p') = \frac{f_{\zeta}(p)f_{\zeta}(p')}{2b \cosh \left( \frac{\pi p-p'+ih}{b} \right)}, \]  
(3.15)
where
\[ f_{\zeta}(x) = \frac{\Phi_b(x - \zeta + inc)}{\Phi_b(x - i(\alpha + c))} e^{2\pi(\alpha + nc)x} e^{-2\pi cn\zeta}, \]  
(3.16)
\[ f_{\zeta}(x) = \frac{\Phi_b(x + i(\alpha + c))}{\Phi_b(x - \zeta - inc)} e^{2\pi(\alpha + nc)x} e^{-2\pi cn\zeta}. \]  
(3.17)
We denote by \( \Phi_b \) the Faddeev’s quantum dilogarithm [39, 40] and we use
\[ \alpha = \frac{bm}{2(m+n+1)}, \quad c = \frac{b}{2(m+n+1)}, \quad \hbar = \alpha + c - nc, \quad \zeta = \frac{1}{2\pi b} \log \xi. \]  
(3.18)
Some useful properties of the quantum dilogarithm can be found in Appendix A of [27]. In our case we specialize the above formulæ to \( n = 1 \) and \( m = N - 2 \). Therefore, in the particular case of the \( Y^{N,0} \) geometries, the partition function (3.7) reads
\[ Z_N(M_1, \ldots, M_{N-1}) = \frac{1}{M_1! \cdots M_{N-1}!} \sum_{\sigma \in S_M} (-1)^\sigma \int d^M x \left( \prod_{i=1}^{M_1} A_{5D}^1(x_{\sigma(i)}, x_i) \right) \left( \prod_{i=1+M_1}^{M_1+M_2} A_{5D}^2(x_{\sigma(i)}, x_i) \right) \cdots \left( \prod_{i=1+\cdots+M_{N-1}}^{M_1+\cdots+M_{N-2}} A_{5D}^{N-1}(x_{\sigma(i)}, x_i) \right) \]  
(3.19)
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where
\[ A^\text{5D}_j(p, p') = e^{-i\pi b^2(j-1)^2/N^2} e^{-2\pi(j-1)b\rho'/N} \rho_{1,N-2,\xi}(p, p' + \frac{ib(j-1)}{N}), \] (3.20)
and
\[ \rho_{1,N-2,\xi}(p, p') \] (3.21)
is given by (3.15). By using the Cauchy identity
\[ \prod_{1 \leq i < j \leq N} 2 \sinh \left( \frac{\mu_i - \mu_j}{2} \right) \sinh \left( \frac{\nu_i - \nu_j}{2} \right) = \sum_{\sigma \in S_N} (-1)^\sigma \prod_{i=1}^N 2 \cosh \left( \frac{\mu_i - \nu_{\sigma(i)}}{2} \right), \] (3.22)
together with some algebraic manipulations, we can write (3.19) as
\[ Z_N(M_1, \ldots, M_{N-1}) = \frac{1}{M_1! \cdots M_{N-1}!} \int \frac{d^N x}{(2\pi)^N} \prod_{j=1}^{N-1} \prod_{i,j \in I_j} e^{V^\text{3D}_{I_j}(x_{ij})} \times \prod_{1 \leq i < j \leq M} 2 \sinh \left( \frac{x_i - x_j}{2} + \frac{1}{2}(d_i - d_j) \right) 2 \sinh \left( \frac{x_i - x_j}{2} + \frac{1}{2}(f_i - f_j) \right) \prod_{i,j=1}^M 2 \cosh \left( \frac{x_i - x_j}{2} + \frac{1}{2}(d_i - f_j) \right). \] (3.23)
We denote
\[ d_j = -\frac{(N-1-k)i\pi}{N}, \quad \text{if} \quad \sum_{s=0}^{k-1} M_s \leq j \leq \sum_{s=1}^k M_s, \] (3.24)
and
\[ e^{V^\text{5D}_k(x)} = e^{-\frac{x^2(k-1)x}{2}} e^{-\frac{(k-1)i\pi}{2}} g_{\xi}(\frac{b}{2\pi} x + ib(\frac{k-1}{2N} + \frac{\zeta}{2})) \bar{g}_{\xi}(\frac{b}{2\pi} x - ib(\frac{k-1}{2N} + \frac{\zeta}{2})). \] (3.25)
Moreover
\[ I_j = \left[ \sum_{s=0}^{j-1} M_s, \sum_{s=1}^j M_s \right] \cap \mathbb{N}, \quad M_0 = 1, \quad M = \sum_{i=1}^{N-1} M_i. \] (3.26)
According to the conjecture [15, 23, 56] the above matrix model computes the topological string partition function of the $Y^{N,0}$ geometry in the conifold frame. When $N = 2$ this conjecture was tested in details in [15, 38] while for $N = 3$ several tests have been performed in [61]. In the following we will compute the dual 4d limit of these matrix models for genetic $N$ and test the conjecture by cross-checking our result with some existing results in the gauge theory literature in particular with the works of [62–65].

4 Four dimensional $SU(N)$ gauge theory

As described in section 2, given the non-perturbative topological string formulation of [15, 23, 56], there are two four dimensional limits in which we make contact with four dimensional $\mathcal{N} = 2$ gauge theory. In the standard four dimensional limit of the $Y^{N,0}$ geometry one takes $\hbar \to 0$ and it was shown in [16] that in this limit the TS/ST duality reduces to the well known four
dimensional NS conjecture relating the spectral properties of $SU(N)$ quantum Toda to $\mathcal{N} = 2$ $SU(N)$ SYM in the NS phase of the $\Omega$ background [5]. In the dual four dimensional limit instead, we take
\begin{equation}
\frac{\hbar}{2\pi} \log \xi = \frac{\hbar}{2\pi} \left( a\epsilon\beta - \log(\beta^{2N} \Lambda^{2N}) \right),
\end{equation}
\begin{equation}
\log \kappa_i = -\frac{\hbar}{2\pi N} \log \left( \beta^{2N} \Lambda^{2N} + \log(G_i) + \mathcal{O}(e^{\beta^{-1} \log \beta^4}) \right), \quad \beta \to 0^+.
\end{equation}
After implementing this limit we make contact with $d = 4$, $\mathcal{N} = 2$, $SU(N)$ SYM in the self–dual $\Omega$ background. The parameter $\epsilon$ is the twisting parameter of the $\Omega$ background, $\Lambda$ is the instanton counting parameter while $a_i, G_i$ are related to the $A$ periods of the SW curve underling the four dimensional theory.

### 4.1 The matrix model

In this section we implement the dual limit (4.1) on the matrix model (3.23). We obtain
\begin{equation}
\left( \prod_{i=1}^{N-1} \kappa_i^{M_i} \right) Z_N(M_1, \cdots, M_{N-1}) \xrightarrow{\text{dual 4d}} \left( \prod_{i=1}^{N-1} \left( e^{-a/(2N\pi)} G_i \right)^{M_i} \right) Z_4^\text{4d}(M_1, \cdots, M_{N-1})
\end{equation}
where
\begin{equation}
Z_4^\text{4d}(M_1, \cdots, M_{N-1}) = \frac{1}{M_1! \cdots M_{N-1}!} \int \frac{dM_x}{(2\pi)^M} \prod_{j=1}^{N-1} \prod_{i \in I_j} e^{-\frac{1}{2\pi} V_j(x_{ij})} \cdot \prod_{1 \leq i < j \leq M} 2 \sinh \left( \frac{x_{ij}}{2} + \frac{1}{2}(d_i - d_j) \right) 2 \sinh \left( \frac{x_{ij}}{2} + \frac{1}{2}(f_i - f_j) \right) \prod_{i,j=1}^{M} 2 \cosh \left( \frac{x_{ij}}{2} + \frac{1}{2}(d_i - f_j) \right).
\end{equation}
The quantities $f_i, d_i$ are as in (3.23). Likewise $I_j$ is defined in (3.26) while the potential is now given by
\begin{equation}
V_k(x) = \frac{\sin \left( \frac{\pi k}{N} \right)}{\sin \left( \frac{\pi}{N} \right)} \cosh(x),
\end{equation}
and
\begin{equation}
g_s = \frac{\pi^2 \epsilon}{N \Lambda \sin \left( \frac{\pi}{N} \right)}.
\end{equation}
Hence in the dual 4d limit we recover a $(N - 1)$-cut matrix model, whose ’t Hooft couplings are
\begin{equation}
T_i = g_s M_i.
\end{equation}
According to [19] to make contact with gauge theory we identify the dual periods $a^{(i)}_D$ with the ’t Hooft couplings, namely
\begin{equation}
a^{(i)}_D = T_i.
\end{equation}
By combining the TS/ST conjecture [15, 23, 56] with the work of [19] we expect that the matrix model (4.3) computes the partition function of $d = 4$, $SU(N)$ $\mathcal{N} = 2$ SYM in the self–dual $\Omega$ background in the magnetic frame. Therefore from our perspective the rank of the gauge group is related to the number of cuts of the matrix model and not to the sizes of the matrices. The above conjecture can be tested against existing results in the literature. In particular we will
test the 't Hooft expansion of (4.3) for small values of the 't Hooft couplings. This expansion is obtained by considering
\[ M_i, g_s^{-1} \to \infty, \quad T_i = M_i g_s \quad \text{fixed.} \quad (4.8) \]

In this limit the matrix model (4.3) displays the following perturbative behavior
\[ \log Z_N^{4d}(M_1, \ldots, M_{N-1}) = \sum_{g \geq 0} g^{2g-2} F_g^D(T_1, \ldots, T_{N-1}), \quad (4.9) \]

where \( F_g^D(T_1, \ldots, T_{N-1}) \) are the genus \( g \) free energies. On the other hand, as explained for instance in [61, 66, 67], we can expand the matrix model around the gaussian point for small values of the \( g_s \) and fixed values of \( M_i \). One finds that the logarithm of the partition function has the following behavior
\[ \log Z_N^{4d}(M_1, \ldots, M_{N-1}) = \sum_{i=1}^{N-1} \frac{1}{2} (M_i^2 \log (g_s M_i)) + \mu_i - \log(M_i) = \sum_{n \geq 1} g_s^n \sum_{i_1, \ldots, i_{N-1}}' \mathcal{F}(n-i_1-\ldots-i_{N-1})/2+1,i_1,\ldots,i_{N-1},M_1^{i_1} \ldots M_{N-1}^{i_{N-1}}, \quad (4.10) \]

where \( \sum_{i_1, \ldots, i_{N-1}}' \) runs only over \( i_1, \ldots, i_{N-1} \) such that
\[ i_1, \ldots, i_{N-1} \geq 0, \quad \{i_1, \ldots, i_{N-1}\} \neq 0, \quad \sum_k i_k = n \mod 2, \quad (4.11) \]

while \( \mu_i, \zeta \) are constants. By performing the gaussian integration for several fixed values of \( M_i \), the coefficients \( \mathcal{F} \) appearing in (4.10) can be computed exactly. By combining the two expansions (4.9), (4.10) it follows that the small \( T_i \) expansion of the genus \( g \) free energy
\[ F_g^D(T_1, \ldots, T_{N-1}) \quad (4.12) \]

is determined by \( \mathcal{F}_{g,i_1,\ldots,i_{N-1}} \). For instance we have (see appendix A for more details)
\[ F_0^D(T_1, \ldots, T_{N-1}) = \sum_{i=1}^{N-1} \left( \frac{1}{2} T_i^2 \log T_i \right) + \sum_{i_1, \ldots, i_{N-1}}' \mathcal{F}_{0,i_1,\ldots,i_{N-1}} T_1^{i_1} \ldots T_{N-1}^{i_{N-1}}. \quad (4.13) \]

Let us start by applying these techniques to compute the genus zero free energy (4.13) of the matrix model (4.3). We obtain
\[ F_0^D(T_1, \ldots, T_{N-1}) = \sum_{j=1}^{N-1} \left[ \frac{T_j^2}{2} \left( \log \left( \frac{T_j}{c_j} \right) - \frac{3}{2} \right) \right] + \sum_{i<j} T_i T_j (a_{ij} + \mathcal{O}(T_i^3)), \quad (4.14) \]

where
\[ a_{ij} = \cos \left( \frac{\pi (i-j)}{N} \right) - 1, \quad \cos \left( \frac{\pi (i+j)}{N} \right) - 1, \quad (4.15) \]
\[ c_j = 4 \sin \left( \frac{\pi j}{N} \right)^3 / \sin \left( \frac{\pi}{N} \right), \]
and $\mathcal{O}(T^3_i)$ are the so called instantons corrections to the prepotential and are computed in appendix A. The result in \(4.14\) and \(4.15\) agrees with the computation of the $SU(N)$ $\mathcal{N} = 2$ prepotential obtained in [62–65]. In particular the off diagonal terms of the prepotential namely

$$\sum_{i<j} T_i T_j \log (a_{ij})$$

\(4.16\)

have been computed for $SU(N)$ gauge theories in [64, 65]. We checked that our result \(4.15\) agrees with the one of [64, 65] namely

$$\log (a_{ij}) = 2\pi i \tau_{ij}^{D},$$

\(4.17\)

where $\tau_{ij}^{D}$ is defined in [65].

Let us now look at the instanton part of the prepotential. The case $SU(2)$ was discussed in details in [19] where it was shown that the matrix model \(4.3\) matches the existing results in the gauge theory literature which include higher genus $F_g$ computations as well. For $SU(3)$ several computations have been performed in the 90’s on the gauge theory side in particular in [62]. As explained in appendix A the matrix model \(4.3\) reproduces all these results. For generic $SU(N)$ theories the first instanton correction to (4.14) was computed in [63]. We have checked explicitly that the matrix model \(4.3\) reproduces the results of [63] if $N = 4$ and $N = 5$.

As an additional observation we briefly comment on other proposals for matrix models describing $SU(N)$ SYM theories. Let us first underline that all of them aim to describe the gauge theory partition function in the weak coupling electric frame while the one proposed here computes the gauge theory partition function in the strongly coupled magnetic frame.

The idea of computing partition functions of supersymmetric gauge theories as matrix models goes back to the work of Dijkgraaf-Vafa [68]. Even though the original formulation applies to $\mathcal{N} = 1$ theories, one can obtain some results in $\mathcal{N} = 2$ theories as well (see for instance [69]). In the case of $d = 4$, $\mathcal{N} = 2$, $SU(N)$ theories it was found in [70] that these matrix models are expected to reproduce only the first few terms in the perturbative expansion of the gauge theory, namely only $F_0$ and $F_1$. Our models instead reproduce the full dual free energies $F^D_g$s of the gauge theory in the self-dual $\Omega$ background. For instance in the $SU(2)$ case we have checked explicitly that the genus $g$ free energies $F^D_g$ of \(4.3\) agree with those of the gauge theory (computed in [71]) up to genus $g = 4$.

On the other hand a different class of models was also proposed for instance in [72]. These proposals are very different from our one and are constructed by elaborating from the Nekrasov partition function itself. This leads to formal models which are not well defined beyond perturbation theory. Our matrix models instead, as well as the ones in [19, 23, 38, 56], are obtained by quantizing mirror curves and in particular without using Nekrasov results. Therefore the fact that we reproduce the gauge theory expansion is highly--non trivial. Moreover our models are well-defined matrix models also beyond perturbation theory i.e. at finite $M$ and finite $g_s$ as it is manifest from \(4.3\) and \(3.23\).

### 4.2 Operator theory

In this subsection we give an explicit expression for the operators behind the dual four dimensional limit of the the $Y^{N,0}$ geometry. By using the Cauchy identity we can rewrite the matrix model

\[4.3\]
where $M$ analytic in the $x$'s. Notice that the operators $A_j$ of the topological string free energy. For instance in the case of the $SU_6$ in the self–dual background has a spectral determinant interpretation, namely

$$Z_{4d}^d = e^{-\frac{N-2}{4N^2} \sum_{i=1}^N \Lambda_i} \prod_{i=1}^N A_1(x_i, x_{\sigma(i)}) \prod_{i=1}^N A_2(x_i, x_{\sigma(i)}) \cdots \prod_{i=1}^N A_{N-1}(x_i, x_{\sigma(i)})$$

(4.18)

where $M = \sum_{i=1}^{N-1} M_i$ and

$$A_j(x, y) = f_{4d}(x + \frac{i\pi(4j-N-2)}{2N}) f_{4d}(y + i\pi \frac{N-2}{2N}), \quad j = 1, \cdots, N - 1$$

(4.19)

with

$$f_{4d}(u) = \exp \left( -\frac{1}{2g_s \sin \left( \frac{\pi}{N} \right)} \cosh(u) \right).$$

(4.20)

These are the kernels (in the momentum representation) of the following operators

$$A_1 = e^{-\frac{N-2}{4N^2} \sum_{i=1}^N \Lambda_i} \prod_{i=1}^N A_1(x_i), \quad A_j = P_j A_1, \quad P_j = e^{\frac{(j-1)}{N} q}, \quad j = 1, \cdots, N - 1, \quad [q, p] = 2\pi i$$

(4.21)

Hence

$$\sum_{M_i \geq 0} x_1^{M_1} \cdots x_{N-1}^{M_{N-1}} Z_{4d}^d (M_1, \cdots, M_{N-1}) = \det (1 + x_1 A_1 + \cdots + x_{N-1} A_{N-1})$$

(4.22)

where, in terms of the dictionary (4.1), we have

$$x_i = e^{-a/(2N\pi)} G_i.$$  

(4.23)

Notice that the operators $A_j$ are of trace class hence the determinant (4.22) is well defined and analytic in the $x_i$'s. Furthermore by combining [15, 19, 23] with the above computation, it follows that the Nekrasov–Okounkov [10] partition function $Z^{NO}$ for pure $d = 4$, $N = 2$, $SU(N)$ SYM in the self–dual background has a spectral determinant interpretation, namely

$$Z^{NO}(x_1, \cdots, x_{N-1}, \Lambda, \epsilon) = \mathcal{N}(\Lambda, \epsilon) \det (1 + x_1 A_1 + \cdots + x_{N-1} A_{N-1}),$$

(4.24)

where $\mathcal{N}(\Lambda, \epsilon)$ is a non–vanishing proportionality constant. From the topological string viewpoint this constant is related to the constant map contribution as well as the classical polynomial part of the topological string free energy. For instance in the case of $SU(2)$ we have [19]

$$\mathcal{N}(\Lambda, \epsilon) = e^{-A^2/(4\pi^2\epsilon^2)} \left( \frac{\Lambda}{4\pi\epsilon} \right)^{1/4} e^{-\frac{\Lambda}{2}\log 2 - 3\epsilon(-1)}.$$  

(4.25)

---

In this identification one has to be careful in imposing a suitable domain of definition on the parameters $x_i$ in the l.h.s. on the equality. For instance in the $SU(2)$ case we usually consider $\sigma \neq \mathbb{Z}/2$ otherwise an appropriate regularisation of $Z^{NO}$ could be required (see [19]).
Hence the spectrum of the above operators is completely determined by the $\mathcal{N} = 2$, $SU(N)$ SYM in the self–dual $\Omega$ background. Moreover, as discussed in section 2.3 the spectral determinant representations of the NO partition function determines its exact S-duality transformation. In the $SU(2)$ case this is given by (2.28) and a similar behaviour also holds in the $SU(N)$ case. Indeed we have

$$Z_{4d}^{\mathcal{N}}(M_1, \cdots, M_{N-1}) = \frac{1}{(2\pi)^{N-1}} \oint_0^1 \frac{dx_1}{x_1^{M_1+1}} \cdots \oint_0^1 \frac{dx_{N-1}}{x_{N-1}^{M_{N-1}+1}} \det (1 + x_1 A_1 + \cdots + x_{N-1} A_{N-1}).$$

(4.26)

By combining (4.26) with (4.24) one obtains the exact S-duality transformation which generalises (2.28) in the higher rank case. Notice that, after a suitable parametrization, the classical version of

$$1 + \sum_{i=1}^{N-1} x_i A_i = 0$$

(4.27)

coincides with the classical $SU(N)$ Seiberg-Witten curve, namely

$$z + z^{-1} - v^N + \sum_{i=0}^{N-2} x_{N-1-i} v^i = 0,$$

(4.28)

where we used

$$z + z^{-1} = 2 \cosh(q/2) \exp \left[ -\frac{N-2}{2N} q + \frac{N A}{\pi^* \epsilon} \cosh p \right] + e^{-q}, \quad v = e^{-q/N}. \quad (4.29)$$

As an additional observation we recall that in the pure $SU(2)$ case the determinant (4.24) corresponds to the $\tau$ function of the Painlevé III$_3$ [19, 24, 41]. Moreover, by changing the matter content of the $SU(2)$ theory, we recover the $\tau$ function for the other Painlevé equations [9]. It is therefore natural to expect that in the generic $SU(N)$ case (4.24) provides the solution for an isomonodromy problem which generalizes the one related to Painlevé equations.

According to [9] the connection of which one has to study the isomonodromy problem is obtained from the Hitchin system describing the relevant Seiberg-Witten geometry. In the forthcoming subsection 4.3 we will describe the isomonodromy problem associated to the one-period phase of the matrix model (4.3) which as we will see give rise to the closed Toda chain equations. We remark that in order to get the appropriate connection one has to consider Hitchin’s system on a cylinder: this is in line with the findings of 4d/2d correspondence discussed in [69] which naturally connects the isomonodromy problem to $tt^*$ equations [73].

4.3 The one period phase

Let us consider the particular point in the moduli space of the $SU(N)$ theory where only one dual period is non vanishing. We can think of this point as a 1-period deformation of the strong coupling singularity described in [74]. At this singularity the $N-1$ monopoles become massless and the dual periods of the $SU(N)$ Seiberg–Witten curve vanish

$$a^{(k)}_D = 0, \quad k = 1, \cdots N - 1.$$  

(4.30)

If we keep only one non–vanishing period, namely

$$a^{(1)}_D \neq 0,$$  

(4.31)
the partition function is described by the following one-cut matrix model

\[ Z_{4d}^{(1)}(M) = \frac{1}{M!} \int \frac{d^M x}{(2\pi)^M} \prod_{i=1}^{M} e^{-\frac{1}{g_s} \cosh(x_i)} \frac{\prod_{i<j} 4 \sinh\left(\frac{x_i-x_j}{2}\right)^2}{\prod_{i,j} 2 \cosh\left(\frac{x_i-x_j}{2} + i\pi \beta\right)}, \quad \beta = \frac{2-N}{2N}. \] (4.32)

This matrix model computes the fermionic spectral traces of the following kernel

\[ K(x, y) = e^{-\cosh(x)/2g_s} \frac{1}{4\pi \cosh\left(\frac{x-y}{2} - i\pi (N-2)/2N\right)} e^{-\cosh(y)/2g_s}, \quad x, y \in \mathbb{R}, \] (4.33)

namely

\[ Z_{4d}^{(1)}(M) = \sum_{\sigma \in S_M} (-1)^{\sigma} \frac{1}{M!} \int q^M x \prod_{i=1}^{M} K(x_i, x_{\sigma(i)}). \] (4.34)

Hence, it follows from [75] that

\[ q_k = \log \left[ \det(1 - \kappa e^{2(k+1)i\pi/N} K) / \det(1 - \kappa e^{2ki\pi/N} K) \right], \quad k \in \mathbb{Z} \] (4.35)

fulfills the first equation of Toda hierarchy which reads

\[ q''_\ell + \frac{1}{t} q'_\ell = e^{q_{\ell-1}} - e^{q_{\ell+1}} - q_\ell, \] (4.36)

where

\[ t = (2 \sin (\pi/N) g_s)^{-1}. \] (4.37)

It was found in [76, 77] that (4.36) arises as compatibility condition for the isomonodromy deformations of an SL(\(N, \mathbb{C}\)) connection on a cylinder with regular singularities at zero and at infinity. This agrees with our general expectation (see discussion at the end of the previous subsection) and it gives a concrete relation between the SU(\(N\)) matrix models presented above and the tt* equations of [73]. More precisely, by considering the \(N\)-covering \(z = w^N\) of the SW geometry (4.28) one gets the radial component of the Hitchin’s connection as (see Chapter 5 of [78])

\[ A = \frac{\partial}{\partial r} q + w^{-1} \left( e^{-\alpha_0 q} E_{-\alpha_0} + \sum_{\alpha \text{ simple}} e^{\alpha q} E_\alpha \right) + w \left( e^{-\alpha_0 q} E_{\alpha_0} + \sum_{\alpha \text{ simple}} e^{\alpha q} E_{-\alpha} \right) \] (4.38)

where \(q = \text{diag}(q_0, \ldots, q_{N-1})\) is subject to the traceless condition \(q_0 + \ldots + q_{N-1} = 0\) and \(\alpha\)'s are the roots of \(\hat{A}_{N-1}\) algebra, \(\alpha_0\) being the one associated to the affinization. The above is precisely the connection whose isomonodromy problem gives rise to closed Toda chain equations as explained in [76, 77]. Notice that this is describing the tt* geometry of the Landau-Ginzburg model whose potential is associated to the \(A_{N-1}\) singularity. In the one-period case one considers isomonodromy with respect to the length of the cylinder which corresponds to the Yang-Mills coupling of gauge theory. We expect the higher times of Toda hierarchy to be related with the insertion of local observables giving rise to new terms in the potential of the kind \(T_n \cosh(nx)\), \(T_n\) being related to higher times of Toda hierarchy. On the other hand, the full isomonodromy problem considering Whitham deformations of the Hitchin’s system [79–85] should give rise to a system of PDEs satisfied by the gran-canonical partition function of the full matrix model (4.3).
In the particular case of $N = 2$ the partition function (4.32) becomes the well studied polymer matrix model [24, 67, 86–88] and we have

$$q_k = q_{k+2} = -q_{k+1}. \tag{4.39}$$

As expected (4.36) becomes the sinh form of the Painlevé III equation

$$q''_0 + \frac{1}{t}q'_0 = e^{2q_0} - e^{-2q_0}. \tag{4.40}$$

Interestingly this is not the first time than the matrix model (4.32) appeared in the literature, indeed it is of the same type as the one considered by Kostov in [89] to describe the 6-vertex model. In [90] it was shown that such a matrix model can be evaluated exactly for fixed values of $M$ and $\hbar$ by using a TBA system which generalizes the one of [24, 87, 91]. Moreover in [92] it was argued that the matrix model (4.32) computes the partition function of $SU(M) \mathcal{N} = 1^*$ SYM in 5 dimensions. More precisely to relate (4.32) to [92] we need the following dictionary

$$\frac{2\pi}{N} = Rm, \tag{4.41}$$

where in the context of [92] $R$ is the radius of the fifth dimension and $m$ the mass. To our knowledge this is a curious coincidence. Moreover if we rescale

$$x \rightarrow 2x\pi/N$$

and we take $N \rightarrow \infty$ then (4.32) reduces to the D-particle matrix model studied in [93] where the authors show that the corresponding spectral determinant is related to the $\tau$ function of the KP hierarchy. We also observe that in [94] a similar type of model, but with a slightly different contour, was used in to compute the partition function of the one dimensional reduction of $\mathcal{N} = 1$ $SU(M)$ SYM on a circle of radius $\beta$ with insertion of a source term. The same matrix model was also used in the context of 2d black hole in [95]. It would be interesting to understand if this is just a mathematical coincidence or if there is a deeper physical meaning.

5 Conclusions

In this paper we proposed a matrix model computing the partition function of $d = 4$, $\mathcal{N} = 2$, $SU(N)$ SYM in the magnetic frame, coupled to self-dual $\Omega$ background. In particular the ‘t Hooft expansion of this matrix model reproduces the genus expansion of the gauge theory in the magnetic frame. Our method relies on the formalism developed in [23] for the quantization of higher genus mirror curves and as a consequence it provides a spectral determinant representation for the four dimensional Nekrasov–Okounkov partition function in the case of higher rank gauge theories, generalizing the results of [19]. Such a spectral determinant representation also provides exact S-duality transformation properties for the pure gauge theory, which we have spelled out in detail in the $SU(2)$ case, see (2.28).

As explained in [19], when the gauge group is $SU(2)$ the matrix model (4.3) coincides with a well known $O(2)$ matrix model [89, 96] which is related to the 2d Ising model and the physics of 2d self–avoiding polymers. It would be interesting to see if the higher rank matrix model (4.3) can be connected to statistical systems too.

In the one-period phase, the spectral determinants (4.35) satisfy Toda lattice equation, see subsection 4.3. We expect the corresponding hierarchy of differential equations to be satisfied...
by the spectral determinants associated to the generating function of the local chiral observables (see for instance [97]). It would be interesting to further explore this aspect. Also it is worth investigating the insertion of surface operators (see for instance [98]) and their description in the magnetic phase of the gauge theory as eigenfunctions of the quantum operators arising from the dual four-dimensional limit of the non-perturbative open topological strings [18].

Furthermore the matrix models proposed here are obtained by combining the quantization of mirror curves with the Fermi gas formalism [15, 19, 23, 45, 56], however it would be important to derive them directly in gauge theory.

Another interesting point would be to prove explicitly that the higher rank NO partition function is proportional to a suitably defined \( \tau \) function for the isomonodromy problem related to the Hitchin’s integrable system corresponding to the \( SU(N) \) SW geometry. Finally, the extension of our results to gauge theories coupled to matter is still to be worked out. We hope to report on this in the near future.
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A More on the \( SU(3) \) and \( SU(4) \) matrix models

In this appendix we provide some details of computation for the \( SU(3) \) and \( SU(4) \) cases. More precisely we test by an explicit computation that the matrix model (4.3) for \( N = 3 \) reproduces the prepotential of \( \mathcal{N} = 2 \) \( SU(3) \) SYM as given in [62]. For \( SU(4) \) we cross-check our results by comparing with [63].

Let us start with the \( SU(3) \) case. The matrix model (4.3) is a 2-cuts model which reads

\[
Z_{3}^{4d}(M_{1}, M_{2}) = \frac{1}{M_{1}!M_{2}!} \int \frac{d^{M}x}{(2\pi)^{M}} \prod_{i=1}^{M_{1}+M_{2}} e^{-\frac{M}{\pi} \sin(\frac{\pi}{3}) \cosh(x_{i})} \times \prod_{1 \leq i < j \leq M} 2 \sinh \left( \frac{x_{i}-x_{j}}{2} + \frac{1}{2}(d_{i} - d_{j}) \right) 2 \sinh \left( \frac{x_{i}-x_{j}}{2} + \frac{1}{2}(f_{i} - f_{j}) \right) \prod_{i,j=1}^{M} \cosh \left( \frac{x_{i}-x_{j}}{2} + \frac{1}{2}(d_{i} - f_{j}) \right),
\]

(A.1)

where

\[
d_{i} = \begin{cases} 
-\frac{i\pi}{3} & \text{if } i \leq M_{1}, \\
0 & \text{if } i > M_{1},
\end{cases} \quad f_{i} = \begin{cases} 
0 & \text{if } i \leq M_{1}, \\
-\frac{i\pi}{3} & \text{if } i > M_{1}.
\end{cases}
\]

(A.2)
By using standard techniques in matrix models (see for instance [61, 66, 67]) we can write the small $g_s$ expansion of a 2-cuts matrix model as (4.10). In our case this becomes

$$
\log(Z_{3,4}^{D}(N_1, N_2)) = F_{g}^{D}(N_1, N_2)
$$

$$
= g_s^2 \left( \frac{1}{2} T_1^2 \left( \log(T_1/3) - \frac{3}{2} \right) + \frac{1}{2} T_2^2 \left( \log(T_2/3) - \frac{3}{2} \right) - (T_1 + T_2) - T_1 T_2 \log 4 \right)
$$

$$
+ g_s \left( N_1^2 F_{0,3,0} + N_1^2 N_2 F_{0,2,1} + N_1 N_2^2 F_{0,1,2} + N_1 F_{1,1,0} + N_2^3 F_{0,0,3} + N_2 F_{1,0,1} \right)
$$

$$
+ g_s^2 \left( N_1^3 F_{0,4,0} + N_1^2 N_2 F_{0,3,1} + N_1 N_2^2 F_{0,2,2} + N_2^3 F_{1,2,0} + N_1 N_2^2 F_{0,1,3}
\right.

$$

$$
+ N_1 N_2 F_{1,1,1} + N_2^4 F_{0,0,4} + N_2^3 F_{1,0,2} + F_{2,0,0}\right)
$$

$$
+ g_s^3 \left( F_{0,0,5} (N_1^5 + N_2^5) + F_{0,1,4} (N_1^4 N_2 + N_1 N_2^4) + F_{1,0,3} (N_1^3 + N_2^3) + F_{1,1,2} (N_1^2 N_2 + N_1 N_2^2)
\right.

$$

$$
\left. + F_{2,0,1} (N_1 + N_2) \right) + O(g_s^4),
$$

(A.3)

where $F_{g,i,j}$ determine the weak coupling expansion of the free energy $F_g^D$ and we used

$$
T_i = g_s N_i
$$

(A.4)

and $g_s$ is defined in (4.5). As it is manifest from (A.1) the matrix model is symmetric under $T_1 \leftrightarrow T_2$. Then from (4.9) and (4.10) we have

$$
F_{0}^{D}(T_1, T_2) = \frac{1}{2} T_1^2 \left( \log(T_1/3) - \frac{3}{2} \right) + \frac{1}{2} T_2^2 \left( \log(T_2/3) - \frac{3}{2} \right) - (T_1 + T_2) - T_1 T_2 \log 4
$$

$$
+ \left( F_{0,3,0}(T_1^3 + T_2^3) + F_{0,1,2}(T_1^2 T_2 + T_1 T_2^2) \right)
$$

$$
+ \left( F_{0,0,4}(T_1^4 + T_2^4) + F_{0,1,3}(T_1^3 T_2 + T_1 T_2^3) + F_{0,2,2}(T_1^2 T_2^2) \right)
$$

$$
+ \left( F_{0,0,5}(T_1^5 + T_2^5) + F_{0,1,4}(T_1^4 T_2 + T_1 T_2^4) + F_{0,2,3}(T_1^3 T_2^3 + T_1 T_2^3) \right) + O(T^6).
$$

(A.5)

By computing $Z(N_1, N_2)$ for various values of $N_1, N_2$ we can fix the $F_{n,i,j}$ coefficients in (A.3). It follows that

$$
F_{0}^{D}(T_1, T_2) = \frac{1}{2} T_1^2 \left( \log(T_1/3) - \frac{3}{2} \right) + \frac{1}{2} T_2^2 \left( \log(T_2/3) - \frac{3}{2} \right) - (T_1 + T_2) - T_1 T_2 \log 4
$$

$$
- \frac{1}{4} (T_1^3 + T_2^3) + \frac{3}{4} (T_1^2 T_2 + T_1 T_2^2)
$$

$$
+ \frac{11}{36} (T_1^4 + T_2^4) - \frac{23}{16} (T_1^3 T_2 + T_1 T_2^3) - \frac{21}{16} T_1^2 T_2^2
$$

$$
- \frac{14}{27} (T_1^5 + T_2^5) + \frac{731}{192} (T_1^4 T_2 + T_1 T_2^4) + \frac{47}{16} (T_1^3 T_2^2 + T_1^2 T_2^3)
$$

$$
+ \frac{127 T_1^6}{108} - \frac{18299 T_1^5 T_2}{1536} - \frac{10105 T_1^4 T_2^2}{1536} - \frac{2777 T_1^3 T_2^3}{384} - \frac{10105 T_1^2 T_2^4}{1536}
$$

$$
- \frac{18299 T_1 T_2^5}{1536} + \frac{127 T_1^6}{108} + O(T^7)
$$

(A.6)
which matches the gauge theory result of [62] once we identify the ‘t Hooft parameters of the matrix model with the dual periods. Moreover, given the matrix model expression (A.1), it is relatively easy to compute $F^D_g$ for higher genus as well and, to our knowledge, these are not known in the gauge theory literature. For instance we have

$$
F^D_1(T_1, T_2) = -\frac{1}{12} \log(T_2 T_1) + \frac{13T_1 T_2}{16} + \frac{5}{24} (T_1 + T_2) - \frac{35}{144} (T_1^2 + T_2^2) + \frac{47}{108} (T_1^3 + T_2^3)
- \frac{413}{192} (T_1^2 T_2 + T_1 T_2^2) - \frac{235}{288} (T_1^4 + T_2^4) + \frac{9307}{1536} (T_1^3 T_2 + T_2^3 T_1)
+ \frac{2095}{768} T_1^2 T_2^2 + O(T^5).
$$

Likewise

$$
F^D_2(T_1, T_2) = -\frac{1}{240} (T_1^{-2} + T_2^{-2}) + \frac{7}{384} (T_1 + T_2) + \frac{31}{24} T_1 T_2 - \frac{893}{3456} (T_1^2 + T_2^2) + O(T^3),
$$

and similarly for higher genus free energies.

For the $SU(4)$ theory the matrix model (4.3) reads

$$
Z_{4}^{M}(M_1, M_2, M_3) = \frac{1}{M_1! M_2! M_3!} \left( \int \frac{d^M x}{(2\pi)^M} \prod_{i_1=1}^{M_1} e^{-\frac{4\pi i}{\pi} \sin\left(\frac{\pi}{4}\right) \cosh(x_{i_1})} \prod_{i_2=1+M_1}^{M_1+M_2} e^{-\frac{4\pi i}{\pi} \sin\left(\frac{3\pi}{4}\right) \cosh(x_{i_2})} \prod_{i_3=1+M_1+M_2}^{M_1+M_2+M_3} e^{-\frac{4\pi i}{\pi} \sin\left(\frac{5\pi}{4}\right) \cosh(x_{i_3})}ight)
\left( \prod_{1 \leq i < j \leq M} 2 \sinh\left(\frac{x_i - x_j}{2} + \frac{1}{2} (d_i - d_j)\right) 2 \sinh\left(\frac{x_i - x_j}{2} + \frac{1}{2} (f_i - f_j)\right) \right)
\left( \prod_{1 \leq i < j \leq M} \cosh\left(\frac{x_i - x_j}{2} + \frac{1}{2} (d_i - f_j)\right) \right),
$$

where

$$
d_i = \begin{cases} 
-\frac{i\pi}{2} & \text{if } 1 \leq i \leq M_1, \\
-\frac{3\pi}{4} & \text{if } 1 + M_1 \leq i \leq M_1 + M_2, \\
0 & \text{if } i > M_1 + M_2.
\end{cases}
$$

and $f_j = -\frac{1}{2} i \pi - d_j$. The corresponding genus zero free energy reads

$$
F^D_0(T_1, T_2, T_3) = \frac{1}{2} T_1^2 \left( \log\left(\frac{T_1}{2}\right) - \frac{3}{2} \right) + \frac{1}{2} T_2^2 \left( \log\left(\frac{T_2}{2}\right) - \frac{3}{2} \right) + \frac{1}{2} T_3^2 \left( \log\left(\frac{T_3}{4\sqrt{2}}\right) - \frac{3}{2} \right)
- T_1 - \sqrt{2} T_2 - T_3 - T_2 T_1 \log(2) + T_2 T_1 \log(3 - 2\sqrt{2}) + T_2 T_3 \log(3 - 2\sqrt{2})
- \frac{1}{2} T_1^3 + \sqrt{2} T_2 T_1^2 + \frac{1}{4} T_3 T_1 + \frac{1}{4} T_2^2 T_1 + \sqrt{2} T_2 T_3^2 + T_2^2 T_3 - \frac{T_3^3}{2} - \frac{T_2^3}{4\sqrt{2}}
+ \frac{3 T_1^4}{4} - 3 \sqrt{2} T_1 T_2^2 - \frac{T_1 T_2 T_3}{16} - \frac{5 T_1^2 T_2}{2} - \frac{5 T_2^3 T_3}{2\sqrt{2}} - \frac{5 T_1^2 T_3}{2\sqrt{2}} - \frac{2 T_1 T_2 T_3}{8} + \frac{5 T_2^3}{64}
- \frac{5 T_1^2 T_2^2}{16} - \frac{T_1 T_3^2}{16} - \frac{T_1^3 T_3}{2\sqrt{2}} - \frac{5 T_1^2 T_3}{2\sqrt{2}} - \frac{5 T_2^2 T_3}{2\sqrt{2}} - 3 \sqrt{2} T_2 T_3^2 + \frac{3 T_1^4}{4} + O(T^5)
$$

(A.11)
This agrees with [63]. From (A.9) one can also compute higher genus contributions, for instance

\[
F_1^D(T_1, T_2, T_3) = -\frac{1}{12} \log (T_2 T_1 T_3) + \frac{3T_1}{8} + \frac{T_2}{8 \sqrt{2}} + \frac{3T_3}{8} - \frac{11T_1^2}{16} + \frac{11T_1 T_2}{4 \sqrt{2}} + \frac{5T_1 T_3}{16} - \frac{3T_2^2}{64} \\
+ \frac{11T_2 T_3}{4 \sqrt{2}} - T_2 \frac{11}{16} + O(T^3).
\]

Likewise

\[
F_2^D(T_1, T_2, T_3) = -\frac{1}{240} (T_1^{-2} + T_2^{-2} + T_3^{-2}) + \frac{5T_1}{128} + \frac{T_2}{256 \sqrt{2}} + \frac{5T_3}{128} + O(T^2).
\]
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