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Abstract—We study the richness of the ensemble of graphical structures (i.e., unlabeled graphs) of the one-dimensional random geometric graph model defined by $n$ nodes randomly scattered in $[0,1]$ that connect if they are within the connection range $r \in [0,1]$. We provide bounds on the number of possible structures which give universal upper bounds on the structural entropy that hold for any $n$, $r$ and distribution of the node locations. For fixed $r$, the number of structures is $\Theta(a^{2n})$ with $a = a(r) = 2 \cos \left( \frac{\pi}{2r} \right)$, and therefore the structural entropy is upper bounded by $2n \log_2 a(r) + O(1)$. For large $n$, we derive bounds on the structural entropy normalized by $n$, and evaluate them for independent and uniformly distributed node locations. When the connection range $r_n$ is $O(1/n)$, the obtained upper bound is given in terms of a function that increases with $n r_n$ and asymptotically attains 2 bits per node. If the connection range is bounded away from zero and one, the upper and lower bounds decrease linearly with $r$, as $2(1-r)$ and $(1-r) \log_2 e$, respectively. When $r_n$ is vanishing but dominates $1/n$ (e.g., $r_n \propto \ln n/n$), the normalized entropy is between $\log_2 e \approx 1.44$ and 2 bits per node. We also give a simple encoding scheme for random structures that requires 2 bits per node. The upper bounds in this paper easily extend to the entropy of the labeled random graph model, since this is given by the structural entropy plus a term that accounts for all the permutations of node labels that are possible for a given structure, which is no larger than $\log_2 (n!) = n \log_2 n - n + O(\log_2 n)$.

Index Terms—Random geometric graph, entropy, graphical structure, graph isomorphism, maximal cliques, graph compression.

I. INTRODUCTION

Graphs are important mathematical structures used in network science for representing and analysing systems composed of multiple entities (represented by the nodes of the graph) that are related or interact in some sense (indicated through edges that connect some pairs of nodes). There are a multitude of applications in various disciplines, including biological systems (e.g., protein-protein interactions, neuronal networks), information networks (computer networks, wireless sensor networks), social networks, economic networks, etc.

Several random graph models whose typical instances are representative of real-world networks exist in the literature [1], [2]. The Erdős-Rényi model where edges between $n$ nodes are drawn independently with probability $p$ is an emblematic basic model that is convenient for theoretical analysis, although it does not exhibit important properties of real networks, such as transitivity, clustering, or inhomogeneity.

As many real networks are increasingly large, the storage or transmission of graphs and data on graphs becomes problematic. It thus becomes important to quantify the amount of information embodied in networks and develop efficient methods of representing graphs and data associated with them compactly by exploiting any potential statistical redundancy. From an information theoretical perspective, the limit to compression of random graphs is the entropy of the graph distribution, according to Shannon’s source coding theorem. The case of the Erdős-Rényi model is simple, as the random graph can be treated as a collection of $2^n$ independent binary sources, such that the entropy is $(2^n) h(p)$ with $h(p) = -p \log_2 p - (1-p) \log_2 (1-p)$. More realistic random graphs, however, exhibit intricate dependencies which makes exact computation complicated.

Graphical data are structurally different from the conventional linearly ordered arrays (time series or higher-dimensional data [3]), in that they have an intrinsic graph structure. A relevant question is how much of the complexity of a graph is structural, i.e., pertaining to the intrinsic graph structure, and how much of it is data complexity related to the labels carried by the nodes for given structure (equivalently, how informative the random structure is about the labels of the graph). Furthermore, there are cases in which it is not necessary to distinguish between the nodes, i.e., their identities are irrelevant. For example, many of the graph properties (e.g., node degrees, connectedness, $k$-connectivity, etc.) depend on the structures in the ensemble, and not on the labels of the nodes. In such cases, one may be interested in storing or transmitting only the structural information relevant for reconstructing the unlabelled graph (i.e., up to graph isomorphisms). That is, the focus is on the graph structures and the problem is of compressing graphs with node labels removed.

The entropy gives the information-theoretic minimal representation of a labeled or unlabeled random graph when there are no constraints on the compressed representation. However, practical applications may impose certain constraints. For example, in data analysis, the compressed representation may have to be queryable for particular graph properties. Still, since the entropy gives the fundamental lower limit for any compression scheme, theoretical analysis of the entropy of labeled or unlabeled random graphs is useful, e.g., for studying the performance deviation of compression with practical constraints from unconstrained compression.
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Computation of unlabeled graphs was addressed by Turán [4] more than three decades ago, who showed that unlabeled planar graphs can be represented (optimally within a constant factor) using $12n$ bits and gave an asymptotically optimal encoding of labeled planar graphs that requires $n\lceil \log_2 n \rceil + 12n$ bits. Turán also suggested a lower bound on the number of bits in the representation of general unlabeled graphs of $\binom{n}{2} - n \log_2 n + O(n)$ and raised the problem of finding an efficient (i.e., computable in polynomial time) coding method. This problem was solved a few years later by Naor [5], who proposed a linear-time encoding method that is optimal up to the $O(n)$ term. More recently, Choi & Szpankowski [6], [7] addressed computation of unlabeled graphs (which they name graphical structures) for the Erdős-Rényi model and showed that the corresponding Shannon entropy (coined structural entropy) is $\binom{n}{2} h(p) - n \log_2 n + O(n)$. Note the $n \log_2 n$ reduction of the entropy compared to the entropy of labeled Erdős-Rényi graphs. A similar study of entropy as a measure of structural complexity is performed in [8] for random binary trees. Motivated by the fact that real networks are inhomogeneous and exhibit cluster structures, properties that are not captured by the Erdős-Rényi model, [9] studies fundamental limits on the compression of the stochastic block model (SBM) with labeled vertices, [10] proposes a universal graph compressor for SBM, whereas [11] investigates limits for compressing data on SBM graphs. The structural entropy and the compression of preferential attachment graphs are addressed in [12] and [13]. In [14], a universal method for compression of sparse graphs and heavy-tailed sparse graphs is proposed and shown to achieve the asymptotically optimal expected code length up to two terms. However, the results in [14] apply to labeled sparse graphs that have a locally tree-like structure, which is not the case with the structures (unlabeled graphs) of the random geometric graph model we consider in this paper.

Since many real-world networks are spatial [15], the random geometric graph (RGG, where pairs of nodes are connected based on the distance between them in some latent space) is often used as a model of practical applications as it captures well the characteristics of information networks, biological systems, social networks, and economic networks. The entropy of spatial graph models was studied in [17], [18], and [19], where simple bounds on the entropy of labelled graphs were obtained based on the subadditivity property of joint entropy; the bounds scale as $n^2$, as in the case of the Erdős-Rényi graph model. However, RGGs have salient features (e.g., strong transitivity) induced by the spatial embedding of the nodes and distance-based connectivity that have not been fully exploited in the aforementioned bounds. This motivates us to investigate the structural complexity of RGGs more closely.

In this paper, we study how rich the ensemble of structures (i.e., unlabeled graphs) of the 1D RGG model is, how its complexity (quantified by the structural entropy) scales with the number of nodes and how the connection range impacts the structural entropy. In Sec. II, we define the considered 1D RGG model, which has $n$ nodes randomly located on $[0, 1]$ and connection range $r$. We also discuss its connectivity and introduce the notions of graphical structures and structural entropy.

In Sec. III, we make a connection between the structure of the 1D RGG and a particular graph, which we call the ordered graph, whose nodes are indexed according to the order of their underlying locations. We show that, up to left-right reversal, the ordered graphs identify the connected graphical structures produced by the 1D RGG model, and the total number of possible structures in the model is upper bounded by the number of ordered graphs. This enables us to characterize in Sec. IV the structural complexity of the 1D RGG model by estimating the number of possible ordered graphs. Based on their representation in terms of maximal cliques, we find that the number of ordered graphs and consequently the number of structures with $n$ nodes is upper limited by the $n$th Catalan number, whereas the number of connected structures is bounded by the $(n - 1)$th Catalan number. We also identify an interesting link between ordered graphs and existing combinatorial objects known as Dyck paths. However, the obtained upper bound does not depend on the connection range $r$, whereas the value of $r$ restricts the number of possible ordered graphs and structures. We then improve upon this result by finding a way to express the exact number of ordered graphs and determining its generating function. Interestingly, the obtained generating function corresponds to a known sequence that gives the number of certain combinatorial objects, including height-restricted Dyck paths and ordered rooted trees. In a similar manner, we additionally find a lower bound on the number of connected ordered graphs, and then obtain that for fixed $r$ the number of structures is $\Theta(a^{2n})$ with $a = a(r) = 2 \cos \left(\frac{\pi}{1 + \sqrt{2}}\right)$. Based on this count, in Sec. V we immediately obtain an upper bound on the structural entropy (Theorem 1), which is asymptotically attained for fixed $r$ and uniform distribution of the structures.

We subsequently establish bounds on the structural entropy in terms of the entropy of the ordered graph. A particularly relevant result is that for connected graphs, the entropy of the ordered graph determines the structural entropy within one bit; this is important, because for independent and uniformly distributed (i.u.d.) points the RGG is connected with probability one, as $n \to \infty$, when the connection range $r_n$ is above the critical threshold $\ln(n)/n$. Thus, the entropy of the ordered graph is an asymptotically precise representation of the structural entropy in that regime. We evaluate the bounds for i.u.d. point locations (which is typically assumed for the 1D RGG), for different scaling regimes of the connection range $r$, as $n$ grows large (Theorem 2). In particular, in the asymptotically connected regime, which is of practical interest and relevance, we find that the normalized structural entropy is somewhere between $\log_2 e \approx 1.44$ and 2 bits per node, when $r_n$ is vanishing, and it is between $\log_2 e(1 - r)$ and $2(1 - r)$ for fixed $r$. We also give a simple encoding scheme for 1D random geometric graphical structures that requires $2n$ bits, i.e., it achieves the obtained upper limit in the asymptotically connected regime.

The upper bounds in this paper easily extend to the entropy of the labeled 1D RGG, since this is no larger than the
structural entropy plus a term that accounts for all the permutations of node labels that are possible for a given structure, which is no larger than \(\log_2(n!) = n\log_2 n - n + O(\log_2 n)\).

II. PRELIMINARIES

A. Graph Model

The one-dimensional random geometric graph \(G_{n,r}\) is constructed by placing \(n\) points randomly on a line segment and connecting by an edge every pair of nodes that are separated by a distance smaller than a threshold \(r\). More formally, assume the \(n\) points have the random locations \(X_1, \ldots, X_n\) in the interval \([0, 1]\). For now, we refrain from defining the (joint) distribution of \(X_1, \ldots, X_n\), since some results shown below are universal. However, we consider only distributions such that each point can belong to any subinterval of \([0, 1]\) with nonzero probability. We will consider the specific case where \(X_1, \ldots, X_n\) are i.i.d. in Theorem 2. The corresponding graph \(G_{n,r}(V,E)\) has the set of vertices \(V = \{1, \ldots, n\}\) and the set of undirected edges \(E = \{(i,j) \in V^2 \mid |X_i - X_j| \leq r, i < j\}\), for a fixed connection range \(r > 0\).

The graph \(G_{n,r}\) depends deterministically on the node locations. However, it does not retain the locations but only the connectivity among the nodes. Also, an infinite number of configurations of locations may be mapped to the same graph. We denote by \(\mathcal{G}_{n,r}\) the set of all possible graphs that are produced by this model, i.e., the support of \(G_{n,r}\). Fig. 1 illustrates two such graphs. The probability distribution of \((X_1, \ldots, X_n)\) induces a distribution of graphs in \(\mathcal{G}_{n,r}\), such that a graph \(G \in \mathcal{G}_{n,r}\) occurs with probability \(P(G)\).

B. Connectivity

A graph is said to be connected if there exists at least one path between every pair of distinct vertices. The connectivity of one-dimensional random geometric graphs has been studied extensively, e.g., see [20] and the references therein. Trivially, \(G_{n,r}\) is connected for \(r \geq 1\), as \(G_{n,r}\) is deterministically a complete graph in that case. For \(r \in (0,1)\) and finite \(n\), the graph is connected with a probability smaller than one in general (e.g., when the random locations have a non-vanishing density on \([0,1]\); for \(X_1, \ldots, X_n\) independent and uniformly distributed, the probability is available in a closed form expression [21], [22].

Most of the works consider the connectivity of \(G_{n,r}\) for large \(n\) and study how the connection range \(r\) should scale with \(n\) to achieve connectivity, i.e., what scaling functions \(r: \mathbb{N} \to \mathbb{R}_+, n \to r_n\), are appropriate. For i.u.d. point locations, the connectivity exhibits a typical behaviour in the sense that there exists a critical range function \(r^*_n = \frac{\ln n}{n}\) such that, as \(n\) becomes large, the graph is connected (or disconnected) with high probability depending on how the scaling \(r\) that is being used deviates from the critical scaling \(r^*\). Specifically, for a connection range function in the form \(r_n = r^*_n + \frac{\alpha_n}{n}\) for some \(\alpha : \mathbb{N} \to \mathbb{R}\), it holds that [20]

\[
\lim_{n \to \infty} P(G_{n,r} \text{ is connected}) = \begin{cases} 
0, & \text{if } \lim_{n \to \infty} \alpha_n = -\infty, \\
1, & \text{if } \lim_{n \to \infty} \alpha_n = \infty.
\end{cases}
\]

For example, a deviation function \(\alpha_n = \pm \ln \ln n\) determines \(G_{n,r}\) to be connected or disconnected with probability one depending on the sign, in the limit of large \(n\). More generally, it is shown in [23] that graph connectivity also obeys a strong zero-one law when the distribution of the point locations has a non-vanishing density.

C. Graphical Structures

The graphical structures produced by the model of Sec. II-A can be defined formally based on the notion of graph isomorphism.

Definition 1 (Structure): Two graphs \(G_1 = (V,E_1) \in \mathcal{G}_{n,r}\) and \(G_2 = (V,E_2) \in \mathcal{G}_{n,r}\) have the same structure, which is denoted as \(G_1 \simeq G_2\), if and only if there exists a graph isomorphism between them, i.e., if and only if there exists an adjacency-preserving permutation of the vertices \(\pi: V \to V\) such that \((i,j) \in E_1 \iff (\pi(i),\pi(j)) \in E_2\), for all \(i,j \in V\).

For example, one can verify that the two graphs in Fig. 1 have the same structure, because the permutation \(\pi(1) = 2, \pi(2) = 3, \pi(3) = 5, \pi(4) = 1\) and \(\pi(5) = 4\) (applied to the vertices in Fig. 1a) is edge preserving.

The relation \(\simeq\) is an equivalence relation, which partitions the set \(\mathcal{G}_{n,r}\) into disjoint equivalence classes. All graphs in an equivalence class have the same structure, while graphs in different classes are structurally different. Thus, one can identify a structure by its defining equivalence class or by a representative member of that class. In the following, we denote by \(S_{n,r}\) the set of all structures of \(\mathcal{G}_{n,r}\).

D. Structural Entropy

The probability distribution of \(G_{n,r}\) with pmf \(P(G), G \in \mathcal{G}_{n,r}\), induces a probability distribution over the set of structures \(S_{n,r}\). Let \(f : \mathcal{G}_{n,r} \to S_{n,r}\) be a deterministic surjection that maps each graph in \(\mathcal{G}_{n,r}\) to its corresponding structure in \(S_{n,r}\). Accordingly, the preimage \(f^{-1}(S)\) of a structure \(S \in S_{n,r}\) is the set of all graphs in \(\mathcal{G}_{n,r}\) that belong to the equivalent class represented by \(S\). Based on the distribution
Fig. 2. The common structure of the graphs depicted in Fig. 1. The nodes are displayed in the order of the point locations and their labels are discarded.

of graphs, the probability of a structure \( S \in \mathcal{S}_{n,r} \) can thus be expressed as

\[
P(S) = \sum_{G \in \mathcal{f}^{-1}(S)} P(G).
\]

The entropy of \( G_{n,r} \) is

\[
H(G_{n,r}) = - \sum_{G \in \mathcal{G}_{n,r}} P(G) \log_2 P(G)
\]

whereas the structural entropy is defined by [7]

\[
H(S_{n,r}) = - \sum_{S \in \mathcal{S}_{n,r}} P(S) \log_2 P(S)
\]

III. STRUCTURES OF \( \mathcal{G}_{n,r} \)

A. Graph Ordering

A one-dimensional random geometric graph is naturally visualised by depicting its nodes in the order of their locations. For example, by doing so, we realize that the graphs in Fig. 1a and 1b have the same structure, which is illustrated in Fig. 2. In the following such a representation of structure is formally justified. For connected structures, we show that each equivalence class can be represented by a particular graph whose nodes are indexed according to the order of the underlying point locations. This special graph, which we call ‘ordered graph’, is then designated as the structure representative. Disconnected structures can be treated as a collection of smaller, connected structures.

**Definition 2 (Ordered Graph):** Let \( X_1, \ldots, X_n \in [0, 1] \) be the random locations of \( n \) points and let \( X_{(1)}, \ldots, X_{(n)} \) be the order statistics of the \( n \) locations, i.e., \( X_{(i)} \) is the \( i \)-th smallest of the \( X_1, \ldots, X_n \). The random graph \( G_{n,r} \) is constructed as in Sec. II-A. We define the ordered graph \( \hat{G}_{n,r} \) as the graph with nodes \( V = \{1, \ldots, n\} \) and edges \( E = \{(i,j) \in V \times V \mid X_{(i)} - X_{(j)} \leq r, i < j\} \).

In the following, \( \hat{G}_{n,r} \) denotes the support of the random ordered graph \( \hat{G}_{n,r} \).

**Lemma 1:** The graphs \( G_{n,r} \) and \( \hat{G}_{n,r} \) are isomorphic.

**Proof:** Let \( \sigma : \{1, \ldots, n\} \to \{1, \ldots, n\} \) be the bijection that reindexes the points in ascending order of their location, such that \( X_{(i)}^{\sigma^{-1}(1)} \leq X_{(i)}^{\sigma^{-1}(2)} \leq \cdots \leq X_{(i)}^{\sigma^{-1}(n)} \), i.e., \( X_{(i)}^{\sigma^{-1}(i)} \equiv X_{(i)} \) is the \( i \)-th order statistic of the random locations. From the definitions of \( G_{n,r} \) and \( \hat{G}_{n,r} \), it can be verified that \( \sigma \) is an edge-preserving permutation and therefore an isomorphism.

B. Maximal Cliques

In the following, an ordered geometric graph is represented in terms of its constituent maximal cliques. A clique of a graph is a subset of the vertices of the graph, such that any two vertices are adjacent, i.e., the subgraph induced by the clique is complete. A clique is maximal if it is not a subset of a larger clique, i.e., no adjacent vertex can be included to extend the clique. The number of maximal cliques of a graph with \( n \) vertices can take any value between one and \( n \), the extremes corresponding to the complete graph and respectively the empty graph (in which case each maximal clique consists of one isolated node).

Ordered graphs have the following basic property.

**Lemma 2:** If nodes \( i, j \), \( i < j \), of \( G_{n,r} \) are connected by an edge, then the set of vertices \( \{i, i+1, \ldots, j\} \) is a clique.

**Proof:** Given that \( (i,j) \) is an edge, \( |X_{(j)} - X_{(i)}| \leq r \). Furthermore, for the order statistic \( (X_{(1)}, \ldots, X_{(n)}) \), it holds that \( |X_{(i)} - X_{(k)}| \leq |X_{(j)} - X_{(i)}| \leq r \), for all \( k,l \in \{i, i+1, \ldots, j\} \). It follows that \( (k,l) \) is an edge, for every \( k,l \in \{i, i+1, \ldots, j\} \), and therefore \( \{i,i+1, \ldots, j\} \) is a clique.

Thus, a maximal clique of \( G_{n,r} \) can be identified by its end-nodes only (i.e., those with lowest and highest indices), so that we denote a maximal clique \( \{a_1 : b_1], \ldots, [a_k : b_k]\} \), where the indices of the end-nodes of the maximal cliques need to satisfy

\[
1 = a_1 < a_2 < \ldots < a_k \leq n,
1 \leq b_1 < b_2 < \ldots < b_k = n,
\]

\[
a_{i+1} \leq b_i + 1, \quad i = 1, \ldots, k - 1.
\]

The above conditions ensure that the maximal cliques cannot include one another, although they may be overlapping, and each vertex belongs to at least one maximal clique. When \( a_{i+1} < b_i \), the \( i \)-th and \( (i + 1) \)-th maximal cliques are overlapping, whereas when \( a_{i+1} = b_i + 1 \) there is a break in the ordered graph between vertices \( b_i \) and \( b_i + 1 \). Also, it is possible that \( a_i = b_i \) for some \( i \), which occurs when node \( a_i \) is isolated and thus constitutes, itself, the \( i \)-th maximal clique. The example in Fig. 3 illustrates the decomposition of an ordered graph into its constituent maximal cliques.

C. Ordered Graphs and Structures

**Lemma 3:** If two different, connected ordered graphs in \( \hat{G}_{n,r} \) are isomorphic, then the “backward identity” \( \pi(i) = n - i + 1 \), for all \( i \in V \), must be an isomorphism between the two ordered graphs.

**Proof:** Let \( G \) and \( G' \) be two connected ordered graphs in \( \hat{G}_{n,r} \), and assume they are different \( (G \neq G') \) and isomorphic \( (G \simeq G') \). We consider their maximal-clique representations \( G = \{[a_1 : b_1], \ldots, [a_k : b_k]\} \) and \( G' = \{[a'_1 : b'_1], \ldots, [a'_{k'} : b'_{k'}]\} \), where the end-nodes satisfy the conditions (5) with the stronger restriction that the strict inequalities \( a_{i+1} < b_i + 1 \) and \( a_{i+1} < b'_i + 1 \) must hold, because the graphs are connected and therefore consecutive maximal cliques must overlap. Note that any isomorphism maps each maximal clique of \( G \) onto a unique maximal clique of \( G' \). Therefore, the two graphs have the same number of maximal cliques, i.e., \( k' = k \).

Moreover, since consecutive maximal cliques are overlapping, any two successive maximal cliques of \( G \) are mapped by any isomorphism onto two consecutive maximal cliques of \( G' \). In particular, noting that the first (i.e., leftmost) maximal clique \( [1 : b_1] \) of \( G \) does not have a preceding maximal clique, it follows that \( [1 : b'_1] \) is mapped onto either \( [1 : b'_1] \).
graphs that have a common structure under left-right reversal. Thus, in general, the number of ordered connected graphs is upper bounded by the set of locations and connection range \( n, r > 0 \) and probability distribution of the node locations. Specifically, we exploit the connection between structure and ordered graphs made in the previous section to find an upper bound on \( |S_{n,r}| \).

**A. Upper Bounds**

Based on the surjection \( f \) defined in Sec. II, the number of structures can be expressed as

\[
|S_{n,r}| = \frac{1}{|f^{-1}(f(G))|}.
\]

where the denominator gives the size of the equivalence class the graph \( G \in G_{n,r} \) belongs to. We will however consider the following alternative expression based on the ordered graphs

\[
|S_{n,r}| = \frac{1}{|f^{-1}(f(G))|} < |\hat{G}_{n,r}|,
\]

because we are able to find an upper limit for the number of ordered graphs. Moreover, the set \( \hat{G}_{n,r} \) is smaller than \( G_{n,r} \). Specifically, we count the number of objects defined through the conditions (5), which gives an upper bound on \( |\hat{G}_{n,r}| \) because every ordered graph must satisfy (5), although the opposite may not necessarily be true (see the discussion in the next subsection). By doing so, we obtain the following upper bound on the number of structures.

**Proposition 2:** For any number of nodes \( n \), spatial distribution of the nodes, and connection range \( r > 0 \), the number of structures in \( S_{n,r} \) is upper bounded by the \( n \)th Catalan number, i.e.,

\[
|S_{n,r}| < c_n = \frac{1}{n+1} \binom{2n}{n} < \frac{4^n}{n^{3/2} \sqrt{\pi}}.
\]

**Proof:** In Appendix A, we show that \( |\hat{G}_{n,r}| \) is upper bounded by the \( n \)th Catalan number. The first inequality holds because \( |S_{n,r}| < |\hat{G}_{n,r}| \), as given in (8). The final strict inequality follows from the upper bound on the central binomial coefficient \( \binom{2n}{n} < \frac{4^n}{\sqrt{\pi n}} \) (for a proof, see, e.g., [24]).

Regarding the tightness inequality in (9), it is well known that the Catalan number \( c_n \) and \( \frac{4^n}{n^{3/2} \sqrt{\pi}} \) are asymptotically equivalent.

Considering now only connected graphs, let \( \hat{G}_{n,r}^c \) and \( S_{n,r}^c \) be the subsets that include all the connected graphs/structures of \( G_{n,r} \) and \( S_{n,r} \), respectively. The following bounds on the number of connected structures follow from the fact that \( \hat{f}^{-1}(S) \) has at most two elements for connected \( S \):

\[
\frac{1}{2} |\hat{G}_{n,r}^c| < |S_{n,r}^c| < |\hat{G}_{n,r}^c|.
\]

By finding an upper limit for \( |\hat{G}_{n,r}^c| \), we obtain the following upper bound for \( |S_{n,r}^c| \).

**Proposition 3:** For any number of nodes \( n \), spatial distribution of the nodes, and connection range \( r > 0 \), the number of connected structures in \( S_{n,r} \) is upper bounded by

\[
|S_{n,r}^c| < c_{n-1} = \frac{1}{n} \binom{2n-2}{n-1}.
\]

**Proof:** In Appendix B, we show that \( |\hat{G}_{n,r}^c| \leq c_{n-1} \). The result follows from (10).
As suggested by one of the reviewers, Propositions 2 and 3 indicate that there might be a correspondence between structures and a certain combinatorial interpretation of the Catalan numbers. In Appendix C, we provide a combinatorial proof of the results of Propositions 2 and 3 by making a link between the objects defined by (5) and Dyck paths [25]. This complements the algebraic proofs of Appendices A and B. The combinatorial interpretation in Appendix C gives additional results on the structures of the graphs in \( G_{n,r} \), which we summarize here.

**Lemma 4:** The number of structures in \( S_{n,r} \) with exactly \( k \) maximal cliques is upper bounded by the Narayana number \( N(n,k) = \frac{\pi}{k} \binom{n}{k} \binom{k}{n-1} \).

**Lemma 5:** The number of structures in \( S_{n,r} \) with exactly \( k \) connected components is upper bounded by \( \frac{\pi}{k} \binom{2n-k-1}{n-1} \).

### B. Improved Bounds

The upper bounds obtained in the previous subsection do not depend on the connection range \( r \). However, the number of ordered graphs and structures that are possible in the studied model depends on \( r \) in general. The dependency on \( r \) is because the value of \( r \) restricts the set of possible maximal cliques, since gaps of at least \( r \) must exist between some of the nodes belonging to different maximal cliques. More specifically, if \( |a - b| \) is a maximal clique in the ordered graph, then the separation between nodes \( a \) and \( b + 1 \) (and between \( a - 1 \) and \( b \)) must be of at least \( r \). Thus, a given maximal-clique decomposition is realizable only for a certain minimum spread of the points (distance between the first and the last nodes). This implies that there exist objects defined through condition (5) that are not realizable for some values of \( r \), i.e., they do not correspond to the maximal-clique decomposition of any graph in \( G_{n,r} \). For example, assume a 10-node graph with maximal-cliques \([1 : 3], [2 : 4], [4 : 6], \) and \([7 : 10]\). Since the distances between nodes 1 and 4 and between 4 and 7 must be greater than \( r \), the spread of the underlying points must be of at least 2\( r \), and therefore the graph is not realizable for \( r > 0.5 \).

At one extreme is the empty ordered graph, when all nodes are isolated and therefore the graph has to be “longer” than \( (n - 1)r \). Thus, we can say that for \( r < \frac{1}{n-1} \) every object defined by (5) corresponds to a maximal-clique decomposition of an order graph, and therefore the number of possible ordered graphs is exactly the \( n \)th Catalan number, \( c_n \), for every \( r \) in \( (0, \frac{1}{n-1}) \).

Next, we find the exact number of ordered graphs for any value of \( r \), which gives the following improved bound.

**Proposition 4:** For any number of nodes \( n \), spatial distribution of the nodes, and connection range \( r > 0 \), we have

\[
|S_{n,r}| < |\hat{G}_{n,r}| = A_n([1/r]),
\]

where \( A_n(h) \), \( h \geq 1 \), denotes the number of Dyck paths of length \( 2n \) and height less than or equal to \( h \) (or, equivalently, the number of rooted ordered trees on \( n + 1 \) nodes of depth \( \leq h + 1 \)), which is given by [26]

\[
A_n(h) = \frac{2^{2n+2}}{h+2} \sum_{1 \leq i \leq (h+1)/2} \sin^2 \left( \frac{\pi i}{h+2} \right) \cos^{2n} \left( \frac{\pi i}{h+2} \right).
\]

**Proof:** The proof is included in Appendix D.

When \( h \geq n \), \( A_n(h) = c_n \) (the \( n \)th Catalan number), which supports our earlier observation that \( |\hat{G}_{n,r}| = c_n \) when \( r \in (0, \frac{1}{n-1}) \). Furthermore, \( |\hat{G}_{n,r}| \) as a function of \( r \) is constant when \( r \in \left( \frac{1}{h+1} \right) \), for every integer \( k \geq 2 \), and exhibits jumps at \( r = \frac{k}{h+1} \), \( k \geq 1 \), as illustrated by Fig. 4. For example, when \( r \in \left( \frac{1}{2}, 1 \right) \), the number of ordered graphs is a power of two, as (13) gives \( |\hat{G}_{n,r}| = 2^{n-1} \); for \( r \in \left( \frac{1}{4}, \frac{1}{2} \right) \), the size of \( \hat{G}_{n,r} \) is given by the \( (2n-1) \)th Fibonacci number, \( |\hat{G}_{n,r}| = F_{2n-1} \); whereas for \( r \in \left( \frac{1}{4}, \frac{1}{3} \right) \), we obtain \( |\hat{G}_{n,r}| = 2 \left( 3^{n-1} + 1 \right) \).

**Proposition 5:** For any number of nodes \( n \), spatial distribution of the nodes, and connection range \( r > 0 \), the number of structures and the number of connected structures are lower bounded by

\[
|S_{n,r}| > |S'_{n,r}| > \frac{1}{2} \sum_{k=1}^{\lceil 1/r \rceil} A_{n-k}(k),
\]

where \( A_n(h) \) is given by (13).

**Proof:** The proof follows from (10) and the lower bound on \( |\hat{G}_{n,r}| \) obtained in Appendix E.

The previously obtained bounds give the following asymptotic result.

**Proposition 6:** For any distribution of the points and fixed connection range \( r \), both the number of structures and the number of connected structures are \( \Theta \left( a^{2n} \right) \) with \( a = a(r) = 2 \cos \left( \frac{\pi}{1/r + 2} \right) \).

**Proof:** For large \( n \) and fixed \( h \), the term in (13) corresponding to \( i = 1 \) dominates because it gives the largest value of the cosine, such that (13) simplifies to the following asymptotic formula [26]

\[
A_n(h) \sim \frac{2^{2n+2}}{h+2} \sin^2 \left( \pi \frac{1}{h+2} \right) \cos^{2n} \left( \pi \frac{1}{h+2} \right).
\]

Similarly, the lower bound (14) is dominated by the term corresponding to \( k = \lceil 1/r \rceil \). Thus, for a fixed connection range \( r \) and sufficiently large \( n \), there exist constants \( k_1(r) \) and \( k_2(r) \) such that

\[
k_1(r) \cdot \left[ 2 \cos \left( \frac{\pi}{1/r + 2} \right) \right]^{2n} < |S'_{n,r}| < |S_{n,r}|
\]

\[
< k_2(r) \cdot \left[ 2 \cos \left( \frac{\pi}{1/r + 2} \right) \right]^{2n}.
\]

**V. BOUNDS ON THE STRUCTURAL ENTROPY**

In the previous section, we characterized the structural complexity of the considered random geometric graph model by studying the number of possible structures in \( S_{n,r} \). That is, all the different structures were equally accounted for without taking into account the distribution of the node locations. Still, the bounds on the number of structures obtained in the previous section immediately give the following result.

**Theorem 1:** For any finite number of points \( n \), spatial distribution of the points, and connection range \( r > 0 \), the structural entropy is upper bounded by

\[
H(S_{n,r}) < \log_2 A_n([1/r]) < 2n - \frac{3}{2} \log_2 n - \frac{1}{2} \log_2 \pi,
\]

(17)
where \( A_n \) is given by (13). For large \( n \) and fixed \( r \),

\[
H(S_{n,r}) \leq 2n \left[ 1 + \log_2 \cos \left( \frac{\pi}{1/r} + 2 \right) \right] + O(1). \tag{18}
\]

**Proof:** The entropy of any distribution is upper bounded by the cardinality of its support, such that \( H(S_{n,r}) \leq \log_2 |S_{n,r}| \). The result for finite \( n \) follows from Proposition 4 and Proposition 2. The asymptotic result follows from Proposition 6. 

The bounds for finite \( n \) given in (17) are illustrated in Fig. 4. The asymptotic upper bound in Theorem 1 (plotted in Fig. 7) is attained for uniform distribution of the structures. In general, the connection range and the distribution of the node locations dictate how prevalent the different structures are in the ensemble of graphs. For i.u.d. points, the structural entropy approaches zero as \( r \to 0 \) or \( r \to 1 \), such that we would expect that, as \( r \) increases from zero, the entropy first increases, reaches a maximum, and then decreases towards zero. However, the upper bound given by Theorem 1 is nonincreasing with \( r \). In the following, we focus on the structural entropy \( H(S_{n,r}) \) given by (4) and thus explicitly consider the distribution of the locations.

### A. Relationship Between \( H(S_{n,r}) \) and \( H(\hat{G}_{n,r}) \)

We further exploit the connection between the random structure \( S_{n,r} \) and the ordered graph \( \hat{G}_{n,r} \) to obtain upper and lower bounds on \( H(S_{n,r}) \).

**Lemma 6:** For any number of nodes \( n \), distribution of the locations, and connection range \( r \),

\[
H(S_{n,r}) \leq H(\hat{G}_{n,r}). \tag{19}
\]

**Proof:** According to the map \( \hat{f} \) introduced in Sec. III-C,

\[
H(S_{n,r}) = H(\hat{f}(\hat{G}_{n,r})) \leq H(\hat{G}_{n,r}), \tag{20}
\]

where the inequality holds because the entropy of deterministic functions of a random variable is no larger than the entropy of the variable [27].

When considering only the connected graphs, we find an upper bound and a lower bound that determine the structural entropy within one bit.

**Lemma 7:** Let \( \hat{S}_{n,r} \) denote the random structure conditioned on it being connected. The ordered connected graph \( \hat{G}_{n,r} \) is similarly defined. Then, for any number of nodes \( n \), distribution of the locations, and connection range \( r \),

\[
H(\hat{G}_{n,r}) - 1 \leq H(\hat{S}_{n,r}) \leq H(\hat{G}_{n,r}). \tag{21}
\]

**Proof:** As established earlier, the preimage \( \hat{f}^{-1}(S) \) for connected structures contains only one element when \( S \) is left-right symmetrical, and two elements, otherwise. Thus, for any \( S \in \hat{S}_{n,r} \), (2) gives

\[
P(S) = \begin{cases} 
P(\hat{G}), & \text{if } S \text{ is sym., } S = \hat{f}(\hat{G}), \\
P(\hat{G}_1) + P(\hat{G}_2), & \text{if } S \text{ is asym., } \{\hat{G}_1, \hat{G}_2\} = \hat{f}^{-1}(S).
\end{cases}
\tag{22}
\]

We now write

\[
H(\hat{G}_{n,r}) = - \sum_{\hat{G} \in \hat{G}_{n,r}} P(\hat{G}) \log_2 P(\hat{G}) = - \sum_{S \in \hat{S}_{n,r}} \sum_{\hat{G} \in \hat{f}^{-1}(S)} P(\hat{G}) \log_2 P(\hat{G}). \tag{23}
\]

For any asymmetrical structure \( S \), define \( q_S = \frac{1}{\pi} \min(P(\hat{G}_1), P(\hat{G}_2)) \), where \( \{\hat{G}_1, \hat{G}_2\} = \hat{f}^{-1}(S) \).

From (22), \( q_S < 1 \). Using (22), we further express (23) as

\[
H(\hat{G}_{n,r}) = - \sum_{S \in \hat{S}_{n,r} \atop S \text{ asym.}} P(S) [q_S \log_2 q_S + (1 - q_S) \log_2 (1 - q_S)] - \sum_{S \in \hat{S}_{n,r}} P(S) \log_2 P(S) = H(\hat{S}_{n,r}) + \sum_{S \in \hat{S}_{n,r} \atop S \text{ asym.}} P(S) h(q_S), \tag{24}
\]

where \( h(\cdot) \) is the binary entropy function. Given that \( h \) takes on values smaller than one and \( P(S) \) is a probability distribution, the sum term above is between zero and one, and the desired result follows.

Lemmas 6 and 7 give upper and lower bounds on the structural entropy in terms of the entropy of the ordered graph, \( H(\hat{G}_{n,r}) \). In the following, we find bounds on \( H(\hat{G}_{n,r}) \) and study them for i.u.d. point locations and different scaling functions \( r_n \), results which ultimately transfer to bounds for the structural entropy.

### B. Bounds on \( H(\hat{G}_{n,r}) \)

We represent \( \hat{G}_{n,r} \) in terms of the number of leftward neighbours the nodes have, as follows. Recall that the vertices of \( \hat{G}_{n,r} \) are indexed in increasing order from left to right, according to the order of their locations. For all \( i \in \{2, \ldots, n\} \), let \( L_i \) be the number of neighbours that node \( i \) has to the left,
which satisfies $0 \leq L_i \leq i - 1$. It can be inspected (e.g., see Fig. 5) that $0 \leq L_{i+1} \leq L_i + 1$.

As there is a one-to-one relationship between $\hat{G}_{n,r}$ and $(L_2, \ldots, L_n)$, and according to the chain rule for entropy, we have

$$H(\hat{G}_{n,r}) = H(L_2, \ldots, L_n) = H(L_2) + \sum_{i=2}^{n-1} H(L_{i+1} | L_2, \ldots, L_i).$$

**Lemma 8:** The following upper bound holds for any number $n$ of points, spatial distribution of the points, and connection range $r$:

$$H(\hat{G}_{n,r}) \leq H(L_2) + \sum_{i=2}^{n-1} H(L_{i+1} | L_i).$$

**Proof:** Given that conditioning reduces the entropy, the result immediately follows from (25).

**Lemma 9:** When the point locations $X_1, \ldots, X_n$ are independently sampled from a continuous distribution, the following lower bound holds for any number $n$ of points and connection range $r$:

$$H(\hat{G}_{n,r}) \geq H(L_2) + \sum_{i=2}^{n-1} H(L_{i+1} | L_i, X_{(i-L_i)}, \ldots, X_{(i)}).$$

**Proof:** Since conditioning reduces the entropy, the terms of the sum in (25) are lower bounded by

$$H(L_{i+1} | L_2, \ldots, L_i) \geq H(L_{i+1} | L_2, \ldots, L_i, X_{(i-L_i)}, \ldots, X_{(i)})$$

$$= H(L_{i+1} | L_i, X_{(i-L_i)}, \ldots, X_{(i)}).$$

The equality holds because, given $L_i$, node $i + 1$ may be connected by an edge only to nodes $i - L_i, i - L_i + 1, \ldots, i$ and thus $L_{i+1}$ is dictated by the gap $X_{(i+1)} - X_{(i)}$ and the locations $X_{(i-L_i)}, \ldots, X_{(i)}$. Then, given that the order statistics of independent variables drawn from a continuous distribution have the Markov property [28], the gap $X_{(i+1)} - X_{(i)}$ is conditionally independent of $L_2, \ldots, L_i$, given $X_{(i)} = x$; consequently, $L_{i+1}$ is conditionally independent of $(L_2, \ldots, L_{i-1})$, given the number of leftward neighbors $L_i$ and the locations $X_{(i-L_i)}, \ldots, X_{(i)}$.

Next, we evaluate the obtained bounds for i.u.d. point locations and different scaling functions $r_n$.

**Proposition 7:** When the point locations $X_1, \ldots, X_n$ are i.u.d. on $[0, 1]$, the upper bound on the normalized entropy of the ordered graph satisfies the asymptotic equivalence

$$\frac{1}{n} H(\hat{G}_{n,r_n}) \sim \begin{cases} 
\mathbb{H}(nr_n), & \text{if } r_n = O(1/n), \\
2, & \text{if } r_n = \omega(1/n) \text{ and } r_n = o(1), \\
2(1 - r), & \text{if } r_n = r \in (0, 1),
\end{cases}$$

as $n \to \infty$, where the function $\mathbb{H}_{U} : [0, \infty) \to \mathbb{R}_+$ is given by

$$\mathbb{H}(x) = \frac{x e^{-x}}{\ln 2} - \sum_{a=0}^{\infty} \frac{x^a e^{-x}}{a!} \sum_{k=0}^{a+1} \frac{x}{k} M(k+1, a+2, -x) \times \log_2 \left( \frac{x}{a+1} M(k+1, a+2, -x) \right)$$

with $M$ being Kummer’s confluent hypergeometric function,

$$M(\alpha, \beta, z) = \frac{\Gamma(\beta)}{\Gamma(\alpha) \Gamma(\beta - \alpha)} \int_0^1 r^{\alpha-1}(1-t)^{\beta-\alpha-1} e^{zt} dt.$$

**Proof:** See Appendix F.

**Proposition 8:** When the point locations $X_1, \ldots, X_n$ are i.u.d. on $[0, 1]$, the lower bound on the normalized entropy of the ordered graph satisfies the asymptotic equivalence

$$\frac{1}{n} H(\hat{G}_{n,r_n}) \geq \frac{1}{n} H(L_2) \frac{1}{n} \sum_{i=2}^{n-1} H(L_{i+1} | L_i, X_{(i-L_i)}, \ldots, X_{(i)})$$

$$\sim \begin{cases} 
\mathbb{h}_L(nr_n), & \text{if } r_n = O(1/n), \\
\log_2 e, & \text{if } r_n = \omega(1/n) \text{ and } r_n = o(1), \\
(1 - r) \log_2 e, & \text{if } r_n = r \in (0, 1),
\end{cases}$$

as $n \to \infty$, where the function $\mathbb{h}_L : [0, \infty) \to \mathbb{R}_+$ is given by

$$\mathbb{h}_L(x) = \left( 1 - e^{-x} \right) \log_2 e - \left( 1 - e^{-x} \right)^2 \log_2 \left( 1 - e^{-x} \right).$$

**Proof:** See Appendix G.

Fig. 6 illustrates the upper and lower bounds given by Propositions 7 and 8 when the connection range function is $r_n = \frac{x}{n}$, $x > 0$, and $n$ is large. We notice that the bounds approach the values of 2 bits and respectively $\log_2 e \approx 1.443$ bits, as $x$ increases; these values correspond to the asymptotic value (in $n$) of the normalized entropy of the ordered graph when $r_n$ dominates $1/n$ but is still vanishing with $n$ (e.g., $r_n \propto \ln n/n$ or $r_n \propto 1/\sqrt{n}$). Finally, if the scaling function is constant, $r_n = r$ with $r$ bounded away from 0 and 1, the bounds given by Propositions 7 and 8 decrease linearly with $r$. The decrease is due to the margin effect caused by the finite domain over which the points are distributed: roughly speaking, for large $n$, approximately a fraction $r$ of the nodes form the leftmost clique (i.e., they are all connected to node 1), such that only a fraction of about $1 - r$ of the $L$ variables contribute to the uncertainty.

### C. Structural Entropy for i.u.d. Points

The results obtained in this section are summarized in terms of the structural entropy in the following theorem.

**Theorem 2:** When the locations $X_1, \ldots, X_n$ are i.u.d. over $[0, 1]$, the normalized structural entropy is upper bounded by (30), as $n \to \infty$. When the connection range function $r_n$
Thus, in the asymptotically connected regime, it should be possible to encode the random structures using no more than \(2n\) bits. A simple encoding scheme that is based on the maximal clique representation (see Sec. III-B) and requires \(2n\) bits is as follows. We use two binary strings \(a\) and \(b\), each of length \(n\). The ones give the indices of the end-nodes of the maximal cliques. Specifically, the position of the \(k\)th one in \(a\) (b) gives the index of the leftmost (rightmost) node of the \(k\)th maximal clique. For example, the graph in Fig. 3 is encoded as \(a = 1101100100\) and \(b = 0001111001\).

VI. CONCLUSION

In this paper, we examined the complexity of the ensemble of structures (unlabeled graphs) of the one-dimensional random geometric graph model. We introduced the ordered graph, which has the nodes labeled according to the order of their underlying locations, and showed that the connected ordered graphs of the model can be used as representatives of the connected structures, up to left-right reversal. A disconnected structure can also be represented by the ordered graph by additionally discounting the possible permutations of the connected components. Based on the decomposition of the ordered graph into its constituent maximal cliques, we found that the number of ordered graphs and thus of possible structures in the 1D RGG model is upper limited by the \(n\)th Catalan number, which determined us to identify an interesting connection between ordered graphs and known combinatorial objects, such as Dyck paths and rooted ordered trees. This result immediately gave an upper bound on the structural entropy of \(2n - \frac{1}{2} \log_2 n - \frac{1}{2} \log_2 \pi\) which is universal, in the sense that it holds for any distribution of the point locations and connection range. However, the upper bound does not depend on the connection range \(r\), whereas the value of \(r\) restricts the number of possible ordered graphs. By counting the exact number of ordered graphs for given \(r\), we then obtained that the number of structures is \(\Theta(a^{2n})\) with \(a = a(r)\), and an improved universal upper bound on the number of structures, which is asymptotically attained for uniform distribution of the structures when \(r\) is fixed.

By establishing relationships between the structural entropy and the entropy of the ordered graph, we then investigated the influence of the connection range on the structural entropy for independent and uniformly distributed points, in the limit of large number of nodes. The obtained upper bound exhibits the expected behaviour of the structural entropy, i.e., as \(r\) increases from zero, the structural entropy first increases starting from zero but then decreases when \(r\) is bounded away from zero, due to the finite embedding domain. In the asymptotically connected regime, the structural entropy normalized by the number of nodes is between \(\log_2 e \approx 1.44\) and 2 bits per node when \(r_n\) is vanishing, and between \((1 - r) \log_2 e\) and \(2(1 - r)\) for fixed \(r\). A relevant next step would be to find a precise enough asymptotic expansion for the entropy of the ordered graph that would give a more accurate characterization of the normalized structural entropy (up to \(o(1)\)). We also proposed a simple encoding scheme that reflects the decomposition into maximal cliques and requires \(2n\) bits.
The upper bounds we obtained in this paper translate to the entropy of the labeled graph model by adding \( \log_2(n!) = n \log_2 n - n + O(\log_2 n) \) to the structural entropy to account for the number of possible permutation of the structures; thus, the term \( n \log_2 n \) dominates the entropy of the labeled graph. It would be relevant to improve this term by considering the sizes of the automorphism groups of the graphs.

We intend to extend the analysis to RGGs in two (or higher) dimensions. We think it is also relevant to study RGGs with soft connection functions (i.e., where pair of nodes are connected by an edge with a probability that decreases with the distance between them), as opposed to the hard connection model assumed in this paper.

**APPENDIX A**

**NUMBER OF ORDERED GRAPHS**

Let \( C_n \) be the set of graphs with vertices \( \{1, \ldots, n\} \) that have the property that, if an edge exists between two vertices \( i \) and \( j \), \( i < j \), then the vertices \( \{i, i+1, \ldots, j\} \) form a clique, for any \( i \) and \( j \). According to Lemma 2, \( \mathcal{G}_{n,r} \subseteq C_n \) and therefore

\[
|\mathcal{G}_{n,r}| \leq |C_n|.
\]

(36)

In the rest of this subsection we determine a closed-form expression for \( |C_n| \), which will be used in Proposition 2.

We define the set \( C_{n,k} \) to include the graphs of \( C_n \) that have \( k \) maximal cliques, \( k = 1, \ldots, n \). Thus, \( |C_n| = \sum_{k=1}^{n} |C_{n,k}| \).

Every graph in \( C_{n,k} \) can be represented as the set of \( k \) maximal cliques \( \{[a_1 : b_1], \ldots, [a_k : b_k]\} \), where the indices of the end-nodes must satisfy the conditions given in (5). To compute \( |C_{n,k}| \), we first determine the number \( p(m,n,k) \) of graphs in \( C_{n,k} \) whose \( k \)th (i.e., last) maximal clique is fixed to \( [a_k, b_k] = [m, n] \). When \( k = 1 \), all nodes must belong to the single clique, such that

\[
p(m,n,1) = \begin{cases} 1, & m = 1, \\ 0, & m > 1. \end{cases}
\]

(37)

For \( k \geq 2 \), \( m \) must satisfy \( k \leq m \leq n \). We obtain the following result.

**Lemma 10:** The number of graphs in \( C_{n,k}, k \geq 2 \), whose last maximal clique is fixed to \( [a_k, b_k] = [m, n], k \leq m \leq n \), is

\[
p(m,n,k) = \binom{n}{k-1} \binom{m-2}{k-2} - \binom{n-1}{k-2} \binom{m-1}{k-1} \quad (38)
\]

Proof: The proof is by induction over \( k \). From the conditions (5) (and by inspecting the decomposition example in Fig. 3), we establish the following recurrence relation over the number of maximal cliques:

\[
p(m,n,k+1) = \sum_{u=k}^{m-1} \sum_{v=m-1}^{n-1} p(u, v, k).
\]

(39)

Using (37) in (39), we obtain

\[
p(m,n,2) = \sum_{u=1}^{m-1} \sum_{v=m-1}^{n-1} p(u, v, 1) = \sum_{v=m-1}^{n-1} 1 = n - m + 1.
\]

(40)

The same expression is obtained by substituting \( k = 2 \) in (38). Thus, the claimed result (38) is satisfied for \( k = 2 \).

Now, assume (38) holds for some \( k > 2 \). Eq. (39) becomes

\[
p(m,n,k+1) = \sum_{u=k}^{m-1} \left( \sum_{v=m-1}^{n-1} p(u, v, k) \right) - \sum_{u=k}^{m-1} \left( \sum_{v=m-1}^{n-1} p(u-1, v-1, k-2) \right).
\]

(41)

We next calculate the sums in (41). Using the identity for the rising sum of binomial coefficients, we obtain

\[
\sum_{u=k}^{m-1} \binom{u-1}{k-1} = \binom{m-1}{k-1}.
\]

(43)

Finally, plugging these results back in (41), we obtain

\[
p(m,n,k+1) = \binom{n}{k} \binom{m-2}{k-1} - \binom{n-1}{k-1} \binom{m-1}{k-1}.
\]

(47)

This establishes the inductive step, and thus the proof is complete.

**Lemma 11:** The number of graphs in \( C_{n,k}, 1 \leq k \leq n \), is

\[
|C_{n,k}| = \frac{1}{n} \binom{n}{k} \binom{n}{k-1}.
\]

(48)

Proof: For \( k = 1 \), the set \( C_{n,1} \) contains only the complete graph, such that \( |C_{n,1}| = 1 \). For \( k \geq 2 \), the \( k \)th maximal clique can start anywhere between \( k \) and \( n \), i.e., \( k \leq a_k \leq n \). Therefore, we have

\[
|C_{n,k}| = \sum_{m=k}^{n} p(m,n,k)
\]

(49)

\[
= \binom{n}{k-1} \sum_{m=k}^{n} \binom{m-2}{k-2} - \binom{n-1}{k-2} \sum_{m=k}^{n} \binom{m-1}{k-1}
\]

(50)

\[
= \binom{n}{k-1} \binom{n-1}{k-1} - \binom{n-1}{k-2} \frac{n}{k}
\]

(51)

\[
= \frac{1}{n} \binom{n}{k} \binom{n}{k-1}.
\]

(52)

\]
Lemma 12: The number of graphs in $\mathcal{C}_n$ is given by the $n$th Catalan number,
\[ |\mathcal{C}_n| = c_n = \frac{1}{n+1} \binom{2n}{n}. \] (53)

Proof: We have
\begin{align*}
|\mathcal{C}_n| &= \sum_{k=1}^{n} |\mathcal{C}_{n,k}| \\
&= \frac{1}{n} \sum_{k=1}^{n} \binom{n}{k} \binom{n}{k-1} \\
&= \frac{1}{n} \sum_{k=1}^{n} \binom{n}{k} \binom{n+1}{n-k} \\
&= \frac{1}{n} \frac{2n}{n+1} \\
&= \frac{1}{n+1} \binom{2n}{n},
\end{align*}
where we have used Vandermonde’s identity.

APPENDIX B
NUMBER OF CONNECTED ORDERED GRAPHS

Starting from the set of graphs $\mathcal{C}_n$ defined in Appendix A, let $\mathcal{C}^c_{n,k}$ be the subset consisting of all the connected graphs of $\mathcal{C}_n$ and let $\mathcal{C}^c_{n,k}$ include all the graphs of $\mathcal{C}_n$ that have $k$ maximal cliques, $1 \leq k \leq n - 1$.

Similarly to before, Lemma 2 gives
\[ |\mathcal{G}_{n,r}| \leq |\mathcal{C}^c_{n}| = \sum_{k=1}^{n-1} |\mathcal{C}^c_{n,k}|. \] (59)

In the maximal-clique representation of each graph in $\mathcal{C}^c_{n,k}$, $\{[a_1 : b_1], \ldots, [a_k : b_k]\}$, the indices $a$ and $b$ must satisfy the conditions given in (5) with the stronger requirement that $a_{i+1} \leq b_i$, for all $i = 1, \ldots, k - 1$, because consecutive maximal cliques must be overlapping. We define the number $q(m, n, k)$ of graphs in $\mathcal{C}^c_{n,k}$ whose $k$th maximal clique is fixed to $[a_k, b_k] = [m, n]$. When $k = 1$, $q(1, n, 1) = 1$ and $q(m, n, 1) = 0$, for $m > 1$. For $k \geq 2$, $m$ must satisfy $k \leq m \leq n - 1$. The following result is the counterpart of Lemma 10.

Lemma 13: The number of graphs in $\mathcal{C}^c_{n,k}$, $k \geq 2$, with $[a_k, b_k] = [m, n]$, $k \leq m \leq n - 1$, is
\[ q(m, n, k) = \frac{n-1}{k-1} \binom{m-2}{k-2} - \binom{n-2}{k-2} \binom{m-1}{k-1}. \] (60)

Proof: The following recursion is found to hold (similarly to the recursion for $p$ in the proof of Lemma 10):
\[ q(m, n, k+1) = \sum_{u=k, v=m}^{m-1} q(u, v, k). \] (61)

The proof is then by induction over $k$ and involves similar steps as for Lemma 10, which we omit.

\footnote{Connected $n$-node graphs cannot have $n$ maximal cliques, because that would correspond to an empty graph. An example of a graph with $k = n - 1$ maximal cliques is one where each maximal clique consists of two nodes and every two successive maximal cliques have one node in common.}

Lemma 14: The number of graphs in $\mathcal{C}^c_{n,k}$, $1 \leq k \leq n - 1$, is
\[ |\mathcal{C}^c_{n,k}| = \frac{1}{n-1} \binom{n-1}{k} \binom{n-1}{k-1}. \] (62)

Proof: We omit the proof, as it is similar to that of Lemma 11.

Lemma 15: The number of graphs in $\mathcal{C}^c_{n}$ is given by the $(n-1)$th Catalan number,
\[ |\mathcal{C}^c_{n}| = c_{n-1} = \frac{1}{n} \binom{2n-2}{n-1}. \] (63)

Proof: The proof is similar to that of Lemma 12.

APPENDIX C
COMBINATORIAL PROOF OF PROPOSITIONS 2 AND 3

A Dyck path of length $2n$ is a path in the plane integer lattice $\mathbb{Z}^2$ from the origin $(0,0)$ to $(2n,0)$ that consists of up steps $u = (1,1)$ and down steps $d = (1,-1)$, and never goes below the horizontal axis. Thus, every Dyck path of length $2n$ consists of $2n$ steps of which exactly $n$ are up steps and $n$ are down steps, and after each step the current number of $u$’s is not less than the current number of $d$’s.

Assume the set of integer intervals $I = \{[a_1 : b_1], \ldots, [a_k : b_k]\}$ satisfying conditions (5), $1 \leq k \leq n$. Let us define a map $\varphi$ that maps the set of admissible $I$’s to the set of Dyck paths of length $2n$. We write $u^m = uu \ldots uu$ for a sequence of $m$ up steps (and similarly for down steps). The map is given by
\begin{align*}
\varphi(I) &= u_{b_1 - a_1 + 1} d_{a_2 - a_1} u_{b_2 - b_1} \ldots d_{a_k - a_{k-1}} u_{b_k - b_{k-1}} d_{b_k - a_k + 1}. \nonumber \tag{64}
\end{align*}

The number of up steps in the map definition (64) is $(b_1 - a_1 + 1) + (b_2 - b_1) + \ldots + (b_k - b_{k-1}) = b_k - a_1 + 1 = n$. Similarly, it can be verified that the number of down steps is also equal to $n$. Furthermore, the height of the first valley (a valley is a $d$ followed by an $u$) of the path described by (64) is given by the difference between the number of $u$’s and the number of $d$’s up to the $i$th time the succession $du$ occurs, i.e., $(b_1 - a_1 + 1) + (b_2 - b_1) + \ldots + (b_i - b_{i-1}) - (a_i - a_{i-1}) - (a_{i+1} - a_i) = 1 + b_i - a_{i+1}$, which is nonnegative according to condition (5). Thus, every $\varphi(I)$ is mapped by $\varphi$ on a unique Dyck path of length $2n$. Moreover, it can be inspected that for every Dyck path a unique inverse can be determined from (64), such that $\varphi$ is a bijection. In conclusion, the number of objects defined through (5) is equal to the number of Dyck paths of length $2n$, which is well known to be given by $c_n$, the $n$th Catalan number [29].

As an example, Fig. 8 illustrates the Dyck path corresponding to the ordered graph in Fig. 3.

It can be inspected that the number $k$ of intervals in $I$ is equal to the number of peaks of the corresponding Dyck paths. The number of Dyck paths of length $2n$ with $k$ peaks is given by the Narayana number $N(n, k) = \frac{1}{n} \binom{n}{k} \binom{n-1}{k-1}$ [25]. Note that this is what we obtained in Lemma 11 in Appendix A. Thus, the number of ordered graphs (and consequently of
structures) with exactly \( k \) maximal cliques is upper bounded by the Narayana number \( N(n, k) \).

Furthermore, it can also be inspected that the number of connected components of an ordered graph/structure is given by the number of returns to the horizontal axis of the corresponding Dyck path (including the last step). The number of Dyck paths of length \( 2n \) that touch the horizontal axis exactly \( k + 1 \) times (including the endpoints) is equal to \( \frac{k}{n} \binom{2n-k-1}{n-1} \) [25], which is thus an upper limit to the number of ordered graphs and structures with exactly \( k \) connected components.

Considering now connected ordered graphs, their maximal-clique representation must satisfy condition (5) with the strict inequalities \( a_{i+1} < b_i + 1 \), \( 1 \leq i \leq k - 1 \), such that no gaps exist between pairs of consecutive maximal cliques. The strict inequalities imply that the corresponding Dyck path never returns to zero (i.e., does not touch the horizontal axis) before the last step. Thus, the number of objects satisfying (5) with the aforementioned strict inequalities is given by the number of Dyck paths that do not go below the horizontal line of height one. Since the first and last steps of a Dyck path of length \( 2n \) are always \( u \) and \( d \), respectively, the sought number of objects is therefore equal to the number of Dyck paths of length \( 2(n - 1) \) (i.e., consisting of \( 2n - 2 \) steps), which is given by \( c_{n-1} \).

Alternatively, the same result can be obtained by requiring that the Dyck paths touch the horizontal axis just two times (at the start and end of the paths); setting \( k = 1 \) in the expression from the previous paragraph, we get the number of admissible Dyck paths is equal to \( \frac{1}{n} \binom{2n-2}{n-1} \equiv c_{n-1} \).

APPENDIX D

PROOF OF PROPOSITION 4

To find the exact size of \( \mathcal{G}_{n,r} \), we use an alternative representation of an ordered graph based on partitioning the set of nodes into disjoint, nonempty blocks of nodes, each block being a clique in the ordered graph.

Specifically, for every \( G \in \mathcal{G}_{n,r} \), we define the blocks \( B_i = B_i(G) = \{ s_i, s_i + 1, \ldots, t_i \} \), \( i \geq 1 \), where \( s_1 = 1 \), \( s_i = t_{i-1} + 1 \) for \( i \geq 1 \), and \( t_i \) is the rightmost node connected by an edge to \( s_i \) in \( G \) (such that \( s_i \) and \( s_{i+1} \) are not connected). The blocks are disjoint and cover the set \( \{ 1, \ldots, n \} \). Let \( k \geq 1 \) be the number of blocks given by \( G \). We get \( k = 1 \) when \( G \) is the complete graph on \( n \) nodes. For \( k \geq 2 \), the first nodes in consecutive blocks must be separated by at least \( r \), because they are not connected. Therefore, the total range of the \( n \) points is \( X_n - X_1 > (k - 1)r \). At the same time, \( X_n - X_1 \leq 1 \), since the points are distributed in \([0,1]\).

This implies that the number of blocks given by any graph in \( \mathcal{G}_{n,r} \) must be \( k \leq \left\lfloor 1/r \right\rfloor \). Furthermore, denoting by \( p_i \) the number of nodes in the \( i \)th block \( (p_i = |B_i| = t_i - s_i + 1) \), we have \( p_1 + p_2 + \ldots + p_k = n \) with \( p_i \geq 1 \), \( i = 1, \ldots, k \). Thus, \( k \leq \min \{ \left\lfloor 1/r \right\rfloor, n \} \).

Each block constitutes a clique in the ordered graph. Furthermore, nodes in \( B_i \) may connect outside the block only to nodes in the adjacent blocks \( (B_{i-1} \cup B_{i+1}) \). Let \( B_{i-1,i} \) be the subgraph of \( G \) that corresponds to the nodes in \( B_{i-1} \cup B_i \). The graph \( B_{i-1,i} \) inherits the property described in Lemma 2. With this construction, every ordered graph in \( \mathcal{G}_{n,r} \) can be represented by the tuple \( (B_{1,2}, \ldots, B_{k-1,k}) \). For an illustrative example, see Fig. 9.

Conversely, we next show that to every proper tuple \( (B_{1,2}, \ldots, B_{k-1,k}) \), \( 2 \leq k \leq \left\lfloor 1/r \right\rfloor \), there corresponds a unique ordered graph from \( \mathcal{G}_{n,r} \). By “proper” we mean that the graphs of the tuple have the property given in Lemma 2, and the leftmost and rightmost maximal cliques of \( B_{i-1,i} \) are of sizes \( p_{i-1} \) and \( p_i \), for every \( i \in \{ 2, \ldots, k \} \), with \( p_1 + p_2 + \ldots + p_k = n \) and \( p_1, \ldots, p_k \geq 1 \). In this way, the blocks \( B_1, \ldots, B_k \) can be identified and a graph with \( n \) nodes can be constructed by piecing together \( B_{1,2}, \ldots, B_{k-1,k} \). Still, we need to show that for every proper tuple a suitable arrangement of the points in \([0,1]\) that gives a unique ordered graph exists. The case when \( k = 1 \) (i.e., one single block) is straightforward, because this gives the complete graph on \( n \) nodes, which is achieved by placing all \( n \) points in an interval of length \( < r \). For \( k \geq 2 \), it is sufficient to show that for any set of positions of the \( p_{i-1} \) nodes of \( B_{i-1} \), we can place the \( p_i \) nodes of \( B_i \) so that to achieve any desired proper graph \( B_{i-1,i} \). This is because we can start with arbitrary locations for the nodes of the first block, \( B_1 \), then place the nodes of \( B_2 \) to obtain the graph \( B_{1,2} \),
and then successively place the nodes of subsequent block as specified by the tuple \((B_1,2, \ldots, B_{k-1,k})\).

In more detail, let \(x_{s_{i-1}}, x_{s_{i-1}+1}, \ldots, x_{t_{i-1}}\) be arbitrary locations of the \(p_{i-1}\) nodes of \(B_{i-1}\), with \(x_{t_{i-1}} - x_{s_{i-1}} < r\). We can view the given graph \(B_{i-1,1}\) as basically encoding which of the nodes in \(B_i\) (if any) are connected to node \(l \in B_{i-1}\) but not to node \(l-1\), for every \(l \in \{s_{i-1}+1, \ldots, t_{i-1}\}\); those nodes are placed in the interval \([x_{t_{i-1}} + r, x_{t_{i-1}} + r]\).

Note that by construction of the blocks, an edge cannot exist between any of the nodes in \(B_i\) and node \(s_{i-1}\). Furthermore, in each step of this successive procedure, we can place the nodes arbitrarily close to each other and to the left end of their respective interval, such that the resulting length of the graph, which satisfies \(x_n - x_1 > (k-1)r\), is arbitrarily close to \((k-1)r\).

Thus, we can count the number of ordered graphs in \(\mathcal{G}_{n,r}\) by counting the number of proper tuples \((B_1,2, \ldots, B_{k-1,k})\). Given \(p_{i-1}\) and \(p_i\), the number of possible graphs \(B_{i-1,1}\) is \((p_{i-1}+p_{i-1})\), as this is equivalent to counting the number of ways one can place \(p_i\) balls in \(p_{i-1}\) boxes (each box corresponding to an interval in which points may be placed, as described above). Since a graph \(B_{i-1,1}\) can be achieved for any set of locations of the \(p_{i-1}\) points of block \(B_{i-1}\), the number of tuples \((B_1,2, \ldots, B_{k-1,k})\) for given \(p_1, \ldots, p_k\) is \(\prod_{i=2}^{k} (p_{i-1}+p_{i-1})\), \(k \geq 2\). Thus, the number of ordered graphs with \(k \geq 2\) blocks is

\[
T_{n,k} = \sum_{p_1, \ldots, p_k \geq 1, p_1+\ldots+p_k=n} \prod_{i=2}^{k} \left(p_{i-1} + p_i - 1\right). \tag{65}
\]

When \(k = 1\), \(T_{n,1} = 1\), since the one single block gives the complete graph in this case.

Finally, the number of ordered graphs for a given connection range \(r\) is

\[
|\mathcal{G}_{n,r}| = \sum_{k=1}^{\left\lfloor \frac{\left|1/r\right|}{1}\right\rfloor} T_{n,k} \tag{66}
\]

In the following, we obtain an expression for \(|\mathcal{G}_{n,r}|\) in (66) by studying the generating function of the sequence \(|\mathcal{G}_{n,r}|\)\(\}_{n \geq 0}\),

\[
g(x) = \sum_{n=0}^{\infty} |\mathcal{G}_{n,r}| x^n = \sum_{k=1}^{\left\lfloor \frac{\left|1/r\right|}{1}\right\rfloor} g_k(x), \tag{67}
\]

where we used (66) and, for each \(k \geq 1\), defined \(g_k\) to be the generating function of \(|T_{n,k}|\)\(\}_{n \geq 0}\), \(g_k(x) = \sum_{n=0}^{\infty} T_{n,k} x^n\). For \(k = 1\), \(T_{n,1} = 1\), such that we have

\[
g_1(x) = \sum_{n=0}^{\infty} x^n = \frac{1}{1-x}. \tag{69}
\]

For \(k \geq 2\), we express \(g_k\) using (65) as

\[
g_k(x) = \sum_{n=0}^{\infty} \sum_{p_1, \ldots, p_k \geq 1, p_1+\ldots+p_k=n} \prod_{i=2}^{k} \left(p_{i-1} + p_i - 1\right) x^n. \tag{70}
\]

The summation in (71) can be extended such that its lower limit is zero by observing that whenever some \(p_i = 0\), the binomial coefficient \((p_i + p_{i+1})\) is \(0\), unless \(p_{k+1} = 0\) as well, meaning that all of the \(p_{i+1}, \ldots, p_k\) must be zero for the corresponding term in (71) to be nonzero. Therefore, in (71) we can sum over \(p_1, \ldots, p_k \geq 0\) and then subtract the terms corresponding to \(p_k = 0\), which gives

\[
g_k(x) = f_k(x) - f_{k-1}(x), \quad k \geq 2, \tag{72}
\]

where we have defined

\[
f_k(x) = \sum_{p_1, \ldots, p_k = 0}^{k-1} \prod_{i=2}^{k} \left(p_{i-1} + p_i - 1\right) x^{p_1 + \ldots + p_k}. \tag{73}
\]

We proceed to obtain an expression for \(f_k\). Summing successively over the \(p_i\’s,

\[
f_k(x) = \sum_{p_1, \ldots, p_k \geq 0, p_1 \geq p_2 \geq \ldots \geq p_k} \prod_{i=2}^{k} \left(p_{i-1} + p_i - 1\right) x^{p_1 + p_2 + \ldots + p_k} = \prod_{i=2}^{k} \left(\frac{1}{1-x} - x\right) \left(\frac{1}{1-x^{p_{i-1}}} - x\right) \tag{74}
\]

Continuing in the same manner, we obtain an expression for \(f_k(x)\) as a finite continued fraction with \(k\) terms:

\[
f_k(x) = \frac{1}{1 - \frac{1-x}{1 - \frac{1-x}{\ddots - \frac{1-x}{1 - x}}}}. \tag{76}
\]

Thus, \(f_k\) satisfies the recursion

\[
f_0(x) = 1, \quad f_k(x) = \frac{1}{1 - x f_{k-1}(x)}, \quad k \geq 1. \tag{77}
\]

The recursion (77) corresponds to the generating function of the OEIS A080934 sequence \([30]\); for example, this sequence gives the number of Dyck paths of length \(2n\) and height less than or equal to \(k\), and the number of rooted ordered trees on \(n + 1\) nodes of depth \(\leq k+1\).

Finally, substituting (69) and (72) into (68), we obtain that \(g(x) = f_{\left\lfloor \frac{1}{1/r}\right\rfloor}(x)\), i.e., the number of ordered graphs in \(\mathcal{G}_{n,r}\) is equal to the number of Dyck paths of length \(2n\) and height at most \(\left\lfloor \frac{1}{1/r}\right\rfloor\), or, equivalently, the number of rooted ordered trees on \(n + 1\) nodes of depth \(\leq \left\lfloor \frac{1}{1/r}\right\rfloor + 1\).
Appendix E
Proof of Proposition 5

Using the block-based representation of an ordered graph introduced in Appendix D, the number of connected ordered graphs can be expressed as

$$|\mathcal{G}_{n,r}^c| = \sum_{k=1}^{[1/r]} T_{n,k}^c$$

(78)

where, similarly to (65), $T_{n,k}^c$ denotes the number of connected ordered graphs with $k \geq 2$ blocks, and is given by

$$T_{n,k}^c = \sum_{p_1, \ldots, p_k \geq 1 \atop p_1 + \cdots + p_k = n} \prod_{i=2}^{k} \left[ \left( \frac{p_{i-1} + p_i - 1}{p_i} \right) - 1 \right].$$

(79)

Compared to (65), the case where two consecutive blocks are disconnected is discounted in (79).

Using the approach of Appendix D to obtain an exact result leads to convoluted calculations, so we resort to establishing a lower bound on $|\mathcal{G}_{n,r}^c|$. Specifically, for $T_{n,k}^c$ we only count the graphs where node $s_i$ (the first node of block $B_i$) is connected to node $t_{i-1}$ (the last node of block $B_{i-1}$) but not to $t_{i-1} - 1$. This count is essentially the number of ways one can place $p_i - 1$ balls in $p_i - 1$ boxes, such that we have

$$T_{n,k}^c > \sum_{p_1, \ldots, p_k \geq 1 \atop p_1 + \cdots + p_k = n} \prod_{i=2}^{k} \left( \frac{p_{i-1} + p_i - 3}{p_i - 1} \right) = \tilde{T}_{n,k}^c$$

(80)

We obtain the generating function of $\tilde{T}_{n,k}^c$ as follows:

$$\tilde{g}_k(x) = \sum_{n=0}^{\infty} \sum_{p_1, \ldots, p_k \geq 1 \atop p_1 + \cdots + p_k = n} \prod_{i=2}^{k} \left( \frac{p_{i-1} + p_i - 3}{p_i - 1} \right) x^n$$

(81)

$$= \sum_{p_1, \ldots, p_k \geq 1 \atop p_1 + \cdots + p_k = n} \prod_{i=2}^{k} \left( \frac{p_{i-1} + p_i - 3}{p_i - 1} \right) x^{p_1 + \cdots + p_k}$$

(82)

$$= x^k \sum_{p_1, \ldots, p_k \geq 0 \atop p_1 + \cdots + p_k = n} \prod_{i=2}^{k} \left( \frac{p_{i-1} + p_i - 1}{p_i} \right) x^{p_1 + \cdots + p_k}$$

(83)

$$= x^k f_k(x),$$

(84)

where $f_k(x)$, given in Appendix D. Thus, $\tilde{T}_{n,k}^c$ is given by the coefficient of $x^{n-k}$ in the power series expansion of $f_k(x)$, i.e.,

$$\tilde{T}_{n,k}^c = A_{n-k}(k),$$

(85)

with $A$ given in (13). Finally, (78), (80) and (85) give the lower bound

$$|\mathcal{G}_{n,r}^c| > \sum_{k=1}^{[1/r]} A_{n-k}(k).$$

(86)

Appendix F
Proof of Proposition 7

To evaluate the upper bound (26), we need the joint distribution of the numbers of leftward neighbors nodes $i$ and $i+1$ have in the ordered graph.

A. Joint Distribution of $L_i$ and $L_{i+1}$

For all $i \in \{2, \ldots, n-1\}$, we study $\Pr(L_i = a, L_{i+1} = b)$, $0 \leq a \leq i-1$ and $0 \leq b \leq a+1$. In the case where node $i$ is not connected by an edge to node 1, i.e., $a < i-1$, we find that the joint probabilities do not depend on $i$.

When $0 \leq a \leq i-2$ and $1 \leq b \leq a+1$, for nodes $i$ and $i+1$ to have $a$ and respectively $b$ leftward neighbours, they must be spatially located as follows: $i - a - 1$ points in $[0, X_i - r)$; $a-b+1$ points in $[X_i - r, X_{i+1} - r)$; $b-1$ points in $[X_{i+1} - r, X_{i+1})$; 0 points in $(X_{i+1}, X_{i+1+1})$; and, finally, $n-i-1$ points in $[X_{i+1+1}, 1]$. When the $n$ points are independent and uniformly distributed on $[0,1]$, we obtain the joint probability by integrating the multinomial distribution over the feasible values of the locations $x$ and $y$ of nodes $i$ and $i+1$, respectively. That is,

$$\Pr(L_i = a, L_{i+1} = b) = \int_{D} \frac{n! (x-y)^{i-a-1} (y-x)^{a-b+1}}{(i-a-1)! (a-b+1)!} \times \frac{(r+x-y)^{b-1}}{(b-1)! (n-i-1)!} \, dx \, dy,$$

(87)

where the integration domain is $D = \{(x,y) \in (0,1)^2 \mid x > r, y > x, y < x + r, y < 1\}$. Assuming $r < 1/2$, we make the change of variable $y - x = u$, such that $0 < u < r$ and $r < x < 1 - u$, and obtain

$$\Pr(L_i = a, L_{i+1} = b)$$

$$= \int_0^r \frac{n! u^{a-b+1} (r-u)^{b-1}}{(a-b+1)! (b-1)!} \times \frac{r^{i-a} (1-u-x)^{n-i-1}}{(i-a-1)! (n-i-1)!} \, du$$

(88)

$$= \int_0^r \frac{n! u^{a-b+1} (r-u)^{b-1} (1-r-u)^{n-a-1}}{(a-b+1)! (b-1)! (n-a-1)!} \, du,$$

for all $0 \leq a \leq i-2$ and $1 \leq b \leq a+1$, and $r < 1/2$.

When $0 \leq a \leq i-2$ and $b = 0$, the following must hold, assuming $r < 1/2$: $X_{i+1} - X_i > r$; $r - i - a - 1$ points in $[0, X_i - r)$; $a$ points in $[X_i - r, X(i)_{i+1})$; 0 points in $(X_{i+1}, X_{i+1+1})$; and, finally, $n-i-1$ points in $[X_{i+1+1}, 1]$. Thus, we write

$$\Pr(L_i = a, L_{i+1} = 0)$$

$$= \int_0^r \int_{x+r}^{x} \frac{n! (x-y)^{i-a-1} y^{a-1}}{(i-a-1)! a (n-i-1)!} \, dx \, dy$$

(89)

$$= \binom{n}{a} r^a (1-2r)^{n-a},$$

(90)

Using (88) and (89), we find that

$$\Pr(L_i = a) = \sum_{b=0}^{a+1} \Pr(L_i = a, L_{i+1} = b)$$

$$= \binom{n}{a} r^a (1-r)^{n-a},$$

(91)

for all $a = 0, \ldots, i-2$. 

For \( a = i - 1 \) (i.e., in the ordered graph, node \( i \) is connected by an edge to node \( 1 \)), we therefore have

\[
\Pr(L_i = i - 1) = 1 - \sum_{a=0}^{i-2} \Pr(L_i = a) = \sum_{a=i-1}^{n} \binom{n}{a} r^a (1 - r)^{n-a}
\]  

(92)

Thus, \( L_i \) has a truncated binomial distribution, as a consequence of the left margin.

**B. The Normalized Entropy for Large \( n \)**

We consider the entropy per node, \( \frac{1}{n} H(\hat{G}_{n,r}) \). From (26), we write

\[
\frac{1}{n} H(\hat{G}_{n,r}) \leq \frac{1}{n} \sum_{i=2}^{n-1} \sum_{a=0}^{i-2} \Pr(L_i = a) H(L_{i+1} \mid L_i = a) \equiv h_n
\]

\[
+ \frac{1}{n} \sum_{i=2}^{n-1} \Pr(L_i = i - 1) H(L_{i+1} \mid L_i = i - 1) + \frac{1}{n} H(L_2).
\]

(93)

The inner sum in the term in (93) denoted by \( h_n \) is taken over \( a < i - 1 \). Consequently, the probabilities involved in \( h_n \) (given by (88), (89), and (91)) do not depend on the node index \( i \), such that we can express

\[
h_n = \frac{1}{n} \sum_{a=0}^{n-3} (n-a-2) \Pr(L_{n-1} = a) H(L_n \mid L_{n-1} = a).
\]

(94)

In the following we evaluate the normalized entropy in the large \( n \) limit for different regimes of scaling of the connection range \( r_n \).

We find it more convenient to work with \( \Delta L_{n-1} = L_{n-1} + 1 - L_n \), representing the difference between the indices of the leftmost nodes linked to nodes \( n \) and \( n - 1 \). Given \( L_{n-1} = a \), \( \Delta L_{n-1} \in \{0, \ldots, a+1\} \). For example, \( \Delta L_{n-1} = 0 \) means nodes \( n - 1 \) and \( n \) have the same leftmost node, while \( \Delta L_{n-1} = a + 1 \) indicates that node \( n \) is isolated. Note that \( H(L_n \mid L_{n-1} = a) = H(\Delta L_{n-1} \mid L_{n-1} = a) \). Based on (88) and (91), we find

\[
\Pr(\Delta L_{n-1} = k \mid L_{n-1} = a) = \frac{(n-a)r_n}{(1-r_n)^a} \int_0^1 t^k (1-t)^{a-k} \left(1 - \frac{r_n t}{1-r_n} \right)^{n-a-1} dt
\]

for \( k = 0, \ldots, a \), whereas (89) and (91) give

\[
\Pr(\Delta L_{n-1} = a + 1 \mid L_{n-1} = a) = \left(1 - \frac{r_n}{1-r_n} \right)^{n-a}.
\]

(95)

(96)

1) \( r_n = O(1/n) \): We first consider \( h_n \) given by (94). \( L_{n-1} \) has a binomial distribution\(^2\) whose mean \( nr_n \) is \( O(1) \). Thus, the terms that have a significant contribution to the sum in (94) correspond to small values of \( a \). More specifically, for any \( s > 0 \) and sequence \( \epsilon_n > 0 \), Markov’s inequality gives

\[
\Pr(L_{n-1} \geq n(r_n + \epsilon_n)) = \Pr(e^{\epsilon_n L_{n-1}} \geq e^{sn(r_n + \epsilon_n)}) \leq e^{-sn(r_n + \epsilon_n)} e^{sL_{n-1}} = e^{-sn(r_n + \epsilon_n)} (1 - r_n + r_n e^s)^n = e^{-sn} e^{-snr_n + n ln(1-r_n + r_n e^s)}
\]

(97)

Choosing \( \epsilon_n = \ln(n)/n \) and \( s = 2 \), and given that \( r_n = O(1/n) \), we obtain \( \Pr(L_{n-1} \geq nr_n + \ln n) = O(1/n^2) \). Furthermore, a rough bound on the entropy of \( L_n \) based on the size of its support is \( H(L_n \mid L_{n-1} = a) \leq \log_2(a+1) < \log_2 n \). Thus, the terms in (94) corresponding to \( a \geq nr_n + \ln n = O(\ln n) \) have a contribution of \( O(\log_2 n/n^2) \), which is a negligible quantity. We therefore estimate \( H(L_n \mid L_{n-1} = a) \) for \( a \ll n \).

It can be shown that \( \left( 1 - \frac{r_n e^s}{1-r_n} \right)^{n-a-1} = e^{-nr_n s} \left[ 1 + O(\ln n/n) \right] \), such that we obtain from (95) and (96) that, up to correction terms that vanish as \( n \) grows large, \( \Delta L_{n-1} \) has the conditional pmf

\[
\Pr(\Delta L_{n-1} = k \mid L_{n-1} = a) = \begin{cases} \frac{nr_n}{a+1} M(k+1, a+2, -nr_n), & k = 0, \ldots, a, \\ e^{-nr_n}, & k = a + 1, \end{cases}
\]

(98)

where \( M \) is Kummer’s confluent hypergeometric function given by

\[
M(\alpha, \beta, z) = \frac{\Gamma(\beta)}{\Gamma(\alpha) \Gamma(\beta - \alpha)} \int_0^1 t^{\alpha-1}(1-t)^{\beta-\alpha-1} e^{zt} dt.
\]

It can be verified that (98) is a proper pmf. Thus, we get

\[
H(L_n \mid L_{n-1} = a) = - \sum_{k=0}^{a} \frac{nr_n}{a+1} M(k+1, a+2, -nr_n) + \frac{nr_n}{\ln 2} e^{-nr_n}.
\]

(99)

Since the binomial distribution of \( L_{n-1} \) approaches the Poisson distribution with rate \( nr_n \), the term \( h_n \) given by (94) satisfies \( h_n \sim h_U(nr_n) \), where the function \( h_U \) is defined in (31).

We now consider the term \( c_n \) in (93). The probability \( \Pr(L_i = i - 1) \) given by (92) can be viewed as a tail of the binomial distribution. Similarly to the tail bound we obtained above for \( L_{n-1} \), we can show that \( \Pr(L_i = i - 1) = O(1/n^2) \), for \( i \geq nr_n + \ln n \). The entropy term satisfies \( H(L_{i+1} \mid L_i = i - 1) \leq \log_2 i < \log_2 n \). Therefore,

\[
c_n = \frac{1}{n} \sum_{i=2}^{n} \Pr(L_i = i - 1) H(L_{i+1} \mid L_i = i - 1) + O \left( \frac{\log_2 n}{n^2} \right) \leq \frac{1}{n} (nr_n + \ln n) \log_2(nr_n + \ln n) + O \left( \frac{\log_2 n}{n^2} \right)
\]

(100)

(101)
Thus, \( c_n \) is vanishing with \( n \).

The last term of (93), \( H(L_2)/n, \) is also vanishing, since \( L_2 \) is binary and therefore its entropy is no more than one bit. We can thus conclude that, when \( r_n = O(1/n) \), the upper bound on the normalized entropy \( \sim h_C(nr_n) \).

2) \( r_n = \omega(1/n) \): This implies \( nr_n \) grows large with \( n \). Examples include a vanishing \( L_n \) (e.g., \( r_n \propto 1/\sqrt{n} \)), or \( r_n = r \), for some \( r \in (0,1) \) bounded away from 0 and 1.

Turning again to \( h_n \) in (94), in this case the sum is dominated by the terms corresponding to \( a \) on the order of the mean \( nr_n \) of \( L_{n-1} \). For finite \( k \) and \( a \) large (\( \sim nr_n \)), we write (95) as

\[
\Pr(\Delta L_{n-1} = k \mid L_{n-1} = a) \sim \frac{(n-a)r_n a^k}{(1-r_n)} \frac{1}{k!} \int_0^1 t^k e^{-[a + \frac{(n-a)r_n}{a-a}]} dt,
\]

for \( k = 0, 1, \ldots \). Thus, \( \Delta L_{n-1} \mid L_{n-1} = a \) has a geometric distribution with success probability

\[
p = \left(1 + \frac{a(1-r_n)}{(n-a)r_n}\right)^{-1},
\]

and its entropy is given by

\[
H(\Delta L_{n-1} \mid L_{n-1} = a) = -\log_2 p - \frac{1-p}{p} \log_2(1-p)
\]

To evaluate (94), we express the entropy as a function of \( x = \frac{a-nr_n}{(n-a)r_n} \), i.e., \( H(\Delta L_{n-1} \mid L_{n-1} = a) = f(x) \) with \( f : [-1, \infty) \to \mathbb{R} \),

\[
f(x) = (2 + x) \log_2(2 + x) - (1 + x) \log_2(1 + x).
\]

It can be verified that \( f(0) = 2, f'(0) = 1, \) and \( f''(x) > 0 \) over the domain of \( f \) (i.e., \( f \) is strictly increasing, strictly concave); therefore, \( f(x) \leq 2 + x \). Now, let \( g(x) = f(x) - (2 + x - x^2) \), which satisfies: \( g(0) = 0, g'(0) = 0 \) and \( g''(0) > 0 \). Also, in addition to \( x = 0 \), \( g \) is also zero only at \( x = -1 \). Consequently, \( g(x) \geq 0 \), such that

\[2 + x(a) - x^2(a) \leq H(\Delta L_{n-1} \mid L_{n-1} = a) \leq 2 + x(a).
\]

Using these inequalities in (94), we obtain upper and lower limits on \( h_n \) that differ by

\[
\frac{1}{n} \sum_{a=0}^{n-3} \Pr(L_{n-1} = a)(n-a-2) \frac{(a-nr_n)^2}{(n-a)^2r_n^2}
\]

\[
= \frac{1}{n} \sum_{a=0}^{n-3} n^3 r_n^a (1-r_n)^{n-a} \frac{(a-nr_n)^2}{(n-a+1)r_n^2} \left[1 + O\left(\frac{1}{n}\right)\right]
\]

\[
= \frac{1}{nr_n} + O\left(\frac{1}{n^2r_n}\right) \quad n \to \infty,
\]

Thus, the upper and lower limits on \( h_n \) are asymptotically equivalent to each other, and hence

\[
h_n \sim \frac{1}{n} \sum_{a=0}^{n-3} \Pr(L_{n-1} = a)(n-a-2) \frac{(a-nr_n)}{(n-a)r_n}
\]

\[
\sim 2(1-r_n),
\]

where the result was obtained by taking similar steps to the above.

We now prove that \( c_n \), defined in (93) as

\[
c_n = \frac{1}{n} \sum_{i=2}^{n-1} \Pr(L_i = i-1) H(L_{i+1} \mid L_i = i-1)
\]

goes to zero as \( n \) grows large. First, we show that the terms of the sum that defines \( c_n \) are negligible for indices that satisfy \( |i - nr_n - 1| > \sqrt{n \ln n} \). Since \( \Pr(L_i = i-1) \) given by (92) is a tail probability, Hoeffding’s inequality gives

\[
\Pr(L_i = i-1) \leq e^{-2n(\frac{i-1}{n} - r_n)^2}
\]

for all \( i > nr_n + 1 \). Therefore,

\[
\Pr(L_i = i-1) \leq \frac{1}{n^2},
\]

for all \( i > nr_n + 1 + \sqrt{n \ln n} \). Furthermore, the support of \( L_{i+1} \mid L_i = i-1 \) is \{0, \ldots, i\}, such that \( H(L_{i+1} \mid L_i = i-1) \leq \log_2(i+1) \leq \log_2(n) \). Hence, the overall contribution of the terms in (116) corresponding to \( i > nr_n + 1 + \sqrt{n \ln n} \) is \( O(\log_2(n)/n^2) \), which is negligible for large \( n \). Similarly, from (92),

\[
\Pr(L_{i+1} = i) = 1 - \sum_{a=0}^{i-1} \binom{n}{a} r_n^a (1-r_n)^{n-a}
\]

\[
\geq 1 - e^{-2n(\frac{i-1}{n} - r_n)^2}
\]

\[
\geq 1 - \frac{1}{n^2}
\]

for all \( i < nr_n + 1 - \sqrt{n \ln n} \). The probability that both the nodes \( i \) and \( i+1 \) are connected by an edge to node 1 is the
same as the probability that \( i + 1 \) is linked to node 1, which translates to \( \Pr(L_i = i \rightarrow 1, L_{i+1} = i) = \Pr(L_{i+1} = i) \), such that

\[
\Pr(L_{i+1} = i \mid L_i = i - 1) = \frac{\Pr(L_{i+1} = i)}{\Pr(L_i = i - 1)} \geq 1 - \frac{1}{n^2}.
\]

Therefore, using the log sum inequality and then (122),

\[
H(L_{i+1} \mid L_i = i - 1) = -\Pr(L_{i+1} = i \mid L_i = i - 1) \times \log_2 \Pr(L_{i+1} = i \mid L_i = i - 1)
\]

\[
- \sum_{k=0}^{i-1} \Pr(L_{i+1} = k \mid L_i = i - 1) \times \log_2 \Pr(L_{i+1} = k \mid L_i = i - 1)
\]

\[
\leq -\Pr(L_{i+1} = i \mid L_i = i - 1) \times \log_2 \Pr(L_{i+1} = i \mid L_i = i - 1) - [1 - \Pr(L_{i+1} = i \mid L_i = i - 1)] \times \log_2 \left[ 1 - \Pr(L_{i+1} = i \mid L_i = i - 1) \right]
\]

\[
= O\left( \frac{\log_2 n}{n^2} \right),
\]

for all \( i < nr_n + 1 - \sqrt{n \ln n} \). Thus, the terms in (116) corresponding to \( i < nr_n + 1 - \sqrt{n \ln n} \) have a negligible contribution. Finally, summing in (116) over the range \( nr_n + 1 - \sqrt{n \ln n} < i < nr_n + 1 + \sqrt{n \ln n} \), and using \( H(L_{i+1} \mid L_i = i - 1) \leq \log_2(i + 1) < \log_2(nr_n + 2 + \sqrt{n \ln n}) \) and that the probabilities are less than one, we obtain

\[
c_n < \frac{1}{n} \log_2(nr_n + 2 + \sqrt{n \ln n}) \xrightarrow{n \to \infty} 0.
\]

Since \( H(L_2) \leq 1 \), we conclude that when \( r_n = \omega(1/n) \) the upper bound on the entropy per node given by (93) is asymptotically equivalent to \( 2(1 - r_n) \).

**APPENDIX G**

**PROOF OF PROPOSITION 8**

Based on (27), we write

\[
\frac{1}{n} H(\hat{G}_{n,r}) \geq \frac{1}{n} H(L_2)
\]

\[
+ \frac{1}{n} \sum_{i=2}^{n-1} \sum_{a=0}^{i-2} \Pr(L_i = a) H(L_{i+1} \mid L_i = a, X_{(i-a)}, \ldots, X_i) \equiv h'_n,
\]

\[
+ \frac{1}{n} \sum_{i=2}^{n-1} \Pr(L_i = i - 1) H(L_{i+1} \mid L_i = i - 1, X_i, \ldots, X_i) \equiv c'_n
\]

\[
(127)
\]

where we have isolated in the term denoted by \( c'_n \) the case when \( L_i = i - 1 \), i.e., the \( i \)th node is directly connected to the first node.

In the following, we evaluate the term \( h'_n \) in (127). The variable \( L_i \) has a truncated binomial distribution, see Appendix. Focusing on the conditional distribution of \( L_{i+1} \), let \( \Delta_{(i+1)} = X_{(i+1)} - X_i \) be the gap between the \( i \)th and \((i + 1)\)th consecutive points. Given \( L_i = a \), we define the distances \( W_0, \ldots, W_{a-1} \) as \( W_{a-b+1} = X_{(i-b+1)} - X_i \), \( b = 2, \ldots, a+1 \). The conditional distribution of \( L_{i+1} \mid L_i = a \) is obtained by observing that:

\begin{itemize}
  \item \( L_{i+1} = 0 \iff \Delta_{(i+1)} > r \);
  \item \( L_{i+1} = 1 \iff W_{a-1} < \Delta_{(i+1)} \leq r \);
  \item \( L_{i+1} = b \in \{2, \ldots, a\} \iff W_{a-b} < \Delta_{(i+1)} \leq W_{a-b-1} \);
  \item \( L_{i+1} = a + 1 \iff \Delta_{(i+1)} \leq W_0 \).
\end{itemize}

When conditioning on \( X_{(i)} = x > r \), the locations \( X_{(i-a)}, \ldots, X_{(i-1)} \) of the \( a \) leftward neighbors of \( i \) are independent of the \( n-i \) locations \( X_{(i+1)}, \ldots, X_n \); the former locations are i.i.d. on \([x - r, x]\), given \( L_i \), whereas the latter are i.i.d. over \([x, 1] \). Therefore, the gap \( \Delta_{(i+1)} \) is independent of \( L_i \) given \( X_{(i)} \) and its distribution is given by

\[
\Pr(\Delta_{(i+1)} > u \mid X_{(i)} = x, L_i = a) = \left( 1 - \frac{u}{1 - x} \right)^{n-i}
\]

\[
(128)
\]

where \( 0 \leq u \leq 1-x \). Furthermore, given \( L_i = a \), the distances \( W_0, \ldots, W_{a-1} \) are independent of \( X_{(i)} \), and their distribution is dictated by the fact that the \( a \) points are i.i.d. over an interval of length \( r \). The following conditional pdfs are obtained:

\[
f_{W_0 \mid L_i}(u \mid a) = \frac{a(r - u)^{a-1}}{r^a}, \quad 0 < u < r,
\]

\[
f_{W_a-1 \mid L_i}(u \mid a) = \frac{au^{a-1}}{r^a}, \quad 0 < u < r,
\]

and

\[
f_{W_{a-b}, W_{a-b+1} \mid L_i}(u, v \mid a) = \frac{a! a^{a-b}(r - v)^{b-2}}{(a-b)! (b-2)!} u^{a-b},
\]

for \( b = 2, \ldots, a \) and \( 0 < u < v < r \).

The joint distribution of \( X_{(i)} \) and \( L_i \) is characterized by

\[
\Pr(X_{(i)} \in [x, x + dx], L_i = a) = \frac{n! (x - r)^{i-a-1} r^a (1 - x)^{n-i}}{(i - a - 1)! (n - i)!} dx,
\]

\[
(132)
\]

for \( a \in \{0, \ldots, i-2\} \) and \( x > r \). The probability (132) follows from the fact that the \( n \) points are i.i.d. in \([0, 1]\) and the desired event occurs when \( i - a - 1 \) points fall in \([0, x - r]\), \( a \) points in \([x - r, x]\), and \( n - i \) points in \([x, 1] \). Using (91), we obtain the conditional density

\[
f_{X_{(i)} \mid L_i = a}(x) = \frac{(n-a)! (x - r)^{a-1} (1 - x)^{n-i}}{(1 - r)^{n-a-1} (i - a - 1)! (n - i)!},
\]

\[
(133)
\]

for \( a \in \{0, \ldots, i-2\} \) and \( x \in (r, 1) \); the density is zero, otherwise. From (133), the conditional mean and variance of \( X_{(i)} \) are \( \mu = r + \frac{(1-r)(i-a)}{n-a+1} \) and \( \sigma^2 = \frac{(1-r)^2(i-a)(n-i+1)}{(n-a)(n-a-2)} \).

3Since \( a \leq i-2 \), such that the \( i \)th node is not connected by an edge to node 1, it must hold that \( x > r \), otherwise the two nodes are within the range \( r \).
respectively. For large $n$, the variance vanishes such that, for any fixed $t$, we develop (128) as

$$\Pr \left( \Delta_{(i+1)} > u \mid X_{(i)} = \mu + \sigma t, L_i = a \right)$$

$$= 1 - \frac{(n - a + 1)u}{(1 - r)(n - i + 1) \left( 1 + O(1/\sqrt{n}) \right)}^{n - i} \sim e^{-\lambda_a u},$$

for all indices $i$ such that $n - i$ is large, and where $\lambda_a = \frac{n - a}{r - a}$.

Based on the above, for all $i = 2, \ldots, \sqrt{n}$ (such that $n - i$ is large), we express the conditional entropy as

$$H \left( L_{i+1} \mid L_i = a, X_{(i-a)}, \ldots, X_{(i)} \right) \sim \sum_{b=0}^{a+1} g_{a,b},$$

with

$$g_{a,0} = -e^{-\lambda_a r} \log_2 e^{-\lambda_a r},$$

$$g_{a,1} = E \left[ -e^{-\lambda_a W_a - e^{-\lambda_a r}} \log_2 \left( e^{-\lambda_a W_a - e^{-\lambda_a r}} \right) \right],$$

$$g_{a,b} = E \left[ -e^{-\lambda_a W_a - e^{-\lambda_a W_{a-b+1}}} \log_2 \left( e^{-\lambda_a W_a - e^{-\lambda_a W_{a-b+1}}} \right) \right], \quad 2 \leq b \leq a,$$

$$g_{a,a+1} = E \left[ -e^{-\lambda_a W_a} \log_2 \left( 1 - e^{-\lambda_a W_a} \right) \right],$$

where the expectations are with respect to the distances with conditional pdfs (129)–(131). By exchanging the expectation with the sum over $b$ and then evaluating the sum from $b = 2$ to $a$, we obtain

$$\sum_{b=0}^{a+1} g_{a,b} \sim \frac{\lambda_a r}{\ln 2} e^{-\lambda_a r}$$

$$- \int_0^r \frac{u^{a-1}}{u^a} \left( e^{-\lambda_a u} - e^{-\lambda_a r} \right) \log_2 \left( e^{-\lambda_a u} - e^{-\lambda_a r} \right) du$$

$$- \int_{0 < u < v < r} \frac{a(a - 1)}{r^a} \log_2 \left( e^{-\lambda_a u} - e^{-\lambda_a v} \right) du dv$$

$$- \int_0^r \frac{a(r - v)^{a-1}}{r^a} \left( 1 - e^{-\lambda_a v} \right) \log_2 \left( 1 - e^{-\lambda_a v} \right) dv.$$  

Given that for large $n$ (136) does not depend on $i$ in the range $2, \ldots, \sqrt{n}$, we truncate the sum that defines $h'_n$ in (127) at $i = \sqrt{n}$. The error due to discarding the $\sqrt{n}$ terms vanishes with $n$, because the conditional entropy of $L_{i+1}$ is $O(\ln n)$ and the sum of probabilities is less than one, such that the truncation error is $O(\sqrt{n} \ln n / n)$. Thus, we can express the double sum as a single sum over $a$, such that

$$h'_n \sim \frac{1}{n} \sum_{a=0}^{n-\sqrt{n}} \left( \frac{n - \sqrt{n}}{a} - a - 2 \right) \frac{r^a (1 - r)^{n-a}}{a!} \sum_{b=0}^{a+1} g_{a,b}.$$  

For large $n$, $\lambda_a \sim n$ and, considering $r = r_n$, (142) becomes

$$h'_n \sim (1 - r_n) \sum_{a=0}^{n} \frac{n}{a} r_n (1 - r_n)^{n-a} \sum_{b=0}^{a+1} g_{a,b}.$$  

Plugging (141) with $\lambda_n \sim n$ into (143) and summing over $a$, we obtain

$$h'_n \sim \frac{1 - r_n}{\ln 2} \left[ n r_n e^{-nr_n} - \int_0^r n(1 - r_n + u)^{n-1} \left( e^{-nu} - e^{-nr_n} \right) \x ln \left( e^{-nu} - e^{-nr_n} \right) du$$

$$- \int_{0 < u < v < r} n(n - 1)(1 - v + u)^{n-2} \left( e^{-nu} - e^{-nv} \right) \x ln \left( e^{-nu} - e^{-nv} \right) dv$$

$$- \int_0^r n(1 - v)^{n-1} (1 - e^{-nv}) \ln \left( 1 - e^{-nv} \right) dv \right].$$

Denote the three integral terms in (144) by $I_1, I_2$ and $I_3$ (in the order of their appearance). We obtain

$$I_1 \sim - \int_0^r n e^{-nr_n} \left( 1 - e^{-nr_n} e^{nu} \right)$$

$$\times \left[ -nu + \ln \left( 1 - e^{-nr_n u} \right) \right] du$$

$$= n^2 r_n^2 e^{-nr_n} \int_0^1 \left( x - e^{-nr_n x} e^{nr_n x} \right) dx$$

$$-nr_n e^{-nr_n} \int_0^1 \left( 1 - e^{-nr_n x} \right) \ln \left( 1 - e^{-nr_n x} \right) dx,$$

$$= e^{-nr_n} \left( \frac{n^2 r_n^2}{2} - nr_n + 1 - e^{-nr_n} \right)$$

$$-nr_n e^{-nr_n} \int_0^1 \left( 1 - e^{-nr_n x} \right) \ln \left( 1 - e^{-nr_n x} \right) dx,$$

where we substituted $x = (r_n - u)/r_n$. For $I_2$, we define $w = v - u$ and write the double integral as

$$I_2 \sim - \int_0^r \int_0^{r-w} n^2 e^{-nw} e^{-nu} \left( 1 - e^{-nw} \right)$$

$$\times \left[ -nu + \ln \left( 1 - e^{-nw} \right) \right] du dw.$$  

Integrating over $u$ and then over $w$ we finally obtain

$$I_2 = \frac{1}{2} \left( 1 - e^{-nr_n} \right)^2 - \frac{n^2 r_n^2}{2} e^{-nr_n}$$

$$+ nr_n e^{-nr_n} \int_0^1 \left( 1 - e^{-nr_n x} \right) \ln \left( 1 - e^{-nr_n x} \right) dx + I_3,$$

where

$$I_3 \sim - \int_0^r n e^{-nu} \ln \left( 1 - e^{-nu} \right) dv$$

$$= - \int_0^{1 - e^{-nr_n}} x \ln x \, dx$$

$$= \frac{1}{4} \left( 1 - e^{-nr_n} \right)^2 \left[ 1 - 2 \ln \left( 1 - e^{-nr_n} \right) \right],$$

where in the second line we made the substitution $x = 1 - e^{-nv}$. Plugging the expressions for $I_1$, $I_2$, and $I_3$ back
into (143), we finally obtain that asymptotically in \( n \),
\[
    h_n^* \sim (1 - r_n) \left( 1 - e^{-n r_n} \right) \log_2 e \\
    - \left( 1 - r_n \right) \left( 1 - e^{-n r_n} \right)^2 \log_2 \left( 1 - e^{-n r_n} \right) \quad (153)
\]
Given that conditioning reduces the entropy, the positive term denoted by \( c_n' \) in (127) is smaller than \( c_n \) defined in (93). As shown in Appendix F, \( c_n \) vanishes with \( n \); therefore, \( c_n \) is also vanishing. Since \( L_2 \) is a binary variable, \( H(L_2)/n \) also vanishes with \( n \). Thus, the result (32) is obtained by particularizing (153) for different scaling regimes of \( r_n \).

**ACKNOWLEDGMENT**

The authors would like to thank the anonymous reviewers for their insightful comments and suggestions for improving the article.

**REFERENCES**

[1] B. Bollobás, *Random Graphs* (Cambridge Studies in Advanced Mathematics), 2nd ed. Cambridge, U.K.: Cambridge Univ. Press, 2001.
[2] M. Newman, *Networks: An Introduction*. Oxford, U.K.: Oxford Univ. Press, 2010.
[3] A. Lempel and J. Ziv, “Compression of two-dimensional data,” *IEEE Trans. Inf. Theory*, vol. IT-32, no. 1, pp. 2–8, Jan. 1986.
[4] G. Turán, “On the succinct representation of graphs,” *Discrete Appl. Math.*, vol. 8, no. 3, pp. 289–294, Jul. 1984.
[5] M. Naor, “Succinct representation of general unlabeled graphs,” *Discrete Appl. Math.*, vol. 28, no. 3, pp. 303–307, Sep. 1990.
[6] Y. Choi and W. Szpankowski, “Compression of graphical structures,” in *Proc. IEEE Int. Symp. Inf. Theory*, Jun. 2009, pp. 364–368.
[7] Y. Choi and W. Szpankowski, “Compression of graphical structures: Fundamental limits, algorithms, and experiments,” *IEEE Trans. Inf. Theory*, vol. 58, no. 2, pp. 620–638, Feb. 2012.
[8] J. C. Kieffer, E.-H. Yang, and W. Szpankowski, “Structural complexity of random binary trees,” in *Proc. IEEE Int. Symp. Inf. Theory*, Jul. 2009, pp. 635–639.
[9] E. Abbe, “Graph compression: The effect of clusters,” in *Proc. 54th Annu. Allerton Conf. Commun., Control, Comput.* (Allerton), Sep. 2016, pp. 1–8.
[10] A. Bhattacharya, Z. Wang, C. Wang, and L. Wang, “Universal graph compression: Stochastic block models,” in *Proc. IEEE Int. Symp. Inf. Theory (ISIT)*, Jul. 2021, pp. 3038–3043.
[11] A. R. Asadi, E. Abbe, and S. Verdú, “Compressing data on graphs with clusters,” in *Proc. IEEE Int. Symp. Inf. Theory (ISIT)*, Jun. 2017, pp. 1583–1587.
[12] T. Łuczak, A. Magner, and W. Szpankowski, “Asymmetry and structural information in preferential attachment graphs,” *Random Struct. Algorithms*, vol. 55, no. 3, pp. 696–718, Oct. 2019.
[13] T. Łuczak, A. Magner, and W. Szpankowski, “Compression of preferential attachment graphs,” in *Proc. IEEE Int. Symp. Inf. Theory (ISIT)*, Jul. 2019, pp. 1697–1701.
[14] P. Delgosha and V. Anantharam, “A universal lossless compression method applicable to sparse graphs and heavy-tailed sparse graphs,” in *Proc. IEEE Int. Symp. Inf. Theory (ISIT)*, Jul. 2021, pp. 2792–2797.
[15] M. Barthélemy, “Spatial networks,” *Phys. Rev.*, vol. 499, no. 1, pp. 1–101, Feb. 2010.
[16] M. Penrose, *Random Geometric Graphs*. Oxford, U.K.: Oxford Univ. Press, 2003.
[17] J. P. Coon, “Topological uncertainty in wireless networks,” in *Proc. IEEE Global Commun. Conf.* (GLOBECOM), Dec. 2016, pp. 1–6.
[18] J. P. Coon, C. P. Dettmann, and O. Georgiou, “Entropy of spatial network ensembles,” *Phys. Rev. E, Stat. Phys. Plasmas Fluids Relat. Interdiscip. Top.*, vol. 97, no. 4, Apr. 2018, Art. no. 042319.
[19] M.-A. Badiu and J. P. Coon, “On the distribution of random geometric graphs,” in *Proc. IEEE Int. Symp. Inf. Theory (ISIT)*, Jun. 2018, pp. 2137–2141.
[20] G. Han and A. M. Makowski, “A very strong zero-one law for connectivity in one-dimensional geometric random graphs,” *IEEE Commun. Lett.*, vol. 11, no. 1, pp. 55–57, Jan. 2007.
[21] M. Desai and D. Manjunath, “On the connectivity in finite Ad Hoc networks,” *IEEE Commun. Lett.*, vol. 6, no. 10, pp. 437–439, Oct. 2002.
[22] A. Ghasemi and S. Nader-Esfahani, “Exact probability of connectivity in one-dimensional ad hoc wireless networks,” *IEEE Commun. Lett.*, vol. 10, no. 4, pp. 251–253, Apr. 2006.
[23] G. Han and A. M. Makowski, “One-dimensional geometric random graphs with nonvanishing densities—Part I: A strong zero-one law for connectivity,” *IEEE Trans. Inf. Theory*, vol. 55, no. 12, pp. 5832–5839, Nov. 2009.

**MathOverflow. Upper Limit on the Central Binomial Coefficient.** Accessed: Jun. 14, 2013. [Online]. Available: https://mathoverflow.net/q/133752

**E. Deutsch. “Dyck path enumeration,” *Discrete Math.*, vol. 204, nos. 1–3, pp. 167–202, Jun. 1999.

**N. G. de Bruijn, D. E. Knuth, and S. Rice. “The average height of planted plane trees,” in *Graph Theory and Computing*. Amsterdam, The Netherlands: Elsevier, 1972, pp. 15–22.

**T. M. Cover and J. A. Thomas, *Elements of Information Theory*, 2nd ed. Hoboken, NJ, USA: Wiley, 2006.

**H. A. David, *Order Statistics* (Wiley Series in Probability and Mathematical Statistics). London, U.K.: Wiley, 1981.

**R. P. Stanley, *Catalan Numbers*. Cambridge, U.K.: Cambridge Univ. Press, 2015.

**OEIS Foundation Inc. (2022). Entry A080934 in The On-Line Encyclopedia of Integer Sequences.** [Online]. Available: http://oeis.org/A080934

Mihi-Alin Badiu (Member, IEEE) received the Dipl.-Ing., M.S., and Ph.D. degrees in electrical engineering from the Technical University of Cluj-Napoca, Romania, in 2008, 2010, and 2012, respectively. From 2012 to 2019, he was a Post-Doctoral Researcher and an Assistant Professor at the Department of Electronic Systems, Aalborg University, Denmark. From 2016 to 2018, he held an Individual Post-Doctoral Fellowship from the Danish Council for Independent Research. He is currently a Post-Doctoral Research Assistant with the Department of Engineering Science and a Lecturer in Electrical Engineering at Bath College, University of Oxford, U.K. His research interests include wireless networks theory, signal processing for communications, and probabilistic modeling and inference.

Justin P. Coon (Senior Member, IEEE) received the B.Sc. degree (Hons.) in electrical engineering from the Calhoun Honours College, Clemson University, Clemson, SC, USA, in 2000, and the Ph.D. degree in communications from the University of Bristol, Bristol, U.K., in 2005. He held various research positions at Toshiba Research Europe Ltd. (TREL) from 2004 to 2013, including the position of a Research Manager from 2010 to 2013, during which, he led all research on physical layer communications and network science with TREL. He was a Visiting Fellow at the School of Mathematics, University of Bristol, from 2010 to 2012, and a Reader at the Department of Electrical and Electronic Engineering from 2012 to 2013. In 2013, he joined the University of Oxford, Oxford, U.K., where he is currently a Professor of engineering science and the Emmott Fellow in engineering science with Oriel College. He has authored or coauthored more than 200 papers in IEEE and APS journals and conferences and is a named Inventor on more than 30 patents. He is a fellow of the Institute for Mathematics and its Applications. He was a recipient of the Toshiba’s Distinguished Research Award for his work on 4G systems and three Best Paper Awards. He was the editor of several IEEE journals and has chaired or co-chaired various conferences.