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Abstract—Embedded systems including IoT devices are designed for specialized functions; thus, changes in functions are not considered following their release. For this reason, changing functions to satisfy the requirements of IoT systems is difficult. In this study, we focus on updating existing embedded systems without modifying them. We investigate the design of new functions and their implementation with limited resources. This paper describes an evolution mechanism for updating the functionalities of existing embedded systems. The evolution mechanism uses a control unit that is deployed outside the embedded system. To guide the steady implementation of the evolution mechanism, we define an evolution process that effectively uses the state machine diagram at the design time and runtime to update the embedded systems. The programming framework implemented in this study supports the evolution process. We evaluate the evolution mechanism based on the results from two experiments. The first experiment involved applying the evolution mechanism to a cleaning robot, demonstrating that the evolution mechanism systematically enables the injection of new functions into an embedded system in the real world. The second experiment, on the probabilistic model checking technique, demonstrated that the mechanism provides almost the same performance as the ordinary embedded system with an improved robustness.

Index Terms—Internet of Things (IoT), embedded systems, system/software evolution, state machine diagram, MAPE-K loop, self-adaptive systems.

I. INTRODUCTION

IoT systems are developed by assembling various components, including sensors, devices, IoT clouds (software components), edge components, and user interfaces. Existing embedded systems are expected to be used as components of IoT systems for their efficient development. Embedded systems are usually designed to provide specific services. To provide these services efficiently, hard limitations are imposed on the hardware/software of the embedded systems. Such limitations prevent the embedded systems from being updated after their release. This characteristic sometimes yields negative effects to the development of IoT systems. When developing IoT systems, connecting sensors with devices is often required to incorporate a new monitoring function [1]. However, when we use embedded systems as devices in an IoT system, their lack of flexibility makes it difficult to connect these devices.

In this study, we address the issue related to the difficulty in updating embedded systems. We regard this issue as a problem in the system/software evolution [2] of embedded systems. We mainly focus on updating existing embedded systems without modifying existing functions and components. We use a control loop to add new functions to embedded systems by changing the system control flow. The control loop [3, 4, 5] is a promising approach for creating automated systems. In particular, the MAPE-K loop [6] has attracted attention owing to its autonomous management of information systems [7]. We expect that the MAPE-K loop mechanism to be compatible with IoT activities at various levels, namely monitoring, controlling, optimization, and autonomy [8].

This paper describes an evolution mechanism that supports for updating the functionalities of embedded systems. The evolution mechanism uses a control unit, which is deployed outside the embedded system. The control unit is constructed based on the MAPE-K loop. A programming framework developed in this study aids in constructing the control unit. We define an evolution process that supports the system evolution from the early stage of the system design phase to the implementation phase. The evolution process uses the state machine model to detect and handle changes between the original and new versions of the system. The state machine models of the two versions are used by a MAPE-K loop component at runtime.

The main contributions of this paper are as follows:

(1) Evolution mechanism for embedded systems: The mechanism enables the evolution of embedded systems without modifying embedded systems. This mechanism uses an event converter to control an embedded system to behave as a new embedded system.

(2) Evolution process: This process systematically implements the evolution of embedded systems using the evolution mechanism. This process uses the state machine models to design new functions and implement evolution to the mechanism.

(3) Programming framework: The framework aids in implementing the evolution in embedded systems more steadily. In particular, the framework helps us construct the event converter by providing useful APIs. This framework is developed based on our previous framework [9].

(4) Experimental evaluation: We apply the mechanism, process, and framework to a cleaning robot evolution scenario in the real world to evaluate the effectiveness of the evolution process. We also evaluate the performance and robustness of the proposed mechanism using the probabilistic model checking technique.

The remainder of this paper is organized as follows: Sec-
section II presents the background of this study, including the state machine diagram and MAPE-K loop. Sections III to VI describe the design, implementation, and addition of new functions to embedded systems using an evolution example of a lighting bulb system. Section VII reports the results of applying the framework to a cleaning robot evolution scenario and verifying the performance and robustness of the proposed evolution mechanism. Section VIII discusses our approach based on the results. Section IX summarizes related work, and Section X concludes this paper and outlines future work directions.

II. THEORETICAL BACKGROUND

A. State Machine Diagram/Model

A state machine diagram is a graphical model in the Unified Modeling Language (UML) [10]. The basic state machine diagram is a finite automaton in computer science. Figure 1 presents an example of a state machine diagram, whose main elements are states and transitions. The state machine diagram forms a graph consisting of states and transitions that connect the states. A state is a situation in the life cycle of an object, whereas a transition represents the movement from one state to another. Each transition can be labeled as an event that causes a transition.

The state machine diagram is used extensively in embedded system development [11]. A main reason for this is that the event-driven architecture provided by the state machine diagram allows us to describe more flexible patterns of control than any sequential system [12]. The diagram can explicitly define the handling of events that occur in each state. Unlike static UML diagrams including the class diagram, the state machine diagram can represent the dynamic behaviors of the system. Hereafter, we refer to a model described by the state machine diagram as a state machine model.

B. MAPE-K Loop

The MAPE-K loop [6] was originally developed as a mechanism for autonomous software systems, such as self-adaptive systems. Figure 2 overviews the MAPE-K loop mechanism [6]. The mechanism aims to control a software system by continuously executing four steps (components), known as monitor, analyze, plan, and execute, which form a loop. A target system is monitored to determine whether problems have occurred using logs and sensors at the monitor step. If a problem is identified at the analyze step, the mechanism attempts to determine the cause of the problem. Thereafter, at the plan step, actions are planned to solve the problem according to the analysis results derived from the analyze step. Finally, the actions planned in the previous step are performed at the execute step. Subsequently, the MAPE-K loop mechanism repeats the activities by monitoring the results of the execute step. The MAPE-K loop also includes a complementary component known as knowledge, which manages the data to be shared among the four components. The shared knowledge contains data such as topology information, historical logs, and policies. The aim of this type of loop structure is to identify and handle system problems efficiently.

III. EMBEDDED SYSTEM EVOLUTION

This paper describes an embedded system evolution mechanism that can update the functionalities of embedded systems. Owing to their hardware constraints and enhanced reliability, embedded systems generally exhibit less flexibility for evolution. To overcome this problem, we adopted an external approach using additional hardware for the evolution. Figure 3 depicts the system architecture of the evolution mechanism. Using an external approach that uses additional hardware (the external device in Figure 3), additional memory or storage space for implementing new functions to be added can be obtained. In this mechanism, the event converter plays the central role in controlling the new embedded system. We focus on the event-driven structure of the embedded system. The event converter changes incoming events sent from the controller appropriately to control the behavior of the embedded system and satisfy the new requirements.

We use the MAPE-K loop structure to construct an event converter. The MAPE-K loop monitors incoming events and handles the events properly according to the original and newly updated state machine models. The MAPE-K loop enables the handling of events automatically and asynchronously.
programming framework can be used to construct the event converter based on the MAPE-K loop structure. To guide the implementation of the evolution mechanism, we also define the evolutionary process, which encompasses the design and implementation phases of the development. The state machine model is the key model in the evolution process. The model is compatible with the design and implementation method of updating existing embedded systems.

We consider the evolution scenario of a light bulb system to explain the evolution process. Figure 4 depicts the application domain of a light bulb system. The embedded system, i.e., the light bulb system, receives commands corresponding to events from an (external) controller, which is a power switch in this scenario. The system responds to the commands (events) from the controller. The communication interface sends/receives events between the controller and embedded system using physical media, such as ethernet, serial cables, radio communication, and infrared rays. The controller, which is a power switch, switches light off and on. Figure 5 presents the state machine model of the light bulb system. The light bulb system has two modes: off and on. When the system receives a switch signal as an event, the state moves from off to on, and vice versa.

We envision the following evolution scenario.

**Evolution (add a new color mode):** The lighting system should turn on the light in the daylight color, which is implemented in the initial version, and in the incandescent lamp color, which is a new color tone. The colors can be changed by pushing the same switch. The daylight color light can be turned off without providing the incandescent lamp color by waiting two seconds after pushing the switch.

Although this evolution scenario is simple, it requires the fundamental problem encountered when updating the functionalities of existing embedded systems. Thus, new functions must be designed while combining the original and new functions.

### IV. DESIGN PHASE

This section describes the design of the evolution of an embedded system in our mechanism. In our evolution process, new functions for embedded systems are designed using state machine models. This section also explains how to handle the changes using the MAPE-K loop mechanism.

**A. Design Using State Machine Model**

As this study focuses on the evolution of embedded systems, we assume that embedded systems cannot be designed from scratch. Furthermore, we assume that a state machine model is available for the current version of the system. If the state machine model does not exist, it should be constructed for the original (current) version of the system. Figure 5 presents the state machine model for the original version of the light bulb system in our example. We revise this model to incorporate new functions.

As modifying the equipped functions of embedded systems is difficult, the existing states that are implemented, such as the functions associated with the off and on states in the
light bulb system, should not be changed. These states are generally related to hardware resources. If the existing states are modified, the part to be modified must be identified at the software layer and hardware layers. This is one of the most difficult tasks in the evolution of embedded systems. Therefore, we avoid the modification of existing functions and associated states.

During the design phase, we focus on the event-driven structure. Most embedded systems are event driven [11], meaning that they continuously wait for internal or external events, which may include time triggers and user actions such as button pushes. The event converter of our evolution mechanism extracts incoming events and creates new events. To construct the event converter, new events and states should be added. These states are added to the state machine model. The new events and states must be added to the original state machine model without removing existing states. New functions should be described by adding states and transitions for reaching the states. Such modification enables new functions to be added to the embedded system without changing the original version.

In a state machine model, a system (Sys) is represented using a finite number of events (E), states (S), and transitions (T). The next state is defined using the current state and an upcoming event. This transformation for defining the next state is known as a transition, which is a member of T. The system can be represented as a three-tuple:

\[ \text{Sys} = (E, S, T), \]

where E, S, and T are expressed as follows:

\[ E = \{ \text{event}_1, \text{event}_2, ..., \text{event}_n \} \]
\[ S = \{ \text{state}_1, \text{state}_2, ..., \text{state}_n \} \]
\[ T = S \times E \to S \]

Using this notation, the state machine model for the original light bulb system Sys_o can be described as follows:

\[ \text{Sys}_o = (E_o, S_o, T_o) \]
\[ E_o = \{ \text{switch} \} \]
\[ S_o = \{ \text{off}, \text{on} \} \]
\[ T_o = \{ (\text{off}, \text{switch}) \to \text{on}, (\text{on}, \text{switch}) \to \text{off} \} \]

We evolve the light bulb system to react to the new requirements described in Section [11]. The original system has two states: off and on. To handle the new requirements, a new function for providing a new color tone must be added, which should be invoked by pushing the switch.

As new functions must be added without modifying the existing states, events, transitions, and new states are added to the original state machine model to construct the new state machine model. A solution for our evolution scenario is to add two new states, wait and incandescentOn, to the model. The former state provides a conditional branch for whether the system should change the light to the incandescent color or should turn the light off, whereas the latter represents the state to provide the incandescent color light. Figure 6 depicts the changes in the state machine model that is used to handle the evolution. The right model in Figure 6 represents the new state machine model. The timeout event embedded in the model allows users to select whether the light is changed to an incandescent color or is turned off. In our example, two seconds after the state is changed to wait, the internal timer executes this event.

We define two conditions that are imposed on the new state machine model. Both conditions guarantee that the new system does not destroy the original functions related to the individual states and interface of the embedded system.

**Definition 4.1:** Necessary conditions of new state machine model: The new state machine model should have a set of events \( E_n \) and states \( S_n \) that satisfy both of the following conditions.

- **Condition 1:** \( E_o \cap E_n = E_o \)
- **Condition 2:** \( S_o \cap S_n = S_o \)

These conditions guarantee that the states and events of the original system are not destroyed. New states and events should be added if necessary. However, transitions can be added as well as modified from the original state machine model. In our example, the new light bulb system Sys_n can be defined as complying with the following conditions:

\[
\begin{align*}
\text{Sys}_n & = (E_n, S_n, T_n) \\
E_n & = \{ \text{switch}, \text{timeout} \} \\
S_n & = \{ \text{off}, \text{on}, \text{wait}, \text{incandescentOn} \} \\
T_n & = \{ (\text{off}, \text{switch}) \to \text{on}, (\text{on}, \text{switch}) \to \text{wait}, \\
& (\text{incandescentOn, switch}) \to \text{wait}, \\
& (\text{wait, timeout}) \to \text{off,} \\
& (\text{wait, switch}) \to \text{incandescentOn} \}
\end{align*}
\]
B. Design of Event Converter

As illustrated in Figure 3, the event converter plays a central role in the evolution mechanism. We focus on the event-driven structure of embedded systems. As indicated in Figure 4, events are usually sent from the controller to the embedded system. In our evolution mechanism, the events sent from the controller are intercepted by the event converter. The event converter, which is constructed based on the MAPE-K loop mechanism, generates a new event that is determined from the state machine models and event that the converter received. The converter may invoke a new function implemented on the external device instead of generating a new event.

When an existing function of the embedded system should be performed, the converter sends events to the embedded system to invoke the existing function. However, the converter should not send events to the embedded system when a new function implemented on the external device should be performed. Therefore, the event converter must determine whether the new system provides an existing or new function. The converter generates events to be sent to the embedded system if necessary. The event converter uses two state machine models, the original and new state machine models, to generate events. As this converter should behave independently from the controller and embedded system, we construct a converter based on the MAPE-K loop. In the following, we explain how events are generated using the MAPE-K loop mechanism.

The components of the MAPE-K loop have individual tasks, as follows:

- **Knowledge**: includes the original and new state machine models and manages their current states.
- **Monitor**: receives events sent from the controller.
- **Analyze**: verifies whether the coming event is acceptable at the current state.
- **Plan**: generates a plan, which consists of a list of events for invoking existing functions and commands to invoke new functions if necessary.
- **Execute**: sends events to the embedded system or invokes new functions.

The event converter determines the new actions according to Algorithm 1. If the monitor component observes the event occurrence (line 3), the analyze component probes whether the event is acceptable at the current state (line 5). The analyze component determines whether the system should use an existing or new function (line 7). The plan component plans the next action based on the analysis result (lines 8 and 11). Finally, the execute component performs the action determined by the plan component (line 14) and updates each state to the next state (lines 9, 10, and 12).

For the light bulb system, the initial state is the off state in both the original and new models. If a switch event occurs, the event converter generates a switch event. The next state, i.e., the on state, which is the return value of the nModel.getNextState(On, switch) method, exists in both the original and new state machine models (Figure 5). As the state exists in both models, the converter uses an existing function of the embedded system. In this case, the event converter generates the same event as the received event without changing it (event\textsubscript{b} = event\textsubscript{a} in Figure 5). We consider the situation in which the switch event occurs at the incandescentOn state in the new model. The next state, i.e., the return value of the nModel.getNextState(incandescentOn, switch) method, is the off state. The off state exists in both the original and new models. To use a function provided by the existing embedded system, the converter must send events to the system to change the system state; that is, the original model state. The current state in the original model is the on state. Therefore, a switch event is sent to the embedded system, and the state is changed from on to off; that is, the converter sends event\textsubscript{a} (the switch event) as event\textsubscript{b} to the embedded system without any changes.

Next, we consider the situation in which the switch event occurs at the on state in the new lighting bulb system. The next state is wait, which is the return value of the nModel.getNextState(On, switch) method. This state does not exist in the original model, but it exists in the new model (Figure 6). In this case, new functions are used on the external device. Therefore, the event converter invokes new functions that are associated with the wait state without generating any events, and updates the current state of the new model.

When the timeout event arrives at the wait state in the new light bulb system, the next state, the return value of nModel.getNextState(wait, timeout), is the off state. As the state exists in both models, the existing functions of the embedded system associated with the off state are used. The converter sends the switch event to the system to use the

---

**ALGORITHM 1**: Behavior of event converter.

**Result**: The next action is executed

**Data**: oModel, nModel: State machine models for original and new systems //Knowledge

**Data**: Current states, nState, oState, nState: current states of both models//Knowledge

```plaintext
while true do
    // Monitor events;
    if event\textsubscript{a} is observed then
        // Analyze whether the event is acceptable at the current state;
        if nModel.existTransition(nState, event\textsubscript{a}) then
            // Analyze the type of event;
            if oModel.existState(oModel, nModel.getNextState(nState, event\textsubscript{a})) then
                nextAction ← oModel.getEvents(oState, nModel.getNextState(nState, event\textsubscript{a})); //Plan;
                oState ← oModel.getNextState(oState, event\textsubscript{a});
                nState ← nModel getNextState(nState, event\textsubscript{a});
            else
                nextAction ← nModel.getTransition(nState, event\textsubscript{a}); //Plan;
                nState ← nModel.getNextState(nState, event\textsubscript{a});
            end
        else
            nextAction ← none;
        end
    end
execute(nextAction); //Execute
```

---
functions provided by the existing embedded system.

V. IMPLEMENTATION PHASE

This section describes the programming framework for implementing the event converter based on the MAPE-K loop mechanism. We explain the implementation of a new function corresponding to a new state in the new state machine model and the use of the functions from our framework.

A. Event Converter Implementation

1) State Machine Models: The event converter uses two state machine models as behavioral models to extract and handle changes between the original and updated systems. Our framework assumes that state machine models are constructed using Astah [13], which is a UML modeling tool. Astah can export models into the XML metadata interchange (XMI) format, which aids in exchanging UML models across different UML tools. By parsing state machine models in XMI format, the event converter can identify the events to be detected so that it can determine a transition for the next state.

2) External Device: Our evolution mechanism uses an external device in which the event converter is deployed. The following mandatory requirements apply to the external device:

   1) The device should have a communication mechanism with the embedded system such that the event converter can send events to the embedded system.
   2) The device should be as small as possible to satisfy the physical constraints of the embedded system.

To satisfy these requirements, we deploy an event converter on a Raspberry Pi [14]. Raspberry Pi is a small device; however, because it can use an operating system such as Ubuntu, various programs can run on it. It also has several interfaces such as GPIO pins and USB ports, to communicate with other devices. For these reasons, Raspberry Pi is a suitable device for deploying an event converter.

3) Programming Framework for Event Converter: Our programming framework aids in implementing the event converter based on the MAPE-K loop mechanism. The framework provides APIs for developing MAKE-K loop mechanisms, as indicated in Algorithm 1. A developer mainly implements two parts using this framework: the code for monitoring events sent from the controller, and the code for sending events to the embedded system or for calling new functions. Thus, the two parts correspond to the interfaces of the event converter.

We use Java to execute multiple components in parallel, as it is a language that provides multi-thread programming. We previously implemented a lightweight programming framework for operations on real-world hardware [15] [16]. This framework assumes that a system is developed based on a component-based structure [17], in which components can be added, removed, and replaced dynamically.

Figure 7 presents the programming model of the proposed framework. This framework provides the concurrent execution of classes, which are implemented as extensions of the Java Thread class. Figure 8 depicts the architectural configuration of the event converter, which is implemented based on the MAPE-K loop mechanism. The knowledge component is connected to the other components to share the data, including the state machine models. Figure 8 displays a class diagram of the programming framework. We introduce two main groups of classes that provide useful APIs. The first group consists of super-classes for implementing five types of MAPE-K loop components. We can focus on implementing individual concerns by inheriting these super-classes. The second group contains the SystemEventConverter class, which controls the MAPE-K components implemented by inheriting one of the super-classes belonging to the first group. Each monitor, analyze, plan, and execute component generally starts its activity after the previous component finished its activity. The threads of their components are controlled by the SystemEventConverter class, in the order of monitor, analyze, plan, and execute. Once the execute thread completes, the MAPE-K loop moves repeatedly from the monitor thread. The SystemEventConverter class handles thread processing and data flow, as illustrated in Figure 8. By inheriting and using these classes, a developer can implement the event converter without considering the thread synchronization and data flow of the MAKE-K loop process.

The event converter is deployed on the external device. The framework provides a command set for deploying the event converter with the MAPE-K loop components. Table I lists...
Fig. 9. Class diagram of programming framework.

commands that are provided. Among these commands, the control commands, such as \texttt{start} and \texttt{stop}, change the execution state of the MAPE-K loop components, whereas the \texttt{status} command indicates the current status of the MAPE-K loop.

![Fig. 9. Class diagram of programming framework.](image)

**TABLE I**

DEPLOYMENT/CONTROL COMMAND SET

| Command | Description |
|---------|-------------|
| \texttt{start} | Start the MAPE-K loop process. |
| \texttt{stop} | Stop the MAPE-K loop process. |
| \texttt{status} | Show the current status of the MAPE-K loop. |
| \texttt{exit} | End the MAPE-K loop process. |

4) Development Steps: The event converter is implemented and deployed according to the following steps:

(1) **Behavior coding:** The components of the event converter should be implemented as MAPE-K components. These components can be implemented by extending the super-classes and overriding the methods in the super-classes provided by the framework. For example, the class for event monitoring can be implemented by inheriting the \texttt{Monitor} super-class and overriding its \texttt{getEvent} method. The \texttt{getEvent} method should end by returning an event that is handled by the \texttt{analyze} method. The processes of the \texttt{analyze} and \texttt{plan} components, which are indicated in Algorithm [1], have already been implemented in parent classes; therefore, we do not need to change these classes. New functions corresponding to new states in the new state machine model should be implemented in this step.

(2) **Component configuration:** The instances of the implemented components are registered in the list defined in \texttt{SystemEventConverter} class using \texttt{add*} methods (Figure [10]). After registering the instances, the \texttt{build} and \texttt{start} methods connect components and start the MAPE-K loop, respectively. In Figure [10] the \texttt{MonitorEvent} class is a subclass of the \texttt{Monitor} parent class. An object of the \texttt{MonitorEvent} class is registered to the \texttt{SystemEventConverter} object using the \texttt{addMonitor} method.

(3) **Deployment of event converter:** New functions corresponding to new states in the new state machine model should also be registered. These new functions are called by a method that is included in the Knowledge class (Section V-B). After creating an executable file, which is a jar file, developers deploy the event converter and control the MAPE-K loop by executing the commands listed in Table I.

```java
public static void main(String[] args) throws IOException {
    SystemEventConverter se = new SystemEventConverter();
    // add instances to SystemEventConverter class
    se = addKnowledge(new KnowledgeState(se, "Knowledge"));
    se = addMonitor(new MonitorEvent(se, "Monitor"));
    se = addAnalysis(new AnalyzeState(se, "Analyze"));
    se = addPlan(new PlanEvent(se, "Plan"));
    se = addExecute(new ExecuteEvent(se, "Execute"));
    se = se.build();
    se.start(); // Add each instance of MAPE-K loop to SystemEventConverter class
}
```

Fig. 10. \texttt{SystemEventConverter} class, which provides the loop control of the MAPE-K loop.
To evaluate the proposed evolution mechanism, we conducted two experiments. The first experiment handles an evolution of a cleaning robot in the real world (Exp. 1), and the second evaluates the performance and robustness of the mechanism (Exp. 2).

A. Exp. 1: Evolution of Cleaning Robot

We applied the evolution mechanism to a cleaning robot as a real embedded system to evaluate its applicability and effectiveness. According to the evolution process, we first defined the original and new state machine models for the cleaning robot. Thereafter, we implemented an event converter and new functions using our framework and deployed them on an external device. Finally, we verified whether the evolved robot behaved correctly by following the new state machine model.

In this experiment, we used a Roomba [20] as the cleaning robot and Raspberry Pi as the external device. The Roomba provides a serial port and serial interface [21]. The event converter receives and sends events via a serial port provided by the Roomba. Figures 11 and 12 present a snapshot and the system architecture of the cleaning robot used in this experiment, respectively. The cleaning robot has two main functions: clean and spot. When the CLEAN button provided by the robot is pressed, the robot navigates to clean the field automatically. When the SPOT button is pressed, the robot intensively cleans a localized area by spiraling and then stops cleaning when it returns to the starting point. Figure 13 depicts the original state machine model for the cleaning robot. The robot cleans during the clean state. The clean state is changed to the on state when the robot receives a clean event invoked by pressing the button. The robot spot cleans during the spot state. When the robot completes the spot cleaning, the state is changed to the on state by receiving the endSpot event sent by the robot itself.

We envision the following evolution scenario.

**Evolution (move to the remote starting point):** The cleaning robot starts spot cleaning after it arrives at a starting point. When the robot recognizes the starting point using a USB camera, the robot moves to that point.

1) **Design:** We begin with the definition of the original and new state machine models. The new state machine model satisfies the new requirements described in the evolution scenario. In the design of the new system, we did not change existing states: the off, on, spot, and clean states. The system behavior of the robot was changed by adding new events and states. We used existing events provided by the cleaning robot, the clean, spot and endSpot events, without using additional buttons for new external events. To avoid making the existing functions unusable for mapping existing events to new states, we added new transitions to the existing states. This additional path enabled the preservation of the existing functions. We added two new states: move for moving to a starting point and spotWait for providing a detour path using the original spot mode. Figure 14 depicts the changes in the state machine model. The new event **timeout** enables...
the selection to start spot cleaning or to finish cleaning; the arriveSpot event informs the robot of the arrival.

\[
\begin{align*}
S_{n} & = (E_{n}, S_{n}, T_{n}) \\
E_{n} & = \{ \text{clean, spot, endSpot, timeout, arriveSpot} \} \\
S_{n} & = \{ \text{off, on, spot, clean, move, spotWait} \} \\
T_{n} & = \{(\text{off, clean}) \rightarrow \text{on}, \\
& (\text{on, spot}) \rightarrow \text{move}, \\
& (\text{on, clean}) \rightarrow \text{clean}, \\
& (\text{move, arriveSpot}) \rightarrow \text{spot}, \\
& (\text{spot, endSpot}) \rightarrow \text{on}, \\
& (\text{clean, clean}) \rightarrow \text{spotWait}, \\
& (\text{spotWait, timeout}) \rightarrow \text{on}, \\
& (\text{spotWait, clean}) \rightarrow \text{spot}\}
\end{align*}
\]

2) Implementation: We developed an event converter using the proposed framework. In particular, we implemented two classes for the converter: for monitoring events and sending events. The former is the MonitorEvent class that inherits the Monitor super-class, as illustrated in Figure 15. The converter should detect the CLEAN and SPOT button events through the Roomba serial interface. Therefore, we used an external SerialCommunication class for the Roomba serial interface. We implemented the event monitoring process by overriding the getEvent method, which returns a new event when it arrives.

To implement new functions, two new states, move and spotWait states, were added to the original state machine model in the design phase. We implemented two functions relating to the two respective states and then registered the functions to the event converter such that the new functions can be called from the event converter. We implemented the function relating to the move state using a control loop structure. The control loop mechanism provides high independence such that the functions can be separated from the other functions and event converter. This mechanism is also beneficial for executing actions in parallel with less dependence. However, we implemented the function corresponding to the spotWait state as a single class because the action is not complicated.

Figure 16 presents the KnowledgeState class, which extends the Knowledge super-class. The constructor of the class has a transition hash table, the contents of which are automatically generated by parsing the state machine models. By overriding the registerNewFunctions method, new functions corresponding to the new states were registered to the knowledge component.

3) Results: After deploying the event converter, new functions, and two state machine models on the external device, we started the event converter using the commands listed in Table 1. Listings 1 and 2 present the logs of the cleaning robot execution. First, the CLEAN button was pushed (lines 1 to 13 in Listing 1) to turn on the cleaning robot. When the SPOT button was pushed, the cleaning robot invoked the new function (lines 26 to 28) and moved to the marked point (lines 30 to 33), which was the expected behavior of the evolution scenario. After the cleaning robot arrived at the starting point (lines 31 to 33), the robot suitably provided spot cleaning (lines 35 to 62). In the other execution (Listing 2), when the CLEAN button was pushed twice in the clean state (lines 1 and 18), the robot started the original spot cleaning (lines 28 to 33). We observed that the new functions were successfully added to the cleaning robot without degrading functionality.

```
# button_event : Clean
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
```

```
# button_event : Spot
1
2
3
4
5
6
7
8
```
Fig. 14. Changes in state machine model for cleaning robot.

```java
public class MonitorEvent extends Monitor{
    SerialCommunication serial = null;
    KnowledgeState knowledge = null;

    public MonitorEvent(SystemEventConverter se, String name) {
        super(se, name);
        if (button_event = this.serial.getButtonEvent() != -1) {
            switch (button_event) {
                case CLEAN: return "Clean";
                case SPOT: return "Spot";
                default: break;
            }
        }
    }

    public Object getEvent() {
        while (true) {
            // check whether button events happened
            int button_event = -1;
            if ((button_event = this.serial.getButtonEvent()) != -1) {
                switch (button_event) {
                    case CLEAN: return "Clean";
                    case SPOT: return "Spot";
                    default: break;
                }
            }
            // check whether internal events happened
            if (knowledge.getEvent() != null) {
                return this.knowledge.getEvent();
            }
        }
        // Monitor new events
        [...]
    }
}
```

Fig. 15. Part of MonitorEvent class.

```java
public class KnowledgeState extends Knowledge{
    public KnowledgeState(SystemEventConverter se, String name) {
        super(se, name);
        super.createTable(); // Create a hash table to register transitions
        registerNewFunctions(); // Register new functions into the table
        super.initializeCurrentState(); // Initialize current states
    }

    private void registerNewFunctions() {
        super.putTransition("On", "Move", new Move("spot"));
        super.putTransition("Clean", "SpotWait", new SpotWait("this"), "clean");
    }

    // Register new functions corresponding to new states:
    // "Move" and "SpotWait".
    [...]
}
```

Fig. 16. Part of KnowledgeState class.

```java
Monitor
inputs Spot event.
Analyze
original_current_state: On
new_current_state: Move
mode: Use existing functions
Plan
Execute
MAP-EK loop does not send events.
Operate existing functions for Move in the another thread
original_current_state: On
new_current_state: Move
```

Listing 1. Log of moving to remote starting point. This log indicates that the robot executed a new function.

---

.shows a state diagram of the cleaning robot with states such as "Spot" and "Clean" and events like "arriveSpot" and "endSpot". The diagram illustrates the change in state from the current state to the next state based on the events.

- **MonitorEvent** class has a constructor that initializes a serial port and sets a knowledge component.
- The `getEvent()` method checks for button events and internal events, returning a corresponding state or breaking the loop.

- **KnowledgeState** class constructs tables for transitions and registers new functions corresponding to new states.

- The log indicates the robot's movement process, starting with the old state and transitioning to the new state through the execution of functions like "Move" and "SpotWait".

---
B. Exp. 2: Performance and Robustness

We evaluate the performance and robustness of the proposed mechanism using the probabilistic model checking technique [22]. Model checking is known as an effective technique for developing critical applications [23]. Probabilistic model checking verifies models with state transitions annotated by probabilities or transition rates. The technique determines whether QoS requirements specified in temporal logics are satisfied by the model. In this study, we used PRISM [24], a probabilistic model checker, for this experiment. We constructed continuous-time Markov chain (CTMC) [25] models and defined two QoS requirements:

- **Performance**: the process of the embedded system should finish as fast as possible.
- **Robustness**: event loss caused by timing errors should be as small as possible.

We adopted a modeling style used in various examples, such as [26][27]. Two CTMC models are used in Exp. 2; the first model is for the baseline mechanism, which corresponds to an ordinary embedded system, as illustrated in Figure 17 (a); the second model is for the baseline mechanism, as illustrated in Figure 17 (b). Listing 3 shows the CTMC model for the proposed mechanism, corresponding to model (b) in Figure 17.

Listing 2. Log of using spot cleaning mode. This log indicates that the robot executed an original function following its evolution.

Listing 3. The CTMC model for the proposed mechanism used in Exp. 2. The controller illustrated in Figure 17 is not explicitly described in this model.

The following parameters, all of which were defined in
Fig. 18. Performance evaluation results for Exp. 2.

Fig. 19. Event lost results for Exp. 2.

Listing 3 were used in this experiment.

- \( st_{\text{max}} = 20 \) (line 4): State path length required to reach the final state.
- \( event_{\text{arrive}} = 1/2 \) (line 6): Inverse of the average time interval between event arrival. It means that the average time interval between event arrival is 2 s.
- \( emb_{\text{internal\_process}} = 1/1 \) (line 7): Inverse of the average action time of the embedded system.
- \( conv_{\text{internal\_process}} = 1/0.25, 1/0.5, 1/0.75, \) or \( 1/1 \) (line 8): Inverse of the average conversion time. In this experiment, we used four values for the average conversion time: 0.25, 0.5, 0.75, and 1 s.

Because the average action time of the embedded system is 1 s, the average conversion time represents the ratio comparing with the action time of the embedded system. For example, when the average conversion time is 0.5 s, the converter is twice as fast as the embedded system.

To evaluate the two QoS requirements, we used the following two properties:

- \( P=? [F [T,T] \text{emb\_st} = \text{st\_max}] \): This property calculates the transient probability of the state of the embedded system being the final state (the 20th state). We can use this property for evaluating the performance of the mechanism. If the probability increases to 1.0 faster, the mechanism can reach the final state faster, i.e., the mechanism can finish tasks faster.
- \( R(\text{"lost"})=? [C<=T] \): This property is used for the robustness evaluation. The \( R \) operator represents the reward-based analysis. In particular, \( C<=T \) corresponds to the reward cumulated along a path until time \( T \) has elapsed. Reward “lost” is defined in lines 48 to 51 in Listing 3. This reward increases when the converter or embedded system fails to receive events. Therefore, this property calculates the expected number of lost events. We use this property for the robustness evaluation.

Figures 18 and 19 illustrate the results. Figure 18 shows the performance evaluation results when changing the conversion time. From this graph, we determined that the proposed mechanism provides similar performances as the baseline mechanism when the conversion time is sufficiently faster than the action time of the embedded system (converter=0.25 in the graph). Figure 19 shows the number of events lost. From these results, we determined that the proposed mechanism improves the prevention of the events lost when the conversion time is faster than the action time of the embedded system. These results show that the proposed mechanism performs well and is sufficiently robust when the event conversion is sufficiently faster than the action time of the embedded system.

VII. DISCUSSION

We discuss our evolution mechanism from design, applicability, implementation, and system evolution perspectives.

A. Design

Our evolution mechanism uses original and new state machine models to add new functions to an embedded system. When the event converter determines that the next state exists in the original model, the converter causes the embedded system to use the original function. If the next state does not exist in the original model, the converter executes a new function associated with the transition to the new state.

The current framework can only handle flat state machine models, which do not contain hierarchical or orthogonal structures. We should translate a state machine model containing hierarchical or orthogonal structures into a flat model according to the equivalence relationship described in [28]. The extension of the framework for considering the hierarchical and orthogonal structures is planned as the next step of our study.
The new state machine model must be carefully designed to avoid introducing unexpected transitions and a lack of necessary transitions. Introducing a mechanism to support the reachability analysis is beneficial at design time to not provoke system degradation. A model checking technique for verifying the correctness properties of state machine models can solve this problem. This technique will aid in revising the models or disabling certain functions more safely.

Furthermore, the evolution mechanism uses an external device to deploy and execute new functions. When a new function uses an existing function implemented in an embedded system, the state of the embedded system may change incorrectly. This situation should be carefully considered. In the cleaning robot scenario, the new function was able to be implemented without influencing the embedded system. However, when a new function changes the state of an embedded system, the new system must not change the state of the embedded system unintentionally. This problem can be solved in certain cases. Two types of behaviors and their corresponding new states should be prepared: the states that affect the embedded system and states that recover the state of the embedded system. When implementing parts of new functions corresponding to the former states, we add additional features to maintain the current state of the embedded system. The latter states restore the state of the system after the new functions were executed and change the state of the embedded system.

Formal specifications can be applied in the design phase to connect the design model with the implementation code. For example, VDM++ [30] can describe specifications based on object-oriented design. VDM++ handles explicit descriptions that explain how functions are implemented and implicit descriptions that outline what is required in the functions. After designing the state machine models, these specifications may aid in conducting a stepwise refinement of the new functions. Domínguez et al. [30] provided a systematic review of code generation from state machine specifications. The generation techniques described in the survey paper can be used; however, because we use state machine models not to develop the system itself but enable the event converter to identify the differences from the original behavior, the application of the technique will be partial.

B. Applicability & Implementation

Although certain embedded systems have communication interfaces, many embedded systems are closed from the outside. In this study, we assumed that embedded systems have communication interfaces, such as APIs or ports, to receive events from the event converter. In the cleaning robot scenario, a serial port was available for sending events to the robot. However, when an embedded system does not provide any communication interfaces, a new mechanism must be constructed to send events from the event converter. Even if an embedded system does not have communication interfaces, we can still control the system. One solution is to develop a hardware device that affects the user interfaces of the embedded system, such as a device that pushes a button at the correct time. Another solution is to change the environment of the embedded system. For example, an air conditioner being operated when an external device reduces or increases the temperature around the sensor of the air conditioner. These actions play the role of sending events to the embedded system.

Our framework does not restrict the implementation style of the new functions in the evolution process. This enhances its affinity with other systems and applications, such as ROS2 [31], which is the newest version of the Robot Operating System (ROS) [32]. Furthermore, this enables us to implement new features on additional devices. For example, many external IoT devices can be used for this purpose.

The results of the cleaning robot experiment in Exp. 1 demonstrate the applicability of the evolution mechanism. As shown in Exp. 2, the suitable event converter improves the robustness of an embedded system by preventing event loss. It is caused by the fast event converter successfully receiving events from the controller. Because most embedded systems require a significant amount of time to provide their services, they tend to miss subsequent events. This is an advantage of the proposed mechanism.

Most embedded systems have a certain degree of time constraints. First, the system performance must be considered. The performance evaluation in Exp. 2 verifies that the proposed mechanism provides similar performance to a vanilla embedded system when the event conversion is sufficiently faster than the action of the embedded system. Because the action time of an embedded system usually includes the time to provide services using hardware, the event conversion time is significantly faster than the time that the embedded system requires. Second, strict time constraints imposed on an embedded system must be continuously observed. Our current event converter does not contain mechanisms for verifying time constraints. We previously reported an initial study on a programming framework that handles time constraints at runtime [33]. The framework is for developing real-time systems and dynamically uses the model checking tool UPPAL to verify time constraints. We can enhance the support for handling time constraints by unifying this framework and the event converter.

C. System Evolution

When considering the system evolution, the system maintainability should be addressed. In object-oriented development, a system is developed by combining objects or components. Object-oriented development generally improves maintainability; however, the amount of code tends to increase. This characteristic opposes the requirement for embedded systems; that is, software and hardware resources should be as small as possible. Using an additional external device offers an advantage in this regard. New functions can be implemented and executed without using limited hardware resources on the embedded system. The external approach also improves the maintainability of embedded systems. System evolution usually increases the complexity of the code; however, implementing new functions in the external device maintains
existing code from becoming more complex. The comparison between the original and new state machine models helps developers identify the differences visually. We proposed a software evolution technique that localizes changes into components using goal modeling. This technique will also help separate new function modules from existing implemented functions. The deployment support of our framework, that is, the commands for controlling new functions and their deployment, is also effective for system evolution.

VIII. RELATED WORK

This section summarizes related work in terms of design methods for embedded systems, reprogramming, firmware updating, frameworks using UML diagrams, and IoT system development.

A. Design Methods for Embedded Systems

Various design methods have been proposed for embedded systems. Herrera et al. [34] proposed the COMPLEX UML/MARTE design space exploration methodology for embedded systems. This approach is based on a combination of model-driven engineering, the electronic system level, and design exploration technology. It uses the MAPERE profile, which offers a rich set of extensions specifically suited for the specification of embedded real-time systems. Lapalme et al. [35] proposed a .Net framework-based methodology for designing a new embedded system design tool. Aprville and Roudier [36] defined a SysML-based model-driven development methodology for embedded systems, which focuses on the security properties of embedded systems in particular. Hegedüs et al. [37] defined a model-driven framework for design space exploration that analyzes implementation alternatives, which satisfies all design constraints to identify the most suitable design choice. These studies handled the development of embedded systems; however, the methods proposed in these studies were assumed to be applied in the (initial) development of embedded systems, and therefore, they did not address the evolution of embedded systems.

A solution to the resource problem in embedded systems is an external approach that uses additional hardware. Chung and Subramanian [38] presented an architecture-based semantic evolution of embedded systems. They focused on embedded systems that can be remotely controlled and identified four architecture types for this purpose: the 3Rs (rework, reload, and reboot), stored data, rule-based, and runtime module generation types. They used the NFR framework to select the suitable semantic evolution and its corresponding architecture type. Berthier et al. [39] proposed a global resource control approach based on a centralized view of the device states using a Boolean Mealy automata diagram. Although their control layer was similar to our event converter, they focused on the synchronous control of embedded systems to optimize global resource, and not the evolution of embedded systems.

B. Reprogramming

Reprogramming, which is the act of changing a program, is an effective method for adding new features to a system. In particular, the reprogramming of embedded systems is a long-standing problem in this field. Gay et al. [41] presented the nesC language, which supports the analysis of the system design by providing a programming model that incorporates event-driven execution and a flexible concurrency model. Furthermore, they developed the nesC compiler to perform whole-program analysis to reduce the resource consumption and improve the reliability. Shafi et al. [42] proposed a reprogramming scheme consisting of a patch known as Queen’s differential (QDiff). QDiff mitigates the effects of program layout changes and retains the maximum similarity between the old and new codes using similarity detection approaches. They focused on the lower-level problems of embedded system reprogramming, such as power, speed, downtime, and reliability.

Embedded systems are used extensively in IoT environments. Updating new features enables existing devices to be connected to one another when constructing IoT systems. The problem of adding new features to embedded systems is necessary for developing IoT systems and wireless sensor networks [43], [44], [45]. By reprogramming, attempts have been made to change the functionalities of the devices under resource constraints, such as energy, memory, and processing power, over time.

These approaches aid in reprogramming code implementations in embedded systems, whereas our evolution mechanism aims to ensure that the existing systems are not modified. This mechanism enhances the modularity of existing systems. Both a reprogramming technique and programming framework can be used in our evolution mechanism. The use of a reprogramming technique will help the framework communicate with the embedded system.

C. Firmware

Firmware is software that controls hardware devices. Modern firmware is stored in EEPROM or flash memory, compared to old firmware architecture that was stored on ROM. Therefore, manufacturers can provide new features, revise bugs in their system, and protect users from security vulnerabilities through a firmware update. Such an update is performed via the USB or SD card and the Internet.

Mansor et al. [46] analyzed the security of a firmware update protocol for vehicles. Based on the results, they suggested several improvements in the protocols relating to safety and security measures. Jurkovic et al. [47] proposed firmware update mechanisms for many distributed embedded devices controlled by a centralized server. Their approach provides dynamic upgrades of software in a rapid, robust, and reliable manner via the Internet.

Secure firmware updates are one of the most important issues in the IoT environment. Asokan et al. [48] proposed a secure firmware update framework known as ASSURED, which provides a secure and scalable update for IoT systems. They considered realistic problems in large-scale IoT deployments while providing end-to-end security with enforceable constraints. Moreover, they decentralized heavy computational operations to external devices to place a minimal burden on
the IoT devices. Lee et al. [49] proposed a blockchain-based secure firmware update methodology. When the firmware is updated, the embedded device downloads the latest software from a peer-to-peer firmware sharing blockchain network of nodes. Their approach allows vendors to provide new functionalities and patch vulnerabilities on embedded devices.

Taha and Mustafa [50] proposed a custom in-system firmware upgrading methodology using a serial peripheral interface (SPI). They focused on large-scale embedded systems that do not have interfaces to run programming, such as the universal asynchronous receiver/transmitter. They updated the firmware through the SPI. In the cleaning robot example, we used the SPI provided by the robot when new features were added. However, we used it to send commands corresponding to an event and not to upgrade the existing system.

Kangas et al. [56] proposed an automated UML-based development using diagrams that support the implementation phase of the initial development from the design phase. Our study works using diagrams that support the implementation phase of the initial development from the design phase. Our study complements this focus with the evolution aspect. Our method first revises an existing model and subsequently adds new functions to embedded systems using these models.

### E. IoT System Development

The IoT domain addresses issues focused on in this paper. Several frameworks and middleware for IoT systems have been proposed. Armando et al. [59] proposed middleware that can handle heterogeneous IoT devices. Junejo et al. [60] proposed a framework for enhancing the security of the system, which provides a trust-based behavioral monitoring mechanism. Cheng et al. [61] introduced a knowledge graph-based multilayer IoT middleware. The middleware aims to solve the communication gap problem and heterogeneous access problem of IoT systems. The aim of these studies is similar to our study in terms of addressing device management and enhancement of the connectability of devices; however, our study mainly focuses on the function update of devises, i.e., embedded systems.

Some studies have addressed the configuration and architecture of IoT systems. Cai et al. [62] proposed a rapid system development method using various service integration patterns. This method is based on Model-View-Controller (MVC) architecture. Sun et al. [63] provided an energy-aware routing algorithm that minimizes server energy consumption while considering bandwidth consumption. The algorithm is used for dynamic service function chain deployment. Huang et al. [64] proposed a service-oriented network architecture to support the effective management of 5G-enabled IoT systems. Bera et al. [65] designed a blockchain-based IoT-enabled smart grid architecture. We use an external approach for implementing embedded system evolution. We currently assume that an event converter is used for a target embedded system to be evolved; however, when we handle several devices in an IoT system, an event converter may be used for several devices.
Liu et al. [66] proposed a manual reverse engineering framework for discovering the communication protocols of embedded Linux-based IoT systems. We assume that the original state machine model exists or can be described. These original protocols and behavioral models are important for the appropriate incorporation of organizing IoT systems. Cheng et al. [67] defined a dynamic evolution mechanism of Internet-of-Vehicles (IoV) community. The mechanism uses a graph-based model to drive dynamic evolution. The evolution mechanism does not handle the implementation of components; however, components should have flexibility in terms of changes not preventing evolution. Our mechanism will aid such an evolution in enhancing the flexibility of components.

IX. Conclusions

To develop more fitting components for IoT systems, this paper describes an evolution mechanism for updating the functionalities of embedded systems. The mechanism uses a control unit, an event converter, which is deployed outside of the embedded system to update the embedded system without modifications. A systematic evolution process and programming framework helps implement the event converter. Using the original and new state machine models, the event converter based on the MAPE-K loop structure appropriately sends new events to the embedded system and executes new functions on the external device. The results of the first evaluation conducted on a cleaning robot demonstrated that our evolution mechanism can provide a model-based system design and API-based implementation to realize the evolution of an embedded system without modification. The second evaluation verified the performance and robustness of the proposed evolution mechanism. Note that the suitable event converter improves the robustness of an embedded system by preventing event loss.

Future work includes the enhancement of the support for hierarchical and orthogonal state machine models. Towards the model-driven engineering of secure and safe embedded systems, the introduction of a verification mechanism to ensure the accuracy of behaviors using model-checking techniques is also planned. We believe our mechanism contributes to the efficient and assured evolution of embedded systems and development of IoT systems.
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