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ABSTRACT

Skeleton-based two-person interaction recognition has been gaining increasing attention as advancements are made in pose estimation and graph convolutional networks. Although the accuracy has been gradually improving, the increasing computational complexity makes it more impractical for a real-world environment. There is still room for accuracy improvement as the conventional methods do not fully represent the relationship between inter-body joints. In this paper, we propose a lightweight model for accurately recognizing two-person interactions. In addition to the architecture, which incorporates middle fusion, we introduce a factorized convolution technique to reduce the weight parameters of the model. We also introduce a network stream that accounts for relative distance changes between inter-body joints to improve accuracy. Experiments using two large-scale datasets, NTU RGB+D 60 and 120, show that our method simultaneously achieved the highest accuracy and relatively low computational complexity compared with the conventional methods.

Index Terms— skeleton-based action recognition, graph convolutional network, two-person interaction recognition

1. INTRODUCTION

Human action recognition has been widely applied to many tasks in video understanding such as video surveillance, manufacturing, healthcare services, and human-computer interaction [1, 2, 3]. In particular, skeleton-based action recognition has been gaining increasing attention as the precision of human pose estimation has greatly improved [4, 5]. Compared with approaches utilizing RGB images directly for action recognition, the skeleton-based approaches are more robust against changes in brightness, appearance, and interference from various background noise.

Recurrent neural network (RNN) and convolutional neural network (CNN) have often been utilized to recognize actions using skeleton data [6, 7, 8]. However, it is difficult for most of the models to recognize actions accurately due to the lack of the consideration of physical connections between the joints in the human body. A graph convolutional network (GCN) [9] was introduced to the field of action recognition as a spatial-temporal GCN (ST-GCN) [10], which was able to recognize actions more accurately by taking into account the structure of the body. GCN-based methods have been explored over the past few years, and many extended methods based on ST-GCN have been proposed to date [11, 12, 13, 14].

Two-person interaction recognition, which involves actions such as talking, hugging, and giving an object, as shown in Fig. 1, is regarded as a more complex and challenging task than recognizing actions performed by an individual [3, 16]. This is because the relationship between two people needs to be represented for accurate interaction recognition. As with individual action recognition, the GCN-based methods [17, 18, 19] are typically more accurate than the RNN or CNN-based methods [20, 21, 22] because they have been designed to represent relationship between two bodies more accurately.

However, the conventional methods can still be improved in two aspects: computational complexity and recognition accuracy. Although the accuracy is gradually improving with advancements in the GCN-based methods, the number of parameters has increased in most models. For example, MS-AAGCN [12] and MAGCN-IIG [17] perform a heavy late fusion of scores calculated from four and eight network streams, respectively, to attain high accuracy. It is more difficult to apply a model with a high computational cost in the real world because of its lower inference speed and need for larger computational resources. Thus, it is necessary to design a lightweight architecture and introduce an effective computational method that does not degrade the accuracy. The conventional methods do not consider the relationship between inter-body joints, which hinders their accuracy. Since the methods do not sufficiently represent explicit inter-body relationship as inputs to a model, it is still difficult to distinguish two-person interactions.

To address the above problems, we aim to design an accurate model with fewer parameters. Our model aggregates several streams as a few sets of branches to reduce the weight parameters. The aggregated branches are fused in a stream in the form of middle fusion. Additionally, to improve recognition accuracy, we propose a feature to capture inter-body relationships more accurately. Our model accounts for the relative distance changes in inter-body joints using the novel features. The contributions of this paper are summarized as follows.

- The model complexity is greatly reduced by aggregating branches on the basis of input shape and graph type predefined for GCN.
- Recognition accuracy is improved by combining an inter-body graph-based stream capturing the change of relative distances with representative joints of the other person.
- Experiments using two large-scale human interaction datasets show that our method achieved the highest accuracy and low complexity compared with the state-of-the-art methods.

Fig. 1: Examples of human interaction and their skeletons. Images were generated from MMAct dataset [15].
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2. PROPOSED METHOD

To make the model lighter while improving the accuracy, our proposed method, three-stream efficient GCN using inter- and intra-body graphs (3s-EGCN-IIG), introduces three techniques for reducing computational complexity in 2.1 and two techniques for improving accuracy in 2.2. The convolution and attention mechanism used in the method will be described in 2.3.

2.1. Techniques for Reducing Computational Complexity

Several representative and effective techniques to reduce weight parameters have been introduced in EfficientGCN [23] and other studies on individual action recognition task and object detection task. The proposed method utilizes three techniques: (1) the aggregation of branches, (2) factorized convolution, and (3) the model scaling strategy.

2.1.1. Aggregation of Branches

The overall architecture of 3s-EGCN-IIG is shown in Fig. 2. It consists of three streams, the intra-body stream, the 1st inter-body stream and the 2nd inter-body stream. Each stream has one or more branches to process joint coordinates ($J_t$), their velocity ($V_t$), or vectors between adjacent joints on the graph used in the stream ($B_t$). Most of the conventional multi-stream models fuse several scores, which are outputs of streams, in the form of late fusion, but it results in many redundant parameters. In contrast, our method uses a middle fusion approach [11] to make the model lighter. As shown in Fig. 2, six branches are aggregated into three streams by the same input shape and graph type (e.g., intra-body graph and inter-body graph described in 2.2.1). The branches are fused in the middle of each stream. The final score is calculated as the average of the probability obtained from the three streams.

2.1.2. Factorized Convolution

To further reduce the number of weight parameters, the convolutions are factorized into several steps. An effective factorized convolution technique was originally introduced in MobileNetV2 [24] for object detection. The technique largely reduces parameters by factorizing a convolution into two pointwise convolutions and one depthwise convolution. The kernel size and stride settings are described in 2.3.

2.1.3. Model Scaling Strategy

Several studies have investigated scaling strategies that efficiently increase the width and depth of the model. An innovative strategy was proposed in EfficientNet [25] and applied to EfficientGCN. The width and depth multipliers are $\alpha$ and $\beta$, respectively, under the constraint of $\alpha \beta \simeq 2$ ($\alpha, \beta \geq 1$), where $\phi$ is a compound coefficient. The scaling strategy and its settings used in our method are set as $\alpha = 1.2$ and $\beta = 1.35$ in accordance with [23]. Our models are named 3s-EGCN-IIG (B0) depending on $\phi$.

2.2. Techniques for Improving Accuracy

We introduce the following techniques for improving accuracy: (1) the collaborative use of the inter-body and intra-body graphs, and (2) an inter-body stream, which captures relative distances with the representative joints of the other person.

2.2.1. Intra-body Graph and Inter-body Graph

Graphs that represent physical connections of the body must be predefined for graph convolution. In this method, we utilize two graphs, the intra-body graph and the inter-body graph. The intra-body graph was originally introduced in ST-GCN [10]. In their method, an individual body structure is regarded as a graph, and then graph convolution is performed. Since the intra-body graph is designed to focus only on each person’s body, it is not appropriate to utilize it in the same way for a human interaction recognition task.

Consequently, a distinctive graph representation called the inter-body graph was proposed to capture the relationship between the joints of different bodies by means of graph convolutions [17]. The inter-body graph was defined by connecting the same kinds of joints between two bodies in addition to their intra-body connections as shown in Fig. 3 (a). The method collaboratively using the inter-body graph and the intra-body graph improved interaction recognition accuracy. However, it is still difficult to sufficiently capture relationship between two bodies because the original inter-body graph only connects joints on the same side such as between left side of one person and the left side of the other person. For instance, when passing an object, the opposite hands of two bodies may be used, e.g., one person’s right hand and the other person’s left hand. If the graph connects only the same side, the joints on the opposite side are far apart on the graph and it may not properly take into account the important relationship between distant joints in two bodies. Thus, we selected six representative joints in the human body (head, torso, and distal portion of the extremities, as shown in Fig. 3 (b)), and define all of their combinations as virtual edges. In the example above, the novel inter-body graph takes into account the variety of which hand an object is given to, which should improve the accuracy.

2.2.2. Inputs into Branches

The intra-body stream consists of three branches, $J_1$, $V_1$, and $B_1$, and utilizes the intra-body graph as its predefined graph. The 1st inter-body stream has $J_2$ and $V_2$ branches, which process joint coordinates and their velocity, respectively, using the inter-body graph.
In contrast, the 2nd inter-body stream only has a B2 branch and processes relative distances between joints of different bodies using the inter-body graph as well.

Take 3D skeleton data with \( x, y, \) and \( z \)-coordinates as an example. Given the joint \( v_{p,i,t} = \{x_{p,i,t}, y_{p,i,t}, z_{p,i,t}\} \), where \( p \in \{p_1, p_2\} \) denotes a person index, \( i \) denotes a joint index, and \( t \) denotes a frame number, features input for the \( J_1 \) and \( J_2 \) branches are \( f^{(1)}_{p,i,t} = v_{p,i,t} \). The features are transformed into the input shape as shown in Fig. 2. Meanwhile, features input for the other branches are calculated as:

\[
\begin{align*}
    f^{(V)}_{p,i,t} &= v_{p,i,t} - v_{p,i,t-1}, \\
    f^{(B1)}_{p,j,i,t} &= v_{p,j,i,t} - v_{p,j,i,t-1}, \\
    f^{(B2)}_{p,j,k,i,t} &= \{\|v_{p,i,t} - v_{p,j,k,i,t}\|_2\}^{k=1,...,6}, \\
\end{align*}
\]

where \( S^{(1)}_i \) is defined as a joint set connected to the \( i \)-th joint on the graph. \( S^{(intra)}_i \) includes only one adjacent joint, whereas \( S^{(inter)}_i \) includes six representative joints as with the definition of the inter-body graph as shown in Fig. 3 (b). In Eq. (3), \( j' \) is the person with whom \( p \) interacts. Particularly in the \( B2 \) branch, relative distance features are introduced by calculating distances between a person’s \( i \)-th joint and the other person’s six representative joints. The input into the \( B2 \) branch is given as 6-channel data by calculating the L2 norm and concatenating them. Since the \( B2 \) branch directly calculates relative distance features with all of the representative joints of the other person, it should improve accuracy for two-person interaction recognition.

2.3. Convolution and Attention Mechanism

The principal layers used in 3s-EGCN-IIG are adaptive graph convolution (AGC), temporal graph convolution (TGC), and attention (Att) as shown in Fig. 2. The details of these layers will be described in this order. Given \( f^{in}_{i,v} (v_{t}) \) as the input feature vector on the \( j \)-th joint \( v_{j} \) and \( S_i \) as a set of adjacent joints for the \( i \)-th joint \( v_{i} \), the graph convolution operation on joint \( v_{i} \) is written as:

\[
f^{out}_{i,v} (v_{t}) = \sum_{j \in S_i} \frac{1}{Z_{i,j}} f^{in}_{j,v} (v_{t}) \cdot w(l_i(v_{j})),
\]

A spatial partitioning strategy for distinguishing node characteristics is set in the same manner as that of the spatial configuration partitioning [10, 13]; that is, the convolution kernel size is set to 3 and \( S_i \) is divided into three groups according to a distance between the root node and the center of gravity. \( l_i(v_{j}) \) denotes the label map at joint \( v_{j} \) and is determined by the partitioning strategy. \( w(\cdot) \) denotes the function for obtaining the weight on the basis of the kernel index. The normalizing term \( Z_{ij} \) denotes the cardinality of the subsets to balance the contributions of different subsets. Methods to optimize the topology of the predefined graphs and lower the dependence on the graphs have been proposed [13, 26]. Our method utilizes AGC [13]. Eq. (4) is transformed as

\[
f_{i} = \sum_{k=1}^{K} W_k f_{in} (A_k + B_k + C_k),
\]

where \( W_k \) denotes the weight matrix trainable through graph convolution and \( K \) denotes the kernel size of the spatial dimension which is set to 3 by the spatial partitioning strategy. \( A_k, B_k, \) and \( C_k \) are the \( V \times V \) matrices. \( A_k \) is a normalized adjacency matrix that represents physical connections in the human body, which is calculated as \( A_k = \frac{1}{2} \tilde{A}_k \tilde{A}_k^{-\frac{1}{2}} \) using the adjacency matrix \( \tilde{A}_k \). \( \tilde{A}_k \), the element \( (i, j) \) of \( \tilde{A}_k \), is set to 1 or 0 depending on whether a joint \( v_j \) is contained in the subset of joint \( v_i \). The diagonal elements of the normalized diagonal matrix \( \Lambda_k \) are set as \( \Lambda_k = \sum_{i} (\tilde{A}_k) + \beta \), where \( \beta \) is a small parameter to avoid empty rows. \( B_k \) is a trainable adjacency matrix that also represents the strength of the connections. \( C_k \) is a data-driven matrix based on the similarity of two joints. The input feature map \( f^{in}_{in} \), whose size is \((C_{in}, T, V)\), is embedded by two embedding functions, \( c_k \) and \( \eta_k \). Each function is one \( 1 \times 1 \) convolutional layer. The output sizes of the functions are \((V, C'T)\) and \((C'T, V)\), and then they are multiplied to obtain a \( V \times V \) similarity matrix. The series of calculations to obtain \( C_k \) from \( f^{in}_{in} \) can be written as \( C_k = \text{softmax}(f^{in}_{in} W_{ik} W\eta_k f^{in}_{in}) \), where \( W_{ik} \) and \( W\eta_k \) denote the weight of the above embedding functions. The utilization of three matrices makes it possible to be less dependent on the predefined graphs.

TGC essentially follows AGC as shown in Fig. 2. TGC can extract temporal context efficiently by using \( \Gamma \times 1 \) convolution, where \( \Gamma \) denotes the temporal kernel size, which is set to 9, to control the temporal range. The convolution can be formulated as:

\[
f_{i} (v_{t}) = \sum_{v_q \in S(v_{t})} f_{i} (v_{q}) w(v_{q}),
\]

where \( v_t \) and \( v_q \) denote the joints in the target frame \( t \) and its neighbor frame \( q \), respectively. \( w(v_{q}) \) denotes the weight for \( v_q \) and \( S(v_{t}) \) denotes the sampling region of the temporal convolution. As mentioned in 2.1.2, to reduce the number of weight parameters, the convolution is factorized into three convolution steps: a \( 1 \times 1 \) convolution from channel size \( C_{in} \) to \( 2C_{in} \), a \( 5 \times 1 \) depthwise convolution with a stride of 2, and a \( 1 \times 1 \) pointwise convolution from channel size \( 2C_{in} \) to \( C_{out} \).

An attention module called ST-JointAtt was also introduced in [23]. ST-JointAtt was inspired by [27] and designed to distinguish the most informative joints in certain frames from the whole sequence by taking spatial and temporal information into account concurrently. The formulation is written as:

\[
\begin{align*}
    g^{in}_{in} &= \theta(p_{i}(g^{in}_{in}) \otimes p_{i}(g^{in}_{in}) \otimes W), \\
    g^{out}_{out} &= g^{in}_{in} \otimes (g^{in}_{in} \cdot W_{s}) \otimes (g^{in}_{in} \cdot W_{t}),
\end{align*}
\]

where \( g^{in}_{in} \) and \( g^{out}_{out} \) denote input and output feature maps. \( p_{i}(\cdot) \) and \( p_{i}(\cdot) \) represent spatial and temporal average pooling operations, respectively. The symbols \( \otimes, \odot, \) and \( \otimes \) respectively denote the concatenation, the channel-wise outer-product, and the element-wise product. \( \theta(\cdot) \) and \( \sigma(\cdot) \) respectively denote HardSwith and Sigmoid activation function. \( W \in \mathbb{R}^{C_{in} \times C_{in}} \) and \( W_{s}, W_{t} \in \mathbb{R}^{C_{in} \times C_{in}} \) are trainable weight matrices. The concatenation of two vectors obtained from each pooling operation makes it possible to calculate attention maps using both spatial and temporal information.
### 3. EXPERIMENTS

#### 3.1. Datasets

We evaluated our proposed method through experiments on two large-scale human action datasets, NTU RGB+D 60 [28] and NTU RGB+D 120 [29], which contain 11 and 26 interactions, respectively. These datasets have been widely utilized for evaluating action recognition methods due to their large data size. Each class contains approximately 1,000 clips. The skeleton data was obtained using Kinect v2 sensors and represented by 3D coordinates for 25 joints per person. These datasets include many variations in subjects and camera set-ups. The original papers recommend two kinds of validation methods to split the data into a training set and a test set in terms of subjects and camera set-ups, i.e., cross-subject (X-Sub) and cross-view (X-View). Note that X-View is called cross-setup (X-Set) in NTU RGB+D 120.

#### 3.2. Training Details

The training processes for both datasets are the same, as follows. They included 50 epochs in total. A warm-up strategy [30] was applied over the first 10 epochs to gradually increase the learning rate from 0.0 to 0.1 for stable training. After the 10th epoch, the learning rate decays according to a cosine schedule [31]. The stochastic gradient descent with Nesterov Momentum was applied as the optimization strategy and a hyperparameter was set to 0.9. Cross-entropy was selected as the loss function and the weight decay was set to 0.0001. The batch size was set to 32. Since each clip contains multiple frames with different lengths, the length of all clips was aligned to 150 frames (5.0 seconds at 30 fps) for the input into the streams. The code was implemented by PyTorch 1.7.0.

#### 3.3. Results and Discussion

We compared our proposed method with the state-of-the-art methods, the results of which are shown in Table 1. Note that we implemented ST-GCN, 2s-AGCN, and MAGCN-IIG ourselves and evaluated their accuracy. The other scores were taken from the original papers of the respective methods. As shown in the table, our method showed the highest accuracy in all four validations, even with the smallest B0 model, achieving an average improvement of 2.3% although the two inter-body streams are largely conducive to more accurate classification, with an average improvement of 3.2% although the two streams only have 0.57M parameters. Therefore, it is important to utilize the inter-body graph and consider the relative distances from the joints of the other person to express human interaction.

### 4. CONCLUSION

We have proposed 3s-EGCN-IIG for efficient and accurate human interaction recognition. The aggregation of branches, factorized convolution, and the scaling strategy were utilized to greatly reduce the computational complexity so that the method can be applied in real-world environments. Our method utilized both the inter-body graph and intra-body graph in different streams for accurate human interaction recognition. The relative distance features, which are calculated on the basis of distances with the representative joints of the other person, were used in one of the inter-body streams, which contributed to improvements in accuracy. Through the experiments using two large-scale datasets containing a wide variety of human interactions, we showed that our method successfully reduced the number of weight parameters while achieving high accuracy.

### Table 1: Comparison of accuracy (%), number of parameters, and FLOPs between proposed method and state-of-the-art methods on 11 interactions in NTU RGB+D 60 and 26 interactions in NTU RGB+D 120. Results that were not provided are marked with ‘-’.

| Methods                     | Conf./Jour. | Type | NTU RGB+D 60 | NTU RGB+D 120 |
|-----------------------------|-------------|------|--------------|---------------|
|                            |             |      | X-Sub        | X-View        | X-Sub        | X-Set        | #Param. (× M) | FLOPs (× G) |
| ST-LSTM [8]                 | TPAMI (2017) | RNN  | 83.0         | 87.3          | 63.0         | 66.6         | -            | -            |
| GCA-LSTM [7]                | CVPR (2017) | RNN  | 85.9         | 89.0          | 70.6         | 73.7         | -            | -            |
| ST-GCN [10]                 | AAAI (2018) | GCN  | 91.0         | 94.7          | 82.5         | 83.6         | 3.10         | 16.3         |
| FSNet [6]                   | TPAMI (2019) | CNN | 74.0         | 80.5          | 61.2         | 69.7         | -            | -            |
| AS-GCN [14]                 | CVPR (2019) | GCN  | 89.3         | 93.0          | 82.9         | 83.7         | 9.50         | 26.8         |
| 2s-AGCN [13]                | CVPR (2019) | GCN  | 92.4         | 95.8          | 86.1         | 88.1         | 6.94         | 37.3         |
| ST-GCN-PAM [19]             | ICIP (2020) | GCN  | -            | -             | 82.4         | 84.4         | -            | -            |
| LSTMI-IRN [20]              | TMM (2021)  | RNN  | 90.5         | 93.5          | 77.7         | 79.6         | -            | -            |
| 2s-DRAGCN [18]              | Patt. Recog. (2021) | GCN | 94.7         | 97.2          | 90.6         | 90.4         | 7.14         | -            |
| MAGCN-IIG [17]              | Access (2021) | GCN | 94.4         | 97.5          | 89.0         | 93.1         | 29.6         | 143          |
| GeomNet [21]                | ICCV (2021) | CNN  | 93.6         | 96.3          | 86.5         | 87.6         | -            | -            |
| EfficientGCN (B0) [23]      | TPAMI (2022) | GCN  | 95.0         | 97.1          | 89.6         | 90.8         | 0.39         | 2.08         |
| 3s-EGCN-IIG (B0)            | ICIP (2022) | GCN  | 96.3         | 98.3          | 91.9         | 94.8         | 0.96         | 4.65         |
| 3s-EGCN-IIG (B4)            | ICIP (2022) | *Ours | 96.6  | 98.7          | 92.4         | 95.5         | 6.01         | 22.5         |

Further reduced the number of parameters by approximately 10%. Although the B4 model is larger than B0, the accuracy of the B4 model is on average 0.6% higher than that of the B0 model in NTU RGB+D 120, and the computational complexity is still lower than that of most of the conventional methods. We measured the inference speed using 1 NVIDIA GeForce RTX 3090 GPU. The average inference speed of B0 model was approximately 5 ms per sample.

Ablation studies were also conducted to evaluate the performance and effectiveness of each stream and the combined streams. The comparisons are shown in Table 2. The methods which combined two or more streams yielded higher accuracy than the single stream methods. In particular, 3s-EGCN-IIG combining three streams achieved the highest classification accuracy. This is because the inter-body streams are largely conducive to more accurate classification, with an average improvement of 3.2% although the two streams only have 0.57M parameters. Therefore, it is important to utilize the inter-body graph and consider the relative distances from the joints of the other person to express human interaction.

### Table 2: Comparison of accuracy (%), number of parameters, and GFLOPs with different input streams using the proposed method in NTU RGB+D 120. All models are based on B0.

| Methods                      | X-Sub | X-Set | #Param. (× M) | FLOPs (× G) |
|------------------------------|-------|-------|---------------|-------------|
| (A) Intra-body stream        | 89.6  | 90.8  | 0.39 M        | 2.08 G      |
| (B) 1st inter-body stream    | 89.6  | 91.5  | 0.32 M        | 1.50 G      |
| (C) 2nd inter-body stream    | 86.7  | 91.5  | 0.25 M        | 1.07 G      |
| (A)+(B)                      | 91.6  | 93.4  | 0.71 M        | 3.58 G      |
| (A)+(C)                      | 90.8  | 94.0  | 0.64 M        | 3.15 G      |
| (B)+(C)                      | 90.3  | 94.0  | 0.57 M        | 2.57 G      |
| (A)+(B)+(C)                  | 91.9  | 94.8  | 0.96 M        | 4.65 G      |
5. REFERENCES

[1] P. Pareek and A. Thakkar, “A survey on video-based human action recognition: recent updates, datasets, challenges, and applications,” Artificial Intelligence Review, vol. 54, no. 3, pp. 2259–2322, 2021.

[2] S. Majumder and N. Kehtarnavaz, “Vision and inertial sensing fusion for human action recognition: A review,” IEEE Sensors Jour., 2020.

[3] H.-B. Zhang, et al., “A comprehensive survey of vision-based human action recognition methods,” Sensors, vol. 19, no. 5, pp. 1005, 2019.

[4] Z. Geng, K. Sun, B. Xiao, Z. Zhang, and J. Wang, “Bottom-Up human pose estimation via disentangled keypoint regression,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2021, pp. 14676–14686.

[5] C. Yu, et al., “Lite-HRNet: A lightweight high-resolution network,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2021, pp. 10440–10450.

[6] J. Liu, A. Shahroudy, G. Wang, L.-Y. Duan, and A.C. Kot, “Skeleton-based online action prediction using scale selection network,” IEEE Trans. Pattern Analysis and Machine Intelligence (TPAMI), vol. 42, no. 6, pp. 1453–1467, 2019.

[7] J. Liu, G. Wang, P. Hu, L.-Y. Duan, and A.C. Kot, “Global context-aware attention LSTM networks for 3d action recognition,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2017, pp. 1647–1656.

[8] J. Liu, A. Shahroudy, D. Xu, A.C. Kot, and G. Wang, “Skeleton-based action recognition using spatio-temporal LSTM network with trust gates,” IEEE Trans. Pattern Analysis and Machine Intelligence (TPAMI), vol. 40, no. 12, pp. 3007–3021, 2017.

[9] T.N. Kipf and M. Welling, “Semi-supervised classification with graph convolutional networks,” in Proc. Int. Conf. Learning Representations (ICLR), 2017.

[10] S. Yan, Y. Xiong, and D. Lin, “Spatial temporal graph convolutional networks for skeleton-based action recognition,” in Proc. AAAI Conf. Artificial Intelligence (AAAI), 2018, vol. 32, no. 1.

[11] D. Feng, Z.-C. Wu, J. Zhang, and T.-T. Ren, “Multi-scale spatial temporal graph neural network for skeleton-based action recognition,” IEEE Access, vol. 9, pp. 58256–58265, 2021.

[12] L. Shi, Y. Zhang, J. Cheng, and H. Lu, “Skeleton-based action recognition with multi-stream adaptive graph convolutional networks,” IEEE Trans. Image Processing (TIP), vol. 29, pp. 9532–9545, 2020.

[13] L. Shi, Y. Zhang, J. Cheng, and H. Lu, “Two-stream adaptive graph convolutional networks for skeleton-based action recognition,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2019, pp. 12026–12035.

[14] M. Li, S. Chen, X. Chen, Y. Zhang, Y. Wang, and Q. Tian, “Actional-structural graph convolutional networks for skeleton-based action recognition,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2019, pp. 3595–3603.

[15] Q. Kong, Z. Wu, Z. Deng, M. Klinkigt, B. Tong, and T. Murakami, “Mmact: A large-scale dataset for cross modal human action understanding,” in Proc. IEEE/CVF Int. Conf. Computer Vision (ICCV), 2019, pp. 8658–8667.

[16] A. Stergiou and R. Poppe, “Analyzing human-human interactions: A survey,” Computer Vision and Image Understanding (CVIU), vol. 188, pp. 102799, 2019.

[17] Y. Ito, K. Morita, Q. Kong, and T. Yoshinaga, “Multi-stream adaptive graph convolutional network using inter- and intra-body graphs for two-person interaction recognition,” IEEE Access, vol. 9, pp. 110670–110682, 2021.

[18] L. Zhu, B. Wan, C. Li, G. Tian, Y. Hou, and K. Yuan, “Dyadic relational graph convolutional networks for skeleton-based human interaction recognition,” Pattern Recognition, vol. 115, pp. 107920, 2021.

[19] C.-L. Yang, A. Setyoko, H. Tampubolon, and K.-L. Hua, “Pairwise adjacency matrix on spatial temporal graph convolution network for skeleton-based two-person interaction recognition,” in Proc. IEEE Int. Conf. Image Processing (ICIP), 2020, pp. 2166–2170.

[20] M. Perez, J. Liu, and A.C. Kot, “Interaction relational network for mutual action recognition,” IEEE Trans. Multimedia (TMM), 2021.

[21] X.S. Nguyen, “GeomNet: A neural network based on Riemannian geometries of SPD matrix space and Cholesky space for 3D skeleton-based interaction recognition,” in Proc. IEEE/CVF Int. Conf. Computer Vision (ICCV), 2021, pp. 13379–13389.

[22] Q. Ye, H. Zhong, C. Qu, and Y. Zhang, “Human interaction recognition based on whole-individual detection,” IEEE Sensors Jour., vol. 20, no. 8, pp. 2346, 2020.

[23] Y.-F. Song, Z. Zhang, C. Shan, and L. Wang, “Constructing stronger and faster baselines for skeleton-based action recognition,” IEEE Trans. Pattern Analysis and Machine Intelligence (TPAMI), 2022.

[24] M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, and L.-C. Chen, “Mobilenetv2: Inverted residuals and linear bottlenecks,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2018, pp. 4510–4520.

[25] M. Tan and Q. Le, “Efficientnet: Rethinking model scaling for convolutional neural networks,” in Proc. Int. Conf. Machine Learning (ICML), 2019, pp. 6105–6114.

[26] H. Sabbi, “Learning connectivity with graph convolutional networks,” in Proc. Int. Conf. Pattern Recognition (ICPR), 2021, pp. 9996–10003.

[27] Q. Hou, D. Zhou, and J. Feng, “Coordinate attention for efficient mobile network design,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2021, pp. 13713–13722.

[28] A. Shahroudy, J. Liu, T.-T. Ng, and G. Wang, “NTU RGB+D: A large-scale dataset for 3d human activity analysis,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2016, pp. 1010–1019.

[29] J. Liu, A. Shahroudy, M. Perez, G. Wang, L.-Y. Duan, and A.C. Kot, “NTU RGB+D 120: A large-scale benchmark for 3d human activity understanding,” IEEE Trans. Pattern Analysis and Machine Intelligence (TPAMI), 2019.

[30] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proc. IEEE/CVF Conf. Computer Vision and Pattern Recognition (CVPR), 2016, pp. 770–778.

[31] I. Loshchilov and F. Hutter, “Sgdr: Stochastic gradient descent with warm restarts,” arXiv preprint arXiv:1608.03983, 2016.