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Abstract

Travelling waves arise in several areas of science, hence modification of travelling wave properties is of great interest. While many studies have demonstrated how to control the form or shape of a solitary travelling wave by employing soliton or dispersion management, far less is known about controlling the motion of a travelling wave while keeping its form unchanged. We present a technique for control of travelling wave motion using time-varying coefficients, which we refer to as wave management. The technique allows one to alter the trajectory of a travelling wave, slowing, stopping, or reversing the direction of the wave, all while ensuring that the wave form is unchanged, and we illustrate this through multiple examples. Our results suggest that wave management is a promising tool for applications where one needs to modify the motion of a wave while preserving its form, and we highlight several potential applications.
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1 Introduction

The theory of travelling waves has a long and storied history. The linear one-dimensional wave equation was first derived as a model for a vibrating string by d’Alembert [17, 18], who also solved it, obtaining the d’Alembert formula which shows how the initial data for the wave equation is transported in opposite directions along the real line in the form of travelling waves. The d’Alembert formula is still used today. Another major advance to the science of travelling waves came due to Russel [67], who reported observing a solitary wave of translation within a canal. This report motivated the work of Lord Rayleigh [64], Boussinesq [11], and Korteweg and de Vries [39], all of which eventually resulted in a theory of solitary water waves and the development of the Korteweg-de Vries (KdV) equation, with its famous soliton solution. The most interesting feature of solitary waves is that they maintain their form while propagating at a constant velocity. Solitons are a special type of solitary wave which have the property that they maintain their form (except for a change in their phase shift) after a collision. Interest in solitary waves and the more specialized soliton has only increased over the last 70 years, with applications found in fluid mechanics and plasma dynamics, mathematical physics, optics, and theoretical biology [69]. The study of sigmoidal wavefronts, where one side of the space domain has a low concentration and the other a high concentration, with the wave itself connecting these two extremes, has origins in Fisher’s study of
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population genetics\[25\]. Fisher proposed a model for the spread of an advantageous gene within a population, determined the existence of travelling wavefronts, and studied their properties. In the same year, Kolmogorov, Petrovsky, and Piskunov proposed the same equation for this application\[38\], and hence the equation is sometimes referred to as the Fisher-KPP equation. The model is actually a diffusion equation with a reaction term (in the modern literature, these are referred to as reaction-diffusion equations). These studies paved the way for much of the work on reaction-diffusion systems which has taken place over the past 80 years, with applications of these systems to genetics, ecology, physiology, chemistry, and physics\[29\].

With all of this interest in travelling waves, there has been some effort directed toward understanding how the wavespeed of such waves changes as a function of system parameters, and applying this understanding in order to control some aspect of a given travelling wave. Control of the wavespeed of a travelling wave has been shown to be useful in several applications, ranging from optics\[77\] to neuroscience\[65\] \[44\]. The most common approach is to vary the model parameters, with the constant wavespeed adjusting accordingly, although there are limitations to this approach depending on relevant parameter regimes for which waves might exist. Another option discussed recently for controlling the constant speed of a travelling wave is to couple the governing equation to a type of controller employing a Stefan condition at one moving boundary. This approach was used to give a desired constant wavespeed in variations of the Fisher-KPP equation\[21\] \[24\] (even though the standard Fisher-KPP equation defined on the real line might not support such wavespeeds). Feedback controllers have been used to control the position of a travelling wave in reaction diffusion systems\[46\], and it has been known for some time that such controllers can stabilize travelling waves\[9\]. These approaches still result in a constant wavespeed and can be viewed as passive controls, with each new application of the control resulting in a new value of the constant wavespeed. Another option is an active control mechanism where the wavespeed is varied during transit of the wave. Despite the possible applications, the latter option is barely explored, and will be the focus of the present paper.

Dispersion management or soliton management is a popular technique for the modification of nonlinear waves in optics\[42\] \[2\] \[8\], atomic matter waves\[20\], and Bose-Einstein condensates\[36\], with the approach employing temporal or spatial modification of the dispersion and loss/gain terms, resulting in a non-autonomous problem. We refer to all of these techniques collectively as wave management. Wave management has been used to modify the amplitude or width of a solitary wave, resulting in a kind of self-similar transform of the original wave variables\[72\] \[73\]. Wave management not only allows for the control of wave properties, but can also be employed to stabilize waves against perturbations\[85\]. Despite the myriad uses for wave management, it was only recently shown that wave management can be used to modify the speed - rather than the structure - of a travelling wave, with the method used to slow, stop, or even reverse a solitary wave in the cubic nonlinear Schrödinger equation\[6\].

The focus of this paper is to more generally discuss the utility of wave management for controlling the motion of a travelling wave over time. Rather than modifying the wave envelope as commonly done in soliton management, we demonstrate that wave management can be used to preserve the structure of the travelling wave, while allowing it to propagate differently over different time intervals, resulting in a time-dependent wavespeed which is user controlled. We first outline the general method for employing wave management to control the speed and direction of a travelling wave. We exhibit several interesting choices of controls which change the wavespeed either gradually or rapidly, either of which may be useful depending upon the application. We
next highlight the application of wavespeed control to solitary waves and wavefronts, using the Korteweg-de Vries and Fisher-KPP equations as respective prototypical examples. We finally discuss our results, and briefly describe how our approach may find application in various areas of science and engineering.

2 Management of a travelling wave

Consider the nonlinear partial differential equation

\[ \frac{\partial u}{\partial t} + \delta_0 L[u] + \gamma_0 N[u] = 0, \]  

(1)

where \( L \) is a differential operator (the dispersion or diffusion term) on the space \( \mathbb{R}^m \), \( N \) is a nonlinear differential operator (the gain or loss term), while \( \delta_0 \) and \( \gamma_0 \) are parameters which control the relative strength of each term. We allow for \( N \) to contain spatial derivatives, although these should generally be lower order than the highest order derivatives in \( L \). Similarly, we allow \( L \) to be nonlinear, so long as it contains the highest order space derivatives. Assume that the transformation \( u(x, t) = U(z) \), \( z = k \cdot x - ct \), \( k \in \mathbb{R}^m \) a constant vector, puts (1) into the form of the ordinary differential equation

\[ -c \frac{dU}{dz} + \delta_0 \hat{L}[U] + \gamma_0 \hat{N}[U] = 0, \]  

(2)

where the hat denotes operators which are evaluated along the wave coordinate, \( z \). If this equation admits a solution \( U(z) \), then this gives a travelling wave solution of (1). The wavespeed, \( c \), will in general be a function of \( \delta_0 \) and \( \gamma_0 \), e.g., \( c = c(\delta_0, \gamma_0) \). As such, a specific choice of \( \delta_0 \) and \( \gamma_0 \) may permit (or, prohibit) a certain wavespeed. Another option is that no such \( c \) exists for this choice of parameter values, in which case we have failed to find a travelling wave solution.

Time-management of dispersion and nonlinearity require that the respective scaling of each term be allowed to vary in time, and the managed analogue of (1) reads

\[ \frac{\partial u}{\partial t} + \delta(t) L[u] + \gamma(t) N[u] = 0, \]  

(3)

The partial differential equation (3) is now non-autonomous, since the coefficients depend on time. As part of the wave management, we choose \( \delta(t) \) and \( \gamma(t) \) so that \( u(x, t) = U(Z) \) where \( Z = k \cdot x - C(t) \) for some differentiable function \( C(t) \) and \( U \) is a solution of the relevant travelling wave ODE with \( z \) replaced by \( Z \),

\[ -\frac{dC}{dt} \frac{dU}{dZ} + \delta(t) \hat{L}[U] + \gamma(t) \hat{N}[U] = 0. \]  

(4)

Plugging the solution \( u(x, t) = U(Z) \) into (3) results in a coupled system of parameter constraints

\[ S \left( \delta(t), \gamma(t), \frac{dC}{dt} \right) = 0, \]  

(5)

and a managed solution \( U(Z) \) to (3) exists provided that the system (5) admits a solution for \( \delta(t) \) and \( \gamma(t) \). We refer to (5) as the constraint system, as it determines the solvability condition for the management parameters. The constraint system (5) depends on \( k \) as well as any other parameters present in \( U(z) \), such as the amplitude of the wave.
If (5) admits a solution \(\delta(t) = \delta \left( \frac{dC}{dt} \right), \gamma(t) = \gamma \left( \frac{dC}{dt} \right)\), then the non-autonomous managed system in (3) admits the exact solution \(u(x, t) = U(k \cdot x - C(t))\). The envelope \(U\) corresponds to the solution \(u(x, t) = U(k \cdot x - ct)\) of the autonomous system (1), and hence the shape of the wave is unchanged under the control. In addition to preserving the shape, we remark that the managed solution is integrable provided the autonomous system (1) is integrable, whereas the managed solution is unchanged under the control. A management strategy which involves space will distort the shape of the wave, and temporal changes to the wavenumber vector \(k\) or the amplitude of the wave will also distort the wave. Although we allow for wave solutions on the space domain \(\mathbb{R}^m\), we consider propagation in a one-dimensional manner based on the choice of wavenumber vector \(k \in \mathbb{R}^m\). Although other types of waves are possible (such as radial waves which propagate outward from a single point), the mass or concentration measured by the wave must become diluted as the wavefront expands in size and hence the form of the wave is not preserved (even in the autonomous setting), regardless of controlling the wavespeed. Some of these points are discussed further in the SI Appendix.

### 2.1 Asymptotic wavespeed controls

Assuming one or more pairs of \(\delta(t)\) and \(\gamma(t)\) satisfying (5) exist, it is natural to explore how to choose \(C(t)\) so that the wave motion is controlled. A choice \(C(t) = c_1 \cdot t\) for \(c \neq 0\) a constant will result in a wave with constant wavespeed \(c_1\) in time, as is standard. In this case, (5) reduces to an algebraic equation, giving constant solutions \(\delta\) and \(\gamma\) (if they exist).

Suppose one wishes to change the motion of a travelling wave initially travelling with wavespeed \(c_1\) so that it later travels with wavespeed \(c_2\). The seemingly obvious choice would be to consider a function of the form

\[
C(t) = \begin{cases} 
  c_1, & \text{for } t \leq T, \\
  c_2, & \text{for } t > T.
\end{cases}
\]

However, this function is not differentiable at \(t = T\), and hence the transforms we have taken would not generate a differentiable solution to the problem. To remedy this, we must somehow mollify the transition between distinct wavespeeds.

In order to modify a wave travelling with initial wavespeed \(c_1\) so that it eventually travels with wavespeed \(c_2\), while keeping the function \(C(t)\) smooth, we remark that any of the following functions will accomplish this goal:

\[
C(t) = \frac{c_2 + c_1}{2} (t - T) + \frac{c_2 - c_1}{2} \sqrt{(t - T)^2 + X^2},
\]

\[
C(t) = \left( \frac{c_2 + c_1}{2} + \frac{c_2 - c_1}{2} \tanh(X(t - T)) \right) (t - T),
\]

\[
C(t) = \frac{c_2 + c_1}{2} (t - T) + \frac{c_2 - c_1}{2X} \log \cosh(X(t - T)).
\]

Each of these functions scales like \(C(t) \sim c_1 \cdot t\) for \(t \ll T\), \(C(t) \sim c_2 \cdot t\) for \(t \gg T\), and remains smooth for all time. The constants \(T \in \mathbb{R}\) and \(X > 0\) determine the time and sharpness of the change in
motion. Of course, the choice of $C(t)$ is not unique, with many other examples possible. For all of these functions, the agreement with a fixed wavespeed of either $c_1$ or $c_2$ is asymptotic, yet in specific applications of experiments it will likely be more desirable to transition between wavespeeds over a finite time interval.

### 2.2 Precise wavespeed controls

All of the functions \([7]\) tend exactly to the asymptotic scalings $C(t) \sim c_1 t$ for $t \ll T$, $C(t) \sim c_2 t$ for $t \gg T$. However, for practical applications, it will be useful to completely transition to a new wavespeed in a finite and fixed time, rather than just asymptotically. Taking our motivation from bump functions which are smooth yet compactly supported, consider

$$C(t) = \begin{cases} 
 c_1(t-T), & \text{for } t \leq T, \\
 c_1(t-T) + \frac{(c_2 - c_1)(t-T)}{1 + \exp \left( \frac{1}{t-T} - \frac{1}{t-X} \right)}, & \text{for } T < t < T + X, \\
 c_2(t-T), & \text{for } t \geq T + X.
\end{cases} \tag{8}$$

This choice of $C(t)$ gives a wavespeed of $c_1$ for all $t \leq T$ and a wavespeed of $c_2$ for all $t \geq T + X$. The duration of the transition, $X$, must remain positive yet can be made arbitrarily small with \([8]\) remaining a smooth function. Note that the function is smooth although not analytic, as is characteristic of bump functions.

In order to stop a wave initially travelling with wavespeed $c$, one would take $c_1 = c$ and $c_2 = 0$. On the other hand, suppose at $t = T$ we wish to stop a travelling wave with wavespeed $c_1$ for a duration of $\Delta t$ units of time, before allowing the wave to again propagate with wavespeed $c_2$. To do so, we may choose

$$C(t) = \begin{cases} 
 c_1(t-T), & \text{for } t \leq T, \\
 c_1(t-T) + \frac{-c(t-T)}{1 + \exp \left( \frac{1}{t-T} - \frac{1}{t+X-T} \right)}, & \text{for } T < t < X + T, \\
 0, & \text{for } X + T \leq t \leq X + T + \Delta t, \\
 c_2(t-T-2X-\Delta t), & \text{for } X + T + \Delta t < t < 2X + T + \Delta t, \\
 1 + \exp \left( \frac{1}{t-(T+X+\Delta t)} - \frac{1}{t+2X+\Delta t-T} \right), & \text{for } X + T + \Delta t < t < 2X + T + \Delta t, \\
 c_2(t-T-2X-\Delta t), & \text{for } t \geq 2X + T + \Delta t.
\end{cases} \tag{9}$$

One may similarly consider additional transitions, in order to obtain more complicated wavespeed management schemes. We illustrate several representative control strategies for slowing, stopping, or even reversing travelling waves, in Fig. \[4\].
Figure 1: Plots of several distinct control schemes $C(t)$ corresponding to $8$ in (a,b,c) and $9$ in (d). In particular, we choose (a) $c_1 = 1$, $c_2 = 2$, (b) $c_1 = 1$, $c_2 = 0$, (c) $c_1 = 1$, $c_2 = -1$ all with a transition at $T = 5$, and transition interval of size $X = 0.1$. These correspond to cases where the solitary wave is sped up ($c_2 > c_1$), stopped ($c_2 = 0$), and reversed ($\text{sgn}(c_2) = -\text{sgn}(c_1)$) beyond time $t = T = 5$. For (d), we take $c_1 = c_2 = 1$ with $\Delta t = 5$, $X = 0.1$ in $9$. The wave is stopped at $t = 0$ for a duration of $\Delta t = 5$ units, before moving along with original wavespeed. For each management choice (a-d) we plot the managed KdV solitary wave $13$ obtained from using $C(t)$ as given in $8$ over space interval $x \in [-10, 10]$ and indicated time interval. The color scale ranges from dark blue (value of 0) to white (value of 0.5); white regions comprise the cores of respective solitary waves.
3 Examples of wave management

3.1 The controlled Korteweg-de Vries soliton

We first demonstrate wave management using the Korteweg-de Vries (KdV) equation \[11, 39\], which admits the well-known soliton solution \[19\]

\[ u(x, t) = \frac{1}{2} \text{sech}^2 \left( \frac{x - t + x_0}{2} \right), \]

where \( x_0 \) is a constant which selects the location of the peak at \( t = 0 \). Consider the managed KdV equation

\[
\frac{\partial u}{\partial t} + \delta(t) \frac{\partial^3 u}{\partial x^3} + 6\gamma(t) u \frac{\partial u}{\partial x} = 0. \tag{10}
\]

Choosing \( u(x, t) = U(Z) \), \( Z = x - C(t) + x_0 \), we have

\[
- \frac{dC}{dt} \frac{dU}{dZ} + \delta(t) \frac{d^3U}{dZ^3} + 6\gamma(t) U \frac{dU}{dZ} = 0. \tag{11}
\]

The constraint system (5) comprises \( \frac{dC}{dt} = \delta(t) \), \( \frac{dC}{dt} = \gamma(t) \), so we choose the management parameters

\[ \delta(t) = \gamma(t) = \frac{dC}{dt}. \tag{12} \]

Under (12), we find that (10) has the managed solution

\[ u(x, t) = \frac{1}{2} \text{sech}^2 \left( \frac{x - C(t) + x_0}{2} \right). \tag{13} \]

To illustrate the approach, we plot the exact solution (13) in Fig. 1 under four different control strategies.

It is useful to see whether our managed exact solutions (13) agree with predictions from numerical simulations. We choose two different management techniques. First, we choose (8) with \( c_1 = -1, c_2 = 1, T = 10, X = 0.1 \), which corresponds to an initial wavespeed of \(-1\) and then a reverse in direction to a wavespeed of \(1\) after \( t = 10 \). The resulting exact solution is plotted in the top left panel of Fig. 2, while a comparison between this exact solution (13) and a numerical simulation is plotted in the top right panel of Fig. 2. The second managed wavespeed we choose takes the form

\[
C(t) = \int_0^t \frac{2 - \tanh(\xi - 17) + \tanh(\xi - 33)}{2} d\xi. \tag{14}
\]

This management technique takes a wavespeed of \(1\), slows it to zero for a time, and then speeds it back up again to \(1\), where it remains. The resulting exact solution (13) using (14) is plotted in the top left panel of Fig. 2, while a comparison between this exact solution (13) and a numerical simulation is plotted in the top right panel of Fig. 2. For more details on the numerical method, see the SI Appendix.

The numerical simulation shows good agreement with the exact solution, supporting the assertion that the managed KdV solitons given by (13) are indeed robust. The slight offset at late times is due to the \( O(10^{-3}) \) error in the numerical simulations which presents as a small translational error.
Figure 2: Plots of managed KdV solitons for cases where the wave is reversed (top) and slowed, stopped, and then sent on its way (bottom). The left panels show the exact solution (13) plotted over space and time. The right panels show both the exact solution (13) and the numerical simulation at indicated times. In the top row, we use the management technique (8) (with $c_1 = -1$, $c_2 = 1$, $T = 10$, $X = 0.1$). The soliton is moved left until $t = 10$, at which time it turns and then moves right for the remainder of the simulation. In the bottom row, we use the management technique (14). The soliton is moved to the right, frozen in place, and then sent on its way.
3.2 The controlled Fisher-KPP wavefront

In addition to travelling wave solutions of nonlinear wave equations, travelling waves are commonly studied in the context of reaction-diffusion systems. Unlike the linear wave equation, for which travelling waves are a natural solution, the linear diffusion equation admits no travelling waves. However, the combination of diffusion with nonlinear reaction terms allows for the existence of travelling waves in some reaction-diffusion systems. Unlike solitary waves that have one or multiple discrete peaks, the most commonly encountered travelling waves in the reaction-diffusion setting are moving sigmoidal wavefronts which comprise heteroclinic connections between two constant states. One such reaction-diffusion equation is the Fisher-KPP equation \[25\], and a managed form of this equation reads

\[
\frac{\partial u}{\partial t} - \delta(t) \frac{\partial^2 u}{\partial x^2} - \gamma(t)u(1 - u) = 0. \tag{15}
\]

The standard Fisher equation admits travelling wavefronts scaling like \(u \sim (1 + \exp(x - ct + x_0))^2\) \[3\]. Assuming a similar type of solution for the non-autonomous \eqref{15}, and placing this into \eqref{15} we find that the constraint system \eqref{5} takes the form

\[
4\delta(t) + \gamma(t) - 2\frac{dC}{dt} = 0, \quad \gamma(t) - \delta(t) - \frac{dC}{dt} = 0. \tag{16}
\]

Therefore, choosing the management parameters

\[
\delta(t) = \frac{1}{5} \frac{dC}{dt}, \quad \gamma(t) = \frac{6}{5} \frac{dC}{dt}, \tag{17}
\]

the managed Fisher equation \eqref{15} has the exact solution

\[
u(x, t) = (1 + \exp(x - C(t) + x_0))^2. \tag{18}\]

We simulate the managed Fisher-KPP equation \eqref{15}, and compare the resulting solutions with the exact solution \eqref{18}. We first choose the management technique \eqref{14}, which takes a travelling wavefront, stops it for a while, and then sends it along at the original wavespeed. The Fisher-KPP wavefront obtained using \eqref{14} is shown in the top two panels of Fig. 3. We also use the management technique

\[
C(t) = \int_0^t \frac{1 - \tanh(\xi - 27)}{2} d\xi, \tag{19}
\]

which takes a travelling wavefront with wavespeed of 1 and gradually stops it after \(t \approx 27\). (Although the value of the wavespeed is exponentially small past \(t \approx 27\), this is as good as zero when comparing between the exact solutions and the numerical simulations.) The wavefront obtained using \eqref{19} is shown in the lower two panels of Fig. 3. Again, numerical simulations of the managed Fisher-KPP equation \eqref{15} show good agreement with the corresponding exact solutions \eqref{18}, supporting the view that the managed wavefronts given by \eqref{18} are robust.

3.3 Additional examples and considerations

In addition to the two example illustrated above, we provide a number of other examples of myriad nonlinear waves which are possible to control in the SI Appendix. We also discuss how to extend the method of wave management to systems of equations.
Figure 3: Plots of managed Fisher-KPP wavefronts for cases where the wave is slowed, stopped, and then sent on its way (top) or stopped and held stationary for all time (bottom). The left panels show the exact solution (18) plotted over space and time. The right panels show both the exact solution (18) and the numerical simulation at indicated times. In the top row, the wavefront is stopped for a while, before being sent along at the original wavespeed, according to the management technique (14). In the bottom row, the wavefront is stopped and frozen in place for all remaining time, using the management technique (19).
4 Discussion

We have described a method for controlling the motion (speed and direction) of a travelling wave while keeping its form unchanged; we refer to this method as wave management, as it is motivated by the dispersion management and soliton management literature. Wave management involves treating the dispersion and loss/gain parameters as functions of time, resulting in a non-autonomous partial differential equation which must then be solved. Under the assumption of a wave envelope equivalent to that of the autonomous case yet with a time-varying wavespeed, we obtain a solvability condition that, when satisfied, results in a set of specific management parameters which ensures the existence of the desired travelling wave. When these management parameters exist, one is able to then control the motion of a travelling wave as desired, all while preserving the structure of the wave.

The preservation of the wave structure is a key point to the novelty of our method relative to other methods in the literature, such as dispersion or soliton management (as typically applied), which modify the envelope and structure of the nonlinear wave – meaning that any attempt at control using these methods tends to distort the structure of the wave. After outlining the theory, we demonstrate the utility of the method by way of specific examples, comprising both nonlinear wave equations and nonlinear reaction-diffusion equations. For all cases considered, the exact solutions show excellent agreement with the numerical simulations, suggesting that our exact solutions to the non-autonomous problem indeed robust. As a result, we anticipate it will be possible to employ wave management to control the motion of waves in real-world systems.

In light of the analysis and examples provided, wave management appears to be a useful yet relatively straightforward strategy for controlling the motion of a travelling wave. Of course, to successfully apply wave management, one or both of the dispersion and loss/gain terms should be controllable, and the controllability of these features will depend upon the specific system under consideration. We regard this possible lack of controllability as the primary limitation of implementing the method of wave management experimentally. Still, there are many applications for which these parameters may be controlled and hence wave management applied, and we now point to several applications which might stand to benefit from our approach.

A number of examples from mathematical physics allow for the requisite ability to control the dispersion and loss/gain. This controllability is certainly present in nonlinear optics, where light has been slowed and even stopped in experiments [45, 31, 23]. Dispersion management is frequently employed to modify the structure of optical waves [42, 24, 8], although in most of these works, the soliton envelope is modified in some manner, and management of the wavespeed under the cubic NLS was later discussed in [6]. Our approach would greatly improve these contributions to nonlinear optics, by allowing one to better control the motion of a solitary wave while ensuring it retains its form and various nice properties (such as integrability). The approach also works well with vector systems in nonlinear optics and in the SI Appendix we demonstrate how to control vector bright-dark solitons as just one application. Additional examples of systems which may be controlled during experiments are found in mathematical physics, such as the control of atomic matter waves in Bose-Einstein condensations [20, 36]. Experiments on these systems have shown that both dispersion and loss/gain terms may be modified over time, making wave management of the resulting travelling waves feasible. Since the manner of wave management we describe preserves integrability and stability properties of nonlinear waves, our approach can be used to preserve adiabaticity [30] in non-autonomous systems arising in mathematical physics.

Reaction-diffusion systems arising in chemistry often have temperature sensitivity, both through
reaction rates (such as those arising from scaling reaction terms with temperature activated Arrhenius parameters [5, 54]) and temperature-dependent diffusion (such as the linear Einstein, Wright-Sullivan, or Stokes-Einstein-Sutherland relations in liquid reactions [32] or more general power-law relations in gas reactions [58]). The role of temperature on Turing pattern formation from reaction-diffusion systems was recently studied under a variety of mechanisms in [74], and it was shown that localized Turing patterns can be modified through spatial or temporal changes in local temperature. Since temperature can be used to modify both diffusion and reaction rates in experiments, it may be an attractive method by which to implement wave management in chemical systems that permit travelling wave solutions. Temperature-dependent wavespeeds have already been observed in experimental work in fields as drastically different as physiology [62] and energy management [81], and a more precise control through wave management techniques outlined in this paper could be of service to any of these applications.

There are a number of potential biological applications for wave management, although these will likely be more theoretical than experimental owing to the difficulties inherent in modifying biological systems in a closed laboratory setting. Certain epidemiological systems are known to permit travelling waves, with a few mathematical examples can be found in [34, 80, 49, 78]. Travelling waves in epidemics are not only limited to theory, having been observed in the spread of influenza through different geographic regions [4, 76], as well as in spatiotemporal data for outbreaks of measles [25], rabies [27], and dengue fever [16]. Reduction of the number of contacts relative to the size of the population through travel restrictions or social distancing can modify the diffusion rates within an epidemic model [22, 14], whereas vaccination can be used to lower the reproduction rate of the epidemic within the model, with vaccination influencing the dynamics of a travelling wave [82]. Used in conjunction, these may then slow the propagation of a wave of infection over time. Conversely, ineffective policies or seasonal affects may increase the speed the wave of infection over time. Ecological migrations or invasions can manifest as travelling waves, with a number of factors influence the wavespeed [56, 20], and we provide an explicit example of the control of an invasion wave under a Lotka-Volterra population model in the SI Appendix. Changes in climate or habitat may cause long-term changes in wave structure or speed, whereas seasonal affects will also likely play a role.

A Supplementary Information

We further discuss the theory behind wave management and then provide several more concrete examples of the method.

A.1 Theoretical development of the wave management technique

Consider the nonlinear dispersive partial differential equation

$$\frac{\partial u}{\partial t} + \delta_0 L[u] + \gamma_0 N[u] = 0,$$

(20)

where $L$ is a differential operator (the dispersion term) on the space $\mathbb{R}^m$, $N$ is a nonlinear differential operator (the gain or loss term), while $\delta_0$ and $\gamma_0$ are parameters which control the relative strength of each term. We allow for $N$ to contain spatial derivatives, although these should generally be lower order than the highest order derivatives in $L$. Similarly, we allow $L$ to be nonlinear, so long
as it contains the highest order space derivatives. Assume that the transformation \( u(x,t) = U(z) \), \( z = \mathbf{k} \cdot \mathbf{x} - ct \), \( \mathbf{k} \in \mathbb{R}^m \) a constant vector, puts (1) into the form of the ordinary differential equation

\[-c \frac{dU}{dz} + \delta_0 \hat{L}[U] + \gamma_0 \hat{N}[U] = 0, \tag{21}\]

where the hat denotes operators which are evaluated along the wave coordinate, \( z \). If this equation admits a solution \( U(z) \), then this gives a travelling wave solution of (1). The wavespeed, \( c \), will in general be a function of \( \delta_0 \) and \( \gamma_0 \), e.g., \( c = c(\delta_0, \gamma_0) \). As such, a specific choice of \( \delta_0 \) and \( \gamma_0 \) may permit (or prohibit) a certain wavespeed. Another option is that no such \( c \) exists for this choice of parameter values, in which case we have failed to find a travelling wave solution.

Time-management of dispersion and nonlinearity require that the respective scaling of each term be allowed to vary in time, and the managed analogue of (1) reads

\[\frac{\partial u}{\partial t} + \delta(t) L[u] + \gamma(t) N[u] = 0, \tag{22}\]

The partial differential equation (3) is now non-autonomous, since the coefficients depend on time. As part of the wave management, we choose \( \delta(t) \) and \( \gamma(t) \) so that \( u(x,t) = U(Z) \) where \( Z = \mathbf{k} \cdot \mathbf{x} - C(t) \) for some differentiable function \( C(t) \) and \( U \) is a solution of the relevant travelling wave ODE with \( z \) replaced by \( Z \),

\[-\frac{dC}{dt} \frac{dU}{dZ} + \delta(t) \hat{L}[U] + \gamma(t) \hat{N}[U] = 0. \tag{23}\]

Using \( u(x,t) = U(Z) \) in (3) results in a coupled system of parameter constraints

\[S\left( \delta(t), \gamma(t), \frac{dC}{dt} \right) = 0, \tag{24}\]

and a solution \( U(Z) \) to (3) exists provided that the system (5) admits a solution for \( \delta(t) \) and \( \gamma(t) \). We refer to (5) as the constraint system, as it determines the solvability condition for the management parameters. The constraint system (5) depends on \( k \) as well as any other parameters present in \( U(z) \), such as the amplitude of the wave.

If (5) admits a solution \( \delta(t) = \delta \left( \frac{dC}{dt} \right), \gamma(t) = \gamma \left( \frac{dC}{dt} \right) \), then the non-autonomous managed system in (3) admits the exact solution \( u(x,t) = U(\mathbf{k} \cdot \mathbf{x} - C(t)) \). The envelope \( U \) corresponds to the solution \( u(x,t) = U(\mathbf{k} \cdot \mathbf{x} - ct) \) of the autonomous system (1), and hence the shape of the wave is unchanged under the control. In addition to preserving the shape, we remark that the managed (3) is integrable provided the autonomous system (1) is integrable, whereas the managed solution \( u(x,t) = U(\mathbf{k} \cdot \mathbf{x} - C(t)) \) to (3) is stable provided that the corresponding autonomous solution \( u(x,t) = U(\mathbf{k} \cdot \mathbf{x} - ct) \) to (1) is stable. As such, the managed solution to (3) is as robust as is the autonomous solution to (1).

A.1.1 Integrability of the managed equation

We note that wave management does not require integrability of the original autonomous equation in order to be applied. However, in the case where the original autonomous equation is integrable, we would like this integrability to be retained in the controlled equation. Let us then consider the question of whether a non-autonomous managed equation maintains integrability relative to
the original autonomous equation. To this end, assume (1) is integrable. Then, choosing the
management parameters to satisfy the constraint system (5) (from this system, the management
parameters will be linear combinations of \( \frac{dC}{dt} \)), and introducing the new timescale \( \tau = C(t) \), we
obtain the autonomous equation
\[
\frac{\partial v}{\partial \tau} + \delta_0 L[v] + \gamma_0 N[v] = 0,
\]
for the solution in terms of the new timescale, viz., \( u(x,t) = v(x,\tau) \). Note that (25) admits the
exact solution \( v(x,\tau) = V(k \cdot x - \tau) = U(k \cdot x - C(t)) \), which is exactly the managed travelling
wave solution of (3) discussed above.

Since (25) and (1) differ only by a timescale, (25) is integrable if and only if (1) is integrable.

Although this preservation of integrability appears fairly straightforward, it is worth seeing
explicit examples, and we consider the integrability of the managed KdV equation as well as the
conditional integrability of the Fisher-KPP equation. To this end, we apply the Painlevé test
to determine if a given managed equation has the Painlevé property and hence is integrable [79]. We
do not provide a detailed description of these techniques; the interested reader may consult the
references [1, 79, 63, 68]. In applying the Painlevé test, we expand a general solution in a Laurent
series about a singular manifold \( \mathcal{M} \). As we are concerned with travelling waves, we take the
singular manifold to be \( \mathcal{M} = \{ (x,t) \mid k \cdot x - C(t) = Z_0 \} \), which is just a one-dimensional manifold
parametrized by the choice of wave management resulting in \( C(t) \). For sake of example, we consider
one nonlinear wave equation (the KdV equation) and one reaction-diffusion equation (the Fisher-
KPP equation), however we remark that similar results hold for all of the other managed forms of
integrable equations we have considered later in this Appendix.

Integrability of the non-autonomous KdV equation Recall that the managed KdV equation
reads
\[
\frac{\partial u}{\partial t} + \delta(t) \frac{\partial^3 u}{\partial x^3} + 6\gamma(t) u \frac{\partial u}{\partial x} = 0,
\]
and the management parameters are
\[
\delta(t) = \gamma(t) = \frac{dC}{dt}.
\]
Choosing the parameters (12), the KdV equation (10) is put into the form
\[
\frac{dC}{dt} \left\{ \frac{d^3 U}{dZ^3} - \frac{dU}{dZ} + 6U \frac{dU}{dZ} \right\} = 0.
\]
Note that the choice of timescale \( \tau = C(t) \) taken to arrive at (25) would have cleared the factor \( \frac{dC}{d\tau} \) from this equation, however (28) still separates into a factor which involves \( Z \) alone. Although
we allow \( \frac{dC}{d\tau} = 0 \) for some values of \( t \) (for those times at which the wave is stopped), we take the
stronger condition of
\[
\frac{d^3 U}{dZ^3} - \frac{dU}{dZ} + 6U \frac{dU}{dZ} = 0,
\]
which arises from setting the \( Z \) factor in (28) to zero to balance this equation. To determine the
strength of the pole solution to (29), we assume a leading order term \( U(Z) \sim U_0(Z - Z_0)^{-\alpha} \). We
then have from the leading-order balance:

\[ \frac{d^3U}{dZ^3} \sim -U_0 \alpha (\alpha + 1) (\alpha + 2) (Z - Z_0)^{-\alpha - 3} = -6U_0 \alpha (Z - Z_0)^{-2\alpha - 1} \sim 6U \frac{dU}{dZ}, \]  

(30)

which gives a pole solution only when

\[ \alpha = 2 \quad \text{and} \quad U_0 = -2. \]  

(31)

To find the resonances, we next assume

\[ U(Z) \sim U_0(Z - Z_0)^{-\alpha} + b(Z - Z_0)^r = -2(Z - Z_0)^{-2} + b(Z - Z_0)^r. \]

From the leading-order terms, we find resonances at \( r = -3, r = 2, \) and \( r = 4. \) The \( r = -3 \) resonance is one degree lower than the degree of the pole, and corresponds to the arbitrariness of the singular manifold. On the other hand, the \( r = 2 \) and \( r = 4 \) resonances correspond to positions in the Laurent series expansion of \( U(Z) \) where we should have an arbitrary term. We then assume a solution taking the form of a Laurent series

\[ U(Z) = \frac{-2}{(Z - Z_0)^2} + \frac{a_{-1}}{Z - Z_0} + \sum_{\ell=0}^{\infty} a_{\ell}(Z + Z_0)\ell, \]  

(32)

and using this solution representation in (29) we obtain successively the first several terms

\[ a_{-1} = 0, \quad a_0 = \frac{1}{6}, \quad a_1 = a_3 = a_5 = a_7 = 0, \quad a_6 = -\frac{a_2^2}{6}, \quad a_8 = -\frac{3a_2a_4}{22}. \]  

(33)

Here \( a_2 \) and \( a_4 \) are arbitrary constant parameters (as was suggested by the resonance analysis). All subsequent even terms can be written in terms of \( a_2 \) and \( a_4, \) while all subsequent odd terms are zero. We conclude that the non-autonomous KdV equation (10) passes the Painlevé test for integrability provided that the wavespeed \( C(t) \) is controlled using (12). We remark that our analysis has recovered the same pole and resonance structure as the standard KdV equation, the analysis for which was previously outlined in [79].

### Integrability of the non-autonomous Fisher-KPP equation

The managed form of the Fisher-KPP equation reads

\[ \frac{\partial u}{\partial t} - \delta(t) \frac{\partial^2 u}{\partial x^2} - \gamma(t)u(1 - u) = 0, \]  

(34)

while the management parameters are given by

\[ \delta(t) = \frac{1}{5} \frac{dC}{dt}, \quad \gamma(t) = \frac{6}{5} \frac{dC}{dt}. \]  

(35)

Choosing the parameters (17), the Fisher-KPP equation (15) is put into the form

\[ \frac{dC}{dt} \left\{ \frac{1}{5} \frac{d^2U}{dZ^2} + \frac{dU}{dZ} + \frac{6}{5} U (1 - U) \right\} = 0. \]  

(36)

As (36) shows a separation of \( t \) and \( Z \) variables, we will take the \( Z \) factor to zero, and write

\[ \frac{1}{5} \frac{d^2U}{dZ^2} + \frac{dU}{dZ} + \frac{6}{5} U (1 - U) = 0 \]  

(37)
for all \( t \). We will again carry out the Painlevé test. To determine the strength of the pole solution (37), we again assume a leading order term \( U(Z) \sim U_0(Z - Z_0)^{-\alpha} \), resulting in the leading-order balance:

\[
\frac{1}{5} \frac{d^2 U}{d Z^2} \sim \frac{\alpha (\alpha + 1) U_0}{5} (Z - Z_0)^{-\alpha - 2} = \frac{6 U_0^2}{5} (Z - Z_0)^{-2\alpha} \sim \frac{6}{5} U^2. \tag{38}
\]

We find that (38) admits a pole solution only when \( \alpha = 2 \) and \( U_0 = 1 \).

To find the resonances, we next assume \( U(Z) \sim U_0(Z - Z_0)^{-\alpha} + b(Z - Z_0)^\ell = (Z - Z_0)^{-\alpha} + b(Z - Z_0)^\ell \). From the leading-order terms, we find resonances at \( r = -3 \) and \( r = 4 \). The \( r = -3 \) resonance is one degree lower than the order of the pole and corresponds to the arbitrariness of the singular manifold. The \( r = 4 \) resonance corresponds to the position in the Laurent series expansion of \( U(Z) \) where we should find an arbitrary term. Assuming a Laurent series solution

\[
U(Z) = \frac{1}{(Z - Z_0)^2} + \frac{a_{-1}}{Z - Z_0} + \sum_{\ell = 0}^{\infty} a_\ell (Z + Z_0)\ell, \tag{40}
\]

and using this solution representation in (37), we successively obtain

\[
a_{-1} = -1, \quad a_0 = \frac{5}{12}, \quad a_1 = -\frac{1}{12}, \quad a_2 = \frac{1}{240}, \quad a_3 = \frac{1}{720}, \quad a_5 = -4a_4 - \frac{1}{1440},
\]

\[
a_6 = \frac{49}{6} a_4 + \frac{703}{518400}, \quad a_7 = \frac{34}{3} a_4 - \frac{971}{518400}, \quad a_8 = \frac{961}{80} a_4 + \frac{151}{76032}. \tag{41}
\]

The coefficient \( a_4 \) is arbitrary, and this is again due to the resonance at \( r = 4 \). All subsequent terms \( a_\ell \), for \( \ell \geq 5 \), can be given in terms of this arbitrary \( a_4 \). We conclude that the non-autonomous Fisher-KPP equation (15) passes the Painlevé test for integrability provided that the management parameters are taken as in (17). We have again recovered a pole and resonance structure just like that in the literature for the standard Fisher-KPP equation (3). Our Laurent series is slightly different, however, since in (3) the wave speed is solved for through a comparability condition which emerges from the equation involving \( a_4 \). In contrast, our configuration assumes a wave speed is prescribed, while instead the diffusion and reaction parameters are solved for, so the managed parameters (17) automatically satisfy the condition in the equation involving \( a_4 \). The result is that the coefficients in the Laurent series differ between what we show in (41) and the work in (3), although the integrability properties (the respective orders of the pole and resonances) remain the same between our work and theirs.

**Integrability of the non-autonomous KdV equation, revisited** In our Painlevé analysis of the KdV and Fisher-KPP equations, we started out using the proper choice of managed parameters. What if these parameters are unknown? Can one obtain useful management parameters from an integrability condition? To this end, we revisit the integrability of the non-autonomous KdV equation (10) under the assumption that the management parameters are unknown, and show that requiring the managed equation to be integrable actually results in a type of constraint system which is more broad than that given by (5). One may then choose a control from within this constraint system to modify the wavespeed of the KdV soliton.
Assuming again that \( u(x, t) = U(Z) \) with \( Z = x - C(t) + x_0 \), we obtain

\[
- \frac{dC}{dt} \frac{dU}{dZ} + \delta(t) \frac{d^3U}{dZ^3} + 6\gamma(t)U \frac{dU}{dZ} = 0.
\] (42)

We again assume a leading order term \( U(Z) \sim U_0(Z - Z_0)^{-\alpha} \). We then have, from the leading-order balance,

\[
\delta(t) \frac{d^3U}{dZ^3} \sim -U_0\delta(t)(\alpha + 1)(\alpha + 2)(Z - Z_0)^{-\alpha - 3} = -6U_0\gamma(t)\alpha(Z - Z_0)^{-2\alpha - 1} \sim 6U \frac{dU}{dZ}.
\] (43)

From (43) we must again have \( \alpha = 2 \). However, the dominant balance is only consistent when either \( U_0 = 0 \) (removing the pole, which is not what we want) or \( \gamma(t)U_0 + 2\delta(t) = 0 \). Since we desire a wave with amplitude independent of time, we cannot have \( U_0 = U_0(t) \), which means that we must have that \( U_0 = -2\delta(t)/\gamma(t) = \text{constant} \neq 0 \), hence \( \delta(t)/\gamma(t) \) must be a a non-zero constant. We must have \( \gamma(t) = \gamma_0\delta(t) \) for some constant \( \gamma_0 \). In this case, we find \( U_0 = -2/\gamma_0 \).

We next assume \( U(Z) \sim U_0(Z - Z_0)^{-\alpha} + b(Z - Z_0)^r \), and again find resonances at \( r = -3, r = 2, \) and \( r = 4 \). Expressing the solution \( U(Z) \) in a Laurent series

\[
U(Z) = \frac{-2}{\gamma_0(Z - Z_0)^2} + \frac{a_{-1}}{Z - Z_0} + \sum_{\ell=0}^{\infty} a_\ell(Z + Z_0)^\ell,
\] (44)

and using this solution representation in (11), we obtain successively the first several terms

\[
a_{-1} = 0, \quad a_0 = \frac{1}{6\gamma_0\delta(t)} \frac{dC}{dt}, \quad a_1 = a_3 = a_5 = 0,
\] (45)

where \( a_2 \) and \( a_4 \) are again arbitrary. In order for \( a_0 \) to be independent of time, we must have \( \delta(t) = \delta_0 \frac{dC}{dt} \). Then, \( a_0 = (6\gamma_0\delta_0)^{-1} \). Beyond \( a_4 \), all subsequent odd-indexed coefficients are zero, while all subsequent even-indexed coefficients will involve \( a_2, a_4, \) and \( \gamma_0 \), and will hence be constant.

We conclude that the non-autonomous KdV equation (10) passes the Painlevé test for integrability provided that the equation is controlled using management parameters

\[
\delta(t) = \delta_0 \frac{dC}{dt} \quad \text{and} \quad \gamma(t) = \gamma_0 \delta(t) = \gamma_0 \delta_0 \frac{dC}{dt}.
\] (46)

The functions (46) are more general linear scalings of those in (12), and the non-autonomous KdV equation is actually integrable for these generic scalings. The choice of constants \( \delta_0 \) and \( \gamma_0 \) will obviously influence the form of the solution, with the KdV soliton

\[
u(x, t) = \frac{1}{2} \sech^2 \left( \frac{x - C(t) + x_0}{2} \right).
\] (47)

emerging for \( \delta_0 = \gamma_0 = 1 \).

Similar results can be obtained for the other systems we use as examples in this Appendix. Interestingly, this means that the constraint system (3) appears to give sufficient conditions for the integrability of the non-autonomous managed equation (3). However, one still needs to do more work to find the management parameters from this set of \( \delta(t) \) and \( \gamma(t) \) which ensure integrability, since as in the example above we need to further set \( \delta_0 = \gamma_0 = 1 \) to obtain the bright-soliton solution for the KdV equation.
A.1.2 Stability of the managed wave solution

We show that the management procedure will preserve stability properties of an autonomous traveling wave.

Consider (3) and choose the management parameters to satisfy the constraint system (5) (the management parameters will again be linear combinations of $\frac{\partial C}{\partial \tau}$), and introducing the new timescale $\tau = C(t)$, we obtain the autonomous equation

$$\frac{\partial v}{\partial \tau} + \delta_0 L[v] + \gamma_0 N[v] = 0.$$  \hfill (48)

If (1) admits the travelling wave solution $u(x, t) = U(k \cdot x - ct)$ then (25) admits the corresponding exact solution $v(x, \tau) = V(k \cdot x - \tau) = U(k \cdot x - C(t))$, which is exactly the managed travelling wave solution of (3) discussed above.

Assume that $u(x, t) = U(k \cdot x - ct)$ is a stable solution to the autonomous equation (1). Then, we claim that the corresponding managed solution with management parameters satisfying the constraint system (5) is stable. To demonstrate this we consider linear stability, although we note that similar remarks are in order for other kinds of stability.

For the autonomous equation (1), consider a linear perturbation of the travelling wave solution $u(x, t) = U(k \cdot x - ct)$, say

$$u(x, t) = U(k \cdot x - ct) + \epsilon \tilde{u}(x, t),$$

where $0 < \epsilon \ll 1$ is a small perturbation function and $\tilde{u}(x, t)$ is the perturbation function giving the shape of the perturbation in space and growth or decay of the perturbation in time. We will assume that $U$ holds any boundary conditions so that $\tilde{u}(x, t) \rightarrow 0$ as $|x| \rightarrow \infty$. Placing (49) into (1), and expanding the operators $L$ and $N$ like

$$L[U + \epsilon \tilde{u}] = L[U] + \epsilon L'[U, \tilde{u}] + O(\epsilon^2),$$

$$N[U + \epsilon \tilde{u}] = N[U] + \epsilon N'[U, \tilde{u}] + O(\epsilon^2),$$

we arrive at the equation governing the dynamics of the perturbation $\tilde{u}$,

$$\frac{\partial \tilde{u}}{\partial t} + \delta_0 L'[U, \tilde{u}] + \gamma_0 N'[U, \tilde{u}] = 0 \quad \text{subject to} \quad |\tilde{u}(x, t)| \rightarrow 0 \quad \text{as} \quad |x| \rightarrow \infty.$$  \hfill (52)

If (52) admits only solutions satisfying $|\tilde{u}(x, t)| \rightarrow 0$ as $t \rightarrow \infty$ when we say that the solution $u(x, t) = U(k \cdot x - ct)$ of (1) is linearly stable. Let us assume that this is true, i.e., that $u(x, t) = U(k \cdot x - ct)$ is a linearly stable solution of (1).

For the non-autonomous system (3), we select management parameters satisfying (5), and the change of time variable $\tau = C(t)$, resulting in (48). We choose a perturbation of the managed solution $u(x, t) = U(k \cdot x - C(t))$ taking the form

$$u(x, t) = U(k \cdot x - C(t)) + \epsilon \tilde{v}(x, \tau) = V(k \cdot x - \tau) + \epsilon \tilde{v}(x, \tau),$$

and upon placing this into (48) we obtain the equation governing the dynamics of perturbations to the managed wave,

$$\frac{\partial \tilde{v}}{\partial \tau} + \delta_0 L'[V, \tilde{v}] + \gamma_0 N'[V, \tilde{v}] = 0 \quad \text{subject to} \quad |	ilde{v}(x, t)| \rightarrow 0 \quad \text{as} \quad |x| \rightarrow \infty.$$  \hfill (54)
However, note that (54) is exactly (52) under a change of time variable. As such, $\tilde{v}(x, \tau) \to 0$ as $\tau \to \infty$ provided $|u(x, t)| \to 0$ as $t \to \infty$. In other words, the managed solution $u(x, t) = U(k \cdot x - C(t))$ to (3) is linearly stable provided the travelling wave solution $u(x, t) = U(k \cdot x - ct)$ to the autonomous system (1) is linearly stable.

A.1.3 What if space-varying rather than time-varying coefficients are employed?

We have used time-varying coefficients to modify the motion (speed and direction) of a travelling wave. Since we desire to change the motion of the traveling wave in time, this is the logical choice. Still, one may wonder what would happen if the control parameters varied in space. Generically, this will change the structure of the wave, as highlighted in many papers on non-autonomous solitons (see, for instance, [71]). Many authors studying applications in quantum field theory have employed a space-varying potential to change the structure of a nonlinear matter wave. See [50, 51, 52, 47, 75] and references therein for applications of space-varying external potentials with regard to Bose-Einstein condensates.

Indeed, a spatial potential is often used to confine a region of mass or concentration in quantum mechanical and quantum field theoretic models. Treating the parameter $\gamma$ as a function of space has similar effect, confining more mass to within the core of the wave, or repelling mass away from the core of the wave.

On the other hand, treating the dispersion parameter as a function of time makes the diffusive lengths scale local rather than global. While time-dependent dispersion arises in applications, these seldom feature traveling wave solutions. There is also more care needed, as simply writing $\delta(x)L[u]$ for the dispersion operator may not make sense, so the $x$-dependence needs to enter into the operator $L$. As an example, consider the diffusion operator with a dependence of the diffusion parameter on space. The proper way to write such an operator is $L[u] = \nabla \cdot (\delta(x)\nabla u)$ rather than $L[u] = \delta(x)\nabla^2 u$. While the time-dependent dispersion parameter will pass through spatial operators, the space-dependent dispersion parameter does not.

While space-varying parameters can be useful if one wishes to change the shape or structure of a wave, they are not desirable candidates for controlling the motion of a wave.

A.1.4 What if time-varying wavenumbers are employed?

Let us assume that a time-varying wavenumber, $k = k(t)$, is employed. Then, assuming a solution of the form $u(x, t) = U(Z)$ where now $Z = k(t) \cdot x - C(t)$, the managed form of the equation (3) takes the form

$$- \frac{dC}{dt} \frac{dU}{dZ} + \left( \frac{dk}{dt} \cdot x \right) \frac{dU}{dZ} + \delta(t)\hat{L}[U] + \gamma(t)\hat{N}[U] = 0. \quad (55)$$

Wave management as outlined above involves selecting $\delta$ and $\gamma$ so that we obtain only an ordinary differential equation for $U(Z)$. However, the second term in (55) explicitly involves the space variable $x$, hence there is no way to clear this expression so that it only depends on $Z$. So a solution involving only $Z$ is not possible, and (55) does not reduce to (21) for any choice of $\delta(t)$ and $\gamma(t)$. The problem here is that a time-varying wavenumber vector results in an explicit dependence on the space variables, and as discussed above this type of space dependence requires that the envelope of the wave, $U(Z)$, changes in space and hence cannot depend only on the travelling wave variable $Z$.
A.1.5 What if the wavefront is curved?

Although we allow for wave solutions on the space domain \( \mathbb{R}^m \), all of our wave solutions have one-dimensional motion, in that the solitary wave or wavefront always propagates in a one-dimensional manner based on the choice of wavenumber vector \( \mathbf{k} \in \mathbb{R}^m \) used in the travelling wave variable \( Z = \mathbf{k} \cdot \mathbf{x} - C(t) \). This mirrors all of the literature on autonomous travelling waves (solitons, for instance, most commonly display one-dimensional motion, even if they exist in higher-dimensional domains), and so should not be surprising. Other types of waves are certainly possible, such as radial waves which propagate outward from a single point, resulting in a curved wavefront. However, such waves do not conserve concentration or mass while also maintaining their structure, since the mass or concentration must become diluted as the wavefront expands in size. Spherical waves in \( \mathbb{R}^3 \) are one example of this behaviour. Considering a wave which depends only on the radius \( r \) from the origin and time, the spherical form of d’Alembert’s formula (obtained by Euler) reads \( u(r,t) = r^{-1} U_+(r + ct) + r^{-1} U_-(r - ct) \). This solution tends to zero as the radius \( r \) becomes large.

While one could consider applying wave management to waves with curved or higher-dimensional wavefronts, the benefit of maintaining the wave envelope offered under wave management will no longer hold even though the wavespeed can be controlled. This is not a shortcoming of the proposed method of wave management, but rather a reality of dealing with curved wavefronts in more than one space dimensions.

A.1.6 What if the governing equation is linear?

Although the wave management technique is designed for the control of solitary waves or wavefronts in nonlinear equations, it is natural to wonder whether it can be used to control linear waves. To this end, consider the managed linear wave equation

\[
\frac{\partial^2 u}{\partial t^2} = \delta(t) \frac{\partial^2 u}{\partial x^2},
\]

subject to the initial data

\[
u = f(x) \quad \text{and} \quad \frac{\partial u}{\partial t} = g(x) \quad \text{at} \quad t = 0.
\]

The standard linear wave equation on \( \mathbb{R} \) admits waves of the form \( U(x \pm ct) \) for generic envelope \( U \). The functional form of \( U \) is then determined by the initial data. If we assume a solution \( u = U(x - C(t)) = U(Z) \), we find

\[
\left\{ \left( \frac{dC}{dt} \right)^2 - \delta(t) \right\} \frac{d^2 U}{dZ^2} - \frac{d^2 C}{dt^2} \frac{dU}{dZ} = 0.
\]

Even if we choose \( \delta(t) = \left( \frac{dC}{dt} \right)^2 \), the second term persists and hence the only possibility is either \( U = \text{constant} \) or \( C(t) \) is a linear function (which is just the standard case of a constant wavespeed \( c \), \( C(t) = ct \)). As such, the standard linear wave equation is not controllable under wave management.

From (58) it is clear that (56) does not have a sufficient number of degrees of freedom to allow us to manage the wavespeed: Although it has a dispersion term, it lacks a loss/gain type term. Consider, then, the amended wave equation

\[
\frac{\partial^2 u}{\partial t^2} + \gamma(t) \frac{\partial u}{\partial t} = \delta(t) \frac{\partial^2 u}{\partial x^2}
\]

(59)
subject again to the initial data (57). Here $\gamma(t)$ plays the role of a friction parameter, resulting in a de-amplification of a travelling wave in the autonomous setting. Assuming solutions of the form $u(x, t) = U(x \pm C(t))$, the constraint system (5) takes the from

$$\left(\frac{dC}{dt}\right)^2 - \delta(t) = 0, \quad \frac{d^2C}{dt^2} + \gamma(t) \frac{dC}{dt} = 0.$$ (60)

Choosing management parameters

$$\delta(t) = \left(\frac{dC}{dt}\right)^2, \quad \gamma(t) = -\frac{d}{dt} \log \left(\frac{dC}{dt}\right),$$ (61)

we have that any $u(x, t) = U(x \pm C(t))$ is a solution of the PDE (59). The solution of (59) then takes the form $u(x, t) = f(x - C(t)) + f(x + C(t))$. Taking into account the initial data (57), from d’Alembert’s formula we have the exact solution to (59):

$$u(x, t) = f(x - C(t)) + f(x + C(t)) + \frac{1}{2} \left(\frac{dC}{dt}(0)\right)^{-1} \int_{x-C(t)}^{x+C(t)} g(\xi) d\xi.$$ (62)

Although the wave equation (59) is linear, the wave management works since there is both a dispersion and a loss/gain term. The fact that both of these terms is linear does not preclude application of wave management.

### A.2 Numerical simulation details

We have employed numerical simulations in our study of the KdV and Fisher-KPP equations, and we discuss the particulars of these simulations here.

We simulate the managed KdV equation (10) using the Finite Element Method (FEM) by employing the package FlexPDE [60]. The package employs adaptive timestepping and mesh refinement in order to obtain solutions to within a desired error tolerance. To approximate the problem on a finite space domain, for our simulations we choose a domain $x \in [0, L]$, where $L = 50$ for the top right panel in Fig. 1 and $L = 60$ for the bottom right panel in Fig. 1. We employ periodic boundary conditions, so that $u(x + L, t) = u(x)$ for all $t$. The KdV solution uses 100 cells which gives a root-mean-square error of less than $10^{-3}$ at all times. When simulating integrable equations, it is important to choose the initial data correctly, otherwise a 1-soliton might not be observed due to instability, with instead a collection of solitons being observed [84]. The common choice of initial data is a “stationary” soliton envelope corresponding to the exact solution with $c = 0$. Our initial data for the KdV equation is taken to be $u(x, 0) = \frac{1}{2} \sech^2 \left(\frac{x-10}{2}\right)$ for the top panels and $u(x, 0) = \frac{1}{2} \sech^2 \left(\frac{x-15}{2}\right)$ for the bottom panels.

To carry out our numerical simulations for the Fisher equation, we again use the FEM package FlexPDE [60]. To approximate the problem on a finite space domain, we choose a domain $x \in [0, L]$, where $L = 60$ for the top right panel in Fig. 2 and $L = 50$ for the bottom right panel in Fig. 2. We employ Dirichlet boundary conditions $u(0, t) = 1$ and $u(L, t) = 0$ for all $t$. The Fisher solutions use 234 and 225 cells, respectively, which ensures a root-mean-square error of less than $10^{-5}$ at all times. The initial data is taken to be $u(x, t) = (1 + \exp(x - 10))^{-2}$ for both cases.
A.3 Additional examples of controlled waves

Having outlined the theory of wave management and provided two explicit examples in terms of the KdV and Fisher-KPP equations, we now demonstrate several more examples to highlight the wide applicability of wave management.

A.3.1 Controlled solitary waves under the nonlinear Schrödinger equation

Akin to what was done in [70], we consider the nonlinear Schrödinger equation (NLS) for a homogeneous media,

\[ i \frac{\partial u}{\partial t} + \delta(t) \frac{\partial^2 u}{\partial x^2} + \gamma(t) |u|^2 u = 0. \]  

(63)

We begin by searching for a bright soliton of the form

\[ u = \exp(i[x - \Omega(t)]) \text{sech}(Z) \]  

(64)

with \( Z = x - C(t) + x_0 \), where we are assuming that there is a phase factor which evolves in time (as is typical when studying non-autonomous NLS equations). The set of conditions (5) becomes

\[-\frac{dC}{dt} + 2\delta(t) = 0, \quad \frac{d\Omega}{dt} = 0, \quad \gamma(t) - 2\delta(t) = 0. \]  

(65)

Choosing management parameters

\[ \delta(t) = \frac{1}{2} \frac{dC}{dt}, \quad \gamma(t) = \frac{dC}{dt}, \]  

(66)

we find that (63) has the exact bright soliton solution

\[ u(x,t) = \exp(i[x - \Omega_0]) \text{sech}(x - C(t) - x_0), \]  

(67)

where \( \Omega_0 \) is a constant.

We next consider a dark soliton of the form

\[ u = \exp(i[x - \Omega(t)]) \text{tanh}(Z). \]  

(68)

The condition set (5) is then

\[-\frac{dC}{dt} + 2\delta(t) = 0, \quad \frac{d\Omega}{dt} - \delta(t) + \gamma(t) = 0, \quad \gamma(t) + 2\delta(t) = 0. \]  

(69)

For management parameters

\[ \delta(t) = \frac{1}{2} \frac{dC}{dt}, \quad \gamma(t) = -\frac{dC}{dt}, \]  

(70)

(63) has the exact dark soliton solution

\[ u(x,t) = \exp \left( i \left[ x - \frac{3}{2} C(t) - \Omega_0 \right] \right) \text{tanh}(x - C(t) - x_0). \]  

(71)

Note that in this case the phase factor \( \Omega(t) \) does indeed depend on time, and will evolve as the control \( C(t) \) evolves. As this only enters into the phase, it will not influence the structure or shape of the wave in space.
A.3.2 Controlled wavefront under the Bateman-Burgers equation

The managed form of the Bateman-Burgers equation \cite{7, 13} reads

\[
\frac{\partial u}{\partial t} - \delta(t) \frac{\partial^2 u}{\partial x^2} - \gamma(t) u \frac{\partial u}{\partial x} = 0. \quad (72)
\]

The classical Burgers equation admits travelling wave solutions scaling like \( u \sim (1 + \exp(x - ct + x_0))^{-1} \) \cite{15, 33}. Assuming that \( ct \) is replaced by \( C(t) \), and placing this into (72), we find that the constraint system \cite{5} takes the form

\[
\delta(t) - \frac{dC}{dt} = 0, \quad \delta(t) + \gamma(t) + \frac{dC}{dt} = 0. \quad (73)
\]

Therefore, choosing the management parameters

\[
\delta(t) = \frac{dC}{dt}, \quad \gamma(t) = -2 \frac{dC}{dt}, \quad (74)
\]

the managed Burgers equation (72) has the exact solution

\[
u(x, t) = (1 + \exp(x - C(t) + x_0))^{-1}. \quad (75)
\]

A.3.3 Controlled wavefronts under a scalar FitzHugh-Nagumo equation

Consider the managed form of a scalar reaction-diffusion equation

\[
\frac{\partial u}{\partial t} - \delta(t) \frac{\partial^2 u}{\partial x^2} + \gamma(t) u (1 - u) (\alpha - u) = 0, \quad (76)
\]

where \( \alpha \in [0, 1] \) is a parameter. This cubic nonlinearity results in a type of scalar Nagumo equation \cite{35, 41, 43, 53}, which admits travelling wave solutions scaling like \( u \sim (1 + \exp(x - ct + x_0))^{-1} \).

We search for similar solutions, finding that the constraint system \cite{5} takes the form

\[
\delta(t) - (1 - \alpha) \gamma(t) + \frac{dC}{dt} = 0, \quad \alpha \gamma(t) - \delta(t) + \frac{dC}{dt} = 0. \quad (77)
\]

Choosing the management parameters

\[
\delta(t) = \frac{1}{1 - 2\alpha} \frac{dC}{dt}, \quad \gamma(t) = \frac{2}{1 - 2\alpha} \frac{dC}{dt}, \quad (78)
\]

for \( \alpha \neq 1/2 \), the managed (76) has the exact solution

\[
u(x, t) = (1 + \exp(x - C(t) + x_0))^{-1}. \quad (79)
\]

When \( \alpha = 1/2 \), the management approach does not work. However, even the standard travelling wave with constant wavespeed does not exist for \( \alpha = 1/2 \), so this lack of existence is not a flaw in the wave management approach.
A.3.4 Managed nonlinear wave trains

In addition to solitary waves and wavefronts, periodic wave trains are also controllable under the management technique. Cnoidal waves, involving the Jacobi elliptic function cn, were known even to Korteweg and deVries \[39\] have been studied in a number of subsequent works \[48, 10\]. Consider again the managed form of the KdV equation, and consider a solution of the form

$$u(x,t) = \text{cn}^2(Z,\kappa),$$

where the parameter $0 < \kappa < 1$ determines the period and structure of the cnoidal wave. The constraint system (5) becomes

$$4(1 + \kappa^2)\delta(t) - 6\gamma(t) + \frac{dC}{dt} = 0, \quad 2\kappa^2\delta(t) - \gamma(t) = 0.$$  

(81)

Taking the management parameters to be

$$\delta(t) = \frac{1}{4(2\kappa^2 - 1)} \frac{dC}{dt}, \quad \gamma(t) = \frac{\kappa^2}{2(2\kappa^2 - 1)} \frac{dC}{dt},$$

(82)

we find that the managed KdV equation has the exact solution

$$u(x,t) = \text{cn}^2(x - C(t) + x_0,\kappa).$$

(83)

Cnoidal waves also exist for the NLS equation (63) \[12, 50, 51\]. Choosing

$$u = \exp(i[x - \Omega(t)]) \text{cn}(Z,\kappa),$$

(84)

the constraint system becomes

$$-\frac{dC}{dt} + 2\delta(t) = 0, \quad \frac{d\Omega}{dt} - 2\delta(t) + \gamma(t) = 0, \quad \gamma(t) - 2\kappa^2\delta(t) = 0.$$  

(85)

Choosing management parameters

$$\delta(t) = \frac{1}{2} \frac{dC}{dt}, \quad \gamma(t) = \kappa^2 \frac{dC}{dt},$$

(86)

we find that (63) has the exact solution

$$u(x,t) = \exp(i[x - (1 - \kappa^2)C(t)]) \text{cn}(x - C(t) - x_0,\kappa).$$

(87)

Note again that this solution of the NLS equation involves a time-varying phase which depends on the control $C(t)$. Similar results can be found for wavetrains involving Jacobi sn or dn functions.

A.3.5 Compactons under the Rosenau-Hyman equation

In addition to waves defined over the real line, it is possible to apply wave management to travelling waves which are compactly supported, e.g., compactons \[66\]. As an example, consider the managed Rosenau-Hyman equation $K(2,2)$ \[66\],

$$\frac{\partial u}{\partial t} + \delta(t) \frac{\partial^3}{\partial x^3} (u^2) + \gamma(t) \frac{\partial}{\partial x} (u^2) = 0.$$  

(88)
For this case, observe that \( L \) is nonlinear, while \( N \) contains lower-order derivatives. Provided that the management parameters are chosen to satisfy the constraint system

\[
\delta(t) = \gamma(t) = -\frac{4}{3} \frac{dC}{dt},
\]

we find that (88) admits a compacton solution

\[
u(x, t) = \begin{cases} 
\cos^2 \left( \frac{x - C(t) + x_0}{4} \right), & \text{if } |x - C(t) + x_0| \leq 2\pi, \\
0, & \text{otherwise}.
\end{cases}
\]

(90)

### A.4 Extension of wave management to systems of equations

Wave management can easily be extended to the study of systems of partial differential equations which admit traveling wave solutions, and we demonstrate this here, while also providing two more examples.

#### A.4.1 Theoretical development for systems

Consider the system of nonlinear dispersive partial differential equations for \( n \) unknown functions \( u_1, u_2, \ldots, u_n \),

\[
\begin{align*}
\frac{\partial u_1}{\partial t} + \delta_{01} L_1[u_1] + \gamma_{01} N_1[u_1, u_2, \ldots, u_n] &= 0, \\
\frac{\partial u_2}{\partial t} + \delta_{02} L_2[u_2] + \gamma_{02} N_2[u_1, u_2, \ldots, u_n] &= 0, \\
&\vdots \\
\frac{\partial u_n}{\partial t} + \delta_{0n} L_n[u_n] + \gamma_{0n} N_n[u_1, u_2, \ldots, u_n] &= 0,
\end{align*}
\]

(91)

where the \( L_\ell (\ell = 1, 2, \ldots, n) \) are differential operators (the dispersion or diffusion terms) on the space \( \mathbb{R}^m \), \( N_\ell (\ell = 1, 2, \ldots, n) \) are nonlinear differential operators, while \( \delta_{0\ell} \) and \( \gamma_{0\ell} \) are parameters which control the relative strength of each term. We allow for the \( N_\ell \) to contain spatial derivatives, although these should generally be lower order than the highest order derivatives in \( L_\ell \). Similarly, we allow the \( L_\ell \) to be nonlinear, so long as they contain the highest order space derivatives.

Assume that the transformation \( u_\ell(x, t) = U_\ell(z), z = k \cdot x - ct, k \in \mathbb{R}^m \) a constant vector, puts (91) into the form of the ordinary differential equation

\[
\begin{align*}
-c \frac{dU_1}{dz} + \delta_{01} \hat{L}_1[U_1] + \gamma_{01} \hat{N}_1[U_1, U_2, \ldots, U_n] &= 0, \\
-c \frac{dU_2}{dz} + \delta_{02} \hat{L}_2[U_2] + \gamma_{02} \hat{N}_2[U_1, U_2, \ldots, U_n] &= 0, \\
&\vdots \\
-c \frac{dU_n}{dz} + \delta_{0n} \hat{L}_n[U_n] + \gamma_{0n} \hat{N}_n[U_1, U_2, \ldots, U_n] &= 0,
\end{align*}
\]

(92)
where the hat denotes operators which are evaluated along the wave coordinate, z. If this equation
admits a solution \( U(z) \), then this gives a travelling wave solution of (91). The wavespeed, c, will in
general be a function of all of the parameters \( \delta_0, \gamma_0, \ldots, \delta_n, \gamma_n \).

The wave managed analogue of (91) reads

\[
\begin{align*}
\frac{\partial u_1}{\partial t} + \delta_1(t)L_1[u_1] + \gamma_1(t)N_1[u_1, u_2, \ldots, u_n] &= 0, \\
\frac{\partial u_2}{\partial t} + \delta_2(t)L_2[u_2] + \gamma_2(t)N_2[u_1, u_2, \ldots, u_n] &= 0, \\
&\quad \vdots \\
\frac{\partial u_n}{\partial t} + \delta_n(t)L_n[u_n] + \gamma_n(t)N_n[u_1, u_2, \ldots, u_n] &= 0. 
\end{align*}
\] (93a) (93b) (93c) (93d)

Consider a solution to the managed system (91) taking the form

\[
u_1(x, t) = U_1(z), \quad u_2(x, t) = U_2(z), \quad \ldots, \quad u_n(x, t) = U_n(z), \quad \text{where } Z = k \cdot x - C(t), \]

(94)

where the wave envelopes \( U_\ell \) are the solutions to the autonomous traveling wave system (92). We
then choose the \( \delta_\ell(t) \) and \( \gamma_\ell(t) \), \( \ell = 1, 2, \ldots, n \), so that each \( u_\ell(x, t) = U_\ell(Z) \) where \( Z = k \cdot x - C(t) \)
for some differentiable function \( C(t) \), and the \( U_\ell \) are solutions of of the relevant travelling wave
system with \( z \) replaced by \( Z \),

\[
\begin{align*}
-dC \frac{dU_1}{dt} \frac{dZ}{dt} + \delta_1(t)\dot{L}_1[U_1] + \gamma_1(t)\dot{N}_1[U_1, U_2, \ldots, U_n] &= 0, \\
-dC \frac{dU_2}{dt} \frac{dZ}{dt} + \delta_2(t)\dot{L}_2[U_2] + \gamma_2(t)\dot{N}_2[U_1, U_2, \ldots, U_n] &= 0, \\
&\quad \vdots \\
-dC \frac{dU_n}{dt} \frac{dZ}{dt} + \delta_n(t)\dot{L}_n[U_n] + \gamma_n(t)\dot{N}_n[U_1, U_2, \ldots, U_n] &= 0. 
\end{align*}
\] (95a) (95b) (95c) (95d)

Using the solution envelopes found in (92) and placing these into (95) results in a system of
parameter constraints,

\[
S\left(\delta_1(t), \delta_2(t), \ldots, \delta_n(t), \gamma_1(t), \gamma_2(t), \ldots, \gamma_n(t), \frac{dC}{dt}\right) = 0. \]

(96)

Therefore, a managed solution (94) to the system (93) exists provided that the constraint system (95) admits a solution for each \( \delta_\ell(t) \) and \( \gamma_\ell(t) \) in terms of the quantity \( \frac{dC}{dt} \). In this case, we can
control the motion of a traveling wave solution to the system (93) through wave management.

As was true for the scalar case, the managed system (93) with management parameters satisfying
(96) is integrable if and only if the autonomous system (91) is integrable. Furthermore, the managed
solution (94) is stable provided that the solution to the autonomous system (92) is stable. We
now provide two explicit examples of wave management applied to nonlinear systems of partial
differential equations.
A.4.2 Controlled vector bright-dark solitons under the NLS

Consider the non-autonomous coupled NLS system

\[
\begin{align*}
\frac{i}{\partial t}u_1 + \delta_1(t) \frac{\partial^2 u_1}{\partial x^2} + \gamma_1(t) \left( |u_1|^2 + |u_2|^2 \right) u_1 &= 0, \\
\frac{i}{\partial t}u_2 + \delta_2(t) \frac{\partial^2 u_2}{\partial x^2} + \gamma_2(t) \left( \beta|u_1|^2 + |u_2|^2 \right) u_2 &= 0,
\end{align*}
\]

where \(0 < \alpha, \beta < 1\) are cross-phase modulation parameters. Systems of this form are known to permit vector solitons in the autonomous case \([55, 37, 83]\), with bright-bright, dark-dark, or bright-dark pairs possible. Considering bright-dark vector solutions of the form

\[
\begin{align*}
u_1 &= \exp(i[x - \Omega_1(t)]) \text{sech}(Z) \quad \text{and} \quad u_2 = \exp(i[x - \Omega_2(t)]) \text{tanh}(Z),
\end{align*}
\]

the constraint system \((96)\) takes the form

\[
\begin{align*}
\frac{dC}{dt} + 2\delta_1(t) &= 0, \\
\frac{dC}{dt} + 2\delta_2(t) &= 0, \\
\frac{d\Omega_1}{dt} + \alpha\gamma_1(t) &= 0, \\
\frac{d\Omega_2}{dt} + \gamma_2(t) - \delta_2(t) &= 0, \\
(1 - \alpha)\gamma_1(t) - 2\delta_1(t) &= 0, \\
(1 - \beta)\gamma_2(t) + 2\delta_2(t) &= 0.
\end{align*}
\]

Solving this system of six equations assuming \(\alpha \neq 1\) and \(\beta \neq 1\), we find management parameters

\[
\delta_1(t) = \delta_2(t) = \frac{1}{2} \frac{dC}{dt}, \quad \gamma_1(t) = \frac{1}{1 - \alpha} \frac{dC}{dt}, \quad \gamma_2(t) = -\frac{1}{1 - \beta} \frac{dC}{dt},
\]

as well as the time-varying phase parameters

\[
\begin{align*}
\Omega_1(t) &= -\frac{\alpha}{1 - \alpha} C(t), \\
\Omega_2(t) &= \frac{3 - \beta}{2(1 - \beta)} C(t).
\end{align*}
\]

The result is a controlled bright-dark soliton pair solution of the vector NLS \((97)\) taking the form

\[
\begin{align*}
u_1(x, t) &= \exp \left( i \left[ x + \frac{\alpha}{1 - \alpha} C(t) \right] \right) \text{sech}(x - C(t) + x_0), \\
u_2(x, t) &= \exp \left( i \left[ x - \frac{3 - \beta}{2(1 - \beta)} C(t) \right] \right) \text{tanh}(x - C(t) + x_0).
\end{align*}
\]

A.4.3 Controlled waves of invasion under a Lotka-Volterra population competition model

In addition to travelling wavefronts emerging from scalar systems, it is possible to apply wave management to systems of equations. To illustrate this, first consider a managed Lotka-Volterra competition model \([59]\)

\[
\begin{align*}
\frac{\partial u_1}{\partial t} - \delta_1(t) \frac{\partial^2 u_1}{\partial x^2} - \gamma_1(t) u_1(1 - u_1 - \alpha u_2) &= 0, \\
\frac{\partial u_2}{\partial t} - \delta_2(t) \frac{\partial^2 u_2}{\partial x^2} - \gamma_2(t) u_1(1 - \beta u_1 - u_2) &= 0,
\end{align*}
\]

where \(\delta_1(t) = \delta_2(t)\) and \(\gamma_1(t) = \gamma_2(t)\) are management parameters.
which arises in competition between different populations for the same resources or predator-prey interactions. Here $\alpha$ and $\beta$ are constants that are not equal to one. The autonomous form of (103) is known to admit solutions of the form $u_1 = (1 + \exp(x - c_0 t + x_0))^{-2}$ and $u_2 = 1 - u_1$ (see [57, 41, 40]) which can model the invasion of one species habitat by the other (depending on the sign of the wavespeed $c_0$). Making a similar assumption on the form of a solution pair for the non-autonomous managed case, equation (103) has a solution of the desired form when the constraint system (96) takes the form

$$
\delta_1(t) - (1 - \alpha)\gamma_1(t) + \frac{dC}{dt} = 0, \quad (1 - \alpha)\gamma_1(t) + 4\delta_1(t) - 2\frac{dC}{dt} = 0,
$$

$$
\delta_2(t) + (1 - \beta)\gamma_2(t) + \frac{dC}{dt} = 0, \quad (1 - \beta)\gamma_2(t) - 4\delta_2(t) + 2\frac{dC}{dt} = 0.
$$

(104a)

Choosing the management parameters

$$
\delta_1(t) = \delta_2(t) = \frac{1}{5} \frac{dC}{dt}, \quad \gamma_1(t) = \frac{6}{5(1 - \alpha)} \frac{dC}{dt}, \quad \gamma_2(t) = -\frac{6}{5(1 - \beta)} \frac{dC}{dt},
$$

(105)

the managed Lotka-Volterra competition model (103) has the exact solution

$$
u_1(x, t) = (1 + \exp(x - C(t) + x_0))^{-2}, \quad u_2(x, t) = 1 - (1 + \exp(x - C(t) + x_0))^{-2}.
$$

(106)
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