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ABSTRACT Accurate drug-target interactions (DTIs) prediction can significantly speed up the process of new drug design and development. Recently, many matrix factorization methods have been used to predict DTIs. However, most of them use heuristic and iterative strategies, and their convergence and performance can not be guaranteed. In order to accurately predict DTIs, we propose a new algorithm, NNDSVD-GRMF, our method is based on graph dual regularization non-negative matrix factorization (GDNMF) and non-negative double singular value decomposition (NNDSVD), which considers both the initialization stage of the non-negative matrix factorization and the structural information of the data and features. At the same time, in order to improve the adaptability of the algorithm, the extension of the NNDSVD-GRMF (NNDSVD-WGRMF) is also proposed. Extensive experimental results show that our methods have better performance than other state-of-the-art methods. In the case studies, among the 10 highest-scoring drugs predicted to interact with androgen receptor, 9 drugs have been validated, and among the 10 highest-scoring target proteins predicted to be targeted by the drug nicotine bitartrate, 9 targets have been validated.

INDEX TERMS Drug, graph dual regularization, non-negative double singular value decomposition, target.

I. INTRODUCTION Drug-target interaction (DTI) identification plays important role in the process of new drug discovery and development. However, all wet experiments to identify DTIs require expensive equipments and costly chemical reagents, and their process is time consuming [1]. With the rapid accumulation of related information of drugs, target proteins and validated DTIs, more and more computational methods have been proposed to predict new DTIs. Based on 3D structures of proteins (targets), Cheng et al. [2] used docking simulations to predict compound-protein interactions. Campillos et al. [3] introduced a method using drug side-effect similarity to infer the possibility that a drug interacts with a target. The above two methods only apply to drugs with known side-effects or proteins with known 3D structure, and could not perform large scale screening of potential DTIs.

Recently a variety of approaches have been proposed based on the known DTI network, drug (or compound) chemical structures, and target protein sequences. For example, Yamanishi et al. [4] used a DTI bipartite graph to represent the known DTI network, and proposed a bipartite graph learning method to predict DTIs. They constructed a similarity matrix according to the shortest distances between all drugs and targets in the the DTI bipartite graph, and used the eigenvalue decomposition of the matrix to embed all drugs and targets into a unified feature space. Two kernel regression models were learned to map drugs and targets to the unified space from their chemical structure space and their sequence space, respectively. The inner product of the
feature vectors in the unified space of a drug and a target was used to measure their interaction possibility. Based on the same data, Bleakley and Yamanishi [5] used bipartite local models (BLM) to predict target proteins for a given drug, and the drugs targeting a given protein. Therefore they obtained two predictions for each drug-protein pair, which were then combined into a prediction score.

Using the interaction profiles of targets (and drugs) from the known DTI network, Laarhoven et al. [6] introduced a method called the Gaussian Interaction Profile (GIP) kernel to calculate the similarities between targets (and drugs), and used Regularized Least Squares (RLS) to predict DTIs. Perlman et al. [7] integrated multiple types of information including the chemical structures, side effects, ATC codes and related gene expression profiles of drugs, and the sequences and PPI network of targets, then used logistic regression to score DTIs. Mei et al. [8] integrated neighbor-based interaction-profile inferring into BLM and proposed a method BLM-NII to make DTI predictions. Based on GIP, Laarhoven and Marchiori [9] proposed a weighted nearest neighbor method to predict DTIs. With the rapid development of machine learning, machine learning based DTI prediction methods have also been proposed. For example, Wang and Zeng [10] used restricted Boltzmann machine to model multiple types of DTIs. Lan et al. [11] set unknown interactions as unlabeled samples, and used Random walk with restarts, K nearest neighbor and heat kernel diffusion to divide them into reliable negative samples(RN) and likely negative samples(LN). Based on the positive samples (known DTIs), RN and LN, a weighted support vector machine was chosen as classifier to predict DTIs. Rifaioglu et al. proposed DEEPScreen [12], which used a deep convolutional neural network to learn drug features from their 2-D structural images and to predict large-scale DTIs.

In bioinformatics, matrix factorization method has a wide range of applications, such as clustering and feature selection [13], lncRNA-disease associations prediction [14], tumor classification [15] and marker extraction [16]. In DTI prediction, the known DTI network is usually represented by a matrix. In most matrix factorization based methods, the interaction matrix is decomposed into two matrices of low ranks which represent the interaction between a drug and a target as the inner product of their feature vectors. For example, Gönen [17] proposed a kernelized Bayesian matrix factorization method to predict DTIs. Zheng et al. [18] proposed a DTI prediction model named Multiple Similarities Collaborative Matrix Factorization (MSCMF), which used an alternating least squares algorithm to decompose the interaction matrix into two low-rank feature factor matrices that are consistent with the similarity matrices of drugs and targets. Liu et al. [19] combined logistic matrix decomposition with neighborhood regularization to predict DTIs. Bolgár and Antal [20] proposed a variational Bayesian multiple kernel logistic matrix factorization method using Laplacian regularization, multiple kernel learning, and a variational Bayesian inference process to infer drug-target interaction possibilities.

Ezzat et al. [21] used graph regularization into matrix factorization to learn drug-target interaction models. Based on $L_{2,1}$ norm graph regularization, Cui et al. [22] used matrix factorization to predict DTIs. Liu et al. [23] used a graph convolutional network (GCN) followed by a random walk with restart (RWR) to obtain features of the drugs and targets from the related heterozygous data, and a matrix factorization model (DistMult) to predict DTIs. Gao et al. [24] proposed a collaborative matrix factorization method with soft regularization to predict DTIs. Although many methods have been proposed for DTIs prediction, the prediction performances are far from satisfactory. The key issue of DTIs prediction is how to efficiently use the existing validated DTIs and exploit the useful information hidden among drugs or targets.

Being simple and practical, the singular value decomposition (SVD) algorithm is usually used to provide an initial solution to matrix factorization, however the negative values in the component matrices make the results hard to explain. To provide better and explainable initial component matrices for matrix factorization, Boutsidis and Gallopoulos [25] proposed an algorithm non-negative double singular value decomposition (NNDSVD), which can enhance the initialization stage of nonnegative matrix factorization. In DTI prediction, the high-dimensional data are in fact sampled from a nonlinear low-dimensional manifold embedded in the high-dimensional space, and according to [26], the model learning performance can be greatly improved if the intrinsic geometrical structure of the manifold have been taken into account. To capture the structural information from both data and the features, Shang et al. [27] proposed a graph dual regularization non-negative matrix factorization method (GDMF) for clustering, and their experimental results showed GDMF had better clustering performance and more discriminating power than the general non-negative matrix factorization and graph regularization non-negative matrix factorization. In the paper, we propose a DTI prediction method called NNDSVD-GRMF based on the graph dual regularized non-negative matrix factorization and the non-negative double singular value decomposition. At first a DTI matrix, a drug similarity matrix and a target similarity matrix are constructed based on known DTIs, drug chemical structures and target sequences. Then DTI prediction is transformed into non-negative factorization of the DTI matrix with graph dual regularization terms. The graph dual regularization terms are used to integrate the information from the drug similarity matrix and the target similarity matrix, in order to take the intrinsic geometrical structures of the related manifolds into account. NNDSVD-GRMF can be used to predict novel drug-target interactions for drugs without any known targeted proteins and for proteins without any known drugs targeting them. To improve the adaptability, a weighted extension (i.e. NNDSVD-WGRMF) of the NNDSVD-GRMF is also proposed. Experimental results show that our methods have better performance than other state-of-the-art methods on four datasets under two different experimental scenarios. In case studies involving the target androgen receptor and
TABLE 1. The information of the gold standard datasets.

| Datasets | NR | GPCR | IC | E |
|----------|----|------|----|---|
| Interactions | 90 | 635 | 1476 | 2926 |
| Drugs | 54 | 223 | 210 | 445 |
| Targets | 26 | 95 | 204 | 664 |
| Sparseness(%) | 93.59 | 97.00 | 96.55 | 99.01 |

The drug nicotine bitartrate, among the 10 highest-scoring drugs predicted to interact with androgen receptor, 9 drugs have been validated by wet experiments, and among the 10 highest-scoring target proteins predicted to be targeted by the drug nicotine bitartrate, 9 targets have been validated by wet experiments.

II. MATERIALS

We used the same data as in [4]. The known DTI data, the amino acid sequences of protein targets and the chemical structure data of drugs were downloaded from KEGG [28]. Protein targets include the following four classes: nuclear receptor (NR), G protein-coupled receptor (GPCR), ion channel (IC) and enzyme (E). The validated DTIs were considered the gold standard data. We used the same known DTI data as [4], which have 4 datasets whose names are NR, GPCR, IC and E according to their target classes. The information of the 4 datasets are shown in Table 1. In the NR dataset, there are 90 known interactions between 54 drugs and 26 nuclear receptors; in the GPCR dataset, there are 635 known interactions between 223 drugs and 95 G protein-coupled receptors; in the IC dataset, there are 1476 known interactions between 210 drugs and 204 ion channels; and in the E dataset, there are 2926 known interactions between 445 drugs and 664 enzymes. The known DTIs were denoted as a $n \times m$ matrix $X$, where $n$ and $m$ are the numbers of drugs and targets, respectively. If the $i$th drug is validated to interact with the $j$th target, $X_{ij} = 1$; otherwise, $X_{ij} = 0$.

The structural similarities between drugs were calculated from the chemical structure data using SIMCOMP [29] according to the size of the common substructures between two drugs. The similarities between drugs were represented by a $n \times m$ matrix $S^d$. The sequence similarities between two target proteins were computed from the sequence data using the normalized Smith-Waterman alignment score [30]. Let $SW(p_1, p_2)$ be the original Smith-Waterman alignment score of $p_1$ and $p_2$. The similarity between $p_1$ and $p_2$ $\frac{SW(p_1, p_2)}{\sqrt{SW(p_1, p_1)\times SW(p_2, p_2)}}$. The similarities between targets were represented by a $m \times m$ matrix $S^t$.

III. METHODS

A. NON-NEGATIVE MATRIX FACTORIZATION

For a $n \times m$ non-negative matrix $X \in \mathbb{R}^n_{\geq 0} \times m$, the general form of the non-negative matrix factorization (NMF) of $X$ is to decompose $X$ into two low rank nonnegative component matrices, say $A \in \mathbb{R}^n_{\geq 0} \times k$ and $B \in \mathbb{R}^m_{\geq 0} \times k$, such that their product well approximates $X$, i.e. $X \approx AB^T$. The component matrices $A$ and $B$ are also called the latent feature matrices of $X$. When the square of the Frobenius norm of the difference between $X$ and $AB^T$ is used as the cost function, NMF of $X$ is to solve the following optimization problem:

$$\min_{A,B} \|X_{n \times m} - A_{n \times k}B_{m \times k}^T\|_F^2 \quad s.t. \ A, B \geq 0. \quad (1)$$

The most commonly used method to obtain a local optimal solution to the problem is the iterative process proposed by Lee and Seung [31] which uses the following update formulas:

$$A_{ij} \leftarrow A_{ij} \frac{(XB)_{ij}}{(AB^T B)_{ij}},$$

$$B_{ij} \leftarrow B_{ij} \frac{(X^T A)_{ij}}{(BA^T A)_{ij}}. \quad (2)$$

To avoid overfitting, the L2 regular term ($\|A\|_F^2 + \|B\|_F^2$) is added into the cost function of NMF, and we get the L2 regularized NMF:

$$\min_{A,B} \|X - AB^T\|_F^2 + \lambda_i (\|A\|_F^2 + \|B\|_F^2) \quad s.t. \ A, B \geq 0. \quad (3)$$

B. GRAPH REGULARIZED NON-NEGATIVE MATRIX FACTORIZATION

Each column of $X$ can be considered as a data point in a $n$ dimension space. In real applications, $k$ is usually much smaller than $n$ and $m$, and the NMF of $X$ tries to find a low dimension space such that the data points in $X$ could be well represented as linear combinations of $k$ base vectors. Based on the assumption that the two data points close in the latent geometry space will be close in the low dimension spaces, Cai et al. [32] proposed a graph regularized non-negative matrix factorization (GRMF) by adding a graph regularized term. The cost function of GRMF is as follows:

$$O_{gr} = \|X - AB^T\|_F^2 + \lambda \text{Tr}(B^T(D - W)B) \quad s.t. \ A, B \geq 0, \quad (4)$$

where $\text{Tr}(\cdot)$ is the trace of a matrix, $W$ is the weight matrix representing a neighbor graph on the data points, and $D$ is a diagonal matrix that $D_{ij} = \sum_j W_{ij}$. The matrix $D - W$ is called graph Laplacian and denoted by $L$ in the following. Furthermore, by adding another graph regularizer of the feature space, Shang et al. [27] proposed a graph dual regularization non-negative matrix factorization (GDNMF), whose cost function is:

$$O_{gd} = \|X - AB^T\|_F^2 + \lambda_b \text{Tr}(B^T L_b B) + \lambda_a \text{Tr}(A^T L_a A) \quad s.t. \ A, B \geq 0. \quad (5)$$

C. DRUG-TARGET INTERACTION MATRIX GRAPH REGULARIZED FACTORIZATION

For each drug $i$, we can select $p$ most similar drugs out from other $n - 1$ drugs as its $p$-nearest neighbors according to the similarity matrix $S^d$. The $p$-nearest neighbor set of drug $i$ is denoted by $N^d_p(i)$. Similarly, we can obtain the $p$-nearest neighbor set $N^d_p(j)$ of target $j$ according to the similarity...
matrix $S^t$. We construct a $p$-nearest neighbor drug graph whose adjacent matrix $N^d$ is defined as follows.

$$
N^d_{ij} = \begin{cases} 
1, & j \in N^d_p(i) \text{ and } i \in N^d_p(j), \\
0, & j \notin N^d_p(i) \text{ and } i \notin N^d_p(j), \\
0.5, & \text{otherwise}.
\end{cases}
$$

(6)

$N^d$ is used to make the similarity matrix $S^d$ sparse by using Equation (7).

$$
\hat{S}^d_{ij} = N^d_{ij} S^d_{ij}, \forall i, j.
$$

(7)

The graph Laplacian of $\hat{S}^d$ is defined as $L_d = D^d - \hat{S}^d$, where $D^d$ is a diagonal matrix whose diagonal element $D^d_{ii} = \sum_j \hat{S}^d_{ij}$.

Similarly, we construct a $p$-nearest neighbor target graph whose adjacent matrix is $N^t$ according to Equation (8).

$$
N^t_{ij} = \begin{cases} 
1, & j \in N^t_p(i) \text{ and } i \in N^t_p(j), \\
0, & j \notin N^t_p(i) \text{ and } i \notin N^t_p(j), \\
0.5, & \text{otherwise}.
\end{cases}
$$

(8)

Using $N^t$, we make a sparse target similarity matrix $\hat{S}^t$ from $S^t$ according to Equation (9).

$$
\hat{S}^t_{ij} = N^t_{ij} S^t_{ij}, \forall i, j.
$$

(9)

The graph Laplacian of $\hat{S}^t$ is $L_t = D^t - \hat{S}^t$, where $D^t$ is a diagonal matrix whose diagonal element $D^t_{ii} = \sum_j \hat{S}^t_{ij}$.

By adding the L2 regular term $(||A||^2_F + ||B||^2_F)$ and two graph regular terms $\text{Tr}(A^T L_d A)$ and $\text{Tr}(B^T L_t B)$, the non-negative matrix factorization of the drug-target interaction matrix $X$ is formulated as the optimization problem in Equation (10).

$$
\min \left\{ ||X - AB^T||^2_F + \lambda_i(||A||^2_F + ||B||^2_F) \right. \\
+ \lambda_d \text{Tr}(A^T L_d A) + \lambda_t \text{Tr}(B^T L_t B),
\right. \\
\left. \text{s.t. } A, B \geq 0. \right\}
$$

(10)

Since the normalized graph Laplacian performs better in many actual applications, we furthermore normalize $L_d$ and $L_t$ as Equations (11) and (12), respectively.

$$
\tilde{L}_d = (D^d)^{-1/2} L_d (D^d)^{-1/2},
$$

(11)

$$
\tilde{L}_t = (D^t)^{-1/2} L_t (D^t)^{-1/2}.
$$

(12)

Finally, the drug-target interaction prediction problem is transformed into the non-negative matrix factorization of $X$ with the L2 regular term and the dual normalized graph regularization terms, which is formulated as Equation (13).

$$
\min \left\{ ||X - AB^T||^2_F + \lambda_i(||A||^2_F + ||B||^2_F) \right. \\
+ \lambda_d \text{Tr}(A^T \tilde{L}_d A) + \lambda_t \text{Tr}(B^T \tilde{L}_t B),
\right. \\
\left. \text{s.t. } A, B \geq 0. \right\}
$$

(13)

### Table 2. NNDSVD

| Inputs: Matrix $X \in \mathbb{R}^{m \times n}$, integer $k < \min(m, n)$. | Output: Rank-$k$ nonnegative factors $A \in \mathbb{R}^{m \times k}$, $B \in \mathbb{R}^{n \times k}$. |
|---|---|
| 1. Compute the largest $k$ singular triplets of $X$: $[U, S, V] = \text{svd}(X)$. | 2. Initialize $A(:, 1) = \sqrt{S(1, 1)} \ast U(:, 1)$ and $B(:, 1) = \sqrt{S(1, 1)} \ast V(:, 1)$. |
| 3. for $j = 2 : k$ | 3.1. $u = U(:, j)$; $v = V(:, j)$; |
| 3.2. $u_p = u'; u_n = u; u' = v_n; v = v'$. | 3.3. $u_{p/n} = [u_p; u_n]$; $v_{p/n} = [v_p; v_n]$; $uv_{p/n} = uv_{p/n} *uv_{p/n}$. |
| 3.4. $u_{p/n} = \sum(u_{p/n} * uv_{p/n}) / uv_{p/n}$; $uv_{p/n} = u_{p/n} * uv_{p/n}$. | 3.5. $S_{j+1} = S_j - u_{p/n}' * u_{p/n}$. |
| 3.6. if $uv_{p/n} > 0$: | 3.7. $A(:, j) = \sqrt{S(j, j)} \ast \sigma \ast \sigma \ast p$ and $B(:, j) = \sqrt{S(j, j)} \ast \sigma \ast \eta$. |
| p = $uv_{p/n}$; $q = uv_{p/n}$; $q = q$; $q = q$. | $A(:, j)$ denotes the columns of $A$, $\text{svd}()$ denotes Singular Value Decomposition. |

### D. ALGORITHM

To solve the problem in Equation (13), we design an algorithm NNDSVD-GRMF. NNDSVD-GRMF uses NNDSVD [25] to get the initial values of $A$ and $B$, and uses an iterative process to update $A$ and $B$ until they converge. The iterative process uses Equation (14) and Equation (15) to update $A$ and $B$.

$$
A = (XB - \lambda_d \tilde{L}_d A)B^T B + \lambda_i I_k)^{-1},
$$

(14)

$$
B = (X^T A - \lambda_t \tilde{L}_t B)(A^T A + \lambda_i I_k)^{-1}.
$$

(15)

Since the iterative process can only reach a local optimal solution, choosing initial good values for $A$ and $B$ will enhance the possibility that the process reach a global optimal solution. We use NNDSVD to calculate the initial values of $A$ and $B$, which could lead to rapid convergence of many NMF algorithms [25]. NNDSVD is based on the SVD of $X$: $X = U \Sigma V^T$, where $\Sigma$ is a diagonal matrix whose diagonal entry at the $i$th row and the $j$th column is the $i$th largest singular value $\sigma_i$ of $X$, and the $i$th column $u_i$ and $v_i$ of $U$ and $V$ are the left and right singular vectors corresponding to $\sigma_i$, respectively. For a $n \times m$ matrix $X$ with rank $k$, according to the property of SVD, $X$ equals to the sum of $k$ leading singular factors, i.e. $X = \sum_{i=1, \ldots, k} \sigma_i u_i v_i^T$. Let $C_i = \sigma_i u_i v_i^T$, $C_i^+$ and $C_i^-$ be the nonnegative part and negative part of $C_i$, respectively. $C_i = C_i^+ - C_i^-$, and $C_i^+ = \sigma_i (u_i^+ v_i^T + u_i^- v_i^-)$. If $||u_i^T|| ||v_i|| > ||u_i^-|| ||v_i||$, the normalized item $\sqrt{\sigma_i ||u_i^T|| ||v_i||}$ is used to initial the $i$ column of $A$; $\sqrt{\sigma_i ||u_i^-|| ||v_i^T||}$ is used to initial the $i$ column of $B$. Otherwise $\sqrt{\sigma_i ||u_i^-|| ||v_i^T||}$ and $\sqrt{\sigma_i ||u_i^-|| ||v_i||}$ are used. Please see Table 2 for the details.

### E. WEIGHTED GRAPH-REGULARIZED MATRIX FACTORIZATION

In order to get some latent features of $A$ and $B$, weight matrix $W$ is added to the graph regularization matrix.
At the same time, receiver operating characteristic (ROC) deviation derived from the experiment is shown in parentheses. Area under the precision-recall curve (AUPR) are used averaging the 5 repetitions of 10-fold cross-validation results. The procedure is repeated 10 times. The final result is obtained by the remaining 9 parts are used for training, and this dataset is divided into ten parts, 1 part is used for validation, and the remaining 9 parts are used for training.

To evaluate the performance of DTI prediction methods, we evaluate the reliability of NNDSVD-GRMF using case study. Third, we compare NNDSVD-GRMF and NNDSVD-WGRMF under the two important aspects. First, we analyze the performance of NNDSVD-GRMF and NNDSVD-WGRMF in the following three scenarios: 1) CVd: the complete rows in the DTI matrix X are left out for the testing set. It tests the ability to predict interactions for new drugs; 2) CVt: the complete columns in the DTI matrix X are left out for the testing set. It tests the ability to predict interactions for new targets.

### IV. RESULTS

In this section, we analyze the performance of NNDSVD-GRMF and NNDSVD-WGRMF in the following three aspects. First, we analyze the performance of NNDSVD-GRMF and NNDSVD-WGRMF under the two important evaluation indicators through 10-fold cross-validation. Second, we compare the performance of NNDSVD-GRMF and NNDSVD-WGRMF in the case of parameter changes. Third, we evaluate the reliability of NNDSVD-GRMF using case studies.

#### A. CROSS VALIDATION EXPERIMENTS

To evaluate the performance of DTI prediction methods, 5 repetitions of 10-fold cross-validation is performed in the experiment. In each repetition of 10-fold cross-validation, the dataset is divided into ten parts, 1 part is used for validation, and the remaining 9 parts are used for training, and this procedure is repeated 10 times. The final result is obtained by averaging the 5 repetitions of 10-fold cross-validation results.

In order to evaluate the quality of the prediction results, the area under the receiver operating characteristic curve (AUC) and area under the precision-recall curve (AUPR) are used as the main evaluation indicators. In the table, the best AUC and AUPR under each data set are bolded and the standard deviation derived from the experiment is shown in parentheses.

#### B. COMPARISONS WITH THE STATE-OF-THE-ART METHODS

To demonstrate the effectiveness of NNDSVD-GRMF and NNDSVD-WGRMF in predicting DTIs, we compare NNDSVD-GRMF and NNDSVD-WGRMF with the following the seven methods, namely BLM-NII [8], WKNKN [9], RLS-WNN [6], GRMF [21], WGRMF, CMF [18], SRCMF [24], where WGRMF is the weighted form of GRMF. In fact, BLM-NII, WKNKN and RLS-WNN use the neighborhood interactions for the prediction of DTIs, while the rest of the methods are constructed based on matrix factorization.

1) **PARAMETER SETTINGS**

In terms of parameter settings, we refer to the original literature of GRMF, WGRMF, CMF and SRCMF, some parameters are automated chosen using grid search [34] based on the AUPR value. The best parameters under each fold are usually different. Based on previous research [21], for GRMF, WGRMF, CMF, SRCMF, NNDSVD-GRMF and NNDSVD-WGRMF, the regularization parameters $\lambda_d$ was selected from $\{2^{-2}, 2^{-1}, 2^{0}, 2^{1}\}$, $\lambda_f$ was selected from $\{2^{-2}, 2^{-3}, 2^{-4}, 2^{-5}, 2^{-6}\}$, $\lambda_d$ and $\lambda_f$ were selected from $\{0, 10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\}$. For CMF, SRCMF, $\lambda_d$ and $\lambda_f$ were selected from $\{2^{-3}, 2^{-2}, 2^{-1}, 2^{0}, 2^{1}, 2^{2}, 2^{3}, 2^{4}\}$. For NNDSVD-GRMF and NNDSVD-WGRMF, the ranks $k$ of matrices were 26 and 49 under the NR and GPCR datasets, respectively. In IC and E datasets, $k$ was selected from \{50, 100\}. For GRMF, WGRMF, CMF and SRCMF, the parameter $k$ was selected from \{50, 100\}. In BLM-NII, the parameter $\alpha$ was set to 0.5. In the WKNKN, the parameters $K = 5, \eta = 0.7$.

2) **PREDICTION RESULTS UNDER CVd**

Table 3 and Table 4 list the AUC and AUPR values of each algorithm in the CVd scenario, respectively. On the NR dataset, the NNDSVD-WGRMF method has better performance other state-of-the-art methods. On the IC dataset, the AUPR value of NNDSVD-WGRMF has better performance other methods. Importantly, it can be found that the prediction performance is improved with the addition of the weight $W$. Fig. 2 and Fig. 4 show the histograms of AUC and AUPR with error bars for each algorithm under the CVd scenario, respectively. Fig. 3 and Fig. 5 show ROC curves and AUC and AUPR.
3) PREDICTION RESULTS UNDER CVt
The AUC and AUPR values for each algorithm in the CVt scenario are given in Table 5 and Table 6, respectively. From Table 5, it can be found that the AUC of our method has better performance than other state-of-the-art methods on NR, GPCR, IC datasets. From Table 6, we can find that the AUPR values of NNDSVD-WGRMF outperform the other methods on NR and IC datasets. Fig. 6 and Fig. 8 show the histograms of AUC and AUPR with error bars for each algorithm under the CVt scenario, respectively. Fig. 7 and Fig. 9 show ROC curves and PR curves of different algorithms on the four datasets under CVt, respectively.

C. SENSITIVITY ANALYSIS
The values of the parameters $\lambda_d$, $\lambda_t$ and $\lambda_l$ are obtained using grid search. In cross-validation, the training set for each fold is different, which complicates the sensitivity analysis of the parameters.

To investigate the effect of changes in parameters $\lambda_d$, $\lambda_t$ and $\lambda_l$ on the prediction results, we set $\lambda_d = 0$, $\lambda_t = 0$ and $\lambda_l = 0$ under CVd and CVt, respectively. The results are shown in Table 7-10. The results show that NNDSVD-GRMF performs best when $\lambda_d$, $\lambda_t$, and $\lambda_l$ are not 0. In the CVd scenario, compared to the change of $\lambda_t = 0$, the change of $\lambda_d = 0$ and $\lambda_l = 0$ has a greater impact on
TABLE 3. AUC values of different algorithms in CVd scenario.

| Method       | NR   | GPCR  | IC   | E    |
|--------------|------|-------|------|------|
| BLM-NII      | 0.856292(0.0077) | 0.836102(0.0073) | 0.756714(0.0102) | 0.815547(0.0080) |
| WKNKN        | 0.806684(0.0289) | 0.810412(0.0048) | 0.706933(0.0079) | 0.766433(0.0050) |
| RLS-WNN      | 0.821758(0.0273) | 0.839478(0.0116) | 0.743888(0.0113) | 0.762227(0.0066) |
| GRMF         | 0.820413(0.0185) | 0.774848(0.0082) | 0.742022(0.0080) | 0.744108(0.0240) |
| WGRMF        | 0.856979(0.0135) | **0.868548** (0.0065) | **0.785357** (0.0070) | **0.824591** (0.0071) |
| CMF          | 0.802562(0.0109) | 0.801118(0.0069) | 0.758156(0.0144) | 0.794468(0.0109) |
| SRCMF        | 0.810242(0.0227) | 0.825318(0.0093) | 0.736402(0.0329) | 0.776464(0.0214) |
| NNDSVD-GRMF  | 0.842158(0.0121) | 0.771546(0.0154) | 0.782207(0.0124) | 0.750871(0.0166) |
| NNDSVD-WGRMF | **0.861702** (0.0258) | 0.791585(0.0047) | 0.782561(0.0152) | 0.779424(0.0158) |

TABLE 4. AUPR values of different algorithms in CVd scenario.

| Method       | NR   | GPCR  | IC   | E    |
|--------------|------|-------|------|------|
| BLM-NII      | 0.455027(0.0395) | 0.230746(0.0118) | 0.198357(0.0091) | 0.172086(0.0068) |
| WKNKN        | 0.496622(0.0366) | 0.349695(0.0096) | 0.268694(0.0113) | 0.312078(0.0121) |
| RLS-WNN      | 0.528022(0.0294) | 0.324815(0.0149) | 0.235889(0.0176) | 0.310697(0.0232) |
| GRMF         | 0.496592(0.0252) | 0.349027(0.0129) | 0.339622(0.0124) | 0.339569(0.0227) |
| WGRMF        | 0.549587(0.0252) | **0.410652** (0.0126) | 0.351995(0.0223) | **0.397949** (0.0176) |
| CMF          | 0.505449(0.0299) | 0.282205(0.0081) | 0.356396(0.0227) | 0.358833(0.0205) |
| SRCMF        | 0.481310(0.0273) | 0.394653(0.0049) | 0.306309(0.0116) | 0.367386(0.0054) |
| NNDSVD-GRMF  | 0.532864(0.0198) | 0.370845(0.0098) | **0.375827** (0.0125) | 0.346393(0.0072) |
| NNDSVD-WGRMF | **0.568726** (0.0193) | 0.396041(0.0163) | 0.360993(0.0148) | 0.384971(0.0150) |

TABLE 5. AUC values of different algorithms in CVt scenario.

| Method       | NR   | GPCR  | IC   | E    |
|--------------|------|-------|------|------|
| BLM-NII      | 0.795604(0.0217) | 0.856269(0.0071) | 0.930531(0.0029) | 0.917814(0.0056) |
| WKNKN        | 0.700475(0.0430) | 0.835764(0.0217) | 0.922583(0.0079) | 0.916965(0.0042) |
| RLS-WNN      | 0.763799(0.0208) | 0.884184(0.0128) | 0.941532(0.0031) | 0.926638(0.0053) |
| GRMF         | 0.753382(0.0293) | 0.876011(0.0063) | 0.920496(0.0060) | 0.920224(0.0074) |
| WGRMF        | 0.749512(0.0384) | 0.883883(0.0063) | 0.945641(0.0024) | 0.933971(0.0161) |
| CMF          | 0.75651(0.0520) | 0.855621(0.0164) | 0.924479(0.0051) | 0.924598(0.0161) |
| SRCMF        | 0.614843(0.0333) | 0.840092(0.0127) | 0.926765(0.0049) | 0.913015(0.0082) |
| NNDSVD-GRMF  | **0.811495** (0.0257) | 0.873582(0.0124) | 0.933894(0.0026) | 0.933011(0.0028) |
| NNDSVD-WGRMF | 0.751956(0.0354) | **0.893556** (0.0088) | **0.947729** (0.0030) | 0.924824(0.0111) |

FIGURE 7. ROC curves for different methods are plotted together under CVt on NR dataset, GPCR dataset, IC dataset, E dataset, respectively.

FIGURE 8. In the CVt scenario, the comparison of the AUPR values of different methods in the four datasets.

the AUC and AUPR values. In the CVt scenario, compared to the change of $\lambda_d = 0$, the change of $\lambda_t = 0$ and $\lambda_l = 0$ has a greater impact on the AUC and AUPR values. When $\lambda_d$, $\lambda_t$, $\lambda_l$ is other parameters, the performance of NNDSVD-GRMF are shown in Fig. 10 and Fig. 11 under CVd and CVt, respectively. Therefore, we can conclude that graph dual regularization and L2 regularization can improve the learning ability of the model, capture more structural information of the graph, and improve the prediction effect.

D. CASE STUDIES

To further demonstrate the effectiveness of NNDSVD-GRMF for predicting DTI, we perform two different types of case studies. In the first case study, we select the target...
TABLE 6. AUPR values of different algorithms in CVt scenario.

| Method        | NR       | GPCR     | IC       | E         |
|---------------|----------|----------|----------|-----------|
| BM-MNI       | 0.40149 (0.0618) | 0.439848 (0.0259) | 0.640928 (0.0191) | 0.589524 (0.0069) |
| KNN          | 0.421919 (0.0382) | 0.536317 (0.0281) | 0.741412 (0.0131) | 0.720789 (0.0100) |
| RLS-WNN      | 0.437335 (0.0206) | 0.537046 (0.0235) | 0.760776 (0.0169) | 0.674211 (0.0266) |
| GRMF         | 0.422442 (0.0486) | 0.531487 (0.0175) | 0.754256 (0.0091) | 0.760562 (0.0100) |
| WGRMF        | 0.417925 (0.0447) | 0.567606 (0.0201) | 0.800896 (0.0036) | 0.799641 (0.0185) |
| CMF          | 0.415443 (0.0407) | 0.432831 (0.0596) | 0.752132 (0.0154) | 0.731174 (0.0140) |
| SRCMF        | 0.378573 (0.0318) | 0.589037 (0.0183) | 0.774355 (0.0117) | 0.746004 (0.0198) |
| NNDSVD-GRMF  | 0.405015 (0.0413) | 0.551215 (0.0153) | 0.764172 (0.0086) | 0.775033 (0.0090) |
| NNDSVD-WGRMF | 0.456408 (0.0429) | 0.580068 (0.0282) | 0.813607 (0.0088) | 0.790897 (0.0159) |

FIGURE 9. PR curves for different methods are plotted together under CVt on NR dataset, GPCR dataset, IC dataset, E dataset, respectively.

TABLE 7. AUC results for NNDSVD-GRMF variants under CVd.

| Method         | NR       | GPCR     | IC       | E         |
|----------------|----------|----------|----------|-----------|
| NNDSVD-GRMF   | 0.842158 | 0.771546 | 0.782207 | 0.750871  |
| $\lambda_d = 0$ | 0.591952 | 0.671191 | 0.462721 | 0.534429  |
| $\lambda_t = 0$ | 0.823877 | 0.755510 | 0.731283 | 0.738866  |
| $\lambda_l = 0$ | 0.398999 | 0.647288 | 0.620226 | 0.722817  |

TABLE 8. AUPR results for NNDSVD-GRMF variants under CVd.

| Method         | NR       | GPCR     | IC       | E         |
|----------------|----------|----------|----------|-----------|
| NNDSVD-GRMF   | 0.532864 | 0.370845 | 0.375827 | 0.346393  |
| $\lambda_d = 0$ | 0.127177 | 0.0491007 | 0.348274 | 0.011763  |
| $\lambda_t = 0$ | 0.517326 | 0.369568 | 0.351624 | 0.305765  |
| $\lambda_l = 0$ | 0.107042 | 0.295027 | 0.274093 | 0.262594  |

TABLE 9. AUC results for NNDSVD-GRMF variants under CVt.

| Method         | NR       | GPCR     | IC       | E         |
|----------------|----------|----------|----------|-----------|
| NNDSVD-GRMF   | 0.811495 | 0.873582 | 0.933894 | 0.930011  |
| $\lambda_d = 0$ | 0.713037 | 0.853216 | 0.922709 | 0.908584  |
| $\lambda_t = 0$ | 0.562456 | 0.593440 | 0.499347 | 0.518962  |
| $\lambda_l = 0$ | 0.459473 | 0.782172 | 0.877774 | 0.907611  |

TABLE 10. AUPR results for NNDSVD-GRMF variants under CVt.

| Method         | NR       | GPCR     | IC       | E         |
|----------------|----------|----------|----------|-----------|
| NNDSVD-GRMF   | 0.430515 | 0.551215 | 0.764172 | 0.775033  |
| $\lambda_d = 0$ | 0.429580 | 0.542078 | 0.751929 | 0.760593  |
| $\lambda_t = 0$ | 0.128248 | 0.058158 | 0.037736 | 0.011504  |
| $\lambda_l = 0$ | 0.115116 | 0.273196 | 0.380932 | 0.564402  |

(Androgen receptor) in the NR dataset as the object of the case study. The androgen receptor, as a steroid receptor, not only achieves hormonal regulation of target cells, but it has also been shown to play a role in the proliferation of androgen-refractory cells and in androgen-refractory prostate cancer [35]. For androgen receptors in the NR dataset, androgen receptor interactions with drugs on the NR dataset are used as the training dataset for NNDSVD-GRMF, and candidate drugs are ranked according to the prediction scores of NNDSVD-GRMF. Then, we select drugs with the top 10 scores and validate them. It can be found that 9 drugs are accurately predicted. The detailed results of the predictions are shown in Table 11.

In the second type of case study, we aim to assess whether NNDSVD-GRMF could be applied to drugs without known interaction targets. We select drug (Nicotine bitartrate) from the IC dataset as the subject of the case study. Nicotine bitartrate, a drug that acts on nicotinic receptors, has been shown to reduce falls in Parkinson’s patients [36]. In the case study, the interactions of nicotine bitartrate with the target...
obtained from the IC dataset are used as a training dataset for NNDSVD-GRMF, and candidate targets are ranked according to prediction scores. Then, we select targets with the top 10 scores and validate them. It can be found that 9 targets are accurately predicted. The detailed results of the predictions are shown in Table 12.

V. CONCLUSION

In order to accurately predict DTIs, we proposed new methods NNDSVD-GRMF based on graph dual regularized matrix factorization. This method can accurately obtain the structural information on the drug and target manifold. In the process of solving the objective function, we use non-negative double singular value decomposition to enhance the initial stage of non-negative matrix factorization. In order to improve adaptability, the weighted form of NNDSVD-GRMF (i.e. NNDSVD-WGRMF) has also been proposed. In the experiment, our method has better performance compared with other state-of-the-art methods. At the same time, our method also has a better performance for certain specific targets and drug predictions.

The better performance of our method may be attributed to the following factors. First of all, NNDSVD-GRMF not only adds graph dual regularization, but also considers the initial stage of matrix factorization. The graph dual regularization enables the model to obtain more information about the data structure. The use of non-negative double singular value decomposition in the initial stage of matrix factorization not only affects the convergence of matrix factorization, but also improves the quality of the solution. Second, as a weighted extension of NNDSVD-GRMF, NNDSVD-WGRMF has better adaptability to datasets. Third, our method may be more suitable for solving the problem of DTIs prediction.

As future work, other multi-manifold regularization methods and network embedding technologies may be used to further improve the prediction performance. For example, in multi-manifold regularization [37], the manifold and coefficient matrix can be combined with multi-manifold regularization to maintain the local geometry of drug and target. When we reduce the dimensionality, the network embedding can preserve the structure of the network [38].
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