A robust method of rectifying a tilted image to truly vertical

M E Tjahjadi¹,* and F Handoko²

¹Department of Geodesy, National Institute of Technology (ITN) Malang, Malang, Indonesia
²Department of Industrial Engineering, National Institute of Technology (ITN) Malang, Malang, Indonesia

*edwin@lecturer.itn.ac.id

Abstract. Unmanned Aerial Vehicle (UAV) is burgeoning technology for conducting aerial photography ranging from recreational purposes to engineering works. Due to its physical design, a mounted camera onto the UAV body is afflicted by engine and other vibrations during flight data acquisitions. In such condition, it is impossible to maintain the camera optical axis truly vertical while it is directed downward to the ground. Unavoidable aircraft tilts causes captured images to be exposed with the camera axis tilted slightly from vertical. In survey and mapping activity when vertical images are intended, the amount by which the optical axis deviates from vertical of more than 3 degrees is not met the work specification. Truly vertical images are necessary for producing high quality map from aerial images. This paper offers robust solution to rectify tilted images to generate equivalent truly vertical ones. We use exterior orientation parameters of the tilted images to perform double steps of transformation while resampling grid tessellations of the vertical images. To visualize the result, the transformation processes are coded by C++ programing language. The program results show a feasibility of our approach.

1. Introduction
In recent years, novel topographic survey data utilizing low-altitude Unmanned Aerial Vehicle (UAV) are increasing in demands [1,2]. High resolutions of captured aerial images have great potential in many applications such as archeology, 3D city modelling, cadastral and topographic mapping. During the course of modelling and mapping related activities employing UAV, quick dimensional inspections of photographed objects from a single nadir view image are frequently needed. Perfect vertical images are rarely obtained due to unavoidable aircraft perturbation during flight data acquisitions. A vertically downward optical axis camera is always deviated, and off-nadir view images are recorded which sometimes has tilts of more than 3 degrees that is prohibited according to a photogrammetric practice and standard [3]. Therefore, the captured oblique images should be rectified to the true vertical ones before they can be utilized for measurements.

Oblique images photographed from flying UAV contains displacements in feature position due to sensor motions, perspective effects, and terrain relief [4]. When the image is rectified to the equivalent vertical image, feature displacements caused by tilt should be removed [5]. State of the art method in photogrammetric literatures points out that orthorectification technique can remove the displacements [6–8]. Although it is perceived as the favorable method to generate truly vertical photo, rigorous computation methods using sophisticated computer resources impede daily basis operations in mapping.
practices. Therefore, this paper offers a novel and robust method to rectify tilted image to become true vertical one by exploiting projective relationship between the oblique image and its equivalent vertical photo.

This method assumes that camera position and attitude are available while photographing images. It means that exterior orientation parameters (EOP) are known in advance whether it can be obtained directly from GPS/IMU [9]. When Ground Control Points (GCP) are available, the EOPs are also can be computed by using a pose estimation [10] or space resection techniques [11,12]. The method uses the image’s EOP to transform tilted image coordinates of the four image corners into the corresponding coordinates of the vertical images through an object space system. Then, a warping process is conducted using projectivity relationship. Hence, the paper is organized as follows: a projective equation that relates the tilted and the vertical images is elaborated in the method section; its implementation through programming interface is outline in a result and discussion section; and summary of the method is pointed out in conclusion.

2. Methods
To set focus for a discussion to follow, a quick review of the collinearity model and 2D projective transformation is first given based on Figure 1, which has an ultimate goal of developing a solution to rectify a tilted image with its known EOPs into its equivalent nadir view vertical one. Three primary coordinate systems involved, the object space coordinate system \((X, Y, Z)\), the tilted image plane coordinate system \((x, y, -f)\), and the vertical image coordinate system \((x, y, -f)\) where the camera’s focal length is denoted with \(f\). When the EOPs are known its rotation matrix from object space to tilted image space can be retrieved as follows.

\[
M = \begin{bmatrix}
\cos \varphi \cos \kappa & \cos \omega \sin \kappa + \sin \omega \sin \varphi \cos \kappa & \sin \omega \sin \kappa - \cos \omega \sin \varphi \cos \kappa \\
-\cos \varphi \sin \kappa & \cos \omega \cos \kappa - \sin \omega \sin \varphi \sin \kappa & \sin \omega \cos \kappa + \cos \omega \sin \varphi \sin \kappa \\
\sin \varphi & -\sin \omega \cos \varphi & \cos \omega \cos \varphi
\end{bmatrix}
\]  

(1)

The \(\omega, \varphi, \kappa\) in equation (1) are rotational elements of the EOP to indicate rotations in a sequence order of the X, Y and Z axes respectively [11]. These rotations are considered to be positive in a right handed sense relative to their respective axes. In any case, they will be implicitly expressed in the nine elements of a 3x3 rotation matrix \(M\). This matrix \(M\) is orthogonal and will have the same sense of being applied to the object space coordinates parallel to the tilted image coordinate system. When considering only the rotational elements, the collinearity model in Figure 1 becomes [11]:

\[
[X \ Y \ Z]^T = M[x \ y \ -f]^T
\]  

(2)

A transformation of vector positions from the tilted image coordinate system into the object space system is expressed in equation (2). If the vector positions of feature points such as \(a\) and \(b\) as depicted in Figure 1 can be converted to the object space system, they analogously can also be converted back into the equivalent vertical image coordinate system denoted as \(a'\) and \(b'\) (Figure 1) by using [13):

\[
[x_r \ y_r \ -f]^T = -fZ^{-1}[X \ Y \ Z]^T
\]  

(3)

The transformation from the tilted image plane to the equivalent vertical image plane using object space system as an intermediary becomes possible since the origins of the two coordinate systems are coincide at the camera perspective centre and they have an equal camera’s focal length [13]. Equation (3) converts back the vectors positions in the object space system to the equivalent vertical image plane. Therefore, known coordinates of the four corners of the tilted image plane can be converted to the equivalent coordinates on the vertical image plane. Using these four pair sets of the corner’s coordinates of the two images, a projective equation can be established as follows [13,14].

\[
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix} = \begin{bmatrix}
a_1 & a_2 & a_3 \\
a_4 & a_5 & a_6 \\
a_7 & a_8 & 1
\end{bmatrix} \begin{bmatrix}
x_r \\
y_r \\
1
\end{bmatrix}
\]  

(4)
Figure 1. Original tilted image plane and equivalent vertical image plane in the object space coordinate system.

Equation (4) expresses the 2D projective transformation using homogenous coordinates, and $a_1, \ldots, a_8$ are the projective transformation parameters. Essentially this transformation establishes linear functions to map one to one correspondences on every pixel between the two images. The linear version of the equations accommodates all four pair coordinates of the corner of the two image planes to fit a least squares solution of $L + V = Ax$ and it is depicted in matrix-vector forms as follows:

$$
\begin{bmatrix}
    x_1 & y_1 & v_{x1} & v_{y1} \\
    x_2 & y_2 & v_{x2} & v_{y2} \\
    x_3 & y_3 & v_{x3} & v_{y3} \\
    x_4 & y_4 & v_{x4} & v_{y4}
\end{bmatrix}
\begin{bmatrix}
    x_{r1} & y_{r1} & 1 & 0 & 0 & 0 & -x_{1}x_{r1} & -x_{1}y_{r1} \\
    x_{r2} & y_{r2} & 1 & 0 & 0 & 0 & -x_{2}x_{r2} & -x_{2}y_{r2} \\
    x_{r3} & y_{r3} & 1 & 0 & 0 & 0 & -x_{3}x_{r3} & -x_{3}y_{r3} \\
    x_{r4} & y_{r4} & 1 & 0 & 0 & 0 & -x_{4}x_{r4} & -x_{4}y_{r4}
\end{bmatrix}
= \begin{bmatrix}
    a_1 \\
    a_2 \\
    a_3 \\
    a_4 \\
    a_5 \\
    a_6 \\
    a_7 \\
    a_8
\end{bmatrix}
$$

Equation (5) gives a robust and linear relationship between the two planar image planes, four corner points of each image are sufficient to solve system equations. The transformation preserves rectilinear properties and intersection points of straight line. In contrast, length, angles and area properties are not invariant. Once a solution from is obtained, all of the parameters in equation (4) to carry out rectification process to obtain a tilt-free distortion image as illustrated in Figure 2.

Here the pixel value (i.e. RGB colour) at position $(x, y)$ in the original image appears in the rectified image, after pixel value interpolation $f(x, y)$. The rectification process transforms the pixel tessellation coordinates from the tilted image to the equivalent vertical image utilizing projective transformation of equation (4), or $f(x, y)$ as depicted in Figure 2. This is known as a direct method [5].
Figure 2. Direct and Indirect rectification process.

The direct method only assigns pixels values that are given by the original image, which means that some pixels grid of the result image might not get pixels values. They have to be filled after the transformation in the second pass through the resulting image. The other flow of transformation is called Indirect method. The indirect rectification method is applied in which the rectified image is processed pixel by pixel. By reversing the geometric transformation flow of equation (4), or \( f^{-1}(x', y') \), an exact pixel value to one pixel grid on the output image can be assigned. The pixel value of the input image must be interpolated at the reverse transformed position \((x, y)\) as the location of the pixel which was transformed into the original does not correspond into an integer location.

The interpolation process when doing the indirect method is known as resampling. The original pixel values are altered on the result according to the employed resampling algorithm. It is widely known that bi-linear interpolation (Figure 3) is the best choice among the existing methods in terms of computing speed and algorithm simplicity. The bi-linear interpolation takes accounts 2x2 adjacent pixel values of the computed pixel location. A weighted average adjacent pixel values is the outcome in which the weight is given by the relative coverage of the current pixel, as shown in Figure 3. The interpolation rule is given by:

\[
\begin{align*}
g(x, y) &= A_1 g(i, j) + A_2 g(i + 1, j) + A_3 g(i, j + 1) + A_4 g(i + 1, j + 1) \\
A_1 + A_2 + A_3 + A_4 &= 1 \\
g(x, y) &= g(i, j) + dx[g(i + 1, j) - g(i, j)] + dy[g(i, j + 1) - g(i, j)] + dx dy[g(i + 1, j + 1) - g(i + 1, j) - g(i, j + 1) + g(i, j)]
\end{align*}
\]

Where \(g(x, y)\) represents interpolated pixel value, and \(dx\) and \(dy\) are integer values (Figure 3).

3. Results and discussion

In this research, a DJI Phantom Pro 4 is employed with a focal length of about 8.8mm to capture images at a flying height of around 150m above the ground surface. The camera is set to face a nadir view direction and its specification is listed in Table 1. Approximately 400 images are photographed during the aerial acquisition, but only two of them presented here to represent a low oblique image with a tilt of about 30° and a high oblique image with a tilt of around 25°. Rotational parameters of them are presented in Table 2.

| CMOS sensor size (mm) | Image resolution (pixels) | Pixels size (mm) |
|-----------------------|---------------------------|------------------|
| Width 13.20           | 4864                      | 0.0027138        |
| Height 8.80           | 3648                      | 0.0024123        |
Table 2. Rotation parameter of the captured images.

| Rotation Parameter (degrees) | Tilted image 1 (Low oblique image) | Tilted image 2 (High oblique image) |
|-----------------------------|-----------------------------------|-----------------------------------|
| $\omega$ (Omega)           | 0.1                               | -25.0                             |
| $\varphi$ (Phi)             | 0.003                             | -0.127                            |
| $\kappa$ (Kappa)            | 1.6                               | 179.728                           |

The camera’s sensor specifications in table 1 are used to generate four corner points coordinates of the original image. Together with the rotation parameters in table 2, equation (1) – (3) are used to generate four corner points of each tilted image. The input image coordinates and their output of each tilted image are illustrated in table 3.

Table 3. The corner coordinates in pixels before and after transformation processes. The tilted image 1 and tilted image 2 become vertical image 1 and vertical image 2 respectively.

| Corner point | Input image | Vertical image 1 | Vertical image 2 |
|--------------|-------------|------------------|------------------|
|              | column      | row              | column           | row              |
| 1. Top Left  | 0           | 0                | 0                | 0                |
| 2. Top Right | 4863        | 0                | 4952             | 0                |
| 3. Bottom Right | 4863 | 3647            | 4952             | 3806             |
| 4. Bottom Left | 0           | 3647            | 0                | 3806             |

After the input and output of corner points are obtained, the next step is to calculate the projective transformation parameter as well as to resample the outputs. Both direct and indirect methods are used to clarify the results differences between them as illustrated in Figure 4. To ascertain whether the tilt angles are already reduced on the resulted vertical image, the rotation elements can be extracted from the eight projective parameters as described in [15,16].

Figure 4. Top row: the low oblique image (top left) is transformed to the equivalent vertical images, Bottom row: the high oblique image (bottom left) is transformed to the equivalent vertical images, Results on the direct method and on the indirect method are shown in the second and third column.

4. Conclusions
This paper presents a robust solution to rectify tilted images to generate equivalent truly vertical ones by using the EOPs only. Resampling process is enabled by finding image corner points coordinates both on the tilted image and the equivalent vertical one using rotation only collinearity model. Indirect rectification method is preferred due to its simplicity on the interpolation process. C++ codes are developed to visualize the results.
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