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Abstract

We study a space-fractional Stefan problem, where the non-local diffusion flux is modeled by the Caputo derivative. We obtain the unique existence of classical solution to this problem.
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1 Introduction

In this paper we study the fractional in space, one-phase one-dimensional Stefan problem. The classical Stefan model describes the process of changing the phase in homogenous medium, for example, the ice melting.

Recently, the diffusion in non-homogenous media is frequently described by the models involving the fractional derivatives. In the case of phenomena exhibiting memory effects the anomalous diffusion may be modeled with a use of time-fractional Caputo derivative. This problem still awaits solution, however some partial results were obtained. In [6] the existence of weak solutions in non-cylindrical domain with fixed boundary was shown. This problem was also considered in papers [13] and [14]. In the first one, under suitable regularity assumptions the Hopf lemma was proven, while in the second one the author obtained some exact solutions. Still, due to the lack of regularity results, the time-fractional Stefan problem has not been solved yet.

This paper is devoted to the moving boundary problem with a non-locality in space. Namely, we will search for the solution \((u, s)\) of the following system

\[
\begin{aligned}
  u_t - \frac{\partial}{\partial x} D^\alpha u &= 0 \quad \text{in} \quad \{ (x, t) : 0 < x < s(t), 0 < t < T \} =: Q_{s,T}, \\
  u_x(0, t) &= 0, \quad u(t, s(t)) = 0 \quad \text{for} \quad t \in (0, T), \\
  u(x, 0) &= u_0(x) \quad \text{for} \quad 0 < x < s(0) = b, \\
  \dot{s}(t) &= -(D^\alpha u)(s(t), t) \quad \text{for} \quad t \in (0, T). \\
\end{aligned}
\] (1)
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Here $u$ is a function of two variables and can be regarded as a temperature of medium, while $s : [0, T] \rightarrow \mathbb{R}$ is a moving part of the boundary of the domain. We assume that the constants $T$ and $b$ are positive and fixed and $u_0$ is given nonnegative initial condition. By $D^\alpha$ we denote the fractional Caputo derivative with respect to the spatial variable, that is

$$D^\alpha u(x, t) = \frac{1}{\Gamma(1-\alpha)} \frac{\partial}{\partial x} \int_0^x (x-p)^{-\alpha}[u(p, t) - u(0, t)]dp.$$ 

It is easy to verify that if $u(\cdot, t) \in AC([0, s(t)])$ for each $t$, then

$$D^\alpha u(x, t) = \frac{1}{\Gamma(1-\alpha)} \int_0^x (x-p)^{-\alpha}u_p(p, t)dp.$$ 

The idea of modelling anomalous diffusion with a use of space-fractional operators was introduced in [18]. In this paper, the author considered the model of infiltration of water into heterogeneous soils. In the homogenous media, there is a well known constitutive relation that associates the diffusive flux with a gradient of solution. In [18] the author presented a model where the diffusive flux takes the form of the fractional Caputo derivative, thus the equation still remains in the form of a balance low. In this paper we will present the mathematical analysis of the model (1) which was derived in [17]. We note that here we impose the zero Neumann condition, that is we consider the model with zero flux at the left boundary. The main result claims that if we assume that the initial value $u_0$ is regular enough, then the system (1) has exactly one classical solution. The proof partly relies on the recent result obtained in [15], where the unique existence of the solution to the linear initial-value-boundary problem

$$\begin{cases}
  u_t - \frac{\partial}{\partial x} D^\alpha u = f & \text{in } (0, 1) \times (0, T), \\
  u_x(0, t) = 0, \; u(1, t) = 0 & \text{for } t \in (0, T), \\
  u(x, 0) = u_0(x) & \text{in } (0, 1)
\end{cases}$$

was proven. Precisely, there was shown that if we consider the operator $\frac{\partial}{\partial x} D^\alpha$ on the appropriate domain, then it is a generator of analytic semigroup.

Our approach follows the standard methods for solving the classical Stefan problem, presented in [1]. First of all, we focus our attention on the problem considered in non cylindrical domain with a given function $s$. We apply the transformation into the cylindrical domain and we find a regular solution by means of the abstract evolution operator theory. Then, we prove the weak extremum principle and the space-fractional version of Hopf lemma, i.e. $(D^\alpha u)(s(t), t) < 0$. Finally, by the Schauder fixed point theorem, we are able to obtain the existence of a pair $(u, s)$ which is a classical solution to (1). At last, we prove the monotone dependence upon data in order to obtain the uniqueness of the solution.

The paper is organized as follows. For the readers convenience, in Chapter 2, we will briefly recall selected theorems from fractional calculus and the results from [15] which play a significant role in the further part of the paper. Chapter 3 is devoted to the non cylindrical linear problem with a given boundary. At last, in Chapter 4, we state the extremum principles and the proof of the main result.
2 Preliminary results

We begin with recalling the definitions of fractional operators. For an introduction to theory of fractional operators we refer to [5] and [16].

**Definition 1.** Let $L, \alpha > 0$. For $f \in L^1(0, L)$ we introduce the fractional integral $I^\alpha$ by the formula

$$I^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^x (x - p)^{\alpha - 1} f(p) dp.$$ 

For $\alpha \in (0, 1)$ and $f$ regular enough, we define the Riemann-Liouville fractional derivative

$$\frac{\partial^\alpha}{\partial x} f(x) = \frac{1}{\Gamma(1 - \alpha)} \frac{\partial}{\partial x} \int_0^x (x - p)^{-\alpha} f(p) dp$$

and the Caputo fractional derivative

$$D^\alpha f(x) = \frac{\partial}{\partial x} I^{1-\alpha}[f(\cdot) - f(0)](x) = \frac{1}{\Gamma(1 - \alpha)} \int_0^x (x - p)^{-\alpha} [f(p) - f(0)] dp.$$ 

We will introduce the characterization of the domain of the Riemann-Liouville derivative, considered as an operator acting on $L^2(0, 1)$. This characterization plays a significant role in establishing the properties of $\frac{\partial}{\partial x} D^\alpha$ in the semigroup framework. The following proposition is the extended version of [4, Theorem 2.1] which can be found in the Appendix of [8].

**Proposition 1.** Let us denote by $H^\alpha(0, 1)$ the fractional Sobolev space (see [9, definition 9.1]). We define the subspace of $H^\alpha(0, 1)$ as follows

$$0H^\alpha(0, 1) = \begin{cases} 
H^\alpha(0, 1) & \text{for } \alpha \in (0, \frac{1}{2}), \\
\{u \in H^\frac{\alpha}{2}(0, 1) : \frac{1}{x} \int_0^1 |u(x)|^2 dx < \infty\} & \text{for } \alpha = \frac{1}{2}, \\
\{u \in H^\alpha(0, 1) : u(0) = 0\} & \text{for } \alpha \in (\frac{1}{2}, 1).
\end{cases}$$

We equip $0H^\alpha(0, 1)$ with the norm induced from $H^\alpha(0, 1)$ for $\alpha \neq \frac{1}{2}$ and we set

$$\|u\|_{0H^\alpha(0, 1)} = \left(\|u\|^2_{H^\frac{\alpha}{2}(0, 1)} + \int_0^1 \frac{|u(x)|^2}{x} dx\right)^{\frac{1}{2}}.$$ 

Then, for $\alpha \in (0, 1)$ the operators $I^\alpha : L^2(0, 1) \rightarrow 0H^\alpha(0, 1)$ and $\frac{\partial^\alpha}{\partial x} : 0H^\alpha(0, 1) \rightarrow L^2(0, 1)$ are isomorphism and the following inequalities

$$c_\alpha^{-1} \|u\|_{0H^\alpha(0, 1)} \leq \|\partial^\alpha u\|_{L^2(0, 1)} \leq c_\alpha \|u\|_{0H^\alpha(0, 1)} \text{ for } u \in 0H^\alpha(0, 1),$$

$$c_\alpha^{-1} \|I^\alpha f\|_{0H^\alpha(0, 1)} \leq \|f\|_{L^2(0, 1)} \leq c_\alpha \|I^\alpha f\|_{0H^\alpha(0, 1)} \text{ for } f \in L^2(0, 1)$$

hold, where $c_\alpha$ denotes a positive constant dependent on $\alpha$. 

3
Corollary 1. For \( \alpha, \beta \in (0, 1] \) there holds \( I^\beta : _0H^\alpha(0, 1) \to _0H^{\alpha+\beta}(0, 1) \), where in the case \( \alpha + \beta > 1 \)

\[
_0H^{\alpha+\beta}(0, 1) = \{ f \in H^{\alpha+\beta}(0, 1) : f(0) = 0, f' \in _0H^{\alpha+\beta-1}(0, 1) \}.
\]

Proof. It is an easy consequence of Proposition 1. If \( f \in _0H^\alpha(0, 1) \) then, by Proposition 1 there exists \( w \in L^2(0, 1) \) such that \( f = I^\alpha w \). Hence,

\[
I^\beta f = I^\beta I^\alpha w = I^{\alpha+\beta} w.
\]

If \( \alpha + \beta \leq 1 \), then applying again Proposition 1 we obtain that \( I^\beta f \in _0H^{\alpha+\beta}(0, 1) \). In the case \( 1 < \alpha + \beta \leq 2 \) we note that \( (I^\beta f)(0) = (I^{\alpha+\beta} w)(0) = 0 \) and \( \frac{\partial}{\partial x} I^\beta f = I^{\alpha+\beta-1} w \in _0H^{\alpha+\beta-1}(0, 1) \), which leads to \( I^\beta f \in _0H^{\alpha+\beta}(0, 1) \).

Now, we will briefly recall the ideas introduced in [15]. Namely, we will look at the operator \( \frac{\partial}{\partial x} D^\alpha \) from the perspective of operator theory.

At first, we need to characterize the domain of the operator \( \frac{\partial}{\partial x} D^\alpha \). We note that for absolutely continuous \( u \) the Caputo fractional derivative may be equivalently written in the form \( D^\alpha u = I^{1-\alpha} u_x \). Thus, just by definition we have \( \frac{\partial}{\partial x} D^\alpha u = \frac{\partial}{\partial x} I^{1-\alpha} u_x = \partial^\alpha u_x \), whenever one of the sides of identity is meaningful. From Proposition 1 the domain of \( \partial^\alpha \) in \( L^2(0, 1) \) coincides with \( _0H^\alpha(0, 1) \). Thus we may consider the domain of \( \frac{\partial}{\partial x} D^\alpha \) as \( \{ u \in H^{1+\alpha}(0, 1) : u_x \in _0H^\alpha(0, 1) \} \). Taking into account the boundary condition in (2) we finally define the domain of \( \frac{\partial}{\partial x} D^\alpha \) as

\[
D\left( \frac{\partial}{\partial x} D^\alpha \right) \equiv D^\alpha := \{ u \in H^{1+\alpha}(0, 1) : u_x \in _0H^\alpha(0, 1), u(1) = 0 \}. \quad (3)
\]

We equip \( D^\alpha \) with the graph norm

\[
\| u \|_{D^\alpha} = \| u \|_{H^{1+\alpha}(0, 1)} \quad \text{for} \quad \alpha \in (0, 1) \setminus \{ \frac{1}{2} \}
\]

and

\[
\| u \|_{D^\alpha} = \left( \| u \|_{H^{1+\alpha}(0, 1)}^2 + \int_0^1 \frac{|u_x(x)|^2}{x} \, dx \right)^{\frac{1}{2}} \quad \text{for} \quad \alpha = \frac{1}{2}
\]

We finish this chapter with a main result from [15] which will play a crucial role here.

Theorem 1. [15] Theorem 2 \( \frac{\partial}{\partial x} D^\alpha : D^\alpha \subseteq L^2(0, 1) \to L^2(0, 1) \) is a generator of analytic semigroup.

3 Solution to (1) with a given function \( s \).

In this chapter we turn our attention to the system (1). At first, we will find a regular solution to (1) assuming that function \( s \) is given. That is, we will search for the solution to
\[
\begin{cases}
  u_t - \frac{\partial}{\partial x} D^\alpha u = 0 & \text{in } Q_{s,T}, \\
  u_x(0, t) = 0, \quad u(t, s(t)) = 0 & \text{for } t \in (0, T), \\
  u(x, 0) = u_0(x) & \text{for } 0 < x < b
\end{cases}
\]

(4)

with a given function \( s : [0, T] \rightarrow \mathbb{R} \). We assume that

\[ s \in C[0, T], \quad s(0) = b, \quad \exists \ M > 0 \text{ such that } 0 < \dot{s}(t) \leq M \text{ for every } t \in [0, T]. \quad (5) \]

At first, we may assume that the initial condition is square integrable. We will specify the assumptions on \( u_0 \) in detail, as we will formulate the main theorems.

### 3.1 Transformation to the cylindrical domain

First of all, we will change the coordinates in order to pass to the cylindrical domain. Let \( p = \frac{x}{s(t)} \) and we define

\[ v(p, t) := u(s(t)p, t) = u(x, t). \quad (6) \]

We will write the system (4) in terms of \( v \). Firstly, we note that \( \frac{\partial}{\partial p} = s(t) \frac{\partial}{\partial x} \), thus

\[
\begin{align*}
  v_p(p, t) &= \frac{\partial}{\partial p} v(p, t) = \frac{\partial}{\partial p} u(s(t)p, t) = s(t) \frac{\partial}{\partial x} u(s(t)p, t) = s(t) u_x(x, t), \\
  v_t(p, t) &= \frac{d}{dt} u(s(t)p, t) = u_t(x, t) + p \dot{s}(t) u_x(x, t).
\end{align*}
\]

Together we have

\[ u_t(x, t) = v_t(p, t) - p \frac{\dot{s}(t)}{s(t)} v_p(p, t). \]

Furthermore, since \( v_r(r, t) = s(t) u_x(s(t)r, t) \), we may write

\[
\Gamma(1-\alpha)(\partial^\alpha v_p)(p, t) = \frac{\partial}{\partial p} \int_0^p (p-r)^{-\alpha} v_r(r, t) dr = s(t) \frac{\partial}{\partial p} \int_0^p (p-r)^{-\alpha} u_x(s(t)r, t) dr
\]

\[
= \left\{ \begin{array}{l}
  s(t) r = w \\
  s(t) dr = dw
\end{array} \right\} = \frac{\partial}{\partial p} \int_0^{s(t)p} (p - \frac{w}{s(t)})^{-\alpha} u_x(w, t) dw
\]

\[
= s^\alpha(t) \frac{\partial}{\partial p} \int_0^{s(t)p} (s(t)p - w)^{-\alpha} u_x(w, t) dw = s^{\alpha+1}(t) \frac{\partial}{\partial x} \int_0^x (x - w)^{-\alpha} u_x(w, t) dw.
\]

In this way we obtained that

\[ (\partial^\alpha u_x)(x, t) = \frac{1}{s^{1+\alpha}(t)}(\partial^\alpha v_p)(p, t). \quad (7) \]

Denoting

\[ v_0(p) = u_0(pb) \quad (8) \]

and renaming \( p \) by \( x \) we obtain that \( v \) satisfies
\[
\begin{align*}
& \left\{ \begin{array}{ll}
v_t - \frac{s(t)}{s(t)} v_x - \frac{1}{s(t)} \frac{\partial}{\partial x} D^\alpha v = 0 & \text{for } 0 < x < 1, 0 < t < T, \\
v_x(0, t) = 0, \quad v(1, t) = 0 & \text{for } t \in (0, T), \\
v(x, 0) = v_0(x) & \text{for } 0 < x < 1.
\end{array} \right.
\end{align*}
\] (9)

In the next section we will find a unique solution to (9) which will have appropriate regularity properties.

### 3.2 Solution to transformed problem

We will solve the system (9) by means of theory of evolution operators. Let us define the family of operators \( A(\cdot) \) given by the following formula

\[
A(t) = x \frac{s(t)}{s(t)} \frac{\partial}{\partial x} + \frac{1}{s(t)} \frac{\partial}{\partial x} D^\alpha
\] (10)
with domains \( D(A(t)) \equiv D_\alpha \) for every \( t \geq 0 \). Let us denote

\[
A_1(t) = x \frac{s(t)}{s(t)} \frac{\partial}{\partial x} \quad \text{and} \quad A_2(t) = \frac{1}{s(t)} \frac{\partial}{\partial x} D^\alpha.
\]

From Theorem 1 and assumption (5) we may infer that the family \( A_2(\cdot) \) satisfies the assumption (6.1.1) from [11]. Namely,

\[
\forall t \in [0, T] \quad A_2(t) \text{ is sectorial and } D(A_2(t)) \equiv D_\alpha.
\] (11)

However, since \( s \) is not Hölder continuous we are not allowed to use directly the results from [11, Chapter 6] to the family \( A(\cdot) \). Hence, we are going to find firstly the mild solution to the problem (9). Then we will show that this mild solution actually satisfies (9) almost everywhere. Finally, we will further increase the regularity of the solution. Let us denote by \( \{ G(t, \sigma) : 0 \leq \sigma \leq t \leq T \} \) the evolution operator associated with \( A_2(t) \) and let us denote by \( c \) a generic positive constant which is a continuous increasing function of \( T \). Since \( A_2(t) \) satisfies the condition (11) then by [11, Corollary 6.1.8] we obtain that for every \( \theta, \delta \in (0, 1) \), \( G \) satisfies the following estimates. If \( g \in [L^2(0, 1), D_\alpha]_\delta \), then for any \( 0 \leq \sigma < t \leq T \)

\[
\| G(t, \sigma) g \|_{D_\theta} \leq \frac{c}{(t - \sigma)^{1-\delta}} \| g \|_{[L^2(0, 1), D_\alpha]_\delta}.
\] (12)

Moreover, for any \( 0 < \theta < \delta < 1 \), we have

\[
\| G(t, \sigma) g \|_{[L^2(0, 1), D_\alpha]_\theta} \leq \frac{c}{(t - \sigma)^{\delta-\theta}} \| g \|_{[L^2(0, 1), D_\alpha]_\delta}
\] (13)

and

\[
\| A_2(t) G(t, \sigma) g \|_{[L^2(0, 1), D_\alpha]_\theta} \leq \frac{c}{(t - \sigma)^{1+\theta-\delta}} \| g \|_{[L^2(0, 1), D_\alpha]_\delta}.
\] (14)
Finally, for every $a \in (0, 1)$ and every $0 \leq \sigma < r < t \leq T$
\[
\|A_2(t)G(t, \sigma)g - A_2(r)G(r, \sigma)g\|_{L^2(0, 1)} \leq c \left( \frac{(t-r)^{\alpha}}{(r-\sigma)^{1-\alpha}} + \frac{1}{(r-\sigma)^{1-\alpha}} - \frac{1}{(t-\sigma)^{1-\alpha}} \right) \|g\|_{H^\alpha(0, 1)}.
\]
We would like to find a mild solution to (9). For this purpose we rewrite the equation (9) in the integral form
\[
v(x, t) = G(t, 0)v_0(x) + \int_0^t G(t, \sigma)\frac{\dot{s}(\sigma)}{s(\sigma)}xv_x(x, \sigma)d\sigma.
\]
We say that $v \in C([0, T]; D_\alpha)$ is a mild solution to (9) if it satisfies (16).

**Theorem 2.** Let us assume that $v_0 \in D_\alpha$. Then, there exists a unique solution to $C([0, T]; D_\alpha)$.

**Proof.** We will prove this result by the Banach fixed point theorem. We define the operator
\[
(Pv)(x, t) = G(t, 0)v_0(x) + \int_0^t G(t, \sigma)\frac{\dot{s}(\sigma)}{s(\sigma)}xv_x(x, \sigma)d\sigma.
\]
We will show that $P : C([0, T]; D_\alpha) \to C([0, T]; D_\alpha)$. Indeed, let $v \in C([0, T]; D_\alpha)$. Since $v_0 \in D_\alpha$ by Corollary 6.1.6. (iii) we obtain that $G(t, 0)v_0 \in C([0, T]; D_\alpha)$.

Let us pass to the second term. We will show that
\[
A_2(t) \int_0^t G(t, \sigma)\frac{\dot{s}(\sigma)}{s(\sigma)}xv_x(x, \sigma)d\sigma \in C([0, T]; L^2(0, 1)).
\]
Let us denote $\delta = \frac{\alpha}{\alpha+1}$ in the case $\alpha = \frac{1}{2}$ and for $\alpha \in \left(\frac{1}{2}, 1\right)$ let us mean by $\delta$ an arbitrary number belonging to the interval $(0, \frac{1}{2(1+\alpha)})$. We note that, since $v \in C([0, T]; D_\alpha)$, we have $v_x \in C([0, T]; H^\alpha(0, 1))$, hence $xv_x \in C([0, T]; H^\alpha(0, 1))$. Thus, we obtain that
\[
xv_x \in C([0, T]; L^2(0, 1), D_\alpha[\delta]).
\]
Let us denote
\[
f(x, \sigma) := \frac{\dot{s}(\sigma)}{s(\sigma)}xv_x(x, \sigma).
\]
Since for every $t \in [0, T]$ the operator $A_2(t)$ is closed by Proposition C.4 we may pass with $A_2(t)$ under the integral sign. Hence, for any $0 \leq \tau < t \leq T$ we may estimate as follows
\[
\left\|A_2(t) \int_0^t G(t, \sigma)f(\cdot, \sigma)d\sigma - A_2(\tau) \int_0^\tau G(\tau, \sigma)f(\cdot, \sigma)d\sigma\right\|_{L^2(0, 1)} \leq
\]
\[
= \left\|\int_0^t A_2(t)G(t, \sigma)f(\cdot, \sigma)d\sigma - \int_0^\tau A_2(\tau)G(\tau, \sigma)f(\cdot, \sigma)d\sigma\right\|_{L^2(0, 1)} \leq
\]
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\[ \int_0^t \| A_2(t)G(t,\sigma)f(\cdot,\sigma) \|_{L^2(0,1)} \, d\sigma + \int_0^T \| (A_2(t)G(t,\sigma) - A_2(\tau)G(\tau,\sigma))f(\cdot,\sigma) \|_{L^2(0,1)} \, d\sigma \equiv: J_1. \]

By (12) and (15) we may estimate \( J_1 \) further,

\[ \leq c \| f \|_{L^\infty(0,T; [L^2(0,1)],D_\alpha)} \int_\tau^T (t - \sigma)^{\delta-1} \, d\sigma \]

\[ + c \| f \|_{L^\infty(0,T; [L^2(0,1)],D_\alpha)} \int_0^\tau \frac{(t - \tau)^a}{(\tau - \sigma)^{1-\delta}} + \frac{1}{(\tau - \sigma)^{1-\delta}} - \frac{1}{(t - \sigma)^{1-\delta}} \, d\sigma \]

\[ \leq \frac{c}{\delta} \| f \|_{L^\infty(0,T; [L^2(0,1)],D_\alpha)} \left( 2(t - \tau)^\delta + (t - \tau)^{\alpha}\delta + \delta^\delta - t^\delta \right) \]

for any \( a \in (0, 1) \). The expression above tends to zero as \( \tau \to t \) for any \( 0 \leq \tau < t \leq T \), hence (17) is proven. We note that by (13) inclusion (17) leads to

\[ \int_0^T G(t,\sigma) \frac{\delta(\sigma)}{s(\sigma)} x v(x,\sigma) d\sigma \in C([0,T]; D_\alpha). \tag{20} \]

Thus, we have shown that \( P : C([0,T]; D_\alpha) \to C([0,T]; D_\alpha) \).

It remains to show that \( P \) is a contraction on \( C([0,T_1]; D_\alpha) \) for \( T_1 \) small enough.

To this end we fix \( v, w \in C([0,T_1]; D_\alpha) \). Then, we may estimate using (5), (12) and (18)

\[ \| P v - P w \|_{C([0,T_1]; D_\alpha)} \leq \sup_{t \in (0,T_1)} M \int_0^T \| G(t,\sigma)x[v_x - w_x](\cdot,\sigma) \|_{D_\alpha} \, d\sigma \]

\[ \leq \frac{cM}{b} \int_0^{T_1} (T_1 - \sigma)^{\delta-1} \, d\sigma \| v_x - w_x \|_{C([0,T_1]; D_\alpha)} \leq \frac{cM T_1^\delta}{b} \| v - w \|_{C([0,T_1]; D_\alpha)}. \]

Thus for \( T_1 < \left( \frac{bM}{c} \right)^{\frac{1}{\delta}} \) the operator \( P \) is a contraction on \( C([0,T_1]; D_\alpha) \). Thus, by the Banach fixed point theorem, we obtain the existence of a unique solution to (16) on the interval \( (0,T_1) \) which belongs to \( C([0,T_1]; D_\alpha) \). Since the time interval may be estimated from below by a universal constant, after a finite number of steps we may extend the solution to \( (0,T] \).

**Lemma 1.** The mild solution \( v \) obtained in Theorem 2 is a strong solution, i.e. \( v \in C([0,T]; D_\alpha), v_t \in L^\infty(0,T; L^2(0,1)) \) and it satisfies

\[ v_t - A(t)v = 0 \]

for almost all \( t \in [0,T] \) in the sense of \( L^2(0,1) \).

**Proof.** Using definition (19) we may rewrite (16) as follows

\[ v(x,t) = G(t,0)v_0(x) + \int_0^t G(t,\sigma)f(x,\sigma) \, d\sigma. \tag{21} \]

The proof is based on the reasoning carried in the proof of [11] Lemma 6.2.1. We note that, since \( f \) is not H"older continuous, we can not apply [11] Lemma 6.2.1.
directly. We will show that \( v \) which satisfies (21) is differentiable. By the properties of an evolution operator (\([11, Corollary 6.1.6. (iii)]\)) for every \( t \in [0, T] \) we have

\[
\frac{\partial}{\partial t} G(t, 0)v_0 = A_2(t)G(t, 0)v_0 \text{ in } L^2(0, 1).
\]

We will calculate the differential quotient of the second term on the right hand side of (21). Let us assume that \( h > 0 \), in the case \( h < 0 \) the proof is similar.

\[
\frac{1}{h} \left[ \int_0^{t+h} G(t + h, \sigma)f(x, \sigma)d\sigma - \int_0^t G(t, \sigma)f(x, \sigma)d\sigma \right]
\]

\[
= \frac{1}{h} \int_0^t \left( G(t + h, \sigma) - G(t, \sigma) \right)f(x, \sigma)d\sigma + \frac{1}{h} \int_t^{t+h} G(t + h, \sigma)f(x, \sigma)d\sigma =: I_1 + I_2.
\]

In order to deal with \( I_1 \) we recall that for every \( 0 \leq \sigma < t \leq T \) and every \( g \in L^2(0, 1) \) the following limit holds in \( L^2(0, 1) \)

\[
\lim_{h \to 0} \frac{1}{h} (G(t + h, \sigma) - G(t, \sigma))g = A_2(t)G(t, \sigma)g.
\]

Making use of (18) we obtain that \( f \in L^\infty(0, T; [L^2(0, 1), D_\alpha]) \), where \( \delta = \frac{\alpha}{1 + \alpha} \) for \( \alpha \in (0, \frac{1}{2}) \) and \( \delta \) denotes any fixed number from the interval \( (0, \frac{1}{2(1 + \alpha)}) \) if \( \alpha \in [\frac{1}{2}, 1) \).

Further, we note that

\[
\left\| \frac{1}{h} [G(t + h, \sigma) - G(t, \sigma)]f(\cdot, \sigma) \right\|_{L^2(0, 1)} = \left\| \frac{1}{h} \int_t^{t+h} \frac{\partial}{\partial p} G(p, \sigma)f(\cdot, \sigma)d\sigma \right\|_{L^2(0, 1)}
\]

\[
= \left\| \frac{1}{h} \int_t^{t+h} A(p)G(p, \sigma)f(\cdot, \sigma)dp \right\|_{L^2(0, 1)} \leq \frac{c}{h} \int_t^{t+h} (p - \sigma)^{\delta - 1} dp \left\| f \right\|_{L^\infty(0, T; [L^2(0, 1), D_\alpha])}
\]

\[
\leq c(t - \sigma)^{\delta - 1} \left\| f \right\|_{L^\infty(0, T; [L^2(0, 1), D_\alpha])},
\]

where we used (12). Hence, we may apply the Lebesgue dominated convergence theorem to pass to the limit under the integral sign in \( I_1 \) and we get

\[
\frac{1}{h} \int_0^t (G(t + h, \sigma) - G(t, \sigma))f(x, \sigma)d\sigma \to \int_0^t A_2(t)G(t, \sigma)f(x, \sigma)d\sigma.
\]

We decompose \( I_2 \) as follows

\[
\frac{1}{h} \int_t^{t+h} G(t + h, \sigma)f(x, \sigma)d\sigma = \frac{1}{h} \int_t^{t+h} G(t, \sigma)f(x, \sigma)d\sigma
\]

\[
+ \frac{1}{h} \int_t^{t+h} (G(t + h, \sigma) - G(t, \sigma))f(x, \sigma)d\sigma = I_{2,1} + I_{2,2}.
\]

We note that due to the Lebesgue differentiation theorem in Banach spaces (see [2]) we obtain that \( I_{2,1} \) converges to \( f(x, t) \) in \( L^2(0, 1) \) for almost all \( t \in (0, T) \). For \( I_{2,2} \) we have

\[
I_{2,2} = \frac{1}{h} \int_t^{t+h} (G(t+h, t) - Id)G(t, \sigma)f(x, \sigma)d\sigma = \frac{(G(t+h, t) - Id)}{h} \int_t^{t+h} G(t, \sigma)f(x, \sigma)d\sigma.
\]
Thus, using again the Lebesgue differentiation theorem in Banach spaces and the continuity of $G(t, \cdot)$ in $L^2(0, 1)$ we obtain that $I_{2,2}$ converges to zero in $L^2(0, 1)$ for almost all $t \in (0, T]$. Summing up the results we obtain that the following identity holds in $L^2(0, 1)$ for almost all $t \in [0, T]$

$$v_t(x, t) = A_2(t)G(t, 0)v_0(x) + A_2(t) \int_0^t G(t, \sigma)f(x, \sigma)d\sigma + f(x, t).$$

Applying formula (21) and the definitions of $f$ and $A_2$ we obtain that

$$v_t(x, t) = \frac{1}{\sigma^{1+\alpha}(t)} \frac{\partial}{\partial x} D^\alpha v(x, t) + \frac{\dot{s}(t)}{s(t)} xv_x(x, t)$$

for almost all $t \in [0, T]$ in $L^2(0, 1)$ and we obtain the claim of lemma.

Our aim is to obtain a solution to (4) regular enough to satisfy the weak extremum principle. As it will be seen in the final chapter, our solution $u$ has to fulfill the following: there exists $\beta \in (\alpha, 1)$ such that

$$\text{for every } t \in (0, T) \text{ and every } \varepsilon \in (0, s(t)) \ u(\cdot, t) \in W^{2, \frac{1}{1-\beta}}(\varepsilon, s(t)).$$

Thus, we need to increase the space regularity of the transformed problem (9). The main difficulty is that, from what we have proved by now, $v_x \in \partial H^\alpha(0, 1)$ but $v_x$ does not need to vanish at the right endpoint of the interval. Hence, we are allowed to consider $v_x$ as an element of the interpolation space $[L^2(0, 1), D_\alpha]_\delta$ only for $\delta$ smaller than $\frac{1}{\alpha+1}$. However, in order to obtain higher regularity, we have to examine the behaviour of $A_2(t)G(t, \sigma)f(x, \sigma)$ more carefully. The next lemma establishes the regularity properties of an evolution operator $G(t, \sigma)$ acting on the elements of $H^\alpha(0, 1)$ for $a > \frac{1}{2}$.

**Lemma 2.** Let us discuss the equation

$$\begin{cases}
    u_t = A_2(t)u & \text{for } 0 < x < 1, \ 0 \leq \sigma < t < T, \\
    u(x, \sigma) = u_\sigma(x) & \text{for } 0 < x < 1,
\end{cases}$$

where $u_\sigma \in H^{(1+\alpha)\delta}(0, 1)$ for $\frac{1}{2(1+\alpha)} < \delta < \min\{1, \frac{3}{2(1+\alpha)}\}$. Then, for every $0 < \theta < \delta$ there exists a positive constant $c = c(\alpha, b, T, \theta, \delta)$ such that

$$\|A_2(t)u(\cdot, t)\|_{H^{(1+\alpha)\delta}(0, 1)} \leq c(t - \sigma)^{-\theta+\delta} \|u_\sigma\|_{H^{(1+\alpha)\delta}(0, 1)}.$$  

**Proof.** The idea of the proof relays on choosing an auxiliary function $\eta : [0, 1] \to \mathbb{R}$ such that

$$\eta(1) = 1, \quad \frac{\partial}{\partial x} D^\alpha \eta \in D_{\alpha}.$$  

We may note that for every $n = 1, 2, \ldots$ the function

$$\eta_n(x) = \frac{n + 1}{\alpha + 1} x^n + \frac{\alpha - n}{\alpha + 1} x^{n+1}$$
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satisfies $\eta_n(1) = 1$. Moreover, since $\frac{\partial}{\partial x} D^\alpha x^n = \frac{n!}{(n-\alpha)} x^{n-\alpha-1}$ it is easy to see that

$$(\frac{\partial}{\partial x} D^\alpha \eta_n)(1) = 0.$$  

Furthermore, for $n \geq 4$ function $\eta_n$ is regular enough to fulfill $\frac{\partial}{\partial x} D^\alpha \eta_n \in D_\alpha$. Hence, we may consider $\eta_4$. Let us define

$$w := u - u_\sigma(1) \eta_4.$$  

We note that $w$ satisfies

$$\begin{aligned}
\frac{\partial}{\partial x} w &= A_2(t) w + g & \text{for } 0 < x < 1, \quad \sigma < t < T, \\
w(x, \sigma) &= w_\sigma(x) & \text{for } 0 < x < 1,
\end{aligned} \tag{24}$$

where

$$g(x, t) := \frac{u_\sigma(1)}{s^{1+\alpha}(t)} \frac{\partial}{\partial x} D^\alpha \eta_4(x) \in C([0, T]; D_\alpha), \quad w_\sigma(x) := u_\sigma(x) - u_\sigma(1) \eta_4(x) \in [L^2, D_\alpha].$$

Function $w$ satisfies the following integral equality

$$w(x, t) = G(t, \sigma) w_\sigma(x) + \int_\sigma^t G(t, \tau) g(x, \tau) d\tau.$$  

Applying (14) we obtain for $0 < \theta < \delta$

$$\begin{aligned}
\|A_2(t) w(\cdot, t)\|_{[L^2(0,1), D_\alpha]} &\leq \|A_2(t) G(t, \sigma) w_\sigma\|_{[L^2(0,1), D_\alpha]} + \int_\sigma^t \|A_2(t) G(t, \tau) g(x, \tau)\|_{[L^2(0,1), D_\alpha]} d\tau \\
&\leq c(t - \sigma)^{-1-\theta+\delta} \|w_\sigma\|_{[L^2(0,1), D_\alpha]} + c(t - \sigma)^{1-\theta} \|g\|_{L^\infty(0,T; D_\alpha)} \\
&\leq c(t - \sigma)^{-1-\theta+\delta} (\|u_\sigma\|_{H^{(1+\alpha)\delta}(0,1)} + c(\alpha) |u_\sigma(1)|) + \frac{c}{b^{1+\alpha}} (t - \sigma)^{1-\theta} c(\alpha) |u_\sigma(1)|,
\end{aligned}$$  

where we denoted the appropriate norms of $\eta_4$ by $c(\alpha)$. Finally, applying Sobolev embedding and definition of $w$ we arrive at the estimate

$$\begin{aligned}
\|A_2(t) u(\cdot, t)\|_{H^{(1+\alpha)\delta}(0,1)} &\leq \|A_2(t) w(\cdot, t)\|_{[L^2(0,1), D_\alpha]} + |u_\sigma(1)| \|A_2(t) \eta_4\|_{H^{(1+\alpha)\delta}(0,1)} \\
&\leq c \|u_\sigma\|_{H^{(1+\alpha)\delta}(0,1)} (t - \sigma)^{-1-\theta+\delta} + \frac{c}{b^{1+\alpha}} (t - \sigma)^{1-\theta} c(\alpha)
\end{aligned}$$

where $c = c(b, \alpha, T, \delta, \theta). \Box$

After having established Lemma 2 we are able to improve the space regularity of solutions to (24). We decompose interval $(0,1)$ as follows

$$(0,1) = \left( \bigcup_{k=1}^\infty \left[ \frac{1}{k+1}, \frac{1}{k} \right] \right) \setminus \{1\}.$$  

Then, for each $\alpha \in (0,1)$ we may choose $k \in \mathbb{N} \setminus \{0\}$ such that $\alpha \in \left( \frac{1}{k+1}, \frac{1}{k} \right]$. We will discuss separately the case for each $k \in \mathbb{N} \setminus \{0\}$. The proof for $\alpha \in (\frac{1}{2}, 1)$ requires just one step, however for $\alpha \in \left( \frac{1}{k+1}, \frac{1}{k} \right]$ we need to repeat the reasoning $k$ times.
Lemma 3. Let us assume that \( v_0 \in \mathcal{D}_0 \), \( \alpha \in (0, 1) \). We choose \( k \in \mathbb{N} \setminus \{0\} \) such that \( \alpha \in \left( \frac{1}{k+1}, \frac{1}{k} \right] \). Then, for every \( \varepsilon \in (0, 1) \) and every \( \gamma_k \in (\alpha, (k+1)\alpha) \) the solution of (9) obtained in Theorem 2 satisfies

\[
v \in L^\infty_\text{loc}(0, T; H^{\gamma_k+1}(\varepsilon, 1)) \quad \text{and} \quad \partial^\alpha v_x \in L^\infty_\text{loc}(0, T; H^{\gamma_k-\alpha}(0, 1)).
\]

Furthermore,

\[
v \in L^{\frac{1+\alpha}{\alpha}}(0, T; H^{\gamma_k+1}(\varepsilon, 1)) \quad \text{and} \quad \partial^\alpha v_x \in L^{\frac{1+\alpha}{\alpha}}(0, T; H^{\gamma_k-\alpha}(0, 1)).\]

Proof. Let us denote \( \delta = \frac{\alpha}{\alpha+1} \) in the case \( \alpha \neq \frac{1}{2} \) and for \( \alpha = \frac{1}{2} \) by \( \delta \) we mean any number from the interval \( (0, \frac{1}{4}) \). We apply to (21) the operator \( A_2(t) \) and estimate its norm in the interpolation space. Firstly, we consider the case \( \theta < \delta \). We note that for a.a. \( t \) and \( \theta < \delta \)

\[
\| A_2(t) \int_0^t G(t, \sigma) f(\cdot, \sigma) d\sigma \|_{H^{(1+\alpha)\delta}(0, 1)} \leq \int_0^t \| A_2(t) G(t, \sigma) f(\cdot, \sigma) \|_{H^{(1+\alpha)\delta}(0, 1)} d\sigma \
\]

\[
\leq \int_0^t \frac{c}{(t-\sigma)^{1+\theta-\sigma}} \| f(\cdot, \sigma) \|_{H^{(1+\alpha)\delta}(0, 1)} d\sigma \leq \frac{cT^{\delta-\theta}}{\delta-\theta} \| f \|_{L^\infty(0, T; H^{\alpha}(0, 1))}.
\]

By the regularity of the initial condition we obtain

\[
\| A_2(t) G(t, 0) v_0 \|_{H^{(1+\alpha)\delta}(0, 1)} \leq \frac{c}{\theta} \| v_0 \|_{\mathcal{D}_0}.
\]

Thus, in view of formula (11), we get that for every \( 0 < \gamma < \alpha \)

\[
A_2(t) v \in L^\infty_\text{loc}(0, T; H^{\gamma}(0, 1)), \quad A_2(t) v \in L^{\frac{\alpha+1}{\alpha}}(0, T; H^{\gamma}(0, 1)),
\]

which implies

\[
\partial^\alpha v_x \in L^\infty_\text{loc}(0, T; H^{\gamma}(0, 1)), \quad \partial^\alpha v_x \in L^{\frac{\alpha+1}{\alpha}}(0, T; H^{\gamma}(0, 1)).
\]

We note that for a.a. \( t \in (0, T) \)

\[
(\partial^\alpha v_x)(\cdot, t) - (\partial^\alpha v_x)(0, t) \in \Theta^\gamma(0, 1)
\]

and

\[
v_x(x, t) = I^\alpha \left( (\partial^\alpha v_x)(\cdot, t) - (\partial^\alpha v_x)(0, t) \right) (x) + (\partial^\alpha v_x)(0, t) \frac{x^\alpha}{\Gamma(\alpha+1)}.
\]

Applying Corollary 10, we obtain that the first term belongs to \( L^\infty_\text{loc}(0, T; \Theta^\gamma+\alpha(0, 1)) \), hence in particular we obtain that for every \( \varepsilon \in (0, 1) \)

\[
v_x \in L^\infty_\text{loc}(0, T; H^{\gamma+\alpha}(\varepsilon, 1)) \quad \text{and} \quad v_x \in L^{\frac{\alpha+1}{\alpha}}(0, T; H^{\gamma+\alpha}(\varepsilon, 1)).
\]
which finishes the proof in the case \( \alpha \in (\frac{1}{4}, 1) \).
In the case \( \alpha \leq \frac{1}{2} \) we have \( f \in L^\infty(0, T; [L^2, D_\alpha]_\delta) \). Thus, by (14), we obtain that for any \( \theta < \delta \)
\[
\left\| A_2(t) \int_0^t G(t, \sigma) f(\cdot, \sigma) d\sigma \right\|_{[L^2(0,1), D_\alpha]_\theta} \leq \int_0^t \left\| A_2(t) G(t, \sigma) f(\cdot, \sigma) \right\|_{[L^2(0,1), D_\alpha]_\delta} d\sigma
\]
\[
\leq \int_0^t \frac{c}{(t - \sigma)^{1+\theta-\delta}} \| f(\cdot, \sigma) \|_{[L^2(0,1), D_\alpha]_\delta} d\sigma \leq \frac{cT^{\delta-\theta}}{\delta - \theta} \| f \|_{L^\infty(0, T; H^{\alpha}(0,1))}.
\]
This together with the estimate
\[
\| A_2(t) G(t, 0) v_0 \|_{[L^2(0,1), D_\alpha]_\theta} \leq \frac{c}{t^\theta} \| v_0 \|_{D_\alpha}
\]
and formula (21), implies that for every \( 0 < \theta < \delta \)
\[
A_2(t) v \in L^\infty_{loc}(0, T; [L^2(0,1), D_\alpha]_\theta) = L^\infty_{loc}(0, T; H^{(1+\alpha)\theta}(0,1)).
\]
Hence,
\[
\partial_\alpha v_x \in L^\infty_{loc}(0, T; H^{(1+\alpha)\theta}(0,1)) \quad \text{for every } \gamma_0 \in (0, \alpha)
\]
and thus
\[
\| v_x(\cdot, t) \|_{H^{(1+\alpha)\theta}(0,1)} \leq c t^{\frac{\gamma_0}{1+\alpha}} \| v_0 \|_{D_\alpha} \quad \text{for every } \gamma_1 < 2\alpha. \tag{26}
\]
Let us denote \( \delta_1 = \frac{\gamma_1}{1+\alpha} \). We will discuss firstly the case \( \alpha \in (\frac{1}{4}, \frac{1}{2}) \). We note that by (26)
\[
\| f(\cdot, t) \|_{H^{(1+\alpha)\delta_1}(0,1)} \leq c t^{\frac{\gamma_0}{1+\alpha}} \| v_0 \|_{D_\alpha}.
\]
Applying Lemma 2 we obtain for every \( \theta < \delta_1 \)
\[
\| A_2(t) v(\cdot, t) \|_{H^{(1+\alpha)\theta}(0,1)} \leq \frac{c}{t^\theta} \| v_0 \|_{D_\alpha} + \int_0^t \left\| A_2(t) G(t, \sigma) f(\cdot, \sigma) \right\|_{H^{(1+\alpha)\theta}(0,1)} d\sigma
\]
\[
\leq \frac{c}{t^\theta} \| v_0 \|_{D_\alpha} + \int_0^t \sigma^{\frac{-\gamma_0}{\alpha+1}} (t - \sigma)^{-1-\theta+\delta_1} d\sigma \| v_0 \|_{D_\alpha}
\]
and we arrive at
\[
A_2(t) v \in L^\infty_{loc}(0, T; H^{(1+\alpha)\theta}(0,1)), \quad A_2(t) v \in L^{\frac{\alpha+1}{2\alpha}}_{loc}(0, T; \tilde{H}^{(1+\alpha)\theta}(0,1)) \quad \text{for every } \theta < \delta_1.
\]
Thus,
\[
\partial^\alpha v_x \in L^\infty_{loc}(0, T; H^{(1+\alpha)\theta}(0,1)), \quad \partial^\alpha v_x \in L^{\frac{\alpha+1}{2\alpha}}_{loc}(0, T; H^{(1+\alpha)\theta}(0,1)) \quad \text{for every } \gamma_1 < 2\alpha.
\]
Applying the identity
\[
v_x(x, t) = I^\alpha ((\partial^\alpha v_0)(\cdot, t) - (\partial^\alpha v_0)(0, t)) (x) + (\partial^\alpha v_0)(0, t) \frac{x^\alpha}{\Gamma(\alpha+1)}
\]
and Corollary 1 we obtain that for every \( \varepsilon \in (0, 1) \)
\[
v_x \in L^\infty_{loc}(0, T; H^{\gamma}(0,1)), \quad v_x \in L^{\frac{\alpha+1}{2\alpha}}_{loc}(0, T; \tilde{H}^{\gamma}(0,1)) \quad \text{for every } \gamma_2 < 3\alpha
\]
and
\[ \|xv_x\|_{\alpha H^{2\gamma}(0,1)} \leq c t^{-\frac{2\alpha}{\alpha+1}} \|v_0\|_{\mathcal{D}_\alpha}. \]

This way we proved the lemma for \( \alpha \in \left(\frac{1}{4}, 1\right) \). If \( \alpha \in \left(\frac{1}{4}, \frac{1}{3}\right] \) we apply again Lemma 2 with \( \delta_2 = \frac{\gamma}{1+\alpha} \) and we obtain that for every \( \varepsilon \in (0,1) \)
\[ \partial^\alpha v_x \in L^\infty_{\text{loc}}(0,T;H^{\gamma_2}(0,1)) \text{ and } v_x \in L^\infty_{\text{loc}}(0,T;H^{\gamma_3}(\varepsilon,1)) \text{ for every } \gamma_3 < 4\alpha. \]

In general case, we proceed as follows. For \( \alpha \in \left(\frac{1}{(k+1)}, \frac{1}{k}\right], k \geq 2 \) we apply to (21) the estimate (14) with \( \delta_n = \frac{2n}{\alpha+1} \), \( \gamma_n < (n+1)\alpha \) for \( n = 0, \ldots, \lceil \frac{k-1}{2} \rceil - 1 \). This way we obtain that
\[ v_x \in L^\infty_{\text{loc}}(0,T;\alpha H^{\gamma/(k-1/2)}(0,1)) \]
and
\[ \|f(\cdot, t)\|_{H^{\gamma/(k-1/2)}(0,1)} \leq c t^{-\frac{\gamma(k-1/2)}{\alpha+1}} \|v_0\|_{\mathcal{D}_\alpha}. \]

Then we apply to (21) Lemma 2 \( \lceil \frac{k}{2} \rceil \) times with \( \delta_n = \frac{2n}{\alpha+1} \) for \( n = \lceil \frac{k-1}{2} \rceil, \ldots, k-1 \) to obtain for every \( \varepsilon \in (0,1) \)
\[ \partial^\alpha v_x \in L^\infty_{\text{loc}}(0,T;H^{\gamma_k}(0,1)), \quad v_x \in L^\infty_{\text{loc}}(0,T;H^{\gamma_k}(\varepsilon,1)), \quad v_x \in L^{\frac{4k}{\alpha+1}}(0,T;H^{\gamma_k}(\varepsilon,1)), \]
which finishes the proof.

In Theorem 2 we have obtained the solution to (9) belonging to \( C([0,T];\mathcal{D}_\alpha) \). By Lemma 3 we may deduce local continuity of the solution with values in more regular spaces. We establish this result in the following corollary.

**Corollary 2.** Let us assume that \( v_0 \in \mathcal{D}_\alpha \). Let \( v \) be a solution to (9) given by Theorem 2. Let \( \alpha \in (0,1) \), we choose \( k \in \mathbb{N} \setminus \{0\} \) such that \( \alpha \in \left(\frac{1}{k+1}, \frac{1}{k}\right] \). Then, for every \( \varepsilon \in (0,1) \) and every \( \alpha < \gamma_k < (k+1)\alpha \) there holds
\[ v \in C((0,T];H^{\gamma_k+1}(\varepsilon,1)) \text{ and } \partial^\alpha v_x \in C((0,T];H^{\gamma_k-\alpha}(0,1)). \]

Furthermore,
\[ v_x \in C((0,T];C[0,1]) \text{ for } \alpha \in \left(0, \frac{1}{2}\right] \text{ and } v_x \in C((0,T];C[0,1]) \text{ for } \alpha \in \left(\frac{1}{2}, 1\right]. \]

**Proof.** Theorem 2 states that \( v \in C([0,T];\mathcal{D}_\alpha) \). Since for arbitrary \( \varepsilon \in (0,1) \) and for every \( \alpha < \frac{\gamma_k}{k} < \gamma_k < (k+1)\alpha \) there holds
\[ H^{\gamma_k+1}(\varepsilon,1) = [H^{1+\alpha}(\varepsilon,1), H^{\gamma_k+1}(\varepsilon,1)]_{\frac{\gamma_k-\alpha}{\gamma_k+\alpha}}^+, \]
we may estimate by the interpolation theorem (11 Corollary 1.2.7)
\[ \|v(\cdot, t) - v(\cdot, \tau)\|_{H^{\gamma_k+1}(\varepsilon,1)} \leq c \|v(\cdot, t) - v(\cdot, \tau)\|_{\mathcal{D}_\alpha}^{1-\frac{\gamma_k-\alpha}{\gamma_k+\alpha}} \|v(\cdot, t) - v(\cdot, \tau)\|_{H^{\gamma_k+1}(\varepsilon,1)}^{\frac{\gamma_k-\alpha}{\gamma_k+\alpha}}, \]
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where \( c = c(\gamma_k, \frac{1}{k}, \varepsilon) \). By Lemma 3, the second norm on the right hand side above is bounded on every compact interval contained in \((0, T]\), while the first tends to zero as \( \tau \to t \) for \( t, \tau \in [0, T] \).

In order to obtain the claim for \( \partial^\alpha v_x \) we recall that by Theorem 2 we have \( \partial^\alpha v_x \in C([0, T]; L^2(0, 1)) \) Applying again the interpolation theorem we obtain for \( 0 < \tau < t \leq T \) and every \( \alpha < \frac{\gamma_k}{2k} < \gamma_k < (k + 1)\alpha \)

\[
\| \partial^\alpha v_x(\cdot, t) - \partial^\alpha v_x(\cdot, \tau) \|_{H^{\frac{\gamma_k-\alpha}{2k}}(0, 1)} 
\]

\[
\leq c(\gamma_k, \frac{1}{k}, \alpha) \| \partial^\alpha v_x(\cdot, t) - \partial^\alpha v_x(\cdot, \tau) \|_{L^2(0, 1)} \| \partial^\alpha v_x(\cdot, t) - \partial^\alpha v_x(\cdot, \tau) \|_{H^{\frac{\gamma_k-\alpha}{2k}}(0, 1)}. 
\]

The first norm tends to zero as \( \tau \to t \), while the second one is bounded on every compact interval contained in \((0, T]\) due to Lemma 3. This way we proved 27. The continuity of \( v_x \) in the case \( \alpha \in (\frac{1}{2}, 1) \) follows by the Sobolev embedding from \( v \in C([0, T]; D_\alpha) \). In the case \( \alpha \in (0, \frac{1}{2}] \) we have \( \partial^\alpha v_x - \partial^\alpha v_x(0, \cdot) \in C((0, T]; 0 H^{\frac{\gamma_k-\alpha}{2k}}(0, 1)) \).

We note that

\[
v_x(x, t) = I^\alpha((\partial^\alpha v_x(\cdot, t) - \partial^\alpha v_x(0, t))(x) + \frac{1}{\Gamma(1 + \alpha)} \partial^\alpha v_x(0, t)x^\alpha.
\]

By Corollary 1 we obtain that the first term belongs to \( C((0, T]; 0 H^{\frac{\gamma_k-\alpha}{2k}}(0, 1)) \). Since we may choose \( \gamma_k > \frac{1}{2} \) by the Sobolev embedding we obtain the claim. \( \square \)

**Corollary 3.** Let us assume that \( v_0 \in D_\alpha \). Let \( v \) be a solution to (7) given by Theorem 2. Then, for every \( \alpha \in (0, 1) \) there exists \( \beta \in (\alpha, 1) \) such that for every \( \varepsilon \in (0, 1) \) there holds \( v \in C((0, T]; W^{2, \frac{1}{1-\beta}}(\varepsilon, 1)) \).

**Proof.** In the case \( \alpha \in (0, \frac{1}{2}) \) it is enough to notice that in view of Corollary 2 we have \( v \in C((0, T]; H^2(\varepsilon, 1)) \) for every \( \varepsilon \in (0, 1) \). In the case \( \alpha \in (\frac{1}{2}, 1) \) the claim follows from Corollary 2 by the Sobolev embedding. \( \square \)

### 3.3 The existence and regularity of solutions to (4)

At last, we are ready to formulate and prove the result concerning the unique existence and regularity of solution to (4).

**Theorem 3.** Let \( b, T > 0 \) and \( \alpha \in (0, 1) \). Let us assume that \( s \) satisfies (3). We further assume, that \( u_0 \in H^{1+\alpha}(0, b) \), \( u'_0 \in 0 H^\alpha(0, b) \) and \( u_0(b) = 0 \). Then, there exists a unique solution \( u \) to (4) such that \( u \in C(\overline{Q}_{s,T}) \), \( u_t, \frac{\partial}{\partial s} D^\alpha u \in C(\overline{Q}_{s,T}) \). Moreover, in the case \( \alpha \in (\frac{1}{2}, 1) \) \( u_x \in C(\overline{Q}_{s,T}) \), while in the case \( \alpha \in (0, \frac{1}{2}] \) \( u_x \in C(\overline{Q}_{s,T}) - (\{t = 0\} \times [0, b]) \). Finally, there exists \( \beta \in (\alpha, 1) \) such that for every \( t \in (0, T] \) and every \( \varepsilon \in (0, b) \) we have \( u(\cdot, t) \in W^{2, \frac{1}{1-\beta}}(\varepsilon, s(t)) \).

**Proof.** Firstly we will establish the results concerning the existence and regularity of solution to (4) and then, we will rewrite the results in terms of properties of solution to (4). We note that, under assumptions concerning regularity and traces of \( u_0 \) we obtain that \( v_0 \) defined in (3) belongs to \( D_\alpha \). Due to Theorem 2 and further regularity
results given by Lemma 4, Lemma 3 and Corollary 2 we obtain the existence of \( u \) a unique solution to (9). The solution satisfies \( v \in C([0, T]; D_\alpha) \), which by the Sobolev embedding implies that \( v \in C([0, T] \times [0, 1]) \). Furthermore, from Corollary 2 we know that there exists \( \beta \in (\alpha, 1) \) such that \( u \in C([0, T]; W^{2, \frac{1}{1-\beta}}(\varepsilon, 1)) \) for every \( \varepsilon \in (0, 1) \).

We define the function \( u \) on \( Q_{s,T} \) by the formula \( u(x, t) = v\left(\frac{x}{s(t)}\right), t \). Then, from (9) we infer that \( u \) is a unique solution to (9). Since \( v \in C([0, T] \times [0, 1]) \), we obtain that \( u \in C(Q_{s,T}) \) and \( v \in C((0,T]; W^{2, \frac{1}{1-\beta}}(\varepsilon, 1)) \) implies \( u(\cdot, t) \in W^{2, \frac{1}{1-\beta}}(\varepsilon, s(t)) \) for every \( t \in (0, T) \) and every \( \varepsilon \in (0, b) \). We note that \( v_p(p, t) = s(t)u_x(x, t) \). Hence, from (28) we obtain that \( u_x \in C(Q_{s,T}) \) in the case \( \alpha < \frac{3}{2} \) and for \( \alpha \in (0, \frac{3}{2}] \) we get \( u_x \in C(Q_{s,T} \setminus \{(t = 0) \times [0, b]\}). \) On the other hand

\[
 u_t(x, t) = \frac{\partial}{\partial x} D^\alpha u(x, t) = \frac{1}{s^{1+\alpha}(t)} \frac{\partial}{\partial p} D^\alpha v(p, t) \text{ where } p = \frac{x}{s(t)}.
\]

From Corollary 2 and the Sobolev embedding we may deduce that \( \partial^\alpha v_p = \frac{\partial}{\partial p} D^\alpha v \in C((0, T] \times [0, 1]) \), which implies \( \frac{\partial}{\partial x} D^\alpha u \), \( u_t \in C(Q_{s,T}) \).

4 A solution to Stefan problem

Before we prove the existence and uniqueness of the solution to Stefan problem, we need to derive the weak extremum principle for the system (4).

4.1 Extremum principles

We will begin with the auxiliary lemmas. Firstly, we will present the extended version of Lemma 1 (see also 10 Theorem 1).

Lemma 4. Let us assume that \( f : [0, L] \to \mathbb{R} \) belongs to \( W^{1, \frac{1}{\beta}}(0, L) \) for some \( \beta \in (0, 1) \). Then,

1. if \( f \) attains its maximum over the interval \([0, L]\) at the point \( x_0 \in (0, L) \), then for every \( \alpha \in (0, \beta) \) there holds the inequality \( (D^\alpha f)(x_0) \geq 0 \). Furthermore, if \( f \) is not constant on \([0, x_0]\), then \( (D^\alpha f)(x_0) > 0 \).
2. If \( f \) attains its minimum over the interval \([0, L]\) at the point \( x_0 \in (0, L) \), then for every \( \alpha \in (0, \beta) \) there holds the inequality \( (D^\alpha f)(x_0) \leq 0 \). Furthermore, if \( f \) is not constant on \([0, x_0]\), then \( (D^\alpha f)(x_0) < 0 \).

Proof. Let us assume that \( f \) attains its maximum at the point \( x_0 \in (0, L) \). We define the function \( g(x) := f(x_0) - f(x) \) for \( x \in [0, L] \). We note that \( g(x) \geq 0, g(x_0) = 0 \) and \( (D^\alpha g)(x) = -(D^\alpha f)(x) \) for \( x \in [0, L] \). For \( x \in [0, x_0] \) we may estimate \( g \) as follows

\[
g(x) \leq \int_x^{x_0} |g'(p)| \, dp \leq \|g'\|_{L^{\frac{1}{1-\beta}}(0, L)} |x - x_0|^{\beta}. \tag{29}
\]

Thus, for fixed \( \alpha \in (0, \beta) \), applying integration by parts formula, we get

\[
(D^\alpha g)(x_0) = \lim_{h \to 0^+} \frac{1}{\Gamma(1 - \alpha)} \int_{0}^{x_0-h} (x_0 - p)^{-\alpha} g'(p) \, dp
\]
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From the estimate \( \text{[24]} \) we infer that the first limit equals zero. Applying the Lebesgue monotone convergence theorem we obtain that

\[
(D^\alpha g)(x_0) = -\frac{x_0^{-\alpha} g(0)}{\Gamma(1-\alpha)} - \frac{\alpha}{\Gamma(1-\alpha)} \lim_{h \to 0^+} \int_{0}^{x_0-h} (x_0 - p)^{-\alpha-1} g(p) dp.
\]

Thus \( (D^\alpha g)(x_0) \leq 0 \), which is equivalent with \( (D^\alpha f)(x_0) \geq 0 \). Furthermore, from the formula \( \text{[30]} \) we obtain that if \( f \) is not a constant function on \([0, x_0]\) then \( (D^\alpha f)(x_0) > 0 \). Substituting \( f \) by \(-f\) we obtain the second part of the claim. \( \square \)

In the next lemma we will show that \( \frac{\partial}{\partial x} D^\alpha f \) is non positive in the maximum point of \( f \) in the interior of the interval. This result, under stronger regularity assumptions, was proved in \( \text{[12, Lemma 2.2]} \). Here we present the proof, where we do not demand \( C^2 \) regularity of \( f \).

**Lemma 5.** Let \( f : [0, L] \to \mathbb{R} \) be such that \( f' \in AC[0, L] \) and for every \( \kappa > 0 \) \( f'' \in L^{1-\beta}_{\text{loc}}(\kappa, L) \) for fixed \( \beta \in (0, 1) \). If \( f \) attains its local maximum in \( x_0 \in (0, L) \) which is a global maximum on \([0, x_0]\), then \( \frac{\partial}{\partial x} D^\alpha f)(x_0) \leq 0 \) for every \( \alpha \in (0, \beta) \).

**Proof.** We define \( g(x) = f(x_0) - f(x) \). Then \( g \) is nonnegative on \([0, x_0]\), \( g'(x_0) = 0 \) and \( \frac{\partial}{\partial x} D^\alpha g = -\frac{\partial}{\partial x} D^\alpha f \). Let us fix \( \kappa \in (0, x_0) \). We note that for \( x \in (\kappa, x_0) \) we may estimate

\[
|g'(x)| \leq \int_x^{x_0} |g''(p)| dp \leq \|g''\|_{L^{1-\beta}_{\text{loc}}(\kappa, L)} |x - x_0|^\beta \tag{31}
\]

and

\[
g(x) \leq \int_x^{x_0} |g'(p)| dp \leq \int_x^{x_0} \int_p^{x_0} |g''(r)| dr dp \leq \|g''\|_{L^{1-\beta}_{\text{loc}}(\kappa, L)} \int_x^{x_0} |p - x_0|^\beta dp = \|g''\|_{L^{1-\beta}_{\text{loc}}(\kappa, L)} \frac{|x - x_0|^\beta + 1}{\beta + 1}. \tag{32}
\]

Making use of these estimates we may differentiate under the integral sign as follows

\[
(D^\alpha g)(x_0) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{\partial}{\partial x} \int_0^x (x - p)^{-\alpha} g'(p) dp \right)(x_0)
\]

\[
= \frac{1}{\Gamma(1-\alpha)} \left( \frac{\partial}{\partial x} \int_0^\kappa (x - p)^{-\alpha} g'(p) dp \right)(x_0) + \frac{1}{\Gamma(1-\alpha)} \left( \frac{\partial}{\partial x} \int_\kappa^x (x - p)^{-\alpha} g'(p) dp \right)(x_0)
\]

\[
= - \frac{\alpha}{\Gamma(1-\alpha)} \int_0^\kappa (x_0 - p)^{-\alpha-1} g'(p) dp + \frac{\alpha}{\Gamma(1-\alpha)} \int_\kappa^{x_0} (x_0 - p)^{-\alpha-1} g'(p) dp
\]

\[
+ \frac{1}{\Gamma(1-\alpha)} \lim_{p \to x_0} (x_0 - p)^{-\alpha} g'(p)
\]

and the last limit is equal to zero by the estimate \( \text{[31]} \). Applying integration by parts we get

\[
- \frac{\alpha}{\Gamma(1-\alpha)} \int_\kappa^{x_0} (x_0 - p)^{-\alpha-1} g'(p) dp = - \frac{\alpha}{\Gamma(1-\alpha)} \lim_{p \to x_0} (x_0 - p)^{-\alpha-1} g(p)
\]
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Firstly, we will prove the first part of the lemma. Let us assume that at some point
\[ \frac{\alpha}{\Gamma(1 - \alpha)}(x_0 - \kappa)^{-\alpha - 1}g(\kappa) + \frac{\alpha(\alpha + 1)}{\Gamma(1 - \alpha)} \int_\kappa^{x_0}(x_0 - p)^{-\alpha - 2}g(p)dp. \]
By (32) the limit equals zero. For a fixed \( \varepsilon > 0 \) we may choose \( \kappa > 0 \) such that
\[ \left| - \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\kappa (x_0 - p)^{-\alpha - 1}g'(p)dp \right| \leq \varepsilon. \]
Thus we obtain
\[ \left( \frac{\partial}{\partial x} D^\alpha g \right)(x_0) \geq -\varepsilon + \frac{\alpha}{\Gamma(1 - \alpha)}(x_0 - \kappa)^{-\alpha - 1}g(\kappa) + \frac{\alpha(\alpha + 1)}{\Gamma(1 - \alpha)} \int_\kappa^{x_0}(x_0 - p)^{-\alpha - 2}g(p)dp. \]
Since \( \varepsilon > 0 \) was arbitrary we arrive at the estimate
\[ \left( \frac{\partial}{\partial x} D^\alpha g \right)(x_0) \geq 0, \text{ which implies } \left( \frac{\partial}{\partial x} D^\alpha f \right)(x_0) \leq 0. \]
\[ \square \]

Having proven Lemma 5 it is not difficult to deduce the weak extremum principle for parabolic-type problems involving \( \frac{\partial}{\partial x} D^\alpha \).

**Lemma 6 (Weak extremum principle).** We assume that \( u \) satisfies
\[ u_t - \frac{\partial}{\partial x} D^\alpha u = f \text{ in } Q_{s,T} \]
and has the following regularity \( u \in C(Q_{s,T}), u_t \in C(Q_{s,T}) \) and for every \( t \in (0, T) \), for every \( \varepsilon \in (0, s(t)) \) we have \( u(\cdot, t) \in W^{2, \frac{1}{1-\beta}}(\varepsilon, s(t)) \) for some \( \beta \in (\alpha, 1] \). Let us denote the parabolic boundary of \( Q_{s,T} \) by \( \partial \Gamma_{s,T} = \partial Q_{s,T} \setminus \{T\} \times (0, s(T)) \). Then,

1. if \( f \leq 0 \), then \( u \) attains its maximum on \( \partial \Gamma_{s,T} \).
2. If \( f \geq 0 \), then \( u \) attains its minimum on \( \partial \Gamma_{s,T} \).

**Proof.** The proof follows the standard argument for the linear parabolic equations. Firstly, we will prove the first part of the lemma. Let us assume that at some point \( (x_0, t_0) \in \overline{Q_{s,T}} \setminus \partial \Gamma_{s,T} \) we have \( u(x_0, t_0) > \max_{\partial \Gamma_{s,T}} =: M \). We fix \( \varepsilon > 0 \) and we denote \( v(x, t) = (u(x, t) - M)e^{-\varepsilon t} \) Then \( v \) attains its positive maximum in some point \( (x_1, t_1) \in Q_{s,T} \). We may calculate
\[ v_t = u_t e^{-\varepsilon t} - \varepsilon v, \quad \frac{\partial}{\partial x} D^\alpha v = e^{-\varepsilon t} \frac{\partial}{\partial x} D^\alpha u. \]
Thus
\[ v_t - \frac{\partial}{\partial x} D^\alpha v = -\varepsilon v + fe^{-\varepsilon t}. \]
In particular
\[ v_t(x_1, t_1) - \frac{\partial}{\partial x} D^\alpha v(x_1, t_1) = -\varepsilon v(x_1, t_1) + f(x_1, t_1)e^{-\varepsilon t_1} < 0. \]
Since \( (x_1, t_1) \) is a maximum point we have \( v_t(x_1, t_1) \geq 0 \) and by Lemma 5 we infer that \( \frac{\partial}{\partial x} D^\alpha v(x_1, t_1) \leq 0 \). Hence, \( v_t(x_1, t_1) - \frac{\partial}{\partial x} D^\alpha v(x_1, t_1) \geq 0 \), which leads to a contradiction. Setting \( u := -u \) we obtain the second part of the claim. \[ \square \]
4.2 Estimates

In the next two lemmas, we derive the bounds for the Caputo derivative of the solution to (33) and for the solution itself. This is a significant step in the proof of the existence of solution to (33).

**Lemma 7.** Let us assume that the assumptions of Theorem 5 are satisfied and additionally $u_0 \geq 0$. Let $u$ be a solution to (33) given by Theorem 5 then $(D^\alpha u)(s(t), t) \leq 0$. Furthermore, if $u_0 \neq 0$, then for every $t \in (0, T]$ we have $(D^\alpha u)(s(t), t) < 0$.

**Proof.** By Theorem 5 function $u$ satisfies the assumptions of Lemma 6. Hence, it attains its minimum at the parabolic boundary. In order to show that the minimum is attained on the curve $(s(t), t)$ we introduce $u_\varepsilon = u - \varepsilon x$. Then $u_\varepsilon$ satisfies

$$
\begin{align*}
&\left\{ \begin{array}{ll}
  u_\varepsilon t - \frac{\partial}{\partial x} D^\alpha u_\varepsilon = \frac{\varepsilon x - \varepsilon}{\varepsilon (1 - \alpha)} & \text{in } Q_{s,T}, \\
  u_\varepsilon(0,t) = -\varepsilon, u_\varepsilon(s(t),t) = -\varepsilon s(t) & \text{for } t \in (0, T), \\
  u_\varepsilon(x, 0) = u_0(x) - \varepsilon x & \text{for } 0 < x < b.
\end{array} \right.
\end{align*}
$$

From Lemma 6 we deduce that $u_\varepsilon$ also attains its minimum on the parabolic boundary and due to $u_{\varepsilon ,x}(0,t) < 0$ we obtain that

$$
u_\varepsilon(x, t) \geq \min\{u_0(x) - \varepsilon x, -\varepsilon s(t)\} \geq -\varepsilon s(t),$$

where we used the assumption $u_0 \geq 0$. Hence, $u(x, t) = u_\varepsilon(x, t) + \varepsilon x \geq -\varepsilon s(t)$. Passing to the limit with $\varepsilon$ we obtain that $u \geq 0$. Hence, $u$ attains its minimum, which is equal to zero, on the curve $(s(t), t)$. Applying the minimum principle in spatial dimension (Lemma 4), we obtain that $(D^\alpha u)(s(t), t) \leq 0$ for every $t \in [0, T]$.

It remains to show that if $u_0 \neq 0$, then $(D^\alpha u)(s(t), t) < 0$ for every $t \in (0, T]$. In the proof we will employ the ideas introduced in [1] Appendix 2, Lemma 2.1. We will proceed by contradiction. Let us assume that for fixed $t_0 > 0$ we have $(D^\alpha u)(s(t_0), t_0) = 0$. Then, by Lemma 4 we infer that $u(x, t_0) = 0$ for every $x \in [0, s(t_0)]$. We will prove that this leads to $u \equiv 0$ on $Q_{s,t_0}$, which together with continuity of $u$ contradicts $u_0 \neq 0$. Let us define $x_1 = \inf\{x \in [0, s(t_0)) : \exists \ t \in (0, t_0) \ u(x, t) > 0\}$ and let us choose $0 < t_1 < t_0$, such that there exists $\delta > 0$, such that $u(x, t_1) > 0$ for every $x$ belonging to $(x_1, x_1 + 2\delta)$. Then either $x_1 = 0$ or $u(x, t) = 0$ for $x \in [0, x_1], t \in [t_1, t_0]$.

We introduce an auxiliary function $\eta : [t_1, t_0] \times [x_1, x_1 + 2\delta] \to \mathbb{R}$ as follows

$$
\eta(x, t) = \varepsilon e^{-a(t-t_1)}[\delta^2 - (x - x_1 - \delta)^2]^2,
$$

where the constant $a > 0$ will be chosen later and $\varepsilon > 0$ is chosen in such a way that

$$
\varepsilon[\delta^2 - (x - x_1 - \delta)^2] \leq u(x, t_1) \text{ for every } x \in (x_1, x_1 + 2\delta).
$$

Such a choice of $\varepsilon > 0$ is possible due to the continuity of $u$. It is easy to notice that $\eta$ is nonnegative function. We will make a few more observations.

$$
\eta(x_1, t) = \eta(x_1 + 2\delta, t) = 0 \text{ for every } t \in [t_1, t_0].
$$

(33)
By the assumption concerning \( \varepsilon \) there holds
\[
\eta(x, t_1) \leq u(x, t_1) \text{ for every } x \in (x_1, x_1 + 2\delta).
\] (34)

Our aim is to apply the weak minimum principle, obtained in Lemma 6, to the function \( w := u - \eta \). To this end, we will show that for suitably chosen \( a > 0 \) we have
\[
-\eta_t + \frac{\partial}{\partial x} D_{x_1}^{\alpha} \eta \geq 0 \text{ in } [t_1, t_0] \times [x_1, x_1 + 2\delta].
\] (35)

Here by, \( D_{x_1}^{\alpha} \eta \) we mean
\[
(D_{x_1}^{\alpha} \eta)(x, t) = \frac{1}{\Gamma(1 - \alpha)} \int_{x_1}^{x} (x - p)^{-\alpha} \eta_x(p, t) dp.
\]

In order to calculate \( \frac{\partial}{\partial x} D_{x_1}^{\alpha} \eta \) we note that \( \frac{\partial}{\partial x} D_{x_1}^{\alpha} \eta = \partial_{x_1}^{\alpha} \eta_x \), where
\[
(\partial_{x_1}^{\alpha} \eta)(x, t) = \frac{1}{\Gamma(1 - \alpha)} \frac{\partial}{\partial x} \int_{x_1}^{x} (x - p)^{-\alpha} \eta(p, t) dp.
\]

Let us perform the calculations.
\[
\eta_x(x, t) = -4\varepsilon e^{-a(t-t_1)}(\delta^2 - (x - x_1 - \delta)^2)(x - x_1 - \delta).
\]

We note that, \( \eta_x(x_1, t) = 0 \), thus \( \partial_{x_1}^{\alpha} \eta_x = D_{x_1}^{\alpha} \eta_x \). Hence, making use of
\[
\eta_{xx}(x, t) = -4\varepsilon e^{-a(t-t_1)}(\delta^2 - 3(x - x_1 - \delta)^2),
\]
we have
\[
\frac{\partial}{\partial x} D_{x_1}^{\alpha} \eta = \frac{4\varepsilon e^{-a(t-t_1)}}{\Gamma(1 - \alpha)} \left[ 3 \int_{x_1}^{x} (x - p)^{-\alpha} (p - x_1 - \delta)^2 dp - \delta^2 \int_{x_1}^{x} (x - p)^{-\alpha} dp \right].
\]

Calculating the last integral we obtain
\[
-\eta_t + \frac{\partial}{\partial x} D_{x_1}^{\alpha} \eta =
\]
\[
\varepsilon e^{-a(t-t_1)} \left( a[\delta^2 - (x - x_1 - \delta)^2] + \frac{4}{\Gamma(1 - \alpha)} \left[ 3 \int_{x_1}^{x} (x - p)^{-\alpha} (p - x_1 - \delta)^2 dp - \frac{\delta^2(x - x_1)^{1-\alpha}}{1-\alpha} \right] \right).
\] (36)

We will show that the last expression is nonnegative for every \( x \in [x_1, x_1 + 2\delta] \) for suitably chosen \( a > 0 \). At first, we note that
\[
\kappa_\alpha := \frac{1}{2 - \alpha} \left[ 3 - \sqrt{3} \sqrt{\frac{1 + \alpha}{3 - \alpha}} \right] > 1 \text{ for every } \alpha \in (0, 1).
\] (37)

Let us introduce
\[
\omega_{\alpha, \delta} := \frac{2\delta(\kappa_\alpha - 1)}{\kappa_\alpha}.
\] (38)
We will consider three cases.

1. Let $x \in [x_1 + \frac{1}{3} \delta, x_1 + 2 \delta - \omega_{\alpha, \delta}]$. Then,

$$[\delta^2 - (x - x_1 - \delta)^2] \geq [\delta^2 - (\delta - \omega_{\alpha, \delta})^2] \text{ and } (x - x_1)^{1-\alpha} \leq (2\delta - \omega_{\alpha, \delta})^{1-\alpha}.$$ 

Thus, for $a \geq \frac{4\delta^2}{\Gamma(2-\alpha)} \frac{(2\delta - \omega_{\alpha, \delta})^{1-\alpha}}{[\delta^2 - (\delta - \omega_{\alpha, \delta})^2]^2}$ we have

$$a[\delta^2 - (x - x_1 - \delta)^2] \geq \frac{4\delta^2(x - x_1)^{1-\alpha}}{\Gamma(2 - \alpha)}$$

and the expression is nonnegative.

2. If $x \in [x_1, x_1 + \frac{1}{3} \delta]$, we may notice that

$$3 \int_{x_1}^{x} (x - p)^{-\alpha} (p - x_1 - \delta)^2 dp \geq 3 \int_{x_1}^{x} (x - p)^{-\alpha} dp = \frac{4\delta^2 (x - x_1)^{1-\alpha}}{3 (1-\alpha)},$$

which ensures that is nonnegative.

3. It remains to deal with the case $x \in [x_1 + 2\delta - \omega_{\alpha, \delta}, x_1 + 2\delta]$. We apply the substitution $p = x_1 + r(x - x_1)$ to obtain that

$$3 \int_{x_1}^{x} (x - p)^{-\alpha} (p - x_1 - \delta)^2 dp = 3 \int_{0}^{1} (1 - r)^{-\alpha} (r(x - x_1) - \delta)^2 dr (x - x_1)^{1-\alpha}.$$

Thus, it is enough to prove that for each $x \in [x_1 + 2\delta - \omega_{\alpha, \delta}, x_1 + 2\delta]$

$$3 \int_{0}^{1} (1 - r)^{-\alpha} (r(x - x_1) - \delta)^2 dr \geq \frac{\delta^2}{1-\alpha},$$

which is equivalent with

$$3 \int_{0}^{1} (1 - r)^{-\alpha} r^2 dr (x - x_1)^2 - 6\delta \int_{0}^{1} (1 - r)^{-\alpha} dr (x - x_1) + \frac{2\delta^2}{1-\alpha} \geq 0.$$ 

Calculating the above integrals and dividing the inequality by 2 we have

$$\frac{\delta^2}{1-\alpha} - 3\delta(x - x_1) \frac{\Gamma(1-\alpha)}{\Gamma(3-\alpha)} + 3(x - x_1)^2 \frac{\Gamma(1-\alpha)}{\Gamma(4 - \alpha)} \geq 0.$$ 

Multiplying the inequality by $\frac{\Gamma(2-\alpha)}{\Gamma(1-\alpha)}$ we obtain another equivalent inequality

$$\delta^2 - \frac{3(x - x_1)}{2 - \alpha} \delta + \frac{3(x - x_1)^2}{(2 - \alpha)(3 - \alpha)} \geq 0.$$

By direct calculations we see that the roots of the function

$$f(\delta) := \delta^2 - \frac{3(x - x_1)}{2 - \alpha} \delta + \frac{3(x - x_1)^2}{(2 - \alpha)(3 - \alpha)}$$
are given by the formula

\[
\delta_\alpha = \frac{(x - x_1)}{2(2 - \alpha)} \left[ 3 \pm \sqrt{3 \sqrt{\frac{1 + \alpha}{3 - \alpha}}} \right].
\]

Thus, it is enough to show that \( \delta \leq \delta_- \) for every choice of \( x \in [x_1 + 2\delta - \omega_{\alpha,\delta}, x_1 + 2\delta] \).

Recalling the definitions \( \text{(37)} \) and \( \text{(38)} \), we have

\[
\delta_- = \kappa_\alpha \frac{(x - x_1)}{2} \geq \kappa_\alpha \frac{2\delta - \omega_{\alpha,\delta}}{2} = \delta.
\]

This way we have shown that \( \text{(36)} \) is nonnegative for \( x \in [x_1 + 2\delta - \omega_{\alpha,\delta}, x_1 + 2\delta] \).

Summing up the result, we obtained that \( \text{(36)} \) is nonnegative for every \( x \in [x_1, x_1 + 2\delta] \).

Let us define \( w = u - \eta \). In the case \( x_1 > 0 \), we may notice that since \( u(x, t) = 0 \) for \( x \in [0, x_1] \), for every \( t \in [t_1, t_0] \) we have

\[
\frac{\partial}{\partial x} D_{x_1}^\alpha u(x, t) = \frac{1}{\Gamma(1 - \alpha)} \frac{\partial}{\partial x} \int_{x_1}^{x} (x - p)^{-\alpha} u_x(p, t) dp
\]

\[
= \frac{1}{\Gamma(1 - \alpha)} \frac{\partial}{\partial x} \left[ \int_{0}^{x} (x - p)^{-\alpha} u_x(p, t) dp - \int_{0}^{x_1} (x - p)^{-\alpha} u_x(p, t) dp \right] = \left( \frac{\partial}{\partial x} D_{x_1}^\alpha u(x, t) \right),
\]

while in the case \( x_1 = 0 \) this identity is trivial. This together with \( \text{(33)}, \text{(34)}, \text{(35)} \) leads to

\[
\left\{ \begin{array}{l}
w_t - \frac{\partial}{\partial x} D_{x_1}^\alpha w \geq 0 \quad \text{in } [t_1, t_0] \times [x_1, x_1 + 2\delta], \\
w(x_1, t) = u(x_1, t) \geq 0, \quad w(x_1 + 2\delta, t) = u(x_1 + 2\delta, t) \geq 0 \quad \text{for } t \in [t_1, t_0], \\
w(x, t_1) \geq 0 \quad \text{for } x \in [x_1, x_1 + 2\delta].
\end{array} \right.
\]

Obviously Lemma 3 is true also if we consider a problem in a cylindrical domain, thus we may apply the minimum principle, to obtain that \( w \) attains its minimum on the parabolic boundary of \( [t_1, t_0] \times [x_1, x_1 + 2\delta] \). Thus, \( w \geq 0 \) in \( [t_1, t_0] \times [x_1, x_1 + 2\delta] \).

In particular

\[
u(x, t_0) \geq \eta(x, t_0) = \varepsilon e^{-\alpha(t_0 - t_1)} [\delta^2 - (x - x_1 - \delta)^2] > 0 \quad \text{for every } x \in (x_1, x_1 + 2\delta).
\]

This is a contradiction with \( u(x, t_0) = 0 \) on \( [0, s(t_0)] \). Thus, we obtained that \( u \equiv 0 \) in \( Q_{s,t_0} \), which is again a contradiction with \( u_0 \neq 0 \). This way we proved the lemma.

We have just proven that \( (D^\alpha u)(s(t), t) \) is nonpositive for every \( t \in [0, T] \). In the next lemma, we will find the lower bound for \( (D^\alpha u)(s(t), t) \). We will also find a suitable estimate for a solution \( u \).

**Lemma 8.** Let us assume that \( u_0 \geq 0 \) satisfies the assumptions of Theorem 3. Let us assume additionally that there exists \( M > 0 \) such that

\[
u_0(x) \leq \frac{MT(2 - \alpha)}{b^{1-\alpha}} (b - x) \quad \text{for every } x \in [0, b]. \quad \text{(39)}
\]
Furthermore, let $s$ fulfill the assumption (3), where the constant $M$ comes from (29). Let $u$ be a solution to (7) given by Theorem 3. Then, there hold the following bounds,

$$(D^\alpha u)(s(t), t) \geq -M \text{ for every } t \in (0, T)$$

and

$$0 \leq u(x, t) \leq M \Gamma(2 - \alpha)s^{\alpha-1}(t)(s(t) - x) \text{ for } (x, t) \in Q_{s,T}. \quad (41)$$

**Remark 1.** We note that in the case $\alpha \in \left(\frac{1}{2}, 1\right)$ the assumption (29) is trivial, since from $u_0 \in H^{1+\alpha}(0, 1)$ follows that $u_0$ is Lipschitz continuous.

**Proof.** In the proof we follow the ideas introduced in [1, Proposition 4.2], where the author consider the classical Stefan problem. We define an auxiliary function $v$ by the formula

$$v(x, t) = M_0 s^{\alpha-1}(t)(s(t) - x),$$

where $M_0 = M \Gamma(2 - \alpha)$. Then we may calculate

$$(D^\alpha v)(s(t), t) = -\frac{M_0 s^{\alpha-1}(t)}{\Gamma(1 - \alpha)} \int_0^{s(t)} (s(t) - p)^{-\alpha} dp = -\frac{M_0}{\Gamma(2 - \alpha)} = -M.$$

Moreover, making use of (39) we obtain

$$v(s(t), t) = 0, \quad v_x(x, t) = -M_0 s^{\alpha-1}(t) < 0 = u_x(0, t), \quad v(x, 0) = \frac{M_0}{b^{1-\alpha}}(b-x) \geq u_0(x).$$

We may calculate further

$$v_t(x, t) = M_0 \alpha s^{\alpha-1}(t) \dot{s}(t) + (1 - \alpha) M_0 s^{\alpha-2}(t) \dot{s}(t) x,$$

$$\frac{\partial}{\partial x} D^\alpha v(x, t) = \frac{M_0 s^{\alpha-1}(t)}{\Gamma(1 - \alpha)} x^{-\alpha}.$$

Together we have

$$v_t(x, t) - \frac{\partial}{\partial x} D^\alpha v(x, t)$$

$$= M_0 \alpha s^{\alpha-1}(t) \dot{s}(t) + (1 - \alpha) M_0 s^{\alpha-2}(t) \dot{s}(t) x + \frac{M_0 s^{\alpha-1}(t)}{\Gamma(1 - \alpha)} x^{-\alpha} =: -f(x, t) \geq 0.$$

We define the function $w = u - v$. Then $w$ satisfies

$$\begin{cases}
    w_t - \frac{\partial}{\partial x} D^\alpha w = f & \text{in } Q_{s,T}, \\
    w_x(0, t) > 0, \quad w(s(t), t) = 0 & \text{for } t \in (0, T), \\
    w(x, 0) \leq 0 & \text{for } 0 < x < s(0).
\end{cases}$$

We may apply the weak maximum principle from Lemma 4 to function $w$ to obtain that $\max_{Q_{s,T}} w = \max_{\partial \Omega_{s,T}} w$. We note that $w(x, 0) \leq 0$ and $w_x(0, t) > 0$ and $w(s(t), t) = 0$, thus $w \leq 0$ and we obtain (31). Moreover, $w$ needs to admit its maximum on the part of the boundary $(s(t), t)$, where it is equal to zero. Thus, by Lemma 3 we get $(D^\alpha w)(s(t), t) \geq 0$, thus $(D^\alpha u)(s(t), t) \geq (D^\alpha v)(s(t), t) = -M$. 

\qed
4.3 A proof of the final result

Finally, we are ready to prove the theorem concerning the existence and uniqueness of the regular solution to 4. At first, we will show the existence of the solution. The method of the proof relies on the construction of the free boundary $s(\cdot)$ by the Schauder fixed point theorem. Subsequently we show that the obtained solution is unique. It will be done by proving the monotone dependence of solutions upon data.

**Theorem 4.** Let $b, T > 0$ and $\alpha \in (0, 1)$. Let us assume that $u_0 \in H^{1+\alpha}(0, b)$, $u'_0 \in \partial H^\alpha(0, b)$, $u_0(0) = 0$ and $u_0 \geq 0$, $u_0 \neq 0$. Further let us assume that there exists $M > 0$ such that for every $x \in [0, b]$ 

$$u_0(x) \leq \frac{M(2 - \alpha)}{b^{1-\alpha}}(b - x).$$

Then, there exists $(u, s)$ a solution to 4, such that $s \in C^{0,1}([0, T])$, for every $t \in (0, T]$ there holds $0 < \dot{s}(t) \leq M$, $u \in C(Q, T)$, $u t, \frac{\partial}{\partial x} D^\alpha u \in C(Q, T)$. Moreover, in the case $\alpha \in (\frac{1}{2}, 1)$ $u_x \in C(Q, T)$, while in the case $\alpha \in (0, \frac{1}{2}]$ $u_x \in C(Q, T \setminus \{(t = 0) \times [0, b])$. Finally, there exists $\beta \in (\alpha, 1)$, such that for every $t \in (0, T]$ and every $\varepsilon \in (0, b)$ we have $u(\cdot, t) \in W^{2, \frac{1}{1-\beta}}(\varepsilon, s(t))$.

**Proof.** We follow the idea introduced in the proof of 1 Theorem 5.1. We define the set

$$\Sigma := \{ s \in C^{0,1}[0, T], \ 0 < \dot{s} \leq M, \ s(0) = b \}.$$

Then $\Sigma$ is a compact and convex subset of a Banach space $C([0, T])$ with a maximum norm and for every $s \in \Sigma$ there exists a unique solution to 4, given by Theorem 3. For $s \in \Sigma$ we define the operator

$$(Ps)(t) = b - \int_0^t (D^\alpha u)(s(\tau), \tau)d\tau,$$

where $u$ is a solution to 4, corresponding to $s$, given by Theorem 3. We would like to apply the Schauder fixed point theorem, thus we have to show that $P : \Sigma \to \Sigma$ and that it is continuous in maximum norm. Clearly we have $(Ps)(0) = b$ and from Lemma 4 and estimate 10 we infer

$$0 < \frac{d}{dt}(Ps)(t) = -(D^\alpha u)(s(t), t) \leq M.$$

Hence, $P : \Sigma \to \Sigma$.

To prove that $P$ is continuous in maximum norm, we firstly note that integrating the first equation in 4 we obtain

$$(D^\alpha u)(s(\tau), \tau) = \int_0^{s(\tau)} u_t(x, \tau)dx.$$  

Hence, we may rewrite the formula for $P$ as follows

$$(Ps)(t) = b - \int_0^t \int_0^{s(\tau)} u_t(x, \tau)dx d\tau = b - \int_0^b \int_0^t u_t(x, \tau) d\tau dx - \int_b^t \int_{s^{-1}(x)}^{s(t)} u_t(x, \tau) d\tau dx$$
\[
= b - \int_0^b u(x,t)dx + \int_0^b u(x,0)dx - \int_b^s u(x,t)dx = b + \int_0^b u_0(x)dx - \int_0^s u(x,t)dx. \tag{42}
\]

Now, we take arbitrary \( s_1, s_2 \in \Sigma \). Let us define \( s_{\min}(t) = \min\{s_1(t), s_2(t)\} \), \( s_{\max}(t) = \max\{s_1(t), s_2(t)\} \). We also define function \( i = i(t) = 1 \) if \( s_{\max}(t) = s_1(t) \) and \( i = 2 \) otherwise. Let \( u_1 \) and \( u_2 \) be two solutions to (4), given by Theorem 3 corresponding to \( s_1 \) and \( s_2 \) respectively. Let us define \( v(x,t) = u_1(x,t) - u_2(x,t) \) and \( v^\varepsilon(x,t) = v(x,t) + \varepsilon x \). Then \( v^\varepsilon \) satisfies

\[
\begin{cases}
  v_t^\varepsilon - \frac{\partial}{\partial x} D^\alpha v^\varepsilon = -\frac{\varepsilon x - \alpha}{\Gamma(1-\alpha)} & \text{in } \{(x,t) : 0 < x < s_{\min}(t), 0 < t < T\} =: Q_{s_{\min},T}, \\
  v_x^\varepsilon(0,t) = \varepsilon, & \text{for } t \in (0,T), \\
  v^\varepsilon(x,0) = \varepsilon x & \text{in } 0 < x < b.
\end{cases}
\]

From Lemma 6 we obtain that \( v^\varepsilon \) attains its maximum on the parabolic boundary. We may estimate

\[
|v^\varepsilon(s_{\min}(t),t)| \leq |u_1(s_{\min}(t),t)| + |u_2(s_{\min}(t),t)| + \varepsilon s_{\min}(T) = |u_i(s_{\min}(t),t)| + \varepsilon s_{\min}(T)
\]

and since \( v^\varepsilon(x,0) = \varepsilon x \leq \varepsilon s_{\min}(T) \) and \( v^\varepsilon_x(0,t) > 0 \) we obtain that

\[
\max_{Q_{s_{\min},T}} v^\varepsilon \leq |u_i(s_{\min}(t),t)| + \varepsilon s_{\min}(T).
\]

Applying the estimate (41) form Lemma 6 we get

\[
|u_i(s_{\min}(t),t)| \leq M_0 s_{\max}^{-1}(t)(s_{\max}(t) - s_{\min}(t)) \leq M_0 b^\alpha - 1 \max_{\tau \in [0,t]} \left| s_1(\tau) - s_2(\tau) \right|.
\]

Hence,

\[
\max_{Q_{s_{\min},T}} v = \max_{Q_{s_{\min},T}} (v^\varepsilon - \varepsilon x) \leq M_0 b^\alpha - 1 \max_{\tau \in [0,t]} \left| s_1(\tau) - s_2(\tau) \right| + \varepsilon s_{\min}(T).
\]

Passing with \( \varepsilon \) to zero we obtain

\[
\max_{Q_{s_{\min},T}} v \leq M_0 b^\alpha - 1 \max_{\tau \in [0,t]} \left| s_1(\tau) - s_2(\tau) \right|.
\]

To estimate \( v \) from below we proceed similarly. We introduce \( v_\varepsilon(x,t) = v(x,t) - \varepsilon x \). Then \( v_\varepsilon \) satisfies

\[
\begin{cases}
  v_\varepsilon_t - \frac{\partial}{\partial x} D^\alpha v_\varepsilon = -\frac{\varepsilon x - \alpha}{\Gamma(1-\alpha)} & \text{in } Q_{s_{\min},T} \\
  v_\varepsilon_x(0,t) = -\varepsilon, & \text{for } t \in (0,T) \\
  v_\varepsilon(x,0) = -\varepsilon x & \text{in } 0 < x < b.
\end{cases}
\]

Lemma 6 implies that \( v_\varepsilon \) attains its minimum on the parabolic boundary. We may estimate

\[
v_\varepsilon(s_{\min}(t),t) \geq -|u_i(s_{\min}(t),t)| - \varepsilon s_{\min}(T)
\]

and since \( v_\varepsilon(x,0) = -\varepsilon x \geq -\varepsilon s_{\min}(T) \) and \( v_\varepsilon_x(0,t) < 0 \) we obtain that

\[
\min_{Q_{s_{\min},T}} v_\varepsilon \geq -|u_i(s_{\min}(t),t)| - \varepsilon s_{\min}(T) \geq -M_0 b^\alpha - 1 \max_{\tau \in [0,t]} \left| s_1(\tau) - s_2(\tau) \right| - \varepsilon s_{\min}(T),
\]
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thus

\[
\min_{Q_{s_{\min},T}} v = \min_{Q_{s_{\min},T}} (v_\varepsilon + \varepsilon x) \geq -M_0 b^{\alpha-1} \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)| - \varepsilon s_{\min}(T).
\]

Passing to the limit with \( \varepsilon \) we arrive at

\[
\min_{Q_{s_{\min},T}} v \geq -M_0 b^{\alpha-1} \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)|.
\]

Combining the estimates for minimal and maximal value of \( v \) we obtain

\[
\max_{Q_{s_{\min},T}} |v| \leq M_0 b^{\alpha-1} \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)|.
\]

Finally, we may estimate

\[
|(Ps_2)(t) - (Ps_1)(t)| = \left| \int_{0}^{s_2(t)} u_2(x,t)dx - \int_{0}^{s_1(t)} u_1(x,t)dx \right|
\]

\[
\leq \int_{0}^{s_{\min}(t)} |v(x,t)|dx + \int_{s_{\min}(t)}^{s_{\max}(t)} u_i(x,t)dx
\]

\[
\leq s_{\min}(t) \max_{Q_{s_{\min},T}} |v| + (s_{\max}(t) - s_{\min}(t))^2 M_0 b^{\alpha-1}
\]

\[
\leq (b + MT)M_0 b^{\alpha-1} \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)| + M_0 b^{\alpha-1} \max_{\tau \in [0,t]} |s_1(\tau) - s_2(\tau)|^2.
\]

Thus \( P \) is continuous and by the Schauder fixed point theorem there exist a fixed point of \( P \). This way we proved the existence of the solution.

\[
\square
\]

In order to show that the obtained solution is unique we will prove the monotone dependence upon data.

**Theorem 5.** Let \((u^i, s_i)\) be a solution to \((\ref{eq:5})\) given by Theorem 3 corresponding to \(b_i\) and \(u_{0}^i\) for \(i = 1, 2\). If \(b_1 \leq b_2\) and \(u_0^1 \leq u_0^2\), then for every \(t \in [0,T]\) we have \(s_1(t) \leq s_2(t)\).

**Proof.** The proof will be given in two steps.

1. Let us firstly discuss the case \(b_1 < b_2\), \(u_0^1 \leq u_0^2\) and \(u_0^1 \neq u_0^2\) on \([0, b_1]\). We will proceed by contradiction. Let us assume that there exists \(t \in [0, T]\) such that \(s_1(t) > s_2(t)\). We denote \(t_0 = \inf\{t \in [0, T] : s_1(t) = s_2(t)\}\). Then by virtue of weak minimum principle (Lemma 3) function \(v = u^2 - u^1\) is nonnegative in \(Q_{s_1(t_0)}\) and \(v(s_1(t_0), t_0) = 0\). Thus, from Lemma 4 and the proof of Lemma 7 we infer that either \(v \equiv 0\) on \(Q_{s_1(t_0)}\) or \((D^\alpha v)(s(t_0), t_0) < 0\). The first possibility is a contradiction with \(u_0^1 \neq u_0^2\). Hence,

\[
0 > (D^\alpha v)(s(t_0), t_0) = (D^\alpha u^2)(s(t_0), t_0) - (D^\alpha u^1)(s(t_0), t_0) = s_1(t_0) - s_2(t_0)
\]

and we obtain the contradiction with the definition of \(t_0\). Thus, we obtain that if \(b_1 < b_2\), \(u_0^1 \leq u_0^2\) and \(u_0^1 \neq u_0^2\) on \([0, b_1]\), then \(s_1(t) \leq s_2(t)\) for every \(t \in [0, T]\).
2. In the general case, that is $b_1 \leq b_2$ and $u_0^1 \leq u_0^2$ we proceed as follows. We fix $\delta > 0$ and denote by $u_0^\delta$ a smooth function defined on $[0, b_2 + \delta]$ in such a way that $u_0^\delta = 0$ on $[b_2, b_2 + \delta]$, $u_0^\delta \geq u_0^2$ on $[0, b_2]$ and $\max_{x \in [0, b_2]} (u_0^\delta(x) - u_0^2(x)) = \delta$. Then, we denote by $(u^\delta, s^\delta)$ the solution to (1) given by Theorem 3 corresponding to $u_0^\delta$.

By the first step of the proof, we have $s_1 \leq s_\delta$ and $s_2 \leq s_\delta$. On the other hand performing calculations as in (42) we have

$$s_\delta(t) = b_2 + \delta + \int_0^t s_\delta(\tau) d\tau = b_2 + \delta - \int_0^t (D^2 u^\delta)(s_\delta(\tau), \tau) d\tau$$

$$= b_2 + \delta + \int_0^{b_2+\delta} u_0^\delta(x) dx - \int_0^{s_\delta(t)} u^\delta(x, t) dx$$

and

$$s_2(t) = b_2 + \int_0^{b_2} u_0^2(x) dx - \int_0^{s_2(t)} u^2(x, t) dx.$$

Subtracting these identities we obtain

$$s_\delta(t) - s_2(t) = \delta + \int_0^{b_2+\delta} u_0^\delta(x) dx - \int_0^{b_2} u_0^2(x) dx - \int_0^{s_\delta(t)} u^\delta(x, t) dx + \int_0^{s_2(t)} u^2(x, t) dx$$

$$= \delta + \int_0^{b_2} u_0^\delta(x) - u_0^2(x) dx - \int_0^{s_2(t)} u^\delta(x, t) dx - \int_0^{s_\delta(t)} [u^\delta(x, t) - u^2(x, t)] dx.$$

The last two integrals are positive due to Lemma 6. Making use of $\|u_0^\delta - u_0^2\|_{L^\infty([0, b_2])} = \delta$ we obtain

$$s_1(t) \leq s_\delta(t) \leq s_2(t) + \delta + b_2 \delta$$

for every $t \in [0, T]$.

Passing to the limit with $\delta$ we obtain that $s_1(t) \leq s_2(t)$ for every $t \in [0, T]$. $\square$

**Corollary 4.** From Theorem 3 it follows that the solution $(u, s)$ to problem (1) given by Theorem 4 is unique.
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