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Abstract

The early phase of training a deep neural network has a dramatic effect on the local curvature of the loss function. For instance, using a small learning rate does not guarantee stable optimization because the optimization trajectory has a tendency to steer towards regions of the loss surface with increasing local curvature. We ask whether this tendency is connected to the widely observed phenomenon that the choice of the learning rate strongly influences generalization. We first show that stochastic gradient descent (SGD) implicitly penalizes the trace of the Fisher Information Matrix (FIM), a measure of the local curvature, from the start of training. We argue it is an implicit regularizer in SGD by showing that explicitly penalizing the trace of the FIM can significantly improve generalization. We highlight that poor final generalization coincides with the trace of the FIM attaining a large value early in training, to which we refer as catastrophic Fisher explosion. Finally, to gain insight into the regularization effect of penalizing the trace of the FIM, we show that it limits memorization by reducing the learning speed of examples with noisy labels more than that of the examples with clean labels.

1. Introduction

The exact mechanism behind implicit regularization effects in training of deep neural networks (DNNs) remains an extensively debated topic despite being considered a critical component in their empirical success (Neyshabur, 2017; Zhang et al., 2017; Jiang et al., 2020b). For instance, it is commonly observed that using a moderately large learning rate in the early phase of training results in better generalization (LeCun et al., 2012; Salakhutdinov, 2014; Jiang et al., 2020b; Bjorck et al., 2018).

Recent work suggests that the early phase of training of DNNs might hold the key to understanding some of these implicit regularization effects. In particular, the learning rate in the early phase of training has a dramatic effect on the local curvature of the loss function (Jastrzebski et al., 2020; Cohen et al., 2021). It has also been found that when using a small learning rate, the local curvature of the loss surface increases along the optimization trajectory until optimization is close to instability.\textsuperscript{1}

These observations lead to a natural question: does the instability, and the corresponding dramatic change in the local curvature, in the early phase of training influence generalization? We investigate this question through the lens of the Fisher Information Matrix (FIM), a matrix that can be seen as approximating the local curvature of the loss surface (Martens, 2020; Thomas et al., 2020). Achille et al. (2019); Jastrzebski et al. (2019); Golatkar et al. (2019); Lewkowycz et al. (2020) independently suggest that effects of the early phase of training on the local curvature critically influence the final generalization, but did not directly test this proposition.

Our main contribution is to show that implicit regularization effects due to using a large learning rate can be explained by its impact on the trace of the FIM (\text{Tr}(\mathbf{F}))\textsuperscript{1}, a quantity that reflects the local curvature, from the beginning of training. Our results suggest that the instability in the early phase is a critical phenomenon for understanding optimization in DNNs. This is in contrast to many prior theoretical works, which generally do not connect implicit regularization effects in SGD to the large instability in the early phase of training (Chaudhari & Soatto, 2018; Smith et al., 2021).

\textsuperscript{1}That is, a small further increase in the local curvature is not possible without divergence. Interestingly, when training using gradient descent with a learning rate $\eta$, the largest eigenvalue of the Hessian of the training loss was observed to reach the critical value of $\frac{2}{\eta}$ (Cohen et al., 2021), at which training oscillates along the eigenvector corresponding to the largest eigenvalue of the Hessian.
We demonstrate on image classification tasks that Tr(\(F\)) early in training correlates with the final generalization performance across settings with different learning rates or batch sizes. We then show evidence that explicitly regularizing Tr(\(F\)), which we call Fisher penalty, recovers generalization degradation due to training with a sub-optimal (small) learning rate, and can significantly improve generalization when training with the optimal learning rate. On the other hand, achieving large Tr(\(F\)) early in training, which may occur in practice when using a relatively small learning rate, or due to bad initialization, coincides with poor generalization. We call this phenomenon catastrophic Fisher explosion. Figure 1 illustrates this effect on the TinyImageNet dataset (Le & Yang, 2015).

Our second contribution is an analysis of why implicitly or explicitly regularizing Tr(\(F\)) impacts generalization. Our key finding is that penalizing Tr(\(F\)) significantly improves generalization in training with noisy labels. We make a theoretical and empirical argument that penalizing Tr(\(F\)) can be seen as penalizing the gradient norm of noisy examples, which slows down their learning. We hypothesize that implicitly or explicitly regularizing Tr(\(F\)) amplifies the implicit bias of SGD to avoid memorization (Arpit et al., 2017; Rahaman et al., 2019). Finally, we also show that small Tr(\(F\)) in the early phase of training biases optimization towards a flat minimum (Keskar et al., 2017).

2. Implicit and explicit regularization of the Fisher Information Matrix

Fisher Information Matrix Consider a probabilistic classification model \(p_\theta(y|x)\), where \(\theta\) denotes its parameters. Let \(\ell(x, y; \theta)\) be the cross-entropy loss function calculated for input \(x\) and label \(y\). Let \(g(x, y; \theta) = \frac{\partial}{\partial \theta} \ell(x, y; \theta)\) denote the gradient of the loss computed for an example \((x, y)\).

The central object that we study is the Fisher Information Matrix \(F\) defined as

\[
F(\theta) = \mathbb{E}_{x \sim X, y \sim p_\theta(y|x)} [g(x, y)g(x, y)^T],
\]

where the expectation is often approximated using the empirical distribution \(X\) induced by the training set. Later, we also look into the Hessian \(H(\theta) = \frac{\partial^2}{\partial \theta \partial \theta} \ell(x, y; \theta)\). We denote the trace of \(F\) and \(H\) matrices by Tr(\(F\)) and Tr(\(H\)). The FIM can be seen as an approximation to the Hessian (Martens, 2020). In particular, as \(p(y|x; \theta) \rightarrow \tilde{p}(y|x)\), where \(\tilde{p}(y|x)\) is the empirical label distribution, the FIM converges to the Hessian. Thomas et al. (2020) showed on image classifications tasks that Tr(\(H\)) \(\approx\) Tr(\(F\)) along the optimization trajectory, which we also demonstrate in Supplement F. Crucially, note that while Tr(\(H\)) uses label information, Tr(\(F\)) does not use any label information, in contrast to the “empirical Fisher” studied for example in Kunstner et al. (2019).

Fisher Penalty The early phase has a drastic effect on the trajectory in terms of the local curvature of the loss surface (Achille et al., 2019; Jastrzbski et al., 2019; Gur-Ari et al., 2018; Lewkowycz et al., 2020; Leclerc & Madry, 2020). In particular, Lewkowycz et al. (2020); Jastrzbski et al. (2019) show that using a large learning rate in stochastic gradient descent biases training towards low curvature regions of the loss surface early in training. For example, using a large learning rate in SGD was shown to result in a rapid decay of Tr(\(H\)) along the optimization trajectory (Jastrzbski et al., 2019).

Our main contribution is to propose and investigate a specific mechanism by which using a large learning rate or a small batch size implicitly influences final generalization. Our first insight is to shift the focus from studying the Hessian, to studying the properties of the FIM. Concretely, we...
hypothesize that using a large learning rate or a small batch size improves generalization by implicitly penalizing $\text{Tr}(\mathbf{F})$ from the very beginning of training.

In order to study the effect of implicit regularization of $\text{Tr}(\mathbf{F})$, we introduce a regularizer that explicitly penalizes $\text{Tr}(\mathbf{F})$. First, we note that $\text{Tr}(\mathbf{F})$ can be written as

$$\text{Tr}(\mathbf{F}) = \mathbb{E}_{x \sim X, y \sim p(y|x)} \left[ \left\| \frac{\partial}{\partial \theta} \ell(x, \hat{y}) \right\|^2 \right]. \quad (2)$$

Thus, to regularize $\text{Tr}(\mathbf{F})$, we can simply add $\frac{1}{M} \sum_{i=1}^{M} \left\| g(x_i, \hat{y}_i) \right\|^2$ term to the loss function, which can be efficiently back-propagated through. This, however, requires a large number of samples to efficiently regularize $\text{Tr}(\mathbf{F})$, as we show in our experiments. Instead, we add the following term to the loss function:

$$\ell'(x, y) = \frac{1}{B} \sum_{i=1}^{B} \ell(x_i, y_i) + \alpha \left\| \frac{1}{B} \sum_{i=1}^{B} g(x_i, \hat{y}_i) \right\|^2, \quad (3)$$

where $(x, y)$ is a mini-batch of size $B$, $\hat{y}_i$ is sampled from $p_{\theta}(y|x_i)$, $\alpha$ is a hyperparameter. Importantly, the equation does not involve target labels. Finally, we compute the gradient of the second term only every 10 optimization steps, and in a given iteration use the most recently computed gradient. We refer to this regularizer as Fisher penalty (FP).

In the experiments, we show that this formulation efficiently penalizes $\text{Tr}(\mathbf{F})$. We attribute this largely to the fact that $\left\| \frac{1}{B} \sum_{i=1}^{B} g(x_i, \hat{y}_i) \right\|^2$ and $\text{Tr}(\mathbf{F})$ are strongly correlated during training. We discuss this observation, and ablate the approximations, in more detail in Supplement C.

Catastrophic Fisher Explosion To illustrate the concepts mentioned in this section, we train a Wide ResNet model (depth 44, width 3) (Zagoruyko & Komodakis, 2016) on the TinyImageNet dataset with SGD and two different learning rates. We illustrate in Figure 1 that the small learning rate leads to dramatic overfitting, which coincides with a sharp increase in $\text{Tr}(\mathbf{F})$ in the early phase of training. We also show in Supplement D that these effects cannot be explained by the difference in learning speed between runs with smaller and learning rates. We call this phenomenon catastrophic Fisher explosion.

Why Fisher Information Matrix The benefit of the FIM is that it can be efficiently regularized during training. In contrast, Wen et al. (2018); Foret et al. (2021) had to rely on certain approximations to efficiently regularize curvature. Equally importantly, the FIM is related to the gradient norm, and as such its effect on learning is more interpretable. We will leverage this connection to argue that FP slows down learning on noisy examples in the dataset.

Concurrent work on a different mechanism Barrett & Dherin (2021); Smith et al. (2021) concurrently argue that the implicit regularization effects in SGD can be expressed as a form of a gradient norm penalty. The key difference is that we link the mechanism of implicit regularization to the fact optimization is close to instability in the early phase. Supporting this view, we observe that FP empirically performs better than gradient penalty, and that FP works best when applied from the start of training.

3. Early-phase $\text{Tr}(\mathbf{F})$ and final generalization Using a large learning rate ($\eta$) or small batch size ($S$) in SGD steers optimization to a lower curvature region of the loss surface. However, it remains a hotly debated topic whether such choices explain strong regularization effects (Dinh et al., 2017; Yoshida & Miyato, 2017; He et al., 2019; Tsuzuku et al., 2020). We begin by studying the con-
Table 1: Fisher penalty (FP) effectively models implicit regularization that arises in SGD due to using large learning rates. Using a 10-30x smaller learning rate (Baseline) results in up to 9% degradation in test accuracy on popular image classification benchmarks (c.f. to optimal $\eta^*$). Adding FP, which explicitly regularizes $\text{Tr}(F)$, substantially improves generalization and closes the gap to $\eta^*$. Green cells correspond to runs that finished with, at most, 1% lower test accuracy than when training with $\eta^*$.

| Setting                     | $\eta^*$ | Baseline | GP$_x$ | GP | FP | GP$_r$ |
|-----------------------------|----------|----------|--------|----|----|--------|
| Wide ResNet / TinyImageNet (aug.) | 54.67%  | 52.57%   | 52.79% | 56.44% | 56.73% | 55.41% |
| DenseNet / CIFAR-100 (w/o aug.) | 66.09%  | 58.51%   | 62.12% | 64.42% | 66.41% | 66.39% |
| VGG11 / CIFAR-100 (w/o aug.) | 45.86%  | 36.86%   | 45.26% | 47.35% | 49.87% | 48.26% |
| WResNet / CIFAR-100 (w/o aug.) | 53.96%  | 46.38%   | 58.68% | 57.68% | 57.05% | 58.15% |
| SimpleCNN / CIFAR-10 (w/o aug.) | 76.94%  | 71.32%   | 75.68% | 75.73% | 79.66% | 79.76% |

**Experimental setup** We run experiments in two settings: (1) ResNet-18 with Fixup (He et al., 2016; Zhang et al., 2019) trained on the ImageNet dataset (Deng et al., 2009), (2) ResNet-26 initialized as in (Arpit et al., 2019) and trained on the CIFAR-10 and CIFAR-100 datasets (Krizhevsky, 2009). We train each architecture using SGD, with various values of $\eta$, $S$, and random seed.

We define $\text{Tr}(F_1)$ as $\text{Tr}(F)$ during the initial phase of training. How long we consider the early-phase $\text{Tr}(F)$ to be is determined by measuring when the training loss crosses a task-specific threshold $\epsilon$ that roughly corresponds to the moment when $\text{Tr}(F)$ achieves its maximum value. For ImageNet, we use learning rates 0.001, 0.01, 0.1, and $\epsilon = 3.5$. For CIFAR-10, we use learning rates 0.007, 0.01, 0.05, and $\epsilon = 1.2$. For CIFAR-100, we use learning rates 0.001, 0.005, 0.01, and $\epsilon = 3.5$. In all cases, training loss reaches $\epsilon$ between 2 and 7 epochs across different hyper-parameter settings. We repeat similar experiments for different batch sizes in Supplement A.1. The remaining training details can be found in Supplement I.1.

**Results** Figure 2 shows the association between $\text{Tr}(F_1)$ and test accuracy across runs with different learning rates. We show results for CIFAR-10 and CIFAR-100 when varying the batch size in Figure 7 in the Supplement. We find that $\text{Tr}(F_1)$ correlates well with the final generalization in our setting, which provides initial evidence for the importance of $\text{Tr}(F)$. It also serves as a stepping stone towards developing a more granular understanding of the role of implicit regularization of $\text{Tr}(F)$ in the following sections.

**4. Fisher Penalty**

To understand the significance of the identified correlation between $\text{Tr}(F_1)$ and generalization, we now run experiments in which we directly penalize $\text{Tr}(F)$. We focus our attention on the identified effect that using a high learning rate has on $\text{Tr}(F)$, especially early in training.

**Experimental setting** We use a similar setting as in the previous section, but we include larger models. We run experiments using Wide ResNet (Zagoruyko & Komodakis, 2016) (depth 44 and width 3, with or without BN layers), SimpleCNN (without BN layers), DenseNet (L=40, K=12) (Huang et al., 2017) and VGG-11 (Simonyan & Zisserman, 2015). We train these models on either the CIFAR-10 or the CIFAR-100 datasets. Due to larger computational cost, we replace ImageNet with the TinyImageNet.
dataset (Le & Yang, 2015) (with images scaled to 32 × 32 resolution) in these experiments.

To investigate if the correlation between Tr(F_1) and the final generalization holds more generally, we apply Fisher penalty in two settings. First, we use a learning rate 10-30x smaller than the optimal one, which both incur up to 9% degradation in test accuracy and results in large value of Tr(F_1). We also remove data augmentation from the CIFAR-10 and the CIFAR-100 datasets to ensure that training a with small learning rate does not result in underfitting. In the second setting, we add Fisher penalty in training with an optimized learning rate using grid search (η*) and train with data augmentation.

Fisher penalty penalizes the gradient norm computed using labels sampled from p_θ(y|x). We hypothesize that a similar, but weaker, effect can be introduced by other gradient norm regularizers. We compare FP to: (1) penalizing the input gradient norm \|g_x\|^2 = \|\frac{\partial}{\partial x} \ell(x, y)\|^2, which we denote by GP_x (Varga et al., 2018; Rifai et al., 2011; Drucker & Le Cun, 1992); (2) penalizing the vanilla mini-batch gradient (Gulrajani et al., 2017), which we denote by GP; and penalizing the mini-batch gradient computed with random labels \|g_r\|^2 = \|\frac{\partial}{\partial x} \ell(x, \hat{y})\|^2 where \hat{y} is sampled from a uniform distribution over the label set (GP_r). We are not aware of any prior work using GP or GP_r in supervised training, with the exception of Alizadeh et al. (2020) where the authors penalized \ell_1 norm of gradients to compress the network towards the end of training, and concurrent work of Barrett & Dherin (2021). We note that regularizing GP_x is related to regularizing the Jacobian input-output of the network (Hoffman et al., 2019; Chan et al., 2020).

We tune the hyperparameters on the validation set. More specifically for \alpha, we test 10 different values spaced uniformly between 10^{-2} x v and 10^{2} x v on a logarithmic scale with \alpha \in \mathbb{R}_+. For TinyImageNet, we evaluate 5 values spaced equally on a logarithmic scale. We include the remaining experimental details in the Supplement I.2.

**Fisher Penalty improves generalization** Table 1 summarizes the results of the main experiment. First, we observe that a suboptimal learning rate (10-30x lower than the optimal) leads to dramatic overfitting. We observe a degradation of up to 9% in test accuracy, while achieving approximately 100% training accuracy (see Table 6 in the Supplement).

Fisher penalty closes the gap in test accuracy between the small and optimal learning rate, and even achieves better performance than the optimal learning rate. A similar performance was observed when minimizing \|g_r\|^2. We will come back to this observation in the next section.

GP and GP_x reduce the early value of Tr(F) (see Table 4 in the Supplement). They, however, generally perform worse than Tr(F) or GP, and do not fully close the gap between small and optimal learning rate. We hypothesize they improve generalization by a similar but less direct mechanism than Tr(F) and GP_x, which we make more precise in Section G in the Supplement. We note that GP was proposed in Barrett & Dherin (2021); Smith et al. (2021) as the term that SGD implicitly regularizes (see Related Work for more details).

We also investigate whether similar conclusions hold in large batch size training. In experiments with CIFAR-10 and SimpleCNN, we find that we can close the generalization gap due to training with a large batch size by using Fisher Penalty. We provide further details in Supplement E.

In the second experimental setting, we apply FP to a network trained with the optimal learning rate η*. According to Table 2 (see Table 7 for training accuracies), Fisher Penalty improves generalization in 4 out of 5 settings. The gap between the baseline and FP is relatively small in 3 out of 5 settings (below 2%), which is natural given that we already regularize training implicitly by using the optimal η_*.

**Geometry and generalization in the early phase of training** Here, we investigate if penalizing Tr(F) early in training matters for the final generalization. A positive answer would further strengthen the link between the early phase of training and implicit regularization effects in SGD. We run experiments on CIFAR-10 and CIFAR-100.

First, we observe that all gradient-norm regularizers reduce the early value of Tr(F) closer to Tr(F) achieved when trained with the optimal learning rate η*. We show this effect with Wide ResNet and VGG-11 on CIFAR-100 in Figure 4, and for other experimental settings in the Supplement. We also tabulate the maximum achieved values of Tr(F) over the optimization trajectory in Supplement A.2.

To test the importance of explicitly penalizing Tr(F) early in training, we start applying it after a certain number of
epochs $E \in \{1, 2, 4, 8, 16, 32, 64, 128\}$. We use the best hyperparameter set from the previous experiments. Figure 3 summarizes the results. For both datasets, we observe a consistent pattern. When FP is applied starting from a later epoch, final generalization is significantly worse, and the generalization gap arising from a suboptimal learning rate is not closed. Interestingly, there seems to be a benefit in applying FP after some warm-up period, which might be related to the widely used trick to gradually increase the learning rate in the early phase (Gotmare et al., 2019).

### 4.1. Fisher Penalty Reduces Memorization

It is not self-evident why regularizing $\text{Tr}(\mathbf{F})$ should influence generalization. In this section, we show that explicit penalization of $\text{Tr}(\mathbf{F})$ improves learning with datasets with noisy labels. To study this, we replace labels of the examples in the CIFAR-100 dataset (25% or 50% of the training set) with labels sampled uniformly. We refer to these examples as noisy examples. While label noise in real datasets is not uniform, methods that perform well with uniform label noise generally are more robust to label noise in real datasets (Jiang et al., 2020a). We also know that datasets such as CIFAR-100 contain many labeling errors (Song et al., 2020). Hence, examining if $\text{Tr}(\mathbf{F})$ reduces memorization of synthetic label noise provides an insight into why it improves generalization in our prior experiments.

We argue FP should reduce memorization. Under certain assumptions, $\text{Tr}(\mathbf{F})$ is equivalent to the norm of the noisy examples’ gradient. As such, we would expect $\text{Tr}(\mathbf{F})$ to decrease the norm of the gradient of the noisy examples compared to the gradient of the clean examples. Assuming that the gradient norm of a given group of examples is related to its learning speed (Chatterjee, 2020; Fort et al., 2020b), FP should promote learning first clean examples, before learning noisy examples. We make this argument more precise in the Supplement H.

To study whether the above happens in practice, we compare FP to $\text{GP}_x$, $\text{GP}_y$, and mixup (Zhang et al., 2018). While mixup is not the state-of-the-art approach for learning with noisy labels, it is competitive among approaches that do not require additional data nor multiple stages of training. In particular, it is a component in several state-of-the-art methods (Li et al., 2020; Song et al., 2020). For gradient norm based regularizers, we evaluate 6 different hyperparameter values spaced uniformly on a logarithmic scale, and for mixup we evaluate $\beta \in \{0.2, 0.4, 0.8, 1.6, 3.2, 6.4\}$. We experiment with the Wide ResNet and VGG-11 models. We describe remaining experimental details in Supplement I.3.

### Results

To test whether FP reduces the speed with which the noisy examples are learned, we track the training and validation accuracy, and the gradient norm. We compute these metrics separately on the noisy and clean examples. Figure 5 summarizes the results for VGG-11, and we show results for ResNet-32 in Figure 11 in the Supplement.

We observe that FP limits the ability of the model to memorize data more strongly than it limits its ability to learn from clean data. Figure 5 confirms applying FP results in training accuracy on noisy examples being lower for the same accuracy on clean examples, compared to the baseline.

We can further confirm our interpretation of the effect $\text{Tr}(\mathbf{F})$ has on training by studying the gradient norm. As visible in the top panel of Figure 5, the gradient norm evaluated on noisy examples is larger than on clean examples, and the ratio is closer to 1 when FP is applied with a larger coefficient. Interestingly, we also observe that the angle between
the noisy and clean examples' gradients is negative early in training, which we plot in Figure 12 in the Supplement.

Finally, we summarize test accuracies (at the best validation epoch) in Table 3. Penalizing $\text{Tr}(\mathbf{F})$ reduces memorization competitively to mixup, improving test accuracy by up to 21.28%. Furthermore, FP strongly outperforms penalizing $\text{GP}_x$, consistent with with trends in the prior Sections. We also again observe FP to perform comparably to penalizing $\text{GP}_r$. Under the assumption that the model predictive distribution is close to random, FP is equivalent to penalizing $\text{GP}_r$. Assuming this holds in the early phase of training, we interpret this as a further corroboration of the importance of applying FP in the early phase (c.f. Section 4). In the Supplement, we also report training accuracy separately on the clean and noisy examples for the experiment with 25% noisy examples.

Taken together, the results suggest implicit or explicit regularization of FP improves generalization at least in part by strengthening the bias of SGD to learn clean examples before learning noisy examples (Arpit et al., 2017). We also note that related conclusions about the effect using large learning rates were reached by Jastrzebski et al. (2017); Li et al. (2019).

### 5. Early $\text{Tr}(\mathbf{F})$ influences final curvature

To provide further insight into why it is important to regularize $\text{Tr}(\mathbf{F})$ during the early phase of training, we establish a connection between the early phase of training and the wide minima hypothesis (Hochreiter & Schmidhuber, 1997; Keskar et al., 2017) which states that flat minima typically correspond to better generalization. Here, we use $\text{Tr}(\mathbf{H})$ as a measure of flatness.

**Experimental setting** We investigate how likely it is for an optimization trajectory to end up in a wide minimum in two scenarios: 1) when optimization exhibits small $\text{Tr}(\mathbf{F})$ early on, and 2) when optimization exhibits large $\text{Tr}(\mathbf{F})$ early on. We train two ResNet-26 models for 20 epochs using high and low regularization configurations. At epoch 20 we record $\text{Tr}(\mathbf{F})$ for each model. We then use these two models as initialization for 8 separate models each, and continue training using the low regularization configuration with different random seeds. The motivation behind this experiment is to investigate if the degree of regularization in the early phase biases the model towards minima with certain flatness ($\text{Tr}(\mathbf{H})$) even though no further high regularization configurations are used during the rest of the training. For all these runs, we record the best test accuracy along the optimization trajectory along with $\text{Tr}(\mathbf{H})$ at the point corresponding to the best test accuracy. We describe the remaining experimental details in Supplement I.4.

**Results** We present the result in Figure 6 for the CIFAR-100 datasets, and for CIFAR-10 in Supplement A.4. A training run with a lower $\text{Tr}(\mathbf{F})$ during the early phase is more likely to end up in a wider minimum as opposed to one that reaches large $\text{Tr}(\mathbf{F})$ during the early phase. This happens despite that the late phases of both sets of models use the low regularization configuration. The latter runs always end up in sharper minima. In Supplement I.4 we also show evolution of $\text{Tr}(\mathbf{H})$ throughout training, which suggests that this behavior can be attributed to curvature stabilization happening early during training.

### 6. Related Work

Implicit regularization effects are critical to the empirical success of DNNs (Neyshabur, 2017; Zhang et al., 2017). Much of it is attributed to the choice of hyperparameters in SGD (Keskar et al., 2017; Smith & Le, 2018; Li et al., 2019), low complexity bias induced by gradient descent (Xu, 2018; Jacot et al., 2018; Arora et al., 2019; Hu et al., 2020), the cross-entropy loss function (Poggio et al., 2018; Soudry et al., 2018), or the importance of the early phase of training (Achille et al., 2019; Jastrzebski et al., 2020; Fort et al., 2020a; Franklin et al., 2020; Golatkar et al., 2019; Lewkowycz et al., 2020). However, developing a mechanistic understanding of how SGD implicitly regularizes DNNs remains a largely unsolved problem.

Many prior works have proposed explicit regularizers aimed at finding low curvature solutions (Hochreiter & Schmidhuber, 1997). Chaudhari et al. (2017) proposed a Langevin dynamics based algorithm. Wen et al. (2018); Izmailov et al.
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Figure 5: Fisher penalty reduces memorization by slowing down training on data with noisy labels more strongly than does training on clean data, as indicated by relative differences in gradient norm (top) and training accuracy (bottom) between the two groups of examples. Experiment run with VGG-11 on the CIFAR-100 dataset. Blue to red color represents increasing regularization coefficient (from $10^{-2}$ to $10^1$).

(2018); Foret et al. (2021) propose finding wide minima through approximations involving averaging gradients or parameters at the neighborhood of the current parameter state. In contrast, our focus is on elucidating a mechanistic link behind the implicit regularization effects in SGD and the early phase of training. To corroborate our hypothesis, we develop Fisher Penalty, an efficient and novel explicit regularizer that aims to reproduce the regularization effect of training with a large learning rate.

Our work contributes to a better understanding of the role of the FIM in training and generalization of deep neural networks. The FIM was also used to define complexity measures such as the Fisher-Rao norm (Karakida et al., 2019; Liang et al., 2019), and can be seen as approximating the local curvature of the loss surface (Martens, 2020; Thomas et al., 2020). Most notably, the FIM defines the distance metric used in natural gradient descent (Amari, 1998).

Penalizing $\text{Tr}(F)$ is related to penalizing the input gradient norm or the input-output Jacobian of the network, which were shown to be effective regularizers for deep neural networks (Drucker & Le Cun, 1992; Varga et al., 2018; Hoffman et al., 2019; Chan et al., 2020; Moosavi-Dezfooli et al., 2019). Most closely related is Moosavi-Dezfooli et al. (2019) who regularize the curvature in the input space using a stochastic approximation scheme. Our results suggest that penalizing FP is a more effective regularizer than other tested variants of gradient norm penalties. However, we did not run an extensive comparison. In particular, we did not compare directly to Moosavi-Dezfooli et al. (2019).

Chatterjee (2020); Fort et al. (2020b) show that SGD avoids memorization by extracting commonalities between examples due to following gradient descent directions shared between examples. Other works have also connected the implicit regularization effects of using large learning rates with preventing memorization (Arpit et al., 2017; Li et al., 2019; Jastrzebski et al., 2017). Liu et al. (2020) was first to note the difference in gradient norms between noisy and clean examples that emerges in the early phase of training. Our work is complementary to these findings. We make a direct connection between memorization, the instability in the early phase of training, and implicit regularization effects arising from using large learning rates in SGD.

Concurrent works have also proposed that implicit regularization effects in SGD can be understood as a form of gradient penalty. Barrett & Dherin (2021); Smith et al. (2021) show that SGD implicitly penalizes the mini-batch gradient norm, with the strength controlled by the learning rate, and study GP as an explicit regularizer. Analogously, we argue that SGD implicitly regularizes $\text{Tr}(F)$, a closely related quantity, which can be expressed as the squared gradient norm under labels sampled from $p_\theta(y|x)$. We found that penalizing GP did not always close the generalization gap due to using a small learning rate. Overall, our results suggest that the fact that optimization is close to instabil-
We hypothesize that penalizing the local curvature (by using large learning rates in SGD) improves generalization at least in part by strengthening the theoretical works generally do not connect implicit regularization effects in SGD to the fact optimization is close to instability in the early phase of training (Li et al., 2017; Chaudhari & Soatto, 2018; Smith et al., 2021).

Another exciting topic for the future is connecting these findings to shortcut learning (Geirhos et al., 2020). The tendency of SGD to learn the simplest patterns in the datasets can be detrimental to the broader generalization of the model (Nam et al., 2020). We hope that by better understanding implicit regularization effects in SGD, our work will contribute to developing optimization methods that better optimize for both in and out of distribution generalization.

### Limitations

Our work has several limitations. We used mini-batch gradients to approximate \( \text{Tr}(F) \) in Fisher Penalty. While experiments suggest it is inconsequential for the main conclusions, more work would be needed to fully establish it. We also experimented only with vision tasks. Finally, we observed that FP slows down learning on clean examples. This feature makes it challenging to apply with very small learning rates, at which underfitting might start to be an issue.
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Appendix

A. Additional results

A.1. Early phase $\text{Tr}(F)$ correlates with final generalization

In this section, we present the additional experimental results for Section 3. Figure 7 shows the experiments with varying batch size for CIFAR-100 and CIFAR-10. The conclusions are the same as discussed in the main text in Section 3. We also show the training accuracy for all the experiments performed in Figure 2 and Figure 7. They are shown in Figure 8 and Figure 9 respectively. Most runs in all these experiments reach training accuracy $\sim 99\%$ and above.

Figure 7: Association between early phase values of $\text{Tr}(F)$ and generalization holds on the CIFAR-10 and CIFAR-100 datasets. Each point corresponds to multiple runs with randomly chosen seeds and a specific value of batch size. $\text{Tr}F_i$ is recorded during the early phase (2-7 epochs, see main text for details), while the test accuracy is the maximum value along the entire optimization path (averaged across runs with the same batch size). The horizontal and vertical error bars show the standard deviation of values across runs. The plots show that early phase $\text{Tr}(F)$ is predictive of final generalization.

Figure 8: Training accuracy for the runs corresponding to Figure 2. Each point corresponds to multiple seeds and a specific value of learning rate. $\text{Tr}(F_i)$ is recorded during the early phase of training (2-7 epochs, see the main text for details), while the training accuracy is the maximum value along the entire optimization path (averaged across runs with the same learning rate).
Figure 9: Training accuracy for the runs corresponding to Figure 7. Each point corresponds to multiple runs with randomly chosen seeds and a specific value of batch size. $\text{Tr}(F_i)$ is recorded during the early phase (2-7 epochs, see main text for details), while the training accuracy is the maximum value along the entire optimization path (averaged across runs with the same batch size).

A.2. Fisher Penalty

We first show additional metrics for experiments summarized in Table 1 in the main text. Table 6 summarizes the final training accuracy, showing that the baseline experiments were trained until approximately 100% training accuracy was reached. Table 4 supports the claim that all gradient norm regularizers reduce the maximum value of $\text{Tr}(F)$ (we measure $\text{Tr}(F)$ starting from after one epoch of training because $\text{Tr}(F)$ explodes in networks with batch normalization layers at initialization). Finally, Table 5 confirms that the regularizers incurred a relatively small additional computational cost.

Figure 10 complements Figure 4 for the other two models on the CIFAR-10 and CIFAR-100 datasets. The figures are in line with the results of the main text.

Lastly, in Table 7 we report the final training accuracy reached by runs reported in Table 2 in the main text.

Table 4: The maximum value of $\text{Tr}(F)$ along the optimization trajectory for experiments on CIFAR-10 or CIFAR-100 included in Table 1.

| Setting          | $\eta^*$ | Baseline | GPx  | GP   | FP   | GP$^r$ |
|------------------|----------|----------|------|------|------|--------|
| DenseNet/C100 (w/o aug.) | 24.68    | 98.17    | 83.64| 64.33| 66.24| 73.66  |
| VGG11/C100 (w/o aug.)    | 50.88    | 148.19   | 102.95| 58.53| 64.93| 62.96  |
| WResNet/C100 (w/o aug.)   | 26.21    | 91.39    | 41.43| 40.94| 56.53| 39.31  |
| SCNN/C10 (w/o aug.)      | 24.21    | 52.05    | 47.96| 25.03| 19.63| 25.35  |
Table 5: Time per epoch (in seconds) for experiments in Table 1.

| Setting                        | $\eta^*$ | Baseline | GP | GP | FP | GP_{r} |
|--------------------------------|----------|----------|----|----|----|--------|
| WResNet/TinyImageNet (aug.)   | 214.45   | 142.69   | 233.14 | 143.78 | 208.62 | 371.74 |
| DenseNet/C100 (w/o aug.)      | 78.88    | 57.40    | 77.89 | 78.66 | 97.25 | 75.96  |
| VGG11/C100 (w/o aug.)         | 30.50    | 35.27    | 31.54 | 32.52 | 43.41 | 42.40  |
| WResNet/C100 (w/o aug.)       | 49.64    | 47.99    | 71.33 | 61.36 | 76.93 | 53.25  |
| SCNN/C10 (w/o aug.)           | 18.64    | 19.51    | 26.09 | 19.91 | 21.21 | 20.55  |

Table 6: The final epoch training accuracy for experiments shown in Table 1. Experiments with small learning rate reach no lower accuracy than experiments corresponding to a large learning rate $\eta^*$.

| Setting                        | $\eta^*$ | Baseline | GP | GP | FP | GP_{r} |
|--------------------------------|----------|----------|----|----|----|--------|
| WResNet/TinyImageNet (aug.)   | 99.84%   | 99.96%   | 99.97% | 93.84% | 81.05% | 86.46% |
| DenseNet/C100 (w/o aug.)      | 99.98%   | 99.97%   | 99.96% | 99.91% | 99.91% | 99.39% |
| VGG11/C100 (w/o aug.)         | 99.98%   | 99.98%   | 99.85% | 99.62% | 97.73% | 86.32% |
| WResNet/C100 (w/o aug.)       | 99.98%   | 99.98%   | 99.97% | 99.96% | 99.99% | 99.94% |
| SCNN/C10 (w/o aug.)           | 100.00%  | 100.00%  | 97.79% | 100.00% | 93.80% | 94.64% |

Table 7: The final epoch training accuracy for experiments shown in Table 2.

| Setting                        | $\eta^*$ | FP     |
|--------------------------------|----------|--------|
| DenseNet/C100 (aug)            | 98.75±0.27% | 97.53±1.75% |
| SCNN/C10 (aug)                 | 97.52±1.98% | 98.94±0.08% |
| VGG11/C100 (aug)               | 98.64±0.06% | 93.06±0.01% |
| WResNet/C100 (aug)             | 99.97±0.01% | 99.97±0.00% |
| WResNet/Tiny ImageNet (aug)    | 99.86±0.02% | 93.65±5.85% |

A.3. Fisher Penalty Reduces Memorization

In this section, we include additional experimental results for Section 4.1. Figure 11 is the same as Figure 5, but for ResNet-50. Finally, we show additional metrics for the experiments involving 25% noisy examples. Figure 12 shows the cosine between the mini-batch gradients computed on the noisy and clean data. In Table 9 and Table 8 we show training accuracy on the noisy and clean examples in the final epoch of training.

Figure 12: The cosine between the mini-batch gradients computed on the noisy ($g_n$) and clean ($g_c$) data, both measured on the training set. We observe that in the early phase of training the angle is negative. Furthermore, stronger regularization with GP_{r} or FP correlates with a more negative angle.
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(a) Gradient norm on clean examples (left, denoted as $g_c$), noisy examples (middle, denoted as $g_n$), and their ratio (right); evaluated on the training set.

(b) Training accuracy on clean and noisy examples (solid/dashed lined, left), validation accuracy (middle), and a scatter plot of training accuracy on clean vs noisy examples (right).

Figure 11: Same as Figure 5, but for ResNet-50 trained on the CIFAR-100 dataset.

Table 8: Training accuracy on the clean examples int the final epoch, for experiments reported in Table 3 (with 25% examples with noisy labels).

| Label Noise | Setting       | Baseline | Mixup | $G_P$ | FP    | $G_P_r$ |
|-------------|---------------|----------|-------|-------|-------|---------|
| 25%         | VGG-11/C100   | 99.79%   | 73.14%| 97.46%| 79.52%| 81.75%  |
|             | ResNet-52/C100| 95.87%   | 77.71%| 95.88%| 78.72%| 74.21%  |

A.4. Early $Tr(F)$ influences final curvature

In this section, we present additional experimental results for Section 5. The experiment on CIFAR-10 is shown in Figure 13. The conclusions are the same as discussed in the main text in Section 5.

Table 9: Training accuracy on the noisy examples in the final epoch, for experiments reported in Table 3 (with 25% examples with noisy labels).

| Label Noise | Setting       | Baseline | Mixup | $G_P$ | FP    | $G_P_r$ |
|-------------|---------------|----------|-------|-------|-------|---------|
| 25%         | VGG-11/C100   | 99.56%   | 8.29% | 89.23%| 4.10% | 4.96%   |
|             | ResNet-52/C100| 73.67%   | 4.22% | 72.67%| 4.14% | 2.86%   |
We make three observations in this experiment. First, the relative ordering of $\text{Tr}(\mathbf{F})$ vary on a fine-grained scale, while the elements across the two sets vary on a coarse-grained scale. The remaining details

Next, to understand why smaller $\text{Tr}(\mathbf{F})$ during the early phase is more likely to end up in a wider final minimum, we track $\text{Tr}(\mathbf{H})$ during the entire course of training and show that it stabilizes early on. In this experiment, we create two sets of hyper-parameters: coarse-grained and fine-grained. For CIFAR-10, we use batch size $S = \{80, 100, 120\}$ and $B = \{80, 100, 120\}$. For all batch size configurations, a learning rate of 0.02 is used. Overloading the symbols $A$ and $B$ for CIFAR-100, we use learning rate $\eta = \{0.0008, 0.001, 0.0012\}$ and $B = \{0.008, 0.01, 0.012\}$. For all learning rate configurations, a batch size of 100 is used. In both cases, the elements within each set ($A \cup B$) vary on a fine-grained scale, while the elements across the two sets vary on a coarse-grained scale. The remaining details and additional experiments can be found in Appendix 1.4. The experiments are shown in Figure 14. Notice that after initialization (index 0 on the horizontal axis), the first value is computed at epoch 10 (at which point the experiments show that entanglement has started to hold in alignment with the late phase).

We make three observations in this experiment. First, the relative ordering of $\text{Tr}(\mathbf{H})$ values for runs between sets $A$ vs $B$ stays the same after the first 10 epochs. Second, the degree of entanglement is higher between any two epochs when looking at runs across sets $A$ and $B$, while it is weaker when looking at runs within any one of the sets. Finally, test accuracies for set $B$ runs are always higher than those of set $A$ runs, but this trend is not strong for runs within any one set. Note that the minimum loss values are roughly at a similar scale for each dataset and they are all at or below $10^{-2}$.
B. Computation of $\text{Tr}(\mathbf{H})$

We computed $\text{Tr}(\mathbf{H})$ in our experiments using the Hutchinson’s estimator (Hutchinson, 1990),

$$
\text{Tr}(\mathbf{H}) = \text{Tr}(\mathbf{H} \cdot \mathbf{I}) = \text{Tr}(\mathbf{H} \cdot \mathbb{E}[\mathbf{zz}^T]) = \mathbb{E}[\text{Tr}(\mathbf{H} \cdot \mathbf{zz}^T)] = \mathbb{E}[\mathbf{z}^T \mathbf{H} \cdot \mathbf{z}]
$$

$$
\approx \frac{1}{M} \sum_{i=1}^{M} \mathbf{z}_i^T \mathbf{H} \cdot \mathbf{z}_i
$$

$$
= \frac{1}{M} \sum_{i=1}^{M} \mathbf{z}_i^T \\frac{\partial}{\partial \theta} \left( \frac{\partial \ell}{\partial \theta} \right)^T \cdot \mathbf{z}_i
$$

$$
= \frac{1}{M} \sum_{i=1}^{M} \mathbf{z}_i^T \\frac{\partial}{\partial \theta} \left( \frac{\partial \ell}{\partial \theta}^T \mathbf{z}_i \right),
$$

where $\mathbf{I}$ is the identity matrix, $\mathbf{z}$ is a multi-variate standard Gaussian random variable, and $\mathbf{z}_i$’s are i.i.d. instances of $\mathbf{z}$. The larger the value of $M$, the more accurate the approximation is. We used $M = 30$. To make the above computation efficient, note that the gradient $\frac{\partial \ell}{\partial \theta}$ only needs to be computed once and it can be re-used in the summation over the $M$ samples.

C. Approximations in Fisher Penalty

In this section, we describe in detail the approximations made when computing the Fisher Penalty. Recall that $\text{Tr}(\mathbf{F})$ can be expressed as

$$
\text{Tr}(\mathbf{F}) = \mathbb{E}_{x \sim X, \hat{y} \sim p_{\theta}(y|x)} \left[ \left\| \frac{\partial}{\partial \theta} \ell(x, \hat{y}) \right\|_2^2 \right]. \quad (4)
$$

In the preliminary experiments, we found that we can use the norm of the expected gradient rather than the expected norm of the gradient, which is a more direct expression of $\text{Tr}(\mathbf{F})$:

$$
\nabla \mathbb{E}_{x \sim X, \hat{y} \sim p_{\theta}(y|x)} \left[ \left\| \frac{\partial}{\partial \theta} \ell(x, \hat{y}) \right\|_2^2 \right] \approx \frac{1}{N} \sum_{n=1}^{N} \frac{1}{M} \sum_{m=1}^{M} \nabla \left\| \frac{\partial}{\partial \theta} \ell(x_n, \hat{y}_{nm}) \right\|_2^2
$$

$$
\geq \nabla \left\| \frac{1}{NM} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{\partial}{\partial \theta} \ell(x_n, \hat{y}_{nm}) \right\|_2^2,
$$

where $N$ and $M$ are the minibatch size and the number of samples from $p_{\theta}(y|x_n)$, respectively. This greatly improves the computational efficiency. With $N = B$ and $M = 1$, we end up with the following learning objective function:

$$
\ell'(x_{1:B}, y_{1:B}; \theta) = \frac{1}{B} \sum_{i=1}^{B} \ell(x_i, y_i; \theta) + \alpha \left\| \frac{1}{B} \sum_{i=1}^{B} g(x_i, \hat{y}_i) \right\|_2^2. \quad (5)
$$

We found empirically that $\left\| \frac{1}{B} \sum_{i=1}^{B} g(x_i, \hat{y}_i) \right\|_2^2$, which we denote by $\text{Tr}(\mathbf{F}_B)$, and $\text{Tr}(\mathbf{F})$ correlate well during training. To demonstrate this, we train SimpleCNN on the CIFAR-10 dataset with 5 different learning rates (from $10^{-3}$ to $10^{-1}$). The outcome is shown in Figure 15. We see that for most of the training, with the exception of the final phase, $\text{Tr}(\mathbf{F}_B)$ and $\text{Tr}(\mathbf{F})$ correlate extremely well. Equally importantly, we find that using a large learning affects both $\text{Tr}(\mathbf{F}_B)$ and $\text{Tr}(\mathbf{F})$, which further suggests the two are closely connected.
Figure 15: Correlation between \( \text{Tr}(F) \) and \( \text{Tr}(F^B) \) for SimpleCNN trained on the CIFAR-10 dataset. Blue to red color denotes learning rates from \( 10^{-3} \) to \( 10^{-1} \). The value of \( \text{Tr}(F) \) and \( \text{Tr}(F^B) \) correlate strongly for the most of the training trajectory. Using large learning rate reduces both \( \text{Tr}(F) \) and \( \text{Tr}(F^B) \).

Figure 16: A comparison between the effect of recomputing Fisher Penalty gradient every 10 iterations (left) or every iteration (right), with respect to validation accuracy and \( \text{Tr}(F) \). We denote by \( f \) the frequency with which we update the gradient. Both experiments result in approximately 80% test accuracy with the best configuration.

Figure 17: Using Fisher Penalty without the approximation results in a similar generalization performance. We penalize the norm of the gradient rather than norm of the mini-batch gradient (as in Equation 3). We observe that this variant of Fisher Penalty improves generalization to a similar degree as the version of Fisher Penalty used in the paper (c.f. Figure 16.), achieving 79.7% test accuracy.
We also update the gradient of $\text{Tr}(\mathbf{F}^B)$ only every 10 optimization steps. We found empirically it does not affect generalization performance nor the ability to regularize $\text{Tr}(\mathbf{F})$ in our setting. However, we acknowledge that it is plausible that this choice would have to be reconsidered in training with very large learning rates or with larger models.

Figure 16 compares learning curves of training with FP recomputed every optimization step with every 10th optimization step. For each, we tune the hyperparameter $\alpha$, checking 10 values equally spaced between $10^{-2}$ and $10^0$ on a logarithmic scale. We observe that for the optimal value of $\alpha$, both validation accuracy and $\text{Tr}(\mathbf{F})$ are similar between the two runs. Both experiments achieve approximately 80% test accuracy.

Finally, to ensure that using the approximation in Equation 3 does not negatively affect how Fisher Penalty improves generalization or reduces the value of $\text{Tr}(\mathbf{F})$, we experiment with a variant of Fisher Penalty without the approximation. Please recall that we always measure $\text{Tr}(\mathbf{F})$ (i.e. we do not use approximations in computing $\text{Tr}(\mathbf{F})$ that is reported in the plots), regardless of what variant of penalty is used in regularizing the training.

Specifically, we augment the loss function with the norm of the gradient computed on the first example in the mini-batch as follows

$$
\ell'(x_{1:B}, y_{1:B}; \theta) = \frac{1}{B} \sum_{i=1}^{B} \ell(x_i, y_i; \theta) + \alpha \|g(x_1, y_1)\|^2.
$$

(6)

We apply this penalty in each optimization step. We tune the hyperparameter $\alpha$, checking 10 values equally spaced between $10^{-4}$ and $10^{-2}$ on a logarithmic scale.

Figure 17 summarizes the results. We observe that the best value of $\alpha$ yields 79.7% test accuracy, compared to 80.02% test accuracy yielded by the Fisher Penalty. The effect on $\text{Tr}(\mathbf{F})$ is also very similar. We observe that the best run corresponds to a maximum value of $\text{Tr}(\mathbf{F})$ of 24.16, compared to that of 21.38 achieved by Fisher Penalty. These results suggest that the approximation used in this paper’s version of the Fisher Penalty only improves the generalization and flattening effects of Fisher Penalty.

D. A closer look at the surprising effect of learning rate on the loss geometry in the early phase of training

It is intuitive to hypothesize that the catastrophic Fisher explosion (the initial growth of the value of $\text{Tr}(\mathbf{F})$) occurs during training with a large learning rate but is overlooked due to not sufficiently fine-grained computation of $\text{Tr}(\mathbf{F})$. In this section, we show evidence against this hypothesis based on the literature mentioned in the main text. We also run additional experiments in which we compute the value of $\text{Tr}(\mathbf{F})$ at each iteration.

The surprising effect of the learning rate on the geometry of the loss surface (e.g. the value of $\text{Tr}(\mathbf{F})$) was demonstrated in prior works (Jastrzkebski et al., 2019; Golatkar et al., 2019; Lewkowycz et al., 2020; Leclerc & Madry, 2020). In particular, Jastrzkebski et al. (2020); Lewkowycz et al. (2020) show that training with a large learning rate rapidly escapes regions of high curvature, where curvature is understood as the spectral norm of the Hessian evaluated at the current point of the loss surface. Perhaps the most direct experimental data against this hypothesis can be found in (Cohen et al., 2021) in Figure 1, where training with Gradient Descent finds regions of the loss surface with large curvature for small learning rate rapidly in the early phase of training.

We also run the following experiment to provide further evidence against the hypothesis. We train SimpleCNN on the CIFAR-10 dataset using two different learning rates, while computing the value of $\text{Tr}(\mathbf{F})$ for every mini-batch. We use 128 random samples in each iteration to estimate $\text{Tr}(\mathbf{F})$.

We find that training with a large learning rate never (even for a single optimization step) enters a region where the value of $\text{Tr}(\mathbf{F})$ is as large as what is reached during training with a small learning rate. Figure 18 shows the experimental data.

We also found similar to hold when varying the batch size, see Section E, which further shows that the observed effects cannot be explained by the difference in learning speed incurred by using a small learning rate.

To summarize, both the published evidence of Jastrzkebski et al. (2020); Lewkowycz et al. (2020); Cohen et al. (2021), as well as our additional experiments, are inconsistent with the hypothesis that the results in this paper can be explained by differences in training speed between experiments using large and small learning rates.
Figure 18: Training with a large learning rate never (even for a single optimization step) enters a region with as large value of \( \text{Tr}(F) \) as the maximum value of \( \text{Tr}(F) \) reached during training with a small learning rate. We run the experiment using SimpleCNN on the CIFAR-10 dataset with two different learning rates. The left plot shows the value of \( \text{Tr}(F) \) computed at each iteration, and the right plot shows training accuracy computed on the current mini-batch (curve has been smoothed for clarity).

**E. Catastrophic Fisher Explosion holds in training with large batch size**

In this section, we show preliminary evidence that the conclusions transfer to large batch size training. Namely, we show that (1) catastrophic Fisher explosion also occurs in large batch size training, and (2) Fisher Penalty can improve generalization and close the generalization gap due to using a large batch size (Keskar et al., 2017).

Figure 19: Catastrophic Fisher explosion occurs also in large batch size training. Experiment run on the CIFAR-10 and dataset the SimpleCNN model. The left plot shows the value of \( \text{Tr}(F) \) computed at each iteration, and the right plot shows training accuracy computed on the current mini-batch (curve has been smoothed for clarity).

We first train SimpleCNN on the CIFAR-10 dataset using three different batch sizes, while computing the value of \( \text{Tr}(F) \) for every mini-batch. We use 128 random samples in each iteration to estimate \( \text{Tr}(F) \). Figure 19 summarizes the experiment. We observe that training with a large batch size enters a region of the loss surface with a substantially larger value of \( \text{Tr}(F) \) than with the small batch size.

Next, we run a variant of one of the experiments in Table 1. Instead of using a suboptimal (smaller) learning rate, we use a suboptimal (larger) batch size. Specifically, we train SimpleCNN on the CIFAR-10 dataset (without augmentation) with a 10x larger batch size while keeping the learning rate the same. Using a larger batch size results in 3.24% lower test accuracy (76.94% compared to 73.7% test accuracy, c.f. with Table 1).
We next experiment with Fisher Penalty. We apply the penalty in each optimization step and use the first 128 examples when computing the penalty. We also use a 2x lower learning rate, which stabilizes training but does not improve generalization on its own (training with this learning rate reaches 73.59% test accuracy). Figure 20 shows $\text{Tr}(F)$ and validation accuracy during training for different values of the penalty. We observe that Fisher Penalty improves test accuracy from 73.59% to 78.7%. Applying Fisher Penalty also effectively reduces the peak value of $\text{Tr}(F)$.

Taken together, the results suggest that Catastrophic Fisher explosion holds in large batch size training; using a small batch size improves generalization by a similar mechanism as using a large learning rate, which can be introduced explicitly in the form of Fisher Penalty.

**F. $\text{Tr}(H)$ and $\text{Tr}(F)$ correlate strongly**

We demonstrate a strong correlation between $\text{Tr}(H)$ and $\text{Tr}(F)$ for DenseNet, ResNet-56 and SimpleCNN in Figure 21. We calculate $\text{Tr}(F)$ using a mini-batch. We see that $\text{Tr}(F)$ has a smaller magnitude (we use a mini-batch gradient) but correlates strongly with $\text{Tr}(H)$.
G. Relationship between Fisher Penalty and gradient norm penalty

We give here a short argument that GP might act as a proxy for regularizing \( \text{Tr}(F) \). Let \( f(x) \) represents the logits of the network, and \( \mathcal{L} \) represent the loss. Then \( \|g\|^2 = \|\frac{\partial \mathcal{L}(x, y)}{\partial f(x)} \frac{\partial f(x)}{\partial \theta}\|^2 \), and \( \text{Tr}(F) = \|\frac{\partial \mathcal{L}(x, y)}{\partial f(x)} \frac{\partial f(x)}{\partial \theta}\|^2 \). Hence, in particular, reducing the scale of the Jacobian of the logits with respect to weights will reduce both \( \|g\|^2 \) and \( \text{Tr}(F) \). Empirically, penalizing gradient norm seems to be a less effective regularizer, which suggests that it acts as a proxy for regularizing \( \text{Tr}(F) \). A similar argument can be also made for \( G \).

H. Fisher Penalty Reduces Memorization

We present here a short argument that Fisher Penalty can be seen as reducing the training speed of examples that are both labeled randomly and for which the model makes a random prediction.

Let \( \mathcal{D}_R = \{x_i, y_i\}_i \) denote a set of examples where the label \( y_i \) is sampled from the discrete uniform distribution \( \mathcal{U} \). Let \( g(x, y; \theta) = \frac{\partial}{\partial \theta} \ell(x, y; \theta) \) denote gradient of the loss function evaluated on an example \( (x, y) \).

Assume that the predictive distribution \( p_\theta(y|x) \) is uniform for all \( x \in \mathcal{D}_R \). Then the expected mean squared norm of gradient of examples in \( \mathcal{D}_R \) over different sampling of labels is \( \mathbb{E}[\|g(x, y)\|^2] = \frac{1}{|\mathcal{D}_R|} \sum_{i \sim \mathcal{U}} \mathbb{E}_{y \sim \mathcal{U}}[\|g(x_i, y)\|^2] = \frac{1}{|\mathcal{D}_R|} \sum_{i \sim \mathcal{D}_R} \mathbb{E}_{y \sim p_\theta(y|x)}[\|g(x_i, y)\|^2] \).

Fisher Penalty aims to penalize the trace of the Fisher Information Matrix. For examples in \( \mathcal{D}_R \), \( \text{Tr}(F) \) evaluates to \( \text{Tr}(F_R) = \frac{1}{|\mathcal{D}_R|} \mathbb{E}_{y \sim p_\theta(y|x)}[\|g(x_i, y)\|^2] \), which under our assumptions is equal to \( \mathbb{E}[\|g(x, y)\|^2] \).

We are interested in understanding how Fisher Penalty affects the learning speed of noisy examples. The reduction in the training loss for a given example can be related to its gradient norm using Taylor expansion. Consider the difference in training loss \( \Delta \ell = \ell(x, y; \theta - \eta g(x, y)) - \ell(x, y; \theta) \) after performing a single step of gradient descent on this example.

Using first-order Taylor expansion we arrive at \( \Delta \ell \approx -\eta \|g(x, y)\|^2 \).

Taken together, penalizing \( \|g(x, y)\|^2 \), which is achieved by penalizing \( \text{Tr}(F)_R \), can be seen as slowing down learning on noisy examples.

However, in practice, we apply Fisher Penalty to all examples in the training set because we do not know which ones are corrupted. Consider \( \mathcal{D} = \mathcal{D}_R \cup \mathcal{D}_C \), where \( \mathcal{D} \) is the whole training set and \( \mathcal{D}_C \) denotes the subset with clean (not altered) labels. Then, \( \text{Tr}(F) = \text{Tr}(F_R) + \text{Tr}(F_C) \), where \( \text{Tr}(F) \) denotes trace of the FIM evaluated on the whole dataset, and \( \text{Tr}(F_C) = \text{Tr}(F_R) \) denotes the trace of the FIM on the clean (noisy) subset of the dataset.

Hence, if \( \text{Tr}(F_R) \gg \text{Tr}(F_C) \), we can expect Fisher Penalty to disproportionately slow down training of noisy examples. This assumption is likely to hold because the clean examples tend to be learned much earlier in training than noisy ones (Arpit et al., 2017). In experiments, we indeed observe that the gradient norm of examples with noisy labels is disproportionately affected by Fisher Penalty, and also that learning on noisy examples is slower.

I. Additional Experimental Details

I.1. Early phase \( \text{Tr}(F) \) correlates with final generalization

Here, we describe additional details for experiments in Section 3.

In the experiments with batch size, for CIFAR-10, we use batch sizes 100, 500 and 700, and \( \epsilon = 1.2 \). For CIFAR-100, we use batch sizes 100, 300 and 700, and \( \epsilon = 3.5 \). These thresholds are crossed between 2 and 7 epochs across different hyperparameter settings. The remaining details for CIFAR-100 and CIFAR-10 are the same as described in the main text. The optimization details for these datasets are as follows.

**ImageNet:** No data augmentation was used in order to allow training loss to converge to small values. We use a batch size of 256. Training is done using SGD with momentum set to 0.9, weight decay set to 1e−4, and with base learning rates in \{0.001, 0.01, 0.1\}. Learning rate is dropped by a factor of 0.1 after 29 epochs and training is ended at around 50 epochs at which most runs converge to small loss values. No batch normalization is used and weight are initialized using Fixup (Zhang et al., 2019). For each hyperparameter setting, we run two experiments with different random seeds (due to the computational overhead). We compute \( \text{Tr}(F) \) using 2500 samples (similarly to (Jastrzebski et al., 2020)).
CIFAR-10: We used random flipping as data augmentation. In the experiments with variation in learning rates (used \( \{0.007, 0.01, 0.05\} \)), we use a batch size of 256. In the experiments with variation in batch size (used 100, 500 and 700), we use a learning rate of 0.02. Training is done using SGD with momentum set to 0.9, weight decay set to \( 1 \times 10^{-5} \). Learning rate is dropped by a factor of 0.5 at epochs 60, 120, and 170, and training is ended at 200 epochs at which most runs converge to small loss values. No batch normalization is used and weight are initialized using (Arpit et al., 2019). For each hyperparameter setting, we run 32 experiments with different random seeds. We compute \( \text{Tr}(F) \) using 5000 samples.

CIFAR-100: No data augmentation was used for CIFAR-100 to allow training loss to converge to small values. We used random flipping as data augmentation for CIFAR-10. In the experiments with variation in learning rates (used \( \{0.005, 0.001, 0.01\} \)), we use a batch size of 100. In the experiments with variation in batch size (used 100, 300 and 700), we use a learning rates of 0.02. Training is done using SGD with momentum set to 0.9, weight decay set to \( 1 \times 10^{-5} \). Learning rate is dropped by a factor of 0.5 at epochs 60, 120, and 170, and training is ended at 200 epochs at which most runs converge to small loss values. No batch normalization is used and the weights are initialized using (Arpit et al., 2019). For each hyperparameter setting, we run 32 experiments with different random seeds. We compute \( \text{Tr}(F) \) using 5000 samples.

1.2. Fisher Penalty

Here, we describe the remaining details for the experiments in Section 4. We first describe how we tune hyperparameters in these experiments. In the remainder of this section, we describe each setting used in detail.

Tuning hyperparameters In all experiments, we refer to the optimal learning rate \( \eta^* \) as the learning rate found using grid search. In most experiments, we check 5 different learning rate values uniformly spaced on a logarithmic scale, usually between \( 10^{-2} \) and \( 10^{0} \). In some experiments, we adapt the range to ensure that it includes the optimal learning rate. We tune the learning rate only once for each configuration (i.e. we do not repeat it for different random seeds).

In the first setting, for most experiments involving gradient norm regularizers, we use \( 10 \times \) smaller learning rate than \( \eta^* \). For TinyImageNet, we use 30 \( \times \) smaller learning rate than \( \eta^* \). To pick the regularizer coefficient \( \alpha \), we evaluate 10 different values uniformly spaced on a logarithmic scale between \( 10^{-1} \times v \) to \( 10^{1} \times v \) with \( v \in \mathbb{R}_+ \). We choose the best performing \( \alpha \) according to validation accuracy. We pick the value of \( v \) manually with the aim that the optimal \( \alpha \) is included in this range. We generally found that \( v = 0.01 \) works well for GP, GP\(_r\), and FP. For GP\(_s\), we found in some experiments that it is necessary to pick larger values of \( v \).

Measuring \( \text{Tr}(F) \) We measure \( \text{Tr}(F) \) using the number of examples equal to the batch size used in training. For experiments with Batch Normalization layers, we use Batch Normalization in evaluation mode due to the practical reason that computing \( \text{Tr}(F) \) uses a batch size of 1, and hence \( \text{Tr}(F) \) is not defined for a network with Batch Normalization layers in training mode.

DenseNet on the CIFAR-100 dataset We use the DenseNet (L=40, k=12) configuration from (Huang et al., 2017). We largely follow the experimental setting in (Huang et al., 2017). We use the standard data augmentation (where noted) and data normalization for CIFAR-100. We hold out random 5000 examples as the validation set. We train the model using SGD with a momentum of 0.9, a batch size of 128, and a weight decay of 0.0001. Following (Huang et al., 2017), we train for 300 epochs and decay the learning rate by a factor of 0.1 after epochs 150 and 225. To reduce variance, in testing we update Batch Normalization statistics using 100 batches from the training set.

Wide ResNet on the CIFAR-100 dataset We train Wide ResNet (depth 44 and width 3, without Batch Normalization layers). We largely follow experimental setting in (He et al., 2016). We use the standard data augmentation and data normalization for CIFAR-100. We hold out random 5000 examples as the validation set. We train the model using SGD with a momentum of 0.9, a batch size of 128, and a weight decay of 0.0010. Following (He et al., 2016), we train for 300 epochs and decay the learning rate by a factor of 0.1 after epochs 150 and 225. We remove Batch Normalization layers. To ensure stable training we use the SkipInit initialization (De & Smith, 2020).

VGG-11 on the CIFAR-100 dataset We adapt the VGG-11 model (Simonyan & Zisserman, 2015) to CIFAR-100. We do not use dropout nor Batch Normalization layers. We hold out random 5000 examples as the validation set. We use the standard data augmentation (where noted) and data normalization for CIFAR-100. We train the model using SGD with a momentum of 0.9, a batch size of 128, and a weight decay of 0.0001. We train the model for 300 epochs and decay the
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learning rate by a factor of 0.1 after every 40 epochs starting from epoch 80.

**SimpleCNN on the CIFAR-10 dataset**  We also ran experiments on the CNN example architecture from the Keras example repository (Chollet & others, 2015)², which we change slightly. Specifically, we remove dropout and reduce the size of the final fully-connected layer to 128. We train it for 300 epochs and decay the learning rate by a factor of 0.1 after the epochs 150 and 225. We train the model using SGD with a momentum of 0.9, and a batch size of 128.

**Wide ResNet on the TinyImageNet dataset**  We train Wide ResNet (depth 44 and width 3, with Batch Normalization layers) on TinyImageNet Le & Yang (2015). TinyImageNet consists of a subset of 100,000 examples from ImageNet that we downsized to $32 \times 32$ pixels. We train the model using SGD with a momentum of 0.9, a batch size of 128, and a weight decay of 0.0001. We train for 300 epochs and decay the learning rate by a factor of 0.1 after epochs 150 and 225. We do not use validation in TinyImageNet due to its larger size. To reduce variance, in testing we update Batch Normalization statistics using 100 batches from the training set.

I.3. Fisher Penalty Reduces Memorization

Here, we describe additional experimental details for Section 4.1. We use two configurations described in Section I.2: VGG-11 trained on CIFAR-100 dataset, and Wide ResNet trained on the CIFAR-100 dataset. We tune the regularization coefficient $\alpha$ in the range $\{0.01, 0.1, 0.31, 10\}$, with the exception of GP, for which we use the range $\{10, 30, 100, 300, 1000\}$. We tuned the mixup coefficient in the range $\{0.4, 0.8, 1.6, 3.2, 6.4\}$. We removed weight decay in these experiments. We use validation set for early stopping, as commonly done in the literature.

I.4. Early $\text{Tr}(\mathbf{F})$ influences final curvature

**CIFAR-10**: We used random flipping as data augmentation for CIFAR-10. We use a learning rate of 0.02 for all experiments. Training is done using SGD with momentum 0.9, weight decay $1e-5$, and batch size as shown in figures. The learning rate is dropped by a factor of 0.5 at 80, 150, and 200 epochs, and training is ended at 250 epochs. No batch normalization is used and the weights are initialized using (Arpit et al., 2019). For each batch size, we run 32 experiments with different random seeds. We compute $\text{Tr}(\mathbf{F})$ using 5000 samples.

**CIFAR-100**: No data augmentation is used. We use a batch size of 100 for all experiments. Training is done using SGD with momentum 0.9, weight decay $1e-5$, and with base learning rate as shown in figures. The learning rate is dropped by a factor of 0.5 at 80, 150, and 200 epochs, and training is ended at 250 epochs. No batch normalization is used and the weights are initialized using (Arpit et al., 2019). For each learning rate, we run 32 experiments with different random seeds. We compute $\text{Tr}(\mathbf{F})$ using 5000 samples.

²Accessible at https://github.com/keras-team/keras/blob/master/examples/cifar10_cnn.py.