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1. INTRODUCTION

Wireless communication systems often suffer from a problem due to multipath fading which makes the channels frequency-selective. Channel coefficients are often unknown to the receiver so that channel identification needs to be done before equalization can be performed. Among techniques for identifying unknown channel coefficients, blind methods have long been of great interest. In the literature many blind methods have been proposed based on the knowledge of second-order statistics (SOS) or higher-order statistics of the transmitted symbols [1, 2]. These methods often need to accumulate a large number of received symbols until channel coefficients can be estimated accurately. This requirement leads to a disadvantage when the system is working over a fast-varying channel.

A deterministic blind method using redundant filterbank precoders was proposed by Scaglione et al. [3] by exploiting trailing zeros introduced at the transmitter. Figure 1 shows a typical linear redundant precoded system. Source symbols are divided into blocks with size $M$ and linearly precoded into $P$-symbol blocks which are then transmitted on the channel. It is well known that when $P \geq M + L$, where $L$ is the maximum order of the FIR channel, interblock interference (IBI) can be completely eliminated in absence of noise. When the block size $M$ increases, the bandwidth efficiency $\eta = (M + L)/M$ approaches unity asymptotically. The deterministic method proposed in [3] (which we will call the SGB method) exploits trailing zeros with length $L$ introduced in each transmitted block and assumes the input sequence is rich. That is, the matrix composed of finite source blocks achieves full rank.

The method in [3] requires the receiver to accumulate at least $M$ blocks before channel coefficients can be identified. This prevents the system from identifying channel coefficients accurately when the channel is fast-varying, especially when the block size $M$ is large. More recently, Manton and Neumann pointed out that the channel could be identifiable with only two received blocks [4]. An algorithm based on viewing the channel identification problem as finding the greatest common divisor (GCD) of two polynomials is proposed in [5] (which we will call the MNP method). Even though it greatly reduces the number of received blocks needed for channel identification, the algorithm has much more computational complexity especially when the block size $M$ is large.

In this paper, we propose a generalized algorithm of which the SGB algorithm proposed in [3] and the MNP algorithm in [5] are both special cases. By carefully choosing parameters, the system performance and computational
complexity can be jointly optimized. The rest of the paper is organized as follows. Section 2 describes the system structure with linear precoder filter banks and reviews several existing blind algorithms. In Section 3 we present the generalized algorithm and derive the conditions on the input sequence under which the algorithm operates properly. In Section 4 we propose a frequency domain version of the generalized algorithm. The concept of generalized signal richness is introduced in Section 5 and some properties thereof are studied in detail. Simulation results and complexity analysis of both time and frequency domain approaches are presented in Section 6. In particular, simulations under time-varying channel environments are presented to demonstrate the strength of the proposed algorithm against channel variation. Finally, conclusions are made in Section 7. Some of the results in the paper have been presented at a conference [6].

1.1. Notations

Boldfaced lower-case letters represent column vectors. Bold-faced upper-case letters and calligraphic upper case letters are reserved for matrices. Superscripts as in $A^T$ and $A^H$ denote the transpose and transpose-conjugate operations, respectively, of a matrix or a vector. All the vectors and matrices in this paper are complex-valued. In the figures “↑ P” represents an expander and “↓ P” a decimator [7].

If $v = [v_1 \ v_2 \ \cdots \ \ v_M]^T$ is an $M \times 1$ column vector, then $\mathcal{T}(v, q)$ denotes an $(M + q - 1) \times q$ Toeplitz matrix whose first row and first column are $[v_1 \ 0 \ \cdots \ 0]$ and $[v_1 \ v_2 \ \cdots \ v_M \ 0 \ \cdots \ 0^T]$, respectively. For example,

$$
\mathcal{T} \left( \begin{bmatrix} a_1 \\ a_2 \\ a_3 \\ a_4 \end{bmatrix}, 3 \right) = \begin{bmatrix} a_1 & 0 & 0 \\ a_2 & a_1 & 0 \\ a_3 & a_2 & a_1 \\ 0 & a_3 & a_2 \\ 0 & 0 & a_4 \end{bmatrix}.
$$

2. PROBLEM FORMULATION AND LITERATURE REVIEW

2.1. Redundant filter bank precoders

Consider the multirate communication system [8] depicted in Figure 1. The source symbols $s_1(n), s_2(n), \ldots, s_M(n)$ may come from $M$ different users or from a serial-to-parallel operation on data of a single user. For convenience we consider the blocked version $s(n)$ as indicated. The vector $s(n)$ is precoded by a $P \times M$ matrix $R(z)$ where $P > M$. The information with redundancy is then sent over the channel $H(z)$. We assume $H(z)$ is an FIR channel with a maximum order $L$, that is,

$$
H(z) = \sum_{k=0}^{L} h_k z^{-k}.
$$

The signal is corrupted by channel noise $e(n)$. The received symbols $y(n)$ are divided into $P \times 1$ block vectors $y(n)$. The $M \times P$ matrix $G(z)$ is the channel equalizer and $\hat{s}_1(n), \hat{s}_2(n), \ldots, \hat{s}_M(n)$ are the recovered symbol streams. Also, for simplicity we define $h$ as the column vector $[h_0 \ h_1 \ \cdots \ h_L]^T$. We set

$$
P = M + L,
$$

that is, the redundancy introduced in a block is equal to the maximum channel order.

2.2. Trailing zeros as transmitter guard interval

Suppose we choose the precoder $R(z) = [R_0]_0$ where $R_1$ is an $M \times M$ constant invertible matrix and the $L \times M$ zero matrix $0$ represents zero-padding with length $L$ in each transmitted block, as indicated in Figure 2. For simplicity of describing the algorithms, in this section we assume the noise is absent.
Now, the received blocks can be written as

\[
\begin{bmatrix}
y(1) \\
y(2) \\
\vdots \\
y(j)
\end{bmatrix} = \mathcal{H}_M R_1 \begin{bmatrix} s(1) \\
s(2) \\
\vdots \\
s(j)
\end{bmatrix},
\]

(4)

where \( \mathcal{H}_M = \mathcal{T}(h, M) \) is the full-banded Toeplitz channel matrix. As long as vector \( h \) is nonzero, the matrix \( \mathcal{H}_M \) has full column rank \( M \). Now, we assume the signal \( s(n) \) is rich, that is, there exists an integer \( J \) such that the matrix \( S \) has full row rank \( M \). Since \( R_1 \) is an \( M \times M \) invertible matrix, we conclude that the \( P \times J \) matrix \( Y \) has rank \( M \). So there exist \( L \) linearly independent vectors that are left annihilators of \( Y \). In other words, there exists a \( P \times L \) matrix \( U_0 \) such that \( U_0^T Y = U \mathcal{H}_M R_1 S = 0 \). Now that \( R_1 S \) has rank \( M \), this implies

\[
U_0^T \mathcal{H}_M = 0.
\]

(5)

The channel coefficients \( h \) can then be determined by solving (5). In practice where channel noise is present, the computation of the annihilators is replaced with the computation of the eigenvectors corresponding to the smallest \( L \) singular values of \( Y \). In this and the following sections, the channel noise term is not shown explicitly.

Note that this algorithm [3] works under the assumption that \( S \) has full row rank \( M \). Obviously \( J \geq M \) is a necessary condition for this assumption. This means the receiver must accumulate at least \( M \) blocks (i.e., a duration of \( M(M + L) \) symbols) before channel identification can be performed. This could be a disadvantage when the system is working over a fast-varying channel.

### 2.3. The GCD approach

Another approach proposed in [5] requires only two received blocks for blind channel identification. Recall that the channel is described by \( y = \mathcal{H}_M u = \mathcal{T}(h, M) u \), or

\[
\begin{bmatrix}
y_1 \\
y_2 \\
\vdots \\
y_p
\end{bmatrix} = \begin{bmatrix} h_0 & 0 \\
h_1 & \ddots \\
\vdots & \ddots & h_0 \\
\vdots & \ddots & \ddots & h_1 \\
0 & \cdots & \cdots & h_L \\
\end{bmatrix} \begin{bmatrix} u_1 \\
u_2 \\
\vdots \\
u_M \\
\end{bmatrix}.
\]

(6)

By multiplying \( [1 \ x \ x^2 \ \cdots \ x^{p-1}] \) to both sides of (6), we obtain

\[
y(x) = h(x) u(x),
\]

(7)

where

\[
y(x) \triangleq \sum_{k=0}^{p-1} y_k x^k, \quad h(x) \triangleq \sum_{k=0}^{L} h_k x^k,
\]

(8)

\[
u(x) \triangleq \sum_{k=0}^{M-1} u_k x^k.
\]

are polynomial representations of the output vector, channel vector, and input vector, respectively. This means, (6) is nothing but a polynomial multiplication. Now, suppose we have two received blocks \( y_1(1) \) and \( y_2(2) \), and let \( y_1(x) = h(x) u_1(x) \) and \( y_2(x) = h(x) u_2(x) \) represent the polynomial forms of these. Then the channel polynomial \( h(x) \) can be found as the GCD of \( y_1(x) \) and \( y_2(x) \), given that the input polynomials \( u_1(x) \) and \( u_2(x) \) are coprime to each other.
To compute the GCD of $y_1(x)$ and $y_2(x)$, we first construct a $(2P - 1) \times 2P$ matrix [9]

$$
Y_p \triangleq \begin{bmatrix}
y_{11} & 0 & \cdots & 0 & y_{21} & 0 & \cdots & 0 \\
y_{12} & y_{11} & \cdots & y_{22} & y_{21} & \cdots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
y_{1P} & y_{11} & \cdots & y_{2P} & y_{21} & \cdots & 0 & 0 \\
0 & y_{1P} & y_{12} & 0 & y_{2P} & y_{22} & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & y_{1P} & 0 & \cdots & 0 & y_{2P}
\end{bmatrix}.
$$

(9)

One can verify that

$$
Y_p = \begin{bmatrix}
h_0 & 0 \\
h_1 & \vdots \\
h_L & h_1 \\
0 & h_1
\end{bmatrix}
\begin{bmatrix}
um_{11} & 0 & u_{21} & 0 \\
um_{12} & \cdots & u_{22} & \cdots \\
um_{1M} & u_{11} & \cdots & u_{2M} & u_{22} \\
um_{1M} & 0 & u_{2M}
\end{bmatrix}.
$$

(10)

When $u_1(x)$ and $u_2(x)$ are coprime to each other, it can be shown that the matrix $\mathcal{U}$ has full rank $M + P - 1$ (see Section 5). Since $\mathcal{H}_{M+P-1} = \mathcal{F}(h, M + Q - 1)$ also has rank $M + P - 1$, rank($Y_p$) = $M + P - 1$ and hence $Y_p$ has $L$ left annihilators (i.e., there exists a $(2P - 1) \times L$ matrix $U_0$ such that $U_0 Y = 0$). These annihilators are also annihilators of each column of matrix $\mathcal{H}_{M+P-1}$, and we can therefore, in absence of noise, identify channel coefficients $h_0, h_1, \ldots, h_L$ up to a scalar ambiguity. In presence of noise, the columns of $U_0$ would be selected as the eigenvectors associated with the smallest singular values of $Y_p$.

### 2.4. Connection to the earlier literature

The MNP method described above can be viewed as a dual version of the subspace methods proposed in the earlier literature in multichannel blind identification [10, 11]. In the subspace method in [11], the single source can be estimated as the GCD of the received data from two (more generally $N$) different antennas. The MNP method [5] swaps the roles of data blocks and multichannel coefficients.

### 3. A GENERALIZED ALGORITHM

In this section we propose a generalized algorithm of which each of the two algorithms described in the previous section is a special case. Comparing the two algorithms described above, we find that the MNP approach needs much fewer received blocks for blind identifiability. However, it has more computational complexity. Each received block is repeated $P$ times to build a big matrix. Using the generalized algorithm, we can choose the number of repetitions and the number of received blocks freely as long as they satisfy a certain constraint.

#### 3.1. Algorithm description

Observe (6) again and note that it can be rewritten as

$$
\mathcal{T}(y, Q) = \mathcal{T}(h, M + Q - 1) \mathcal{T}(u, Q),
$$

(11)

where $T(\cdot, \cdot)$ is defined as in (1). Here $Q$ can be any positive integer. Note that in the MNP method $Q$ is chosen as $P$, as described in the previous section. Suppose the receiver gathers $J$ blocks with $J \geq 2$. Then we have $Y_Q^{(J)} = \mathcal{H}_{M+Q-1} U_Q^{(J)}$, where

$$
Y_Q^{(J)} = \begin{bmatrix}
\mathcal{T}(y(1), Q) & \mathcal{T}(y(2), Q) & \cdots & \mathcal{T}(y(J), Q)
\end{bmatrix},
$$

\begin{equation}
\mathcal{H}_{M+Q-1} = \mathcal{T}(h, M + Q - 1),
\end{equation}

(12)

$$
U_Q^{(J)} = \begin{bmatrix}
\mathcal{T}(u(1), P) & \cdots & \mathcal{T}(u(J), P)
\end{bmatrix}.
$$

(13)

Note that $U_Q^{(J)}$ has size $(M + Q - 1) \times QJ$ and $Y_Q^{(J)}$ has size $(P + Q - 1) \times QJ$. For notational simplicity, from now on we will use subscript $Q$ as in $N_Q$ to denote $N_Q = N + Q - 1$ where $N$ denotes a positive integer. In particular,

$$
M_Q = M + Q - 1, \\
P_Q = P + Q - 1.
$$

(14)

Notice that they still have the relationship $P_Q = M_Q + L$.

Assume now the matrix $U_Q^{(J)}$ has full row rank $M_Q$. Taking singular-value decomposition (SVD) of $Y_Q^{(J)}$, we have

$$
Y_Q^{(J)} = \begin{bmatrix} U_r & U_0 \end{bmatrix} \begin{bmatrix} \Sigma & 0 \\ 0 & \end{bmatrix} \begin{bmatrix} V_r \\ V_0 \end{bmatrix}^\dagger.
$$

(15)

The size of $\Sigma$ is $M_Q \times M_Q$ since both $\mathcal{H}_{M+Q}$ and $U_Q^{(J)}$ have full rank $M_Q$. The columns of the $M_Q \times L$ matrix $U_0$ are left annihilators of matrix $Y_Q^{(J)}$ and also of $H$ since $U_Q^{(J)}$ has full row rank. Suppose

$$
U_0 = \begin{bmatrix} u_{11} & u_{12} & \cdots & u_{1, P+Q-1} \\ u_{21} & u_{22} & \cdots & u_{2, P+Q-1} \\ \vdots & \vdots & \ddots & \vdots \\ u_{1L} & u_{2L} & \cdots & u_{L, P+Q-1} \end{bmatrix}.
$$

(16)

Form the Hankel matrices

$$
U_k \triangleq \begin{bmatrix} u_{1k} & u_{2k} & \cdots & u_{kL+1} \\ u_{2k} & u_{3k} & \cdots & u_{kL+2} \\ \vdots & \vdots & \ddots & \vdots \\ u_{kM_Q} & u_{kM_Q+1} & \cdots & u_{kP_Q} \end{bmatrix}
$$

(17)

for $k, 1 \leq k \leq L$. Then we have

$$
\begin{bmatrix} U_1 \\ U_2 \\ \vdots \\ U_L \end{bmatrix} h = 0.
$$

(18)

$U$ matrix; size $LM_Q \times (L+1)$

Vector $h$ can thus be identified up to a scalar ambiguity.
3.2. Q-repetition and shifting operation

As we can see in the previous section, the repetition and shifting operation on a vector signal is crucial in the generalized algorithm. Figure 3 gives a block diagram of this operation. For future notational convenience, the subscript Q as in \( \mathbf{v}_Q(n) \) denotes the result of this operation on a vector signal. By viewing (11) and applying this operation on \( y(n) \) and \( u(n) \), we obtain the relationship

\[
\mathbf{y}_Q(n) = \mathbf{H}_{M+Q-1} \mathbf{u}_Q(n)
\]

for any positive integer \( Q \).

3.3. Special cases of the algorithm

The blind channel identification algorithm described above uses two parameters: (a) the number of received blocks \( J \); (b) the number of repetitions per block \( Q \). A number of points should be noted here:

1. the algorithm works for any \( J \) and \( Q \) as long as \( \mathbf{U}^{(j)} \) has full row rank \( M_Q \). This is the only constraint for choosing parameters \( J \) and \( Q \);
2. note that if we choose \( Q = 1 \) and \( J \geq M \), then the algorithm reduces to the SGB algorithm [3];
3. if we choose \( Q = P \) and \( J = 2 \), it becomes the MNP algorithm [5].

So both the SGB method and the MNP method are a special case of the proposed algorithm. Since \( \mathbf{U}^{(j)} \) has size \( M_Q \times QJ \), \( \mathbf{U}^{(j)} \) having full row rank implies \( QJ \geq M_Q = M + Q - 1 \), or

\[
Q \geq \frac{M - 1}{J - 1}.
\]

Also note that we cannot choose \( J = 1 \) since \( \mathbf{U}^{(j)} \) can never have full rank unless the block size \( M = 1 \). This is consistent with the theory that two blocks are required for blind channel identification [4]. While the inequality (19) is a necessary condition for \( \mathbf{U}^{(j)} \) to have full rank, it is not sufficient because it also depends on the values of entries of \( u(n) \). Nevertheless, when inequality (19) is satisfied, the probability of \( \mathbf{U}^{(j)} \) having full rank is usually close to unity in practice, especially when a large symbol constellation is used. Thus,

\[
\mathbf{Q} = \left[ \frac{M - 1}{J - 1} \right]
\]

appears to be a selection that minimizes the computational cost given the number of received blocks \( J \). A detailed study on the conditions for \( \mathbf{U}^{(j)} \) to have full rank is presented in Section 5.

When \( J = 2, Q \) can be chosen as small as \( M - 1 \) rather than \( P \). If we take \( J = 3, Q = \lfloor (M - 1/2) \rfloor \) makes the matrix \( \mathbf{Y} \) twice smaller. We can choose \( Q = 1 \) only when \( J \geq M \). This coincides with the SGB algorithm which uses a richness assumption [3].

4. FREQUENCY DOMAIN APPROACH

In this section we slightly modify the blind identification algorithm and directly estimate the frequency responses of the channel at different frequency bins and equalize the channel in the frequency domain. We call the modified algorithm frequency domain approach. Some of the ideas come from [12].

The receiver structure for the frequency domain approach is shown in Figure 4. To demonstrate how this system works, observe the \( P_Q \times M_Q \) full-banded Toeplitz channel matrix

\[
\mathbf{H}_{M_Q} = \mathbf{H}(\mathbf{h}_M). \tag{21}
\]

Define a row vector \( \mathbf{v}_p^T = [1 \, \rho^{-1} \, \cdots \, \rho^{-(P_Q - 1)}] \) with \( \rho \) a nonzero complex number. Due to full-banded Toeplitz structure of \( \mathbf{H}_{M_Q} \), we have

\[
\mathbf{v}_p^T \mathbf{H}_{M_Q} = \left[ H(\rho) \, \rho^{-1} H(\rho) \, \cdots \, \rho^{-(M_Q - 1)} H(\rho) \right], \tag{22}
\]

where \( H(\rho) = \sum_{k=0}^{L} h_k \rho^{-k} \) is the channel \( z \)-transform evaluated at \( z = \rho \).

Let \( N \) be chosen as an integer greater than or equal to \( P_Q \), and let \( \rho_1, \rho_2, \ldots, \rho_N \) be distinct nonzero complex numbers. Consider an \( N \times P_Q \) matrix \( \mathbf{V}_{N \times P_Q} \) whose \( i \)-th row is \( \mathbf{v}_p^T \):

\[
\mathbf{v}_{N \times P_Q} = \begin{bmatrix}
1 & \rho_1^{-1} & \cdots & \rho_1^{-(P_Q - 1)} \\
1 & \rho_2^{-1} & \cdots & \rho_2^{-(P_Q - 1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \rho_N^{-1} & \cdots & \rho_N^{-(P_Q - 1)}
\end{bmatrix}. \tag{23}
\]

It is easy to verify that

\[
\mathbf{V}_{N \times P_Q} \mathbf{H}_{M_Q} = \mathbf{A}_N \tag{24}
\]

\[
\mathbf{V}_{N \times M_Q} \text{ matrix}
\]
where
\[
\Lambda_N = \text{diag} \left( \left[ H(\rho_1) \ H(\rho_2) \cdots H(\rho_N) \right]\right) \triangleq \text{diag} (\tilde{h}_N) \quad \text{(25)}
\]
is a diagonal matrix with frequency domain channel coefficients as the diagonal entries. Now, when we gather receiving blocks and repeat them as in (12), we get the following matrix:
\[
Y^f_Q = \begin{bmatrix}
\mathcal{T}(y(1),Q) & \mathcal{T}(y(2),Q) & \cdots & \mathcal{T}(y(J),Q)
\end{bmatrix}.
\]
(26)

Since we have \(Y^f_Q = \mathcal{H} \rho_n U^f_Q\) in absence of noise, by multiplying \(V_{N \times P_Q}\) and \(Y^f_Q\), we have
\[
Z = V_{N \times P_Q} Y^f_Q = V_{N \times P_Q} \mathcal{H} \rho_n U^f_Q = \Lambda_N V_{N \times M_Q} U^f_Q. \quad \text{(27)}
\]

Recall that \(\text{rank}(Y^f_Q) = \text{rank}(U^f_Q) = M_Q\). Since \(\rho_1, \rho_2, \ldots, \rho_N\) are all distinct, the matrix \(Z\) has the same rank as \(Y^f_Q\). The dimension of the null space of matrix \(Z\) is hence \(N - M_Q\). By performing SVD on \(Z\), we can find these \(N - M_Q\) left annihilators of \(Z\), which are also annihilators of \(\Lambda_N V_{N \times M_Q}\). There exists an \((N - M_Q) \times N\) matrix \(U^f_Q\) such that \(U^f_Q Z = 0\). Since \(U^f_Q\) has full rank, this implies
\[
U^f_Q \Lambda_N V_{N \times M_Q} = 0. \quad \text{(28)}
\]

Suppose
\[
U^f_Q = \begin{bmatrix}
\begin{array}{cccc}
  u_{11} & u_{12} & \cdots & u_{1N} \\
  u_{21} & u_{22} & \cdots & u_{2N} \\
  \vdots & \vdots & \ddots & \vdots \\
  u_{N-M_Q,1} & u_{N-M_Q,2} & \cdots & u_{N-M_Q,N}
\end{array}
\end{bmatrix}. \quad \text{(29)}
\]

Then by observing the \(ij\)th entry of (28), we have
\[
\tilde{u}_j^T \tilde{h}_N = 0 \quad \text{(30)}
\]
for all \(i, j, 1 \leq i \leq N - M_Q\) and \(1 \leq j \leq M_Q\), where \(\tilde{u}_j = [u_{ij\rho_1}(j-1) u_{ij\rho_2}(j-1) \cdots u_{ij\rho_N}(j-1)]^T\). Here \(\tilde{h}_N\) is the row vector in (25). Form the \(M_Q \times N\) matrices
\[
\mathbf{u}_i = \begin{bmatrix}
  u_{i1} & u_{i2} & \cdots & u_{iN} \\
  u_{i1\rho_1^{-1}} & u_{i2\rho_1^{-1}} & \cdots & u_{iN\rho_1^{-1}} \\
  u_{i1\rho_2^{-1}} & u_{i2\rho_2^{-1}} & \cdots & u_{iN\rho_2^{-1}} \\
  \vdots & \vdots & \ddots & \vdots \\
  u_{i1(M_Q-1)} & u_{i2(M_Q-1)} & \cdots & u_{iN(M_Q-1)}
\end{bmatrix},
\]
and let \(\mathcal{U} = [\mathbf{u}_1^T \ \mathbf{u}_2^T \ \cdots \ \mathbf{u}_N^T]^T\). Then from (30) we have \(\mathbf{u}_i \tilde{h}_N = 0\). Then the frequency domain channel coefficients \(\tilde{h}_N\) can be estimated by solving this equation. After the frequency domain channel coefficients are estimated, the received symbols can be equalized directly in the frequency domain, as in DMT systems.

Recall that we have the freedom to choose \(N\) as any integer greater than or equal to \(P_Q\) and the values of \(\rho_i\), \(1 \leq i \leq N\) as any nonzero complex number in the \(z\)-domain. In this paper, we use \(N = P_Q\) and
\[
\rho_k = \exp \left( \frac{j2k\pi}{N} \right), \quad k = 0, 1, \ldots, N - 1. \quad \text{(32)}
\]

Note that since \(H(z)\) is an \(L\)th order system, there are at most \(L\) values among \(H(\rho_i)\) which can be zero (channel nulls). By choosing \(N \geq P_Q\), there are at least \(M_Q\) nonzero values among \(H(\rho_i), i = 1, 2, \ldots, P_Q\). In practice we can choose to equalize the received symbols in frequency bins associated with the largest \(M_Q\) frequency responses \(H(\rho_i)\) to enhance the system performance. This provides resistance to channel nulls.

5. GENERALIZED SIGNAL RICHNESS

For the generalized blind channel identification method proposed in this paper to work properly, the matrix \(U^f_Q\) defined in (13) must have full row rank for given parameters \(J\) and \(Q\). An obvious necessary condition has been presented as inequality (19) in Section 3. The sufficiency, however, depends on the content of signal \(u(n)\). When \(Q = 1\) and \(u(n)\) is rich, then there exists \(J\) such that \(U^f_Q = [u(0) \ u(1) \cdots u(J-1)]\) has full rank. When \(Q > 1\), \(u(n)\) requires another kind of richness property so that \(U^f_Q\) has full rank for a finite integer \(J\). We call this property the generalized signal richness and define it as follows.

Definition 1. An \(M \times 1\) sequence \(u(n), n \geq 0\) is said to be \((1/Q)\)-rich if there exists a finite integer \(J\) such that the \((M + Q - 1) \times JQ\) matrix
\[
U^f_Q = \begin{bmatrix}
\mathcal{T}(s(0),Q) & \mathcal{T}(s(1),Q) & \cdots & \mathcal{T}(s(J),Q)
\end{bmatrix}
\]
has full row rank \(M + Q - 1\).

Several interesting properties of generalized signal richness will be presented in this section. The reason why we use the notation of \((1/Q)\) will soon be clear when these properties are presented.
5.1. Measure of generalized signal richness

Lemma 1. If an \( M \times 1 \) sequence \( s(n) \) is \((1/Q)-\)rich, then \( s(n) \) is \((1/(Q + 1))-\)rich.

Proof. See the appendix.

Lemma 1 states a basic property of generalized signal richness: the smaller the value of \( Q \) is, the “stronger” the condition of \((1/Q)-\)richness is. For example, if an \( M \times 1 \) sequence \( s(n) \) is \( 1 \)-rich, or simply \( \text{rich} \), then it is \((1/Q)-\)rich for any positive integer \( Q \). On the contrary, a \((1/2)-\)rich signal \( s(n) \) is not necessarily \( 1 \)-rich. We can thus define a measure of generalized signal richness for a given \( M \times 1 \) sequence \( s(n) \) as follows.

Definition 2. Given an \( M \times 1 \) sequence \( s(n) \), \( n \geq 0 \), the degree of non-richness of \( s(n) \) is defined as

\[
Q_{\text{min}} = \min_Q \left( s(n) \text{ is } \frac{1}{Q} \text{-rich} \right).
\]  

(34)

Recall that the larger the degree of non-richness \( Q_{\text{min}} \) is, the weaker the richness of the signal \( s(n) \) is. If \( s(n) \) is not \((1/Q)-\)rich for any \( Q \), then \( Q_{\text{min}} = \infty \). The property of an infinite degree of non-richness can be described in the following lemma. We use the notation \( p_M(x) \) to denote the column vector:

\[
p_M(x) = \begin{bmatrix} 1 & x & x^2 & \cdots & x^{M-1} \end{bmatrix}^T.
\]  

(35)

Lemma 2. Consider an \( M \times 1 \) sequence \( s(n) \). The following statements are equivalent:

(1) \( s(n) \) is not \((1/Q)-\)rich for any \( Q \);
(2) the degree of non-richness of \( s(n) \) is infinity;
(3) either there exists a complex number \( \alpha \) such that \( [1 \ a \ \cdots \ a^{M-1}] \) is an annihilator of \( s(n) \) or \([0 \ \cdots \ 0 1]\) is an annihilator of \( s(n) \);
(4) either polynomials \( p_a(x) = p_M(x)s(n) \), \( n \geq 0 \) share a common zero \((\alpha \neq 1)\) or their orders are all less than \( M - 1 \).

Proof. See the appendix.

Note that the statement \([0 \ \cdots \ 0 1]\) is an annihilator of \( s(n) \) in condition (3) and the statement that polynomials \( p_a(x) \) have orders less than \( M - 1 \) in condition (4) can be interpreted as the special situation when the common zero \( \alpha \) is at infinity.

If an \( M \times 1 \) sequence \( s(n) \) has a finite degree of non-richness, or \( s(n) \) is \((1/Q)-\)rich for some integer \( Q \), then it can be shown that the maximum possible value of \( Q_{\text{min}} \) is \( M - 1 \), as described in the following lemma.

Lemma 3. If \( M > 1 \) and an \( M \times 1 \) sequence \( s(n) \) is not \((1/(M - 1))-\)rich, then it is not \((1/Q)-\)rich for any \( Q \).

Proof. See the appendix.

With Lemma 3, we can see that for an \( M \times 1 \) sequence \( s(n) \), the possible values of the degree of non-richness \( Q_{\text{min}} \) are \( 1, 2, \ldots, M - 1 \), and \( \infty \). \((1/(M - 1))-\)richness is thus the weakest form of generalized richness. When using the MNP method [9], this weakest form of generalized richness is very crucial. If this weakest form of richness of \( s(n) \) is not achieved, then by Lemma 2 \( s(n) \) has an infinite degree of non-richness and polynomials \( p_M(x)s(n) \) have a common factor \((x - \alpha)\). Then as in Section 2.3, when we take GCD of the polynomials representing the received blocks, the receiver would be unable to determine whether the factor \((x - \alpha)\) belongs to the channel polynomial or is a common factor of the symbol polynomials. Therefore, if the input signal \( s(n) \) has infinite degree of non-richness, all methods proposed in this paper will fail for all \( Q \).

Furthermore, the MNP method proposed in [5] uses \( Q = P \). Using Lemma 3, we see that using \( Q = M - 1 \) is sufficient if we are computing the GCD of polynomials representing received blocks and the following two conditions are true: (1) the GCD is known to have a degree less than or equal to \( L \); (2) the degree of each symbol polynomial is less than or equal to \( M - 1 \). Using \( Q = P \) not only is computationally unnecessary, but also, as we will see in simulation results in Section 6, has sometimes a worse performance than using \( Q = M - 1 \) in presence of noise.

The sufficiency of \( Q = M - 1 \) can also be understood from the point of view of polynomial theory. Suppose polynomials \( a(x) \) and \( b(x) \) have degrees less than or equal to \( P - 1 \) and have a greatest common denominator \( d(x) \) whose degree is less than or equal to \( L \). Suppose \( a(x) = d(x)a_1(x) \) and \( b(x) = d(x)b_1(x) \) and both \( a_1(x) \) and \( b_1(x) \) have degrees less than or equal to \( M - 1 \) and they are coprime to each other. Then there exists polynomials \( p(x) \) and \( q(x) \) whose degree are less than or equal to \( M - 2 \) such that \( 1 = p(x)a_1(x) + q(x)b_1(x) \) and thus \( d(x) = p(x)a(x) + q(x)b(x) \).

5.2. Connection to earlier literature

An earlier proposition mathematically equivalent to Lemma 3 has been presented in the single-input-multiple-output (SIMO) blind equalization literature [10, 13]. We review it here briefly.

Proposition 1. Let \( h[n] \) be \( J \times 1 \) vectors. Suppose a \( QJ \times (Q + M - 1) \) block Toeplitz matrix

\[
T_Q(h) = \begin{bmatrix} h[0] & h[1] & \cdots & h[M - 1] & 0 & \cdots & 0 \\
0 & h[0] & h[1] & \cdots & h[M - 1] & \ddots & \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & h[0] & h[1] & \cdots & h[M - 1] \end{bmatrix}
\]  

(36)

satisfies the following conditions:

(1) \( h[0] \neq 0 \) and \( h[M - 1] \neq 0 \);
(2) \( h[n] = 0 \) for \( n < 0 \) and \( n \geq M \);
(3) \( Q \geq M - 1 \).
Then \( \mathcal{T}_Q(\mathbf{h}) \) has full column rank if and only if

\[
h(z) \triangleq \sum_{i=0}^{M} h[i]z^{-i} \neq 0, \quad \forall z. \tag{37}\]

Here \( h[n] \) was used to refer to the impulse response of a \( J \times 1 \) channel. \( Q \) stands for the observation period in the multiple-channel receiver end. Conditions (1) and (2) imply that the channel has finite impulse response. Condition (3) can be met by increasing the observation period \( Q \). While this old proposition focuses on the coefficients of multiple channels rather than values of transmitted symbols, it is mathematically equivalent to the statement that \( s(n) \) is \((1/(M-1))\)-rich if and only if polynomials \( p^M_T(x)s(n) \) do not share common zeros. The case of \( Q < M - 1 \), however, has not been considered earlier in the literature, to the best of our knowledge.

### 5.3. Remarks on generalized signal richness

In this section we introduced the concept of generalized signal richness. Given an \( M \times 1 \) signal \( s(n), \ n \geq 0 \), the \textit{degree of non-richness} \( Q_{\text{min}} \) was defined. For an input signal with a degree of non-richness \( Q_{\text{min}} \), we can choose any

\[ Q \geq Q_{\text{min}} \tag{38} \]

and some finite \( J \) for the generalized algorithm proposed in Section 3 to work properly. The possible values of \( Q_{\text{min}} \) are 1, 2, \ldots, \( M-1 \), and \( \infty \). If \( s(n) \) has an infinite degree of non-ricness, the algorithm proposed in this paper will fail for all \( Q \). The degree of non-ricness of a signal \( s(n) \) directly depends on its content. A deeper study of degree of non-ricness will be presented elsewhere [14].

### 6. Simulations and Discussions

In this section, several simulation results, comparisons, and discussions will be presented. We will first test our proposed method and compare it with the existing methods [3, 5] described in Section 2. Secondly, we will compare the performances of time domain versus frequency domain approaches and show that under some channel conditions the frequency domain approach outperforms the time domain approach. Finally, we will analyze and compare the computational complexity of algorithms proposed in this paper.

#### 6.1. Simulations of time domain approaches

A Rayleigh fading channel of order \( L = 4 \) is used. The size of transmitted blocks is \( M = 8 \) and received block size is \( P = M+L = 12 \). The normalized least squared channel estimation error, denoted as \( E_{ch} \), is used as the figure of merit for channel identification and is defined as follows:

\[
E_{ch} = \frac{\|\hat{h} - h\|^2}{\|h\|^2}, \tag{39}\]

where \( \hat{h} \) and \( h \) are the estimated and the true channel vectors, respectively. The simulated normalized channel estimation error is shown in Figure 5 and the corresponding BER is presented in Figure 6. When the number of blocks \( J = 10 \), the MNP method (with the number of block repetitions \( Q = 12 \)) outperforms the SGB method (\( Q = 1 \)) by a considerable range. Taking \( Q = 2 \) saves a lot of computation and yet yields a good performance as indicated. Furthermore, in the case of \( J = 2 \), the system with \( Q = 8 \) even outperforms the original MNP method with \( Q = 12 \). This also strengthens our argument in Section 5 that choosing \( Q \) as large as \( P \) is unnecessary.
squared channel error is defined as

\[ H_c(z) = 1 - jz^{-1} + (-1 + 0.01 j)z^{-2} + (0.01 + j)z^{-3} - 0.01 jz^{-4}. \]

For frequency domain approach, the normalized least squared channel error is defined as

\[ E_{ch} = \frac{\|\hat{h} - \tilde{h}\|^2}{\|\tilde{h}\|^2}, \quad (40) \]

where \( \tilde{h} = [H(\rho_1) \; H(\rho_2) \; \cdots \; H(\rho_N)] \) \quad (41) \]

and \( \tilde{h} \) is the estimation of \( \hat{h} \). Simulation results show that frequency domain approach outperforms time domain approach especially when the noise level is high. While the frequency domain approach does not in general beat the time domain approach for a random channel, it has been consistently observed that frequency domain approach performs better than time domain approach when the last channel coefficient \( h(L) \) has a small magnitude (i.e., at least one zero of \( H(z) \) is close to the origin).

Since we have the freedom to choose values of coefficients \( \rho_i \), the receiver can adjust \( \rho_i \) dynamically according to the a priori knowledge of the approximated channel zero locations. This is especially useful when the channel coefficients are changing slowly from block to block.

### 6.3. Complexity analysis

For the algorithms presented in Section 3, the SVD computation dominates the computational complexity. The number of blocks \( J \), the number of repetitions per block \( Q \), and the received block size \( P \) decide the size of the matrix on which SVD is taken. The complexity of SVD operation on an \( n \times m \) matrix \([15]\) is on the order of \( \Theta(mn^2) \) with \( m \geq n \). Since \( Y_Q^T \) has size \((P + Q - 1) \times QJ\), the complexity is \( \Theta(QJ(P + Q - 1)^2) \). We can see that the complexity can be greatly reduced by choosing a smaller \( Q \). Recall that the SGB method \([3]\) uses \( Q = 1 \) and the MNP method \([5]\) uses \( Q = P \). We thus have the following arguments:

(i) the MNP method has a complexity around \( 4P \) times the complexity of the SGB method for any \( J \). A choice of \( Q \) between 1 and \( P \) could be seen as a compromise between system performance and complexity;

(ii) when \( J \) is large, we have the freedom to choose a smaller \( Q \), as explained in the previous section.

For the frequency domain approach presented in Section 4, an additional matrix multiplication is required. This demands extra computational complexity of the order of \( \Theta(JP^2) \). However, if the values \( \rho_i \) are chosen as equally spaced on the unit circle, an FFT algorithm can be exploited and the computational complexity will be reduced to \( \Theta(JP_0 \log P_0) \) and is negligible compared to the complexity of SVD operations.

### 6.4. Simulations for time-varying channels

In this section, we demonstrate the capability of the proposed generalized blind identification algorithm in time-varying channels environments. The received symbols can be expressed as

\[ y(n) = \sum_{k=0}^{L} h(n,k)x(n-k), \quad (42) \]

where the \((L + 1)\)-tap channel coefficients \( h(n,k) \) vary as the time index \( n \) changes. We generate the channel coefficients as follows. During a time interval \( T \), the channel coefficients change from \( h_1(k) \) to \( h_2(k) \), where \( h_1(k) \) and \( h_2(k) \), \( 0 \leq k \leq L \) represent two sets of \((L + 1)\)-tap independent coefficients. The variation of the coefficient is done by linear interpolation such that

\[ h(n,k) = \begin{cases} 
  h_1(k), & \text{if } n = 0, \\
  h_2(k), & \text{if } n = T, \\
  \frac{T-n}{T}h_1(k) + \frac{n}{T}h_2(k), & \text{otherwise}.
\end{cases} \quad (43) \]

In our simulation, we choose \( T = 180 \). Coefficients of \( h_1(k) \) and \( h_2(k) \) are given in Table 1. The size of transmitted blocks is \( M = 8 \) and received block size is \( P = M + L = 12 \) (so the channel coefficients completely change after 15 blocks). Simulations are performed under different choices of \( J \) and \( Q \), as indicated in Figures 8 and 9. The normalized least squared
channel error is defined as
\[ E_{ch} = \frac{||\hat{h} - \bar{h}||^2}{||\bar{h}||^2}, \]  
where \( \hat{h} \) is the estimated channel and \( \bar{h} \) is the averaged coefficients during the time the channel is being estimated:
\[ \bar{h} = \frac{1}{J} \sum_{n=n_0}^{n_0+J-1} \begin{bmatrix} h(n,0) & h(n,1) & \cdots & h(n,L) \end{bmatrix}^T. \]  
In Figure 8 we see that when \( J = 10 \), the time range is too large for the algorithm to estimate the time-varying channel accurately. The performance for \( J = 2 \) is much better in high SNR region because the channel does not vary too much during the time of two blocks. However, in low SNR region the performance for \( J = 2 \) becomes bad. The case for \( J = 4 \) has the best performance among all other choices because the channel does not vary too much during the duration of four receiving blocks, and more data are available for accurate estimation. This simulation result provides clues about how we can choose the optimal \( J \); if the channel variation is fast (\( T \) is smaller) we need a smaller \( J \) while we can use a larger \( J \) when \( T \) is larger.

### 6.5. Remarks on choosing the optimal parameters

According to the simulations results above, we summarize here a general guideline to choose a set of optimal parameters in practice.

1. When the channel is constant and for a fixed \( Q \), a larger \( J \) appears to have a better performance (as shown in Figure 5) since more data are available for accurate estimation.
2. When the channel is time-varying, the optimal choice of \( J \) depends on the speed of channel variation. Simulation results in Figures 8 and 9 suggest when the channel coefficients completely change in \( N \) blocks, a choice of \( J \approx N/4 \) could be appropriate.
3. Suppose \( J \) is given, a choice of \( Q \) as the smallest integer that satisfies inequality (19) often has a satisfactory performance. A slightly larger \( Q \) can sometimes be better (see Figure 5 for \( J = 10 \)) at the expense of a slightly increased complexity. However, if \( Q \) is too large, the performance could be even worse (see Figure 5 for \( J = 2, Q = 12 \)).

The guidelines above are given by observing the simulation results. An analytically optimal set of \( J \) and \( Q \) is still under investigation.

### 6.6. Noise handling for large \( J \)

It should be noted that when \( J \) is very large (and \( Q = 1 \), the proposed method behaves like a traditional subspace method using second-order statistics. Suppose
\[ Y^{(J)} = HU^{(J)} + E^{(J)}, \]
where \( \mathbf{E}^{(j)} \) is composed of \( J \) columns of noise vectors \( \mathbf{e}(n) \). The autocorrelation matrix of received blocks can be estimated as

\[
\mathbf{R}_{yy} = \mathbf{E}[\mathbf{y}(n)\mathbf{y}^T(n)] \approx \frac{1}{J} \mathbf{Y}^{(j)}\mathbf{Y}^{(j)\dagger}. \tag{47}
\]

If the input signal and channel noise are uncorrelated, we can write \( \mathbf{R}_{yy} \) as

\[
\mathbf{R}_{yy} = \mathbf{H}\mathbf{R}_{uu}\mathbf{H}^\dagger + \mathbf{R}_{ee}, \tag{48}
\]

where \( \mathbf{R}_{uu} = \mathbf{E}[\mathbf{u}(n)\mathbf{u}^T(n)] \) and \( \mathbf{R}_{ee} = \mathbf{E}[\mathbf{e}(n)\mathbf{e}^T(n)] \) are autocorrelation matrices of input blocks and noise vectors, respectively. If \( \mathbf{R}_{ee} \) is known (e.g., if the noise is white and noise variance is \( N_0 \)), then \( \mathbf{R}_{ee} = N_0\mathbf{I}_p \), an improved estimation of annihilators of matrix \( \mathbf{H} \) can be performed by taking eigendecomposition of \( \mathbf{R}_{yy} - \mathbf{R}_{ee} \), which results in better channel estimation [3]. This technique, however, does not apply when \( J \) is small.

### 7. CONCLUDING REMARKS

In this paper we proposed a generalized algorithm for blind channel identification with linear redundant precoders. The number of received blocks \( J \geq 2 \) can be chosen freely depending on the speed of channel variation. The minimum number of repetitions \( Q \) of each received block is derived to optimize the computational complexity while retaining good performance. Simulation shows that when the system parameter \( Q \) is properly chosen, the generalized algorithm outperforms previously reported special cases, especially in a time-varying channel environment.

A frequency domain version of the generalized algorithm is also presented. Simulation result shows that it outperforms time domain approach at low SNR region for certain types of channels, for example, channels with a zero close to the origin. Since we have the freedom to choose different frequency parameters in the frequency domain approach, certain choices others than equally spaced grids on the unit circle can be used to improve the system performance for different channel zero locations. An even more challenging problem might be to analytically derive the optimal frequency points for a specific type of channel.

The concept of generalized signal richness for a vector signal is introduced. With the degree of non-richness of the input signal decided, we can determine the minimum number of repetitions theoretically. A complete set of necessary and sufficient conditions for signals satisfying generalized signal richness is still under investigation. The study of effect of a linear precoder on the property of generalized signal richness could also be a challenging problem.

### APPENDIX

**Proof of Lemma 1.** Suppose \( \mathbf{s}(n) \) is \((1/Q)\)-rich but not \((1/(Q+1))\)-rich, then there exists a \( 1 \times (M+Q) \) nonzero vector \( \mathbf{v}^T = [v_1 \ v_2 \ \cdots \ v_{M+Q}] \) such that

\[
\mathbf{v}^T \mathcal{T}(\mathbf{s}(n), Q+1) = \mathbf{0}_{1 \times (Q+1)}, \quad \forall n. \tag{A.1}
\]

Observing the first \( Q \) elements of the vector equation above, we obtain

\[
[v_1 \ v_2 \ \cdots \ v_{M+Q-1}] \mathcal{T}(\mathbf{s}(n), Q) = \mathbf{0}_{1 \times Q}, \quad \forall n. \tag{A.2}
\]

Without loss of generality, assume \([v_1 \ v_2 \ \cdots \ v_{M+Q-1}]\) to be nonzero and it is an annihilator of \( \mathcal{T}(\mathbf{s}(n), Q) \). This violates the assumption that \( \mathbf{s}(n) \) is \((1/Q)\)-rich. \( \square \)

**Proof of Lemma 2.** Conditions (1) and (2) are equivalent by definition. The equivalence of conditions (3) and (4) can also be easily examined. If condition (3) is true, then either \( \mathbf{p}_M^Q(\alpha) = [0 \ \cdots \ 0 \ 1] \) is an annihilator of \( \mathbf{s}(n) \) (as defined in Section 3.2) for all \( Q \) and hence condition (1) is also true. In the case condition (1) is true, assume there exists \( n \geq 0 \) such that the degree of the polynomial \( \mathbf{p}_M^Q(\mathbf{s}(n)) = M - 1 \). Then for any \( Q \), there exists a row vector \( \mathbf{v}^T = [v_1 \ v_2 \ \cdots \ v_{M+Q-1}] \) such that \( \mathbf{v}^T \mathbf{s}(n) = 0 \) for all \( n \). This implies

\[
\sum_{k=1}^M v_{k+n}[\mathbf{s}(n)]_i = 0, \quad \forall n, k \geq 0, \tag{A.3}
\]

where \([\cdot]_i\) represents the \( i \)-th element of a column vector. So the series \( \{v_k\}_{k=1}^{M+Q-1} \) must satisfy the recurrence (A.3) for any \( n \geq 0 \). This requires the characteristic polynomials \( \mathbf{p}_M^Q(\mathbf{s}(n)) \) to have at least one zero. So condition (4) must be true. By the arguments above, these four conditions are equivalent. \( \square \)

**Proof of Lemma 3.** If \( \mathbf{s}(n) \) is proportional to a same nonzero vector \( \mathbf{x} \) for all \( n \), then it is obviously not \((1/Q)\)-rich for any \( Q \). We thus assume without loss of generality that \( \mathbf{s}(0) \) and \( \mathbf{s}(1) \) are linearly independent. Suppose polynomials \( \mathbf{p}_M^Q(\mathbf{s}(0)) \) and \( \mathbf{p}_M^Q(\mathbf{s}(1)) \) have two sets of distinct zeros \( \{a_{01}, a_{02}, \ldots, a_{0,M-1}\} \) and \( \{a_{11}, a_{12}, \ldots, a_{1,M-1}\} \), respectively. Since \( \mathbf{s}(n) \) is not \((1/Q)\)-rich, there exists a \((2M-2)\)-row vector \( \mathbf{v}^T = [v_1 \ v_2 \ \cdots \ v_{2M-2}] \) such that \( \mathbf{v}^T \mathcal{T}(\mathbf{s}(n), M-1) = \mathbf{0}_{1 \times (M-1)} \). We have that the nonzero row vector \( \mathbf{v}^T \) must have the form of

\[
\mathbf{v}^T = \sum_{k=1}^{M-1} c_k \left[ \begin{array}{c} \alpha_{0,k}^{-1} \alpha_{0,k}^{-2} \cdots \alpha_{0,k}^{-(M-2)} \\ \alpha_{1,k}^{-1} \alpha_{1,k}^{-2} \cdots \alpha_{1,k}^{-(M-2)} \end{array} \right] \tag{A.4}
\]

for some coefficients \( c_1, c_2, \ldots, c_{M-1}, d_1, d_2, \ldots, d_{M-1} \). This implies

\[
[c^T - \mathbf{d}^T] \mathbf{v} = \mathbf{0}^T, \tag{A.5}
\]
where $c^T = [c_1 \ c_2 \ \cdots \ c_{M-1}]$, $d^T = [d_1 \ d_2 \ \cdots \ d_{M-1}]$, and

$$
\mathbf{V} = \begin{bmatrix}
\mathbf{p}^T_{2M-2}(\alpha_{01}) \\
\vdots \\
\mathbf{p}^T_{2M-2}(\alpha_{0,M-1}) \\
\mathbf{p}^T_{2M-2}(\alpha_{11}) \\
\vdots \\
\mathbf{p}^T_{2M-2}(\alpha_{1,M-1})
\end{bmatrix}
$$

is a Vandermonde matrix. If all zeros $\{\alpha_j\}$ are distinct, $\mathbf{V}$ is a $(2M-2) \times (2M-2)$ invertible matrix and (A.5) implies $c^T = d^T = 0^T$ and hence $v^T = 0^T$. This contradicts the assumption that $s(n)$ is not $(1/(M-1))$-rich. Therefore, if $s(n)$ is not $(1/(M-1))$-rich, there must be a common zero shared by all $\mathbf{p}_{2M-2}(x)s(0)$ and all $\mathbf{p}_{2M-2}(x)s(1)$. Similarly, we can obtain that there exists an $\alpha$ such that $\mathbf{p}_{2M-2}(\alpha)s(n) = 0$ for all $n$. Using Lemma 2, this implies that $s(n)$ is not $(1/Q)$-rich for all $Q$.

In the case where the polynomial $\mathbf{p}_{2M-2}(x)s(n)$ has multiple zeros for some $n$, the matrix $\mathbf{V}$ in (A.5) can be replaced with a confluent Vandermonde matrix [15] which is still invertible. □
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Living organisms rely on complex regulatory systems to maintain coordinated activity and to adjust to changing conditions. Models generally take the form of nonlinear dynamical systems, although linear approximations are sometimes employed. In certain circumstances, deterministic models are suitable; more generally, stochastic models are utilized to take into account biological and experimental variation, as well as the effects of latent variables. Models run the gamut from coarse-grained discretely quantized systems to fine-grained stochastic differential equation systems. Research in regulatory networks includes system identification, complexity analysis/reduction, and the analysis of important system properties such as stability, robustness, and steady-state behavior. Translational biology includes the determination of intervention methods to effect system behavior, for instance, the application of control theory to alter system dynamics. An example is the application of infinite-horizon control to design therapeutic regimens to alter the steady-state mass of the cancer cells away from metastatic states. For this special issue, we invite submissions on all aspects of biological regulation and the external control of regulation. Both theoretical and application papers are welcome, the only condition being that theory is tied to application and applications employ rigorous scientific methodology.

Authors should follow the EURASIP Journal on Bioinformatics and Systems Biology manuscript format described at the journal site http://www.hindawi.com/journals/bsb/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/, according to the following timetable:

| Due Date               | Submission Date |
|------------------------|-----------------|
| Manuscript Due         | January 1, 2008 |
| First Round of Reviews | April 1, 2008   |
| Publication Date       | July 1, 2008    |

Guest Editors

**Edward R. Dougherty**, Department of Electrical and Computer Engineering, Texas A&M University, College Station, Texas 77843-3128, USA; Translational Genomics Research Institute, Phoenix, AZ 85004, USA; edward@ece.tamu.edu

**Olaf Wolkenhauer**, Institute of Computer Science, University of Rostock, 18051 Rostock, Germany; o.wolkenhauer@umist.ac.uk

**Aniruddha Datta**, Department of Electrical and Computer Engineering, Texas A&M University, College Station, Texas 77843-3128, USA; datta@ee.tamu.edu

**Kwang-Hyun Cho**, College of Medicine, Seoul National University, Seoul 110-799, South Korea; ckh-sb@snu.ac.kr

**Henning Schmidt**, Fraunhofer Chalmers Research Center for Industrial Mathematics, Chalmers Science Park, 41288 Göteborg, Sweden; henning.schmidt@fcc.chalmers.se
The popularity of multimedia content has led to the widespread distribution and consumption of digital multimedia data. As a result of the relative ease with which individuals may now alter and repackage digital content, ensuring that media content is employed by authorized users for its intended purpose, is becoming an issue of eminent importance to both governmental security and commercial applications. Digital fingerprinting is a class of multimedia forensic technologies to track and identify entities involved in the illegal manipulation and unauthorized usage of multimedia content, thereby protecting the sensitive nature of multimedia data as well as its commercial value after the content has been delivered to a recipient.

Multimedia Fingerprinting Forensics for Traitor Tracing covers the essential aspects of research in this emerging technology, and explains the latest development in this field. It describes the framework of multimedia fingerprinting, discusses the challenges that may be faced when enforcing usage polices, and investigates the design of fingerprints that cope with new families of multiuser attacks that may be mounted against media fingerprints. The discussion provided in the book highlights challenging problems as well as future trends in this research field, providing readers with a broader view of the evolution of the young field of multimedia forensics.

Topics and features:
- Comprehensive coverage of digital watermarking and fingerprinting in multimedia forensics for a number of media types.
- Detailed discussion on challenges in multimedia fingerprinting and analysis of effective multiuser collusion attacks on digital fingerprinting.
- Thorough investigation of fingerprint design and performance analysis for addressing different application concerns arising in multimedia fingerprinting.
- Well-organized explanation of problems and solutions, such as order-statistics-based nonlinear collusion attacks, efficient detection and identification of colluders, group-oriented fingerprint design, and anticollusion codes for multimedia fingerprinting.