Abstract. I see the question what it is that makes an inference valid and thereby gives a proof its epistemic power as the most fundamental problem of general proof theory. It has been surprisingly neglected in logic and philosophy of mathematics with two exceptions: Gentzen’s remarks about what justifies the rules of his system of natural deduction and proposals in the intuitionistic tradition about what a proof is. They are reviewed in the paper and I discuss to what extent they succeed in answering what a proof is. Gentzen’s ideas are shown to give rise to a new notion of valid argument. At the end of the paper I summarize and briefly discuss an approach to the problem that I have proposed earlier.
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1. Introduction

One may expect proof theory to have something to say about what a proof is. When Hilbert coined the term Beweistheorie, later on translated as proof theory, this expectation was grandly formulated as a request: “we must make the concept of the specific mathematical proof itself the object of investigation just as also the astronomer pays attention to his place of observation, the physicist must care about the theory of his instrument, and the philosopher criticizes reason itself”. Already a few years before, he had called attention to “how necessary it is to study the nature of the mathematical proof in itself”, which was to be the task of “an important, new field of research”.

However, as this new field developed, it was not associated with any such conceptual analysis. For long time proof theory came in fact to be identified

This paper is quite different from the one presented at the conference on General Proof Theory (to be found, somewhat modified, in the proceedings published on line; [23]), but there are some overlaps; in particular, both contain a presentation of a new notion of valid inference.

1 Hilbert [6].
2 Hilbert [5], where the passage quoted above also occurs.

Special Issue: General Proof Theory
Edited by Thomas Piecha and Peter Schroeder-Heister
with the more limited *Hilbert program* to prove the consistency of mathematics. In reaction to that, the term *general proof theory* was proposed as the name of a field where proofs were studied in their own right, and was contrasted to *reductive proof theory* where the study of proofs was a tool used for reductive aims; the latter was proposed as a more general characterization of Hilbert’s program and its modification after Gödel’s incompleteness results.  

My proposal was inspired by Georg Kreisel, who had criticised the main trend of proof theory of that time for its limited program and had suggested different and broader aims, pointing out that with some care many results in the field could actually be stated in such a way that it got a wider bearing. To me, Gentzen’s Hauptsatz, in particular when formulated as a normalization theorem for natural deduction, had seemed to constitute a prime example of a contribution to a proof theory with a genuinely broader aim than Hilbert’s program; this had been a main point of my monograph “Natural Deduction”. At least for a period, Kreisel came to share and develop this view of mine. In a review of the English translation of Gentzen’s collected work, he saw Gentzen’s dissertation as the “*germs for a theory of proofs*” where “*proofs, expressed by formal derivations, are principal objects of study*”. In the paper “A survey of proof theory II”, he contrasted such a proof theory with the focus of his earlier survey paper [11], which had been on “*proof theory as a tool for studying logical consequence*”.

In my plea for general proof theory, I suggested a number of obvious topics: the question of defining the concept of proof, investigations of the structure of proofs, the representation of proofs by formal derivations, and the finding of identity criteria of proofs that answered the question when two derivations represent the same proof. Shortly afterwards, I presented a paper with the ambitious title “Towards a foundation of a general proof theory”. It approached the concept of proof by considering arguments composed of arbitrary inferences and proposed a definition of what it is for such
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3Prawitz [18].
4His paper “A survey of proof theory” [11] is one among his many publications on this theme.
5Prawitz [17]. The point was further developed in [18].
6Kreisel ([12], p. 242), where he also says that as he sees it now (“guided by D. Prawitz’s reading of Gentzen”), “the single most striking element of Gentzen’s work occurs already in his doctoral dissertation”.
7Kreisel ([13], p. 109).
8Prawitz ([18], p. 237).
9Prawitz [19].
an argument to be valid. The tentative character of the approach was emphasized, and today I think, for reasons soon to be explained, that that approach as developed there is not viable.

But I still think that the problem of defining the concept of proof or the validity of inference is the most fundamental problem of general proof theory, a problem that the foundation of that discipline should try to tackle. It has been surprisingly neglected in logic and philosophy of mathematics. Proofs have certainly since Greek antiquity been seen as establishing mathematical theorems, required when making mathematical assertions, and as being built up by inferences. But inferences can be valid or invalid, and the question what it is that makes an inference valid and thereby gives a proof its epistemic power is seldom considered.

The classical notion of valid inference, defined in terms of truth preservation, is obviously not the relevant notion here. The fact that the conclusion of an inference follows from the premisses does not in itself make the use of the inference in a proof legitimate. For the use to be legitimate the inference must yield a ground for the conclusion and thereby make the conclusion warranted or known to hold. The crucial question is what it is that makes an inference have this feature.

There are two notable exceptions to what I said about the neglect of this fundamental question about proofs and valid inferences: Gentzen’s remarks about what justifies the rules of his system of natural deduction, including works inspired by them, and proposals in the intuitionistic tradition about what a proof is. In the rest of this paper, I shall review them and discuss to what extent they succeed in answering the question that I am raising here. In the part that deals with ideas of Gentzen, I shall present a new notion of valid argument, and at the end I shall summarize and briefly discuss an approach that I have proposed earlier. Although I cannot offer a solution of the problem raised, I hope that the paper will succeed in drawing attention to an important problem.

2. Two Ideas of Gentzen About the Justification of Inferences

In his doctoral dissertation,\(^\text{10}\) Gentzen presented two ideas about how the rules of his system of natural deduction were justified. They were accentuated and somewhat developed in my own doctoral dissertation,\(^\text{11}\) and are
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\(^{10}\)Gentzen [4].

\(^{11}\)Prawitz [17].
quoted quite often nowadays. Gentzen suggested, firstly, that the introduction rule for a logical constant was justified by being seen as determining the meaning to be attached to the constant and, secondly, that the corresponding elimination rule was justified by being in accord with this meaning. The second idea was exemplified by observing in effect that an application of the rule of implication elimination did not yield anything above what could be obtained from proofs of the premisses without applying this rule if the major premiss had been inferred by an introduction. The point is illustrated by the two deductions below:

\[
\begin{array}{c}
\frac{[A]}{\Pi} \\
B \\
\frac{A \supset B}{A} \\
\delta \\
\end{array}
\]

\[
\begin{array}{c}
\frac{[A]}{\Pi} \\
\delta \\
\end{array}
\]

The right deduction is here obtained from the left one by substituting the deduction \(\Delta\) of the minor premiss \(A\) for the free assumptions of \(A\) in the deduction \(\Pi\) of \(B\) from \(A\) that become bound (discharged) in the left deduction when \(A \supset B\) is inferred by introduction. This operation constitutes an example of the reductions that I introduced in order to show how the natural deductions can be transformed to a certain normal form.

In reference to Gentzen’s first idea, one may ask: How does the introduction rule for a logical constant determine the meaning of the constant? It specifies one way, but of course not the only way, in which a sentence with the logical constant as its outer sign can be rightly inferred. So what is special with this particular way of inferring the sentence? The idea can be indicated by saying that the introduction rules specify the canonical form of proofs in the same way as we can say that the numerals constitute the canonical representation of the natural numbers—we present exhaustively the natural numbers by saying that they can be written in the form of numerals. Similarly the meanings of the logical constants are given by saying that when a sentence is provable, its proof can in principle be put in the form of a proof whose last inference is an introduction, which is what is called a proof in canonical form.

This way of describing how the introduction rules determine the meanings of the logical constants also gives a criterion for what it is for the elimination rules to be in accord with these meanings: a proof ending with an elimination rule should be possible to transform to canonical form. In my dissertation, I first characterized the relation between an introduction rule and the corresponding elimination rule by saying that the latter is in
a sense the *inverse* of the former: if the major premiss of an elimination is inferred by introduction, the deductions of the premisses of the elimination taken together already “contain” a deduction of the conclusion without the use of this elimination. In this *inversion principle*, as I called it, borrowing a term from Lorenzen, the term “contain” was used metaphorically. The idea was spelled out more precisely by the reductions that I defined for the elimination rules, as exemplified above. By them a deduction of the conclusion of an application of an elimination was obtained from the deductions of the premisses without the use of the elimination provided that the major premiss had been inferred by introduction; the use of such reductions was shown to terminate in a normal deduction, which in the case of proofs, that is, deductions not depending on assumptions, would be in canonical form.

3. **The Idea of Valid Argument**

This was how I understood and developed the remarks that Gentzen made after having defined his system of natural deduction. For this to be a general way of justifying deductive reasoning, it should be possible to generalize these ideas so as to apply not only to natural deductions. How to do this was the question that I wanted to answer in the paper mentioned above [19].

To this end, I considered arbitrary chains of inferences put in the general form of natural deduction, that is, in tree-form where inferences could bind assumptions and variables (that is, discharge assumptions and have so-called proper variable restrictions, respectively). They were called arguments. An argument was said to be *closed* when all assumptions and variables occurring in the argument were bound and *open* otherwise.

The generalization took the form of a definition of what it was for such an argument to be valid. It was assumed that there was a given set of introduction rules, not necessarily those of Gentzen. In the way described above, they were viewed as giving meanings to the logical constants by stipulating what was to be counted as canonical arguments for compound sentences. The meanings of the atomic sentences were supposed to be given by a base $\mathcal{B}$ that singled out the predicates and the individual terms of the language that the validity notion was defined for and stipulated what was to count as canonical arguments for the atomic sentences.

The validity of an argument was made relative to such a base $\mathcal{B}$ and a set $\mathcal{R}$ that assigned to the inference rules applied in the argument, except the introduction rules, reductions of the same general kind as the ones assigned to Gentzen’s elimination rules, that is, transformations of arguments to other
arguments for the same sentences depending on no additional assumptions. It could then be defined what it was for an argument to reduce to another argument relative to such a set $R$ of reductions in the same way as one defined what it was for a natural deduction to reduce to another one.

The notion of validity of an argument was based on three principles concerning the validity of different kinds of arguments. Two principles were more or less already formulated for natural deductions in the previous section when it was said that the meanings of the logical constants, and hence the meanings of compound sentences, were given by stipulating the introduction rules as (a) one way of proving compound sentences, and furthermore as (b) the canonical way of proving them—(a) motivates principle (1) and (b) motivates principle (2):

(1) A closed argument in canonical form for a compound sentence is valid relative to $B$ and $R$, if and only if, its immediate sub-arguments are.

(2) A closed argument in non-canonical form is valid relative to $B$ and $R$, if and only if, it reduces relative to $R$ to a closed argument in canonical form that is valid relative to $B$ and $R$.

The third principle was implicit in Gentzen’s example of how implication elimination was justified when it was taken for granted that a deduction from an assumption $A$ remains valid when the assumption is replaced by a deduction of $A$. If we similarly regard an argument with free variables not bound by any inference as an argument schema that remains valid when the free variables are replaced by closed terms, we get the principle:

(3) An open argument $A$ is valid relative to $B$ and $R$, if and only if, all substitution instances of $A$ are valid relative to $B$ and any (consistent) extension $R^*$ of $R$; a substitution instance being obtained by substituting first closed terms for the free variables in $A$ and then closed arguments valid relative to $B$ and $R^*$ for the free assumptions in $A$.

Extensions of the given set $R$ of reductions are considered in (3) because we need to assign reductions to inference rules that are applied in the arguments substituted for the free assumptions when not already given by $R$.

Provided that the inference rules taken as introductions satisfy, as Gentzen’s introduction rules do, the condition that the premises and the assumptions bound by the inference are of less complexity than the conclusion, these three principles together with the stipulation that the closed canonical arguments for atomic sentence given by the base $B$ are valid outright can
be taken as an inductive definition of what it is for an argument to be valid relative to a base $B$ and a set $R$ of reductions.

This was in effect the notion of valid argument defined in my paper. The notion was taken up, slightly modified, discussed in detail, and essentially agreed to by Michael Dummett in his book *The Logical Basis of Metaphysics.*\(^\text{12}\) It was also the object of another substantial discussion by Peter Schroeder-Heister, who modified the notion in some essential respects.\(^\text{13}\)

As I see it now, the notion of valid argument in its different versions has two main shortcomings. Firstly, the validity of an argument relative to a base $B$ and a set of reductions $R$ may depend essentially on the reductions in $R$ and not at all on the inferences that make up the argument.\(^\text{14}\) The justification of Gentzen’s elimination rules discussed in the preceding section makes use of reductions of a particularly restrictive kind, and the deductions to which they are applied are crucial. When applying such a reduction to a deduction $D$, the result is actually a deduction of the conclusion of $D$ of the kind guaranteed by the inversion principle (Section 2), that is, a deduction “contained” in the deductions of the premisses of the last inference of $D$. By generalizing this feature, after having made the notion of containment precise, it is possible to get a quite different notion of validity that is not open to the objection now considered. I shall turn to this in the next section.

There is a second reason why the notion of closed valid argument does not offer a plausible analysis of the intuitive concept of deductive proof. A deductive proof of a sentence $A$ establishes conclusively the truth of $A$; it gives its possessor a conclusive ground for asserting $A$, thereby making the assertion of $A$ warranted. A proof does so as it stands, without any further additions; otherwise it is a “proof with gaps” that does not become a real proof until the gaps are filled in. But to be in possession of a closed valid argument for a sentence $A$ does not in general make the assertion of $A$ warranted, if it is not known that the argument is valid, and to establish this validity may require a proof of great complexity. Admittedly to

\(^{12}\) Dummett [3]. For a discussion of how Dummett’s notion of valid argument is related to mine, see Prawitz [20].

\(^{13}\) Schroeder-Heister [24] in a volume that grew out of a conference on *Proof-Theoretic Semantics* held in Tübingen in 1999. For a discussion of the relations between different versions of the notion of valid argument and the notion of BHK-proof, see Prawitz [22].

\(^{14}\) Dummett does not relativize validity to a set of given reductions but allows in what corresponds to the principle (2) above any kind of effective transformation. The validity may then depend on the possibility of such a transformation and not at all on the inferences of the argument.
have an argument \( A \) and a set \( R \) of reductions such that \( A \) is valid relative to \( B \) and \( R \) means that one is in possession of a method by which one is able to transform \( A \) to canonical form, and according to how the meanings of sentences are now explained, canonical arguments constitute indeed the canonical way of proving assertions. However, it remains that until one has applied this method, one does not know by just being in possession of the method that it will finally yield a canonical argument as a result.

Furthermore, it should be noted that the definition of the notion of valid argument is by recursion over the complexity of sentences, while one expects the intuitive notion of proof to be explained inductively, presupposing a notion of valid inference. The arguments are certainly built up inductively by applying inferences, but the notion of valid argument does not presuppose a notion of valid inference. Such a notion can instead be given in terms of valid argument, saying that an inference is valid if it preserves the validity of arguments, but this seems to turn the natural order of explanation upside down. I shall return to these questions in the last part of the paper.

4. A New Notion of Valid Argument: Analytical Validity

The containment spoken of in the inversion principle for Gentzen’s elimination rules is of an implicit kind because, except for the case of conjunction, a deduction of the conclusion of an elimination whose major premiss is inferred by introduction is not literally a part of the deductions of the premisses.

But a deduction of the conclusion is literally a part of what can be obtained from the deductions of the premisses by compositions of them and substitutions of terms for free variables. By noting this, the notion of containment is easily made precise.

The notion can be defined not only for natural deductions but also for arguments in general. This is conveniently done in two steps. Let us first say that the argument \( A \) is immediately extracted from the set \( \Sigma \) of arguments if and only if either

(a) \( A \) is an argument in \( \Sigma \) or a sub-argument of some argument in \( \Sigma \), or
(b) \( A \) is the result of substituting a term for the occurrences of a free variable in an argument in \( \Sigma \), or
(c) \( A \) is the result of composing two arguments \( B \) and \( C \) in \( \Sigma \), that is, \( A \) is the result of replacing some free assumptions \( B \) in \( C \) by \( B \), which can be written:
We can then define an argument $\mathcal{A}$ to be contained in a set $\Sigma$ of arguments, if there is a sequence of arguments $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_n$ where $\mathcal{A}_n = \mathcal{A}$ and for each $i \leq n$, $\mathcal{A}_i$ is immediately extracted from $\Sigma \cup \{\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_{i-1}\}$. I shall say that the argument $\mathcal{A}$ is contained in the argument $\mathcal{B}$ or that $\mathcal{B}$ contains $\mathcal{A}$, if $\mathcal{A}$ is contained in $\{\mathcal{B}\}$.

The reductions that occur in the definition of valid argument in the previous section can now be restricted to those where the result of the reduction is, in the now defined sense, contained in the argument that it is applied to. Still better, we can dispense altogether with reductions in the definition of validity, and require in clause (2) of the definition of valid argument that a closed, non-canonical argument of $\mathcal{A}$ contain a valid, closed argument for $\mathcal{A}$ in canonical form. The other clauses can be left as they are. To distinguish this new validity notion from the previously defined ones, we may call it analytical validity. The recursion clauses in the definition of this notion then become:

1. A closed argument in canonical form for a compound sentence is analytically valid, if and only if, its immediate sub-arguments are.

2. A closed argument in non-canonical form for a sentence $\mathcal{A}$ is analytically valid, if and only if, it contains an analytically valid, closed, and canonical argument for $\mathcal{A}$.

3. An open argument is analytically valid, if and only if, all substitution instances of $\mathcal{A}$ are analytically valid; a substitution instance being obtained by substituting first closed terms for the free variables in $\mathcal{A}$ and then closed arguments analytically valid for the free assumptions in $\mathcal{A}$.

Here the relativization to a base $\mathcal{B}$ is left implicit. An argument that is analytically valid relative to all bases $\mathcal{B}$ may be called logically valid.

A condition clearly equivalent to the one given in clause 2 is that the set of immediate sub-arguments contains an analytically valid, closed, and canonical argument for $\mathcal{A}$. A slightly weaker condition that I shall return
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15 The notion has grown out in conversations with Peter Schroeder-Heister from remarks made in [22].

16 The idea here is of course quite different from the one involved in Kant’s notion of analytical truth—his notion of containment is one between predicates, while the present one is between arguments.
to below is that it contains the immediate sub-arguments of an analytically valid, closed, and canonical argument for $A$.

The definition of this new notion of analytical validity is still using recursion over the complexity of sentences and is not presupposing a notion of validity for inferences. Such a notion, *analytical validity of inferences*, may be defined again as preservation of the property in question. In other words, an inference $I$ (specified by its premisses, conclusion, variables bound by the inference, and assumptions allowed to be bound by the inference) is analytically valid (relative to a base $B$), if and only if, all arguments whose last inference is an instance of $I$ are analytically valid (relative to $B$), when the immediate sub-arguments are analytically valid (relative to $B$).

All applications of the intuitionistic inference rules of natural deduction are easily seen to be analytically valid (relative to any base $B$). For introductions this follows immediately from clauses 1 and 3. It may be instructive to verify an example of the validity of an elimination. Let us consider implication elimination (modus ponens), and assume that $A$ is a valid argument for $A$ and $B$ a valid argument for $A \rightarrow B$; I drop the prefix “analytical” before valid in contexts where I only speak of this new notion of validity. We have to show that the argument $C = \frac{A \quad A \rightarrow B}{B}$

is valid. In case $C$ is an open argument, this amounts to showing that any closed substitution instance $C^*$ of $C$ (in the sense of clause 3) is valid. $C^*$ may be written $\frac{A^* \quad B^*}{A^* \rightarrow B^*}$ where the asterisk stands for the substitution in question (if $C$ is already closed, drop the asterisk).

Since $A$ and $B$ are valid, so are the closed arguments $A^*$ and $B^*$ (by clause 3). Hence, $B^*$ either is or contains a closed, canonical, and valid argument $B^{\circ\circ}$ for $A^* \rightarrow B^*$ (by clause 2). This means that $B^*$ or $B^{\circ\circ}$ must have as immediate sub-argument a valid argument $B_1$ for $B^*$ from $A^*$ (by clause 1). Let $B_2$ be $\frac{A^* \quad [A^*]}{B_1}$
that is, the closed argument for $B^*$ obtained by substituting $A^*$ for all free assumptions $A^*$ in $B_1$. By clause 3, $B_2$ is valid, and by clause c (in the definition of immediate extraction), $B_2$ is contained in $\{A^*, B_1\}$ and hence also in $C^*$ (by the transitivity of containment). We have shown that $C^*$ contains a closed, valid argument for $B^*$, and that it is therefore valid according to the following useful lemma.

**Lemma.** If a closed, non-canonical argument $A$ for a sentence $A$ contains a closed analytically valid argument $A^\circ$ for $A$, then $A$ contains a canonical argument for $A$ that is closed and analytically valid, and therefore $A$ itself is analytically valid.

The correctness of the lemma is seen by noting that $A^\circ$ must either be canonical or contain in its turn a valid, closed, canonical argument for $A$ (by clause 2), which is also contained in $A$ (because of the transitivity of the containment relation). Therefore, $A$ is valid by clause 2.

The analytical validity of Gentzen’s elimination rules reflects much better than their validity in the previously defined sense Gentzen’s idea about how the rules are justified, in particular his idea that we are using the major premiss only “in the sense afforded it by the [corresponding] introduction”. For validity in the previous sense, what mattered was that the non-canonical argument obtained by applying an elimination rule could be transformed to a valid argument in canonical form by applying a reduction; how the reduction operation looked was left essentially open, which meant that the meaning of the major premiss of the last inference of the argument did not necessarily matter. When we now for analytical validity demand that the non-canonical closed argument contain a closed, canonical, and analytically valid argument for the sentence in question, we get a condition whose satisfaction depends on what the major premiss means, that is, on the nature of a canonical argument for it, as is illustrated in the verification above of the analytical validity of implication elimination.

It is also easy to see that applications of the rule of mathematical induction in the form

$$
\frac{[A(x)]
\quad A(0)
\quad A(sx)
}{A(a)}
$$

which binds the variable $x$ and assumptions $A(x)$, are analytically valid relative to an arithmetical base whose numerical terms are the numerals (formed from 0 by applying the successor operation $s$) and which takes as canonical all arguments for atomic sentences that can be obtained by applying
the usual arithmetical inference rules for atomic sentences. Considering a closed instance of an application of this rule where the conclusion is $A(n)$, and assuming that we have valid arguments $A_1$ and $A_2(x)$ for the induction base and the induction step, respectively, we can compose $A_1$ and a suitable number of instances of $A_2(x)$ until we get an argument for the conclusion $A(n)$. The obtained argument is valid and is contained in the original one, which hence is valid by the lemma above.

Although all the intuitionistic inference rules of natural deduction are analytically valid, not all intuitionistically derivable inferences are. For the previously defined notion of validity, it is easy to see that an inference is valid if its conclusion is derivable from its premisses by valid inference rules. The same holds of course for the traditional definition of valid inference, which identifies validity with logical consequence, since that relation is transitive. Analytical validity is quite different and is a much narrower notion. It can be illustrated with inferences of the form

$$A \to (B \to C)$$

$$B \to (A \to C)$$

which can be seen to be valid relative to a suitable set of reductions.\(^{17}\) The conclusion is of course derivable from the premiss by analytically valid inferences, but the inference itself is not analytically valid for arbitrary $A$, $B$, and $C$, which can be seen by letting $A$ be the same as $B \to C$. The one-step argument that assumes $B \to C$ and then applies $\to I$ is a closed valid argument for the premiss, but it does not contain an argument for the conclusion. This one-step argument does not either contain an argument for $(B \to C) \to C$ from $B$. Thus, when clause 2 is weakened as described above, the inference remains invalid.

Not even the trivial inference

$$A \lor B$$

$$B \lor A$$

is analytically valid; an analytically valid, closed argument for $A \lor B$ need not contain a canonical argument for $B \lor A$. However, it does contain an analytically valid, closed argument for $A$ or for $B$, which is sufficient to make the inference valid if we use the weaker variant of clause 2 in the definition of validity.

Analytically valid inference is a very narrow concept in a seemingly interesting way, if one is interested in what it is for an inference to be legitimate in a proof. A validity notion of inference which makes any inference valid

\(^{17}\)See Schroeder-Heister [24], who considers this example in detail.
whose conclusion is derivable from its premisses by valid inferences is not a plausible candidate for what it is to be an acceptable inference in a proof. It would make it legitimate to infer any theorem directly from axioms, thus making any one-step argument for a theorem from axioms a proof, regardless of how complicated a real proof would be. In proofs actually occurring in mathematical practice, we may make inference steps as big as competent persons are able to follow, which of course varies with the context. An objective definition of what it is for an inference to be legitimate in a proof can of course not reflect this dependency on the context, but must make legitimate inference steps reasonably small. Analytical validity of inference seems to be a concept that fits this requirement, but this remains to be further investigated. It can be noted that besides Gentzen’s introductions and eliminations, inferences that put together a number of eliminations into one inference, like the inference

$$\frac{A \quad B}{C} \quad A \rightarrow (B \rightarrow C)$$

are analytically valid.

5. Proofs in the Intuitionistic Tradition

The term proof occurs frequently in the intuitionistic tradition, but what has been taken to be a proof in this tradition has varied considerably. Heyting’s main use of the term proof was epistemic, but he also said, “A proof is a mathematical construction which can itself be treated mathematically”.18 This ambiguity came to live on in the intuitionistic tradition.

Heyting’s explanation of his epistemic notion of proof was closely linked to his notion of proposition: A proposition expresses an intention of (finding) a construction that satisfies certain conditions, while “a proof of a proposition consists in the realization of the construction required by the proposition”.19 A proof in the epistemic sense is accordingly an act, and it clearly makes an assertion warranted; “the assertion of a proposition signifies the realization of the intention [expressed by the proposition]”, according to Heyting.20

The so-called BHK-interpretation or BHK-explanation by Troelstra [27] or Troelstra and van Dalen [28], which tells us “what forms proofs of logically
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18Heyting [8]. Heyting’s different uses of the term proof are investigated in detail in [25].

19Heyting ([8], p. 14).

20Heyting ([7], p. 247).
compound statements take in terms of the proofs of the constituents”, was
certainly meant to supplement Heyting’s explanation of the epistemic notion
of proof. Here we may seem to be offered recursive clauses in a definition
of what a proof is. But what are presented are rather recursive clauses in a
definition of Heyting’s notion of the construction intended by a compound
first order proposition. That this was not the intention of [27] is seen for
instance from his demanding of a proof of an implication $A \rightarrow B$ that it
consists not only of a construction which transforms any proof of $A$ into a
proof of $B$ but also of the insight that the construction has this property;
the insight is obviously thought to be a requirement needed in the case of
epistemic proofs. [28] dropped the insight component, and so a proof of an
implication came for them to stand for just a construction, a mathematical
object, not for the finding of the object; nevertheless other things seem to
indicate that it is anyway the epistemic notion they had in mind.

Howard’s paper “The Formulae-as-Types Notion of Construction”\(^\text{21}\)
wants explicitly to develop the intuitionistic notion of a construction and
describes in effect the build-up of terms in an extended lambda calculus,
typed by formulas, which denote constructions of propositions expressible
in first order predicate logic or Heyting arithmetic. Furthermore, an isomor-
phism between these terms and Gentzen’s natural deductions is indicated.

Martin-Löf’s intuitionistic type theory\(^\text{22}\) continues Howard’s approach
and exhibits explicitly the process of building up a construction of a propo-
sition. He calls these constructions “proofs”, but in addition, his theory
introduces another kind of proofs, proofs of judgements, as he calls them,
expressing that an object $a$ is a proof (construction) of a proposition $A$,
written $a: A$.\(^\text{23}\) As can be expected because of the isomorphism indicated by
Howard, the rules for building up proofs of propositions are like Gentzen’s
introduction and elimination rules in natural deduction. In later works, he
emphasizes that proof of proposition, in contrast to proof of judgement, is
not an epistemic notion.\(^\text{24}\)
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\(^\text{21}\)Howard [10], privately circulated already in 1969.

\(^\text{22}\)Martin-Löf [14], but also several earlier papers.

\(^\text{23}\)When confusions may occur because of this double use of the term proof, he reserves
the word construction for proofs of propositions. Diller and Troelstra [1] suggested that
Martin-Löf’s proofs of propositions are called proof-objects; presumably to indicate that
such a proof is not what they took a proof to be.

\(^\text{24}\)Martin-Löf [16], in particular. Nowadays he usually refers to proofs of propositions as
proof-objects, following the suggestion of Diller and Troelstra; see the previous footnote.
No doubt, Martin-Löf’s proofs of propositions correspond to Heyting’s constructions intended by propositions, while the processes of constructing them, exhibited in Martin-Löf’s type theory, correspond to what Heyting called proofs of propositions, equated by Heyting with the realizations of the constructions intended by propositions. In contrast to Martin-Löf, Heyting did not see the need to prove that an object is the construction intended by a proposition. In a later work, he said that what establishes a mathematical theorem is a successful construction, and continued: “The proof of the theorem consists in this construction itself, and the steps of the proof are the same as the steps of the mathematical construction”. In other words, he compared the steps of a realization of a construction to the inference steps of a proof, and as one does not usually prove that an inference step establishes its conclusion, he did not count with proofs of the fact that a step in the construction of an object results in the object intended.

Summing up, a proof in the intuitionistic tradition is either a construction intended by a proposition, or a realization of such a construction, or a demonstration of the judgement that a certain constructed object is the construction intended by a proposition. Proofs in the first sense, constructions intended by propositions, are the terms in which the meanings of propositions are determined. They may be viewed as truth-makers, as Göran Sundholm has suggested—the existence of such an object is what makes the proposition in question true. The condition for something to be the construction intended by a proposition may then be seen as the truth-condition of the proposition, not radically different from classical truth-conditions, as Martin-Löf [15] has emphasized. Indeed, it can be seen as the constructivization of the corresponding classical truth-condition—while a classical truth-condition is from a realistic point of view a condition that may be inaccessible to us, concerning a world independent of us, the intuitionistic truth-condition concerns something that we may construct and that then comes in our possession. Thus, the first notion of proof is not primarily an epistemic one, but is first of all concerned with the meaning of propositions.

The epistemic power of proofs in the second sense, realizations of intended constructions, is of course plain, if with Heyting we take the assertion of a proposition to say that one has found the intended construction. Furthermore, to take inferences to consist of construction steps in such a realization is to define them as valid, so there is no more any question of what makes them have epistemic power. However, this is a non-standard conception of

---

25Heyting [9].
26Sundholm [26].
proof and inference. Even in intuitionistic mathematics one makes arguments and infers judgements about the outcome of a construction step, as comes out in Martin-Löf’s type theory.

Proofs in the third sense, demonstrations of judgements about constructions being of a certain type, are of course epistemic, but what gives these proofs their epistemic power and what it is for their inferences to be valid are questions that remain unanswered in the intuitionistic tradition.

6. Constructions as Grounds and Inferences as Operation on them

Since the point of making an inference in a proof is to get a ground for the conclusion, the inference cannot be legitimate unless it provides such a ground, given that the premisses have been satisfactorily proved and have thus been provided with grounds. But what is a ground for an assertion?

In mathematics the ground for an assertion is often equated with a proof of the assertion. But if we see proofs as chains of valid inferences and want to explain valid inference in terms of its yielding a ground for the conclusion, we must of course seek an explanation of the notion of ground that is independent of the notion of proof. I shall end by summarizing and briefly commenting on an approach to the problem of defining the notions of ground and valid inference that I have proposed in previous publications.\textsuperscript{27}

The explanation of propositions in terms of constructions intended by them seems to offer an account of the notion of ground independent of the notion of proof, because it seems right to say that when one has realized or found the intended construction, one is in possession of a ground for asserting the proposition. I have therefore proposed that the ground for the assertion of a proposition is to be identified with the construction intended by the proposition.\textsuperscript{28} It is not to be ruled out that this way of explaining propositions is open also when the logical constants have their classical usage, but what construction is intended by a proposition must of course sometimes differ depending on whether the proposition is understood classically or constructively.

To satisfy the requirement that it is by the very inference act, the act of inferring a conclusion from a number of premisses without further additions, that we get a ground for the conclusion, it seems necessary to understand

\textsuperscript{27}The proposal is most developed in Prawitz [21].

\textsuperscript{28}The suggestion is in accordance with Dummett’s idea, as found e.g. in Dummett [2] and [3], to identify the meaning of a sentence with the condition for using it warrantedly with assertive force.
such an act as something more than just a speech act. Just to assert “B because of $A_1, A_2, \ldots, A_n$” cannot possibly in itself give a ground for the assertion of B, it seems, even if the premisses $A_1, A_2, \ldots, A_n$ have been satisfactorily proved. My proposal is that an inference act should be taken as also involving an operation on the grounds one takes oneself to have for the premisses. An inference is then naturally defined as valid, when this operation applied to any grounds for the premisses always yields a ground for the conclusion. It thereby becomes literally true that when one makes a valid inference, thus carrying out the operation involved, one gets in possession of a ground for the conclusion.

It may be argued that for an inference act to be valid it is not enough that it gives the agent a ground for the conclusion, the agent should also know that the ground is a ground for the conclusion and that the inference has the property of always yielding a ground for the conclusion when applied to grounds for the premisses. However, I think that when we make an assertion, we do not usually also assert that the ground that we take ourselves to have for the assertion is such a ground. To require that we also have a ground for such an assertion is to start on a regress. Similarly, when making an inference, we do not usually also assert that the inference is valid; again to avoid a regress, it must be possible to make a valid inference without first making sure that the inference is valid, since it seems that we cannot hope to achieve the latter in general without making some kind of inferences.

Nevertheless, it remains that when we make a conscious inference, we take ourselves to become justified in asserting the conclusion by having got a ground for the assertion. Therefore, if a valid inference is to be understood in the way suggested as involving an operation that yields a ground for the conclusion when applied to grounds for the premisses, we must be able to recognize in some way that the operation has this property. Clearly, for this to be possible, the operation must have a limited complexity. In the same direction speaks the fact that without any such limits, the composition of valid inferences is again a valid inference, which goes against what was said in Section 4 about plausible notions of validity. The approach outlined above must consequently be supplemented with a restriction on the operations involved in valid inferences. A possibility that would need further exploration is that the restriction could be made in line with the ideas behind the notion of analytical validity.
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