Abstract

We continue the development of the topological membrane approach to open and unoriented string theories. We study orbifolds of topologically massive gauge theory defined on the geometry $[0,1] \times \Sigma$, where $\Sigma$ is a generic compact Riemann surface. The orbifold operations are constructed by gauging the discrete symmetries of the bulk three-dimensional field theory. Multi-loop bosonic string vacuum amplitudes are thereby computed as bulk correlation functions of the gauge theory. It is shown that the three-dimensional correlators naturally reproduce twisted and untwisted sectors in the case of closed worldsheet orbifolds, and Neumann and Dirichlet boundary conditions in the case of open ones. The bulk wavefunctions are used to explicitly construct the characters of the underlying extended Kac-Moody group for arbitrary genus. The correlators for both the original theory and its orbifolds give the expected modular invariant statistical sums over the characters.
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1 Introduction

This paper is a continuation of the ongoing development of the topological membrane approach to open and unoriented string theories, in which the focus will be on obtaining the appropriate spectrum and amplitudes of worldsheet orbifold models directly from a three-dimensional topologically massive gauge theory. As we will see, this formalism provides a systematic and powerful way of constructing correlation functions in two-dimensional conformal field theories. At the same time, we will obtain a very simple description of conformally invariant twist sectors and boundary conditions. We thereby formulate the intrinsic properties of open and unoriented string theories within the much simpler setting of three-dimensional quantum gauge theory.

1.1 Prelude

Although open strings were originally considered as defining theories by themselves, it soon become evident that they must come accompanied by closed (non-chiral) strings, in order to maintain unitarity of the string theory. Furthermore, open string theories may be obtained from closed ones by gauging certain discrete geometrical symmetries of the closed string theory \([1–10]\). The simplest instance uses worldsheet parity \(\Omega: z \mapsto -\bar{z}\) which imposes the identification \(\sigma_1 \equiv -\sigma_1\) of the worldsheet coordinates, where \(z = \sigma_1 + i\sigma_2\) and \(\bar{z} = \sigma_1 - i\sigma_2\) define the complex structure of the worldsheet. The spaces obtained in this way can be either closed and unoriented, or open and oriented (and unoriented as well). The latter worldsheets are generally called orbifolds and the singular points of the orbifold projection become the boundaries of the open string worldsheet. The physical states (or more generally the quantum fields) of the open or unoriented theory are obtained from those of the closed oriented theory by projecting out the ones which have negative worldsheet parity eigenvalues. This is accomplished by building a suitable projection operator that retains only the states of even parity in the theory.

Another construction in string theory involves orbifolding the target space of the theory with respect to an involution of some spacetime symmetry. In this paper we will only consider involutions which are of order 2, obtained by imposing the identifications \(X' \equiv -X'\) on the target space coordinates. Upon combining both worldsheet and target space orbifold constructions, i.e. \(X'(z, \bar{z}) \equiv -X'(-\bar{z}, -z)\), we obtain open or unoriented theories in orbifolds \([8–10]\). In other words, one arrives at orientifolds, leading to twisted sectors in the Hilbert space of the open or unoriented theories. An important result implied by these constructions is that the gauge group of the open string theory, describing the Chan-Paton degrees of freedom carried by the target space photon Wilson lines, is constrained \([11–13]\). This constraint is closely related to the types of boundary conditions that one must impose.
on insertions of boundary vertex operators at the level of the worldsheet field theory [16].

The perturbation expansion of a string theory is a sum over the genus $g$ of the worldsheet $\Sigma$. Each term in the series yields string scattering amplitudes for a particular order $g$. The object one needs to compute to deal with the genus expansion is the partition function, or in other words the vacuum-to-vacuum amplitudes order by order, i.e. for each genus $g$. In this paper we will compute these objects using the topological membrane approach to string theory [17–35], which consists of replacing the string worldsheet by a three-dimensional manifold. Dynamically, it is modelled by a topologically massive gauge theory [36–39], i.e. the gauge theory whose action contains both a Yang-Mills and a Chern-Simons term for the gauge fields living on a three-manifold, together with topologically massive gravity, i.e. the three-dimensional gravitational theory whose action contains both an Einstein and a gravitational Chern-Simons term. The membrane is the three-dimensional manifold $M = [0, 1] \times \Sigma$ which has two disjoint boundaries $\partial M = \Sigma_0 \cup \Sigma_1$. The gauge non-invariance of the resulting theory induces chiral conformal field theories on the boundaries. The advantage of this approach is that many stringy properties have very transparent and simple physical characterizations in terms of three-dimensional gauge and gravity theories. The original work on this subject concerned only pure Chern-Simons theories in the bulk [38–43].

In this setting, closed string theories are obtained as the effective boundary theories with worldsheet the closed surface $\partial M$. Obtaining an open string theory raises a problem, because in that case one needs an open worldsheet. For a smooth manifold the boundary of a boundary is empty, $\partial \partial M = \emptyset$, and so naively it seems that topological membrane theory cannot describe open strings since the induced worldsheets are already the boundary of a three-manifold. The solution to this problem is to consider an orbifold of the bulk theory. The fixed points of the orbifold then play the role of the one-dimensional boundary of the two-dimensional boundary of the three-dimensional membrane. This approach was first suggested in [45] within the context of pure Chern-Simons gauge theories, and developed further in [33, 34]. There the discrete symmetries of the three-dimensional theory, namely $\Omega T$ and $\Omega CT$, are used as the generators of the orbifold group.

Various other works have also gone in this direction. Recent studies on Wess-Zumino-Novikov-Witten (WZNW) orbifold constructions can be found in [46–48]. In [49], D-branes are described at the worldsheet level as vertex operators. Studies of generic rational conformal field theories with boundaries from pure three-dimensional Chern-Simons theory appear in [50–52]. Recent developments related to the topics covered in this paper may also be found in [53–57].
1.2 Summary of Results

This paper continues and develops further the study started in \[33,34\]. The main objective is to compute the partition functions of two-dimensional open and unoriented conformal field theories from the perspective of a three-dimensional topological membrane. For simplicity, we will consider here only a \(U(1)\) topologically massive gauge theory whereby everything can be worked out explicitly. This corresponds to the simplest instance of bosonic strings compactified on a circle, although the techniques introduced and conclusions reached also apply to more complicated situations. In particular, we will reproduce the standard modular invariants corresponding to a \(U(1)\) affine Lie algebra. Some of these results were announced in \[34\] where a general review may also be found.

In the following we will interpret the boundary partition function as the bulk vacuum-to-vacuum amplitude. This translates into computing boundary-to-boundary correlators \(\langle \Psi_0 | \Psi_1 \rangle\) of ground state wavefunctions \[11,12\]. The wavefunctions of topologically massive gauge theory \[58\], inserted at each of the boundaries, work as chiral WZNW models \[44\] and render the theory well-defined by effectively enforcing the appropriate boundary conditions on the full three-dimensional gauge theory \[34,38\]. One also has to consider the monopole effects described in \[32\] in order to get the correct holomorphic-antiholomorphic pairing of the chiral conformal blocks. However, these boundary insertions must be suitably modified, because we want to orbifold the bulk theory, but the wavefunctions only live at the boundaries. The solution is to extend them appropriately to the full three-dimensional spacetime. Once this is accomplished we can generate the orbifold with a new boundary at the orbifold plane, and thereby obtain a new wavefunction which we show has to be the constant state \(|1\rangle\) such that the correlation function becomes \(\langle \Psi_0 | 1 \rangle\).

In the case that the orbifold boundary is an open surface, the new induced wavefunction is not quite unity. There are also induced factors resulting from the functional integration on the new surface which are responsible for setting the correct conformal boundary conditions for each orbifold, namely Dirichlet for \(\Omega T\) and Neumann for \(\Omega CT\). It is necessary in this description to consider a one-dimensional boundary correction to the Gauss law upon orbifolding. It is also through this term that insertions of vertex operators in the induced conformal field theory \[49,56,57\] can be described by the topological membrane \[59\], particularly for Dirichlet boundary conditions since in that case the source terms at the orbifold fixed points couple to the gauge field and act as vertex operators on the boundary. In fact, this constitutes the first step towards the construction of D-branes from topological membrane theory \[59\]. In this way we will explicitly compute, for any genus \(g\), the string vacuum amplitudes entirely from the topological membrane. They are expressed as modular invariant combinations of affine characters of the two-dimensional conformal field theory, which we compute from the three-dimensional gauge theory by appropriately incor-
porating the remaining homology dependence of the wavefunctions on the Riemann surface \( \Sigma \). An unsolved problem that remains concerns the construction of more general modular invariants. Within the present framework this is is not possible without a mechanism which creates a tunnelling effect between various ground state wavefunctions that is more general than the one described in [32]. For this, it is most likely necessary to take into account the effects of gravity in the bulk theory [22, 35, 60].

The organization of the remainder of this paper is as follows. In the next section we review the essential features of topologically massive gauge theories that we shall need and outline how they will be used to construct the modular invariant partition functions of conformal field theories. In section 3 we summarize the three-dimensional orbifold operations that will be used and how they will naturally induce the amplitudes appropriate to the orbifold conformal field theories. In section 4 we explicitly construct the vacuum wavefunctions of topologically massive gauge theory and use them to study the bulk partition function. In section 5 we then consider the effects of orbifolding on these wavefunctions and amplitudes. Finally, in section 6 we carefully examine the topological dependence of the gauge theory wavefunctions and derive very explicit expressions for the conformal field theory modular invariants valid for arbitrary genus \( g \). The case of genus one is studied in some detail for illustration.

2 Canonical Formalism for Topologically Massive Gauge Theories

In this section we will review some of the basic aspects of \( U(1) \) topologically massive gauge theories [36–39] that will be required in the following. The gauge theory is defined on a three-dimensional manifold of the form \( M = [0, 1] \times \Sigma \), where the finite interval \([0, 1]\) parametrizes the time \( t \), and \( \Sigma \) is a compact Riemann surface whose local complex coordinates will be denoted \( z = (z, \overline{z}) \) with integration measure \( d^2z = |dz \wedge d\overline{z}| \). We will adopt Gaussian normal coordinates for the Minkowski three-geometry, in which the metric takes the form

\[
\text{ds}_{(3)}^2 = g_{\mu\nu} \, dx^\mu \, dx^\nu = -dt^2 + h_{ij} \, dx^i \, dx^j. \tag{2.1}
\]

The three-manifold has two boundaries \( \Sigma_0 \) and \( \Sigma_1 \) at times \( t = 0 \) and \( t = 1 \), respectively, both of which are copies of \( \Sigma \) with opposite orientation. The action is a sum of Maxwell and Chern-Simons terms for a \( U(1) \) gauge field \( A \) with curvature \( F \),

\[
S_{\text{TMGT}}[A] = \int_0^1 dt \, \int_\Sigma d^2z \left[ -\frac{\sqrt{-g}}{4 \gamma} \, F_{\mu\nu} F^{\mu\nu} + \frac{k}{8 \pi} \epsilon^{\mu\nu\lambda} \, A_\mu \partial_\nu A_\lambda + \sqrt{-g} \, A_\mu J^\mu \right], \tag{2.2}
\]
where we have included the minimal coupling of the gauge fields to a conserved current $J^\mu$,

$$\partial_\mu J^\mu = 0 \quad (2.3)$$

The bulk Levi-Civita antisymmetric tensor density $\epsilon^{\mu\nu\lambda}$ induces the tensor density $\epsilon^{ij} = \epsilon^{0ij}$ on the boundaries. As has been extensively studied in the past [17, 21, 23, 35, 40, 43], the quantum field theory defined by (2.2) induces new degrees of freedom on the boundaries which constitute chiral WZNW models. They are fields belonging to two-dimensional chiral conformal field theories living on $\Sigma_0$ and $\Sigma_1$.

2.1 Hamiltonian Quantization

The action (2.2) can be written in a canonical splitting $A_\mu = (A_0, A_i)$ as

$$S_{\text{TMGT}}[A] = \int_0^1 dt \int_\Sigma d^2 z \left[ -\frac{\sqrt{-g}}{2\gamma} F_{0i}F^{0i} - \frac{\sqrt{-g}}{4\gamma} F_{ij}F^{ij} + \frac{k}{16\pi} \epsilon^{ij} A_0 F_{ij} + \frac{k}{8\pi} \epsilon^{ij} A_i F_{j0} ight. \\
+ \sqrt{-g} A_0 J^0 + \left. \sqrt{-g} A_i J^i \right]. \quad (2.4)$$

The canonical momentum conjugate to $A_i$ is

$$\Pi^i = -\frac{\sqrt{-g}}{\gamma} F^{0i} + \frac{k}{8\pi} \epsilon^{ij} A_j, \quad (2.5)$$

while, as usual, the canonical momentum conjugate to $A_0$ is identically zero. The field $A_0$ is therefore non-dynamical and serves as a Lagrange multiplier which imposes the Gauss law constraint

$$0 = \int_\Sigma d^2 z \left( -\frac{\sqrt{h}}{\gamma} \partial_i F^{0i} + \frac{k}{8\pi} \epsilon^{ij} F_{ij} + \sqrt{h} J^0 \right) - \oint_{\partial \Sigma} \left( -\frac{\sqrt{h}}{\gamma} F^{0i} + \frac{k}{8\pi} \epsilon^{ij} A_j \right) n_i, \quad (2.6)$$

where $n_i$ is a vector normal to the boundary of $\Sigma$. Note that the boundary term in (2.6) is only present when the two-dimensional boundary $\Sigma$ of the underlying three-manifold has a boundary. Of course for a smooth space this term doesn’t appear because the boundary of a boundary is empty. However, once we quotient the theory by its discrete symmetries new boundaries can emerge at orbifold singularities [33, 40, 43]. This extra boundary term is vital for the construction we will present in the following, because it allows the imposition of the correct boundary conditions on the conformal field theory. Moreover, conformal vertex operators inserted on the boundary are thereby included in the full three-dimensional theory as external fluxes coupled to the gauge fields through the conserved current $J^\mu$ [33], in accordance with the fact that closed string vertex operators correspond to Wilson lines of the three-dimensional gauge theory. We will see later on that the external
The Hamiltonian of the theory is given by

$$H = \int_\Sigma d^2z \left\{ -A_0 \left[ \partial_i \left( \Pi^i - \frac{k}{8\pi} \epsilon^{ij} A_j \right) + \frac{k}{4\pi} \epsilon^{ij} \partial_i A_j + \sqrt{\hbar} J^0 \right] 
+ \partial_i \left[ \Pi^i + \frac{k}{8\pi} \epsilon^{ij} A_j \right] + \frac{1}{8\gamma \sqrt{\hbar}} (\epsilon^{ij} F_{ij})^2 
+ \frac{\gamma}{2 \sqrt{\hbar}} h_{ij} \left( \Pi^i - \frac{k}{8\pi} \epsilon^{jk} A_k \right) \left( \Pi^j - \frac{k}{8\pi} \epsilon^{jl} A_l \right) - \sqrt{\hbar} A_i J^i \right\}.$$  \hspace{1cm} (2.7)

Defining the electric and magnetic fields as

$$E^i = -\frac{1}{\gamma} F^{0i},$$
$$B = \partial_z A_x - \partial_x A_z,$$
the Gauss law constraint (without boundary terms) reads

$$\partial_i E^i + \frac{k}{4\pi} B = -J^0.$$ \hspace{1cm} (2.9)

In the quantum field theory, the canonical commutation relations can be written as

$$[E^i(z), E^j(z')] = -i \frac{k}{4\pi} \epsilon^{ij} \delta^{(2)}(z - z'),$$
$$[E^i(z), B(z')] = -i \epsilon^{ij} \partial_j \delta^{(2)}(z - z'),$$ \hspace{1cm} (2.10)

and the constraint (2.9) leads to an equation that needs to be satisfied by the physical (gauge invariant) states. We will use this equation in section 4 when we construct the quantum wavefunctions of the field theory. Note that the $A_0$ dependent terms in (2.7) vanish when $H$ acts on such states.

The generators of time-independent local gauge transformations can be easily defined, for smooth real-valued gauge parameter functions $\Lambda$, as

$$U_\Lambda = \exp \left\{ i \int_\Sigma d^2z \sqrt{\hbar} \Lambda(z) \left( \partial_i E^i + \frac{k}{4\pi} B + J^0 \right) \right\}.$$ \hspace{1cm} (2.11)

The physical Hilbert space consists of those quantum states which are invariant under the actions of the operators (2.11). In addition, when there are topologically non-trivial gauge field configurations, we must take into account the large gauge transformations of the theory. These are generated by the operators (2.11) obtained by taking $\Lambda$ to be the
multi-valued angle function of the Riemann surface $\Sigma$. Then integrating by parts in (2.11) yields the extra local operator

$$V(z_0) = \exp \left\{ -i \int_{\Sigma} d^2 z \left[ \left( E^i + \frac{k}{4\pi} \sqrt{\hbar} \epsilon^{ij} A_j \right) \epsilon_{ik} \partial^k \ln E(z, z_0) - \sqrt{\hbar} \theta(z, z_0) J^0 \right] \right\},$$

(2.12)

where $E(z, z_0)$ is the prime form of $\Sigma$ (see section 3.2), $z_0$ is a fixed point on $\Sigma$, and

$$\theta(z, z_0) = \text{Im} \ln \frac{E(z, z_0)}{E(z, z')E(z', z_0)}$$

(2.13)

with $z'$ an arbitrary fixed reference point. Demanding invariance under these operators, i.e. under large gauge transformations, further truncates the physical Hilbert space of the quantum field theory. Moreover, from the commutation relations (2.10) we obtain the relation

$$\left[ B(z), V^n(z_0) \right] = 2\pi n \sqrt{\hbar} V^n(z_0) \delta^{(2)}(z - z_0)$$

(2.14)

for any integer $n$. This means that the operator $V^n$ creates a pointlike magnetic vortex at $z_0$ with magnetic flux $\int_{\Sigma} d^2 z \sqrt{\hbar} B = 2\pi n$. These objects thereby generate nonperturbative processes which constitute monopoles of the gauge theory. Moreover, from Gauss’ law (2.9) we see that they also carry a bulk electric charge

$$\Delta Q = -\frac{nk}{2}.$$  

(2.15)

The electric charge spectrum of the quantum field theory is [23]

$$Q_{m,n} = m + \frac{k}{4} n,$$

(2.16)

where $m$ and $n$ are integers representing, respectively, the contributions from the usual Dirac charge quantization and the monopole flux. Due to the existence of monopole induced processes and linkings between Wilson lines (charge trajectories) it can be shown [32] that, with the correct relative boundary conditions, the insertion of the charge $Q_{m,n}$ at one boundary $\Sigma_0$ (corresponding to a vertex operator insertion in the boundary conformal field theory) necessitates an insertion of the charge

$$\bar{Q}_{m,n} = m - \frac{k}{4} n$$

(2.17)

at the other boundary $\Sigma_1$. This fact will be assumed throughout the rest of this paper.

### 2.2 Boundary Partition Functions

In the following we will explain how to explicitly build orbifolded boundary partition functions of conformal field theory from correlation functions in the three-dimensional gauge
theory. For this, we will rederive the well-known one-to-one correspondence between the wavefunctions of the gauge theory and the conformal blocks of the boundary conformal field theory \([40–42]\). In particular, for rational values

\[
k = \frac{2p}{q}
\]

(2.18)
of the Chern-Simons coefficient, with \(p\) even, there are \((pq)^g\) independent wavefunctions corresponding to the conformal blocks of the induced \(c = 1\) rational conformal field theory, i.e. of the WZNW model that emerges on the boundary \(\Sigma\), where \(g\) is the genus of \(\Sigma\). The gauge theory partition function then takes the form

\[
Z_{\text{TMGT}} = \sum_{\lambda \in (\mathbb{Z}_{pq})^g} \left\langle \Psi_\lambda(0) \right| \Psi_\lambda(1) \right\rangle ,
\]

(2.19)

where \(\Psi_\lambda(0)\) and \(\Psi_\lambda(1)\) denote the wavefunctions at the boundaries \(\Sigma_0\) and \(\Sigma_1\), respectively. It is the correct definition of the object (2.19) and its orbifold version that we are going to deal with in this paper.

As explained in the previous subsection, a vertex operator insertion corresponding to a collection of primary charges

\[
\frac{\lambda^\ell}{q} = m^\ell + \frac{kn^\ell}{4}, \quad \ell = 1, \ldots, g
\]

(2.20)
at one boundary will correspond at the other boundary to an insertion with charges

\[
\frac{\bar{\lambda}^\ell}{q} = m^\ell - \frac{kn^\ell}{4}, \quad \ell = 1, \ldots, g
\]

(2.21)

where \(m^\ell\) and \(n^\ell\) are winding and monopole numbers acquired by a charge as it moves around the canonical homology cycles of the Riemann surface \(\Sigma\). Here and in the following we will exploit the fact that a monopole singularity effectively produces a puncture on \(\Sigma\) and hence extra non-contractible loops. For ease of notation, we will, without loss of generality, model the extra homology generators using a set of canonical cycles of the surface. The charge non-conserving processes are then determined by the large gauge transformations which wind around these cycles. In terms of the wavefunctions (or conformal blocks) this raises a problem since we have not yet determined how to introduce the monopole processes into the path integral. They can be thought of as insertions of the local Gauss operator \(V\) given in (2.12). The main point is that the physical wavefunctions are the ones which are invariant under the actions of all combinations of the operators \(V\) \([61–64]\). Generally, physical states are constructed from a generic one \(|\Psi\rangle\) through a projection onto gauge

\[\text{Thanks to Alex Kovner for this useful remark.}\]
invariant states, which may be realized explicitly by integrating over all gauge copies of the state,
\[ P|\Psi\rangle = \frac{1}{\text{vol}G} \int D\Lambda \, U_\Lambda|\Psi\rangle, \]  
(2.22)
where \( G \) is the group of gauge transformations \( \Sigma \to U(1) \). This means, in particular, that one must include arbitrary monopole processes in all physical amplitudes. Moreover, as shown in [32], the total probability amplitude for the combinations of wavefunctions (at the boundaries) which are not invariant under these operators vanishes.

In this way the effective path integral will have to take into account this phenomenon and be of the form
\[ Z_\Psi = \sum_{\lambda \in (Z_{pq})^g} \left\langle \Psi_\lambda(0) \left| \prod_a V^{n_a}(z_a) \sum_{\lambda' \in (Z_{pq})^g} \Psi_{\lambda'}(1) \right. \right\rangle, \]  
(2.23)

We will not develop this issue in detail here, as it is enough to consider shifts of the charges at \( \Sigma_1 \) by amounts \( \Delta Q^\ell = -kn^\ell/2 \) or \( \Delta Q^\ell = 0 \), depending on the relative boundary conditions, with respect to those at \( \Sigma_0 \). The effective wavefunction at the boundary \( \Sigma_1 \) is then given in terms of a Wilson loop as
\[ \Psi_\lambda(1) = \exp \left\{ i \sum_{\ell=1}^g \Delta Q^\ell \oint_{\beta^\ell} A \right\} \Psi_\lambda(0) \]  
(2.24)
with \( \lambda^\ell/q = m^\ell + n^\ell k/4 \) and \( \bar{\lambda}^\ell/q = \lambda^\ell/q + \Delta Q^\ell \), where the contour integrals go around canonical homology cycles \( \beta^\ell \) associated with the vortex sources on \( \Sigma \). These nonperturbative processes, i.e., braidings of Wilson lines and monopole transitions, will take into account the difference in electric charges between the two boundaries \( \Sigma_0 \) and \( \Sigma_1 \).

The free boundary partition function is then of the schematic form
\[ Z_{\text{free}} = \sum_{\lambda \in (Z_{pq})^g} \left\langle \Psi_\lambda(0) \left| \Psi_\lambda(1) \right. \right\rangle + \sum_{\lambda' \in (Z_{pq})^g} \left\langle \Psi_\lambda(0) \left| \Psi_{\lambda'}(1) \right. \right\rangle. \]  
(2.25)
This is the simplest modular invariant of the boundary conformal field theory. Depending on the relative boundary conditions of the three-dimensional theory, we can set it to be either only the first sum or only the second sum. For free boundary conditions, both sums are present. Generic modular invariants would arise as bilinear combinations
\[ Z_\zeta = \sum_{\lambda, \lambda'} \zeta_{\lambda\lambda'} \left\langle \Psi_\lambda(0) \left| \Psi_{\lambda'}(1) \right. \right\rangle \]  
(2.26)
of the wavefunctions with non-negative integral coefficients \( \zeta_{\lambda\lambda'} \). The allowed combinations are specified by the requirement of a modular invariant partition function. Such a
classification generally requires the inclusion of the gravitational sector of the topological membrane, i.e. the coupling of topologically massive gauge theory to topologically massive gravity. This analysis would take us beyond the scope of the present paper, and thus we shall focus only on the basic modular invariants (2.23).

3 Orbifold Constructions

In [33] the procedure to orbifold the topological membrane by gauging the discrete symmetries of topologically massive gauge theory was introduced. In this setting, the original worldsheet $\Sigma$ is regarded as a double cover of an open or unoriented surface $\Sigma^O$, which is obtained formally as the quotient $\Sigma^O = \Sigma/\mathbb{Z}_2$ by an anti-conformal involution $O$ whose fixed points correspond to the boundary points of $\Sigma^O$. Of course if $\Sigma^O$ is itself oriented and closed, the cover consists of the two disjoint copies $\Sigma_0$ and $\Sigma_1$ of $\Sigma$ endowed with opposite orientation. When the worldsheet involution is combined with a time reversal operation, we may then regard the worldsheet $\Sigma^O$ from the topological membrane perspective as the connecting three-manifold $([0,1] \times \Sigma)/\mathbb{Z}_2$. If $\Sigma^O$ is closed and orientable, then the connecting three-manifold is a cylinder over $\Sigma^O$.

Let us recall the discrete symmetries of the theory defined on the geometry $[0,1] \times \Sigma$. They are time reversal $T : t \mapsto 1-t, A \mapsto -A$, charge conjugation $C : A_\mu \mapsto -A_\mu$, and worldsheet parity $\Omega : z \mapsto -\bar{z}$. It is also possible to introduce other definitions of parity, which would lead to different types of orbifold constructions. Due to the presence of both the Maxwell and Chern-Simons terms in the action (2.2), the only possible combinations of these three symmetries which are compatible with the three-dimensional action are $\Omega CT$ and $\Omega T$. Note that only the worldsheet $\Sigma$ feels the parity operation. For example, consider the case of a torus $\Sigma = T^2$ of modulus $\tau = \tau_1 + i\tau_2$. Orbifolding it with $\tau = i\tau_2$ under $\Omega$ produces an annulus (or a cylinder), while for $\tau = 1/2 + i\tau_2$ a Möbius strip is obtained. On the other hand, starting with $\tau = 2i\tau_2$ and the orbifold under $\Omega' : z \mapsto -\bar{z} + 2\pi i\tau_2$, a Klein bottle is produced. See [33] for further details. We will return to these examples in section 6.

We will use the following notation in the remainder of this paper. We assume a decomposition of the fields into components parallel ($\parallel$) and perpendicular ($\perp$) to the orbifold line. Such a decomposition is introduced because the orbifold line will constitute the new boundary for the open orbifolds such that the fields straightforwardly decompose into tangential and normal components with respect to the boundary. The results can thereby be applied to more general orbifolds. For the torus and its orbifolds the parallel components correspond to the $y$ direction in the plane and the perpendicular ones to the $x$ direction, such that a generic vector $X$ has complex components $X_y = X_\perp + iX_\parallel$ and $X_x = X_\parallel - iX_\perp$. 


3.1 Field Transformations

Under the $\Omega CT$ symmetry the fields transform as

$$
\begin{align*}
\Omega CT : & \\
t & \mapsto 1 - t \\
x_\perp & \mapsto -x_\perp \\
\Lambda & \mapsto \Lambda \\
A_0 & \mapsto -A_0 \\
A_\perp & \mapsto -A_\perp \\
A_\parallel & \mapsto A_\parallel \\
\partial_i E^i & \mapsto -\partial_i E^i \\
B & \mapsto -B \\
Q_{m,n} & \mapsto Q_{m,n}.
\end{align*}
$$

(3.1)

The orbifold obtained from the quotient under this symmetry corresponds to Neumann boundary conditions on the string fields which restricts the charge spectrum to only Kaluza-Klein modes $Q_{m,0} = m$. For $\Sigma = T^2$ and $\tau = i\tau_2$ this induces a two-dimensional open conformal field theory living on an annulus $C^2$ at the boundaries $\Sigma_0$ and $\Sigma_1$.

For the $\Omega T$ symmetry the fields transform as

$$
\begin{align*}
\Omega T : & \\
t & \mapsto 1 - t \\
x_\perp & \mapsto -x_\perp \\
\Lambda & \mapsto -\Lambda \\
A_0 & \mapsto A_0 \\
A_\perp & \mapsto A_\perp \\
A_\parallel & \mapsto -A_\parallel \\
\partial_i E^i & \mapsto \partial_i E^i \\
B & \mapsto B \\
Q_{m,n} & \mapsto -Q_{m,n}.
\end{align*}
$$

(3.2)

The orbifold from the quotient under this symmetry corresponds to Dirichlet boundary conditions on the string fields which restricts the charge spectrum to only winding modes $Q_{0,n} = kn/4$. Again for $\Sigma = T^2$ and $\tau = i\tau_2$ this induces a two-dimensional open conformal field theory living on an annulus $C^2$ at the boundaries $\Sigma_0$ and $\Sigma_1$.

Regarding the orbifold operations from the perspective of the full three-dimensional gauge theory, we see that a single new boundary is created at the $T$ orbifold fixed point $t = 1/2$ as depicted in fig. 1. The new boundary $\Sigma_T$ may now have a boundary corresponding to the orbifold fixed points $x_\perp = 0$. Furthermore, the presence of $\Sigma_T$ constrains the remaining gauge theory. This means that the boundary conditions imposed on the fields at the fixed time slice $\Sigma_2$ will effectively propagate through the bulk and constrain the conformal field theory living on $\Sigma_0 \equiv \Sigma_1$ as well. More specifically, we are working with the boundary
conditions of the open conformal field theories in the twisted sectors of the corresponding Hilbert space.

$$\Sigma_0 \equiv \Sigma_1$$

Figure 1: Orbifold of topologically massive gauge theory. The worldsheet $\Sigma_{1/2}$ only feels the discrete symmetries $\Omega_C$ and $\Omega$ which each generate the cyclic group $\mathbb{Z}_2$.

For later use, we summarize the orbifold identifications on the fixed point surface $\Sigma_{1/2}$ and its boundary $\partial \Sigma_{1/2}$:

$$\begin{align*}
\Omega T & \quad \Sigma_{1/2} & \quad \partial \Sigma_{1/2} \\
A_z & \equiv A_T & A_z \in \mathbb{R} \\
A_\perp & \equiv A_\perp & A_\perp \neq 0 \\
A_\parallel & \equiv -A_\parallel & A_\parallel = 0
\end{align*}$$

$$\begin{align*}
\Omega CT & \quad \Sigma_{1/2} & \quad \partial \Sigma_{1/2} \\
A_z & \equiv -A_T & A_z \in i \mathbb{R} \\
A_\perp & \equiv -A_\perp & A_\perp = 0 \\
A_\parallel & \equiv A_\parallel & A_\parallel \neq 0
\end{align*}$$

(3.3)

3.2 Orbifold Partition Functions

To deal with the new boundary $\Sigma_{1/2}$ in terms of wavefunctions and partition functions, we insert into (2.23) a complete set of states at time $t = \frac{1}{2}$ in order to check compatibility with the orbifolding,

$$Z_\Psi = \sum_{\lambda \in (\mathbb{Z}_p)^g} \sum_{\lambda' \in (\mathbb{Z}_p)^g} \left\langle \Psi_{\lambda}(0) \right| \Psi_{\lambda'}(\frac{1}{2}) \right\rangle \left(\Psi_{\lambda'}(\frac{1}{2}) \right| \Psi_{\lambda}(1) \right\rangle.$$  

(3.4)

We now need to determine which wavefunctions can exist at the orbifold fixed point $t = \frac{1}{2}$. For this, let us consider the Wilson line $W_{Q,C}$ corresponding to an electric charge $Q$ propagating along some oriented path $C$ in the underlying three-manifold. It transforms under the $\Omega CT$ and $\Omega T$ symmetries as $W_{Q,C} \mapsto W_{Q,-C}$ \cite{27,33}, so that under the orbifold operation the identification

$$W_{Q,C} \equiv W_{Q,-C}$$

(3.5)
must hold for arbitrary contours $C$. Let us consider, in particular, a path $C$ which lies entirely within the Riemann surface $\Sigma_{1/2}$, i.e. at fixed time $t = 1/2$. In order that such Wilson lines be compatible with the orbifold construction they must have vanishing charge, $Q = 0$, or else (3.5) is violated. We now recall that the boundary wavefunctions are generated by Wilson lines that live in the surface $\Sigma$ (see (2.24) and [41, 42]). Since the only such Wilson line which is compatible with the orbifold operation is $W_{Q=0,C}$, the only wavefunction that can live at $\Sigma_{1/2}$ is $|\Psi_{\lambda=0}(1/2)\rangle = |1\rangle$.

The orbifold partition function is therefore given by

$$Z_{\text{orb}} = \sum_{\Lambda \in (\mathbb{Z}_{pq})^g} \langle \Psi\lambda(0) \mid \pi \Omega \mid \Psi\lambda(1) \rangle$$

$$= \sum_{\Lambda \in (\mathbb{Z}_{pq})^g} \langle \Psi_{\text{orb}}^{\lambda} \mid 1 \rangle ,$$

where

$$\pi \Omega = \frac{1}{2} (\mathbb{1} + \Omega)$$

is the orthogonal projection onto parity-even states, i.e. states which are invariant under the interchange of left and right moving worldsheet modes, and $\Psi_{\text{orb}}^{\lambda} = \Psi\lambda(0) \equiv \Psi\lambda(1)$. Thus by inserting a projection operator we transform a correlator between two wavefunctions into the correlator between one wavefunction and unity. This result is depicted schematically in fig. 2. It is well-known that there is a one-to-one correspondence between the Hilbert space of physical states of the three-dimensional topological quantum field theory and the space of characters of the induced two-dimensional conformal field theories. The results obtained here are completely consistent with the expressions for conformal field theory partition functions in terms of sums over characters of the conformal group. For closed oriented worldsheets it is a bilinear form in the characters $\chi_{\lambda}$,

$$Z_{\Psi} = \langle \Psi_0 | \Psi_1 \rangle$$

$$= \sum_{\lambda \in (\mathbb{Z}_{pq})^g} \chi_{\bar{\lambda}} \chi_{\lambda} ,$$

while for open or unoriented worldsheets it is simply linear in the characters,

$$Z_{\text{orb}} = \langle \Psi_{\text{orb}}^0 | 1 \rangle$$

$$= \sum_{\lambda \in (\mathbb{Z}_{pq})^g} \chi_{\lambda} .$$

We will see some explicit examples later on.
Figure 2: The resulting orbifold construction in terms of wavefunction correlators for the gauged parity symmetry $\Omega$.

4 Chern-Simons Wavefunctions and Amplitudes

In this section we will construct the quantum wavefunctions of the three-dimensional gauge theory and use them to study the partition function appropriate to the topological membrane.

4.1 Schrödinger Wavefunctionals

Let us examine the topologically massive gauge theory in the functional Schrödinger picture whereby the physical states are the wavefunctionals $\Psi[A_i]$. By using the canonical quantum commutators (2.10) and the representation

$$\Pi^i = -i \sqrt{\hbar} \frac{\delta}{\delta A_i},$$

we impose Gauss’ law (2.9) as a constraint equation on the wavefunctionals, which takes the form

$$\left[ \partial_\tau \left( -i \frac{\delta}{\delta A_\tau} + \frac{k}{8\pi} \tilde{\epsilon}^{z\tau} A_z \right) + \partial_z \left( -i \frac{\delta}{\delta A_z} - \frac{k}{8\pi} \tilde{\epsilon}^{z\tau} A_\tau \right) + \frac{k}{4\pi} \tilde{\epsilon}^{z\tau} F_{\tau z} + J^0 \right] \Psi[A_\tau, A_z] = 0,$$

where the two-dimensional antisymmetric tensor $\tilde{\epsilon}$ is induced from the bulk by $\tilde{\epsilon}^{ij} = \epsilon^{0ij}/\sqrt{-g}$. By applying the Hamiltonian (2.7) to such physical wavefunctions in this polarization, we find that the stationary states satisfy the functional Schrödinger equation

$$\int_{\Sigma} d^2z \sqrt{h} \left\{ -\frac{\gamma}{2} h_{\tau z} \left( -i \frac{\delta}{\delta A_\tau} - \frac{k}{8\pi} \tilde{\epsilon}^{z\tau} A_z \right) \left( -i \frac{\delta}{\delta A_z} + \frac{k}{8\pi} \tilde{\epsilon}^{z\tau} A_\tau \right) ight. \\
\left. + \frac{1}{8\gamma} \left( \tilde{\epsilon}^{z\tau} F_{\tau z} \right)^2 - A_z J^z - A_\tau J^\tau \right\} \Psi[A_\tau, A_z] = \mathcal{E} \Psi[A_\tau, A_z],$$
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where $E$ is the energy of the state, and we have appropriately normal ordered the Hamiltonian density. Since the gauge constraint commutes with the Hamiltonian, these two equations can be consistently solved.

Because of the appearance of the magnetic field in (2.11), in topologically massive gauge theory the physical states are not gauge invariant. Instead, by integrating the infinitesimal gauge constraint one finds that the gauge symmetry is represented projectively on wavefunctionals as

$$U_A \Psi[A_i] = e^{i\alpha[A_i,A]} \Psi[A_i + \partial_i \Lambda], \quad (4.4)$$

where the projective phase is given by the one-cocycle

$$\alpha[A_i,A] = \frac{k}{8\pi} \int \Sigma d^2z \, \tilde{\epsilon}^{ij} A_i \partial_j \Lambda. \quad (4.5)$$

To separate out the gauge invariant part, one integrates the corresponding cocycle condition such that the physical states decompose into three factors as

$$\Psi[A_z,A_\tau] = \exp \left\{ \frac{-i k}{8\pi} \int \Sigma d^2z \, \sqrt{\hbar} \, \tilde{\epsilon}^{z\tau} A_z A_\tau \right\} \psi[A_z] \Phi[B], \quad (4.6)$$

where $B$ is the magnetic field.

The factor $\Phi[B]$ is the gauge-invariant solution of Gauss’ law for the pure Maxwell theory ($k = 0$),

$$\left[ \partial_\tau \frac{\delta}{\delta A_\tau} + \partial_z \frac{\delta}{\delta A_z} \right] \Phi = 0. \quad (4.7)$$

If the fields have non-trivial magnetic charge $\int_\Sigma d^2z \, \sqrt{\hbar} B \neq 0$, then the wavefunction $\Phi[B]$ vanishes [58]. This result is simply the statement that there is overall charge conservation on the closed surface $\Sigma$. Of course, locally non-zero magnetic field distributions are possible. The component $\psi[A_z]$ obeys the functional Schrödinger equation for the source-coupled, pure Chern-Simons theory ($\gamma \to \infty$),

$$\left[ \partial_z \frac{\delta}{\delta A_z} - \frac{i k}{4\pi} \tilde{\epsilon}^{z\tau} \partial_\tau A_\tau - i J^0 \right] \psi[A_z] = 0. \quad (4.8)$$

In the following we will only be interested in the ground state of the theory. This corresponds to a projection onto the lowest Landau level of the quantum spectrum, which is attained in the topological limit $\gamma \to \infty$ (the mass gap between Landau levels is proportional to $\gamma$). In this case, $\Phi = 1$ and we recover the wavefunctions of pure Chern-Simons gauge theory. These solutions correspond to configurations with weak magnetic field, $\tilde{\epsilon}^{z\tau} F_{z\tau} \simeq 0$, and also weak external flux. The stationary states are the eigenfunctions of the first term
on the left-hand side of (4.3). In particular, the vacuum state ($E = 0$) is determined by the zero mode equation
\[
\left[ \frac{\delta}{\delta A_z} - \frac{k}{8\pi} A_\tau \right] \Psi[A_z, A_\zeta] = 0 ,
\] (4.9)
where we have fixed a complex structure on $\Sigma$ determined by the worldsheet metric whereby $\bar{\epsilon}^{\bar{z}\bar{\tau}} = i$. Furthermore, by using (4.8) and (4.3) with $\Phi = 1$, one finds that it obeys the equation
\[
\left[ \partial_{\bar{z}} \frac{\delta}{\delta A_\bar{\tau}} + \frac{k}{8\pi} \partial_{\bar{\tau}} A_z - \frac{k}{4\pi} F_{z\bar{z}} - J^0 \right] \Psi[A_z, A_\zeta] = 0 .
\] (4.10)
A solution of (4.9) and (4.10), which is compatible with the gauged WZNW construction for an abelian gauge group, is given by a path integral over an auxiliary worldsheet field $\varphi$ as [44]
\[
\Psi[A_z, A_\zeta] = \int D\mu(\varphi) \exp \left\{ \int \Sigma d^2z \left[ \frac{k}{8\pi} (A_\tau A_z - 2A_\tau \partial_\tau \varphi + \partial_\tau \varphi \partial_z \varphi) - J^0 \varphi \right] \right\} ,
\] (4.11)
where the functional integration measure is given by
\[
D\mu(\varphi) = D\varphi \sqrt{A_\Sigma} \delta \left( \int \Sigma d^2z \varphi(z) \phi_0 \right) ,
\] (4.12)
with $A_\Sigma = \int_\Sigma d^2z \sqrt{h}$ the area of $\Sigma$.

That (4.11) solves (4.10) follows from noting that the integrand of the left-hand side of (4.10) can then be written as a total functional $\varphi$-derivative of the exponential in (4.11), and thereby integrated by parts to zero in $\varphi$ space. The factors in the integration measure (4.12) remove the zero modes of the field $\varphi$ on the Riemann surface $\Sigma$, which is required for a well-defined functional integral because, by charge conservation on a compact space, the exponential in (4.11) is independent of them. Here $\phi_0 = 1/\sqrt{A_\Sigma}$ is the normalized zero mode eigenfunction of the scalar Laplace operator $\nabla^2_{\Sigma}$ on $\Sigma$, and the delta-function in (4.12), whose argument is the coefficient of $\phi_0$ in an arbitrary field configuration, projects out the zero mode integration from the measure $D\varphi$. The worldsheet area factor is included to make the overall combination dimensionless. A more convenient way to use this measure is to change variables from $\varphi$ to its worldsheet derivatives and compute the Jacobian to get
\[
D\mu(\varphi) = D(\partial_z \varphi) D(\partial_\bar{z} \varphi) \sqrt{\frac{A_\Sigma}{\det' \nabla^2_{\Sigma}}} ,
\] (4.13)
where the prime on the determinant means that zero-modes are excluded. We will see that the wavefunctions (4.11) are the building blocks of the boundary theories, in that by inserting such states on the boundaries they act as boundary conditions and effectively select the
boundary world. Through the fields $\varphi$ we are introducing new degrees of freedom on the boundaries which are absolutely necessary for the consistency of the full three-dimensional theory (on a manifold with boundary) as a well-defined gauge theory.

### 4.2 Inner Products

In [41, 44] the partition function is defined through the inner product $\langle \Psi_1 | \Psi_2 \rangle$ of wavefunctions at a fixed slice $\Sigma$ of a three-manifold $M$. One chooses a Heegaard splitting $M = M_1 \#_\Sigma M_2$ of the manifold such that the boundaries of the two components are identified, up to a homeomorphism, as $\Sigma = \partial M_1 \cong \partial M_2$. However, the present topological membrane case (for which $M = [0,1] \times \Sigma$) is somewhat different since the partition function actually represents a quantum correlation between two different states, living at times $t = 0$ and $t = 1$, corresponding to the two boundaries $\Sigma_0$ and $\Sigma_1$. We can either interpret it as the amplitude for time evolution of a state inserted at one boundary to the other boundary, or as the correlator of two states defined for every time slice whereby each state decays on different boundaries. This latter interpretation is the approach that we will follow in this paper.

Let us consider two states of the form (4.11) inserted at the boundaries $\Sigma_0$ and $\Sigma_1$. The partition function for the topological limit of the system is then the correlation function

$$Z_{\Psi} = \langle \Psi_0 | \Psi_1 \rangle$$

$$= \int D\mu_G(A_z, A_{\bar{z}}) \ e^{i S_{\text{TMGT}}[A]} \overline{\Psi_0[A_z, A_{\bar{z}}]} \Psi_1[A_z, A_{\bar{z}}],$$

(4.14)

where $D\mu_G(A_z, A_{\bar{z}})$ is the gauge fixed functional integration measure for the gauge fields whose precise form will be given in the next section. The wavefunctional $\Psi_1$ is given by (4.11), while $\overline{\Psi_0}$ is given by

$$\overline{\Psi_0[A_z, A_{\bar{z}}]} = \int D\mu(\varphi) \exp \left\{ -\int_{\Sigma} d^2z \left[ \frac{k}{8\pi} \left( A_z A_{\bar{z}} \varphi - 2A_z \partial_{\bar{z}} \varphi + \partial_{\bar{z}} \varphi \partial_z \varphi \right) - J^0 \varphi \right] \right\},$$

(4.15)

where the overall minus sign comes from the relative change in orientation between the surfaces $\Sigma_0$ and $\Sigma_1$. As we will now demonstrate, the importance of the insertions of these boundary wavefunctions lies in the fact that they constrain the theory, assuring that the path integral (2.19) is both gauge invariant and has a classical extremum. The quantum field theory would not be consistent without them.

Under a local gauge transformation

$$\delta_A A_i = \partial_i \Lambda$$

(4.16)
the bulk exponential factor in the path integral (4.14) changes according to

$$
\delta_\Lambda S_{\text{TMGT}}[A] = \int_{\Sigma_1} d^2 z \left[ \frac{k}{8\pi} \left( A_z \partial_z \Lambda - A_{\Sigma z} \partial_{\Sigma} \Lambda \right) + J^0 \Lambda \right] - \int_{\Sigma_0} d^2 z \left[ \frac{k}{8\pi} \left( A_{\Sigma z} \partial_z \Lambda - A_z \partial_{\Sigma} \Lambda \right) + J^0 \Lambda \right].
$$

(4.17)

It is in (4.17) that the gauge non-invariance of the theory resides due to the existence of boundaries, and this leads to chiral WZNW degrees of freedom on the worldsheet $\Sigma$. On the other hand, because of (4.4) the wavefunction (4.11) at the boundary $\Sigma_1$ transforms as

$$
\delta_\Lambda \Psi[A, A_\Sigma] = \int D\mu(\varphi) \exp \left\{ \int_{\Sigma_1} d^2 z \left[ A_{\Sigma z} \partial_z \Lambda + A_z \partial_{\Sigma} \Lambda + \partial_z \Lambda \partial_{\Sigma} \Lambda - 2 \partial_z \varphi \partial_{\Sigma} \Lambda \right] \right\}.
$$

(4.18)

Combining all the factors in (4.17) and (4.18), we find that the $\Lambda$-dependent terms of the gauge variation of (4.14) can be absorbed into the total gauge transformed wavefunction at $\Sigma_1$ given by

$$
\Psi_1[A, A_\Sigma] = \int D\mu(\varphi) \exp \left\{ \int_{\Sigma_1} d^2 z \left[ A_{\Sigma z} A_z - 2 A_{\Sigma z} \partial_z (\varphi - \Lambda) + \partial_z (\varphi - \Lambda) \partial_{\Sigma} (\varphi - \Lambda) \right] - J^0 (\varphi - \Lambda) \right\}.
$$

(4.19)

An analogous result holds for the wavefunction $\Psi_0$ at the boundary $\Sigma_0$. The gauge parameter $\Lambda$ is now easily eliminated by redefining the auxiliary field corresponding to the degree of freedom on the boundary as $\varphi \mapsto \varphi + \Lambda$, such that $\Psi_1[A, A_\Sigma] = \Psi_1[A_z, A_{\Sigma z}]$ and $\Psi_0[A, A_{\Sigma z}] = \Psi_0[A_z, A_{\Sigma z}]$. This redefinition does not change the functional integration measure $D\mu(\varphi)$, and thus $\delta_\Lambda Z_\Psi = 1$. It is in this elegant way, by inserting seemingly ad hoc new degrees of freedom, that we manage to ensure gauge invariance of the full theory. In other words, gauge transformations necessarily induce new degrees of freedom on the boundaries, whose dynamics are governed by the chiral $U(1)$ gauged WZNW models (4.11).

Next we show that the boundary wavefunctions ensure that the field theory has a classical extremum. For this, let us consider the case $J^\mu = 0$ for clarity. An infinitesimal variation of the gauge fields induces a variation of the action of the form

$$
\delta S_{\text{TMGT}}[A, J = 0] = \frac{k}{8\pi} \left( \int_{\Sigma_1} d^2 z \epsilon^{ij} A_i \delta A_j - \int_{\Sigma_0} d^2 z \epsilon^{ij} A_i \delta A_j \right).
$$

(4.20)

From (4.20) it follows that the action $S_{\text{TMGT}}$ has no well-defined classical extremum, because the boundary terms prevent one from setting $\delta S_{\text{TMGT}} = 0$. Let us denote the fields $\varphi$...
corresponding to the worldsheets \( \Sigma_0 \) and \( \Sigma_1 \) by \( \varphi_0 \) and \( \varphi_1 \), respectively. Using the change of variables (4.13), we may integrate the wavefunction product that appears in the partition function (4.14) to get\(^2\)

\[
Z_\Psi[J = 0] = \frac{k A_\Sigma}{\det' \nabla_\Sigma^2} \int D\mu_G(A_z, A_\bar{z}) \ e^{iS_{\text{TMGT}}[A]} \\
\times \int \int D(\partial z \varphi_1) D(\partial \bar{z} \varphi_1) \delta \left( 2A_\bar{z} \mid \Sigma_1 \right. - \partial_{\bar{z}} \varphi_1) \delta \left( 2A_z \mid \Sigma_0 \right. - \partial_z \varphi_0) \\
\times \exp \left\{ \frac{k}{8\pi} \left( \int_{\Sigma_1} d^2 z A_\bar{z} A_z - \int_{\Sigma_0} d^2 \bar{z} A_\bar{z} A_z \right) \right\}.
\]

(4.21)

In this way the gauge field \( A_\bar{z} \) is fixed on one boundary while \( A_z \) is fixed on the other boundary such that \( \delta A_\bar{z} \mid \Sigma_1 = \delta A_z \mid \Sigma_0 = 0 \). The overall boundary variation in (4.21) containing \( \delta A_i \) vanishes since the term (4.20) which comes from the bulk cancels exactly with the one coming from the boundary exponential term in the wavefunctions. In this way the gauge field theory has a well-defined classical limit. Notice that the fields \( \varphi \) living on \( \Sigma_0 \) correspond to holomorphic degrees of freedom while the ones living on \( \Sigma_1 \) correspond to antiholomorphic degrees of freedom. This method of constructing the two chiral conformal field theories on the boundary is thereby equivalent to that described in [23, 32] (see also [34, 44]) by fixing the fields on the boundary and adding extra terms to the boundary action.

5 Orbifold Wavefunctions and Amplitudes

In this section we will generalize the analysis of the previous section to the orbifold constructions of section 3. In order to simplify some arguments which follow we will work with an effective field theory obtained by integrating the bulk dependence of the gauge fields in the path integral. In order to do so we need to gauge fix the functional integral by the standard Faddeev-Popov procedure. For this, we decompose the gauge field \( A_i \) according to a representative of its gauge orbit as

\[
A_i = \bar{A}_i + \partial_i \Lambda,
\]

(5.1)

where \( \bar{A}_i \) is the gauge-fixed field and \( \Lambda \) is an arbitrary real-valued gauge parameter function. Then the measure appearing in (4.14) is defined by

\[
D\mu_G(A_z, A_\bar{z}) = D\bar{A}_z D\bar{A}_\bar{z} \ D\mu(\Lambda) \ \sqrt{\det' \nabla_\Sigma^2} \delta \left( G(A) \right) \det \left[ \frac{\delta G(A)}{\delta \Lambda} \right],
\]

(5.2)

\(^2\)Here and in the following we drop all (infinite) numerical constants via suitable normalizations of the functional integration measures. Other infinite constants are evaluated using standard zeta-function regularization.
where we have used (4.13). Here \( G(A) = 0 \) is the gauge-fixing condition which will be specified later on. As we have seen, the un-orbifolded theory is gauge invariant due to the insertion of new degrees of freedom \( \varphi \) on the boundary. Therefore the path integral does not depend on \( \Lambda \) and its integration gives an overall (infinite) constant. However, as we will see, this may not be the case once one orbifolds the theory. This is due to the orbifold singularities which play the role of a new boundary of \( \Sigma \), and in a very similar way to the process described in [23] a new degree of freedom emerges on the boundary. Put differently, when \( \partial \Sigma \neq \emptyset \), one must generalize the analysis of the previous section by solving also the Gauss' law constraint on the boundary of the worldsheet, which appears as the second term in (2.6). As we will show, it will actually be responsible for setting the boundary conditions of the conformal field theory, so that this process picks the correct boundary conditions required by the theory in order to restore gauge invariance.

Assuming that the measure \( D\bar{A}_i \) \( D\bar{A}_\varphi \) can be factorized into a bulk integration times a boundary integration, we find that the path integral factorizes into a product

\[
Z = Z_{\text{bulk}} Z_\Psi ,
\]

where \( Z_\Psi \) is the partition function (4.14) containing the boundary wavefunctions. It is evident from the analysis of the previous sections that these two factors are completely decoupled. We may then integrate over the bulk gauge fields and effectively normalize \( Z_{\text{bulk}} = 1 \). Generally, it yields a topological invariant of the underlying framed three-manifold which is constructed from the Chern-Simons invariant, the gravitational \( \eta \)-invariant, and the Ray-Singer analytic torsion. The boundary integration over \( \bar{A}_i \) also factorizes into two contributions, one for each boundary component.

### 5.1 Orbifold Path Integral

Within the framework of the path integral approach to the topological membrane, we can now proceed to orbifold the theory. In order to do so we need information about the wavefunctions for every time \( t \), not just for \( t = 0 \) and \( t = 1 \), and in particular at the new boundary at \( t = 1/2 \) obtained from the orbifolding. For this, we consider an extension of the exponential integral over \( \Sigma \) defining the previous wavefunctions (4.11) and (4.15) to the full three-dimensional manifold \([0, 1] \times \Sigma \). The most efficient way to achieve this is to insert two generic time-dependent functions \( f_0(t) \) and \( f_1(t) \) with the boundary conditions

\[
\begin{align*}
    f_0(0) &= -f_1(1) = -1 , \\
    f_0(1) &= f_1(0) = 0 ,
\end{align*}
\]
and rewrite the wavefunction product appearing in the path integral (4.14) as
\[ \Psi_0[A_z, A_T] \Psi_1[A_z, A_T] \]
\[ = |N|^2 \int D\mu(\varphi) \exp \left\{ \int_0^1 dt \int d^2z \frac{\partial}{\partial t} \left[ \left( \frac{k}{8\pi} (A_T A_z + \partial_T \varphi \partial_z \varphi) - J^0 \varphi \right) (f_0 + f_1) \right. \right. \]
\[ \left. \left. - \frac{k}{4\pi} (A_z \partial_z \varphi f_0 - A_T \partial_T \varphi f_1) \right] \right\} , \]
(5.5)
where we have extended the scalar field \( \varphi \), previously inserted only at the boundaries through the functional integrals present in the definitions (4.11) and (4.15), to the whole three-manifold \([0, 1] \times \Sigma\). We have also introduced a normalization constant \( N \) in the definition of the wavefunctions, which will be fixed later on by certain orthonormality requirements. A possible profile for the temporal functions \( f_0 \) and \( f_1 \) is depicted in fig. 3. Their introduction allows the implementation of the desired program by extending the correlator of two wavefunctions (defined at each time slice) to the full three-dimensional bulk theory.

Figure 3: Profile of the decay and growth of the temporal functions \( -f_0(t) \) and \( f_1(t) \).

Let us consider the orbifold by the discrete symmetries \( \Omega CT \) and \( \Omega T \), taking, for consistency, the identifications of the field \( \varphi \) to be of the same kind as the gauge parameter \( \Lambda \) in section 3.1. Since \( t = 1/2 \) is a fixed point of the identification, we split the time integral over \([0, 1]\) into two pieces over \([0, \frac{1}{2}]\) and \((\frac{1}{2}, 1)\). Rewriting (5.5) with this splitting and performing the required identifications we conclude that, for compatibility with the discrete symmetries, the time-dependent functions must be related by
\[ f_0(1-t) = -f_1(t) . \]
(5.6)
Putting everything together we find that both parts of the temporal integration give the same contribution. Furthermore, since \( f_0(\frac{1}{2}) = -f_1(\frac{1}{2}) \), the product (5.5) reduces under
the orbifold operation to

\[
\overline{\Psi}_0^{\text{orb}}[A_z, A_{\bar{z}}] \psi_1^{\text{orb}}[A_z, A_{\bar{z}}] = \mathcal{N} \mathcal{N}_0 \int D\mu(\varphi) \exp \left\{ \frac{1}{2} \int_0^{1/2} dt \int \Sigma d^2 z \frac{\partial}{\partial t} \left[ \left( \frac{k}{8\pi} (A_\varphi A_z + \partial_\varphi \partial_z \varphi) - J_0 \varphi \right) \right] \right\} ,
\]

(5.7)

where we have naturally defined two new orbifold wavefunctions at times \( t = 0 \) and \( t = 1/2 \) by

\[
\overline{\Psi}_0^{\text{orb}}[A_z, A_{\bar{z}}] = \mathcal{N} \int D\mu(\varphi_0) \exp \left\{ -\frac{k}{4\pi} \int_\Sigma d^2 z \left[ A_z A_\varphi - 2A_\varphi \partial_z \varphi_0 + \partial_\varphi \varphi_0 \partial_z \varphi_0 \right] \right\} ,
\]

(5.8)

\[
\Psi_1^{\text{orb}}[A_z, A_{\bar{z}}] = \mathcal{N}_0 \int D\mu(\varphi_1) \exp \left\{ \frac{k f_0(1/2)}{2\pi} \int_{\Sigma^0} d^2 z \left[ A_z \partial_\varphi \varphi_1 - A_\varphi \partial_z \varphi_1 \right] \right\} ,
\]

with \( \Sigma^0 = \Sigma/Z_2[O] \) and \( Z_2[O] \) the cyclic group generated by the order two symmetry \( O = \Omega \) or \( O = \Omega C \) that we have chosen to quotient the theory by. Here and in the following we set the external charge density \( J_0 = 0 \) on the \( t = 0 \) surface \( \Sigma_0 \). We have also introduced a new normalization constant \( \mathcal{N}_0 \) for the wavefunction at \( t = 1/2 \), which will be computed later on from the original normalization \( \mathcal{N} \).

Let us now consider the orbifold path integral

\[
Z_{\text{orb}} = \left\langle \overline{\Psi}_0^{\text{orb}} \right| \psi_1^{\text{orb}} \right\rangle = \int D\mu_G(A_z, A_{\bar{z}}) \exp \left\{ 2\text{i} S_{\text{TMSGT}}[A] \right\} \overline{\Psi}_0^{\text{orb}}[A_z, A_{\bar{z}}] \psi_1^{\text{orb}}[A_z, A_{\bar{z}}] ,
\]

(5.9)

where \( S_{\text{TMSGT}}[A] \) is the topologically massive gauge theory action (2.2) for the orbifold of the three-dimensional theory, and the orbifold wavefunctions are given by (5.8). Here we have identified the actions [15]

\[
2S_{\text{TMSGT}}[A_{\text{orb}}] = S_{\text{TMSGT}}[A]
\]

(5.10)

with \( A \) regarded as the extension of the gauge field \( A_{\text{orb}} \) from \( [0, 1] \times \Sigma \)/\( Z_2 \) to the covering cylinder. To ease notation in the following we will not explicitly write the superscript orb on the orbifold fields. In the bulk of the worldsheet \( \Sigma^0 \) (neglecting boundary contributions over \( \partial \Sigma^0 \)), this orbifold quantum field theory is gauge invariant. Under the bulk transformation (4.17) of the action, one may check explicitly that it is enough to shift the auxiliary
field \(\varphi\) on the two boundaries as

\[
\begin{align*}
\varphi_0 &\mapsto \varphi_0 - \Lambda, \\
\varphi_+ &\mapsto \varphi_+ - \frac{\Lambda}{2f_0(\frac{1}{2})}
\end{align*}
\]  

in order to restore the gauge independence of all the factors under a bulk gauge transformation. What is particularly interesting here is that the wavefunction \(\Psi_{\frac{1}{2}}^{\text{orb}}[A_z, A_\tau]\) which emerges at the orbifold fixed point yields exactly the factor necessary to cancel the gauge dependent contribution coming from (4.17).

We can also rewrite the wavefunctions in terms of the normal and parallel components defined in section 3 to get

\[
\Psi_{\frac{1}{2}}^{\text{orb}}[A_z, A_\tau] = N_{\text{orb}} \int D\mu(\varphi) \exp \left\{ \frac{ikf_0(\frac{1}{2})}{\pi} \int d^2z \left[ A_\| \partial_\perp \varphi - A_\perp \partial_\| \varphi \right] \right\} .
\]  

(5.12)

Looking back at (3.3) we see a naive indication that the \(\Omega T\) orbifold, containing only the term \(\partial_\| \varphi\) at the boundary, imposes Dirichlet boundary conditions, while the \(\Omega CT\) orbifold, for which only the factor with \(\partial_\perp \varphi\) is present at the boundary, imposes Neumann boundary conditions. We will derive these results formally in the next subsection. Therefore, the emergence of the wavefunction \(\Psi_{\frac{1}{2}}^{\text{orb}}[A_z, A_\tau]\) correctly imposes the anticipated boundary conditions at the orbifold line. In the next subsection we will also see that this wavefunction corresponds to the identity operator of the boundary conformal field theory. Note that in the cases where \(\partial \Sigma^O = \emptyset\), we would get instead twisted and untwisted closed string sectors for the \(\Omega T\) and \(\Omega CT\) orbifolds, respectively, as studied in [33].

However, as mentioned before, this is not the whole story, because if \(\Sigma^O\) has a boundary, then the gauge fixed path integral acquires a gauge dependent piece and is given explicitly by

\[
Z_{\text{orb}} = \sqrt{\text{det}' \frac{\nabla_{\Sigma^O}^2}{A_{\Sigma^O}}} \int D\bar{A}_z \bar{D}A_\tau e^{2iS_{\text{orb}}^{\text{TMMGT}}[A]} \bar{\Psi}_0^{\text{orb}}[\bar{A}_z, \bar{A}_\tau] \Psi_{\frac{1}{2}}^{\text{orb}}[A_z, A_\tau] \times \int \int D\mu(\Lambda) D\mu(\bar{\varphi}) \delta(G(A)) \det \left[ \frac{\delta G(A)}{\delta \Lambda} \right] \exp \left\{ \frac{ikf_0(\frac{1}{2})}{\pi} \int_{\partial \Sigma^O} \Lambda \partial_\perp \bar{\varphi} \right\} ,
\]  

(5.13)

where \(\bar{\varphi}\) is the restriction of the auxiliary field \(\varphi_{\frac{1}{2}}\) to the boundary \(\partial \Sigma^O\). We now need to analyse carefully the orbifold identifications and check compatibility. For this, we consider the Hodge decompositions of the gauge fields \(A_i\) at each time slice, which in the holomorphic polarization read

\[
\begin{align*}
A_z &= a_z + \partial_z \bar{\varphi} , \\
A_\tau &= a_\tau + \partial_\tau \bar{\varphi} ,
\end{align*}
\]  

(5.14)
where
\[ \phi = \phi_R + i \phi_I \] (5.15)
is a complex scalar field and \( a_i \) is a harmonic one-form with
\[ \partial_z a_\tau \pm i \partial_\tau a_z = 0 . \] (5.16)
The harmonic one-forms have quantized periods \( a/2\pi \in H^1(\Sigma, \mathbb{Z}) \). Extending the identifications (3.3) on \( \Sigma_\frac{1}{2} = \Sigma^O \) to the degrees of freedom \( a_i \) and \( \phi \) and to the gauge parameter \( \Lambda \) one gets:

\[
\begin{array}{c|c|c|c|c}
\Sigma^\Omega & \partial \Sigma^\Omega & \Sigma^{\Omega C} & \partial \Sigma^{\Omega C} \\
\hline
a_R \equiv a_\tau & a_z \in \mathbb{R} & a_\parallel \equiv -a_\parallel & a_\parallel \not= 0 \\
a_\parallel \equiv -a_\parallel & a_\parallel = 0 & a_\parallel \equiv a_\parallel & a_\parallel \not= 0 \\
a_\perp \equiv a_\perp & a_\perp \not= 0 & a_\perp \equiv -a_\perp & a_\perp = 0 \\
\phi_R \equiv -\phi_R & \phi_R = 0 & \phi_R \equiv \phi_R & \phi_R \not= 0 \\
\phi_I \equiv -\phi_I & \phi_I \not= 0 & \phi_I \equiv -\phi_I & \phi_I = 0 \\
\Lambda \equiv -\Lambda & \Lambda = 0 & \Lambda \equiv \Lambda & \Lambda \not= 0 \\
\end{array}
\]

(5.17)

5.2 Boundary Conditions

To analyse the partition function (5.13), we need to first specify a gauge condition. For this, we note that a gauge transformation only shifts the field \( \phi_R \mapsto \phi_R + \Lambda \). So a natural choice is to impose the gauge constraint
\[ G(A) = \phi + \overline{\phi} = 0 , \] (5.18)
so that the gauge fixed fields are
\[
\begin{align*}
\bar{A}_z &= a_z - i \partial_z \phi_I , \\
\bar{A}_\tau &= a_\tau + i \partial_\tau \phi_I 
\end{align*}
\]
(5.19)
while the scalar field \( \phi_R \) has been integrated out and is no longer present in the path integral. Substituting this decomposition into the orbifold wavefunction \( \Psi_{\frac{1}{2}}^{\text{orb}} \) at the new boundary at \( t = 1/2 \) yields
\[
\Psi_{\frac{1}{2}}^{\text{orb}} \left[ \bar{A}_z, \bar{A}_\tau \right] = \mathcal{N}_{\text{orb}} \int D\mu(\varphi) \exp \left\{ \frac{ik f_0(1)}{2\pi} \int_{\Sigma^O} d^2z \left[ \epsilon^{ij} a_i \partial_j \varphi + 2 \sqrt{h} h^{ij} \partial_i \phi_I \partial_j \varphi \right] \right\} . 
\] (5.20)

24
Integrating by parts and using the fact that $a_i$ is a harmonic form then gives the path integral

$$Z_{\text{orb}} = \sqrt{\det' \nabla_{\Sigma^O}^2 A_{\Sigma^O}} \chi \int D\bar{A}_z \, D\bar{A}_\tau \, e^{2iS_{\text{TMGT}}[\bar{A}]} \bar{\Psi}^\text{orb} [\bar{A}_z, \bar{A}_\tau]$$

$$\times \int \int D\mu(\Lambda) \, D\mu(\varphi) \exp \left\{ \frac{ik f_0(\frac{1}{2})}{\pi} \int_{\Sigma^O} d^2 z \, \varphi \nabla_{\Sigma^O}^2 \varphi + i \oint_{\partial \Sigma^O} \varphi \right\}^{(5.21)}$$

where the measure for functional integration over the gauge field $s$ is given by

$$D\bar{A}_z \, D\bar{A}_\tau = Da_z \, Da_\tau \, D\mu(\phi_I) \sqrt{\det' \nabla_{\Sigma^O}^2 A_{\Sigma^O}}. \quad (5.22)$$

The boundary source term in $(5.21)$ arises from the minimal coupling in the action upon integrating by parts, and using the continuity equation $(2.3)$ along with charge conservation on closed surfaces. With our choice of time-dependence for the conserved currents $J^\mu$, this is the only place that source terms remain.

One sees immediately that the integration over $\phi_I$ yields the Dirac delta-function constraint $\nabla_{\Sigma^O}^2 \varphi = 0$ in the bulk of $\Sigma^O$. This is expected because it corresponds to the equation of motion of the free chiral boson in the boundary conformal field theory. When $\partial \Sigma^O = \emptyset$, this constraint is the only remnant of the insertion of the wavefunction $\Psi^\text{orb}_\frac{1}{2}$. For the cases where $\partial \Sigma^O \neq \emptyset$, there are two types of wavefunctions $\Psi^\text{orb}_\frac{1}{2}$ corresponding to the two kinds of orbifolds under $\Omega_T$ and $\Omega_C$. As we will now explicitly demonstrate, they correspond to the two possible conformal boundary conditions, Dirichlet and Neumann. More precisely, we will show that the orbifold path integral contains Dirac delta-functions correspondingly as:

$$\text{Dirichlet } (\Omega_T) : \delta(\partial_\parallel \varphi) \, \delta(\varphi - Y),$$

$$\text{Neumann } (\Omega_C) : \delta(\partial_\perp \varphi), \quad (5.23)$$

where $Y$ is some fixed function on $\partial \Sigma^O$. To do so, we must carefully analyse the field configurations compatible with the identifications in $(5.17)$.

For the $\Omega_T$ quotient, $a_\perp \neq 0$, $\Lambda = 0$ and $\phi_I \neq 0$, and so the integrations over both $\phi_I$ and $a_\perp$ on $\partial \Sigma^O$ are present and yield the respective Dirac delta-function constraints $\partial_\parallel \varphi = 2\pi J^\parallel / k f_0(\frac{1}{2})$ and $\varphi = 0$. These two conditions are compatible with each other and correspond to Dirichlet boundary conditions, the first constraint specifying that the field $\varphi$ is fixed at the boundary and the second one specifying what function it is fixed to. Indeed, by fixing the components of the external current parallel to the boundary line $\partial \Sigma^O$ to be

$$J^\parallel = \frac{k f_0(\frac{1}{2})}{2\pi} \partial_\parallel Y, \quad (5.24)$$
we can shift the boundary field $\varphi \mapsto \varphi + Y$, and rewrite the conditions as $\partial_{\parallel} \varphi = 0$ and $\varphi = Y$. The value of the function on $\partial \Sigma^O$ can thereby be fixed to any desired one by the appropriate choice of external sources. The function $Y$ appearing in (5.24) may in fact be interpreted as the collective coordinate of a D-brane, and hence the minimal coupling to conserved currents allows the construction of D-branes in topological membrane theory [59]. Note that in this case the path integral does not depend on the gauge parameter $\Lambda$, so that these types of orbifolds do not break the gauge symmetries.

For the $\Omega CT$ orbifolds, $a_\perp = 0$, $\Lambda \neq 0$ and $\phi_I = 0$, and so only the integration over $\Lambda$ on $\partial \Sigma^{\Omega C}$ is present, yielding the Dirac delta-function constraint $\partial_\perp \varphi = 0$. It corresponds to Neumann boundary conditions. Alternatively, we can think of this requirement as stating that the only boundary conditions compatible with these types of orbifolds are Neumann boundary conditions, because they are the only ones which are gauge invariant. This constraint could also have been deduced by using the Gauss law constraint (2.6) over $\partial \Sigma^{\Omega C}$ to solve for the orbifold boundary dependence of the wavefunctionals analogously to the construction of section 4. The key identity which allows for this is the zero-mode equation (4.9) satisfied by the vacuum wavefunctionals (4.11). In this way it is possible to deal, in a completely analogous way, with the functional equation for the normal and longitudinal components on $\partial \Sigma^{\Omega C}$, and one easily checks that the gauge invariant solution thereby selects the value

$$f_0(\frac{1}{2}) = \frac{1}{2}.$$  

(5.25)

### 5.3 Normalizations

The main conclusion of the previous subsection is that the insertion of the orbifold wavefunction at $t = 1/2$ merely serves to constrain the bulk dynamics of the WZNW field $\varphi$ on $\Sigma^O$ with the appropriate boundary conditions. After integration over $\varphi$, there is no further field dependence from this boundary, and the quantum state on $\Sigma^O$ is formally unity $|1\rangle$, in agreement with our earlier expectations. Similarly, integrating out the local parts $\varphi$ and $\phi_I$ of the wavefunction at $t = 0$ produces some overall determinant factors, along with the integrations over the harmonic forms $a_i$. The latter quantities transform under large gauge transformations, thereby encoding the topological nature of the solutions and the correspondence between the wavefunctions and conformal blocks. They will be dealt with in the next section. In this subsection we will carefully tabulate the determinant factors that arise from integration over the local components of the fields. They will incorporate part of the moduli dependence of the resulting states.

The key ingredient in the computation is the fixing of the normalization constant $N$. The canonical choice is to demand that the norms of an orthogonal basis of wavefunctions
in the unorbifolded theory be equal to unity, implemented by the functional integration
\[ 1 = \int D\mu_G(A_z, A_\bar{z}) \overline{\Psi_0[A_z, A_\bar{z}]} \Psi_0[A_z, A_\bar{z}] . \] (5.26)

The corresponding partition function is then a vacuum-to-vacuum amplitude and it leads to a well-defined inner product on the quantum Hilbert space of physical states. The way to correctly define this object is by identifying (gluing) the two boundaries $\Sigma_0$ and $\Sigma_1$. The explicit computation can be found in [31,34] while the correct relative boundary conditions are given in [23,32]. One finds that the fields $\phi_I$ coming from the Hodge decomposition of the gauge field must be identified at the two boundaries at $t = 0$ and $t = 1$, while the boundary conformal field theory degrees of freedom are combined into the single scalar field $\phi_d = \phi_0 - \phi_1$. Note that while $\phi_0$ and $\phi_1$ are chiral worldsheet fields, their difference $\phi_d$ is not. The Lagrangian for the field $\phi_d$ is proportional to $k \partial_z \overline{\phi_d} \partial_{\overline{z}} \phi_d$ and its functional integration measure is $D\mu(\phi_d)$. The path integral over this field thereby produces precisely the same determinant factor that appears in (4.13), times a factor $\sqrt{k}$ involving the Chern-Simons coefficient. The integration over the gauge degree of freedom $\phi_I$ produces no such determinant factors and yields the overall constant $\sqrt{k}$, because its functional integration measure is $D\mu(\phi_I) D(\partial_z \phi_I) D(\partial_{\overline{z}} \phi_I)$ and it only appears in the path integral through its worldsheet derivatives. As mentioned at the beginning of this section, the same is true of the integration over the gauge parameters $\Lambda$. Thus, to properly normalize the wavefunctionals of section 4, we will take the normalization constant
\[ \mathcal{N} = \left( \frac{\det' \nabla^2_{\Sigma}}{k^2 A_\Sigma} \right)^{1/4} . \] (5.27)

Integrating out all the local fields in the path integral (4.21) in this way produces an effective inner product $(\cdot, \cdot)_a$ depending solely on the harmonic gauge fields $a_i$ on the two boundaries $\Sigma_0$ and $\Sigma_1$. This inner product will be worked out explicitly in the next section. Incorporating the normalization factor (5.27) into (4.21) we then arrive at
\[ Z_\Psi = \sqrt{\frac{A_\Sigma}{\det' \nabla^2_{\Sigma}}} (\Psi_0, \Psi_1)_a . \] (5.28)

In (5.28) the wavefunctions are obtained by integrating out all local field dependences.

We can now easily work out the normalization constant $\mathcal{N}_{\text{orb}}$ of the orbifold wavefunctions from the un-orbifolded one (5.27). The crucial observation is that $\mathcal{N}$ is defined through the path integral with action $k \int_\Sigma d^2z \overline{\partial_z \phi_d} \partial_{\overline{z}} \phi_d$. Under the orbifold operations the integrand of this action is invariant but the orientation of the worldsheet $\Sigma$ reverses due to the transformation $z \mapsto -\overline{z}$, i.e. this action vanishes on the resulting orbifolded surface $\Sigma^O$. Note that this fact was used already in the construction of the orbifold wavefunction.
at $t = 1/2$ in (5.8). In other words, the determinant of the scalar Laplacian on $\Sigma^O$ with the given orbifold boundary conditions is equal to unity. We thereby conclude that

$$N_{\text{orb}} = 1.$$  \hfill (5.29)

Completely analogous arguments establish that the functional integrals over $\phi_I$ and $\Lambda$ at $t = 1/2$ contribute only the usual $\sqrt{k}$ constants to the orbifold partition function (5.21). The only non-trivial local field dependence that remains comes from the integral over the $t = 0$ wavefunction, through its normalization constant (5.27) and its dependence on $\varphi_0$ which yields the determinant factor in (4.13). Remembering that the wavefunction at $t = 1/2$ is unity, the orbifold path integral is thereby given through the properly normalized topological inner product

$$Z_{\text{orb}} = \left( \frac{A_\Sigma}{\det' \nabla^2_\Sigma} \right)^{1/4} \langle \Psi_{\text{orb}}^0, 1 \rangle_a.$$  \hfill (5.30)

Note that the orbifold state $\Psi_{\text{orb}}^0$ corresponding to $\Sigma_0$ is identical to that in (4.13), except that the argument of its exponential is twice as large. Again, in (5.30) it is understood that the wavefunction depends only on the harmonic one-forms $a_i$.

6 Character Expansions

In this section we will finally come to the main objective of this paper. We will complete the evaluation of the orbifold partition functions of the previous section, using them to construct modular invariants for the induced conformal field theories. For this, we will evaluate the path integrals over the harmonic components $a_i$ of the gauge fields, assuming that the the external currents $J^\mu$ are cohomologically trivial, as is appropriate for the vacuum amplitudes. As an explicit example, we will look at various toroidal orbifolds and show that the topological membrane formalism yields the anticipated results in these cases.

6.1 Effective Topological Wavefunctions

We now proceed to determine the dependence of the wavefunctions on the harmonic forms $a_i$. For this, we work in a holomorphic polarization, with respect to the chosen complex structure of $\Sigma$ which we take to be of genus $g$, and decompose the harmonic forms into the sums [28]

$$a_z(\tau) = \pi i \sum_{\ell = 1}^g a^\ell \left( \Gamma_2^{-1} \right)^{\ell \ell'} \omega_{\ell'}(z),$$

$$a_{\overline{z}}(z) = -\pi i \sum_{\ell = 1}^g \overline{a^\ell} \left( \Gamma_2^{-1} \right)^{\ell \ell'} \omega_{\ell'}(z),$$  \hfill (6.1)
where $\omega_\ell = \omega_\ell(z) \, dz$, $\ell = 1, \ldots, g$ form a basis of holomorphic one-differentials determined by the conditions
\[
\int_{\alpha_\ell} \omega_\ell = \delta_{\ell\ell'}, \quad \int_{\beta_\ell} \omega_\ell = \Gamma_{\ell\ell'}.
\] (6.2)

Here $\alpha_\ell, \beta_\ell$, $\ell = 1, \ldots, g$ form a canonical set of closed contours on the Riemann surface $\Sigma$ which generate its first homology group $H_1(\Sigma, \mathbb{Z})$. The $g \times g$ complex period matrix $\Gamma$ of the surface is symmetric, and we will decompose it into real and imaginary parts as $\Gamma = \Gamma_1 + i \Gamma_2$. Its imaginary part $\Gamma_2$ is a positive definite symmetric matrix. The $\omega_\ell$ span the kernel of the antiholomorphic derivative $\partial_z$ and are normalized as
\[
\int_{\Sigma} \d^2 z \, \omega_\ell(z) \bar{\omega}_\ell(z) = -2i (\Gamma_2)_{\ell\ell'}.
\] (6.3)

The gauge transformations $\Sigma \to U(1)$ of the theory have integer winding numbers around homologically non-trivial curves in $\Sigma$. A map which winds $s^\ell$ times around the primitive cycle $\alpha_\ell$ and $r^\ell$ times around $\beta^\ell$ determines a large gauge transformation
\[
a^\ell \mapsto a^\ell + s^\ell + \Gamma_{\ell\ell'} r^\ell, \\
\overline{a^\ell} \mapsto \overline{a^\ell} + s^\ell + \overline{\Gamma_{\ell\ell'}} r^\ell.
\] (6.4)

The topological dependence of the Schrödinger wavefunctionals may now be uniquely fixed by requiring that they furnish a projective representation of the large gauge symmetries. Let us consider a rational Chern-Simons coefficient $k = 2p/q$, with $p$ even. Then the projective representation defines a semi-periodicity condition on the wavefunctions which is solved by functions that live in a finite-dimensional vector space. With the holomorphic parametrization above, we can build an orthogonal basis, with $(pq)^g$ members ($(2pq)^g$ members for $p$ odd), for the wavefunctions in the form $[28, 40–42]

\Psi_\lambda(a, \overline{a}; \Gamma) = \exp \left\{ \frac{k\pi}{8} a^\ell \left( \Gamma_2^{-1} \right)_{\ell\ell'} \left( a^{\ell'} - \overline{a}^{\ell'} \right) \right\} \Theta_p \left[ \frac{\lambda}{q} \right] \left( \sqrt{2} a \left| \frac{2\Gamma}{k} \right. \right),
\] (6.5)

where $\lambda$ is an integer $g$-vector with components in the range $\lambda^\ell = 0, 1, \ldots, pq - 1$. The genus $g$ modified Jacobi theta-functions are defined by
\[
\Theta_p \left[ \frac{\lambda}{q} \right] \left( \sqrt{2} a \left| \frac{2\Gamma}{k} \right. \right) = \sum_{s \in \mathbb{Z}^g} \exp \left\{ \frac{2\pi i}{k} \left( s^\ell + \frac{\lambda^\ell}{q} \right) \Gamma_{\ell\ell'} \left( s^{\ell'} + \frac{\lambda^{\ell'}}{q} \right) + 2 \sqrt{2} \pi i a_\ell \left( s^\ell + \frac{\lambda^\ell}{q} \right) \right\},
\] (6.6)

\footnote{Here and in the following the topological indices $\ell$ are raised and lowered with the metric $G_{\ell\ell'} = 2(\Gamma_2)_{\ell\ell'}$ on the space of holomorphic harmonic one-forms.}
where by “modified” we mean that the integer sums are restricted to multiples of $p$.

The wavefunctions (6.5) are those for the first Landau level on the Riemann surface $\Sigma$. They carry a $(pq)^g$-dimensional unitary irreducible representation of the holonomy algebra of the gauge theory in terms of clock and cyclic shift operators as

\[
\exp \left\{ i \oint_{\alpha^\ell} A \right\} \Psi_\lambda(a, \overline{a}; \Gamma) = e^{2\pi i \lambda^\ell/q} \Psi_\lambda(a, \overline{a}; \Gamma),
\]

\[
\exp \left\{ i \oint_{\beta^\ell} A \right\} \Psi_\lambda(a, \overline{a}; \Gamma) = \Psi_{\lambda+q_1^\ell \mod pq}(a, \overline{a}, \Gamma),
\]

where $1_\ell$ is the integer $g$-vector with components $(1_\ell)^{\ell'} = \delta_{\ell \ell'}$. As described in section 2.2, the representation (6.7) explicitly realizes the monopole processes which change the charge of the quantum states. The normalization of the Chern-Simons coefficient, which differs from the standard ones [41], is chosen so that the $U(1)$ charges carried by Wilson lines belong to the required spectrum (2.10) of the theory. In this way, the large gauge transformations (6.4) are restricted to those with $s^\ell, r^\ell = 0 \mod p$. Note that $\lambda^\ell/q$ are primary charges and that for the rational values $k = 2p/q$ there is one charge independent monopole process with $\Delta Q = p$. In terms of the induced conformal field theory these shifts of charge lie within a single family [32]. Then the restricted large gauge transformations (6.4) are just the allowed monopole processes which shift charges inside the same family or conformal block.

Let us now consider the unorbifolded path integral over the topological components of the gauge fields in (5.28). As we did in section 5.3, we will start by fixing the normalization of the effective wavefunctions. For this, we define an inner product between wavefunctions $\Psi_\lambda(a, \overline{a}; \Gamma)$ and $\Psi_{\lambda'}(a, \overline{a}; \Gamma)$ by identifying the $a_i$ fields on the boundaries $\Sigma_0$ and $\Sigma_1$ and integrating out their topological dependence as

\[
(\Psi_\lambda, \Psi_{\lambda'})_a = \frac{1}{2^g \det \Gamma_2} \int_{\mathcal{J}(\Sigma)} \prod_{\ell=1}^g da^\ell \, d\overline{a}^\ell \, \Psi_\lambda(a, \overline{a}; \Gamma) \Psi_{\lambda'}(a, \overline{a}; \Gamma),
\]

where, due to the large gauge invariance of this inner product, the integration is restricted to the Jacobian variety $\mathcal{J}(\Sigma)$ of the Riemann surface $\Sigma$ obtained by reducing the $a, \overline{a}$ phase space to the plaquette of gauge orbits

\[
a^\ell = \rho^\ell + \Gamma^\ell \, \gamma^\ell, \quad \overline{a}^\ell = \rho^\ell + \overline{\Gamma}^\ell \, \gamma^\ell,
\]

with $\rho^\ell, \gamma^\ell \in [0, p]$. This is the inner product that is inherited from the normalization integral of (5.20), and also that which naturally arises in the geometric quantization of pure Chern-Simons gauge theory.
As explained in section 2.2, one must supplement this vacuum amplitude with monopole transitions enforcing large gauge invariance, and so we compute instead

\[
\left(\Psi_\lambda, \exp\left\{-i \sum_{\ell=1}^{g} \Delta Q^\ell_\lambda \oint A \right\} \Psi_{\lambda'} \right)_{a}
\]

\[
= \sum_{s \in p\mathbb{Z}^g} \sum_{s' \in p\mathbb{Z}^g} \prod_{\ell=1}^{g} \int d\rho^\ell \exp \left\{ 2 \sqrt{2} \pi i \rho^\ell \left( s^\ell - s^\ell + \frac{\lambda^\ell}{q} - \frac{\lambda'^\ell}{q} - \Delta Q^\ell_\lambda \right) \right\}
\]

\[
\times \prod_{\ell=1}^{g} \int d\gamma^\ell \exp \left\{ -\frac{k\pi}{2} \gamma^\ell (\Gamma_2)^{\ell^c} \gamma^\ell + 2 \sqrt{2} \pi i \gamma^\ell \left[ \Gamma_{\ell^c} \left( s^{\ell^c} + \frac{\lambda^{\ell^c}}{q} \right) \right. \right.
\]

\[
\left. \left. - \Gamma_{\ell^c} \left( s^{\ell^c} + \frac{\lambda^{\ell^c}}{q} + \Delta Q^\ell_\lambda \right) \right] + \frac{2\pi i}{k} \left[ \left( s^{\ell^c} + \frac{\lambda^{\ell^c}}{q} \right) \Gamma_{\ell^c} \left( s^{\ell^c} + \frac{\lambda'^\ell}{q} + \Delta Q^\ell_\lambda \right) \right. \right.
\]

\[
\left. \left. - \left( s^\ell + \frac{\lambda^\ell}{q} + \Delta Q^\ell_\lambda \right) \Gamma_{\ell^c} \left( s^{\ell^c} + \frac{\lambda^{\ell^c}}{q} + \Delta Q^\ell_\lambda \right) \right] \right\}. \tag{6.10}
\]

The effect of the monopole charges \(\Delta Q^\ell_\lambda\) is to shift a charge \(Q^\ell_\lambda\) on one boundary to the charge \(Q^\ell_\lambda + \Delta Q^\ell_\lambda\) on the other boundary. Let us assume a decomposition \(Q^\ell_\lambda = \lambda^\ell / q\) of the charge as in (2.20), where for each \(\ell = 1, \ldots, g\) the integers \((m^\ell, n^\ell)\) form a corresponding Bezout pair, i.e. the smallest integers satisfying this decomposition. Then, as discussed in section 2, the opposite charge \(Q^\ell_\lambda = \bar{\lambda}^\ell / q\) is given by (2.21) and therefore \(\Delta Q^\ell_\lambda = -nk^\ell / 2\).

The integration over the variables \(\rho^\ell\) in (6.10) thereby gives \(2^{-g/2} \delta^{(2g)}_{J(\Sigma)} \left( \frac{\lambda^\ell - \lambda'^\ell}{q} - \frac{pn^\ell}{q} \right)\), where the periodic delta function, invariant under the large gauge transformations, on the complex \(g\)-torus \(J(\Sigma)\) is given by

\[
\delta^{(2g)}_{J(\Sigma)}(a) = \sum_{s \in p\mathbb{Z}^g} \sum_{r \in p\mathbb{Z}^g} \delta^{(2g)}(a + s + \Gamma \cdot r). \tag{6.11}
\]

This sets \(\lambda'^\ell / q = \bar{\lambda}^\ell / q \mod p\) for each \(\ell = 1, \ldots, g\). The sum over \(s' \in p\mathbb{Z}^g\) in (6.11) then enforces the \(\mod p\) periodicity in this identification, and upon completing the square in the resulting terms involving the \(\gamma^\ell\) variables we get

\[
\left(\Psi_\lambda, \exp\left\{-i \sum_{\ell=1}^{g} \Delta Q^\ell_\lambda \oint A \right\} \Psi_{\lambda'} \right)_{a}
\]

\[
= \frac{\delta_{\lambda, \bar{\lambda}}}{2^{g/2}} \sum_{s \in p\mathbb{Z}^g} \prod_{\ell=1}^{g} \int d\gamma^\ell \exp \left\{ -\frac{k\pi}{2} \gamma^\ell + \frac{2\sqrt{2}}{k} \gamma^\ell \left( s^\ell + \bar{\lambda}^\ell \right) \right\} (\Gamma_2)^{\ell^c}
\]

\[
\times \left[ \gamma^\ell + 2 \sqrt{2} \frac{k}{k} \left( s^\ell + \bar{\lambda}^\ell \right) \right] \right\}. \tag{6.12}
\]

Shifting variables \(\gamma^\ell \mapsto \gamma^\ell - 2 \sqrt{2} (s^\ell + \bar{\lambda}^\ell / q) / k\) in (6.12) and using the sum over \(s \in p\mathbb{Z}^g\) to extend the integration domain from the gauge orbit space to all of \(\mathbb{R}^g\) yields a Gaussian
integral in the $\gamma_\ell$'s, and we arrive finally at
\[
\left( \Psi_\lambda, \exp \left\{ -i \sum_{\ell=1}^{g} \Delta Q_\lambda^\ell \oint_{\beta_\ell} A \right\} \Psi_\lambda \right)_a = \frac{1}{k^{\nu/2} \sqrt{\det \Gamma_2}} \delta_{\lambda', \lambda}, \quad (6.13)
\]
where as before we drop all irrelevant numerical constants.

Using the normalizations (5.28) and (6.13), we can now write down the appropriate wavefunctions whose products will generate the desired partition function. After integrating out the bulk modes, the path integral (4.21) decomposes into two independent integrals over the modes associated with each of the two boundaries. We therefore define the total effective wavefunctions by integrating out their $a_i$ field dependences explicitly using the inner product (6.8), and we arrive at
\[
\Psi_\lambda(\Gamma) = \left( \frac{\mathcal{A}_\Sigma}{\det'(D_{\Sigma}) \det(k \Gamma_2)} \right)^{1/4} \sum_{s \in \mathbb{Z}^g} \exp \left\{ \frac{2\pi i}{k} \left( s^\ell + \frac{\lambda^\ell}{q} \right) \Gamma_{\ell\ell'} \left( s'^{\ell'} + \frac{\lambda'^{\ell'}}{q} \right) \right\}.
\]

(6.14)

### 6.2 Statistical Sums

Up to a factor independent of the geometry of the Riemann surface $\Sigma$, the wavefunctions (6.14), along with the charge selection rule, naturally lead to the partition function for the rational conformal field theory of a compactified free scalar field. In string units the radius of compactification $R$ is given through the relation $k = 2R^2$, so that the conformal field theory partition function $Z_\Sigma$ is given by

\[
Z_\Sigma = k^{\nu/2} Z_\Psi
= k^{\nu/2} \sum_{\lambda \in (\mathbb{Z}_{pq})^g} \Psi_\lambda(\Gamma) \Psi_\lambda(\Gamma)
= \sqrt{\det'(D_{\Sigma}) \det \Gamma_2} \sum_{\lambda \in (\mathbb{Z}_{pq})^g} \sum_{s \in \mathbb{Z}^g} \sum_{s' \in \mathbb{Z}^g} \exp \left\{ \frac{2\pi i}{k} \left( s^\ell + \frac{\lambda^\ell}{q} \right) \Gamma_{\ell\ell'} \left( s'^{\ell'} + \frac{\lambda'^{\ell'}}{q} \right) \right\}
- \frac{2\pi i}{k} \left( s^\ell + \frac{\lambda^\ell}{q} \right) \Gamma_{\ell\ell'} \left( s'^{\ell'} + \frac{\lambda'^{\ell'}}{q} \right).
\]

(6.15)
It is now straightforward to compute the orbifold partition functions given the analysis of the previous subsection. As we have seen before, for the orbifold theories we have only the wavefunction at the boundary \( \Sigma_0 \). Moreover, the charge spectrum is appropriately truncated \[32\]. It is now clear in fact that the integers \( m^\ell \) correspond to the Kaluza-Klein modes of the compactification while \( n^\ell \) correspond to winding numbers. Thus not all of the wavefunctions \( \Psi_\lambda \) obtained above will survive the orbifold operations. Precisely, only \((pq/2)^g\) of them remain, so that the dimension of the physical state space is reduced by a factor of \( 2^{-g} \). Recall that \( p \) is even, so that this counting of states is coherent. In the case that \( p \) is odd the number of linearly independent states is reduced from \((2pq)^g\) to \((pq)^g\) by the orbifold operations.

For the \( \Omega CT \) symmetries the charge spectrum is truncated to the values
\[
\frac{\lambda^\ell}{q} = m^\ell, \quad m^\ell = 0, \ldots, \frac{pq}{2} - 1
\]
and the harmonic fields obey \( a^\ell = -\bar{a}^\ell = i (\Gamma_2)^{\ell\ell'} \gamma_{\ell'} \). Furthermore, the period matrix is necessarily purely imaginary, \( \Gamma = i \Gamma_2 \), for compatibility with this orbifold. Following through the analysis of the previous subsection, in this case there are no \( \rho^\ell \) integrations, and together with the doubling of the argument of the exponential factor in the wavefunction \( \Psi^\text{orb}_\lambda \) we find an overall normalization factor \( 2^{-g} \), as expected.

On the other hand, for the \( \Omega T \) symmetries the spectrum is truncated as
\[
\frac{\lambda^\ell}{q} = \frac{k}{4} n^\ell, \quad n^\ell = 0, \ldots, \frac{pq}{2} - 1
\]
and in this case \( a^\ell = \bar{a}^\ell = \rho^\ell + (\Gamma_1)^{\ell\ell'} \gamma_{\ell'} \). There are now no Gaussian \( \gamma_{\ell} \) integrations arising, and the gauge orbit integral over the new variables \( \rho^\ell + (\Gamma_1)^{\ell\ell'} \gamma_{\ell'} \) produces an extra multiplicative factor \( 2^{-g/2} \). The overall normalization factor obtained in this case is therefore \( 2^{-g} \sqrt{\det(k \Gamma_2)} \).

Explicitly, we have thereby obtained the total orbifold partition functions
\[
Z_{\Sigma^O} = k^{g/4} Z^\text{orb}_{\Sigma^O} = k^{g/4} \sum_{\lambda \in (\mathbb{Z}_{pq})^g} \Psi^\text{orb}_\lambda(\Gamma),
\]
which for the two types of orbifold constructions under consideration here are given by
\[
Z_{\Sigma^{OC}} = \frac{1}{2^g} \left( \frac{\mathcal{A}_\Sigma}{\det'(\nabla^2_\Sigma) \det \Gamma_2} \right)^{1/4} \sum_{m \in (\mathbb{Z}_{pq})^g} \sum_{s \in \mathbb{Z}_{pq}} \exp \left\{ \frac{2\pi i}{k} (s^\ell + m^\ell) \Gamma_{\ell\ell'} \left( s'^{\ell'} + m'^{\ell'} \right) \right\}
\]

(6.19)
and

$$Z_{\Sigma} = \frac{k^{g/2}}{2^g} \left( \frac{A_\Sigma \det \Gamma_2}{\det' \nabla^2_\Sigma} \right)^{1/4} \sum_{n \in (Z_{2g})^g} \sum_{s \in \mathbb{Z}^g} \exp \left\{ \frac{2\pi i}{k} \left( s^\ell + \frac{k}{4} n^\ell \right) \Gamma_{\ell \ell'} \left( s^\ell + \frac{k}{4} n^\ell \right) \right\} .$$

(6.20)

These formulas all hold for arbitrary genus $g$. For $g = 0$ there are no moduli and one obtains only trivial determinant factors. The case $g = 1$ will be analysed in detail in the next subsection.

For genus $g \geq 2$, the formulas above are invariant under the natural action of the Siegel modular group $Sp(2g, \mathbb{Z})$ on the space of period matrices. They should be supplemented by the explicit expression for the determinant of the scalar Laplacian on the hyperbolic Riemann surface $\Sigma$ which is given by [63]

$$\det' \nabla^2_\Sigma = \frac{A_\Sigma \det \Gamma_2}{8\pi^2} e^{2S_L[\nu, \pi]} \left[ \Theta \begin{bmatrix} 0 \\ 0 \end{bmatrix} \left( \sum_{\ell=1}^g \int_{z_0}^w \omega - \int_{z_0}^w \omega - \Delta \right) \Gamma \right]$$

$$\det' \left\{ \omega_\ell(z_\nu) \right\} \sigma(w)$$

$$\times \prod_{\ell=1}^g \frac{\sigma(z_\ell)}{E(z_\ell, w)} \prod_{\ell' < \ell} E(z_\ell', z_\ell) \right]^{1/3},$$

(6.21)

where

$$S_L[\nu, \pi] = \frac{1}{48\pi} \int_{\Sigma} d^2 z \, \partial_\nu \ln(h_{\nu, \pi}) \partial_{\nu'} \ln(h_{\nu', \pi})$$

is the Liouville action in the conformal gauge, and $z_1, \ldots, z_g, w$ are arbitrary points on $\Sigma$. The ordinary Jacobi theta-functions are given by

$$\Theta \begin{bmatrix} c \\ d \end{bmatrix} (u | \Gamma) = \sum_{s \in \mathbb{Z}^g} \exp \left\{ \pi i \left( s^\ell + c^\ell \right) \Gamma_{\ell \ell'} \left( s^\ell + c^\ell \right) + 2\pi i \left( s^\ell + c^\ell \right) (u_\ell + d_\ell) \right\}$$

(6.23)

for $c^\ell, d^\ell \in [0, 1]$ and $u \in \mathbb{C}^g$, while

$$\Delta_\ell = \frac{1}{2} - \frac{1}{2} \Gamma_{\ell \ell} + \sum_{\ell' \neq \ell} \int_{z_0}^z dz \, \omega_{\ell'}(z) \int_{z_0}^z \omega_{\ell}$$

(6.24)

is the vector of Riemann constants which is related to the Riemann divisor class of $\Sigma$. The prime form is given by

$$E(z, z_0) = \Theta \begin{bmatrix} 1/2 \\ 1/2 \end{bmatrix} \left( \int_{z_0}^z \omega \right) \Gamma$$

$$\sqrt{h_E(z) h_E(z_0)}$$

(6.25)
with the \( \frac{1}{2} \)-differentials

\[
h_E(z) = \omega^\ell(z) \frac{\partial}{\partial u} \Theta \left[ \begin{array}{c} 1/2 \\ 1/2 \end{array} \right] (u|\Gamma) \bigg|_{u=0}.
\]

(6.26)

The prime form is antisymmetric under interchange of its arguments and behaves like \( z - z_0 \) for \( z \to z_0 \). Finally, the quantities \( \sigma(z) \) are twisted differentials of rank \( g/2 \) which carry the conformal anomaly, and which may be defined by choosing a set of points \( P_1, \ldots, P_g \) on \( \Sigma \) and setting their ratios as

\[
\frac{\sigma(z)}{\sigma(w)} = \frac{\Theta \left[ \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right] \left( \int_{z_0}^{z} \omega - \sum_{\ell=1}^{g} \int_{z_0}^{P_\ell} \omega + \Delta \bigg| \Gamma \right)}{\Theta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] \left( \int_{z_0}^{w} \omega - \sum_{\ell=1}^{g} \int_{z_0}^{P_\ell} \omega + \Delta \bigg| \Gamma \right)} \prod_{\ell=1}^{g} \frac{E(w, P_\ell)}{E(z, P_\ell)}.
\]

(6.27)

It follows from the Riemann vanishing theorem that the ratios (6.27) are independent of the choice of points \( P_\ell \in \Sigma \), and moreover that \( \sigma(z) \) has no zeroes or poles on \( \Sigma \). In this way we manage to produce explicit expressions for multi-loop string vacuum amplitudes entirely within the topological membrane approach.

### 6.3 Examples: One-Loop Amplitudes

While we have obtained expressions for the partition functions on any Riemann surface \( \Sigma \), it is clear from the previous subsection that in general one needs to incorporate the gravitational sector of the topological membrane in order to properly deal with the effective wavefunctions. In this respect it is illuminating to examine them in some detail in the simplest case of genus \( g = 1 \), where everything can be worked out explicitly and there is no gravitational anomaly to contend with. The resulting formulas can be deduced from the general equations that we have obtained in the previous subsection. This will serve, among other things, to illustrate explicitly how the three-dimensional formalism naturally reproduces modular invariants of the conformal field theories.

- **Torus**

Let us begin with the torus \( T^2 \). In this case the period matrix may be represented by the Teichmüller modular parameter \( \Gamma = \tau = \tau_1 + i\tau_2 \), a complex number with imaginary part \( \tau_2 > 0 \). The complex coordinates on \( T^2 \) are given by the identifications \( z \equiv z + s + r\tau \), for any \( s, r \in \mathbb{Z} \), in the complex plane, and the holomorphic harmonic one-form may be taken to be \( \omega(z) = 1 \). The area of the torus is \( A_\tau = \tau_2 \), and the determinant of the scalar Laplace operator on \( T^2 \) is given by

\[
\det' \nabla^2_\tau = \tau_2 \left| \eta(\tau) \right|^4,
\]

(6.28)
where
\[ \eta(\tau) = e^{\pi i \tau/12} \prod_{r=1}^{\infty} \left( 1 - e^{2\pi i r \tau} \right) \] (6.29)
is the Dedekind function.

The partition function is therefore given by
\[
Z_{T^2}(\tau) = \sum_{\lambda=0}^{p-1} \overline{\chi_\lambda(\tau)} \chi_\lambda(\tau) = \frac{1}{\sqrt{\tau^2} \eta(\tau)^2} \sum_{\lambda=0}^{p-1} \sum_{s \in \mathbb{Z}} \sum_{s' \in \mathbb{Z}} \exp \left\{ \frac{2\pi i \tau}{k} \left( s + \frac{\lambda}{q} \right)^2 \right\} \exp \left\{ -\frac{2\pi i \tau}{k} \left( s + \frac{\bar{\lambda}}{q} \right)^2 \right\}
\] (6.30)
where the \( \chi \)'s may be recognized as the simple characters of the relevant chiral \( U(1) \) current algebras extended by chiral vertex operators. They are related to the gauge theory wavefunctions by
\[
\chi_\lambda(\tau) = k^{g/4} \Psi_\lambda(\tau)
\]
\[
= \frac{1}{\tau_2^{1/4} \eta(\tau)} \sum_{s \in \mathbb{Z}} \exp \left\{ \frac{2\pi i \tau}{k} \left( s + \frac{\lambda}{q} \right)^2 \right\}.
\] (6.31)
For the various orbifold theories based on the torus as the double cover, we simply need to specialize the general equations obtained in the previous subsection.

• Klein Bottle

The Klein bottle \( K^2 \) can be obtained from the torus with modular parameter \( \tau = 2i\tau_2 \) under the orbifold generated by the parity operator \( \Omega' \) introduced at the beginning of section 3. This operation preserves the diagonal \( U(1) \) current of the conformal field theory which is the generator of translations along the target space circle. There are two types of orbifolds that one can form. For the \( \Omega' \)CT quotient we obtain an untwisted theory with partition function
\[
Z_{K^2}(\tau_2) = \frac{1}{2(2\tau_2)^{1/4} \eta(2i\tau_2)} \sum_{m=0}^{pq/2-1} \sum_{s=-\infty}^{\infty} \exp \left\{ -\frac{4\pi \tau_2}{k} \left( ps + m \right)^2 \right\},
\] (6.32)
while for \( \Omega'T \) we obtain a twisted theory with partition function
\[
Z_{\tilde{K}^2}(\tau_2) = \frac{\sqrt{k}(2\tau_2)^{1/4}}{2 \eta(2i\tau_2)} \sum_{n=0}^{pq/2-1} \sum_{s=-\infty}^{\infty} \exp \left\{ -\frac{4\pi \tau_2}{k} \left( ps + \frac{k}{4} n \right)^2 \right\}.
\] (6.33)

The partition functions (6.32) and (6.33) are related by a modular transformation of the covering torus \( T^2 \). To see this, we replace the modulus \( \tau \) in (6.33) by the new modulus
\[
\tilde{\tau} = -\frac{1}{2\tau},
\] (6.34)
and use the Poisson resummation formula

\[ \sum_{r = -\infty}^{\infty} e^{-\pi g r^2 - 2\pi i b r} = \frac{1}{\sqrt{g}} \sum_{s = -\infty}^{\infty} e^{-\pi (s - b)^2 / g}. \]  

(6.35)

Applying (6.35) twice (in \( n \) and \( s \)) to the partition function (6.33), and using the modular transformation property

\[ \eta \left( \frac{-1}{\tau} \right) = \sqrt{-i\tau} \eta(\tau) \]  

(6.36)

of the Dedekind function (6.29), we arrive at the relationship

\[ Z_{\tilde{K}^2}(\tau) = Z_{K^2}(\tilde{\tau}). \]  

(6.37)

The surface \( \tilde{K}^2 \) exhibits the Klein bottle \( K^2 \) as a tube terminating at two cross-caps.

• Annulus

We now start considering open orbifold surfaces. The annulus \( C^2 \) is generated by the orbifold of the torus \( T^2 \) with modular parameter \( \tau = i\tau_2 \) under the usual worldsheet parity operator \( \Omega \). Again, there are two types of orbifolds. For the \( \Omega C T \) quotient we obtain a theory with Neumann boundary conditions and partition function

\[ Z_{C^2}(\tau_2) = \frac{1}{2^{\tau_2^{1/4}|\eta(i\tau_2)|}} \sum_{m = 0}^{pq/2 - 1} \sum_{s = -\infty}^{\infty} \exp \left\{ -\frac{2\pi \tau_2}{k} \left( ps + m \right)^2 \right\}, \]  

(6.38)

while for \( \Omega T \) we get a theory with Dirichlet boundary conditions and partition function

\[ Z_{\tilde{C}^2}(\tau_2) = \frac{\sqrt{k}}{2^{\tau_2^{1/4}|\eta(i\tau_2)|}} \sum_{n = 0}^{pq/4 - 1} \sum_{s = -\infty}^{\infty} \exp \left\{ -\frac{2\pi \tau_2}{k} \left( ps + \frac{k}{4} n \right)^2 \right\}. \]  

(6.39)

Once again the two partition functions are related by a modular transformation. Replacing the modulus dependence in (6.39) with

\[ \tilde{\tau} = -\frac{2}{\tau}, \]  

(6.40)

and using the modular transform (6.36), after two Poisson resummations (in \( n \) and \( s \)) we arrive at the relation

\[ Z_{\tilde{C}^2}(\tau) = Z_{C^2}(\tilde{\tau}). \]  

(6.41)

The surface \( \tilde{C}^2 \) is a cylinder with two boundaries.
Finally, the Möbius strip $M^2$ is obtained from the torus with $\tau = 1/2 + i\tau_2$ under the orbifold by the parity operation $\Omega$. For the $\Omega CT$ orbifold one has Neumann boundary conditions and partition function

$$Z_{M^2}(\tau_2) = \frac{1}{2\tau_2^{1/4}|\eta(1/2 + i\tau_2)|} \sum_{m=0}^{p(q/2-1)} \sum_{s=-\infty}^{\infty} \exp \left\{ \frac{\pi i}{k} \left( 1 + 2i\tau_2 \right) \left( ps + m \right)^2 \right\} , \quad (6.42)$$

while for $\Omega T$ we obtain Dirichlet boundary conditions and partition function

$$Z_{\tilde{M}^2}(\tau_2) = \frac{\sqrt{k} \tau_2^{1/4}}{2|\eta(1/2 + i\tau_2)|} \sum_{n=0}^{p(q/2-1)} \sum_{s=-\infty}^{\infty} \exp \left\{ \frac{\pi i}{k} \left( 1 + 2i\tau_2 \right) \left( ps + \frac{k}{4} n \right)^2 \right\} . \quad (6.43)$$

In this case the modular transformation (6.34) yields the relation

$$Z_{\tilde{M}^2}(\tau) = Z_{M^2}(\tilde{\tau}) . \quad (6.44)$$

The surface $\tilde{M}^2$ is the usual one-loop double twist diagram of open string theory.

### 6.4 Remarks on Modular Invariance

In this subsection we briefly comment on the structure of modular invariant partition functions constructed from the results obtained above. A more precise examination of modular invariant quantities will be presented elsewhere [59]. The basic point we wish to make here is that while the torus partition function (6.30) is a modular invariant of $T^2$, the modular transformations above of the orbifold partition functions map the direct-channel picture, corresponding to $\Omega CT$ type orbifolds with partition functions (6.32), (6.38) and (6.42), to the transverse-channel picture corresponding to $\Omega T$ type orbifolds with partition functions given by (6.33), (6.39) and (6.43). To build a modular invariant partition function $Z_{\text{inv}}$, it is necessary to sum over both twisted and untwisted sectors or both sectors corresponding to Neumann and Dirichlet boundary conditions to get

$$Z_{\text{inv}} = Z_{\Sigma^NC} + Z_{\Sigma^N} . \quad (6.45)$$

Note that here, in order to avoid half-integer state multiplicities, we must add the statistical sums rather than averaging them. In the case of open strings, the partition function (6.45) should of course be understood only as a formal mathematical object which is invariant under modular transformations, because the theories corresponding to Neumann and Dirichlet boundary conditions live in different Hilbert spaces. Put differently, the direct channel amplitudes have character expansions with integer-valued coefficients which count the number of allowed open and unoriented string states, and thereby have natural interpretations as
partition functions. On the other hand, in the transverse channel they correspond to am-
plitudes of a closed string reflecting from the two boundaries or crosscaps at the ends of
the cylinder and in general contain non-integer character expansion coefficients. Thus the
transverse channel amplitudes do not count states and have no interpretation as partition
functions. It is not natural to require modular invariance of these amplitudes, as they have
very different physical interpretations.

Nevertheless, the function (6.45) could have a more profound physical significance if one
could find some sort of tunneling mechanism which interpolates between the two types of
boundary conditions. This would have to be a mechanism which allowed a flow between
superselection sectors of the Hilbert space. A physical system which possesses the same
sort of characteristics is a proton-antiproton system. While the proton and antiproton
correspond to different superselection sectors, a composite wavefunction corresponding to
a proton-antiproton bound state may be formed. Of course the present open string case is
somewhat different in nature, because here we don’t have the analog of charge conjugation
as we tunnel between the different sectors. We are not aware at present of any such process
in open string theory.

The partition function (6.45) corresponds to a modification of the orthogonal projection
in (3.7) to an operator which picks out modular invariant states. The appropriate operator
acting on states of the three-dimensional gauge theory is given by

\[ P_{\text{inv}} = \frac{1}{2} \left( \mathbb{1} + \Omega C T \right) + \frac{1}{2} \left( \mathbb{1} + \Omega T \right). \]  

(6.46)

Note that (6.46) is not a projector. It can only be completed into an orthogonal projection
by adding to (6.45) a contribution corresponding to the twisted torus states. In general,
one cannot build a modular invariant partition function using projection operators, but
rather only one which is invariant under the relative modular group of the Riemann sur-
face [66]. This latter group is, however, trivial at one-loop order. The operator (6.46)
also ensures that the partition function is explicitly invariant under T-duality, which at the
level of the worldsheet theory exchanges winding and Kaluza-Klein modes, and therefore
necessarily interchanges both pictures and partition functions. Furthermore, in addition to
the prefactors computed above, in the case of open string worldsheets there should appear
an extra overall multiplicative factor \( N^2 \), where \( N \) is the number of Chan-Paton factors
in the corresponding string theoretic photon Wilson line [67]. This issue is under current
development [59].
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