Bayesian Pixel Density Estimation Modeling to Detect Human Sperm Sample Image Based on Sperm Head Shape
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Abstract: Currently, there is a problem of the difficulty in classifying human sperm head sample images using different databases and measuring the accuracy of several different datasets. This study proposes a Bayesian Density Estimation-based model for detecting human sperm heads with four classification labels, namely, normal, tapered, pyriform, and small or amorphous. This model was applied to three kinds of datasets to detect the level of pixel density in images containing normal human sperm head samples. Experimental results and computational accuracy are also presented. As a method, this study labeled each human sperm head based on three shape descriptors using the formulas of Hu moment, Zernike moment, and Fourier descriptor. Each descriptor was also tested in the experiment. There was an increased accuracy that reached 90% after the model was applied to the three datasets. The Bayesian Density Estimation model could classify images containing human sperm head samples. The correct classification level was obtained when the human sperm head was detected by combining Bayesian + Hu moment with an accuracy rate of up to 90% which could detect normal human sperm heads. It is concluded that the proposed model can detect and classify images containing human sperm head objects. This model can increase accuracy, so it is very appropriate to be applied in the medical field.
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1. INTRODUCTION

Image processing of human samples has grown widely from examining the skin to research on human sperm samples. Human sperm is unique in shape, which is characterized by the shape of the head, body, and tail. Healthy sperm has a standard head shape, called human sperm heads (HSH) (Iqbal et al., 2020). A method to detect images containing normal HSH based on certain criteria and image processing techniques is needed by medical laboratories (Yoon et al., 2008). The common problem for image processing experts to analyze HSH images is that each image contains sperm objects with different density levels (Di Caprio et al., 2015). This makes it difficult to detect healthy normal HSH and abnormal HSH (Sun et al., 2006). Therefore, a Bayesian model is proposed to identify the normal morphology of HSH.

HSH has a different morphology that requires a special method to measure the level of sperm density (Sun et al., 2006). Therefore, the concept of Bayesian Density Estimation (BDE) was used. Until now, little information explains how to detect normal HSH based on sperm morphology (Auger, 2010). Different results from different datasets also make it difficult to measure the standard of accuracy, hindering the normal and healthy assessment of HSH. The research questions in this article are (a) how to detect normal HSH from various HSH images? (b) how to find out the level of accuracy to identify normal HSH?

To answer these questions, a new model that combines Bayesian concepts with density estimation is proposed (Lu et al., 2013). The principle is to produce a method for detecting normal and healthy HSH using labeling and classification. The dataset used follows Ghasemian et al. (Ghasemian et al., 2015), Lammers, et al. (Lammers et al., 2014), and Aksoy et al. (Aksoy et al., 2012). The three types of datasets were then used in this study.
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After the model was set up, several experiments were performed to identify and compare normal, tapered, pyriform, small, and amorphous HSH types (Riordon et al., 2019). This classification and labeling are useful for monitoring the quality of HSH. This study contributes to complement the shortcomings of previous methods to measure the accuracy of three kinds of datasets. In addition, from a computational point of view, no model can perform computations with satisfactory accuracy. To determine the usability of the proposed model, several tests were carried out to obtain the basic classification baseline.

To facilitate the implementation of this research, this paper is divided into several parts. In the second section, previous studies using Bayesian modeling techniques, classification, and labeling of HSH, are reviewed. In the third part, this research presents HSH methods and features that can be processed from dataset images including the reasons for using the descriptors of Hu moment, Zernike moment, and Fourier descriptor. Each descriptor was also tested in the experiment. In the fourth section, the test results of the BDE model are presented after adding the three kinds of shape descriptors. The results of the accuracy value of the proposed model to detect normal HSH become the classification baseline. Summary and conclusions are then added to the fifth section.

2. LITERATURE REVIEW

Point of Interest with Density Estimator

The most visible part of a human sperm image sample is the head of the sperm (Figure 1). This sample is called HSH (Iqbal et al., 2020). A normal HSH image has the head as a point of interest position with a single best guess to detect the head position (Leung et al., 2011). The position of the sperm head is marked with \( \hat{\Theta}^* \) and the point estimate position as \( \hat{\Theta}_n \). The letter \( n \) in the point estimate \( \hat{\Theta}_n \) is the number of \( n \) observations or data points from a statistical experiment result for an estimate \( \Theta^* \). The number of points of interest positions is usually unknown, which will be combined with Hu moment, Zernike moment, and Fourier descriptor (Yadav et al., 2008). These three kinds of shape descriptors were used as classifiers \( \Theta^* \in \mathbb{G} \) to fulfill the discrete regression equation \( Y = g^*(X) + \mu \\hat{\mu} \) as an accuracy prediction formula so that an estimation equation was obtained, which \( Y_i \) is affected \( X_i \).

The data point of the HSH image indicated by \( x^\theta \in \mathbb{X}_n \) is an \( n \)-number vector or a series of points in \( n \)-dimensional real space, which means \( x := (x_1, x_2, \ldots, x_n) \in \mathbb{X}_n \). We thus emphasize that the dimension \( n \) in the point estimator \( \hat{\Theta}_n \) of \( \Theta^* \in \mathbb{T} \) will result in:

\[
\hat{\Theta}_n := \hat{\Theta}_n (x := (x_1, x_2, \ldots, x_n)) = \hat{\Theta}_n \cdot \mathbb{X}_n \rightarrow \mathbb{T} \quad \text{..............................................(1)}
\]

Thus, the normal HSH shape can be represented by \( \mathbb{T} \) that has one-point estimate \( \Theta^* \in \mathbb{T} \) provided that the normal HSH has the pattern \( x^\theta \in \mathbb{X}_n \) as an independent part of the real number \( \mathbb{R}^n \) and is randomly distributed following a general vector pattern \( X = (X_1, X_2, \ldots, X_n) \) until \( X_1, X_2, \ldots, X_n \).

Hu Moment, Zernike moment, Fourier descriptor

Hu moments was used to obtain pixels collected into an HSH object (Chang et al., 2017). Each object was then assigned to a set of morphological shape classes. The Zernike moment was used to divide the segment of pixels from the image containing points of interest (thin pixels) that are not perfectly shaped or have real vectors of discrete values so that they are grouped to form a discrete function \( \{(x_1, y_2), \hat{a} \in [x_m, y_m] \} \) to be projected into a normalized image form (Flusser et al., 2016).

Fourier descriptor was applied to change the output values \( Y \) as discrete classes to identify the boundary between the object and the background color. With the form of a discrete set, the function \( f(x) \) can produce a powerful classifier. After all moments are formed, Bayesian principles are added to strengthen the model’s performance in classifying all HSH images.
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Bayesian Density Estimation

Previous studies demonstrated the need to have computational modeling to identify normal HSH using different approaches (Chang et al., 2017). However, finding a cost-efficient and widely available approach is a complicated and expensive process.

BDE provides opportunities for further development. The Bayesian theorem has the basic form of conditional probability as the basis for predicting the location of sperm in an image:

$$p(M_A|F) = \frac{P(M_A \cap F)}{P(F)}$$  \hspace{1cm} (2)

Where $p(M_A|F)$ is the posterior probability that arises from the image of the sample set A and F is the feature of the object being searched for. BDE was used to observe images that contained sperm head objects but did not have standard parameters.

Because the position of the sperm head tended to be uncertain in an image, an uncertainty parameter with a random value was added (Gómez & Maddison, 2020). The set of random values formed subset D that represents the data found and the model parameter $\theta$, so for each inference, the combined probability distribution $P(D|\hat{\theta})$ of all the random sums of the two parameters was obtained. Thus, the combined distribution is written as:

$$P(D|\hat{\theta}) = P(\hat{\theta})P(D|\hat{\theta})$$  \hspace{1cm} (3)

Source dataset with HSH images

Several recent datasets have been proposed by Ghasemian, et al. (2015) using normal HSH detection techniques. The dataset contains 1,457 576x764 image samples successfully used to detect normal HSH. The parameters used are shape parameters (morphology), not sperm classification. Another researcher, Lammers (Lammers et al., 2014), proposed a dataset containing 250 image samples applied to detect normal HSH. The third dataset used was proposed by Aksoy et al. (Aksoy et al., 2012) with 67 image samples. All datasets were then mixed and grouped into three subsets, namely dataset1, dataset2, and dataset3. Each dataset contains images of various sizes to be grouped into five morphological classes, namely normal, tapered, pyriform, small, and amorphous.

Fig. 1 is an example of an HSH shape based on normal (a), tapered (b), pyriform (c), small (d), and amorphous (e) morphology shapes.

For this study, a model to represent and identify normal HSH and differentiate it from abnormal HSH based on the morphology above was constructed.
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3. METHOD

The classification in Section 2 above was used for each test based on a comparison of three datasets distributed to five classes.

The dataset was grouped into three subsets, namely dataset 1, dataset 2, and dataset 3, which represented the objectives of training (60% of the entire dataset), validating (20%), and testing (20%). Table 4 shows the size and distribution of the classes on each partition. The experimental steps are shown in detail in Figure 2.

![Fig. 2. Flowchart of HSH detection based on the morphology of the HSH shape using BDE](image)

4. ANALYSIS AND DISCUSSION

In this study, BDE modeling was made to detect normal HSH by adding shape morphology parameters. The parameters used to detect the HSH shape are Hu moment, Zernike Moment, and Fourier descriptor (Yadav et al., 2008). These parameters were used to classify the HSH of the dataset into five classes, namely normal, tapered, pyriform, small, and amorphous (Figure 3). The accuracy obtained from the three parameters was then compared with the accuracy using BDE (Figures 3-7) (Shaker et al., 2017).

Figure 3 shows the original image dataset sample after adding a shape morphology descriptor compared with the images after processing with BDE (Lu et al., 2013). The original image and the processed image with the descriptor still have a fairly high noise compared to the image processing by BDE (Shen et al., 2013). BDE can process images so that they have sharper edges and more visible pixel-dividing lines.
Classification of normal HSH using density estimator

The dataset came from the Internet from three sources combined into one and then preprocessed to separate unused images. All images were then randomized. Then, modeling was made with five shape descriptors that divided the HSH samples based on the labeling of the Hu moment descriptor, Zernike moment descriptor, and Fourier Descriptor (YE Bin, 2003). The labeling was based on shape and morphology. There are five shapes, namely, normal, tapered, pyriform, and small or amorphous.

![Figure 3. Comparison of image processing results: original, after descriptors, after BDE](image)

Fig. 4 Normal HSH classification results using density estimator

Figure 4 shows the results of normal HSH classification using only a density estimator. Each bar chart displays the results of labeling on images with normal HSH. The detection results show that there are 200-300 images of normal HSH from dataset1. Then, the density estimator can predict the highest in pyriform HSH and amorphous HSH which is close to 1,000 images. This means that the density estimator can predict abnormal HSH (i.e., pyriform and amorphous) but not normal HSH.
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Detected image using the shape morphology descriptor

There are three kinds of shape morphological descriptors or shape moment descriptors, namely Hu moment, Zernike moment, and Fourier descriptors (Rashid et al., 2010). Three datasets were retested using these three descriptors to find out the number of detected images. Figure 5 shows that the Hu moment can only detect normal HSH while the other four shapes have low accuracy. Zernike moment can also do the same thing, followed by the Fourier descriptor.

It appears that for normal HSH detection, Hu moment can be used. It can also be used to detect small HSH. To detect normal and amorphous HSH, Zernike moment can be used. In the Fourier descriptor, there is only moderate accuracy. Overall, Hu moment can outperform Zernike moment and Fourier descriptor (Rashid et al., 2010). The test results indicate a high accuracy performance in normal HSH samples but not in other classes. From this condition, we developed BDE to improve accuracy in the normal HSH class based on the above classification.

Detected image using BDE

BDE is the model proposed in this study (Shen et al., 2013). Three datasets were tested using BDE which resulted in the highest accuracy in the normal HSH class ($\alpha = 0.05$) while the accuracy for other classes tended to continue to decline (Figure 6).

The test results show the existence of high performance and accuracy in the Bayes model proposed here. There are 900 correctly detected images (Figure 6). The proposed Bayes model can classify HSH samples in all shape morphology classes reaching the highest level compared to other models (Figure 6). The number of images detected with the correct classification reached the highest obtained when the image contained HSH detected by Bayesian +Hu moment. However, when BDE is used to detect images containing tapered HSH, there is a decrease in performance. The same thing happened to HSH with other morphology shapes, namely, pyriform, small, and
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amorphous shapes. This means that there are weaknesses in the proposed BDE model when it comes to detecting different shape classes.

Percentage of classification accuracy using BDE

To improve the accuracy of prediction and classification, BDE which contained a combination of shape morphological descriptors and Bayesian principle was applied. Figure 7 shows that after adding BDE, there is an increase in accuracy for dataset1 which can detect normal HSH up to 90%. Then, the percentage of accuracy on tapered HSH is obtained in dataset2 followed by small and amorphous HSH. These results show that the shapes with the highest accuracy are normal and tapered while other shapes have lower accuracy even though a combination of shape morphology descriptors and BDE has been applied.

5. CONCLUSION

This study aims to find Bayesian modeling has been achieved. The proposed model is based on BDE which can work well for three kinds of datasets containing normal HSH. Experimental results show that our approach can successfully identify normal HSH. The proposed model is even able to detect higher HSH than other models. The BDE model, according to the experimental results, provides several images successfully detected with a high level of accuracy.

This classification model can be used to support the medical community in obtaining healthy HSH and applied to assisted reproduction technology. The proposed model can detect normal HSH using labeling and classification based on shape morphology, namely, normal, tapered, pyriform, small, and amorphous HSH types. This classification and labeling can help monitor normal HSH quality. It is suggested that future research add other descriptors using more sophisticated techniques such as observing texture, depth image, or grayscale segmentation.
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