Fast shuttling of a trapped ion in the presence of noise
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We theoretically investigate the motional excitation of a single ion caused by spring-constant and position fluctuations of a harmonic trap during trap shuttling processes. A detailed study of the sensitivity on noise for several transport protocols and noise spectra is provided. The effect of slow spring-constant drifts is also analyzed. Trap trajectories that minimize the excitation are designed combining invariant-based inverse engineering, perturbation theory, and optimal control.
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I. INTRODUCTION

A quantum information processing architecture based on shuttling individual or small groups of ions among different storing or processing sites requires fast transporting techniques that avoid decoherence and excitations at the arrival zone [1,2]. A promising research and technological avenue [3,4] has been opened by recent experiments [5] that demonstrate the feasibility of a transport-based architecture, even beyond (faster than) the adiabatic regime [8,9]. Such experiments on transport and fast splitting of ion crystals have been performed with optimized time-dependent control voltages and the outcome is analyzed with spectroscopy precise at the level of single motional quanta [5,6]. A fundamental limit to the shuttling speed which can be achieved at a desired final excitation is given by the unavoidable presence of noise. Electric field noise in Paul traps has been characterized experimentally in Ref. [10] by monitoring the heating out of the motional ground state. It was found that the corresponding noise level exceeds the limit given by Johnson noise by several orders of magnitude, an effect that has been termed anomalous heating. In a resting trap, it has been shown [11] that the heating rate is determined by the noise power spectral density at the trap frequency. This does not necessarily hold for shuttling operations, where a broader part of the noise spectrum and slow drifts of the trap parameters can compromise the shuttling result producing undesired excitation.

On many ion trap experiments, the frequency dependence of the electric field noise spectral density $S(\Omega)$ has been investigated by measuring heating rates for varying trap frequencies, and commonly a polynomial scaling $S(\Omega) \propto \Omega^{-\alpha}$ is observed. While a wide range of exponents $\alpha$ between -1 and 6 have been reported [12], in many cases a behavior consistent with flicker noise $\alpha \approx 1$ is observed. This indicates that a variety of noise spectra can occur and that resonances of technical origin can play a role. Fast shuttling operations ultimately require rapidly changing voltage waveforms [13,14], which strongly restricts the possibility to mitigate noise by filtering. This leads us to the conclusion that it is worth-while to investigate the sensitivity of shuttling protocols for colored noise. We also consider drifts of trap parameters, which are slow on the timescales of the trap period and the durations of shuttling operations. These drifts can be characterized by monitoring the trap frequency over time. On a trap similar to the design used in [8], we find long-time variations of the trap frequency of up to 5%. These variations can be caused by drift of the trap voltages, thermal expansion of the trap and charging of the trap itself.

Faster than adiabatic trap trajectories without final excitation may be designed using invariant-based inverse engineering [15,16]. This technique produces families of trajectories as reviewed in Sec. II. It is possible to choose among them the ones that optimize some variable of interest, for example the time average of the transient energy or of the displacement between the trap center and the center of mass [17]. In the field of internal state control this type of multiplicity has been used to design protocols that minimize the effects of noise [20,21], and we shall apply this idea to ion transport too. In Sec. III we shall consider two basic types of noise that affect a moving harmonic trap: spring-constant fluctuations and position fluctuations around the ideal trajectory (trap shaking). A basic challenge in transport-protocol design is to mitigate or suppress noise or systematic errors and their effects on the final state fidelities. Our aim is to characterize and minimize noise effects by finding optimal transport trajectories and strategies.

We provide general results for the final excitation energy for different noise power spectra by using a perturbative master-equation approach. A detailed study of the three relevant cases of white noise (flat spectrum), brown noise (Ornstein-Uhlenbeck process with Lorentzian spectrum) and pink or flicker noise (1/frequency spectrum in a frequency range) is performed.

In Sec. IV trajectories are found that minimize the effect of a systematic (constant, not random) spring constant error, and, finally, we discuss how our theoretical results may be implemented experimentally.
II. INVARIANT-BASED INVERSE ENGINEERING METHOD

The harmonic transport of one ion is described here by the effective 1D Hamiltonian

$$H_0(t) = \frac{\hat{p}^2}{2m} + \frac{1}{2}m\omega^2[\hat{q} - q_0(t)]^2,$$

where $\hat{q}$ and $\hat{p}$ are the position and momentum operators, $\omega/(2\pi)$ is the frequency of the trap, and $q_0(t)$ its center. The corresponding quadratic-in-momentum Lewis-Riesenfeld invariant $[22,24]$ is given in this case (up to an arbitrary multiplicative constant) by $[15]$.

$$I(t) = \frac{1}{2m}(\dot{q}^2 + \dot{p}^2) + \frac{1}{2}m\omega^2[\dot{q}^2 - q_0(t)]^2,$$

where the function $q_c(t)$ must satisfy the auxiliary equation

$$\ddot{q}_c + \omega^2(q_c - q_0) = 0 \quad (3)$$

to guarantee the invariant condition

$$\frac{dI(t)}{dt} = \frac{\partial I(t)}{\partial t} + \frac{1}{\hbar} [I(t), H_0(t)] = 0. \quad (4)$$

The expectation value of $I(t)$ remains constant for solutions of the time-dependent Schrödinger equation $i\hbar\dot{\Psi}(q,t) = H_0(t)\Psi(q,t)$. They can be expressed in terms of independent “transport modes” $\Psi_n(q,t) = e^{i\alpha_n}\psi_n(q,t)$ as $\Psi(q,t) = \sum_n c_n e^{i\alpha_n}\psi_n(q,t)$, where $n = 0, 1, \ldots$; $c_n$ are time-independent coefficients; and $\psi_n(q,t)$ are the orthonormal eigenvectors of the invariant $I(t)$ satisfying $I(t)\psi_n(q,t) = \lambda_n\psi_n(q,t)$, with real time-independent $\lambda_n$. The Lewis-Riesenfeld phase is

$$\alpha_n(t) = \frac{1}{\hbar} \int_0^t \langle \psi_n(t')|i\hbar\frac{\partial}{\partial t'} - H_0(t')\rangle \psi_n(t') dt'. \quad (5)$$

For the harmonic trap considered here $[15],$

$$\psi_n^0(q) = \exp\left(i\frac{m\dot{q}_0 q}{\hbar}\right)\psi_n(q - q_0), \quad (6)$$

where $\psi_n^0(q)$ are the eigenstates of Eq. (1) for $q_0(t) = 0$. Note that $q_c$ is the center of mass of the transport modes obeying the classical Newton equation $[3].$

Suppose that the harmonic trap is displaced from $q_0(0) = 0$ to $q_0(T) = d$ in a shuttling time $T$. The trajectory $q_0(t)$ of the trap can be inverse engineered by designing first an appropriate classical trajectory $q_c(t)$. To guarantee the commutativity of $I(t)$ and $H_0(t)$ at $t = 0$ and $t = T$, which implies the mapping between initial and final trap eigenstates without final excitation, we set the conditions $[15]$

$$q_0(0) = q_c(0) = 0, \quad \dot{q}_c(0) = 0, \quad \dot{q}_c(T) = 0, \quad (7)$$

The additional conditions

$$\dot{q}_c(0) = 0, \quad \dot{q}_c(T) = 0 \quad (8)$$

may be imposed to avoid sudden jumps in the trap position. However discontinuities of $\dot{q}_c(t)$ may in general be allowed: they correspond to ideal instantaneous trap displacements inducing a sudden finite jump of the acceleration, whereas the velocity $\dot{q}_c$ and the trajectory $q_c$ remain continuous. In the following, we consider for simplicity the transport of the single mode $n$ in the noiseless limit ($n = 0$ in the numerical examples), and examine the excitation energy of the system energy due to noise or errors, as well as ways to suppress or minimize it.

III. NOISE

To study the effect of the noise we follow the master equation treatment in $[24,27]$. The Hamiltonian is assumed to be of the form

$$H(t) = \frac{\hat{p}^2}{2m} + \frac{1}{2}m\omega^2[\dot{q} - q_0(t)]^2 + Lx(t), \quad (9)$$

where $L$ is a system operator coupling to the environment. The fluctuating variable $x(t)$ satisfies

$$\mathcal{E}[x(t)] = 0, \quad \mathcal{E}[x(t)x(s)] = \alpha(t - s), \quad (10)$$

where $\alpha(t - s)$ is the correlation function of the noise and $\mathcal{E}[\ldots]$ the statistical expectation. The correlation function and the spectral power density are related by the Wiener-Khinchin theorem,

$$S(\Omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \alpha(\tau) \cos(\Omega \tau) d\tau, \quad (11)$$

$$\alpha(\tau) = \int_{-\infty}^{\infty} S(\Omega) \cos(\Omega \tau) d\Omega. \quad (12)$$

By expanding in the ratio between environmental correlation time and the typical time scale of the system $[28]$, a closed master equation can be derived retaining first order corrections to the Markovian limit,

$$\frac{d}{dt}\rho = -i[H_0, \rho] + \frac{1}{\hbar}[L, \rho \bar{O}(t)] - \frac{1}{\hbar}[L^\dagger, \bar{O}(t)\rho], \quad (13)$$

where

$$\bar{O}(t) = \frac{1}{\hbar}g_0(t)L - \frac{i}{\hbar^2}g_1(t)[H_0, L] - \frac{g_2(t)}{\hbar^3} [L^\dagger, L]L, \quad (14)$$

and

$$g_0(t) = \int_0^t \alpha(t - s) ds, \quad (15)$$

$$g_1(t) = \int_0^t \alpha(t - s)(t - s) ds, \quad (16)$$

$$g_2(t) = \int_0^t \int_0^t \alpha(t - s)\alpha(s - u)(t - s) du ds. \quad (17)$$
We insist that the master equation (13) is valid on the condition that the noise correlation time is small compared to the typical system time scales, so that $g_1$ and $g_2$ terms must be corrections to the dominant $g_0$ term.

A. Spring constant noise

We consider now a fluctuating spring constant by setting $L = \frac{1}{2} m \omega^2 (\hat{q} - q_0)^2$. Then

$$\hat{O}(t) = \frac{m \omega^2}{2 \hbar} g_0(t) (\hat{q} - q_0)^2 + \frac{2}{m \hbar} g_1(t) \left[ \hat{p} q_0 - \frac{1}{2} (\hat{p} \hat{q} + \hat{q} \hat{p}) \right],$$

and the master equation (13) becomes

$$\frac{d}{dt} \rho = -\frac{i}{\hbar} [H_0, \rho] - \frac{m \omega^2}{4 \hbar^2} g_0(t) \left[ (\hat{q} - q_0)^2, [(\hat{q} - q_0)^2, \rho] \right] - \frac{m \omega^4}{2 \hbar^2} g_1(t) \left[ (\hat{q} - q_0)^2, [\hat{p} q_0 - \frac{1}{2} (\hat{p} \hat{q} + \hat{q} \hat{p}), \rho] \right].$$

Using time-dependent perturbation theory for the master equation we may write the density operator as (for an alternative non-perturbative approach see the Appendix A)

$$\rho(T) \simeq \rho_0(T) + \frac{m \omega^2}{4 \hbar^2} \int_0^T g_0(t) \tilde{U}_0(T, t) \tilde{J}_1(t) \rho_0(t) dt$$

$$+ \frac{m \omega^4}{2 \hbar^2} \int_0^T g_1(t) \tilde{U}_0(T, t) \tilde{J}_2(t) \rho_0(t) dt,$$

where the subscript “0” represents noiseless unitary dynamics, $\rho_0(T) = |\Psi_n(T)\rangle \langle \Psi_n(T)|$, and $\tilde{U}_0(T, t)$ is the noiseless evolution superoperator, i.e.,

$$\rho_0(t) = \tilde{U}_0(t, t') \rho_0(t') = U_0(t, t') \rho_0(t') U_0^\dagger(t, t'),$$

where $U_0(t, t')$ is the noiseless evolution operator. $\tilde{J}_1(t)$ and $\tilde{J}_2(t)$ are superoperators,

$$\tilde{J}_1(t) \rho_0(t) = -\left[ (\hat{q} - q_0)^2, [(\hat{q} - q_0)^2, \rho_0(t)] \right],$$

$$\tilde{J}_2(t) \rho_0(t) = -\left[ (\hat{q} - q_0)^2, [\hat{p} q_0 - \frac{1}{2} (\hat{p} \hat{q} + \hat{q} \hat{p}), \rho_0(t)] \right].$$

A detailed calculation gives the final energy corresponding in the noiseless limit to the $n_{th}$ mode,

$$\langle H_0(T) \rangle_n = tr[H_0(T) \rho(T)] \simeq \langle \Psi_n(T) | H_0(T) | \Psi_n(T) \rangle$$

$$+ \int_0^T g_0(t) \langle \Psi_n(t) | \tilde{J}_1(t) H'(t) | \Psi_n(t) \rangle dt$$

$$+ \int_0^T g_1(t) \langle \Psi_n(t) | \tilde{J}_2(t) H'(t) | \Psi_n(t) \rangle dt$$

$$= E_n + \hbar \omega^3 \left[ n + \frac{1}{2} \right] \int_0^T g_0(t) dt,$$

$$+ m \int_0^T [g_0(t) \dot{q}_c^2(t) + \omega^2 g_1(t) \dot{q}_c(t) \dot{q}_c(t)] dt,$$

where $E_n = (n + 1/2) \hbar \omega$,

$$\tilde{J}_3(t) H'(t) = -\left[ \hat{p} q_0 - \frac{1}{2} (\hat{p} \hat{q} + \hat{q} \hat{p}), [(\hat{q} - q_0)^2, H'(t)] \right],$$

and $H'(t) = U_0^\dagger(T, t) H_0(T) U_0(T, t)$.

The following subsections deal with different noise types according to their spectrum. We pay much attention to white noise because our method is perturbative, so understanding this reference case in depth is fundamental. In addition, white noise is amenable of analytical treatment and explicit optimization of trap trajectories.

1. White noise

The correlation function for white noise is $\alpha(\tau) = \gamma \delta(\tau)$, and the corresponding power spectrum is constant, $S(\Omega) = \frac{\gamma^2}{2\pi}$. Here $\gamma$ scales the noise and

$$g_0(t) = \gamma/2, \ g_1(t) = 0.$$

The instantaneous energy in Eq. (21) can be expressed as

$$\langle H_0(T) \rangle_n = E_n + \gamma G(T),$$

where

$$G(T) = \frac{m}{2} \int_0^T \dot{q}_c^2(t) dt + \frac{\hbar \omega^3}{2} \left[ n + \frac{1}{2} \right] T.$$

The excitation energy is $E_e = \gamma G(T)$. The first term of $G(t)$ contains an integral of $\dot{q}_c(t)$ and the mass of the ion, it reflects the fact that larger displacements from the trap center, see Eq. (23), increase the effect of spring constant fluctuations. The second term depends on trap frequency and the final time, and it is independent of the trajectory, so it can only be reduced by speeding up the transport. For fixed $T$, however, it is possible to design the trajectory $q_c(t)$ to make $G(T)$ as small as possible and minimize the integral. We shall now consider four different protocols. Examples of the corresponding trap trajectories $q_0(t)$ are provided in Fig. 1.

Polynomial protocol. A simple choice satisfying all boundary conditions and trap position continuity is a polynomial ansatz $q_c(t) = \sum_{n=0}^5 \beta_n t^n$. The $\beta_n$ can be solved from the boundary conditions (21) and (23) to give

$$q_c(t) = d(10 s^3 - 15 s^4 + 6 s^5),$$

where $s = t/T$, and the corresponding trap trajectory $q_0(t)$ is obtained from Eq. (20), see Fig. 1. $G(T)$ becomes

$$G(T) = \frac{60 m d^2}{7 T^3} + \frac{(2n + 1) \hbar \omega^3}{4} T,$$

which is depicted in Fig. 2 (red dotted line). Short times are dominated by an inverse-cubic-in-time, frequency-independent term, and long times by a linear-in-time,
A general bound for the time-average of the potential energy \( E_P \) is \[ E_P \geq 6md^2/(T^4\omega^2). \] Thus \( E_P \approx \hbar \omega \) for the parameters of Fig. 1, requires transport times \( T \geq 36 T_0 \).

\[ \frac{d}{2} - \frac{d}{2} \cos \omega T + \frac{d(1 + \cos \omega T)}{2\sin \omega T} \sin \omega T. \]  

To make \( q_c(t) \) satisfy the boundary conditions \( q_0(t) \), the final time must be odd multiple of a semi-period, \( \omega T = (2k + 1)\pi, \ k = 0, 1, 2... \) Now

\[ G(T) = \frac{m\omega^4d^2}{16} T + \hbar \omega^3(2n + 1)T \]
增加线性与时间而无需短时间反立方项，这是前者的特征。对于最小时间，\(T = T_0/2\)，\(G(T)\)只是略微高于无界最优的情况，参见图2(a)。\(G(T)\)值对于下一个有效时间（3\(T_0/2\), 5\(T_0/2\),...)太高，超出图的范围。无界最优的轨迹相当接近于bang-bang，对于\(T = T_0/2\)但对较大的时间，比较图1(a)和1(b)。

2. Ornstein-Uhlenbeck process

Ornstein-Uhlenbeck (OU) noise是Markovian噪声的自然推广，带有一个有限的相关时间\(\tau\)和洛伦兹形式的功率谱

\[
S(\Omega) = \frac{\alpha(\Omega)}{2\pi(1 + \Omega^2\tau^2)}. \tag{37}
\]

其中\(\alpha(\Omega)\)是噪声强度。当\(\tau \to 0\)，它减少到白噪声，也是在生成flicker噪声时通过叠加一系列的相关时间。保持相同的参数。公式(37)对应的\(G(T)\)是

\[
\alpha(t) = \frac{D}{2\tau}e^{-t/\tau}, \tag{38}
\]

所以

\[
g_0(t) = \frac{D}{2}(1 - e^{-t/\tau}), \tag{39}
\]

\[
g_1(t) = \frac{D\tau}{2}\left(1 - e^{-t/\tau} - \frac{t}{\tau}e^{-t/\tau}\right). \tag{40}
\]

能量在公式(24)将

\[
\langle H_0(T) \rangle_n = E_n + DG(T),
\]

其中的激发能量是\(E_n(T) = DG(T)\)和

\[G(T) = \frac{\hbar}{2}\left(\frac{n + 1}{2}\right)(T - \tau + \tau e^{-T/\tau}) + m\int_0^T \left[(1 - e^{-t/\tau})\dot{q}_c^2(t) - \omega^2 t e^{-t/\tau}\dot{q}_c(t)\right]dt. \tag{41}\]

在小\(\tau\)限制中，通过分部积分并保留线性项，

\[G(T) = \frac{\hbar}{2}\left(n + \frac{1}{2}\right)(T - \tau) + \frac{m}{2}\left[\int_0^T \dot{q}_c^2(t) dt - \tau\dot{q}_c^2(t)\right]. \tag{41}\]

图3中的两个校正项与\(\tau\)成正比是负的。
(Ornstein-Uhlenbeck) noises \[^31,32\] with proper statistical weights. Specifically we consider \[^31\]

\[
\alpha(t) = \frac{C}{\ln(\tau_2/\tau_1)} \int_{\tau_1}^{\tau_2} \frac{1}{e^{-t/\tau}} d\tau, \tag{42}
\]

where \(C = \mathcal{E}[x^2(t)] = \alpha(0)\). Using Eq. (11), the corresponding power spectrum takes the form

\[
S(\Omega) = \frac{C}{\pi \ln(\tau_2/\tau_1)} \int_{\tau_1}^{\tau_2} \frac{d\tau}{1 + \Omega^2 \tau^2}
= \begin{cases}
\frac{C(\Omega - \tau_2 - \tau_1)}{\pi \ln(\tau_2/\tau_1)} & \Omega \ll \Omega_2, \\
\frac{C(\tau_2 - \tau_1)}{2 \pi \ln(\tau_2/\tau_1)^2} & \Omega_2 \ll \Omega \ll \Omega_1, \\
\frac{C}{\pi \ln(\tau_2/\tau_1)} & \Omega \gg \Omega_1.
\end{cases} \tag{43}
\]

where \(\Omega_{1,2} = (2\pi)/\tau_{1,2}\). The spectrum is white if the frequency is below \(\Omega_2\) and decays as \(1/\Omega^2\) above \(\Omega_1\). Eq. (42) leads to

\[
g_0(t) = \frac{C}{\ln(\tau_2/\tau_1)} \left[ \tau - \tau e^{-t/\tau} - t E_i \left( -\frac{t}{\tau} \right) \right]^{\tau_2}_{\tau_1}, \tag{44}
\]

\[
g_1(t) = \frac{C}{2 \ln(\tau_2/\tau_1)} \times \left[ \tau^2 (1 - e^{t/\tau}) - t \tau e^{-t/\tau} - t^2 E_i \left( -\frac{t}{\tau} \right) \right]^{\tau_2}_{\tau_1}. \tag{45}
\]

\[
G(T) = \frac{\hbar \omega^3}{4(\tau_2 - \tau_1)} \left( n + \frac{1}{2} \right) \left[ \tau T(2 - e^{-T/\tau}) + \tau^2 (e^{-T/\tau} - 1) - T^2 E_i \left( -\frac{T}{\tau} \right) \right]^{\tau_2}_{\tau_1}
+ \frac{m}{2(\tau_2 - \tau_1)} \int_0^T \left\{ \frac{\tilde{q}_c^2(t)}{2} \left[ \tau - \tau e^{-t/\tau} - t E_i \left( -\frac{t}{\tau} \right) \right]^{\tau_2}_{\tau_1} \right. \\
\left. + \frac{\omega^2}{2} \frac{\tilde{q}_c^2(t)}{2} E_i \left( -\frac{t}{\tau} \right) \right\} dt. \tag{47}
\]

For \(\tau_2/T \ll 1\) and \(\dot{q}_c(0) = 0\), we find, integrating by parts, the approximation

\[
G(T) \simeq \frac{\hbar \omega^3}{2} \left( n + \frac{1}{2} \right) \left( T - \frac{\tau_2 + \tau_1}{2} \right)
+ \frac{m}{2} \left[ \int_0^T \frac{\tilde{q}_c^2(t)}{2} dt - \frac{\tau_2 + \tau_1}{2} \frac{\tilde{q}_c^2(0)}{2} \right]. \tag{48}
\]

with a small correction to the white noise case similar to the one found for Ornstein-Uhlenbeck noise. Fig. [I] depicts \(G(T)\) versus \(\tau_2\) for the polynomial protocol and the protocols optimized in the Markovian limit.

B. Position noise

In this subsection we define \(L = K(\dot{q} - q_0)\) in Eqs. [9] and [13] to simulate the effect of the environment on a fluctuating trap position. The master equation [13] takes the form

\[
\frac{d}{dt} \rho = - \frac{i}{\hbar} [\hat{H}_0, \rho] - \frac{K^2}{\hbar^2} g_0(t) [\hat{q} - q_0, [\hat{q} - q_0, \rho]]
+ \frac{K^2}{m \hbar^2} g_1(t) [\hat{q} - q_0, [\hat{p}, \rho]] \tag{49}
\]

Using the same time-dependent perturbation theory approach as in the previous section, the density matrix is

\[
\rho(T) \simeq \rho_0(T) + \frac{K^2}{\hbar^2} \int_0^T g_0(t) \tilde{U}_0(T, t) \tilde{J}_2(t) \rho_0(t) dt
+ \frac{K^2}{m \hbar^2} \int_0^T g_1(t) \tilde{U}_0(T, t)[\tilde{q}, [\tilde{p}, \rho_0(t)]] dt,
\]
where the system energy is

\[
\langle H_0(T) \rangle_n = \text{tr}[H_0(T)\rho(T)] \simeq \langle \Psi_n(T)|H_0(T)|\Psi_n(T) \rangle 
+ \frac{K^2}{\hbar^2} \int_0^T g_0(t)\langle \Psi_n(t)|\tilde{J}_2(t)H'(t)|\Psi_n(t) \rangle dt 
+ \frac{K^2}{m\hbar^2} \int_0^T g_0(t)\langle \Psi_n(t)[\hat{p}, [\hat{q}, H'(t)]]|\Psi_n(t) \rangle dt 
= E_n + \frac{K^2}{m} \int_0^T g_0(t)dt.
\]

The excitation energy at the final time is independent of the trap trajectory, and depends only on the transport time. The only strategy left to minimize the effect of position fluctuations is to speed up the transport making \( T \) as small as possible. The independence on the trajectory may be understood already at classical level from the solution of Eq. (56). \( q_c(t) = q_0(t) - \int_0^t dt'\delta q_0(t')\cos(\omega(t-t')) \). Note that a deviation from \( q_c(t) \) due to a modified trajectory \( \delta q_0 + \delta q_0 \) depends only on \( \delta q_0 \) and its time derivative, not on \( q_0 \) itself. As a consequence, studies of excitation or heating rates for non-shuttling traps are directly applicable \(11, 13, 33\).

### IV. Systematic Spring Constant Error

Assume that the trap trajectory is designed for a given spring constant \( \omega^2 \), but the actual one is different, \( \omega^2(1 + \lambda) \). \( \lambda \) may change from run to run but remain constant throughout the transport time. This is quite common as a consequence of experimental drifts and imperfect calibration. In current experiments it is likely to dominate other imperfections. Our objective here is to determine the induced excitation and to find trap trajectories that minimize the excitation in a range of \( \lambda \) around 0. The system Hamiltonian is

\[
H(t) = \frac{p^2}{2m} + \frac{1}{2}m\omega^2(1 + \lambda)[\dot{q} - q_0(t)]^2,
\]

where \( \lambda \) is the relative error in the spring constant. For the actual frequency, the auxiliary equation is

\[
\dot{q}_{c1}(t) + \omega_1^2(Q_{c1} - q_0) = 0,
\]

with \( \omega_1^2 = \omega^2(1 + \lambda) \). We define \( Q_{c1}(t) = q_c(t) + f(t) \). Combining Eqs. (3) and (52), \( f(t) \) satisfies

\[
\dot{f}(t) + \omega_1^2f(t) = \lambda \ddot{q}_c(t),
\]

which is solved by

\[
f(t) = \frac{\lambda}{\omega_1^2} \sin(\omega_1 t) \int_0^t \dot{q}_c(t')\cos(\omega_1 t')dt' - \frac{\lambda}{\omega_1} \cos(\omega_1 t) \int_0^t \dot{q}_c(t')\sin(\omega_1 t')dt'.
\]

For the new frequency \( \omega_1 \) and trajectory \( Q_{c1} \), the exact energy of the system takes the form

\[
\langle H(T) \rangle_n = \left(n + \frac{1}{2}\right)\hbar \omega_1 + E_c(T),
\]

where \( E_c \) is the excitation energy,

\[
E_c(T) = \frac{m\lambda^2}{2} \left[ \int_0^T \dot{q}_c(t)\cos(\omega_1 t)dt \right]^2 + \frac{m\lambda^2}{2} \left[ \int_0^T \dot{q}_c(t)\sin(\omega_1 t)dt \right]^2.
\]

To suppress the excitation energy, the trajectory \( q_c(t) \) has to satisfy the conditions

\[
\int_0^T \dot{q}_c(t)\cos(\omega_1 t)dt = 0, \quad \int_0^T \dot{q}_c(t)\sin(\omega_1 t)dt = 0.
\]

We approximate \( \cos(\omega_1 t) \simeq \cos(\omega t) \) and \( \sin(\omega_1 t) \simeq \sin(\omega t) \) to keep only quadratic terms in \( \lambda \) in Eq. (56), and assume for \( q_c \) a seventh order polynomial

\[
q_c(t) = \sum_{n=0}^{7} c_n t^n.
\]

to satisfy the six conditions in Eqs. (7), (8) and

\[
\int_0^T \dot{q}_c(t)\cos(\omega t)dt = 0, \quad \int_0^T \dot{q}_c(t)\sin(\omega t)dt = 0.
\]

Doing the integrals formally, in terms of the unknown coefficients, we end up with a system of eight equations with eight unknowns (the \( c_n \)), which can be solved, but the expressions for the \( c_n \) are too lengthy to be displayed here. The corresponding \( \delta q_0 \) is obtained from Eq. (10). In
Fig. 5 we have plotted the seventh order $q_c$ in Eq. (58) and the simplest quintic polynomial ansatz \([27]\), as well as the corresponding excitation energies. The protocol based on Eq. (58) is more robust, i.e., it leads to smaller excitations when the actual trap frequency does not have the expected value. Alternative robustification schemes are possible adapted to specific needs, for example, imposing zero or minimal excitation at a discrete number of values of $\lambda$ in a given interval, see e.g. \([36]\) for a similar approach applied to maximize the absorption of complex potentials.

Time-scaling errors are shown to be equivalent to spring-constant systematic errors in Appendix B, so the same strategies used here may be used in that case.

V. DISCUSSION

In this paper we have examined the excitation energy due to spring-constant noise/error and position noise in ions transported by a moving harmonic trap. We consider families of trajectories without final excitation in the noiseless limit and select optimal trap trajectories that minimize heating when the noise applies. For fixed shuttling time $T$, this selection is only possible for spring-constant noise/error, since for position noise the final energy increases linearly with $T$ but does not depend on any other feature of the trap trajectory.

We find an additional beneficial feature of the trajectories that minimize the effect of spring-constant noise even in the case that position noise is dominant: These trajectories minimize the time-average of the potential energy \([13\, 17]\), thus adverse effects of anharmonicity \([18\, 57]\) are suppressed.

Apart from trap trajectories with sudden, finite position jumps (optimal trap trajectories unconstrained or constrained by a maximum ion displacement with respect to the center of the trap, and simple bang-bang trajectories) we have as well considered smooth polynomial trajectories. For very short shuttling times (half an oscillation period) optimal control and bang-bang solutions display a reduced noise sensitivity, although they imply the technical challenge of implementing sudden trap jumps. At moderate times and beyond (5 oscillations or more) the bang-bang approach produces too much excitation and the polynomial behaves similarly to the optimal trajectory.

Advances in the fabrication of micro structured ion traps and fast control electronics have allowed to experimentally reach the limits of adiabaticity, thus the proposed protocols may be tested and the respective noise-sensitivity verified. Envisaged experiments at shuttle times of the order of an oscillation period \([30]\) require changes of the trapping potential on timescales much shorter than the period corresponding to the trap frequency. At such fast temporal changes of the control voltages, the cut-off frequency for noise filtering elements must be very high, and thus we expect that it might be increasingly difficult to reach a low noise level. As additionally the noise sensitivity of the shuttling results is increasing at fast timescales, the importance of noise-suppression by trajectory design becomes obvious. In the well-controlled setting of an ion trap, one may experimentally investigate the schemes with artificial injected designed noise \([38, 39]\). It is in experimental reach to design the spectral properties of a noise source and verify the predicted effects. The accuracy of sideband spectroscopy to determine the excess energy has reached sub-phonon level, such that even small optimization effects would be visible.

Acknowledgments—This work was supported by the Grants No. 61176118, 12QH140800, 13PJ403000, 2013310811003, IT472-10, FIS2009-12773-C02-01, UFI 11/55, and the Program for Professor of Special Appointment (Eastern Scholar) at Shanghai Institutions of Higher Learning. This research was also funded by the Office of the Director of National Intelligence (ODNI), Intelligence Advanced Research Projects Activity (IARPA), through the Army Research Office grant W911NF-10-1-0284. All statements of fact, opinion or conclusions contained herein are those of the authors and should not be construed as representing the official views or policies of IARPA, the ODNI, or the US Government.
Appendix A: Closed equations for the moments

The quadratic and linear operators involving position and momentum form a dynamical Lie algebra (the Hamiltonian is a member of this algebra) for the Hamiltonians that describe spring constant noise and position noise. This leads to closed equations for the corresponding moments, which is interesting numerically, as the results are not perturbative in noise intensity. Also, physical consequences follow without even solving the system as we shall see.

For spring constant noise, the expectation values of position and momentum operators and their quadratic combinations satisfy, using Eq. (19),

\[
\frac{d}{dt} \begin{pmatrix} \langle \hat{q}^2 \rangle \\ \langle \hat{p}^2 \rangle \\ \langle \hat{q} \rangle \\ \langle \hat{p} \rangle \end{pmatrix} = M_S \begin{pmatrix} \langle \hat{q}^2 \rangle \\ \langle \hat{p}^2 \rangle \\ \langle \hat{q} \rangle \\ \langle \hat{p} \rangle \end{pmatrix} + \begin{pmatrix} 0 \\ 8\hbar^2 g_0(t) \\ 0 \\ 0 \end{pmatrix} ,
\]

where

\[
M_S = \begin{pmatrix} 0 & 8\hbar^2 g_0(t) & 0 & \frac{1}{m} \omega^2 \\ -2m\omega^2 + \frac{16\hbar^2 \omega g_1(t)}{m} & 0 & -16\hbar^2 g_0(t) & 2m\omega^2 g_0(t) \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

For position noise, Eq. [19], the expectation values satisfy

\[
\frac{d}{dt} \begin{pmatrix} \langle \hat{q}^2 \rangle \\ \langle \hat{p}^2 \rangle \\ \langle \hat{q} \rangle \\ \langle \hat{p} \rangle \end{pmatrix} = M_P \begin{pmatrix} \langle \hat{q}^2 \rangle \\ \langle \hat{p}^2 \rangle \\ \langle \hat{q} \rangle \\ \langle \hat{p} \rangle \end{pmatrix} + \begin{pmatrix} 0 \\ 2K^2 g_0(t) \\ 0 \\ \frac{2K^2 g_1(t)}{m} \end{pmatrix} ,
\]

where

\[
M_P = \begin{pmatrix} 0 & 0 & \frac{1}{m} & 0 & 0 \\ 0 & 0 & -m\omega^2 & 0 & 2m\omega^2 g_0(t) \\ -2m\omega^2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{m} \omega^2 \\ 0 & 0 & 0 & -m\omega^2 & 0 \end{pmatrix}.
\]

For colored or white position noise, the average position and momenta are not affected by the noise.

Appendix B: Time scaling

We analyze here a systematic error in the clock used to design the trap trajectory so that instead of \(q_0(t)\), the implemented trajectory is \(q_0(\varepsilon t)\). The Hamiltonian is

\[
H(t) = \frac{\hat{p}^2}{2m} + \frac{1}{2}m\omega^2(\hat{q} - q_0(t)) ,
\]

and the Schrödinger equation \(i\hbar\partial\Phi(t)/\partial t = H(t)\Phi(t)\) can be rewritten as

\[
\frac{i\hbar}{\partial \tau} = H'(\tau)\Phi(\tau) ,
\]

where \(\tau = \varepsilon t\), \(\Phi(\tau) = \Psi(t)\), and

\[
H'(\tau) = \frac{\hat{p}^2}{2m'} + \frac{1}{2}m'\omega^2(\hat{q} - q_0(\tau)) ,
\]

with \(m' = \varepsilon m\), and \(\omega' = \omega/\varepsilon\). Since \(q_0(\tau)\) is designed for \(\omega\), time scaling errors reduce formally to systematic spring-constant errors, and their effect can be suppressed or mitigated in the same manner.
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