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Abstract. In this article, we study wave dynamics in the fractional nonlinear Schrödinger equation with a modulated honeycomb potential. This problem arises from recent research interests in the interplay between topological materials and nonlocal governing equations. Both are current focuses in scientific research fields. We first develop the Floquet-Bloch spectral theory of the linear fractional Schrödinger operator with a honeycomb potential. Especially, we prove the existence of conical degenerate points, i.e., Dirac points, at which two dispersion band functions intersect. We then investigate the dynamics of wave packets spectrally localized at a Dirac point and derive the leading effective envelope equation. It turns out the envelope can be described by a nonlinear Dirac equation with a varying mass. With rigorous error estimates, we demonstrate that the asymptotic solution based on the effective envelope equation approximates the true solution well in the weighted-$H^s$ space.

1. Introduction

This work is concerned with the following fractional nonlinear Schrödinger equation (fNLS) with a modulated honeycomb potential

$$i\varepsilon \partial_t \psi = (-\varepsilon^2 \Delta_x)^\sigma \psi + V(\frac{x}{\varepsilon})\psi + \varepsilon \kappa(x)W(\frac{x}{\varepsilon})\psi + \varepsilon \mu|\psi|^2\psi, \quad (t \in \mathbb{R}^+, \ x \in \mathbb{R}^2), \quad (1.1)$$

where $\psi = \psi(t,x)$ represents the wave field, $1 < \sigma \leq 2$ is the fractional parameter, $\mu = \pm 1$ stands for the focusing or defocusing coefficient, $V(\cdot)$, $W(\cdot) \in C^\infty(\mathbb{R}^2, \mathbb{R})$ are periodic potentials, and $\kappa(\cdot) \in C^\infty(\mathbb{R}^2, \mathbb{R})$ is the bounded modulation. The small parameter $0 < \varepsilon \ll 1$ describes the ratio between microscopic and macroscopic scales. The definitions of fractional Laplacian and other assumptions are given in Section 2. It is well known that the nonlinear Schrödinger equation is the standard model in many wave systems and has been widely studied in different aspects [40]. The equation under consideration in this work has two new ingredients—fractional Laplacian and honeycomb potential with a spatially varying modulation. Both terminologies are current focuses due to recent advances in nonlinear optics, topological quantum mechanics, meta-materials [4, 5, 28, 31, 36, 43].

From the application point of view, a key problem is to understand the wave dynamics governed by (1.1). The aim of our current work is to derive and justify the effective envelope equation which only has the macroscopic scale with the high oscillations being
homogenized. This is a very efficient and useful treatment to understand complicated wave dynamics. To this end, we make the following achievements. We first develop the spectral theory of the fractional Schrödinger operator with a honeycomb potential. Using the Fourier series to define the fractional Laplacian on a bounded domain with quasi-periodic boundary conditions, we find that the Floquet-Bloch theory still applies for the fractional Schrödinger operator. 

\[ H_{\sigma} = (-\Delta)^{\sigma} + V(\cdot) \]

Considerably modifying the strategies developed by Fefferman and Weinstein for the standard Schrödinger operator with a honeycomb potential \cite{15}, we prove that the honeycomb structured fractional Schrödinger operator has two conically degenerate points, a.k.a, Dirac points, at \( K \) and \( K' \) points, see Theorem 3.1 in Section 3.

Then we analyze the wave packets spectrally localized at a Dirac point with the envelope scale matches the spacial modification and nonlinearity. The leading macroscopic envelope is governed by a nonlinear Dirac equation with a varying mass coming from the spacial modulation to the honeycomb potential. The mathematical justification of this derivation is given by rigorous error estimates in weighted-\( H^s \) space in Section 4 for \( 0 < \varepsilon \ll 1 \). More specifically, Theorem 4.3 and 4.7 show that the solution \( \psi^\varepsilon \) to (1.1) together with initial data \( \psi^\varepsilon_0 \) are spectrally localized at the Dirac point, and can be approximated by the leading term

\[ \psi^\varepsilon(t, x) \sim e^{-iE_D t^{\frac{1}{2}}} (\alpha_1(t, x)\Phi_1(\frac{x}{\varepsilon}) + \alpha_2(t, x)\Phi_2(\frac{x}{\varepsilon})), \quad \varepsilon \to 0, \] (1.2)

where \( E_D \) is the degenerate eigenvalue, and the amplitudes \( \alpha_1(t, x), \alpha_2(t, x) \) solve the following nonlinear Dirac equation with a varying mass:

\[
\begin{align*}
\partial_t \alpha_1 + v_F^\sigma(\partial_{x_1} + i\partial_{x_2})\alpha_1 + iv\kappa(x)\alpha_1 + i\mu(b_1|\alpha_1|^2 + b_2|\alpha_2|^2)\alpha_1 &= 0 \\
\partial_t \alpha_2 + v_F^\sigma(\partial_{x_1} - i\partial_{x_2})\alpha_2 - iv\kappa(x)\alpha_2 + i\mu(b_2|\alpha_1|^2 + b_1|\alpha_2|^2)\alpha_2 &= 0,
\end{align*}
\] (1.3)

with initial datum \( \alpha_j(0, x) = \alpha_{j0}(x) \in \mathcal{S}(\mathbb{R}^2), \quad j = 1, 2 \). Here \( v_F^\sigma, \quad b_1, \quad b_2, \quad \vartheta \) are given real-valued constants.

Mathematically, this work is related to the studies of semi-classical solutions or WKB solutions to dispersive wave systems with periodic coefficients \cite{2, 3, 6, 14, 23, 33}. Regardless of the important insights of this work in the applied fields, the mathematical challenges include dealing with the fractional Laplacian \((-\Delta)^{\frac{\sigma}{2}}\) and the spectral degeneracy caused by the honeycomb symmetry. In the literature, both the fractional Laplacian and honeycomb potentials have been considerably investigated. For example, the fractional Schrödinger equation was first proposed by N. Laskin \cite{28} in quantum mechanism, and then it was found to be useful in optics \cite{31, 43}. This model has some significant difference from its standard counterpart \cite{11, 12, 21}. On the other hand, two-dimensional honeycomb materials possess subtle physical properties and broad prospect of applications, and it turns to be one of most successful example to understand and realize the topological phenomena \cite{4, 5, 8, 18, 19, 20, 24, 31, 35}. The most interesting characterization of this structure is the existence of the conical degenerate spectral point lying the dispersion surfaces. Fefferman, Weinstein and their collaborators proved the existence of Dirac points lying on the dispersion surfaces of the honeycomb latticed standard Schrödinger and divergence elliptic
operators via Lyapunov-Schmidt reduction strategy [16, 15, 26, 29]. Then, the time evolution of linear and nonlinear wave packet propagation spectrally concentrated around the Dirac point has been rigorously studied, and the effective dynamics is governed by corresponding Dirac equations [1, 2, 22, 6, 17, 41]. Merging the two terminologies together in a semi-classical nonlinear evolution equation, we need to deal with mathematical challenges. Examples include formulations of fractional derivatives acting on quasi-periodic functions, asymptotics of the fractional Laplacian acting on a wave packet with highly oscillating Floquet-Bloch modes, homogenization of such modes with degenerate eigenvalues and so on. The results also shed some light on the rigorous analysis of topologically protected wave propagation in honeycomb-based media if additional assumptions are added to the slowly varying modulations [13, 16, 22, 29].

This paper will be organized as follows: In section 2 and 3, we briefly review the Floquet-Bloch theory from honeycomb latticed fractional Schrödinger operator and verify the existence of Dirac point. From the 4th section, we start to derive the effective dynamics of wave packet problem by fractional nonlinear Schrödinger equation. We put the rigorous proof in section 5 and apply a micro-scaled Bloch decomposition method to derive the macro problem by rescaling.

2. Preliminaries

2.1. Floquet-Bloch theory for fractional Schrödinger operator. In this subsection, we introduce a brief description to the Floquet-Bloch theory for the fractional Schrödinger operator with a periodic potential [9, 15, 27, 38].

The hexagonal lattice $\Lambda$ is generated by two linear independent vectors $v_1$ and $v_2$, i.e.,

$$\Lambda = \mathbb{Z}v_1 \oplus \mathbb{Z}v_2, \quad v_1 = \left(\frac{\sqrt{3}}{2} \right), \quad v_2 = \left(-\frac{\sqrt{3}}{2} \right),$$

and the fundamental cell $\Omega = \{\theta_1 v_1 + \theta_2 v_2 : 0 \leq \theta_j \leq 1, j = 1, 2\}$. The corresponding dual lattice and fundamental cell are $\Lambda^* = \mathbb{Z}k_1 \oplus \mathbb{Z}k_2$ and $\Omega^* = \{\theta_1 k_1 + \theta_2 k_2 : -1/2 \leq \theta_j \leq 1/2, j = 1, 2\}$, where two dual vectors $k_1, k_2$ satisfy $v_j \cdot k_j = 2\pi \delta_{ij}$.

We introduce the following function spaces:

$$L^2(\mathbb{R}^2/\Lambda) = \{\phi(y) \in L^2_{\text{loc}}(\mathbb{R}^2, \mathbb{C}) : \phi(y + v) = \phi(y), \forall v \in \Lambda, \ y \in \mathbb{R}^2\},$$

and

$$L^2_k(\mathbb{R}^2/\Lambda) = \{\Phi(y) : e^{-ik \cdot y} \Phi(y) \in L^2(\mathbb{R}^2/\Lambda)\}.$$  

Note that functions in $L^2_k(\mathbb{R}^2/\Lambda)$ are quasi-periodic. Namely, if $\Phi(y) \in L^2_k(\mathbb{R}^2/\Lambda)$, then $\Phi(y + v) = e^{ik \cdot v} \Phi(y)$, $\forall v \in \Lambda$. Similarly, we can also define $H^s_k(\mathbb{R}^2/\Lambda)$ and $C^\infty_k(\mathbb{R}^2/\Lambda)$ in a standard way.

The standard Fourier expansion of $\phi \in L^2(\mathbb{R}^2/\Lambda)$ is given as follows

$$\phi(y) = \sum_{m \in \mathbb{Z}^2} \hat{\phi}(m\vec{k}) e^{i \vec{m} \cdot \vec{k} \cdot y}, \quad \hat{\phi}(m\vec{k}) = \frac{1}{|\Omega|} \int_\Omega e^{-i \vec{m} \cdot \vec{k} \cdot y} \phi(y) dy.$$
where \( \mathbf{m} = (m_1, m_2) \in \mathbb{Z}^2 \) and \( \mathbf{m} \mathbf{k} = m_1 \mathbf{k}_1 + m_2 \mathbf{k}_2 \) for notational convenience. Now \( \forall \mathbf{k} \in \Omega^* \), the Fourier series of \( \Phi \in L^2_k(\mathbb{R}^2/\Lambda) \) is

\[
\Phi(y) = \sum_{\mathbf{m} \in \mathbb{Z}^2} \hat{\Phi}(\mathbf{k} + \mathbf{m} \mathbf{k}) e^{i(\mathbf{k} + \mathbf{m} \mathbf{k}) \cdot y}, \quad \hat{\Phi}(\mathbf{k} + \mathbf{m} \mathbf{k}) = \frac{1}{|\Omega|} \int_{\Omega} e^{-i(\mathbf{k} + \mathbf{m} \mathbf{k}) \cdot y} \Phi(y) dy. \tag{2.5}
\]

As it will be seen later, we need to deal with the fractional Laplacian derivative on functions in \( H^s_k(\mathbb{R}^2/\Lambda) \). In this work, it is natural to introduce the following definition, for any \( \Phi \in H^s_k(\mathbb{R}^2/\Lambda) \)

\[
(-\Delta)^{\frac{s}{2}} \Phi(y) = \sum_{\mathbf{m} \in \mathbb{Z}^2} |\mathbf{k} + \mathbf{m} \mathbf{k}|^s \hat{\Phi}(\mathbf{k} + \mathbf{m} \mathbf{k}) e^{i(\mathbf{k} + \mathbf{m} \mathbf{k}) \cdot y} = \sum_{\mathbf{m} \in \mathbb{Z}^2} |\mathbf{k} + \mathbf{m} \mathbf{k}|^s \hat{\phi}(\mathbf{m} \mathbf{k}) e^{i(\mathbf{k} + \mathbf{m} \mathbf{k}) \cdot y}, \tag{2.6}
\]

where \( \phi(y) = e^{-i\mathbf{k} \cdot y} \Phi(y) \).

Meanwhile, if \( f \in H^s(\mathbb{R}^2) \), we also introduce the fractional Laplacian in the sense of Fourier transform on \( \mathbb{R}^2 \) raised by [11, 28].

\[
(-\Delta)^{\frac{s}{2}} f(x) = \int_{\mathbb{R}^2} |\zeta|^s \hat{f}(\zeta) e^{i\zeta \cdot x} d\zeta, \quad \hat{f}(\zeta) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} e^{-i\zeta \cdot x} f(x) dx. \tag{2.7}
\]

By Plancherel theory, it is also equivalent to the following singular integral,

\[
(-\Delta)^{\frac{s}{2}} f(x) = C_{2,s} \text{P.V.} \int_{\mathbb{R}^2} \frac{f(x) - f(z)}{|x - z|^{2+s}} dz. \tag{2.8}
\]

P.V. represents the Principal Value, and \( C_{2,s} \) is a given normalized constant [11, 30, 39].

With the above definition of fractional Laplacian, the Floquet-Bloch theory applies. Assume that the potential \( V(y) \) is smooth, real-valued and \( \Lambda \)-periodic, then \( \mathcal{H}^s = (-\Delta)^{\frac{s}{2}} + V(y) \) is self-adjoint. \( \forall \mathbf{k} \in \Omega^* \), consider the following eigenvalue problem,

\[
\mathcal{H}^s \Phi(y; \mathbf{k}) = E(\mathbf{k}) \Phi(y; \mathbf{k}), \quad \Phi(y; \mathbf{k}) \in L^2_k(\mathbb{R}^2/\Lambda). \tag{2.9}
\]

Alternatively, let \( \phi(y; \mathbf{k}) = e^{-i\mathbf{k} \cdot y} \Phi(y; \mathbf{k}) \in L^2(\mathbb{R}^2/\Lambda) \) and \( \mathcal{H}^s(\mathbf{k}) = e^{-i\mathbf{k} \cdot y} \mathcal{H}^s e^{i\mathbf{k} \cdot y} \), then the eigenvalue problem on the torus turns into

\[
\mathcal{H}^s(\mathbf{k}) \phi(y; \mathbf{k}) = \sum_{\mathbf{m} \in \mathbb{Z}^2} |\mathbf{k} + \mathbf{m} \mathbf{k}|^s \hat{\phi}(\mathbf{m} \mathbf{k}) e^{i\mathbf{m} \mathbf{k} \cdot y} + V(y) \phi(y; \mathbf{k}) = E(\mathbf{k}) \phi(y; \mathbf{k}). \tag{2.10}
\]

According to Hilbert-Schimdt theorem for elliptic operators [37], we can develop the Floquet-Bloch theory for the fractional Schrödinger operator with quasi-periodic boundary eigenvalue problem in (2.9). Namely, the following statements hold

1. There exists an ordered eigenvalue series for each \( \mathbf{k} \in \Omega^* \),

\[
E_1(\mathbf{k}) \leq E_2(\mathbf{k}) \leq \cdots E_b(\mathbf{k}) \leq \cdots, \tag{2.11}
\]

and \( E_b(\mathbf{k}) \to +\infty \) as \( b \to +\infty \). Moreover, for each \( \mathbf{k} \in \Omega^* \), \( \{ \phi_b(\mathbf{x}; \mathbf{k}) \}_{b \geq 1} \) is a complete orthogonal set in \( L^2(\mathbb{R}^2/\Lambda) \).

2. The eigenvalues \( E_b(\mathbf{k}) \), referred as dispersion bands, are Lipschitz continuous via a similar discussion as the standard Schrödinger operator [17].
(3) For each $b \geq 1$, $E_b(k)$ sweeps out a closed real interval over $k \in \Omega^*$, the union of these intervals actually compose of the spectrum of $\mathcal{H}^\sigma$ in $L^2(\mathbb{R}^2)$,

$$spec(\mathcal{H}^\sigma) = \bigcup_{b \geq 1, k \in \Omega^*} [\min_{k \in \Omega^*} E_b(k), \max_{k \in \Omega^*} E_b(k)].$$  \hspace{1cm} (2.12)

Actually, for each $k \in \Omega^*$, $\Phi_b(y;k)(or \phi_b(y;k))$ is smooth on $\Omega$. All Bloch eigenfunction set $\bigcup_{b \geq 1, k \in \Omega^*} \{\Phi_b(y;k)\}$ forms a complete orthogonal set of $L^2(\mathbb{R}^2)$, i.e., for any $f \in L^2(\mathbb{R}^2)$, the following summation converges in $L^2$-norm,

$$f(y) = \frac{1}{|\Omega^*|} \sum_{b \geq 1} \int_{\Omega^*} \tilde{f}_b(k)\Phi_b(y;k)dk, \hspace{0.5cm} \tilde{f}_b(k) = \langle \Phi_b(y;k), f(y) \rangle = \int_{\mathbb{R}^2} \tilde{\Phi}_b(y;k)f(y)dy,$$

and one can also establish a type of Plancherel theory

$$\|f(y)\|_{L^2(\mathbb{R}^2)}^2 = \frac{1}{|\Omega^*|} \sum_{b \geq 1} \int_{\Omega^*} |\tilde{f}_b(k)|^2dk.$$  \hspace{1cm} (2.13)

For any $s \geq 0$, if $f \in H^s(\mathbb{R}^2)$, it is natural to show the equivalence of $H^s$-norm,

$$\|f(y)\|_{H^s(\mathbb{R}^2)}^2 \approx \|(I + \mathcal{H}^\sigma)^{s/2}f(y)\|_{L^2(\mathbb{R}^2)}^2 = \frac{1}{|\Omega^*|} \sum_{b \geq 1} \int_{\Omega^*} |1 + E_b(k)|^{s/2} |\tilde{f}_b(k)|^2dk.$$  \hspace{1cm} (2.15)

Up to now, we have built the Floquet-Bloch theory for fractional Schrödinger operator. In the next, we will clarify the rotational invariance in the context of honeycomb potential.

2.2. Honeycomb potential. The rotational invariant property is a novel hypothesis in the honeycomb potential. We define the rotation operator $\mathcal{R}$ as follows. For any function $f(y)$ defined on $\mathbb{R}^2$,

$$\mathcal{R}f(y) := f(R^*y),$$  \hspace{1cm} (2.16)

where $R$ is the $2\pi/3$–clockwise rotation matrix

$$R = \begin{pmatrix} -\frac{1}{2} & \frac{\sqrt{3}}{2} \\ -\frac{\sqrt{3}}{2} & -\frac{1}{2} \end{pmatrix}.$$  \hspace{1cm} (2.17)

In present article we shall study the honeycomb potential in the sense of the following definition.

**Definition 2.1** (Honeycomb potential). A real-valued function $V(y) \in C^\infty(\mathbb{R}^2)$ is called as a honeycomb potential if the following properties hold:

1. $V(y)$ is even or inversion-symmetric, i.e., $V(-y) = V(y)$;
2. $V(y)$ is $\Lambda$–periodic, i.e., $V(y + v) = V(y)$, $\forall v \in \Lambda$;
3. $V(y)$ is $\mathcal{R}$–invariant, i.e., $\mathcal{R}V(y) = V(R^*y) = V(y)$. 


It will be seen later that $\mathcal{R}$—invariance plays a key role in the existence of the degenerate Dirac points. There are three high symmetry points with respect to $\mathcal{R}$ in $\Omega^*$. Indeed,

$$k \in \Omega^*, \ 2\mathcal{R}k - k \in \Lambda^* \quad \text{if and only if} \quad k \in \left\{ 0, \frac{1}{3}(k_1 - k_2), \frac{1}{3}(k_1 - k_2) \right\}. \quad (2.18)$$

Denote $K = \frac{1}{3}(k_1 - k_2)$ and $K' = -\frac{1}{3}(k_1 - k_2)$. One can figure out later that the two points $K$ and $K'$ are essential. In this paper, we only consider $K$ and the analysis for $K'$ is similar. Thanks to the high symmetry, $\mathcal{R}^3 = Id$, thus the eigenvalues of $\mathcal{R}$ are $1, \tau = e^{i2\pi/3}$ and $\bar{\tau}$. We can divide $L^2_{K}(\mathbb{R}^2/\Lambda)$ into an orthogonal direct sum of eigenspaces of $\mathcal{R}$, see also in [15, 29],

$$\begin{align*}
L^2_{K}(\mathbb{R}^2/\Lambda) &= L^2_{K,1} \oplus L^2_{K,\tau} \oplus L^2_{K,\bar{\tau}},
L^2_{K,\nu} &= \{ f \in L^2_{K}(\mathbb{R}^2/\Lambda)| \mathcal{R}f = \nu f \}, \ \nu = 1, \ \tau, \ \bar{\tau}. \quad (2.19)
\end{align*}$$

In addition, we have the following proposition.

**Proposition 2.2.** The fractional Schrödinger operator $\mathcal{H}^\sigma$ commutes with $\mathcal{R}$ on $H^\sigma_{K}(\mathbb{R}^2/\Lambda)$. Namely, $[\mathcal{R}, \mathcal{H}^\sigma] = \mathcal{R}\mathcal{H}^\sigma - \mathcal{H}^\sigma \mathcal{R}$ vanishes.

**Proof.** For any $\Phi(y) \in H^\sigma_{K}(\mathbb{R}^2/\Lambda)$, a direct calculation yields $\mathcal{R}\Phi(y) \in H^\sigma_{K}(\mathbb{R}^2/\Lambda)$. Indeed, $\forall v \in \Lambda$,

$$\mathcal{R}\Phi(y + v) = \Phi(R^*y + v) = e^{iK-R^*v}\Phi(R^*y) = e^{i\nu K-v}R\Phi(y).$$

(2.20)

Then, for any $m \in \mathbb{Z}^2$, the Fourier transform of $\mathcal{R}\Phi(y)$ gives

$$\begin{align*}
\mathcal{R}\hat{\Phi}(K + m\tilde{k}) &= \int_{\Omega} \hat{\Phi}(R^*y)e^{-iR^*(K + m\tilde{k})\cdot y}dy = \int_{R^*\Omega} \hat{\Phi}(y)e^{-iR^*(K + m\tilde{k})\cdot y}dy. \quad (2.21)
\end{align*}$$

Using the fact of integral invariance between the domain $R^*\Omega$ and $\Omega$, we obtain $\mathcal{R}\hat{\Phi}(K + m\tilde{k}) = \hat{\Phi}(R^*(K + m\tilde{k}))$.

Recalling that $V(y)$ is $\mathcal{R}$—invariant, we immediately obtain

$$\begin{align*}
\mathcal{H}^\sigma(\mathcal{R}\Phi(y)) &= \sum_{m \in \mathbb{Z}^2} |K + m\tilde{k}|^\sigma \hat{\Phi}(R^*(K + m\tilde{k})) e^{i(K + m\tilde{k})y} + V(y)\Phi(R^*y) \\
&= \sum_{m \in \mathbb{Z}^2} |K + m\tilde{k}|^\sigma \hat{\Phi}(K + m\tilde{k}) e^{i(K + m\tilde{k})\cdot R^*y} + V(y)\Phi(R^*y) \\
&= \mathcal{R}(\mathcal{H}^\sigma\Phi(y)). \quad (2.22)
\end{align*}$$

3. **Linear Spectrum—Existence of Dirac Points**

In this section, we give the existence theorem of conically degenerate points, also known as Dirac points, on the spectra of the fractional Schrödinger operator $\mathcal{H}^\sigma$ with a honeycomb potential acting on $L^2_{K}(\mathbb{R}^2/\Lambda)$.

**Theorem 3.1 (Dirac point).** Let $\mathcal{H}^\sigma = (-\Delta)^{\frac{\sigma}{2}} + V(y)$, where $V(y)$ is a honeycomb potential followed by Definition 2.1. Assume

1. $\mathcal{H}^\sigma$ has a two-fold degenerate $L^2_{K}$—eigenvalue $E_D$, i.e., there exists $b_* \geq 1$ such that $E_{b_*}(K) = E_{b_*+1}(K) = E_D$, and $E_b(K) \neq E_D$ when $b \neq b_*, b_* + 1$.
2. There exists a normalized eigenfunction $\Phi_1(y) \in L^2_{K,\tau}$ corresponding to $E_D$. 


(3) The following non-degeneracy condition holds:
\[ v^\nu_F = \frac{1}{2} \langle \Phi_1(y), i p^\nu \Phi_2(y) \rangle_{\Omega} \cdot \left( \frac{1}{i} \right) > 0, \]

where \( \Phi_2(y) = \bar{\Phi}_1(-y) \in L^2_{K,*} \) and the operator \( p^\nu \) is defined later in (3.7). Then there exists a constant \( q_0 > 0 \) such that for any \( |k - K| < q_0 \), two distinct eigenvalue bands conically intersect at \((K, E_D)\) which is referred to as a Dirac point. Namely,
\[ E_{b_{+1}}(k) - E_D = +v^\nu_F |k - K| \left( 1 + e_{b_{+1}}(k - K) \right), \]
\[ E_{b_1}(k) - E_D = -v^\nu_F |k - K| \left( 1 + e_{b_1}(k - K) \right), \]
where \( |e_{b_{+1}}(k - K)| < C|k - K| \) as \( |k - K| < q_0 \).

Remark 3.2. The above definition on \( v^\nu_F \) depends on the specific choice of \( \Phi_1(y) \). However, the value \( \left| \frac{1}{2} \langle \Phi_\tau(y), i p^\nu \Phi_\tau(y) \rangle_{\Omega} \cdot \left( \frac{1}{i} \right) \right| \) is fixed and independent of the choice of two normalized eigenfunctions \( \Phi_\nu(y) \in L^2_{K,\nu} \), \( \nu = \tau, \bar{\tau} \). Indeed, if \( v^\nu_F \) is complex-valued, we could revise \( \bar{\Phi}_1(y) = e^{-\frac{1}{2}i \text{arg} v^\nu_F} \Phi_1(y) \) and \( \bar{\Phi}_2(y) = -\frac{1}{2} \langle \Phi_1(y), i p^\nu \Phi_2(y) \rangle_{\Omega} \cdot \left( \frac{1}{i} \right) = |v^\nu_F| > 0 \). Henceforth, we shall assume this choice of eigenfunctions by dropping superscript tildes. We refer the readers to Remark 2 in [29] for details.

Remark 3.3. Consider the fractional Schrödinger operator \((-\Delta)^{\frac{\nu}{2}} + \epsilon V(y)\) with \( V(y) \) be a honeycomb potential. The assumptions (1)-(3) are satisfied for the sufficiently small \( \epsilon \). The brief proof is given in Appendix. However, for a generic \( \epsilon \), the assumptions (1)-(3) are satisfied almost all \( \epsilon \in \mathbb{R} \) except a countable discrete set. We refer readers to [16, 15] for detailed proofs.

Proof. It is evident that \( \Phi_2(y) = \bar{\Phi}_1(-y) \) is also an eigenfunction of \( \mathcal{H}^\nu \) associated with \( E_D \). Note that \( \Phi_2(y) \in L^2_{K,*} \), so the two-degenerate eigenvalue \( E_D \) has two linearly independent eigenfunctions \( \Phi_1(y), \Phi_2(y) \). Thus \( E_D \) is NOT an \( L^2_{K,1} \)-eigenvalue of \( \mathcal{H}^\nu \). We only need to work on the subspace \( L^2_{K,*} \oplus L^2_{K,*} \).

Let \( \Phi(y; k) = e^{ik\cdot y} \phi(y; k) \) such that \( \Phi(y; k) \in L^2_{K}(\mathbb{R}^2/\Lambda) \) and \( \phi(y; k) \in L^2(\mathbb{R}^2/\Lambda) \). Supposing \( |\kappa| > 0 \) is small enough, we seek a non-trivial solution \((E(K + \kappa), \phi(y; K + \kappa))\) to the periodic eigenvalue problem defined as (2.10) by Lyapunov-Schmidt reduction:
\[ \mathcal{H}^\nu(K + \kappa) \phi(y; K + \kappa) = \sum_{m \in \mathbb{Z}^2} |K + mk + \kappa|^2 \hat{\phi}(mk; K + \kappa)e^{imk\cdot y} + V(y)\phi(y; K + \kappa) \]
\[ = E(K + \kappa)\phi(y; K + \kappa), \quad (y \in \mathbb{R}^2), \]
and when \( \kappa = 0 \), \( \mathcal{H}^\nu(K) \phi_j(y; K) = E_D \phi_j(y; K) \), \( j = 1, 2 \). Let \( E(K + \kappa) = E_D + E^{(1)}(\kappa) \) and \( E^{(1)}(\kappa) \sim O(|\kappa|) \) since \( E(K + \kappa) \) is Lipschitz continuous. We decompose the eigenfunction into \( \phi(y; K + \kappa) = \phi^{(0)}(y) + \phi^{(1)}(y) \) such that \( \phi^{(0)} \in \ker(\mathcal{H}^\nu(K) - E_D) \), \( \phi^{(1)} \perp \ker(\mathcal{H}^\nu(K) - E_D) \), i.e.,
\[ \phi^{(0)}(y) = a_1 \phi_1(y) + a_2 \phi_2(y) \quad \text{and} \quad \phi^{(1)}(y) \perp \phi_j(y), \quad j = 1, 2. \]
Here two parameters $a_1$ and $a_2$ are to be determined.

Next we shall expand the $\sigma$–power coefficients in (3.4) as $|\kappa| > 0$ sufficiently small,

$$|K + m\vec{k} + \kappa|^\sigma = |K + m\vec{k}|^\sigma - i\kappa \cdot i\sigma |K + m\vec{k}|^{\sigma - 2} (K + m\vec{k}) + c_{m,\kappa}^\sigma |\kappa|^2. \quad (3.6)$$

One can observe the lower bound that $\forall m \in \mathbb{Z}^2$, $|K + m\vec{k}| \geq |K| > 0$ holds, the second order Taylor expansion coefficients $c_{m,\kappa}^\sigma$ will be uniformly bounded for all $m \in \mathbb{Z}^2$, see Lemma A.1 in [21] for details.

Remark 3.4. Actually, $c_{m,\kappa}^\sigma \rightarrow 0$ as $m \rightarrow \infty$ here. Furthermore, one can verify the third part is in an order of $O(|\kappa|^\sigma)$ for all $\kappa \in \mathbb{R}^2$ [21].

Given $\phi \in H^\sigma(\mathbb{R}^2/\Lambda)$, we define two operators $p^\sigma$ and $q^\sigma_\kappa$ on $H^\sigma(\mathbb{R}^2/\Lambda)$ by summing products of Fourier coefficients $\hat{\phi}(m\vec{k})$ together with the second and third terms in (3.6) respectively as below

$$p^\sigma \phi(y) = i\sigma \sum_{m \in \mathbb{Z}^2} (K + m\vec{k})|K + m\vec{k}|^{\sigma - 2} \hat{\phi}(m\vec{k}) e^{im\vec{k} \cdot \vec{y}} = e^{-iK\cdot y} p^\sigma \Phi(y); \quad (3.7)$$

and

$$q^\sigma_\kappa \phi(y) = \sum_{m \in \mathbb{Z}^2} c_{m,\kappa}^\sigma \hat{\phi}(m\vec{k}) e^{im\vec{k} \cdot \vec{y}}. \quad (3.8)$$

Recall from (3.4)-(3.8), it will deduce that

$$(\mathcal{H}^\sigma(K) - E_D)\phi^{(1)}(y) = \left(i\kappa \cdot \sigma^\sigma - |\kappa|^2 q^\sigma_\kappa + E^{(1)}(\kappa)\right)\phi^{(1)}(y) + \phi^{(1)}(y). \quad (3.9)$$

We define the orthogonal projection operator $P_\parallel$ on $\text{span}\{\phi_1(y), \phi_2(y)\}$, $P_\perp = I - P_\parallel$. Then, we could get the following orthogonal decompositions:

$$P_\perp : \quad (\mathcal{H}^\sigma(K) - E_D)\phi^{(1)}(y) = P_\perp \left(i\kappa \cdot \sigma^\sigma - |\kappa|^2 q^\sigma_\kappa + E^{(1)}(\kappa)\right)\phi^{(1)}(y) + P_\parallel \left(i\kappa \cdot \sigma^\sigma - |\kappa|^2 q^\sigma_\kappa + E^{(1)}(\kappa)\right)\phi^{(0)}(y) \quad (3.10)$$

and

$$P_\parallel : \quad 0 = P_\parallel \left(i\kappa \cdot \sigma^\sigma - |\kappa|^2 q^\sigma_\kappa + E^{(1)}(\kappa)\right)\phi^{(1)}(y) + P_\parallel \left(i\kappa \cdot \sigma^\sigma - |\kappa|^2 q^\sigma_\kappa + E^{(1)}(\kappa)\right)\phi^{(0)}(y). \quad (3.11)$$

It is easy to check that $R^\sigma_K : (\mathcal{H}^\sigma(K) - E_D)^{-1}$ is a bounded operator from $P_\perp L^2(\mathbb{R}^2/\Lambda)$ to $P_\perp H^\sigma(\mathbb{R}^2/\Lambda)$ and thus the operator $\Xi(\kappa, E^{(1)}(\kappa)) = R^\sigma_K P_\perp \left(i\kappa \cdot \sigma^\sigma - |\kappa|^2 q^\sigma_\kappa + E^{(1)}(\kappa)\right)$ is bounded on $P_\perp H^\sigma(\mathbb{R}^2/\Lambda)$. Note that $\kappa \rightarrow 0$ and therefore $E^{(1)}(\kappa) \rightarrow 0$, $\phi^{(1)}(y)$ can be resolved as

$$\phi^{(1)}(y) = \left[\left(I - \Xi(\kappa, E^{(1)}(\kappa))\right)^{-1}\Xi(\kappa, E^{(1)}(\kappa))\right] \phi^{(0)}(y) = a_1\hat{C}(\kappa, E^{(1)}(\kappa))\phi_1(y) + a_2\hat{C}(\kappa, E^{(1)}(\kappa))\phi_2(y). \quad (3.12)$$

Here $\hat{C}(\kappa, E^{(1)}(\kappa)) = \left[I - \Xi(\kappa, E^{(1)}(\kappa))\right]^{-1}\Xi(\kappa, E^{(1)}(\kappa))$, $P_\perp H^\sigma(\mathbb{R}^2/\Lambda) \rightarrow P_\perp H^\sigma(\mathbb{R}^2/\Lambda)$ and

$$\|\hat{C}(\kappa, E^{(1)}(\kappa))\phi_j(y)\|_{H^\sigma(\mathbb{R}^2/\Lambda)} \leq C(|\kappa| + |E^{(1)}(\kappa)|), \quad j = 1, 2. \quad (3.13)$$
Substituting (3.12) into (3.11), we have a homogeneous system

$$\mathcal{M}(\kappa, E^{(1)}(\kappa)) \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} = 0,$$

(3.14)

where $\mathcal{M}(\kappa, E^{(1)}(\kappa))$ is a $2 \times 2$ matrix with each component as follows:

$$
\begin{align*}
\mathcal{M}_{ij} &= \langle \phi_i(y), (i\kappa \cdot p^a - |\kappa|^2 q^a_\kappa + E^{(1)}(\kappa))(\hat{C}(\kappa, E^{(1)}(\kappa)) + 1)\phi_j(y) \rangle_{\Omega} \\
&= E^{(1)}(\kappa)\delta_{ij} + \langle \phi_i(y), (i\kappa \cdot p^a - |\kappa|^2 q^a_\kappa)\phi_j(y) \rangle_{\Omega} \\
&\quad + \langle \phi_j(y), (i\kappa \cdot p^a - |\kappa|^2 q^a_\kappa)\hat{C}(\kappa, E^{(1)}(\kappa))\phi_j(y) \rangle_{\Omega}.
\end{align*}
$$

(3.15)

To obtain a nontrivial solution, $\mathcal{M}(\kappa, E^{(1)}(\kappa))$ should be irreversible, i.e., $\det \mathcal{M}(\kappa, E^{(1)}(\kappa)) = 0$.

Associated with Fourier coefficients of $\mathcal{R}\Phi_j$ in (2.21), one can also observe that $\mathcal{R}p^a\Phi_j$, $j = 1, 2$ behave as

$$
\begin{align*}
\mathcal{R}p^a\Phi_j(y) &= i\sigma \sum_{m \in \mathbb{Z}^2} (K + mk)\hat{\Phi}_j(K + mk)e^{i(K+mk) \cdot R^*y} \\
&= i\sigma \sum_{m \in \mathbb{Z}^2} (K + mk)\hat{\Phi}_j(K + mk)e^{iR(K+mk) \cdot y} \\
&= i\sigma \sum_{m \in \mathbb{Z}^2} R^*(K + mk)\hat{\Phi}_j(R^*(K + mk))e^{i(K+mk) \cdot y} \\
&= R^*p^a\mathcal{R}\Phi_j(y).
\end{align*}
$$

(3.16)

Note that $\langle \phi_i(y), ip^a\phi_j(y) \rangle_{\Omega} = \langle \Phi_i(y), ip^a\Phi_j(y) \rangle_{\Omega}$, $i, j = 1, 2$. By the fact that $\Phi_1 \in L^2_{K, \tau}$ and $\Phi_2 \in L^2_{K, \tilde{\tau}}$, we have

$$
\begin{align*}
\langle \Phi_i(y), ip^a\Phi_j(y) \rangle_{\Omega} &= \langle \mathcal{R}\Phi_i(y), i\mathcal{R}p^a\Phi_j(y) \rangle_{\Omega} \\
&= \langle \mathcal{R}\Phi_i(y), iR^*p^a\mathcal{R}\Phi_j(y) \rangle_{\Omega} \\
&= R^*\tau_i\tau_j\langle \Phi_i(y), ip^a\Phi_j(y) \rangle_{\Omega}.
\end{align*}
$$

(3.17)

Here $\tau_1 = \tau = e^{i2\pi/3}$, $\tau_2 = \tilde{\tau}$.

If $i = j$, then $\tau_i\tau_j = |\tau_j|^2 = 1$. Therefore,

$$
R\langle \Phi_j(y), ip^a\Phi_j(y) \rangle_{\Omega} = \langle \Phi_j(y), ip^a\Phi_j(y) \rangle_{\Omega}, \quad j = 1 \text{ or } 2.
$$

(3.18)

However, 1 is not an eigenvalue of matrix $R$, and then it indicates $\langle \Phi_j(y), ip^a\Phi_j(y) \rangle_{\Omega} = 0$, $j = 1, 2$.

If $i = 1, j = 2$, it gives $\tau_1\tau_2 = \tau$. Thus,

$$
R\langle \Phi_1(y), ip^a\Phi_2(y) \rangle_{\Omega} = \tau\langle \Phi_1(y), ip^a\Phi_2(y) \rangle_{\Omega},
$$

(3.19)

and $(1, i)^T$ is an eigenvector with respect to $\tau$. Then, $\nu_\tau^a$ satisfies

$$
\langle \Phi_1(y), ip^a\Phi_2(y) \rangle_{\Omega} = -\nu_\tau^a \begin{pmatrix} 1 \\ i \end{pmatrix}.
$$

(3.20)
In view of Remark 3.2, we choose the appropriate $\Phi_1(x)$, $\Phi_2(x)$ to deduce

$$v_F^\sigma = -\frac{1}{2} \frac{i \hat{p} \Phi_2(y)}{\iota} \cdot \left( \frac{1}{i} \right) > 0, \quad \langle \Phi_2(y), i \hat{p}^\sigma \Phi_1(y) \rangle_{\Omega} = -v_F^\sigma \left( \frac{1}{-i} \right).$$ (3.21)

Suppose that $v_F^\sigma$ is nonzero. A direct calculation of $\det M = 0$ yields that

$$(E^{(1)}(\kappa))^2 = |v_F^\sigma|^2 |\kappa|^2 + \mathcal{O}[|\kappa|^3 + |\kappa|^2 E^{(1)}(\kappa) + |\kappa|(E^{(1)}(\kappa))^2].$$ (3.22)

Thus,

$$E^{(1)}(\kappa) = \pm v_F^\sigma |\kappa| (1 + c(\kappa)), \quad |e(\kappa)| \lesssim |\kappa|.$$ (3.23)

As $\kappa \to 0$, it follows that two branches evolve conically in the neighborhood of $(K, E_D)$,

$$E_b(K + \kappa) = E_D - v_F^\sigma |\kappa| + \mathcal{O}(|\kappa|^2), \quad E_{b+1}(K + \kappa) = E_D + v_F^\sigma |\kappa| + \mathcal{O}(|\kappa|^2).$$ (3.24)

For notation convenience, we denote $b_r = -$, $b_r + 1 = +$ in latter discussion. Furthermore, we also give a nontrivial normalized solution $(a_1, a_2)^T$ to (3.14). Indeed, there exists $q_0 > 0$ such that for $0 < |K - K| < q_0$,

$$\begin{pmatrix} a_{1\pm} \\ a_{2\pm} \end{pmatrix} = \begin{pmatrix} \sqrt{2 \kappa_1 + ik_2} + \mathcal{O}(|\kappa|) \\ \pm \sqrt{2 |\kappa|} + \mathcal{O}(|\kappa|) \end{pmatrix}.$$ (3.25)

Therefore, two eigenfunctions corresponding to lower and upper bands are of the form

$$\Phi_\pm(y; K + \kappa) = \frac{\sqrt{2}}{2} e^{i \kappa y} \left[ e^{\frac{1}{2} i \kappa y} \Phi_1(y) \pm \Phi_2(y) \right] + \mathcal{O}_{H_K(\mathbb{R}^2/\Lambda)}(|\kappa|).$$ (3.26)

According to above arguments, we carried out a clear spectra description varying around $K$ associated with the honeycomb fractional Schrödinger operator. The analogue spectra studies for standard elliptic operators are also studied in [15, 26, 29].

Since $\{E_b(k)\}_{b=1, K \in \mathbb{Z}^+}$ is an ordered sequence and Lipschitz continuous in $\Omega^*$, we can deduce the following corollary:

**Corollary 3.5.** Let $(K, E_D)$ be a Dirac point given in Theorem 3.1. There exists $q_1 > 0$ small, $b_r > +$, such that $\exists C > 0$ infers

$$\begin{cases} |E_b(k) - E_D| > C, & b \in \{1, \cdots, b_r\} \setminus \{\pm\}, \quad |K - K| < q_1, \\ E_b(k) - E_D > C, & \forall b > b_r, \quad K \in \Omega^* \end{cases}$$ (3.27)

The following inner products of eigenfunctions will be used later.

**Proposition 3.6.** Given $\Phi_1 \in L^2_{K_r}(\mathbb{R}^2/\Lambda)$ and $\Phi_2 \in L^2_{K_r}(\mathbb{R}^2/\Lambda)$, the two normalized orthogonal eigenfunctions of $E_D$ as given in Theorem 3.1, and $W \in C^\infty_{K_r}(\mathbb{R}^2/\Lambda)$ is real-valued and odd. Then

$$\langle \Phi_i(y), W(y) \Phi_j(y) \rangle_{\Omega} = \vartheta(\delta_{i1} - \delta_{j2}), \quad i, \; j = 1, \; 2.$$ (3.28)

$$\langle \Phi_i(y), \overline{\Phi_j(y)} \Phi_k(y) \Phi_l(y) \rangle_{\Omega} = \frac{1}{2} (b_1 \delta_{ij} + b_2 (1 - \delta_{ij}))(\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk});$$ (3.29)

Here $b_1, \; b_2$ and $\vartheta$ are real constants.
The proof is quite analogous to that shown in [6, 22] by considering rotational symmetry and will not be reproduced here. The conclusions in above together with (3.21) will be vital facts in deriving Dirac equations in the forthcoming effective dynamics. To keep things simple, we denote that

\[ \mu_{ijkl} = \langle \Phi_i(y), \Phi_j(y) \Phi_k(y) \Phi_l(y) \rangle_\Omega \]  

(3.30)

If \( \vartheta \neq 0 \), the fractional Schrödinger operator with a small modulation is changed into \( (-\Delta)^{\frac{\vartheta}{2}} + V(y) + \varepsilon W(y) \). Followed by [29], Dirac points will vanish and a local gap appears between two dispersion bands. This is related to navel topological phenomena in quantum mechanics and material innovations [7, 8, 16].

As an example, we choose the following honeycomb potential

\[ V(y) = 2 \left[ \cos(k_1 \cdot y) + \cos(k_2 \cdot y) + \cos((k_1 + k_2) \cdot y) \right] \]  

(3.31)

We numerically compute the quasi-periodic eigenvalue problem (2.9) of \( H^\sigma = (-\Delta)^{\frac{\vartheta}{2}} + V(y) \) with a Fourier collocation method [19]. The first two bands \( E_1(k) \) and \( E_2(k) \) near \( K \) are displayed in Figure 1(a). It shows that the two bands form a perfect cone in the small neighborhood of \( K \) though the cone deforms due to high order effects in the far region.

We also numerically investigate the stability of Dirac point under an inversion-symmetry breaking perturbation. Let the perturbing potential \( W(y) \) be

\[ W(y) = \left[ \sin(k_1 \cdot y) + \sin(k_2 \cdot y) + \sin((-k_1 - k_2) \cdot y) \right] \]  

(3.32)

In Figure 1(b), we numerically compute the dispersion relations for the perturbed operator \( (-\Delta)^{\frac{\vartheta}{2}} + V(y) + \varepsilon W(y) \) with \( \varepsilon = 0.1 \). It is evident that the two dispersion bands no longer intersect with each other and a local gap opens. This can be obtained by a similar
perturbation argument as that in Proposition 3.6 with the calculations (3.28). Since this is not the focus of this work, we omit the discussion. We remark that the papers [10, 16, 15, 29] contain detailed proofs for other operators.

Figure 2. The dispersion curves $E_{1,2}(K + \lambda k_2)$ as $\lambda$ varies in $[-0.1, 0.1]$ for different $\sigma$. From the bottom up, the fractional exponents $\frac{7}{2} = 0.6$ (green), $0.8$ (blue), $1$ (red).

We also examine the difference caused by the fractional exponent $\sigma$ numerically. The comparison is given in Figure 2. In the simulation, the honeycomb potential is given in (3.31). For the simplicity, we only display the dispersion curves along the $k_2$ direction. Figure 2 shows the dispersion relation $E_{1,2}(K + \lambda k_2)$ as $\lambda \in [-0.1, 0.1]$ with the fractional exponents $\frac{7}{2} = 0.6, 0.8, 1$ from the bottom to the top. We can see conical intersections in all three cases. However, the slope becomes steeper and steeper as $\sigma$ increases, and further the Dirac energy $E_D$ also increases. This can be explained for the shallow honeycomb potential discussed in Appendix A, see Proposition A.2. It is an interesting problem for the generic case, but it is beyond the scope of the current work.

Before finishing this section, we emphasize that $p^\sigma \Phi_j(y), j = 1, 2$ are smooth by the following Corollary:

**Corollary 3.7.** If $\Psi \in C^\infty_K(\mathbb{R}^2/\Lambda)$, then $p^\sigma \Psi \in C^\infty_K(\mathbb{R}^2/\Lambda)$.

**Proof.** Since $\Psi(y) \in C^\infty_K(\mathbb{R}^2/\Lambda)$, for any integer $N \geq 0$, it yields that

$$(-\Delta)^N \Psi(y) = \sum_{m \in \mathbb{Z}^2} |K + mk|^N \hat{\Psi}(K + mk)e^{i(K + mk) \cdot y}. \quad (3.33)$$

By Plancherel theorem, we can show that

$$\|(-\Delta)^N \Psi(y)\|_{L^2(\Omega)}^2 = \sum_{m \in \mathbb{Z}^2} |K + mk|^N |\hat{\Psi}(K + mk)|^2 < +\infty. \quad (3.34)$$
Consequently, \( \forall \ r \geq 0, \ m \in \mathbb{Z}^2 \setminus \{0\} \), it gives \( |\hat{\Psi}(K + m\tilde{k})| \lesssim |m|^{-r} \). Therefore \( \forall \ s > 1 \), one can show that

\[
\|p^s\Psi(y)\|_{H^s(\Omega)}^2 \approx \sum_{m \in \mathbb{Z}^2} (1 + |K + m\tilde{k}|)^{2s}|K + m\tilde{k}|^{s-1}|\hat{\Psi}(K + m\tilde{k})|^2 < +\infty. \tag{3.35}
\]

According to the Moser-type Sobolev embedding theory, we complete the proof.

\[\square\]

4. Nonlinear Effective Dynamics

In this section, our main goal is to establish the effective dynamics of wave packet problem derived from fractional nonlinear Schrödinger equation with cubic nonlinearity (1.1). Suppose that \( x = \varepsilon y \in \mathbb{R}^2 \), and we denote the fractional Schrödinger operator

\[
\hat{\mathcal{H}}_x = (-\varepsilon^2 \Delta_x)\frac{\varepsilon}{2} + V(\frac{x}{\varepsilon}) \quad \text{and} \quad \hat{\mathcal{H}}_y = (-\Delta_y)^{\frac{\varepsilon}{2}} + V(y)
\]

for convenience.

The Bloch modes/eigenfunctions are highly oscillatory with respect to \( \frac{x}{\varepsilon} \), it is desirable to study the wave packet framework in the following weighted-Sobolev space \( H^s_\varepsilon \).

**Definition 4.1.** Let \( f(x) \) be a function defined on \( \mathbb{R}^2 \). For any \( s \in \mathbb{N}, 1 \leq p < +\infty, 0 < \varepsilon \leq 1 \), we say \( f \in W^{s,p}_\varepsilon \) if

\[
\|f(x)\|_{W^{s,p}_\varepsilon} = \left[ \sum_{|n| \leq s} \|\varepsilon^{|n|}\partial^n_x f(x)\|_{L^p(\mathbb{R}^2)}^p \right]^{\frac{1}{p}} < +\infty. \tag{4.1}
\]

Specifically, when \( s = 2 \), suppose that \( g(y) = f(\varepsilon y) \). Then we have

\[
\|f(x)\|_{H^s_\varepsilon} = \|\varepsilon g(y)\|_{H^s(\mathbb{R}^2)}. \tag{4.2}
\]

We first seek the leading order approximation to the wave packet problem described by fNLS (1.1). Assume the initial condition is spectrally concentrated at the Dirac point \((K, E_D)\). We briefly show the well-posedness of envelopes—the solution to nonlinear Dirac equation with a varying mass (1.3) in the following lemma:

**Lemma 4.2.** For any integer \( s > 1 \), let \( \alpha_{j_0}(\cdot) \in H^{s+1}(\mathbb{R}^2), \ j = 1, 2 \) admit the initial condition to (1.3). Then, there exists \( 0 < T_* < \infty \) such that the unique solution to (1.3) satisfies

\[
\alpha_{1,2}(t, x) \in C([0, T_*), H^{s+1}(\mathbb{R}^2)) \cap C^1([0, T_*), H^s(\mathbb{R}^2)). \tag{4.3}
\]

Suppose that \( \alpha_{j_0}(\cdot) \in S(\mathbb{R}^2), \ j = 1, 2 \). Then, for any \( t \in [0, T_*) \) and \( 0 \leq N \leq s - 1, N \in \mathbb{N} \),

\[
\|\alpha_{1,2}(t, \cdot)\|_{W^{N,1}(\mathbb{R}^2)} < \infty. \tag{4.4}
\]

This is a standard result by the hyperbolic system theory referred to [25, 32, 34]. The conclusion (4.4) is a directly algebraic decay consequence of \( \|(1 + |x|^2)^{M/2}\partial^n_x \alpha_j(t, x)\|_{L^\infty(\mathbb{R}^2)} < \infty \) for \( M > 2 \), \( |n| \leq N \), and it can be proved by the methods analogous to that used in [41]. Among the forthcoming derivation, we require \( N \geq 4 \).

Now, the main theorem reads as
Theorem 4.3. Let $1 < \sigma \leq 2$, $0 < \varepsilon \ll 1$, $V(\cdot) \in C^\infty(\mathbb{R}^2/\Lambda)$ be a honeycomb potential, $(K, E_D)$ denote a Dirac point and $\Phi_{1,2}(\cdot)$ indicate the associated eigenfunctions. Suppose that the initial envelopes $\alpha_j(\cdot) \in \mathcal{S}(\mathbb{R}^2)$, $j = 1, 2$. For any integer $s > 1$, $S = \max\{s+2, 5\}$, $\alpha_{1,2}(t, x) \in C([0, T_*), H^{S+1}(\mathbb{R}^2)) \cap C^1([0, T_*), H^S(\mathbb{R}^2))$. If the initial value to (1.1) satisfies

$$\|\psi^e(0, x) - \alpha_{j_0}(x)\Phi_j(\frac{x}{\varepsilon})\|_{H^s} \leq C\varepsilon, \quad (4.5)$$

Then, there exists $0 < \bar{T} < T_*$, the wave packet problem (1.1) has a unique solution

$$\psi^e(t, x) \in C([0, \bar{T}], H^s) \quad (4.6)$$

and

$$\sup_{0 \leq t \leq \bar{T}} \|\psi^e(t, x) - e^{-iE_D\frac{t}{\varepsilon}}\alpha_j(t, x)\Phi_j(\frac{x}{\varepsilon})\|_{H^s} \leq C\varepsilon, \quad (4.7)$$

where $C$ is a positive constant independent of $\varepsilon$.

Remark 4.4. This theorem gives the simplest form of asymptotic solution, which is parallel to that of linear wave packet problems [17, 41]. However, one main difference is the lifetime of validity may not reach effective dynamics as (4.3) due to the case of nonlinearity. To deal with this nonlinear effect, we proceed to derive a second order approximation. The proof of Theorem 4.3 can be also followed by a modified spectral decomposition idea in the latter second order justification, which is referred from [17, 41].

Notice that the wave packet evolution is of two distinct spatial scales. Then we need clarify the product rule of fractional derivative for $\Gamma(\cdot) \in H^\sigma(\mathbb{R}^2)$ and $\Psi(\cdot) \in C^\infty_K(\mathbb{R}^2/\Lambda)$.

Proposition 4.5. Let $\Gamma(\cdot) \in H^\sigma(\mathbb{R}^2)$ be algebraic decay at infinity, $\Psi(\cdot) \in C^\infty_K(\mathbb{R}^2/\Lambda)$ and $0 < \varepsilon \ll 1$. The following product rule holds

$$(-\varepsilon^2\Delta_x)^\frac{\sigma}{2}(\Gamma(x)\Psi(\frac{x}{\varepsilon})) = \Gamma(x)(-\varepsilon^2\Delta_x)^\frac{\sigma}{2}\Psi(\frac{x}{\varepsilon}) - \varepsilon\nabla_x\Gamma(x)\cdot p^\sigma\Psi(\frac{x}{\varepsilon}) + q^\sigma[\Gamma(x)\Psi(\frac{x}{\varepsilon})], \quad (4.8)$$

where $p^\sigma$ is defined in (3.7), and

$$q^\sigma[\Gamma(x)\Psi(\frac{x}{\varepsilon})] = \sum_{n \in \mathbb{Z}^2} \int_{\mathbb{R}^2} C_n(\varepsilon\xi)\hat{\Psi}(\xi)e^{i\xi\cdot x}d\xi\hat{\Psi}(K - n\vec{K})e^{i(K - n\vec{K})\cdot \frac{x}{\varepsilon}}. \quad (4.9)$$

Here $C_n(\varepsilon\xi) = |K - n\vec{K} + \varepsilon\xi|^\sigma - |K - n\vec{K}|^\sigma + i\varepsilon|K - n\vec{K}|^{\sigma-2}(K - n\vec{K})\cdot i\varepsilon\xi$ and $|C_n(\varepsilon\xi)| \lesssim |\varepsilon\xi|^\sigma$ uniformly for all $n \in \mathbb{Z}^2$, $\xi \in \mathbb{R}^2$.

Moreover, for any $s > 0$, if $\Gamma(\cdot) \in H^{s+3}(\mathbb{R}^2)$, then

$$\|q^\sigma[\Gamma(x)\Psi(\frac{x}{\varepsilon})]\|_{H^s} = \varepsilon^3C[\Gamma(x)\Psi(\frac{x}{\varepsilon})] + \varepsilon^3D[\Gamma(x)\Psi(\frac{x}{\varepsilon})]. \quad (4.10)$$

where $\|C[\Gamma(x)\Psi(\frac{x}{\varepsilon})]\|_{H^s}$ and $\|D[\Gamma(x)\Psi(\frac{x}{\varepsilon})]\|_{H^s} \sim O(1)$.

Proof. By the fractional Laplacian defined in (2.6),(2.7), we introduce the construction by adopting of variable $y$ for convenience. Then,

$$(-\Delta)^\frac{\sigma}{2}[\Gamma(\varepsilon y)\Psi(y)]$$
Utilizing Poisson-Summation formula, for any $n \in \mathbb{Z}^2$, we take Fourier transform to have

\[
\frac{1}{\varepsilon^2} \hat{\Gamma}(\frac{\xi - K + n\vec{k}}{\varepsilon}) = \frac{1}{4\pi^2} \int_{\mathbb{R}^2} \Gamma(\varepsilon(z + m\vec{v})) e^{-i(\xi - K + n\vec{k}) \cdot z} d\varepsilon z.
\]

By Parseval’s identity, one can acquire that

\[
\sum_{\mathbb{Z}^2} \Gamma(\varepsilon(z + m\vec{v})) e^{i(\xi - K - \xi_m(\varepsilon, K + n\vec{k})) \cdot z} = \frac{4\pi^2}{|\Omega|} \sum_{\mathbb{Z}^2} \frac{1}{\varepsilon^2} \hat{\Gamma}(\frac{\xi - K + n\vec{k}}{\varepsilon}) e^{i\varepsilon n\vec{k} \cdot z}.
\]

Substituting (4.13) into (4.11) yields

\[
(-\Delta)^{\frac{\sigma}{2}} [\Gamma(\varepsilon y) \Psi(y)] = \int_{\mathbb{R}^2} |\xi|^\sigma \sum_{n \in \mathbb{Z}^2} \frac{1}{\varepsilon^2} \hat{\Gamma}(\frac{\xi - K + n\vec{k}}{\varepsilon}) \frac{1}{|\Omega|} \int_{\Omega} \Psi(z) e^{-i(\xi - K - n\vec{k}) \cdot z} d\varepsilon z e^{i\xi y d\xi}
\]

\[
= \int_{\mathbb{R}^2} |\xi|^\sigma \sum_{n \in \mathbb{Z}^2} \hat{\Gamma}(\frac{\xi - K + n\vec{k}}{\varepsilon}) e^{i\varepsilon y d\xi} \hat{\Psi}(K - n\vec{k})
\]

\[
= \sum_{n \in \mathbb{Z}^2} \int_{\mathbb{R}^2} \varepsilon \hat{\xi} \cdot (K - n\vec{k}) |\xi|^\sigma \hat{\Gamma}(\hat{\xi}) e^{i\xi y d\xi} \hat{\Psi}(K - n\vec{k}) e^{i(K - n\vec{k}) y}.
\]

where $\varepsilon \hat{\xi} = \xi - K + n\vec{k}$. We drop the superscript of $\hat{\xi}$ and deduce that

\[
|\varepsilon \xi + K - n\vec{k}|^\sigma = |K - n\vec{k}|^\sigma - i\sigma |K - n\vec{k}|^{\sigma - 2} (K - n\vec{k}) \cdot i\varepsilon \xi + C_n(\varepsilon), \tag{4.15}
\]

where the residual $|C_n(\varepsilon)| \leq C |\varepsilon \xi|^\sigma$ holds uniformly for any $1 < \sigma \leq 2$, $\xi \in \mathbb{R}^2$ and $n \in \mathbb{Z}^2$, see the appendix in [21] for details. Thus, we have

\[
(-\Delta)^{\frac{\sigma}{2}} [\Gamma(\varepsilon y) \Psi(y)]
\]

\[
= \int_{\mathbb{R}^2} \hat{\Gamma}(\hat{\xi}) e^{i\xi y d\xi} \sum_{n \in \mathbb{Z}^2} (K - n\vec{k}) |\xi|^\sigma \hat{\Psi}(K - n\vec{k}) e^{i(K - n\vec{k}) y}
\]

\[
- \varepsilon \int_{\mathbb{R}^2} i\xi \hat{\Gamma}(\hat{\xi}) e^{i\xi y d\xi} \cdot i\sigma \sum_{n \in \mathbb{Z}^2} (K - n\vec{k})^{\sigma - 2} (K - n\vec{k}) \hat{\Psi}(K - n\vec{k}) e^{i(K - n\vec{k}) y}
\]

\[
+ \sum_{n \in \mathbb{Z}^2} \int_{\mathbb{R}^2} C_n(\varepsilon) \hat{\Gamma}(\hat{\xi}) e^{i\xi y d\xi} \hat{\Psi}(K - n\vec{k}) e^{i(K - n\vec{k}) y}
\]

\[
= \Gamma(\varepsilon y)(-\Delta_y)^{\frac{\sigma}{2}} \Psi(y) - \varepsilon \nabla_\xi \Gamma(\varepsilon y) \cdot \nabla^{\sigma} \Psi(y) + \Theta(\varepsilon y) \Psi(y), \tag{4.16}
\]
Namely, it leads to
\[ (-\varepsilon^2 \Delta_\varepsilon) \frac{\tilde{\Psi}}{\xi} (\Gamma(x) \Psi(\frac{x}{\varepsilon})) = \Gamma(x) (-\varepsilon^2 \Delta_\varepsilon) \frac{\tilde{\Psi}}{\xi} \Psi(\frac{x}{\varepsilon}) - \varepsilon \nabla_x \Gamma(x) \cdot p^\sigma \Psi(\frac{x}{\varepsilon}) + q^\sigma [\Gamma(x) \Psi(\frac{x}{\varepsilon})], \]
where
\[ q^\sigma [\Gamma(x) \Psi(\frac{x}{\varepsilon})] = \sum_{n \in \mathbb{Z}^2} \int_{\mathbb{R}^2} C_n(\varepsilon \xi) \hat{\Gamma}(\xi) e^{i \xi \cdot x} d\xi \hat{\Psi}(K - nK)e^{i(K - nK)\frac{x}{\varepsilon}}. \] (4.17)

Denote that \( \xi = (\xi_1, \xi_2)^T \) and \( K - nK = ((K - nK)_1, (K - nK)_2)^T \). If \( |\varepsilon \xi| \ll 1 \), Taylor’s formula yields that
\[ C_n(\varepsilon \xi) = \sigma(\sigma - 2)|K - nK|^{\sigma - 4}(K - nK)_1(\varepsilon \xi_1)^2 + \sigma|K - nK|^{\sigma - 2}(\varepsilon \xi_1)^2 + \sigma(\sigma - 2)|K - nK|^{\sigma - 4}(K - nK)_2(\varepsilon \xi_2)^2 + \sigma|K - nK|^{\sigma - 2}(\varepsilon \xi_2)^2 + \sigma(\sigma - 2)|K - nK|^{\sigma - 4}(K - nK)_1(K - nK)_22\varepsilon^2 \xi_1 \xi_2 + O(|\varepsilon \xi|^3) \]
\[ := \varepsilon^2 \tilde{C}_n(\xi) + O(|\varepsilon \xi|^3). \] (4.19)

Notice that \( |K - nK| \) has a lower positive bound \( |K| \) for all \( n \in \mathbb{Z}^2 \). While \( |\varepsilon \xi| < \frac{1}{2} |K| \), there exists a constant \( 0 < C < +\infty \) such that
\[ |C_n(\varepsilon \xi) - \varepsilon^2 \tilde{C}_n(\xi)| < C|\varepsilon \xi|^3, \quad \forall n \in \mathbb{Z}^2. \] (4.20)

Thus, we can divide \( q^\sigma [\Gamma(x) \Psi(\frac{x}{\varepsilon})] \) into the following two parts,
\[ q^\sigma [\Gamma(x) \Psi(\frac{x}{\varepsilon})] = \varepsilon^2 \sum_{n \in \mathbb{Z}^2} \int_{\mathbb{R}^2} \tilde{C}_n(\xi) \hat{\Gamma}(\xi) e^{i \xi \cdot x} d\xi \hat{\Psi}(K - nK)e^{i(K - nK)\frac{x}{\varepsilon}} \]
\[ + \sum_{n \in \mathbb{Z}^2} \int_{\mathbb{R}^2} (C_n(\varepsilon \xi) - \varepsilon^2 \tilde{C}_n(\xi)) \hat{\Gamma}(\xi) e^{i \xi \cdot x} d\xi \hat{\Psi}(K - nK)e^{i(K - nK)\frac{x}{\varepsilon}} \]
\[ := \varepsilon^2 \mathcal{C}[\Gamma(x) \Psi(\frac{x}{\varepsilon})] + \varepsilon^3 \mathcal{D}[\Gamma(x) \Psi(\frac{x}{\varepsilon})]. \] (4.21)

More precisely, for any \( s \geq 0 \), if \( \Gamma(\cdot) \in H^{s+3}(\mathbb{R}^2) \) and \( \Psi(\cdot) \in C^\infty_K(\mathbb{R}^2/\Lambda) \), we employ the fact that \( \hat{\Psi}(K - nK) \) will be rapidly decay as \( |n| \to +\infty \) to obtain
\[ \|\mathcal{C}[\Gamma(x) \Psi(\frac{x}{\varepsilon})]\|_{H^s_\varepsilon} \leq C \sum_{n \in \mathbb{Z}^2} \left\| \int_{\mathbb{R}^2} \tilde{C}_n(\xi) \hat{\Gamma}(\xi) e^{i \xi \cdot x} d\xi \right\|_{H^s(\mathbb{R}^2)} (1 + |K - nK|^4)|\hat{\Psi}(K - nK)| \]
\[ \leq C < +\infty. \] (4.22)

and
\[ \|\mathcal{D}[\Gamma(x) \Psi(\frac{x}{\varepsilon})]\|_{H^s_\varepsilon} \]
\[ \leq C \left[ \int_{|\xi| < \frac{|K|}{\varepsilon}} (1 + |\xi|)^{2s} |\hat{\Gamma}(\xi)|^2 d\xi \right]^{\frac{1}{2}} + C \frac{1}{\varepsilon^3} \left[ \int_{|\xi| > \frac{|K|}{\varepsilon}} (1 + |\xi|)^{2s} |\xi|^4 |\hat{\Gamma}(\xi)|^2 d\xi \right]^{\frac{1}{2}}. \]
\[ \leq C + C \left[ \int_{|\xi| < \frac{K_2}{2\varepsilon}} (1 + |\xi|)^2 |\xi|^6 |\hat{\Gamma} (\xi)|^2 d\xi \right]^{\frac{1}{2}} \]
\[ \leq C < +\infty. \] (4.23)

This completes the proof of Proposition 4.5.

4.1. Construction of the second order approximation. According to the above proposition, we establish a more accurate approximate solution \( \psi_\varepsilon \) to handle the nonlinear effect in fNLS (1.1). The formal solution \( \psi_\varepsilon \) is in the form of
\[ \psi_\varepsilon(t, x) = \psi_\varepsilon(t, x) + \varphi(t, x), \] (4.24)
and
\[ \psi_\varepsilon(t, x) = e^{-iE_D T} \left[ \alpha_j(t, x) \Phi_j(\frac{x}{\varepsilon}) + \varepsilon (\beta_j(t, x) \Phi_j(\frac{x}{\varepsilon}) + u^1_\varepsilon(t, x)) \right]. \] (4.25)

Here \( \varphi(t, x) \) is the error, and \( u^1_\varepsilon(t, x) \) in the second term will contribute to eliminate the first order resonant residual.

Substituting (4.24), (4.25) into fNLS (1.1) implies
\[ i\varepsilon \partial_t \varphi - \mathcal{H}_x^\varepsilon \varphi = e^{-iE_D T} (R_1 + R_2 + R_3) + N[\varphi]. \] (4.26)
where \( R_1, R_2 \) are residuals with coefficients order in \( \varepsilon, \varepsilon^2 \) respectively, all higher order residuals are involved in \( R_3 \), and \( N[\varphi] \) is a polynomial of \( \varphi \) and \( \overline{\varphi} \).

Now that our goal is to show the second order approximation, \( R_1 \) determines the leading order term should be vanished. Specifically,
\[ R_1(t, x) = \varepsilon \left[ -i\partial_t \alpha_j \Phi_j - \nabla_x \alpha_j \cdot \mathbf{p}^\varphi \Phi_j + \kappa \alpha_j W \Phi_j + \mu \overline{\alpha_j} \alpha_l \Phi_j \Phi_l \right] + \varepsilon (\mathcal{H}_y^\varepsilon - E_D) u^1_\varepsilon. \] (4.27)

Here and below, we adopt the Einstein notation for convenience with \( j, k, l = 1, 2 \). Let \( \mathcal{L} = \mathcal{H}_y^\varepsilon - E_D \) and \( \mathcal{L}_\perp^{-1} = P_\perp \mathcal{L}^{-1} P_\perp : L^2_K(\mathbb{R}^2/\Lambda) \rightarrow P_\perp L^2_K(\mathbb{R}^2/\Lambda) \). \( u^1_\varepsilon \) is defined as the orthogonal complement of \( \ker(\mathcal{L}) \) in the view of \( L^2_K(\mathbb{R}^2/\Lambda) \),
\[ u^1_\varepsilon (t, x) = \nabla_x \alpha_j(t, x) \cdot \mathcal{L}_\perp^{-1} \mathbf{p}^\varphi \Phi_j (\frac{x}{\varepsilon}) - \kappa(x) \alpha_j(t, x) \mathcal{L}_\perp^{-1} \left[ W(\frac{x}{\varepsilon}) \Phi_j (\frac{x}{\varepsilon}) \right] \]
\[ - \mu \overline{\alpha_j} (t, x) \alpha_l(t, x) \mathcal{L}_\perp^{-1} \left[ \Phi_j (\frac{x}{\varepsilon}) \Phi_l (\frac{x}{\varepsilon}) \right]. \] (4.28)

From the Corollary 3.7, one can conclude that if \( \Psi(\cdot) \in C^{\infty}_K(\mathbb{R}^2/\Lambda) \), then \( \mathbf{p}^\varphi \Psi(\cdot), \mathcal{L}_\perp^{-1} \Psi(\cdot) \in C^{\infty}_K(\mathbb{R}^2/\Lambda) \) by Sobolev embedding, and therewith also quasi-periodic functions in (4.28).
Notice that \( \{ \Phi_b(\cdot; K) \}_{b \geq 1} \) performs a completely orthogonal basis of \( L^2_K(\mathbb{R}^2/\Lambda) \). Then,
\[ (\mathcal{H}_y^\varepsilon - E_D) u^1_\varepsilon = \nabla_x \alpha_j \cdot \mathbf{p}^\varphi \Phi_j - \kappa \alpha_j W \Phi_j - \mu \overline{\alpha_j} \alpha_l \Phi_j \Phi_l \]
\[ - \left[ \nabla_x \alpha_j \cdot \left( \Phi_i, \mathbf{p}^\varphi \Phi_j \right)_\Omega - \kappa \alpha_j \left( \Phi_i, W \Phi_j \right)_\Omega - \mu \overline{\alpha_j} \alpha_l \left( \Phi_i, \Phi_j \Phi_l \right)_\Omega \right] \Phi_i \]
\[ = \nabla_x \alpha_j \cdot \mathbf{p}^\varphi \Phi_j - \kappa \alpha_j W \Phi_j - \mu \overline{\alpha_j} \alpha_l \Phi_j \Phi_l + i \partial_t \alpha_j \Phi_j. \] (4.29)

The last identity holds by the fact that the results stated in (3.1), (3.28), (3.29) and \( \alpha_{1,2}(t, x) \) satisfy the nonlinear massive Dirac equation (1.3). Hence that \( R_1 = 0. \)
Now, $R_2$ turns to be the leading order term,

$$R_2 = \varepsilon^2 \left[ -i\partial_t \beta_j \Phi_j - \nabla_x \beta_j \cdot \nabla \Phi_j + \kappa \beta_j W \Phi_j + \mu \left( \beta_j \alpha_k \alpha_l + 2 \alpha_k \alpha_l \beta_l \right) \Phi_j \Phi_k \Phi_l + C[\alpha_j \Phi_j] 
- i\partial_t u^+_1 - \nabla_x \cdot \mathbf{p}^s(u^+_1) + \kappa W u^+_1 + \mu \left( u^+_1 \alpha_j \alpha_k \Phi_j \Phi_k + 2 \alpha_j \alpha_k \Phi_j \Phi_k u^+_1 \right) \right].$$

(4.30)

While $R_3$ contains all higher order entries,

$$R_3 = \varepsilon^3 \left[ \mu \left( \alpha_j \Phi_j (\beta_j \Phi_j + u^+_1)^2 + 2 |\beta_j \Phi_j + u^+_1|^2 \alpha_j \Phi_j \right) + C[\beta_j \Phi_j + u^+_1] + D[\alpha_j \Phi_j] \right]$$

$$+ \varepsilon^4 \left[ \mu |\beta_j \Phi_j + u^+_1|^2 (\beta_j \Phi_j + u^+_1) + D[\beta_j \Phi_j + u^+_1] \right].$$

(4.31)

and $N[\varphi]$ is constituted by linear, quadratic and cubic terms of $\varphi$ and $\overline{\varphi}$,

$$N[\varphi](t, x) = \varepsilon \left[ \kappa W \varphi + \mu (\overline{\varphi} \psi_\varepsilon^2 + 2 |\psi_\varepsilon|^2 \varphi + \overline{\psi_\varepsilon} \varphi^2 + 2 |\varphi|^2 \psi_\varepsilon + |\varphi|^2 \varphi) \right].$$

(4.32)

Moreover, the envelopes $\beta_{1,2}(t, x)$ admit the following linear Dirac equation system:

$$\begin{cases}
\partial_t \beta_1 + v_\beta^x (\partial_x \beta_1 + i \partial_{x_2}) \beta_2 + i \vartheta \kappa(x) \beta_1 + i \mu_{1,jkl}(\overline{\beta_j \alpha_k \alpha_l + 2 \alpha_k \alpha_l \beta_l}) = \sum_{n \in \mathbb{Z}^2} f_{n1}[\alpha] + \Theta_1, \\
\partial_t \beta_2 + v_\beta^x (\partial_x \beta_2 - i \partial_{x_2}) \beta_1 - i \vartheta \kappa(x) \beta_2 + i \mu_{2,jkl}(\overline{\beta_j \alpha_k \alpha_l + 2 \alpha_k \alpha_l \beta_l}) = \sum_{n \in \mathbb{Z}^2} f_{n2}[\alpha] + \Theta_2,
\end{cases}$$

(4.33)

where the source term $f_{ni}[\alpha]$ are functions of $(t, x)$ for all $n \in \mathbb{Z}^2$, $i = 1, 2$,

$$f_{ni}[\alpha](t, x) = -i \int_{\mathbb{R}^2 \setminus \Omega} \tilde{C}_n(\xi) \overline{\alpha_j(t, \xi)} e^{i \xi \cdot x} d\xi \left< \hat{\Phi}_1(y), \hat{\Phi}_j(K - n\tilde{k}) e^{i(K - n\tilde{k}) \cdot y} \right> \Omega$$

$$- i |\Omega| \overline{\hat{\Phi}_i(K - n\tilde{k})} \hat{\Phi}_i(K - n\tilde{k}) \int_{\mathbb{R}^2 \setminus \Omega} \tilde{C}_n(\xi) \overline{\alpha_j(t, \xi)} e^{i \xi \cdot x} d\xi.$$

(4.34)

And, $\Theta_{1,2}(t, x)$ are defined as an inner product in $L^2_K(\mathbb{R}^2 / \Lambda)$,

$$\Theta_j(t, x) = \left< \Phi_j, \partial_t u^+_1 + i \nabla_x \cdot \mathbf{p}^s(u^+_1) - i \kappa W u^+_1 - i \mu (u^+_1 \alpha_j \alpha_k \Phi_j \Phi_k + 2 \alpha_j \alpha_k \Phi_j \Phi_k u^+_1) \right> \Omega.$$ 

(4.35)

When $\sigma = 2$, one can observe $\beta_{1,2}$ satisfy the same linear Dirac equation as [6]. Notice that $f_{ni}[\alpha]$, $i = 1, 2$ behave as the second order derivative of $\alpha$. Using the same argument as Lemma 4.2, we also conclude the well-posedness of $\beta_{1,2}$ in the following lemma:

**Lemma 4.6.** For any integer $s > 1$, assume that $\alpha_{j_0}(x) \in H^{s+3}(\mathbb{R}^2)$, $\beta_{j_0}(x) \in H^{s+1}(\mathbb{R}^2)$, $j = 1, 2$ are initial values to Dirac equations (1.3), (4.33). Let $0 < T_* < \infty$ define the lifetime of $\alpha_{1,2}(t, x)$ by Lemma 4.2. Then, the Dirac equation (4.33) has a unique solution

$$\beta_{1,2}(t, x) \in C([0, T_*], H^{s+1}(\mathbb{R}^2)) \cap C^1([0, T_*], H^s(\mathbb{R}^2)).$$

(4.36)

Moreover, if $\alpha_{j_0}(x)$, $\beta_{j_0}(x) \in \mathcal{S}(\mathbb{R}^2)$, $j = 1, 2$, it also indicates that $\|\beta_{1,2}(t, \cdot)\|_{W^{s,1}(\mathbb{R}^2)} < \infty$ for $t \in [0, T_*], 0 \leq N \leq s - 1, N \in \mathbb{N}.$
Theorem 4.7. Let $H$ be unitary and commutes with potential. Assume that $\alpha$ is given as:

$$H_S$$

where $u_{10} = \nabla_x \alpha_{j0} \cdot L_1^* p^* \Phi_j - \kappa \alpha_{j0} L_1^* [W \Phi_j] - \mu \alpha_{j0} \alpha_k \alpha_l L_1^* [\Phi_j \Phi_k \Phi_l]$.

We conclude the main result of second order approximation as follows:

**Theorem 4.7.** Let $s > 1$ be an integer, $1 < \sigma \leq 2$. $V(\cdot) \in C^\infty(\mathbb{R}^2/\Lambda)$ is a honeycomb potential. Assume that $\alpha_{j0} (\cdot), \beta_{j0} \in \mathcal{S}(\mathbb{R}^2), j = 1, 2$ are initial datum to Dirac equations (1.3), (4.33). For $S = \max \{s + 2, 5\}, \alpha_{1,2} (t, x) \in C([0, T_*), H^{S+3}(\mathbb{R}^2)) \cap C^1([0, T_*), H^{S+2}(\mathbb{R}^2))$, $\beta_{1,2} (t, x) \in C([0, T_*), H^{S+1}(\mathbb{R}^2)) \cap C^1([0, T_*), H^{S}(\mathbb{R}^2))$ with $T_* > 0$ finite. Suppose the initial condition satisfies

$$||\psi^\varepsilon(0, x) - \psi_{\varepsilon 0}(x)||_{H^s} \leq C \varepsilon^2.$$  

Then there exists $\varepsilon_0 > 0$, for any $0 < \varepsilon < \varepsilon_0$, the wave packet problem described by fNLS (1.1) has a unique solution

$$\psi^\varepsilon(t, x) \in C([0, T_*), H^s),$$

and for any $0 < T < T_\ast$, the approximated solution (4.25) satisfies the following estimate

$$\sup_{0 \leq t \leq T} ||\psi^\varepsilon(t, x) - \psi(t, x)||_{H^s} \leq C \varepsilon^2,$$

where $C$ is a positive constant independent of $\varepsilon$.

**Proof.** Using the Duhamel’s principle, we rewrite the error evolution in (4.26) as an integral equation, i.e.,

$$\varphi(t, x) = e^{-iH^s_\varepsilon} \varphi_0(x) - \frac{i}{\varepsilon} \int_0^t e^{i(H^s_\varepsilon - ED)\frac{s}{\varepsilon}} e^{iH^s_\varepsilon} (R_2 + R_3) (s, x) + e^{iH^s_\varepsilon} \nabla_x N[\varphi] (s, x) ds \tag{4.41}$$

We prove the above proposition by first investigating the estimate of $Q[\varphi](t, x)$. By the relationship stated in (4.2), it is easy to show the following conclusion since the standard Sobolev space $H^s(\mathbb{R}^2)$ is a Banach algebra when $s > 1$. Then,

$$||N[\varphi](t, x)||_{H^s} \leq C \varepsilon ||\varphi||_{H^s} \left(||\kappa W||_{L^\infty} + \||\alpha_j \Phi_j||_{L^\infty}^2 + \||\beta_j \Phi_j + u_1||_{H^s}^2\right)$$

$$+ C \varepsilon ||\varphi||_{H^s} \left(||\alpha_j \Phi_j||_{L^\infty} + \||\beta_j \Phi_j + u_1||_{H^s} + C \frac{||\varphi||_{H^s}}{\varepsilon^2}\right) \tag{4.42}$$

The last inequality we employ the Cauchy-Schwartz.

Notice that $H^s_\varepsilon$ is a self-adjoint operator. The linear fractional Schrödinger group $e^{iH^s_\varepsilon}$ is unitary and commutes with $H^s_\varepsilon$, i.e., for any $f \in H^s_\varepsilon$, it gives that

$$||e^{iH^s_\varepsilon} f(x)||_{L^2(\mathbb{R}^2)} = ||f(x)||_{L^2(\mathbb{R}^2)}, \tag{4.43}$$

and

$$||e^{i\frac{s}{\varepsilon} H^s_\varepsilon} f(x)||_{H^s} \approx ||e^{i\frac{s}{\varepsilon} H^s_\varepsilon} f(x)||_{L^2(\mathbb{R}^2)} + \left(||H^s_\varepsilon\right)^{\frac{s}{\varepsilon}} e^{i\frac{s}{\varepsilon} H^s_\varepsilon} f(x)||_{L^2(\mathbb{R}^2)} \approx ||f(x)||_{H^s}. \tag{4.44}$$
Thus, we can deduce the estimate of $Q[\varphi](t, \mathbf{x})$,

$$
\|Q[\varphi](t, \mathbf{x})\|_{H^s} = \frac{1}{\varepsilon} \int_0^t e^{\frac{jH^s}{\varepsilon} - \frac{i}{\varepsilon}N[\varphi]}(s, \mathbf{x})ds \leq C \int_0^t \|\varphi\|_{H^s} + \frac{1}{\varepsilon^2} \|\varphi\|_{H^s}^3 ds \quad (4.45)
$$

For $t \in [0, T]$, assume the following conclusion for $G_{0,2,3}(t, \mathbf{x})$ in (4.41) holds.

**Proposition 4.8.** Let $s > 1$ and $0 < T < T_*$, the following estimates of $G_j(t, \mathbf{x})$, $j = 0, 2, 3$ defined in (4.41) holds

$$
\sup_{0 \leq t \leq +\infty} \|G_0(t, \mathbf{x})\|_{H^s} \leq C \varepsilon^2, \quad \sup_{0 \leq t \leq T} \|G_j(t, \mathbf{x})\|_{H^s} \leq C \varepsilon^2, \quad j = 2, 3. \quad (4.46)
$$

The detailed proof of above will be postponed in next section by a refined Bloch spectral decomposition arguments. Thus, we can conclude that for any $s > 1$, $t \in [0, T]$,

$$
\|\varphi(t, \mathbf{x})\|_{H^s} \leq C_1 \varepsilon^2 + C_2 \int_0^t \|\varphi\|_{H^s} + \frac{1}{\varepsilon^2} \|\varphi\|_{H^s}^3 ds := \varepsilon\omega(t). \quad (4.47)
$$

We next employ the nonlinear Gronwall’s inequality [42] to derive the estimate of final result. Taking a derivative of $\omega(t)$ yields that

$$
\omega'(t) = C_2 \left( \frac{\|\varphi(t, \mathbf{x})\|_{H^s}}{\varepsilon} + \frac{\|\varphi(t, \mathbf{x})\|_{H^s}^3}{\varepsilon^3} \right) \leq C_2 \omega(t) + C_2 \omega^3(t), \quad (4.48)
$$

and $\omega(0) = C_1 \varepsilon$. Then by multiplying $\exp(2C_2t)\omega^{-3}(t)$ on both sides and integrating from 0 to $t$, it follows that

$$
\exp(2C_2t)\omega^{-2}(t) \geq \omega^{-2}(0) - \left( \exp(2C_2t) - 1 \right). \quad (4.49)
$$

Thus, there exists $\varepsilon_0 > 0$ sufficiently small, for all $t \in [0, T]$, $0 < \varepsilon < \varepsilon_0$, one can deduce

$$
\omega^2(t) \leq 2 \exp(2C_2t)\omega^2(0) \leq 2C_1^2 \exp(2C_2T)\varepsilon^2. \quad (4.50)
$$

Consequently we acquire

$$
\sup_{t \in [0, T]} \|\varphi(t, \mathbf{x})\|_{H^s} \leq C \varepsilon^2. \quad (4.51)
$$

**Remark 4.9.** The leading order term approximation theory in Theorem 4.3 can be also derived in this strategy. In such setup, it is evident to see that $Q[\varphi]$ still evolves in the same way as (4.45), and the estimate of explicit residuals as Proposition 4.8 will reduce into order $O(\varepsilon)$. Consequently, the nonlinear Gronwall inequality is only applicable in a short lifetime in (4.49), since $\omega(0)$ will be of $O(1)$.

### 5. Error Estimate of Explicit Parts

In this section, we will focus on the derivation in Proposition 4.8. The estimate to $G_0(t, \mathbf{x})$ is straightforward. We first establish the demonstration of $G_3(t, \mathbf{x})$. 
5.1. Estimate of $G_3$. For any $t \in [0, T]$, recalling the higher order residual $R_3$ stated in (4.31), then,

$$
G_3(t, x) = -\frac{i}{\varepsilon} \int_0^t e^{i(H^* - E_D)\frac{s}{\varepsilon}} e^{-iH^* \frac{s}{\varepsilon}} R_3(s, x)ds
$$

(5.1)

Notice that $\kappa(x)$ is smooth bounded on $\mathbb{R}^2$, $W(\cdot) \in \mathcal{C}^\infty(\mathbb{R}^2/\Lambda)$, $\Phi_j(\cdot) \in \mathcal{C}_K^\infty(\mathbb{R}^2/\Lambda)$ and $\alpha_1,2(t, \cdot) \in C([0, T], H^{s+5}(\mathbb{R}^3))$, $\beta_1,2(t, \cdot) \in C([0, T], H^{s+3}(\mathbb{R}^3))$. Note the estimate (4.10) given in Proposition 4.5, for any $s > 1$, $0 \leq t \leq T$, we can deduce that

$$
\|R_3(t, x)\|_{H^t_x} \leq C \varepsilon^3,
$$

(5.2)

and consequently we arrive at

$$
\sup_{0 \leq t \leq T} \|G_3(t, x)\|_{H^t_x} \leq C \varepsilon^2.
$$

(5.3)

5.2. Estimate of $G_2$. Now, we turn to the key estimate of $G_2(t, x)$. Although, the coefficient order here is lower than that of $G_3(t, x)$, we shall modify the procedure of subtle Bloch spectral decomposition presented in [17, 41], and improve the estimate of $G_2(t, x)$ up to order of exactly $\varepsilon^2$ for $t \in [0, T]$.

In upcoming justifications, we will treat the error estimate by rescaling from macroscopic variable $x$ to microscopic variable $y$. Recalling the equivalent relation of weighted/standard Sobolev space in (4.2) and let $x = \varepsilon y$, then we denote

$$
\mathcal{G}(t, y) = \varepsilon G_2(t, \varepsilon y).
$$

(5.4)

By the Floquet-Bloch theory in Section 2, $\{\Phi_b(y; k)\}_{b \geq 1, k \in \Omega^*}$ is complete in $L^2(\mathbb{R}^2)$. We claim the following expansion holds,

$$
\mathcal{G}(t, y) = \frac{1}{|\Omega^*|} \sum_{b \geq 1} \int_{k \in \Omega^*} \tilde{G}_b(t, k)\Phi_b(y; k)dk,
$$

(5.5)

where each component denotes as

$$
\tilde{G}_b(t, k) = \langle \Phi_b(y; k), \mathcal{G}(t, y) \rangle = -i \int_0^t e^{i(E_b(k) - E_D)\frac{s}{\varepsilon}} e^{-iE_b(k)\frac{s}{\varepsilon}}\langle \Phi_b(y; k), R_2(s, \varepsilon y) \rangle ds,
$$

(5.6)

Then, we separate $\mathcal{G}$ into two parts: $\mathcal{G}_D$, the frequency components lie in the two spectral bands $(k, E_-(k))$ and $(k, E_+(k))$ conically intersecting at the Dirac point $(K, E_D)$, while $\mathcal{G}_{D^c}$ indicates the frequency components lying in all the other spectral bands:

$$
\mathcal{G}(t, y) = \frac{1}{|\Omega^*|} \sum_{b \in \{\pm\}} \int_{k \in \Omega^*} \tilde{G}_b(t, k)\Phi_b(y; k)dk + \frac{1}{|\Omega^*|} \sum_{b \notin \{\pm\}} \int_{k \in \Omega^*} \tilde{G}_b(t, k)\Phi_b(y; k)dk
$$

$$
:= \mathcal{G}_D(t, y) + \mathcal{G}_{D^c}(t, y).
$$

(5.7)

Furthermore, we need divide the conjugated area $\Omega^*$ of frequencies into "near", "middle" and "far away from" $K$. To this end, we will use the indicator function $\chi(\cdot)$ defined below

$$
\chi(k \in D) := \begin{cases} 1, & \text{if } k \in D, \\ 0, & \text{otherwise}. \end{cases}
$$

(5.8)
We are now going to decompose $G_D$ into 3 parts as follows:

$$
G_D(t, y) = \frac{1}{|\Omega^*|} \sum_{b \in \{\pm\}} \int_{\Omega^*} \left[ \chi(|k - K| < \varepsilon) + \chi(\varepsilon \leq |k - K| < q_0) 
+ \chi(|k - K| \geq q_0) \right] \tilde{G}_b(t, k) \Phi_b(y; k) dk 
:= G_{D,1}(t, y) + G_{D,II}(t, y) + G_{D,III}(t, y).
$$

(5.9)

While $G_{D^c}$ is composed of $G_{D^c,1}$ and $G_{D^c,II}$:

$$
G_{D^c,1}(t, y) = \frac{1}{|\Omega^*|} \sum_{b \in \{1, \ldots, b_r \} \setminus \{\pm\}} \int_{\Omega^*} \chi(|k - K| < q_1) \tilde{G}_b(t, k) \Phi_b(y; k) dk
$$

$$
+ \frac{1}{|\Omega^*|} \sum_{b \geq b_r + 1} \int_{\Omega^*} \tilde{G}_b(t, k) \Phi_b(y; k) dk,
$$

(5.10)

$$
G_{D^c,II}(t, y) = \frac{1}{|\Omega^*|} \sum_{b \in \{1, \ldots, b_r \} \setminus \{\pm\}} \int_{\Omega^*} \chi(|k - K| \geq q_1) \tilde{G}_b(t, k) \Phi_b(y; k) dk.
$$

(5.11)

Here $q_0$ is defined in Section 3 to ensure (3.26) holds, and we choose $b_r \equiv +$ and $q_1 > 0$ in Corollary 3.5 such that $|E_b(k) - E_D|$ has a positive lower bound.

Due to the fact (2.15) and each $E_b(k)$ is Lipschitz continuous, for any $s \geq 0$, one can conclude

$$
\|G(t, y)\|^2_{H^s(\mathbb{R}^2)} \approx \frac{1}{|\Omega^*|} \sum_{b \geq 1} \int_{\Omega^*} \left( 1 + E_b(k) \right) \frac{2^s}{2^s} |\tilde{G}_b(t, k)|^2 dk
$$

$$
\approx \|G_D(t, y)\|^2_{L^2(\mathbb{R}^2)} + \|G_{D^c}(t, y)\|^2_{H^s(\mathbb{R}^2)}
$$

$$
\approx \|G_{D,1}(t, y)\|^2_{L^2(\mathbb{R}^2)} + \|G_{D,II}(t, y)\|^2_{L^2(\mathbb{R}^2)} + \|G_{D,III}(t, y)\|^2_{L^2(\mathbb{R}^2)}
$$

$$
+ \|G_{D^c,1}(t, y)\|^2_{H^s(\mathbb{R}^2)} + \|G_{D^c,II}(t, y)\|^2_{L^2(\mathbb{R}^2)}.
$$

(5.12)

In the following investigation, we will frequently employ Poisson-Summation formula, and the proof has been given by [17]. We claim that for any $\Gamma(\cdot)$ algebraic decay at infinity and $\Psi(\cdot) \in C_c^\infty(\mathbb{R}^2/\Lambda)$, the inner product projects onto each eigenfunction could be decomposed into an infinite sequence summation on $L^2(\Omega)$, i.e.,

$$
\langle \Phi_b(y; k), \Gamma(\varepsilon y) \Psi(y) \rangle = \frac{1}{|\varepsilon^2|} \frac{1}{|\Omega|} \sum_{m \in \mathbb{Z}^2} \hat{\Gamma}(\frac{m \tilde{k} + k - K}{\varepsilon}) \int_{\Omega} e^{i(m \tilde{k} + k - K) \cdot y} \Phi_b(y; k) \Psi(y) dy,
$$

and if $\xi \neq 0$, $\forall N \geq 0$, we use integration by parts to get an upper bound

$$
|\hat{\Gamma}(\xi)| \leq C \frac{1}{|\xi|^N} \|\Gamma(\cdot)\|_{W^{N,1}(\mathbb{R}^2)} < +\infty.
$$

(5.13)

(5.14)

Noticing the components in $R_2$, we formally denote $\Gamma_\ell$ and $\Psi_\ell$, $\ell = 1, \cdots, 6, n$ as follows:

$\Gamma_1 = (-i \partial_t \beta_j, -\nabla_{x_j} \beta_j, \kappa \beta_j, \mu (\overline{\beta_j} \alpha_k \alpha_l + 2 \overline{\alpha_j} \alpha_k \beta_l)), \quad \Psi_1 = (\Phi_j, P^\sigma \Phi_j, W \Phi_j, \overline{P_j} \Phi_1)$

$\Gamma_2 = -i \partial_t (\nabla_{x_j} \alpha_j, -\kappa \alpha_j, -\mu \overline{\alpha_j} \alpha_k \alpha_l), \quad \Psi_2 = (L_1^\perp P^\sigma \Phi_j, L_1^\perp [W \Phi_j], L_1^\perp [\overline{P_j} \Phi_1])$
Moreover, thanks to the decay estimate of $\hat{\Phi}$ we rewrite the Poisson-Summation sequence in view of uniform summation convergence for all $m$

Next, if $\Phi = \pm \neq 0$, one can observe there exists a constant $C > 0$ such that

$$|m \vec{k} + k - |k| = C(1 + |m|).$$  

We choose the integer $N > 2$ in (5.14) to obtain

$$|\chi (|k| < q_0) I_2| \leq C \varepsilon^N.$$  

Next, if $m = 0$, $|k - |k| < q_0$, recalling (3.26) proposed in Section 3, $\Phi (y; k)$ satisfies the following expansion when $0 < |k| < q_0$

$$\Phi (y; k) = \frac{e^{i\kappa \cdot y}}{\sqrt{2}} [\frac{\kappa_1 + i\kappa_2}{|\kappa|}\Phi_1 (y) \pm \Phi_2 (y) + O_H(\varepsilon^2/|\kappa|)],$$

with $\kappa = k - |k|$.  

Substituting above formula into $I_1$, it follows that

$$I_1 = \frac{\kappa_1 + i\kappa_2}{\sqrt{2} |\kappa|} \hat{\Gamma}_\ell (t, \frac{k}{\varepsilon}) \cdot \langle \Phi_1 (y), \Psi_\ell (y) \rangle + \frac{1}{\sqrt{2}} \hat{\Gamma}_\ell (t, \frac{k}{\varepsilon}) \cdot \langle \Phi_2 (y), \Psi_\ell (y) \rangle + \Re (t, \frac{\kappa}{\varepsilon}) O(|\kappa|),$$

where $\Re (t, \frac{\kappa}{\varepsilon}) O(|\kappa|)$ is the remainder.
Therefore, when the residual term only the Dirac equation (4.33) holds, we can see that both parts vanish on above. Then
\[ R \leq 0. \]
and
\[ R = 0. \]
Since the Dirac equation (4.33) holds, we can see that both parts vanish on above. Then
\[ R = 0. \]
and
\[ R = 0. \]
According to the facts stated in (3.21)(3.28)(3.29), all non-zero terms indicate that
\[ \|G\| \leq \epsilon. \]
Whereas
\[ \|G\| \leq \epsilon. \]
Therefore, when \( t \in [0, T] \) and \( \varepsilon \leq |k - K| < q_0 \), one can obtain
\[ \|G(t, y)\|_{L^2(\mathbb{R}^3)} \leq C \int_{\Omega^*} \varepsilon + |k - K| \delta t \, ds \]
(5.25)
Whereas \( \varepsilon \leq |k - K| < q_0 \), it leads to the following property of \( I_1 \) by recalling (5.14),
\[ \|G(t, y)\|_{L^2(\mathbb{R}^3)} \leq C \int_{\Omega^*} \varepsilon + |k - K| \delta t \, ds \]
(5.26)
Therefore, when \( t \in [0, T] \) and \( \varepsilon \leq |k - K| < q_0 \), one can obtain
\[ \|G(t, y)\|_{L^2(\mathbb{R}^3)} \leq C \int_{\Omega^*} \varepsilon + |k - K| \delta t \, ds \]
Here we choose $N > 2$ to guarantee the boundedness.

Next we give the estimate of $G_{D, III}$. If $k \in \Omega^*$ and $|k - K| > q_0$, it is easy to show

$$|m\hat{k} + k - K| \geq C(1 + |m|), \quad \forall m \in \mathbb{Z}^2.$$  

(5.28)

Then by invoking the Poisson-Summation formula, for any $t \in [0, T]$ we can deduce

$$\chi(|k - K| > q_0)|\langle \Phi_\pm(y; k), R_2(t, \varepsilon y) \rangle| \leq C \sum_{m \in \mathbb{Z}^2} \frac{\varepsilon^N}{(1 + |m|)^N}.$$  

(5.29)

Let $N > 2$, we have the following bound as $t \in [0, T], \quad \|G_{D, III}(t, y)\|_{L^2(\mathbb{R}^2)} \leq C\varepsilon^4.$  

(5.30)

Now, we turn to derive $G_{D, \ast, 1}(t, y)$, we first recall that

$$G_{D, \ast, 1}(t, y) = \sum_{b \in \{1, \ldots, b_r\} \\Delta \{\pm\}} \int_{\Omega^*} \chi(|k - K| < q_1)\tilde{G}_b(t, k)\Phi_b(y; k)dk$$

$$+ \sum_{b \geq b_r + 1} \int_{\Omega^*} \tilde{G}_b(t, k)\Phi_b(y; k)dk,$$  

(5.31)

By employing the integration by parts, it yields

$$\tilde{G}_b(t, k) = -i \int_0^t e^{i(E_b(k) - E_D)\frac{s}{2}} e^{-iE_b(k)\frac{s}{2}} \langle \Phi_b(y; k), R_2(s, \varepsilon y) \rangle ds$$

$$= \frac{-\varepsilon}{E_b(k) - E_D} \left[e^{-iE_D\frac{s}{2}} \langle \Phi_b(y; k), R_2(t, \varepsilon y) \rangle - e^{-iE_b(k)\frac{s}{2}} \langle \Phi_b(y; k), R_2(0, \varepsilon y) \rangle \right]$$

$$+ \frac{\varepsilon}{E_b(k) - E_D} \int_0^t e^{i(E_b(k) - E_D)\frac{s}{2}} e^{-iE_b(k)\frac{s}{2}} \langle \Phi_b(y; k), \partial_s R_2(s, \varepsilon y) \rangle ds.$$  

(5.32)

According to Corollary 3.5, if $b \in \{1, \ldots, b_r\} \\Delta \{\pm\}$, $|k - K| < q_1$ or $b \geq b_r + 1$, $k \in \Omega^*$, $|E_b(k) - E_D|$ have a positive lower bound. Thus, the following assertion holds for $t \in [0, T], \quad \|G_{D, \ast, 1}(t, y)\|_{H^s(\mathbb{R}^2)}^2 \leq C\varepsilon^2(\|R_2(0, \varepsilon y)\|_{H^s(\mathbb{R}^2)}^2 + \|R_2(t, \varepsilon y)\|_{H^s(\mathbb{R}^2)}^2)$.  

(5.33)
\[ + C \varepsilon^2 t \int_0^t \sum_{b \in \{\pm\}} \int_{\Omega^*} (1 + E_b(k))^\frac{3}{2} \left| \langle \Phi_b(y; k), \partial_s R_2(s, \varepsilon y) \rangle \right|^2 dk \, ds \]

\[ \leq C \varepsilon^4 + C \varepsilon^2 t^2 \sup_{0 \leq t \leq T} \| \partial_t R_2(t, \varepsilon y) \|^2_{H^s(\mathbb{R}^2)} \]

\[ \leq C \varepsilon^4. \]  

(5.33)

Now, it remains to show the estimate of \( G_{D_{1\Pi}}(t, y) \). When \( b \in \{1, \ldots, b_r\} \setminus \{\pm\} \), the spectral band \( E_b(k) \) are uniform bounded, it is sufficient to justify under the \( L^2 \)-norm.

Owing to \( k \in \Omega^*, |k - K| \geq q_1 \), for any \( m \in \mathbb{Z}^2 \),

\[ |m\bar{k} + k - K| \geq C(1 + |m|). \]  

(5.34)

Therefore, an analogous argument used in \( G_{D_{1\Pi}} \) indicates that

\[ \sup_{0 \leq t \leq T} \| G_{D_{1\Pi}}(t, y) \|_{L^2(\mathbb{R}^2)} \leq C \varepsilon^2. \]  

(5.35)

Finally, by invoking the fact of (4.2)(5.4), we arrive at

\[ \sup_{0 \leq t \leq T} \| G_{2}(t, x) \|_{H^s_x} = \sup_{0 \leq t \leq T} \| G(t, y) \|_{H^s(\mathbb{R}^2)} \leq C \varepsilon^2. \]  

(5.36)

Consequently, we finish the proof of Proposition 4.8, and therewith also Theorem 4.7.

\[ \square \]
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**A. Dirac points in shallow honeycomb potentials**

In this Appendix we prove that the assumptions of Theorem 3.1 can be satisfied for sufficient small honeycomb potentials. We treat \( H^\sigma_\sigma = (-\Delta)^{\sigma/2} + \varepsilon V(y) \) as a perturbation to the fractional Laplacian \( (-\Delta)^{\sigma/2} \) in \( H^\sigma_\sigma(\mathbb{R}^2/\Lambda) \). The following Lemma can be obtained by a direct justification.

**Lemma A.1.** Let \( 1 < \sigma \leq 2 \), consider the \( L^2(\mathbb{R}^2/\Lambda) \)-eigenvalue problem of \( (-\Delta)^{\sigma/2} \). The lowest eigenvalue \( E^{(0)} = |K|^\sigma \) is of multiplicity three with the corresponding eigenspace spanned by \( e^{iK'y}, e^{iR^2K'y} \) and \( e^{iR^2K'y} \).

According to the orthogonal decomposition of \( L^2(\mathbb{R}^2/\Lambda) \) under the rotational operator \( R \) in (2.19), and \( \tau = e^{i2\pi/3} \). Then, \( E^{(0)} \) is a simple eigenvalue in \( L^2_{K, \nu} \) with the corresponding normalized orthogonal eigenfunction as follows

\[ \Phi^{(0)}_\nu(y) = \frac{1}{\sqrt{3|\Omega|}} \left[ e^{iK'y} + \nu e^{iR^2K'y} + \nu e^{iR^2K'y} \right] \in L^2_{K, \nu}(\mathbb{R}^2/\Lambda), \quad \nu \in \{1, \tau, \bar{\tau}\}. \]  

(A.1)

Now we show the following spectral band degeneracy of \( K \)-quasi-periodic eigenvalue problem with a small amplitude potential, hence that conical existence of Dirac points. For a generic potential \( V(y) \), we refer the readers to [16, 15]
Proposition A.2. Let $V(y)$ be a honeycomb potential and $\mathcal{H}_\epsilon^\sigma = (-\Delta)^{\frac{\sigma}{2}} + \epsilon V(y)$. Suppose that $\hat{V}(0,1)$, a Fourier coefficient of $V(y)$, is not vanishing, i.e.,
\[ \hat{V}(0,1) = \frac{1}{|\Omega|} \int_{\Omega} e^{-ik_2 \cdot y} V(y) dy \neq 0. \] (A.2)

Then there exists a constant $\epsilon_0 > 0$, and mappings $\epsilon \mapsto E_\epsilon^D$, $\epsilon \mapsto \Phi_\epsilon^1(y) \in L^2_{K,\tau}$ such that for all $\epsilon \in (-\epsilon_0, \epsilon_0)$,

1. $E_\epsilon^D$ is a two-fold degenerate $L^2_{K}$-eigenvalue of $\mathcal{H}_\epsilon^\sigma$ with the following
\[ E_\epsilon^D = E(0) + \epsilon(\hat{V}(0,0) - \hat{V}(0,1)) + O(\epsilon^2). \] (A.3)

2. $E_\epsilon^D$ is a simple $L^2_{K,\tau}$-eigenvalue of $\mathcal{H}_\epsilon^\sigma$ with the corresponding eigenspace spanned by the normalized eigenfunction $\Phi_\epsilon^1(y) \in L^2_{K,\tau}$.

3. The Dirac velocity $v_{F,\epsilon}^\sigma$ is approximated by
\[ v_{F,\epsilon}^\sigma = \frac{1}{2} \sigma \left( \frac{4\pi}{3} \right)^{\sigma-1} + O(\epsilon) \neq 0. \] (A.4)

Thus, by Theorem 3.1, $(E_\epsilon^D, K)$ is a Dirac point.

Proof. Note that $E(0)$ is a simple $L^2_{K,\nu}$-eigenvalue of the fractional Laplacian $(-\Delta)^{\frac{\sigma}{2}}$ for each $\nu \in \{1, \tau, \bar{\tau}\}$. Denote $E_\nu^\sigma$ as the $L^2_{K,\nu}$-eigenvalue of $\mathcal{H}_\epsilon^\sigma$. Namely, consider the perturbed $L^2_{K,\nu}$-eigenvalue problem,
\[ ((-\Delta)^{\frac{\sigma}{2}} + \epsilon V(y)) \Phi_\epsilon^\nu(y) = E_\epsilon^\nu \Phi_\epsilon^\nu(y), \quad \Phi_\epsilon^\nu(y) \in L^2_{K,\nu}. \] (A.5)

Evidently, the eigenvalue $E_\epsilon^\nu$ remains simple in each subspace $L^2_{K,\nu}$ by a perturbation argument [37]. By symmetry, we know that $E_\tau^\epsilon = E_\bar{\tau}^\epsilon$ which is denoted by $E_\epsilon^D$. So we only need to show that $E_1^\epsilon$ differs from $E_\epsilon^D$ and the Dirac velocity does not vanish.

With a Lyapunov-Schmidt reduction, we obtain that for a sufficiently small $\epsilon$,
\[ E_\nu^\epsilon = E(0) + \epsilon \langle \Phi_\nu(0), V(y) \Phi_\nu(0) \rangle_\Omega + O(\epsilon^2), \quad \nu = 1, \tau, \bar{\tau}. \] (A.6)

and
\[ v_{F,\epsilon}^\sigma = \frac{1}{2} \langle \Phi_1^\epsilon(y), i p^\sigma \Phi_2^\epsilon(y) \rangle_\Omega \cdot \left( \frac{1}{i} \right) = \frac{1}{2} \langle \Phi_1^\epsilon(y), i p^\sigma \Phi_2^\epsilon(y) \rangle_\Omega \cdot \left( \frac{1}{i} \right) + O(|\epsilon|). \] (A.7)

Here, we use the symmetry arguments which is much simpler than that of [15]. The key is to compute (A.6) and (A.7). Since $V(y)$ is rotational invariance, we continue to derive the following three parts:

\[ |\Omega|\hat{V}(0,0) = \langle e^{ik_1 \cdot y}, V(y) e^{ik_1 \cdot y} \rangle_\Omega = \langle e^{iR_k \cdot y}, V(y) e^{iR_k \cdot y} \rangle_\Omega = \langle e^{iR_k \cdot y}, V(y) e^{iR_k \cdot y} \rangle_\Omega; \]

\[ |\Omega|\hat{V}(0,1) = \langle e^{ik_2 \cdot y}, V(y) e^{ik_2 \cdot y} \rangle_\Omega = \langle e^{iR_k \cdot y}, V(y) e^{iR_k \cdot y} \rangle_\Omega = \langle e^{iR_k \cdot y}, V(y) e^{iR_k \cdot y} \rangle_\Omega; \]

\[ |\Omega|\hat{V}(-1,0) = \langle e^{ik_1 \cdot y}, V(y) e^{iR_k \cdot y} \rangle_\Omega = \langle e^{iR_k \cdot y}, V(y) e^{iR_k \cdot y} \rangle_\Omega = \langle e^{iR_k \cdot y}, V(y) e^{iR_k \cdot y} \rangle_\Omega. \] (A.8)
And, one can also verify that \( \hat{V}(-1,0) = \hat{V}(0,1) \), i.e.,

\[
\int_{\Omega} e^{-iK \cdot y} V(y) e^{iR \cdot K \cdot y} dy = \int_{\Omega} e^{iR \cdot K \cdot y} V(y) e^{-iK \cdot y} dy = \int_{\Omega} e^{-iR \cdot K \cdot y} V(y) e^{iK \cdot y} dy. \tag{A.9}
\]

Substituting (A.1) into (A.6) and employing the calculations in (A.8), we immediately get

\[
E_\epsilon = E^{(0)} + \epsilon(\hat{V}(0,0) - \hat{V}(0,1)) + O(\epsilon^2) \tag{A.10}
\]

and

\[
E_1^\epsilon = E^{(0)} + \epsilon(\hat{V}(0,0) + 2\hat{V}(0,1)) + O(\epsilon^2) \tag{A.11}
\]

As long as \( \hat{V}(0,1) \neq 0 \), the three-fold \( L^2_K \)–eigenvalue, \( E^{(0)} = |K|^\sigma \), splits into two distinct eigenvalues continuously dependent on \( \epsilon \): one is a two-fold eigenvalue \( E_D^\epsilon \) in \( L^2_{K,\tau} \oplus L^2_{K,\bar{\tau}} \), and the other is a simple \( L^2_{K,1} \)–eigenvalue \( E_1^\epsilon \). This proves assertions (1)–(2) of Proposition A.2.

On the other hand, \( \Phi_1^{(0)}(y) = \Phi_1^{(0)}(y) \) and \( \Phi_2^{(0)}(y) = \Phi_\tau^{(0)}(y) \), we first compute

\[
-\langle \Phi_1^{(0)}(y), i p^\sigma \Phi_2^{(0)}(y) \rangle_{\Omega} = \frac{1}{3} \sigma |K|^{\sigma - 2} \left[ K + \tau R K + \tau^2 R^2 K \right] = \frac{2\pi}{3} \sigma |K|^{\sigma - 2} \left( \frac{1}{i} \right). \tag{A.12}
\]

Substituting above into (A.7), we immediately obtain (A.4). Thus we complete the proof. \( \square \)
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