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Abstract: The holomorphic Coulomb gas formalism, as developed by Feigin-Fuchs, Dotsenko-Fateev and Felder, is a set of rules for computing minimal model observables using free field techniques. We attempt to derive and clarify these rules using standard techniques of quantum field theory. We begin with a careful examination of the timelike linear dilaton. Although the background charge of the model breaks the scalar field’s continuous shift symmetry, the exponential of the action remains invariant under a discrete shift because the background charge is imaginary. Gauging this symmetry makes the dilaton compact and introduces winding modes into the spectrum. One of these winding operators corresponds to the anti-holomorphic completion of the BRST current first introduced by Felder, and the full left/right cohomology of this BRST charge isolates the irreducible representations of the Virasoro algebra within the degenerate Fock space of the linear dilaton. The “supertrace” in the BRST complex reproduces the minimal model partition function and exhibits delicate cancellations between states with both momentum and winding. The model at the radius $R = \sqrt{pp}$ has two marginal operators corresponding to the Dotsenko-Fateev “screening charges”. Deforming by them, we obtain a model that might be called a “BRST quotiented compact timelike Liouville theory”. The Hamiltonian of the zero-mode quantum mechanics of this model is not Hermitian, but it is $PT$-symmetric and exactly solvable. Its eigenfunctions have support on an infinite number of plane waves, suggesting an infinite reduction in the number of independent states in the full quantum field theory. Applying conformal perturbation theory to the exponential interactions reproduces the Coulomb gas calculations of minimal model correlation functions. In contrast to spacelike Liouville, these “resonance correlators” are finite because the zero mode is compact. We comment on subtleties regarding the reflection operator identification, as well as naive violations of truncation in correlators with multiple reflection operators inserted. This work is part of an attempt to understand the relationship between the JT model of two dimensional gravity and the worldsheet description of the $(2,p)$ minimal string as suggested by Seiberg and Stanford.
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1 Introduction

The minimal models of two dimensional conformal field theory are among the most studied and best understood of all quantum field theories [1–3]. They serve as the prototypical examples of rational conformal field theories [4, 5], and their solution via the conformal bootstrap exemplifies the power of the abstract, non-Lagrangian approach to conformal field theory and critical phenomena.

Although these models are defined abstractly by their spectrum of local operators and OPE coefficients, they are perhaps most interesting when viewed in relation to other two-dimensional systems. Each minimal model controls the long-distance dynamics of a rich universality class of interesting and physically realizable lattice models [6, 7]. Within the realm of continuum field theory, these universality classes are known to include the Landau-Ginzburg models [8], and probably include some version of highly curved, small-AdS quantum gravity in three dimensions [9–11]. There are interesting renormalization group flows between the different models [12], and even their massive deformations exhibit fascinating properties [13].

In each of the previous examples, the minimal model describes the (ultraviolet or infrared) asymptotics of another scale-dependent system. The minimal models also have a number of exact descriptions in terms of other seemingly unrelated conformal field theories, each of which involves a gauging procedure or the imposition of constraints. The Goddard-Kent-Olive coset construction of the minimal models [14–18] played a key role in demonstrating unitarity of the \( \frac{p}{m}, \frac{q}{m+1} \) series, and the work of Bershadsky and Ooguri relates the models to a Hamiltonian reduction of the \( \text{SL}(2,\mathbb{R}) \) WZW model. The focus of this paper will be on the oldest, and in some sense most puzzling, exact construction of the minimal models: the Coulomb gas formalism. Our main conclusion is that, at least for the \( \frac{2}{p}, \frac{2}{q} \) models, the Coulomb Gas formalism fits comfortably within the standard framework of local quantum field theory, and can in fact be derived from standard QFT manipulations of a somewhat exotic “compact timelike linear dilaton theory” with a peculiar operator spectrum and a BRST symmetry. The framework could equivalently be described as a “BRST quotient of the compact timelike Liouville theory”. The goal is to subject these models to a careful modern analysis and to clarify their relation to the minimal models.

It was known very early on that a large class of two dimensional lattice models renormalize onto a scalar field at criticality. Indeed, a two dimensional scalar field with a background coupling to curvature can realize any central charge, and the exponential vertex operators of such a model can realize almost any conformal dimension. This fact alone suggests that many fixed points could be described or embedded within such a model, and most known rational conformal field theories do have realizations in terms of multiple free fields. The heuristic suggests that, just as a highly curved manifold can always be embedded in a flat space of sufficiently high dimension, it might be possible to conformally embed any interacting 2d CFT in a set of free (flat) fields subject to some constraints (gauging, deformation by a marginal operator, BRST quotient, etc.). In this sense the Coulomb gas formalism plays a role similar to the Whitney embedding theorem for 2d CFT [19].
The standard free field realization of the minimal models involves a single scalar field, the so-called timelike linear dilaton.\(^1\) The linear dilaton first appeared in the physics literature in a paper by Chodos and Thorn [20] as part of an attempt to change the critical dimension of the bosonic string. A decade later, Thorn returned to the model to study the Kac determinant formula and to work out explicit expressions for the singular vectors [21] (see also the works of Tsuchiya-Kanie [22], Kato-Matsuda [23–26], and Gervais-Neveu [27–29]). In a separate attempt to understand the structure of the reducible Verma modules over the Virasoro algebra (and to prove the Kac determinant formula), Feigin and Fuchs were led to study a series of auxiliary modules (importantly inequivalent to any Verma module), the spaces of semi-infinite forms. Phrased in physical terms, this construction embedded states of the degenerate Virasoro representation in the Fock space of an anticommuting \(bc\) ghost system [30, 31]. Later work “bosonized” the construction [32], leading to the modern presentation of the Coulomb gas formalism. In the language of this paper, Feigin and Fuchs investigated the Hilbert space of the timelike linear dilaton, but they did not study its marginal deformations since they were concerned with kinematics rather than dynamics.

These mathematical developments first made contact with the minimal models through the work of Dotsenko and Fateev [33–36], who invented a seemingly ad-hoc prescription to compute observables in the minimal models using free field correlation functions. Working with the holomorphic sector of the timelike linear dilaton theory

\[
S[\phi, g] = \frac{1}{4\pi} \int d^2 x \sqrt{g} \left[ g^{ab} \partial_a \phi \partial_b \phi + Q \phi R(g) \right], \quad Q = \frac{iP - P'}{\sqrt{pp'}} \equiv i(\alpha_+ + \alpha_-),
\]

Dotsenko and Fateev were led to identify the minimal model primaries \(M_{r,s}(z)\) with the exponential operators \(e^{ia_{r,s} \phi(z)}\) of the same conformal dimension (the indices \(r, s\) label entries in the Kac table). Genus zero correlation functions of these exponential operators are given by free field expectation values with a modified selection rule \(\sum \alpha_i = -2iQ\) on the momenta, and obviously do not reproduce the correlations of the interacting minimal models. As a remedy, Dotsenko and Fateev identified a pair of dimension \(h = 1\) primary operators \(e^{2i\alpha_\pm \phi(z)}\) (importantly, neither corresponds to an operator in the minimal model). Closed line integrals of these operators commute with the Virasoro algebra, but not with the anomalous \(U(1)\) current \(\partial \phi(z)\). They can therefore be used to “screen” the background charge asymmetry, producing non-zero values for correlation functions on the sphere that would otherwise vanish. The prescription for calculating the holomorphic parts of correlators takes the schematic form

\[
\left\langle M_{r_1,s_1}(z_1) \ldots M_{r_n,s_n}(z_n) \right\rangle \\
\sim \left\langle e^{ia_{r_1,s_1} \phi(z_1)} \ldots e^{ia_{r_n,s_n} \phi(z_n)} \prod_{i=1}^{n_+} \int_{C_i} e^{2i\alpha_+ \phi(w_i)} dw_i \prod_{j=1}^{n_-} \int_{C_j} e^{2i\alpha_- \phi(w_j)} dw_j \right\rangle,
\]

\(^1\)The terminology “timelike” derives from the string theory literature, where it is common to use a dilaton with a wrong-sign kinetic term and a real background charge rather than a dilaton with a conventional kinetic term and an imaginary background charge. The two descriptions are related by the field redefinition \(\phi(x) \rightarrow i\phi(x)\).
where the number of screening charges is determined by the selection rule on the momenta. Without any a priori justification for the screening charge prescription, the choice of contours in this formula is not fixed. Instead, the correct combination of contours is determined by combining the holomorphic and anti-holomorphic correlators and requiring locality (absence of branch cuts) in the final answer. With the four-point functions in hand, Dotsenko and Fateev worked backwards to derive the set of OPE coefficients that define each model.

This convoluted procedure devised by Dotsenko and Fateev is commonly known as the Coulomb gas formalism. At the time of its invention, the framework appeared to be a clever trick for finding integral representations of conformal blocks, but the physical interpretation remained murky. Its relation to more central ideas in quantum field theory began with the work of Felder [37], who identified a hidden BRST structure in the construction and used it to compute certain genus one observables.

The most obvious question raised by the work of Dotsenko and Fateev regards the special status of the “minimal model exponentials” in the linear dilaton theory. In particular, what is it that singles them out from the much larger space of exponential vertex operators in the model? Felder’s answer to this question involved an ingenious combination of the work of Thorn, Feigin-Fuchs, and Dotsenko-Fateev. His basic innovation was to reinterpret the construction of Feigin and Fuchs as a BRST quotient of the linear dilaton Hilbert space. Combining Thorn’s explicit expressions for the Fock space singular vectors [21–26] with the structure of the Feigin-Fuchs bosonic resolution [32], Felder constructed a series of nilpotent BRST operators from multiple nested line integrals of the Dotsenko-Fateev screening operators. The cohomology of these charges in the “minimal model Fock spaces” $F_{r,s}$ yields the corresponding irreducible representation of the Virasoro algebra. Felder’s holomorphic BRST complex is infinite in both directions, so his construction involves the extraneous vertex operators present in the linear dilaton but not the minimal model. Crucially, he demonstrated that all of the cohomology of the complex

$$\ldots \xrightarrow{Q} F_{\ast} \xrightarrow{Q} F_{r,s} \xrightarrow{Q} F_{\ast} \xrightarrow{Q} \ldots$$

is concentrated in $F_{r,s}$: the extra operators in the model are all either BRST exact or not BRST closed. Since a trace in the cohomology is the same as the alternating trace in the full complex, Felder was able to easily reproduce the Rocha-Caridi form of the minimal model character [38]. A second major component of Felder’s work developed the notion of “screened vertex operators”, in which one attaches line integrals of the Dotsenko-Fateev screening operators to the exponential operators. Inside of correlation functions, these integrals can be deformed onto the Dotsenko-Fateev contours, reproducing the Coulomb gas calculation. This construction seems far less natural from the point of view of local quantum field theory, and we will not need it in our formulation. In its place we substitute conformal perturbation theory.

Felder’s work sparked followups in many directions (see [39, 40] for useful reviews). In particular, the ability to project out unwanted states through the BRST quotient opened up the possibility to calculate observables on higher genus surfaces using the Coulomb gas formalism [41–43] (see also [44–54]). Importantly, in some of these higher genus calculations
it was noted that the scalar field should be compact, although attention to such global issues was scarce. As we will see, this is a crucial ingredient in the Coulomb gas quantum field theory: without it, Felder’s BRST current (which is a winding operator in the full model) would not be in the spectrum. The Dotsenko-Fateev contour prescription becomes much more complicated on a surface with nontrivial cycles, and many of the works on higher genus had difficulty explicitly demonstrating modular invariance. This would be an afterthought if the rules could be derived from a description where locality was manifest.

The combined work of Dotsenko-Fateev and Felder is highly suggestive. In fact, already in their second paper Dotsenko and Fateev noted that their final answers could be reproduced by surface integrals of a pair of marginal operators. The precise physical interpretation of this fact was left open due to certain technical puzzles that we will describe, but this observation clearly suggests that the minimal model might be obtained as a marginal deformation of the timelike linear dilaton.

The aim of this paper is to combine this observation of Dotsenko-Fateev with Felder’s BRST construction, paying close attention to global issues and clarifying some subtle points which have been glossed over in previous treatments. The main takeaway of the analysis is that compactness of the linear dilaton is crucial, and the BRST structure of the model is indispensable. Taken together, they conspire to fix several pathologies arising in the naive interpretation of the theory, including some apparent violations of the minimal model fusion rules that actually result from calculating non-BRST invariant quantities.

It is useful to compare the techniques of this paper with the standard treatment of spacelike Liouville theory, which historically also developed from Coulomb gas techniques. The screening charge prescription of Goulian-Li [55] calculates a special class of resonance correlators in spacelike Liouville. For this set of correlators, which can be screened by an integer number of Liouville interactions, the zero-mode of the field feels no effective potential. Integrating over this undamped non-compact direction in field space produces divergences in the correlation functions which are identified as poles in the DOZZ formula [56, 57], and the residues of these poles match the naive screening charge calculation. In spacelike Liouville theory, most of the correlation functions of interest cannot be screened in this way, and are instead obtained through a clever analytic continuation. In the case at hand it is precisely these resonance correlators that one wants to calculate and compare to the minimal model. We obtain finite answers, along with a normalizable $SL(2, \mathbb{C})$ invariant groundstate and normalizable operators, because our zero mode is compact. We should also note that there has been scattered work on timelike Liouville theory [58–68]. These treatments typically do not compactify the Liouville scalar, nor do they implement the BRST quotient. Taking these global issues into account might shed light on some of the puzzles encountered in these works, especially the failure of truncation noted in [64].

Finally, we should mention that our primary motivation for this work is to better understand the relationship between the JT model [69–74] of two-dimensional quantum gravity and the worldsheet description of the $(2, p)$ minimal string. The JT model is a profoundly simple theory of two-dimensional gravity in which one only path-integrates over metrics of constant negative curvature (plus some extrinsic wiggles in the asymptotic regions). The path integral of this model has recently been computed to all orders in the
genus expansion [75], where it was also linked to the type of double-scaled matrix integral known to describe minimal matter coupled to the Liouville field [76–79]. In particular, calculations in the JT description seem to imply a relationship with the $p \to \infty$ limit of the $(2, p)$ minimal model coupled to Liouville. The heuristic explanation for this correspondence was suggested by Seiberg and Stanford [75]: as $p \to \infty$ the central charge of the minimal model $c_M \to -\infty$ so that the Liouville central charge tends to $c_L \to +\infty$. This is a semiclassical limit for the conformal factor in which only the saddles (which are constant curvature surfaces) contribute. Formal manipulations [75, 80] involving the Feigin-Fuchs description of the minimal model coupled to Liouville seem to suggest that a direct, rigorous limit might be taken, and this paper is a first step in that direction.

The outline of this paper is as follows. In section 2, we briefly review well known facts about the minimal models and the structure of degenerate Verma modules. Section 3 presents the standard treatment of the Coulomb gas formalism, including the work of Feigin-Fuchs and Dotsenko-Fateev. Section 4 explores Felder’s BRST construction in some instructive examples before presenting the general case. In section 5, we introduce and begin to analyze the compact timelike linear dilaton, paying special attention to the BRST structure of the model as well as its marginal deformations and currents. In particular, we demonstrate that a (slightly nontrivial) generalization of Felder’s holomorphic BRST construction reduces the spectrum of the compact timelike linear dilaton to that of the minimal model. In section 6, we perturb the timelike linear dilaton by its marginal deformations, and relate the resulting observables to the screening charge calculations of the Coulomb gas formalism. Along the way we clarify some subtle points regarding the truncation of the OPE and the “reflection identification” of operators with the same scaling dimension but different U(1) charge.

2 Minimal models

In this section we quickly review well known facts about the representation theory of the Virasoro algebra at central charge $c < 1$, as well as the operator content and fusion rules of the minimal models. Each minimal model is labeled by a distinct pair of coprime integers $(p, p')$, and our convention is $p > p'$. We will not restrict to the unitary series for which $p = p' + 1$, but we will only consider the diagonal models.

2.1 Structure of reducible Verma modules

In this section we provide a review of the representation theory of the Virasoro algebra

$$[L_n, L_m] = (n-m)L_{m+n} + \frac{c}{12}(n^3 - n)\delta_{n,-m}$$

when $c < 1$. Textbook treatments can be found in [81, 82]. Verma modules $M(h, c)$ over the Virasoro algebra are generated by the action of the $L_{n<0}$ on a highest weight vector $|h, c\rangle$. At each descendant level $n$, the matrix of overlaps is calculated using the adjoints $L^\dagger_n = L_{-n}$ and the commutation relations (2.1). The determinant of this matrix was worked
out by Kac \[82, 83\] and takes the form
\[
\det_n(c, h) = K_n \prod_{r, s \in \mathbb{N}} (h - h_{r,s})^{p(n-rs)}, \quad K_n = \prod_{r, s \in \mathbb{N}} ((2r)^s s!)^{p(n-rs) - p(n-r(s+1))}. \tag{2.2}
\]

In this formula, \( p(N) \) is the number of partitions of \( N \). The zeroes of this polynomial are given by
\[
h_{r,s}(c) = \frac{1}{24}(c - 1) + \frac{1}{4}(r \alpha_+ + s \alpha_-)^2, \quad \alpha_{\pm} = \frac{1 - c \pm \sqrt{25 - 4c}}{2}. \tag{2.3}
\]

If our aim was to isolate the unitary models, we would require all norms to be positive semi-definite. However, the quantum field theory description of a statistical system at a second order phase transition need not be unitary, and the requirement that we impose instead is that the representations be of type III\textsubscript{\text{-}} in the classification of [32]. In this case, there exists a rational relation
\[
p' \alpha_+ + p \alpha_- = 0, \tag{2.4}
\]
and we take
\[
\alpha_+ = \sqrt{\frac{p}{p'}}, \quad \alpha_- = -\sqrt{\frac{p'}{p}}. \tag{2.5}
\]

In terms of these coprime integers, the central charge takes the rational form
\[
c_{p,p'} = 1 - \frac{(p - p')^2}{pp'} \tag{2.6}
\]
and the degenerate weights are simply
\[
h_{r,s} = -\frac{1}{4}(\alpha_+ + \alpha_-)^2 + \frac{1}{4}(r \alpha_+ + s \alpha_-)^2. \tag{2.7}
\]

It is important to note that \( h_{r,s} = h_{r+p',s+p} = h_{p'-r,p-s} \). Returning to (2.2), this implies that the Verma module \( M(h_{r,s}, c_{p,p'}) = M(h_{r,s}) \) has distinct singular vectors appearing at level \( rs \) and level \( (p' - r)(p - s) \). It is easy to calculate the conformal dimensions of these null descendants, and one finds that they too are highest weight states for type III\textsubscript{\text{-}} Verma modules:
\[
h_{r,s} + rs = h_{p'+r,p-s} = h_{p'-r,p+s}, \quad h_{r,s} + (p' - r)(p - s) = h_{r,2p-s} = h_{2p'-r,s}. \tag{2.8}
\]

In order to form the irreducible representation, one must quotient by the maximal sub-representation \( M(h_{p'+r,p-s}) + M(h_{r,2p-s}) \). The irreducible state space of the model is therefore
\[
M_{r,s} = M(h_{r,s})/\{M(h_{p'+r,p-s}) + M(h_{r,2p-s})\}. \tag{2.9}
\]

Unfortunately, \( M(h_{p'+r,p-s}) \cap M(h_{r,2p-s}) \neq 0 \), so it is incorrect to simply remove a copy of each state in the two modules \( M(h_{p'+r,p-s}) \) and \( M(h_{r,2p-s}) \). The Verma module \( M(h_{p'+r,p-s}) \) has two null descendants occurring at level \( l = (p' + r)(p - s) \) and at level \( l = (p' - r)(p + s) \), each of which also generates a type III\textsubscript{\text{-}} module:
\[
h_{p'+r,p-s} + (p' + r)(p - s) = h_{2p'+r,s} = h_{p'-r,3p-s} \tag{2.10}
\]
\[
h_{p'+r,p-s} + (p' - r)(p + s) = h_{3p'-r,p-s} = h_{r,2p+s}. \tag{2.11}
\]
Figure 1. Structure of reducible Verma modules. An arrow from one point to the next indicates that the highest weight vector of the second module is a singular vector of the first module.

Importantly, these are the same null states appearing in the Verma module \( M(h_{r,2p-s}) \) at the levels \( l = r(2p - s) \) and \( l = s(2p' - r) \):

\[
h_{r,2p-s} + r(2p - s) = h_{2p'+r,s} = h_{p'-r,3p-s} \quad , \quad h_{r,2p-s} + (2p' - r)s = h_{3p'-r,p-s} = h_{r,2p+s}.
\]

Since both \( M(h_{p'+r,p-s}) \) and \( M(h_{r,2p-s}) \) contain the same two submodules, the sum is a quotient

\[
M(h_{p'+r,p-s}) + M(h_{r,2p-s}) = \{M(h_{p'+r,p-s}) \oplus M(h_{r,2p-s})\}/\{M(h_{2p'+r,s}) + M(h_{r,2p+s})\}.
\]

(2.12)

Therefore, if one removes a copy of each state in the two modules \( M(h_{p'+r,p-s}) \) and \( M(h_{r,2p-s}) \) from \( M(h_{r,s}) \), one must add back in the states contained in \( M(h_{2p'+r,s}) + M(h_{r,2p+s}) \).

Repeating this analysis allows one to calculate the sum \( M(h_{2p'+r,s}) + M(h_{r,2p+s}) \) in terms of the direct sum \( M(h_{2p'+r,s}) \oplus M(h_{r,2p+s}) \):

\[
M(h_{2p'+r,s}) + M(h_{r,2p+s}) = \{M(h_{2p'+r,s}) \oplus M(h_{r,2p+s})\}/\{M(h_{3p'+r,p-s}) + M(h_{r,4p-s})\}.
\]

(2.13)

This pattern persists indefinitely, and is illustrated in figure 1.

2.2 Minimal model spectrum, OPE coefficients and torus partition function

The diagonal minimal models contain scalar primary operators \( M_{r,s}(x) \) of weight \( h = \tilde{h} = h_{r,s} \) with \( r \) and \( s \) in the range

\[
1 \leq r \leq p' - 1 \quad , \quad 1 \leq s \leq p - 1,
\]

subject to the identification \( M_{p'-r,p-s} = M_{r,s} \).
The fusion rules of the \((p, p')\) minimal model take the form
\[
M_{r_1,s_1} \times M_{r_2,s_2} = \sum_{r_3=1+|r_1-r_2|}^{r_{\text{max}}} \sum_{s_3=1+|s_1-s_2|}^{s_{\text{max}}} M_{r_3,s_3},
\]
with \(r_1 + r_2 + r_3\) and \(s_1 + s_2 + s_3\) simultaneously odd and
\[
\begin{align*}
    r_{\text{max}} &= \min(r_1 + r_2 - 1, 2p' - 1 - r_1 - r_2), \\
    s_{\text{max}} &= \min(s_1 + s_2 - 1, 2p - 1 - s_1 - s_2).
\end{align*}
\]

The OPE coefficients, denoted in this section by \(D_{r_1,s_1;r_2,s_2}^{r_3,s_3}\), were originally derived by Dotsenko and Fateev using the Coulomb gas formalism \[35\]. For operators with canonically normalized two-point functions, they are given by
\[
D_{r_1,s_1;r_2,s_2}^{r_3,s_3} = \left( \frac{R(r_1,s_1)R(r_2,s_2)}{R(r_3,s_3)} \right)^{-\frac{1}{2}} C_{r_1,s_1;r_2,s_2}^{r_3,s_3},
\]
where
\[
C_{r_1,s_1;r_2,s_2}^{r_3,s_3} = \mu_{r',l} \prod_{i=0}^{t'-2} \prod_{j=0}^{l'-2} \left( \frac{(r_2 - 1 + i) - \rho(s_2 - 1 - j)}{(r_3 + 1 + i) - \rho(s_3 + 1 + j)} \right)^2 \prod_{i=0}^{l'-2} \Gamma(-\rho'[r_2 - 1 - i] - s_2)\Gamma(-\rho'[r_1 - 1 - i] - s_1)\Gamma(\rho'[r_3 + 1 + i] - s_3) \\
\times \prod_{j=0}^{l'-2} \Gamma(1 + \rho'[r_2 - 1 - i] - s_2)\Gamma(1 + \rho'[r_1 - 1 - i] - s_1)\Gamma(1 - \rho'[r_3 + 1 + i] + s_3) \\
\times \prod_{i=0}^{l'-2} \Gamma(-\rho[s_2 - 1 - j] + r_2)\Gamma(-\rho[s_1 - 1 - j] + r_1)\Gamma(\rho[s_3 + 1 + j] - r_3) \\
\times \prod_{j=0}^{l'-2} \Gamma(1 + \rho[s_2 - 1 - j] - r_2)\Gamma(1 + \rho[s_1 - 1 - j] - r_1)\Gamma(1 - \rho[s_3 + 1 + j] + r_3),
\]
\[
\frac{1}{R(r,s)} = \prod_{i=1}^{r-1} \prod_{j=1}^{s-1} \frac{(1+i-\rho(1+j))^2}{(i-j\rho)^2} \prod_{i=1}^{r-1} \frac{\Gamma(i\rho')\Gamma(2-\rho'(1+i))}{\Gamma(1-i\rho')\Gamma(-1+\rho'(1+i))} \prod_{j=1}^{s-1} \frac{\Gamma(j\rho)\Gamma(2-\rho(1+j))}{\Gamma(1-j\rho')\Gamma(-1+\rho(1+j))},
\]
and
\[
\mu_{r,s}(\rho) = \rho^{4(r-1)(s-1)} \prod_{i=1}^{r-1} \prod_{j=1}^{s-1} \frac{1}{(i-j\rho)^2} \prod_{i=1}^{r-1} \frac{\Gamma(i\rho')}{\Gamma(1-i\rho')} \prod_{j=1}^{s-1} \frac{\Gamma(j\rho)}{\Gamma(1-j\rho')}. \tag{2.22}
\]
In these formulas
\[
    t' = \frac{1}{2}(r_1 + r_2 - r_3 + 1), \quad l = \frac{1}{2}(s_1 + s_2 - s_3 + 1), \quad \rho = \alpha_+^2, \quad \rho' = \alpha_-^2. \tag{2.23}
\]

For the OPE coefficients in the non-diagonal models, see \[84, 85\].

**Representations of the torus partition function.** The character associated to each irreducible representation \(M_{r,s}\) follows directly from the structure of inclusions in the degenerate Verma module:
\[
\chi_{r,s}(q) = \frac{q^{(1-c)/24}}{\eta(q)} \left[ q^{h_{r,s}} + \sum_{k=1}^{\infty} (-1)^k \left( q^{h_{r+kp',(-1)^k} + \frac{1}{2}(1-(-1)^k)p} + q^{h_{r+kp'(-1)^k} + \frac{1}{2}(1-(-1)^k)p} \right) \right]. \tag{2.24}
\]
Here $\eta(q) = q^{1/24} \prod_{n=1}^{\infty} (1 - q^n)$ is the Dedekind eta function and $q = e^{2\pi i \tau}$ is the elliptic nome. There is also a simpler expression, originally due to Rocha-Caridi [38], which will arise more naturally in the Coulomb gas construction:

$$\chi_{r,s}(q) = K_{r,s}^{(p,p')} (q) - K_{r,s}^{(p,p')} (q) , \quad K_{r,s}^{(p,p')} (q) = \frac{1}{\eta(q)} \sum_{n \in \mathbb{Z}} q^{(2pp'n + pr - p's)^2/4pp'} .$$  \hspace{1cm} (2.25)

This will be the form of the trace obtained through Felder’s BRST construction. Summing over all of the primaries in the Kac table, the partition function of the diagonal minimal model can be written in terms of the partition function $Z(R)$ of the $c = 1$ compact boson [86–88]

$$2Z_{(p,p')} = Z(\sqrt{p'}/p) - Z(\sqrt{p}/p) .$$  \hspace{1cm} (2.26)

This can of course be rewritten several ways using $T$-duality.

3 Review of the Coulomb gas formalism

The conformal data of the minimal models reviewed in section 2 completely characterizes them as abstract conformal field theories. Historically, this data (the OPE coefficients in particular, but also the structure of the degenerate Verma modules) was actually derived using a set of free field techniques known as the Coulomb gas formalism [33–36]. This relationship with the free field progressed in several stages. The relationship between degenerate Verma modules over the Virasoro algebra and the timelike linear dilaton Fock space was proven in all generality by Feigin and Fuchs, who built on earlier work by Kac. We briefly review their results in section 3.1, focusing on simple examples that will play a role in the rest of the paper. These mathematical results were followed by the work of Dotsenko and Fateev, who first understood how to calculate genus zero minimal model correlation functions using the free field representation. This well known technique is reviewed in section 3.2. The extension of the Coulomb gas formalism to higher genus surfaces required understanding the role of the numerous operators present in the linear dilaton description but absent in the minimal model. This problem was essentially solved by Felder, who unearthed a BRST structure in the model that can be used to project out the unphysical states that would otherwise contribute on higher genus surfaces. We describe this construction in section 4.

3.1 $U(1)$ current algebra and the Feigin-Fuchs free field resolution

The Feigin-Fuchs free field resolution of the degenerate Virasoro representations has its roots in the oscillator description of the old dual resonance models [21, 89]. Since the work of Feigin and Fuchs is completely kinematical and deals only with the representation theory of the Virasoro algebra, it can be completely described with a free Lagrangian field theory. The relation of this model to the interacting minimal models will be the focus of sections 5–6.

The basic Lagrangian model for the Feigin-Fuchs construction is the linear dilaton with action

$$S[\phi, g] = \frac{1}{4\pi} \int \sqrt{g} d^2 x \left[ g^{ab} \partial_a \phi \partial_b \phi + Q \phi R(g) \right]$$  \hspace{1cm} (3.1)
and an imaginary background charge \( Q = i(\alpha_+ + \alpha_-) \). Although the system is conformally invariant, it exhibits a number of peculiar, seemingly pathological features. The model will be thoroughly analyzed in section 5 as a proper quantum field theory. In this section, as in the work of Feigin and Fuchs, we will view it simply as a vehicle for studying degenerate representations of the Virasoro algebra. In particular, we will work holomorphically and will not need to consider global issues like the compactness of \( \phi(x) \).

**Free scalar without background charge.** It will be useful to collect formulas for the theory with \( Q = 0 \) in order to highlight the effect of the background charge. In our conventions\(^2\), the two-point function of the scalar field is given by

\[
\langle \phi(x)\phi(y) \rangle = -\frac{1}{2} \log(x-y)^2 . \tag{3.2}
\]

On any two dimensional surface, the model without a background charge has an exactly conserved current whose holomorphic component is a primary operator with the mode expansion

\[
J(z) = i\partial \phi(z) \equiv \frac{1}{\sqrt{2}} \sum_{m=-\infty}^{\infty} j_m z^{m+1} . \tag{3.3}
\]

The modes of this current are simply the Fock space creation and annihilation operators

\[
j_m = \sqrt{2} \int \frac{dz}{2\pi} z^m \partial \phi(z) , \tag{3.4}
\]

and they satisfy the commutation relations of the Heisenberg algebra

\[
[j_m, j_n] = m \delta_{m,-n} . \tag{3.5}
\]

The holomorphic energy momentum tensor and its moments take the Sugawara form\(^3\)

\[
T(z) = -\partial \phi(z) \partial \phi(z) = J(z)J(z) , \quad L_m = \frac{1}{2} \sum_{n=-\infty}^{\infty} j_{m-n} j_n , \tag{3.6}
\]

from which it follows that

\[
[L_m, j_n] = -nj_{m+n} . \tag{3.7}
\]

The spectrum of the model contains holomorphic vertex operators \( e^{i\alpha \phi(z)} \) with weight \( h = \frac{\alpha^2}{4} \), and the state-operator correspondence assigns a state \( |\alpha\rangle \) on the cylinder to each such primary operator inserted at the origin of the plane. These states satisfy

\[
L_0|\alpha\rangle = \frac{\alpha^2}{4} |\alpha\rangle , \quad j_0|\alpha\rangle = \frac{\alpha}{\sqrt{2}} |\alpha\rangle , \quad L_{n>0}|\alpha\rangle = j_{n>0}|\alpha\rangle = 0 . \tag{3.8}
\]

For each such state we can consider the Fock space of current algebra descendants generated by vectors of the form

\[
j_{-n_1} \cdots j_{-n_k} |\alpha\rangle . \tag{3.9}
\]

---

\(^2\)Our conventions are those of [90] with \( \alpha' = 1 \).

\(^3\)These operators are defined by normal ordering, which we suppress.
The adjoint with respect to the standard CFT inner product is
\[ L_n^\dagger = L_{-n}, \quad j_n^\dagger = j_{-n}. \tag{3.10} \]

Of particular importance is the state \( j_{-1}|0\rangle \) corresponding to the conserved current. Since \([L_1, j_{-1}] = j_0 \) and \([L_2, j_{-1}] = j_1\), this state is annihilated by all \( L_{n>0} \) and is therefore a Virasoro singular vector.\(^4\) The current algebra Fock space is an irreducible representation of the Heisenberg algebra but contains multiple representations of the Virasoro algebra. Note that although it is orthogonal to all Virasoro descendants of the identity, the level one current algebra descendant is of course not a zero norm state:
\[ \langle 0| j_1 j_{-1}|0\rangle = 1. \tag{3.11} \]

As we will see, this discussion is related to the reducibility of the Verma module \( M(h, c) \) with \( c = 1 \) and \( h = m^2/4 \) with \( m \in \mathbb{Z} \). For instance, for \( m = 1 \) it is easy to verify that
\[ [L_{-2} - L_0^2]|\alpha = 1\rangle \tag{3.12} \]
is annihilated by \( L_1 \) and \( L_2 \), and therefore by all \( L_{n>0} \). More generally, the exponential \( e^{i\alpha \phi(z)} \) has an infinite set of singular vectors with \( L_0 = \frac{1}{4}(n + 2k)^2 \) within its highest weight module. We will also need the commutators (for \( n \geq -1 \))
\[ \left[ L_n, e^{i\alpha \phi(z)} \right] = \left( z^{n+1} \frac{d}{dz} + \frac{\alpha^2}{4} (n + 1)z^n \right) e^{i\alpha \phi(z)}, \quad \left[ j_n, e^{i\alpha \phi(z)} \right] = \frac{\alpha}{\sqrt{2}} z^n e^{i\alpha \phi(z)}. \tag{3.13} \]

**Non-zero background charge.** The nontrivial coupling of the model (3.1) to the background curvature affects both the spectrum and correlation functions of the model. The effect on correlation functions is the focus of the work by Dotsenko and Fateev and will be described in the next section. The effect which is important for the Feigin-Fuchs analysis is the change in the spectrum. The background coupling to curvature adds an improvement term to the energy momentum tensor, which becomes
\[ T(z) = -\partial \phi(z) \partial \phi(z) + Q \partial^2 \phi(z). \tag{3.14} \]

It is useful to view this as a twist of the original theory’s energy momentum tensor by the U(1) current
\[ T(z) \to \hat{T}(z) = T(z) - iQ \hat{c} J(z). \tag{3.15} \]

This twist mixes the Virasoro and current algebra generators
\[ L_m \to \hat{L}_m = L_m + \frac{iQ(m+1)}{\sqrt{2}} j_m \tag{3.16} \]
\[ = \frac{1}{2} \sum_{n=-\infty}^{\infty} j_{m-n} j_n + \frac{iQ(m+1)}{\sqrt{2}} j_m, \tag{3.17} \]

\(^4\)In what follows, we use the term “singular vector” to denote a Virasoro singular vector since we are ultimately only interested in Virasoro representations. The terminology includes a current algebra descendant which is Virasoro primary.
and the new generators $\hat{L}_m$ satisfy the Virasoro algebra with central charge $c = 1 + 6Q^2$. The new conformal dimensions of the exponential operators follow simply from (3.16) and (3.8):

$$[\hat{L}_0, e^{i\alpha \phi(z)}] = \left(\frac{\alpha^2}{4} + iQ \frac{\alpha}{2}\right) e^{i\alpha \phi(z)}.$$  \hspace{1cm} (3.18)

Perhaps most importantly, the twist also alters the Virasoro Kac-Moody commutation relation

$$[\hat{L}_m, j_n] = -nj_{m+n} + \frac{iQ}{\sqrt{2}} n(m+1) \delta_{m,-n}.$$  \hspace{1cm} (3.19)

In particular, the relation $[\hat{L}_1, j_{-1}] = j_0 + i\sqrt{2}Q$ implies that $j_{-1}|0\rangle$ is no longer a singular vector:

$$\hat{L}_1 j_{-1}|0\rangle = i\sqrt{2}Q|0\rangle \neq 0.$$  \hspace{1cm} (3.20)

This is equivalent to the statement that the current $J(z) = i\delta \phi(z)$ is no longer a primary operator in the twisted model due to the anomalous OPE with the energy-momentum tensor

$$T(z)J(w) \sim \frac{iQ}{(z-w)^3} + \frac{J}{(z-w)^2} + \frac{\partial J}{z-w} + \ldots.$$  \hspace{1cm} (3.21)

Taking the adjoint of the equation $[\hat{L}_1, j_{-1}] = j_0 + i\sqrt{2}Q$ and requiring $\hat{L}^\dagger_{-1} = \hat{L}_{-1}$ along with $j^n = j_{-n}$ for $n \neq 0$ demands that $j_0 = j_0 + \sqrt{2}iQ$. Evaluating $\langle 0|j_0 \prod_{i=1}^n e^{i\alpha_i \phi(z_i)}|0\rangle$ in two ways then gives the genus zero selection rule

$$\sum_{i=1}^n \alpha_i = -2iQ = 2\alpha_+ + 2\alpha_-.$$  \hspace{1cm} (3.22)

and requires $|\alpha\rangle^\dagger = \langle 2\alpha_+ + 2\alpha_- - \alpha|$ for charged states. Although the primary motivation for Feigin and Fuchs was to determine the structure of the reducible Verma modules over the Virasoro algebra, they were led to study this model (more precisely, its fermionic version, or the space of semi-infinite forms) as an intermediate step in proving the Kac determinant formula. Although the structure of the Fock space is not the same as that of the Verma module, it is easier to study in some respects because of the extra structure (current algebra) that it carries. The Kac determinant can be viewed as the determinant of the map from a Verma module to its contragradient Verma module\footnote{If we denote the Verma module grading as $M = \oplus M_j$, then the contragradient Verma module satisfies $M^c_j = \text{Hom}(M_j, \mathbb{C})$.} $M(h, c) \rightarrow M^c(h, c)$ given by the matrix of overlaps of descendants of the highest weight vector. Because the Fock space $F_{Q,\alpha}$ with $c = 1 + 6Q^2$ has a highest weight state with $h = \frac{\alpha}{2}(\frac{\alpha}{2} + iQ)$ and furnishes a representation of the Virasoro algebra, there are also unique homomorphisms from $M(h, c)$ to $F_{Q,\alpha}$ and from $F_{Q,\alpha}$ to $M^c(h, c)$. We will denote these maps $\Gamma$ and $L$. The situation is depicted in figure 2 [91].

There is a natural grading according to level in each space and the maps restrict to the fixed-level subspaces. Importantly, the maps $\Gamma, L$ need not be isomorphisms. Since we are only interested in the case of the type III\_ Verma modules, there are two interesting possibilities. If $\Gamma$ is an isomorphism, then the Fock space is also reducible with two singular
vectors at levels $rs$ and $(p' - r)(p - s)$. However, it could also be the case that $\Gamma$ is not surjective, in which case the Fock space is still reducible (the image of $\Gamma$ is a submodule), but the image of the second singular vector in $F_{Q,\alpha}$ might be zero. In this case the role of the second singular vector is played by a current algebra descendant which is not a Virasoro descendant. It is this second scenario that will be relevant in what follows. The composition of $\Gamma$ and $L$ is a homomorphism from $M \rightarrow M^c$ that sends highest weight to highest weight. Such a map is unique (up to a scalar) by the universal property of Verma modules, so computing the determinants of $\Gamma$ and $L$ produces the Kac determinant and indirectly determines the singular vector structure of the original Verma module.

The determination of the singular vector structure of the Fock module is technical. The computations are most easily carried out in the fermionic oscillator description, but a bosonized representation is implicit in the work of Thorn and Tsuchiya-Kanie \cite{21, 22}. The structure of the Fock space is summarized in figure 3, whose structure of inclusions should be contrasted with that of figure 1. In particular, while the dimension of each state appearing in this diagram matches that of the corresponding state in the Verma module diagram, the properties of the states are different. In the Fock space diagram, the vectors

\begin{equation}
\begin{array}{c}
M(h, c) \\
\downarrow \Gamma \\
F_{Q,\alpha} \\
\downarrow L \\
M^c(h, c)
\end{array}
\end{equation}

Figure 2. Route to the Kac determinant.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Feigin-Fuchs characterization of the Fock space structure.}
\end{figure}
$v_0, u_k$ labeled by black dots represent the only singular vectors. In particular, $w_0$, which replaces the first singular vector in the Verma module diagram, is not a singular vector. A useful example to keep in mind is the identity Fock space: after the twist the current algebra descendant $u_0 = j_{-1}|0\rangle$ is no longer singular, but the highest weight state can be written $v_0 = |0\rangle \propto L_1 j_{-1}|0\rangle$. The vectors $v_{\pm k}$ depicted in red in figure 3 have the property that they become singular vectors if one quotients the Fock space by the $u_k$. Finally, the $w_k$ become singular if one quotients out by the $v_k$'s. This characterization in terms of successive quotients is depicted in figure 4. Upon performing all quotients, one arrives at a Hilbert space isomorphic to the irreducible representation of the Virasoro algebra. The physical interpretation of these states is most transparent in Felder’s BRST formulation, and we postpone further discussion until section 4.

### 3.2 Dotsenko and Fateev’s construction and the screening charges

The discovery of the Feigin-Fuchs bosonic resolution made it clear that the degenerate representations of the Virasoro algebra can be embedded within the Hilbert space of the timelike linear dilaton, but said nothing about dynamics. Around the same time, it was independently discovered [1] that null-state decoupling conditions lead to ordinary differential equations for the minimal model four-point functions. These ODE’s are generalizations of the hypergeometric equation, and their solutions have integral representations. Dotsenko and Fateev realized that these integrals could be represented in terms of integrated free field correlation functions, and this insight led to the development of a powerful formalism that computes any genus zero minimal model observable in terms of free field data. In this section we will briefly review this Coulomb gas formalism. For more complete reviews see [36, 81, 92].
Recall that the linear dilaton exponential operators $e^{i\alpha \phi(z)}$ have left-moving weights
\[ h = \frac{\alpha}{2} \left( \frac{\alpha}{2} + i Q \right) \]  
and that this expression is invariant under the “reflection” map
\[ \alpha \rightarrow 2\alpha_+ + 2\alpha_- - \alpha. \]  
When the momentum selection rule is satisfied, the free field expectation value of these operators takes the form
\[ \langle e^{i\alpha_1 \phi(z_1)} \cdots e^{i\alpha_n \phi(z_n)} \rangle = \prod_{i>j} (z_i - z_j)^{\alpha_i \alpha_j / 2}. \]  
The vertex operators
\[ V_{r,s}(z) = e^{i\alpha_r, \phi(z)}, \quad \alpha_{r,s} = (1-r)\alpha_+ + (1-s)\alpha_- , \quad r, s \in \mathbb{Z} \]  
have the same conformal dimensions as the minimal model primaries, as do their reflection partners $V_{-r,-s}(z)$. In the original application of the Coulomb gas formalism, one simply restricts attention to the set of operators (3.26) with values of $r, s$ appearing in the Kac table. However, when we construct Felder’s BRST complex we will have to consider operators lying outside of this range, but still of the form (3.26).

The genus zero selection rule
\[ \sum_i \alpha_i = 2\alpha_+ + 2\alpha_- \]  
sets most correlation functions of local operators to zero. There are however two $h = 1$ operators in the model with momenta that lie outside of the Kac table:
\[ M_+(z) = e^{2i\alpha_+ \phi(z)}, \quad M_-(z) = e^{2i\alpha_- \phi(z)}. \]  
Importantly, these exponentials have non-vanishing $U(1)$ charges and the nonlocal “screening operators”
\[ S_\pm = \oint C M_\pm(z) \]  
commute with the Virasoro algebra for suitably chosen closed contours. Since these operators carry charge, they can be used to satisfy the selection rule (3.27) without altering the conformal properties of a correlator. The first step in producing the minimal model correlation function
\[ \langle M_{r_1,s_1}(z_1, \bar{z}_1) \cdots M_{r_n,s_n}(z_n, \bar{z}_n) \rangle \]  
is to determine the appropriate number of screening charges needed to satisfy the selection rule in the linear dilaton theory:
\[ \langle V_{r_1,s_1}(z_1) \cdots V_{r_n,s_n}(z_n) S_{n+}^n S_{n-}^{-} \rangle. \]  
There is no principle which independently fixes the specific combination of contours in this holomorphic correlation function. Indeed, for each correlator there is a fixed number of
independent contours, each corresponding to a particular conformal block. The correct combination is instead determined by combining the holomorphic correlator with its antiholomorphic counterpart and requiring locality (absence of branch cuts) in the final answer. This prescription reproduces the full minimal model correlator up to normalization factors.

The textbook example of an application of the Coulomb gas formalism is the calculation of the four-point correlation function

\[ \langle M_{r_1,s_1}(0)M_{r_2}(z, \bar{z})M_{r_3,s_3}(1)M_{r_4,s_4}(\infty) \rangle \] (3.32)

with the three operators chosen so that a single screening charge is needed. Ignoring factors that do not produce interesting analytic structure when combined with the right moving correlator, we find

\[ \langle e^{i\alpha_1\phi(0)}e^{-i\alpha_+\phi(z)}e^{i\alpha_3\phi(1)}e^{i\alpha_4\phi(\infty)} \rangle \propto \int dw e^{2i\alpha_+\phi(w)} \int dw w^{\alpha_1\alpha_+} (w - 1)^{\alpha_3\alpha_+} (w - z)^{-\alpha_- \alpha_+} \] (3.33)

The integrand has branch points at 0, z, 1, \infty and the integral has two independent closed contours. Up to phase factors arising from crossing the cuts (which we ignore since we are blind to normalization at this stage), they can be shrunk to run from 0 to z and from 1 to \infty. We denote the two independent integrals

\[ I_i(z) = \int_C dw w^a (w - 1)^b (w - z)^c \] (3.34)

with the obvious identifications.

The full minimal model correlator must be proportional to a sum of products of the holomorphic and antiholomorphic correlators

\[ \langle M_{r_1,s_1}(0)M_{r_2}(z, \bar{z})M_{r_3,s_3}(1)M_{r_4,s_4}(\infty) \rangle \sim \sum X_{ij} I_i(z) I_j(z) \] (3.35)

and the correct combination is determined by requiring the absence of branch cuts in the full correlator. Since the integrands of the \( I_i(z) \) have branch points at 0, 1, and \infty, taking \( z \) around a closed path encircling 0 or 1 results in a monodromy transformation \( M_{ij} \) that mixes the different solutions of the hypergeometric equation

\[ I_i(z) \rightarrow G_{ij}^a I_j(z) \ , \quad a = 0,1 \] (3.36)

In the case at hand the monodromy around 0 is a diagonal transformation, so that \( X_{ij} \) must be a diagonal matrix. The monodromy around the point 1 is not diagonal in this basis, but there is another basis of solutions \( \tilde{I}_i(1-z) \) in which it is. The two bases are linearly related

\[ I_i(z) = \sum \alpha_{ij} \tilde{I}_j(1-z) \] (3.37)

and the locality requirement translates into the condition

\[ \sum_i \alpha_{ij} X_i \alpha_{ik} = 0 \ , \quad j \neq k \] (3.38)
where $X_i$ denote the diagonal elements of $X_{ij}$. Once the $\alpha_{ij}$ are known, the $X_i$ are fixed (up to normalization) and the solution to the crossing constraint obtained. Once the four-point function has been determined, it is factorized onto three-point functions to determine the fusion rules. Extra work is required to determine the correct normalization: this is most easily done using the two-dimensional surface integrals we will discuss in section 6.

4 Felder’s BRST construction

The screening charge prescription of Dotsenko and Fateev is capable of computing genus zero minimal model correlators. However, higher genus observables naively receive contributions from the spurious states that are present in the linear dilaton but not in the minimal model, and it is necessary to understand how to remove these contributions. This problem was solved algebraically by Felder, who unearthed a hidden BRST structure implicit in the works of Feigin-Fuchs and Thorn. We will begin by analyzing a very simple model where the BRST structure is extremely transparent. Felder’s general construction is reviewed in section 4.2.

4.1 Warmup: the $(2,1)$ model and the $\eta\xi$ system

In this subsection we will analyze what might be called the $(2,1)$ minimal model. According to section 2, this system should have no local operators, and understanding how this statement is realised within the compact timelike linear dilaton theory will prove useful in the analysis of the more complicated models. In fact, Felder’s BRST construction is extremely transparent in this model, and will be immediately recognized by those familiar with the quantization of the superstring. The standard description of the holomorphic part of the model uses a pair of anticommuting fields $\eta (z)$ and $\xi (z)$ with central charge $c = -2$ and an action of the form

$$S = \frac{1}{2\pi} \int d^2z \, \eta \bar{\partial} \xi.$$  

The operator $\eta (z)$ is naturally a vector current with $h = 1$, while $\xi (z)$ is an $h = 0$ scalar. The Coulomb gas scalar can be viewed as a “bosonization” of this system, but several peculiar properties of the Coulomb gas formalism have simple explanations within the $\eta\xi$ description.

Although our primary goal is to motivate Felder’s BRST construction, there are several reasons to consider this model. There is an argument due to Distler [94] that relates the $(2,1)$ model, coupled to Liouville, to topological gravity [95, 96] and the one-matrix model [76–78]. The $\eta\xi$ system also makes an appearance in the free field realization of the WZW models [97], and most famously, in the “bosonization” of the $\beta\gamma$ superconformal

\footnote{Distler identifies the $\eta\xi$ system (viewed as the $(2,1)$ minimal model) combined with the Liouville field $\varphi$ as a bosonization of the $\beta\gamma$ ghosts, which combine with the $bc$ reparameterization ghosts to form the $\beta\gamma bc$ BRST multiplet of topological gravity. Certain global issues, including non-compactness of the Liouville field, the absence of the Liouville potential, and the proper treatment of the $\xi (z)$ zero mode seem puzzling in this derivation [93]. As we will describe, the $(2,1)$ model is treated differently when viewed as a minimal model than it is in string theory.}
ghosts \cite{98}:
\begin{align}
\beta &= e^{\sqrt{2} \phi} \partial \xi , \\
\gamma &= \eta e^{-\sqrt{2} \phi} .
\end{align}

The action (4.1) has an obvious shift symmetry under which
\begin{align}
\xi \rightarrow \xi + \text{const} .
\end{align}
as well as an anomalous ghost number current $j_g = -\eta \xi$ whose bosonization is simply the momentum current of the linear dilaton. The ghost OPE
\begin{align}
\eta(z) \xi(w) &\sim \frac{1}{z-w} , \\
\eta(z) \eta(w) &\sim 0 , \\
\xi(z) \xi(w) &\sim 0
\end{align}
indicates that $j_B(z) = \eta(z)$ is the current for the $\xi(z)$ shift symmetry, and the corresponding charge is
\begin{align}
Q_B = \oint \frac{dz}{2\pi i} \eta(z) .
\end{align}
Since $\eta$ is anticommuting, $Q_B^2 = 0$ and $Q_B$ is a scalar BRST charge. Crucially, it commutes with the Virasoro algebra since the energy momentum tensor $T = \eta \partial \xi$ is shift invariant.

The BRST transformations are
\begin{align}
\{ Q_B, \xi(z) \} &= 1 , \\
\{ Q_B, \eta(z) \} &= 0 .
\end{align}

From the first of these equations we see that the identity operator is BRST exact, and $\xi(z)$ is not BRST closed. In particular, if we identify the dimension zero operator $\xi(z)$ as the “reflection of the identity”, then we see that neither putative identity operator is in the BRST cohomology.

It is helpful to translate some of these statements using the free field mode expansions
\begin{align}
\eta(z) &= \sum_{n=-\infty}^{\infty} \frac{\eta_n}{z^{n+1}} , \\
\xi(z) &= \sum_{n=-\infty}^{\infty} \frac{\xi_n}{z^n} .
\end{align}
In this language the scalar BRST charge is the zero mode of $\eta$
\begin{align}
Q_B = \eta_0 .
\end{align}
The anticommutators of the modes follow directly from the ghost OPE (4.4):
\begin{align}
\{ \eta_n, \xi_m \} &= \delta_{n,-m} , \\
\{ \eta_n, \eta_m \} &= \{ \xi_n, \xi_m \} = 0 .
\end{align}
Because the zero mode of $\xi$ does not appear in the $\beta \gamma$ model (4.2), standard treatments distinguish between the “large algebra”, which contains $\xi_0$, and the “small algebra” which does not. Indeed, the definition of the $\text{SL}(2, \mathbb{C})$ invariant vacuum requires
\begin{align}
\xi_n | 0 \rangle &= 0 \quad n \geqslant 1 , \\
\eta_n | 0 \rangle &= 0 \quad n \geqslant 0 .
\end{align}
Since \([L_0, \xi_0] = 0\), when \(\xi_0\) acts on the \(\text{SL}(2, \mathbb{C})\) invariant vacuum, it generates a new state \(\xi_0|0\rangle\) of the same energy. This is a state in the “large” Hilbert space: it has the same energy, but carries different ghost charge. The vacuum is BRST invariant since \(\eta_0|0\rangle = 0\), and the states of the model are built using the usual fermionic Fock space construction. Since \(\{\eta_0, \xi_m\} = \delta_{0,m}\), restricting to the small Hilbert space is the same as restricting to the kernel of the BRST charge \(Q_B\). In other words, the small Hilbert space is the space of BRST invariant states, and passing to the kernel of \(Q_B\) removes the “reflected” operators from the spectrum. If we pass to the cohomology of \(Q_B\) then we find, as expected, that there are no states. Each potential state is constructed by acting on \(|0\rangle\) with each fermionic mode at most once. Any state that includes \(\xi_0\) is not BRST invariant, and any state without \(\xi_0\) is BRST exact since

\[
|0\rangle = \{\eta_0, \xi_0\}|0\rangle = Q_B(\xi_0|0\rangle) .
\]

The same statements hold in the Fock spaces built on different fillings of the Fermi sea. Felder’s BRST construction is a more complicated (and bosonized) version of this story.

Given the \((2, 1)\) model defined by (4.1), how do we know that we are supposed to perform the BRST reduction? Apparently, it is a choice that we make in the definition of the model. When this system is used to bosonize the \(\beta \gamma\) superconformal ghosts, we discard states that are not BRST invariant but keep BRST exact states. The same model with no BRST projection at all actually describes the critical phase of dense polymers [99–101] (obviously, this critical point exhibits many non-standard features). In this case, passing to the cohomology is a choice, and it determines the observables we allow ourselves to compute. For instance, we expect that if we perform a trace in the Hilbert space of the BRST quotiented model, we should get zero. Moreover, this trace should differ from the trace in the model without the BRST quotient. Since \(\eta, \xi\) are anticommuting variables, we need to pick a spin structure on the torus, and to describe the “trivial” minimal model we should pick the one that gives zero. From the functional integral point of view, this will be the spin structure such that \(\xi(z)\) has a zero mode. We are naturally led to the conclusion that the path integral with periodic boundary conditions,

\[
Z(\beta) = \text{Tr}_R(-1)^F e^{-\beta H} ,
\]

is the quantity that actually computes the “observables” in the \((2, 1)\) model viewed as a trivial minimal model. From the algebraic perspective, this quantity vanishes identically due to the exact degeneracy between states built on \(|0\rangle\) and on \(\xi_0|0\rangle\), which cancel in pairs.

The appearance of a specific spin structure in this construction suggests that, in bosonizing the model to obtain the usual Coulomb gas description, we may need to introduce discrete gauge fields coupled to the spin structure through a topological term. In other words, what term do we add to the compact timelike dilaton action to compute zero with the functional integral?

In the treatment of the \(\beta \gamma\) system, \(\eta\) and \(\xi\) are often further bosonized in terms of a scalar field \(\phi(z)\) with a background charge \(Q = \frac{1}{\sqrt{2}}\):

\[
\xi(z) = e^{i\sqrt{2}\phi(z)} , \quad \eta(z) = e^{-i\sqrt{2}\phi(z)} .
\]
This description in terms of $\phi(z)$ is the analog of the Coulomb gas formulation of the $(2,1)$ minimal model, and we would like to use it to draw lessons for the physical models. We begin by reproducing the BRST discussion in these new variables. For reasons that will become clear in later sections, we will assume that the radius of the boson is $R = \sqrt{2}$. For a holomorphic vertex operator the OPE is

$$e^{i\alpha_1 \phi(z)} e^{i\alpha_2 \phi(0)} \sim z^{\alpha_1 \alpha_2 / 2} e^{i(\alpha_1 + \alpha_2) \phi(0)} + \ldots,$$

the conformal weight is

$$h = \frac{\alpha}{2} \left( \frac{\alpha}{2} - \alpha_+ - \alpha_- \right)$$

and the reflection is $\alpha \to -2iQ - \alpha$. Since the identity operator has U(1) charge zero, we identify

$$\xi(z) = e^{i(2\alpha_+ + 2\alpha_-) \phi(z)} = e^{i\sqrt{2} \phi(z)}.$$  

(4.16)

Since $\eta(z)$ should have opposite ghost charge, we identify

$$\eta(z) = e^{2i\alpha_- \phi(z)} = e^{-i\sqrt{2} \phi(z)}, \quad \tilde{\eta}(z) = e^{i2\sqrt{2} \phi(z)}.$$  

(4.17)

These identifications reproduce the correct form of the ghost OPE:

$$\eta(z) \xi(0) \sim e^{-i\sqrt{2} \phi(z)} e^{i\sqrt{2} \phi(0)} \sim \frac{1}{z}, \quad \eta(z) \eta(0) \sim z e^{-2\sqrt{2} \phi(0)} + \ldots, \quad \xi(z) \xi(0) \sim z e^{2\sqrt{2} \phi(0)} + \ldots.$$  

(4.18)

In particular, the $\eta \eta$ and $\xi \xi$ OPEs are non-singular. It is also important to note that

$$\eta(z) \tilde{\eta}(0) \sim \frac{1}{z^2} \left[ \xi(0) + z L_{-1} \xi(0) + \ldots \right]$$  

(4.19)

so that the level-one singular vector in the $\xi(z)$ Fock space is BRST exact:

$$[Q_B, \tilde{\eta}(0)] = L_{-1} \xi(0).$$  

(4.20)

Also note that although $\tilde{\eta}(z)$ is not BRST closed, the non-local operator

$$\int \tilde{\eta}(z) dz = \int e^{2i\alpha_+ \phi(z)} dz$$  

(4.21)

is BRST invariant since the variation of $\tilde{\eta}(z)$ is a total derivative. We can briefly summarize the discussion with the statement that the BRST complex with cochain groups given by the Fock spaces

$$\ldots \xrightarrow{Q_B} \tilde{\gamma}_B(z) \xrightarrow{Q_B} \tilde{\Gamma}(z) \xrightarrow{Q_B} \tilde{\gamma}_B(z) \xrightarrow{Q_B} \tilde{\Gamma}(z) \xrightarrow{Q_B} \tilde{\gamma}_B(z) \xrightarrow{Q_B} \tilde{\Gamma}(z) \xrightarrow{Q_B} \tilde{\gamma}_B(z) \xrightarrow{Q_B} \tilde{\Gamma}(z) \xrightarrow{Q_B} \tilde{\gamma}_B(z) \xrightarrow{Q_B} \tilde{\Gamma}(z) \ldots$$  

(4.22)

is exact: there is no cohomology with respect to the differential $Q_B$. It is important to understand the structure of this BRST complex, because a more complicated version underlies Felder’s construction. Each exponential operator to the left of the identity has a singular OPE with the BRST current and is not BRST closed. The $Q$-variations of these
operators and their descendants prepare the singular vectors in the Fock spaces to their right. The exponential operators to the right of the identity all have non-singular OPE's with the BRST current and are therefore BRST closed. They are however also BRST exact. In order to understand this point, it is important to remember that the Fock spaces built on the exponential operators contain current algebra descendants in addition to Virasoro descendants. In particular, while the BRST charge commutes with the Virasoro algebra, it does not commute with individual elements of the current algebra (for instance, it carries $U(1)$ charge). For instance, since the identity operator is BRST exact, each of its Virasoro descendants is also $Q$-exact and therefore has trivial image in the Fock space built on $j_B = e^{2\alpha - \phi}$. However, the level one current algebra descendant in the identity Fock space is not BRST closed and its image is precisely the BRST current:

$$[Q_B, j(z)] = j_B(z).$$

(4.25)

This crucial formula actually holds in all of the linear dilaton models we consider, and explains how the $U(1)$ currents of the linear dilaton are eliminated when reducing to the minimal model.

4.2 Felder’s BRST complex: the general case

In section 2, we saw that the degenerate Verma module associated to the primary of weight $h_{r,s}$ has two infinite classes of singular vectors. The first class occurred with weights $h_{r_k,s_k}$ given by

$$r_k = r + kp', \quad s_k = (-1)^k s + [1 - (-1)^k] \frac{p}{2}.$$  

(4.26)

The other class was of the form $h_{r,s_k}$ with

$$s_k = kp + (-1)^k s + [1 - (-1)^k] \frac{p}{2}.$$  

(4.27)

The structure of the Fock space discussed in section 3.1 was slightly more complicated. In particular, the full Fock space had fewer singular vectors than the reducible Verma module. However, upon performing successive quotients by submodules of singular vectors, the Fock space is reduced to the irreducible representation of the Virasoro algebra needed for the construction of the minimal model. When placed side by side, as in figure 5, the vectors in each diagram share the same conformal dimension.

Felder’s innovation was to reformulate the successive quotients of the Fock space by the submodules of singular vectors in the language of BRST.

To begin, Felder considers a sequence of cochain groups given by Fock spaces $F_{r_k,s_k}$ whose highest weight vectors have the dimensions $h_{r_k,s_k}$ appearing in figure 5:

$$\ldots \rightarrow F_{r,4p-s} \rightarrow F_{r,2p+s} \rightarrow F_{r,2p-s} \rightarrow F_{r,s} \rightarrow F_{p'+r,p-s} \rightarrow F_{2p'+r,s} \rightarrow F_{3p'+r,p-s} \rightarrow \ldots$$  

(4.28)

Note that the Fock spaces to the right of $F_{r,s}$ have momenta corresponding to (4.26), while those to the left have momenta given by (4.27). It had been known since the work of Thorn [21] that multiple nested integrals of the $h = 1$ operator $M_-(z)$ could be used to
write the singular vectors in the Fock space $F_{r,s}$ in terms of exponential operators with different momenta. This led Felder to identify the operator

$$Q_- = \oint \frac{dz}{2\pi i} M_-(z)$$

as the appropriate differential for the complex (4.28). For a closed contour, the operator $Q_-$ commutes with the Virasoro algebra. However, since the holomorphic operator $M_-(z)$ is not itself mutually local with all exponentials in the model, it is actually an appropriately chosen power of $Q_-$ that acts nilpotently on the individual Fock spaces. It is also precisely this power of $Q_-$ which was known to prepare singular vectors in the Fock space $F_{r,s}$. The actual BRST complex takes the form

$$\cdots \xrightarrow{Q'^{-s}} F_{r,4p-s} \xrightarrow{Q^s} F_{r,2p+s} \xrightarrow{Q'^{-s}} F_{r,2p-s} \xrightarrow{Q^s} F_{r,s} \xrightarrow{Q'^{-s}} F_{p'+r,p-s} \xrightarrow{Q^s} F_{2p'+r,s} \xrightarrow{Q'^{-s}} F_{3p'+r,p-s} \cdots$$

(4.30)

Using the results of Feigin and Fuchs, Felder proved that the only nontrivial cohomology of this complex lies in $F_{r,s}$. Therefore, a trace in the cohomology of $F_{r,s}$ can be extended to a trace in the cohomology of the entire complex, which by the algebraic Lefshetz principle can be represented by an alternating trace in the full cochain groups themselves. This fact is the basis for Felder’s simple rederivation of the Rocha-Caridi form of the minimal model characters. An equivalent complex can be constructed using appropriate powers of the BRST charge

$$Q_+ = \oint \frac{dz}{2\pi i} M_+(z).$$

(4.31)

We will illustrate the general idea with a few simple examples before describing the full action of the BRST charge within each Fock space.

**Figure 5.** Verma module structure versus Fock space structure.
The action of the BRST charge is given by

\[ \cdots \to F_{1,2p-1} \xrightarrow{Q_{p-1}} F_{1,1} \xrightarrow{Q_{-}} F_{1,-1} \to \cdots \]  

(4.32)

The exponential operator acting as the highest weight state in \( F_{1,-1} \) is simply \( e^{2i\alpha_-\phi(z)} \), which is the BRST current \( j_B(z) \). Now according to formula (3.13) we have

\[ [j_{-1}, e^{2i\alpha_-\phi(z)}] = \frac{\alpha - 1}{\sqrt{2}} e^{2i\alpha_-\phi(z)} . \]  

(4.33)

Integrating both sides of the equality on a contour surrounding the origin, we find

\[ [j_{-1}, Q_-] = \frac{\alpha}{\sqrt{2}} e^{2i\alpha_-\phi(0)} \propto j_B(0) . \]  

(4.34)

This equation says that the U(1) momentum current is not BRST closed, and that its \( Q_- \) variation simply produces the BRST current \( j_B(z) \):

\[ Q_- j_{-1} |0\rangle = [Q_-, j_{-1}] |0\rangle \propto j_B(0) |0\rangle . \]  

(4.35)

Restoring position dependence, we have the operator equality \([Q_-, j(z)] = j_B(z)\). This is an extremely important equation, since the minimal model obviously does not contain any U(1) momentum current. In this example, the identity operator in the Verma module has two singular descendants at levels one and \((p' - 1)(p - 1)\). In the Fock module, the singular descendant at level one is replaced by a nonsingular vector which is however not BRST closed. Meanwhile, the singular vector at level \((p' - 1)(p - 1)\) is \( Q_- \) exact and is produced by the action of \( Q_{p-1}^- \) on the highest weight exponential \( e^{i(2-2p)\alpha_-\phi(z)} \) in \( F_{1,2p-1} \). To see this, note that since \( Q_- \) commutes with the Virasoro algebra, the dimension and charge of the \( Q_- \) exact operator \([Q_{p-1}^-, e^{i(2-2p)\alpha_-\phi(z)}] \) matches that of the singular descendant in \( F_{1,1} \) which was known from the work of Feigin and Fuchs. Moreover, since the exponential is singular (highest weight), it’s \( Q_- \) variation will be singular provided that it is non-vanishing. One then verifies that this vector is nonzero by computing its inner product with another state using the Dotsenko-Fateev integrals.

Another simple example demonstrates why the reflection of the identity operator does not introduce position dependence in BRST invariant correlation functions. The reflection of the identity is in the Fock space \( F_{p'-1,p-1} \), and the relevant segment of the BRST complex is

\[ F_{1,-1} \xrightarrow{Q_+} F_{p'-1,p-1} . \]  

(4.36)

The action of the BRST charge is given by

\[ [Q_+, e^{2i\alpha_-\phi(z)}] = \int \frac{dw}{2\pi i} \left( w - z \right)^{2\alpha_+\alpha_-} : e^{2i\alpha_+\phi(w)} e^{2i\alpha_-\phi(z)} : ; \]  

\[ = \frac{1}{2\pi i} \int \frac{dw}{(w - z)^2} \left[ 1 + 2i\alpha_+ (w - z) \partial \phi + \ldots \right] e^{i(2\alpha_+ + 2\alpha_-)\phi(z)} \]  

(4.37)

\[ \propto \partial \phi e^{i(2\alpha_+ + 2\alpha_-)\phi(z)} . \]
The derivative of the reflection of the identity is BRST exact, so $e^{i(2\alpha_+ + 2\alpha_-)\phi(z)}$ is a topological operator.

Another tractable example is the construction of the leading singular vector in the Fock space $F_{1,p-1}$. The relevant segment of the BRST complex is

$$F_{1,p+1} \xrightarrow{Q} F_{1,p-1}. \quad (4.38)$$

The BRST charge should produce the null state at level $l = (p' - r)(p - s) = p' - 1$. Its action on the exponential operator in $F_{1,p+1}$ is given by

$$[Q_-, V_{1,p+1}(0)] = \oint dz z^{-\alpha_+^2} e^{2i\alpha_- \phi(z)} e^{-ip\alpha_- \phi(0)} ; \quad (4.39)$$

and the contour integral picks out the correct descendant at level $p' - 1$.

**The general mechanism.** The action of the BRST charge in a general Fock space $F_{r,s}$ corresponding to a minimal model primary is shown in figure 6. The vector $u_0$ (the analog of the singular vector at level $l = rs$ in the Verma module), while not singular, is not $Q$-closed and is mapped to the highest weight state in $F_{r,-s}$. On the other hand, the vector $u_1$ is singular and corresponds to the null descendant at level $(p' - r)(p - s)$. It is the image of the highest weight state in $F_{r,2p-s}$ under the action of the BRST charge. Outside of $F_{r,s}$ there is no cohomology: the other exponential operators appearing in the complex are all either BRST exact or not BRST closed. In general, the states appearing in the right column are not BRST closed and are mapped into the vectors $u_i, v_k < 1$ in the Fock space to the right. The vectors in the left-hand columns are correspondingly BRST-exact.

Demonstrating that the BRST charge acts nilpotently and produces non-vanishing singular vectors is nontrivial: for details see section 4 of [37]. Resolutions of the degenerate Verma modules located outside of the Kac table were obtained in [40].

**The special case $p' = 2$.** For the special case of the $(2, p)$ minimal models, the entries of the Kac table all have $r = 1$. Felder’s BRST complex with $Q_+$ as the differential takes the form

$$\cdots \xrightarrow{Q_+} F_* \xrightarrow{Q_+^{p'-r}} F_{r,s} \xrightarrow{Q_+} F_* \xrightarrow{Q_+^{p'-r}} \cdots \quad (4.41)$$

For $p' = 2$ and $r = 1$ this becomes

$$\cdots \xrightarrow{Q_+} F_* \xrightarrow{Q_+} F_{1,s} \xrightarrow{Q_+} F_* \xrightarrow{Q_+} \cdots \quad (4.42)$$

and no nested contours are necessary. This is because the BRST current is mutually local with all of the minimal model exponentials $V_{1,s}(z)$:

$$J_+(z) V_{1,s}(z) \sim z^{s-1} V_{-1,s}(0) + \cdots \quad (4.43)$$

As we will see, this simplification is preserved in the full quantum field theory.
4.3 SL(2, \mathbb{R}) quantum Hamiltonian reduction, Felder’s BRST, and $\eta\xi$

In the introduction we mentioned that there exists yet another construction related to the minimal models, due to Bershadsky and Ooguri [102], that makes use of SL(2, \mathbb{R}) quantum Hamiltonian reduction. In fact, there is an argument that relates this construction to Felder’s BRST complex, although it requires invoking yet another free field realization.

Bershadsky and Ooguri begin by considering the SL(2, \mathbb{R})_k WZW model at level $k + 2 = p/p'$ with the twisted energy momentum tensor $T(z) \rightarrow T(z) - \partial J_3(z)$. The central charge of this twisted energy momentum tensor nearly reproduces that of the corresponding minimal model

$$c_{\text{SL}(2)} - 2 = \frac{3k}{k+2} - 6k - 2 = c_{p,p'},$$

but the systems are clearly not the same. The basic idea of the construction is to associate the $-2$ appearing in this formula with the $\eta\xi$ system discussed in section 4.1. The first step in reducing the model involves fixing lightcone gauge through the constraint $J_-(z) = 1$. In order for this equation to make any sense, the scaling dimension of $J_-(z)$ should be zero, motivating the twist of the Sugawara stress tensor

$$T(z) \rightarrow T(z) - \partial J_3(z).$$

The imposition of the constraint in the path integral is accompanied by the introduction of the $\eta\xi$ BRST multiplet, and the BRST charge is

$$Q_{\text{BRST}} = \oint \frac{dz}{2\pi i} (J_-(z) - 1)\eta(z).$$
Bershadsky and Ooguri argue that the cohomology of this charge in the combined ghost-$SL(2,\mathbb{R})_k$ Hilbert space reproduces the irreducible representations of the Virasoro algebra. In order to connect with Felder’s BRST and the Coulomb gas formalism, one replaces the $SL(2,\mathbb{R})_k$ WZW model with its Wakimoto free field resolution \cite{103}. The relationship between this free field representation and the WZW model itself involves a separate BRST quotient, as demonstrated by Bernard and Felder \cite{104}. We denote this second BRST charge as $Q_{SL_2}$.

The Wakimoto realization bosonizes the current $J_3(z)$ in terms of $\partial \phi(z)$ and the scalar/vector $bc$ ghosts. Bershadsky and Ooguri demonstrate that passing to the $Q_{BRST}$ cohomology of the combined $\phi bc - \eta \xi$ system simply removes all of the ghosts, leaving only the Fock spaces of the scalar $\phi(z)$ which is then interpreted as the Feigin-Fuchs field. The BRST charge $Q_{SL_2}$ associated to the Wakimoto realization is then shown to be $Q_{BRST}$-equivalent to Felder’s Coulomb gas BRST operator $Q_{CG}$. Therefore, taking the cohomology in the $\phi bc - \eta \xi$ system with respect to both $Q_{BRST}$ and $Q_{SL_2}$ is equivalent to Felder’s BRST quotient of the Feigin-Fuchs Fock space using $Q_{CG}$. This in turn establishes that passing to the $Q_{BRST}$ cohomology of the $SL(2,\mathbb{R})_k - \eta \xi$ system produces the irreducible representation of the Virasoro algebra.

Although this analysis is primarily kinematic, it does seem to provide a moral reason for the existence of Felder’s BRST construction. It would be interesting to establish the precise connection between this model and the quantum field theory that we describe in the next two sections at the level of correlation functions.

5 Lagrangian formulation: kinematics

The combined results of Feigin-Fuchs, Dotsenko-Fateev, and Felder strongly suggest that there is a physical relationship between some variation of the timelike linear dilaton theory and the minimal models. The correct quantum field theory should consolidate the “representation-by-representation” analysis of Feigin-Fuchs and Felder, and should explain the computational rules invented by Dotsenko-Fateev. The goal of the rest of the paper is to embed all of these ingredients in an explicitly local Lagrangian quantum field theory, paying close attention to global issues which have often been ignored. Morally, we would like to perform a sequence of standard, well-defined quantum field theory operations (in this case gauging, BRST projection, and deformation by a marginal operator) that turns the timelike linear dilaton into the minimal model.

The systems that we will ultimately consider have actions of the form

$$S[\phi, g] = \frac{1}{4\pi} \int \sqrt{g} d^2 x \left[ g^{ab} \partial_a \phi \partial_b \phi + Q \phi R(g) + 4\pi \mu^+ e^{2\alpha+} \phi + 4\pi \mu^- e^{2\alpha-} \phi \right].$$  \quad (5.1)$$

We will view the last two terms as marginal deformations of the timelike linear dilaton, and treat them in perturbation theory. An important point to note is that both deformations are charged under the $U(1)$ symmetry of the model. This is essential, since none of the minimal models support continuous symmetries. More importantly, if we deform by a single marginal operator, then only a single order in perturbation theory can contribute
to any physical observable. This exact calculability appears to be lost if one turns on the second deformation, since \( p' \alpha_+ + p \alpha_- = 0 \) and higher orders in perturbation theory naively contribute.\(^7\) We will have more to say about this in the following section.

The analysis of this model splits up naturally into two parts. The Feigin-Fuchs resolution and Felder’s BRST analysis are purely kinematical, and can be studied before deforming away from the free theory. So we begin by studying a single scalar \( \phi \) with the action

\[
S[\phi, g] = \frac{1}{4\pi} \int \sqrt{g} d^2 x \left[ g^{ab} \partial_a \phi \partial_b \phi + Q \phi R(g) \right]
\]

and a background charge \( Q = i(\alpha_+ + \alpha_-) \) chosen to match the central charge of the minimal model

\[
c = 1 + 6Q^2 = 1 - 6 \frac{(p - p')^2}{pp'}.
\]

Interpreted naively, the system has a number of pathologies. The partition function vanishes on all surfaces except the torus due to the background charge asymmetry. The spectrum is continuous, and many states have zero or negative norm. We would like a model with a normalizable \( SL(2, \mathbb{C}) \) invariant groundstate and a discrete spectrum, but the background charge term renders the shift symmetry \( \phi(x) \to \phi(x) + \text{const.} \) anomalous on a curved surface and seems to prevent us from gauging the discrete subgroup \( \phi \to \phi + 2\pi R \). It is at this point that we encounter the first qualitative difference between the \( Q \) \( \mathbb{P} \) \( \mathbb{R} \) spacelike case used in Liouville theory and the \( Q \) \( \mathbb{P} \) \( i\mathbb{R} \) timelike case relevant for the minimal models. Indeed, although the action itself is not invariant under any constant shift of \( \phi(x) \), the exponential of the action is still invariant provided

\[
2\pi R|Q| \in 2\pi \mathbb{Z}.
\]

Since the minimal models make sense on surfaces with boundary (for which \( \chi \in \mathbb{Z} \) can be odd), the radius must be an integer\(^8\) multiple of \( \sqrt{pp'} \). In order to retain the Dotsenko-Fateev screening operators \( e^{2i\alpha \pm \phi} \) for generic \( p, p' \), this integer is fixed so that the radius is \( R = \sqrt{pp'} \). We therefore identify

\[
\phi(x) \sim \phi(x) + 2\pi \sqrt{pp'}.
\]

Note that this is the radius that appears naturally in the formula (2.26) for the torus partition function.

The compactness of the timelike linear dilaton has important consequences for our construction. It immediately cuts down the number of momentum states in the model,

\(^7\)This puzzle already arises in the holomorphic Coulomb gas construction with line integral screening charges. Authors always choose the minimal number of screening charges to compute a given correlator, and we are not aware of any justification for this choice. It seems plausible that the perturbation series does terminate at leading order due to the BRST structure inherent in the model, but we have been unable to verify this. In spacelike Liouville theory, the nonperturbative DOZZ formula does exhibit a double lattice \( mb + nb^{-1} \) of poles, which is suggestive of the double deformation.

\(^8\)If we only require the model to make sense on closed surfaces, we could quotient by a half-integer multiple of \( \sqrt{pp'} \).
making the identification of the “minimal model exponentials” more natural. It also introduces a new set of operators with nontrivial winding. These operators are never discussed in the Coulomb gas formalism, but they will play an important role in our construction. Finally, the compactness of the zero mode of $\phi(x)$ has a dramatic effect on the correlators of the deformed theory (5.1), producing a stark contrast with the spacelike Liouville theory. When performing the path integral, we can separate out the zero-mode $\phi(x) = \phi_0 + \Phi(x)$ and integrate over $\phi_0$ and $\Phi(x)$ separately. Then on a surface of constant curvature the un-normalized correlation functions in the free theory take the form
\[
\langle \prod_i e^{i\alpha_i \phi(x_i)} \rangle = \int D\phi_0 D\Phi e^{-\phi_0 Q\chi + i\phi_0 \sum_i \alpha_i e^{-S_{\text{free}}[\Phi,\varrho]} } \prod_i e^{i\alpha_i \Phi(x_i)} .
\]
(5.6)
Since the zero-mode enters linearly in the action, it acts as a Lagrange multiplier enforcing the constraint
\[
\sum_i \alpha_i = -i Q\chi .
\]
(5.7)
The strategy to calculate correlators of the deformed model (5.1) in section 6 treats the deformation as a perturbation. The typical calculation involves a free field integral of the form
\[
\int D\phi_0 D\Phi e^{-\phi_0 Q\chi + i\phi_0 \sum_i \alpha_i e^{-S_{\text{free}}[\Phi,\varrho]} } \prod_i e^{i\alpha_i \Phi(x_i)} \prod_{j=1}^{n_+} d^2 x_j e^{2i\alpha_+ \phi(x_j)} \prod_{k=1}^{n_-} d^2 y_k e^{2i\alpha_- \phi(y_k)} ,
\]
(5.8)
and the selection rule for non-vanishing correlators becomes
\[
\sum_i \alpha_i + 2n_+ \alpha_+ + 2n_- \alpha_- = -i Q\chi .
\]
(5.9)
This is the same prescription used by Goulian and Li [55] to calculate resonance correlators in spacelike Liouville theory. In spacelike Liouville most correlators are off resonance, and their technique only works for combinations of exponential operators whose momenta can be exactly screened by some number of the screening charges. For those observables, the zero mode of $\phi(x)$ is completely undamped in the path integral, and integrating over this noncompact direction in field space yields a divergent answer. Analytic continuation away from the Goulian-Li momenta yields the DOZZ formula, which exhibits poles at the points where the zero-mode integral diverges. In contrast, the interesting observables in our version of “timelike Liouville theory” are precisely the resonance correlators which can be screened by integer numbers of screening charges, since these correspond to the minimal model correlation functions. The answers we obtain are finite because the zero-mode is compact. One can think of the pole as being replaced by $2\pi R$, which diverges in the decompactification limit.

5.1 States and local operators
Performing the quotient $\phi(x) \sim \phi(x) + 2\pi R$ projects onto operators with momenta of the form
\[
V_n(x) = e^{i \frac{2\pi}{R} \phi(x)} , \quad n \in \mathbb{Z} .
\]
(5.10)
The improvement term in the energy momentum tensor shifts the conformal weights of these exponentials

\[ h = \bar{h} = \frac{n}{2R} \left( \frac{n}{2R} + iQ \right) \]

(5.11)

but does not spoil their transformation properties (as it does for the U(1) current). Since the scalar field is compact, there is a second U(1) symmetry of the model generated by the current \( j_{\alpha}(x) = d\phi(x) \). In the non-compact theory this current is exact and there are no local charged operators. In the compact theory, \( \phi(x) \) is no longer gauge invariant and winding operators appear in the spectrum. The dyonic operators charged under both U(1)’s take the form

\[ V_{n,w}(x) = e^{ik_L \phi_L(x) + ik_R \phi_R(x)} = \exp \left[ i \left( \frac{n}{R} + wR \right) \phi_L(x) + i \left( \frac{n}{R} - wR \right) \phi_R(x) \right] \]

(5.12)

up to cocycle factors that we will suppress. The dimension and spin of this operator is given by

\[ \Delta = \frac{n(n - 2(p - p'))}{2pp'} + \frac{pp'w^2}{2} , \quad S = w(n - (p - p')) . \]

(5.13)

These formulas follow immediately from the left and right conformal weights

\[ h = \frac{1}{4} \left( \frac{n}{R} - \alpha_+ - \alpha_- + wR \right)^2 + \frac{1}{4} Q^2 , \quad \bar{h} = \frac{1}{4} \left( \frac{n}{R} - \alpha_+ - \alpha_- - wR \right)^2 + \frac{1}{4} Q^2 . \]

(5.14)

Comparing with the spectrum of the diagonal minimal models singles out two sets of operators satisfying

\[ \frac{n_{r,s}^\pm}{R} = (1 \pm r)\alpha_+ + (1 \pm s)\alpha_- , \quad w = 0 . \]

(5.15)

This parametrization is redundant since

\[ n_{r,s}^\pm = (1 \pm r)p - (1 \pm s)p' = n_{r+p',s+p}^\pm . \]

(5.16)

It is important to note that, for fixed \( r \) and \( s \), there are two physically distinct vertex operators which could be identified with the minimal model primary. Both operators have the same scaling dimension, but differ in their U(1) charges. This degeneracy of the spectrum is the remnant of the \( \phi \rightarrow -\phi \) symmetry of the model, which is broken by the \( \phi R \) coupling. Instead, the model is invariant under the substitution \( \phi \rightarrow -\phi \) and \( Q \rightarrow -Q \), which is equivalent to switching \( p \) and \( p' \).

The timelike linear dilaton still has a state-operator correspondence. However, because \( \hat{\phi} \) is not a primary operator, there is an inhomogeneous relationship between the charges of states on the cylinder and of operators on the plane. The formula relating the charge of the state \( \hat{n} \) to the momentum \( n \) of the operator is

\[ n = \hat{n} + p - p' , \]

(5.17)

and in terms of this variable we have

\[ h = \frac{1}{4} \left( \frac{\hat{n}}{R} + wR \right)^2 + \frac{1}{4} Q^2 , \quad \bar{h} = \frac{1}{4} \left( \frac{\hat{n}}{R} - wR \right)^2 + \frac{1}{4} Q^2 . \]

(5.18)
5.2 Marginal deformations

Regardless of whether or not the scalar field is taken to be compact, the timelike linear dilaton has two $\Delta = 2$, $S = 0$ marginal operators given by

$$ M_{\pm}(x) = e^{2i\alpha_{\pm}\phi(x)}. \quad (5.19) $$

In the compact model, these operators are not charged under the $U(1)$ winding symmetry. Deforming away from the compact linear dilaton by either of these operators explicitly breaks the $U(1)$ momentum symmetry of the model but preserves the winding symmetry.

Given a conformal field theory with one or more marginal operators, one can consider infinitesimal deformations of the form

$$ \delta S = \int \sqrt{g} d^2 x \left[ \mu^+ M_+(x) + \mu^- M_-(x) \right]. \quad (5.20) $$

If the operators are exactly marginal (which is certainly not guaranteed and is in fact quite rare), then the deformation parameters $\mu^\pm$ provide local coordinates on the conformal manifold. In these coordinates the Zamolodchikov metric has components

$$ g_{++} = g_{--} = 0, \quad g_{+-} = (x - y)^4 \langle e^{2i\alpha_+ \phi(x)} e^{2i\alpha_- \phi(y)} \rangle = 1 \quad (5.21) $$

in our example at leading order. Note that the diagonal entries vanish due to the selection rule (3.27).

Now to leading order in conformal perturbation theory, exact marginality requires the vanishing of the beta function for each deformation

$$ \beta^k = \sum C^k_{ij} \mu^i \mu^j = 0, \quad (5.22) $$

where $i, j, k \in \{+, -\}$. It is easy to verify that the 3-point functions of the marginal deformations all vanish due to the selection rule (3.27)

$$ C^+_{++} = C^-_{--} = C^+_{+-} = C^-_{+ -} = 0, \quad (5.23) $$

so that to first order in perturbation theory the resulting system is still conformally invariant as was to be expected. This alone does not guarantee exact conformal invariance, and in principle one should continue to higher orders in perturbation theory to be sure that no scale enters the model. The relation

$$ p' \alpha_+ + p \alpha_- = 0 \quad (5.24) $$

implies that the correlation function

$$ \langle M_+(x_1) \ldots M_+(x_{1+p'}) M_-(y_1) \ldots M_-(y_{1+p}) \rangle \quad (5.25) $$

requires no screening and does not vanish. Since all non-trivial minimal models have $p + p' + 2 \geq 9$, the first dangerous correlation function is a nine-point function, but the
possibility to gap out the system remains.\footnote{There is a second set of marginal operators with fractional winding} Note that if we deform by a single marginal operator, this potential problem disappears.

We can also make a trivial check that the scaling dimensions of the minimal model exponentials do not change to first order in perturbation theory. The relevant formula

\[ \delta h_{r,s} = \delta \bar{h}_{r,s} = -\sum c_{(r,s),(r',s)',\mu} \mu^4 = 0 \] (5.27)

is easily verified, again due to the selection rule. Therefore, the scaling dimensions of the “minimal model exponentials” do not change to leading order, which is required but was not guaranteed.

The above analysis suggests that the deformation (5.20) will produce scale-invariant correlation functions for a set of primary operators whose conformal dimensions match those of the minimal models. This might seem puzzling at first glance, since there is certainly no continuous family of minimal models labeled by $\mu^\pm$ for fixed $(p, p')$. The situation is analogous to that of spacelike Liouville theory. There, the cosmological constant term appears to be a marginal deformation and yet there is a single theory for fixed $Q$. In section 6 we demonstrate that the dependence of physical correlators on $\mu^\pm$ is trivial for canonically normalized operators.

### 5.3 The reflection identification

The spectrum (5.13) of the compact linear dilaton is doubly degenerate. Each operator $V_{n,w}(x)$ of a given dimension and spin has a “reflection partner” $\tilde{V}_{\tilde{n},\tilde{w}}(x)$ with the quantum numbers

\[ \tilde{n} = 2(p - p') - n, \quad \tilde{w} = -w. \] (5.28)

As discussed previously, this is the $Q$-shifted version of the the $n \rightarrow -n, w \rightarrow -w$ symmetry of the free compact boson. The double degeneracy means that there are actually two candidate operators $V_{n-\mu,0}(x)$ and $V_{n-\mu,0}(x)$ which could be identified with the corresponding minimal model primary.

A similar degeneracy (with $w = 0$) occurs for the non-compact spacelike linear dilaton with a real background charge. When this model is deformed by the Liouville exponential, the spectrum is effectively halved: in the full non-perturbative Liouville theory, there is an operator identification $V_p(x) = R(p) V_{-p}(x)$. This reflection amplitude $R(p)$ is related to the quantum mechanics of the zero mode scattering off of the unbounded Liouville potential.
In seeking a relationship between the deformed compact timelike linear dilaton and the minimal model, one might hope for a similar operator identification

\[ V_{r,s,0}(x) \overset{?}{=} R(r, s)V_{r,-s,0}(x) . \quad (5.29) \]

The two operators certainly cannot be identified before deforming the compact dilaton by the marginal operators \( M_{\pm}(x) \): generic non-vanishing correlation functions involving \( V(x) \) will vanish upon substitution of \( \tilde{V}(x) \) due to the selection rule (3.27). The identification is only made possible by the deformation, which allows one to trade \( V(x) \) and \( \tilde{V}(x) \) inside correlation functions while balancing the resulting charge-asymmetry with additional screening operators.

There is an even more important distinction to be made between the operator identification in Liouville theory and the corresponding identification in our model. The operator identification (5.29), and its analog in Liouville theory, is only possible because the continuous shift symmetry of the boson is explicitly broken by the perturbation. If this were not the case, the operators being identified would transform in inequivalent representations of a global symmetry group of the theory, which is impossible. However, the deformation (5.20) does not break the \( U(1) \) winding symmetry of the compact dilaton. This means that there can be no analog of (5.29) for operators with winding in the theory defined by (5.1). Indeed, substituting \( \tilde{V}_{n,\tilde{w}}(x) \) for \( V_{n,w}(x) \) in a non-vanishing correlator would introduce an asymmetry in the global winding charge, which could not be screened by the perturbation. This subtlety does not exist in Liouville theory (where the scalar is non-compact) and is irrelevant for the identification of the minimal model primaries (5.29), all of which are winding singlets. However, in the next section we will encounter winding operators (BRST currents) that play a crucial role in reducing the theory (5.1) to the minimal model, and for which the identification cannot hold.

Since the reflection identification cannot be made before the deformation of the compact dilaton, it certainly makes sense to perturb with both \( M_{+}(x) \) and \( M_{-}(x) \) simultaneously. Whether or not this is the correct prescription seems less clear, and we will postpone this question until section 6.

### 5.4 BRST currents

In the holomorphic Coulomb gas formalism of section 3, we encountered special \( h = 1 \) operators which seemed to play several roles. In particular, the operators \( e^{2i\alpha \phi(z)} \) were used to construct Felder’s BRST operators as well as the screening charges used in the calculation of correlation functions. In the full theory, these holomorphic operators must be paired with their right-moving counterparts to form genuine local operators. As we saw in section 5.2, the holomorphic screening operators of the Coulomb gas formalism are naturally completed into (1, 1) marginal operators \( M_{\pm}(x) \). In this section we will try to identify Felder’s BRST currents in the spectrum of the compact dilaton.

There are two potential sets of (1, 0) operators in the compact linear dilaton theory. Their momenta and winding, as well as the left and right momenta, are summarized in the following table:
$J_i(x)$ and $\tilde{J}_i(x)$ are related by the reflection transform (5.28), but are not identified as operators. Similarly, there are two potential sets of $(0,1)$ currents:

|        | $n$ | $\hat{n}$ | $w$  | $k_L$  | $k_R$  |
|--------|-----|-----------|------|--------|--------|
| $J_+(x)$ | $p$       | $p'$      | $\frac{1}{p}$ | $2\alpha_+$ | 0     |
| $\tilde{J}_+(x)$ | $p - 2p'$ | $-p'$ | $-\frac{1}{p'}$ | $2\alpha_-$ | $2\alpha_+ + 2\alpha_-$ |
| $J_-(x)$ | $-p'$      | $-p$      | $\frac{1}{p}$ | $2\alpha_-$ | 0     |
| $\tilde{J}_-(x)$ | $2p - p'$ | $p$       | $\frac{1}{p}$ | $2\alpha_+$ | $2\alpha_+ + 2\alpha_-$ |

The first important point to note is that each of these operators carries winding. This could have been predicted on general grounds: the null descendants of the non-holomorphic minimal model primary $M_{r,s}(x)$ generically carry spin. Therefore, the exponential operators surrounding the minimal model exponential in the BRST complex must also carry spin (since the BRST charge commutes with both Virasoro algebras), and in order for an exponential operator to carry spin, it must have nonzero winding. The more troubling fact is that the winding carried by the BRST currents is fractional. We can define the scalar BRST charge operators

$$Q_{\pm} = \oint J_{\pm}(z) dz, \quad \bar{Q}_{\pm} = \oint K_{\pm}(\bar{z}) d\bar{z}, \quad W_{\pm} = \oint \tilde{J}_{\pm}(z) dz, \quad \bar{W}_{\pm} = \oint \tilde{K}_{\pm}(\bar{z}) d\bar{z}.$$  

Each charge formally commutes with both copies of the Virasoro algebra, but carries non-trivial momentum and winding. The fact that the BRST charges carry winding has an important consequence: the insertion of a charge in any correlation function consisting only of operators of the form $V_{n_{r,s},0}(x)$ (the minimal model exponentials) vanishes trivially due to winding conservation. A second important consequence is that the full BRST complex will now involve operators with non-trivial winding.

**Mutual locality.** In an ordinary interpretation of the compact boson CFT, one does not permit operators with fractional winding since they are not mutually local with respect to the momentum operators. However, Felder’s holomorphic BRST construction produced a charge which was not mutually local with respect to all of the exponential vertex operators needed for the construction of the minimal model. Rather, different combinations of multiple line integrals with nested contours were needed for each separate Fock space.
The OPE of two operators with momentum and winding takes the form
\[ e^{ikL\phi_L(z)+ikR\phi_R(\bar{z})}e^{ipL\phi_L(0)+ipR\phi_R(0)} \sim z^{k_{\text{L}P}L/2}z^{k_{\text{R}P}R/2}e^{i(kL+pl)\phi_L(0)+i(kR+pR)\phi_R(0)} + \ldots \] (5.31)

Sending \( z \to e^{2\pi i z} \) one obtains the condition for the mutual locality of two operators:
\[ k_{\text{L}P}L - k_{\text{R}P}R \in 2\mathbb{Z} \] (5.32)

Since the BRST currents \( J_\pm \) (resp. \( K_\pm \)) have \( k_{\text{R}P}R \) (resp. \( k_{\text{L}P}L \)) while the minimal model exponentials have \( p_{\text{L}P}L = p_{\text{R}P}R = \frac{m}{2\pi} \), it is clear that the lack of mutual locality in Felder’s construction is not removed by considering the full theory.

Therefore, it may be too much to ask for the BRST currents \( J_\pm(x) \) and \( K_\pm(x) \) to be mutually local with respect to all of the operators in the compact timelike linear dilaton model: we seem to have to tolerate a non-standard spectrum in order to reproduce the minimal model. Since the majority of the local operators of the system (including the BRST currents) do not belong to the physical subsector, it seems enough to require mutual locality among the minimal model exponentials (which is guaranteed). Nevertheless, the construction does not seem completely natural and we would welcome a simpler explanation.

The special case \( p' = 2 \). As we noted in section 4, Felder’s holomorphic BRST complex appears particularly natural when \( p' = 2 \). In that case, the BRST current \( J_+(z) \) is mutually local with all of the minimal model exponentials \( V_{1,s}(z) \), and only a single power of the BRST charge \( Q_+ \) is needed in the complex (rather than multiple nested contours). This simplification is maintained in our full quantum field theory. Although the BRST current \( J_+(x) \) has winding \( w = 1/2 \), all of the minimal model exponentials (as well as the marginal operators) have even momenta since \( n_{1,s} = (s-1)p' = 2(s-1) \). This suggests that the more natural radius for this subset of models might be \( R' = R/2 \), although the discrete shift-symmetry of the scalar would be lost on a surface of odd Euler character. Note that for this case
\[ R' = \frac{1}{2} \sqrt{pp'} = \alpha_+ \] (5.33)

Indeed, a naive candidate for the completion of the holomorphic minimal model exponentials with
\[ k_{\text{L}P}L = (1-r)\alpha_+ + (1-s)\alpha_- \] (5.34)

would have been to interpret \( \alpha_+ \) as the radius, \( (s-1) \) as the momentum and \( (1-r) \) as the winding. This is incorrect since the resulting operator in the full theory would have spin, except for the case \( p' = 2 \) when \( r = 1 \).

5.5 Full BRST complex

The minimal model primaries \( M_{r,s}(z, \bar{z}) \) are simply the products of their holomorphic and antiholomorphic counterparts, and they have their first singular vectors at the levels
\[ (h_{r,s} + rs, \bar{h}_{r,s}), \quad (h_{r,s} + (p'-r)(p-s), \bar{h}_{r,s}), \quad (h_{r,s} + h_{r,s} + rs), \quad (h_{r,s} + h_{r,s} + (p'-r)(p-s)) \] (5.35)
Similarly, the minimal model exponentials in the linear dilaton model holomorphically factorize into products of left and right-moving exponentials

\[ V_{n_{r,s},0}(z, \bar{z}) = e^{i \frac{\alpha_{r,s}}{R} \phi_L(z)} e^{i \frac{\alpha_{r,s}}{R} \phi_R(\bar{z})}. \] (5.36)

Since \( J_-(z) = e^{2i\alpha \phi_L(z)} \) is purely holomorphic and \( K_-(\bar{z}) = e^{2i\alpha \phi_R(\bar{z})} \) is purely antiholomorphic, Felder’s holomorphic BRST construction can be applied separately to the left-moving and the right-moving part of each operator. Combining this with the momentum and winding charges of the BRST currents, it is possible to map out the full BRST complex. For instance, the four Fock spaces directly adjacent to the minimal model Fock space \( F_{r,s} \) in the double complex are

\[ \begin{array}{c}
\downarrow Q_{r,s}^- \\
\downarrow Q_{r,s}^+ \\
\downarrow Q_{r,s}^- \\
\downarrow Q_{r,s}^+
\end{array} \]

\[ \rightarrow \]

\[ \frac{1}{2} F_{r,s} \]

\[ \rightarrow \]

\[ \frac{1}{2} F_{r,s} \]

Here \( \psi \) denotes the Fock space with momentum \( n_{r,s} \) and winding \( w \). As expected, the highest weight states in each of these Fock spaces carries winding since the descendants (5.35) all carry spin. As a result, these Fock spaces carry different momenta than those appearing in Felder’s BRST complex: Felder labeled the Fock spaces with the left-moving momentum \( k_L \) while we label them with momentum and winding charge. Expanding the complex out further helps to exhibit the patterns more clearly. The result is depicted in figure 7.

Since all of the cohomology is concentrated in \( \psi F_{r,s} \), the terms in blue will contribute to the torus partition function with positive signs, while those in red will enter with negative signs in order to cancel states that are not present in the minimal model. In particular, note that all of the blue terms actually have integer winding, while the red “ghost states” are built on vertex operators with bad fractional winding which nonetheless have integer spins. This structure is related to the expression (2.26) for the minimal model partition function in terms of \( c = 1 \) partition functions at different radii: terms contributing with a positive sign naturally live at the radius \( R = \sqrt{p \eta} \), while the ghost states that contribute with a negative sign seem to live at the radius \( R = \frac{1}{p} \sqrt{p \eta} \). Next we would like to verify that this set of signs appearing in the BRST complex matches those that arise in the minimal model character formula.

### 5.6 Torus partition function

In this section we will show that the “supertrace” in the full Hilbert space of the compact timelike linear dilaton produces precisely the trace in the Hilbert space of the minimal model. The Rocha-Caridi form of the holomorphic character for the minimal model is

\[ \chi_{r,s} = K_{r,s}(\eta) - K_{r,-s}(\eta), \quad K_{r,s}(\eta) = \frac{1}{\eta(q)} \sum_{j \in \mathbb{Z}} q^{\left(-\frac{2\pi - p' s}{R} - 2j R\right)^2/2}, \] (5.37)
and consider the first term in the product

\[ K_{r,s}^{(p,p')} (\bar{q}) K_{r,s}^{(p,p')} (\bar{q}) = |\eta(q)|^{-2} \sum_{j,j'} q^{\left( \frac{2r+s}{\pi} - 2j R \right)^2 / 4} q^{\left( \frac{n_{r,s}}{\pi} - 2j' R \right)^2 / 4}. \]

**Figure 7.** Structure of the full BRST complex.

where \( R = \sqrt{pp'} \). We would like to express the quantity \( \chi_{r,s} \bar{\chi}_{r,s} \) as a sum over momenta and winding states in order to compare with the BRST complex in section 5.5. It will prove useful to have an expression for the trace in the linear dilaton system when restricted to momenta and winding charges in the sets \( n \in S_1 \) and \( w \in S_2 \). For an operator with \( k_L = \frac{n}{\pi} + wR \), we have

\[
\begin{aligned}
\hbar - \frac{c-1}{24} &= \frac{1}{4} \left( k_L + iQ \right)^2 + \frac{Q^2}{4} - \frac{1 + 6Q^2 - 1}{24} \\
&= \frac{1}{4} \left( k_L + iQ \right)^2. 
\end{aligned}
\]

Recalling the relation (5.17) between the U(1) charges of operators on the plane and states on the cylinder, we find a simple formula for the trace over operators with \( n \in S_1 \) and \( w \in S_2 \):

\[
\begin{aligned}
\text{Tr}_{n \in S_1, w \in S_2} q^{L_0-c/24} \bar{q}^{\bar{L}_0-c/24} &= |\eta(q)|^{-2} \sum_{n \in S_1, w \in S_2} q^{\left( \frac{n}{\pi} + wR \right)^2 / 4} q^{\left( \frac{\bar{n}}{\pi} - wR \right)^2 / 4}, \quad \bar{n} = n + (p-p'). 
\end{aligned}
\]

The BRST complex of figure 7 indicates that the partition function will be a sum of terms of this type, with relative signs determined by \( S_1 \) and \( S_2 \). Make the definition

\[
\hat{n}_{r,s} = -rp + sp' = n_{r,s} - (p-p'),
\]

and consider the first term in the product \( \chi_{r,s} \bar{\chi}_{r,s} \), which is

\[
\begin{aligned}
K_{r,s}^{(p,p')} (\bar{q}) K_{r,s}^{(p,p')} (\bar{q}) &= |\eta(q)|^{-2} \sum_{j,j'} q^{\left( \frac{2r+s}{\pi} - 2j R \right)^2 / 4} q^{\left( \frac{n_{r,s}}{\pi} - 2j' R \right)^2 / 4}. 
\end{aligned}
\]
In order to relate this to the BRST complex, we would like to equate
\[
\left( \frac{\hat{n}}{R} + wR \right)^2 = \left( \frac{\hat{n}_{r,s}}{R} - 2jR \right)^2, \quad \left( \frac{\hat{n}}{R} - wR \right)^2 = \left( \frac{\hat{n}_{r,s}}{R} - 2j'R \right)^2. \tag{5.42}
\]
There are four solutions to this set of equations (each solution relating to one of the four possible BRST currents encountered in section 5.4 that could be used to construct the BRST complex). For the complex based on \( Q_- \), the relevant solution is
\[
\hat{n} = \hat{n}_{r,s} - (j + j')R^2, \quad w = j' - j. \tag{5.43}
\]
We write
\[
K_{r,s}^{(p,p')} (\hat{q}) K_{r,s}^{(p,p')} (\bar{q}) = |\eta(q)|^{-2} \sum_{n \in \mathbb{Z} + pp'Z, w \in \mathbb{Z}} q^{(\frac{n}{R} + wR)^2/4} q^{(\frac{n}{R} - wR)^2/4} \tag{5.44}
\]
where importantly both integers in the sum have the same parity. The second term in the product
\[
- K_{r,s}^{(p,p')} (\hat{q}) K_{r,-s}^{(p,p')} (\bar{q}) = -|\eta(q)|^{-2} \sum_{j,j'} q^{\left(\frac{\hat{n}_{r,s}}{R} - 2jR\right)^2/4} q^{\left(\frac{\hat{n}_{r,s}}{R} - 2j'R\right)^2/4} \tag{5.45}
\]
has a similar solution with
\[
\hat{n} = \hat{n}_{r,0} - (j + j')R^2, \quad w = \frac{s}{p} + j' - j, \tag{5.46}
\]
and can be written
\[
- K_{r,s}^{(p,p')} (\hat{q}) K_{r,-s}^{(p,p')} (\bar{q}) = -|\eta(q)|^{-2} \sum_{n \in \mathbb{Z} + pp'Z, w \in \mathbb{Z}} q^{(\frac{n}{R} + wR)^2/4} q^{(\frac{n}{R} - wR)^2/4}. \tag{5.47}
\]
Again, the two integers summed over are restricted to be simultaneously even or odd. The third term
\[
- K_{r,-s}^{(p,p')} (\hat{q}) K_{r,s}^{(p,p')} (\bar{q}) = -|\eta(q)|^{-2} \sum_{j,j'} q^{\left(\frac{\hat{n}_{r,s}}{R} - 2jR\right)^2/4} q^{\left(\frac{\hat{n}_{r,s}}{R} - 2j'R\right)^2/4} \tag{5.48}
\]
can be represented with momenta and winding given by
\[
\hat{n} = \hat{n}_{r,0} - (j + j')R^2, \quad w = -\frac{s}{p} + j' - j. \tag{5.49}
\]
With this representation it takes the form
\[
- K_{r,-s}^{(p,p')} (\hat{q}) K_{r,-s}^{(p,p')} (\bar{q}) = -|\eta(q)|^{-2} \sum_{n \in \mathbb{Z} + pp'Z, w \in \mathbb{Z}} q^{(\frac{n}{R} + wR)^2/4} q^{(\frac{n}{R} - wR)^2/4} \tag{5.50}
\]
with both integers of identical parity. Finally, the fourth term is easily obtained from the first term and is given by
\[
K_{r,-s}^{(p,p')} (\hat{q}) K_{r,-s}^{(p,p')} (\bar{q}) = |\eta(q)|^{-2} \sum_{n \in \mathbb{Z} + pp'Z, w \in \mathbb{Z}} q^{(\frac{n}{R} + wR)^2/4} q^{(\frac{n}{R} - wR)^2/4} \tag{5.51}
\]
with the two integers always of the same parity. The ranges of momenta and winding match the BRST complex in figure 7, which reproduces the signs in the partition function.

Note that in order to reproduce the partition function of the minimal model, we do not separately sum over the reflection states. Doing so would produce a factor of two in the partition function.

6 Lagrangian formulation: dynamics

In section 5 we saw that the spectrum of the compact timelike linear dilaton, after an appropriate BRST quotient, reproduces the spectrum of the corresponding minimal model. This is a statement purely within the realm of representation theory, and says noting about the dynamics of either system. The results of Dotsenko and Fateev reviewed in section 3 indicate that we must somehow incorporate the “screening charges” if we want the dynamics to match. In this section we will try to reproduce the Coulomb gas calculations using conformal perturbation theory for the compact linear dilaton deformed by the marginal operators discussed in section 5.2:

\[ \delta S = \int \sqrt{g} d^2 x \left[ \mu^+ M_+ (x) + \mu^- M_- (x) \right]. \]  

(6.1)

A construction along these lines was originally suggested in an appendix of the second paper by Dotsenko and Fateev [34, 36], where they also noted that infinitely many orders in perturbation theory might contribute (and gap out the system) when both deformations are turned on. We do not have a fully satisfactory resolution of this puzzle, and feel that it is an important question that requires further clarification. In much of what follows, we will restrict attention to the timelike linear dilaton. These systems have the special property that a representative of each correlation function of physical operators can be screened using only \( M_+ (x) \) (this is no longer the case when \( p' \neq 2 \)). Even within this restricted class of models, we will encounter subtleties when attempting to reproduce the truncation of the OPE expected in the minimal models. Nevertheless, the ultimate conclusion is that, for this class of models, the BRST quotiented Lagrangian quantum field theory really does describe the minimal model.

6.1 Converting surface integrals into the Dotsenko-Fateev line integrals

The main advantage of a Lagrangian formulation of the Coulomb gas formalism is that it produces manifestly local correlation functions. The abstract axioms of conformal field
theory like associativity of the OPE and modular covariance, which are constraining when applied to non-Lagrangian systems, are more or less guaranteed by the local path integral formalism. The quantities computed in conformal perturbation theory and identified with minimal model observables take the schematic form

$$\langle M_{r_1,s_1}(x_1) \ldots M_{r_n,s_n}(x_n) \rangle$$

$$\sim \left\langle e^{i\alpha_{r_1,s_1} \phi(x_1)} \ldots e^{i\alpha_{r_n,s_n} \phi(x_n)} \prod_{i=1}^{n} e^{2i\alpha_i \phi(w_i)} d^2w_i \prod_{j=1}^{n} e^{2i\alpha_{-\phi(w_j)}} d^2w_j \right\rangle,$$

where the number of surface integrals is determined by the selection rule $\sum \alpha_i = -iQ\chi$ just as in the Coulomb gas formalism. There is no choice of contours to be made, and one can compute the three-point functions directly rather than resorting to monodromy constraints on holomorphic four-point functions. The method should be especially powerful when applied to computations on higher genus surfaces, where producing modular covariant answers using the holomorphic line integral prescription is more difficult.

Before calculating any observables, it is important to first understand how the two dimensional surface integrals of conformal perturbation theory are capable of reproducing the Dotsenko-Fateev line integral prescription. Conformal perturbation theory requires regularization, since the integrals generically diverge for physical values of the momenta $\alpha_i$ due to short-distance singularities in the operator product expansion. The scheme that will be adopted first factorizes the surface integrals into products of Dotsenko-Fateev-type line integrals, and defines all expressions by a suitable analytic continuation from regions of parameter space where the integrals are convergent. This prescription for defining integrals of the type (6.2) is familiar in perturbative string theory [105], and the relationship between the surface integrals and the Dotsenko-Fateev line integrals is nothing more than the KLT double copy [106] in a different setting.

**Toy model.** In order to illustrate the general procedure in a concrete setting, we will evaluate the surface integral

$$R(a,b) = \int d^2z |z|^{2a} |\bar{z}|^{2b}$$

(6.3)

by reducing it to a product of line integrals, following closely the discussion in [36]. This integral is simpler than the generic Coulomb gas integral, but would arise when computing a correlator

$$\langle e^{i\alpha_1 \phi(0)} e^{i\alpha_2 \phi(1)} \int e^{2i\alpha_+ \phi(z)} d^2z \rangle = \int d^2z |z|^{2\alpha_+ + \alpha_1} |1 - z|^{2\alpha_+ - \alpha_2}$$

(6.4)

requiring a single screening charge. The first step in evaluating the integral (6.3) is to take the Euclidean coordinate $z = x + i\tau$ and Wick rotate to Lorentzian signature $\tau = ie^{-2i\epsilon t}$. 

\[ \]
The integral becomes
\[
R(a, b) = i \int dt dx \left[ x^2 - t^2 e^{-4\text{i} \epsilon} \right]^a [(x - 1)^2 - t^2 e^{-4\text{i} \epsilon}]^b .
\] (6.5)

Taking lightcone coordinates \(x_\pm = x \pm t\) and rearranging terms puts the integral in a factorized form
\[
R(a, b) = \frac{i}{2} \int_{-\infty}^{\infty} dx_+ (x_+ - i \epsilon (x_+ - x_-))^a (x_+ - 1 - i \epsilon (x_+ - x_-))^b \times \int_{-\infty}^{\infty} dx_- (x_- + i \epsilon (x_+ - x_-))^a (x_- - 1 + i \epsilon (x_+ - x_-))^b .
\] (6.6)

Assuming for the moment that \(a, b\) are such that the integrals converge for large \(x_\pm\), each integrand has two potential singularities, which are generically branch points. The \(x_+\) integration cycle can be separated into three pieces, which we denote by \(C_1 = (-\infty, 0), C_2 = (0, 1), \) and \(C_3 = (1, \infty).\) When \(x_+ \in C_1, \) \(\text{Im}[\epsilon x_+] < 0\) and \(\text{Im}[\epsilon (x_+ - 1)] < 0.\) In this case, both singularities in the \(x_-\) integrand lie in the same half plane, so we can deform the contour to infinity (assuming convergence) and the integral vanishes. Likewise when \(x_+ \in C_3, \) \(\text{Im}[\epsilon x_+] > 0\) and \(\text{Im}[\epsilon (x_+ - 1)] > 0\) so the \(x_-\) contour can be deformed to infinity and the integral vanishes.

The nonzero contribution to the integral (6.6) arises when \(x_+ \in C_2,\) in which case \(\text{Im}[\epsilon x_+] > 0\) while \(\text{Im}[\epsilon (x_+ - 1)] < 0.\) In this case the \(x_-\) integration contour is trapped and cannot be deformed to infinity. Instead, we rotate the \(x_-\) contour around the singularity at \(x_-=1\) to obtain
\[
\begin{align*}
\text{1} \rightarrow \text{2} & = \int_1^\infty x_-^a (x_- - 1)^b dx_- - \int_1^\infty x_-^a (e^{-2\pi i} (x_- - 1))^b dx_- \\
& = 2i \sin(\pi b) e^{-\pi b} \int_1^\infty x_-^a (x_- - 1)^b dx_- .
\end{align*}
\] (6.7)

Restoring the \(x_+\) integration, the full integral now reads
\[
R(a, b) = -\sin(\pi b) \int_0^1 x_+^a (1 - x_+)^b dx_+ \int_1^\infty x_-^a (x_- - 1)^b dx_- .
\] (6.8)

Changing variables \(x_- \rightarrow 1/x_-\) in the second integral expresses \(R(a, b)\) as a product of Euler Beta functions
\[
R(a, b) = -\sin(\pi b) \int_0^1 dx_+ x_+^a (1 - x_+)^b \int_0^1 dx_- x_-^{-2-a-b} (1 - x_-)^b ,
\] (6.9)

and the final answer is
\[
R(a, b) = -\sin(\pi b) \frac{\Gamma(1 + a) \Gamma(1 + b) \Gamma(-1 - a - b) \Gamma(1 + b)}{\Gamma(2 + a + b) \Gamma(-a)} .
\] (6.10)

It will be useful to recall the geometric picture for the analytic structure of this formula [105, 107]. The naive integral expression for the Euler Beta function
\[
B(a, b) = \int_0^1 t^{a-1} (1 - t)^{b-1} dt
\] (6.11)
does not converge for all possible values of its arguments. When the values of \(a, b\) are such that the singularities at \(t = 0, 1\) become unintegrable, the function must be defined by analytic continuation. The most transparent definition makes use of the Pochhammer contour (P.C.), which is depicted in figure 8. This contour zig-zags back and forth between \(t = 0\) and \(t = 1\) on different sheets of the Riemann surface associated to the different branches of the multivalued integrand. Keeping track of the phase shifts as the contour circles around the singular points, one obtains the formula

\[
(1 - e^{2\pi ia})(1 - e^{2\pi ib})B(a, b) = \int_{P.C.} t^{a-1}(1 - t)^{b-1} dt. \tag{6.12}
\]

Since the Pochhammer contour is compact, the integral on the right hand side of the formula is manifestly finite for all values of \(a, b\). It vanishes when either of the singular points becomes regular and the contour becomes contractible, which occurs when \(a - 1\) or \(b - 1\) is a non-negative integer. The Beta function therefore has poles only when \(a\) or \(b\) is a non-positive integer. Similarly, when \(-(a + b)\) is a non-negative integer, the point at infinity becomes regular and the contour can be shrunk to zero on the other side of the Riemann sphere. Therefore, if \(a, b \notin \mathbb{Z}_{\leq 0}\) but \(-(a + b)\) is a non-negative integer then the Beta function vanishes. This example is important because it illustrates the mechanism by which certain OPE coefficients vanish in the Coulomb gas formalism. The Coulomb gas integrals have strictly positive integrands but are generically divergent. The regularization scheme defines them using analytic continuation in a manner similar to the definition of the Beta function in terms of the Pochhammer contour and thus allows for zeros.

**Surface integral identities.** The conversion of more complicated surface integrals into products of Dotsenko-Fateev line integrals follows the same basic steps described above. Dotsenko and Fateev developed the technique to evaluate the integrals arising in the computation of four-point functions, but to analyze three-point functions we only need the integrals

\[
J_m(a, b; c) \equiv \frac{1}{m!} \int \prod_{i=1}^{m} \frac{i}{2} dz_i d\bar{z}_i \prod_{i} |z_i|^{2a} |1 - z_i|^{2b} \prod_{i<j} |z_i - z_j|^{4c}
\]

\[
= \pi^m \left( \frac{\Gamma(1-c)}{\Gamma(c)} \right)^m \prod_{k=1}^{m} \frac{\Gamma(kc)}{\Gamma(1-kc)} \prod_{k=0}^{m-1} \frac{\Gamma(1+a+kc)\Gamma(1+b+kc)\Gamma(-1-a-b-(m-1+k)c)}{\Gamma(-a-kc)\Gamma(-b-kc)\Gamma(2+a+b+(m-1+k)c)}
\]
and

\[ \int \prod_{i=1}^{n_+} d^2z_i \int \prod_{j=1}^{n_-} d^2w_j \prod_{i=1}^{n_+} |z_i|^{2a'} |1-z_i|^{2b'} \prod_{j=1}^{n_-} |w_j|^{2a} (1-w_j)^{2b} \prod_{i<k} |z_i-z_k|^{4c'} \prod_{j<l} |w_j-w_l|^{4c} \prod_{i,j} |z_i-w_j|^{-4} \]

\[ = \frac{\pi^{n_++n_-} n_+! n_-!}{e^{\lambda n_+ n_-}} \left( \frac{\Gamma(1-c')}{\Gamma(c')} \right)^{n_+} \left( \frac{\Gamma(1-c)}{\Gamma(c)} \right)^{n_-} \prod_{k=1}^{n_+} \Gamma(kc' - n_-) \prod_{k=1}^{n_-} \Gamma(kc) \]
\[ \times \prod_{k=0}^{n_+} \Gamma(1-n_+ + a' + kc) \Gamma(1-n_- + b' + kc) \Gamma(-1 + n_- - a' - b' - (n_+ - 1 + k)c') \]
\[ \times \prod_{k=0}^{n_-} \Gamma(1 + a + kc) \Gamma(1 + b + kc) \Gamma(-1 + 2n_+ - a - b - (n_- - 1 + k)c) \]
\[ = \frac{\pi^{n_++n_-} n_+! n_-!}{\Gamma(c') \Gamma(c) \Gamma(1-c') \Gamma(1-c) \Gamma(-1 + n_- - a' - b' - (n_+ - 1 + k)c')} \times \prod_{k=0}^{n_+} \Gamma(kc' - n_-) \prod_{k=1}^{n_-} \Gamma(kc) \]
\[ \times \prod_{k=0}^{n_+} \Gamma(1-n_+ + a' + kc) \Gamma(1-n_- + b' + kc) \Gamma(-1 + n_- - a' - b' - (n_+ - 1 + k)c') \]
\[ \times \prod_{k=0}^{n_-} \Gamma(1 + a + kc) \Gamma(1 + b + kc) \Gamma(-1 + 2n_+ - a - b - (n_- - 1 + k)c) \] \hspace{1cm} (6.14)

Both of these formulas first appeared in the appendix of [35].

6.2 Reflection amplitudes

Having seen that the surface integrals of marginal perturbations are capable of being factorized into products of Dotsenko-Fateev line integrals, we can begin to reproduce some of the Coulomb gas results using conformal perturbation theory. Correlation functions in the deformed theory are calculated using the correlation functions of the undeformed theory with an exponential insertion of the deformation

\[ \langle O_1(x_1) \cdots O_n(x_n) \rangle_{\text{deformed}} = \langle O_1(x_1) \cdots O_n(x_n) e^{-\int d^2x \partial^+ M_+(x) - \int d^2x \partial^- M_-(x)} \rangle_{\text{undeformed}} . \] \hspace{1cm} (6.15)

In what follows we will drop the labels on the correlation functions since the meaning will always be clear. Conformal perturbation theory requires some scheme for regulating the integrals appearing on the right hand side of this equation. The scheme adopted here is to convert the surface integrals into Dotsenko-Fateev line integrals as in section 6.1, and to define these integrals by analytic continuation from regions in parameter space where convergence is guaranteed. In the models that we consider, the observables that we would like to compute typically vanish in the unperturbed theory. Moreover, provided that we only deform the model by the marginal operator \( M_-(x) \), a single term in the expansion of the exponential will contribute to any given correlator due to the selection rule on the momenta. When the selection rule \( \sum \alpha_i = 2 \alpha_+ + 2 \alpha_- \) is satisfied, the unperturbed compact timelike linear dilaton correlator takes the form

\[ \langle e^{i \alpha_1 \phi(x_1) \cdots e^{i \alpha_n \phi(x_n)}} \rangle = \prod_{i>j} |x_i - x_j|^{i \alpha_j} . \] \hspace{1cm} (6.16)

**Reflection map.** We saw in section 4.2 and in section 5.5 that the level-one descendant of the reflection partner of the identity operator is BRST exact:

\[ \hat{c} \hat{1}(x) = [Q, .] . \]

This equation has several important consequences. First, it means that inserting the reflection of the identity inside a correlation function of BRST invariant operators does not
introduce any position dependence: the reflection of the identity is a topological local operator. Now in the free theory without a background charge, the reflection map simply sends the momentum \( n \to -n \), which one could view as a map

\[
V_\alpha(x) \to 1(x)V_{-\alpha}(x) .
\]

The generalization to the model with a background charge is immediate:

\[
V_\alpha(x) \to \tilde{1}(x)V_{-\alpha}(x) .
\]

Because the reflection of the identity is essentially topological, no special care is needed in defining this composite operator. In the undeformed theory, the operator and its reflection cannot be identified, since replacing an operator by its reflection introduces a charge asymmetry into the correlation function which cannot be screened.

**Reflection coefficient.** We would like to work with a basis of operators \( \mathcal{O}_i(x) \) with canonically normalized two point functions

\[
\langle \mathcal{O}_i(x_1)\mathcal{O}_j(x_2) \rangle = \frac{\delta_{ij}}{(x_1 - x_2)^{2\Delta_i}} .
\]  

(6.18)

As we will see, there are important subtleties with the operator normalizations in this model which are tied in with (but do not fully resolve) the apparent violations of truncation that we will encounter in section 6.4.

In the undeformed linear dilaton theory, the non-vanishing two point function involves an operator and its reflection partner:

\[
\langle V_\alpha(x_1)V_{2\alpha+2\alpha_-}(x_2) \rangle = \frac{1}{(x_1 - x_2)^{\alpha(2\alpha+2\Delta) +\Delta}} .
\]  

(6.19)

The coefficient in this formula is finite because the zero mode of the dilaton is compact (we absorb a factor of the radius into the normalization of these operators). In the deformed theory, it is possible to screen the charge asymmetry in the two point function so that the correlator

\[
\frac{(\mu^+)^{\alpha_s}(\mu^-)^{\alpha_s}}{n_+!n_-!} \langle V_{r,s}(x_1)V_{r,s}(x_2)\tilde{1}(x_3) \prod_{i=1}^{n_+} d^2y_i e^{2i\alpha_+\phi(y_i)} \prod_{j=1}^{n_-} d^2w_j e^{2i\alpha_-\phi(w_j)} \rangle
\]

\[
= \frac{R(r,s)}{(x_1 - x_2)^{\alpha_r,s(\alpha_r,s+2\Delta) +\Delta}}
\]  

(6.20)

is generically non-vanishing for some choice of positive integers \( n_+ \). Note that the definition of the reflection coefficient involves the insertion of one factor of the reflection of the identity [92].

These considerations suggest that the correctly normalized minimal model correlation functions will be produced if one identifies

\[
V_{r,s}(x) = \sqrt{R(r,s)}M_{r,s}(x) .
\]  

(6.21)
Similarly one would like to identify
\[ \sqrt{R(r, s)} V_{r,-s}(x) = M_{r,s}(x) , \] 
provided that the reflection coefficient is finite and non-vanishing. These integrals were originally calculated by Dotsenko and Fateev and are given in eq. (2.21) up to factors of \( \mu^\pm \). For the \((2, p)\) models, they take a particularly simple form \[92\]
\[ R_{p,1,p} = (\mu^-)^{r-1} \prod_{j=1}^{s-1} \frac{\Gamma(1 - j \alpha_2^2) \Gamma(-1 + (1 + j) \alpha_2^2)}{\Gamma(j \alpha_2^2) \Gamma(2 - (1 + j) \alpha_2^2)} . \] 
(6.23)

An important point to note is that some of these coefficients are zero, which complicates the identifications (6.21). The first zero is encountered at the border of the Kac table at \( s = p \), and in fact all \( R(1, kp) \) with \( k \in \mathbb{N} \) vanish.

In spacelike Liouville theory, the cosmological constant \( \mu \) is not an actual parameter of the theory. Similarly, we do not expect any interesting \( \mu^\pm \) dependence in the deformed, BRST quotiented timelike linear dilaton theory given the uniqueness of the minimal models. In order to screen the correlator (6.20), one needs
\[ (2n_+ - 2r + 2) \alpha_+ + (2n_- - 2s + 2) \alpha_- = 0 \] 
so that the number of screening charges is given by\(^{10}\)
\[ n_+ = r - 1, \quad n_- = s - 1 . \] 
(6.25)

Therefore \( R(r, s) \sim (\mu^+)^{r-1} (\mu^-)^{s-1} \). If we instead consider a \( k \)-point function (again with an insertion of the reflection of the identity), the selection rule requires
\[ (k - \sum r_i + 2n_+) \alpha_+ + (k - \sum s_i + 2n_-) \alpha_- = 0 . \] 
(6.26)

The correlator therefore scales like
\[ \langle \prod_{i=1}^{k} M_{r_i,s_i}(x_i) \rangle \sim (\mu^+)^{-\frac{1}{2} \sum (r_i - 1)} (\mu^-)^{-\frac{1}{2} \sum (s_i - 1)} (\mu^+)^{\frac{1}{2} [-k + \sum r_i]} (\mu^-)^{\frac{1}{2} [-k + \sum s_i]} \sim (\mu^+ \mu_-)^0 \] 
and there is no interesting dependence on the deformation parameter.

6.3 Zero-mode quantum mechanics

In spacelike Liouville theory, significant insight is gained by studying the dynamics of the zero-mode. In particular, the analysis “explains” the halving of the physical spectrum induced by the Liouville potential, and provides a way to calculate the reflection amplitude. We would like to perform the same analysis on our model. Putting the model on the cylinder and considering the region of field space in which \( \phi(t, \sigma) \) does not depend on the spatial

\(^{10}\)This derivation assumes that only one order in perturbation theory contributes. The exactness of the reflection amplitude (needed in order to match the minimal model data) seems to be evidence that perturbation theory does truncate at the first nontrivial order.
coordinate $\sigma$, we obtain an effective quantum mechanics for the zero mode. This leads us to study the spectrum and eigenfunctions of the Hamiltonian

$$H = -\frac{d^2}{dx^2} + e^{2i\alpha - x}$$

with periodic boundary conditions $\psi(x + 2\pi R) = \psi(x)$ for the eigenfunctions. This Hamiltonian is obviously not Hermitian since the potential is complex. However, since $V(x)^* = V(-x)$, the operator is $PT$-symmetric [108] and may still make sense as a quantum mechanical system. If we make the change of variables $w = \alpha_+ e^{i\alpha - x}$ then the Hamiltonian becomes

$$H = \alpha_+^2 \left( w^2 \frac{d^2}{dw^2} + w \frac{d}{dw} \right) + \alpha_-^2 w^2 .$$

The eigenfunctions with energy $E$ are solutions of the Bessel equation

$$\left[ w^2 \frac{d^2}{dw^2} + w \frac{d}{dw} + w^2 - E\alpha_+^2 \right] \psi(w) = 0 .$$

For arbitrary (non-integer) $\sqrt{E\alpha_+^2}$, the two linearly independent solutions to this equation are

$$J_{\pm\sqrt{E\alpha_+^2}}(\alpha_+ e^{i\alpha - x}) .$$

Although the solution appears automatically periodic, caution is required since the argument is complex. The Bessel function $J_\nu(w)$ has a branch cut beginning at $w = 0$ and extending to infinity, so sending $x \rightarrow x + 2\pi R$ moves the argument onto the next sheet. Requiring absence of the branch cut requires that the order $\sqrt{E\alpha_+^2}$ be an integer, so we may write $E = n^2 \alpha_+^2$ with $n \in \mathbb{Z}$. The solution becomes

$$J_{\pm n}(\alpha_+ e^{i\alpha - x}) .$$

When the order is an integer, the two solutions satisfy a “reflection identification”

$$J_{-n}(w) = (-1)^n J_n(w)$$

and are no longer linearly independent. In this case the second linearly independent solution is the Bessel function of the second kind. This function always has a branch point at $w = 0$ so we discard it.

For integer order, the Bessel function of the first kind is an entire function with a Taylor series

$$J_n(w) = \sum_{j=0} \frac{(-1)^j}{j! \Gamma(j + n + 1)} \left( \frac{w}{2} \right)^{n+2j} .$$

Recalling that $w = \alpha_+ e^{i\alpha - x}$, we see that the wavefunction has support on an infinite number of plane waves. This should be contrasted with the case of spacelike Liouville theory, where the scattering states only have support on a given momentum and its reflection. This is surely at the heart of the drastic reduction in the number of independent states in the full model. The shift in momentum between terms in (6.34) is of the form $\Delta n = 2jp'$. Returning to figure 7, one sees that the exponentials that appear in the BRST complex based on $F_{r,s}$ all either contain a shift of $r$ by a multiple of $p'$ or shift of $s$. In either case, the momentum $n$ shifts by a multiple of $p'$ as in the Bessel function.
6.4 Three-point functions and truncation of the OPE

In this subsection we will attempt to reproduce the minimal model fusion rules using the compact timelike linear dilaton deformed by both marginal operators. The OPE we would like to reproduce is

\[ M_{r_1, s_1} \times M_{r_2, s_2} = \sum_{r_3=1+|r_1-r_2|}^{r_{\text{max}}} \sum_{s_3=1+|s_1-s_2|}^{s_{\text{max}}} M_{r_3, s_3}, \]

with \( r_1 + r_2 + r_3 \) and \( s_1 + s_2 + s_3 \) odd and

\[ r_{\text{max}} = \min(r_1 + r_2 - 1, 2p' - 1 - r_1 - r_2), \]
\[ s_{\text{max}} = \min(s_1 + s_2 - 1, 2p - 1 - s_1 - s_2). \]

We will refer to the upper bounds \( 2p' - 1 - r_1 - r_2 \) and \( 2p - 1 - s_1 - s_2 \) as truncation from above. Our notation will distinguish between the minimal model operator \( M_{r,s}(x) \), its linear dilaton avatar \( V_{r,s}(x) \) and the reflection partner \( \tilde{V}_{r,s}(x) = V_{-r,-s}(x) \).

**A quick but misleading derivation of truncation.** There is a formal argument \([109, 110]\) which reproduces some of the fusion rules of the minimal models from the deformed timelike linear dilaton. The quantity that we would like to calculate in the minimal model is the three-point function of primary operators within the Kac table

\[ \langle M_{r_1, s_1} M_{r_2, s_2} M_{r_3, s_3} \rangle. \]

In fact, for the purposes of this section we are really only interested in whether or not the coefficient vanishes. Within the linear dilaton theory, there are eight distinct ways of calculating this coefficient, depending on which and how many reflection operators we choose to insert. They are

\[ \langle V_{r_1, s_1} V_{r_2, s_2} V_{r_3, s_3} \rangle, \quad \langle V_{-r_1, -s_1} V_{r_2, s_2} V_{r_3, s_3} \rangle, \quad \langle V_{r_1, s_1} V_{-r_2, -s_2} V_{r_3, s_3} \rangle, \]
\[ \langle V_{r_1, s_1} V_{r_2, s_2} V_{-r_3, -s_3} \rangle, \quad \langle V_{-r_1, -s_1} V_{-r_2, -s_2} V_{r_3, s_3} \rangle, \quad \langle V_{-r_1, -s_1} V_{r_2, s_2} V_{-r_3, -s_3} \rangle, \]
\[ \langle V_{r_1, s_1} V_{-r_2, -s_2} V_{-r_3, -s_3} \rangle, \quad \langle V_{-r_1, -s_1} V_{-r_2, -s_2} V_{-r_3, -s_3} \rangle. \]

For the moment, we will allow ourselves to use both marginal perturbations. In order to obtain a non-zero coefficient using the representative \( \langle V_{-r_1, -s_1} V_{r_2, s_2} V_{r_3, s_3} \rangle \) we must have

\[ (1 + r_1 - r_2 - r_3 + 2n_+)\alpha_+ + (1 + s_1 - s_2 - s_3 + 2n_-)\alpha_- = 0 \]

(6.39)

for some number \( n_+ \) and \( n_- \) of the two screening charges. Similarly, to screen the representative \( \langle V_{r_1, s_1} V_{-r_2, -s_2} V_{r_3, s_3} \rangle \) one needs

\[ (1 - r_1 + r_2 - r_3 + 2m_+)\alpha_+ + (1 - s_1 + s_2 - s_3 + 2m_-)\alpha_- = 0 \]

(6.40)

for a different number \( m_\pm \) of screening charges. Finally, in order to obtain a nonzero coefficient from the representative \( \langle V_{r_1, s_1} V_{r_2, s_2} V_{-r_3, -s_3} \rangle \) one must have

\[ (1 - r_1 - r_2 + r_3 + 2l_+)\alpha_+ + (1 - s_1 - s_2 + s_3 + 2l_-)\alpha_- = 0. \]

(6.41)
Imagine for the moment that each term in parentheses must vanish identically in order to satisfy each equality (this would be the case if $\alpha_\pm$ were not rationally related). Then it is easy to see that each equality requires
\[ r_1 + r_2 + r_3 \quad \text{odd}, \quad s_1 + s_2 + s_3 \quad \text{odd}. \quad (6.42) \]
This is the first ingredient in the fusion rules (6.35). Now since $n_\pm, m_\pm, l_\pm$ are non-negative integers, we also encounter three sets of inequalities. Equation (6.39) requires
\[ 1 + r_1 - r_2 - r_3 \leq 0, \quad 1 + s_1 - s_2 - s_3 \leq 0. \quad (6.43) \]
Similarly, equation (6.40) necessitates
\[ 1 - r_1 + r_2 - r_3 \leq 0, \quad 1 - s_1 + s_2 - s_3 \leq 0 \quad (6.44) \]
and equation (6.41) requires
\[ 1 - r_1 - r_2 + r_3 \leq 0, \quad 1 - s_1 - s_2 + s_3 \leq 0 \quad (6.45) \]
Now if one requires that each set of inequalities be satisfied simultaneously (so that all three representatives separately yield a nonzero answer) one finds that
\[ r_3 \in [1 + |r_1 - r_2|, r_1 + r_2 - 1], \quad s_3 \in [1 + |s_1 - s_2|, s_1 + s_2 - 1]. \quad (6.46) \]
The lower bound comes from equations (6.43)–(6.44) while the upper bounds come from equation (6.45). From this analysis we can conclude at most that
\[ M_{r_1,s_1} \times M_{r_2,s_2} = \sum_{r_3=1+|r_1-r_2|}^{r_1+r_2-1} \sum_{s_3=1+|s_1-s_2|}^{s_1+s_2-1} M_{r_3,s_3}. \quad (6.47) \]
We have thus reproduced part of the fusion rule (6.36), but have not demonstrated truncation from above.

The logic of this argument appears to be rather delicate. Following the same steps as above, the representative $\langle V_{-r_1,-s_1} V_{-r_2,-s_2} V_{r_3,s_3} \rangle$ leads to an apparent inequality
\[ 1 + r_1 + r_2 - r_3 \leq 0, \quad 1 + s_1 + s_2 - s_3 \leq 0. \quad (6.48) \]
This would seem to imply a bound $1 + r_1 + r_2 \leq r_3$, which is certainly not obeyed in the minimal models. This is our first example of a naively problematic correlation function involving two reflection operators. More serious examples will be encountered later. Similarly, the representative $\langle V_{-r_1,-s_1} V_{r_2,s_2} V_{r_3,-s_3} \rangle$ leads to upper bounds on $(r_3, s_3)$ which are far too strong
\[ 1 - r_1 - r_2 + r_3 \leq 0, \quad 1 - s_1 - s_2 + s_3 \leq 0 \quad (6.49) \]
The same goes for the representative $\langle V_{r_1,s_1} V_{r_2,-s_2} V_{-r_3,-s_3} \rangle$:
\[ 1 - r_1 + r_2 + r_3 \leq 0, \quad 1 - s_1 + s_2 + s_3 \leq 0 \quad (6.50) \]
Meanwhile, according to this logic the correlator \( \langle V_{\tau_1,s_1} V_{\tau_2,s_2} V_{\tau_3,s_3} \rangle \) gives no constraints while the correlator \( \langle V_{-\tau_1,-s_1} V_{-\tau_2,-s_2} V_{-\tau_3,-s_3} \rangle \) can never be screened. There is clearly an issue in the treatment of correlators with multiple reflection operator insertions.

In demonstrating that the minimal model OPE closes on a finite number of primaries, it is very important that \( \alpha_{\pm} \) are rationally related and \( h_{r,s} = h_{p'-r,p-s} \). Similarly, any attempt to fix the inequalities (6.48)–(6.50) must somehow work \( p,p' \) into the formulas. Now for rational \( \alpha_{\pm}^2 \), the identity \( V_{p'-r,p-s} = V_{-r,-s} \) is tautological and results from the redundancy in the parametrization of the momentum \( n_{r,s} = (1 - r)p - (1 - s)p' \). The formal manipulation that reproduces the minimal model fusion rules applies the logic of eqs. (6.39)–(6.45) to the correlator \( \langle V_{p'-r_1,p-s_1} V_{p'-r_2,p-s_2} V_{r_3,s_3} \rangle \) at an irrational point, and then sets \( V_{p'-r,p-s} = V_{r,-s} = V_{r,s} \) at the end of the calculation. To be explicit, the representative \( \langle V_{-(p'-r_1),-(p-s_1)} V_{p'-r_2,p-s_2} V_{r_3,s_3} \rangle \) leads to the inequalities

\[
1 - r_1 + r_2 - r_3 \leq 0, \quad 1 - s_1 + s_2 - s_3 \leq 0, \tag{6.51}
\]

while the representative \( \langle V_{p'-r_1,p-s_1} V_{-(p'-r_2),-(p-s_2)} V_{r_3,s_3} \rangle \) requires

\[
1 + r_1 - r_2 - r_3 \leq 0, \quad 1 + s_1 - s_2 - s_3 \leq 0. \tag{6.52}
\]

The truncation from below is therefore unaffected. However, the ability to screen the correlation function \( \langle V_{p'-r_1,p-s_1} V_{p'-r_2,p-s_2} V_{r_3,-s_3} \rangle \) leads to the requirement that

\[
1 - (p' - r_1) - (p' - r_2) + r_3 \leq 0, \quad 1 - (p - s_1) - (p - s_2) + s_3 \leq 0, \tag{6.53}
\]

and we conclude that

\[
M_{p'-r_1,p-s_1} \times M_{p'-r_2,p-s_2} = \sum_{r_3=1+|r_1-r_2|}^{2p'-1} \sum_{s_3=1+|s_1-s_2|}^{2p-1} M_{r_3,s_3}. \tag{6.54}
\]

If we now go to the rational point, set \( M_{p'-r,p-s} = M_{r,s} \), and require consistency with (6.47), we obtain the full fusion rule (6.35) with truncation from above. Note that for this entire argument to work, we must make the reflection identification.

### 6.5 Apparent failures of truncation and subtleties with the reflection identification

Although the above derivation ultimately produces the desired answer, it is unsatisfying in several respects and requires justification. Requiring each term in (6.39) to vanish separately is not justified since \( p' \alpha_+ + p \alpha_- = 0 \) and there can be cancellation between the two terms. This same basic issue is encountered in obtaining truncation from above, where one must obtain the fusion rules for \( V_{p'-r,p-s} \) before taking \( \alpha_{\pm}^2 \) rational. The ultimate justification for these manipulations probably relies on the fact that, in order to even define the Coulomb gas integrals, one must analytically continue the momenta from regions where the integrals converge. Consideration of irrational quantities is seemingly inevitable even though the definition of the theory is purely rational. However, it is important that we encountered problems with the naive interpretation of correlation functions involving
multiple reflection operators, and the use of analytic continuation also implies that the ability to screen a correlator does not guarantee that it is non-vanishing, as the simple Pochhammer contour example of section 6.1 shows.

The best way to illustrate the subtleties in the calculation of the three-point functions is with examples. Perhaps the simplest OPE to check is

$$M_{1,2} \times M_{1,2} = M_{1,1} + M_{1,3} . \tag{6.55}$$

In the Yang-Lee model, this would be the only fusion rule to verify since $M_{1,2} = M_{1,3}$. The first point to note is that we can represent the correlator $\langle M_{1,2} M_{1,2} M_{1,3} \rangle$ using a single reflection operator

$$\langle V_{1,2}(x_1)V_{1,2}(x_2)V_{-1,-2}(x_3) \rangle = \langle e^{-i\alpha \phi(x_1)} e^{-i\alpha \phi(x_2)} e^{i(2\alpha + 4\alpha \phi)(x_3)} \rangle . \tag{6.56}$$

This correlator does not require screening, so we conclude that the OPE coefficient will not vanish as expected. We could also choose to represent the OPE coefficient using a different combination of operators that requires a single screening charge:

$$\langle V_{1,2}(x_1)V_{-1,-2}(x_2)V_{1,3}(x_3) \int d^2 w e^{2i\alpha \phi(w)} \rangle . \tag{6.57}$$

In this case, the integral that we need to do is

$$\langle e^{-i\alpha \phi(x_1)} e^{i(2\alpha + 3\alpha \phi)(x_2)} e^{-2i\alpha \phi(x_3)} \int d^2 w e^{2i\alpha \phi(w)} \rangle$$

$$= |x_1 - x_2|^2 - 3\alpha^2 |x_1 - x_3|^2 \alpha^2 |x_2 - x_3|^4 - 6\alpha^2 \int d^2 w |x_1 - w|^2 |x_2 - w|^2 |x_3 - w|^4 - 4 \alpha^2 . \tag{6.58}$$

In general this integral needs to be defined by analytic continuation from a region of parameter space where it converges. Setting $x_1 = 0, x_2 = 1, x_3 \to \infty$ the integral takes the form (6.13). Evaluating the Dotsenko-Fateev expression, one obtains a finite limit with nonsingular terms multiplied by $\lim_{\phi \to 0} \frac{\Gamma(z)}{\Gamma(\bar{z})}$. The two calculations agree and the OPE coefficient does not vanish. Similarly, the representation

$$\langle V_{1,2}(x_1)V_{1,2}(x_2)V_{1,3}(x_3) \int d^2 y e^{2i\alpha \phi(y)} \prod_{i=1}^{3} d^2 w_i e^{2i\alpha \phi(w_i)} \rangle \tag{6.59}$$

$$= \langle e^{-i\alpha \phi(x_1)} e^{-i\alpha \phi(x_2)} e^{-2i\alpha \phi(x_3)} \int d^2 y e^{2i\alpha \phi(y)} \int d^2 w_1 e^{2i\alpha \phi(w_1)} \int d^2 w_2 e^{2i\alpha \phi(w_2)} \int d^2 w_3 e^{2i\alpha \phi(w_3)} \rangle$$

also yields a non-vanishing answer, although a finite limit of a different ratio of divergent gamma functions appears.

Next we try to verify truncation in a few simple examples. The minimal model fusion rule requires the following three-point function to vanish:

$$\langle M_{1,2}(x_1)M_{1,2}(x_2)M_{3,1}(x_3) \rangle = 0 . \tag{6.60}$$
One representative of this correlation function, requiring a single screening charge, is
\begin{align}
&\langle V_{1,2}(x_1)V_{-1,-2}(x_2)V_{3,1}(x_3) \int d^2y e^{2i\alpha_+ \phi(y)} \rangle \\
&= \langle e^{-i\alpha_+ \phi(x_1)} e^{i(2a_+ + 3a_-)\phi(x_2)} e^{-2i\alpha_+ \phi(x_3)} \int d^2y e^{2i\alpha_+ \phi(y)} \rangle.
\end{align}

(6.61)

This correlator satisfies the neutrality condition (can be screened), but should vanish due to the fusion rules. Applying \( (6.13) \), one finds non-singular terms multiplied by a vanishing ratio of gamma functions
\begin{equation}
\lim_{\varepsilon \to 0} \frac{\Gamma(\varepsilon)}{\Gamma(\varepsilon) \Gamma(-1 + \varepsilon)} = 0.
\end{equation}
We could try to calculate this three-point function without using any reflection operators. The relevant correlator is
\begin{equation}
\langle e^{-i\alpha_- \phi(x_1)} e^{-i\alpha_- \phi(x_2)} e^{-2i\alpha_- \phi(x_3)} \int d^2y_1 e^{2i\alpha_+ \phi(y_1)} \int d^2y_2 e^{2i\alpha_+ \phi(y_2)} \int d^2w_1 e^{2i\alpha_- \phi(w_1)} \int d^2w_2 e^{2i\alpha_- \phi(w_2)} \rangle.
\end{equation}

(6.63)

Unsurprisingly, one finds non-singular terms multiplied by a different vanishing ratio of gamma functions
\begin{equation}
\lim_{\varepsilon \to 0} \frac{\Gamma(\varepsilon)^2}{\Gamma(\varepsilon)^2 \Gamma(-2 + \varepsilon)} = 0.
\end{equation}

(6.64)

Truncation in the \( s \)-direction is similarly verified. For instance, the three-point function \( \langle M_{1,2} M_{1,2} M_{1,5} \rangle \) should vanish, but it has linear dilaton representatives that can be screened. One representative is
\begin{equation}
\langle e^{-i\alpha_- \phi(x_1)} e^{-i\alpha_- \phi(x_2)} e^{-4i\alpha_- \phi(x_3)} \int d^2y e^{2i\alpha_+ \phi(y)} \prod_{i=1}^4 \int d^2w_i e^{2i\alpha_- \phi(w_i)} \rangle.
\end{equation}

(6.65)

Evaluating this integral in a region of convergence and continuing to the physical values, one obtains a non-singular prefactor multiplied by a vanishing combination of gamma functions
\begin{equation}
\lim_{\varepsilon \to 0} \frac{\Gamma(-2 + \varepsilon)^2 \Gamma(-4 + \varepsilon)}{\Gamma(\varepsilon)^4} = 0.
\end{equation}

(6.66)

Now let’s consider a slightly more complicated fusion rule. We will take \( p, p' \) large so that we do not need to worry about truncation from above, and consider the OPE
\begin{equation}
M_{2,3} \times M_{2,3} = \sum_{r=1,3} \sum_{s=1,3,5} M_{r,s}.
\end{equation}

(6.67)

The prediction from the minimal model is that any linear-dilaton representative of the correlator \( \langle M_{2,3} M_{2,3} M_{5,9} \rangle \) should vanish. There is a simple representative that requires a single screening charge
\begin{align}
&\langle V_{-2,-3}(x_1)V_{-2,-3}(x_2)V_{5,9}(x_3) \int d^2w e^{2i\alpha_- \phi(w)} \rangle \\
&= \langle e^{i(3a_+ + 4a_-)\phi(x_1)} e^{i(3a_+ + 4a_-)\phi(x_2)} e^{i(-4a_+ - 8a_-)\phi(x_3)} \int d^2w e^{2i\alpha_- \phi(w)} \rangle.
\end{align}

(6.68)
Oddly, after analytic continuation and application of (6.14) one obtains finite non-zero terms multiplied by a non-vanishing ratio of gamma functions
\[ \lim_{\varepsilon \to 0} \frac{\Gamma(\varepsilon)}{\Gamma(\varepsilon)} \neq 0 , \]
yielding an apparent violation of truncation. To test the seriousness of this violation, we can do the analogous calculation without the use of any reflection operators. The answer also does not vanish:
\[ \left\langle V_{2,3}(x_1)V_{2,3}(x_2)V_{5,9}(x_3) \prod_{i=1}^{4} d^2 y_i e^{2i\alpha_+ (y_i)} \prod_{i=1}^{7} d^2 w_i e^{2i\alpha_- \phi(w_i)} \right\rangle \sim \lim_{\varepsilon \to 0} \frac{\Gamma(-4 + \varepsilon)^2}{\Gamma(-1 + \varepsilon)^2} . \]
Unfortunately, this violation of fusion is the first among many. One seems to encounter the identical problem whenever a representative correlation function with two reflection operators can be screened. Low-lying examples include \( \langle M_{2,3}M_{3,4}M_{6,8} \rangle \) and \( \langle M_{2,3}M_{3,4}M_{7,9} \rangle \). Perhaps the simplest example that illustrates the problem is the correlator \( \langle M_{1,2}M_{1,2}M_{3,5} \rangle \).
This three-point function should vanish in any minimal model irrespective of the values of \( p, p' \). However, it has a representative involving two reflection operators
\[ \langle V_{-1,-2}(x_1)V_{-1,-2}(x_2)V_{3,5}(x_3) \rangle = \langle e^{2i\alpha_+ +3i\alpha_-} \phi(x_1) e^{2i\alpha_+ +3i\alpha_-} \phi(x_2) e^{-2i\alpha_+ -4i\alpha_-} \phi(x_3) \rangle \]
that does not even need to be screened and cannot vanish. Similar examples abound.

6.6 Discussion and resolution for \((2, p)\) models

The apparent failure of truncation in certain analytically continued Coulomb gas integrals has been noted before (see for example section 6.4 of [79]). Although this appears discouraging, we have already encountered many instances where a naive interpretation of the timelike linear dilaton seems to conflict with the minimal model, so we need to be more careful in our interpretation of the results of calculations.

In the rest of this section we will restrict attention to the \((2, p)\) models deformed by the single marginal operator \( e^{2i\alpha_- \phi(x)} \). This will allow us to avoid the question of the truncation of perturbation theory, and simplifies the analysis of the apparent violations of fusion.

In these models, there are \( \frac{p+1}{2} \) fundamental BRST invariant operators, which we label by \( V_{1,s} \) with \( s = 1, 2, \ldots, \frac{p+1}{2} \). The operators with \( s = \frac{p+1}{2}, \ldots, p-1 \) are the reflections of these fundamental operators. Note that the reflection operation \( V_{1,s} \to V_{1,p-s} \) flips the parity of the second Kac label since \( p \) is by assumption odd. Because \( p' = 2 \), any momentum operator in the theory can be written as \( V_{0,t} \) or \( V_{1,t} \) for some integer \( t \), depending on the parity of the momentum \( n \). The parameter \( t \) is of course unbounded in both directions.

**Yang-Lee.** We are going to begin by studying the violation of truncation in the simplest possible case, the \((2, 5)\) Yang-Lee edge singularity. Since we do not deform the linear dilaton by \( e^{2i\alpha_+ \phi(x)} \), the selection rule on the momenta is
\[ \sum n_+ - 4n_- = 2p - 2p' = 6 . \]
In order to screen both three-point functions, one must be able to solve the simultaneous equations.

\[ 4 + n - 4n_- = 6, \quad 6 + (6 - n) - 4m_- = 6. \]  

The only shared solutions are \( n = 2 \) and \( n = 6 \), which are precisely the operators expected to show up in the Yang-Lee OPE. The contribution from \( |\tilde{O}|\tilde{O}|\tilde{O} \) just picks out the reflections of these two operators, \( n = 0 \) and \( n = 4 \). The point of this example is to show that it

\[ \begin{array}{cccccccccccc}
 n & s = -3 & s = -2 & s = -1 & s = 0 & s = 1 & s = 2 & s = 3 & s = 4 & s = 5 & s = 6 \\
 r = 0 & -3 & -1 & 1 & 3 & 5 & 7 & 9 & 11 & 13 & 15 \\
 r = 1 & -8 & -6 & -4 & -2 & 0 & 2 & 4 & 6 & 8 & 10 \\
\end{array} \]

\textbf{Table 1.} Values of the momentum \( n \) of some operators in the \((2,5)\) compact linear dilaton. The correct fusion range for \( M_{1,2} \times M_{1,2} \) is shaded in blue and green. The gray shaded boxes correspond to the operator \( V_{3,5} \) which seemingly violates the fusion rule.

Here \( n_- \) is the number of screening charge insertions, and it is important that its coefficient is negative. It will be helpful to switch from the redundant \( r, s \) label to the momentum label \( n \) which is unambiguous. In table 1 we list the momenta for low-lying values of \( r, s \).

The reflection map is simply \( n \rightarrow 6 - n \), and reflection pairs are shaded with the same color. In the previous subsection, we encountered a troublesome three-point correlator \( \langle V_{-1,-2}V_{-1,-2}V_{3,5} \rangle \) that seemed to violate fusion. In this model \( V_{3,5} = V_{1,0} \), and we see that the correlator \( \langle V_{-1,-2}V_{-1,-2}V_{3,5} \rangle \) does not vanish since \( \sum n = 4 + 4 - 2 = 6 \). Given the BRST structure of the model, the natural question to ask is whether or not this three-point function can contribute to correlation functions of BRST invariant operators.

Consider all the representatives of the 4-point function for identical operators \( V(x) = V_{1,2}(x) \) and the reflection partner \( \tilde{V}(x) = V_{-1,-2}(x) \). They are

\[ \langle V(x_1)V(x_2)V(x_3)V(x_4) \rangle, \quad \langle \tilde{V}(x_1)\tilde{V}(x_2)\tilde{V}(x_3)\tilde{V}(x_4) \rangle, \quad \langle V(x_1)V(x_2)\tilde{V}(x_3)\tilde{V}(x_4) \rangle, \]

\[ \langle V(x_1)V(x_2)\tilde{V}(x_3)\tilde{V}(x_4) \rangle. \]  

The combined momentum charges of the operators in each correlation function on the top line are all equal to 0 mod 4 so these correlators cannot be screened. The combined charges of the operators on the bottom line are both 2 mod 4 and these four-point functions can be screened.

Consider first the correlation function \( \langle V(x_1)V(x_2)V(x_3)\tilde{V}(x_4) \rangle \). When we evaluate this by factorizing onto three-point functions, we need to keep in mind that \( |\mathcal{O}|\mathcal{O} = |\tilde{\mathcal{O}}| \) so that the insertion of the identity takes the form (see figure 9)

\[ \langle V(x_1)V(x_2)V(x_3)\tilde{V}(x_4) \rangle \sim \sum_{\mathcal{O}} \langle V(x_1)V(x_2)|\mathcal{O}|\tilde{\mathcal{O}}|V(x_3)\tilde{V}(x_4) \rangle. \]  

In order for an operator \( \mathcal{O} \) to contribute via exchange, two separate three-point functions must be nonvanishing: we need \( \langle V(x_1)V(x_2)|\mathcal{O}(x_3) \rangle \neq 0 \) and \( \langle V(x_1)\tilde{V}(x_2)|\tilde{\mathcal{O}}(x_3) \rangle \neq 0 \). In order to screen both three-point functions, one must be able to solve the simultaneous equations

\[ 4 + n - 4n_- = 6, \quad 6 + (6 - n) - 4m_- = 6. \]

The only shared solutions are \( n = 2 \) and \( n = 6 \), which are precisely the operators expected to show up in the Yang-Lee OPE. The contribution from \( |\tilde{\mathcal{O}}|\mathcal{O} \) just picks out the reflections of these two operators, \( n = 0 \) and \( n = 4 \). The point of this example is to show that it
is possible to have a non-vanishing three-point function outside of the fusion range which does not contribute to the four-point function.

Now consider factorizing the representative \( \langle \hat{V}(x_1)\hat{V}(x_2)\hat{V}(x_3)V(x_4) \rangle \) on three-point functions. In order to contribute, an operator \( \mathcal{O}(x) \) must satisfy \( \langle \hat{V}(x_1)\hat{V}(x_2)\mathcal{O}(x_3) \rangle \neq 0 \) and \( \langle V(x_1)\hat{V}(x_2)\bar{\mathcal{O}}(x_3) \rangle \neq 0 \). The simultaneous equations are

\[
8 + n - 4n_- = 6, \quad 6 + (6 - n) - 4m_- = 6. \tag{6.77}
\]

There is now an extra shared solution at \( n = -2 \) corresponding to the coefficient \( \langle \hat{V}_{1,2}\hat{V}_{1,2}V_{3,5} \rangle \) that we encountered previously. In order to determine whether or not this term contributes, we need to evaluate \( \langle V(x_1)\hat{V}(x_2)\bar{\mathcal{O}}(x_3) \rangle \) explicitly, since considering factorization on \( \langle \hat{V}(x_1)\hat{V}(x_2)\bar{\mathcal{O}}(x_3) \rangle \) and \( \langle V(x_1)\hat{V}(x_2)\mathcal{O}(x_3) \rangle \) allows possible contributions from the reflected operators at \( n = 0, 4, 8 \) and does not solve the problem. This correlation function requires two screening operators, but one can check that it does vanish for the correct values of the parameters:

\[
\left\langle e^{-ia\phi(x_1)}e^{(2i\alpha_++3i\alpha_-)\phi(x_2)}e^{(4i\alpha_++6i\alpha_-)\phi(x_3)}\prod_{i=1}^{2}d^2w_i e^{2i\alpha_-\phi(w_i)} \right\rangle \sim \lim_{\varepsilon \to 0} \frac{1}{\Gamma(\varepsilon)} = 0. \tag{6.78}
\]

So although the reflected representative of the four-point function naively allows for contributions from outside of the fusion range, only the expected operators actually contribute. This points to a possible mechanism for the deformed linear dilaton to reproduce the correct minimal model correlation functions while botching some three-point functions: the linear dilaton does not have to set every representative of a vanishing fusion coefficient to zero, but only certain combinations.

The non-obvious vanishing of the integral (6.78) was necessary in order for the dangerous three-point function (6.71) to have no effect on the correlator \( \langle \hat{V}(x_1)\hat{V}(x_2)\hat{V}(x_3)V(x_4) \rangle \).

It is tempting to look for an explanation of this mechanism in terms of the BRST structure of the model. Indeed, at least in the (2,5) model the operator \( V_{3,5} \) is not in the BRST cohomology and calculating the three-point function (6.71) is akin to calculating a non-BRST invariant quantity: the value does not matter since it will not contribute to physical BRST invariant observables. This argument seems too fast, since we could find a model in which \( V_{3,5} \) is in the cohomology while (6.71) would still represent an apparent violation of truncation. Indeed, we now turn to an example in which an apparent failure of truncation is not remedied solely by the vanishing of a reflection partner three-point function.

**Figure 9.** Potential exchange for an operator \( \mathcal{O} \) or its reflection \( \bar{\mathcal{O}} \) violating fusion. A pair of distinct three-point functions must be non-vanishing simultaneously if the operator is to contribute to the four-point function.
Likewise, the truncation from above is enforced by the non-vanishing of the three-point operators $M_{\cdots}$. The simultaneous solutions are

\[ n = 6 + 4n_- , \quad \text{and} \quad n = 10 - 4m_- . \]

The simultaneous solutions are $n_{r,s} = 6$ and $n_{r,s} = 10$ corresponding to $M_{1,3}$ and $M_{1,1}$ as expected. Next we check the third fusion rule (6.81) for $M_{1,3} \times M_{1,3}$ using the correlator $\langle V_{1,3}(x_1)V_{1,3}(x_2)V_{1,3}(x_3)\tilde{V}_{1,3}(x_4)\rangle$. In order for an operator $\mathcal{O}_{r,s}$ to contribute, it must satisfy the constraints

\[ n_{r,s} = 2 + 4n_- , \quad n_{r,s} = 10 - 4m_- . \]

The simultaneous solutions are $n_{r,s} = 2, 6, 10$, corresponding to the operators $M_{1,2}, M_{1,3}$ and 1. In order to verify the last fusion rule (6.80), we consider the correlator $\langle V_{1,2}(x_1)V_{1,2}(x_2)V_{1,2}(x_3)\tilde{V}_{1,3}(x_4)\rangle$. In order for an operator $\mathcal{O}_{r,s}$ to contribute, it must be the case that

\[ n_{r,s} = 4 + 4n_- , \quad n_{r,s} = 8 - 4m_- . \]

The simultaneous solutions are $n_{r,s} = 4$ and $n_{r,s} = 8$, corresponding to the expected operators $M_{1,3}$ and $M_{1,2}$. At this point the general mechanism for obtaining truncation from the $\langle VVV\tilde{V} \rangle$ correlator should be clear: the truncation from below arises from the $\langle VV\mathcal{O}_{r,s} \rangle$ three-point function, where $n_{r,s}$ enters the selection rule with a positive sign. Likewise, the truncation from above is enforced by the non-vanishing of the three-point function $\langle V\tilde{V}\mathcal{O}_{r,s} \rangle$, in which $n_{r,s}$ enters the selection rule with a negative sign.

\[
\begin{array}{cccccccccccc}
 n & s = -2 & s = -1 & s = 0 & s = 1 & s = 2 & s = 3 & s = 4 & s = 5 & s = 6 & s = 7 \\
 r = 0 & 1 & 3 & 5 & 7 & 9 & 11 & 13 & 15 & 17 & 19 \\
 r = 1 & -6 & -4 & -2 & 0 & 2 & 4 & 6 & 8 & 10 & 12 \\
\end{array}
\]

Table 2. Values of the momentum $n$ of some operators in the $(2,7)$ compact linear dilaton. The correct truncated fusion range for the model is shaded in blue and green.

The $(2,7)$ model. Next we would like to verify the fusion rules in the $(2,7)$ model. The reflection map sends $n \to 10 - n$ and the selection rule is $\sum n_i - 4n_- = 10$. There are three fusion rules in this model to verify

\[
M_{1,2} \times M_{1,2} = 1 + M_{1,3} ,
\]

(6.79)

\[
M_{1,2} \times M_{1,3} = M_{1,2} + M_{1,4} = M_{1,2} + M_{1,3} ,
\]

(6.80)

\[
M_{1,3} \times M_{1,3} = 1 + M_{1,3} + M_{1,5} = 1 + M_{1,2} + M_{1,3} .
\]

(6.81)
Now we would like to repeat the above analysis for the four-point function with three reflection operator insertions, denoted schematically $\langle \tilde{V}\tilde{V}\tilde{V}\tilde{V} \rangle$. One might imagine that this correlator leads to identical constraints, but we already saw that this is not the case in the $(2,5)$ model. For instance, we can revisit the $M_{1,2} \times M_{1,2}$ fusion rules using the correlation function $\langle \tilde{V}_1,2(x_1)\tilde{V}_1,2(x_2)\tilde{V}_1,2(x_3)\tilde{V}_1,2(x_4) \rangle$. Factorizing on an operator $\mathcal{O}_{rs}$, one encounters a pair of constraints from the three-point functions $\langle \tilde{V}_1,2(x_1)\tilde{V}_1,2(x_2)\mathcal{O}_{rs}(x_3) \rangle$ and $\langle \tilde{V}_1,2(x_1)\tilde{V}_1,2(x_2)\tilde{\mathcal{O}}_{rs}(x_3) \rangle$. They are

$$n_{r,s} = -6 + 4n_-, \quad n_{r,s} = 10 - 4m_- . \quad (6.86)$$

There are five solutions $n = -6, -2, 2, 6, 10$ to this set of equations, but the fusion rules predict only $n = 6$ and $n = 10$. In particular, for the case $n = -6$ the three-point function $\langle \tilde{V}_1,2(x_1)\tilde{V}_1,2(x_2)\mathcal{O}_{n=-6}(x_3) \rangle$ does not even need to be screened and does not vanish. In order to determine whether or not this apparent violation of fusion actually contributes to the four-point function, we need to check if $\langle \tilde{V}_1,2(x_1)\tilde{V}_1,2(x_2)\tilde{\mathcal{O}}_{n=-6}(x_3) \rangle$ vanishes. The integral is of the usual form, but now one finds a finite coefficient multiplied by a nonvanishing ratio of divergent Gamma functions

$$\left\langle e^{(2\alpha_+ + 3\alpha_-)\phi(x_1)}e^{-i\alpha_-\phi(x_2)}e^{-2\alpha_-\phi(x_3)} \right\rangle \sim \lim_{\varepsilon \to 0} \frac{\Gamma(-1 + \varepsilon)}{\Gamma(\varepsilon)} . \quad (6.87)$$

This calculation seems to represent a genuine violation of the fusion rules (in particular, the reflection coefficient for this operator is finite). Note that, in contrast with the four-point function with a single reflection operator insertion, both three-point functions in this example contain two reflection operators. The root of the problem seems to be that the reflection operators have larger momenta and contribute to the selection rule in the wrong direction, loosening the bounds. Apparently, the nonzero contribution from this operator is cancelled by other apparent violations of fusion in order to reproduce the correct four-point function. As we will see in the next section, one never encounters this subtlety if one restricts attention to the four-point function with a single reflection operator.

**General case $(2, p)$.** In this section we will derive the $(2, p)$ minimal model fusion rules

$$M_{1,s_1} \times M_{1,s_2} = \sum_{s_3 = \min{s_1 + s_2 - 1, 2p - s_1 - s_2 - 1}}^{\min{s_1 + s_2 - 1, 2p - s_1 - s_2 - 1}} M_{1,s_3} . \quad (6.88)$$

from the timelike linear dilaton deformed by the marginal operator $M_-.(x)$. We will only make use of the four-point function with a single reflection operator insertion. There are two types of OPE to consider: that of an operator with itself, and the OPE between two distinct operators in the fundamental range $s \in \left[1, \frac{p-1}{2} \right]$. To treat the first case, we consider the correlator $\langle V_{1,s}(x_1)V_{1,s}(x_2)V_{1,s}(x_3)\tilde{V}_{1,s}(x_4) \rangle$ factorized onto a product of three-point functions:

$$\langle V_{1,s}(x_1)V_{1,s}(x_2)\mathcal{O} \rangle \times \langle \mathcal{O}|V_{1,s}(x_3)\tilde{V}_{1,s}(x_4) \rangle . \quad (6.89)$$
In order to contribute, the momentum \( n \) of the operator \( \mathcal{O} \) must satisfy the relations

\[
 n = 2p - 4s + 4n_-, \quad n = 2p - 4 - 4m_- .
\] (6.90)

Taking the difference of these two equations one finds \( s - 1 = n_- + m_- \). There are \( s \) distinct combinations of positive integers \((n_-, m_-)\) satisfying this equation. Similarly, taking the sum of (6.90), one finds

\[
 n = 2p - 2s + 2n_- - 2m_- - 2 .
\] (6.91)

For the allowed partitions of \( s - 1 = n_- + m_- \), the quantity \((n_- - m_- - 1)\) spans the range \([-s, s - 2]\) in increments of 2 so that the allowed values of \( n \) span the range \([2p - 4s, 2p - 4]\) in increments of 4. These are are precisely the momenta allowed by the fusion rules (6.88).

The upper bound \( 2p - 4 = 2p - 2p' \) is simply the reflection of the identity, and the decreases of momenta in increments of 4 pick out a single representative of each allowed operator in the OPE.

In order to check the OPE between two distinct operators \( M_{1,s_1}(x) \) and \( M_{1,s_2}(x) \) we consider the correlation function \( \langle V_{1,s_1}(x_1)V_{1,s_2}(x_2)V_{1,s_1}(x_3)V_{1,s_2}(x_4) \rangle \) factorized onto a product of three-point functions:

\[
 \langle V_{1,s_1}(x_1)V_{1,s_2}(x_2)|\mathcal{O}\rangle \times \langle \mathcal{O}|V_{1,s_1}(x_3)V_{1,s_2}(x_4) \rangle .
\] (6.92)

Without loss of generality we will assume \( s_2 > s_1 \). In order to contribute, the momentum \( n \) of the operator \( \mathcal{O} \) must satisfy

\[
 n = 2p - 2s_1 - 2s_2 + 4n_- , \quad n = 2p + 2s_1 - 2s_2 - 4 - 4m_- .
\] (6.93)

Taking the difference of these two equations, one finds \( s_1 - 1 = n_- + m_- \). There are \( s_1 \) such partitions. Similarly, taking the sum yields the equation

\[
 n = 2p - 2s_2 + 2n_- - 2m_- - 2 .
\] (6.94)

For the allowed partitions of \( s_1 - 1 = n_- + m_- \), the quantity \((n_- - m_- - 1)\) spans the range \([-s_1, s_1 - 2]\) in increments of 2 so that the allowed values of \( n \) span the range \([2p - 2s_1 - 2s_2, 2p - 4 + 2s_1 - 2s_2]\) in increments of 4. These are are precisely the momenta allowed by the fusion rules (6.88).

As discussed earlier, if we were willing to work at an irrational point (so that there can be no compensation between \( \alpha_+ \) and \( \alpha_- \) in the selection rule) and then continue to the rational point, then there would be a shortcut to obtaining the fusion rules. In this scenario, at least for the \((2, p)\) models deformed by the single marginal deformation \( M_-(x) \), it is not possible to screen a correlation function with more than a single reflection operator. Using this fact one could read off the fusion rules directly from the three-point function without resorting to the four-point function. As an example, note that the correlator \( \langle M_{1,s_1}M_{1,s_2}M_{1,s_1+s_2-1+n} \rangle \) should vanish for \( n > 0 \). If we represent it using a single reflection operator

\[
 \langle e^{i(1-s_1)\alpha_+\phi(x_1)}e^{i(1-s_2)\alpha_-\phi(x_2)}e^{i[2\alpha_+ + i(s_1+s_2+n)\alpha_-]\phi(x_3)} \rangle
\] (6.95)

we find that the three-point function cannot be screened. In particular, since all of the problematic three-point functions that we encountered in previous sections involved multiple reflection operator insertions, we avoid the subtle puzzles and their resolutions.
Table 3. Values of the momentum $n$ of some operators in the (4,3) compact linear dilaton.

| $n$  | $s = -2$ | $s = -1$ | $s = 0$ | $s = 1$ | $s = 2$ | $s = 3$ | $s = 4$ | $s = 5$ | $s = 6$ | $s = 7$ |
|------|----------|----------|---------|---------|---------|---------|---------|---------|---------|---------|
| $r = 0$ | -5       | -2       | 1       | 4       | 7       | 10      | 13      | 16      | 19      | 22      |
| $r = 1$ | -9       | -6       | -3      | 0       | 3       | 6       | 9       | 12      | 15      | 18      |
| $r = 2$ | -13      | -10      | -7      | -4      | -1      | 2       | 5       | 8       | 11      | 14      |

6.7 Comments on truncation of perturbation theory and general $(p,p')$ models

In this section we will investigate truncation in the general $(p,p')$ compact timelike linear dilaton models. These cases involve puzzles not present in the $(2,p)$ models.

**Ising model.** The Ising model corresponds to $(p, p') = (4,3)$. There are three Virasoro primaries in the model

$$M_{1,1} = M_{2,3} = 1, \quad M_{1,2} = M_{2,2} = \sigma, \quad M_{1,3} = M_{2,1} = \varepsilon.$$ \hspace{1cm} (6.96)

Their fusion rules are

$$M_{12} \times M_{12} = M_{11} + M_{13}, \quad M_{13} \times M_{13} = M_{11}, \quad M_{12} \times M_{13} = M_{12}.$$ \hspace{1cm} (6.97)

For all of the unitary models, the selection rule on momenta is given by

$$\sum n + 2n_p - 2n_{-p'} = 2.$$ \hspace{1cm} (6.98)

In Table 3 we list the momenta of the linear dilaton exponentials corresponding to Ising model primaries. Our convention will be to denote the operator with the smallest value of $n$ as $V(x)$, and its reflection partner as $\tilde{V}(x)$.

Consider first the $\sigma \times \sigma$ OPE. If we only deform the linear dilaton theory by the operator $M_{-}(x)$, then the only representative of the four-point function $\langle \sigma \sigma \sigma \sigma \rangle$ that can be screened is

$$\left\langle V_{1,2}(x_1)V_{1,2}(x_2)V_{1,2}(x_3)V_{2,2}(x_4) \int d^2we^{2i\alpha - \phi(w)} \right\rangle.$$ \hspace{1cm} (6.99)

Factorizing the correlator on three-point functions, one finds conditions on the exchanged operator $\mathcal{O}_n$:

$$n = -4 + 6n_-, \quad n = 2 - 6m_-.$$ \hspace{1cm} (6.100)

The simultaneous solutions are $n = -4$ and $n = 2$, as expected from exchange of $\varepsilon$ and the identity. Similarly, one can check that the only representative of the four-point function $\langle \varepsilon \varepsilon \varepsilon \varepsilon \rangle$ that can be screened is

$$\left\langle V_{1,3}(x_1)V_{1,3}(x_2)V_{1,3}(x_3)V_{2,1}(x_4) \int d^2w_1e^{2i\alpha - \phi(w_1)} \int d^2w_2e^{2i\alpha - \phi(w_2)} \right\rangle.$$ \hspace{1cm} (6.101)

Factorizing onto three-point functions, the constraints for exchange are

$$n = -10 + 6n_-, \quad n = 2 - 6m_-.$$ \hspace{1cm} (6.102)
The simultaneous solutions are \( n = 2, -4, -10 \), while only \( n = 2 \) is expected from the fusion rules. This appears to be the same phenomena encountered in the \((2, p)\) models when considering the four-point function with three reflection operator insertions (in this case \( V_{2,1} \) has the lesser momentum and the reflection operator is \( V_{1,3} \)): delicate cancellations between the two anomalous contributions combine to yield the correct answer.

The ability to screen representatives of each minimal model correlator using only \( M_-(x) \) in this system corresponds to the ability to choose representatives of the form \( V_{1, s}(x) \) for all operators in the model. This is a general feature of the \((3, p)\) models, but will not hold for more general models as we now demonstrate.

**Tricritical Ising model.** The tricritical Ising model corresponds to \((p, p') = (5, 4)\). The independent operators are

\[
M_{1,1} = M_{3,4}, \quad M_{1,2} = M_{3,3}, \quad M_{1,3} = M_{3,2}, \quad M_{1,4} = M_{3,1}, \quad M_{2,2} = M_{2,3}, \quad M_{2,4} = M_{2,1}.
\]

The selection rule on momenta in the linear dilaton system is

\[
\sum n + 10n_+ - 8n_- = 2.
\]  

(6.103)

In table 4 we list the momenta of the linear dilaton exponentials corresponding to Tricritical Ising model primaries. There are in principle 15 separate OPE’s to check, but the basic problem can be illustrated using the four-point function \( \langle M_{22} M_{22} M_{22} M_{22} \rangle \). It is easy to see that no representative of this correlation function can be screened using only \( M_-(x) \).

If we deform by both marginal operators \( M_+(x) \), then it is possible to screen all five representatives of this correlator. For instance, the correlation function

\[
\langle V_{2,2}(x_1) V_{2,2}(x_2) V_{2,2}(x_3) V_{2,2}(x_4) \rangle \int d^2 y e^{2i\alpha_+ \phi(y)} \int d^2 w e^{2i\alpha_- \phi(w)}
\]

(6.105)

satisfies the momentum constraint. Unfortunately, the correlator

\[
\langle V_{2,2}(x_1) V_{2,2}(x_2) V_{2,2}(x_3) V_{2,2}(x_4) \bigg| \prod_{i=1}^{1+4k} \int d^2 y_i e^{2i\alpha_+ \phi(y_i)} \prod_{j=1}^{1+5k} \int d^2 w_j e^{2i\alpha_- \phi(w_j)} \rangle
\]

(6.106)

also satisfies the momentum constraint for any positive \( k \). This term would arise as a contribution to the four-point function from a higher order in perturbation theory. If it were to contribute, then the total answer in the deformed linear dilaton model would not match that of the minimal model. The same basic puzzle arises in any model with \( p' \neq 2, 3 \) when we are seemingly forced to deform by both marginal operators in order to screen all relevant four-point functions.

The fusion rule associated to this correlator is

\[
M_{2,2} \times M_{2,2} = M_{1,1} + M_{1,2} + M_{1,3} + M_{1,4}.
\]

(6.107)

Factorizing on three-point functions, we find the constraints for exchange:

\[
n = 4 - 10n_+ + 8n_-,
\]

\[
n = 2 + 10m_+ - 8m_-.
\]

(6.108)
Table 4. Values of the momentum $n$ of some operators in the $(5,4)$ compact linear dilaton.

| $n$ | $s = -2$ | $s = -1$ | $s = 0$ | $s = 1$ | $s = 2$ | $s = 3$ | $s = 4$ | $s = 5$ | $s = 6$ | $s = 7$ |
|-----|----------|----------|--------|--------|--------|--------|--------|--------|--------|--------|
| $r = 0$ | $-7$ | $-3$ | $1$ | $5$ | $9$ | $13$ | $17$ | $21$ | $25$ | $29$ |
| $r = 1$ | $-12$ | $-8$ | $-4$ | $0$ | $4$ | $8$ | $12$ | $16$ | $20$ | $24$ |
| $r = 2$ | $-17$ | $-13$ | $-9$ | $-5$ | $-1$ | $3$ | $7$ | $11$ | $15$ | $19$ |
| $r = 3$ | $-22$ | $-18$ | $-14$ | $-10$ | $-6$ | $-2$ | $2$ | $6$ | $10$ | $14$ |

Table 5. Low-lying operator exchanges corresponding to the correlator (6.105).

| $(n_+, n_-)$ | $4 - 10n_+ + 8n_-$ | $(m_+, m_-)$ | $2 + 10m_+ - 8m_-$ |
|-------------|---------------------|-------------|---------------------|
| $(0,0)$ | $4$ | $(1,1)$ | $4$ |
| $(0,1)$ | $12$ | $(1,0)$ | $12$ |
| $(1,0)$ | $-6$ | $(0,1)$ | $-6$ |
| $(1,1)$ | $2$ | $(0,0)$ | $2$ |

In table 5 we list the lowest lying values of $n$ given by (6.108). The values of $n_\pm, m_\pm$ depicted in this table are special since, for fixed $n$, they satisfy $n_+ + m_+ = 1$ and $n_- + m_- = 1$. Not coincidentally, these values of $n$ are precisely those expected from the minimal model fusion rules. This is related to the fact that the correlator (6.105) has one insertion of $M_+(x)$ and one insertion of $M_-(x)$. In fact, given a four-point function with a fixed number of screening charges, determination of the possible operator exchanges amounts to determining the pairs of three-point functions that can be simultaneously screened using all partitions of the available screening charges.

To see this, note that taking the difference of the two equations in (6.108) yields

$$2 = 10(n_+ + n_-) - 8(n_+ + n_-).$$

There are an infinite number of solutions to this equation, all of the form

$$n_+ + n_- = 1 + 4k, \quad n_- + m_- = 1 + 5k.$$  \hspace{1cm} (6.110)

Taking the sum of the equations in (6.108) and using (6.110) gives an infinite set of solutions

$$n = 4 - 10n_+ + 8n_-$$  \hspace{1cm} (6.111)

with $n_\pm$ unconstrained since $m_\pm$ enters with coefficient 1 in (6.110). This point of view makes it obvious that a correction like (6.106) will be problematic since it allows for many more potential operator exchanges than are desired.

It seems plausible that corrections like (6.106) do vanish due to the BRST structure inherent in the model. Indeed, these terms all involve one or more insertions of the form

$$\left( \int d^2w e^{2\alpha_- \phi(w)} \right)^p.$$  \hspace{1cm} (6.112)

Schematically, when we factorize this expression (inside correlation functions) using the techniques of section 6.1, the result involves a line integral of the form

$$\left( \int dz e^{2\alpha_- \phi_L(z)} \right)^p.$$  \hspace{1cm} (6.113)
This is most obvious in the holomorphic Coulomb gas formalism, where the analog of (6.112) is literally (6.113). Now (6.113) is of the form $Q^+_1$, and $Q_-$ is a differential satisfying $Q^{p-s}Q^s = 0$. This suggests that all higher order contributions might vanish as desired. This argument, even if correct, obviously needs to be made more precise.

### 6.8 Summary of fusion rules and truncation

In this section we provide a brief summary of the derivation of the minimal model fusion rules within the BRST quotiented compact timelike Liouville description. The first important point is that the minimal model fusion rule cannot be read off from the U(1) selection rule for a single three-point function. For two fixed minimal model exponentials, infinitely many three-point functions can be screened. In fact, some representatives of the three-point functions which should vanish outside of the fusion range are finite and nonzero. The resolution of this puzzle relies on the fact that factorization of a four-point function

\[ \langle V_{\alpha_1}(x_1)V_{\alpha_2}(x_2)V_{\alpha_3}(x_3)V_{\alpha_4}(x_4) \rangle \]

in a model with a background charge asymmetry involves a particular asymmetric combination of three-point function coefficients

\[ C(\alpha_1, \alpha_2, -2iQ - \alpha)C(\alpha_3, \alpha_4) \]. \hspace{1cm} (6.114)\]

In particular, a four-point function of identical operators is not related to squares of OPE coefficients. This means that it is possible for the Liouville description to reproduce the minimal model fusion rules without getting all representations of the three-point functions correct: it is enough for either term in (6.114) to vanish individually. Said differently, one must be able to simultaneously screen both three-point functions in (6.114) using the same combination of screening charges used to screen the four-point function if the operator $V_\alpha(x)$ is to contribute.

In order to actually determine the fusion rules, it is enough to consider the four-point function with a single reflection operator insertion:

\[ \langle V_{\alpha_1}(x_1)V_{\alpha_2}(x_2)V_{\alpha_3}(x_3)\tilde{V}_{\alpha_4}(x_4) \rangle \sim \sum \langle V_{\alpha_1}(x_1)V_{\alpha_2}(x_2)|\mathcal{O}\times\tilde{\mathcal{O}}|V_{\alpha_3}(x_3)\tilde{V}_{\alpha_4}(x_4) \rangle \]. \hspace{1cm} (6.115)\]

This four-point function requires some minimal number of screening charges, which must be distributed onto the three-point functions upon factorization:

\[ \langle V_{\alpha_1}(x_1)V_{\alpha_2}(x_2)V_{\alpha_3}(x_3)\tilde{V}_{\alpha_4}(x_4)S^N_+S^N_- \rangle_{\text{free}} \rightarrow \]

\[ \langle V_{\alpha_1}(x_1)V_{\alpha_2}(x_2)S^{n_1}_{\pm}S^{m_1}_{\pm}|\mathcal{O}\times\tilde{\mathcal{O}}|V_{\alpha_3}(x_3)\tilde{V}_{\alpha_4}(x_4)S^{n_2}_{\pm}S^{m_2}_{\pm} \rangle \]. \hspace{1cm} (6.116)\]

The different (non-vanishing) partitions of the screening charges satisfying $n_1 + n_2 = N_+$ and $m_1 + m_2 = N_-$ pick out the correct operators that appear in the minimal model fusion rules. Roughly speaking, the momentum of the operator $\mathcal{O}$ enters the selection rule with a positive sign in one three-point function and with a negative sign in the other three-point function (the one involving $\tilde{\mathcal{O}}$). This is responsible for truncation from above and from below.

At lowest order in perturbation theory (using the minimal number of screening charges), the range of operators arising in (6.116) matches the fusion rules of the minimal model. However, this range is enlarged if $N_+$ and $N_-$ are larger than the minimal
value needed to screen the four-point function. It therefore appears that truncation of perturbation theory is necessary in order to provide an honest derivation of the minimal model results within the linear dilaton theory.

One can artificially enforce truncation of perturbation theory in the \( (2, p) \) models by deforming by the single marginal operator \( M_-(x) \). In this case, a representative of each minimal model correlator can be screened using a unique number of screening charges and the fusion rules can be rigorously derived. This is not the case for the generic \( (p, p') \) model: in order to screen a representative of all minimal model correlation functions one must make use of both marginal operators. In order to rigorously connect with the minimal models, it must be demonstrated that perturbation theory truncates in these theories. It seems plausible that the peculiar BRST structure inherent in the model is responsible for the truncation, but this needs to be explored more carefully and is left to future work.

7 Conclusions, questions and future work

We have demonstrated that the deformed compact timelike linear dilaton (with a peculiar fractional-winding spectrum and a BRST quotient) reproduces minimal model observables. While the analysis does present a coherent derivation of the Coulomb gas rules from standard operations in quantum field theory, we feel that the discussion could be slightly improved.

We evaluated the torus partition function of the model using a trace in the BRST-quotiented Hilbert space, but it should also be possible to reproduce the answer through the functional integral. This would seem to require a discrete term in the action capable of introducing the appropriate minus signs in the sum over instantons. There is no candidate term available in the model as defined in this paper, but it seems possible that we might have neglected a discrete gauge field in focusing primarily on genus zero observables. Indeed, a discrete gauge field coupled to a sum over spin structures [111] seems natural if we view the Coulomb gas scalar as the bosonization of the original Feigin-Fuchs fermionic resolution. Understanding this point would simplify the analysis on higher genus surfaces. It would also be nice to understand the precise relation (including the winding states and correlation functions) between our construction and the \( \text{SL}(2, \mathbb{R}) \) quantum Hamiltonian reduction. The question remains whether or not to deform by both marginal operators in the general \( (p, p') \) model. Doing so would seem to involve contributions from infinitely many orders in perturbation theory, but there is possibility for truncation due to the BRST structure. We also feel that a more direct explanation for the reflection identification is needed, and might arise from a more thorough study of the zero mode quantum mechanics.

The Coulomb gas formalism on surfaces with boundary seems to be relatively unexplored (although see [112–114]), and might be used to simplify certain calculations in the minimal string. It would also be useful to understand Distler’s derivation of topological gravity using the \( \eta \xi \) system, paying close attention to the global issues referred to in section 4.1. Finally, the primary motivation for the paper was to understand and rigorously derive the connection between the JT model of two dimensional gravity and the worldsheet description of the \( (2, p) \) minimal string. We hope to address this problem soon.
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