Level Scaling and Pulse Regulating Methods to Mitigate Cycle-to-cycle Variation in Memristor Based Learning System

Abstract
As a novel non-volatile device, the memristive crossbar array has already delivered many of its promises including low computation complexity, high energy efficiency, and high density for the neuromorphic computing. However, the intrinsic variability of switching behavior has been a major obstacle to their implementation. Here we report a model that experimentally demonstrates the natural stochasticity of cycle-to-cycle variations and quantifies it. In addition, we propose level scaling and pulse regulating methods to mitigate the adverse impact of cycle-to-cycle variations. The relationship of the level of conductance and cycle-to-cycle variation is studied, and experiment results show an optimal number of the levels to mitigate cycle-to-cycle variations in the system. Additionally, the system compresses the number of pulses when the conductance is updated by the pulse stimulus to reduce cycle-to-cycle variations, resulting in the great energy and latency reduction. This work paves the way for the adoption of memristors for more efficient applications for the era of the edge computing and Internet of Things (IoT).
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Introduction
The internet of things (IoT) system is a network of devices, sensors, and other items of various functionalities that interact and exchange data electronically. Recent years have witnessed significant progress in edge devices and wireless sensor networks, creating unprecedented opportunities to deploy deep learning and artificial intelligence (AI) technologies in IoT, while significantly adding calculation burdens in edges. However, edges consisting of mobile devices and embedded systems usually have limited resources and power, especially when they are used for real-time applications, such resource and power deficiency will result in recognition and prediction accuracy loss in a learning system and even malfunctions in IoT.

The conventional complementary metal-oxide-semiconductor transistor (CMOS) technology plateaus the process scaling, which cannot provide satisfied solutions for the emerging edge computing with designated learning systems. Memristors are theoretically postulated by Chua in 1971 and later are physically fabricated by the Hewlett-Packard in 2008. The memristor-based crossbar arrays with storage and computing capability show great potential in the neural-network and machine learning applications. They are characterized with low computational complexity, low power consumption, fast switching speed, high endurance, excellent scalability, and CMOS-compatibility, which are specially appropriate for edge computing in IoT. However, because of the inherent material property, the intrinsic variation in switching conductance is a major challenge for some applications such as non-volatile memory. Cycle-to-cycle variation is deviation between target conductance and updated conductance when the same updating signal in different updating cycles is applied in a memristor, even when the initial conductance is the same. The memristor-based crossbar arrays suffer from serious cycle-to-cycle variation especially when arrays are used in the neuromorphic computing system that the conductance of memristor needs to be updated innumerable times during the training and testing process.

In previous works, researchers proposed some solutions including three aspects to mitigate such impact of the cycle-to-cycle variation.

In software-based and algorithm perspective: a conversion algorithm is invented to map arbitrary matrix values appropriately to memristor conductance to reduce computational errors. The algorithms of the mutual decision between conductance of memristor and Boolean functions are used to tolerate a maximum variation. A novel off-device neural-network training method is used to improve the performance of the neural network. However, because variation comes from memristor devices - hardware of the neuromorphic computing system, the software-based methods are usually resources-consuming.

In circuit perspective: the smart programming scheme (read the conductance before writing it) and dummy column technologies to eliminate the off-state current are utilized to improve immunity to cycle-to-cycle variations. The experimental result shows the accuracy is improved to 95% from 70%. In addition, a variation-aware training scheme is used to enhance training robustness. Sophisticated circuits are needed to ensure the quality of conductance switching and either drastically increase the area of circuit and power consumption or bring additional circuit latency.

In device perspective: instead of using a single memristor, the multiple cells technology using several memristors connected in parallel is applied to improve the variation tolerance. But the multiple cells produce area overhead in the system. In addition, the different materials, such as TiO2 as buffer layer and CeO2/TiCeO2 tri-layered as active layer, are proposed and investigated to improve the resistance ratio between high-resistance state and low-resistance state, enhance the endurance of switching, and reduce the variation of the threshold voltage. Therefore, developing a cycle-to-cycle variation model on memristor is urgent for mitigating that impact so that it is accessible to apply the great potential and advantages of the memristor in practical applications.

Here, we fabricate the TiO2/TiO2, memristor device and derive a closed model for the cycle-to-cycle variation. Based on this model, we propose and demonstrate level scaling method and pulse regulating methods to mitigate the adverse...
impact of the cycle-to-cycle variation. Theoretically, the prediction accuracy is higher if the system utilizes a higher number of the conductance levels. However, this relationship is broken by the cycle-to-cycle variation - sometimes a higher number of the levels yields diminishing accuracy. Thereby, the level scaling method optimizes the level number of conductance. Additionally, the pulse regulating method compresses the number of update pulses to one to mitigate cycle-to-cycle variation when the memristors get update in an IoT system. In this work, we focus on the relationship of the prediction accuracy and the number of the levels under the cycle-to-cycle variation, and pulse regulating method. And the target of the proposed techniques is to set the appropriate number of the levels and compress number pulses to alleviate and compensate prediction accuracy degradation resulting from the cycle-to-cycle variation, finally optimizing the performance of the neuromorphic computing system in IoT.

**Fig. 1** Memristive crossbar arrays and device behavior. a An optical image of a wafer with memristive crossbar arrays. b Close-up of chip image showing crossbar arrays. c Microscope image showing one memristor device. d Cross-sectional schematic diagram of the TiO$_2$/TiO$_2$ memristor device structure. e I-V characteristics from positive and negative voltage sweeping switching (-3 V to 3V) in the memristor. f I-V characteristics from consecutive positive voltage pulses sweeps showing a continuous increase in conductance. The width of pulses is 1 ms and the step of voltage is 1.5 mV. g Consecutive negative voltage pulses sweeps showing a continuous decrease in conductance. The width of pulses is 1 ms and the step of voltage is 1.5 mV. h Hardware implementation of the vector-matrix multiplication using memristor crossbar. $V_i$, $G_j$, and $I_j$ represent the input signal in $i$th row, the conductance of the memristor in $j$th column and $i$th row, and the output current that represent the dot product result of $V$ and $G$, respectively. i Level of conductance with different widths of the updating pulses.
Results

Memristive crossbar array and level of conductance.

We fabricate and test the memristive crossbar arrays in our lab (see Methods for device fabrication and test details). The optical image and geometry of a TiO$_2$/TiO$_2$x based memristive crossbar arrays used in this work is schematically shown in Fig. 1a. The arrays is composed of 20 x 20 memristors, as shown in Fig. 1b. Physically, a memristor is a 40 µm x 40 µm two-terminal device formed by two aluminum electrodes sandwiching a thin active layer that is TiO$_2$/TiO$_2$x material to achieve stable tunable multilevel behavior with a nonlinear current-voltage (IV) relationship, as illustrated in Fig. 1c (see Methods for device fabrication details). Fig. 1d shows the memristor has an Al/TiO$_2$/TiO$_2$x/Al stack in cross-section. In fabrication, a typically memristor presents a very high resistance across its electrodes (an unformed state) and an initial one-time electroforming step is needed\(^\text{43}\) for multilevel conductance. This can be done by applying voltage or current sweep across the two electrodes until a soft breakdown of the active layer occurs, generating a conductive filament that changes the conductance\(^\text{40}\). This TiO$_2$/TiO$_2$x memristor displays obvious multilevel behavior as Fig. 1e that shows the current-voltage response of the memristor when the full range voltage sweeps during different cycles. For further investigating this multilevel property, the positive and negative voltage sweeping are separately applied in the same memristor with ten cycles, as shown in Fig. 1f and Fig. 1g. The conductance of the memristor is changed when the voltage achieves the threshold voltage, which is caused by conducting filament formation across the electrodes\(^\text{41,42}\). Memristive crossbar arrays carry out the vector-matrix multiplication as shown in Fig. 1h. Every row of the crossbar array gets input voltage pulses that are the vector. Each conductance of the device in every cross point composes the matrix. Every column of the crossbar array transmits an output current that is the sum of multiplication by the input signal and conductance in each cross point. To update the conductance of a memristor that has multilevel conductance from the minimum to the maximum, a positive pulse signal is applied to increase the conductance, which is called long-term potentiation (LTP)\(^\text{31}\). Conversely, long-term depression (LTD) is the process of decreasing the conductance by supplying a negative pulse signal until the conductance gets to the minimum\(^\text{43}\). Multilevel memristors effectively utilize such multi-value conductance to learn the features of data and realize a neuromorphic computing system\(^\text{11,12,28}\).

In practice, the width of the pulse signal that is used to update the weight cannot be infinitely narrow and limits the accuracy of the conductance updating. Different widths of the pulses change the different amount of the conductance. Therefore, the widths of different pulses that are used for weight update decide the number of the levels as shown in Fig. 1i. The number of these levels can be expressed qualitatively as equation (1):

\[
\frac{(G_{\text{max}} - G_{\text{min}})}{W_{\text{pulse}}} = \text{number of levels} \quad (1)
\]

where $G_{\text{max}}$ and $G_{\text{min}}$ are the maximum conductance and the minimum conductance, $W_{\text{pulse}}$ is the width of the updating pulse. Note that although a higher number of the levels gives more precise conductance in the weight update of the memristor, the influence of cycle-to-cycle variation will increase, which is shown in next section.

Cycle-to-cycle variation.

Since the switching mechanism of the memristor conductance is prompted by the applied voltage, a memristor switches its conductance level from one to another when pulse is larger than a threshold voltage for at least the minimum switching time\(^\text{44}\). Simultaneously, cycle-to-cycle variation result in different updated conductance when the same updating signal in different updating cycles is applied in a memristor, even when the initial conductance is the same, as shown in Fig. 2a. For instance, for some given updating pulses, a memristor starting at conductance A and target conductance is B, may end up between C and D, as shown in insert Fig. 2a. Memristors exhibit cycle-to-cycle variation because of the shape of the conductive filament, the oxygen vacancy distribution at and around the filament, and the changing location of the active filament between one cycle to the next. These three mechanisms originate from the coexistence of multiple subfilaments and that the active, current-carrying filament may change from cycle to cycle\(^\text{23}\). Thus, cycle-to-cycle variation is a type of inherent randomness associated with the randomness in internal atomic configurations\(^\text{36,45,46}\). One of the major obstacles for the implementation of redox-based multilevel memristive memory or logic technology is the large cycle-to-cycle variation\(^\text{23}\).

Fig. 2b shows the LTP and LTD process with different pulse widths. We can fit these LTP and LTD experimental data with exponential formulas\(^\text{35}\), as shown in the Fig. 2b fitting curves (Supplementary Figure S1). Because the fitted curve and stochastic behavior of the cycle-to-cycle variation can be approximated with a Gaussian distribution\(^\text{47}\), residual analysis is done by Gaussian distribution fitting after normalization, as illustrated in Fig. 2c (Supplementary Figure S2 and Figure S3). We model cycle-to-cycle variation by Gaussian noise $N(0, \delta)$, where $\delta$ is the standard deviation. Our cycle-to-cycle modeling can be defined as

\[
\psi_{\text{total}} = N(0, \delta) \ast \sqrt{n} \quad (2)
\]

\[
\delta = \alpha \ast (G_{\text{max}} - G_{\text{min}}) \quad (3)
\]

where $\psi_{\text{total}}$ is the total cycle-to-cycle variation that is generated for one memristor at one update process, $N(0, \delta)$ is Gaussian noise, $n$ is the number of pulses for this memristor at this update process, $\alpha$ is coefficient that is percentage of difference of the maximum conductance and the minimum conductance, $G_{\text{max}}$ is the maximum conductance, and $G_{\text{min}}$ is the minimum conductance. (Supplementary Note 1)

After Gaussian distribution fitting, we get a distribution of $\alpha$ values with different pulse widths such that the average is 0.03577, as shown in Fig. 2d (Supplementary Table 1). The lines are linear fitting for $\alpha$ values of LTP and LTD. Both slopes are negative. Therefore, it can be concluded that increasing the pulse width does not increase the cycle-to-cycle variation when using the same number of pulses to tune conductance.
Level scaling method.

In order to evaluate the memristor-based crossbar arrays in the different number of the levels (see Methods for level scaling setting) and to find optimal conductance levels under the cycle-to-cycle variation, the multilayer perceptron platform (MLP platform) is used to emulate the learning classification scenario with Modified National Institute of Standards and Technology (MNIST) handwritten dataset. We adopt the ANN hardware platform, NeuroSim+, to perform handwriting prediction as shown in Fig. 3a. with the path 1 is for the hardware implementation, Fig. 3b. is for the fully connected networks structure, and Fig. 3c. with the path 1 is for the processing flow chart (see Methods for MLP platform).

To study the relationship between the number of the levels and cycle-to-cycle variation, the different number of the level for the LTP and LTD is set. The ideal circumstances ($\alpha = 0$) with the number of the levels from 10 to 200 and step 10 are set with five algorithms as shown in Fig. 3d-h. When the cycle-to-cycle variation is not involved, with the increasing number of the level, the accuracy goes up to the high area (bright area) from the low area (dark area), where the highest accuracy appears at the number of the levels $= 200$ at LTP and LTD (upper right corner). It can be concluded that increasing the number of the levels does increase the prediction accuracy. In bright areas of the figures, the prediction accuracies are around 90% in the lower left corner and higher than 93% in the upper right corner.

As a comparison, realistic cases that are with the cycle-to-cycle variation ($\alpha = 0.03577$) are set to obtain optimization with five algorithms as shown in Fig. 3i-m. When the cycle-to-cycle variation is involved, the values of accuracies are lower than that without cycle-to-cycle variation. Moreover, the bright areas where accuracies are higher than 88% is smaller than the ideal case. Note that, in the top right corner, the accuracies do not go up to the highest with the increasing number of the levels. Even though the boundaries for separating bright and dark areas with different algorithms are different, the boundaries demonstrate the locations of the highest prediction accuracies. Those number of the levels (LTP/LTD)
are 50/40 for the SGD, 60/50 for the Momentum, 60/50 for the AdaGrad, 50/50 for the RMSProp, and 50/40 for the Adam. Therefore, the best performance of the given memristors based neuromorphic computing system under the related conditions.
cycle-to-cycle variation does not occur at the number of the levels $= 200$ for LTP and LTD as shown in Fig. 3i-m. Level scaling method optimizes the number of the levels so that the system achieves higher prediction accuracy by mitigating the cycle-to-cycle variation.

**Pulse regulating method.**

During the training process of ANN, the weight change that is calculated by the algorithm is converted to positive/negative pulses that is $n$ in equation (2) to update the conductance of the memristor. According to parameter, $n$, in equation (2), drastically change in conductance by positive or negative pulses for LTP or LTD process causes more cycle-to-cycle variations in corresponding memristors. Thus, the pulse regulating method is to truncate the number of updating pulse to the one ($n=1$) at each LTP or LTD process as shown in path 2 of Fig. 3a, for the hardware implementation and in path 2 of Fig. 3c, for the processing flow chart. The conventional system originally has writing pulses whose widths are appropriate to tune the conductance of a memristor. Simultaneously, each writing pulse is identical during different update processes. The proposed pulse regulating method, instead of updating the weight by the number of the pulses that are directly converted from the weight change in each iteration, only applies one pulse and keeps the original width of writing pulses, as shown in golden block (path 2) of Fig. 3a. To verify the effectiveness of the proposed pulse regulating method (see Methods for the pulse regulating strategy), we adopt the ANN hardware platform, NeuroSim+ to perform pulse regulating method. The pulse regulating is suitable for all five algorithms that the accuracies are higher than that without the pulse regulating method as shown in Fig. 4a-e. Note that, for evaluating the effect of the pulse regulating method, 100 epochs with 500 images for each epoch are set. The negative impact of the pulse regulating method is reducing the learning speed, which only exits at the several beginning learning epochs and is reflected by the red curves below the blue curves in Fig. 4a-e. Although the learning speed is reduced by the pulse regulating method at the several beginning learning epochs, all prediction accuracies of five algorithms have significant improvement with the pulse regulating method after 100 epochs. In addition, the pulse regulating method effectively produces a smoother convergence of the training process, which reduces the excessive fluctuation of the prediction accuracy. The regressions are carried out by the exponential model to fit the experimental data without and with the pulse regulating method. The Reduced Chi-Sqr values that are represented as $\chi^2$ with the pulse regulating method are smaller (closer to 1) than that without the pulse regulating method as shown in Fig. 4a-e, which demonstrates that the

![Fig. 4 Pulse regulating method for mitigating cycle-to-cycle variation. a-e Prediction accuracy with/without the pulse regulating method in 5 algorithms. 50 and 200 are the number of the levels in different evaluations. $\chi^2$ is the Reduced Chi-Sqr values with analyzing data. PR represents pulse regulating method. Each curve includes 100 epochs and each epoch includes 500 images.](image-url)
The prediction accuracies have been improved significantly since the process of a vector-matrix multiplication is executed using a parallel reading strategy. However, the system updates its weight row by row, which indicates a parallel writing strategy cannot be implemented for all rows at the same time, otherwise, the system will have unacceptable area overhead. Each row’s writing latency is determined by the maximum number of writing pulses as a critical path. Thereby, the main latency for crossbar arrays is writing latency that strongly depends on the maximum update pulses of each row. With the pulse regulating method, the maximum number of the writing pulses is one, which reduces the latency of system. Pulse regulating method optimizes the prediction accuracy, improves the energy efficiency, and reduces the system latency by mitigating the cycle-to-cycle variation.

**Discussion**

For a given memristive crossbar array, the distribution of cycle-to-cycle variation can be modeled by equation (2). At the same time, according to Fig. 1i, a lower number of the levels means larger conductance change between two consecutive pulses, and the system uses wider and fewer updating pulses for the same weight change that is calculated through any machine learning algorithm. According to experiment results and equation (2), the wider pulse does not increase the cycle-to-cycle variation and fewer updating pulses corresponds to a smaller n, which reduces the cycle-to-cycle variation. Therefore, level scaling is an effective method to mitigate cycle-to-cycle variation. Note that, an extremely low number of levels will influence the accuracy of the conductance, which means some desired values of conductance cannot be achieved as shown in Fig. 1i, so reducing the precision of the system. This influence also is reflected by the low prediction accuracy as shown in the low (dark) number of the levels area of Fig. 3d-m. Thereby, for multilevel memristive crossbar arrays that are used in machine learning systems, the highest prediction accuracy of the system occurs when the memristor uses an optimized number of levels rather than the highest number of levels.

In further comparison of Fig. 3d-h and Fig. 3i-m, some accuracies with cycle-to-cycle variations and with certain LTP/LTD levels are higher than that without cycle-to-cycle variation (ideal circumstance) (Supplementary Figure S4). This is because only integer number of pulses are generated in circuit. As for the mechanism of the updating process, the amount of conductance that is increased or decreased will be calculated by the algorithm, then the accurate number of pulses is gotten accordingly. However, in the circuit level (hardware), only the integer number of pulses are available to update the conductance. Hence, the truncation function for an integer number of pulses is employed for hardware implementation. The updated weight gets the deviation by an integer number of pulses. But when the cycle-to-cycle variation is involved in every weight update, in some cases, they make the updated weight achieve closer to the accurate weight that the algorithm requires and then the system gets even higher prediction accuracy (Supplementary Figures S5-S7). Thereby, with the truncation function, the cycle-to-cycle variation compensates the decrease of the accuracy by truncation of number of update pulses. That is why some accuracies with cycle-to-cycle variation and with certain LTP/LTD levels in Fig. 3i-m. are higher than that without cycle-to-cycle variation in Fig. 3d-h.

According to the mechanism of the cycle-to-cycle variation, the pulse regulating method efficiently reduces the cycle-to-cycle variation by compressing the number of update pulse to one with n parameter in equation (2). For every updating, the cycle-to-cycle variation is limited with one pulse’s impact, which minimizes the cycle-to-cycle variation for the system. Note that, the prediction accuracies have significant improvement with the pulse regulating method as shown in Fig. 4a-e. The reasons are two aspects that includes the pulse

---

### Table 1 Energy and latency evaluation with and without the pulse regulating method.

| Algorithm | Energy (mJ) | Latency (Min) |
|-----------|-------------|---------------|
|           | With PR | Without PR | Saved (%) | With PR | Without PR | Saved (%) |
| SGD       | 0.313   | 0.361     | 13.310     | 15.059  | 17.728     | 15.057     |
| Momentum  | 0.501   | 0.575     | 12.888     | 23.912  | 32.340     | 26.062     |
| AdaGrad   | 0.642   | 0.671     | 4.233      | 31.333  | 37.290     | 15.974     |
| RMSProp   | 1.451   | 1.729     | 16.104     | 75.962  | 105.288    | 27.854     |
| Adam      | 1.072   | 1.197     | 10.394     | 54.422  | 68.703     | 20.787     |

PR represents pulse regulating method. Each evaluation includes 100 epochs and each epoch includes 500 images with 50 levels of conductance. 32nm technology complementary metal–oxide–semiconductor (CMOS) part is evaluated in this work. For the process of weight update, the voltage of the LTP and LTD is 3.2 V, 2.8 V, respectively. The pulse width of weight update is 600 μs for both LTP and LTD.
regulating method minimizes the cycle-to-cycle variation and each update step uses at most one pulse to tune conductance. One pulse to tune conductance means smaller steps is achieved in the direction of convergence, while a big step will make the learning jump over minimum point of weight. What’s more, energy consumption and system latency are correspondingly reduced when the pulse regulating method is adopted in the system by compressing the number of update pulse to one.

In summary, we propose the level scaling method and the pulse regulating method that are simple and feasible universal methods to effectively mitigate the impact of cycle-to-cycle variation. Under cycle-to-cycle variation, the prediction accuracy in the maximum number of the levels is not optimal for the real device. As for different materials based multilevel memristors, using the same analysis method, the level scaling method can be utilized to optimize the neuromorphic computing system through selecting appropriately the number of the levels. Similarly, the pulse regulating method mitigates the impact of cycle-to-cycle variation by compressing the number of updating pulses to one and improves energy efficiency and system timing. Furthermore, both methods can be implemented at edge computing, which paves the way for the adoption of memristors for more efficient applications for the era of the IoT.

Methods

Device fabrication. We used Si wafers that have 100 nm thermally grown SiO2 on top as the substrates. For the 40μm x 40μm memristive device, the bottom electrodes were patterned by ultraviolet photolithography. After that, a 100 nm thick Al bottom electrode was deposited in a Kurt Leaker CMS-18 Sputterer, followed by a lift-off process in acetone. A 100 nm-TiOx/100 nm-TiOx: active layer was prepared by sputtering from Ti target (power for TiOx/TiOx: 262 W). Top electrodes were defined by a photolithography step, deposition of a 100 nm Al using sputtering (650 W) and lift-off. The exposure of bottom electrodes was done by etching the active layer through HF.

Electrical characterization. The I-V characteristics from positive and negative voltage sweeping were carried out using a Kaysight B1500a semiconductor parameter analyzer in a voltage sweep and voltage-pulse mode. The wafer was set on the Micromanipulator probe station and the pads were contacted by probe tips (Supplementary Figure S8).

Dataset. For the MNIST dataset, feature vectors are the unrolled grayscale pixel values of the handwritten digital two-dimensional images. The original images are 28 pixels by 28 pixels. Since the edges of the images are not the most informative, one handwritten digit is cropped into 20 x 20 to match the size of the input layer in the platform.

MLP platform. The multilayer perceptron platform is used to emulate the level scaling method and the pulse regulating method. The crossbar array architecture with memristors had been proposed for on-chip implementation of weighted sum and weight update in the training process of learning algorithms. This platform contains a three-layer with 400 neurons for input layer, 100 neurons for hidden layer, and 10 neurons for output layer, as shown in Fig. 3b. The perceptron neural network is simulated that bases on memristive crossbar arrays that refers to a special subset of the memristor that can tune the conductance by voltage pulse stimulus. The desired weight update for each layer is calculated in software, then applied to the crossbar by the system as illustrated in Fig. 3a for the hardware implementation block diagram, and in Fig. 3c for the processing flow chart. For the level scaling method, each evaluation trains 125 epochs, and every epoch randomly selects 8,000 images from 60,000 training images. For the pulse regulating method, each evaluation trains 100 epochs, and every epoch randomly selects 500 images from 60,000 training images. A different set of 10,000 images are included in the testing dataset. Note that, the networks will continually learn the feature of an input data after the last epoch since this platform is online learning networks. In this platform, parameters of memristor come from the measurement results of our fabricated devices. In summary, this MLP platform is a standalone functional platform that is able to evaluate the learning accuracy and device-level performance during the learning process.

Level scaling setting. A number of the levels is set in the circuit parameter configuration step according to the working flow of Fig. 3c. That means there is a certain number of the levels that conductance of memristor can be obtained between the maximum and the minimum conductance. The number of the levels will map to the width of the pulse that is generated from the pulse generator in hardware implementation. The higher number of the levels corresponding to the narrower pulses. Theoretically, the system can achieve higher precision of weight for the desired value of conductance. Simultaneously, however, a higher number of the levels introduces larger cycle-to-cycle variation when the system updates the conductance of memristor arrays, because the pulse generator produces more pulses to tune the conductance when the algorithm calculates the same weight with that system has a lower number of the levels. Therefore, the level scaling method is applying to appropriately reduce the number of the levels. In this work, the number of the levels is a parameter and set from 10 to 200 and the step is 10.

Pulse regulating strategy. One multiplexer is used to compress the value of the pulse signal for generating one updating pulse whenever a conductance of a memristor needs to tune according to the hardware implementation diagram in path 2 (golden block) of Fig. 3a. The pulse regulating method only applies one pulse and keeps the original width of writing pulses. The decoder gets a signal from an arithmetic logic unit (ALU) for selecting one row to update. At the same time, the registers get the values of weight that are calculated by an ALU. Then these values are transmitted to multiplexers as control signals. Multiplexers select one writing pulse that comes from a pulse generator as output when control signals are enabled. The enabled signal means that the corresponding memristor needs to be updated and that corresponding weight value is greater than or equals weight change by one pulse. In this way, the pulse regulating method directly affects every weight update and minimizes the number of pulses and then avoids cycle-to-cycle variation as much as possible.

Data availability. The data that support the findings of this study are available from the corresponding author upon request.
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