Improving performance of collaborative recommender system using combination of learning techniques

Abstract

As the World Wide Web continues to grow at an exponential rate, the size and complexity of many web sites grow along with it. For the users of these web sites it becomes increasingly difficult and time consuming to find the information they are looking for. User interfaces could help users find the information that is in accordance with their interests by personalizing a web site. Recommender systems provide personalized information by learning the user’s interests from traces of interaction with that user. We claim that our method performs better than its existing counterparts. We have performed our experiment on book recommendation dataset available online. Our method makes use of k-means clustering technique of machine learning with some variation.
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Introduction

It has been found that more than 1 billion peoples are surfing the website these days. From these users, many people’s read the books online. Recommender systems are used to recommend the books online. Recommender system collects the information of the books according to user preference. The user preference can be gathered by either explicitly or implicitly. Explicitly collection of information has been done by analyzing the user’s behaviour and implicitly collection of information is done by previous ratings. Collaborative information filtering is done using product’s previous history. First it collects the information about the ratings of the textbooks given by peoples and then recommendation is done by people’s previous interest and tastes. Clustering techniques are the unsupervised machine learning concept used to partition the data with the help of various similar metrics. Searching for some useful data from a pool of huge dataset is sometimes become very trivial. When the amount of data is very vast is of different types then that type of data is known as Big Data to secure this type of data is such a tough task. Biometric systems are used to secure this data. We also have this kind of data in healthcare, as in recommender system we are recommending something to someone so that his technique can be useful.

The collaborative recommendation system is explained in next section. The silhouette index is used to improve the accuracy of the recommender system. The k-means clustering technique is found to be better as compare to other state-of-the-arts techniques with respect to time and complexity. An index when incorporated with k-means clustering gives optimizes results. Silhouette index seems to be more suitable technique to improve the recommendation results accuracy to some extent. It also takes less time as compared to other techniques. The proposed techniques used both silhouette index and k-means clustering technique to get better the results in terms of mean absolute error (MSE), root mean square error (RMSE) and standard deviation (SD). The textbook recommender system is evaluated in terms of these parameters. The experimental results also show the better performance of the recommender systems in terms of reliability and accuracy when compared with other cluster based recommendation techniques. Designing expert and efficient recommendation system is still challenge for new researchers and very difficult to design efficient clustering technique. To overcome the said problems, we proposed technique which is the combination of silhouette index and k-means clustering techniques. The following contributions are found in our research work.

a. We introduced a recommender system using combination of silhouette index and k-means clustering technique.

b. Our research is very efficient to recommend textbooks.

c. Our framework has 0.63 MAE which is better than existing 0.68 MAE.

d. The processing time is also minimizing.

The rest of the paper is organized in such a way that: Next section discussed the various state of arts techniques in the form of related works, Proposed system has been discussed in section 3, Section 4 contains the experiments and results and finally conclusion has been discussed in section 5.

Related works

A recommendation system is used to support information filtering of products and services by analysis of suggestions given by other users. Collaborative recommendation system is a type of recommendation system based on previous data. Now a day’s recommendation system works on individual users not for group activities. In investment and shopping recommendation system, all the data is taken individually and prediction is very easy but in other recommendation system like movies, products and restaurants, analysis of data is so difficult. The group recommendation systems are mainly based on off-line environments. Various group activities are commonly processed in virtual space these days. The technique of solving group suggestions conflicts are different from off-line environments. Merging of individual suggestion into group suggestion is some time results in the satisfaction of majority of groups but against the minority group.

A group recommendation system proposes the product to group of peoples. Only few researches have been done so far. Mccarthy et al. proposed a framework to select stations to group of peoples working on gym called MusicFx. Gym members rate all the stations before recommendation. MusicFx plays the stations with higher ratings. The
framework is used to satisfy the groups working on gym. The most important point of that framework is that all the members have to rate the stations in advance. This system might work for small number of stations but it will not properly work in the situation where large number of books is available in library. Oconnor et al. introduced a movie recommender system called PolyLens which recommends the movies to small group of peoples. They combined the individual recommendation of each member of the group to form group recommendation. PolyLens is able to satisfy all the requirements of the group members as compared to MusicFx. The basis of PolyLens is to satisfy the requirements of least satisfied group member. Hence, a movie which is not good is less accepted to group members but recommended to one member that not likes it but everyone else likes it. Mc Carthy et al. proposed a framework which recommends the restaurant to group of peoples based on location and package called Pocket Restaurant Finder. Peoples fill their requirement such as how far they can go, how much they spent, what type of food they wanted, what type of restaurants they wanted, what type of cuisines they wanted etc. Pocket Restaurant Finder combines the group members according to their preferences and then recommends accordingly.

Chao et al. introduced a framework that plays a song to a group of listeners having common environments called Adaptive Radio. Music recommendation systems mainly focus on the user preference based on the survey and on their listening habits but Adaptive Radio focus on the dislike songs and ignoring the songs completely. They used negative preference of the songs. Adaptive Radio plays a song which is not familiar and less popular among users.

Yu et al. proposed a framework for in-vehicle multimedia recommendation system which provides multimedia contents for traveler. It connects all the users using wireless technology. The process of combining user profile consists of two steps: First step is to find the important features of the similar traveller’s interests. Second step is to find weights on important features. It is used to satisfy the group member’s majority.

Zhou et al. introduced a framework for recommendation of TV programs to group of users called TV4M. They used the concept of total distance minimization of feature space. The user profile is represented by features with weights according to their importance. They create a subset from the features to represent common interests. Then find the weights for its selected features. They also showed experimentally that TV4M works better for closer member of the group and with similar interests.

Crossen et al. proposed a framework for recommendation of music to group of members based on votes. Ardissono et al. introduced a framework for travel recommendation system and able to solve conflicts between members of the groups.

Mishra et al. mentioned various Data Mining and Machine learning techniques through which help one can easily fetch the required details which are very helpful in any recommendation system.

Katarya et al. proposed a novel movie-based collaborative recommender system which utilizes the bio-inspired gray wolf optimizer algorithm and fuzzy c-mean (FCM) clustering technique and predicts rating of a movie for a particular user based on his historical data and similarity of users. Gray wolf optimizer algorithm was applied on the movie lens dataset to obtain the initial clusters, and also the initial positions of clusters are obtained. FCM is used to classify the users in the dataset by similarity of user ratings.

Katarya et al. has proposed another novel recommender system which makes use of k-means clustering by adopting cuckoo search optimization algorithm applied on the movie lens dataset.

**Objective of our research**

We have discussed many different types of methods in related work section. Our proposed method adds a different approach to solving the problem in recommender systems? Our method can be applicable in domain where other methods may not be applied. The performance of our method is also very comparable to other effective methods. Our method will also give an option to implement the cold start problem solution.

**Our approach**

The collaborative recommendation system (CRS) is very popular recommendation system widely used in various applications. The three main steps which are involved in CRS are represented by following diagram which demonstrate the flow of our proposed model. The description of each steps are mentioned below. (Figure 1)

**User creation:** User creation, the main step in any recommender system is done using historical data and information regarding ratings which can be easily available on web.

**Neighbour generation:** As we know Machine Learning is an important area which guarantees more accurate results and these machine learning techniques are applied to get the set of users called neighbour from the past or who had similar behaviours.

**Recommendation formation:** Once a neighbourhood is formed for the user. CRS has formed a set of products that the user most likely to interested by analyzing the products.

In Figure 1, the flow of our proposed recommender system in which we used BX-Book-Ratings dataset for user creation has been introduced, further silhouette index is used to calculate the initial positions of the clusters, and then k-means clustering is used for the classification of the users in BX-Book-Ratings dataset by using similar user ratings as this clustering technique provides more accurate results as compare to other existing techniques. The final recommendation for the books is provided to the users.
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Experiments and results

We are using the BX-Book-Ratings dataset contains the book rating information. Ratings are done in the scale from 1 to 10.¹ We introduced a combine technique of silhouette index and k-means clustering. The dataset is divided into 70% for training and 30% for testing. Performance of our framework is checked using various parameters such as Root Mean Squared Error (RMSE), Standard Deviation (SD), Precision and Mean Absolute Error (MAE). Participants are using various numbers of recommended books and choose one book from them. We considered the varying of books recommendations.

Mean Absolute Error (MAE)

The mean absolute error for the Bx-Books Ratings is given by

\[ MAE = \frac{1}{X} \sum |P_{ij} - T_{ij}| \]

Where \( X \) is the total number of Textbooks, \( P_{ij} \) is the prediction of user \( i \) on textbook \( j \) and \( T_{ij} \) is the true prediction of books. The calculation of MAE has been for different values of clusters ranges from 6 to 46 as depicted in Figure 2. From the Figure 2, it can be observe that increasing the cluster size will results in the decrease of the mean Absolute Error.

![Figure 2 SD for the clusters.](image1)

Standard deviation

The SD values are obtained using the publically available books datasets called BX-Book Ratings. The no. of clusters increases then the SD values decreases. This indicates that changes between 10-18 is high as compared to the 18-26 is very high which indicates that adding more clusters makes great change in SD values in starting but later on it will decreases slowly.

Precision

For evaluation of performance of our recommendation system precision is the best metrics. It is one of the most popular metrics used in retrieval systems. Precision measuring correctness of recommendation is defined as the ratio of the number of selected items to the number of recommended items:

Precision is the probability of choosing a book from the recommendation systems. In Figure 3, it can be observed that increasing the no. of clusters decrease the precision values. Comparison of Metrics with various techniques: The comparisons of our proposed framework with other state-of-the-art techniques are depicted in Figure 4. Every value is achieved using 46 clusters in i3 processor with 4 GB RAM with R.

![Figure 3 Precision values for the clusters.](image2)

![Figure 4 Comparison of various techniques.](image3)

Conclusion

In this paper, combination of silhouette index and k-means clustering techniques are introduced to enhance the performance of the textbook recommendation system. We also tested our framework using metrics like RMSE, SD, MAE, Precision and found the MAE of 0.63 and improve the accuracy and reliability of our work to great extent. Our proposed framework work better with 46 clusters and in future we will increase the size of the clusters and improve the recommendation results. We will also incorporate new feature extraction technique to improve the accuracy and efficiency.
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