ON THE CLASSIFICATION OF QUANTUM LENS SPACES OF DIMENSION AT MOST 7

THOMAS GOTFREDSEN AND SOPHIE EMMA ZEGERS

Abstract. We investigate quantum lens spaces, \( C(L_n^{2n+1}(r; m)) \), introduced by Brzeziński-Szymański as graph \( C^* \)-algebras. For \( n \leq 3 \), we give a number-theoretic invariant, when all but one weight are coprime to the order of the acting group \( r \). This builds upon the work of Eilers, Restorff, Ruiz and Sørensen.

0. Introduction

In \cite{10} Hong and Szymański gave a description of quantum lens spaces as graph \( C^* \)-algebras. This description was extended in \cite{11} by Brzeziński and Szymański to also include weights which are not necessarily coprime with the order of the acting finite cyclic group. In noncommutative geometry quantum lens spaces are objects of increasing interest, \cite{3, 11, 5} where noncommutative line bundles with quantum lens spaces as total spaces are investigated.

In the present paper we deal with classification of quantum lens spaces of dimension at most 7, with certain conditions on their weights. It can immediately be observed that two quantum lens spaces can only be isomorphic if the dimension and the order of the acting group remains the same. Classification of quantum lens spaces will thus only depend on the given weights. It is not sufficient to determine isomorphism of quantum lens spaces by only considering their K-groups and the order, \cite{6} Remark 7.10]. In \cite{6} Eilers, Restorff, Ruiz and Sørensen came with an important classification result of finite graph \( C^* \)-algebras using the reduced filtered K-theory. As opposed to the classification of Cuntz-Krieger algebras given by Restorff in \cite{12}, which the result in \cite{6} is based on, quantum lens spaces fall within the scope of this classification. As an application of the classification result, Eilers, Restorff, Ruiz and Sørensen investigated 7-dimensional quantum lens spaces for which all the weights are coprime with the order of the acting cyclic group \( \mathbb{Z}_r \). They managed to reduce the classification result to elementary matrix algebras using \( SL_{r} \)-equivalence and to prove that the lowest dimension for which we get different quantum lens spaces is dimension 7. Here they showed that there exists two different quantum lens spaces when \( r \) is a multiple of 3, and precisely one when this is not the case.
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Further investigation of quantum lens spaces, as defined in [10], was conducted in [11] by Jensen, Klausen and Rasmussen using SL\(_{\mathfrak{P}}\)-equivalence. For a fixed \( r \) they showed how large the dimension of the quantum lens space \( C(L_q(r; m_1, \ldots, m_n)) \) must be to obtain non-isomorphic quantum lens spaces. The work is based on computer experiments by Eilers, who came up with a suggestion for a number \( s \) such that for \( n < s \) the quantum lens spaces are all isomorphic.

In this paper we will extend the result by Eilers, Restorff, Ruiz and Sørensen to quantum lens spaces of dimension less than or equal to 7 for which \( \gcd(m_i, r) \neq 1 \) for one and only one \( i \). The work builds on computer experiments, which were made in collaboration with Søren Eilers. We use a program written by Eilers in Maple 2019\(^1\), which has been optimised slightly by the present authors. Concretely, the program computes the adjacency matrices and isomorphism classes given the order \( r \) and the set \( \{ \gcd(m_i, r) : i = 1, \ldots, 4 \} \). By considering various combinations of the values of \( r \) and the weights, we came up with a suggestion for an invariant, depending on which weight that is not coprime with the order of the acting group. In this way, experiments have played a crucial role in determining the statement of the presented theorems.

The procedure to prove this experimental observation follows by first constructing the adjacency matrices, which are presented in section 3. Afterward we calculate an invariant using \( SL_{\mathfrak{P}} \)-equivalence which involves some long calculations. Therefore the proofs are postponed to section 4 and the main theorems (Theorem 2.2 & 2.1) are stated in section 2.
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1. Preliminaries

We recall first some concepts of graph \( C^* \)-algebras which are needed in this paper. For the definition of a graph \( C^* \)-algebra we refer to [2][8]. Let \( E \) be a directed graph, we denote by \( A_E \) the adjacency matrix for \( E \) and \( B_E := A_E - I \). A graph is called finite if it has finitely many edges and vertices.

For a directed graph \( E = (E^0, E^1, r, s) \), we recall that a vertex is regular if \( s^{-1}(v) = \{ e \in E^1 | s(e) = v \} \) is finite and nonempty, it is called singular if this is not the case. If the graph has finitely many vertices, we say that a nonempty subset \( S \subseteq E^0 \) is strongly connected if for any pair of vertices \( v, w \in S \) there exists a path from \( v \) to \( w \). We let \( \Gamma_E \) be the set of all strongly connected components and all singletons of singular vertices which are not the base of a cycle. The structure of \( \Gamma_E \) will become crucial in the definition of \( SL_{\mathfrak{P}} \)-equivalence.

1.1. Quantum Lens spaces. The quantum \((2n+1)\)-sphere by Vaksman and Soibelman, denoted \( C(S^2_{q+1}) \), is the universal \( C^* \)-algebra generated by \( z_0, z_1, \ldots, z_n \) with the following

\(^1\)Maplesoft, a division of Waterloo Maple Inc., Waterloo, Ontario.
At the level on which \( \gcd(\ell, k) = 0 \), it is clear that the 0-simple paths are exactly the admissible paths when all weights are coprime to the order of the acting group. Comparing with the notion of 0-simple paths from [6, Definition 7.4], it is straightforward to see that they are admissible if it does not pass through any \((v_i, k)\) for which \(l = i + 1, \ldots, j - 1\) and \(k = 0, \ldots, \gcd(m_l, r) - 1\).

Remark 1.2. Comparing with the notion of 0-simple paths from [6, Definition 7.4], it is clear that the 0-simple paths are exactly the admissible paths when all weights are coprime to the order of the acting group.

The graph \( L_{2n+1}^{r;m} \) has vertices \( v_{ij}^b, i = 0, \ldots, n, b = 0, \ldots, \gcd(m_l, r) - 1 \). There are edges \( e_{ij}^{st} \) with source \( v_i^s \) and range \( v_j^t \) labelled by \( a = 1, \ldots, n_{ij}^{st} \), where \( n_{ij}^{st} \) is the number of admissible paths from \((v_i, s)\) to \((v_j, t)\).

We will in this paper investigate quantum lens spaces \( C(L_q^7(r, m)) \) for which \( \gcd(m_l, r) = n \) for a single \( l \in \{0, 1, 2, 3\} \) and the remaining weights are coprime to \( r \). In the process of finding an invariant for 7-dimensional quantum lens spaces we will also be able to calculate one for quantum lens spaces of dimension 5. We will in the following therefore have our focus on 7-dimensional quantum lens spaces.

Under the above assumptions on the weights the skew product graph \( L_7 \times \mathbb{Z}_r \) consists of four levels, labeled by level 0, 1, 2 and 3, with edges going from level \( i \) to \( j \) if \( i < j \). At the level on which \( \gcd(m_l, r) = n \) we have \( n \)-cycles based on each of the vertices \((v_i, k)\), \( k = 0, 1, \ldots, n - 1 \). The graph \( L_7^{r;m} \) consists of four levels as before and \( n + 3 \) vertices, which are all the base of a loop. There is one vertex in each level except for level \( i \) where \( \gcd(m_l, r) = n \neq 1 \), here we have \( n \) vertices. There is at least one edge going from a lower level to a higher one, but there are no edges between vertices at the same level.
1.2. \( SL_P \)-equivalence. In [6, Theorem 6.1] a classification result of graph \( C^* \)-algebras over finite graphs is given using the reduced filtered K-theory. It was also shown that for type I/postliminal \( C^* \)-algebras, we can give a classification working with \( SL_P \)-equivalence instead of working directly with the reduced filtered K-theory.

We give a description of \( SL_P \)-equivalence by considering the ideal structure of \( C^*(L_{r,m}^7) \) when \( \gcd(m_i, r) \neq 1 \) for one and only one \( i \). There exists by [6, Lemma 3.16] an order preserving homeomorphism between the set of strongly connected components of \( L_{r,m}^7 \), denoted \( \Gamma_{L_{r,m}^7} \), and the set of all proper ideals of \( C^*(L_{r,m}^7) \) that are prime and gauge invariant, denoted \( \text{Prime}_\gamma(C^*(L_{r,m}^7)) \). It can easily be seen that \( \Gamma_{L_{r,m}^7} \) is exactly equal to the collection of singleton sets of vertices. We write \( \gamma_i := \{v_i\} \) for each such set, and consequently we have \( \Gamma_{L_{r,m}^7} = \{\gamma_i \mid i = 1, \ldots, n+3\} \).

It follows immediately that \( |\text{Prime}_\gamma(C^*(L_{r,m}^7))| = n+3 \). We therefore get non isomorphic quantum lens spaces for different values of \( n \). The partial order on \( \Gamma_{L_{r,m}^7} \) is given as follows: \( \gamma_j \leq \gamma_i \) if there is a path from \( v_i \) to \( v_j \). The set \( \Gamma_{L_{r,m}^7} \) can be illustrated by its component graphs, which are depicted in Figure 1.2. In these graphs, an arrow from \( \gamma_i \) to \( \gamma_j \) indicates that \( \gamma_i \geq \gamma_j \).

---

**Figure 1.** The graph \( L_{r,m}^7 \)

---

**Figure 2.** Component graphs of 7-dimensional quantum lens spaces.

\[
\begin{align*}
\gamma_1 & \rightarrow \gamma_2 \rightarrow \cdots \rightarrow \gamma_n \rightarrow \gamma_{n+1} \rightarrow \gamma_{n+2} \rightarrow \gamma_{n+3} \\
\gamma_{n+1} & \downarrow \gamma_2 \downarrow \gamma_3 \downarrow \cdots \downarrow \gamma_{n+1} \downarrow \gamma_{n+2} \downarrow \gamma_{n+3} \\
\gamma_{n+2} & \downarrow \gamma_{n+2} \downarrow \gamma_{n+3} \\
\gamma_{n+3} & \downarrow \gamma_{n+3} \\
gcd(m_0,r) \neq 1 & \quad gcd(m_1,r) \neq 1 & \quad gcd(m_2,r) \neq 1 & \quad gcd(m_3,r) \neq 1
\end{align*}
\]

Let \( P = \{1,2,\ldots,n+3\} \) and \( k \) be such that \( \gcd(m_{k-1}, r) = n \). We define a partial order, \( \preceq \), on \( P \) by:
\[ k - 1 \geq \ldots \geq 1, \]
\[ i \geq k - 1 \text{ for } i = k, \ldots, n + k - 1, \]
\[ n + k \geq i \text{ for } i = k, \ldots, n + k - 1, \]
\[ n + 3 \geq \ldots \geq n + k. \]

The partial order satisfies that if \( i \leq j \) then \( i \leq j \) which is the required assumption \([6, \text{Assumption 4.3}]. \) It can easily be seen that there exists an order reversing isomorphism 
\[ \gamma_{B_{L^*m}} : \mathcal{P} \to \Gamma_{L^*m} \] mapping \( i \) to \( \gamma_i. \)

\( SL_\mathcal{P}(1, \mathbb{Z}) \) is defined as the set of upper triangular matrices, \( A, \) with 1 on the diagonal and which satisfies 
\[ a_{ij} \neq 0 \Rightarrow i \leq j. \]

\( SL_\mathcal{P} \)-equivalence simplifies in this case, since the block structure consists of \( 1 \times 1 \) matrices. Hence working with \( SL_\mathcal{P} \)-equivalence becomes a linear problem. Note that \( SL_\mathcal{P}(1, \mathbb{Z}) \)
is a group under matrix multiplication.

1.3. A classification result. For a fixed \( n \) we get four different classes of quantum lens spaces, one for each \( i = 0, 1, 2, 3 \) for which \( \gcd(m_i, r) \neq 1. \) By the discussion above \( \text{Prime}_i(C^*(L^*m)) \) and \( \text{Prime}_i(C^*(L^*n)) \) cannot be homeomorphic if \( \gcd(m_i, r) \neq \gcd(n_i, r) \) for any \( i, \) since the structure of the ideals will be different. We will in this paper determine when two quantum lens spaces inside each of these four classes are isomorphic. Similarly we have three different classes of quantum lens spaces of dimension 5 to investigate.

To determine whether two quantum lens spaces in the same class are isomorphic we will make use of \([6, \text{Theorem 7.1}]. \) Since we are dealing with type I/postliminal graph \( C^*\)-algebras i.e. no vertex supports two distinct return paths, \([6, \text{Lemma 7.1}]. \) we can use the following classification result:

**Theorem 1.3.** \([6, \text{Theorem 7.1}]. \) Let \( E \) and \( F \) be finite graphs which have no vertices supporting two distinct return paths. If \( (B_E, B_F) \) is in standard form, then \( C^*(E) \) and \( C^*(F) \) are stably isomorphic if and only if there exist matrices \( U, V \in SL_\mathcal{P}(1, \mathbb{Z}) \) such that \( U B_E V = B_F. \)

\( B_{E, i} \) is obtained from the graph, where a loop has been added to all sinks in \( E. \) \( (B_E, B_F) \) being in standard form means that the adjacency matrices have the same size and block structure, moreover they must also have the same temperatures, see \([6, \text{Definition 4.22}]. \) for a precise definition. When \( (B_E, B_F) \) is in standard form we can work with \( SL_\mathcal{P} \)-equivalence instead of working directly with the reduced filtered K-theory, which is often more complicated to determine. For the quantum lens spaces we are investigating, the block structure consists of \( 1 \times 1 \)-matrices, hence \( (B_{L^*m}, B_{L^*n}) \) is in standard form for two quantum lens spaces in the same class.

Since \( L^*_2 \) contains no sinks and two quantum lens spaces are stably isomorphic if and only if they are isomorphic by \([7, \text{Proposition 14.8}]. \) the above theorem boils down to:

**Corollary 1.4.** If \( \gcd(m_i, r) = \gcd(n_i, r) \) for each \( i = 0, 1, 2, 3 \) then \( C^*(L^*_m) \) and \( C^*(L^*_n) \) are isomorphic if and only if there exists matrices \( U, V \in SL_\mathcal{P}(1, \mathbb{Z}) \) such that \( U B_{L^*_m} V = B_{L^*_n}. \)
For dimension 5 we have a similar result by letting $\mathcal{P} = \{1, 2, ..., n + 2\}$ and defining the order in a similar way as the one for dimension 7.

Eilers, Restorff, Ruiz and Sørensen used Corollary 1.4 with $\mathcal{P} = \{1, 2, 3, 4\}$ ordered linearly to completely classify the simplest case:

**Theorem 1.5.** [6] Theorem 7.8] Let $r \in \mathbb{N}$, $r \geq 2$ and let $m = (m_0, m_1, m_2, m_3)$ and $n = (n_0, n_1, n_2, n_3)$ be in $\mathbb{N}^4$ such that $\gcd(m_i, r) = \gcd(n_i, r) = 1$ for all $i$. Then $C^*(L_7^{(r, \underline{m})}) \cong C^*(L_7^{(r, \underline{n})})$ if and only if

$$\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(r-1)(r-2)}{3} \equiv 0 \pmod{r}.$$ 

From the above they concluded:

**Corollary 1.6.** [6] Corollary 7.9] If $3$ does not divide $r$ then

$$C^*(L_7^{(r, \underline{m})}) \cong C^*(L_7^{(r, (1,1,1,1))})$$

for all $\underline{m} \in \mathbb{N}^4$ with $\gcd(m_i, r) = 1$.

If $3$ divides $r$ and $\underline{m} = (m_0, m_1, m_2, m_3) \in \mathbb{N}^4$ with $\gcd(m_i, r) = 1$ then

1. $C^*(L_7^{(r, \underline{m})}) \cong C^*(L_7^{(r, (1,1,1,1))})$ if and only if $m_1 \equiv m_2 \pmod{3}$,
2. $C^*(L_7^{(r, \underline{m})}) \cong C^*(L_7^{(r, (1,1,r-1,1))})$ if and only if $m_1 \not\equiv m_2 \pmod{3}$.

For dimension less than 7, Eilers, Restorff, Ruiz and Sørensen observed that the adjacency matrices are independent of the weights, hence all quantum lens spaces are isomorphic. We will see that this is not always the case when one of the weights is not coprime with $r$.

2. Classification of $C(L_{2n+1}(r; \underline{m}))$, $n \leq 3$

For a fixed value of the order of the acting group, $r$, quantum lens spaces of dimension 3, with one and only one weight coprime with $r$, will be the same for any choice of weights. See remark 3.4. For dimension 5 we obtain the following:

**Theorem 2.1.** Let $r \in \mathbb{N}$, $r \geq 2$ and let $\underline{m} = (m_0, m_1, m_2)$ and $\underline{n} = (n_0, n_1, n_2)$ be in $\mathbb{N}^3$ such that $\gcd(r, m_k) = \gcd(r, n_k) = n$ for one $0 \leq k \leq 2$, and $\gcd(r, m_i) = \gcd(r, n_i) = 1$ whenever $i \neq k$. Then

1. For $k = 1$, $C^*(L_5^{(r, \underline{m})}) \cong C^*(L_5^{(r, \underline{n})})$,
2. For $k = 0$ or $k = 2$, $C^*(L_5^{(r, \underline{m})}) \cong C^*(L_5^{(r, \underline{n})})$ if and only if $m_1 \equiv n_1 \pmod{n}$.

We will now state our main theorem for quantum lens spaces of dimension 7, which is an extension of Theorem 1.5.

**Theorem 2.2.** Let $r \in \mathbb{N}$, $r \geq 2$ and let $\underline{m} = (m_0, m_1, m_2, m_3)$ and $\underline{n} = (n_0, n_1, n_2, n_3)$ be in $\mathbb{N}^4$ such that $\gcd(r, m_k) = \gcd(r, n_k) = n$ for one $0 \leq k \leq 3$, and $\gcd(r, m_i) = \gcd(r, n_i) = 1$ whenever $i \neq k$. Then $C^*(L_7^{(r, \underline{m})})$ is isomorphic to $C^*(L_7^{(r, \underline{n})})$ if and only if

1. $\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(r-1)(r-2)}{3} \equiv 0 \pmod{r}$ and $m_j \equiv n_j \pmod{n}$, $j = 1, 2$ if $k = 0$ or $k = 3$,
Corollary 2.3. Let $U_n$ and $U_r$ be the groups of units in $\mathbb{Z}_n$ and $\mathbb{Z}_r$ respectively.

1. Let $\gcd(m_i, r) = n$ for $i = 0$ or $i = 2$ then

$$C^*(L_5^{(r; m_0, m_1, m_2)}) \cong C^*(L_5^{(r; (n, k_1, 1)})$$

or

$$C^*(L_5^{(r; (m_0, m_1, m_2)}) \cong C^*(L_5^{(r; (1, k_1, n)})$$

respectively, where $m_1 \equiv k_1 \pmod{n}$ with $k_1 \in U_r$, and there are exactly $|U_n|$ isomorphism classes of quantum lens spaces.

2. If 3 does not divide $r$ and $\gcd(m_i, r) = n$ for $i = 0$ or $i = 3$ then

$$C^*(L_7^{(r; m_0, m_1, m_2, m_3)}) \cong C^*(L_7^{(r; (n, k_1, k_2, 1)})$$

and

$$C^*(L_7^{(r; (m_0, m_1, m_2, m_3)}) \cong C^*(L_7^{(r; (1, k_1, k_2, n)})$$

respectively, where $m_i \equiv k_i \pmod{n}$ with $k_i \in U_r$, and there are exactly $|U_n|^2$ isomorphism classes of quantum lens spaces.

If 3 divides $r$ we furthermore require that the $k_i$ satisfy

- $k_1 \equiv k_2 \pmod{3}$ if $m_1 \equiv m_2 \pmod{3}$
- $k_1 \not\equiv k_2 \pmod{3}$ if $m_1 \not\equiv m_2 \pmod{3}$.

In particular, there are $2|U_n|^2$ isomorphism classes if $3 \nmid n$ and $|U_n|^2$ isomorphism classes if $3 \mid n$.

3. If 3 does not divide $r$ and $\gcd(m_1, r) = n$ then

$$C^*(L_7^{(r; m_0, m_1, m_2, m_3)}) \cong C^*(L_7^{(r; (1, n, k_2, 1)})$$

where $m_2 \equiv k_2 \pmod{n}$ with $k_2 \in U_r$, and there are exactly $|U_n|$ isomorphism classes.

If 3 divides $r$ we furthermore require:

- $k_2 \equiv n \pmod{3}$ if $m_1 \equiv m_2 \pmod{3}$
- $k_2 \not\equiv n \pmod{3}$ if $m_1 \not\equiv m_2 \pmod{3}$.

In particular, there are $2|U_n|$ isomorphism classes if $3 \nmid n$ and $|U_n|$ isomorphism classes if $3 \mid n$.

4. If 3 does not divide $r$ and $\gcd(m_2, r) = n$ then

$$C^*(L_7^{(r; m_0, m_1, m_2, m_3)}) \cong C^*(L_7^{(r; (1, k_1, n, 1)})$$

where $m_1 \equiv k_1 \pmod{n}$ with $k_1 \in U_r$, and there are exactly $|U_n|$ isomorphism classes.

If 3 divides $r$ we furthermore require

- $k_1 \equiv n \pmod{3}$ if $m_1 \equiv m_2 \pmod{3}$
- $k_1 \not\equiv n \pmod{3}$ if $m_1 \not\equiv m_2 \pmod{3}$.
In particular, there are \(2|U_n|\) isomorphism classes if \(3 \nmid n\) and \(|U_n|\) isomorphism classes if \(3|n\).

Proof. We only address the proof of (2) since the remaining follow by a similar approach. If \(3\) does not divide \(r\) we notice that we by Theorem 2.2 only need to consider the condition \(m_i \equiv n_i \pmod{n}\). It is clear that if \(\gcd(n, m_i) \neq 1\), then this is also true for any integer equivalent to \(m_i \pmod{n}\). It suffices to show that if \([k]_n \in U_n\), then \([k]_n\) contains an element, \(k'\), such that \(\gcd(k', r) = 1\). Indeed, consider such a \(k\). We set \(p\) to be the product of 1 and all prime factors of \(r\) which are factors of neither \(k\) nor \(n\). Now set \(k' := np + k \equiv k \pmod{n}\) and assume that \(\gcd(k', r) \neq 1\). Consider a common prime factor \(q\) of \(r\) and \(k'\). Since \(q\) divides \(k'\) but only divides exactly one of \(np\) and \(k\) by construction, we have a contradiction, and \(\gcd(k', r) = 1\) as desired.

If \(3\) divides \(r\) then we also need to consider the first part of the invariant. We have

\[
\frac{r(r-1)(r-2)}{3} \equiv \frac{2r}{3} \pmod{r}
\]

hence \(3\) must divide \(n_2^{-1}n_1 - m_2^{-1}m_1\) to get isomorphic quantum lens spaces. It follows immediately that this is the case if \(3\) divides \(n\) since \(m_i \equiv n_i \pmod{n}\) and hence \(m_i \equiv n_i \pmod{3}\). If \(3\) does not divide \(n\) then it follows by the invariant that \(m_1 \equiv m_2 \pmod{3}\) if and only if \(n_1 \equiv n_2 \pmod{3}\). The assertion follows if for \(i = 1, 2\), the class \([m_i]_n\) contains a \(k_i\) satisfying \(\gcd(k_i, r) = 1\) and \(m_i \neq k_i \pmod{3}\). This is satisfied by choosing either \(k_i := m_i + \frac{r}{3}\) or \(k_i := m_i + \frac{2r}{3}\), where \(d\) is the multiplicity of \(3\) as a prime factor of \(r\). Thus we obtain twice the number of equivalence classes in the latter case. \(\square\)

3. Adjacency matrices

For each \(i = 0, \ldots, n\) let \((L_{2n+1} \times_m \mathbb{Z}_r) \langle i \rangle\) be the subgraph of \(L_{2n+1} \times_m \mathbb{Z}_r\) with vertex set \(\{v_i\} \times \mathbb{Z}_r\) and edges \(\{e_{ii}\} \times \mathbb{Z}_r\).

Definition 3.1. [2] Definition 7.4] We call an admissible path \((e_{i_1,j_1}, h_1) \cdots (e_{i_l,j_l}, h_l)\) in \(L_{2n+1} \times_m \mathbb{Z}_r\) \(k\)-step if there exists integers \(0 < t_1 < t_2 < \cdots < t_{k+1}\) such that \(t_1 = i_1\) and \(t_{k+1} = j_l\) and for each \(2 \leq \alpha \leq k\) we have

\[
\{r((e_{i_s,j_s}, h_s))| 1 \leq s \leq l\} \cap ((L_{2n+1} \times_m \mathbb{Z}_r) \langle t_{\alpha} \rangle)^0 \neq \emptyset,
\]

and

\[
\{r((e_{i_s,j_s}, h_s))| 1 \leq s \leq l\} \subseteq \bigcup_{i=1}^{k+1} ((L_{2n+1} \times_m \mathbb{Z}_r) \langle t_{i} \rangle)^0.
\]

Intuitively an admissible path is \(k\)-step if it touches vertices from precisely \(k - 1\) different levels not including the level the path starts at and ends in. Below, we give formulae for the number of 1-step, 2-step and 3-step admissible paths in each relevant case. For paths that only touch levels for which the corresponding weights are coprime to the order of the acting group, we refer to [3] Lemma 7.6, which describes this case to completion.

We will in the following, when they exist, let \(m_i^{-1}\) denote the fixed representative multiplicative inverse of \(m_i\) in \(\mathbb{Z}_r\) for which \(0 \leq m_i^{-1} \leq r - 1\), and \(a_i\) to denote a fixed representative of the multiplicative inverse of \(m_i\) in \(\mathbb{Z}_n\) for which \(0 \leq a_i \leq n - 1\).
Lemma 3.2. *1-step admissible paths* Let $r \in \mathbb{N}$, $r \geq 2$ and let $m = (m_0, m_1, m_2, m_3) \in \mathbb{N}^4$ be such that for a single $\ell \in \{0, 1, 2, 3\}$, $\gcd(m_\ell, r) = n$ and $\gcd(m_i, r) = 1$ for $i \neq \ell$. Let $t \in \{0, \ldots, n-1\}$ then

1. For $i < \ell$, there are $\frac{t}{n}$ 1-step admissible paths from $(v_i, 0)$ to $(v_\ell, t)$.
2. For $i > \ell$, there are $\frac{t}{n}$ 1-step admissible paths from $(v_\ell, t)$ to $(v_i, 0)$.

*Proof.* This follows since at the $\ell$'th level we have $n$ loops each going through only one of the $(v_i, i), i = 0, 1, \ldots, n-1$. \qed

Lemma 3.3. *2-step admissible paths* Let $r \in \mathbb{N}$, $r \geq 2$ and let $m = (m_0, m_1, m_2, m_3) \in \mathbb{N}^4$ be such that for a single $\ell \in \{0, 1, 2, 3\}$, $\gcd(m_\ell, r) = n$ and $\gcd(m_i, r) = 1$ for $i \neq \ell$. Let $t \in \{0, \ldots, n-1\}$.

1. If $i < k < \ell - 1$, there are $\frac{r(r-n)}{2n} + (a_k \cdot t - 1 + q_t n) \frac{t}{n}$ 2-step admissible paths from $(v_i, 0)$ to $(v_\ell, t)$ passing through the $k$'th level for some $q_t \in \mathbb{Z}$ if $t \neq 0$ and $\frac{r(r+n-2)}{2n}$ if $t = 0$;
2. If $i > k > \ell - 1$, there are $\frac{r(r-n)}{2n} - (a_k \cdot t - 1 + q_t n) \frac{t}{n}$ 2-step admissible paths from $(v_\ell, t)$ to $(v_i, 0)$ passing through the $k$'th level for some $q_t \in \mathbb{Z}$ if $t \neq 0$ and $\frac{r(r-n)}{2n}$ if $t = 0$;
3. If $i < \ell < j$, there are $\frac{r(r-n)}{2n}$ paths from $(v_i, 0)$ to $(v_j, 0)$ passing through the $\ell$'th level.

*Proof.* (1) First note that there is only one path from $(v_i, 0)$ to $(v_k, sm_k)$ for $s = 1, 2, \ldots, r-1$ not coming back to $(v_j, 0)$ and not going through any vertices at the $k$-th level. We have an edge from $(v_k, sm_k)$ into the cycle containing $(v_\ell, t)$ if and only if

$$m_k(s+1) \equiv t \pmod{n}.$$ 

Equivalently, $s \equiv a_k t - 1 \pmod{n}$. Let $q_t \in \mathbb{Z}$ be such that $s_t := a_k t - 1 + q_t n$ is an integer between 0 and $n-1$. Hence $(v_k, s_t m_k)$ is the first vertex in level $k$ which has a path ending in the cycle containing $(v_\ell, t)$. The number of paths from $(v_k, sm_k)$ for $s = 1, 2, \ldots, r-1$ to $(v_\ell, t)$ is then

$$\frac{r - (s - h)}{n}, \text{ if } s \equiv h = 0, \ldots, s_t \pmod{n},$$

$$\frac{r - (s - h)}{n} - 1, \text{ if } s \equiv h = s_t + 1, \ldots, n - 1 \pmod{n}.$$
The number of 2-step admissible paths then becomes
\[
\sum_{h=0}^{s_t} \sum_{s=1}^{r-1} \sum_{s \equiv h \pmod{n}} \left( \frac{r-(s-h)}{n} \right) + \sum_{h=s_t+1}^{n-1} \sum_{s=1}^{r-1} \sum_{s \equiv h \pmod{n}} \left( \frac{r-(s-h)}{n} - 1 \right)
\]
\[
= \sum_{h=0}^{n-1} \sum_{s=1}^{r-1} \frac{r-(s-h)}{n} - \sum_{h=s_t+1}^{n-1} \sum_{s=1}^{r-1} 1
\]
\[
= \sum_{j=1}^{r-n} \frac{r-jn}{n} + (n-1)\frac{r}{n} - (n-1-s_t)\frac{r}{n}
\]
\[
= \frac{r(r-n)}{2n} + (a_k t - 1 + q t n) \frac{r}{n}
\]
If \( t = 0 \) then \( q_0 = 1 \) hence the number of 2-step admissible paths becomes
\[
\frac{r(r-n)}{2n} + (n-1)\frac{r}{n} = \frac{r^2 - rn + 2nr - 2r}{2n} = \frac{r(r + n - 2)}{2n}.
\]

(2) Let \( t > 0 \). First, we have precisely one edge from \((v_i, t)\) to \((v_k, m_k h)\) if and only if \(m_k h \equiv t \pmod{n}\) for \(h = 1, 2, \ldots, r-1\). The number of paths from \((v_k, m_k h)\) to \((v_i, 0)\) is \(r - h\). Hence the total number of admissible 2-step paths is
\[
\sum_{h=1}^{r-1} (r-h) = \sum_{j=0}^{r-n} (r-(a_k t + q t n + jn)) = \frac{r(r+n)}{2n} - (a_k t + q t n) \frac{r}{n}
\]
\[
= \frac{r(r-n)}{2n} + \frac{r}{n} - (a_k t + q t n) \frac{r}{n} = \frac{r(r-n)}{2n} - (a_k t - 1 + q t n) \frac{r}{n},
\]
where \(q_t \in \mathbb{Z}\) is such that \(0 < a_k t + q t n < n\). If \( t = 0 \) then the number of 2-step admissible paths becomes
\[
\sum_{j=1}^{r-n} (r-jn) = \frac{r(r-n)}{2n}.
\]

(3) Note that for each \(t \in \{1, \ldots, n-1\}\) and for each \(h \in \{1, \ldots, \frac{n}{r} - 1\}\), there is precisely one edge from \((v_i, 0)\) to \((v_k, t+m_k h)\), and the number of admissible paths from \((v_k, t+m_k h)\) to \((v_j, 0)\) is \(\frac{r}{n} - h\). Thus the number of admissible 2-step paths is
\[
\sum_{t=0}^{n-1} \sum_{h=1}^{\frac{n}{r}-1} \frac{r}{n} - h = \frac{r(r-n)}{2n}.
\]

\[\square\]

**Remark 3.4.** For quantum lens spaces of dimension 3, we see immediately by Lemma 3.3 that the adjacency matrices for a fixed \(r\) and \(n\), will all be the same. For quantum lens spaces of dimension 5 the adjacency matrices are given by the following:
Proof. We will now calculate the number of 3-step admissible paths from \((v_0,0)\) to \((v_3,t)\) for \(t = 0,1,2,3\). First notice that there are exactly \(l\) paths from \((v_0,0)\) to \((v_1,lm_1)\) not coming back to \((v_0,0)\), and exactly one edge from \((v_1,lm_1)\) to \((v_2,(l+1)m_1)\), hence we wish to find the number of paths from \((v_2,(l+1)m_1)\) to \((v_3,t)\), denoted \(P_l\). Then the total number of 3-step admissible paths will be \(\sum_{l=1}^{r-2}lP_l\).

We can express \((v_2,(l+1)m_1)\) as \((v_2,sm_2)\), where \(0 < s \leq r\) satisfies \(m_2s \equiv (l+1)m_1 \pmod{r}\). As in the proof of Lemma 3.3(1), we let \(s_t\) denote a representative of

\[
\gcd(m_0, r) = n \quad \gcd(m_1, r) = n \quad \gcd(m_2, r) = n
\]

\[
\begin{pmatrix}
\frac{1}{n} & 0 & \cdots & 0 \\
\frac{1}{n} & & 0 & \cdots & 0 \\
\vdots & & & & \\
\frac{1}{n} & 0 & \cdots & 0 & 0
\end{pmatrix}
\]

\[
\begin{pmatrix}
\frac{r}{n} & 0 & \cdots & 0 \\
0 & \frac{r}{n} & \cdots & \frac{r}{n} \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{pmatrix}
\]

\[
y_0 = \frac{r}{n} + \frac{r(r-n)}{2n},
\]

\[
y_t = \frac{r(r-n)}{2n} - \frac{r}{n}(a_1-t-2) - qr
\]

\[
z_0 = \frac{r(r+n)}{n},
\]

\[
z_t = \frac{r(r-n)}{2n} + a_1t + qr
\]

We will now calculate the adjacency matrices for 7-dimensional quantum lens spaces.

Lemma 3.5. Let \(r \in \mathbb{N}, r \geq 2\) and let \(m = (m_0, m_1, m_2, m_3)\) be such that \(\gcd(r, m_i) = n\) and \(\gcd(r, m_i) = 1, i \neq 3\). Then we may for each \(0 \leq l < r - 1\) and each \(0 \leq t < n - 1\) find \(k_i, s_t \in \mathbb{Z}\) such that

\[
A_{L_7'(r,m)} = \begin{pmatrix}
1 & r(r+1) & x_0 & \cdots & x_{n-1} \\
0 & 1 & y_0 & \cdots & y_{n-1} \\
0 & 0 & 1 & \cdots & \cdots \\
\vdots & \vdots & \cdots & I_n \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix}
\]

where

\[
y_0 = \frac{r(r+n)}{2n},
\]

and

\[
x_0 \equiv -m_2^{-1}m_1\frac{r(r-2)(r-1)}{3n} + \sum_{l=1}^{r-2}lr(1-k_i) + \sum_{l=1}^{n-1}r^{l-h} - \frac{r}{n} (\pmod{r}).
\]

For \(t \geq 1\) we have

\[
y_t = \frac{r(r-n)}{2n} + a_2t + r_q
\]

and

\[
x_t \equiv -m_2^{-1}m_1\frac{r(r-2)(r-1)}{3n} + \sum_{l=1}^{r-2}lr(1-k_i) + \sum_{h=0}^{n-1}r^n - l + \frac{r}{n}(a_2t + a_1t - 1) (\pmod{r})
\]

Proof. We will now calculate the number of 3-step admissible paths from \((v_0,0)\) to \((v_3,t)\) for \(t = 0,1,2,3\). First notice that there are exactly \(l\) paths from \((v_0,0)\) to \((v_1,lm_1)\) not coming back to \((v_0,0)\), and exactly one edge from \((v_1,lm_1)\) to \((v_2,(l+1)m_1)\), hence we wish to find the number of paths from \((v_2,(l+1)m_1)\) to \((v_3,t)\), denoted \(P_l\). Then the total number of 3-step admissible paths will be \(\sum_{l=1}^{r-2}lP_l\).

We can express \((v_2,(l+1)m_1)\) as \((v_2,sm_2)\), where \(0 < s \leq r\) satisfies \(m_2s \equiv (l+1)m_1 \pmod{r}\). As in the proof of Lemma 3.3(1), we let \(s_t\) denote a representative of

\[
\sum_{l=1}^{r-2}lP_l
\]
the class \([a_2t - 1], n\) which lies between 0 and \(n - 1\), and let \(k_l\) be an integer such that \(0 < m_2^{-1}m_1(l + 1) + rk_l < r\). By reasoning as in Lemma 3.3 (1) we have
\[
P_l = \frac{r - (m_2^{-1}m_1(l + 1) + rk_l - h)}{n}
\]
if \(s \equiv h = 0, \ldots, s_t \pmod{n}\) i.e. \(l \equiv m_2a_1h - 1 \pmod{n}\) and
\[
P_l = \frac{r - (m_2^{-1}m_1(l + 1) + rk_l - h)}{n} - 1
\]
if \(s \equiv h = s_t + 1, \ldots, n - 1 \pmod{n}\). The number of 3-step admissible paths becomes
\[
\sum_{l=1}^{r-2} lP_l = \sum_{h=0}^{s_t} \sum_{l=1}^{r-2} \frac{l - (m_2^{-1}m_1(l + 1) + k_l r - h)}{n} + \sum_{h=0}^{s_t+1} \sum_{l=1}^{r-2} \frac{l - (m_2^{-1}m_1(l + 1) + k_l r - h) - 1}{n} - 1
\]
\[
= -\sum_{h=0}^{s_t} \sum_{l=1}^{r-2} \frac{m_2^{-1}m_1(l + 1+l)l}{n} + \sum_{h=0}^{s_t+1} \sum_{l=1}^{r-2} \frac{l - (1 - k_l)}{n} + \sum_{h=0}^{s_t+1} \sum_{l=1}^{r-2} \frac{lh}{n} - \sum_{h=0}^{s_t} \sum_{l=1}^{r-2} \frac{l}{n}
\]
\[
= -\frac{m_2^{-1}m_1}{3n} r(r - 2)(r - 1) + \sum_{l=1}^{r-2} \frac{l - (1 - k_l)}{n} + \sum_{h=0}^{s_t+1} \sum_{l=1}^{r-2} \frac{lh}{n} - \sum_{h=0}^{s_t} \sum_{l=1}^{r-2} \frac{l}{n}.
\]
Adding up the 1-step, 2-step and 3-step admissible paths we arrive at the above adjacency matrix, here we also make use of [\(6\) Lemma 7.6 (i), (ii)].

**Lemma 3.6.** Let \(r \in \mathbb{N}, r \geq 2\) and let \(m = (m_0, m_1, m_2, m_3)\) be such that \(\gcd(m_0, r) = n\) and \(\gcd(m_i, r) = 1, i \neq 0\). Then we may for each \(0 \leq l < r - 1\) and each \(0 \leq t \leq n - 1\) find \(k_l, c_t, q_t \in \mathbb{Z}\) such that

\[
A_{T_q}^l(rm) = \begin{pmatrix}
\pi & y_0 & x_0 \\
\vdots & \vdots & \vdots \\
\pi & y_{n-1} & x_{n-1} \\
0 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 \\
\end{pmatrix}
\]

where
\[
y_0 = \frac{r(r - n)}{2n} + \frac{r}{n}
\]
and

\[ x_0 \equiv -m_2^{-1}m_1 \frac{r(r-2)(r-1)}{3n} + \sum_{l=0}^{r-2} \frac{l(r(1-k_l))}{n} \]

\[- \sum_{h=0}^{n-1} \sum_{l=0}^{r-2} \frac{a_1h + nq_h}{n} \left(r - m_2^{-1}m_1(l+1) - rk_l\right) \pmod{r}.\]

For \( t \geq 1 \) we have

\[ y_t = \frac{r(r-n)}{2n} - \frac{r}{n}(a_1t - 2) - rq_t \]

and

\[ x_t \equiv -m_2^{-1}m_1 \frac{r(r-2)(r-1)}{3n} + \sum_{l=0}^{r-2} \frac{l(r(1-k_l))}{n} - \sum_{h=0}^{n-1} \sum_{l=0}^{r-2} \frac{a_1h + nq_h}{n} \left(r - m_2^{-1}m_1(l+1) - rk_l\right) \]

\[ + \sum_{h=0}^{n-1} \sum_{l=0}^{r-2} \left(r - m_2^{-1}m_1(l+1) - rk_l\right) - \frac{r}{n}(a_2t + a_1t - 3) \pmod{r}.\]

**Proof.** We will now calculate the number of 3-step admissible paths from \((v_0, t)\) to \((v_3, 0)\). There is an edge from \((v_0, t)\) to \((v_1, m_1l)\) only if \(lm_1 \equiv t \pmod{n}\). Let \(c_t\) be such that \((v_1, c_t m_1)\) is the first vertex in the 1st level which is connected to the cycle coming from \((v_0, t)\). For \(0 \leq h < n\) let \(q_h\) be an integer such that \(0 < a_1h + nq_h < n\). Then \(c_t = a_1t + nq_t\) and the number of paths from \((v_0, t)\) to \((v_1, c_t m_1)\) is given by

\[ \frac{l - (a_1h + nq_h)}{n} \]

if \(lm_1 \equiv h \pmod{n}\) for \(0 \leq h < c_t\) and

\[ \frac{l - (a_1h + nq_h)}{n} + 1 \]

if \(lm_1 \equiv h \pmod{n}\) for \(c_t \leq h < n\). There is precisely one edge from \((v_1, c_t m_1)\) to \((v_2, m_1(l+1))\). We can express \((v_2, l(m_1+1))\) as \((v_2, sm_2)\) i.e. \(m_1(l+1) \equiv sm_2 \pmod{r}\). Let \(k_l\) be such that \(0 < m_2^{-1}m_1(l+1) + rk_l < n\). Then the number of paths from \((v_1, c_t m_1)\)
to \((v_3, 0)\) is \(r - (m_2^{-1} m_1 (l + 1) + rk_l)\). The total number of 3-step admissible paths becomes:

\[
\sum_{l=0}^{c_t-1} \sum_{h=0}^{r-2} \frac{l - (a_1 h + nq_h)}{n} (r - m_2^{-1} m_1 (l + 1) - rk_l) + \sum_{l=0}^{r-2} \frac{l (1 - k_l)}{n} - \sum_{h=0}^{n-1} \sum_{l=1}^{r-2} a_1 h + nq_h (r - m_2^{-1} m_1 (l + 1) - rk_l) + \sum_{h=c_t}^{n-1} \sum_{l=1}^{r-2} (r - m_2^{-1} m_1 (l + 1) - rk_l)
\]

For \(t = 0\) we have \(c_t = n\) hence the number of 3-step admissible paths is

\[
-m_2^{-1} m_1 \frac{r(r - 2)(r - 1)}{3n} + \sum_{l=0}^{r-2} \frac{l (1 - k_l)}{n} - \sum_{h=0}^{n-1} \sum_{l=1}^{r-2} a_1 h + nq_h (r - m_2^{-1} m_1 (l + 1) - rk_l).
\]

\[\square\]

**Lemma 3.7.** Let \(r \in \mathbb{N}, r \geq 2\) and let \(m = (m_0, m_1, m_2, m_3)\) be such that \(\gcd(m_2, r) = n\) and \(\gcd(m_i, r) = 1, i \neq 2\). Then

\[
A_{L_2}(r; m) = \begin{pmatrix}
1 & \frac{r}{2n} & \frac{r(r-n)}{2n} + a_1 \frac{r(r-n)}{2n} & \vdots & \frac{r(r-n)}{2n} + a_1 (n-1) \frac{r}{2n} \\
0 & \frac{x}{n} & \frac{r(r-n)}{2n} & \vdots & \frac{r(r-n)}{2n} \\
0 & 0 & \vdots & I_n & \vdots \\
0 & 0 & 0 & \vdots & \frac{x}{n} \\
0 & 0 & 0 & \vdots & 1
\end{pmatrix}
\]

where

\[
x \equiv -m_1^{-1} m_2 \frac{r(2r - n)(r - n)}{6n^2} + m_1^{-1} r \frac{(r - n)(n - 1)}{4n} + \frac{r(r - 1)}{2} \pmod{r}.
\]

**Proof.** We will now calculate the number of 3-step admissible paths from \((v_0, 0)\) to \((v_0, 3)\). First we have \(m_2^{-1} m_2 l - 1 + m_1^{-1} + rs_i\) paths from \((v_0, 0)\) to each \((v_1, lm_2 - m_1 + t)\) for \(t = 0, \ldots, n - 1\), where \(s_i\) is such that \(0 < m_2^{-1} m_1 l - 1 + m_1^{-1} + rs_i < r\). \((v_1, lm_2 - m_1 + t)\) is connected to \((v_2, lm_2 + t)\) by a single edge and there are \(\frac{x}{n} - l\) paths from \((v_2, lm_2 + t)\)
to $(v_3, 0)$. The total number of 3-step admissible paths becomes

$$
\sum_{l=0}^{n-1} \sum_{l=1}^{r-n} \left( m_1^{-1} m_2 l - 1 + t m_1^{-1} + r s_i \right) \left( \frac{r}{n} - l \right)
$$

$$
\equiv n \sum_{l=1}^{r-n} -l \left( m_1^{-1} m_2 l - 1 \right) + \sum_{l=0}^{n-1} \sum_{l=1}^{r-n} t m_1^{-1} \left( \frac{r}{n} - l \right) \pmod{r}
$$

$$
\equiv - m_1^{-1} m_2 \frac{r(2r - n)(r - n)}{6n^2} + \frac{r(r - n)}{2n} + \sum_{l=0}^{n-1} t m_1^{-1} \frac{r(r - n)}{2n^2} \pmod{r}
$$

$$
\equiv - m_1^{-1} m_2 \frac{r(2r - n)(r - n)}{6n^2} + \frac{r(r - n)}{2n} + m_1^{-1} \frac{r(r - n)(n - 1)}{4n} \pmod{r}.
$$

\[ \square \]

We state the final case without proof, as the proof is similar to that of Lemma 3.7.

**Lemma 3.8.** Let $r \in \mathbb{N}$, $r \geq 2$ and let $\underline{m} = (m_0, m_1, m_2, m_3)$ be such that $\gcd(m_1, r) = n$ and $\gcd(m_i, r) = 1, i \neq 1$. Then

$$
A_{L_3^*(r; \underline{m})} = \begin{pmatrix}
\frac{1}{n} & \frac{1}{n} & \cdots & \frac{1}{n} & \frac{r(r-n)}{2n} & \frac{x}{n} & \frac{r(r-n)}{2n} & \frac{r(r-n)}{2n} \\
0 & \frac{1}{n} & \cdots & \frac{1}{n} & \frac{r(r-n)}{2n} & \frac{r(r-n)}{2n} & \frac{r(r-n)}{2n} & \frac{1}{n} \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
$$

where

$$
x \equiv - m_2^{-1} m_1 \frac{r(2r - n)(r - n)}{6n^2} + m_2^{-1} \frac{r(r - n)(n - 1)}{4n} + \frac{r(r - 1)}{2} \pmod{r}.
$$

### 4. The Invariant

We are now ready to proof Theorem 2.2. The proof of Theorem 2.1 follows by a similar but much easier approach.

**Proof of Theorem 2.2 (1).** We will prove the result in the case where $k = 3$, the proof for $k = 0$ follows by a similar approach.

Assume that the $C^*$-algebras coming from the weights $\underline{m} = (m_0, m_1, m_2, m_3)$ and $\underline{n} = (n_0, n_1, n_2, n_3)$ are isomorphic. We denote by $x_0, ..., x_{n-1}, y_0, ..., y_{n-1}$ and $x_0', ..., x_{n-1}', y_0', ..., y_{n-1}'$ the elements $x_i$ and $y_i$ coming from Lemma 3.6 corresponding to $\underline{m}$ and $\underline{n}$ respectively. Then by [6] Theorem 7.1 there exists $U, V \in SL_P(1, \mathbb{Z})$ such that $UB_0 V = B_0$, where $P = \{1, 2, ..., n, n + 1, n + 2, n + 3\}$ with the order $3 > 2 > 1$, $4 + i > 3$ for $i = 0, 1, ..., n - 1$. We then get the following equations

$$
y_j' \equiv y_j + u_{23} \frac{r}{n} + r v_{3,j+4}, \quad x_j' \equiv x_j + u_{12} y_j + v_{3,j+4} \frac{r(r+1)}{2} + u_{13} \frac{r}{n} \pmod{r},
$$

for $j = 0, 1, ..., n - 1$ where $u_{lm}, v_{lm} \in \mathbb{Z}$ are the entries of $U$ and $V$ respectively.
Since \( y_0 = y_0' \), \( n \) divides \( u_{23} \). Let \( a_2 = m_2^{-1} \pmod{n} \), \( a'_2 = n_2^{-1} \pmod{n} \), \( a_1 = m_1^{-1} \pmod{n} \) and \( a'_1 = n_1^{-1} \pmod{n} \). Then by (4.1)

\[
a_2' \equiv a_2 \pmod{n} + u_{23} \equiv a_2 \pmod{n},
\]

hence there exists a \( k \in \mathbb{Z} \) such that

\[
\frac{(a_2' - a_2)}{n} \equiv \frac{u_{23}}{n} + kr.
\]

Then \( \frac{a_2' - a_2}{n} \in \mathbb{Z} \) and \( a_2' = a_2 \) which implies that \( m_2 \equiv n_2 \pmod{n} \).

We now consider the sum of all the \( x_i' \)'s. We have

\[
x_0 + x_1 + ... + x_{n-1} \equiv -m_2^{-1} m_1 \frac{r(r-2)(r-1)}{3} + n \sum_{h=0}^{n-1} \sum_{l=1}^{r-2} \sum_{t=1}^l \frac{lh}{n} (a_1 t + a_2 t) \pmod{r}
\]

\[
\equiv -m_2^{-1} m_1 \frac{r(r-2)(r-1)}{3} + \sum_{h=0}^{n-1} \sum_{l=1}^{r-2} \sum_{t=1}^l \frac{lh}{n} (a_1 t + a_2 t) \pmod{r}
\]

\[
\equiv -m_2^{-1} m_1 \frac{r(r-2)(r-1)}{3} + \sum_{h=0}^{n-1} \sum_{l=1}^{r-2} \sum_{t=1}^l \frac{lh}{n} (a_1 t + a_2 t) \pmod{r}
\]

The last term is always congruent to 0 modulo \( r \), indeed if \( n \) is odd we are done, if \( n \) is even then \( a_1 + a_2 \) is even.

Since each \( s_t \) corresponds uniquely to a number between 0 and \( n-1 \), we may reiterate the penultimate sum accordingly:

\[
\sum_{t=1}^{n-1} \sum_{h=s_t+1}^{n-1} \sum_{l=1}^{r-2} l = \sum_{t=1}^{n-1} \sum_{h=t}^{n-1} \sum_{l=1}^{r-2} l = \sum_{h=1}^{n-1} \sum_{l=1}^{r-2} hl.
\]

Hence

\[
x_0 + x_1 + ... + x_{n-1} \equiv -m_2^{-1} m_1 \frac{r(r-2)(r-1)}{3} \pmod{r}.
\]

Using (4.1) and the fact that \( (a_2 - 1) \frac{r(n-1)}{2} \equiv 0 \pmod{r} \), we have
We will now find an expression for \( (x_0 + x_1 + ... + x_{n-1}) - (x_0 + x_1 + ... + x_{n-1}) \) \( = u_{12}(y_0 + y_1 + ... + y_{n-1}) \)

\[ + nu_{13} r n + (v_{34} + v_{35} + ... + v_{3,n+3}) \frac{r(r+1)}{2} \pmod{r} \]

\[ \equiv u_{12} \left( \frac{r(r+n)}{2n} + (n-1) \frac{r(r-n)}{2n} + a_2 r \sum_{t=1}^{n-1} t \right) + (v_{34} + v_{35} + ... + v_{3,n+3}) \frac{r(r+1)}{2} \pmod{r} \]

\[ \equiv u_{12} \frac{r(r+1)}{2} + (v_{34} + v_{35} + ... + v_{3,n+3}) \frac{r(r+1)}{2} \pmod{r} \]

\[ \equiv (v_{34} + v_{35} + ... + v_{3,n+3}) \frac{r(r+1)}{2} \pmod{r} \equiv 0 \pmod{r}. \]

The last congruence follows by \([6]\) the proof of Theorem 7.8]. Hence

\[ (m_2^{-1} m_1 - n_2^{-1} n_1) \frac{r(r-1)(r-2)}{3} \equiv 0 \pmod{r}. \]

We now wish to compute the last part of the invariant which is \( m_1 \equiv n_1 \pmod{n} \) i.e. \( a_1 = a_1' \). For \( h = s_1 + 1, ..., n - 1 \) let \( p_h \in \mathbb{Z} \) be such that \( 0 < m_2 a_1 h - 1 + np_h < n \). First we need to expand the following sum:

\[ \sum_{h=s_1+1}^{n-1} r \sum_{l=0}^{n-1} \sum_{k=0}^{n-1} \left( m_2 a_1 l + 1 + np_h + nk \right) = \sum_{h=s_1+1}^{n-1} \left( \frac{r}{n} (m_2 a_1 h - 1) + np_h + \frac{r(r-n)}{2n} \right) \]

\[ \equiv r m_2 a_1 \left( \frac{n(n-1)}{2} + \frac{a_2 t(1-a_2 t)}{2} \right) + \frac{r}{n} (a_2 t - n) + (n-a_2 t) \frac{r(r-n)}{2n} \pmod{r}. \]

We will now find an expression for \( (x'_0 - x'_t) - (x_0 - x_t) \) and then consider the expressions for \( t = 1 \) and \( t = n-1 \). From the above we have

\[ (x'_0 - x'_t) - (x_0 - x_t) \equiv \sum_{h=s_1+1}^{n-1} \sum_{l=1}^{n-1} \sum_{t=1}^{r-2} l - \sum_{h=s_1+1}^{n-1} \sum_{l=1}^{n-1} \sum_{t=1}^{r-2} l + \frac{r}{n} (a_1 - a'_1) t \pmod{r} \]

\[ \equiv \frac{r}{n} \left( \frac{n(n-1)}{2} - \frac{a_2 t(a_2 t - 1)}{2} \right) m_2 (a'_1 - a_1) + \frac{r}{n} (a_1 - a'_1) t \pmod{r}. \]

On the other hand by \([4.1]\) we have

\[ (x'_0 - x'_t) - (x_0 - x_t) \equiv u_{12} (y_0 - y_t) + (v_{34} - v_{3,t+4}) \frac{r(r+1)}{2} \pmod{r} \]

\[ \equiv -u_{12} a_2 t r \pmod{r}, \]

which follows since \( v_{34} = -\frac{u_{23}}{n} \). Indeed, we have \( y'_0 = y_0 \) and

\[ \frac{r(r-n)}{2n} + a'_2 t \frac{r}{n} = y'_t = rv_{3,t+4} + y_t + u_{23} r \frac{r(r-n)}{2n} + a_2 t \frac{r}{n} + u_{23} r \frac{r}{n} \]

hence \( rv_{3,t+4} + u_{23} \frac{r}{n} = (a'_2 - a_2) \frac{r}{n} = 0 \) and \( v_{3,t+4} = -\frac{u_{23}}{n} \).
Combining the two expressions for \((x'_0 - x'_t) - (x_0 - x_t)\) we get
\[
\frac{r}{n} \left( \frac{n(n-1)}{2} - a_2 t(a_2 t - 1) \right) m_2(a'_1 - a_1) + \frac{r}{n} (a_1 - a'_1) t + u_12 a_2 t \frac{r}{n} \equiv 0 \pmod{r}.
\]

Note that
\[
\frac{r}{n} \left( \frac{n(n-1)}{2} \right) m_2(a_1 - a'_1) = r \left( \frac{n-1}{2} \right) m_2(a_1 - a'_1) \equiv 0 \pmod{r},
\]

since if \(n\) is even then 2 divides \(a_1 - a'_1\) and if \(n\) is odd 2 divides \(n - 1\). Thus we have
\[
\left( \frac{r a_2 t(a_2 t - 1)}{2n} m_2 + t \right) (a_1 - a'_1) + u_12 a_2 t \frac{r}{n} \equiv 0 \pmod{r}.
\]

By taking the sum of the expressions in (4.2) where we choose \(t = 1\) and \(t = n - 1\), we arrive at
\[
\frac{r}{n} a_2^2 m_2(a_1 - a'_1) \equiv 0 \pmod{r}.
\]

Then \(\frac{r}{n} a_2^2 m_2(a_1 - a'_1) = rk\) for some \(k \in \mathbb{Z}\) hence \(n\) divides \(a_2^2 m_2(a_1 - a'_1)\). Since \(a_2\) and \(m_2\) are both relatively prime to \(n\), we conclude that \(a_1 = a'_1\).

For the other direction we will make use of [6] Proposition 2.14 a number of times. Assume \(m_i \equiv n_i \pmod{n}\), \(i = 1, 2\) and \((m_2^{-1} m_1 - n_2^{-1} n_1) \frac{r(r-1)(r-2)}{3n} \equiv 0 \pmod{r}\), then the entries, \(y_t\), in the second row of the adjacency matrices are identical, and, it suffices to show for each \(t\),
\[
x'_t - x_t \equiv (m_2^{-1} m_1 - n_2^{-1} n_1) \frac{r(r-1)(r-2)}{3n} + \sum_{i=1}^{r-2} \frac{l}{n} (k'_i - k_i) \pmod{r}
\]
is an integer multiple of \(\frac{r}{n}\). For the second term this is obvious. Additionally, it is obvious that this is also true for the first term, whenever \(r\) is not a multiple of 3. If \(3 | r\), then one finds that \(3 | m_2^{-1} m_1 - n_2^{-1} n_1\), and the claim follows.

The adjacency matrices of each set of weights will then be identical after adding the third row to the first, and the first column to the \(t\)th column in each an appropriate number of times.

(3). Proceeding as in part (1), we consider \(C^\ast\)-algebras coming from the weights \(\underline{m} = (m_0, m_1, m_2, m_3)\) and \(\underline{n} = (n_0, n_1, n_2, n_3)\) that are isomorphic. We denote by \(x\) and \(x'\) the elements coming from the top-right corner of the adjacency matrix as written in Lemma 3.8 corresponding to \(\underline{m}\) and \(\underline{n}\) respectively. In a similar manner, it follows from [6] Theorem 7.1, and a computation that
\[
\frac{a'_1 r}{n} \equiv \frac{a_1 r}{n} \pmod{r},
\]
from which it follows that \(m_1 \equiv n_1 \pmod{n}\). Moreover, we obtain from the adjacency matrices that
\[
x' - x \equiv (n_2^{-1} n_1 - m_2^{-1} m_1) \frac{r(2r - n)(r - n)}{6n^2} + (n_1^{-1} - m_1^{-1}) \frac{r(r - n)(n - 1)}{4n} \pmod{r},
\]
and using [6, Theorem 7.1], we obtain $k_0, k_1 \in \mathbb{Z}$ such that

$$x' - x \equiv \frac{r(r + n)}{2n}k_0 + \frac{r}{n}k_1 \pmod{r}.$$  

Consequently,

$$\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(2r-n)(r-n)}{6n^2} + \left(n_1^{-1} - m_1^{-1}\right) \frac{r(r-n)(n-1)}{4n} \equiv \frac{r(r+n)}{2n}k_0 + \frac{r}{n}k_1 \pmod{r}.$$

Multiplying both sides by $2n$ yields

$$\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(2r-n)(r-n)}{3n} + \left(n_1^{-1} - m_1^{-1}\right) \frac{r(r-n)(n-1)}{2} \equiv 0 \pmod{r}.$$

Now, it is easy to check that the second term is always congruent to zero (mod $r$), so we conclude that

$$\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(2r-n)(r-n)}{3n} \equiv 0 \pmod{r}.$$

Conversely, assuming that

$$\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(2r-n)(r-n)}{3n} = t \cdot r,$$  

we may argue as in the previous part, by showing that $x - x'$ is an integer multiple of $\frac{r}{n}$. It follows by a computation that

$$x - x' = \frac{r}{n} \left(2t + \frac{m_1^{-1} - n_1^{-1}(r-n)(n-1)}{4}\right).$$

Since $(m_1^{-1} - n_1^{-1})(r-n)(n-1)$ is necessarily divisible by 4 (recall that the only valid cases are the ones where $r$ and $n$ are both odd or both even, or $r$ is even and $n$ is odd, and that $m_1^{-1}$ and $n_1^{-1}$ are both odd if $r$ is even), it suffices to show that $t$ is even. If $r$ and $n$ are both odd, or both even, then this follows immediately by inspecting (4.3). If $r$ is even and $n$ is odd, it follows that $n_2$ and $m_2$ are odd, and we may again conclude that $t$ is even.

It remains to be shown that $\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(2r-n)(r-n)}{3n} \equiv 0 \pmod{r}$ if and only if

$$\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(r-1)(r-2)}{3} \equiv 0 \pmod{r}.$$  

It is routine to show that if 3 does not divide $r$, then 3 divides either $2r-n$ or $r-n$. Consequently, if 3 does not divide $r$, then the claim is trivial. If $\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(r-1)(r-2)}{3} \equiv 0 \pmod{r}$ and $3|r$, then $3 \mid \left(n_2^{-1}n_1 - m_2^{-1}m_1\right)$ and one direction follows. The converse follows, remarking that $3 \mid \left(n_2^{-1}n_1 - m_2^{-1}m_1\right)$ if

$$\left(n_2^{-1}n_1 - m_2^{-1}m_1\right) \frac{r(2r-n)(r-n)}{3n} \equiv 0 \pmod{r}.$$

The proof of (2) is identical to that of (3) remarking that the adjacency matrix corresponding to the system of weights $\overline{m} := (m_0, m_1, m_2, m_3)$ with $\gcd(m_1, r) = n$ and $\gcd(m_i, r) = 1$ if $i \neq 2$ is the anti-transpose of the adjacency matrix corresponding to the system $\overline{m}' := (m_0, m_2, m_1, m_3)$. By [9, Definition 1.7], the adjacency matrices are related by the identity

$$A_{L^\sharp_2(r; \overline{m})} = J A_{L^\sharp_2(r; \overline{m}')}^T J,$$

where $J$ is the involutory matrix whose entries are 1 on the second diagonal and 0 elsewhere. □
Remark 4.1. In this paper we have only dealt with the case there a single weight is coprime to the order of the acting group, $r$. There is however no clear reason why a similar result should be unobtainable in a more general setting. In particular, if we consider a list of weights $(m_0, m_1, m_2, m_3)$, then the methods for computing the adjacency matrices of the corresponding graph, could very likely be identical or similar, albeit more tedious, to the ones used above if at least one of $m_1$ or $m_2$ is coprime to $r$. If both weights are coprime, it is likely that an entirely different approach to counting is necessary since all methods employed so far have required one of them to be a unit of $\mathbb{Z}_r$.
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