Abstract—For many years, the emotion recognition task has remained one of the most interesting and important problems in the field of human-computer interaction. In this study, we consider the emotion recognition task as a classification as well as a regression task by processing encoded emotions in different datasets using deep learning models. Our model combines convolutional neural network (CNN) with recurrent neural network (RNN) to predict dimensional emotions on video data. At the first step, CNN extracts feature vectors from video frames. In the second step, we fed these feature vectors to train RNN for exploiting the temporal dynamics of video. Furthermore, we analyzed how each neural network contributes to the systems overall performance. The experiments are performed on publicly available datasets including the largest modern Aff-Wild2 database. It contains over sixty hours of video data. We discovered the problem of overfitting of the model on an unbalanced dataset with an illustrative example using confusion matrices. The problem is solved by downsampling technique to balance the dataset. By significantly decreasing training data, we balance the dataset, thereby, the overall performance of the model is improved. Hence, the study qualitatively describes the abilities of deep learning models exploring enough amount of data to predict facial emotions. Our proposed method is implemented using Tensorflow Keras. The code is publicly available in repository \[1\].

I. INTRODUCTION

Emotions are the main indicators of human feelings. They can describe a distinct set of changes in physical state such as blood pressure rising or a particular face muscle moving. Several classical views of emotions suggest classification on a few basic categories like anger or happiness. Such views assume that each emotion has a defining underlying pattern in the brain and body. Another prospective assumes that the brain analyze past experience and predicts what the body should do in a similar situation. This theory is known as constructed emotions [1]. They are not triggered, on the contrary, we create them in our way.

Emotion capturing from videos is the simplest approach due to the simplicity of video recording in comparison with recording some physiological measurements such as EEG, blood pressure, and so on. Emotion recognition from videos has been a challenge for researcher community for many decades. Traditional way to encode emotions is developed by psychologist Paul Ekman [3]. He divided all possible emotions into six basic categories: anger, disgust, fear, happiness, sadness, and surprise. These emotions were selected because they were all perceived similarly regardless of culture. The prediction of these emotions already gives an abundant useful information about a person and enable further research of his or her condition. It is the oldest model of emotion recognition, so many existing technologies are based on this.

The main problem of previous encoding method is the constraint by only six categories. An effective way to deal with that can be to try to encode emotions in dimensional space to make it continuous. One coordinate shows how positive an emotion is and another tells how engaged or apathetic a subject appears. This way of encoding gives the ability to transform multiple dimensional coordinates to more complex emotion category. Such a complex emotion takes us closer to the theory of constructed emotions [1]. The second advantage is to output continuous emotion labels for video data containing continuous sequences of frames. Such model of emotion space is much more realistic and described in [18]. Fig. 1 present the dimensional emotions in valence-arousal space.

![Fig. 1: Dimensional structure for the semantic space of emotions [18]](https://github.com/DenisRang/Combined-CNN-RNN-for-emotion-recognition)
significant effort from CV engineers such as deciding which features are important in each given frame for every kind of facial expression. As the number of emotions increases, feature extraction becomes more complicated.

On the other hand, the deep learning models can be fed with a whole dataset of annotated images. Thus, neural networks are able to discover the underlying patterns in video frames in a fast and accurate way. One of the main problems of such models for emotion recognition is the complexity of their architecture. If the complexity is too high, the model will take many computational resources for training and prediction. It is critical for embedded systems. The second consequence of using complex architectures is the possible overfitting of the model for recognizing emotions only from the subjects of the training set. In this research, we solve this challenge by creating a simple model with a low number of parameters to efficiently perform training and prediction of emotion recognition task.

II. CONTRIBUTION AND PAPER OUTLINE

This study has the following contribution into research community:

- A simple model to provide better results on large video dataset.
- Discover and address the problem of overfitting of the model on unbalanced dataset with an illustrative example using confusion matrices.
- Introduced data balancing technique by decreased number of training samples by 36%, which contribute to improve the results.
- Finally, we provide analysis of neural networks by explaining how much the CNN and the RNN individually contribute to the overall performance.

The rest of this paper is organized as follows: we briefly describe the related work in Section III. Section IV provides the details about the proposed methodology. In Section V, we presents experimental details followed by results and discussion in Section VI. Finally, Section VII provides conclusions and possible future directions.

III. RELATED WORK

For dimensional emotions in valence-arousal space, the good way to feed input images to deep learning models is to convert them into sequences like usual order of frames in videos. Training on such data can exploit the temporal dynamics of the video. Feeding neural networks with the sequences can be done in different ways ad describes as follows:

A. CNN and RNN trained jointly

Kollias et al. [10] developed an architecture by utilizing existing state-of-the-art CNN architectures together with different RNNs for Aff-Wild2 challenge. Nested CNN model are pretrained on different datasets with faces or random images. Then CNN and RNN are jointly trained in specific sequence to achieve good results on RECOLA [17] and Aff-Wild2 [7], [9]–[12], [19] datasets. This way of training has disadvantages such as the complexity of the overall combined model and therefore expensiveness of computational resources. Besides, they used attention mechanism by stacking an attention layer on top of the RNN. The attention mechanism deals with the problem of the limited short-term memory of RNNs. The aforementioned mechanism is a game-changing innovation that addressed this problem.

B. CNN and RNN trained separately

Another approach is presented in [6], where author adapts CNN model to work with valence and arousal data from RECOLA dataset [17]. The last dense layer was changed with softmax activation for categorical emotions and regression layer to work with dimensional emotions. They proposed mechanism to incorporate the temporal information by using an RNN to propagate information from one time point to the next. Each input to the RNN is comprised of features from the second to the last fully connected layer of a single frame CNN. The main difference of this approach from previous is in separate training of CNN and RNN. They provide an evaluation of how much the CNN and the RNN individually contribute to the overall performance. They extend this approach to take audio and physiological data into consideration. He discovers usefulness of different features for prediction and examined how adding the audio and physiological features affected performance. Such types of data is not significant, if compared to video data.

Our approach utilized CNN architecture as a feature extractor and further connected with RNN gated recurrent units (GRU) to recognize the dimensional emotion in valence-arousal space. Furthermore, obtained results are better then the baseline model of Aff-Wild2 challenge.

IV. METHODOLOGY

The proposed system is presented in Fig. 2. It consists of feature extractor and exploiting temporal dynamics of video unit to predict the valence and arousal score.

![Fig. 2: The block diagram of proposed model](image-url)
of its simplicity comparing to other complex ones, to achieve a trade-off between underfitting and overfitting. The CNN model is trained separately from RNN, to extract relevant feature vectors from images. Then RNN can learn useful temporal dynamic information of sequences of feature vectors. This approach takes lesser computation resources comparing with the others. The main reason is that we do not need to propagate frames every time during the training of the RNN. It allows us to use large batches with small feature vectors instead of large frames, which ensures better performance in terms of consumed memory.

A. Datasets

In this research, we consider three different datasets to perform the experiments. The first Aff-Wild2 [10] dataset is the largest dataset among other existing emotion datasets. According to train-validation partition and annotations provided by the ABAW 2020 challenge organizers [8], there are 351 and 71 subjects in the training and validation subsets respectively for the valance-arousal estimation track. The number of samples with either low arousal or low valence is small, because they are weakly expressed or negative emotions are rare as compared to highly expressed positive emotions. Hence the dataset is highly unbalanced.

The other two oldest and classical datasets the Extended Cohn-Kanade Dataset (CK+) [14] and Japanese Female Facial Expression (JAFFE) [15] datasets are used for experiments to show how unbalancing in data can affect the overall performance of a deep learning model. Emotions are encoded categorically. This datasets are used in the most number of classical emotional recognition solutions. Subjects from two datasets have different ethnographies. CK+ consists of 593 sequences from 123 subjects. The validating emotion labels were only assigned to 327 sequences which were found to meet criteria for one of seven discrete emotions. The Jaffe dataset are collected from 10 subjects. Each of them posed 3 or 4 examples of the six basic facial expressions (happiness, sadness, surprise, anger, disgust, fear) and a neutral face for a total of 219 images.

B. Dataset preprocessing

We use all sequences from 118 subjects of CK+ dataset as in [6] experiments. For each sequence, the first image (i.e., neutral face) and three peak frames are used for prototypic expression recognition. For each image face is detected via Haar cascades [5] then cropped and resized to 96 × 96. We use gray-scaled images. The same preprocessing are used for JAFFE dataset. For Aff-Wild2 dataset, we are provided with all cropped-aligned face images of 112 × 112 dimensions, so we only need to resize it to 96 × 96. We exploit the full available data (training and validation). For training RNN, frames are combined into continuous sequences with length 100. Such window size is the best in [6], during hyperparameter analysis experiments. Sequences are created only if there are no frames where a face has not been detected and both valence and arousal have been calculated. Thus, they do not have a gap between continuous frames. For frames where a model can not predict emotions, valence and arousal scores were later computed by linearly interpolating the scores from adjacent frames.

Besides, for Aff-Wild2 dataset, additional preprocessing is applied to reduce the overfitting. The overfitting is a possible issue that has bad influence on overall performance of our model for such an unbalanced dataset. We performed the following preprocessing to solve the challenge.

1) Data augmentation: We apply different data augmentations such as scaling, shifting, shearing, rotation, horizontal flips and changing brightness to make training data as diverse as possible.

2) Balancing dataset: One way to balance a large dataset is to use downsampling. Firstly, we remove frames with both values of valence and arousal equal to zero. Secondly, we divide values of valence and arousal on 40 bins. Then we compute density of all 40x40 bins for all samples in the dataset. After that we select a frame for training with probability:

\[
p = \frac{k_{current}}{k_{max}},
\]

where \(k_{current}\) is a number of samples in bin of this frame and \(k_{max}\) is a number of samples in bin of the most frequent frame. \(k_{max}\) was differently chosen for three settings:

1) Number of samples in bin with maximum number of samples (subset 1).
2) Mean number of samples among all bins (subset 2).
3) Average between first two option (subset 3).

As a result, we get different downsampled subsets of whole Aff-Wild2 dataset. They are shown in Fig. 3.

![Fig. 3: 2D valence-arousal histograms of Aff-Wild2 and downsampled subsets (horizontal axis is valance and vertical axis is arousal)](image-url)
C. Feature extractor

The main block of the overall system is feature extractor from images. Hence we evaluate different configuration of the CNN architecture proposed in [6] to solve a single frame regression task. Author solves the same emotion recognition task with smaller dataset. The best configuration is used further in RNNs training module.

1) CNN architecture: Our CNN architecture is based on Khorrami [6]. He used a classical feed-forward convolutional neural network. In our networ, we added batch normalization first layer for zero-centering and normalizing each input. The network consist of three convolutional layers with 64, 128, and 256 filters. All filters have the same kernel size of $5 \times 5$ followed by Rectified Linear Unit(ReLU) activation functions. After the first two convolutional layers there are max pooling layers where quadrant pooling [2] is applied after the third. Output of the quadrant pooling has $2 \times 2$ dimension per filter. Then a fully-connected layer with 300 hidden units is applied. This fully-connected layer is followed by dropout layer with probability 0.5.

Two different last layers are used for different tasks. The softmax layer is used for emotion classification on small datasets. This layer contains eight outputs corresponding to the number of expressions present in the CK+ training set. Architecture of such model is in Fig. 4. For regression task with data from Aff-Wild2 dataset, the dense layer with two units for predicting valence and arousal are used.

2) Loss function: A loss function is used to optimize the parameter values in a neural network model. In our model, Eq. (2) measures valence and arousal Concordance Correlation Coefficient(CCC) [13] value and Eq. (3) is main loss function of dimensional emotion model.

$$\rho_{ccc} = \frac{2\sigma_{xy}}{\sqrt{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2}} \quad (2)$$

$$L_{ccc} = 1 - \frac{1}{2} [\rho_v + \rho_a] \quad (3)$$

D. Exploiting of temporal dynamics of video data

Our feature extractor CNN is trained on single frames so it completely ignores dynamics of changing emotions in sequence of frames in a single video. To address this issue we transform our dataset from videos to sequences of feature vectors and then fit RNN on it. We visualize such model in Fig. 5.

![Fig. 5: A combined CNN with RNN. Given a time $t$ in a video, we extract a window of length $W$ frames ($[t - W, t]$) to predict valence and arousal at time $t+1$](image)

We utilized the best performing number of units of RNN model from [6]. They had three hidden RNN layers with 100 hidden units in the first and second recurrent layers and 50 in the third. We compare it with architecture with single hidden RNN layer with 100 hidden units. We do not know how many frames we should remember to predict emotion in the next frame. It can be a few previous frames or all previous frames in a video. Therefore, we consider different types of RNN cells: simple RNN and GRU, which can capture short-term and long-term patterns in sequences, respectively. Final RNN models are represented in two configurations. The first one contains 1 layer with 100 hidden units. The second one contains 3 layers with 100 hidden units in the first two recurrent layers and 50 in the third.

V. Experiments Detail

We utilized Google Colab to work with CK+ and JAFFE dataset, while GPU server with NVIDIA Tesla V100 (16 GB) graphics processor were used to process the large Aff-Wild2 dataset. Firstly, we validated the CNN model to get the similar results on small CK+ dataset as acheived in paper [6]. Then we evaluated this model on additional scopes by predicting emotion labels on unseen JAFFE dataset. Secondly, we experiment with large Aff-Wild2 dataset to find best configuration of feature extractor model. We compared
separate predicting valence or arousal with predicting valence and arousal simultaneously by changing the number of units in the last dense layer of the CNN model from 1 to 2. Besides, we experimented with two loss functions: mean squared error (MSE) and difference between 1 and average CCC for valence and arousal described early. Lastly, we trained different RNN models on features from the best feature extractor model.

Two similar training strategies for the CNN model were used for emotion classification on CK+ dataset and regression tasks on Aff-Wild2 dataset. For all experiments we trained CNN and RNN models for 100 epochs with early stopping criteria. The batch size of 64 and 128 is used for CNN and RNN, respectively. They were trained from scratch using stochastic gradient descent (SGD) optimizer with momentum 0.9, and weight decay parameter as $1e^{-5}$. Along with that, we used constant learning rate of 0.01. The parameters of each layer were initialized by default Xavier initialization or Glorot initialization strategy [4].

VI. RESULTS AND DISCUSSION

A. Experiments on small CK+ and JAFFE datasets

The CNN model trained over CK+ dataset was tested on test folder of CK+ and whole JAFFE dataset. The obtained results are presented in Table I. As we can see, the accuracy on the CK+ dataset is much higher, that the one from the JAFFE dataset.

| Dataset | Accuracy |
|---------|----------|
| CK+     | 95%      |
| JAFFE   | 50%      |

TABLE II: Number of samples with respect to emotional labels

|                      | Neutral | Anger  | Contempt | Disgust | Fear   | Happy  | Surprise |
|----------------------|---------|--------|----------|---------|--------|--------|----------|
| Train folder of CK+  | 295     | 129    | 51       | 153     | 60     | 186    | 84       |
| Whole JAFFE          | 30      | 30     | -        | 29      | 32     | 31     | 30       |

Our thoughts were, as CK+ dataset was unbalanced and contains more examples of the Neutral, Surprise classes than the other classes. The number of training samples from CK+ and the number of all samples from JAFFE with respect to emotion labels are shown in Table II.

Thus, we also plotted the confusion matrix, to see, how well the model handles class with smaller amount of examples. In the Fig. 6 it is obvious that almost all classes, the model handles well for CK+. However, if we look on the confusion matrix of JAFFE dataset in the Fig. 7 we can see, that the imbalance of classes in the training resulted in the model finding more Neutral and Surprise classes, than others. It is easy to note how number of training samples correlates with errors in confusion matrix.

B. Experiments on large Aff-Wild2 dataset

The best results was obtained by the CNN predicting valence and arousal simultaneously with average CCC loss function. It is a little bit better than the baseline. We obtained a similar ratio between the CNN and the baseline model results with the ratio in [6] where the model was tested on the RECOLA dataset. Results are shown in Table III As we can see, it is sufficient to train model over subset 3 instead of the whole dataset. Hence, we achieved slightly better training.
results using only subset 3 with 1,030,963 samples versus all 1,620,421 samples.

TABLE III: Performance comparison on Aff-Wild2 validation set

| Method                        | RMSE Valence | RMSE Arousal | CCC Valence | CCC Arousal | Best # epochs |
|-------------------------------|--------------|--------------|-------------|-------------|---------------|
| Baseline                      | 0.47         | 0.4          | 0.24        | 0.24        | 2             |
| CNN over whole Aff-Wild2      | 0.45         | 0.4          | 0.22        | 0.22        | 4             |
| CNN over subset 3             | 0.45         | 0.4          | 0.22        | 0.22        | 4             |
| CNN + Simple RNN, 1 layer     | 0.49         | 0.37         | 0.21        | 0.22        | 4             |
| CNN + GRU, 1 layer            | 0.57         | 0.52         | 0.22        | 0.35        | 8             |
| CNN + GRU, 3 layer            | 0.48         | 0.29         | 0.23        | 0.39        | 17            |

We selected the CNN trained on subset 3 for feature extraction. After that we trained different RNN on the extracted features from all images. There are 1,496,928 sequences with 100 feature vectors of size 300 in total. From the results, different RNNs can efficiently exploit the temporal dynamics of the data. Simple RNN shows worse results than GRU. Therefore, capturing long-term patterns is more efficient than capturing short-term patterns in small number of sequential frames in video sequence.

VII. CONCLUSION

In this paper, we developed a deep neural networks for the task of emotion recognition. This task was split into two separate subtasks: feature extraction and exploiting of temporal dynamics of video data. We performed experiment with simple architecture on the largest modern video database Aff-Wild2. We discovered the problem of overfitting of the model on the unbalanced dataset with an illustrative example using confusion matrices. Next, we tried to balance the dataset by different downsampling. Therefore, we decreased the number of training samples on 36% from 1,620,421 to 1,030,963 frames and achieved better performance of the model. We experimented with Aff-Wild2 database using the CNN and a combination of this model with different RNN models such as simple RNN and GRU. We obtain better results than baseline model with simple and general model, whose number of parameters is low. Therefore, such neural network can efficiently perform training and prediction emotion recognition task.

For future work, we are considering to adapt our model to multitask learning of different human affective behavior characteristics in-the-wild at the same time. These behavior characteristics are emotion encoded in one of seven basic categories, Action Units (AUs) describing all possible facial actions, and valence-arousal emotion encoding small changes in the intensity of each emotion on a continuous scale.
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