Comparison of Different Neural Network Architectures for Plasmonic Inverse Design
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ABSTRACT: The merge between nanophotonics and a deep neural network has shown unprecedented capability of efficient forward modeling and accurate inverse design if an appropriate network architecture and training method are selected. Commonly, an iterative neural network and a tandem neural network can both be used in the inverse design process, where the latter is well known for tackling the nonuniqueness problem at the expense of more complex architecture. However, we are curious to compare these two networks’ performance when they are both applicable. Here, we successfully trained both networks to inverse design the far-field spectrum of plasmonic nanoantenna, and the results provide some guidelines for choosing an appropriate, sufficiently accurate, and efficient neural network architecture.

1. INTRODUCTION

Localized surface plasmon resonance (LSPR) is a conductive electron resonance phenomenon in metal nanostructures, such as nanorods, nanospheres, nanotriangles, and nanodisks. Such plasmonic nanostructures have been widely applied in surface-enhanced Raman spectroscopy (SERS), fluorescence probes, and other chemical or biological sensors with the capability of single-molecule detection. The plasmonic resonance spectral peak, shape, and wavelength largely depend on the geometry parameters of nanostructures, material properties, and the dielectric environment. Among different plasmonic nanostructures, bow-tie nanoantennas, consisting of extremely sharp tips and sub-10 nm gaps shown in Figure 1a, are known for their significant local electric field enhancement. In addition, the plasmonic resonance spectrum is highly sensitive to the geometric changes, and such a relationship is highly nonlinear and unpredictable. As shown in Figure 1b, tiny changes cause great differences in the resonance positions and peaks of the transmission spectrum, where G = 5 nm, W = 110 nm, and L = 110 nm (black line), 120 nm (red line), and 130 nm (blue line). On the other hand, very different geometric structures can result in very similar resonance spectra, as shown in Figure 1c. Such complexity brings challenges in understanding and predicting the physical relationship between plasmonic nanostructures and their electromagnetic response.

Over the last two decades, there has been extensive research based on conventional electromagnetic simulations to investigate the relationship between the nanostructure geometry and their corresponding optical properties. It is very time consuming to examine a large parameter space and not possible to find the globally optimized structural design. To obtain desired resonance spectra, prior experience and iterative optimizations are needed. The recent development of deep learning tools, such as a deep neural network (DNN), inspired by the layered and hierarchical deep architecture of the human brain, has revolutionized the field of nanophotonic device design. DNN generally consists of a forward network and an inverse network. Its training only requires a one-time investment of adequate electromagnetic (EM) simulation data, which are made up of different geometry structures and corresponding optical properties such as response spectra. By the adjustment and optimization of hyperparameters in the training process, the error between the output value of the network and the actual value constantly reduces, and the training ends after reaching a certain accuracy. In the forward network, we input geometry structures and take the response spectra as an output. DNN can accurately capture the complicated nonlinear physical relationship between a geometry structure and EM response, thus enabling highly efficient EM response prediction. On the contrary, the inverse network takes the response spectra as input and outputs the corresponding geometry structures. In this way, the network
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can accomplish the inverse design of multiparametered nanophotonics in a few milliseconds that conventional methods are not capable of. So far, DNN has been successfully utilized to predict and inverse design the far-field spectra of nanodisks, nanocavity, and multilayer structures.

Commonly used inverse design DNN includes the direct inverse DNN, iterative DNN, and tandem DNN.
inverse DNN appears to be the most straightforward structure by interchanging the input and output layer of the forward network. Although the way of direct inverse DNN is ideologically feasible, it encounters great challenges in practical training such as the nonuniqueness problem, which arises when different geometry structures can produce a similar far-field spectrum; the nonunique mapping between the input and the output of DNN can result in the failure of training convergence. The nonuniqueness designing can be performed by both iterative DNN and tandem DNN. Iterative DNN is identical to the forward network with fixed trained weights and comprises gradient-descent methods based on backpropagation. The network accuracy is evaluated by the loss function and continuously optimizes the input parameters (structure) as variables to reduce the error between the output and desired response. In the actual inverse training process, different hyperparameters such as an optimizer, loss function, and the learning rate also need to be optimized. Tandem DNN was first proposed by Liu et al., which connects a pretrained forward network to an inverse network; the design accuracy is obtained when the difference between the input and the output spectra response layer is minimized. It is well known to better solve the nonuniqueness problem at the expense of more complex architecture and computation. However, the inverse design accuracy of these two networks has not been compared in specific cases when they are both applicable. Here, we test both iterative and tandem DNN's capability of learning the ultrasensitive structure—response relationship of a bow-tie nanoantenna, as shown in Figure 1b, and whether they can effectively solve the nonuniqueness problem in the inverse design process, as shown in Figure 1c. The iterative DNN and tandem DNN are shown and compared in Figure 2 to evaluate their individual effectiveness in such type of a problem. From such study, we can provide useful results and guidelines for choosing an appropriate, sufficiently accurate, and efficient DNN architecture for inverse designs.

2. RESULTS AND DISCUSSION

Convergence is defined as the trend of a mean absolute error between the true value and the predicted value with the increase in the cycle number. We adopt UP of early stopping, which is defined as the stopping of the training process when the generalization error increases in s successive strips and then sets s to 10, as a convergence criterion. The mini-batch gradient descent is also employed to update weights. The forward network stops training at 500 iterations and the final value of training loss and validation loss are 0.0258 and 0.0595, shown in Figure 3a. Overall, 100 groups of data sets, which are not involved in the training process are used as test data to reveal the accuracy and performance of NN. As shown in Figure 3b, we calculated the relative errors to evaluate the accuracy of NN and adopted the loss of the MSE method (top) and the MAE method (bottom), where the solid lines represent the mean values of 0.0364 and 0.0265. This result demonstrates the MAE method excels at outlier handling for nonlinear sensitive characteristics, as proved in our previous work that substituting the loss of MSE with MAE is effective for complex EM data such as abrupt phase change and near-field enhancement (see the Methods section). Figure 3c shows a prediction sample by the MAE method with the average error around 0.0265, which proves the effective training of DNN in capturing the complicated nonlinear physical relationship. Simultaneously, the specific distribution of the relative errors is statistically illustrated in Figure 3d.
Overall, 80 out of 100 samples (80%) have errors less than 4%, while only 6 samples have errors more than 6%.

Next, we adopt and compare two commonly used inverse networks to design a geometry according to the target spectrum. One case is the iterative NN where we directly use the trained forward network for inverse design. The other one is tandem network, which connects the pretrained forward network and the inverse network, aiming at solving the nonuniqueness problems. Four hidden layers are involved in the inverse tandem network and 250 nodes for each layer, and other settings include an RMSprop optimizer and a ReLU activation function. More details about inverse tandem NN are given in the Supporting Information (Table S2). Figure 4a clearly shows that the loss curves of the inverse tandem network remain basically stable after 1200 epochs followed using UP of early stopping to stop the training process, and the final values of training loss and validation loss are 0.0521 and 0.0682, respectively. Again, we use 100 groups of untrained data for the network accuracy test. Then, the designed geometry structures are input into the finite-difference time domain (FDTD) to simulate the transmission spectra and evaluate the similarity between the actual and designed spectrum by calculating the relative error. The results are divided into four categories according to the degree of similarity, i.e., relative error smaller than 6%, between 6 and 12%, between 12 and 15%, and larger than 15%, accounting for 68, 21, 8, and 3% of iterative DNN and 65, 26, 1, and 8% of the tandem network, shown in Figure 4b. The test data with a relative error of less than 12% account for around 90%, for both iterative NN and tandem NN. Figure 4c,d shows the error distribution of test samples for inverse tandem NN and inverse iterative DNN, respectively, where the solid lines represent the average values. Obviously, the adoption of both iterative DNN and tandem DNN has realized inverse design of most data, but certain data fall into the dead space of the design space due to forced one-to-one mapping.

Table 1. Specific Structure Parameters for the Representative Spectra of Four Examples

| example | target (nm) | tandem NN (nm) | iterative NN (nm) |
|---------|-------------|----------------|-------------------|
|         | G | W | L      | G | W | L      | G | W | L      |
| 1       | 30 | 240 | 180    | 22 | 265 | 176    | 29 | 244 | 178    |
| 2       | 10 | 220 | 150    | 14.9 | 170 | 159    | 10.7 | 215 | 151    |
| 3       | 10 | 160 | 150    | 14.1 | 129 | 159    | 11.9 | 118.3 | 154.5   |
| 4       | 7  | 150 | 150    | 6.9  | 157.5 | 150.8  | 16.3 | 136 | 158    |

Figure 5. Representative results of designed iterative DNN and the tandem network predicted spectra compared with EM simulated spectra. (a) Spectrum with a relative error of 2.88% for iterative DNN and 2.97% for the tandem network. (b) Spectrum with a relative error of 12.05% for iterative DNN and 12.01% for the tandem network. (c) Spectrum with a relative error of 16.89% for iterative DNN and 15.97% for the tandem network. (d–f) Example that explains the high-sensitivity problem and nonuniqueness problem.
main trends and features fit each other. It shows that DNN effectively captured the complex and ultrasensitive EM response features of the bow-tie nanoantenna. In addition, in the final group, the microchange, especially between the actual and designed geometries of tandem NN (ΔG = 0.1 nm, ΔW = 7.5 nm, ΔL = 0.8 nm), created a great discrepancy of transmission, again demonstrating the high-sensitivity characteristics of the bow-tie nanoantenna. Compared with the similar geometry structures designed by the iterative NN, the significant difference usually appears in tandem NN between the designed and the actual geometry structure, further illustrating its ability to solve nonunique problems. Moreover, there are some apparent outliers, as shown in Figure 4c,d. Take no. 34 (G = 40 nm, W = 110 nm, L = 90 nm) in the test data for example, its relative error is 0.33117 for iterative NN and 0.18806 for tandem NN.

Figure 5e shows the significant differences between designed and actual spectra and their specific structure parameters. By further analysis and simulations, we have found that both nonuniqueness problems and high-sensitivity problems exist in no. 34, as shown in Figure 5f. A similar spectrum appears in diverse structures, i.e., a red solid line (G = 40 nm, W = 110 nm, L = 90 nm), a black dotted line (G = 60 nm, W = 110 nm, L = 90 nm), and a blue solid line (G = 30 nm, W = 110 nm, L = 80 nm). However, by comparing Figure 5e,f, distinct spectral changes occur in the slight difference, ΔG = 0, ΔW = 3 nm, ΔL = 2 nm (between the red solid line of Figure 5e and the blue solid line of Figure 5f) and ΔG = 3 nm, ΔW = 3 nm, ΔL = 5 nm (between the blue solid line of Figure 5e and the carmine dotted line of Figure 5f).

These results show that these two different DNN architectures have similar accuracy in the inverse design results. Previously, tandem DNN has achieved great success in dealing nonunique solution problems like those in structural color designs. This is because the design parameters are only three color values and the constraints on the optimization direction are not sufficient to yield a unique solution; however, the inverse design of the far-field spectrum contains 101 discrete values and these large constraints used in the iterative inverse DNN can ensure an accurate design and tandem DNN is no longer necessary in such a problem.

3. CONCLUSIONS

In this work, we have investigated two commonly used inverse neural networks for designing the transmission spectra of a bow-tie nanoantenna. By only investing 3024 groups of data for training the networks, millions of different bow-tie nanoantennae can be designed accurately and rapidly. The whole spectra design results with a relative error less than 12% account for more than 90%, which demonstrated the performance and accuracy of the two networks. Such a tool shows great promise in SERS-based chemical and biological sensing and integrated nanophotonics devices.

The results show that although the tandem network was proposed to solve the nonuniqueness inverse design problem, but for designing far-field spectra of a bow-tie nanoantenna, it shows similar performance compared to iterative DNN. With comparable design accuracy, the training of iterative DNN is much simpler and can be adopted for similar types of problems. Therefore, different DNN architectures and training solutions should be evaluated for specific problems for high accuracy and ease of application.

4. METHODS

The generation of data sets relies on full-wave EM simulations such as the FDTD method used here, based on solving Maxwell’s equations. Its basic idea is to use the central difference quotient to replace the first-order partial derivative of the field quantity with respect to time and space, and to obtain the field distribution by simulating the propagation process of the wave through recurrence in the time domain. Previous research studies have reported that the critical geometry structure parameters influencing far-field properties of a bow-tie nanoantenna are the gap (G), width (W), and length (L), as shown in Figure 1a. Therefore, we pretest the sensitivity of spectra to these three structure parameters using the FDTD method and find a reasonable range of our training data, i.e., gap (G, 5–40 nm), width (W, 20–250 nm), and length (L, 30–200 nm), as the input data, and response spectra at wavelengths from 500 to 1000 nm, as the output data. The test details are shown in Figures S1–S3 in the Supporting Information. Other periodic boundary conditions including the period of 470 nm for x and y directions and the perfectly matched layer (PML) for the z direction for the simulations are also determined. Simultaneously, “mesh” with a maximum mesh step of 1 nm was added to increase the simulation accuracy. A total of 3024 groups of training data sets are collected and the data generation time is approximately 20 days on a workstation of CPU 2.9 GHz.

The training data were divided into three categories, i.e., 2500 groups of data for network training, 424 groups for network validation, and 100 groups of test data that were not used for training and validation. Therefore, the validation groups could help us efficiently estimate the degree of overfitting, in the process of comparing the training and validation loss, and the test results show the ability and accuracy of the DNN in ordinary situations.

Here, we first train the same forward network that is used both in the tandem DNN (Figure 2a) and iterative DNN (Figure 2b). In our previous work, substituting the loss of mean-squared error (MSE) for the mean absolute error (MAE) has been proved very effective for nonlinear and sensitive EM data such as abrupt phase change and near-field enhancement.10,31 MSE is the most common evaluation indicator of loss, widely adopted by a number of NN research studies,10,18,22,32 which can be expressed as eq (1)

$$\text{error}_{\text{MSE}} = \frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2$$

where $y_i$ is the actual value and $\hat{y}_i$ is the predicted value. For the high-sensitive nonlinear features of bow-tie nanoantenna transmission, here, there are a certain number of outliers and abnormal values. The quadratic term adopted by the MSE method would unreasonably magnify the influence of outliers and abnormal values during the judgment of loss, resulting in great loss even if convergence is possible.30 Therefore, we employ the MAE method, which uses the absolute error not the quadratic term, and thus does well in dealing with the case when certain outliers are detrimental to predicted results of all samples. This method can be described by eq (2)

$$\text{error}_{\text{MAE}} = \frac{1}{m} \sum_{i=1}^{m} |y_i - \hat{y}_i|$$
where $y_i$ is the actual value and $\hat{y}_i$ is the predicted value. The best trained neural network (NN) has five hidden layers with 300 nodes in the first layer and 450 nodes in the rest. Other settings of hyperparameters in this NN consist of a Nadam optimizer and a ReLU activation function. More details about NN can be found in the Supporting Information (Table S1).
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