Squirrel-Cage Fan System Optimization and Flow Field Prediction Using Parallel Filling Criterion and Surrogate Model
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Abstract: In this study, the blade shape of the squirrel-cage fan system inside the range hood was optimized using the surrogate model to improve the maximum volume flow rate. The influence of computational fluid dynamics (CFD) noise was concerned. The regression Kriging model (RKM) was used as a surrogate model to reflect the relationship between the design parameters of the blade and the volume flow rate. The parallel filling criterion after re-interpolation was used to improve the optimization efficiency further and ensure global optimization. Through experimental verification, we found that the relative error between the volume flow rate of the optimal sample of RKM and the experiment was only 0.4%. Compared with the prototype, the maximum volume flow rate of the optimal sample of RKM was increased by 2.9%, and the efficiency under the corresponding working conditions was increased by 2%. RKM was used to predict the velocity field of the volute and impeller exit section to explore the feasibility of the RKM in the flow field prediction. Research shows that the RKM cannot accurately predict the velocity of each grid on the cross-section. Still, it can accurately predict the changing trend of the velocity.
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1. Introduction

The range hood is almost a necessary product in the kitchen to reduce the harm of lampblack to human beings. The squirrel-cage fan system mainly undertakes the internal ventilation function. The typical characteristics of a squirrel-cage fan are a large blade exit angle (strong forward blade), many blades (up to 60 pieces), and a short blade path. There are severe flow separation [1] and cross impeller flow in the fan [2]. As well as the complicated geometry of the range hood and the harsh air intake conditions of the fan, the highest efficiency of the range hood is less than 50%. In developing range hood, aerodynamic analysis and optimization methods based on highly reliable computational fluid dynamics (CFD) are often used to improve the volume flow and efficiency. Due to the complexity of the structural design of the range hood, a large number of grid and computing resources are needed to obtain the reliable three-dimensional flow inside the squirrel-cage fan system. Under the background of exploiting the range hood’s potential improvement, the way in which to solve the contradiction between the CFD-based method to obtain the optimal design parameters and computing resources is one of the most critical problems.

In the specific engineering application of obtaining optimal design parameters based on CFD, an optimization method based on the surrogate model is widely used to solve many calculations and time-consuming problems. The surrogate model is a mathematical model that can replace the complex and time-consuming numerical analysis model in
optimization design [3]. The more common surrogate models in engineering applications include the Kriging model [4], neural network [5,6] and support vector regression [7,8], among others. For this approximate replacement surrogate model, the optimization result largely depends on the sample set and the approximate accuracy of the surrogate model. As the surrogate model is widely studied in the aerospace field, it has been developed to use various filling criteria to continuously add new sample points to retrain the surrogate model to ensure that it converges to the optimal global solution [9–11]. The most direct filling criterion is the minimizing surrogate predictor (MSP) criterion [12]. Other standard filling criteria include the expected improvement (EI) criterion [13,14], the probability of improvement (PI) criterion [15,16], and the lower confidence bound (LCB) criterion [17], among others. Liu et al. [18] systematically compared the similarities and differences of various filling criteria, finding that the parallel filling can overcome the shortcomings of a single filling criterion and can improve the optimization efficiency and the robustness of the surrogate model at the same time.

Most of the existing filling criteria are based on the Kriging model in specific engineering applications, without considering the error between CFD and experiment. The EI and PI criteria are based on the basic assumption that the engineering function to be fitted is continuous and smooth [3]. The CFD noise will destroy the continuity and smoothness of the engineering function, thereby affecting the convergence and accuracy of the parallel filling criterion. Although the regression Kriging model [19] has long existed to solve this problem, the parallel filling criterion of the regression Kriging model is rarely applied to specific engineering applications. Its convergence and the validity of the parallel filling criterion are worthy of further study. For this reason, this study used the parallel filling method of EI, PI, and MSP to explore the role of the regression Kriging model in the performance optimization of range hoods.

In the rapid development of artificial intelligence, the coupling of CFD and machine learning methods based on many samples has become one of the research hotspots in flow field prediction and flow field control. On the basis of CFD and experiments, Bonakdari et al. [20] used an artificial neural network (ANN) to perform numerical analysis and prediction of the flow field in a 90° elbow. The results show that the two training methods have a good approximation to predicting the curve speed field. Raissi et al. [21] propose a hidden fluid mechanics algorithm to complete the visualization of flow by learning velocity and pressure field. In terms of flow field control, Rabault et al. [22] first proposed the application of artificial neural network training and a deep reinforcement learning model to perform active flow control in a two-dimensional cylindrical flow. Li et al. [23] used machine learning to detect the turbulent area in the airflow flowing through a three-dimensional cylinder. The common point of the above studies is that a large number of samples are required for training to obtain an accurate machine learning model. Still, it is difficult to obtain such a large amount of training data in complex practical engineering applications such as range hoods. This study further used the samples of the surrogate model established in the optimization process to verify the feasibility of the surrogate model in the prediction of the flow field of the range hood. The regression Kriging model was used to complete the flow field prediction of the critical cross-section inside the squirrel-cage fan with a small sample.

Figure 1 shows the research route of this article, which mainly includes three parts. In the first part, the aerodynamic performance of the whole range hood was tested to obtain the performance curve. The entire range hood was modeled, meshed and the flow field was solved, and the grid independence was verified to obtain a reliable grid with fewer grids. In the second part, the blade of the squirrel-cage fan was parameterized to obtain the three design parameters: blade outlet angle $\beta_2$, maximum bending of blade camber line $f$, and change of blade outlet position $\Delta \theta$. The range of design parameters was obtained according to the design experience. The optimal Latin hypercube design samples with nine samples were generated as the initial samples. According to the initial samples and the subsequent parallel filling criteria, we continuously trained the regression Kriging
model for predicting the range hood’s performance until the convergence condition was reached. Finally, the genetic algorithm was used to solve the optimal design parameters, and experimental verification was carried out. In the third part, on the basis of the samples in the optimization process, the regression Kriging model was used to predict the flow field of the critical sections in the squirrel-cage fan system. The prediction results were analyzed to find the internal reasons why the regression Kriging model can accurately predict the performance.

![Research route](image)

**Figure 1.** Research route.

### 2. Research Object

#### 2.1. Geometric Model

Figure 2 shows a schematic diagram of the structure of a specific range hood. The lampblack flows in from the air intake cavity in a gathered manner and after passing through the grille. The lampblack is rectified by the collector and enters the inside of the fan. The kinetic energy of the lampblack increases when it works through the impeller. The high-speed lampblack flowing from the impeller flows into the volute. Its kinetic energy is converted into static pressure and flows to the smoke exhaust ducts through the outlet collector.

Table 1 and Figure 3 show the geometric parameters and schematic diagram of the fan, respectively. The sheet metal parts used in the shape of the entire impeller ensure that the blades are of equal thickness. Under this condition, the shape of the blade depends on the form of the camber line. The enlarged part in the red box in Figure 3 is the prototype’s blade camber line, a single arc. The fan is the core component of the range hood. The impeller is the only rotating part of the fan, and its shape greatly influences the internal flow field and performance of the squirrel-cage fan. Yang et al. [24] used more complex double-arc blades to replace the commonly used single-arc blades. It was found that compared with single-arc blades with the same inlet and outlet angles, double-arc blades have higher fan pressure and harm efficiency. Wen et al. [25] used blade trimming to improve the fan’s internal flow state and performance. Therefore, the optimization of blade geometry is one of the most effective ways to improve fan performance.
internal flow state and performance. Therefore, the optimization of blade geometry is one of the most effective ways to improve fan performance.

![Structure diagram of a range hood.](image)

**Figure 2.** Structure diagram of a range hood.

| Geometrical Parameters       | Size   |
|-----------------------------|--------|
| Impeller width, $b_I$ (mm)  | 146.4  |
| Impeller inlet diameter, $D_1$ (mm) | 210    |
| Impeller outlet diameter, $D_2$ (mm) | 250    |
| Blade inlet angle, $\beta_1$ (deg) | 85     |
| Blade outlet angle, $\beta_2$ (deg) | 177    |
| Number of blades, $Z$       | 60     |
| Volute tongue radius, $R_V$ (mm) | 8.9    |
| Impeller–tongue clearance, $d_t$ (mm) | 24     |
| Volute width, $b_V$ (mm)    | 173    |
| Chord length of midline of blade, $b$ (mm) | 27.7   |
| Maximum camber, $f$ (mm)    | 6.5    |
| Blade thickness, $d$ (mm)   | 1.2    |

**Table 1.** Geometrical parameters of the squirrel-cage fan.

![Geometric parameters of squirrel-cage fan.](image)

**Figure 3.** Geometric parameters of squirrel-cage fan.

Compared with a single arc, the spline curve has a more flexible and complex shape, one that is widely used in fan blade design [26]. Concerning the parametric description of the blades in the axial flow fan [27], we used the B-spline curve to control the shape of the blades. In blade parameterization, the center of the impeller rotation axis was taken as the
origin of the Cartesian coordinate system. The length of the endpoint \( P_1 \) and \( P_4 \) at both ends of the camber line is the chord length \( b \). The angle between the endpoint \( P_4 \) and the origin and the \( x \)-axis is the angle \( \theta \). Since the impeller outlet diameter remains unchanged, angle \( \theta \) determines the position of endpoint \( P_4 \). The distance \( f \) between line segment \( P_1P_4 \) and line segment \( P_2P_3 \) is the maximum bending of the camber line. \( \beta_1 \) and \( \beta_2 \) are the inlet and outlet angle of the blade, respectively. \( P_1, P_2, P_3, \) and \( P_4 \) are the control points of the quadratic non-uniform B-spline curve. When the blade exit angle \( \beta_2 \) is changed, the blade will exit position \( \theta \), and the maximum curvature \( f \) of the camber line will be in order, with the other parameters kept unchanged. The four control points \( P_1, P_2, P_3, \) and \( P_4 \) can be uniquely determined. The B-spline curve can be uniquely generated and used as the camber line of the blade from these four control points.

The camber line of the prototype was used as the reference, and the change \( \Delta \theta \) of the blade exit position \( \theta \) was used as the design variable. The blade parameterization method of determining a spline curve according to three specific blade parameters can avoid the appearance of strange blade shapes due to unreasonable design parameters. It ensures the continuity and smoothness of the engineering function to be fitted. Under the specific of certain design experiences, the range of design variables given in this paper is shown in Table 2.

| Design Variable | Baseline | Lower Limit | Upper Limit |
|-----------------|----------|-------------|-------------|
| \( \beta_2, ^\circ \) | 177 | 160 | 177 |
| \( f, \text{mm} \) | 6.5 | 5 | 8 |
| \( \Delta \theta, ^\circ \) | 0 | –3 | 3 |

2.2. Experimental Device

Figure 4 shows the aerodynamic performance experimental device of the range hood. According to the international standard ISO5801-2007: Industrial fans, an experimental platform for standardized air passage performance test, we tested range hood performance in the air passage of the same standard. The performance curve was drawn on the basis of the data measured by the orifice method. Before the test, the current environment parameters such as pressure and temperature need to be input into the test program. The performance parameters of the range hood system were measured by replacing the hole board with varying sizes of the pore at the throttling device. The speed of the motor was measured by a stroboscope. The average value of the measured pressure of the four pressure taps evenly distributed on the pipe was taken as the static pressure \( \Delta p \) after the airflow passes through the cell straightener. The volume flow rate \( Q_v \), total pressure rise \( P_{tF} \), total pressure efficiency \( \eta \), and static pressure rise \( P_{sF} \) of the range hood were calculated on the basis of the test data of the instrument by the following equation:

\[
\begin{align*}
Q_v &= \frac{\pi}{4} \alpha_7 d_7^2 \sqrt{\frac{2 \Delta p_6}{\rho}} \\
\eta &= \frac{Q_v \cdot P_{tF}}{W} \times 100\% \\
P_{tF} &= \Delta p + 0.5k \left( \frac{Q_v}{A_2} \right)^2 \\
P_{sF} &= P_{tF} - 0.5\rho \left( \frac{Q_v}{A_2} \right)^2
\end{align*}
\]

where \( \Delta p_6 \) is the average static pressure obtained by the pressure taps; \( \rho \) is air density; \( \alpha_7 \) and \( d_7 \) are the coefficients and diameter of the hole board throttling device, respectively; \( A \) is the area of the pipe connector; \( k \) is the area ratio between sections A and B; and \( W \) is the AC motor input power.
Before the test, the coefficient in the formula was calibrated, which can accurately obtain the actual performance of the range hood. The performance parameters of the range hood under 11 operating conditions were tested and fitted to the performance curve of the range hood. Figure 5 shows the changes of motor speed \( n \), total pressure rise \( P_{tf} \), static pressure rise \( P_{sf} \), efficiency \( \eta \), and power \( W \) with volume flow rate \( Q_v \).

![Performance curve of range hood](image1)

Figure 4. The aerodynamic performance experimental device of the range hood: (1) range hood; (2) pipe connector; (3) cross straightener; (4) diffusion channel; (5) cell straightener; (6) pressure taps; (7) hole board throttling device.

![Computation zone and details of grid division](image2)

Figure 5. Operating status of range hood.

For residential buildings sharing smoke exhaust ducts, with the increasing number of range hoods used simultaneously, smoke exhaust ducts become increasingly crowded. As a result, the pressure in the exhaust duct increases. The operation condition of the range hood progresses to the state of decreasing volume flow rate, which means that less and less lampblack is discharged in unit time, and the smoke exhaust rate is reduced. There are three operating conditions to evaluate the performance of the range hood, which are the best volume flow rate point (BVP), the best efficiency point (BEP), and the best pressure point (BPP). The volumetric flow rate corresponding to BVP reflects the maximum smoke exhaust rate, which is the working condition with the highest smoke exhaust rate of the range hood. The corresponding efficiency of BEP is the operating design point where the range hood discharges the lampblack from the standard exhaust duct. The range hood generally runs near this operating point. The pressure corresponding to BPP is the ultimate capacity of the range hood.
pressure of the range hood exhaust, reflecting the maximum exhaust capacity of the range hood. This research focuses on the operating state of the range hood under BVP and optimizes the impeller of the fan system, intending to increase the volume flow rate.

3. Numerical Methods

Figure 6a shows the computation zone of the range hood, which is composed of four parts of the fluid area: cavity, volute, impeller, and outlet collector. The inlet and outlet of the range hood are appropriately extended to provide stable inflow and outflow conditions. The extension lengths of the inlet section of the cavity and the outlet section of the collector are one and four times the outer diameter of the impeller, respectively.

![Computation zone and details of grid division](image)

Figure 6. Computation zone and details of grid division

The Ansys Turbogrid was used for the hexahedral structured meshing of the impeller computation zone. The ICEM was used for the unstructured tetrahedral meshing of the remaining computation zone. The mesh of each computation zones was finally combined in ICEM. In the process of meshing, the mesh of grille, AC motors, and other structures are encrypted, and the wall mesh of volutes and impellers are refined, and boundary layers mesh are added. The mesh details of the volute and the impeller are shown in Figure 6b.

Fluent was used to solve the three-dimensional flow field of range hoods. The Mach number of squirrel-cage fan system is less than 0.3, which is regarded as incompressible [2]. The range hood contains a squirrel-cage fan system and no other rotating parts, which the airflow in the range hood can still be treated as incompressible. The shear stress transport (SST) k-ω model [28] was used to calculate the turbulent viscosity. The boundary conditions of the inlet and outlet were set as pressure inlet and pressure outlet, respectively. Due to the extension section of the inlet and outlet, the inlet airflow and outlet airflow were fully developed. There was no backflow; the pressure direction was perpendicular to the boundary; and the turbulence intensity and turbulence viscosity ratio adopted the default turbulence flow, 5%, and 10%, respectively. The size of the pressure value corresponds to the total inlet pressure and outlet static pressure values under BVP conditions. The gauge total pressure of the pressure inlet and the gauge pressure of the pressure outlet were both set to zero. The multiple reference frame (MRF) was employed to deal with the rotating impeller computation zone. The coincidence surface between the flow zones was set to mesh interface to facilitate the data transfer between the flow zones. The SIMPLE algorithm was used to realize the coupling of velocity and pressure. Second-order upwind discretization was used to disperse turbulent dissipation, momentum, and turbulent kinetic energy.
The amount of mesh for range hoods was increased from 3 million to 12 million to verify the independence of the mesh. The amount of mesh in each computation zone was adjusted to achieve a uniform increase in the mesh by changing the global factor of mesh. Taking the volume flow rate \( Q_v \) under BVP conditions as the evaluation index, Figure 7 shows the error between the calculated results of different mesh amounts and the experimental values. As the amount of mesh increased, the error continued to decrease. When the number of grids was 7.2 million, the error can be controlled within 4%. However, as the amount of mesh continued to increase, there was no significant improvement in the prediction accuracy of the volume flow rate. The computing power and prediction accuracy were considered, and the grid division model corresponding to 9.3 million was finally determined as the mesh model for subsequent optimization. The number of grids corresponding to each zone is shown in Table 3.

![Figure 7. Independent grid validation.](image)

**Table 3. Grid quantity (unit: million).**

| Flow Zones | Cavity | Volute | Impeller | Outlet Collector | Total |
|------------|--------|--------|----------|------------------|-------|
| Quantity   | 2.6    | 3.3    | 3        | 0.4              | 9.3   |

We set the gauge pressure at the pressure outlet and the speed of the impeller computation zone to the experimental static pressure rise and speed under other working conditions, respectively. The comparison between the predicted volume flow rate \( Q_v \) and efficiency \( \eta \) and the experimental value is shown in Figure 8. The maximum error of \( Q_v \) was less than 4% between BVP and BEP, and the trend between predicted efficiency and experimental value was consistent. Therefore, the numerical method used in this study is reliable under the condition of a large volume flow rate. However, with the further decrease of \( Q_v \), the prediction error after the BEP condition increased rapidly. The error between the performance prediction of the range hood and the experimental value is inevitable, mainly caused by two reasons. The first reason is that the geometric structure of the range hood mesh model has many simplifications and inherent errors, such as CFD and experimental tests. The second reason is that the blade deformation caused by the high-speed rotating sheet metal impeller is not considered. Especially in the smaller volume flow rate condition, the impeller rotation speed is higher, and the blade with a thickness of only 0.4 mm is more prone to deformation.
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less than 4% between BVP and BEP, and the trend between predicted efficiency and experimental value was consistent. Therefore, the numerical method used in this study is reliable under the condition of a large volume flow rate. However, with the further decrease of \( \dot{Q_v} \), the prediction error after the BEP condition increased rapidly. The error between BVP and BEP was less than 4%.

The second reason is that the blade deformation caused by the high-speed rotating sheet metal impeller is not considered. Especially in the smaller volume experimental tests. The second reason is that the blade deformation caused by the high-speed rotating sheet metal impeller is not considered. Especially in the smaller volume experimental tests.

The first step of surrogate model optimization is to generate a set of initial sample points and establish an initial surrogate model according to the range of design parameters (Table 2) and design of experiments (DOE) technique. The idea of DOE is to maximize the information of unknown space by selecting a small number of sample points. Giunta et al. [29] divided DOE into classical and modern DOE. The classical DOE, such as central composite design, Box–Behnken design, and full- and fractional-factorial design, are mainly used to arrange the instrument experiment and consider reducing the influence of random error. The modern DOE, such as the Monte Carlo method, Latin hypercube sampling (LHS), and orthogonal experimental design, mainly adopt space-filling to arrange computer experiments. The LHS divide the design space into many hypercubes of the same size and place sample points in these hypercubes in the form of only one sample per row and column. The LHS can accurately extract trend information and is widely used in surrogate model optimization.

However, the Latin hypercube is random, and there is no guarantee that the generated samples are evenly filled in the entire design variable space. For example, placing all sample points on the main diagonal of the design space can meet the standard, but it does not fill the entire space uniformly. Morris and Michell [30] proposed a scalar-valued design criterion to measure the space-filling ability of LHS:

\[
\Phi_p(D) = \left( \sum_{j=1}^{m} d_j^{-p} \right)^{1/p}
\]

where \( p \) and \( m \) are a positive integer and number of samples, respectively. According to the suggestions of Morris and Mitchell [30], this study takes the smallest \( \Phi_p \) among \( p = 1, 2, 5, 10, 20, 50, 100 \). \( d_1, d_2, \ldots, d_m \) are the sequence in which the distances between the two sample points of all possible combinations in the sampling matrix \( D \) are arranged in ascending order. \( J_1, J_2, \ldots, J_m \) are the number of distances \( d_j \) between two points in the sample matrix \( D \). When the value of \( \Phi_p \) is smaller, the space-filling of \( D \) is better. The distance \( d \) between the two sample points \( x_s \) and \( x_t \) is defined by

\[
d(x_s, x_t) = \left( \sum_{l=1}^{K} \left| x_s^{(l)} - x_t^{(l)} \right|^p \right)^{1/p}
\]
where \(k\) is the dimension of the sample point, and \(q\) is a positive integer, indicating the type of distance. Since the calculation of the rectangular distance \((q = 1)\) is less than the Euclidean distance \((q = 2)\), the rectangular distance was used in this study.

Forrester and Keane [31] pointed out that the number of initial sample points of the surrogate model is theoretically not limited by the dimension of the design space, and the optimization efficiency does not depend significantly on the number of initial sample points. Since this research aims to obtain the optimal global solution, many new samples should be added through the parallel filling criterion. Sóbester [32] recommended that the ratio of the initial number of sample points to the number of sample points added in the later period is about 1:2. In this study, with only three design parameters, the initial space-filling LHS (Table 4) with nine samples was generated according to variable range (Table 2).

Table 4. Initial space-filling LHS.

| No. | \(B_2\) | \(f\) | \(\Delta \theta\) | \(Q_\theta\) |
|-----|---------|-------|----------------|------------|
| 1   | 168.50  | 5     | 1.5            | 18.41      |
| 2   | 172.75  | 5.38  | -2.25          | 17.52      |
| 3   | 166.38  | 6.88  | -3             | 17.5       |
| 4   | 174.88  | 7.63  | -1.5           | 15.16      |
| 5   | 170.63  | 7.25  | 2.25           | 18.37      |
| 6   | 160     | 5.75  | -0.75          | 18.28      |
| 7   | 162.13  | 6.5   | 3              | 18.78      |
| 8   | 177     | 6.13  | 0.75           | 17.84      |
| 9   | 164.25  | 8     | 0              | 17.5       |

Figure 9 shows the specific distribution of the initial sample points in the space. The red dot represents the initial sample point, and the black dot represents the projection of the sample point on the coordinate system. The projection of sample points that the distribution of sample points is relatively uniform, and the projection of some sample points is distributed on the boundary, which is conducive to enhancing the fitting ability of the surrogate model in the whole design space.

4.2. Parallel Filling Criterion of RKM

The choice of the type of filling criteria has a greater impact on the global search performance of the surrogate model. Due to the poor performance of the MSE filling criteria [14] and the complexity of the LCB filling criteria corresponding to RKM, this research only conducted applied research on the parallel filling criteria of MSP, PI, and EI.
4.2.1. Minimizing Surrogate Predictor

The prediction \(\hat{y}\) obtained by the surrogate model is an approximation of the real \(y\). The simplest and most direct filling criterion is to add the optimal solution of the current model as a new sample to the sample space to improve the model’s prediction accuracy near the optimal solution. Jones et al. [14] pointed out that MSP is a local mining method and cannot have the ability to find the optimal global solution. Since this research solves the maximum value, the corresponding MSP filling criterion is

\[
\text{MSP} = \text{Min}[\hat{y}(x)]
\]

\[
\text{s.t.} \begin{cases} 
160 \leq \beta_2 \leq 177 \\
5 \leq f \leq 8 \\
-3 \leq \Delta \theta \leq 3
\end{cases}
\]  

(4)

4.2.2. Probability of Improvement

The MSP filling criterion is common to any surrogate model. Still, the surrogate model based on the Gauss process, such as the Kriging model, can regard the prediction \(\hat{y}\) as a specific realization of a random process \(Y \sim N[\hat{y}(x), s^2(x)]\). When searching for the location of the next sample point, find the point \(x = (\beta_2, f, \Delta \theta)\) with the greatest probability of improving the optimal observation value \(y_{\text{min}}\) of the current surrogate model, and use this point as the location of the next update point. According to the estimated mean square error (MSE) of the prediction \(\hat{y}\), the probability \(P[I(x)]\) of the improvement \(I(x) = y_{\text{min}} - Y(x)\) on \(y_{\text{min}}\) can be obtained:

\[
P[I(x)] = \frac{1}{s(x)\sqrt{2\pi}} \int_{-\infty}^{0} e^{-[l - \hat{y}(x)]^2/(2s^2)} dl = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{y_{\text{min}} - \hat{y}(x)}{s(x)\sqrt{2}} \right) \right]
\]

(5)

where \(\hat{y}(x)\) and \(s(x)\) are the mean and variance of the random process \(I(x)\), respectively. \(s(x)\) also represents the estimated MSE in the surrogate model.

4.2.3. Expected Improvement

Given the mean \(\hat{y}(x)\) and variance \(s(x)\), in addition to calculating \(P[I(x)]\), it can also calculate the expected value of improvement \(E[I(x)]\):

\[
E[I(x)] = \begin{cases} 
(y_{\text{min}} - \hat{y}(x))\Phi \left( \frac{y_{\text{min}} - \hat{y}(x)}{s(x)} \right) + s(x)\phi \left( \frac{y_{\text{min}} - \hat{y}(x)}{s(x)} \right), s > 0 \\
0, s = 0
\end{cases}
\]

\[
(y_{\text{min}} - \hat{y}(x))\left[ \frac{1}{2} + \frac{1}{2} \text{erf} \left( \frac{y_{\text{min}} - \hat{y}(x)}{s(x)\sqrt{2}} \right) \right] + s(x) \frac{1}{\sqrt{2}} \exp \left[ -\frac{(y_{\text{min}} - \hat{y}(x))^2}{2s^2(x)} \right]
\]

(6)

where \(\Phi(\cdot)\) and \(\phi(\cdot)\) are the cumulative distribution and probability density function of standard normal distribution, respectively.

Forrester and Keane [3] proved that a new sample point with the maximum EI and PI under the current model could obtain the optimal global solution of the engineering function. Still, these two criteria are based on the basic assumption that the engineering function to be fitted is continuous and smooth. However, CFD-based computer simulation will cause a certain error between the function value and the real value, which means that the predicted value will scatter around the real function. The CFD noise will destroy the smoothness, which is not convenient for the optimization search with additional criteria. RKM adds a regression coefficient \(\lambda\) to the diagonal of the correlation matrix to ensure the smoothness of the engineering function and meet the assumptions of EI and PI filling criteria. Following the method of deriving the Krigeing model, the expression of the prediction \(\hat{y}_r\) and estimated MSE \(\hat{s}_r\) of the RKM can be obtained as

\[
\hat{y}_r = \hat{\mu} + \Phi^T (\Psi + \lambda \Phi)^{-1} (y - 1\hat{\mu})
\]

(7)
\[ \delta_r^2(x) = \hat{\sigma} \left[ 1 + \lambda - \varphi^T(\Psi + \lambda I)^{-1} \varphi + \frac{1 - 1^T(\Psi + \lambda I)^{-1} \varphi}{1^T(\Psi + \lambda I)^{-1} 1} \right] \] (8)

where \( \lambda \) is the regression coefficient. \( 1 \) and \( I \) are the unit column vector of order \( n \times 1 \) and the unit matrix of order \( n \times n \), respectively. \( \Psi \) and \( \varphi \) are the \( n \times n \) order correlation matrix of all sample points and the \( n \times 1 \) order correlation matrix of the sample and the predicted sample, respectively. Obtain the mean and variance of the RKM based on maximum likelihood estimation:

\[ \hat{\mu} = \frac{1^T(\Psi + \lambda I)^{-1} y}{1^T(\Psi + \lambda I)^{-1} 1} \] (9)

\[ \hat{\sigma}_r^2 = \frac{(y - 1\hat{\mu})^T(\Psi + \lambda I)^{-1}(y - 1\hat{\mu})}{n} \] (10)

In the process of optimizing the search on the basis of the PI and EI criterion, the predicted value of RKM will not strictly pass the initial sample point due to the influence of the regression coefficient. It means that the PI and EI at the initial sample point are not zero to produce the improvement effect at the initial sample point. Suppose the filling is performed according to the EI criterion and the PI criterion. In that case, the newly added sample points may overlap with the existing sample points, which will cause the optimization process to stagnate and fail to converge to the optimal solution.

The predicted value was re-interpolated [31] to make the EI and PI at the existing sample point both zero. The estimated MSE \( \hat{s}_{ri} \) after re-interpolation is

\[ \hat{s}_{ri}^2(x) = \hat{\sigma}_r \left[ 1 - \varphi^T\Psi^{-1}\varphi + \frac{1 - 1^T\Psi^{-1}\varphi}{1^T\Psi^{-1} 1} \right] \] (11)

The variance after re-interpolation is

\[ \hat{\sigma}_{ri} = \frac{(y - 1\hat{\mu})^T(\Psi + \lambda I)^{-1}(y - 1\hat{\mu})}{n} \] (12)

The estimated MSE \( \hat{s}_{ri} \) and variance after re-interpolation were substituted into Equations (5) and (6) to obtain the re-interpolated EI and PI filling criterion, thereby restoring the global convergence characteristics of the EI and PI filling criterion. In the subsequent optimization process, the parallel filling criterion of EI, PI, and MSP filling criterion was used to improve further the optimization efficiency of using RKM as a surrogate model.

4.3. Optimization Stage

The optimization process based on the surrogate model must have an optimization termination condition. However, the current parallel filling criterion based on the RKM does not have a clear optimization termination condition. According to the situation of subsequent filling, the optimization termination condition of this study is that the filling criterion of EI, PI, and MSP all reach convergence. For EI and PI filling criterion, when the maximum EI and PI reach a certain threshold, it can be considered to have converged.

\[ \begin{cases} 
\text{EI}_{\text{max}} \leq 1 \times 10^{-6} \\
\text{PI}_{\text{max}} \leq 1 \times 10^{-6} 
\end{cases} \] (13)

For the MSP filling criterion, when the difference between the newly added sample point and the optimal value of the last added point is less than a given threshold, it is considered to have converged.

\[ \Delta_{\text{MSP}} = \frac{|Y_{\text{new,best}} - Y_{\text{old,best}}|}{|Y_{\text{old,best}}|} \leq 1 \times 10^{-2} \] (14)
where $x_{\text{new,best}}$ and $y_{\text{new,best}}$ are the newly added sample points according to the MSP filling criterion and the optimal value predicted by RKM after the update. $x_{\text{old,best}}$ and $y_{\text{old,best}}$ are the sample points added last time according to the MSP criterion and the optimal value predicted by RKM.

Figure 10 shows the maximum EI, the maximum PI, and ΔMSP variation with the number of parallel fillings. After the sixth time of parallel filling, EI, PI, and ΔMSP were all less than the given threshold, satisfying the optimal termination condition. According to the changes of $E_{\text{max}}$, $P_{\text{max}}$, and ΔMSP and the predictive ability of RKM in the parallel filling process, the parallel filling process in this study can be divided into an initial stage (0 to 1 parallel filling) and an improvement stage (2 to 6 parallel fillings) and the convergence stage (7 to 9 parallel fillings).

![Parallel filling process](image)

**Figure 10.** Parallel filling process.

### 4.3.1. Initial Stage

Figure 11 shows the prediction results of the sample points by RKM at the initial stage. Table 5 shows the detailed sample data, where the fill factor represents the maximum $E_{\text{max}}$, $P_{\text{max}}$, or MSP. As shown in Figure 11a, when the initial number of samples was only nine, the predicted values of the RKM and the Kriging model were the same, and the three new sample points obtained by parallel filling were also the same. Figure 11b shows that when three new sample points were added to the sample space. At this time, the prediction results of the RKM and Kriging model are still highly consistent. The maximum relative error between the predicted value of the regression Kriging model and the CFD value was 0.32%, which did not reflect the effect of the RKM in filtering noise after adding regression coefficients $\lambda$. The noise generated by CFD will be ignored by RKM when the number of samples is small.

![Prediction results](image)

**Figure 11.** The prediction results of RKM for sample points in the initial stage: (a) initial sample; (b) sample after first filling.
4.3.2. Improvement Stage

Table 6 shows the filling process in the improvement stage. When RKM was filled for the second time, the number of samples was 15. As shown in Figure 12a, at this time, the prediction results of the RKM and the filling position began to show obvious differences with the Kriging model. The maximum relative error between the predicted and the CFD was 2%. From the second filling to the sixth filling, the maximum EI and PI rapidly decreased with the optimization process, indicating that the predictive ability of RKM is continuously improving.

Table 6. Filling process in the improvement stage.

| Filling Times | Number of Samples | Filling Criterion | $\beta_2$ (°) | $f$ (mm) | $\Delta\theta$ (°) | Fill Factor | Predictive Value (m$^3$/min) | CFD (m$^3$/min) |
|---------------|------------------|------------------|--------------|--------|----------------|---------|--------------------------|------------|
| 1             | 10               | EI               | 160          | 6.43   | 1.69          | 0.2     | 18.67                    | 18.84      |
|               | 11               | PI               | 162.13       | 6.5    | 3             | 0.58    | 18.78                    | 18.9       |
|               | 12               | MSP              | 162.47       | 6.42   | 2.64          | 18.8    | 18.8                     | 19.32      |

3

| Filling Times | Number of Samples | Filling Criterion | $\beta_2$ (°) | $f$ (mm) | $\Delta\theta$ (°) | Fill Factor | Predictive Value (m$^3$/min) | CFD (m$^3$/min) |
|---------------|------------------|------------------|--------------|--------|----------------|---------|--------------------------|------------|
| 2             | 13               | EI               | 160.23       | 6      | 2.39          | 0.17    | 19.39                    | 18.77      |
|               | 14               | PI               | 162.29       | 6.4    | 2.56          | 0.96    | 19.37                    | 18.6       |
|               | 15               | MSP              | 161.40       | 6.16   | 2.37          | 19.48   | 19.48                    | 19.27      |
| 3             | 16               | EI               | 177          | 5.4    | 3             | 0.004   | 19.39                    | 18.26      |
|               | 17               | PI               | 177          | 5.52   | 3             | 0.022   | 19.37                    | 18.26      |
|               | 18               | MSP              | 163.09       | 6.29   | 2.43          | 18.96   | 18.96                    | 19.08      |

4

| Filling Times | Number of Samples | Filling Criterion | $\beta_2$ (°) | $f$ (mm) | $\Delta\theta$ (°) | Fill Factor | Predictive Value (m$^3$/min) | CFD (m$^3$/min) |
|---------------|------------------|------------------|--------------|--------|----------------|---------|--------------------------|------------|
| 4             | 19               | EI               | 160          | 8      | 3             | $1.2 \times 10^{-4}$ | 18.24      | 18.34      |
|               | 19               | PI               | 160          | 8      | 3             | 0.001   | 18.24                    | 18.34      |
|               | 20               | MSP              | 164.32       | 6.24   | 2.38          | 19.02   | 19.02                    | 18.88      |

5

| Filling Times | Number of Samples | Filling Criterion | $\beta_2$ (°) | $f$ (mm) | $\Delta\theta$ (°) | Fill Factor | Predictive Value (m$^3$/min) | CFD (m$^3$/min) |
|---------------|------------------|------------------|--------------|--------|----------------|---------|--------------------------|------------|
| 5             | 21               | EI               | 160          | 5      | $-3$          | $5.13 \times 10^{-4}$ | 18.24      | 17.54      |
|               | 21               | PI               | 160          | 5      | $-3$          | 0.004   | 18.24                    | 17.54      |
|               | 22               | MSP              | 163.02       | 6.29   | 2.38          | 18.97   | 18.97                    | 18.81      |

6

| Filling Times | Number of Samples | Filling Criterion | $\beta_2$ (°) | $f$ (mm) | $\Delta\theta$ (°) | Fill Factor | Predictive Value (m$^3$/min) | CFD (m$^3$/min) |
|---------------|------------------|------------------|--------------|--------|----------------|---------|--------------------------|------------|
| 6             | 23               | EI               | 160          | 8      | $-3$          | $1.1 \times 10^{-6}$ | 18.24      | 17.83      |
|               | 23               | PI               | 160          | 8      | $-3$          | $1.2 \times 10^{-5}$ | 18.24      | 17.83      |
|               | 24               | MSP              | 163.73       | 6.32   | 2.46          | 18.97   | 18.96                    | 18.76      |

According to the EI and PI filling criterion, the new sample points coincided in the fourth to the sixth filling process, and they were all distributed on the boundary of the given range. Starting from the third edition, the relative error between the predicted volume flow rate and the volume flow rate obtained by CFD was between 1% and 2%. From the perspective of the filling factors of the three filling criteria, the MSP filling criterion in this study reached the convergence condition earlier than EI and PI. Still, it did not meet the optimization termination condition of this study.

4.3.3. Convergence Stage

The fill factors corresponding to the EI and PI filling criterion were far smaller than the given threshold, and the entire optimization process met the termination condition. The maximum EI was very close to zero, while the maximum PI was already zero. The improvement of the subsequent RKM prediction ability by continuing to fill in new samples was negligible. From the entire parallel filling process perspective, the parallel filling criterion based on RKM had good convergence in specific engineering applications.
On the basis of the RKM established after the seventh parallel filling, the optimal design parameters obtained by the genetic algorithm corresponded to the 27th group of samples in Table 7. Figure 13 shows the spatial distribution of the volume flow rate predicted by RKM under different optimal design parameters. There was obvious interaction among the three design variables, and the optimal design parameters solved by genetic algorithm corresponded to the optimal design parameters in RKM one by one.

Table 7. Filling process in the improvement stage.

| Filling Times | Number of Samples | Filling Criterion | $\beta_2$ (°) | $f$ (mm) | $\Delta \theta$ (°) | Fill Factor | Predictive Value (m$^3$/min) | CFD (m$^3$/min) |
|---------------|------------------|------------------|--------------|---------|-----------------|-------------|-------------------------------|----------------|
| 7             | 25               | EI               | 177          | 8       | 3               | $8.9 \times 10^{-14}$ | 17.8             | 17.8                         |
|               | 26               | PI               | 177          | 5       | 0.18            | $2.5 \times 10^{-13}$ | 17              | 17.54                        |
|               | 27               | MSP              | 162.88       | 6.33    | 2.41            | 18.93       | 18.94                         | 18.98           |
| 8             | 28               | EI               | 160          | 6.52    | $-3$            | $1.1 \times 10^{-13}$ | 18.05            | 18.13                        |
|               | 28               | PI               | 160          | 6.52    | $-3$            | $5.4 \times 10^{-12}$ | 18.05            | 18.13                        |
|               | 29               | MSP              | 162.28       | 6.23    | 2.43            | 18.94       | 18.94                         | 18.97           |
| 9             | 30               | EI               | 177          | 5       | $-3$            | $4 \times 10^{-21}$ | 17.36            | 17.36                        |
|               | 30               | PI               | 177          | 5       | $-3$            | 0          | 17.36                         | 17.36            |
|               | 31               | MSP              | 163.46       | 6.23    | 2.46            | 18.94       | 18.94                         | 18.97            |

The statistical significance of the three design parameters was determined by variance analysis (ANOVA) to analyze further the influence of three design variables on volume flow rate. Figure 14 shows the Pareto chart of the ANOVA with an impact level of 0.05. The three design parameters of the blade had a robust nonlinear relationship with the $Q_v$. Since the influence of higher-order terms on $Q_v$ is generally tiny, only the first and second-order terms were given to reflect the immediate impact and interaction of design parameters. The second-order term of the maximum curvature $f$ had the most significant impact on $Q_v$, and it had a negative effect. For the first-order term, the blade exit angle and maximum curvature had a negative effect, and the blade exit position had a positive effect. The interaction between the design parameters occupied a more significant proportion. The interaction between the exit angle and the maximum curvature had an enormous influence and was a negative effect. For this reason, in the blade design process of the range hood, the interaction between the various design parameters should be comprehensively considered.
4.4. Experimental Verification

In the experimental verification stage, the input power of the AC motor was controlled by adjusting the voltage, and a stroboscope measured the speed of the impeller to ensure that the speed of the impeller under each working condition was consistent with the prototype. In the parallel filling process, the volume flow rate of the 12th sample in the initial stage was 0.34 m$^3$/min higher than that of the 27th sample in the convergence stage. The two optimal impellers were both experimentally verified to determine the role of RKM in filtering CFD noise. Figure 15 shows the comparison of the performance curves of the optimal sample of RKM (the 27th sample in Table 7) and the CFD (the 27th sample in Table 5) with the prototype.

The blade profile and performance curve corresponding to the optimal sample of RKM and the optimal sample of CFD were very close. Compared with the prototype, the optimized blades improved the range hood’s performance under large flow conditions. Still, the efficiency under small flow conditions was reduced to a certain extent. Under BVP conditions, the volume flow rate of the optimal sample of RKM and the optimal sample of CFD were increased by 2.9% and 3%, respectively, and the efficiency increased by 1.8% and 2%, respectively. Since the relative errors between the volume flow of the optimal sample of RKM and the optimal sample of CFD and the experimental results were 1.5% and 0.4%, it fully verified the role of RKM in filtering CFD noise during the optimization of the range hood.

Since the relative error between the experiment and CFD of the optimal sample of RKM was only 0.4%, the following internal flow state was analyzed by the CFD results of the optimal sample of RKM. The radial velocity cloud diagram of the impeller outlet was used to analyze the degree of improvement of the airflow at the impeller outlet to find why the optimized blades increase the volume flow rate of the range hood.
RKM and the optimal sample of CFD were very close. Compared with the prototype, the optimized blades improved the range hood’s performance under large flow conditions. Since the relative errors between the volume flow of the optimal sample of RKM and the optimal sample of CFD were very close. Compared with the prototype.

Still, the efficiency under small flow conditions was reduced to a certain extent. Under BVP conditions, the volume flow rate of the optimal sample of RKM in filtering CFD noise. Figure 15 shows the comparison of the performance curves in Table 5) with the prototype.

The exterior of Figure 17a shows the velocity distribution and streamline diagram. It can be found that in each flow channel of the impeller, vortices of a certain scale were distributed and attached to the suction surface of the blade. Figure 17b shows the flow details of the blade passage in the main flow area near θ = 300°. The inlet airflow of the impeller flowed into the impeller along the positive angle of attack i. Still, the inlet velocity of the optimized impeller was significantly higher than that of the original impeller.

Figure 18 shows the change of the impeller cross-sectional area along the impeller diameter before and after optimization. The evolution of the flow area of the impeller after optimization was similar to the trend of the original impeller, and the flow area was first increased and then decreased. When the airflow flowed into the impeller at a large angle of attack, the flow area of the impeller increased, and the distribution range was larger after optimization, with there being enough flow area to make the airflow flow along the pressure surface of the blade. Therefore, the vortex was more easily adsorbed on the suction surface of the leading edge, and the further development of the vortex was inhibited. When the airflow was ready to go out of the impeller, the optimized impeller

![Figure 15](Figure 15. Comparison of the performance curves of the optimal sample of RKM and the CFD with the prototype.)

4.5. Flow Field Analysis

Figure 16 shows a plane cloud diagram of the radial velocity of the impeller exit ring section expanded in the circumferential direction. The radial velocity of the impeller outlet was very unevenly distributed along the axial direction (z-direction) and the circumferential direction (θ direction) of the impeller. The larger radial velocity distribution area was mainly concentrated in the area near the circumferential direction θ from 130° to 360°, and the axial z was 85 mm (the middle of the impeller), indicating that this area was the main flow area of the impeller. The radial velocity of the impeller corresponding to the area near the volute tongue (θ = 120°) was negative, indicating that the airflow in this area flowed into the impeller in the opposite direction. From the comparison of the radial velocity before and after optimization, the radial velocity in the mainstream area increased significantly after optimization, and the distribution range was wider than the prototype.

The middle section of the impeller (z = 85 mm) was used to analyze the flow inside the impeller in detail. From the distribution of the radial velocity V_r in Figure 17a along the circumferential angle, the optimized impeller, in addition to the increase in the return flow corresponding to the volute tongue, the radial velocity of the corresponding impeller region downstream of the volute tongue, was smaller than the original impeller. However, in the mainstream area, the increase in the radial velocity of the impeller outlet was more obvious than the negative effect brought by the backflow and the downstream region of the volute tongue, and the radial velocity and volume flow rate of the outlet section of the optimized impeller increased.

The exterior of Figure 17a shows the velocity distribution and streamline diagram. It can be found that in each flow channel of the impeller, vortices of a certain scale were distributed and attached to the suction surface of the blade. Figure 17b shows the flow details of the blade passage in the main flow area near θ = 300°. The inlet airflow of the impeller flowed into the impeller along the positive angle of attack i. Still, the inlet velocity of the optimized impeller was significantly higher than that of the original impeller.

Figure 18 shows the change of the impeller cross-sectional area along the impeller diameter before and after optimization. The evolution of the flow area of the impeller after optimization was similar to the trend of the original impeller, and the flow area was first increased and then decreased. When the airflow flowed into the impeller at a large angle of attack, the flow area of the impeller increased, and the distribution range was larger after optimization, with there being enough flow area to make the airflow flow along the pressure surface of the blade. Therefore, the vortex was more easily adsorbed on the suction surface of the leading edge, and the further development of the vortex was inhibited. When the airflow was ready to go out of the impeller, the optimized impeller
rapidly reduced the flow cross-section area, further increasing the speed of the airflow at the exit of the impeller.

![Figure 16. The contrast of radial velocity at the impeller outlet.](image)

![Figure 17. Comparison of velocity distribution in the middle section: (a) the radial velocity at the exit of the impeller inside and the velocity distribution and streamline diagram outside; (b) the partial enlargement of the velocity distribution and streamline diagram.](image)

The airflow in the area near the volute tongue is shown in Figure 19. The airflow near the volute tongue can be divided into three parts: the airflow discharged from the volute $Q_{\text{dis}}$, the airflow recirculated into the volute $Q_{\text{rec}}$, and the airflow reversed into the impeller $Q_{\text{rev2}}$. At the inlet of the impeller, there was also a reverse flow of air flowing out of the impeller $Q_{\text{rev1}}$. The airflow discharged from the volute was the effective volume flow rate, which corresponded to the volume flow rate of the range hood. The circulating flow and reverse flow were related to the loss of shaft power, corresponding to the useless volume flow rate.

The circulating volume flow rate ratio and the reverse volume flow to the effective volume flow rate are the circulating flow coefficient and the reverse flow coefficient [33]. As shown in Figure 20, the optimized circulating volume flow rate increased slightly, but the effective volume flow rate increased significantly, resulting in a slight decrease in the circulating flow coefficient. The reverse volume flow rate at the outlet of the optimized impeller was increased dramatically, which indicated that the matching relationship between...
the optimized impeller and the volute tongue became worse than the prototype. However, the optimized impeller significantly reduced the reverse flow at the impeller inlet, which substantially improved the air intake environment of the impeller.

![Figure 18. Change of cross-sectional area with diameter D.](image1)

![Figure 19. Airflow in the area near the volute tongue.](image2)

The airflow in the area near the volute tongue is shown in Figure 19. The airflow near the volute tongue is defined as

\[
\begin{align*}
Q_{\text{adv}} & = Q_{\text{dis}} - Q_{\text{rec}} - Q_{\text{rev1}} - Q_{\text{rev2}}. \\
Q_{\text{rec}} & = P_{\text{imp,s}} - P_{\text{vol,t}}. \\
C_p & = \frac{P_{\text{vol,t}} - P_{\text{vol,s}}}{P_{\text{imp,s}} - P_{\text{imp,t}}} \times 100\%.
\end{align*}
\]

where \( P_{\text{imp,t}} \) and \( P_{\text{imp,s}} \) represent the total pressure and static pressure at the impeller outlet, respectively. \( P_{\text{vol,t}} \) and \( P_{\text{vol,s}} \) represent the total pressure and static pressure at the volute outlet, respectively.

As shown in Figure 21, the optimized static pressure recovery coefficient \( C_p \) increased from 41.88 to 43.83, indicating that the optimized impeller makes the volute have better pressure diffusion performance. The optimized total pressure loss coefficient reduced from 15.35 to 8.5, which shows that the optimized impeller can significantly reduce the flow loss.
inside the volute. Therefore, the matching relationship between the optimized impeller and the existing volute was improved.

![Figure 20. Airflow in the area near the volute tongue.](image)

![Figure 21. Comparison of the $K_p$ and $C_p$ before and after optimization.](image)

## 5. Flow Field Prediction

The optimization part verifies that RKM can accurately predict the volume flow rate $Q_v$, but whether RKM can accurately predict the flow field is still unknown. In the case of the constant cross-sectional area of the volute exit, the volume flow rate of the range hood depends on the normal velocity of the exit cross-section of the volute. The volume flow rate $Q_v$ in the numerical simulation depends on the grid area $A$ of the exit section of the volute and the normal velocity $\vec{v}$:

$$Q_v = \int \vec{v} \cdot dA = \sum_{i=1}^{n} v_i \cdot A$$

(16)

where $n$ represents the number of grids in the exit section of the volute. In this study, since only the grid of the impeller was changed and the grid of the volute region was constant, the volume flow rate depended on the normal velocity of each grid.

The prediction process is shown in Figure 22. The $n$, $m$, and $v_{ij}$ represent the number of the grid, the number of training samples, and the normal velocity of the $i$th grid in group $j$, respectively. The first six parallel filling samples were used as training samples...
(a total of 24 sets of samples, \( m = 24 \)), and the optimal sample obtained in the seventh parallel filling process (the 27th set of samples) was used as the prediction sample. RKM was used to predict the normal velocity of the volute outlet section of the optimal sample. The normal velocity of the volute outlet section of the previous 24 groups of samples and the corresponding three design parameters were used as training data. Since there were 1143 grids \( (n = 1143) \) in the exit section of the volute, 1143 RKMs needed to be trained. When the training was completed, the three design parameters of the optimal sample were used as input to predict the normal velocity of each grid cell of the volute exit section of the optimal sample.

The predicted result is shown in Figure 23. As shown in Figure 23a, the normal velocity changed with the grid cell. RKM could not accurately predict the normal velocity of each grid at the exit of the volute. However, the predicted value of the normal speed of each grid and the calculated value of CFD were fitted with a cubic polynomial to obtain the changing trend of the normal speed. The predicted trend of RKM was highly consistent with the trend of CFD calculation. Figure 23b shows the comparison of the normal velocity contour. The normal velocity of the CFD was very close to the predicted normal velocity cloud image. The volumetric flow rate corresponding to the statistically predicted flow field was 18.87, and the relative error with CFD was only 0.5%. Therefore, RKM can accurately predict the volume flow because it can accurately predict the changing trend of the normal velocity of the exit section.

The impeller exit section with more drastic changes in radial velocity was used for prediction to verify further whether RKM can accurately predict the trend of physical quantities in other departments. The interface between the impeller outlet and the volute whose mesh had not changed was selected. There were 10,530 grids \( (n = 10,530) \), and therefore 10,530 RKMs needed to be trained. Figure 24 shows the prediction results of the radial velocity of the impeller exit section. The trend predicted by RKM was highly consistent with the trend calculated by CFD. From the comparison of the radial velocity contour in Figure 24b, in the volute tongue area A, the distribution of the front disc area B of the impeller and the mainstream area C were very close. Still, the distribution of details was very different. Judging from the prediction results of the volute and impeller section, we found that RKM can accurately predict the changing trend of the relevant physical quantities of the range hood.
The prediction results of the normal velocity of the exit section of the volute: (a) the change of the normal velocity with the grid; (b) the comparison of the normal velocity contour.

Figure 24. The prediction results of the radial velocity of the impeller outlet section: (a) the radial velocity changes with the grid; (b) the comparison of the radial velocity contour.

6. Conclusions

The parallel filling criterion of EI, PI, and MSP of RKM in this study had good convergence in the optimization process of the volume flow rate. According to the changes of $E_{\text{max}}$, $P_{\text{max}}$, and $\Delta$MSP and the predictive ability of RKM in the parallel filling process, the entire filling process can be divided into an initial stage, an improvement stage, and a convergence stage. There was a strong nonlinear relationship between the three design parameters (blade exit angle $\beta_2$, variation of blade outlet position $\Delta\theta$, and the maximum curvature $f$ of the blade camber line) and the volume flow rate $Q_0$. The second-order terms of the maximum curvature $f$ had the greatest impact on $Q_0$ through the analysis of variance, and it had a negative effect. The interaction among the three design parameters accounted for a large proportion. In the process of blade design, the interaction between each design parameter should be considered comprehensively.

Through the experimental verification, we found that the blade profile and performance curve of the optimal sample of RKM and CFD were very close. However, the relative error between the volume flow rate of the optimal sample of RKM and the experiment was only 0.4%, which fully verified the role of RKM in filtering CFD noise during the optimization. Under BVP conditions, the volume flow rate and efficiency of the RKM optimal sample were increased by 2.9% and 2%, respectively.
The optimal sample of RKM made the radial velocity of the impeller outlet significantly higher than that of the prototype. The improvement effect of the flow state in the mainstream area of the impeller and the inlet conditions of the impeller was more obvious than the negative effect brought by the return flow and the downstream region of the volute tongue. After the optimization, the change characteristics of the impeller cross-sectional area made it easier for the vortex in the blade channel to be adsorbed on the suction surface of the blade leading edge. The further development of the vortex was inhibited. The matching relationship between the optimized impeller and the volute was also improved, making the volute have better pressure diffusion performance than the prototype and leading to reduction in internal flow loss. Through the flow field prediction, the RKM can accurately predict the range hood’s performance because it accurately predicts the changing trend more than it accurately predicts the physical quantity on each grid of the CFD.
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