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Abstract A group behavior of a heterogeneous multi-agent system is studied which obeys an “average of individual vector fields” under strong couplings among the agents. Under stability of the averaged dynamics (not asking stability of individual agents), the behavior of heterogeneous multi-agent system can be estimated by the solution to the averaged dynamics. A following idea is to “design” individual agent’s dynamics such that the averaged dynamics performs the desired task. A few applications are discussed including estimation of the number of agents in a network, distributed least-squares or median solver, distributed optimization, distributed state estimation, and robust synchronization of coupled oscillators. Since stability of the averaged dynamics makes the initial conditions forgotten as time goes on, these algorithms are initialization-free and suitable for plug-and-play operation. At last, nonlinear couplings are also considered, which potentially asserts that enforced synchronization gives rise to an emergent behavior of a heterogeneous multi-agent system.

1 Introduction

During the last decade, synchronization and collective behavior of a multi-agent system have been actively studied because of numerous applications in diverse areas, e.g., biology, physics, and engineering. An initial study was about identical multi-agents [1-4], but the interest soon transferred to the heterogeneous case because uncertainty, disturbance, and noise are prevalent in practice. In this regard,
heterogeneity was mostly considered harmful—something that we have to suppress or compensate. To achieve synchronization, or at least approximate synchronization (with arbitrary precision if possible), against heterogeneity, various methods such as output regulation [5,10], backstepping [11], high-gain feedback [12,15], adaptive control [16], and optimal control [17], have been applied. However, heterogeneity of multi-agent systems is a way to achieve a certain task collaboratively from different agents. From this viewpoint, heterogeneity is something we should design, or, at least, heterogeneity is an outcome of distributing a complex computation into individual agents.

This chapter is devoted to investigating the design possibility of the heterogeneity. After presenting a few basic theorems which describe the collective behavior of multi-agent systems, we exhibit several design examples by employing the theorems as a toolkit. A feature of the toolkit is that the vector field of the collective behavior can be assembled from the individual vector fields of each agent when the coupling strength among the agents is sufficiently large. This process is explained by the singular perturbation theory. In fact, the assembled vector field is nothing but an average of the agents’ vector fields, and it appears as the quasi-steady-state subsystem (or the slow subsystem) when the inverse of the coupling gain is treated as the singular perturbation parameter. We call the quasi-steady-state subsystem as blended dynamics for convenience. The behavior of the blended dynamics is an emergent one if none of the agents has such a vector field. For instance, we will see that we can construct a heterogeneous network that individuals can estimate the number of agents in the network without using any global information. Since individuals cannot access the global information $N$, this collective behavior cannot be obtained by the individuals alone. On the other hand, appearance of the emergent behavior when we enforce synchronization seems intrinsic. We will demonstrate this fact when we consider nonlinear coupling laws in the later section. Finally, the proposed tool leads to the claim that the network of a large number of agents is robust against the variation of individual agents. We will demonstrate it for the case of coupled oscillators.

There are two notions which have to be considered when a multi-agent system is designed. It is said that the plug-and-play operation (or, initialization-free) is guaranteed for a multi-agent system if it maintains its task without resetting all agents whenever an agent joins or leaves the network. On the other hand, if a new agent that joins the network can construct its own dynamics without the global information such as graph structure, other agents’ dynamics, and so on, it is said that the decentralized design is achieved. It will be seen that the plug-and-play operation is guaranteed for the design examples in this chapter. This is due to the fact that the group behavior of the agents is governed by the blended dynamics, and therefore, as long as the blended dynamics remains stable, individual initial conditions of the agents are forgotten as time goes on. The property of decentralized design is harder to achieve in general. However, for the presented examples, this property is guaranteed to some extent; more specifically, it is achieved except the necessity of the coupling gain which is the global information.
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2 Strong diffusive state coupling

We begin with the simplest case of heterogeneous multi-agent systems given by

\[ \dot{x}_i = f_i(t, x_i) + k \sum_{j \in \mathcal{N}_i} \alpha_{ij} (x_j - x_i) \in \mathbb{R}^n, \quad i \in \mathcal{N}, \]  

(1)

where \( \mathcal{N} := \{1, \cdots, N\} \) is the set of agent indices with the number of agents, \( N \), and \( \mathcal{N}_i \) is a subset of \( \mathcal{N} \) whose elements are the indices of the agents that send the information to agent \( i \). The coefficient \( \alpha_{ij} \) is the \( ij \)-th element of the adjacency matrix that represents the interconnection graph. We assume the graph is undirected and connected in this chapter. The vector field \( f_i \) is assumed to be piecewise continuous in \( t \), continuously differentiable with respect to \( x_i \), locally Lipschitz with respect to \( x_i \) uniformly in \( t \), and \( f_i(t, 0) \) is uniformly bounded for \( t \). The summation term in (1) is called diffusive coupling, in particular, diffusive state coupling because states are exchanged among agents through the term. Diffusive state coupling term vanishes when state synchronization is achieved (i.e., \( x_i(t) = x_j(t), \forall i, j \)). Coupling strength, or coupling gain, is represented by the positive constant \( k \).

It is immediately seen from (1) that synchronization of \( x_i(t) \)'s to a common trajectory \( s(t) \) is hopeless in general due to the heterogeneity of \( f_i \) unless it holds that \( \dot{s}(t) = f_i(t, s(t)) \) for all \( i \in \mathcal{N} \). Instead, with sufficiently large coupling gain \( k \), we can enforce approximate synchronization. To see this, let us introduce a linear coordinate change

\[ s = \frac{1}{N} \sum_{i=1}^{N} x_i \in \mathbb{R}^n \]

\[ \tilde{z} = (R^T \otimes I_n) \text{col}(x_1, \cdots, x_N) \in \mathbb{R}^{(N-1)n} \]

(2)

where \( R \in \mathbb{R}^{N \times (N-1)} \) is any matrix that satisfies

\[ \begin{bmatrix} 1 \\ 1_N \\ R^T \\ 1_N \end{bmatrix} \mathcal{L} \begin{bmatrix} 1_N \\ R \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ 0 & \Lambda \end{bmatrix} \]

with a positive definite matrix \( \Lambda \in \mathbb{R}^{(N-1) \times (N-1)} \), where \( 1_N := [1, \cdots, 1]^T \in \mathbb{R}^N \) and \( \mathcal{L} := \mathcal{D} - \mathcal{A} \) is the Laplacian matrix of a graph, in which \( \mathcal{A} = [\alpha_{ij}] \) and \( \mathcal{D} = \text{diag}(d_i) \) with \( d_i = \sum_{j \in \mathcal{N}_i} \alpha_{ij} \). By the coordinate change, the multi-agent system is converted into the standard singular perturbation form

\[ \dot{s} = \frac{1}{N} \sum_{i=1}^{N} f_i(t, s + (R_i \otimes I_n) \tilde{z}) \]

\[ \frac{1}{k} \dot{\tilde{z}} = -(\Lambda \otimes I_n) \tilde{z} + \frac{1}{k} (R^T \otimes I_n) \text{col}(f_1(t, x_1), \cdots, f_N(t, x_N)) \]

(3)

where \( R_i \) implies the \( i \)-th row of \( R \). From this, it is seen that \( \tilde{z} \) quickly becomes arbitrarily small with arbitrarily large \( k \), and the quasi-steady-state subsystem of (3)
is given by
\[ \dot{x} = \frac{1}{N} \sum_{i=1}^{N} f_i(t, s), \] (4)
which we call blended dynamics. By noting that \( x_i = s + (R_i \otimes I_n)\xi \), it is seen that the behavior of the multi-agent system \( A \) can be approximated by the blended dynamics with some kind of stability of the blended dynamics (and with sufficiently large \( k \)) as follows.

**Theorem 1** (\([14, 19]\)). Assume that the blended dynamics \( A \) is contractive. Then, for any compact set \( K \subset \mathbb{R}^{nN} \) and for any \( \eta > 0 \), there exists \( k^* > 0 \) such that, for each \( k > k^* \) and \( \text{col}(x_1(t_0), \ldots, x_N(t_0)) \in K \), the solution to \( A \) exists for all \( t \geq t_0 \), and satisfies
\[ \limsup_{t \to \infty} \|x_i(t) - s(t)\| \leq \eta, \quad \forall i \in \mathcal{N}. \]

**Theorem 2** (\([15, 19]\)). Assume that there is a nonempty compact set \( \mathcal{A}_b \subset \mathbb{R}^n \) that is uniformly asymptotically stable for the blended dynamics \( A \). Let \( \mathcal{D}_b \) be an open subset of the domain of attraction of \( \mathcal{A}_b \), and let
\[ \mathcal{D}_x := \left\{ 1_N \otimes s + w : s \in \mathcal{D}_b, w \in \mathbb{R}^{nN} \text{ such that } (1_N^T \otimes I_n)w = 0 \right\}. \]
Then, for any compact set \( K \subset \mathcal{D}_x \subset \mathbb{R}^{nN} \) and for any \( \eta > 0 \), there exists \( k^* > 0 \) such that, for each \( k > k^* \) and \( \text{col}(x_1(t_0), \ldots, x_N(t_0)) \in K \), the solution to \( A \) exists for all \( t \geq t_0 \), and satisfies
\[ \limsup_{t \to \infty} \|x_i(t) - x_j(t)\| \leq \eta \quad \text{and} \quad \limsup_{t \to \infty} \|x_i(t)\|_{\mathcal{A}_b} \leq \eta, \quad \forall i, j \in \mathcal{N}. \] (5)
If, in addition, \( \mathcal{A}_b \) is locally exponentially stable for the blended dynamics \( A \) and, \( f_i(t, s) = f_j(t, s), \forall i, j \in \mathcal{N}, \) for each \( s \in \mathcal{A}_b \) and \( t \), then we have more than (5) as
\[ \lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0 \quad \text{and} \quad \lim_{t \to \infty} \|x_i(t)\|_{\mathcal{A}_b} = 0, \quad \forall i, j \in \mathcal{N}. \]

We emphasize the required stabilities in the above theorems are only for the blended dynamics \( A \) but not for individual agent dynamics \( \dot{x}_i = f_i(t, x_i) \). A group of unstable and stable agents may end up with a stable blended dynamics, so that the above theorems can be applied. In this case, it can be interpreted that the stability is traded throughout the network with strong couplings.

The blended dynamics \( A \) shows an emergent behavior of the multi-agent system in the sense that \( s(t) \) is governed by the new vector field that is assembled from the individual vector fields participating in the network. From now, we list a few

---

1. More appropriate name could be ‘averaged dynamics,’ which may however confuse the reader with the averaged dynamics in the well-known averaging theory \([13]\) that deals with time average.
2. \( x = f(t, x) \) is contractive if \( \exists \Theta > 0 \) such that \( \Theta \frac{d}{dt}(\hat{t}, x) + \frac{d}{dt}(\hat{t}, x)^T \Theta \leq -I \) for all \( x \) and \( t \) \([20]\).
3. The condition for \( w \) in \( \mathcal{D}_x \) can be understood by recalling that \( \text{col}(x_1, \ldots, x_N) = 1_N \otimes s + (R \otimes I_n)\xi \).
examples of designing multi-agent systems (or, simply called ‘networks’) whose tasks are represented by the emergent behavior of (4), so that the whole network exhibits the emergent collective behavior with sufficiently large coupling gain $k$.

### 2.1 Finding the number of agents participating in the network

When constructing a distributed network, sometimes there is a need for each agent to know global information such as the number of agents in the network without resorting to a centralized unit. In such circumstances, Theorem 1 can be employed to design a distributed network that estimates the number of participating agents, under the assumption that there is one agent (whose index is 1 without loss of generality) who always takes part in the network. Suppose that agent 1 integrates the following scalar dynamics:

$$\dot{x}_1 = -x_1 + 1 + k \sum_{j \in \mathcal{N}_1} \alpha_{1j} (x_j - x_1)$$  \hspace{1cm} (6)

while all others integrate

$$\dot{x}_i = 1 + k \sum_{j \in \mathcal{N}_i} \alpha_{ij} (x_j - x_i), \quad i = 2, \ldots, N$$  \hspace{1cm} (7)

where $N$ is unknown to the agents. Then, the blended dynamics is obtained as

$$\dot{s} = -\frac{1}{N} s + 1.$$  \hspace{1cm} (8)

This implies that the resulting emergent motion $s(t)$ converges to $N$ as time goes to infinity. Then, it follows from Theorem 1 that each state $x_i(t)$ approaches arbitrarily close to $N$ with a sufficiently large $k$. Hence, by increasing $k$ such that the estimation error is less than 0.5, and by rounding $x_i(t)$ to the nearest integer, each agent gets to know the number $N$ as time goes on.

By resorting to a heterogeneous network, we were able to impose stable emergent collective behavior that makes possible for individuals to estimate the number of agents in the network. Note that the initial conditions do not affect the final value of $x_i(t)$ because they are forgotten as time tends to infinity due to the stability of the blended dynamics. This is in sharp contrast to other approaches such as [21] where the average consensus algorithm is employed, which yields the average of individual initial conditions, to estimate $N$. While their approach requires resetting the initial conditions whenever some agents join or leave the network during the operation, the estimation of the proposed algorithm remains valid (after some transient) in such cases because the blended dynamics (8) remains contractive for any $N \geq 1$. Therefore, the proposed algorithm achieves the plug-and-play operation. Moreover, when the maximum number $N_{\text{max}}$ of agents is known, the decentralized design is also achieved. Further details are found in [22].
Remark 1. A slight variation of the idea yields an algorithm to identify the agents attending the network. Let the number 1 in (6) and (7) be replaced by $2^{i-1}$, where $i$ is the unique ID of the agent in \{1, 2, ..., $N_{\text{max}}$\}. Then the blended dynamics (8) becomes
\[
\dot{s} = -\frac{1}{N} A^T (As - b) + \frac{1}{N} \sum_{j \in \mathcal{N}_a} \alpha_{ij} (x_j - s),
\]
which is equivalent to the gradient descent algorithm of the optimization problem
\[
\text{minimize}_{x} \|Ax - b\|^2
\]
that has a unique minimizer $(A^T A)^{-1} A^T b$; the least-squares solution of (9). Thus, Theorem 2 asserts that each state $x_i$ approximates the least-squares solution with a sufficiently large $k$, and the error can be made arbitrarily small by increasing $k$.

2.2 Distributed least-squares solver

Distributed algorithms have been developed in various fields of study so as to divide a large computational problem into small-scale computations. In this regard, finding a solution of a given large linear equation in a distributed manner has been tackled in recent years [23–25]. Let the equation be given by
\[
Ax = b \in \mathbb{R}^M
\]
where $A \in \mathbb{R}^{M \times n}$ has full column rank, $x \in \mathbb{R}^n$, and $b \in \mathbb{R}^M$. We suppose that the total of $M$ equations are grouped into $N$ equation banks, and the $i$-th equation bank consists of $m_i$ equations so that $\sum_{i=1}^{N} m_i = M$. In particular, we write the $i$-th equation bank as
\[
A_i x = b_i \in \mathbb{R}^{m_i}, \quad i = 1, 2, ..., N,
\]
where $A_i \in \mathbb{R}^{m_i \times n}$ is the $i$-th block rows of the matrix $A$, and $b_i \in \mathbb{R}^{m_i}$ is the $i$-th block elements of $b$. The problem of finding a solution to (10) (in the sense of least-squares when there is no solution) is dealt with in [26–29]. Most notable among them are [27] and [28], in which they proposed a distributed algorithm given by
\[
\dot{x}_i = -A_i^T (A_i x_i - b_i) + k \sum_{j \in \mathcal{N}_i} \alpha_{ij} (x_j - x_i).
\]

Here, we analyze (11) in terms of Theorem 2. In particular, the blended dynamics of the network (11) is obtained as
\[
\dot{s} = -\frac{1}{N} A^T (Ax - b)
\]
which is equivalent to the gradient descent algorithm of the optimization problem
\[
\text{minimize}\_x \|Ax - b\|^2
\]
Remark 2. Even in the case that $A^TA$ is not invertible, the network (11) still solves the least-squares problem because $s$ of (12) converges to one of the minimizers. Further details are found in [30].

2.3 Distributed median solver

The idea of designing a network based on the gradient descent algorithm of an optimization problem, as in the previous subsection, can be used for most other distributed optimization problems. Among them, a particularly interesting example is the problem of finding a median, which is useful, for instance, in rejecting outliers under redundancy.

For a collection $\mathcal{R}$ of real numbers $r_i, i = 1, 2, \cdots, N$, their median is defined as a real number that belongs to the set

$$M_{\mathcal{R}} = \begin{cases} 
\{r_{(N+1)/2}\}, & \text{if } N \text{ is odd}, \\
[r_{N/2}, r_{N+1/2}], & \text{if } N \text{ is even},
\end{cases}$$

where $r_i$'s are the elements of the set $\mathcal{R}$ with its index being rearranged (sorted) such that $r_1 \leq r_2 \leq \cdots \leq r_N$. With the help of this relaxed definition of the median, finding a median $s$ of $\mathcal{R}$ becomes solving an optimization problem

$$\text{minimize } \sum_{i=1}^N |r_i - s|.$$ 

Then, a gradient descent algorithm given by

$$\dot{s} = \frac{1}{N} \sum_{i=1}^N \text{sgn}(r_i - s)$$

will solve this minimization problem, where $\text{sgn}(s)$ is 1 if $s > 0$, $-1$ if $s < 0$, and 0 if $s = 0$. In particular, the solution $s$ satisfies

$$\lim_{t \to \infty} \|s(t)\|_{M_{\mathcal{R}}} = 0.$$ 

Motivated by this, we propose a distributed median solver, whose individual dynamics of the agent $i$ uses the information of $r_i$ only:

$$\dot{x}_i = \text{sgn}(r_i - x_i) + k \sum_{j \in \mathcal{N}_i} \alpha_{ij}(x_j - x_i), \quad i \in \mathcal{V}.$$ 

Now, the algorithm (15) finds a median approximately by exchanging their states $x_i$ only (not $r_i$). Further details can be found in [31].
2.4 Distributed optimization: Optimal power dispatch

As another application of distributed optimization, let us consider an optimization problem

\[
\begin{align*}
\text{minimize}_{\lambda_1, \ldots, \lambda_N} & \quad \sum_{i=1}^{N} J_i(\lambda_i) \\
\text{subject to} & \quad \sum_{i=1}^{N} \lambda_i = N \sum_{i=1}^{N} d_i, \quad \lambda_i \leq \lambda_i \leq \lambda_i, \quad i \in \mathcal{N}.
\end{align*}
\]

where \( \lambda_i \in \mathbb{R} \) is the decision variable, \( J_i \) is a strictly convex \( C^2 \) function, and \( \lambda_i, \lambda_i, \) and \( d_i \) are given constants. A practical example is the economic dispatch problem of electric power, in which \( d_i \) represents the demand of node \( i \), \( \lambda_i \) is the power generated at node \( i \) with its minimum \( \lambda_i \) and maximum \( \lambda_i \), and \( J_i \) is the generation cost.

A centralized solution is easily obtained using Lagrangian and Lagrange dual functions. Indeed, it can be shown that the optimal value is obtained by

\[ \lambda_i^* = \theta_i(s^*) \]

where

\[ \theta_i(s) := \left( \frac{dI_i}{d\lambda_i} \right)^{-1} \left( \text{sat}(s, \frac{dI_i}{d\lambda_i} \lambda_i, \frac{dI_i}{d\lambda_i} \lambda_i) \right), \]

in which \((dI_i/d\lambda_i)^{-1} (\cdot)\) is the inverse function of \((dI_i/d\lambda_i)(\cdot)\), \( \text{sat}(s, a, b) \) is \( s \) if \( a \leq s \leq b \), \( b \) if \( b < s \), and \( a \) if \( s < a \). The optimal \( s^* \) maximizes the dual function \( g(s) := \sum_{i=1}^{N} J_i(\theta_i(s)) + s(d_i - \theta_i(s)) \), which is concave so that \( s^* \) can be asymptotically obtained by the gradient algorithm:

\[ \dot{s} = \frac{dg}{ds}(s) = \sum_{i=1}^{N} (d_i - \theta_i(s)). \quad (17) \]

A distributed algorithm to solve the optimization problem approximately is to integrate

\[ \dot{x}_i = d_i - \theta_i(x_i) + k \sum_{j \in \mathcal{N}_i} \alpha_{ij}(x_j - x_i), \quad i \in \mathcal{N} \]

because the blended dynamics of (18) is given by

\[ \dot{s} = \frac{1}{N} \sum_{i=1}^{N} (d_i - \theta_i(s)) = \frac{1}{N} \frac{dg}{ds}(s). \quad (19) \]

Obviously, (19) is the same as the centralized solver (17) except the scaling of \( 1/N \), which can be compensated by scaling (18). By Theorem 2, the state \( x_i(t) \) of each node approaches arbitrarily close to \( s^* \) with a sufficiently large \( k \), and so, we obtain \( \lambda_i^* \) approximately by \( \theta_i(x_i(t)) \) whose error can be made arbitrarily small. Readers are referred to [32], which also describes the behavior of the proposed algorithm when the problem is infeasible so that each agent can figure out that infeasibility occurs. It is again emphasized that the initial conditions are forgotten and so the plug-
and-play operation is guaranteed. Moreover, each agent can design its own dynamics only with their local information, so that decentralized design is achieved, except the global information \( k \). In particular, the function \( \theta_i \) can be computed within the agent \( i \) from the local information such as \( J_i, \lambda_i, \) and \( \lambda_i' \). Therefore, the proposed solver (18) does not exchange the private information of each agent (except the dual variable \( x_i \)).

3 Strong diffusive output coupling

Now, let us consider a bit more complex network—a heterogeneous multi-agent systems under diffusive output coupling law as

\[
\dot{z}_i = g_i(t, z_i, y_i) \in \mathbb{R}^{m_i}, \\
\dot{y}_i = h_i(t, y_i, z_i) + kA \sum_{j \in \mathcal{N}_i} \alpha_{ij}(y_j - y_i) \in \mathbb{R}^n, \quad i \in \mathcal{N},
\]

where the matrix \( A \) is positive definite. The vector fields \( g_i \) and \( h_i \) are assumed to be piecewise continuous in \( t \), continuously differentiable with respect to \( z_i \) and \( y_i \), locally Lipschitz with respect to \( z_i \) and \( y_i \) uniformly in \( t \), and \( g_i(t, 0, 0), h_i(t, 0, 0) \) are uniformly bounded for \( t \).

For this network, under the same coordinate change as (2) in which \( x_i \) replaced by \( y_i \), it can be seen that the quasi-steady-state subsystem (or, the blended dynamics) becomes

\[
\dot{\hat{z}}_i = g_i(t, \hat{z}_i, s), \quad i \in \mathcal{N}, \\
\dot{s} = \frac{1}{N} \sum_{i=1}^{N} h_i(t, s, \hat{z}_i).
\]

This can also be seen by treating \( z_i(t) \) as external inputs of \( h_i \) in (20).

**Theorem 3** ([19]). Assume that the blended dynamics (21) is contractive. Then, for any compact set \( K \) and for any \( \eta > 0 \), there exists \( k^* > 0 \) such that, for each \( k > k^* \) and \( \text{col}(z_1(t_0), y_1(t_0), \ldots, z_N(t_0), y_N(t_0)) \in K \), the solution to (20) exists for all \( t \geq t_0 \), and satisfies

\[
\limsup_{t \to \infty} \|z_i(t) - \hat{z}_i(t)\| \leq \eta \quad \text{and} \quad \limsup_{t \to \infty} \|y_i(t) - s(t)\| \leq \eta, \quad \forall i \in \mathcal{N}.
\]

---

\(^4\) A particular case of (20) is

\[
\dot{x}_i = f_i(t, x_i) + kB \sum_{j \in \mathcal{N}_i} \alpha_{ij}(x_j - x_i), \quad i \in \mathcal{N},
\]

where the matrix \( B \) is positive semi-definite, which can always be converted into (20) by a linear coordinate change.
Theorem 4 ([15][19]). Assume that there is a nonempty compact set \( \mathcal{A}_b \) that is uniformly asymptotically stable for the blended dynamics \( \mathcal{D}_b \). Let \( \mathcal{D}_b \supset \mathcal{A}_b \) be an open subset of the domain of attraction of \( \mathcal{A}_b \), and let

\[
\mathcal{A}_k := \{ \text{col}(\dot{z}_1, s, \dot{z}_2, s, \ldots, \dot{z}_N, s) : \text{col}(\ddot{z}_1, \ldots, \ddot{z}_N, s) \in \mathcal{A}_b \},
\]

\[
\mathcal{D}_k := \left\{ \text{col}(\ddot{z}_1, s_1, \ldots, \ddot{z}_N, s_N) : \text{col}(\ddot{z}_1, \ldots, \ddot{z}_N, s) \in \mathcal{D}_b \text{ such that } \frac{1}{N} \sum_{i=1}^{N} s_i = s \right\}.
\]

Then, for any compact set \( K \subset \mathcal{D}_k \) and for any \( \eta > 0 \), there exists \( k^* > 0 \) such that, for each \( k > k^* \) and \( \text{col}(z_1(t_0), y_1(t_0), \ldots, z_N(t_0), y_N(t_0)) \in K \), the solution to (20) exists for all \( t \geq t_0 \), and satisfies

\[
\limsup_{t \to \infty} \| \text{col}(z_1(t), y_1(t), \ldots, z_N(t), y_N(t)) \|_{\mathcal{A}_k} \leq \eta.
\]

If, in addition, \( \mathcal{A}_b \) is locally exponentially stable for the blended dynamics \( \mathcal{D}_b \) and, \( h_i(t, y_i, z_i) = h_j(t, y_j, z_j), \forall i, j \in \mathcal{N} \), for each \( \text{col}(z_1, y_1, \ldots, z_N, y_N) \in \mathcal{A}_k \) and \( t \), then we have more than (22) as

\[
\lim_{t \to \infty} \| \text{col}(z_1(t), y_1(t), \ldots, z_N(t), y_N(t)) \|_{\mathcal{A}_k} = 0.
\]

With the extended results, two more examples follow.

### 3.1 Synchronization of heterogeneous Liénard systems

Consider a network of heterogeneous Liénard systems modeled as

\[
\ddot{z}_i + f_i(z_i)\dot{z}_i + g_i(z_i) = u_i, \quad i = 1, \ldots, N,
\]

where \( f_i(\cdot) \) and \( g_i(\cdot) \) are locally Lipschitz. Suppose that the output and the diffusive coupling input are given by

\[
o_i = az_i + \dot{z}_i, \quad a > 0, \quad \text{and} \quad u_i = k \sum_{j \in \mathcal{N}_i} \alpha_{ij} (o_j - o_i).
\]

For (23) with (24), we claim that synchronous and oscillatory behavior is obtained with a sufficiently large \( k \) if the averaged Liénard systems given by

\[
\ddot{z} + \hat{f}(z)\dot{z} + \hat{g}(z) := \ddot{z} + \left( \frac{1}{N} \sum_{i=1}^{N} f_i(z) \right)\dot{z} + \left( \frac{1}{N} \sum_{i=1}^{N} g_i(z) \right) = 0
\]

has a stable limit cycle. This condition may be interpreted as the blended version of the condition for a stand-alone Liénard system \( \ddot{z} + f(z)\dot{z} + g(z) = 0 \) to have a stable limit cycle. Note that this condition implies that, even when some particular
agents $\dot{z}_i + f_i(z_i)\dot{z}_i + g_i(z_i) = 0$ do not yield a stable limit cycle, the network still can exhibit oscillatory behavior as long as the average of $(f_i, g_i)$ yields a stable limit cycle. It is seen that stability of individual agents can be traded among agents in this way, so that some malfunctioning oscillators can oscillate in the oscillating network as long as there are a majority of good neighbors. The frequency and the shape of synchronous oscillation is also determined by the average of $(f_i, g_i)$.

To justify the claim, we first realize (23) and (24) with $y_i := a\dot{z}_i + \dot{z}_i$ as

$$\dot{z}_i = -az_i + \dot{z}_i, \quad \dot{y}_i = -a^2 z_i + ay_i - f_i(z_i)y_i + a f_i(z_i)z_i - g_i(z_i) + k \sum_{j \in N_i} \alpha_{ij}(y_j - y_i),$$

and compute its blended dynamics (21) as

$$\dot{\hat{z}}_i = -a\hat{z}_i + s, \quad \dot{s} = -a^2 \hat{z} + as - \left( \frac{1}{N} \sum_{i=1}^{N} f_i(\hat{z}_i) \right) s + a \left( \frac{1}{N} \sum_{i=1}^{N} f_i(\hat{z}_i) \hat{z}_i \right) - \left( \frac{1}{N} \sum_{i=1}^{N} g_i(\hat{z}_i) \right).$$

To see whether this $(N + 1)$-th order blended dynamics has a stable limit cycle, we observe that, with $a > 0$, all $\hat{z}_i(t)$ converge exponentially to a common trajectory $\hat{z}(t)$ as time goes on. Therefore, if the blended dynamics has a stable limit cycle, which is an invariant set, it has to be on the synchronization manifold $S$ defined as

$$S := \{ \text{col}(\hat{z}, \ldots, \hat{z}, \bar{s}) \in \mathbb{R}^{N+1} : \text{col}(\hat{z}, \bar{s}) \in \mathbb{R}^2 \}.$$

Projecting the blended dynamics (26) to the synchronization manifold $S$, i.e., replacing $\hat{z}_i$ with $\hat{z}$ in (26) for all $i \in N$, we obtain a second-order system

$$\dot{\hat{z}} = -a\hat{z} + s, \quad \dot{s} = -a^2 \hat{z} + as - \hat{f}(\hat{z}) s + a \hat{f}(\hat{z}) \hat{z} - \hat{g}(\hat{z}).$$

Therefore, (27) should have a stable limit cycle if the blended dynamics has a stable limit cycle. It turns out that (27) is a realization of (25) by $s = az + \dot{z}$, and thus, existence of a stable limit cycle for (25) is a necessary condition for the blended dynamics (26) to have a stable limit cycle. Further analysis, given in [33], proves that the converse is also true. Then, Theorem 4 holds with the limit cycle of (25) as the compact set $A$, and thus, with a sufficiently large $k$, all the vectors $(z_i(t), \dot{z}_i(t))$ stay close to each other, and oscillate near the limit cycle of the averaged Liénard system (25). This property has been coined as ‘phase cohesiveness’ in [34].

3.2 Distributed state estimation

Consider a linear system
\[ \chi = S\chi \in \mathbb{R}^n, \quad o = \begin{bmatrix} o_1 \\ \vdots \\ o_N \end{bmatrix} = \begin{bmatrix} G_1 \\ \vdots \\ G_N \end{bmatrix} \chi + \begin{bmatrix} n_1 \\ \vdots \\ n_N \end{bmatrix} = G\chi + n, \quad o_i \in \mathbb{R}^{q_i} \]

where \( \chi \in \mathbb{R}^n \) is the state to be estimated, \( o \) is the measurement output, and \( n \) is the measurement noise. It is supposed that there are \( N \) distributed agents, and each agent \( i \) can access the measurement \( o_i \in \mathbb{R}^{q_i} \) only (where often \( q_i = 1 \)). We assume that the pair \((G, S)\) is detectable, while each pair \((G_i, S)\) is not necessarily detectable as in [35, 36]. Each agent is allowed to communicate its internal state to its neighboring nodes. The question is how to construct a dynamic system for each node that estimates \( \chi(t) \). See, e.g., [37, 38] for more details on this distributed state estimation problem.

To solve the problem, we first employ the detectability decomposition for each node, that is, for each pair \((G_i, S)\). With \( p_i \) being the dimension of the undetectable subspace of the pair \((G_i, S)\), let \( \begin{bmatrix} Z_i & W_i \end{bmatrix} \) be an orthogonal matrix, where \( Z_i \in \mathbb{R}^{n \times (n-p_i)} \) and \( W_i \in \mathbb{R}^{n \times p_i} \), such that

\[
\begin{bmatrix} Z_i^T \\ W_i^T \end{bmatrix} S \begin{bmatrix} Z_i & W_i \end{bmatrix} = \begin{bmatrix} \bar{S}_i & 0 \\ * & * \end{bmatrix}, \quad G_i \begin{bmatrix} Z_i & W_i \end{bmatrix} = \begin{bmatrix} \bar{G}_i & 0 \end{bmatrix}
\]

and the pair \((\bar{G}_i, \bar{S}_i)\) is detectable. Then, pick a matrix \( \bar{U}_i \in \mathbb{R}^{(n-p_i) \times q_i} \) such that \( \bar{S}_i - \bar{U}_i\bar{G}_i \) is Hurwitz. Now, individual agent \( i \) can construct a local partial state observer, for instance, as

\[
\dot{b}_i = \bar{S}_i b_i - \bar{U}_i(\bar{G}_i b_i - o_i) \in \mathbb{R}^{p_i}
\]

(28)

to collect the information of the state \( \chi \) as much as possible from the available measurement \( o_i \) only; each agent \( i \) can obtain a partial information \( b_i \) about \( \chi \) in the sense that

\[
b_i = Z_i^T \chi + z_i \in \mathbb{R}^{p_i}, \quad i \in \mathcal{N}
\]

(29)

where \( z_i \) denotes the estimation error that converges to zero by (28) if \( n_i = 0 \). When we collect (29) and write them as

\[
b = \begin{bmatrix} b_1 \\ \vdots \\ b_N \end{bmatrix} = \begin{bmatrix} Z_1^T \\ \vdots \\ Z_N^T \end{bmatrix} \chi + \begin{bmatrix} z_1 \\ \vdots \\ z_N \end{bmatrix} = A\chi + \varepsilon,
\]

(30)

detectability of \((G, S)\) implies that \( \text{col}(Z_1^T, \ldots, Z_N^T) = A \) has full-column rank. Therefore, the least-squares solution \( \hat{\chi}(t) \) of \( A\dot{\hat{\chi}}(t) = b(t) \) can generate a unique estimate of \( \chi(t) \). This reminds us of the problem in Section 2.2 finding the least-squares solution in a distributed manner.

Based on the discussion above, we propose a distributed state estimator for the given linear system as
\[
\dot{\chi}_i = S \dot{\chi}_i - \kappa Z_i (Z_i^T \dot{\chi}_i - b_i) + k \sum_{j \in N_i} \alpha_{ij} \left( \dot{\chi}_j - \dot{\chi}_i \right), \quad i \in \mathcal{N}, \quad \in \mathbb{R}^n, \tag{31}
\]

where \( b_i \) comes from (28), and both \( \kappa \) and \( k \) are design parameters. Note that the least-squares solution \( \hat{\chi} \) for \( A \hat{\chi} = b(t) \) is time-varying, and so, in order to have asymptotic convergence of \( \dot{\chi}_i(t) \) to \( \chi(t) \) (when there is no noise \( n \)), we had to add the generating model of \( \chi(t) \) in (31), inspired by the internal model principle.

To justify the proposed distributed state estimator (28) and (31), let us denote the state estimation error as

\[
y_i = \hat{\chi}_i - \chi, \quad i \in \mathcal{N}.
\]

Then we obtain the error dynamics for the partial state observer (28) and the distributed observer (31) as

\[
\dot{z}_i = \left( \bar{S}_i - \bar{U}_i \bar{G}_i \right) z_i + \bar{U}_i n_i
\]

\[
\dot{y}_i = S y_i - \kappa Z_i (Z_i^T y_i - z_i) + k \sum_{j \in N_i} \alpha_{ij} (y_j - y_i), \quad i \in \mathcal{N}. \tag{32}
\]

The blended dynamics (21) is obtained as

\[
\dot{\hat{z}}_i = \left( \bar{S}_i - \bar{U}_i \bar{G}_i \right) \hat{z}_i + \bar{U}_i n_i
\]

\[
\dot{s} = S s - \frac{\kappa}{N} \sum_{i=1}^{N} Z_i (Z_i^T s - \hat{z}_i) = \left( S - \frac{\kappa}{N} A^T A \right) s + \frac{\kappa}{N} A^T \begin{bmatrix} \hat{z}_1 \\ \vdots \\ \hat{z}_N \end{bmatrix}. \tag{33}
\]

For a sufficiently large gain \( \kappa \), the blended dynamics (33) becomes contractive, and thus, Theorem 3 guarantees that the error variables \((z_i(t), y_i(t))\) of (32) behave like \((\hat{z}_i(t), s(t))\) of (33). Moreover, if there is no noise \( n \), Theorem 4 asserts that all the estimation errors \((z_i(t), y_i(t))\), \( i \in \mathcal{N} \), converge to zero because \( \mathcal{A}_t = \{0\} \). Even with the noise \( n \), the proposed observer achieves almost best possible estimate whose detail can be found in (30).

### 4 General description of the blended dynamics

Now, we extend our approach to the most general setting—a heterogeneous multi-agent systems under rank-deficient diffusive coupling law given by

\[
\dot{x}_i = f_i(t, x_i) + k B_i \sum_{j \in \mathcal{N}_i} \alpha_{ij} (x_j - x_i), \quad i \in \mathcal{N}, \tag{34}
\]

where the matrix \( B_i \) is positive semi-definite for each \( i \in \mathcal{N} \). For this network, by increasing the coupling gain \( k \), we can enforce synchronization of the states that correspond to the subspace

\[
R_B := \bigcap_{i=1}^{N} \text{im} (B_i) \subset \mathbb{R}^n. \tag{35}
\]
In order to find the part of individual states that synchronize, let us follow the procedure:

1. Find $W_i \in \mathbb{R}^{n \times p_i}$ and $Z_i \in \mathbb{R}^{n \times (n-p_i)}$ where $p_i$ is the rank of $B_i$, such that $[W_i \ Z_i]$ is an orthogonal matrix and

$$
\begin{bmatrix} W^T \\ Z_i^T \end{bmatrix} B_i \begin{bmatrix} W_i \\ Z_i \end{bmatrix} = \begin{bmatrix} \Lambda^2_i & 0 \\ 0 & 0 \end{bmatrix}
$$

where $\Lambda_i \in \mathbb{R}^{p_i \times p_i}$ is positive definite. Let $W_{\text{net}} := \text{diag}(W_1, \ldots, W_N)$, $Z_{\text{net}} := \text{diag}(Z_1, \ldots, Z_N)$, and $A_{\text{net}} := \text{diag}(A_1, \ldots, A_N)$.

2. Find $V_i \in \mathbb{R}^{p_i \times p_i}$ such that, with $\bar{p} := \sum_{i=1}^N p_i$ and $V := \text{col}(V_1, \ldots, V_N) \in \mathbb{R}^{\bar{p} \times p_i}$, the columns of $V$ are orthonormal vectors satisfying

$$
(\mathcal{L} \otimes I_n) W_{\text{net}} A_{\text{net}} V = 0_{n(N-1) \times p_i}
$$

where $p_s$ is the dimension of $\ker(\mathcal{L} \otimes I_n) W_{\text{net}} A_{\text{net}}$, and $\mathcal{L}$ is the graph Laplacian matrix.

3. Find $\nabla \in \mathbb{R}^{\bar{p} \times (\bar{p} - p_i)}$ such that $[V \ \nabla] \in \mathbb{R}^{\bar{p} \times \bar{p}}$ is an orthogonal matrix.

**Proposition 1 ([19]).**

(i) $p_s \leq \min\{p_1, \ldots, p_N\} \leq n$.

(ii) All matrices $W_i A_i V_i (i = 1, \ldots, N)$ are the same; so let us denote it by $M \in \mathbb{R}^{n \times p_i}$, then rank($M$) = $p_s$, $\text{im}(M) = R_B$, and $\dim(R_B) = p_s$.

(iii) Define

$$
Q := \nabla^T A_{\text{net}} W_{\text{net}}^T (\mathcal{L} \otimes I_n) W_{\text{net}} A_{\text{net}} \nabla \in \mathbb{R}^{(\bar{p} - p_i) \times (\bar{p} - p_i)}
$$

Then, $Q$ is positive definite.

Now, we introduce a linear coordinate change by which the state $x_i$ of individual agent is split into $Z_i^T x_i$ and $W_i^T x_i$. In particular, the sub-state $z_i := Z_i^T x_i$ is the projected component of $x_i$ on $\text{im}(Z_i)$, and has no direct interconnection with the neighbors as its dynamics is given by

$$
\dot{z}_i = Z_i^T f_i(t, x_i), \quad i \in \mathcal{N}.
$$

On the other hand, the sub-state $W_i^T x_i$ is split once more into $s_i := V_i^T A_i^{-1} W_i^T x_i \in \mathbb{R}^{p_i}$ and the other part. (In fact, $s_i$ determines the behavior of the individual agent in the subspace $R_B$ in the sense that $M s_i \in R_B$.) With a sufficiently large $k$, these $s_i$ are enforced to synchronize to $s := (1/N) \sum_{i=1}^N s_i = (1/N) \sum_{i=1}^N V_i^T A_i^{-1} W_i^T x_i$, which is governed by

$$
\dot{s} = \frac{1}{N} \sum_{i=1}^N V_i^T A_i^{-1} W_i^T f_i(t, x_i).
$$

To see this, let us consider a coordinate change for the whole multi-agent system ([34]).
where $w \in \mathbb{R}^{(N-1)p_i + \sum_{i=1}^{N} (p_1 - p_i)}$ collects all the components both in col$(s_1, \ldots, s_N)$ that are left after taking $s = (1/N)J^T \text{col}(s_1, \ldots, s_N) \in \mathbb{R}^p$, and in $W^T x_i$ that are left after taking $s_i = V_i^T A_i^{-1} W^T x_i$. It turns out that the governing equation for $w$ is

$$\frac{1}{k} \dot{w} = -Qw + \frac{1}{k} Q^{-1} \nabla \mathcal{L} \lambda = \frac{1}{k} Q^{-1} \nabla \mathcal{L} \lambda \tilde{z} + WS_N + W_N \nabla w.$$  

Then, it is clear that the system (38), (39), and (41) is in the standard form of singular perturbation. Since the inverse of (40) is given (in [19]) by

$$t \rightarrow \infty$$

where $L \in \mathbb{R}^{p \times (nN - \bar{p})}$ is defined as

$$L = \text{col}(L_1, \ldots, L_N) := \nabla Q^{-1} \nabla \mathcal{L} \lambda \tilde{z} + WS_N + W_N \nabla w$$

with $L_i \in \mathbb{R}^{p \times (nN - \bar{p})}$, the quasi-steady-state subsystem (that is, the blended dynamics) becomes

$$\dot{s}_i = Z^T f_i(t, Z_i \tilde{z}_i - W_i A_i \tilde{z}_i + N M s), \quad i \in \mathcal{N}$$

$$s = \frac{1}{N} \sum_{i=1}^{N} V_i^T A_i^{-1} W^T f_i(t, Z_i \tilde{z}_i - W_i A_i \tilde{z}_i + N M s)$$  

Theorem 5 ([19]). Assume that the blended dynamics (42) is contractive. Then, for any compact set $\mathcal{K}$ and for any $\eta > 0$, there exists $k^* > 0$ such that, for each $k > k^*$ and col$(x_1(t_0), \ldots, x_N(t_0)) \in K$, the solution to (34) exists for all $t \geq t_0$, and satisfies

$$\limsup_{t \rightarrow \infty} ||x_i(t) - (Z_i \tilde{z}_i(t) - W_i A_i \tilde{z}_i(t) + N M s(t))|| \leq \eta, \quad \forall i \in \mathcal{N}.$$

Theorem 6 ([19]). Assume that there is a nonempty compact set $\mathcal{A}_b$, that is uniformly asymptotically stable for the blended dynamics (42). Let $\mathcal{R}_b \supset \mathcal{A}_b$ be an open subset of the domain of attraction of $\mathcal{A}_b$, and let
Then, for any compact set $K \subset D_x$ and for any $\eta > 0$, there exists $k^* > 0$ such that, for each $k > k^*$ and $\text{col}(x_1(t_0), \ldots, x_N(t_0)) \in K$, the solution to (34) exists for all $t \geq t_0$, and satisfies
\[
\limsup_{t \to \infty} \|\text{col}(x_1(t), \ldots, x_N(t))\|_{A_x} \leq \eta.
\] (43)

If, in addition, $A_b$ is locally exponentially stable for the blended dynamics (42) and,
\[
\nabla^T A_{\text{net}} W_i^T (\beta \otimes I_n) \begin{bmatrix} f_1(t, x_1) \\ \vdots \\ f_N(t, x_N) \end{bmatrix} = 0,
\] (44)
for all $\text{col}(x_1, \ldots, x_N) \in A_x$ and $t$, then we have more than (43) as
\[
\lim_{t \to \infty} \|\text{col}(x_1(t), \ldots, x_N(t))\|_{A_x} = 0.
\]

### 4.1 Distributed state observer with rank-deficient coupling

We revisit the distributed state estimation problem discussed in Section 3.2 with the following agent dynamics, which has less dimension than (28) and (31):
\[
\dot{\hat{\chi}}_i = S \hat{\chi}_i + U_i (\alpha_i - G_i \hat{\chi}_i) + kW_i W_i^T \sum_{j=1}^N \alpha_{ij} (\hat{\chi}_j - \hat{\chi}_i)
\] (45)

where $U_i := Z_i \bar{U}_i$ and $k$ is sufficiently large. Here, the first two terms on the right-hand side look like a typical state observer, but due to the lack of detectability of $(G_i, S)$, it cannot yield stable error dynamics. Therefore, the diffusive coupling of the third term exchanges the internal state with the neighbors, compensating for the lack of information on the undetectable parts. Recalling that $W_i^T \hat{\chi}$ represents the undetectable components of $\chi$ by $\alpha_i$ in the decomposition given in Section 3.2, it is noted that the coupling term compensates only the undetectable portion in the observer. As a result, the coupling matrix $W_i W_i^T$ is rank-deficient in general. This point is in sharp contrast to the previous results such as [38], where the coupling term is nonsingular so that the design is more complicated.

With $x_i := \hat{\chi}_i - \chi$ and $B_i = W_i W_i^T$, the error dynamics becomes
\[
\dot{x}_i = (S - U_i G_i) x_i + U_i n_i + k B_i \sum_{j=1}^N \alpha_{ij} (x_j - x_i), \quad i \in \mathcal{N}.
\]
This is precisely the multi-agent system (34), where in this case the matrices \( Z_i \) and \( W_i \) have implications related to detectable decomposition. In particular, from the detectability of the pair \((G, S)\), it is seen that \( \cap_{i=1}^{N} \text{im}(W_i) = \cap_{i=1}^{N} \ker(Z_i^T) = \{0\} \) (which corresponds to \( R_B \) in (35)), by the fact that \( \ker(Z_i^T) \) is the undetectable subspace of the pair \((G_i, S)\). This implies that \( p_i = 0, V \) is null, and thus, \( V \) can be chosen as the identity matrix. With them, the blended dynamics (42) is given by, with the state \( s \) being null,

\[
\dot{\hat{z}}_i = Z_i^T (S - U_iG_i)(Z_i\dot{\hat{z}}_i - W_iA_iL_i\hat{z}) + Z_i^T U_i n_i \\
= (Z_i^T S - \bar{U}_i\bar{G}_i Z_i^T)(Z_i\dot{\hat{z}}_i - W_iA_iL_i\hat{z}) + \bar{U}_i n_i = (\bar{S}_i - \bar{U}_i\bar{G}_i)\dot{\hat{z}}_i + \bar{U}_i n_i, \quad i \in \mathcal{N}.
\]

Since \( \bar{S}_i - \bar{U}_i\bar{G}_i \) is Hurwitz for all \( i \), the blended dynamics is contractive and Theorem 5 asserts that the estimation error \( x_i(t) \) behaves like \( Z_i\dot{\hat{z}}_i(t) \), with a sufficiently large \( k \). Moreover, if there is no measurement noise, then the set \( \mathcal{A}_x = \{0\} \subset \mathbb{R}^{nN} \) is globally exponentially stable for the blended dynamics. Then, Theorem 6 asserts that the proposed distributed state observer exponentially finds the correct estimate with a sufficiently large \( k \) because (44) holds with \( \mathcal{A}_x = \{0\} \subset \mathbb{R}^{nN} \).

5 Robustness of emergent collective behavior

When a product is manufactured in a factory, or some cells and organs are produced in an organism, a certain level of variance is inevitable due to imperfection of the production process. In this case, how to reduce the variance in the outcomes if improving the process itself is not easy or even impossible?

We have seen throughout the chapter, the emergent collective behavior of the network involves averaging the vector fields of individual agents; that is, the network behavior is governed by the blended dynamics if the coupling strength is sufficiently large. Therefore, even if the individual agents are created with relatively large variance from their reference model, its blended dynamics can have smaller variance because of the averaging effect. Then, when the coupling gain is large, all the agents, which were created with large variance, can behave like an agent that is created with small variance.

In this section, we illustrate this point. In particular, we simulate a network of pacemaker cells under a single conduction line. The nominal behavior of a pacemaker cell is given in (39) as

\[
\ddot{z} + (1.45z^2 - 2.465z - 0.551)\dot{z} + z = 0 \quad (46)
\]

which is a Liénard system considered in Section 3.1 that has a stable limit cycle. Now, suppose that a group of pacemaker cells are produced with some uncertainty so that they are represented as

\[
\ddot{z}_i + f_i(z_i)\dot{z}_i + g_i(z_i) = u_i, \quad i = 1, \ldots, N,
\]
where
\[ f_i(z_i) = 0.1\Delta_1^i z_i^3 + (1.45 + \Delta_2^i)z_i^2 - (2.465 + \Delta_3^i)z_i - (0.551 + \Delta_4^i) \]
\[ g_i(z_i) = (1 + \Delta_5^i)z_i + 0.1\Delta_6^i z_i^2 \]
in which, all \( \Delta_i^j \) are randomly chosen from a distribution of zero mean and unit variance. With 
\[ u_i = k \sum_{j \in N_i} (\dot{z}_j + z_j - \dot{z}_i - z_i) \], the blended dynamics of the group of pacemaker is given as the averaged Liénard system (25) with
\[ \hat{f}(z) = 0.1\hat{\Delta}_1 z^3 + (1.45 + \hat{\Delta}_2)z^2 - (2.465 + \hat{\Delta}_3)z - (0.551 + \hat{\Delta}_4) \]
\[ \hat{g}(z) = (1 + \hat{\Delta}_5)z + 0.1\hat{\Delta}_6 z^2 \]
where \( \hat{\Delta}_i = (1/N) \sum_{i=1}^N \Delta_i^j \) whose expectation is zero and variance is \( 1/N \). By the Chebyshev’s theorem in probability, it is seen that the behavior of the blended dynamics recovers that of (46) almost surely as \( N \) tends to infinity. It is emphasized that some agent may not have a stable limit cycle depending on their random selection of \( \Delta_i^j \), but the network can still exhibit oscillatory behavior, and the frequency and the shape of oscillation becomes more robust as the number of agents gets large.

Fig. 1 shows the simulation results of the pacemaker network when the number of agents are 10, 100, and 1000, respectively. For example, we randomly generated the network for \( N = 10 \) three times independently, and plotted their behavior in Fig. 1(a), (b), and (c), respectively. It is seen that the variation is large in this case and Fig. 1(b) even shows the case that no stable limit cycle exists. On the other hand, in the case when \( N = 1000 \), the randomly generated networks exhibit rather uniform behavior as in Fig. 1(g), (h), and (i). For the simulation, the initial condition is \( z_i(0) = \dot{z}_i(0) = 1 \), the coupling gain is \( k = 50 \), and the graph has all-to-all connection.

We refer the reader to [14] for more discussions in this direction.

6 More than linear coupling

Until now, we have considered linear diffusive couplings with constant strength \( k \). In this section, let us consider two particular nonlinear couplings; edge-wise and node-wise funnel couplings, whose coupling strength varies as a nonlinear function of time and the differences between the states.

6.1 Edge-wise funnel coupling

The coupling law to be considered is inspired by the so-called funnel controller [40]. For the multi-agent system
\[ \dot{x}_i = f_i(t, x_i) + u_i \in \mathbb{R}, \quad i \in \mathcal{N}, \]
let us consider the following edge-wise funnel coupling law, with $v_{ij} := x_j - x_i$,

$$u_i(t, \{v_{ij}, j \in \mathcal{N}_i\}) := \sum_{j \in \mathcal{N}_i} \gamma_{ij} \left( \frac{|v_{ij}|}{\psi_{ij}(t)} \right) \frac{v_{ij}}{\psi_{ij}(t)} \tag{47}$$

where each function $\psi_{ij} : [t_0, \infty) \to \mathbb{R}_{>0}$ is positive, bounded, and differentiable with bounded derivative, and the gain functions $\gamma_{ij} : [0, 1) \to \mathbb{R}_{\geq 0}$ are strictly increasing and unbounded as $s \to 1$. We assume the symmetry of coupling functions; that is, $\psi_{ij} = \psi_{ji}$ and $\gamma_{ij} = \gamma_{ji}$ for all $i \in \mathcal{N}$ and $j \in \mathcal{N}_i$ (or, equivalently, $j \in \mathcal{N}$, $i \in \mathcal{N}_j$ because of the symmetry of the graph). A possible choice for $\gamma_{ij}$ and $\psi_{ij}$ is

$$\gamma_{ij}(s) = \frac{1}{1 - s} \quad \text{and} \quad \psi_{ij}(t) = (\Psi - \eta)e^{-\lambda(t-t_0)} + \eta,$$

where $\Psi, \lambda, \eta > 0$. 

Fig. 1: Simulation results of randomly generated pacemaker networks. Initial condition is $(1, 1)$ for all cases.
With the funnel coupling (47), it is shown in [41] that, under the assumption that no finite escape time exists, the state difference $\nu_{ij}(t)$ evolves within the funnel:

$$\mathcal{F}_{\psi_{ij}} := \{(t, \nu_{ij}) : |\nu_{ij}| < \psi_{ij}(t)\}$$

if $|\nu_{ij}(t_0)| < \psi_{ij}(t_0)$, $\forall i \in \mathcal{N}$, $j \in \mathcal{N}_i$, as can be seen in Fig. 2. Therefore, approximate synchronization of arbitrary precision can be achieved with arbitrarily small $\eta > 0$ such that $\limsup_{t \to \infty} \psi_{ij}(t) \leq \eta$. Indeed, due to the connectivity of the graph, it follows from $\limsup_{t \to \infty} |\nu_{ij}(t)| \leq \eta$, $\forall i \in \mathcal{N}$, $j \in \mathcal{N}_i$, that

$$\limsup_{t \to \infty} |x_j(t) - x_i(t)| \leq d \eta, \quad \forall i, j \in \mathcal{N} \tag{48}$$

where $d$ is the diameter of the graph. For the complete graph, we have $d = 1$.

Here, we note that, by the symmetry of $\psi_{ij}$ and $\gamma_{ij}$ and by the symmetry of the graph, it holds that

$$\sum_{i=1}^{N} u_i = \sum_{i=1}^{N} \sum_{j \in \mathcal{N}_i} \gamma_{ij} \left( \frac{|\nu_{ij}|}{\psi_{ij}(t)} \right) \nu_{ij} = -\sum_{i=1}^{N} \sum_{j \in \mathcal{N}_i} \gamma_{ji} \left( \frac{|\nu_{ji}|}{\psi_{ji}(t)} \right) \nu_{ji} = -\sum_{j=1}^{N} u_j.$$

Therefore, we have that

$$0 = \sum_{i=1}^{N} u_i = \sum_{i=1}^{N} (\dot{x}_i(t) - f_i(t, x_i(t))) \tag{49}$$

which holds regardless whether synchronization is achieved or not. If all $x_i$’s are synchronized whatsoever such that $x_i(t) = s(t)$ by a common trajectory $s(t)$, it implies that $\dot{x}_i = f_i(t, s) + u_i = \dot{s}$ for all $i \in \mathcal{N}$; i.e., $u_i(t)$ compensates the term $f_i(t, s(t))$ so that all $\dot{x}_i(t)$’s become the same $\dot{s}$. Hence, (49) implies that

$$\dot{s} = \frac{1}{N} \sum_{i=1}^{N} f_i(t, s) =: f_s(t, s). \tag{50}$$

Fig. 2: State difference $\nu_{ij}$ evolves within the funnel $\mathcal{F}_{\psi_{ij}}$ so that the synchronization error can be prescribed by the shape of the funnel.
In other words, enforcing synchronization under the condition (49) yields an emergent behavior for \( x_i(t) = s(t) \), governed by the blended dynamics (50). In practice, the funnel coupling (47) enforces approximate synchronization as in (48), and thus, the behavior of the network is not exactly the same as (50) but can be shown to be close to it. More details are found in [41].

A utility of the edge-wise funnel coupling is for the decentralized design. It is because the common gain \( k \), whose threshold \( k^* \) contains all the information about the graph and the individual vector fields of the agents, is not used. Therefore, the individual agent can self-construct their own dynamics when joining the network. (For example, if it is used for the distributed least-squares solver in Section 2.2 then the agent dynamics (11) can be constructed without any global information.) Indeed, when an agent joins the network, the agent can handshake with the agents to be connected, and communicate to set the function \( \psi_{ij}(t) \) so that the state difference \( \nu_{ij} \) at the moment of joining resides inside the funnel.

6.2 Node-wise funnel coupling

Motivated by the observation in the previous subsection that the enforced synchronization under the condition (49) gives rise to the emergent behavior of (50), let us illustrate how different nonlinear couplings may yield different emergent behavior. As a particular example, we consider the node-wise funnel coupling given by

\[
 u_i(t, v_i) := \gamma_i \left( \frac{|v_i|}{\psi_i(t)} \right) \frac{v_i}{\psi_i(t)} \quad \text{where} \quad v_i = \sum_{j \in \mathcal{N}_i} \alpha_{ij} (x_j - x_i) \quad (51)
\]

where each function \( \psi_i : [0, \infty) \to \mathbb{R}_{>0} \) is positive, bounded, and differentiable with bounded derivative, and the gain functions \( \gamma_i : [0, 1) \to \mathbb{R}_{\geq 0} \) are strictly increasing and unbounded as \( s \to 1 \). A possible choice for \( \gamma_i \) and \( \psi_i \) is

\[
 \gamma_i(s) = \begin{cases} 
 \delta \tan \left( \frac{\pi}{2} s \right), & s > 0 \\
 \frac{\pi}{2} \delta, & s = 0
\end{cases} \quad \text{and} \quad \psi_i(t) = (\psi - \eta) e^{-\lambda(t-t_0)} + \eta \quad (52)
\]

where \( \delta, \psi, \lambda, \eta > 0 \).

With the funnel coupling (51), it is shown in [42] that, under the assumption that no finite escape time exists, the quantity \( v_i(t) \) evolves within the funnel \( \mathcal{F}_{\psi_i} := \{(t, v_i) : |v_i| < \psi_i(t)\} \) if \( |v_i(t_0)| < \psi_i(t_0), \forall i \in \mathcal{N} \). Therefore, approximate synchronization of arbitrary precision can be achieved with arbitrarily small \( \eta > 0 \) such that \( \limsup_{t \to \infty} \psi_i(t) \leq \eta \). Indeed, due to the connectivity of the graph, it follows that

\[
 \limsup_{t \to \infty} \sum_{i} |x_j(t) - x_i(t)| \leq \frac{2\sqrt{N}}{\lambda_2} \eta, \quad \forall i, j \in \mathcal{N} \quad (53)
\]

where \( \lambda_2 \) is the second smallest eigenvalue of \( \mathcal{L} \).
Unlike the case of edge-wise funnel coupling, there is lack of symmetry so that the equality of \((49)\) does not hold. However, assuming that the map \(u_i(t, \nu_i)\) from \(\nu_i\) to \(u_i\) is invertible (which is the case for \((52)\) for example) such that there is a function \(V_i\) such that \(\nu_i = V_i(t, u_i(t, \nu_i))\), \(\forall t, \nu_i\), we can instead make use of the symmetry in \(\nu_i\) as

\[
N \sum_{i=1}^{N} \sum_{j \in \mathcal{N}_i} \alpha_{ij}(x_j - x_i) = -N \sum_{i=1}^{N} \sum_{j \in \mathcal{N}_i} \alpha_{ji}(x_i - x_j) = -N \sum_{j=1}^{N} \sum_{i \in \mathcal{N}_j} \alpha_{ji}(x_i - x_j),
\]

which leads to

\[
0 = N \sum_{i=1}^{N} \nu_i = N \sum_{i=1}^{N} V_i(t, u_i(t, \nu_i)) = N \sum_{i=1}^{N} V_i(t, \dot{x}_i(t) - f_i(t, x_i(t))).
\]

This holds regardless whether synchronization is achieved or not. If all \(x_i\)'s are synchronized whatsoever such that \(x_i(t) = s(t)\) by a common trajectory \(s(t)\), it implies that \(\dot{x}_i(t) = f_i(t, s) + u_i(t) = \dot{s}\) for all \(i \in \mathcal{N}\); i.e., \(u_i(t)\) compensates the term \(f_i(t, s)\) so that all \(\dot{x}_i\) are the same as \(\dot{s}\), which can be denoted by \(\dot{s} = f_s(t, s)\). Hence, \((54)\) implies that

\[
\sum_{i=1}^{N} V_i(t, f_s(t, s) - f_i(t, s)) = 0.
\]

In other words, \((55)\) defines \(f_s(t, s)\) implicitly, which yields the emergent behavior governed by

\[
\dot{s} = f_s(t, s).
\]

In practice, the funnel coupling \((51)\) enforces approximate synchronization as in \((53)\), and the behavior of the network is not exactly the same as \((56)\) but it is shown in \((42)\) to be close to \((55)\).

In order to illustrate that different emergent behavior may arise from various nonlinear couplings, let us consider the example of \((52)\), for which the function \(V_i\) is given by

\[
V_i(t, u_i) = \frac{2 \psi_i(t)}{\pi} \tan^{-1}\left(\frac{u_i}{\delta}\right).
\]

Assuming that all \(\psi_i\)'s are the same, the emergent behavior \(\dot{s} = f_s(t, s)\) can be found with \(f_s(t, s)\) being the solution to

\[
0 = \sum_{i=1}^{N} \tan^{-1}\left(\frac{f_i(t, s) - f_i(t, s)}{\delta}\right).
\]

If we let \(\delta \to 0\), then the above equality shares the solution with
\[ 0 = \sum_{i=1}^{N} \text{sgn}(f_s(t,s) - f_i(t,s)). \]

Recalling the discussions in Section 2.3, it can be shown that \( f_s(t,s) \) takes the median of all the individual vector fields \( f_i(t,s), i = 1, \ldots, N \). Since taking median is a simple and effective way to reject outliers, this observation may find further applications in practice.
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