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Abstract. We are interested in numerically approximating the solution \( \mathbf{U}(t) \) of the large dimensional semilinear matrix differential equation

\[
\dot{\mathbf{U}}(t) = \mathbf{A}\mathbf{U}(t) + \mathbf{U}(t)\mathbf{B} + \mathbf{F}(\mathbf{U}, t), \quad \mathbf{U}(0) = \mathbf{U}_0,
\]

where \( \mathbf{A} \in \mathbb{R}^{n \times n} \), \( \mathbf{B} \in \mathbb{R}^{n_y \times n_y} \), and \( t \in [0, T_f] = \mathcal{T} \subset \mathbb{R} \), equipped with appropriate boundary conditions. In the framework of the Proper Orthogonal Decomposition (POD) methodology and the Discrete Empirical Interpolation Method (DEIM), we derive a novel matrix-oriented reduction process leading to an effective, structure aware low order approximation of the original problem. The reduction of the nonlinear term is also performed by means of a fully matricial interpolation using left and right projections onto two distinct reduction spaces, giving rise to a new two-sided version of DEIM. By maintaining a matrix-oriented reduction, we are able to employ first order exponential integrators at negligible costs. Numerical experiments on benchmark problems illustrate the effectiveness of the new setting.
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1. Problem description. We are interested in numerically approximating the solution \( \mathbf{U}(t) \in \mathcal{S} \) to the following semilinear matrix differential equation

\[
\dot{\mathbf{U}}(t) = \mathbf{A}\mathbf{U}(t) + \mathbf{U}(t)\mathbf{B} + \mathbf{F}(\mathbf{U}, t), \quad \mathbf{U}(0) = \mathbf{U}_0,
\]

where \( \mathbf{A} \in \mathbb{R}^{n \times n} \), \( \mathbf{B} \in \mathbb{R}^{n_y \times n_y} \), and \( t \in [0, T_f] = \mathcal{T} \subset \mathbb{R} \), equipped with appropriate boundary conditions. The function \( \mathbf{F} : \mathcal{S} \times \mathcal{T} \to \mathbb{R}^{n_x \times n_y} \) is a sufficiently regular nonlinear function that can be evaluated elementwise, and \( \mathcal{S} \) is a functional space containing the sought after solution.

The problem (1.1) arises for instance in the discretization of two-dimensional partial differential equations of the form

\[
\frac{\partial u}{\partial t} = \ell(u) + f(u, t), \quad u = u(x, y, t) \quad \text{with} \quad (x, y) \in \Omega \subset \mathbb{R}^2, \quad t \in \mathcal{T},
\]

and given initial condition \( u(x, y, 0) = u_0(x, y) \), for certain choices of the physical domain \( \Omega \). The differential operator \( \ell \) is linear in \( u \), typically a second order operator in the space variables, while \( f : \mathcal{S} \times \mathcal{T} \to \mathbb{R} \) is a nonlinear function, where \( \mathcal{S} \) is an appropriate space with \( u \in \mathcal{S} \). Time dependent equations of type (1.2) arise in biology and ecology, chemistry and physics, where the interest is in monitoring the time evolution of a complex phenomenon; see, e.g., [38],[39],[45],[51], and references therein.

We develop a matrix-oriented POD-DEIM order reduction strategy for the problem (1.1) that leads to a semilinear matrix differential equation with the same structure as (1.1), but of significantly reduced dimension. More precisely, we determine an approximation to \( \mathbf{U}(t) \) of the type

\[
\mathbf{V}_l(t)\mathbf{Y}_k(t)\mathbf{W}_r^T, \quad t \in [0, T_f],
\]
where $V_{ℓ,U} ∈ \mathbb{R}^{n×k_1}$ and $W_{r,U} ∈ \mathbb{R}^{n×k_2}$ are matrices to be determined, independent of time. Here $k_1, k_2 \ll n$ and we let $k = (k_1, k_2)$. The function $Y_k(t)$ is determined as the numerical solution to the following reduced semilinear matrix differential problem

$$Y_k(t) = A_k Y_k(t) + Y_k(t) B_k + \tilde{F}_k(Y_k, t)$$

$$Y_k(0) = Y_k^{(0)} := V_{ℓ,U}^T U_0 W_{r,U},$$

with $A_k = V_{ℓ,U}^T AV_{ℓ,U}$, $B_k = W_{r,U}^T BW_{r,U}$, and $\tilde{F}_k(Y_k, t)$ is a matrix-oriented DEIM approximation to

$$F_k(Y_k, t) = V_{ℓ,U}^T F(V_{ℓ,U} Y_k W_{r,U}^T, t) W_{r,U}.$$

Standard procedures for (1.1) employ a vector-oriented approach: semi-discretization of (1.2) in space leads to the following system of ordinary differential equations (ODEs)

$$\dot{u}(t) = Lu(t) + f(u, t), \quad u(0) = u_0.$$

For $t > 0$, the vector $u(t)$ contains the representation coefficients of the sought after solution in the chosen discrete space, $L ∈ \mathbb{R}^{N×N}$ accounts for the discretization of the linear differential operator $ℓ$ and $f$ is evaluated componentwise at $u(t)$.

The discretization of (1.2) can directly lead to the form (1.1) whenever $ℓ$ is a second order differential operator with separable coefficients and a tensor basis is used explicitly or implicitly for its discretization, such as finite differences on structured grids, certain spectral methods, isogeometric analysis, etc. In a tensor space discretization, for instance, the discretization of $ℓ(u)$ yields the operator $U ↦ AU + UB$, where the matrices $A$ and $B$ approximate the second order derivatives in the $x$- and $y$-directions, respectively, using $n_x$ and $n_y$ discretization nodes\(^3\). We aim to show that by sticking to the matrix formulation of the problem throughout the computation - including the reduced model - major advantages in terms of memory allocations, computational costs and structure preservation can be obtained.

For $F ≡ 0$, the equation (1.1) simplifies to the differential Sylvester equation, for which reduction methods have shown to be competitive; see, e.g., [10] and references therein. Our approach generalizes to the semilinear case a matrix-oriented projection methodology successfully employed in this linear and quadratic contexts [35]. A challenging difference lies in the selection and construction of the two matrices $V_{ℓ,U}, W_{r,U}$, so as to effectively handle the nonlinear term in (1.1). In addition, $F$ itself needs to be approximated for efficiency.

Order reduction of the vector problem (1.6) is a well established procedure. Among various methods, the Proper Orthogonal Decomposition (POD) methodology has been widely employed, as it mainly relies on solution samples, rather than the a-priori generation of an appropriate basis [12],[13],[30],[37]. Other approaches include reduced basis methods, see, e.g., [44], and rational interpolation strategies [4]; see, e.g., [14] for an overview of the most common reduction strategies. The overall effectiveness of the POD procedure is largely influenced by the capability of evaluating the nonlinear term within the reduced space, motivating a considerable amount of work towards this estimation, including quadratic bilinear approximation [28, 36, 11] and trajectory piecewise-linear approximation [52]. Alternatively several approaches consider interpolating the nonlinear function, such as missing point estimation [6] and

\(^3\)Here we display the discretized Laplace operator, more general operators can be treated; see, e.g., [46, Section 3].
the best points interpolation method [42]. One very successful approach is the Discrete Empirical Interpolation Method (DEIM) [19], which is based on the Empirical Interpolation Method originally introduced in [8].

We devise a matrix-oriented POD approach tailored towards the construction of the matrix reduced problem formulation (1.4). An adaptive procedure is also developed to limit the number of snapshots contributing to the generation of the approximation spaces. The reduction of the nonlinear term is then performed by means of a fully matricial interpolation using left and right projections onto two distinct reduction spaces, giving rise to a new two-sided version of DEIM.

The idea of using left and right POD-type bases in a matrix-oriented setting is not new in the general context of semilinear differential equations (see section 4). Nonetheless, after reduction these strategies resume the vector form of (1.4) for integration purposes, thus losing the structural and computational benefits of the matrix formulation. We claim that once (1.4) is obtained, matrix-oriented integrators should be employed. In other words, by combining matrix-oriented versions of POD, DEIM and ODE integrators, we are able to carry the whole approximation with explicit reference to the two-dimensional computational domain. As a result, a fast (offline) reduction phase where a significant decrease in the problem size is carried out, is followed by a light (online) phase where the reduced ordinary differential matrix equation is integrated over time with the preferred matrix-oriented method.

Our construction focuses on the two-dimensional problem. The advantages of our methodology become even more apparent in the three-dimensional (3D) case. A simplified version of our framework in the 3D case is experimentally explored in the companion manuscript [33], where the application to systems of differential equations is also discussed. Here we deepen the analysis of all the ingredients of this new methodology, and emphasize its advantages over the vector-based approaches with a selection of numerical results. A more extensive experimental evidence can be found in the previous version of this paper [34].

The paper is organized as follows. In section 2 we review the standard POD-DEIM algorithm for systems of the form (1.6), whereas our new two-sided proper orthogonal decomposition is derived in section 3. In section 4 we discuss the relation to other matrix-based interpolation strategies and in section 5 we present a dynamical procedure for selecting the snapshots. Section 6 is devoted to the crucial approximation of the nonlinear function by the new two-sided discrete empirical interpolation method. The overall new procedure with the numerical treatment of the reduced differential problem is summarized in section 7. Numerical experiments are reported in section 8 to illustrate the effectiveness of the proposed procedure. Technical implementation details and computational costs are discussed in Appendix A.

Notation. \( I_n \) denotes the \( n \times n \) identity matrix; the subscript is omitted whenever clear from the context. For a matrix \( A \), \( \| A \| \) denotes the matrix norm induced by the Euclidean vector norm, and \( \| A \|_F \) the Frobenius norm. Scalar quantities are denoted by lower case letters, while vectors (matrices) are denoted by bold face lower (capital) case letters. As an exception, matrix quantities of interest in the vector POD-DEIM approximation are denoted in sans-serif, instead of bold face, i.e., \( M \).

All reported experiments were performed using MATLAB 9.6 (R2020b) ([40]) on a MacBook Pro with 8-GB memory and a 2.3-GHz Intel core i5 processor.

2. The standard POD method and DEIM in the vector framework. We review the standard POD-DEIM method and its application to the dynamical system (1.6).
The proper orthogonal decomposition is a technique for reducing the dimensionality of a given dynamical system, by projecting it onto a space spanned by the orthonormal columns of a matrix $V_k$. To this end, we consider a set of snapshot solutions $u_j = u(t_j)$ of the system (1.6) at $n_s$ different time instances ($0 \leq t_1 < \cdots < t_{n_s} \leq T_f$).

Let

$$S = [u_1, \cdots, u_{n_s}] \in \mathbb{R}^{N \times n_s},$$

and $S = \text{Range}(S)$ of dimension $d$. A POD basis of dimension $k < d$ is a set of orthonormal vectors whose linear span gives the best approximation, according to some criterion, of the space $S$. In the 2-norm, this basis can be obtained through the singular value decomposition (SVD) of the matrix $S = \mathbf{V} \mathbf{\Sigma} \mathbf{W}^T$, with $\mathbf{V}$ and $\mathbf{W}$ orthogonal matrices and $\mathbf{\Sigma} = \text{diag}(\sigma_1, \ldots, \sigma_{n_s})$ diagonal with non-increasing positive diagonal elements. If the diagonal elements of $\mathbf{\Sigma}$ have a rapid decay, the first $k$ columns of $\mathbf{V}$ (left singular vectors) are the most dominant in the approximation of $S$.

Denoting with $S_k = V_k \Sigma_k \mathbf{W}_k^T$ the reduced SVD where only the $k \times k$ top left portion of $\mathbf{\Sigma}$ is retained and $\mathbf{V}, \mathbf{W}$ are truncated accordingly, then $\|S - S_k\| = \sigma_{k+1}$ [26].

Once the matrix $V_k$ is obtained, for $t \in [0, T_f]$ the vector $u(t)$ is approximated as $u(t) \approx V_k y_k(t)$, where the vector $y_k(t) \in \mathbb{R}^k$ solves the reduced problem

$$\dot{y}_k(t) = L_k y_k(t) + f_k(y_k, t), \quad y_k(0) = V_k^T u_0.$$  

Here $L_k = V_k^T L V_k$ and $f_k(y_k, t) = V_k^T f(V_k y_k, t)$. Although for $k \ll N$ problem (2.2) is cheaper to solve than the original one, the definition of $f_k$ above requires the evaluation of $f(V_k y_k, t)$ at each timestep and at all $N$ entries, thus still depending on the original system size. One way to overcome this problem is by means of DEIM.

The DEIM procedure, originally introduced in [19], is utilized to approximate a nonlinear vector function $f : \mathcal{T} \rightarrow \mathbb{R}^N$ by interpolating it onto an empirical basis, that is, $f(t) \approx \Phi_f c(t)$, where $\{\varphi_1, \ldots, \varphi_p\} \subset \mathbb{R}^N$ is a low dimensional basis, $\Phi_f = [\varphi_1, \ldots, \varphi_p] \in \mathbb{R}^{N \times p}$ and $c(t) \in \mathbb{R}^p$ is the vector of time-dependent coefficients to be determined.

Let $P = [e_{p_1}, \ldots, e_{p_p}] \in \mathbb{R}^{N \times p}$ be a subset of columns of the identity matrix, named the “selection matrix”. If $\Phi_f$ is invertible, in [19] the coefficient vector $c(t)$ is uniquely determined by solving the linear system $P^T \Phi_f c(t) = P^T f(t)$, so that

$$f(t) \approx \Phi_f c(t) = \Phi_f (P^T \Phi_f)^{-1} P^T f(t).$$

The nonlinear term in the reduced model (2.2) is then approximated by

$$f_k(y_k, t) \approx V_k^T \Phi_f (P^T \Phi_f)^{-1} P^T f(V_k y_k, t).$$

The accuracy of DEIM depends greatly on the basis choice, and in a lesser way by the choice of $P$. In most applications the interpolation basis $\{\varphi_1, \ldots, \varphi_p\}$ is selected as the POD basis of the set of snapshots $\{f(u_1, t_1), \ldots, f(u_{n_s}, t_{n_s})\}$, as described earlier in this section, that is given the matrix

$$N = [f(u_1, t_1), \ldots, f(u_{n_s}, t_{n_s})] \in \mathbb{R}^{N \times n_s},$$

the columns of the matrix $\Phi_f = [\varphi_1, \ldots, \varphi_p]$ are determined as the first $p \leq n_s$ dominant left singular vectors in the SVD of $N$. The matrix $P$ for DEIM is selected by a greedy algorithm based on the system residual; see [19, Algorithm 3.1]. In [23] the authors showed that a pivoted QR-factorization of $\Phi_f^T$ may lead to better accuracy.
and stability properties of the computed matrix $P$. The resulting approach, called Q-DEIM, will be used in the sequel and is implemented as algorithm $q$-deim in [23].

DEIM is particularly advantageous when the function $f$ is evaluated component-wise, in which case it holds that $P^T f(V_k y_k, t) = f(P^T V_k y_k, t)$, so that the nonlinear function is evaluated only at $p \ll N$ components. In general, this occurs whenever finite differences are the underlying discretization method. If more versatile discretizations are required, then different procedures need to be devised. A discussion of these approaches is deferred to section 4.

### 3. A new two-sided proper orthogonal decomposition.

We derive a POD-DEIM algorithm that fully lives in the matrix setting, without requiring a mapping from $\mathbb{R}^{n_x \times n_y}$ to $\mathbb{R}^N$, so that no vectors of length $N$ need to be processed or stored.

We determine the left and right reduced space bases that approximate the space of the given snapshots $\Xi(t)$ (either the nonlinear functions or the approximate solutions), so that $\Xi(t) \approx V_r \Theta(t) W_r^T$, where $V_r, W_r$ have $\nu_r$ and $\nu_r$ orthonormal columns, respectively. Their ranges approximate the span of the rows (left) and columns (right) spaces of the function $\Xi(t)$, independently of the time $t$. In practice, we wish to have $\nu_r \ll n_x, \nu_r \ll n_y$ so that $\Theta(t)$ will have a reduced dimension. A simple way to proceed would be to collect all snapshot matrices in a single large (or tall) matrix and generate the two orthonormal bases corresponding to the rows and columns spaces. This is way too expensive, both in terms of computational costs and memory requirements. Instead, we present a two-step procedure that avoids explicit computations with all snapshots simultaneously. The first step sequentially selects the most important information of each snapshot matrix, relative to the other snapshots, while the second step prunes the generated spaces by building the corresponding orthonormal bases. These two steps can be summarized as follows:

1. **Dynamic selection.** Assume $i$ snapshots have been processed and dominant SVD information retained. For the next snapshot $\Xi(t_{i+1})$ perform a reduced SVD and retain the leading singular triplets in a way that the retained singular values are at least as large as those already kept from previous iterations. Make sure that at most $\kappa$ SVD components are retained overall, with $\kappa$ selected a-priori;

2. **Bases pruning.** Ensure that the vectors spanning the reduced right and left spaces have orthonormal columns. Reduce the space dimension if needed.

In the following we provide the details for this two-step procedure. The strategy that leads to the selection of the actual time instances used for this construction will be discussed in section 5. To simplify the presentation, and without loss of generality, we assume $n_x = n_y \equiv n$.

**First step.** Let $\Xi_i = \Xi(t_i)$. For the collection of snapshots, we wish to determine a (left) reduced basis for the range of the matrix $H\{\Xi\} := (\Xi_1, \ldots, \Xi_n) \in \mathbb{R}^{n \times (n \times n)}$ and a (right) reduced basis for the range of the matrix $Z\{\Xi\} = (\Xi_1^T, \ldots, \Xi_n^T)^T = (\Xi_1; \ldots; \Xi_n)$. This is performed by incrementally including leading components of the snapshots $\Xi_i$, so as to determine the approximations

$$H\{\Xi\} \approx \tilde{H}\{\Xi\} := \tilde{V}_{n_x} \tilde{\Sigma}_{n_x} \tilde{W}_{n_x}^T, \quad \tilde{V}_{n_x} \in \mathbb{R}^{n \times n_x}, \tilde{W}_{n_x} \in \mathbb{R}^{n \times n_x}$$

$$Z\{\Xi\} \approx \tilde{Z}\{\Xi\} := \tilde{V}_{n_y} \tilde{\Sigma}_{n_y} \tilde{W}_{n_y}^T, \quad \tilde{V}_{n_y} \in \mathbb{R}^{n \times n_y}, \tilde{W}_{n_y} \in \mathbb{R}^{n \times n_y}.$$

A rank reduction of the matrices $\tilde{V}_{n_x}$ and $\tilde{W}_{n_y}$ will provide the sought after bases, to be used for time instances other than those of the snapshots. Let $\kappa \leq n$ be the chosen maximum admissible dimension for the reduced left and right spaces. For
\( i \in \{1, \ldots, n_s\}, \) let

\begin{equation}
\Xi_i \approx V_i \Sigma_i W_i^\top, \quad V_i, W_i \in \mathbb{R}^{n \times \kappa}, \quad \Sigma_i = \text{diag}(\sigma_{i}^{(1)}, \ldots, \sigma_{i}^{(\kappa)})
\end{equation}

be the reduced SVD of \( \Xi_i \) corresponding to its dominant \( \kappa \) singular triplets, with singular values sorted decreasingly. Let \( \tilde{V}_1 = V_1, \tilde{\Sigma}_1 = \Sigma_1 \) and \( \tilde{W}_1 = W_1 \). For each subsequent \( i = 2, \ldots, n_s \), the leading singular triplets of \( \Xi_i \) are appended to the previous matrices \( \tilde{\Sigma}_{i-1}, \tilde{V}_{i-1} \) and \( \tilde{W}_{i-1} \), that is

\begin{equation}
\tilde{H}_i(\Xi) = (\tilde{V}_{i-1}, V_i) \begin{pmatrix} \Sigma_{i-1} & \tilde{\Sigma}_i \\ \Sigma_i & W_{i-1}^\top \\ W_i^\top \end{pmatrix} \equiv \tilde{V}_i \tilde{\Sigma}_i \tilde{W}_i^\top.
\end{equation}

After at most \( n_s \) iterations we will have the final \( \tilde{H}(\Xi) \), with no subscript. The expansion is performed ensuring that the appended singular values are at least as large as those already present, so that the retained directions are the leading ones among all snapshots. Then the three matrices \( \tilde{V}_i, \tilde{W}_i \) and \( \tilde{\Sigma}_i \) are truncated so that the retained diagonal entries of \( \tilde{\Sigma}_i \) are its \( \kappa \) largest diagonal elements. The diagonal elements of \( \tilde{\Sigma}_i \) are not the singular values of \( H_i(\Xi) \), however the adopted truncation strategy ensures that the error committed is not larger than \( \sigma_{\kappa+1} \), which we define as the largest singular value discarded during the whole accumulation process. Since each column of \( V_n \) has unit norm, it follows that \( \|V_n\| \leq \kappa \). Moreover, the columns of \( W_{n_s} \) are orthonormal. Hence \( \|H(\Xi) - \tilde{H}(\Xi)\| \leq \kappa \sigma_{\kappa+1} \). In particular, this procedure is not the same as taking the leading singular triplets of each snapshot per se: this first step allows us to retain the leading triplets of each snapshot when compared with all snapshots, using the magnitude of all singular values as quality measure.

A similar strategy is adopted to construct the right basis. Formally,

\begin{equation}
\tilde{Z}_i(\Xi) = (\tilde{V}_{i-1}, V_i) \begin{pmatrix} \tilde{\Sigma}_{i-1} & \tilde{\Sigma}_i \\ \Sigma_i & W_{i-1}^\top \\ W_i^\top \end{pmatrix} \equiv \tilde{V}_i \tilde{\Sigma}_i \tilde{W}_i^\top,
\end{equation}

notice that \( \tilde{\Sigma}_i \) is the same for both \( \tilde{H} \) and \( \tilde{Z} \), and that the large matrices \( \tilde{W}_i \) and \( \tilde{V}_i \) are not stored explicitly in the actual implementation. At completion, the following two matrices are bases candidates for the left and right spaces:

\begin{equation}
\begin{align*}
&\text{Left : } \tilde{V}_{n_s} \tilde{\Sigma}_{n_s}^2, \quad \text{Right : } \tilde{\Sigma}_{n_s}^2 \tilde{W}_{n_s}^\top,
\end{align*}
\end{equation}

where the singular value matrices keep track of the relevance of each collected singular vector, and the square root allows us to maintain the order of magnitude of the snapshot matrices, when the product of the two left and right matrices is carried out. Here \( n_s \) is the total number of snapshots included in the whole procedure, using the dynamic procedure discussed in section 5.

The procedure is described in Algorithm 3.1.

**Second step.** We complete the two-sided approximation of the snapshot functions by pruning the two orthonormal bases associated with the representation (3.4). Let

\begin{equation}
\tilde{V}_{n_s} \tilde{\Sigma}_{n_s}^2 = V \Sigma W^\top \quad \text{and} \quad \tilde{\Sigma}_{n_s}^2 \tilde{W}_{n_s}^\top = \tilde{V} \tilde{\Sigma} \tilde{W}^\top
\end{equation}

be the singular value decompositions of the given matrices. If the matrices \( \Sigma \) and \( \tilde{\Sigma} \)}
have rapidly decaying singular values, we can further reduce the low rank approximation of each $\Xi_i$. More precisely, let

$$\begin{align*}
V\Sigma = [V_t, V_\xi] \begin{pmatrix} \Sigma_t & 0 \\ 0 & \Sigma_\xi \end{pmatrix}, \quad \text{and} \quad \hat{\Sigma} \hat{W}^T = \begin{pmatrix} \hat{\Sigma}_t & 0 \\ 0 & \hat{\Sigma}_\xi \end{pmatrix} \begin{pmatrix} W_t^T \\ W_\xi^T \end{pmatrix},
\end{align*}$$

with $V_t \in \mathbb{R}^{n \times \nu_t}, W_r \in \mathbb{R}^{n \times \nu_r}$. The final reduced dimensions $\nu_t$ and $\nu_r$, that is the number of columns to be retained in the matrices $V_t$ and $W_r$, respectively, is determined by the following criterion:

$$\begin{align*}
\|\Sigma_\xi\|_F &\leq \frac{\tau}{\sqrt{n_{\max}}} \|\Sigma\|_F \quad \text{and} \quad \|\Sigma_\xi\|_F \leq \frac{\tau}{\sqrt{n_{\max}}} \|\hat{\Sigma}\|_F,
\end{align*}$$

for some chosen tolerance $\tau \in (0, 1)$ and $n_{\max}$ is the maximum number of available snapshots of the considered function.

We have assumed so far that at least one singular triplet is retained for all $\Xi$’s. In practice, it might happen that for some $i$ none of the singular values is large enough to be retained. In this case, $\Xi_i$ does not contribute to the two-sided basis.

**Remark 3.1.** If $\Xi_i = \Xi(t_i)$ is symmetric for $t_i \in [0, T_f]$, the reduction process can preserve this structure. Indeed, since $\Xi_i$ is symmetric it holds that $\Xi_i = V_i \Sigma_i W_i^T = V_i \Sigma_i D_i V_i^T$, with $D_i$ diagonal of ones and minus ones. As a consequence, $W_r = V_t$. Positive definiteness can also be preserved, with $D_i$ the identity matrix.

In the following we use the pair $(V_t, W_r)$, hereafter denoted as two-sided proper orthogonal decomposition (2s-POD), to approximate the function $\Xi(t)$ for some $t \neq t_i$:

$$\Xi(t) \approx V_t,_{\Xi} \Theta(t) W_r,_{\Xi}^T,$$

with $\Theta$ depending on $t$, of reduced dimension, and $V_t,_{\Xi}$ and $W_r,_{\Xi}$ play the role of $V_t$ and $W_r$, respectively.

4. **Connections to other matrix-based interpolation POD strategies.** The approximation discussed in the previous section is not restricted to problems of the form (1.1), but rather it can be employed to any POD function approximation where the snapshot vectors are transformed into matrices, giving rise to a matrix DEIM methodology. This class of approximation has been explored in the recent literature, where different approaches have been discussed, especially in connection with parameter-dependent problems and Jacobian matrix approximation; see, e.g., [53],[18], and the thorough discussion in [12]. In the former case, the setting is particularly appealing whenever the operator has a parameter-based affine function formulation, while in the Jacobian case the problem is naturally stated in matrix terms, possibly with a sparse structure [15],[49]. In the nonaffine case, in [15],[41] an affine
matrix approximation (MDEIM) was proposed by writing appropriate (local) sparse representations of the POD basis, as is the case for finite element methods. As an alternative in this context, it was shown in [22] that DEIM can be applied locally to functions defined on the unassembled finite element mesh (UDEIM); we refer the reader to [50] for more details and to [3] for a detailed experimental analysis.

In our approach we consider the approximation in (3.8). If \( \Theta(t) \) were diagonal, then this approximation could be thought of as an MDEIM approach, since then \( \Xi(t) \) would be approximated by a sum of rank-one matrices with the time-dependent diagonal elements of \( \Theta(t) \) as coefficients. Instead, in our setting \( \Theta(t) \) is far from diagonal, hence our approximation determines a more general memory saving approximation based on the low rank representation given by \( V_\ell, \Xi, W_r, \Xi \).

Another crucial novel fact of our approach is the following. While methods such as MDEIM aim at creating a linear combination of matrices, they still rely on the vector DEIM for computing these matrices, thus only detecting the leading portion of the left range space. In our construction, the left and right approximation spaces spanned by \( V_\ell, \Xi, W_r, \Xi \), respectively, stem from a subspace selection of the range spaces of the whole snapshot matrix \( H\{\Xi\} \) (left space) and \( Z\{\Xi\} \) (right space); here both spaces are matrix spaces. In this way, the leading components of both spaces can be captured. In particular, specific space directions taken by the approximated function during the time evolution can be more easily tracked; we refer to the previous version of this manuscript for an experimental illustration [34, section 8.1].

In light of the discussion above, our approach might also be interpreted in terms of the “local basis” POD framework, see, e.g., [2], where the generality of the bases is ensured by interpolation onto matrix manifolds. For a presentation of this methodology we also refer the reader to the insightful survey [12, section 4.2]. In this context, the matrices \( V_\ell, W_r \) may represent a new truncated interpolation of the matrices in \( H\{\Xi\} \) and \( Z\{\Xi\} \), in a completely algebraic setting.

5. A dynamic algorithm for creating the 2s-POD approximation space.

We describe an adaptive procedure for selecting the time instances employed in the first step of the basis construction of section 3. This procedure will be used for the selection of both the solution and the nonlinear function snapshots. The dynamic procedure starts with a coarse discretization of the time interval (using one forth of the available nodes), and then continues with two successive refinements if needed.

Let \( n_{\max} \) be the maximum number of available snapshots of the considered function \( \Xi(t), t \in [t_0, T_f] \) with \( t_0 = 0 \). A first set \( I_1 \) of \( n_{\max}/4 \) equispaced time instances in \([0, T_f]\) is considered (symbol ‘\( \ast \)’ in Figure 5.1). If needed, a second set \( I_2 \) of \( n_{\max}/4 \) equispaced time instances are considered (symbol ‘\( \times \)’), whereas the remaining \( n_{\max}/2 \) time instances (symbol ‘\( \Box \’ and set \( I_3 \)) are considered in the third phase, if needed at all.

The initial 2s-POD basis matrices of dimension \( \kappa \), i.e. \( \tilde{V}_1 \) and \( \tilde{W}_1 \) from (3.4), are constructed by processing the snapshot \( \Xi(t_0) \). For all other time instances \( t_i \) in each phase, we use the following inclusion criterion

\[
(5.1) \quad \text{if } \epsilon_i := \frac{\| \Xi(t_i) - \Pi_\ell \Xi(t_i) \Pi_r \|}{\| \Xi(t_i) \|} > \text{tol} \quad \text{then include}
\]

where \( \Pi_\ell \) and \( \Pi_r \) are orthogonal projectors onto the left and right spaces (these are implicitly constructed by performing a reduced QR decomposition of the current matrices \( \tilde{V}_1 \) and \( \tilde{W}_1 \) on the fly). If a snapshot is selected for inclusion, the leading singular triplets of \( \Xi(t_i) \) are appended to the current bases, and the leading \( \kappa \) components are
Fig. 5.1: The three evaluation phases of the refinement procedure.

retained as in Algorithm 3.1; then the next time instance in the phase is investigated. If, by the end of the phase, the arithmetic mean of the errors $\epsilon_i$ in (5.1) is above $\text{to1}$, it means that the bases are not sufficiently good and we move on to the next refinement phase. Otherwise, the snapshot selection procedure is ended and the matrices $V$ and $W$ are computed and pruned by the second step in section 3 to form the final 2s-POD basis matrices $V_{t,\Xi} \in \mathbb{R}^{n \times n_s}$ and $W_{t,\Xi} \in \mathbb{R}^{n \times n_r}$. The full dynamic procedure to create the 2s-POD approximation space is presented in Algorithm 5.1.

**Algorithm 5.1 DYNAMIC 2S-POD**

1: **INPUT**: Function $\Xi : \mathcal{I} \rightarrow \mathbb{R}^{n \times n}$, $n_{\text{max}}$, to1, $\kappa$, phase sets $I_{1,2,3}$
2: **OUTPUT**: $V_{t,\Xi} \in \mathbb{R}^{n \times n_s}$ and $W_{t,\Xi} \in \mathbb{R}^{n \times n_r}$
3: Compute $[V_1, \Sigma_1, W_1] = \text{svdss}(\Xi(t_0), \kappa)$;
4: Let $\tilde{V}_1 = V_1$, $\hat{W}_1 = W_1$, $\tilde{\Sigma}_1 = \Sigma_1$;
5: **Dynamic selection step**:
6: for phase $= 1, 2, 3$ do
7: for all $t_i \in I_{\text{phase}}$ do
8: if (5.1) satisfied then
9: Process snapshot $\Xi(t_i)$ using Dynamic selection (Algorithm 3.1);
10: Update $\tilde{V}_i$ and $\hat{W}_i$;
11: end if
12: end for
13: if $\sum_{t_i \in I_{\text{phase}}} \epsilon_i \leq \text{to1}|I_{\text{phase}}|$ then
14: break and go to 17;
15: end if
16: end for
17: **Bases Pruning**:
18: Determine the reduced SVD of $\tilde{V}_{n_s} \sqrt{\tilde{\Sigma}}_{n_s}$ and $\hat{W}_{n_s}^\top$ in (3.5);
19: Determine the final reduced $V_{t,\Xi}$ and $W_{t,\Xi}$ as in (3.6) using the criterion (3.7);
20: Stop

6. Approximation of the nonlinear function $F_k$ in the reduced model.
To complete the reduction of the original problem to the small size problem (1.4), we need to discuss the derivation of the approximation $\tilde{F}_k(Y_k, t)$. Let $\{F(t_j)\}_{j=1}^{n_s}$ be a set of snapshots of the nonlinear function $F$ at times $t_j$, $j = 1, \ldots, n_s$. Using Algorithm 5.1 we compute the two matrices $V_{t,F} \in \mathbb{R}^{n \times p_1}$, $W_{t,F} \in \mathbb{R}^{n \times p_2}$ so as to
approximate $F(t)$ as

$$
F(t) \approx V_{t,F}C(t)W_{r,F}^T,
$$

with $C(t)$ to be determined. Here $p_1,p_2$ play the role of $\nu_t, \nu_r$ in the general description, and they will be used throughout as basis truncation parameters for the nonlinear snapshots. By adapting the DEIM idea to a two-sided perspective, the coefficient matrix $C(t)$ is determined by selecting independent rows from the matrices $V_{t,F}$ and $W_{r,F}$, so that

$$
P_{t,F}^T V_{t,F} C(t) W_{r,F}^T P_{r,F} = P_{t,F}^T F(t) P_{r,F},
$$

where $P_{t,F} = [e_{p_1}, \ldots, e_{p_{n_1}}] \in \mathbb{R}^{n \times p_1}$ and $P_{r,F} = [e_{p_1}, \ldots, e_{p_{n_2}}] \in \mathbb{R}^{n \times p_2}$ are columns of the identity matrix of size $n$. Both matrices are defined similarly to the selection matrix $P$ from section 2, and they act on $V_{t,F}, W_{r,F}$, respectively. If $P_{t,F}^T V_{t,F}$ and $P_{r,F}^T W_{r,F}$ are nonsingular, then the coefficient matrix $C(t)$ is determined by

$$
C(t) = (P_{t,F}^T V_{t,F})^{-1} P_{t,F}^T F(t) P_{r,F} (W_{r,F}^T P_{r,F})^{-1}.
$$

With this coefficient matrix $C(t)$, the final approximation (6.1) becomes\(^2\)

$$
\tilde{F}(t) = V_{t,F}(P_{t,F}^T V_{t,F})^{-1} P_{t,F}^T F(t) P_{r,F} (W_{r,F}^T P_{r,F})^{-1} W_{r,F}^T =: Q_{t,F} F(t) Q_{r,F}^T.
$$

Note that $Q_{t,F}$ and $Q_{r,F}$ are oblique projectors. A similar approximation can be found in [48]. In addition to that of the two spaces, an important role is played by the choice of the interpolation indices contained in $P_{t,F}$ and $P_{r,F}$. We suggest determining these indices for the matrices $P_{t,F}$ and $P_{r,F}$ as the output of $q$-deim ([23]) with inputs $V_{t,F}$ and $W_{r,F}$, respectively.

We next provide a bound measuring the distance between the error obtained with the proposed oblique projection (6.2) and the best approximation error of $F$ in the same range spaces, where we recall that $V_{t,F}$ and $W_{r,F}$ have orthonormal columns. This bound is a direct extension to the matrix setting of [19, Lemma 3.2].

**PROPOSITION 6.1.** Let $F \in \mathbb{R}^{n \times n}$ be an arbitrary matrix, and let $\tilde{F} = Q_{t,F} F Q_{r,F}^T$, as in (6.2). Then

$$
\|F - \tilde{F}\|_F \leq c_{\ell} c_r \|F - V_{t,F} V_{t,F}^T F W_{r,F} W_{r,F}^T\|_F
$$

where $c_{\ell} = \left\| (P_{t,F}^T V_{t,F})^{-1} \right\|_2$ and $c_r = \left\| (P_{r,F}^T W_{r,F})^{-1} \right\|_2$.

**Proof.** Recall that $f = \text{vec}(F)$. Then, by the properties of the Kronecker product

$$
\|F - \tilde{F}\|_F = \|\text{vec}(F) - \text{vec}(\tilde{F})\|_2 = \|f - (Q_{t,F} \otimes Q_{r,F}) f\|_2 = \left\| f - (W_{r,F} \otimes V_{t,F}) (P_{r,F} \otimes P_{t,F}) (W_{r,F} \otimes V_{t,F})^{-1} (P_{r,F} \otimes P_{t,F})^T f \right\|_2.
$$

Therefore, by [19, Lemma 3.2],

$$
\|F - \tilde{F}\|_F \leq \left\| (P_{r,F} \otimes P_{t,F}) (W_{r,F} \otimes V_{t,F})^{-1} \right\|_2 \left\| f - (W_{r,F} \otimes V_{t,F}) (W_{r,F} \otimes V_{t,F})^{-1} f \right\|_2
$$

$$
= \left\| (P_{r,F}^T V_{t,F})^{-1} \right\|_2 \left\| (P_{r,F}^T W_{r,F})^{-1} \right\|_2 \left\| F - V_{t,F} (F W_{r,F} W_{r,F}^T) F_{t,F} \right\|_F. \Box
$$

\(^2\)If the nonlinear function $F(t)$ is symmetric for all $t \in [0,T], \nu_t$, thanks to Remark 3.1 this approximation will preserve the symmetry of the nonlinear function.
We emphasize that $c_t, c_r$ do not depend on time, in case $\mathcal{F}$ does. As has been discussed in [19],[23], it is clear from (6.3) that minimizing these amplification factors will minimize the error norm with respect to the best approximation onto the spaces $\text{Range}(V_{t,f})$ and $\text{Range}(W_{r,f})$. The quantities $c_t, c_r$ depend on the interpolation indices. If the indices are selected greedily, as in [19], then

$$c_t \leq \frac{(1 + \sqrt{2n})^{p_1 - 1}}{\|e^T_1 V_{t,f}\|_\infty}, \quad c_r \leq \frac{(1 + \sqrt{2n})^{p_2 - 1}}{\|e^T_1 W_{r,f}\|_\infty}.$$ 

(6.4)

If the indices are selected by a pivoted QR factorization as in q-deim, then

$$c_t \leq \sqrt{n - p_1 + 1} \frac{\sqrt{4p_1 + 6p_1 - 1}}{3}, \quad c_r \leq \sqrt{n - p_2 + 1} \frac{\sqrt{4p_2 + 6p_2 - 1}}{3},$$

which are better bounds than those in (6.4), though still rather pessimistic; see [23].

To complete the efficient derivation of the reduced model in (1.4) we are left with the final approximation of $\mathcal{F}$ in (6.2). If $\mathcal{F}$ is evaluated componentwise, as we assume throughout$^3$, then $P^T_{t,f} \mathcal{F}(V_{t,U} Y(t) W^T_{r,U}, t) P_{r,f} = \mathcal{F}(P^T_{t,f} V_{t,U} Y(t) W^T_{r,U} P_{r,f}, t)$, so that

$$\mathcal{F}_k(Y_k, t) \approx V^T_{t,U} V_{t,f}(P^T_{t,f} V_{t,f})^{-1} P^T_{t,f} \mathcal{F}(V_{t,U} Y_k(t) W^T_{r,U}, t) P_{r,f}(W^T_{r,f} P_{r,f})^{-1} W_{r,f} W^T_{r,f} W_{r,U}$$

$$= V^T_{t,U} V_{t,f}(P^T_{t,f} V_{t,f})^{-1} \mathcal{F}(P^T_{t,f} V_{t,U} Y_k(t) W^T_{r,U} P_{r,f}, t)(W^T_{r,f} P_{r,f})^{-1} W^T_{r,f} W_{r,U},$$

(6.5)

$$=: \tilde{\mathcal{F}}_k(Y_k, t).$$

The matrices $V^T_{t,U} V_{t,f}(P^T_{t,f} V_{t,f})^{-1} \in \mathbb{R}^{k_1 \times p_1}$ and $(W^T_{r,f} P_{r,f})^{-1} W^T_{r,f} W_{r,U} \in \mathbb{R}^{p_2 \times k_2}$ are independent of $t$, therefore they can be precomputed and stored once for all. Similarly for the products $P^T_{t,f} V_{t,U} \in \mathbb{R}^{p_1 \times k_1}$ and $W^T_{r,U} P_{r,f} \in \mathbb{R}^{k_2 \times p_2}$. Note that products involving the selection matrices $P$’s are not explicitly carried out: the operation simply requires selecting corresponding rows or columns in the other matrix factor.

Finally, we remark that in some cases the full space approximation matrix may not be involved. For instance, if $\mathcal{F}$ is a matrix function ([29]) and $U(t)$ is symmetric for all $t \in [0, T_f]$, so that $U(t) \approx V_{t,U} Y_k(t) V^T_{t,U}$, then, recalling (1.5), it holds that

$$\mathcal{F}_k(Y_k, t) = V^T_{t,U} \mathcal{F}(V_{t,U} Y_k V^T_{t,U}, t) V_{t,U} \approx \mathcal{F}(V^T_{t,U} V_{t,U} Y_k, t) = \mathcal{F}(Y_k, t),$$

where the equality $\approx$ is due to [29, Corollary 1.34].

7. Two-sided POD-DEIM for nonlinear matrix-valued ODEs. To complete the derivation of the numerical method, we need to determine the time-dependent matrix $Y_k(t), t \in [0, T_f]$ in the approximation $V_{t,U} Y_k(t) W^T_{r,U} \approx U(t)$, where $V_{t,U} \in \mathbb{R}^{n \times k_1}$ and $W_{r,U} \in \mathbb{R}^{n \times k_2}, k_1, k_2 \ll n$ and we let $k = (k_1, k_2)$. The function $Y_k(t)$ is computed as the numerical solution to the reduced problem (1.4) with $\mathcal{F}_k(Y_k, t)$ defined in (6.5). To integrate the reduced order model (1.4) as time $t$ varies, several alternatives can be considered. The vectorized form of the semilinear problem can be treated with classical first or second order semi-implicit methods such as IMEX.

$^3$For general nonlinear functions the theory from [19, Section 3.5] can be extended to both matrices $V_{t,U}$ and $W_{r,U}$. 
methods (see, e.g., [5]), that appropriately handle the stiff and non-stiff parts of the equation. Several of these methods were originally constructed as rational approximations to exponential integrators, which have for long time been regarded as too expensive for practical purposes. Recent advances in numerical linear algebra have allowed a renewed interest in these powerful methods, see, e.g., [16, 25, 27]. One of the advantages of our matrix setting is that exponential integrators can be far more cheaply applied than in the vector case, thus allowing for a better treatment of the stiff component in the solution; see, e.g., [21]. Let \( \{t_i\}_{i=0,...,n_i} \) be the nodes discretizing the time interval \([0, T_f]\) with meshsize \( h \). Given the (vector) differential equation \( \dot{y} = L_k y + f(t, y) \), the (first order) exponential time differencing (ETD) Euler method is given by the following recurrence,

\[
y^{(i)} = e^{hL_k}y^{(i-1)} + h\varphi_1(hL_k)f(t_{i-1}, y^{(i-1)}),
\]

where \( \varphi_1(z) = (e^z - 1)/z \). In our setting, \( L_k = B_k^T \otimes I_{k_1} + I_{k_2} \otimes A_k \), for which it holds that \( e^{hL_k} = e^{hB_k^T} \otimes e^{hA_k} \) [29, Th.10.9], so that the computation of the exponential of the large matrix \( L_k \) reduces to \( e^{hL_k} \text{vec}(Y_k) = \text{vec}(e^{hA_k}Y_ke^{hB_k}) \). The two matrices used in the exponential functions have now small dimensions, so that the computation of the matrix exponential is fully affordable. As a consequence, the integration step can be performed all at the matrix level, without resorting to the vectorized form.

More precisely (see also [21]), let \( j(Y_k^{(i-1)}) = \mathcal{F}_k(Y_k^{(i-1)}, t_{i-1}) \). Then we can compute \( Y_k^{(i)} \approx Y_k(t_i) \) as

\[
Y_k^{(i)} = e^{hA_k}Y_k^{(i-1)}e^{hB_k} + h\Phi^{(i-1)},
\]

where the matrix \( \Phi^{(i-1)} \) solves the following linear (Sylvester) matrix equation

\[
A_k \Phi + \Phi B_k = e^{hA_k}j(Y_k^{(i-1)})e^{hB_k} - j(Y_k^{(i-1)}).
\]

At each iteration, the application of the matrix exponentials in \( A_k \) and \( B_k \) is required, together with the solution of the small dimensional Sylvester equation. This linear equation has a unique solution if and only if the spectra of \( A_k \) and \( -B_k \) are disjoint, a hypothesis that is satisfied in our setting. The solution \( \Phi^{(i-1)} \) can be obtained by using the Bartels-Stewart method [9]. In case of symmetric \( A_k \) and \( B_k \), significant computational savings can be obtained by computing the eigendecomposition of these two matrices at the beginning of the online phase, and then compute both the exponential and the solution to the Sylvester equation explicitly; we refer the reader to [21] for these implementation details. Matrix-oriented first order IMEX schemes could also be employed (see [21]), however in our experiments ETD provided smaller errors at comparable computational costs.

Concerning the quality of our approximation, error estimates for the full POD-DDEIM approximation of systems of the form (1.6) have been derived in [53, 20], which also take into account the error incurred in the numerical solution of the reduced problem. A crucial hypothesis in the available literature is that \( f(u, t) = \text{vec}(\mathcal{F}(U, t)) \) be Lipschitz continuous with respect to the first argument, and this is also required for exponential integrators. This condition is satisfied for the nonlinear function of our reduced problem. Indeed, consider the vectorized approximation space \( V_u = W_{r,U} \otimes V_{t,U} \) and the oblique projector \( Q_f = Q_{r,f} \otimes Q_{t,f} \) from (6.2). If we denote by \( \hat{Y}_k(t) \) the approximate solution of (1.4) with \( \mathcal{F}_k \) approximated above, then

\[
\|U(t) - V_{t,U} \hat{Y}_k(t) W_{r,U}^T\|_F = \|u(t) - V_u \hat{y}_k(t)\|_2,
\]
where \( \hat{y}_k(t) = \text{vec}(\hat{Y}_k(t)) \) solves the reduced problem
\[
\hat{y}_k(t) = \mathbb{V}_u^T L \mathbb{V}_u \hat{y}_k(t) + \mathbb{V}_u^T Q_k f(\mathbb{V}_u \hat{y}_k(t)).
\]

For ETD applied to semilinear differential equations the additional requirement is that \( L_k \) be sectorial, which can also be assumed for the discretization of the considered operator \( \ell \); see [31, Th.4 for order \( s = 1 \)]. The error in (7.2) can therefore be approximated by applying the a-priori [20] or a posteriori [53] error estimates to the vectorized system associated with \( \hat{y}_k \). Moreover, if \( f(u,t) \) is Lipschitz continuous, this property is preserved by the reduced order vector model, since \( \mathbb{V}_u \) has orthonormal columns and \( \|Q\| \) is a bounded constant, as shown in Proposition 6.1; see e.g., [20].

The complete 2s-POD-DEIM method for the semilinear differential problem (1.1) is presented in Algorithm 2s-POD-DEIM. In Table 1 we summarize the key dimensions and parameters of the whole procedure. A technical discussion of the algorithm and its computational complexity is postponed to Appendix A.

**Algorithm 2s-POD-DEIM**

**INPUT:** Coefficient matrices of (1.1), \( F : \mathbb{R}^{n \times n} \times [0,T_f] \to \mathbb{R}^{n \times n} \), (or its snapshots), \( n_{\text{max}}, \kappa, \) and \( \tau, n_t, \{t_i\}_{i=0}^{n_t} \).

**OUTPUT:** \( V_{t,U}, W_{r,U} \) and \( Y_k^{(i)}, i = 0, \ldots, n_t \) to implicitly form the approximation \( V_{t,U} Y_k^{(i)} W_{r,U}^T \approx U(t_i) \)

**Offline:**
1. Determine \( V_{t,U}, W_{r,U} \) for \( \{U\}_{i=1}^{n_{\text{max}}} \) and \( V_{t,F}, W_{r,F} \) for \( \{F\}_{i=1}^{n_{\text{max}}} \) via Algorithm 5.1 (Dynamic 2s-POD) using at most \( n_k \) of the \( n_{\text{max}} \) time instances (if not available, this includes approximating the snapshots \( \{F(t_i)\}_{i=1}^{n_{\text{max}}} \), \( \{U(t_i)\}_{i=1}^{n_{\text{max}}} \) as the time interval is spanned);
2. Compute \( Y_k^{(0)} = V_{t,U}^T U_0 W_{r,U}, A_k = V_{t,U}^T A V_{t,U}, B_k = W_{r,U}^T B W_{r,U} \);
3. Determine \( P_{r,F}, P_{r,F} \) using \( q\)-deim(2s-DEIM);
4. Compute \( V_{t,U}^T V_{t,F}(P_{r,F} V_{t,F})^{-1}, (W_{r,F} P_{r,F})^{-1} W_{r,F}^T W_{r,U}, P_{r,F}^T P_{r,F} \) and \( W_{r,U}^T W_{r,U} \).

**Online:**
5. For each \( i = 1, \ldots, n_t \)
   - (i) Evaluate \( \hat{f}_k(Y_k^{(i-1)}, t_{i-1}) \) as in (6.5) using the matrices computed above;
   - (ii) Numerically solve the matrix equation (7.1) and compute
     \[
     Y_k^{(i)} = e^{hA_k} Y_k^{(i-1)} e^{hB_k} + h\Phi^{(i-1)},
     \]

8. Numerical experiments. In this section we illustrate the performance of our matrix-oriented 2s-POD-DEIM integrator. In section 8.1 we analyze the quality of the approximation space created by the DYNAMIC algorithm on three nonlinear functions with different characteristics. Then in section 8.2 we focus on the ODE setting by comparing the new 2s-POD-DEIM procedure to the standard POD-DEIM.

8.1. Approximation of a nonlinear function \( F \). We investigate the effectiveness of the proposed DYNAMIC 2s-POD procedure for determining the two-sided approximation space of a nonlinear function.
Table 1: Summary of leading dimensions and parameters of Algorithm 2s-POD-DEIM.

| Par. | Description |
|------|-------------|
| $n_s$ | Employed number of snapshots |
| $k$ | Dimension of vector POD subspace |
| $p$ | Dimension of vector DEIM approx. space |
| $N$ | Length of $u(t)$, $N = n^2$. |
| $\kappa$ | Dimension of the snapshot space approximation |
| $k_i$ | Dimension of left ($i = 1$) and right ($i = 2$) 2s-POD subspaces |
| $p_i$ | Dimension of left ($i = 1$) and right ($i = 2$) 2s-DEIM subspaces |
| $n$ | Dimension of square $U(t)$, for $n = n_s = n_y$ |

As a reference comparison, we consider the vector form of the DEIM approximation (hereafter VECTOR) in section 2.

We also include comparisons with a simple two-sided matrix reduction strategy that uses a sequential evaluation of all available snapshots, together with the updating of the bases $V_{\ell,F}$ and $W_{r,F}$ during the snapshot processing. In particular, if $[V_j, \Sigma_j, W_j] = \text{svds}(F_j, \kappa)$ is the singular value decomposition of $F_j$ limited to the leading $\kappa$ singular triplets, then in this simple approach the basis matrices $V_{\ell,F}$ and $W_{r,F}$ are directly updated by orthogonal reduction of the augmented matrices

\[(V_{\ell,F}, V_j \Sigma_j^2) \in \mathbb{R}^{n \times \kappa_1} \quad \text{and} \quad (W_{r,F}, W_j \Sigma_j^2) \in \mathbb{R}^{n \times \kappa_2}\]

respectively, where $\kappa_1, \kappa_2 \geq \kappa$. To make this procedure comparable in terms of memory to Algorithm 3.1, we enforce that the final dimension $\nu_j$ of each basis satisfies $\nu_j \leq \kappa$, for $j = \ell, r$. We will refer to this as the VANILLA procedure for adding a snapshot to the approximation space; see, for instance, [43],[33] for additional details.

**Example 1.** Consider the nonlinear functions $\phi_i : \Omega \times [0, T_f] \to \mathbb{R}$, $\Omega \subset \mathbb{R}^2$, $i = 1, 2, 3$ defined as

\[
\begin{align*}
\phi_1(x_1, x_2, t) &= \sqrt{x_1^2 + x_2^2 + (2x_1 - 3)^2 + 0.01^2}^2, \quad \Omega = [0, 2] \times [0, 2], T_f = 2, \\
\phi_2(x_1, x_2, t) &= \sqrt{(x_1 + x_2 - 1)^2 + (x_1^2 + x_2^2 - 2)^2 + 0.01^2}^2, \quad \Omega = [0, 1] \times [0, 1.5], T_f = 3, \\
\phi_3(x_1, x_2, t) &= \sqrt{(x_1 + x_2 - 1)^2 + (x_1^2 + x_2^2 - 3)^2 + 0.01^2}^2, \quad \Omega = [0, 3] \times [0, 3], T_f = 5.
\end{align*}
\]

Each function is discretized with $n = 2000$ nodes in each spatial direction to form three matrix valued functions $F^{(i)} : [0, T_f] \to \mathbb{R}^{n \times n}$, for $i = 1, \ldots, 3$, respectively. In the truncation criterion (3.7), for all functions we set $n_{\text{max}} = 60$ and $\tau = 10^{-3}$. The function $\phi_1$ shows significant variations at the beginning of the time window, $\phi_3$ varies more towards the right-hand of the time span, while $\phi_2$ is somewhere in between.

The approximations obtained with the considered methods are reported in Table 2 for $\kappa = 50$ and $\kappa = 70$, with the following information: For the adaptive snapshot selection procedure, we indicate the required number of PHASES and the final total number $n_s$ of snapshot used, the CPU time to construct the basis vectors (time for Algorithm 3.1 plus time for the SVDs (8.1) or VANILLA), the final dimensions $\nu_\ell$ and $\nu_r$, and finally, the arithmetic mean of the errors $\|F(t_j) - V_{\ell,F} F_{\ell,F} V_{\ell,F}^T F(t_j) W_{r,F} W_{r,F}^T F(t_j)\|$ over 300 equispaced timesteps $t_j$, for each $F = F^{(i)}$, $i = 1, 2, 3$. For the vector approach, where we used $n_s = \kappa$, the reported time consists of the CPU time needed.
to perform the SVD of the long snapshots, while the error is measured using the vector form corresponding to the formula above; see the description at the beginning of section 8.2.

|                  | \( \kappa = 50 \) | \( \kappa = 70 \) |
|------------------|------------------|------------------|
|                  | \( n_s \) | \( \nu_t/\nu_r \) | \( n_s \) | \( \nu_t/\nu_r \) | \( n_s \) | \( \nu_t/\nu_r \) | \( n_s \) | \( \nu_t/\nu_r \) |
| \( f_1 \)       |                  |                  |                  |                  |                  |                  |                  |                  |
| DYNAMIC          | 2 \{9\}     | 3.5 \{33/39\}   | 6 \cdot 10^{-4} | 1 \{7\}       | 4.7 \{40/50\}   | 3 \cdot 10^{-4} |                  |                  |
| VANILLA          | -\{60\}    | 27.6 \{42/50\}  | 6 \cdot 10^{-4} | -\{60\}      | 38.8 \{42/60\}  | 3 \cdot 10^{-4} |                  |                  |
| VECTOR           | -\{50\}    | 35.9 \{41\}     | 1 \cdot 10^{-3} | -\{70\}      | 77.3 \{56\}     | 3 \cdot 10^{-4} |                  |                  |
| \( f_2 \)       |                  |                  |                  |                  |                  |                  |                  |                  |
| DYNAMIC          | 3\{21\}    | 8.6 \{45/26\}   | 8 \cdot 10^{-4} | 2\{10\}      | 6.1 \{48/30\}   | 6 \cdot 10^{-4} |                  |                  |
| VANILLA          | -\{60\}    | 25.6 \{50/37\}  | 4 \cdot 10^{-4} | -\{60\}      | 39.6 \{58/37\}  | 2 \cdot 10^{-4} |                  |                  |
| VECTOR           | -\{50\}    | 42.7 \{36\}     | 6 \cdot 10^{-3} | -\{70\}      | 91.8 \{47\}     | 2 \cdot 10^{-3} |                  |                  |
| \( f_3 \)       |                  |                  |                  |                  |                  |                  |                  |                  |
| DYNAMIC          | 2\{11\}    | 4.4 \{34/33\}   | 1 \cdot 10^{-4} | 1\{10\}      | 5.9 \{39/39\}   | 3 \cdot 10^{-4} |                  |                  |
| VANILLA          | -\{60\}    | 25.4 \{46/46\}  | 2 \cdot 10^{-4} | -\{60\}      | 38.6 \{46/46\}  | 2 \cdot 10^{-4} |                  |                  |
| VECTOR           | -\{50\}    | 47.1 \{50\}     | 2 \cdot 10^{-3} | -\{70\}      | 92.5 \{64\}     | 8 \cdot 10^{-4} |                  |                  |

Table 2: Example 1. Performance of DYNAMIC, VANILLA and VECTOR algorithms for \( n = 2000 \).

Between the matrix-oriented procedures, the dynamic procedure outperforms the simplified one, both in terms of space dimensions \( n_s, \nu_t \) and \( \nu_r \), and in terms of CPU time, especially when not all time selection phases are needed. The error is comparable for the two methods. Not unexpectedly, increasing \( \kappa \) allows one to save on the number of snapshots \( n_s \), though a slightly larger reduced dimension \( \nu_t/\nu_r \) may occur. The vector method is not competitive for any of the observed parameters, taking into account that vectors of length \( n^2 \) need be stored.

8.2. Solution approximation of the full problem. We report on a selection of numerical experiments with the DYNAMIC 2s-POD-DEIM procedure on matrix semilinear differential equations of the form (1.1). Once again, we compare the results with a standard vector procedure that applies standard POD-DEIM to the vectorized solution and nonlinear function snapshots. In particular, we apply the (vectorized) adaptive procedure from section 5 using the error \( \|\xi - V_k V_k^T \xi\|/\|\xi\| \) for the selection criterion, where \( \xi \) is the vectorized snapshot and \( V_k \) is the existing POD basis. Notice that in the vector setting we need to process as many nodes, as the final space dimension, which depends on the tolerance \( \tau \). This is due to the fact that no reduction takes place.

In all experiments CPU times are in seconds, and all bases are truncated using the criterion in (3.7). To illustrate the quality of the obtained numerical solution, we also report on the evaluation of the following average relative error norm

\[
\bar{E}(U) = \frac{1}{n_t} \sum_{\gamma=1}^{n_t} \frac{\|U^{(j)} - \tilde{U}^{(j)}\|_F}{\|U^{(j)}\|_F},
\]

where \( \tilde{U}^{(j)} \) represents either the DYNAMIC approximation, or the matricization of the VECTOR approximation and \( U^{(j)} \) is determined by means of the exponential Euler method applied to the original problem.

Table 3 shows the key numbers for the bases construction for both methods. For either \( U \) or \( F \) we report the number of PHASES, the number \( n_s \) of included snapshots, and the final space dimensions after the reduction procedure. We first describe the considered model problem and then comment on the numbers in Table 3 and on
the detailed analysis illustrated in Table 4. We stress that these may be considered typical benchmark problems for our problem formulation. We also remark that for some of the experimental settings the problem becomes symmetric, so that thanks to Remark 3.1 the two bases could be taken to be the same with further computational and memory savings. Nonetheless, we do not exploit this extra feature in the reported experiments.

For all examples the full matrix problem has dimension $n = 1000$, while the selected values for $\kappa$, $n_{\text{max}}$ and $n_t$ are displayed in Table 3 and Table 4, respectively.

**Example 2.** The 2D Allen-Cahn equation [1]. Consider the equation

\begin{equation}
    u_t = \epsilon_1 \Delta u - \frac{1}{\epsilon_2} (u^3 - u), \quad \Omega = [a, b]^2, \quad t \in [0,T_f],
\end{equation}

with initial condition $u(x,y,0) = u_0$. The first example is referred to as $\text{AC} \, 1$. As in [47], we use the following problem parameters: $\epsilon_1 = 10^{-2}$, $\epsilon_2 = 1$, $a = 0$, $b = 2\pi$ and $T_f = 5$. Finally, we set $u_0 = 0.05 \sin x \cos y$ and impose homogeneous Dirichlet boundary conditions. The second problem (hereafter $\text{AC} \, 2$) is a mean curvature flow problem ([24]) of the form (8.3) with data as suggested, e.g., in [32, Section 5.2.2], that is periodic boundary conditions, $\epsilon_1 = 1$, $a = -0.5$, $b = 0.5$, $T_f = 0.075$, with $u_0 = \tanh \left( \frac{0.4 - \sqrt{x^2 + y^2}}{\sqrt{2} \epsilon_2} \right)$. Following [32, Section 5.2.2] we consider $\epsilon_2 \in \{0.01, 0.02, 0.04\}$.

As $\epsilon_2$ decreases stability reasons enforce the use of finer time discretizations $n_t$, also leading to larger values of $n_{\text{max}}$ and $\kappa$, as indicated in Table 3 and Table 4, where we report our experimental results.

**Example 3.** Reaction-convection-diffusion equation. We consider the following reaction-convection-diffusion (hereafter $\text{RCD}$) problem, also presented in [17],

\begin{equation}
    u_t = \epsilon_1 \Delta u + (u_x + u_y) + u(u - 0.5)(1 - u), \quad \Omega = [0,1]^2, \quad t \in [0,0.3].
\end{equation}

The initial solution is given by $u_0 = 0.3 + 256 \cdot (x(1-x)y(1-y))^2$, while zero Neumann boundary conditions are imposed. In Table 3 and Table 4 we present results for $\epsilon_1 \in \{0.5, 0.05\}$.

Table 3 shows that for both the solution and the nonlinear function snapshots, the $\text{DYNAMIC}$ procedure requires merely one phase, and it retains snapshots at only a few of the time instances. On the other hand, the vector approach typically requires two or even three phases to complete the procedure. The dimension of the bases is not comparable for the matrix and vector approaches, since these are subspaces of spaces of significantly different dimensions, namely $\mathbb{R}^n$ and $\mathbb{R}^{n^2}$ in the matrix and vector cases, respectively. Nonetheless, it is clear that the memory requirements are largely in favor of the matrix approach, as shown in Table 4, where computational and memory details are reported. In particular, in Table 4 the offline timings are broken down into two main parts. The column $\text{Basis time}$ collects the cost of the Gram-Schmidt orthogonalization in the $\text{VECTOR}$ setting, and the cumulative cost of Algorithm 3.1 (for both the solution and nonlinear function snapshots) for the $\text{DYNAMIC}$ procedure. Column $\text{DEIM time}$ reports the time required to determine the interpolation indices by $\text{q-deim}$. The “online times” report the cost to simulate both reduced order models at $n_t$ timesteps. The relative approximation error in (8.2) is also displayed, together with the total memory requirements for the offline and online

\footnote{Note that the linear term $-u$ is kept in the nonlinear part of the operator.}
Table 3: Example 2: Performance of DYNAMIC and VECTOR algorithms for $n = 1000$.

| ALGORITHM | PHASES | $n_s$ | $\nu_f/\nu_r$ |
|-----------|--------|-------|----------------|
| DYNAMIC   | U      | 1     | 8              | 9/2            |
| VECTOR    | F      | 2     | 9              |                |
| DYNAMIC   | U      | 1     | 7              | 10/3           |
| VECTOR    | F      | 2     | 9              |                |
| DYNAMIC   | U      | 1     | 2              | 15/15          |
| VECTOR    | F      | 2     | 25             | 25             |
| DYNAMIC   | U      | 1     | 3              | 27/27          |
| VECTOR    | F      | 2     | 40             | 40             |
| DYNAMIC   | U      | 1     | 3              | 30/30          |
| VECTOR    | F      | 1     | 28             | 28             |
| DYNAMIC   | U      | 1     | 4              | 39/39          |
| VECTOR    | F      | 2     | 53             | 53             |
| DYNAMIC   | U      | 1     | 3              | 62/62          |
| VECTOR    | F      | 1     | 43             | 43             |
| DYNAMIC   | U      | 1     | 5              | 73/73          |
| VECTOR    | F      | 2     | 92             | 92             |
| DYNAMIC   | U      | 1     | 3              | 10/10          |
| VECTOR    | F      | 1     | 7              | 7              |
| DYNAMIC   | U      | 1     | 3              | 13/13          |
| VECTOR    | F      | 2     | 11             | 11             |
| DYNAMIC   | U      | 1     | 4              | 14/14          |
| VECTOR    | F      | 3     | 14             | 14             |
| DYNAMIC   | U      | 1     | 3              | 17/17          |
| VECTOR    | F      | 3     | 34             | 34             |

parts. In terms of memory, for the VECTOR setting this includes the storage of all the processed snapshots while for 2s-POD-DEIM that of $\tilde{V}_i$ and $\hat{W}_i$ from Algorithm 3.1, for both the solution and nonlinear function snapshots. This quantity is always equal to $4\kappa \cdot n$ for the DYNAMIC setting.

We point out the large gain in basis construction time for the DYNAMIC procedure, mainly related to the low number of snapshots employed (cf. Table 3). Furthermore, the DYNAMIC procedure enjoys a massive gain in memory requirements, for very comparable online time and final average errors.

For the reaction-convection-diffusion example we also analyze the dependence of the number $n_s$ of retained snapshots on the threshold $\tau$ of the two procedures, having fixed $n_{\text{max}} = 60$. For the vector procedure $n_s$ increases as the tolerance $\tau$ decreases, whereas for the dynamic procedure $n_s$ remains nearly constant for changing $\tau$. This ultimately indicates that the offline cost will increase for the VECTOR procedure, if a richer basis is required; see the appendix and Table 5 for a detailed discussion.

9. Conclusions and future work. We have proposed a matrix-oriented POD-DEIM type order reduction strategy to efficiently handle the numerical solution of semilinear matrix differential equations in two space variables. By introducing a novel interpretation of the proper orthogonal decomposition when applied to functions in two variables, we devised a new two-sided discrete interpolation strategy that is also able to preserve the symmetric structure in the original nonlinear function and in the approximate solution. The numerical treatment of the matrix reduced order differential problem can take full advantage of both the small dimension and the matrix setting, by exploiting effective exponential integrators. Our very encouraging numerical experiments show that the new procedure can dramatically decrease memory and
Table 4: Computational time and storage requirements of 2s-POD-DEIM and standard vector POD-DEIM. CPU times are in seconds and $n = 1000$.

| PB. | METHOD  | OFFLINE | ONLINE | REL. ERROR |
|-----|---------|---------|--------|------------|
|     | BASIS   | DEIM    | MEMORY | TIME ($n_i$) | MEMORY |       |
| AC 1| DYNAMIC | 1.8     | 0.001  | 200n        |        | $1 \cdot 10^{-4}$ |
|     | VECTOR  | 0.6     | 0.228  | $18n^2$     |        | $1 \cdot 10^{-4}$ |
| AC 2| DYNAMIC | 0.8     | 0.005  | 200n        | 0.010  | $3 \cdot 10^{-4}$ |
| 0.04| VECTOR  | 8.4     | 3.745  | $65n^2$     | 0.020  | $2 \cdot 10^{-4}$ |
| AC 2| DYNAMIC | 1.8     | 0.004  | 280n        | 0.140  | $2 \cdot 10^{-4}$ |
| 0.02| VECTOR  | 14.56   | 5.273  | $81n^2$     | 0.120  | $3 \cdot 10^{-5}$ |
| AC 2| DYNAMIC | 5.3     | 0.008  | 600n        | 0.820  | $5 \cdot 10^{-4}$ |
| 0.01| VECTOR  | 46.2    | 13.820 | $135n^2$    | 0.420  | $2 \cdot 10^{-4}$ |
| RDC | DYNAMIC | 0.8     | 0.001  | 200n        | 0.008  | $2 \cdot 10^{-4}$ |
| 0.5 | VECTOR  | 0.6     | 0.277  | $18n^2$     | 0.010  | $1 \cdot 10^{-4}$ |
| RDC | DYNAMIC | 0.9     | 0.001  | 200n        | 0.010  | $2 \cdot 10^{-4}$ |
| 0.05| VECTOR  | 4.1     | 2.297  | $48n^2$     | 0.010  | $1 \cdot 10^{-4}$ |

Fig. 8.1: Example 3. $n = 1000$. Number of retained snapshots with respect to $\tau$, for $\epsilon_1 = 0.05$.

CPU time requirements for the function reduction procedure in the so-called offline phase. Moreover, we illustrated that the reduced low-dimensional matrix differential equation can be numerically solved in a rapid online phase, without sacrificing too much accuracy.

This work can be expanded in various directions. In particular, the companion paper [33] presents a first experimental exploration of the three dimensional case, which takes advantage of the tensor setting, and uses recently developed tensor linear equations solvers to advance in time in the (tensor) reduced differential equation; a dynamic approach could enhance the implementation in [33]. Generalizations to the multidimensional case and to multiparameters suggest themselves.
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Appendix A. Discussion of 2s-POD-DEIM algorithm and computational complexity. We compare the computational complexity of the new 2s-POD-DEIM method applied to (1.1) with that of standard POD-DEIM. All discussions are related to Algorithm 2s-POD-DEIM in section 7.

The offline phase. The first part of the presented algorithm defines the offline phase. For the $U$-set, we considered the semi-implicit Euler scheme applied directly to the differential equation in matrix form; see, e.g., [21], whereas the snapshot selection is done via the adaptive procedure discussed in section 5. Notice that moving from one phase to the next in Algorithm 5.1 does not require recomputing any quantities. Indeed, if $h^*$ is the stepsize of the new phase, we determine $U(h^*)$ from $U(0)$ and initialize the semi-implicit Euler scheme from there; see also Figure 5.1.

The computational complexity of approximating the $\kappa$ leading singular triplets with $\text{svds}$, as required by Algorithm 3.1 is given by the implicitly restarted Lanczos bidiagonalization, as implemented in the matlab function $\text{svds}$. For each $i$ this cost is mainly given by matrix vector multiplications with the dense $n \times n$ matrix; one Arnoldi cycle involves at most $2\kappa$ such products, together with $2\kappa$ basis orthogonalizations, leading to $O(n^2\kappa + n\kappa)$ operations per cycle [7]. The final SVDs for $bases pruning$ at the end of Algorithm 5.1 are performed with a dense solver, and each has complexity $O(11\kappa^3)$ [26, p.493]. Furthermore, each skinny $QR$-factorization required for the projections $\Pi_1$ and $\Pi_r$ in (5.1) has complexity $O(2n\kappa^2)$ [26, p.255]. For the standard POD-DEIM algorithm, the reported SVD complexity is the total cost of orthogonalizing all selected snapshots by means of Gram-Schmidt, which is $O(Nn_2^2)$.

The projected coefficient matrices $A_k$, $B_k$, and $Y_0$ are computed once for all and stored in step 2 of Algorithm 2s-POD-DEIM, with a total complexity of approximately $O(n^2(k_1 + k_2) + n(k_1 + k_2 + k_1^2 + k_2^2))$, assuming that $A$ and $B$ are sparse and $U_0$ is dense. This step is called POD projection in Table 5.

Step 3 in the Algorithm 2s-POD-DEIM has a computational complexity of $O(n(p_1^2 + p_2^2))$ [23], while the matrices in step 4 need to be computed and stored with computational complexity $O(n(k_1 + k_2)(p_1 + p_2) + (p_1^2 + p_2^2)n + k_1^3 + k_2^3)$ in total [19]. This step is called DEIM projection in Table 5. We recall that the products involving the selection matrices $P_{r,F}$ and $P_{r,F}$ do not entail any computation.

Finally, for the ETD we report the costs for the reduced procedure described in [21, Section 3.3], since we did not experience any stability issues with the diagonalization in our experiments. To this end an a-priori spectral decomposition of each of the reduced matrices $A_k$ and $B_k$ is done once for all, which has complexity $O(9k_1^3 + 9k_2^3)$ for dense symmetric matrices [26]. This makes the cost of evaluating the matrix exponentials negligible, since the computations at each time iteration online will be performed within the eigenbases, following [21, Section 3.3]. Furthermore, thanks to the small dimension of the matrices we also explicitly compute the inverse of the eigenvector matrices at a cost of $O(k_1^3 + k_2^3)$, as required by the online computation.

All these costs are summarized in Table 5 and compared with those of the standard POD-DEIM offline phase applied to (1.6), as indicated in [19], with dimension $N = n^2$.

All coefficient matrices are assumed to be sparse and it is assumed that both methods

\(^5\)If the coefficient matrices were nonsymmetric, this will be more expensive (still of cubic order), but determining the exact cost is however still an open problem [26].
select $n_s$ snapshots via the adaptive procedure. In practice, however, it appears that
the two-sided procedure requires far fewer snapshots than the vectorization procedure,
as indicated by Table 3. The table also includes the memory requirements for the
snapshots and the basis matrices.

Table 5: Offline phase: Computational costs (flops) for standard POD-DEIM applied to
(1.6), and 2s-POD-DEIM applied to (1.1), and principal memory requirements. Here
$N = n^2$.

| Procedure                  | POD-DEIM                          | DYNAMIC 2S-POD-DEIM                     |
|----------------------------|-----------------------------------|----------------------------------------|
| SVD                        | $O(Nn_s^2)$                       | $O(n^2n_s + 6n^2 + 11n^3)$             |
| QR                         | $-$                               | $O(n^2n_s)$                           |
| DEIM                       | $O(Np^2)$                         | $O(n(p_1^2 + p_2^2))$                 |
| POD projection             | $O(Nk + Nk^2)$                    | $O(n^2(k_1 + k_2) + n(k_1 + k_2 + k_1^2 + k_2^2))$ |
| DEIM projection            | $O(Nkp + p^2N + p^3)$             | $O(n(k_1 + k_2)(p_1 + p_2) + (p_1^2 + p_2^2)n + p_1^2 + p_2^2)$ |
| Snapshot Storage           | $O(Nn_s)$                         | $O(nn_s)$                             |
| Basis Storage              | $O(N(k + p))$                     | $O(n(k_1 + k_2 + p_1 + p_2))$         |

The online phase. The total cost of performing step 5.(i) is $O(\omega(p_1p_2) + k_1p_1p_2 + k_1k_2p_2)$, where $\omega(p_1p_2)$ is the cost of evaluating the nonlinear function at $p_1p_2$ entries.

Step 5.(ii) requires a matrix–matrix product and the solution of the Sylvester equation
(7.1) in the eigenspace. The latter demands only matrix–matrix products, which come at a cost of $O(k_1^2k_2 + k_1k_2^2)$ and two Hadamard products with complexity $O(k_1k_2)$; see [21] for more details. This brings the total complexity of one time iteration online
to $O(\omega(p_1p_2) + k_1p_1p_2 + k_1k_2p_2 + k_1^2k_2 + k_1k_2^2 + k_1k_2)$, which is independent of the
original problem size $n$.
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