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Abstract—Convolutional neural networks (CNN), the most prevailing architecture for deep-learning based medical image analysis, are still functionally limited by their intrinsic inductive biases and inadequate receptive fields. Transformer, born to address this issue, has drawn explosive attention in natural language processing and computer vision due to its remarkable ability in capturing long-range dependency. However, most recent transformer-based methods for medical image segmentation directly apply vanilla transformers as an auxiliary module in CNN-based methods, resulting in severe detail loss due to the rigid patch partitioning scheme in transformers. To address this problem, we propose C2FTrans, a novel multi-scale architecture that formulates medical image segmentation as a coarse-to-fine procedure. C2FTrans mainly consists of a cross-scale global transformer (CGT) which addresses local contextual similarity in CNN and a boundary-aware local transformer (BLT) which overcomes boundary uncertainty brought by rigid patch partitioning in transformers. Specifically, CGT builds global dependency across three different small-scale feature maps to obtain rich global semantic features with an acceptable computational cost, while BLT captures mid-range dependency by adaptively generating windows around boundaries under the guidance of entropy to reduce computational complexity and minimize detail loss based on large-scale feature maps. Extensive experimental results on three public datasets demonstrate the superior performance of C2FTrans against state-of-the-art CNN-based and transformer-based methods with fewer parameters and lower FLOPs. We believe the design of C2FTrans would further inspire future work on developing efficient and lightweight transformers for medical image segmentation. The source code of this paper is publicly available at https://github.com/xianlin7/C2FTrans.
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I. INTRODUCTION

MEDICAL image segmentation, a vital technique for computer-assisted diagnosis, can be formulated as a coarse-to-fine process: existence and rough area determination, boundary identification, and boundary refinement [1], which largely relies on multi-level features from deep to shallow. Through progressively merging multi-level features with skip connections, U-shaped convolutional neural networks (CNN) have dominated the field of medical image segmentation with superior performance, such as U-Net [2], Res-Unet [3], Attention U-Net [4], and UNet++ [5]. However, these CNN-based models still suffer from limited receptive fields.

Transformers [6]–[10], born to capture long-term interaction, have recently attracted extensive attention in medical image segmentation [25]–[29]. Chen et al. [11] first explored the potential of transformers in medical image segmentation by introducing transformers to the last encoder layer of the vanilla U-Net framework. Then, a series of frameworks have been proposed focusing on combining transformer- and CNN-blocks in the encoder part for better feature modeling, such as MedT [12], TransFuse [13], TransBTS [14], UNETR [15], and PMTrans [1]. However, directly coupling vanilla transformers with the encoder to build global dependency usually results in daunting computational complexity, making it bleak for deploying transformers on high-resolution feature maps. To make transformers more computationally efficient on high-resolution feature maps, CoTr [16] introduced deformable self-attention to make full use of just a small set of key points. Swin-Unet [17] divided feature maps into a series of shifted windows and performed dependency establishment within each window separately. UTNet [18] proposed an efficient self-attention mechanism to reduce computational complexity by projecting K and V into low-dimension. Similarly, GT U-Net [19] introduced the grouping structure and the bottleneck structure for lightweight deployment. While effective in complexity reduction, the above frameworks suffer from vital local feature loss and insufficient robustness for multi-scale object segmentation due to rigid patch partition.

Recently, several approaches have been proposed to preserve the locality of transformer-based architectures. DS-TransUNet [20] adopted dual-scale Swin transformers to extract features under different window divisions, based on which to restore the window internal structure destroyed by single-scale window division. TransAttUnet [21] introduced multi-scale skip connections among decoder layers to minimize information loss. MISSFormer [22] redesigned the feed-forward network with depth-wise convolution to supply locality. MT-UNet [23] proposed a local-global Gaussian-weighted self-attention by alternating self-attention with local and global receptive fields. Despite the effectiveness in increasing the locality of transformers, the partitioning schemes of these approaches still are rigid, struggling to segment objects with irregular shapes and varying sizes.

In this paper, we propose a novel multi-scale architecture with coarse-to-fine transformers, named C2FTrans, to deal with the challenging scale-variant medical image segmentation tasks. Specifically, a U-shaped CNN backbone, consisting of three different scales of branch heads and one synthetic head, is developed to extract multi-scale features for segmentation. A cross-scale global transformer (CGT) is embedded...
in the smallest-scale branch head to locate the rough area of objects by capturing global dependency among the three deepest layers of features, while a boundary-aware local transformer (BLT) is deployed in the middle-scale branch head to extract adequate features for boundary identification by adaptively generating windows around object boundaries and performing self-attention within each window. Then, a simple CNN module is utilized in the largest-scale branch head for boundary refinement. Predictions of the three branch heads are fused for final segmentation. Qualitative and quantitative comparison results with the state-of-the-art methods on three public datasets, including the ISIC 2018 dataset [37], [38], the ACDC dataset [39], and the GlaS dataset [40], demonstrate the effectiveness of C2FTrans for both 2D and 3D medical image segmentation. More importantly, the proposed 2D framework C2FTrans can achieve better segmentation performance on 3D medical images with much lower computational complexity than existing 3D transformer-based approaches. The contributions can be summarized as follows:

- C2FTrans, a multi-scale segmentation framework based on coarse-to-fine transformers for segmenting medical objects with varying shapes and sizes.
- A cross-scale global transformer (CGT) to extract global-range dependency with lower computational complexity.
- A boundary-aware local transformer (BLT) to capture mid-range dependency for accurate boundary segmentation. To our best knowledge, this is the first work to study transformers with dynamic and adaptive window partitioning for medical image segmentation.
- Superior segmentation performance, compared to the state-of-the-art CNN-based and transformer-based approaches on three public datasets covering 2D and 3D medical imaging data.

II. Problem Analysis

Organs, tissues, lesions, and other objects in medical image segmentation can have varying sizes and irregular shapes, segmenting which often suffers from extensive misclassifications and poor boundary detection, due to the following reasons:

1) **Inadequate receptive field in CNN:** In medical image segmentation, both deep and shallow features are crucial since the former corresponds to large receptive fields for global semantic capturing while the latter corresponds to small receptive fields for detail localization. Unfortunately, existing CNN-based methods are subject to limited receptive fields, resulting in inaccurate segmentation when dealing with local contextual similarity and large-scale variation. As shown in Fig. 1(a), the green patch suffers from serious misclassification due to its similar local contextual information around the split lines would be seriously destroyed. It may not be a big issue for the interior regions of objects but is fatal for the fine boundary regions.

Based on the above analysis, developing transformers with adequate receptive fields and adaptive patch partitioning has the potential of achieving better segmentation performance, especially for objects with varying shapes and sizes.

III. Method

A. Overview

The overall architecture of C2FTrans is depicted in Fig. 2 consisting of a U-shaped backbone for initial multi-scale feature extraction, three branch heads based on coarse-to-fine transformers to utilize multi-scale features, and a synthetic head to produce the final segmentation results. In C2FTrans, the segmentation task is modeled as a coarse-to-fine procedure corresponding to the three-scale features. As analyzed in Section II, inadequate receptive fields in CNN are largely responsible for segmentation errors of large-scale objects and regions with local contextual similarity. Thus, we build a cross-scale global transformer (CGT) to identify the existence of each class and their rough locations by capturing the holistic characteristics. Considering the inaccurate boundaries of the rough regions due to rigid patch partitioning in CGT, a boundary-aware local transformer (BLT) is deployed in the second branch head for precise boundary localization. Following BLT, a simple convolution operation is applied in
the first branch head to refine the boundaries as the small receptive fields of convolution are better for capturing details. Finally, the results corresponding to rough area localization (i.e., CGT), boundary identification (i.e., BLT), and boundary refinement (i.e., CNN) are combined for final segmentation. In the following, we detail each component of the proposed coarse-to-fine transformers.

### B. Cross-Scale Global Transformer

CGT consists of two cross-scale attention modules and one feed-forward network (FFN) as illustrated in Fig. 3, aiming to build global dependency among the three small-scale feature maps generated by the backbone, i.e., \( F_3 \in \mathbb{R}^{C_3 \times \frac{H}{4} \times \frac{W}{4}} \), \( F_4 \in \mathbb{R}^{C_4 \times \frac{H}{8} \times \frac{W}{8}} \), and \( F_5 \in \mathbb{R}^{C_5 \times \frac{H}{16} \times \frac{W}{16}} \) where \( C \) is the channel count of the first branch head and \((H, W)\) is the resolution of the input image. In the cross-scale attention module, \( F_3 \) with the maximum resolution is projected into query \( Q_{3,i} \in \mathbb{R}^{2dH \times d} \), \( i \in \{3, 5\} \) where \( d \) is the dimension of the transformer module, while \( F_4 \) and \( F_5 \) are projected into two groups of \( \{K_i, V_i\} \in \mathbb{R}^{2d^{1-i} \times d} \). Then, cross-scale attention can be described as:

\[
F_{ca}^i(Q_{3,i}, K_i, V_i) = \text{softmax} \left( \frac{Q_{3,i} K_i^T}{\sqrt{d}} \right) V_i.
\]

In contrast to the vanilla self-attention which generates \( Q, K, \) and \( V \) from the same input, the proposed cross-scale attention derives \( K \) and \( V \) from the other two smaller-scale features. In this way, computational complexity can be reduced by a factor of \( 2^2 \) or \( 4^2 \) since the sequence lengths of \( K \) and \( V \) are shorter. More importantly, diverse features are included for dependency establishment, since different groups of \( K \) and \( V \) correspond to different scales of receptive fields and larger receptive fields would contain richer semantic information.

Before feeding to FFN, the two sets of cross-scale attention are combined and refined according to the following

\[
F_{ca} = (F_{ca,1} \odot \cdots \odot F_{ca,g} \odot F_{ca,1} \odot \cdots \odot F_{ca,g}) W_{ca} + F_3, \tag{2}
\]

where \( g \) is the predefined number of transformer heads in CGT, \( W_{ca} \in \mathbb{R}^{2gd \times d} \) is a learnable projection matrix for combination, \( \odot \) is the concatenation operation, and \( + \) represents residual connection via element-wise addition.

FFN after cross-scale attention is further processed to obtain the final output of CGT according to

\[
F_{CGT} = \left( \max(0, F_{ca} W_{c1} + b_{c1}) \cdot W_{c2} + b_{c2} \right) \oplus F_{ca}, \tag{3}
\]

where \( W_{c1} \in \mathbb{R}^{d \times 4d} \) and \( W_{c2} \in \mathbb{R}^{4d \times d} \) are the learnable projection matrices, and \( b_{c1}, b_{c2} \in \mathbb{R} \) are the offsets.

### C. Boundary-Aware Local Transformer

BLT contains three stages: dynamic boundary-aware window generation for adaptively boundary localization, boundary-around self-attention for boundary identification, and FFN for feature distillation. As analyzed in Section II, existing transformers adopt the rigid window/patch partitioning scheme, which severely destroys the vital details around boundaries. Therefore, the core of BLT is to perform local self-attention within boundary-aware windows.

Boundary-aware windows are generated under the guidance of entropy calculation. Firstly, evenly and densely tiled windows over the feature map \( F_2 \in \mathbb{R}^{2C_2 \times \frac{H}{4} \times \frac{W}{4}} \) are obtained as the initial window set \( \{w\} \) containing all possible window positions. Before calculating the probability of each window being boundary-around, the entropy of each position \( (m, n) \) in the probability map \( P_{CGT} \in \mathbb{R}^{C_2 \times \frac{H}{4} \times \frac{W}{4}} \) produced by CGT is calculated by

\[
P_{CGT}(m, n) = \frac{1}{\log_2 L} \sum_{l=1}^{L} P_{CGT}(l, m, n) \log_2 P_{CGT}(l, m, n), \tag{4}
\]
Fig. 3: Overview of the cross-scale global transformer (CGT). The residual structures of self-attention and the feed-forward neural networks (FFN) are omitted for brevity.

where \( L \) is the number of classes. Then, the score of each window is defined as:

\[
C_w(x, y) = \frac{1}{\lfloor \frac{x}{2} \rfloor \lfloor \frac{y}{2} \rfloor} \sum_{m=0}^{\lfloor \frac{x}{2} \rfloor} \sum_{n=0}^{\lfloor \frac{y}{2} \rfloor} C_p(\lfloor \frac{x}{2} \rfloor + m, \lfloor \frac{y}{2} \rfloor + n),
\]

where \((x, y)\) is the upper-left coordinate of the window and \((h, w)\) is the size of the window. As is known, entropy is to measure the uncertainty degree of information, namely positions with higher entropy scores are more likely to be real boundaries. Therefore, scoring through entropy can effectively localize the boundary windows. After non-maximum suppression [35], a boundary-aware window set \( \{w^*\} \) and the corresponding feature set \( \{f^*_j\} \) can be obtained by removing redundant windows and aligning \( \{w^*\} \) with \( F_2 \) [36]. Then, performing multi-head self-attention within each \( f^*_j \) can extract specific features for the corresponding window according to

\[
F_{sa}(f^*_j) = \text{softmax}(\frac{f^*_j E_q f^*_j E_k}{\sqrt{d}}) f^*_j E_v
\]

\[
F_{sa} = (F_{sa,1} \oplus \cdots \oplus F_{sa,g}) \cdot W_{sa} + F_2,
\]

where \( E_q \in \mathbb{R}^{2C \times d} \), \( E_k \in \mathbb{R}^{2C \times d} \), \( E_v \in \mathbb{R}^{2C \times d} \), and \( W_{sa} \in \mathbb{R}^{g \times d} \) are learnable projection matrices. Finally, the output of BLT can be described as:

\[
F_{BLT} = (\max(0, F_{sa} W_{s1} + b_{s1}) \cdot W_{s2} + b_{s2}) \oplus F_{sa},
\]

where \( W_{s1} \in \mathbb{R}^{d \times 4d} \) and \( W_{s2} \in \mathbb{R}^{d \times 4d} \) are learnable projection matrices and \( b_{s1}, b_{s2} \in \mathbb{R} \) are the offsets in FFN. It should be noticed that only regions around boundaries will
go through the above boundary-around local multi-head self-attention and feature updating. As a result, its computational complexity is

$$\Omega_{BLT} = k(6dhwC + 2(dhw)^2 + d^2hw),$$

where \( k \) is the maximum number of windows. In our experiments, we adopt \( h = \frac{H}{256}, \) \( w = \frac{W}{32}, \) and set \( k \) as \( \alpha \frac{HW}{hw} \times \alpha \in (0, 1). \) Then, Eq. 8 is rewritten as

$$\Omega_{BLT} = \alpha \left( \frac{6}{32 \times 32} d(HW)^2 + d^2HW \right),$$

\( \approx O \left( \frac{\alpha}{16 \times 32} d(HW)^2 \right). \)

Compared to directly applying Vision Transformer (ViT) onto \( F_2 \) whose computational complexity is

$$\Omega_{ViT} = \frac{3}{8} dHW + \frac{1}{8} d(HW)^2 + \frac{1}{16} d^2HW \approx O \left( \frac{1}{8} d(HW)^2 \right),$$

the computational complexity of BLT is at most \( \frac{1}{16} \) of ViT.

### D. Multi-Scale Soft Supervision

For medical image segmentation using multi-scale features, inspired by [50], we introduce soft supervision to alleviate boundary uncertainty brought by down-sampling or upsampling. Concretely, the ground truth mask \( M \in \mathbb{R}^{H \times W} \) is resized to multiple scales for supervision (i.e., \( G_{BLT} \in \mathbb{R}^{L \times \frac{H}{s} \times \frac{W}{s}} \) for training BLT and \( G_{CGT} \in \mathbb{R}^{L \times \frac{H}{s} \times \frac{W}{s}} \) for training CGT) while preserving the original boundary distributions. Given class \( l \) and the down-sampling scale \( s \), the resized ground-truth map \( G_{l,s} \) is constructed as

$$G_{l,s}(i,j) = \frac{1}{2^{(s-1)}} \sum_{(m,n) \in O_{l,i}} |M(m,n) - l|,$$

where \( O_{l,i} \) represents the down-sampling block in \( M \) corresponding to \( (i,j) \) in \( G_{l,s} \) defined as \( M((i - 1)2^{s-1} + 1 : i2^{s-1}, (j - 1)2^{s-1} + 1 : j2^{s-1}) \). In this way, the probability value of \( (i,j) \) in \( G_{l,s} \) is determined by the frequency of class \( l \) in the down-sampling block. In this way, the boundary distributions in \( G_{l,s} \) would approach to those in the original mask \( M \). Given the down-sampling scale \( s \), a set of resized ground-truth maps are constructed accordingly as \( G_s = \{G_{l,s}|l=1,2,...,L\} \) where \( L \) is the total number of classes. Then, the loss between \( P_s = \{P_{l,s}|c=1,2,...,L\} \) and \( G_s \) of the same scale is defined as

$$L_s = \sum_{l=1}^{L} \sum_{i=1}^{H} \sum_{j=1}^{W} |G_{l,s}(i,j) - P_{l,s}(i,j)|$$

After setting \( s = 1, 2, 3 \) to define the loss functions \( L_{CNN}, L_{BLT}, \) and \( L_{CGT} \) for CNN, BLT, and CGT respectively, their features are further fused to generate the final predictions which are penalized by both cross-entropy loss and dice loss denoted as \( L_c \). The overall loss function \( L \) for multi-scale soft supervision of C2FTrans is

$$L = \beta_1 L_{CNN} + \beta_2 L_{BLT} + \beta_3 L_{CGT} + \beta_4 L_c$$

where \( \beta_1, \beta_2, \beta_3, \) and \( \beta_4 \) are balancing hyper-parameters set as 0.2, 0.1, 0.1, and 0.6 respectively in our experiments.

### IV. Evaluation

In this section, we conduct extensive experiments comparing C2FTrans against various state-of-the-art CNN-based and transformer-based approaches on publicly-available datasets.

#### A. Datasets

Three datasets covering 2D and 3D medical image data are adopted for evaluation, including the ISIC 2018 dataset [37], [38], the GlaS dataset [39], and the ACDC dataset [40].

1) ISIC 2018: The dataset contains 2596 images with well-annotated labels. Following the setting in [41], these images are resized into 256 × 256 and split into 1815 images for training, 259 images for validation, and 520 images for testing.

2) ACDC: The dataset contains 150 magnetic resonance imaging (MRI) 3D cases collected from different patients. Following the setting in [11], [42], only 100 cases are utilized for evaluation, and the ratio of 7:1:2 is adopted to split these cases into training, validation, and testing sets. Slices are resized to the same resolution 256 × 256.

3) GlaS: The dataset consists of 165 microscopic images of hematoxylin and eosin-stained slides and is officially split into training and testing sets. Images are resized to the same resolution 256 × 256 for training.

#### B. Implementation Details

All the networks were trained using an Adam optimizer with an initial learning rate of 0.001 and a batch size of 4. All methods were implemented within the PyTorch framework and trained on NVIDIA 3090ti GPUs for 400 rounds. In the last 50 rounds, the parameters of the backbone are frozen, and only the parameters of the branch heads and the synthetic head are updated with a learning rate of 10^{-4}. Random rotation, random scaling, cropping, contrast adjustment, and gamma augmentation are applied for data augmentation.

#### C. Evaluation on ISIC 2018

1) Learning Frameworks for Comparison: Both CNN-based and transformer-based/hybrid state-of-the-art architectures have been included for comparison on the ISIC 2018 dataset. CNN-based architectures include U-Net [2], AttU-Net [4], ResU-Net++ [43], CPFNet [44], DAGAN [45], and CKDNet [46], while transformer-based approaches include SETR [10], MedT [12], and FAT-Net [41]. Among these methods, DAGAN, CKDNet, and FAT-Net are specifically designed for skin lesion segmentation. SETR is developed for semantic segmentation, and the rest approaches are the most recent medical image segmentation works. MedT and SETR are re-implemented according to the released source codes.
Fig. 5: Qualitative comparison results on the ISIC 2018 dataset. From left to right: the raw images, the segmentation maps produced by U-Net [2], ResUnet++ [43], AttU-Net [4], SETR [10], MedT [12], and C2FTrans respectively, and the manual annotations.

TABLE I: Comparison results on the ISIC dataset.

| Model Type | Method      | Year | Dice (%) | IoU (%) | ACC (%) | SE (%) | SP (%) | Params (M) | GFLOPs |
|------------|-------------|------|----------|---------|---------|--------|--------|------------|--------|
| CNN        | U-Net [2]   | 2015 | 85.45    | 77.33   | 94.04   | 88.00  | 96.77  | 40         | 89     |
|            | AttU-Net [4]| 2019 | 85.66    | 77.64   | 93.76   | 86.00  | 98.26  | 45         | 84     |
|            | ResUnet++ [43]| 2019 | 85.36    | 77.21   | 93.82   | 87.35  | 97.21  | 87         | 95     |
|            | CPFNet [44] | 2020 | 87.69    | 79.88   | 94.96   | 89.53  | 96.55  | 43         | 16     |
|            | DAGAN [45]  | 2020 | 88.07    | 81.13   | 93.24   | 90.72  | 95.88  | 54         | 62     |
| Transformer| SETR-PUP * [10]| 2021 | 87.79    | 80.41   | 94.92   | 90.55  | 97.01  | 51         | 44     |
|            | MedT [12]   | 2021 | 89.03    | 82.02   | 95.78   | 91.00  | 96.99  | 30         | 23     |
|            | FAT-Net [41]| 2022 | 89.76    | 84.64   | 96.76   | 91.22  | 97.74  | 1.2        | 4.1    |

2) Quantitative Results: Quantitative comparison results of different methods on the ISIC 2018 dataset are depicted in Table I. Compared to the CNN-based methods, well-designed transformer-based methods achieve better segmentation performance with fewer parameters and lower FLOPs, among which FAT-Net achieves the best performance. Compare to FAT-Net, C2FTrans achieves consistent performance improvements by an average increase of 1.73%, 2.62%, 0.98%, 0.22%, and 0.75% in Dice, IoU, ACC, SE, and SP respectively. Though MedT owns the best SP results in Table I, the overall performance is much worse than that of C2FTrans. Furthermore, C2FTrans is the most lightweight framework with the fewest parameters and the lowest FLOPs, indicating the effectiveness and efficiency of the proposed coarse-to-fine transformers.

3) Qualitative Results: Exemplar qualitative results produced by different approaches on several challenging cases of the ISIC 2018 dataset are provided in Fig. 5. Given local contextual similarity as shown in the first row of Fig. 5, CNN-based methods can hardly distinguish skin lesions from background resulting in extensive false negatives, while transformer-based methods can recognize skin lesions correctly. Given the large-scale skin lesions as shown in the sec-
Fig. 6: Qualitative comparison results on the ACDC dataset. From left to right: the raw images, the segmentation maps produced by U-Net [2], ResUnet++ [43], AttU-Net [4], SETR [10], MedT [12], and C2FTrans respectively, and the manual annotations. The pink, purple, and blue regions denote right ventricle, myocardium, and left ventricle respectively.

TABLE II: Comparison results on the ACDC dataset. RV, Myo, and LV represent right ventricle, myocardium, and left ventricle.

| Model Type     | Method   | Year | Dice (%) | Params (M) | GFLOPs |
|----------------|----------|------|----------|------------|--------|
| CNN            | R50 U-Net [2] | 2015 | 87.55 87.10 80.63 | 94.52 | - |
|                | R50 AttUnet [4] | 2019 | 86.75 87.58 79.20 | 93.47 | - |
| 3D Transformer | nFormer [42] | 2021 | 92.06 90.94 89.58 | 95.65 | 159 158 |
|                | UNETR [15] | 2022 | 88.61 85.29 86.52 | 94.02 | 92 86 |
|                | D-Former [49] | 2022 | 92.29 91.33 89.60 | 95.93 | 44 54 |
| 2D Transformer | SETR-PUP [10] | 2021 | 83.87 82.29 78.54 | 90.79 | 40 39 |
|                | MISSFormer [22] | 2021 | 87.90 86.36 85.75 | 91.59 | - |
|                | TransUnet [11] | 2021 | 89.71 88.86 84.54 | 95.73 | 105 25 |
|                | Swin-Unet [17] | 2021 | 90.00 88.55 85.62 | 95.83 | 41 12 |
|                | MedT [12] | 2021 | 91.44 91.43 87.72 | 95.16 | 1.6 4.4 |
|                | C2FTrans | 2022 | 92.83 93.17 89.55 | 95.76 | 1.2 4.1 |

ond and the third rows of Fig. 5, segmentation maps generated by transformer-based methods are more complete than those produced by the CNN-based methods, validating the analysis in Section II, i.e., CNN-based methods would suffer from local contextual similarity and large-scale object segmentation due to inadequate receptive fields. Compared to the state-of-the-art transformer-based methods, C2FTrans effectively reduces false negatives with better boundary preservation, benefiting from both CGT and BLT respectively.

D. Evaluation on ACDC

1) Learning Frameworks for Comparison: For evaluation on the 3D ACDC dataset, CNN-based methods including U-Net [2] and AttUnet [4], 2D transformer-based methods including SETR [10], MISSFormer [22], TransUnet [11], Swin-Unet [17], and MedT [12], and 3D transformer-based methods including UNETR [15], nFormer [42], and D-Former [49] are used for comparison.
Fig. 7: Qualitative comparison results on the GlaS dataset. From left to right: the raw images, the segmentation maps produced by U-Net [2], ResUnet++ [43], AttU-Net [4], SETR [10], MedT [12], and C2FTrans respectively, and the manual annotations.

TABLE III: Comparison results on the GlaS dataset.

| Model Type | Method        | Year | Dice (%) | IoU (%) |
|------------|---------------|------|----------|---------|
| CNN        | U-Net [2]     | 2015 | 79.76    | 67.63   |
|            | Seg-Net [47]  | 2017 | 78.61    | 65.96   |
|            | AttU-Net [4]  | 2019 | 81.59    | 70.06   |
|            | KiU-Net [48]  | 2020 | 83.25    | 72.78   |
| Transformer| SETR-PUP [10] | 2021 | 77.87    | 64.80   |
|            | MedT [12]     | 2021 | 81.02    | 69.61   |
|            | DS-TransUNet [20] | 2021 | 87.19    | 78.45   |
|            | TransAttUNet [21] | 2021 | 89.11    | 81.13   |
|            | C2FTrans      | 2022 | 91.35    | 84.65   |

2) Quantitative Results: According to the quantitative results in Table II, transformer-based methods can achieve better segmentation performance on the ACDC dataset, especially the 3D transformer-based methods with the help of inter-slice spatial information. Specifically, D-Former has the best performance with an average dice of 92.29%. Compared to the state-of-the-art 3D transformers, though C2FTrans is based on 2D slices, it achieves considerable performance improvements on the ACDC dataset, outperforming D-Former by an average increase of 0.54% in Dice. It should be noted that the proposed 2D framework C2FTrans is much more lightweight than D-Former, which is more feasible in clinical scenarios.

3) Qualitative Results: Qualitative segmentation results of different methods on the ACDC dataset are presented in Fig. 6. Suffering from local contextual similarity, CNN-based methods produce more false positives. Comparatively, transformer-based methods produce extensive false negatives with distorted boundaries due to rigid partitioning. Thanks to both CGT and BLT, C2FTrans achieves the best segmentation performance on all slices in Fig. 6 especially on boundary consistency with the manual annotations.

E. Evaluation on GlaS

1) Learning Frameworks for Comparison: Both CNN-based and transformer-based/hybrid frameworks are included for evaluation. CNN-based architectures include U-Net [2], Seg-Net [47], AttU-Net [4], and KiU-Net [48], while transformer-based approaches include SETR [10], MedT [12], DS-TransUNet [20], and TransAttUNet [21]. Among these methods, KiU-Net, DS-TransUNet, and TransAttUNet represent the state-of-the-art performance on the GlaS dataset.

2) Quantitative Results: Quantitative comparison results of different methods are provided in Table III. Compared to skin lesion segmentation, gland instances can have various sizes and irregular shapes, most of which are small-scale. As a result, transformer-based methods may not always outperform the CNN-based methods. According to Table III.
DS-TransUNet and TransAttUnet achieve inevitable performance improvements by introducing locality to transformers in addition to long-range dependency with larger receptive fields. In general, C2FTrans achieves the best segmentation performance in both Dice (i.e. 91.35%) and IoU (i.e. 84.65%), outperforming the most competitive TransAttUNet by 2.24\% and 3.52\% respectively.

3) Qualitative Results: Qualitative comparison results on the GlA\textsubscript{S} dataset are shown in Fig. 7. Different from the results in Fig. 5, transformer-based methods own many more false negatives. SETR, extracting features via a vanilla global transformer, fails to segment most instances. By introducing locality, MedT achieves much better performance but can hardly identify boundaries to separate instances. The poor performance of SETR and MedT demonstrates the limitation of the rigid window/patch partitioning strategy on boundary preservation. In contrast, C2FTrans, especially the boundary-aware local transformer, can better segment the instances with irregular shapes. Compared to CNN-based methods, C2FTrans achieves better boundary preservation and instance separation.

V. DISCUSSION

To further verify the effectiveness of C2FTrans, ablation studies are conducted in the following.

A. Effectiveness of Each Component in C2FTrans

We evaluate the effectiveness of CGT and BLT by separately introducing them to the backbone network (i.e. multi-scale UNet) for medical image segmentation on the ISIC 2018 dataset. Quantitative comparison results summarized in Table IV indicate that coupling either component of the coarse-to-fine transformers is helpful for performance improvement, which is consistent with the analysis in Section II. Specifically, by capturing global dependency based on cross-scale features, CGT improves the overall segmentation performance by an average increase of 1.19\%, 1.75\%, 0.54\%, and 1.21\% in Dice, IoU, ACC, and SE respectively. Comparatively, BLT achieves greater performance improvements, achieving an average increase of 1.32\%, 2.21\%, 0.83\%, and 2.09\% in Dice, IoU, ACC, and SE respectively. This can be explained by the fact that boundary uncertainty is more common and challenging in medical image segmentation, and thus addressing it would be relatively more beneficial. To better evaluate the effectiveness of BLT, we further plot the generated boundary-around windows as shown in Fig. 8. BLT can accurately localize the boundary regions and build mid-range dependency for boundary identification, which in turn alleviates boundary uncertainty for performance improvement. When jointly using CGT and BLT, C2FTrans can better handle both local contextual similarity and boundary uncertainty, leading to maximum performance improvements.

B. Effect of Window Size in BLT

To analyze the effect of the window size \((h, w)\) in BLT, we evaluate the performance of the baseline multi-scale UNet coupled with BLT under different window sizes \((h, w) = (8, 8), (12, 12), (16, 16), \) and \((20, 20)\). Quantitative comparison results are provided in Table V. With smaller window sizes, more windows would be regarded as boundary windows, resulting in redundancy and poor mid-range dependency establishment. Comparatively, using larger window sizes can better capture mid-range dependency within each window for boundary identification but may fail to preserve complete boundaries. Therefore, the selection of \((h, w)\) is task-specific. According to the comparison results in Table V, setting \((h, w)\) as \((16, 16)\) achieves the best BLT performance on the ISIC 2018 dataset. It should be noted that the performance gaps under various \((h, w)\) settings are quite limited, demonstrating the robustness of BLT in boundary preservation.

VI. CONCLUSION

In this paper, we propose C2FTrans for medical image segmentation by reformulating medical image segmentation as a coarse-to-fine process, coarse region identification, boundary localization, and boundary refinement. Specifically, a cross-scale global transformer is developed to capture long-range dependency for coarse segmentation, which can effectively address local contextual similarity and improve the segmentation performance of large-scale objects/instances. Then, a
boundary-aware local transformer is introduced to alleviate boundary uncertainty by adaptively generating boundary-aware windows and performing mid-range dependency establishment within each window. Boundary refinement is accomplished through a simple convolution to utilize small-size receptive fields and local inductive bias for detail extraction. Experimental results on three widely-used datasets demonstrate C2FTrans’ greater effectiveness and better generalization ability compared to both of the state-of-the-art CNN-based and transformer-based approaches for medical image segmentation. Furthermore, C2FTrans achieves consistent performance improvements across 2D and 3D medical image data with lower computational complexity, which is another attractive feature of the proposed approach.
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