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Abstract

We describe a notion of “higher” Wess-Zumino-Witten-like action which is natural in the context of superstring field theories formulated in the large Hilbert space. For the open string, the action is characterized by a pair of commuting cyclic $A_\infty$ structures together with a hierarchy of higher-form potentials analogous to the Maurer-Cartan elements which appear in the conventional Wess-Zumino-Witten action. We apply this formalism to get a better understanding of symmetries of open superstring field theory and the structure of interactions in the Ramond sector, describing an interesting connection between Ramond vertices and Feynman diagrams.
1 Introduction

One of the most successful formulations of open superstring field theory is due to Berkovits [1], and is characterized by a string field $\Phi_{\text{NS}}$ in the large Hilbert space whose dynamics is governed by a Wess-Zumino-Witten-like (WZW-like) action. In the string field theory literature, the action is often written in a nonstandard but condensed form [2]:

$$S = - \int_0^1 dt \left\langle A_t, QA_\eta \right\rangle_L,$$

(1.1)

where $\eta$ is the zero mode of the eta ghost, $Q$ is the BRST operator, $A_t$ and $A_\eta$ are Maurer-Cartan elements

$$A_t \equiv \left( \frac{d}{dt} e^{\Phi_{\text{NS}}(t)} \right) e^{-\Phi_{\text{NS}}(t)},$$

$$A_\eta \equiv \left( \eta e^{\Phi_{\text{NS}}(t)} \right) e^{-\Phi_{\text{NS}}(t)},$$

(1.2)

(1.3)
and \( \Phi_{NS} = \Phi_{NS}(t)|_{t=1} \) is the NS dynamical string field in the large Hilbert space at ghost and picture number 0. All string fields in the action are multiplied with Witten’s associative star product, and \( \langle \cdot, \cdot \rangle_L \) is the BPZ inner product in the large Hilbert space. Recently there has been substantial interest in a different kind of string field theory based on a dynamical field in the small Hilbert space. Such theories are easier to quantize, and provide a useful framework for taming infrared divergences in superstring perturbation theory \[3\]. Nevertheless, the Berkovits formulation continues to be intriguing. In many ways, the theory has a more nonperturbative flavor: The action can be expressed in closed form, and the classical equations of motion are amenable to nonperturbative analytic solution \[4\]. The formulation is also more general, in the sense that small Hilbert space string field theories can be derived from partial gauge fixing \[5\] \[6\] \[7\].

However, the Wess-Zumino-Witten action does not appear to have a sufficiently flexible algebraic structure to describe more general superstring field theories in the large Hilbert space. This was already apparent in the formulation of heterotic string field theory \[2\], where the action must be generalized in a form where \( Q \) and \( \eta \) play asymmetrical roles, unlike the holomorphic and antiholomorphic exterior derivatives of the conventional WZW action. An even more puzzling example is the Ramond sector of open string field theory \[8\], where a plausible formulation has not been found. With this problem in mind, in this paper we develop a generalized WZW-like action which is sufficient to formulate all known superstring field theories in the large Hilbert space. The action is characterized by two mutually commuting cyclic \( A_\infty \) structures, which we may represent by coderivations \( D \) and \( C \):

\[
D^2 = C^2 = [D, C] = 0. \tag{1.4}
\]

The coderivation \( D \) may be interpreted as a nonlinear extension of the BRST operator \( Q \), and is responsible for the dynamics of the string field. Therefore \( D \) will be called the dynamical \( A_\infty \) structure. The coderivation \( C \) may be interpreted as a nonlinear extension of the \( \eta \) zero mode \( \eta \). This generalizes the small Hilbert space constraint on the string field \( \eta \Psi = 0 \). Therefore \( C \) will be called the constraint \( A_\infty \) structure. The action is expressed

\[
S = \int_0^1 dt \omega \left( A_t, \pi_t D \frac{1}{1 - A_C} \right), \tag{1.5}
\]

where \( A_t \) and \( A_C \) are functionals of the dynamical field generalizing the Maurer-Cartan elements that appear in the conventional WZW action. Following the notation of \[7\], \( \omega \) is a symplectic form on the state space, \( \pi_n \) is the projection onto the \( n \)-string component of the tensor algebra, and \( 1/(1 - A_C) \) is the group-like element generated by taking sums of tensor products of \( A_C \). Particularly important are an infinite hierarchy of identities satisfied by \( A_t, A_C \) and analogous string fields to be described later. For example, \( A_C \) satisfies

\[
C \frac{1}{1 - A_C} = 0. \tag{1.6}
\]

This generalizes an identity satisfied by the Maurer-Cartan element \( A_\eta \) in the Berkovits theory:

\[
\eta A_\eta - A_\eta^2 = 0. \tag{1.7}
\]

The primary application we have in mind is to get a clearer understanding of the structure of Ramond sector vertices in open superstring field theory. The formulation of the WZW-like action in the Ramond sector leads to an interesting connection to the decomposition model of an \( A_\infty \) algebra \[11\] \[12\], which gives a potentially useful Feynman-diagram interpretation of the Ramond sector vertices.

To give the cleanest presentation of the algebraic structure of the theory, we will make extensive use of the coalgebra representation of \( A_\infty \) algebras. We will not review the formalism here, which has played an important role in much recent work. See especially \[7\], whose notation and conventions we generally follow.

This paper is organized as follows. In section 2 we motivate the form of the action by considering two examples: the WZW-like action of Berkovits NS open superstring field theory, and a more nonstandard WZW-like action which turns out to be equivalent to NS open superstring field theory formulated in the small Hilbert space. Having gone through these examples we consider the general form of the action. It is characterized by a pair of commuting cyclic \( A_\infty \) structures—the dynamical and constraint \( A_\infty \) structures—together with a hierarchy of higher-form structures. The primary application we have in mind is to get a clearer understanding of the structure of Ramond sector vertices in open superstring field theory. The formulation of the WZW-like action in the Ramond sector leads to an interesting connection to the decomposition model of an \( A_\infty \) algebra \[11\] \[12\], which gives a potentially useful Feynman-diagram interpretation of the Ramond sector vertices.

To give the cleanest presentation of the algebraic structure of the theory, we will make extensive use of the coalgebra representation of \( A_\infty \) algebras. We will not review the formalism here, which has played an important role in much recent work. See especially \[7\], whose notation and conventions we generally follow.

This paper is organized as follows. In section 2 we motivate the form of the action by considering two examples: the WZW-like action of Berkovits NS open superstring field theory, and a more nonstandard WZW-like action which turns out to be equivalent to NS open superstring field theory formulated in the small Hilbert space. Having gone through these examples we consider the general form of the action. It is characterized by a pair of commuting cyclic \( A_\infty \) structures—the dynamical and constraint \( A_\infty \) structures—together with a hierarchy of higher-form structures.
potentials satisfying so-called flatness conditions. We then discuss symmetries of the theory, which come in three kinds: Symmetry under cyclic $A_{\infty}$ isomorphism, symmetries that transform the hierarchy of potentials, and “true” symmetries which transform the dynamical field. The true symmetries include in particular gauge symmetry, and we motivate its general form. In section 3 we apply the general formalism to formulate a WZW-like action for open superstring field theory including the Ramond sector. Though the construction is in principle independent, it will quickly become clear that the action is in fact equivalent to the one proposed by Kunitomo and Okawa. We start with the naive $A_{\infty}$ structures defined by the simplest form of the Neveu-Schwarz and Ramond field equations. Noting that these $A_{\infty}$ structures do not define cyclic Ramond vertices, we “correct” them by constructing an $A_{\infty}$ isomorphism $\hat{F}$ which maps to new dynamical and constraint $A_{\infty}$ structures which are cyclic. The most natural choice of this map has the effect of transforming the Ramond sector into the small Hilbert space. We note that the construction of $\hat{F}$ has a structural similarity with the decomposition model of an $A_{\infty}$ algebra. This leads to a remarkably simple characterization of the dynamical $A_{\infty}$ structure in terms of a Feynman graph expansion, given by the Witten vertices connected by “propagators” in the form of $\xi$-ghost insertions. Next we describe a systematic procedure for deriving potentials for the WZW-like action consistent with the flatness conditions. We apply this procedure to find explicit expressions for the potentials which are most relevant for open superstring field theory. We describe the form of the gauge transformation, and show that it is equivalent to the gauge transformation derived by Kunitomo and Okawa. Next we show by explicit calculation that the WZW-like action is equivalent to the action as written by Kunitomo and Okawa. We also consider the relation to open superstring field theory formulated in the small Hilbert space. The $A_{\infty}$ structure of the small Hilbert space was also derived by an $A_{\infty}$ isomorphism mapping to the simplest form of the field equations, though the details of that derivation were rather different. Our results imply that this $A_{\infty}$ isomorphism can be factorized: the first factor consists of $\hat{F}$, and defines Ramond vertices consistent with cyclicity; the second factor, denoted $\hat{g}$, has the effect of transforming the NS sector into the small Hilbert space. In section 4 we describe the realization of supersymmetry. The supersymmetry transformation is characterized by a collection of string products which, like the dynamical $A_{\infty}$ structure, have a simple interpretation in terms of a Feynman graph expansion. We derive an expression for the potential representing supersymmetry, and relate this description to the supersymmetry transformation found by Kunitomo. As a physical application we show that transverse displacement of the reference D-brane, represented as an analytic solution of the field equations, preserves all supersymmetries of the reference D-brane. We end with some concluding remarks, followed by appendices containing detailed derivations of results referred to in the text.

2 WZW-like Action

Formulating an action principle for open superstring field theory can be complicated. However, the field equations are simple:

\[(Q - \eta)\varphi + \varphi^2 = 0.\] (2.1)

Different formulations of open superstring field theory can be viewed as alternative approaches to deriving these equations from an action. The string field $\varphi$ is Grassmann odd and carries ghost number 1, but the picture of $\varphi$ may vary depending on the approach. For present purposes we consider NS open superstring field theory with $\varphi$ at picture $-1$. The field equation then breaks up into a piece at picture $-1$ and a piece at picture $-2$:

\[Q\varphi = 0,\] (2.2)
\[\eta\varphi - \varphi^2 = 0.\] (2.3)

Since $Q$ contains the d’Alembertian operator, the first equation can be viewed as an equation of motion. The second equation can be interpreted as a nonlinear constraint. For example, at the linearized level the second equation is precisely the constraint that $\varphi$ should be in the small Hilbert space. In Berkovits’ NS open superstring field theory, the constraint is solved by postulating that $\varphi$ takes the “pure gauge” form

\[\varphi = (\eta e^{\Phi_{NS}}) e^{-\Phi_{NS}},\] (2.4)

where $\Phi_{NS}$ is the NS dynamical string field. Substituting into the dynamical field equation gives

\[Q\left((\eta e^{\Phi_{NS}}) e^{-\Phi_{NS}}\right) = 0.\] (2.5)

In the democratic superstring field theory $[13]$, $\varphi$ carries all pictures.
These are the equations of motion of Berkovits’ NS open superstring field theory.

To motivate the generalization we will consider, it is helpful to express these equations in the coalgebra formalism. The dynamical field equation and constraint take the form:

\[ Q \frac{1}{1 - \varphi} = 0, \]
\[ (\eta - m_2) \frac{1}{1 - \varphi} = 0. \]  

(2.6)  
(2.7)

Recall that the coalgebra formalism uses a shifted grading on the open string state space called degree. The degree of a string field \( A \), denoted \( \text{deg}(A) \) is defined to be its Grassmann parity plus one (mod \( \mathbb{Z}_2 \)). Above \( Q, \eta \) are the coderivations corresponding to the BRST operator and eta zero mode, \( m_2 \) is the coderivation corresponding to the open string star product \( m_2(A, B) \equiv (-1)^{\text{deg}(A) B_1} A \ast B_2 \) and \( 1/(1 - \varphi) \) is the group-like element of the tensor algebra generated by the degree even string field \( \varphi \). The important point is that the equations of motion and constraint may be characterized by two mutually commuting cyclic \( A_\infty \) structures, \( Q \) and \( \eta - m_2 \):

\[ Q^2 = 0, \quad (\eta - m_2)^2 = 0, \quad [Q, \eta - m_2] = 0. \]  

(2.8)

These equations follow from the fact that \( Q \) and \( \eta \) are nilpotent and mutually commute, are derivations of the star product, and that the star product is associative.

From here it seems natural to consider a generalization where \( Q \) and \( \eta - m_2 \) are replaced by more general cyclic \( A_\infty \) structures \( D \) and \( C \):

\[ D \frac{1}{1 - \varphi} = 0, \]
\[ C \frac{1}{1 - \varphi} = 0. \]  

(2.9)  
(2.10)

where \( D \) and \( C \) satisfy

\[ D^2 = 0, \quad C^2 = 0, \quad [C, D] = 0. \]  

(2.11)

We will interpret \( D \) as defining the dynamical field equation, while \( C \) defines the constraint. We refer to \( D \) as the dynamical \( A_\infty \) structure and \( C \) at the constraint \( A_\infty \) structure. We can equivalently write (2.9) and (2.10) as

\[ D_1 \varphi + D_2(\varphi, \varphi) + D_3(\varphi, \varphi, \varphi) + \ldots = 0, \]
\[ C_1 \varphi + C_2(\varphi, \varphi) + C_3(\varphi, \varphi, \varphi) + \ldots = 0. \]  

(2.12)  
(2.13)

where \( D_n \) and \( C_n \) are the multi-string products contained in \( D \) and \( C \), respectively. The main goal in what follows is to derive these equations from a generalized form of the Wess-Zumino-Witten action. As before, \( \varphi \) will be expressed as a function of the dynamical field in such a way that the constraint (2.10) is satisfied automatically. Then the equation of motion (2.9) will appear as the Euler-Lagrange equation derived from the action. To formulate the WZW-like action it is necessary to assume that \( D \) and \( C \) are cyclic with respect to the appropriate symplectic form. This condition is responsible for most complications in generalizing the action to the Ramond sector.

### 2.1 Berkovits Theory

Here we review Berkovits’ NS open superstring field theory with an eye towards generalization of the WZW-like action. An important ingredient in the theory is the definition of certain functionals of the dynamical field called...
potentials. In Berkovits’ NS open superstring field theory, the potentials are Maurer-Cartan elements

\[ A_\eta \equiv \left( \eta e^{\Phi_{NS}(t)} \right) e^{-\Phi_{NS}(t)}, \]
\[ A_Q \equiv \left( Q e^{\Phi_{NS}(t)} \right) e^{-\Phi_{NS}(t)}, \]
\[ A_t \equiv \left( \frac{d}{dt} e^{\Phi_{NS}(t)} \right) e^{-\Phi_{NS}(t)}, \]
\[ A_\delta \equiv \left( \delta e^{\Phi_{NS}(t)} \right) e^{-\Phi_{NS}(t)}, \]

where \( t \in [0,1] \) is the auxiliary “third dimension” which appears in the WZW action and \( \delta \) denotes a generic variation of the dynamical string field \( \Phi_{NS} \). The string field \( \Phi_{NS}(t) \) is a function of \( t \) and \( \Phi_{NS} \),

\[ \Phi_{NS}(t) = f(t, \Phi_{NS}), \]

subject to the boundary conditions

\[ \Phi_{NS}(0) = 0, \quad \Phi_{NS}(1) = \Phi_{NS}. \]

We call \( \Phi_{NS}(t) \) an interpolation of the dynamical string field \( \Phi_{NS} \). With these ingredients, the WZW-like action is written:

\[ S = -\frac{1}{2} \int_0^1 \left( \frac{d}{dt} \langle A_\eta, A_Q \rangle_L + \langle A_t, [A_Q, A_\eta]_L \rangle \right). \]

We would like to compute the variation of this action. A pivotal part of the following development is understanding the “correct” way to do this: It is best to compute the variation by understanding the algebraic properties of the potentials, rather than expanding the action explicitly in terms of \( \Phi_{NS} \). Note that by virtue of the “pure gauge” form of the potentials, the components of the field strength vanish identically:

\[ F_{\eta\eta} = 2(\eta A_\eta - A_\eta^2) = 0, \]
\[ F_{\eta Q} = \eta A_Q + QA_\eta - [A_\eta, A_Q] = 0, \]
\[ F_{\eta t} = \eta A_t - \frac{d}{dt} A_\eta - [A_\eta, A_t] = 0, \]
\[ F_{\eta \delta} = \eta A_\delta - \delta A_\eta - [A_\eta, A_\delta] = 0, \]
\[ F_{QQ} = 2(QA_Q - A_Q^2) = 0, \]
\[ F_{Qt} = QA_t - \frac{d}{dt} A_Q - [A_Q, A_t] = 0, \]
\[ F_{Q\delta} = QA_\delta - \delta A_Q - [A_Q, A_\delta] = 0, \]
\[ F_{t\delta} = \frac{d}{dt} A_\delta - \delta A_t - [A_t, A_\delta] = 0. \]

We call these flatness conditions. The flatness conditions can be described efficiently by introducing basis 1-forms

\[ dx^\eta, \quad dx^Q, \quad dt, \quad dx^\delta \]

whose Grassmann parity is opposite that of \( \eta, Q, d/dt \) and \( \delta \), respectively. The basis 1-forms commute through operators and string fields with a sign given by Grassmann parity. Defining an exterior derivative \( d \) and a 1-form potential \( A \),

\[ d = dx^\eta \eta + dx^Q Q + dt \frac{d}{dt} + dx^\delta \delta, \]
\[ A = dx^\eta A_\eta + dx^Q A_Q + dt A_t + dx^\delta A_\delta, \]

we may write

\[ dA - A^2 = 0. \]

Using the flatness conditions it is possible to express the variation of the action in terms of \( A_t \), without requiring specific knowledge of how the potentials depend on \( \Phi_{NS} \). With some algebra, the result is

\[ \delta S = \langle A_\delta, QA_\eta \rangle_L |_{t=1}. \]

Note that \( A_\delta |_{t=1} = \delta \Phi_{NS} \) at leading order in \( \Phi_{NS} \). Therefore, for sufficiently small \( \Phi_{NS} \), an arbitrary variation \( \delta \Phi_{NS} \) can produce an arbitrary value of \( A_\delta |_{t=1} \). Since the BPZ inner product is nondegenerate, setting \( \delta S = 0 \) therefore implies

\[ QA_\eta |_{t=1} = 0. \]
These are the equations of motion of Berkovits’ NS open superstring field theory. Returning to the beginning, recall the equation of motion and constraint:

\[ Q \varphi = 0, \quad \eta \varphi - \varphi^2 = 0. \]  

(2.28)

If we identify

\[ \varphi = A_{\eta}|_{t=1} \]  

(2.29)

then \( Q \varphi = 0 \) is the Berkovits equations of motion, and \( \eta \varphi - \varphi^2 = 0 \) is solved identically by virtue of the fact that \( A_{\eta} \) satisfies flatness conditions.

This story works well for the NS open superstring, but does not directly generalize to other forms of superstring field theory. An important insight following the construction of heterotic string field theory [2] is that the WZW-like action can be written in an alternative form:

\[ S = - \int_0^1 dt \langle A_t, QA_{\eta} \rangle_L. \]  

(2.30)

This expression for the action has an interesting property: The equations of motion (2.27) follow even if some field strengths do not vanish. Namely, the components without an index \( \eta \),

\[ F_{QQ}, \quad F_{Qt}, \quad F_{Q^8}, \quad F_{t\delta}, \]  

(2.31)

can be nonzero. Following [14], this suggests a rather dramatic reformulation of the flatness conditions. The key idea is to regard \( \eta \) and \( A_{\eta} \) as scalar quantities, so that the basis 1-form \( dx^\eta \) is absent. The exterior derivative now only contains \( dx^Q, dt \) and \( dx^8 \):

\[ d = dx^Q Q + dt \frac{d}{dt} + dx^8 \delta. \]  

(2.32)

The scalar \( A_{\eta} \) is called the \textit{0-potential}, while \( A_Q, A_t, A_\delta \) are components of a 1-form called the \textit{1-potential}:

\[ A^{(0)} \equiv A_{\eta}, \]  

(2.33)

\[ A^{(1)} = dx^Q A_Q + dt A_t + dx^8 A_\delta. \]  

(2.34)

The formal sum

\[ A = A^{(0)} + A^{(1)} \]  

(2.35)

will be called the \textit{multi-form potential}. The flatness conditions can be reexpressed

\[ (\eta + d)A - A^2 = 0. \]  

(2.36)

It is easy to confirm that this is equivalent to the earlier formulation of the flatness conditions (2.25). The linear independence of \( dx^\eta \) has simply been traded for the linear independence of 0-forms and 1-forms. However, now it is easy to see how to generalize when the field strengths (2.31) are nonzero: We simply add a 2-form component \( A^{(2)} \), called the \textit{2-potential}, to the multiform potential \( A \). The flatness conditions (2.36) then imply

\[ dA^{(1)} - (A^{(1)})^2 = -\eta A^{(2)} + [A^{(0)}, A^{(2)}]. \]  

(2.37)

The left hand side defines the nonvanishing field strengths (2.31). The 2-potential can be chosen so that the flatness conditions are still obeyed. Continuing, it is clear that we will in general need to introduce a 3-potential \( A^{(3)} \), a 4-potential \( A^{(4)} \), and so on, so that the multi-form potential \( A \) contains components of all form degrees. Since \( dx^Q \) is Grassmann even, there is no top degree form. The higher potentials can be set to zero if \( A_{\eta}, A_Q, A_t \) and \( A_\delta \) are chosen to be Maurer-Cartan elements. However, the WZW-like action as expressed in (2.30) in principle allows for a more general choice of potentials.

For later development, it is helpful to rephrase these ideas in the coalgebra formalism. We consider the tensor algebra of string-field-valued differential forms. The \textit{degree} of a string-field-valued differential form is given by its Grassmann parity plus one (mod \( \mathbb{Z}_2 \)). We can rewrite the flatness conditions (2.36) in the form

\[ \partial \frac{1}{1 - A} = 0, \]  

(2.38)
where
\[
\frac{1}{1 - A} = 1 + A + A \otimes A + A \otimes A \otimes A + \ldots
\] (2.39)
is the group-like element derived from the multiform potential \( A \), and \( \partial \) is a coderivation
\[
\partial \equiv \eta - m_2 + dx^Q Q + dt \frac{d}{dt} + dx^\delta \delta.
\] (2.40)
with \( d/dt \) is the coderivation corresponding to \( d/dt \) and \( \delta \) is the coderivation corresponding to \( \delta \). It is important to note that \( \partial \) is nilponent:
\[
\partial^2 = 0.
\] (2.41)
Therefore \( \partial \) defines an \( A_\infty \) algebra. We refer to \( \partial \) as the multiform \( A_\infty \) structure. The zero-form part of \( \partial \) must define an \( A_\infty \) algebra on its own. This is the constraint \( A_\infty \) structure:
\[
C = \eta - m_2.
\] (2.42)
Meanwhile, the coderivation \( Q \) which appears in the equations of motion
\[
Q \frac{1}{1 - A} \bigg|_{t=1} = 0
\] (2.43)
defines the dynamical \( A_\infty \) structure:
\[
D = Q.
\] (2.44)
When using the degree grading it is natural to express the conformal field theory inner product as a symplectic form:
\[
\omega_L(A, B) \equiv (-1)^{\text{deg}(A)} \langle A, B \rangle_L,
\] (2.45)
where the subscript \( L \) indicates that the symplectic form is defined contracting states in the large Hilbert space. It is graded antisymmetric,
\[
\omega_L(A, B) = -(-1)^{\text{deg}(A)\text{deg}(B)} \omega_L(B, A),
\] (2.46)
and nondegenerate. The BRST operator, eta zero mode, and open string star product are cyclic with respect to \( \omega_L \) in the sense that the following properties hold:
\[
0 = \omega_L(A, QB) + (-1)^{\text{deg}(A)} \omega_L(QA, B),
\] (2.47)
\[
0 = \omega_L(A, \eta B) + (-1)^{\text{deg}(A)} \omega_L(\eta A, B),
\] (2.48)
\[
0 = \omega_L(A, m_2(B, C)) + (-1)^{\text{deg}(A)} \omega_L(m_2(A, B), C).
\] (2.49)
We sometimes write the symplectic form as a “double bra” state:
\[
\langle \omega_L | A \otimes B = \omega_L(A, B).
\] (2.50)
With this we can express cyclicity in an abbreviated form:
\[
0 = \langle \omega_L | \pi_2 Q,
\] (2.51)
\[
0 = \langle \omega_L | \pi_2 \eta,
\] (2.52)
\[
0 = \langle \omega_L | \pi_2 m_2.
\] (2.53)
In particular, this implies that dynamical and constraint \( A_\infty \) structures of the Berkovits theory are cyclic with respect to \( \omega_L \):
\[
0 = \langle \omega_L | \pi_2 D,
\] (2.54)
\[
0 = \langle \omega_L | \pi_2 C.
\] (2.55)
The WZW-like action can be expressed:
\[
S = \int_0^1 dt \omega_L \left( A_i, \pi_1 Q_1 \frac{1}{1 - \eta} \right).
\] (2.56)
All formulas in this paragraph work equally well if we replace \( Q \) and \( \eta - m_2 \) with more general \( A_\infty \) structures \( D \) and \( C \), and we replace \( \omega_L \) with any symplectic form \( \omega \) with respect to which \( D \) and \( C \) are cyclic. This is the generalization of the WZW-like action we are after.
2.2 NS Open Superstring Field Theory in the Small Hilbert Space

A more unusual example of a WZW-like action is given by starting with the action for open superstring field theory in the small Hilbert space,

\[
S = \frac{1}{2} \omega_S(\Psi_{\text{NS}}, Q\Psi_{\text{NS}}) + \frac{1}{3} \omega_S(\Psi_{\text{NS}}, M_2(\Psi_{\text{NS}}, \Psi_{\text{NS}})) + \frac{1}{4} \omega_S(\Psi_{\text{NS}}, M_3(\Psi_{\text{NS}}, \Psi_{\text{NS}}, \Psi_{\text{NS}})) + \ldots,
\]

and replacing \(\Psi_{\text{NS}}\) with a dynamical string field \(\Phi_{\text{NS}}\) in the large Hilbert space through the substitution \[\Psi_{\text{NS}} = \eta \Phi_{\text{NS}}.\]

Here \(\Psi_{\text{NS}}\) is a degree even NS string field at ghost number 1 and picture \(-1\) in the small Hilbert space. The object \(\omega_S\) is a symplectic form defined between states in the small Hilbert space. It is related to \(\omega_L\) through

\[
\omega_S(a, b) = \omega_L(A, b),
\]

where \(a, b\) are in the small Hilbert space and \(a = \eta A\). The small Hilbert space symplectic form is graded antisymmetric and nondegenerate. The products \(M_{n+1}\) form a cyclic \(A_\infty\) algebra, which means that the coderivation

\[
M = Q + M_2 + M_3 + \ldots
\]

satisfies

\[
M^2 = 0,
\]

\[
\langle \omega_L | \pi_2 M = 0.
\]

The products are also cyclic with respect to \(\omega_L\) when embedded in the natural way into the large Hilbert space. An explicit construction of \(M\) is given in \[\[15, 16\], but the details are not important at the moment. One simple but important condition is that the products \(M_{n+1}\) must multiply inside the small Hilbert space. This is implied by

\[
[\eta, M] = 0.
\]

Also note that

\[
\eta^2 = 0,
\]

\[
\langle \omega_L | \pi_2 \eta = 0.
\]

Therefore \(\eta\) and \(M\) define mutually commuting cyclic \(A_\infty\) structures. It is natural to interpret \(\eta\) and \(M\) as constraint and dynamical \(A_\infty\) structures of a WZW-like action.

We can derive the WZW-like action as follows. Substituting \(\Psi_{\text{NS}} = \eta \Phi_{\text{NS}}\) into the action gives

\[
S = \frac{1}{2} \omega_S(\eta \Phi_{\text{NS}}, Q \eta \Phi_{\text{NS}}) + \frac{1}{3} \omega_S(\eta \Phi_{\text{NS}}, M_2(\eta \Phi_{\text{NS}}, \eta \Phi_{\text{NS}})) + \frac{1}{4} \omega_S(\eta \Phi_{\text{NS}}, M_3(\eta \Phi_{\text{NS}}, \eta \Phi_{\text{NS}}, \eta \Phi_{\text{NS}})) + \ldots.
\]

Next we introduce an interpolation \(\Phi_{\text{NS}}(t)\),

\[
\Phi_{\text{NS}}(t) = f(t, \Phi_{\text{NS}}), \quad \Phi_{\text{NS}}(0) = 0, \quad \Phi_{\text{NS}}(1) = \Phi_{\text{NS}},
\]

and write the action as the integral of a total derivative with respect to \(t\):

\[
S = \int_0^1 dt \frac{d}{dt} \left[ \frac{1}{2} \omega_S(\eta \Phi_{\text{NS}}(t), Q \eta \Phi_{\text{NS}}(t)) + \frac{1}{3} \omega_S(\eta \Phi_{\text{NS}}(t), M_2(\eta \Phi_{\text{NS}}(t), \eta \Phi_{\text{NS}}(t))) + \ldots \right]
\]

\[
= \int_0^1 dt \left[ \omega_S(\eta \Phi_{\text{NS}}(t), Q \eta \Phi_{\text{NS}}(t)) + \omega_S(\eta \Phi_{\text{NS}}(t), M_2(\eta \Phi_{\text{NS}}(t), \eta \Phi_{\text{NS}}(t))) + \ldots \right]
\]

\[
= \int_0^1 dt \omega_S \left( \eta \Phi_{\text{NS}}(t), \pi_1 M \frac{1}{1 - \eta \Phi_{\text{NS}}(t)} \right).
\]
The dot denotes the derivative with respect to $t$. In the second step, we used cyclicity of the products to place $\eta \dot{\Phi}_{NS}(t)$ in the first entry of the symplectic form. Next we replace $\omega_S$ with $\omega_L$ using (2.59):

$$S = \int_0^1 dt \omega_L \left( \dot{\Phi}_{NS}(t), \pi_1 M \frac{1}{1 - \eta \Phi_{NS}(t)} \right).$$  

(2.69)

We define the potentials

$$A_\eta \equiv \eta \Phi_{NS}(t), \quad A_t \equiv \dot{\Phi}_{NS}(t).$$  

(2.70)

In particular

$$A_\eta|_{t=1} = \Psi_{NS}$$  

(2.71)

is the dynamical string field in the small Hilbert space. The action is expressed

$$S = \int_0^1 dt \omega_L \left( A_t, \pi_1 M \frac{1}{1 - A_\eta} \right).$$  

(2.72)

This closely resembles the Berkovits action as written in (2.56). The only difference is that $Q$ has been replaced with $M$, and $\eta - m_2$ has been replaced with $\eta$. In fact, (2.72) can be understood as WZW-like action, in a generalized sense.

To make this statement meaningful we must formulate the flatness conditions appropriate for this action. Since the dynamical $A_\infty$ structure is $M$ and the constraint $A_\infty$ structure is $\eta$, by analogy to (2.40) we should postulate a multiform $A_\infty$ structure

$$\vartheta = \eta + dx^M A + dt A_t + dx^\delta A_\delta.$$  

(2.73)

We have

$$\vartheta^2 = 0$$  

(2.74)

by virtue of the fact that $M$ and $\eta$ are nilpotent and commute. We introduce a multiform potential

$$A = A^{(0)} + A^{(1)} + A^{(2)} + ..., \quad \text{(2.75)}$$

where

$$A^{(0)} \equiv A_\eta,$$

$$A^{(1)} \equiv dx^M A_M + dt A_t + dx^\delta A_\delta,$$

$$\vdots.$$  

(2.76)

(2.77)

The 1-form component contains potentials $A_M, A_t$ and $A_\delta$. The flatness conditions are expressed

$$\vartheta \frac{1}{1 - A} = 0.$$  

(2.78)

The 0-form component of the flatness conditions imply

$$\eta A_\eta = 0.$$  

(2.79)

At $t = 1$, this is simply the statement that $\Psi_{NS}$ is in the small Hilbert space. The 1-form component of the flatness conditions imply

$$\eta A_t = \frac{d}{dt} A_\eta, \quad \eta A_\delta = \delta A_\eta, \quad \eta A_M = \pi_1 M \frac{1}{1 - A_\eta}.$$  

(2.80)

We can solve these equations with

$$A_\eta = \eta \Phi_{NS}(t), \quad A_t = \dot{\Phi}_{NS}(t), \quad A_\delta(t) = \delta \Phi_{NS}(t).$$  

(2.81)
The first two potentials agree with (2.70). The potential \( A_M \) is more nontrivial. Following [14] we can find a solution in the form
\[
A_M = \int_0^t dt' \left( \pi_1 M \frac{1}{1 - A_{i}} \otimes A_i \otimes \frac{1}{1 - A_{i}} \right)_{t = t'}.
\] (2.82)

This expression appears to have little in common with the Maurer-Cartan elements that define the WZW-like action of the Berkovits theory. Also, the higher potentials \( A^{(2)}, A^{(3)}, \ldots \) will be nonvanishing. A systematic procedure for determining them was given in [14]. A more general version of this procedure is described in subsection 3.3.1.

### 2.3 WZW-like Action in the General Case

We now describe the general formulation of the WZW-like action. We start with a state space \( \mathcal{H} \) with a \( \mathbb{Z} \times \mathbb{Z} \) grading, which we write
\[
(N_1, N_2) \in \mathbb{Z} \times \mathbb{Z}.
\] (2.83)

The value of the lattice vector will be called rank. In open superstring field theory, the integer \( N_1 \) roughly corresponds to ghost number, and \( N_2 \) to picture number, but the precise relation will be described later. The state space also has a \( \mathbb{Z}_2 \) grading distinguishing even and odd elements, called degree. For our considerations, degree will always be related to rank by
\[
\text{deg} = N_1 + N_2 \mod \mathbb{Z}_2.
\] (2.84)

The definition of the WZW-like action requires the following ingredients:

1. A degree odd dynamical field \( \Phi \in \mathcal{H} \) with rank
\[
\text{rank}(\Phi) = (0, 1).
\] (2.85)

2. A symplectic form \( \omega: \mathcal{H} \otimes \mathcal{H} \to \mathbb{C} \)
\[
\omega(A, B) = -(-1)^{\text{deg}(A)\text{deg}(B)}\omega(B, A).
\] (2.86)

The symplectic form is only nonvanishing on states whose ranks add to (1,1)

3. A pair of degree odd coderivations \( D \) and \( C \) acting on the tensor algebra of \( \mathcal{H} \), denoted \( T\mathcal{H} \). The coderivation \( D \) is called the dynamical \( A_\infty \) structure, and \( C \) is called the constraint \( A_\infty \) structure. The coderivations carry respective ranks
\[
\text{rank}(D) = (1, 0), \quad \text{rank}(C) = (0, -1),
\] (2.87)

are nilpotent and mutually commute
\[
D^2 = C^2 = [D, C] = 0,
\] (2.88)

and are cyclic with respect to the symplectic form
\[
\langle \omega | \pi_2 D = 0, \quad \langle \omega | \pi_2 C = 0.
\] (2.89)

We also assume that \( C \) and \( D \) are independent of \( \Phi \).

In this paper we are primarily interested in the open string, so we will discuss the WZW-like action from the perspective of \( A_\infty \) algebras. A very similar formulation based on \( L_\infty \) algebras can be obtained by symmetrizing the tensor algebra, and would be appropriate for closed string field theories.

The WZW-like action is not expressed directly in terms of \( \Phi \), but rather in terms of functionals of \( \Phi \)—the potentials—satisfying certain identities—the flatness conditions. The flatness conditions can be expressed
\[
\partial \frac{1}{1 - A} = 0,
\] (2.90)

where \( \partial \) is the multiform \( A_\infty \) structure and \( A \) is the multiform potential. Let us describe these ingredients in turn. The construction starts with three coderivations:
\[
\partial_D \equiv D, \quad \partial_t \equiv \frac{d}{dt}, \quad \partial_\delta \equiv \delta.
\] (2.91)
The coderivation $\partial_t = d/dt$ corresponds to the derivative $d/dt$ with respect to an auxiliary variable $t \in [0,1]$. This is the trivial “third dimension” of the Wess-Zumino-Witten action. The coderivation $\partial_\delta = \delta$ corresponds to the variation $\delta$ of a state with respect to the dynamical field $\Phi$. We introduce $\delta$ for the purposes of computing the variation of the action. Both $d/dt$ and $\delta$ are degree even and carry rank $(0,0)$. The three coderivations (2.91) will be labeled collectively as

$$\partial_i$$  \hspace{1cm} (2.92)

with $i = D,t,\delta$. In fact, the index $i$ can be extended to label other coderivations, but for now (2.91) are the important ones. We assume that $D$ and $C$ are independent of $t$ and $\Phi$, so all four coderivations $C,D,d/dt,\delta$ commute. In particular we have

$$C^2 = 0, \quad [\partial_i, C] = 0, \quad [\partial_i, \partial_j] = 0,$$  \hspace{1cm} (2.93)

with $i,j = D,t,\delta$. For each $\partial_i$ we introduce a basis 1-form

$$dx^i.$$  \hspace{1cm} (2.94)

The basis 1-forms carry degree and rank

$$\text{rank}(dx^i) \equiv (0, -1) - \text{rank}(\partial_i), \quad \text{deg}(dx^i) \equiv \text{deg}(\partial_i) + 1 \mod \mathbb{Z}_2.$$  \hspace{1cm} (2.95)

In the natural way, we allow the basis 1-forms $dx^i$ to multiply states and operators. The basis 1-forms commute through themselves and other objects with a sign given by degree. Next we introduce a sequence of coderivations of increasing form degree:

$$\partial^{(0)} \equiv C,$$  \hspace{1cm} (2.96)

$$\partial^{(1)} \equiv dx^i \partial_i,$$  \hspace{1cm} (2.97)

$$\partial^{(2)} \equiv \frac{1}{2!} dx^i \wedge dx^j \partial_{ij},$$  \hspace{1cm} (2.98)

... .

The zero form coderivation $\partial^{(0)}$ is precisely the constraint $A_\infty$ structure $C$. The 1-form coderivation contains the dynamical $A_\infty$ structure $D$ and the coderivations $d/dt$ and $\delta$ as listed in (2.91). The higher form coderivations will be defined so that the sum

$$\partial = \partial^{(0)} + \partial^{(1)} + \partial^{(2)} + ...$$  \hspace{1cm} (2.99)

is nilpotent:

$$\partial^2 = 0.$$  \hspace{1cm} (2.100)

This defines the multiform $A_\infty$ structure. The coderivation $\partial$ is degree odd and carries rank $(0,-1)$. If we expand $\partial^2 = 0$ in basis 1-forms, we obtain a hierarchy of identities

$$0 = C^2,$$  \hspace{1cm} (2.101)

$$0 = [C, \partial_i],$$  \hspace{1cm} (2.102)

$$0 = [C, \partial_{ij}] + (-1)^{(i+1)j} [\partial_i, \partial_j],$$  \hspace{1cm} (2.103)

... ,

where $i$ appearing in the exponent of $(-1)$ is shorthand for $\text{deg}(\partial_i)$. For the moment we are primarily concerned with the index $i$ taking values $D,t,\delta$. In this case, (2.93) implies that $\partial_{ij}, \partial_{ijk}, ...$ can be chosen to vanish. We will proceed under this assumption. Later we will extend the index $i$ to include other coderivations which may not commute, and for these values of $i$ the higher form coderivations will need to be nonzero to ensure $\partial^2 = 0$. Next we introduce sequence of $H$-valued differential forms of increasing form degree:

$$A^{(0)} \equiv A_C,$$  \hspace{1cm} (2.104)

$$A^{(1)} \equiv dx^i A_i,$$  \hspace{1cm} (2.105)

$$A^{(2)} \equiv \frac{1}{2!} dx^i \wedge dx^j A_{ij},$$  \hspace{1cm} (2.106)

... .
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We refer to $A^{(0)}$ as the 0-potential, $A^{(1)}$ as the 1-potential, and generally $A^{(n)}$ as the $n$-potential. The 0-potential plays a special role and will be denoted $A_C$. Also important are $A_D, A_t$ and $A_\delta$ which appear as components of the 1-potential $A^{(1)}$. The sum

$$A = A^{(0)} + A^{(1)} + A^{(2)} + ...$$

(2.107)

defines the multiform potential. The multiform potential is degree even and carries rank $(0,0)$. The potentials are generally functionals of the dynamical field $\Phi$. With these preparations, we can formulate the flatness conditions:

$$\partial \frac{1}{1 - A} = 0.$$ 

(2.108)

Expanding in basis 1-forms gives a hierarchy of identities:

$$0 = C \frac{1}{1 - A_C},$$

(2.109)

$$0 = \left( \partial_i \frac{1}{1 - A_C} \right) + (-1)^{i+1} \left( C \frac{1}{1 - A_C} \otimes A_i \otimes \frac{1}{1 - A_C} \right),$$

(2.110)

$$0 = \left( \partial_i \frac{1}{1 - A_C} \otimes A_j \otimes \frac{1}{1 - A_C} \right) + (-1)^{j+1} \left( \partial_j \frac{1}{1 - A_C} \otimes A_i \otimes \frac{1}{1 - A_C} \right) + (-1)^{i+j+1} \left( C \frac{1}{1 - A_C} \otimes A_i \otimes A_j \otimes \frac{1}{1 - A_C} \right),$$

(2.111)

$$\vdots.$$ 

(2.112)

Further relations involving higher potentials exist but will play a limited role in our discussion. Not all solutions of the flatness conditions are interesting for the purposes of defining a WZW-like action. For example, the solution $A = 0$ would result in an action which vanishes identically. An acceptable solution should satisfy two additional properties:

(i) The potential $A_\delta$ must vanish at $t = 0$.

(ii) For any degree odd state $\lambda$ or rank $(0,1)$, there is a unique choice of variation $\delta$ such that $A_\delta|_{t=1} = \lambda$.

Property (i) is needed to derive the expected equations of motion from the action. Essentially, it implies that the dynamics of the theory are determined only by the potentials evaluated at $t = 1$. Property (ii) implies that knowledge of $A_\delta$ at $t = 1$ is equivalent to knowledge of the variation of the dynamical field $\Phi$.

Now we are ready to write the WZW-like action:

$$S = \int_0^1 dt \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \right).$$

(2.113)

An interesting property of this action is that the equations of motion follow without explicit knowledge of how the potentials depend on $\Phi$. We leave the details to appendix [A] but the essential point is that the flatness conditions, together with cyclicity of $C$ and $D$, imply that the variation of the action takes the form

$$\delta S = \int_0^1 dt \frac{d}{dt} \omega \left( A_\delta, \pi_1 D \frac{1}{1 - A_C} \right).$$

(2.114)

Integrating the total derivative, the boundary term at $t = 0$ vanishes on account of property (i). Thus we find

$$\delta S = \omega \left( A_\delta, \pi_1 D \frac{1}{1 - A_C} \right)|_{t=1}.$$ 

(2.115)
Next, note that property (ii) implies that an arbitrary variation of \( \Phi \) can produce an arbitrary \( A_\delta \). Since the symplectic form is nondegenerate, setting \( \delta S = 0 \) therefore implies

\[
D \left. \frac{1}{1 - A_C} \right|_{t=1} = 0.
\]  

(2.116)

These are the equations of motion of the WZW-like action. Returning to the beginning, recall the equation of motion and constraint:

\[
D \left. \frac{1}{1 - \varphi} \right|_1 = 0, \quad C \left. \frac{1}{1 - \varphi} \right|_1 = 0.
\]  

(2.117)

If we identify

\[
\varphi = A_C|_{t=1},
\]  

(2.118)

then \( D \left. \frac{1}{1 - \varphi} \right|_1 = 0 \) is the equation of motion derived from the WZW-like action, and \( C \left. \frac{1}{1 - \varphi} \right|_1 = 0 \) is solved identically by virtue of the fact that \( A_C \) satisfies flatness conditions.

One might notice that our discussion makes no reference to the interpolation \( \Phi(t) \) of the dynamical field. In the conventional formulation of the Wess-Zumino-Witten action, it is important that the action is independent of the choice of \( \Phi(t) \). However, in the general context we see no reason to assume that the potentials depend on \( t \) and \( \Phi \) always through an interpolation \( \Phi(t) \). We prefer to view the interpolation as a feature of a particular kind of solution of the flatness conditions. The invariance under changes of \( \Phi(t) \) is an example of a more general symmetry in the choice of solution to the flatness conditions, to be described in the next subsection. From this point of view it should be clear that we regard \( \Phi \) as the fundamental dynamical variable, not \( \Phi(t) \) which may or may not be a meaningful object. Changes in \( \Phi(t) \) which do not effect \( \Phi \) are therefore not gauge transformations, since they do not alter the dynamical variable.

### 2.4 Symmetries

The WZW-like action has a very large degree of symmetry. We interpret the symmetries as coming in three varieties:

- Symmetries that transform the \( A_\infty \) structures.
- Symmetries that transform the potentials.
- Symmetries that transform the dynamical field.

Of these three, only the last is a “genuine” symmetry in the sense that it transforms the field variable. The first two symmetries relate different ways of writing the same action in WZW-like form. That is, if one substitutes an explicit formula for the potentials and integrates over \( t \) to express the action directly in terms of \( \Phi \), the first two symmetries act trivially. Sometimes symmetries can be interpreted in more than one sense, but we find the above categorization useful.

#### 2.4.1 Symmetries in the Choice of \( A_\infty \) structures

The WZW-like action is invariant under cyclic \( A_\infty \) isomorphisms that simultaneously transform the dynamical and constraint \( A_\infty \) structures. Such an isomorphism can be represented as an invertible cohomomorphism \( \hat{U} \) of rank \((0,0)\) on \( T^*H \) which is cyclic with respect to the symplectic form:

\[
\langle \omega | \pi_2 \hat{U} \rangle = \langle \omega | \pi_2 \rangle.
\]  

(2.119)

We also assume that \( \hat{U} \) is independent of \( t \) and \( \Phi \). We can use \( \hat{U} \) to transform the dynamical and constraint \( A_\infty \) structures:

\[
D' = \hat{U} D \hat{U}^{-1},
\]  

(2.120)

\[
C' = \hat{U} C \hat{U}^{-1}.
\]  

(2.121)

More generally, we can transform the multiform \( A_\infty \) structure:

\[
\vartheta' = \hat{U} \vartheta \hat{U}^{-1}.
\]  

(2.122)
If we also transform the multiform potential:

$$A' = \pi_1 \hat{U} \frac{1}{1 - A},$$

(2.123)

where \(A\) satisfies the flatness conditions with respect \(\partial\), we obtain a solution to a new set of flatness conditions:

$$\partial' \frac{1}{1 - A'} = 0.$$

(2.124)

It is easy to confirm that the new flatness conditions define a new form of the WZW-like action:

$$S = \int_0^1 dt \omega \left( A'_t, \pi_1 D' \frac{1}{1 - A'_C} \right).$$

(2.125)

This action is actually the same as the original WZW-like action. To show this, note that cyclicity of \(\hat{U}\) implies

$$\omega(B_1, B_2) = \omega \left( \pi_1 \hat{U} \frac{1}{1 - A} \otimes B_1 \otimes \frac{1}{1 - A}, \pi_1 \hat{U} \frac{1}{1 - A} \otimes B_2 \otimes \frac{1}{1 - A} \right).$$

(2.126)

Therefore we can write

$$S = \int_0^1 dt \omega \left( A'_t, \pi_1 D' \frac{1}{1 - A'_C} \right) = \int_0^1 dt \omega \left( \pi_1 \hat{U} \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A}, \pi_1 D' \hat{U} \frac{1}{1 - A'_C} \right)$$

$$= \int_0^1 dt \omega \left( \pi_1 \hat{U} \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A}, \pi_1 D' \hat{U} D \frac{1}{1 - A_C} \right)$$

$$= \int_0^1 dt \omega \left( \pi_1 \hat{U} \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A}, \pi_1 D' \frac{1}{1 - A_C} \otimes \pi_1 \left( D - \frac{1}{1 - A_C} \right) \right)$$

$$= \int_0^1 dt \omega \left( \pi_1 \hat{U} \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A}, \pi_1 D' \frac{1}{1 - A_C} \otimes \pi_1 \left( D - \frac{1}{1 - A_C} \right) \right),$$

(2.127)

which is the original WZW-like action. In this sense the action is invariant under cyclic \(A_\infty\) isomorphisms. This is a powerful advantage, since we are free to transform to an action where the dynamical and constraint \(A_\infty\) structures take the simplest possible form.

This symmetry is the main reason why the Berkovits theory is simpler than superstring field theories in the small Hilbert space. The dynamical and constraint \(A_\infty\) structures of the Berkovits theory are

$$D = Q,$$

(2.128)

$$C = \eta - m_2.$$  

(2.129)

To formulate superstring field theory in the small Hilbert space, however, the constraint \(A_\infty\) structure must be \(\eta\) rather than \(\eta - m_2\). Therefore we must construct a cyclic \(A_\infty\) isomorphism \(\hat{g}\) so that

$$D' = \hat{g}^{-1} Q \hat{g},$$

(2.130)

$$C' = \hat{g}^{-1}(\eta - m_2) \hat{g} = \eta.$$  

(2.131)

A construction of \(\hat{g}\) is given in [15] but is quite complicated.

### 2.4.2 Symmetries in the Choice of Potentials

Given a fixed choice of \(A_\infty\) structures \(D\) and \(C\), there is still a symmetry in the action corresponding to the choice of potentials. Since \(\partial' = 0\), the flatness conditions are invariant under an infinitesimal “gauge transformation”:

$$\delta_{\text{potential}} A = \pi_1 \partial \frac{1}{1 - A} \otimes \Lambda \otimes \frac{1}{1 - A},$$

(2.132)
where $\Lambda$ is a degree odd multiform of rank $(0, 1)$,

$$\Lambda \equiv \Lambda^{(0)} + \Lambda^{(1)} + \Lambda^{(2)} + \ldots, \quad \text{(2.133)}$$

with

$$\Lambda^{(0)} \equiv \Lambda_C, \quad \text{(2.134)}$$

$$\Lambda^{(1)} \equiv dx^i \Lambda_i, \quad \text{(2.135)}$$

$$\Lambda^{(2)} \equiv \frac{1}{2i} dx^i \wedge dx^j \Lambda_{ij}, \quad \text{(2.136)}$$

Generally, $\Lambda$ can be a functional of the dynamical field $\Phi$. This “gauge transformation” is different from the gauge transformation of the WZW-like action, since it does not transform the dynamical field. Rather, it transforms how the potentials are chosen to depend on the dynamical field. The choice of $\Lambda$ is constrained by the requirement that $A_3$ must vanish at $t = 0$. This implies

$$\Lambda_C|_{t=0} = 0, \quad \Lambda_\delta|_{t=0} = 0. \quad \text{(2.137)}$$

Let us see how the action changes under a transformation of potentials. The 0- and 1-potentials transform explicitly as

$$\delta_{\text{potential}} A_C = \pi_1 C \frac{1}{1 - A_C} \otimes \Lambda_C \otimes \frac{1}{1 - A_C},$$

$$\delta_{\text{potential}} A_i = \pi_1 \partial_i \frac{1}{1 - A_C} \otimes \Lambda_C \otimes \frac{1}{1 - A_C} + (-1)^{i+1} \pi_1 C \frac{1}{1 - A_C} \otimes \Lambda_i \otimes \frac{1}{1 - A_C}$$

$$+ (-1)^{i+1} \pi_1 C \frac{1}{1 - A_C} \otimes A_i \otimes \frac{1}{1 - A_C} \otimes \Lambda_C \otimes \frac{1}{1 - A_C} + \pi_1 C \frac{1}{1 - A_C} \otimes A \otimes \frac{1}{1 - A_C} \otimes A_i \otimes \frac{1}{1 - A_C}. \quad \text{(2.139)}$$

Observe that $\delta_{\text{potential}} A_C$ and $\delta_{\text{potential}} A_i$ take the same form as $\delta A_C$ and $\delta A_t$, respectively, with the replacement

$$\delta_{\text{potential}} \rightarrow \delta, \quad \Lambda_C \rightarrow A_3, \quad \Lambda_t \rightarrow -A_\delta. \quad \text{(2.140)}$$

Therefore we can follow the calculation of appendix $\Lambda$ to find

$$\delta_{\text{potential}} S = \omega \left( \Lambda_C, \pi_1 D \frac{1}{1 - A_C} \right) \bigg|_{t=1}. \quad \text{(2.141)}$$

Provided that

$$\Lambda_C|_{t=1} = 0, \quad \text{(2.142)}$$

the “gauge transformation” of the potentials leaves the action invariant. This leaves a lot of freedom in the choice of solution of the flatness conditions.

Let us explain the relation between this “gauge transformation” and the invariance of the action under changes of interpolation $\Phi(t)$. We discuss this specifically in the context of the Berkovits theory, since in a more general context the interpolation need not be meaningful. The interpolation is defined by a function $f(t, \Phi)$ as in (2.18), and we will write a variation of this function $\delta f$. Assuming the standard Maurer-Cartan potentials (2.14)-(2.17), one finds

$$\delta_f A_\eta = \eta \left( (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right) - \left[ A_\eta, (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right], \quad \text{(2.143)}$$

$$\delta_f A_Q = Q \left( (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right) - \left[ A_Q, (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right], \quad \text{(2.144)}$$

$$\delta_f A_i = \frac{d}{dt} \left( (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right) - \left[ A_i, (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right], \quad \text{(2.145)}$$

$$\delta_f A_\delta = \delta \left( (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right) - \left[ A_\delta, (\delta_f e^{\Phi(t)}) e^{-\Phi(t)} \right]. \quad \text{(2.146)}$$
This is consistent with (2.138) and (2.139) if we identify
\[
\Lambda_C = \left( \delta_f e^{\Phi(t)} \right) e^{-\Phi(t)}
\] (2.147)
and take all other higher form gauge parameters contained in \( \Lambda \) to vanish. This is consistent with
\[
\Lambda_C|_{t=0} = 0, \quad A_\delta|_{t=0} = 0,
\] (2.148)
since the variation of \( f \) must vanish at \( t = 0 \) to preserve the boundary condition \( f(0, \Phi) = 0 \), and \( A_\delta \) is assumed to vanish identically. Moreover, we have
\[
\Lambda_C|_{t=1} = 0
\] (2.149)
since the variation of \( f \) must vanish at \( t = 1 \) to preserve the boundary condition \( f(1, \Phi) = \Phi \). Therefore the action is independent of the form of \( \Phi(t) \) inside the auxiliary “third dimension” \( t \). However, it is clear that this is a special example of a much more general symmetry of the action.

It is interesting to note that if \( \Lambda_C \) does not vanish at \( t = 1 \), the action transforms in the same way as when taking the variation of the field. This means that the action after the transformation is identical to the action after making an infinitesimal field redefinition \( \Phi \rightarrow \Phi + \delta \Phi \), where \( \delta \Phi \) is determined by solving
\[
A_\delta|_{t=1} = \Lambda_C|_{t=1}
\] (2.150)
Property (ii) guarantees the existence of a solution to this equation. This has an important consequence: the structure of the WZW-like action is covariant under field redefinition. Specifically: two solutions of the flatness conditions correspond to WZW-like actions related (at most) by field redefinition. Conversely, field redefinition of a WZW-like action must produce a new WZW-like action characterized by a new solution of the flatness conditions.

### 2.4.3 “True” Symmetries

Finally, let us consider the “true” symmetries which transform the dynamical field. To motivate the structure, let us first consider superstring field theory in the small Hilbert space, characterized by a cyclic \( A_\infty \) algebra \( M \). A symmetry transformation of the dynamical field \( \Psi_{NS} \) takes the form
\[
\delta \Psi_{NS} = \pi_1 v \frac{1}{1 - \Psi_{NS}},
\] (2.151)
where \( v \) is a degree even coderivation generating the symmetry transformation. For this to be a symmetry of the action, \( v \) must commute with \( M \), must be well defined in the small Hilbert space, and must be cyclic with respect to the symplectic form:
\[
[M, v] = 0, \quad [\eta, v] = 0, \quad \omega |_{\pi_2 v} = 0.
\] (2.152-2.154)
This structure translates to the WZW-like approach as follows: We replace \( \Psi_{NS} \) with the 0-potential \( A_C|_{t=1} \), \( M \) with the dynamical \( A_\infty \) structure \( D \), and \( \eta \) with the constraint \( A_\infty \) structure \( C \). Therefore we propose that a symmetry transformation \( \delta \Phi \) of the dynamical field should result in a change of the 0-potential \( A_C|_{t=1} \) of the form
\[
\delta A_C|_{t=1} = \pi_1 v \frac{1}{1 - A_C|_{t=1}},
\] (2.155)
where \( v \) is a degree even cyclic coderivation of rank \((0,0)\) which commutes with \( D \) and \( C \),
\[
[D, v] = 0, \quad [C, v] = 0, \quad \omega |_{\pi_2 v} = 0,
\] (2.156-2.158)
and is independent of \( t \) and \( \Phi \). We can check that this transformation preserves the 0-form part of the flatness conditions:

\[
\delta \left( C \frac{1}{1 - AC} \right) \bigg|_{t=1} = C \frac{1}{1 - AC} \otimes \delta AC \otimes \frac{1}{1 - AC} \bigg|_{t=1} = C \frac{1}{1 - AC} \otimes \pi_1 \left( v \frac{1}{1 - AC} \right) \otimes \frac{1}{1 - AC} \bigg|_{t=1} = CV \frac{1}{1 - AC} \bigg|_{t=1} = vC \frac{1}{1 - AC} \bigg|_{t=1} = 0.
\]

(2.159)

A similar computation shows that it also preserves the equations of motion. Therefore any transformation of \( \Phi \) which changes \( AC|_{t=1} \) according to (2.155) will define an on-shell symmetry of the theory. The question is how to generalize this to a symmetry of the action off-shell.

The key idea is to extend our list of coderivations \( \partial_i \) to include \( v \),

\[
\partial_v \equiv v,
\]

(2.160)

and introduce a basis 1-form \( dx^v \):

\[
\text{rank}(dx^v) = (0, -1), \quad \text{deg}(dx^v) = \text{odd}.
\]

(2.161)

We then assume that the multiform coderivation, multiform potential, and flatness conditions take the same form as before but that the index \( i \) is extended to include \( v \) in addition to \( D, t, \delta \). This introduces a list of new potentials and coderivations

\[
A_v, \quad A_{vi}, \quad A_{vij}, \quad A_{vijk}, \quad \ldots,
\]

(2.162)

\[
\partial_v, \quad \partial_{vi}, \quad \partial_{vij}, \quad \partial_{vijk}, \quad \ldots.
\]

(2.163)

We assume that \( v \) is independent of \( t \) and \( \Phi \), so the higher coderivations \( \partial_{vi}, \partial_{vij}, \ldots \) can be assumed to vanish if \( i, j = D, t, \delta \). However, it may be useful to further extend the flatness conditions to include coderivations representing other symmetry transformations. Generally such coderivations will form a nontrivial Lie algebra (corresponding to the symmetry group in question), and higher-form coderivations will be needed to ensure \( \partial^2 = 0 \). This occurrence will not play a major role in our discussion. Once we have extended the flatness conditions to include the index \( v \), we can write the symmetry transformation (2.155) of the 0-potential as:

\[
\delta AC|_{t=1} = \pi_1 v \frac{1}{1 - AC} \bigg|_{t=1} = \pi_1 C \frac{1}{1 - AC} \otimes A_v \otimes \frac{1}{1 - AC} \bigg|_{t=1}.
\]

(2.164)

On the other hand, for a generic variation \( \delta \) we also have

\[
\delta AC|_{t=1} = \pi_1 C \frac{1}{1 - AC} \otimes A_\delta \otimes \frac{1}{1 - AC} \bigg|_{t=1}.
\]

(2.165)

Therefore the symmetry transformation of the dynamical field \( \delta \Phi \) can be determined by equating

\[
A_\delta|_{t=1} = A_v|_{t=1}.
\]

(2.166)

From property (ii) this equation uniquely determines \( \delta \Phi \). It remains to be shown that this is a symmetry of the action. We give the details in appendix B.
2.4.4 Gauge Symmetry

The most important example of a “true” symmetry is gauge symmetry. To see where gauge symmetries come from, note we may trivially invent a symmetry transformation by positing a coderivation that it is simultaneously $D$ and $C$ exact,

$$\partial_g \equiv [C, [D, \lambda_D]],$$

(2.167)

for some coderivation $\lambda_D$. Such a symmetry is in a sense trivial, since it is present simply by virtue of the fact that we have a WZW-like action, and is independent of the physics of the system that is realized by the action. In fact, we will interpret this as representing gauge symmetry. For present purposes, it is sufficient to view $\lambda_D$ as the coderivation derived from a string field $\lambda_D$ of rank $(-1, 1)$ regarded as a 0-string product. The string field $\lambda_D$ is a gauge parameter. To complete the definition of the symmetry transformation, we must postulate an expression for the potential:

$$A_g \equiv \pi_1 \left(\left<[C, \lambda_C] + [D, \lambda_D]\right> \frac{1}{1 - A_C}\right).$$

(2.168)

Here we introduce an additional coderivation $\lambda_C$ corresponding to a string field $\lambda_C$ of rank $(0, 2)$. Therefore the transformation is defined by two gauge parameters $\lambda_D$ and $\lambda_C$. One may readily verify that

$$\partial_g \frac{1}{1 - A_C} = C \frac{1}{1 - A_C} \otimes A_g \otimes \frac{1}{1 - A_C}.$$  

(2.169)

Therefore $\partial_g$ and $A_g$ are consistent with flatness conditions to this order. The gauge transformation of $\Phi$ is determined by equating

$$A_g|_{t=1} = A_g|_{t=1}.$$  

(2.170)

We will discuss higher order flatness conditions in a moment.

Let us confirm that this agrees with what we know about the gauge symmetry of Berkovits open superstring field theory. The gauge transformation of the Berkovits theory is often expressed

$$\delta e^{\Phi_{NS}} = e^{\Phi_{NS}} \eta \omega + QA e^{\Phi_{NS}},$$  

(2.171)

where the string fields $\omega$ and $A$ are gauge parameters. Multiplying this equation with $e^{-\Phi_{NS}}$ this can be rewritten

$$A_g|_{t=1} = e^{\Phi_{NS}} \eta \omega e^{-\Phi_{NS}} + QA$$

$$\quad = \eta \left(e^{\Phi_{NS}} \omega e^{-\Phi_{NS}}\right) - (\eta e^{\Phi_{NS}}) \omega e^{-\Phi_{NS}} + e^{\Phi_{NS}} \omega (\eta e^{-\Phi_{NS}}) + QA$$

$$\quad = \left(\eta \left(e^{\Phi_{NS}} \omega e^{-\Phi_{NS}}\right) - [A, e^{\Phi_{NS}} \omega e^{-\Phi_{NS}}] + QA\right)|_{t=1}.$$  

(2.172)

This should agree with the potential $A_g$ derived from (2.170) evaluated at $t = 1$. Computing we find

$$A_g = \pi_1 \left(\left[\eta - m_2, \lambda_\eta\right] + [Q, \lambda_Q]\right) \frac{1}{1 - A_\eta}$$

$$\quad = \eta \lambda_\eta - m_2(A_\eta, \lambda_\eta) - m_2(\lambda_\eta, A_\eta) + Q \lambda_Q$$

$$\quad = \eta \lambda_\eta - [A_\eta, \lambda_\eta] + Q \lambda_Q.$$  

(2.173)

Therefore we can identify

$$\lambda_\eta = e^{\Phi_{NS}} \omega e^{-\Phi_{NS}}, \quad \lambda_Q = \Lambda,$$  

(2.174)

and the gauge symmetry of the Berkovits theory is seen to be a special case of the general WZW-like gauge transformation (2.170). It is interesting to mention that $A_g$ is perhaps the most elementary example of a potential that is not derived from a derivation of the open string star product. Instead, $A_g$ corresponds to the coderivation $\partial_g$. We may define the action of $\partial_g$ on a degree even string field $A$ through

$$\pi_1 \partial_g \frac{1}{1 - A} = \eta(Q \lambda_D) - [Q \lambda_D, A].$$  

(2.175)
This operation is inhomogeneous in the string field $A$, and is clearly not a derivation of the star product. Also note that $A_g$ leads to a nonvanishing 2-potential:

$$A_{gt} = [\eta, A_t]$$  \hfill (2.176)

From this we see that a proper account of gauge symmetry requires the full formalism we have developed, even in the Berkovits theory based on a conventional WZW-like action.

As another example, let us see that the gauge transformation is consistent with the gauge symmetry of open superstring field theory in the small Hilbert space. Lifting the theory to the large Hilbert space following section 2.2, the gauge transformation should be defined by the potential

$$\Phi_{\text{NS}} = \eta \Phi_{\text{NS}},$$

which live in the small Hilbert space. This implies that the action can be expressed as a function of $\Psi_{\text{NS}} = \eta \Phi_{\text{NS}}$, which leads to the theory formulated in the small Hilbert space. In terms of the small Hilbert space string field, the gauge transformation amounts to

$$a_g = \pi_1(1) [\eta, \lambda_\eta] + [M, \lambda_M] \frac{1}{1 - a_\eta}$$

$$= \eta \lambda_\eta + \pi_1 M \frac{1}{1 - a_\eta} \otimes \lambda_M \otimes \frac{1}{1 - a_\eta}.$$  \hfill (2.177)

Since $a_\delta \mid_{t=1} = \delta \Phi_{\text{NS}}$, the gauge parameter $\lambda_\eta$ implies that the action is independent of the components of the string field $\Phi_{\text{NS}}$ which live in the small Hilbert space. This implies that the action can be expressed as a function of $\Psi_{\text{NS}} = \eta \Phi_{\text{NS}}$, which leads to the theory formulated in the small Hilbert space. In terms of the small Hilbert space string field, the gauge transformation amounts to

$$\delta \Psi_{\text{NS}} = \pi_1 M \frac{1}{1 - \Psi_{\text{NS}}} \otimes (-\eta \lambda_M) \otimes \frac{1}{1 - \Psi_{\text{NS}}}.$$  \hfill (2.178)

This is the standard $A_\infty$ gauge transformation defined by the gauge parameter $-\eta \lambda_M$ in the small Hilbert space.

Since gauge symmetry is present for all WZW-like actions, we would like to find a universal way to incorporate it into a complete solution of the flatness conditions. Suppose we have a multiform coderivation $\partial'$ and multiform potential $A'$ describing all flatness conditions of interest except those associated with gauge symmetry. In particular, $\partial'$ and $A'$ do not include the basis 1-form $dx^9$. The goal is to find an “improvement” of $\partial'$ and $A'$ which includes the flatness conditions associated with the gauge symmetry. The improved multiform coderivation and potential will take the form

$$\partial = \partial' + \partial_{\text{gauge}},$$

$$A = A' + A_{\text{gauge}},$$  \hfill (2.179) \hfill (2.180)

where $\partial_{\text{gauge}}$ and $A_{\text{gauge}}$ are proportional to $dx^9$:

$$\partial_{\text{gauge}} = dx^9 \partial_g + dx^9 \wedge dx^i \partial_{gi} + \frac{1}{2!} dx^9 \wedge dx^i \wedge dx^j \partial_{gij} + ...,$$  \hfill (2.181)

$$A_{\text{gauge}} = dx^9 A_g + dx^9 \wedge dx^i A_{gi} + \frac{1}{2!} dx^9 \wedge dx^i \wedge dx^j A_{gij} + ... .$$  \hfill (2.182)

The coderivation $\partial_g$ and potential $A_g$ are already given in (2.167) and (2.168). We propose that this can be generalized to higher orders by

$$\partial_{\text{gauge}} = dx^9 [\partial', [D, \lambda_D]],$$

$$A_{\text{gauge}} = dx^9 \pi_1([\partial', \lambda_C] + [D, \lambda_D]) \frac{1}{1 - A'}.$$  \hfill (2.183) \hfill (2.184)

This is related to $\partial_g$ and $A_g$ by the replacement $C \to \partial'$ and $A_C \to A'$. To show that this is consistent, note that the improved multiform coderivation $\partial$ is nilpotent:

$$\partial^2 = (\partial')^2 + [\partial', \partial_{\text{gauge}}] + \partial_{\text{gauge}}^2 = 0.$$  \hfill (2.185)

The first term vanishes since $\partial'$ is nilpotent (by assumption); the second term vanishes since $\partial_{\text{gauge}}$ takes the form of a commutator with $\partial'$; finally, the third term vanishes identically since $dx^9 \wedge dx^9 = 0$. Next we confirm the flatness conditions:

$$\partial \frac{1}{1 - A} = \partial' + \partial_{\text{gauge}} \frac{1}{1 - A' - A_{\text{gauge}}}$$

$$= \partial' + \partial_{\text{gauge}} \left( \frac{1}{1 - A'} + \frac{1}{1 - A'} \otimes A_{\text{gauge}} \otimes \frac{1}{1 - A'} \right)$$

$$= \partial_{\text{gauge}} \frac{1}{1 - A'} + \partial' \frac{1}{1 - A'} \otimes A_{\text{gauge}} \otimes \frac{1}{1 - A'}.$$  \hfill (2.186)
Substituting (2.183) and (2.184),
\[ \partial \frac{1}{1-A} = dx^g \left[ \partial', [D, \lambda_D] \right] \frac{1}{1-A'} - dx^g \partial' \frac{1}{1-A} \otimes \left( \pi_1 \left( [\partial', \lambda_C] + [D, \lambda_D] \right) \right) \frac{1}{1-A} \otimes \frac{1}{1-A'} \]

\[ = dx^g \left( [\partial', [D, \lambda_D]] \frac{1}{1-A'} - [\partial', [\partial', [D, \lambda_D]]] \frac{1}{1-A'} \right) \]

\[ = dx^g \left( [\partial', [D, \lambda_D]] \frac{1}{1-A'} - [\partial', [\partial, [D, \lambda_D]]] \frac{1}{1-A'} \right) \]

\[ = dx^g \left( [\partial', [D, \lambda_D]] \frac{1}{1-A'} - [\partial', [\partial, [D, \lambda_D]]] \frac{1}{1-A'} \right) \]

\[ = 0. \]  \hspace{1cm} (2.187)

To prove gauge invariance of the action following appendix \[ B \] it is important to know that the higher form coderivations
\[ \partial_{gi}, \partial_{gij}, \partial_{gijk}, \ldots \]  \hspace{1cm} (2.188)
vanish when \( i, j, k = D, t, \delta \). We can confirm this:
\[ \partial_{gauge} = dx^g \left[ C + dx^g D + dt \frac{d}{dt} + dx^g \delta, [D, \lambda_D] \right] = dx^g [C, [D, \lambda_D]]. \]  \hspace{1cm} (2.189)

The 2-form component vanishes since \( D \) is nilpotent and \( [D, \lambda_D] \) is independent of \( t \) and \( \Phi \). Higher components of \( \partial_{gauge} \) can only appear if the index \( i \) labels other coderivations corresponding to symmetries which do not commute with gauge transformations. This proves gauge invariance of the action.

3 WZW-like Action in Open Superstring Field Theory

In this section we apply the formalism just developed to construct an action for open superstring field theory in the large Hilbert space including the Ramond sector. We follow \[ 8 \] in the formulation of the Ramond sector. A very similar formulation of the Ramond sector can be given using spurious free fields \[ 17 \]. See \[ 18, 19, 20 \] for other discussions of this alternative. We start with the free action of open superstring field theory in the small Hilbert space:
\[ S_{\text{free}} = \frac{1}{2} \Omega_S(\Psi, Q\Psi). \]  \hspace{1cm} (3.1)

The string field \( \Psi \) is in the small Hilbert space and carries ghost number 1. It contains an Neveu-Schwarz (NS) and Ramond (R) sector component:
\[ \Psi = \Psi_{\text{NS}} + \Psi_{\text{R}}. \]  \hspace{1cm} (3.2)

The NS string field carries picture \(-1\) and the Ramond string field carries picture \(-1/2\) and is subject to the constraint
\[ XY\Psi_{\text{R}} = \Psi_{\text{R}} \]  \hspace{1cm} (3.3)

We introduce the picture raising operator \( X \), a picture lowering operator \( Y \), and an operator \( \Xi \) defined in the large Hilbert space with the properties
\[ XYX = X \quad \text{acting on small Hilbert space at picture} \ -3/2, \]  \hspace{1cm} (3.4)
\[ YXY = Y \quad \text{acting on small Hilbert space at picture} \ -1/2, \]  \hspace{1cm} (3.5)
\[ [\eta, X] = [\eta, Y] = 0, \]  \hspace{1cm} (3.6)
\[ [Q, X] = 0, \]  \hspace{1cm} (3.7)
\[ [Q, \Xi] = X, \]  \hspace{1cm} (3.8)
\[ [\eta, \Xi] = 1, \]  \hspace{1cm} (3.9)
\[ \Xi^2 = 0, \]  \hspace{1cm} (3.10)
\[ X, Y, \text{ and } \Xi \text{ are BPZ even}. \]  \hspace{1cm} (3.11)
For our purposes these formal properties are all we need. See [19] for a concrete construction, and also [8, 21, 22] for discussion of the required distributional operators in the $\beta\gamma$ system. The object $\Omega_S$ is called the restricted symplectic form, and is defined:

\[ \Omega_S(a, b) \equiv \omega_S(G^{-1}a, b) , \]  

(3.12)

where

\[ G^{-1} \equiv \begin{cases} \mathbb{I} & \text{acting on NS states} \\ Y & \text{acting on R states} \end{cases} \]  

(3.13)

In the Ramond sector, $\Omega_S$ is assumed to operate between states in the small Hilbert space at picture $-1/2$ satisfying the constraint (3.3). The restricted symplectic form is graded antisymmetric and nondegenerate, and the BRST operator is cyclic.

We now reformulate the free theory using a WZW-like action. We replace $\Psi$ with a dynamical string field $\Phi$ in the large Hilbert space by making the substitution

\[ \Psi = \eta \Phi. \]  

(3.14)

$\Phi$ has an NS and an R component:

\[ \Phi = \Phi_{\text{NS}} + \Phi_{\text{R}}. \]  

(3.15)

The NS component carries ghost and picture number 0, while the Ramond component carries ghost number 0 and picture $+1/2$ and is subject to the constraint

\[ XY\eta_{\Phi_R} = \eta_{\Phi_R}. \]  

(3.16)

Following the steps of section 2.2, we arrive at a WZW-like action:

\[ S_{\text{free}} = \int_0^1 dt \Omega_L(A_t, QA_\eta), \]  

(3.17)

where $\Omega_L$ is the restricted symplectic form defined in the large Hilbert space:

\[ \Omega_L(A, B) \equiv \omega_L(G^{-1}A, B). \]  

(3.18)

The dynamical $A_\infty$ structure is $Q$ and the constraint $A_\infty$ structure is $\eta$, and both are cyclic with respect to the restricted symplectic form. The multiform $A_\infty$ structure and multiform potential are given by

\[ \partial = \eta + dx^Q Q + dt \frac{d}{dt} + dx^\delta \delta, \]  

(3.19)

\[ A = A_\eta + dx^Q A_Q + dt A_t + dx^\delta A_\delta, \]  

(3.20)

with

\[ A_\eta = \eta \Phi(t), \]  

(3.21)

\[ A_t = \dot{\Phi}(t), \]  

(3.22)

\[ A_\delta = \delta \Phi(t), \]  

(3.23)

\[ A_Q = Q \Phi(t), \]  

(3.24)

where $\Phi(t)$ is an interpolation of $\Phi$. The flatness conditions are obeyed,

\[ \partial \frac{1}{1-A} = 0, \]  

(3.25)

and the higher form potentials can be taken to vanish.
Let us explain the relation between ghost and picture number and the concept of rank introduced earlier. Generally we may wish to describe the rank of an operator \( \mathcal{O} \) on the tensor algebra, in which case it corresponds to a pair of eigenvalues \( (N_1, N_2) \) under commutation with coderivations \( N_1, N_2 \):

\[
[ N_1, \mathcal{O} ] = N_1 \mathcal{O}, \quad (3.26)
\]

\[
[ N_2, \mathcal{O} ] = N_2 \mathcal{O}, \quad (3.27)
\]
given by

\[
N_1 = gh + \text{pic} - \frac{1}{2} R, \quad (3.28)
\]

\[
N_2 = 1 + \text{pic} - \frac{1}{2} R. \quad (3.29)
\]

Here \( 1 \) is the coderivation corresponding to the identity operator \( I \) on the state space; \( R \) is the coderivation corresponding to an operator which acts as the identity on Ramond states and as zero on NS states; \( gh \) is the coderivation corresponding to the operator which counts ghost number, and \( \text{pic} \) is the coderivation corresponding to the operator which counts picture. One may readily verify with this definition that

\[
\text{rank}(\Phi) = (0, 1), \quad \text{rank}(Q) = (1, 0), \quad \text{rank}(\eta) = (0, -1), \quad (3.30)
\]
in accordance with the grading assignments of the previous section.

Let us make an important remark about the restricted symplectic form \( \Omega_L \). In the Ramond sector, we assume that \( \Omega_L \) is defined when contracting a state \( A \) at picture \( +1/2 \) in the large Hilbert space with a state \( b \) at picture \( -1/2 \) in the small Hilbert space. In this case we have the equality

\[
\Omega_L(A, b) = \Omega_S(a, b), \quad (3.31)
\]
where \( a = \eta A \) and both \( a \) and \( b \) satisfy the constraint \( XY = 1 \). We will not need a more general definition of \( \Omega_L \), for example contracting two Ramond states in the large Hilbert space or at pictures other than \( \pm 1/2 \). This means that in the Ramond sector \( \Omega_L \) and \( \Omega_S \) are equivalent. This is related to the fact that the Ramond sector will effectively be formulated in the small Hilbert space, as was done by Kunitomo and Okawa [8]. The reason to describe the Ramond sector in the large Hilbert space is to allow a more unified treatment of the NS and R sectors in terms of a WZW-like action.

### 3.1 Dynamical and Constraint \( A_\infty \) structures

The next step is to find a nonlinear generalization of the dynamical and constraint \( A_\infty \) structures. In fact, the requisite structures are already contained in the field equation \( (2.1) \)

\[
(Q - \eta)\varphi + \varphi^2 = 0, \quad (3.32)
\]
provided that \( \varphi \) is now assumed to contain both NS and R components,

\[
\varphi = \varphi_{\text{NS}} + \varphi_{\text{R}}, \quad (3.33)
\]
where \( \varphi_{\text{NS}} \) carries picture \(-1\) and \( \varphi_{\text{R}} \) carries picture \(-1/2\). We can expand the field equation according to picture:

\[
0 = Q\varphi_{\text{R}}, \quad (3.34)
\]

\[
0 = Q\varphi_{\text{NS}} + \varphi_{\text{R}}^2, \quad (3.35)
\]

\[
0 = \eta\varphi_{\text{R}} - [\varphi_{\text{R}}, \varphi_{\text{NS}}], \quad (3.36)
\]

\[
0 = \eta\varphi_{\text{NS}} - \varphi_{\text{NS}}^2. \quad (3.37)
\]

The first two of equations naturally define a dynamical \( A_\infty \) structure, while the second two define a constraint \( A_\infty \) structure. Note that in the first two equations the star product only multiplies Ramond states. We account for this by writing the dynamical \( A_\infty \) structure in the form

\[
Q + m_2|2. \quad (3.38)
\]
Figure 3.1: Cyclic permutation of a vertex changes the definition of the output and inputs of a product. Since Ramond number is not symmetric between inputs and outputs, products of fixed Ramond number are generally not cyclic.

The subscript after the vertical slash denotes Ramond number [23, 24]. Ramond number counts the number of Ramond inputs minus the number of Ramond outputs required for the product to be nonzero. Alternatively, it is the eigenvalue under commutation with the coderivation $R$ introduced in (3.28):

$$[R, b_n r] = -rb_n r.$$  \hspace{1cm} (3.39)

In (3.38) the star product is restricted to Ramond number 2, which effectively means it is nonzero only when multiplying a pair of Ramond states. Similarly the constraint $A_\infty$ structure can be written

$$\eta - m_2 |_0,$$  \hspace{1cm} (4.0)

where the star product is nonzero only when it contains the same number of Ramond inputs as outputs. We may then write the dynamical field equation and constraint in coalgebra form

$$(Q + m_2 |_2) \frac{1}{1-\varphi} = 0,$$  \hspace{1cm} (4.1)

$$(\eta - m_2 |_0) \frac{1}{1-\varphi} = 0.$$  \hspace{1cm} (4.2)

This generalizes (2.6) and (2.7) to include Ramond states. One may verify that

$$(Q + m_2 |_2)^2 = (\eta - m_2 |_0)^2 = [Q + m_2 |_2, \eta - m_2 |_0] = 0.$$  \hspace{1cm} (4.4)

Therefore $Q + m_2 |_2$ and $\eta - m_2 |_0$ define mutually commuting $A_\infty$ structures.

Unfortunately, these two $A_\infty$ structures do not define a WZW-like action. The problem is cyclicity: The star product restricted to a specific Ramond number is not invariant under cyclic permutations of the vertex. This is illustrated in figure 3.1. Therefore we will need to modify the $A_\infty$ structures by making a similarity transformation

$$D = \hat{F}^{-1}(Q + m_2 |_2)\hat{F},$$  \hspace{1cm} (4.5)

$$C = \hat{F}^{-1}(\eta - m_2 |_0)\hat{F},$$  \hspace{1cm} (4.6)

where $\hat{F}$ is an invertible cohomomorphism defined in such a way that $D$ and $C$ are cyclic. This transformation is equivalent to a field redefinition

$$\varphi \rightarrow \varphi' = \pi_1 \hat{F} \frac{1}{1-\varphi'},$$  \hspace{1cm} (4.7)

In proving this it is convenient to note that Ramond number is conserved when multiplying coderivations. For example we have the relation

$$[b, c]_r = \sum_{s=-1}^{r+1} [b_s, c_{r-s}].$$  \hspace{1cm} (4.33)

$Q$ and $\eta$ carry Ramond number 0, though we do not write it explicitly. See [24] for more discussion of Ramond number.
and so should not alter the physical content of the field equations.

Let us consider the constraint \( A_\infty \) structure first. The problem is that \( m_{2|0} \) has a part that can multiply one Ramond state, but there is nothing to multiply two Ramond states as would be required by cyclicity. There are two possible ways to fix this:

1. Define \( \hat{F} \) so as to add a piece to the constraint \( A_\infty \) structure which multiplies two Ramond states.

2. Define \( \hat{F} \) so as to remove the part of the constraint \( A_\infty \) structure that multiplies one Ramond state.

The first alternative requires that the product of two Ramond states contains a picture lowering operation, which seems unnatural. Therefore, we will follow the second alternative. Since we would like to reproduce the Berkovits theory in the NS sector, we propose that the constraint \( A_\infty \) structure should take the form

\[
\hat{F}^{-1}(\eta - m_{2|0})\hat{F} = \eta - m_{2|0}.
\]

(3.48)

The superscript after the vertical slash indicates cyclic Ramond number [23]. A product of cyclic Ramond number \( n \) is nonvanishing only if the number of Ramond inputs plus the number of Ramond outputs is equal to \( n \). It is easily seen that cyclic Ramond number is invariant under cyclic permutations of a product. The star product \( m_{2|0} \) is nonvanishing only when the number of Ramond inputs plus Ramond outputs is equal to zero, which effectively means that \( m_{2|0} \) only operates on NS states. Therefore (3.48) reproduces the constraint \( A_\infty \) structure \( \eta - m_{2} \) of the Berkovits theory when acting on NS states, and when acting on Ramond states it reduces simply to \( \eta \). This leads to the fact that the Ramond sector can be reformulated in the small Hilbert space, as anticipated above.

Let us now construct the cohomomorphism \( \hat{F} \). Actually, it is easier to construct \( \hat{F}^{-1} \) and derive \( \hat{F} \) by computing \((\hat{F}^{-1})^{-1}\). Since \( \hat{F}^{-1} \) is a cohomomorphism, it is completely specified by its output on the 1-string component of the tensor algebra:

\[
\pi_1\hat{F}^{-1} = \sum_{n=0}^{\infty} 0, 1^{\text{inv}} \pi_n,
\]

(3.49)

where \( 0, 1^{\text{inv}} \) are a sequence of multi-string products \( \mathcal{H}^{\otimes n} \to \mathcal{H} \). Since we do not wish to modify the \( \eta \) contribution to the constraint \( A_\infty \) structure, we may assume

\[
F_0^{\text{inv}} = 0, \quad F_1^{\text{inv}} = \mathbb{1}.
\]

(3.50)

Let us concentrate on the 2-string product \( F_2^{\text{inv}} \). Multiplying (3.48) by \( \hat{F}^{-1} \) from the right gives

\[
\hat{F}^{-1}(\eta - m_{2|0}) = (\eta - m_{2|0}^{0})\hat{F}^{-1}.
\]

(3.51)

Projecting on the left with \( \pi_1 \) and on the right with \( \pi_2 \) we conclude that

\[
F_2^{\text{inv}}(\eta \otimes \mathbb{1} + \mathbb{1} \otimes \eta) - m_{2|0} = \eta F_2^{\text{inv}} - m_{2|0}^{0}.
\]

(3.52)

This is equivalent to

\[
[\eta, F_2^{\text{inv}}] = -m_{2|0}^{2},
\]

(3.53)

where \( m_{2|0}^{2} \) is the star product restricted to Ramond number 0 and cyclic Ramond number 2. This essentially means that \( m_{2|0}^{2} \) is nonzero only when multiplying one Ramond state.

This gives \( F_2^{\text{inv}} \) up to an \( \eta \)-closed term. To fix the \( \eta \)-closed term we require that the dynamical \( A_\infty \) structure \( D \) is also cyclic. This issue with \( D \) is that \( m_{2|2} \) can multiply two Ramond states, but there is no contribution that can multiply one Ramond state. Transformation by \( \hat{F} \) cannot remove \( m_{2|2} \) while assuming (3.53), since \( m_{2|2} \) is nontrivial in the BRST cohomology in the small Hilbert space. Therefore, \( \hat{F} \) must add a product of one Ramond state to accompany \( m_{2|2} \). Importantly, this product requires a picture changing insertion. To understand the nature of the picture changing insertion, we note that the restricted symplectic form contracts Ramond states in the small Hilbert space at picture \(-1/2\) satisfying the constraint \( XY = 1 \). Therefore the Ramond output of \( D \) must also satisfy \( XY = 1 \). This will be true provided the Ramond output is proportional to the picture changing operator \( X \) by virtue of (3.4). Therefore we propose that the dynamical \( A_\infty \) structure should take the form

\[
\hat{F}^{-1}(Q + m_{2|2})\hat{F} = Q + m_{2|2} + X m_{2|0}^{2} + \ldots.
\]

(3.54)
where ... denote coderivations representing higher products. A comment about notation: We use $Xm_2|_0^2$ to denote the coderivation corresponding to the product $Xm_2|_0^2$. More generally, given an operator $O : \mathcal{H} \to \mathcal{H}$ and a coderivation $b$, we define the coderivation $O b$:

$$\pi_1 b = \sum_{n=1}^{\infty} b_n \pi_n,$$

we define the coderivation $O b$:

$$\pi_1 O b = \sum_{n=0}^{\infty} O b_n \pi_n.$$  

It is helpful to write (3.57) in the form

$$\hat{F}^{-1}(Q + m_2|_2)\hat{F} = Q + Gm_2|^2 + ..., \quad (3.57)$$

where the operator $G$ is defined [17]

$$G \equiv \| \dot{0} + X|^2, \quad (3.58)$$

and the star product $m_2|^2$ is restricted to cyclic Ramond number 2. The utility of $G$ is that it cancels the operator $G^{-1}$ in $\Omega_L$. Then, cyclicity of a product $\mathcal{G}b_n$ with respect to the restricted symplectic form amounts to cyclicity of $b_n$ with respect to the ordinary symplectic form $\omega_L$ in the large Hilbert space. In our example, cyclicity of $D$ is apparent since $m_2|^2$ is cyclic with respect to $\omega_L$. One thing to be careful about, however, is that the operator $G$ only cancels when $\Omega_L$ contracts suitably restricted states in the Ramond sector. Therefore the property

$$\langle \Omega_L | \pi_2 D = 0 \rangle \quad (3.59)$$

holds only if $\Omega_L$ pairs allowed Ramond states as described at the end of the previous section. In the WZW-like action, this is ensured by the fact that $D$ always acts on suitable combinations of potentials satisfying flatness conditions.

Therefore we require that $\hat{F}^{-1}$ satisfies

$$\hat{F}^{-1}(Q + m_2|_2)\hat{F} = (Q + Gm_2|^2 + ...)\hat{F}^{-1}. \quad (3.60)$$

Projecting on the left with $\pi_1$ and on the right with $\pi_2$ we conclude that

$$F_2^{\text{inv}}(Q \otimes I + I \otimes Q) + m_2|_2 = QF_2^{\text{inv}} + Gm_2|^2. \quad (3.61)$$

This is equivalent to

$$[Q, F_2^{\text{inv}}] = -Xm_2|_0^2. \quad (3.62)$$

Together with (3.53), this implies that $F_2^{\text{inv}}$ can be written

$$F_2^{\text{inv}} = -\Xi m_2|_0^2, \quad (3.63)$$

up to a term which is both $Q$ and $\eta$ exact, which we will set to zero.

We may now go on to compute the 3-string product $F_3^{\text{inv}}$. Projecting (3.51) on the left with $\pi_1$ and on the right with $\pi_3$ implies

$$F_3^{\text{inv}}(\eta \otimes I \otimes I + I \otimes \eta \otimes I + I \otimes I \otimes \eta) - F_2^{\text{inv}}(m_2|_0 \otimes I + I \otimes m_2|_0) = \eta F_3^{\text{inv}} - m_2|^0(F_2^{\text{inv}} \otimes I + I \otimes F_2^{\text{inv}}). \quad (3.64)$$

The second term on the left hand side vanishes by associativity of the star product, while the second term on the right hand side vanishes since $F_2^{\text{inv}}$ necessarily produces a Ramond state, while $m_2|^0$ vanishes when multiplying Ramond states. We therefore conclude that

$$[\eta, F_3^{\text{inv}}] = 0. \quad (3.65)$$

By a similar argument we can show that the higher products are also $\eta$-closed. We claim that it is consistent with cyclicity of $D$ to take $F_n^{\text{inv}}$ to vanish identically for $n \geq 3$. Therefore $\hat{F}^{-1}$ will be given by

$$F_0^{\text{inv}} = 0, \quad (3.66)$$

$$F_1^{\text{inv}} = I, \quad (3.67)$$

$$F_2^{\text{inv}} = -\Xi m_2|_0^2, \quad (3.68)$$

$$F_n^{\text{inv}} = 0, \quad n \geq 3. \quad (3.69)$$
We will prove cyclicity of $D$ in the next section.

To complete the story, let us derive explicit expressions for the products defining $\hat{F}$ and $D$. The cohomomorphism $\hat{F}$ is completely specified by its output on the 1-string component of the tensor algebra:

$$\pi_1 \hat{F} = \sum_{n=0}^{\infty} F_n \pi_n.$$  \hspace{1cm} (3.70)

To determine the products $F_n$, we use the formula

$$\hat{F}^{-1} \hat{F} = I_{TH}$$  \hspace{1cm} (3.71)

and project with $\pi_1$ on the left and $\pi_n$ on the right. This gives

$$F_n + F_{2n}^{\text{inv}} \sum_{k=0}^{n} F_k \otimes F_{n-k} = 0.$$  \hspace{1cm} (3.72)

From this we find

$$F_0 = 0,$$  \hspace{1cm} (3.73)

$$F_1 = I,$$  \hspace{1cm} (3.74)

$$F_2 = \Xi m_2|_0^2,$$  \hspace{1cm} (3.75)

$$F_n = \Xi m_2|_0^2 (F_{n-1} \otimes I + I \otimes F_{n-1}), \quad n \geq 3.$$  \hspace{1cm} (3.76)

Note that the sum in (3.72) simplifies since the formula itself implies that $F_n$ always produce Ramond states for $n \geq 2$, but the star product $m_2|_0^2$ can multiply at most one Ramond state. The dynamical $A_\infty$ structure is defined by its output on the 1-string component of the tensor algebra:

$$\pi_1 D = \sum_{n=1}^{\infty} D_n \pi_n.$$  \hspace{1cm} (3.77)

Projecting (3.45) on the left with $\pi_1$ and the right with $\pi_n$, we find

$$D_1 = Q,$$  \hspace{1cm} (3.78)

$$D_2 = G m_2|_0^2,$$  \hspace{1cm} (3.79)

$$D_n = G m_2|_0^2 \sum_{k=1}^{n-1} F_k \otimes F_{n-k}, \quad n \geq 3.$$  \hspace{1cm} (3.80)

In this case the sum does not simplify since $m_2|_0^2$ can accept two Ramond inputs. This completes the definition of the dynamical and constraint $A_\infty$ structures.

### 3.2 Ramond Vertices and Feynman Diagrams

The construction of the previous section has an interesting interpretation in terms of the decomposition model of an $A_\infty$ algebra \([11, 12]\). Consider an $A_\infty$ algebra of the form

$$M = Q + \delta M,$$  \hspace{1cm} (3.81)

where $Q$ plays the role of the the BRST operator and $\delta M$ represents the products $M_n$ for $n \geq 2$. Suppose the state space $\mathcal{H}$ takes the form of a direct sum

$$\mathcal{H} = \mathcal{H}_p \oplus \mathcal{H}',$$  \hspace{1cm} (3.82)

where the subspace $\mathcal{H}_p$ is preserved by the action of $Q$ and contains representatives of all elements of the cohomology of $Q$. In particular, $Q$ has no cohomology on the complementary subspace $\mathcal{H}'$. We introduce a projection operator $\Pi$ onto the subspace $\mathcal{H}_p$ which commutes with $Q$:

$$[Q, \Pi] = 0.$$  \hspace{1cm} (3.83)
The decomposition theorem [12] says that $M$ is $A_\infty$-isomorphic to a direct sum of an $A_\infty$ algebra which acts as $Q$ on $H'$ and an $A_\infty$ algebra called the minimal model which acts on $H_p$, denoted $M_{\text{min}}$. Specifically, there exists an invertible cohomomorphism $\hat{J}$ satisfying

$$M_{\text{decomp}} = \hat{J}^{-1} M \hat{J},$$

(3.84)

where the decomposition model $M_{\text{decomp}}$ takes the form

$$M_{\text{decomp}} = (I - \Pi)Q + M_{\text{min}},$$

(3.85)

and the products $M_{\text{min},n+1}$ of the minimal model have the property that they vanish when multiplying states in $H'$. Often in the mathematics literature $H_p$ is assumed to be isomorphic to the cohomology of $Q$. For physical applications in string field theory it is more useful to identify $H_p$ with a slightly larger space given by states satisfying the mass-shell condition $L_0 = 0$ [25]. In this context, the products of the minimal model compute tree-level $S$-matrix elements when contracted with BRST invariant string states. Therefore, the decomposition theorem makes the remarkable claim that a string field theory action characterized by a cyclic $A_\infty$ algebra $M$ can be related by field redefinition to an action which has the standard kinetic term,

$$\frac{1}{2} \omega(\Psi, Q \Psi),$$

(3.86)

but whose interaction vertices only couple states satisfying $L_0 = 0$. When these states are BRST invariant, the vertices coincide with the on-shell tree-level $S$-matrix elements of string theory. The minimal model is unique up to an $A_\infty$ isomorphism on $H_p$. There are various possible realizations of the minimal model. However, for present purposes we are interested in a specific and canonical construction characterized by Feynman graphs [26].

Let us describe the $A_\infty$ isomorphism $\hat{J}$ in this approach. For this we note that because $Q$ has no cohomology in $H'$, we should be able to find a degree odd contracting homotopy $Q^+$ satisfying

$$[Q, Q^+] = 1 - \Pi.$$  

(3.87)

The operator $Q^+$ is called the propagator. The construction assumes that the propagator defines a Hodge decomposition, which requires the additional properties

$$(Q^+)^2 = 0, \quad Q^+ \Pi = \Pi Q^+ = 0.$$ \hspace{1cm} (3.88)

For example, open string field theory amplitudes computed in Siegel gauge are characterized by the projection operator

$$\Pi = e^{-\infty L_0},$$

(3.89)

and $Q^+$ is the Siegel gauge propagator

$$Q^+ = \frac{b_0}{L_0}.$$ \hspace{1cm} (3.90)

The cohomomorphism $\hat{J}^{-1}$ can be defined through its products

$$\pi_1 \hat{J}^{-1} = \sum_{n=0}^{\infty} J_{n}^{\text{inv}} \pi_n.$$ \hspace{1cm} (3.91)

The decomposition model $M_{\text{decomp}}$ shares the same 1-product (namely $Q$) with $M$, so we assume $J_0^{\text{inv}} = 0$ and $J_1^{\text{inv}} = I$. The product $J_2^{\text{inv}}$ is defined by

$$J_2^{\text{inv}} = Q^+ M_2 - \Pi M_2 Q^+ \otimes I - \Pi M_2 \Pi \otimes Q^+,$$ \hspace{1cm} (3.92)

where $M_2$ is the 2-product of $M$. We now determine the 2-product of the minimal model by equating

$$\hat{J}^{-1}(Q + M_2 + ...) = (Q + M_{\text{min},2}) \hat{J}^{-1}.$$ \hspace{1cm} (3.93)

Projecting on the left with $\pi_1$ and on the right with $\pi_2$ we find

$$M_{2,\text{min}} = M_2 - [Q, J_2^{\text{inv}}].$$ \hspace{1cm} (3.94)
\[ d_2 = \begin{array}{c}
    \begin{array}{c}
      m_j^i
    \end{array}
  \end{array} \]

\[ d_3 = \begin{array}{c}
    \begin{array}{c}
      m_j^i
    \end{array} + \begin{array}{c}
      m_j^i
    \end{array}
  \end{array} \]

\[ d_4 = \begin{array}{c}
    \begin{array}{c}
      m_j^i
    \end{array} + \begin{array}{c}
      m_j^i + \begin{array}{c}
        m_j^i
      \end{array} + \begin{array}{c}
        m_j^i
      \end{array}
    \end{array}
  \end{array} \]

\[ \vdots \]

Figure 3.2: Feynman diagram expansion of the products of \( d \). We can choose output of the product \( d_n \) to correspond to be the external leg in the left hand corner, and the 1st through \( n \)th inputs to correspond to the other external legs proceeding counterclockwise. In this case, the diagrams correspond in order to the terms written in \((3.114)-(3.116)\).

Computing the right hand side with \((3.87)\) gives
\[
M_{2, \min} = M_2 - (I - \Pi)M_2 - \Pi M_2(I - \Pi) \otimes I - \Pi M_2 \Pi \otimes (I - \Pi)
\]
\[
= \Pi M_2 \Pi \otimes \Pi.
\]
\[(3.95)\]

Therefore \( M_{2, \min} \) multiplies states in \( \mathcal{H}' \) to zero, as desired. We may continue to construct the higher products of \( \hat{J}^{-1} \), but we will not need them.

One might notice that the construction of the decomposition model addresses the same general problem that we encountered in defining the constraint \( A_\infty \) structure for Ramond states. Namely, we wish to “squeeze” all nonlinearities of the constraint \( A_\infty \) structure into a subspace \( \mathcal{H}_p \) (consisting of NS states), so that on the complementary subspace \( \mathcal{H}' \) (consisting of Ramond states) the \( A_\infty \) structure acts only as \( \eta \). We can make the identifications
\[
\mathcal{H}_p \rightarrow \text{NS states},
\]
\[(3.96)\]
\[
\mathcal{H}' \rightarrow \text{R states},
\]
\[(3.97)\]
\[
\Pi \rightarrow I|0^0,\]
\[(3.98)\]
\[
Q \rightarrow \eta,
\]
\[(3.99)\]
\[
M \rightarrow \eta - m_2|0,
\]
\[(3.100)\]
\[
M_{\text{decomp}} \rightarrow \eta - m_2|0^0,
\]
\[(3.101)\]
\[
\hat{J} \rightarrow \hat{F}.
\]
\[(3.102)\]

In this context the “propagator” is defined by
\[
Q^+ \rightarrow \Xi|2,
\]
\[(3.103)\]

which acts as \( \Xi \) on Ramond states and as 0 on NS states. Following the previous paragraph, we may write down
an expression for the 2-string product of $\hat{F}^{-1}$:
\[
F_{2}^{\text{inv}} = -\Xi|0\rangle m_{2}|0\rangle + I|0\rangle m_{2}|0\rangle (\Xi \otimes I) + I|0\rangle m_{2}|0\rangle (I \otimes \Xi|2\rangle)
= -\Xi m_{2}|0\rangle.
\]
(3.104)

The second two terms vanish acting on any combination of NS and R states, and the first term is equivalent to \[3.63\]. The connection to Feynman diagrams, however, suggests \[3.63\] may be more naturally expressed as
\[
F_{2}^{\text{inv}} = -\Xi|2\rangle m_{2}|2\rangle,
\]
(3.105)

where $\Xi|2\rangle$ is the “propagator” and $m_{2}|2\rangle$ defines a cyclic cubic vertex. We have seen that the higher products in $\hat{F}^{-1}$ can be chosen to vanish. In this way we obtain the decomposition model
\[
\hat{F}^{-1}(\eta - m_{2}|0\rangle)\hat{F} = \Xi|2\rangle\eta + M_{\text{min}},
\]
(3.106)

where the products of the minimal model are defined by
\[
M_{\text{min},1} = \Xi|0\rangle\eta,
\]
(3.107)
\[
M_{\text{min},2} = -I|0\rangle m_{2}|0\rangle (I \otimes \Xi|0\rangle).
\]
(3.108)

This can be written more simply as
\[
\hat{F}^{-1}(\eta - m_{2}|0\rangle)\hat{F} = \eta - m_{2}|0\rangle.
\]
(3.109)

The decomposition model usually contains higher products given by a Feynman graph expansion with the vertices of $M$ connected by propagators. In this example the higher products drop out since the products of the minimal model only operate on NS states, but the propagator is only nonzero acting on Ramond states.

The Feynman graphs do however appear in the dynamical $A_{\infty}$ structure $D$. From \[3.78\]-\[3.80\] it is clear that $D$ can be expressed in the form
\[
D = Q + \tilde{g}d,
\]
(3.110)

where the coderivation $d$ is defined to satisfy
\[
\pi_{1}d = \pi_{1}m_{2}|2\rangle\hat{F}.
\]
(3.111)

Moreover, $\hat{F}$ can be defined
\[
\pi_{2}\hat{F} = \pi_{2}(I_{\text{Ram}} + \Xi|2\rangle d).
\]
(3.112)

Together this gives a recursive definition of $d$. For illustrative purposes, let us write out the first few products explicitly:
\[
d_{1} = 0,
\]
(3.113)
\[
d_{2} = m_{2}|2\rangle^{2}
\]
(3.114)
\[
d_{3} = m_{2}|2\rangle(\Xi|2\rangle m_{2}|2\rangle \otimes I) + m_{2}|2\rangle(I \otimes \Xi|2\rangle m_{2}|2\rangle),
\]
(3.115)
\[
d_{4} = m_{2}|2\rangle(\Xi|2\rangle m_{2}|2\rangle \otimes I)(\Xi|2\rangle m_{2}|2\rangle \otimes I) + m_{2}|2\rangle(\Xi|2\rangle m_{2}|2\rangle \otimes I)(I \otimes \Xi|2\rangle m_{2}|2\rangle) + m_{2}|2\rangle(I \otimes \Xi|2\rangle m_{2}|2\rangle)(I \otimes I \otimes \Xi|2\rangle m_{2}|2\rangle)
+ m_{2}|2\rangle(\Xi|2\rangle m_{2}|2\rangle \otimes \Xi|2\rangle m_{2}|2\rangle),
\]
(3.116)
\[
\vdots
\]

For each term in each product we can draw a corresponding diagram as follows. We represent the output of the product by a line which meets a cubic vertex corresponding to $m_{2}|2\rangle$. The line then splits into two lines. Each line either reaches an input of the product, or it carries an insertion of $\Xi|2\rangle$ and meets another cubic vertex corresponding to $m_{2}|2\rangle$, at which point the line again splits in two. Applying this process iteratively, it is clear that the products can be described by a sum of color-ordered Feynman graphs, with cubic vertices representing $m_{2}|2\rangle$ and propagators representing $\Xi|2\rangle$. For the products $d_{2}, d_{3}, d_{4}$, this is illustrated in figure \[3.2\].

Let us make some observations based on this Feynman graph picture. First note that diagrams with three propagators meeting at a vertex will always vanish, since there is no cubic coupling of three Ramond states. This
implies that all nonvanishing diagrams are characterized by a single line of connected propagators which start on a vertex containing two external states and terminate on a vertex containing two external states. The propagators are connected in sequence by vertices containing one external state. We also know that the line of propagators must start with a cubic vertex containing one NS and one R external state, and must end with a cubic vertex containing one NS and one R external state. All other external states must be NS, or the diagram vanishes. This is shown in figure [3.3] From this it is clear that the products \( d_n \) carry cyclic Ramond number 2.

This representation makes it manifest that the dynamical \( A_\infty \) structure is cyclic, since color-ordered amplitudes constructed by Feynman diagrams are cyclic. Let us give the proof. Since \( Q \) is cyclic with respect to the restricted symplectic form, and the factor of \( G \) cancels when contracting appropriate states, the cyclicity of \( D \) effectively requires

\[
\langle \omega_L | \pi_2 d = 0. \tag{3.117}
\]

To show this, we represent the projection \( \pi_2 \) as

\[
\pi_2 = \nabla (\pi_1 \otimes' \pi_1) \Delta, \tag{3.118}
\]

where \( \otimes' \) denotes the tensor product of tensor algebras, \( \Delta \) is the coproduct, and \( \nabla \) is the product. See appendix A of \cite{7} for explanation of this formalism. Acting the coproduct on \( d \) gives the expression

\[
\langle \omega_L | \pi_2 d = \langle \omega_L | \nabla \left( \pi_1 d \otimes' \pi_1 + \pi_1 \otimes' \pi_1 d \right) \Delta. \tag{3.119}
\]

Next using (3.112) we can write

\[
\pi_1 = \pi_1 \hat{F} - \pi_1 \Xi |^2 d, \tag{3.120}
\]

which gives

\[
\langle \omega_L | \pi_2 d = \langle \omega_L | \nabla \left( \pi_1 d \otimes' \pi_1 \hat{F} + \pi_1 \hat{F} \otimes' \pi_1 d - \pi_1 d \otimes' \pi_1 \Xi |^2 d - \pi_1 \Xi |^2 d \otimes' \pi_1 d \right) \Delta. \tag{3.121}
\]

The last two terms amount to

\[
\langle \omega_L | (I \otimes \Xi |^2 - \Xi |^2 \otimes I) \nabla (\pi_1 d \otimes' \pi_1 d) \Delta, \tag{3.122}
\]

which vanishes due to the BPZ even property of \( \Xi \). Meanwhile, using (3.111) we can write the first two terms

\[
\langle \omega_L | \pi_2 d = \langle \omega_L | \nabla \left( \pi_1 m_2 |^2 \hat{F} \otimes' \pi_1 \hat{F} + \pi_1 \hat{F} \otimes' \pi_1 m_2 |^2 \hat{F} \right) \Delta. \tag{3.123}
\]

In this form we can pull the coproduct back to the left, giving

\[
\langle \omega_L | \pi_2 d = \langle \omega_L | \pi_2 m_2 |^2 \hat{F}, \tag{3.124}
\]

which vanishes by cyclicity of the open string star product, (2.53). This demonstration can serve as a substitute for the proof of cyclicity given in \cite{19}, and is much simpler. On the other hand, the Feynman diagram picture does not make it obvious that \( D \) is nilpotent and commutes with \( C \). We demonstrate this in appendix C.
3.3 Solution of Flatness Conditions

To complete the construction of the WZW-like action, we must find a solution of the flatness conditions. There are many possible solutions, giving actions which differ (at most) by field redefinition. Since we are interested in coupling Berkovits’ NS open superstring field theory to the Ramond sector, we seek an expression for the potentials which simplifies to the standard Maurer-Cartan elements (2.14)-(2.17) when the Ramond string field is set to zero.

3.3.1 A General Procedure

To find a unique solution of the flatness conditions we will “fix a gauge” characterized by the assumption that all higher form potentials with an index $t$ vanish. Note that this is a gauge fixing from the perspective of the symmetry (2.132) of the flatness conditions, not from the perspective of the gauge symmetry of the action. A special property of this gauge is that it leads to a first order differential equation in $t$ which can be integrated to give an explicit solution for the potentials. For this procedure to work we require the following assumptions:

(1) We are given (or have already found) potentials $A_C$ and $A_t$ satisfying

$$0 = \pi_1 C \frac{1}{1 - A_C},$$

(3.125)

$$\dot{A}_C = \pi_1 C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C}.$$  

(3.126)

We also require that $A_C$ vanishes at $t = 0$:

$$A_C|_{t=0} = 0.$$  

(3.127)

It is always possible to arrange this (see footnote 10).

(2) The multiform coderivation can be expanded

$$\partial = C + dt \partial_t + \partial',$$

(3.128)

where $\partial'$ contains no components proportional to the basis 1-form $dt$. As it happens, $\partial'$ would only require components proportional to $dt$ if some coderivations inside $\partial$ depended explicitly on $t$. This does not occur for the applications that interest us.

(3) The multiform potential can be expanded as

$$A = A_C + dt A_t + A',$$

(3.129)

where $A'$ contains no components proportional to $dt$. In particular, all higher form potentials with an index $t$ must vanish. This condition can be viewed as a gauge fixing from the perspective of the symmetry (2.132) of the choice of potentials. Consistency will also require

$$A'|_{t=0} = 0.$$  

(3.130)

Therefore all potentials besides $A_t$ are assumed to vanish at $t = 0$.

With these assumptions, the component of the flatness conditions proportional to $dt$ can be written as:

$$\dot{A}' = \pi_1 \partial' \frac{1}{1 - A_C - A'} \otimes A_t \otimes \frac{1}{1 - A_C - A'}$$

$$+ \pi_1 C \frac{1}{1 - A_C} \otimes A' \otimes \frac{1}{1 - A_C - A'} \otimes A_t \otimes \frac{1}{1 - A_C}$$

$$+ \pi_1 C \left[ \frac{1}{1 - A_C} \otimes A' \otimes A_t \otimes \frac{1}{1 - A_C} + \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} \right].$$  

(3.131)

We can solve this recursively as follows. The 1-form component of (3.131) gives a linear inhomogeneous differential equation which can be integrated to find the 1-potential. The 2-form component of (3.131) is a linear inhomogeneous
where \( a(t), b(t) \) are elements of a vector space and \( \mathcal{O}(t) \) is a linear operator on the vector space. In the present situation \( a(t) \) corresponds to the \( n \)-potential, \( b(t) \) arises from the first two terms in (3.131), and the linear operator \( \mathcal{O}(t) \) arises from the last term in (3.131). The expressions for \( b(t) \) and \( \mathcal{O}(t) \) depend on potentials obtained in previous iterations. The desired solution of (3.132) is

\[
a(t) = \int_0^t dt_1 \overleftarrow{\mathcal{P}} e^{\int_1^{t} dt_2 \mathcal{O}(t_2)} b(t_1),
\]

where the path-ordering operator \( \overleftarrow{\mathcal{P}} \) places \( \mathcal{O}(t_2) \) from left to right in sequence of decreasing \( t_2 \). Note that \( a(t) \) vanishes at \( t = 0 \), which in particular implies that \( A' \) vanishes at \( t = 0 \) as required by our assumptions. In this way we may derive an explicit expression for the potentials to all orders.

Note that (3.131) comes from the component of the flatness conditions proportional to \( dt \). However, we must verify that other components of the flatness conditions are also satisfied. This requires

\[
(C + \partial') \frac{1}{1 - A_C - A'} = 0.
\]

To see that this is satisfied, we take the derivative of the left hand side with respect to \( t \) and use (3.131). This gives

\[
\frac{d}{dt} \pi_1(C + \partial') \frac{1}{1 - A_C - A'} = -\pi_1(C + \partial') \frac{1}{1 - A_C - A'} \otimes \left( \pi_1(C + \partial') \frac{1}{1 - A_C - A'} \right) \otimes \frac{1}{1 - A_C - A'} \otimes A_t \otimes \frac{1}{1 - A_C - A'}
\]

\[
-\pi_1(C + \partial') \frac{1}{1 - A_C - A'} \otimes A_t \otimes \frac{1}{1 - A_C - A'} \otimes \left( \pi_1(C + \partial') \frac{1}{1 - A_C - A'} \right) \otimes \frac{1}{1 - A_C - A'}.
\]

This is a first order homogeneous differential equation in the string field \( \pi_1(C + \partial') \frac{1}{1 - A_C - A'} \). Since this vanishes at \( t = 0 \) (because \( A_C \) and \( A' \) vanish at \( t = 0 \)), this implies that \( \pi_1(C + \partial') \frac{1}{1 - A_C - A'} \) must vanish for all \( t \). Therefore all flatness conditions are obeyed provided we have a solution to (3.131).

One thing we need to verify is that the potentials derived by the above procedure reduce to the Maurer-Cartan elements of the Berkovits theory once the Ramond string field is set to zero. In this connection, note that in the conventional formulation of the WZW-like action, the higher form potentials vanish. In particular, the higher potentials with an index \( t \) vanish. Therefore, the above procedure applied to the Berkovits theory will necessarily express the nonvanishing potentials as Maurer-Cartan elements, provided \( A_0 \) and \( A_t \) are assumed to be Maurer-Cartan elements. Once we include the Ramond sector, the potentials will be more complicated, but they should still reduce to standard Maurer-Cartan elements if the Ramond string field is set to zero.

### 3.3.2 Expressions for the Potentials

We now apply the above procedure to find concrete expressions for the potentials \( A_C, A_t, A_b \) and \( A_D \) for open superstring field theory including the Ramond sector. It is useful to decompose the potentials into NS and R components,

\[
A_C = N_C + R_C, \quad A_t = N_t + R_t,
\]

where \( N \) and \( R \) indicate NS and R sector fields, respectively. To start the recursion we must postulate suitable expressions for \( A_C \) and \( A_t \):

\[
A_C = (\eta e^{\Phi_{N_S}(t)}) e^{-\Phi_{N_S}(t)} + \eta \Phi_R(t),
\]

\[
A_t = \left( \frac{d}{dt} e^{\Phi_{N_S}(t)} \right) e^{-\Phi_{N_S}(t)} + \Phi_R(t).
\]
where \( \Phi_{NS}(t) \) and \( \Phi_R(t) \) are interpolations of the dynamical fields \( \Phi_{NS} \) and \( \Phi_R \) and multiplication is performed with the open string star product. We will often switch back and forth between degree and Grassmann gradings to make contact with more familiar expressions. Note that \( N_C \) and \( N_t \) are what we were calling \( A_y \) and \( A_t \) in subsection 2.1. In particular, \( A_C \) and \( A_t \) reduce to the standard Maurer-Cartan elements \( \langle 2.14 \rangle \) and \( \langle 2.16 \rangle \) if we ignore the Ramond sector. We have the relations

\[
\begin{align*}
0 &= \eta N_C - N_C^2, \\
0 &= \eta R_C, \\
0 &= \eta N_t - \dot{N}_C - [N_C, N_t], \\
0 &= \eta R_t - \dot{R}_C.
\end{align*}
\]

(3.139)

(3.140)

(3.141)

(3.142)

These equations are equivalent to \( \langle 3.125 \rangle \) and \( \langle 3.126 \rangle \) with \( C = \eta - m_2 \). Note also that \( A_C \) vanishes at \( t = 0 \).

From this starting point we can use \( \langle 3.133 \rangle \) to derive expressions for \( A_\delta \) and \( A_D \). Let us start with \( A_\delta \) since this is simpler. Extracting the 1-form component of \( \langle 3.131 \rangle \) proportional to \( dx^\delta \) gives the equation

\[
A_\delta = \delta A_t - \pi_1 C \left( \frac{1}{1 - A_C} \otimes A_\delta \otimes \frac{1}{1 - A_C} \right) A_t \otimes \frac{1}{1 - A_C} \\
+ \pi_1 C \left( \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} \right) A_\delta \otimes \frac{1}{1 - A_C}
\]

\[
= \delta A_t + m_2^0 (A_\delta \otimes A_t - A_t \otimes A_\delta),
\]

(3.143)

where in the last step we substituted \( C = \eta - m_2 \). This can be equivalently expressed

\[
\dot{N}_\delta = \delta N_t + [N_t, N_\delta],
\]

(3.144)

\[
\dot{R}_\delta = \delta R_t.
\]

(3.145)

Comparing to \( \langle 3.132 \rangle \), we see that for the NS equation the role of \( b(t) \) is played by \( \delta N_t \), and the role of \( O(t) \) is played by

\[
[N_t, ] = \text{ad}_{N_t}.
\]

(3.146)

Meanwhile, in the Ramond equation the role of \( b(t) \) is played by \( \delta R_t \) and \( O(t) \) vanishes. Substituting into \( \langle 3.133 \rangle \) we therefore obtain

\[
N_\delta = \int_0^t dt_1 \tilde{P} e^{\int_0^{t_1} dt_2 \delta N_t(t_2)} \delta N_t(t_1),
\]

(3.147)

\[
R_\delta = \int_0^t dt_1 \delta R_t(t_1).
\]

(3.148)

To simplify the expression for \( N_\delta \), we note the equality

\[
\tilde{P} e^{\int_0^t dt_2 \delta N_t(t_2)} = e^{\Phi_{NS}(t)} e^{-\Phi_{NS}(t_1)} e^{\Phi_{NS}(t_1)} e^{-\Phi_{NS}(t)}.
\]

(3.149)

Then we can rewrite \( N_\delta \)

\[
N_\delta = e^{\Phi_{NS}(t)} \left[ \int_0^t dt_1 e^{-\Phi_{NS}(t_1)} \delta \left( \frac{d}{dt_1} e^{\Phi_{NS}(t_1)} \right) e^{\Phi_{NS}(t_1)} e^{-\Phi_{NS}(t_1)} \right] e^{-\Phi_{NS}(t)}.
\]

(3.150)

With some manipulation the integrand can be written as a total derivative:

\[
N_\delta = e^{\Phi_{NS}(t)} \left[ \int_0^t dt_1 \frac{d}{dt_1} \left( e^{-\Phi_{NS}(t_1)} \delta e^{\Phi_{NS}(t_1)} \right) \right] e^{-\Phi_{NS}(t)}.
\]

(3.151)

We may also perform the integral for \( R_\delta \) to obtain

\[
A_\delta = (\delta e^{\Phi_{NS}(t)}) e^{-\Phi_{NS}(t)} + \delta \Phi_R(t).
\]

(3.152)

This is analogous to the expressions \( \langle 3.137 \rangle \) and \( \langle 3.138 \rangle \) for \( A_C \) and \( A_t \).
The potential $A_D$ has a more nontrivial structure. To make contact with the formulas of [S], it is helpful to introduce
\[
D_\eta \equiv \eta - \text{ad}_{N_C},
\]
and
\[
F \equiv \frac{1}{\eta - \Xi \text{ad}_{N_C}},
\]
where
\[
\text{ad}_{N_C} = [N_C, \cdot].
\]
Using the identities of appendix D, one can show that the differential equation for the NS are R components of $A_D$ takes the form
\[
\begin{align*}
\dot{N}_D &= QN_t + [F(R_C), F(R_t)] + [F(R_C), F(\Xi|F(R_C), N_t)] + [N_t, N_D], \\
\dot{R}_D &= QR_t + X[F(R_C), N_t] + X[N_C, F(R_t) + F(\Xi|F(R_C), N_t)].
\end{align*}
\]
Substituting into (3.133) gives the expressions
\[
\begin{align*}
N_D &= e^{\Phi_{NS}(t)} \left[ \int_0^t dt_1 e^{-\Phi_{NS}(t_1)} \left( QN_t + [F(R_C), F(R_t)] + [F(R_C), F(\Xi|F(R_C), N_t)] \right) \right]_{t=t_1} e^{\Phi_{NS}(t)}, \\
R_D &= e^{\Phi_{NS}(t)} \left[ \int_0^t dt_1 \left( QR_t + X[F(R_C), N_t] + X[N_C, F(R_t) + F(\Xi|F(R_C), N_t)] \right) \right]_{t=t_1}.
\end{align*}
\]
In this case the integrand is not a total derivative. However, it is a total derivative up to “irrelevant” terms; with some manipulation with the identities of [S] we can show that
\[
\begin{align*}
N_D &= (Qe^{\Phi_{NS}(t)}) e^{-\Phi_{NS}(t)} + \frac{1}{2} [F(R_C), F(\Phi_R(t))] + D_\eta Z_1, \\
R_D &= Q\Phi_R(t) - XF(R_C) + \eta Z_2,
\end{align*}
\]
where the remainder terms are defined by string fields $Z_1$ and $Z_2$ which take the form
\[
\begin{align*}
Z_1 &= e^{\Phi_{NS}(t)} \left[ \int_0^t dt_1 e^{-\Phi_{NS}(t_1)} \left( \frac{1}{2} \left[ F(\Phi_R(t)), \frac{d}{dt} F(\Phi_R(t)) \right] + \frac{1}{2} [F(\Phi_R(t)), [F(\Phi_R(t)), N_t]] \right) \right]_{t=t_1} e^{\Phi_{NS}(t)}, \\
Z_2 &= e^{\Phi_{NS}(t)} \left[ \int_0^t dt_1 \left( F(R_t) + F(\Xi|F(R_C), N_t) \right) \right]_{t=t_1}.
\end{align*}
\]
The remainders $D_\eta Z_1$ and $\eta Z_2$ are irrelevant in the sense that they can be absorbed by a “gauge transformation” of the potentials (2.132); at the cost of introducing a nonvanishing 2-potential $A_{D_\eta}$. The transformation is defined by
\[
\Lambda = dx^D (Z_1 + Z_2).
\]
Once the irrelevant terms are removed, $A_D$ will depend on $t$ and $\Phi$ exclusively through the interpolation $\Phi(t)$. It would be interesting to find expressions for the higher potentials with this property.

### 3.3.3 Gauge Symmetry

To describe the gauge invariance of open superstring field theory we must find a suitable expression for the potential $A_\eta$. Though we can determine $A_\eta$ as above by demanding that higher potentials with an index $t$ vanish, this form of $A_\eta$ will not generate gauge transformations corresponding to $\eta$. Therefore we will take $A_\eta$ from the
general expression \( (2.168) \) given in subsection 2.4.4. We decompose the gauge parameters \( \lambda_C \) and \( \lambda_D \) into NS and R components
\[
\lambda_C = \nu_C + \rho_C, \quad \lambda_D = \nu_D + \rho_D, \tag{3.165}
\]
where \( \nu \) and \( \rho \) denote NS and R string fields. The gauge parameters carry ghost number \(-1\) and picture
\[
\text{picture}(\nu_C) = 1, \quad \text{picture}(\nu_D) = 0, \\
\text{picture}(\rho_C) = 3/2, \quad \text{picture}(\rho_D) = 1/2. \tag{3.166}
\]
In addition \( \rho_D \) must satisfy the constraint
\[
XY \eta \rho_D = \eta \rho_D, \tag{3.167}
\]
to be compatible with the constraint on the Ramond string field. Since we have an explicit form for \( D \) and \( C \), we may evaluate \( (2.168) \) using the formulas of appendix D to find the NS and R components of \( A_g \):
\[
N_g = D_\eta \nu_C + Q \nu_D + [F(R_C), F(\Xi[F(R_C), \nu_D])] + [F(R_C), F(\rho_D)], \\
R_g = \eta(\rho_C + F(\rho_D) + F(\Xi[F(R_C), \nu_D])) + Q \rho_D + X F(\eta \rho_D) - F(\Xi[F(R_C), D_\eta \nu_D]). \tag{3.168}
\]
The gauge transformation of \( \Phi \) is given by equating \( A_4 \) and \( A_g \) at \( t = 1 \). From \( (3.152) \) we therefore have
\[
(\delta e^\Phi_{\text{NS}}) e^{-\Phi_{\text{NS}}} = N_g|_{t=1}, \quad \delta \Phi_R = R_g|_{t=1}. \tag{3.170}
\]
Note that the gauge parameter \( \rho_C \) implies that the action is independent of the component of \( \Phi_R \) in the small Hilbert space. In particular we can write \( \Phi_R \) in the form
\[
\Phi_R = \Xi \eta \Phi_R + \eta \Xi \Phi_R. \tag{3.171}
\]
Since the action does not depend on the second term, it can only depend on the Ramond string field \( \Psi_R = \eta \Phi_R \) in the small Hilbert space. This is the formulation of open superstring field theory given by Kunitomo and Okawa. Let us compare our expression for the gauge symmetry to theirs. In \cite{KunitomoOkawa} the gauge transformation takes the form:
\[
(\delta e^\Phi_{\text{NS}}) e^{-\Phi_{\text{NS}}} = \left(D_\eta \Omega + QA + [F(\Psi_R), F(\Xi \lambda)] + [F(\Psi_R), F(\Xi [F(\Psi_R), \lambda])]) \right)|_{t=1}, \tag{3.172}
\]
\[
\delta \Psi_R = \left(Q \lambda + X \eta F(\lambda) + X \eta F(\Xi D_\eta [F(\Psi_R), \lambda]) \right)|_{t=1}. \tag{3.173}
\]
If we equate
\[
\Psi_R = \eta \Phi_R = R_C|_{t=1}, \tag{3.174}
\]
we see that \( (3.172) \) and \( (3.173) \) agrees with \( (3.168) \) and \( (3.169) \) if we identify
\[
\Omega = \nu_C, \quad \Lambda = \nu_D, \quad -\Xi \lambda = \rho_D. \tag{3.175}
\]
The Kunitomo-Okawa formulation has no analogue of the gauge parameter \( \rho_C \), since this gauge symmetry has been eliminated by formulating the Ramond sector in the small Hilbert space. Note that we do not a priori assume that \( \rho_D \) takes the form \(-\Xi \lambda \). It could have an additional contribution in the small Hilbert space. However, such a contribution can be absorbed into the definition of \( \nu_C \), and so does not represent an independent gauge freedom. Therefore the gauge transformation we have derived is in agreement with the result of Kunitomo and Okawa.

### 3.4 Relation to the Kunitomo-Okawa Action

In this section we prove the equality of the WZW-like form of the open superstring field theory action
\[
S = \int_0^1 dt \, \Omega_L \left( A_t, \pi_t D_0 \frac{1}{1 - A_C} \right), \tag{3.176}
\]
Next we operate \( C \) on the second entry of the symplectic form. Using the rules for acting coderivations on group like elements, we obtain a sum of terms containing the string fields

\[
\pi_1 C \left( \frac{1}{1 - N_C} \right) = 0, \tag{3.181}
\]

\[
\pi_1 C \left( \frac{1}{1 - N_C} \right) \otimes R_C \otimes \left( \frac{1}{1 - N_C} \right) = \eta R_C = 0, \tag{3.182}
\]

\[
\pi_1 C \left( \frac{1}{1 - N_C} \right) \otimes N_t \otimes \left( \frac{1}{1 - N_C} \right) = D_{\eta} N_t = \hat{N}_C, \tag{3.183}
\]

\[
\pi_1 C \left( \frac{1}{1 - N_C} \right) \otimes R_C \otimes N_t \otimes \left( \frac{1}{1 - N_C} \right) = m_2 |0 \rangle R_C \otimes N_t = 0. \tag{3.184}
\]

Note that the Kunitomo-Okawa action does not utilize an interpolation for the Ramond string field. That is, \( \Psi_R \) above is independent of \( t \), and is identified with \( \eta \Phi_R(t) \) evaluated at \( t = 1 \). Another form of the action which is more similar to (3.176) and includes an interpolation for \( \Psi_R \) was found in \( 27 \).

The WZW-like form of the action includes a term with only NS string fields, and two terms with two Ramond string fields:

\[
S = \int_0^1 dt \Omega_L \left( N_t, \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right) + \int_0^1 dt \Omega_L \left( R_t, \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right)
+ \int_0^1 dt \Omega_L \left( N_t, \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right). \tag{3.178}
\]

We know that the NS term reproduces the Berkovits action, so let us concentrate on the Ramond terms. The strategy is to write these terms as the integral of a total derivative, and in this way eliminate the interpolation \( \Phi_R(t) \) of the Ramond string field. Using cyclicity of \( D \) to apply the identity \( (A.6) \), we may rearrange the last term to the form

\[
\int_0^1 dt \Omega_L \left( N_t, \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right)
= -\frac{1}{2} \int_0^1 dt \Omega_L \left( R_C, \pi_1 D \left( \frac{1}{1 - N_C} \otimes N_t \otimes \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right) + \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \otimes N_t \otimes \frac{1}{1 - N_C} \right). \tag{3.179}
\]

In the first entry of \( \Omega_L \) we use the fact that \( R_C = \eta \Phi_R(t) \), and move the \( \eta \) to the second entry of \( \Omega_L \). This gives

\[
\int_0^1 dt \Omega_L \left( N_t, \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right)
= -\frac{1}{2} \int_0^1 dt \Omega_L \left( \Phi_R(t), \pi_1 C D \left( \frac{1}{1 - N_C} \otimes N_t \otimes \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right) + \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \otimes N_t \otimes \frac{1}{1 - N_C} \right). \tag{3.180}
\]

\( ^5 \)To compare with the expression written in \( 33 \), note that what we call \( N_C \) and \( N_t \) here is called \( A_\eta \) and \( A_t \) there. We prefer to reserve the symbol \( A \) for the complete potential that includes NS and R components. In addition, \( \Phi_{NS} \) and \( \Psi_R \) here is written as \( \Phi \) and \( \Psi \) there. Also, the BFZ inner products in the small and large Hilbert space are written \( \langle \cdot, \cdot \rangle_S \) and \( \langle \cdot, \cdot \rangle_L \) here, which is equivalent to \( -\langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle \) there.
Only (3.183) is contributes. This gives
\[
\int_0^1 dt \Omega_L \left( N_t, \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right) \\
= \frac{1}{2} \int_0^1 dt \Omega_L \left( \Phi_R(t), \pi_1 D \left( \frac{1}{1 - N_C} \otimes \check{N}_C \otimes R_C \otimes \frac{1}{1 - N_C} + \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \otimes \check{N}_C \otimes \frac{1}{1 - N_C} \right) \right) \\
= \frac{1}{2} \int_0^1 dt \Omega_L \left( \Phi_R(t), \frac{d}{dt} \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} - \pi_1 D \frac{1}{1 - N_C} \otimes \check{R}_C \otimes \frac{1}{1 - N_C} \right). \quad (3.185)
\]
Using cyclicity of \( D \) and then \( C \) we can write the second term
\[
- \frac{1}{2} \int_0^1 dt \Omega_L \left( \Phi_R(t), \pi_1 D \frac{1}{1 - N_C} \otimes \check{R}_C \otimes \frac{1}{1 - N_C} \right) = - \frac{1}{2} \int_0^1 dt \Omega_L \left( R_t, \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right). \quad (3.186)
\]
This partially cancels the second term in (3.178). Substituting the Berkovits action for the purely NS contribution, we can therefore write the action
\[
S = - \int_0^1 dt \langle N_t, Q NC \rangle + \frac{1}{2} \int_0^1 dt \Omega_L \left( \Phi_R(t), \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right) \\
+ \frac{1}{2} \int_0^1 dt \Omega_L \left( \Phi_R(t), \frac{d}{dt} \pi_1 D \frac{1}{1 - N_C} \otimes R_C \otimes \frac{1}{1 - N_C} \right). \quad (3.187)
\]
The second two terms combine into an integral of a total derivative, giving
\[
S = - \int_0^1 dt \langle N_t, Q NC \rangle + \frac{1}{2} \Omega_L \left( \Phi_R, \pi_1 D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right) \bigg|_{t=1}. \quad (3.188)
\]
In this way we have eliminated the interpolation of the Ramond string field.

However, now the interpolation of the NS string field is missing from the second term. To reintroduce the NS interpolation, we again write the Ramond contribution to the action as the integral of a total derivative, but this time assuming \( \Phi_R \) is independent of \( t \). We have the identity
\[
\frac{1}{2} \Omega_L \left( \Phi_R, D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right) \bigg|_{t=1} = \frac{1}{2} \Omega_L \left( \Phi_R, Q \eta \Phi_R \right) = \frac{1}{2} \int_0^1 dt \frac{d}{dt} \Omega_L \left( \Phi_R, \pi_1 D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right). \quad (3.189)
\]
The second term on the left hand side comes from the boundary contribution at \( t = 0 \), and can be written
\[
\frac{1}{2} \Omega_L \left( \Phi_R, Q \eta \Phi_R \right) = \frac{1}{2} \langle Y \Psi_R, Q \Psi_R \rangle_S, \quad (3.190)
\]
with \( \Psi_R = \eta \Phi_R \) is the Ramond string field in the small Hilbert space. Then the action is written
\[
S = \frac{1}{2} \langle Y \Psi_R, Q \Psi_R \rangle_S - \int_0^1 dt \langle N_t, Q NC \rangle_L + \frac{1}{2} \int_0^1 dt \frac{d}{dt} \Omega_L \left( \Phi_R, \pi_1 D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right). \quad (3.191)
\]
Next we operate the derivative in the integrand
\[
\frac{1}{2} \int_0^1 dt \frac{d}{dt} \Omega_L \left( \Phi_R, \pi_1 D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right) \\
= \frac{1}{2} \int_0^1 dt \Omega_L \left( \Phi_R, \pi_1 D \left( \frac{1}{1 - N_C} \otimes \check{N}_C \otimes \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} + \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \otimes \check{N}_C \otimes \frac{1}{1 - N_C} \right) \right). \quad (3.192)
\]
Using (3.183) we can factor a \( C \) out of the second entry of the restricted symplectic form. Since \( \pi_1 C = \eta \) acting on Ramond states, we can then pull \( \eta \) to act on the first entry of the restricted symplectic form. Noting \( \eta \Phi_R = \Psi_R \),
Therefore (3.194) simplifies to
\[
\frac{1}{2} \int_0^1 dt \frac{d}{dt} \Omega_L \left( \Phi_R, \pi_1 D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right) = -\frac{1}{2} \int_0^1 dt \Omega_L \left( \Psi_R, \pi_1 D \left( \frac{1}{1 - N_C} \otimes N_t \otimes \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} + \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} \otimes N_t \otimes \frac{1}{1 - N_C} \right) \right).
\]  
(3.193)

We then use cyclicity of \( D \) to pull \( N_t \) onto the first entry of the symplectic form in both terms. This cancels the factor of 1/2, giving
\[
\frac{1}{2} \int_0^1 dt \frac{d}{dt} \Omega_L \left( \Phi_R, \pi_1 D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right) = \int_0^1 dt \Omega_L \left( N_t, \pi_1 D \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} \right).
\]  
(3.194)

Using (D.13) we can simplify
\[
\pi_1 D \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} = \pi_1 (Q + \mathcal{G} \mathbf{d}) \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C}
\]
\[
= \pi_1 \mathbf{d} \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C} \otimes \Psi_R \otimes \frac{1}{1 - N_C}
\]
\[
= F(\Psi_R)^2.
\]  
(3.195)

Therefore (3.194) simplifies to
\[
\frac{1}{2} \int_0^1 dt \frac{d}{dt} \Omega_L \left( \Phi_R, \pi_1 D \frac{1}{1 - N_C} \otimes \eta \Phi_R \otimes \frac{1}{1 - N_C} \right) = -\int_0^1 dt \langle N_t, F(\Psi_R)^2 \rangle_L,
\]  
(3.196)

and plugging into (3.191) gives
\[
S = \frac{1}{2} \langle Y \Psi_R, Q \Psi_R \rangle_S - \int_0^1 dt \langle N_t, Q N_C + F(\Psi_R)^2 \rangle_L.
\]  
(3.197)

which is the action as expressed by Kunitomo and Okawa. For the sake of comparison, we also expand the WZW-like form of the action [3.176] explicitly in terms of the NS and R components of the potentials and the operator \( F \):
\[
S = -\int_0^1 dt \left[ \langle N_t, Q N_C + F(R_C)^2 \rangle_L + \langle Y R_t, Q R_C + X [N_C, F(R_C)] \rangle_L \right],
\]  
(3.198)

This has a similar form to the Berkovits action
\[
S = -\int_0^1 dt \langle N_t, Q N_C \rangle_L.
\]  
(3.199)

The difference is that \( Q \) has been replaced with a more complicated operation, and the inner product of states includes a factor of \( Y \) in the Ramond sector. One may also check that (3.198) is essentially the same as the WZW-like action proposed by Matsumaga [27].

### 3.5 Relation to the Small Hilbert Space Formulation

In subsection 3.1 we constructed a cohomomorphism \( \hat{\Phi} \) which linearizes the constraint \( A_\infty \) structure in the Ramond sector by removing the contribution of the star product with one Ramond state:
\[
\hat{\Phi}^{-1}(\eta - m_2|_0) \hat{\Phi} = \eta - m_2|_0.
\]  
(3.200)
In the NS sector, the constraint $A_\infty$ structure remains nonlinear. We may wish to linearize the $A_\infty$ structure in the NS sector as well. This requires constructing another cohomomorphism $\hat{g}$ so that

$$\hat{g}^{-1}\hat{F}^{-1}(\eta - m_2|_0)\hat{F}\hat{g} = \eta.$$  \hspace{1cm} (3.201)

This should naturally give a formulation of open superstring field theory in the small Hilbert space.

A suitable construction of $\hat{g}$ was given in [15]. It is defined by a path-ordered exponential

$$\hat{g} = \mathcal{P} \exp \left[ \int_0^1 dt \mu^0(t) \right],$$  \hspace{1cm} (3.202)

where $\mu^0(t)$ is a coderivation

$$\mu^0(t) = t^{-1} n \mu_{n+2}^0,$$  \hspace{1cm} (3.203)

defined by a sequence of degree even multi-string products $\mu_{n+2}^0$ called \textit{gauge products}. The path ordering operation $\mathcal{P}$ places $\mu^0(t)$ from left to right in sequence of increasing $t$. In the present context, the gauge products carry cyclic Ramond number 0, so they only multiply NS states. Also important are a sequence of degree odd multi-string products $m_{n+2}^0$ called \textit{bare products}, which can be packaged into a coderivation

$$m^0(t) = t^{-1} n \mu_{n+2}^0.$$  \hspace{1cm} (3.204)

The bare products also carry cyclic Ramond number zero, and $m_2^0$ is the cyclic Ramond number 0 component of Witten’s open string star product. The bare products and gauge products are defined by recursive solution to a pair of equations

$$\frac{d}{dt} m^0(t) = [m^0(t), \mu^0(t)],$$  \hspace{1cm} (3.205)

$$\mu_{n+2}^0 = \frac{1}{n+3} \left( \Xi m_{n+2}^0 - m_{n+2}^0 (\Xi \otimes \mathbb{I}^{\otimes n+1} + ... + \mathbb{I} \otimes \Xi) \right).$$  \hspace{1cm} (3.206)

The second relation says the $\mu_{n+2}^0$ is given by acting $\Xi$ symmetrically once on the output and each input of $m_{n+2}^0$. This operation is naturally compatible with cyclicity, so both $\mu^0(t)$ and $m^0(t)$ are cyclic with respect to the large Hilbert space symplectic form $\omega_L$. This also implies that $\hat{g}$ is cyclic:

$$\langle \Omega_L | \pi_2 \hat{g} = \langle \Omega_L | \pi_2. \hspace{1cm} (3.207)$$

Cyclicity of $\hat{g}$ is trivial when $\Omega_L$ pairs Ramond states, since when acting on Ramond states $\hat{g}$ reduces to the identity operator. With this definition of $\hat{g}$ one can show [6]

$$\hat{g}^{-1}(\eta - m_2^0)\hat{g} = \eta,$$  \hspace{1cm} (3.208)

so the constraint $A_\infty$ structure has been reduced to $\eta$ as desired. The dynamical $A_\infty$ structure is transformed into

$$M = \hat{g}^{-1}D\hat{g} = (\hat{F}\hat{g})^{-1}(Q + m_2|_2)\hat{F}\hat{g}.$$  \hspace{1cm} (3.209)

This is cyclic with respect to the restricted symplectic form since both $D$ and $\hat{g}$ are cyclic with respect to the restricted symplectic form.

The $A_\infty$ structure $M$ naturally defines an open superstring field theory in the small Hilbert space including both NS and R sectors. However, a different construction of $M$ was given in [19, 28] in terms of a cohomomorphism $\hat{G}$

$$M = \hat{G}^{-1}(Q + m_2|_2)\hat{G}, \hspace{1cm} (3.210)$$
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which is expressed by a path ordered exponential

\[ \hat{G} = \mathcal{P} \exp \left[ \int_0^1 dt \mu_0(t) \right], \]  

(3.211)

where

\[ \mu_0(t) = \sum_{n=0}^{\infty} t^n \mu_{n+2}|0, \]  

(3.212)

\[ m_0(t) = \sum_{n=0}^{\infty} t^n m_{n+2}|0. \]  

(3.213)

are coderivations containing gauge products \( \mu_{n+2}|0 \) and bare products \( m_{n+2}|0 \). The difference from before is that the gauge products and bare products carry Ramond number 0 (not cyclic Ramond number 0) and therefore can multiply one Ramond state. The gauge products are bare products are defined by recursive solution to the equations

\[ \frac{d}{dt} m_0(t) = [m_0(t), \mu_0(t)], \]  

(3.214)

\[ \mu_{n+2}|0 = \frac{1}{n+3} \left( \Xi m_{n+2}|0 - m_{n+2}|0 \right) \]  

(3.215)

\[ m_{n+2}|0 = \Xi m_{n+2}|0. \]  

(3.216)

The gauge product with one Ramond input is defined differently from the gauge product with only NS inputs. Comparing (3.210) and (3.209) it is natural to conjecture that the cohomomorphisms \( \hat{G} \) is in fact the same as the cohomomorphism \( \hat{F} \hat{g} \):

\[ \hat{G} = \hat{F} \hat{g}. \]  

(3.217)

We prove this remarkable factorization property in appendix E.

Therefore we may construct a WZW-like action using

\[ C = \eta, \quad D = M. \]  

(3.218)

The action takes the form

\[ S = \int_0^1 dt \Omega_L \left( A_t, \pi_1 M \frac{1}{1 - A_C} \right), \]  

(3.219)

where we postulate the simplest form of the potentials

\[ A_C = \eta \Phi(t), \]  

(3.220)

\[ A_t = \dot{\Phi}(t). \]  

(3.221)

Note that these potentials are not equivalent to the potentials \( A_C, A_t \) defined in (3.137) and (3.138). Therefore, the field \( \Phi \) in this action will be related to \( \Phi \) in previous sections by a nontrivial field redefinition. Following the steps of section 2.2 in reverse, (3.219) can be rewritten

\[ S = \frac{1}{2} \Omega_S(\Psi, Q\Psi) + \frac{1}{3} \Omega_S(\Psi, M_2(\Psi, \Psi)) + \frac{1}{4} \Omega_S(\Psi, M_3(\Psi, \Psi, \Psi)) + \ldots, \]  

(3.222)

where \( \Psi = \eta \Phi \). This is the action for open superstring field theory formulated in the small Hilbert space. As demonstrated in [6, 7, 14, 19], the string field \( \Psi = \Psi_{NS} + \Psi_R \) may be related to \( \Phi_{NS}^{(KO)} \) and \( \Psi_R^{(KO)} \) of the Kunitomo-Okawa theory through

\[ (\eta e^{\Phi_{NS}^{(KO)}}) e^{-\Phi_{NS}^{(KO)}} = \pi_1 \hat{g} \frac{1}{1 - \Psi}, \]  

(3.223)

\[ \Psi_R^{(KO)} = \Psi_R. \]  

(3.224)

The Ramond fields in the two theories are equal.
4 Supersymmetry

In this section we discuss supersymmetry in the WZW-like formulation of open superstring field theory. Analysis of supersymmetry in the small Hilbert space formulation appears in [24], and in the Kunitomo-Okawa formulation in [29]. The WZW-like approach gives a different and useful perspective on these results.

We work with open superstring field theory on a BPS D-brane with 16 unbroken supersymmetries, and both NS and R sectors of the state space are GSO(+) projected. The supersymmetries are described by the zero mode of the fermion vertex in the \(-1/2\) picture:

\[
\mathcal{S}_1 = \sqrt{2} \oint_{|z|=1} \frac{dz}{2\pi i} \Theta_a e^{-\phi/2}(z) \epsilon_a. \tag{4.1}
\]

We follow the conventions of [24]. \(\Theta_a\) is the spin field and \(\epsilon_a\) a constant anticommuting spinor variable of positive chirality—the supersymmetry parameter. For simplicity we leave the dependence of \(\mathcal{S}_1\) on the supersymmetry parameter implicit. The operator \(\mathcal{S}_1\) is degree even and carries ghost number 0 and picture \(-1/2\). It is BRST invariant and well-defined in the small Hilbert space:

\[
[Q, \mathcal{S}_1] = 0, \quad [\eta, \mathcal{S}_1] = 0. \tag{4.2, 4.3}
\]

Since \(\mathcal{S}_1\) is the zero mode of a weight 1 primary operator, it is a derivation of the open string star product and is cyclic with respect to the large Hilbert space symplectic form:

\[
[\mathcal{S}_1, \mathcal{M}_2] = 0, \quad \langle \omega_L | \pi_2 \mathcal{S}_1 | 0 \rangle = 0. \tag{4.4, 4.5}
\]

These properties are all we need.

To describe the transformation of the string field we need the coderivation \(\partial_s\) describing supersymmetry. We will not attempt to rederive it from scratch. Rather, we note that it should be related to the coderivation \(\Sigma\) constructed in [24] through the \(A_\infty\) isomorphism \(\hat{g}\) introduced in section 3.5:

\[
\partial_s = \hat{g} \Sigma \hat{g}^{-1}. \tag{4.6}
\]

In this way we find that \(\partial_s\) is given by

\[
\partial_s = \mathcal{C} \Sigma, \tag{4.7}
\]

where the coderivation \(\Sigma\) is defined by

\[
\pi_1 \Sigma = \pi_1 \left( \mathcal{S}_1 + \mathcal{S}_1 \Xi^2 \mathcal{M} + \mathcal{M} \Xi^2 \mathcal{S}_1 \right), \tag{4.8}
\]

where \(\mathcal{M}\) introduced in section 3.2. \(\Sigma\) has a simple interpretation. It is given by a sum over all Feynman diagrams in \(\mathcal{M}\) together with a sum over all ways of attaching a propagator \(\Xi^2\) followed by the operator \(\mathcal{S}_1\) to each external state of the diagrams in \(\mathcal{M}\). It is clear that \(\partial_s\) will be cyclic with respect to the restricted symplectic form, but what is less obvious is that it will commute with \(\mathcal{C}\) and \(\mathcal{D}\):

\[
[C, \partial_s] = 0, \quad [D, \partial_s] = 0. \tag{4.9, 4.10}
\]

We will prove this in appendix F.

Note that for a particular diagram contributing to \(\mathcal{M}\) most ways of attaching \(\Xi^2\) followed by \(\mathcal{S}_1\) gives a vanishing result because there is no cubic coupling of Ramond states. Instead, the attached propagator must continue the line of propagators inside the diagram of \(\mathcal{M}\). From this we can see that \(\Sigma\) is given by a sum over color-ordered diagrams with a single line of propagators; the line of propagators begins at a cubic vertex attached to two external states, and ends a quadratic vertex (given by \(\mathcal{S}_1\)) attached to one external state. The line of propagators are connected by cubic vertices attached to one external state. We also know that the cubic vertex at the beginning of the line of propagators must contain one Ramond external state, and all other external states must be NS to get a nonvanishing
Figure 4.1: All nonvanishing diagrams in the coderivation representing supersymmetry take the form of a single line of propagators connecting a cubic vertex with an NS and R external state to a quadratic vertex defined by \( s_1 \) with an NS external state. The line of propagators are connected by cubic vertices with an NS external state.

diagram. This is shown in figure [4.1]. The products of \( \partial_a \) are nonvanishing only if there is a single Ramond state among the inputs and outputs, which is to say that \( \partial_a \) carries cyclic Ramond number 1. It is interesting to mention that \( \partial_a \) is defined by the unique set of nonvanishing diagrams that can be built using \( \Xi^1, m_2^1 \) and \( s_1 \) with an odd number of Ramond external states. In this sense the realization of supersymmetry is very natural.

To complete the definition of the supersymmetry transformation we must find an expression for the potential \( A_s \) representing supersymmetry. We expand \( A_s \) into NS and R components:

\[
A_s = N_s + R_s. \tag{4.11}
\]

There is some arbitrariness in the choice of \( A_s \) due to the symmetry (2.132) in the solution of the flatness conditions. This ambiguity corresponds to the freedom to modify the supersymmetry transformation by a gauge transformation generated by the constraint \( A_\infty \) structure. One way to fix this ambiguity is to construct \( A_s \) so that higher potentials with an index \( t \) vanish, following subsection 3.3.1. This has the advantage of giving a canonical form for the higher potentials, but gives an expression for \( A_s \) in terms of an integral analogous to (3.158)-(3.159) which is more complicated than it needs to be. Instead we will determine \( A_s \) by computing the left hand side of the equation

\[
\pi_1 \partial_a \frac{1}{1 - A_C} = \pi_1 C \frac{1}{1 - A_C} \otimes A_s \otimes \frac{1}{1 - A_C},
\]

and looking for a simple way to express it in the form given on the right hand side. Using the formulas of appendix D we find

\[
\pi_1 \partial_a \frac{1}{1 - A_C} = s_1 F(R_C) + [F(R_C), F(\Xi s_1 N_C)] + X \left( s_1 N_C + [N_C, F(\Xi s_1 N_C)] \right). \tag{4.12}
\]

To express this as the right hand side of (4.12), we need factor \( \eta \) out of this expression. Let us look at the NS part first. A factor of \( \eta \) naturally appears in \( R_C = \eta \Phi_R(t) \). We note the identities [8]

\[
D_\eta^2 = 0, \tag{4.14}
\]

\[
F(\eta A) = D_\eta F(A), \tag{4.15}
\]

\[
F(\Xi D_\eta A) = A - D_\eta F(\Xi A). \tag{4.16}
\]

Then we can write

\[
\begin{align*}
& s_1 F(R_C) + [F(R_C), F(\Xi s_1 N_C)] = s_1 F(\eta \Phi_R(t)) + [F(\eta \Phi_R(t)), F(\Xi s_1 N_C)] \\
& = s_1 D_\eta F(\Phi_R(t)) + [D_\eta F(\Phi_R(t)), F(\Xi s_1 N_C)] \\
& = D_\eta s_1 F(\Phi_R(t)) + D_\eta [F(\Phi_R(t)), F(\Xi s_1 N_C)] \\
& \quad - [s_1 N_C, F(\Phi_R(t))] - [F(\Phi_R(t)), D_\eta F(\Xi s_1 N_C)] \\
& = D_\eta \left( s_1 F(\Phi_R(t)) + [F(\Phi_R(t)), F(\Xi s_1 N_C)] \right) \\
& \quad - [s_1 N_C, F(\Phi_R(t))] - [F(\Phi_R(t)), s_1 N_C] + [F(\Phi_R(t)), F(\Xi D_\eta s_1 N_C)] \\
& = D_\eta \left( s_1 F(\Phi_R(t)) + [F(\Phi_R(t)), F(\Xi s_1 N_C)] \right) + [F(\Phi_R(t)), F(\Xi D_\eta s_1 N_C)]. \tag{4.17}
\end{align*}
\]
Note that
\[ s_1 N_C = D_\eta A_{s_1}, \]  
where \( A_{s_1} \) is a Maurer-Cartan element defined
\[ A_{s_1} \equiv (s_1 e^{\Phi_{NS}(t)}) e^{-\Phi_{NS}(t)}. \]
Since \( D_\eta \) is nilpotent, the last term in (4.17) drops out and we find
\[ s_1 F(R_C) + [F(R_C), F(\Xi s_1 N_C)] = D_\eta \left( s_1 F(\Phi_R(t)) + [F(\Phi_R(t)), F(\Xi s_1 N_C)] \right). \]
Therefore the Ramond component of (4.13) can be written
\[ X \left( s_1 N_C + [N_C, F(\Xi s_1 N_C)] \right) = X \left( D_\eta F(\Xi s_1 N_C) + [N_C, F(\Xi s_1 N_C)] \right), \]
\[ = \eta X F(\Xi s_1 N_C). \]
Therefore we propose
\[ N_s = s_1 F(\Phi_R(t)) + [F(\Phi_R(t)), F(\Xi s_1 N_C)], \]
\[ R_s = X F(\Xi s_1 N_C). \]
This seems fairly natural since the \( N_s \) is identical to the NS part of (4.13) after replacing \( R_C \) with \( \Phi_R(t) \). The supersymmetry transformation can be determined by equating
\[ (\delta e^{\Phi_{NS}}) e^{-\Phi_{NS}} = N_s |_{t=1}, \quad \delta \Phi_R = R_s |_{t=1}. \]

The general arguments of subsection 2.4.3 and appendix B then guarantee that we have a symmetry of the action.
A different expression for the supersymmetry transformation was obtained in recent work of Kunitomo [29];
\[ (\delta_{\text{Kun}} e^{\Phi_{NS}}) e^{-\Phi_{NS}} = \left( e^{\Phi_{NS}} \left( s_1 \Xi (e^{-\Phi_{NS}} F(\Psi_R) e^{\Phi_{NS}}) \right) e^{-\Phi_{NS}} + [F(\Xi A_{s_1}), F(\Psi_R)] \right) |_{t=1}, \]
\[ \delta_{\text{Kun}} \Psi_R = X \eta F(\Xi s_1 N_C) |_{t=1}. \]
This transformation uses the Ramond string field \( \Psi_R = \eta \Phi_R \) in the small Hilbert space. The Ramond sector supersymmetry variations (4.24) and (4.27) clearly agree, but the NS sector variations are rather different. To compare them, we will assume that \( \Phi_R \) takes the form \( \Xi \Psi_R \); if \( \Phi_R \) were to contain an additional \( \eta \)-exact piece, this would only modify the supersymmetry variation by a gauge transformation, as follows from a computation essentially identical to (4.17). Assuming \( \Phi_R = \Xi \Psi_R \), our expression for the supersymmetry transformation takes the form
\[ (\delta e^{\Phi_{NS}}) e^{-\Phi_{NS}} = \left( s_1 F(\Xi \Psi_R) + [F(\Xi \Psi_R), F(\Xi s_1 N_C)] \right) |_{t=1}. \]
With some algebra one can rewrite this as
\[ (\delta e^{\Phi_{NS}}) e^{-\Phi_{NS}} = \left( e^{\Phi_{NS}} \left( s_1 \Xi (e^{-\Phi_{NS}} F(\Psi_R) e^{\Phi_{NS}}) \right) e^{-\Phi_{NS}} + [F(\Xi A_{s_1}), F(\Psi_R)] \right) |_{t=1} + D_\eta \left( e^{\Phi_{NS}} \left( s_1 \Xi (e^{-\Phi_{NS}} F(\Xi \Psi_R) e^{\Phi_{NS}}) \right) e^{-\Phi_{NS}} + [F(\Xi A_{s_1}), F(\Xi \Psi_R)] \right) |_{t=1}. \]  
\(^{6}\text{We thank H. Kunitomo for a discussion of the relation between these supersymmetry transformations.}\)
The first line agrees with Kunitomo’s expression, and the second line is an infinitesimal gauge transformation of \( \Phi_{\text{NS}} \) generated by the constraint \( A_{\infty} \) structure. Therefore the two supersymmetry transformations are physically equivalent. In more detail, we can expand the supersymmetry transformations (4.26) and (4.28) up to second order in the string field:

\[
\delta \Phi_{\text{NS}} = s_1 \Xi \Psi_R - \frac{1}{2} [\Phi_{\text{NS}}, s_1 \Xi \Psi_R] + s_1 [\eta \Phi_{\text{NS}}, \Xi \Psi_R] + [\Xi \Psi_R, s_1 \eta \Phi_{\text{NS}}] + \ldots, \tag{4.30}
\]

\[
\delta_{\text{Kun}} \Phi_{\text{NS}} = s_1 \Xi \Psi_R - \frac{1}{2} [\Phi_{\text{NS}}, s_1 \Xi \Psi_R] - s_1 [\Phi_{\text{NS}}, \Psi_R] + [\Psi_R, s_1 \Phi_{\text{NS}}] + \ldots. \tag{4.31}
\]

At the linearized level they agree, but they differ at the quadratic level and beyond.

As a physical application, we now demonstrate that transverse displacement of a BPS D-brane in open superstring field theory does not break any supersymmetries. An analogous discussion appears in [23], but concerning a different supersymmetry transformation relevant for the equations of motion formulated in [30]. The displacement of a D-brane can be described analytically by a classical solution in Berkovits open superstring field theory [31, 32].

\[
e^{\Phi_{\text{NS}}} = 1 + \sqrt{\Omega} X \frac{1}{1 - B \frac{1 - \Omega}{\Delta} J \sqrt{\Omega}}. \tag{4.32}
\]

We express the solution in the formalism of [33] and following the conventions of [34]. The string field \( \Omega = e^{-K} \) is the \( SL(2, \mathbb{R}) \) vacuum, \( B \) satisfies \( QB = K \). The string field \( J \) corresponds to a picture 0 marginal operator which generates a displacement of the D-brane, and \( X \) satisfies \( QX = J \):

\[
J = \lambda (i \sqrt{2} c \partial X^+ + \gamma \psi^+), \quad X = \lambda \xi e^{-\phi_c \psi^+}. \tag{4.33}
\]

\( \lambda \) is a marginal parameter that measures the D-brane displacement, and the spatial component of the Lorentz index \( + \) is transverse to the D-brane. The solution also turns on a timelike Wilson line whose strength matches the D-brane displacement, but the timelike Wilson line is physically trivial [35] and its only role is to regulate divergent OPEs between the marginal operators. For the purposes of supersymmetry, the relevant identity satisfied by this solution is

\[
s_1 (e^{-\Phi_{\text{NS}}} Q e^{\Phi_{\text{NS}}}) = s_1 \left( \sqrt{\Omega} J \frac{1}{1 - B \frac{1 - \Omega}{\Delta} J \sqrt{\Omega}} \right) = 0. \tag{4.34}
\]

Since \( s_1 \) is the zero mode of a weight 1 primary it acts as a derivation of the star product and annihilates the string field \( K \). It also annihilates \( B \) and \( J \) since there is no pole in the OPE between the picture \(-1/2\) fermion vertex and either the \( b\)-ghost or the picture 0 marginal operator. To prove that the translated D-brane preserves supersymmetry, we must show that that the supersymmetry transformation of the classical solution is physically trivial. The transformation of the NS component vanishes since the Ramond component is identically zero. Therefore we must see how the (vanishing) Ramond component of the solution changes under supersymmetry:

\[
\delta \Phi_R = X F (\Xi s_1 N_C)|_{l=1}. \tag{4.35}
\]

The right hand side does not vanish, but we will show that it can be expressed as a gauge transformation. We write

\[
\delta \Phi_R = X F (\Xi D_\eta A_{s_1})|_{l=1}
= X A_{s_1} - X D_\eta F (\Xi A_{s_1})
= X A_{s_1} - X F (\eta \Xi A_{s_1}). \tag{4.36}
\]

Next we note that \( A_{s_1} \) is BRST invariant,

\[
QA_{s_1} = e^{\Phi_{\text{NS}}} s_1 \left( e^{-\Phi_{\text{NS}}} Q e^{\Phi_{\text{NS}}} \right) e^{-\Phi_{\text{NS}}} = 0, \tag{4.37}
\]

as follows from (4.34). This allows us to write

\[
\delta \Phi_R = Q (\Xi A_{s_1}) - X F (\eta \Xi A_{s_1}). \tag{4.38}
\]
Comparing to (3.169), we see that this is a gauge transformation defined byRamond gauge parameters 
\[ \rho_D = \Xi A_{s_1}, \quad (4.39) \]
\[ \rho_C = -F(\Xi A_{s_1}). \quad (4.40) \]
with all other gauge parameters vanishing. Therefore displacement of the D-brane preserves supersymmetry.

One technical complication is that the gauge parameter \( \rho_D \) does not satisfy the constraint 
\[ XY\eta \rho_D = \eta \rho_D. \quad (4.41) \]
Strictly speaking, the constraint on the Ramond string field only implies a weaker condition on the gauge parameter 
\[ XYQ\eta \rho_D = Q\eta \rho_D. \quad (4.42) \]
which is satisfied by (4.39). However, the stronger condition (4.41) is physically equivalent and natural since it corresponds to the assumed constraint on the Ramond gauge parameter in the small Hilbert space formulation. We can modify (4.39) to be consistent with the stronger constraint by noting that the gauge symmetry is reducible, so different gauge parameters may implement the same gauge transformation. In the background of the solution (4.32), the potential \( A_g \) generated by \( \rho_D \) takes the form
\[ A_g = \pi_1 D \frac{1}{1 - \frac{N_C}{2}} \otimes \rho_D \otimes \frac{1}{1 - \frac{N_C}{2}}. \quad (4.43) \]
The potential takes the same form if we modify \( \rho_D \) by
\[ \rho_D' = \rho_D + \pi_1 D \frac{1}{1 - \frac{N_C}{2}} \otimes \mu \otimes \frac{1}{1 - \frac{N_C}{2}}, \]
\[ = \rho_D + Q\mu + X[\eta, F(\mu)], \quad (4.44) \]
since \( D^2 = 0 \). Since \( Q \) has no cohomology in the large Hilbert space, we know that 
\[ A_{s_1} = Q\alpha \quad (4.45) \]
for some \( \alpha \). Therefore we write \( \rho_D \) in (4.39) as
\[ \rho_D = X\alpha - Q(\Xi \alpha). \quad (4.46) \]
The first term is consistent with the stronger constraint (4.41), but the second term is not. However, we can remove the second term by choosing a different gauge parameter as in (4.44) with \( \mu = \Xi \alpha \). This gives
\[ \rho_D' = X\alpha + X[\eta, F(\Xi \alpha)]. \quad (4.47) \]
This gauge parameter is consistent with the stronger constraint (4.41).

5 Concluding Remarks

In this paper we developed a generalized notion of the Wess-Zumino-Witten action with the goal of giving a more conceptual understanding of the Ramond sector of open superstring field theory in the large Hilbert space. The main reason why a WZW-like formulation of the Ramond sector was unclear is that the required dynamical \( A_\infty \) structure is necessarily nonlinear. In the conventional WZW action, the dynamical \( A_\infty \) structure is simply an antiholomorphic exterior derivative, and higher products are not needed. The original form of heterotic string field theory [2] is a somewhat intermediate example. The constraint \( A_\infty \) structure (actually \( L_\infty \) structure) requires an infinite collection of higher closed string products, but the dynamical \( A_\infty \) structure is still linear, given simply by the eta zero mode. Therefore, the principal new possibility in our formulation is that the dynamical \( A_\infty \) structure contains string products to all orders.

\[ ^7 \text{In our discussion of the open superstring, the constraint} \ A_\infty \text{structure was taken as a nonlinear extension of} \ \eta \text{while the dynamical} \ A_\infty \text{structure a nonlinear extension of} \ Q. \text{However, in the heterotic string field theory of [2] the role of} \ Q \text{and} \ \eta \text{is reversed.} \]
There are a number of important questions we have not touched upon. One notable feature of the development, already discussed in [2], is that the WZW-like action is generalized in a nonstandard form which does not exhibit manifest 3-dimensional covariance, and is asymmetric between dynamical and constraint $A_{\infty}$ structures. By contrast, the conventional WZW-like action is a sum of terms displaying manifest 2- and 3-dimensional covariance, and the holomorphic and antiholomorphic exterior derivatives appear symmetrically. This suggests that the generalized WZW-like action does not naturally reflect the structure of 2-dimensional field theory, and should be given a different kind of geometrical interpretation. Also interesting is whether the action has any connection to ($L_{\infty}$ generalizations of) Lie groups. Progress on these questions may shed light on the relation between the flatness conditions and the peculiar form of the generalized WZW-like action. Another interesting question is whether there is a WZW-like analogue of the minimal model theorem [12]. This could be useful for understanding the structure of perturbation theory in the large Hilbert space [33, 37].

Our results have potentially useful implications for the construction of Ramond sector vertices in heterotic and type II string theories. Partial results for the Ramond sector of the heterotic string were found in [36]. For the open superstring in the small Hilbert space [19], the Ramond vertices were found following the construction of the classical equations of motion [23], which closely parallels the NS sector construction. This setup, however, appears inadequate for finding heterotic and type II actions. For the heterotic string the procedure breaks down at 5-points, where there is no elementary solution of the recursion consistent with cyclicity of the vertex. On the other hand, Feynman graphs give an entirely different description which seems to more efficiently capture the structure of Ramond vertices. It would be interesting to see if this could be generalized to heterotic and type II string field theories.

One motivation behind our analysis is the hope that a better understanding of the classical action may give a hint as to what structures to look for in the quantum theory. Batalin-Vilkovisky quantization in the large Hilbert space is now understood at the free level [38, 39, 40], but the nonlinear master action has proven to be very difficult to find. At first it might seem more practical to ignore the large Hilbert space and quantize superstring field theory directly in the small Hilbert space, where there is a ready-made procedure for constructing the master action. However, spurious poles in loop amplitudes will likely complicate the quantization of the open superstring field theory in the small Hilbert space if the vertices are constructed using Witten’s associative star product [41]. By contrast, a quantum superstring field theory in the large Hilbert space would likely be quite novel from the perspective of the conventional understanding of superstring perturbation theory. For example, genus $g$ correlators of the $\eta, \xi$ system contain $g - 1$ more $\eta$ insertions than $\xi$ insertions, while $\beta\gamma$ correlators expressed in bosonized form [42] always contain one fewer $\eta$ than $\xi$ insertion [43]. Meanwhile, the results of [38] imply that states of many pictures will propagate through loops in large Hilbert space amplitudes. In the small Hilbert space, intermediate states always carry a fixed picture. It would be interesting to see the consequences of these differences for spurious poles.
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A Equations of Motion

In this appendix we derive the equations of motion from the WZW-like action:

$$S = \int_0^1 dt \omega \left( A_t, \pi_t D \frac{1}{1 - A_C} \right).$$

8See [41] for recent work in this direction.

9In Sen’s discussions of superstring field theories, it is proposed that string vertices should come with long stubs so that the majority of the contribution to a given amplitude is given by the corresponding fundamental vertex in the string field theory action. The PCOs in this vertex may then be distributed so as to avoid divergences from spurious poles in integration over the moduli space. The Witten vertex is the opposite extreme from this setup. The entire contribution to the integration over moduli space is given by propagators connected to tree-level vertices. The PCO locations have already been fixed by the tree level vertices, and there is no possibility to alter them as needed to avoid spurious poles in loops. An explicit analysis of what happens in this situation, however, has not been carried out.
Consider the variation of the integrand:

\[
\delta \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \right) = \omega \left( \delta A_t, \pi_1 D \frac{1}{1 - A_C} \right) + \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \otimes \delta A_C \otimes \frac{1}{1 - A_C} \right). \tag{A.2}
\]

The flatness conditions (2.110) and (2.111) imply

\[
\delta A_C = \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C}, \tag{A.3}
\]

\[
\delta A_t = A_{\delta} - \pi_1 C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C} + \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} + \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C}, \tag{A.4}
\]

where we use the dot to denote differentiation with respect to \(t\). Plugging into (A.2) gives the terms

\[
\delta \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \right) = \omega \left( A_{\delta}, \pi_1 D \frac{1}{1 - A_C} \right) - \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) + \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) + \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C}, A_t \right) \tag{A.5}
\]

To proceed we use the fact that a coderivation \(b\) which is cyclic with respect to a symplectic form \(\omega\) satisfies the identity:

\[
\omega \left( \pi_1 b \frac{1}{1 - A} \otimes B_1 \otimes \frac{1}{1 - A} \otimes \cdots \otimes \frac{1}{1 - A} \otimes B_{n+1} \otimes \frac{1}{1 - A}, B_{n+2} \right) = -(-1)^{\text{deg}(D) \text{deg}(B_1)} \omega \left( B_1, \pi_1 b \frac{1}{1 - A} \otimes B_2 \otimes \frac{1}{1 - A} \otimes \cdots \otimes \frac{1}{1 - A} \otimes B_{n+2} \otimes \frac{1}{1 - A} \right). \tag{A.6}
\]

In particular, using cyclicity of \(C\) we can rewrite the second and third terms of (A.5) so that \(A_t\) appears on the second entry of the symplectic form. This gives:

\[
\delta \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \right) = \omega \left( A_{\delta}, \pi_1 D \frac{1}{1 - A_C} \right) + \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C} \otimes \pi_1 D \frac{1}{1 - A_C}, A_t \right) + \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) - \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C}, A_t \right). \tag{A.7}
\]

The second, third and last terms can be combined, and the equation simplifies to

\[
\delta \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \right) = \omega \left( A_{\delta}, \pi_1 D \frac{1}{1 - A_C} \right) + \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) - \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes \pi_1 D \frac{1}{1 - A_C} \otimes A_{\delta} \otimes \frac{1}{1 - A_C}, A_t \right). \tag{A.8}
\]
Using cyclicity of $C$ again on the second two terms,
\[
\delta \omega \left( A_t, \pi_1 D \frac{1}{1 - AC} \right) = \omega \left( \dot{A}_\delta, \pi_1 D \frac{1}{1 - AC} \right) - \omega \left( A_{\delta t}, C \frac{1}{1 - AC} \otimes \left( \pi_1 D \frac{1}{1 - AC} \right) \otimes \frac{1}{1 - AC} \right) + \omega \left( \pi_1 D \frac{1}{1 - AC} \otimes A_\delta \otimes \frac{1}{1 - AC}, \pi_1 C \frac{1}{1 - AC} \otimes A_t \otimes \frac{1}{1 - AC} \right) = \omega \left( \dot{A}_\delta, \pi_1 D \frac{1}{1 - AC} \right) + \omega \left( A_{\delta t}, C \frac{1}{1 - AC} \right) + \omega \left( \pi_1 D \frac{1}{1 - AC} \otimes A_\delta \otimes \frac{1}{1 - AC}, \pi_1 C \frac{1}{1 - AC} \otimes A_t \otimes \frac{1}{1 - AC} \right). \tag{A.9}
\]

The second term drops out by the flatness condition (2.109). The third term can be simplified with the flatness condition (2.110),
\[
A_C = \pi_1 C \frac{1}{1 - AC} \otimes A_t \otimes \frac{1}{1 - AC}, \tag{A.10}
\]
so we find
\[
\delta \omega \left( A_t, \pi_1 D \frac{1}{1 - AC} \right) = \omega \left( \dot{A}_\delta, \pi_1 D \frac{1}{1 - AC} \right) + \omega \left( \pi_1 D \frac{1}{1 - AC} \otimes A_\delta \otimes \frac{1}{1 - AC}, A_C \right). \tag{A.11}
\]

Using cyclicity we can pull $D$ to the last entry of the symplectic form:
\[
\delta \omega \left( A_t, \pi_1 D \frac{1}{1 - AC} \right) = \omega \left( \dot{A}_\delta, \pi_1 D \frac{1}{1 - AC} \right) + \omega \left( A_{\delta t}, \pi_1 D \frac{1}{1 - AC} \otimes A_C \otimes \frac{1}{1 - AC} \right) = \frac{d}{dt} \omega \left( A_{\delta t}, \pi_1 D \frac{1}{1 - AC} \right). \tag{A.12}
\]

Integrating the total derivative, the boundary term at $t = 0$ vanishes by property (i). Therefore we obtain
\[
\delta S = \omega \left( A_{\delta t}, \pi_1 D \frac{1}{1 - AC} \right) \bigg|_{t=1}. \tag{A.13}
\]

Property (ii) together with nondegeneracy of the symplectic form then implies the equations of motion.

\section{Symmetry of the Action}

In this appendix we demonstrate that the symmetry transformation proposed in subsection 2.4.3 leaves the WZW-like action invariant. As shown in appendix A, the variation of the action is given by
\[
\delta S = \omega \left( A_{\delta t}, \pi_1 D \frac{1}{1 - AC} \right) \bigg|_{t=1}. \tag{B.1}
\]

A symmetry transformation of the dynamical field is characterized by the potential $A_v$ as described in subsection 2.4.3
\[
A_\delta \big|_{t=1} = A_v \big|_{t=1}, \tag{B.2}
\]
so the variation of the action is
\[
\delta S = \omega \left( A_v, \pi_1 D \frac{1}{1 - AC} \right) \bigg|_{t=1}. \tag{B.3}
\]

This can be written as the integral of a total derivative with respect to $t$:
\[
\delta S = \int_0^1 dt \frac{d}{dt} \omega \left( A_v, \pi_1 D \frac{1}{1 - AC} \right) = \int_0^1 dt \left[ \omega \left( \dot{A}_v, \pi_1 D \frac{1}{1 - AC} \right) + \omega \left( A_v, \pi_1 D \frac{1}{1 - AC} \otimes \dot{A}_C \otimes \frac{1}{1 - AC} \right) \right]. \tag{B.4}
\]
To simplify the argument we assume that $A_C|_{t=0}$ vanishes, so that the boundary term at $t = 0$ can be ignored. This can always be arranged by adding (at most) a constant to the action.\footnote{Suppose $A_C|_{t=0}$ does not vanish. Then we can add a constant to the action in the form}

Now we substitute the flatness condition for $A_C$ and $A_v$,\footnote{By a reparameterization $t' = (t + 1)/2$ we may then write the action $S = \text{constant} + \int_0^1 dt' \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \right)$, which is independent of $\Phi$.}

\begin{align}
\dot{A}_C &= \pi_1 C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C}, \quad (B.7) \\
\dot{A}_v &= \pi_1 v \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} - \pi_1 C \frac{1}{1 - A_C} \otimes A_v \otimes \frac{1}{1 - A_C} \\
&\quad + \pi_1 C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} \otimes A_v \otimes \frac{1}{1 - A_C} + \pi_1 C \frac{1}{1 - A_C} \otimes A_v t \otimes \frac{1}{1 - A_C}, \quad (B.8)
\end{align}

to find

\begin{align}
\delta S &= \int_0^1 dt \left[ \omega \left( \pi_1 v \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) \\
&\quad - \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_v \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) \\
&\quad + \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) \\
&\quad + \omega \left( \pi_1 C \frac{1}{1 - A_C} \otimes A_v \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) \\
&\quad + \omega \left( A_v, \pi_1 D C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} \right) \right]. \quad (B.9)
\end{align}

The term with $A_v t$ drops out using cyclicity of $C$ and the flatness condition.\footnote{Next we use cyclicity of the coderivations to place $A_t$ on the first entry of the symplectic form in the first term, and $A_v$ on the first entry of the symplectic form in the second two terms:}

\begin{align}
\delta S &= \int_0^1 dt \left[ -\omega \left( A_t, \pi_1 v \frac{1}{1 - A_C} \otimes \left( \pi_1 D \frac{1}{1 - A_C} \right) \otimes \frac{1}{1 - A_C} \right) \\
&\quad + \omega \left( A_v, \pi_1 C \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C}, \pi_1 D \frac{1}{1 - A_C} \right) \otimes \frac{1}{1 - A_C} \right) \\
&\quad - \omega \left( A_v, \pi_1 C \frac{1}{1 - A_C} \otimes \left( \pi_1 D \frac{1}{1 - A_C} \right) \otimes \frac{1}{1 - A_C}, A_t \otimes \frac{1}{1 - A_C} \right) \\
&\quad - \omega \left( A_v, \pi_1 CD \frac{1}{1 - A_C} \otimes A_t \otimes \frac{1}{1 - A_C} \right) \right]. \quad (B.10)
\end{align}

The last three terms combine giving

\begin{align}
\delta S &= \int_0^1 dt \left[ -\omega \left( A_t, \pi_1 v \frac{1}{1 - A_C} \otimes \left( \pi_1 D \frac{1}{1 - A_C} \right) \otimes \frac{1}{1 - A_C} \right) \\
&\quad - \omega \left( A_v, \pi_1 C \frac{1}{1 - A_C} \otimes \left( \pi_1 D \frac{1}{1 - A_C} \right) \otimes \frac{1}{1 - A_C}, A_t \otimes \frac{1}{1 - A_C} \right) \right]. \quad (B.11)
\end{align}

\begin{align}
\text{constant} &= \int_{-1}^0 dt \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \right), \quad (B.5)
\end{align}

where we assume that the potentials have been extended to satisfy flatness conditions in the entire range $t \in [-1, 1]$, and for $t \in [0, 1]$ they agree with the potentials we started with. For $t \in [-1, 0]$ the potentials will be defined so that $A_\delta$ and $A_C$ vanish at $t = -1$. In particular, since $A_\delta$ vanishes at $t = -1$ and $t = 0$, the constant we are adding is indeed independent of $\Phi$, as follows from the computation of appendix A. In this way we have reformulated the WZW-like action so that $A_C$ vanishes at $t' = 0$ by construction.
In the second term we can use cyclicity of the coderivations to place \(A_t\) on the first entry of the symplectic form:

\[
\delta S = \int_0^1 dt \left[ -\omega \left( A_t, \pi_1 \frac{1}{1 - A_C} \otimes (\pi_1 D \frac{1}{1 - A_C} \otimes \frac{1}{1 - A_C}) \right) + \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \otimes (\pi_1 C \frac{1}{1 - A_C} \otimes \frac{1}{1 - A_C}) \right) \right].
\]

(B.12)

Using the flatness condition (2.164) we obtain

\[
\delta S = \int_0^1 dt \left[ -\omega \left( A_t, \pi_1 \frac{1}{1 - A_C} \otimes (\pi_1 D \frac{1}{1 - A_C} \otimes \frac{1}{1 - A_C}) \right) + \omega \left( A_t, \pi_1 D \frac{1}{1 - A_C} \otimes (\pi_1 v \frac{1}{1 - A_C} \otimes \frac{1}{1 - A_C}) \right) \right] = 0. \tag{B.13}
\]

This vanishes on the assumption that \(v\) and \(D\) commute. This completes the proof that the proposed symmetry transformation leaves the WZW-like action invariant.

### C Proof of \(A_\infty\) Relations

In this appendix we prove that \(D\) and \(C\) are commuting \(A_\infty\) structures:

\[
D^2 = C^2 = [C, D] = 0, \tag{C.1}
\]

where in open superstring field theory the dynamical and constraint \(A_\infty\) structures are defined

\[
C = \eta - m_2 |^0, \tag{C.2}
\]

\[
D = Q + Gd, \tag{C.3}
\]

and the coderivation \(d\) and cohomomorphism \(\hat{F}\) are defined recursively by:

\[
\pi_1 d = \pi_1 m_2 |^2 \hat{F}, \tag{C.4}
\]

\[
\pi_1 \hat{F} = \pi_1 (1_H + \Xi |^2 d). \tag{C.5}
\]

This recursion generates the Feynman graph expansion described in section 3.2. The simplest way to see that \(D\) and \(C\) are nilpotent and commute is to transform to the simpler \(A_\infty\) structures of the field equation (3.32). However, it is interesting to understand this more directly from the definition of \(C\) and \(D\) given in (C.2)-(C.5).

Computing the square of (C.3), the condition \(D^2 = 0\) is equivalent to

\[
\pi_1 (|Q, d| + d \hat{G} d) = 0. \tag{C.6}
\]

Acting this equation on an \(n\)-string state gives an identity involving the \(n\)th product contained in \(d\). The first nontrivial instance is given by acting on a 2-string state, which implies

\[
|Q, m_2 |^2 = 0. \tag{C.7}
\]

This is true by virtue of the fact that \(Q\) is a derivation of the star product. To prove the higher identities we use an inductive argument. We start by computing

\[
\pi_1 [|Q, d|] = -m_2 |^2 \pi_2 [Q, \hat{F}]. \tag{C.8}
\]

We used (C.4) and \(\pi_1 m_2 |^2 = m_2 |^2 \pi_2\). As in section 3.2 and [7], we represent \(\pi_2\) in terms of the product and coproduct,

\[
\pi_2 = \nabla (\pi_1 \otimes' \pi_1) \Delta, \tag{C.9}
\]
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and pull the coproduct towards the right. This gives
\[ \pi_1[Q, d] = -m_2^2 \vee \left( \pi_1[Q, \hat{F}] \otimes' \pi_1 \hat{F} + \pi_1 \hat{F} \otimes' \pi_1|Q, \hat{F} \right) \Delta. \]

(C.10)

In computing \( \pi_1[Q, \hat{F}] \), we allow ourselves to assume \( \text{[C.6]} \). The reason is that our argument is inductive. In particular, in \( \text{[C.10]} \) \( \pi_1[Q, \hat{F}] \) on the right hand side acts on fewer states than \( \pi_1[Q, d] \) on the left hand side, since \( \hat{F} \) does not contain a 0-string product. The idea is to show that \( \text{[C.6]} \) holds acting on larger numbers of states if it holds acting on fewer states. With this we can compute
\[ \pi_1[Q, \hat{F}] = \pi_1[Q, I_{TH} + \Xi^2d] \]
\[ = \pi_1(X^2d - \Xi^2[Q, d]) \]
\[ = \pi_1(X^2d - \Xi^2d\hat{G}d) \]
\[ = \pi_1(\hat{F}\hat{G}d - I^0d) \]
\[ = \pi_1(\hat{F}\hat{G}d - I^0m_2^2\hat{F}). \]

(C.11)

In the first step we used the definition of \( \hat{F} \) in \( \text{[C.5]} \), in the second step we acted \( Q \), in the third step we assumed \( \text{[C.6]} \), in the fourth step we used the definition of \( \hat{F} \) in \( \text{[C.5]} \), and in the final step we used the definition of \( d \) in \( \text{[C.4]} \). Plugging in to \( \text{[C.10]} \) gives
\[ \pi_1[Q, d] = -m_2^2 \vee \left( \pi_1(\hat{F}\hat{G}d - I^0m_2^2\hat{F}) \otimes' \pi_1 \hat{F} + \pi_1 \hat{F} \otimes' \pi_1(\hat{F}\hat{G}d - I^0m_2^2\hat{F}) \right) \Delta \]
\[ = -m_2^2 \vee (\pi_1 \otimes' \pi_1) \Delta (\hat{F}\hat{G}d - I^0m_2^2\hat{F}) \]
\[ = -\pi_1 m_2^2 \left( \hat{F}\hat{G}d - I^0m_2^2\hat{F} \right) \]
\[ = -\pi_1 d\hat{G}d + \pi_1 m_2^2 I^0m_2^2\hat{F}. \]

(C.12)

Note that
\[ \pi_1 m_2^2 I^0m_2^2 = 0. \]

(C.13)

This expression vanishes identically in all cases except when acting on three Ramond states, and then it vanishes by associativity of the star product. Therefore we can drop the second term in \( \text{[C.12]} \). This establishes \( \text{[C.6]} \) and \( D^0 = 0 \).

The proof of \( C^2 = 0 \) is elementary, so let us prove \( |C, D| = 0 \). This is equivalent to
\[ |\eta, d| = |m_2^0, d|. \]

(C.14)

When acting on a 2-string state this implies
\[ |\eta, m_2^2| = 0, \]

(C.15)

which is true by virtue of the fact that \( \eta \) is a derivation of the star product. As above, we use an inductive argument to show that \( \text{[C.14]} \) must then also hold acting on a larger number of string states. We start by computing
\[ \pi_1[\eta, d] = -m_2^2 \pi_2[\eta, \hat{F}] \]
\[ = -m_2^2 \vee \left( \pi_1[\eta, \hat{F}] \otimes' \pi_1 \hat{F} + \pi_1 \hat{F} \otimes' \pi_1[\eta, \hat{F}] \right) \Delta, \]

(C.16)

where we substituted \( \text{[C.9]} \) and pulled the coproduct to the right. In computing \( \pi_1[\eta, \hat{F}] \) we allow ourselves to assume that \( \text{[C.14]} \) is satisfied. Again, \( \pi_1[\eta, \hat{F}] \) on the right hand side acts on fewer states than \( \pi_1[\eta, d] \) on the left hand side, and the idea is to prove \( \text{[C.14]} \) holds acting on more states if it holds acting on fewer states. With this
we can compute

\[
\pi_1[\eta, \hat{F}] = \pi_1[\eta, I_{T^N} + \Xi^2d]
\]
\[
= \pi_1(\|^2d - \Xi^2[\eta, d])
\]
\[
= \pi_1(\|^2d - \Xi^2[m_2]_0^0, d)
\]
\[
= \pi_1(\|^2d - \Xi^2dm_2^0)
\]
\[
= \pi_1(\|^2d - \hat{F}m_2^0 + m_2^0)
\]
\[
= \pi_1(\|^2m_2^2\hat{F} + m_2^0\hat{F} - \hat{F}m_2^0)
\]
\[
= \pi_1(m_2^{0}\hat{F} - \hat{F}m_2^0).
\] (C.17)

In the first step we substituted the definition of \( \hat{F} \) in (C.5), in the second step we acted with \( \eta \), in the third step we used associativity of the star product in the form of the identities (C.14), in the fourth step we dropped a vanishing term from the commutator where \( \Xi \) acts as the identity on the input of \( \pi^1 \). Then (C.19) becomes

\[
\pi_1[m_2^0\hat{F} - \hat{F}m_2^0] = 0.
\] (C.18)

Next we note that this result into (C.16) gives

\[
\pi_1[\eta, d] = -m_2^2 \triangledown \left( \pi_1(m_2^0\hat{F} - \hat{F}m_2^0) \otimes' \pi_1\hat{F} \otimes' \pi_1(m_2^0\hat{F} - \hat{F}m_2^0) \right) \Delta
\]
\[
= -m_2^2 \triangledown (\pi_1 \otimes' \pi_1) \Delta \left( m_2^0\hat{F} - \hat{F}m_2^0 \right)
\]
\[
= -\pi_1m_2^2 \left( m_2^0\hat{F} - \hat{F}m_2^0 \right)
\]
\[
= \pi_1dm_2^0 - \pi_1m_2^2m_2^0\hat{F}.
\] (C.19)

Next we note that

\[
\pi_1m_2^2m_2^0 = -\pi_1m_2^0m_2^2.
\] (C.20)

This can be shown as follows:

\[
\pi_1m_2^2m_2^0 = \pi_1(\|^2m_2^0 + \Xi^2m_2^2)m_2^0
\]
\[
= \pi_1\Xi^2m_2^2m_2^0_0
\]
\[
= \pi_1\Xi^2m_2^2m_2^0_2
\]
\[
= \pi_1\Xi^2m_2^0(\Xi^2m_2^2m_2^0 + \Xi^2m_2^2m_2^0)
\]
\[
= \pi_1\Xi^2m_2^2m_2^0_2
\]
\[
= \pi_1m_2^0m_2^2.
\] (C.21)

In the second and third step we used associativity of the star product in the form of the identities

\[
(m_2^0)^2 = 0, \quad [m_2^0, m_2^2] = 0,
\] (C.22)

and in the fourth step we added a term which produces a Ramond state which is annihilated by the projection \( I^0 \) in front. Then (C.19) becomes

\[
\pi_1[\eta, d] = \pi_1m_2^0m_2^2\hat{F} + \pi_1dm_2^0.
\] (C.23)

It is tempting to substitute \( d \) for \( m_2^2\hat{F} \) on the right hand side. However, this equality only holds when both objects
are projected onto a single string state. So we have a few additional steps:

\[
\pi_1 m_2^0 m_2^2 \hat{F} = m_2^0 \nabla (\pi_1 \otimes \pi_1) \Delta m_2^0 \hat{F} \\
= m_2^0 \nabla (\pi_1 m_2^2 \hat{F} \otimes \pi_1 \hat{F} + \pi_1 \hat{F} \otimes \pi_1 m_2^2 \hat{F}) \Delta \\
= m_2^0 \nabla (\pi_1 d \otimes \pi_1 \hat{F} + \pi_1 \hat{F} \otimes \pi_1 d) \Delta \\
= m_2^0 \nabla (\pi_1 d \otimes \pi_2 + \pi_1 \otimes \pi_1 d) \Delta \\
= \pi_1 m_2^0 d.
\]

(C.24)

The crucial point comes in the second to last step, where we dropped the cohomomorphism \( \hat{F} \). This is allows since \( m_2^0 \) only accepts NS inputs, and in this case \( \hat{F} \) reduces to the identity operator. Therefore we find

\[
\pi_1 [\eta, d] = \pi_1 (m_2^0 d + dm_2^0).
\]

(C.25)

This establishes (C.10) and \([C, D] = 0\).

**D  \( \hat{F} \) and the Kunitomo-Okawa operator \( F \)**

In this appendix we list some identities relating the cohomomorphism \( \hat{F} \), defined recursively in terms a coderivation \( d \) by

\[
\pi_1 \hat{F} = \pi_1 (I_{TH} + \Xi |^2 d), \\
\pi_1 d = \pi_1 m_2^2 \hat{F},
\]

(D.1)

and the operator \( F \) introduced by Kunitomo and Okawa:

\[
F \equiv \frac{1}{1 - \Xi \text{ad}_{N_C}},
\]

(D.3)

where \( \text{ad}_{N_C} \) acts on a string field \( A \) as

\[
\text{ad}_{N_C} A \equiv [N_C, A],
\]

(D.4)

and \( N_C = (\eta e^{\Phi_{NS}(t)}) e^{-\Phi_{NS}(t)} \) is the NS part of the 0-potential in the Berkovits theory.

If \( n \) and \( r \) are generic NS and R string fields, respectively, we note the relations

\[
\pi_1 \hat{F} \frac{1}{1 - N_C} = N_C, \\
\pi_1 \hat{F} \frac{1}{1 - N_C} \otimes n \otimes \frac{1}{1 - N_C} = n \\
\pi_1 \hat{F} \frac{1}{1 - N_C} \otimes r \otimes \frac{1}{1 - N_C} = F(r), \\
\pi_1 \hat{F} \frac{1}{1 - N_C} \otimes n \otimes \frac{1}{1 - N_C} \otimes r \otimes \frac{1}{1 - N_C} = (-1)^{r(n)+1} F(\Xi(nF(r))), \\
\pi_1 \hat{F} \frac{1}{1 - N_C} \otimes r \otimes \frac{1}{1 - N_C} \otimes n \otimes \frac{1}{1 - N_C} = (-1)^{r(r)+1} F(\Xi(F(r)n)),
\]

(D.5) (D.6) (D.7) (D.8) (D.9)

where \( \epsilon \) denotes Grassmann parity. We can write generalizations where \( \hat{F} \) acts on group-like elements tensored with two or more NS and R states. These vanish in all cases except when there is a single Ramond state in the string of
tensor products. Also useful are closely related identities involving the coderivation $d$:

$$\pi_1 d \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} = [N_C, F(r)],$$

$$\pi_1 d \frac{1}{1-N_C} \otimes n \otimes \frac{1}{1-N_C} \otimes r \frac{1}{1-N_C} = (-1)^{\epsilon(n)+1}\left(nF(r) + [N_C, F(\Xi(nF(r)))]\right),$$

$$\pi_1 d \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} \otimes n \frac{1}{1-N_C} = (-1)^{\epsilon(r)+1}\left(F(r)n + [N_C, F(\Xi(F(r)n))\right),$$

$$\pi_1 d \frac{1}{1-N_C} \otimes r_1 \otimes \frac{1}{1-N_C} \otimes r_2 \frac{1}{1-N_C} = (-1)^{\epsilon(r_1)+1}F(r_1)F(r_2).$$

We can write generalizations where $d$ acts on group-like elements tensored with additional NS and R states. These vanish in all cases except when one or two Ramond states appear in the string of tensor products.

Let us demonstrate the simplest nontrivial relation (D.7). The other identities follow from similar arguments. Using (D.1) we have

$$\pi_1 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} = r + \Xi|2m_2|^2 \pi_2 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}.\quad (D.14)$$

Next we write $\pi_2 = \nabla (\pi_1 \otimes \pi_1) \Delta$ and note

$$\Delta \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} = \left(\hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right) \otimes \left(\hat{F} \frac{1}{1-N_C}\right)$$

$$+ \left(\hat{F} \frac{1}{1-N_C}\right) \otimes \left(\hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right)$$

$$= \left(\hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right) \otimes \left(\frac{1}{1-N_C}\right)$$

$$+ \left(\frac{1}{1-N_C}\right) \otimes \left(\hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right).\quad (D.15)$$

In the last step we use the fact that $\hat{F}$ acts as the identity on NS states. Acting with $\pi_1 \otimes \pi_1$ and the product $\nabla$ then gives

$$\pi_2 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} = \left(\pi_1 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right) \otimes N_C + N_C \otimes \left(\pi_1 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right).\quad (D.16)$$

We therefore find

$$\pi_1 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} = r + \Xi|2m_2|^2 \left[\left(\hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right) \otimes N_C + N_C \otimes \left(\hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}\right)\right]$$

$$= r + \Xi \text{ad}_{N_C} \pi_1 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C}.\quad (D.17)$$

This in particular implies

$$(I - \Xi \text{ad}_{N_C}) \pi_1 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} = r.\quad (D.18)$$

Inverting the operator $I - \Xi \text{ad}_{N_C}$ we therefore find

$$\pi_1 \hat{F} \frac{1}{1-N_C} \otimes r \otimes \frac{1}{1-N_C} = \frac{1}{I - \Xi \text{ad}_{N_C}} r = F(r).\quad (D.19)$$

which reproduces (D.7).
The Factorization $\hat{G} = \hat{F}\hat{g}$

In this appendix we prove the equality
\[ \hat{G} = \hat{F}\hat{g}, \]  
\[ (E.1) \]
where the cohomomorphism $\hat{G}$ was constructed in [19] and is characterized by the solution to (3.214)-(3.216). $\hat{F}$ is defined by (3.112) and (3.111), and $\hat{g}$ is characterized by the solution to (3.205)-(3.206).

To do this we express $\hat{F}\hat{g}$ as the path ordered exponential of a coderivation $t^1$. Then we can compare $t^1$ to the expression defined by (3.214)-(3.216). We introduce the cohomomorphism
\[ t^1, \]  
\[ (E.2) \]
where $t$ is the coderivation corresponding to the identity operator and $t$ is a parameter. Conjugating a coderivation with $t^1$ has the effect of multiplying products with a power of $t$, as follows:
\[ t^{-1}b_{n+1} t^1 = t^n b_{n+1}. \]  
\[ (E.3) \]

We introduce $t$-dependent cohomomorphisms
\[ \hat{F}(t) \equiv t^{-1} \hat{F} t^1, \]  
\[ \hat{g}(t) \equiv t^{-1} \hat{g} t^1, \]  
\[ (E.4) \]  
\[ (E.5) \]
and define
\[ \mu|_0(t) \equiv (\hat{F}(t)\hat{g}(t))^{-1} \frac{d}{dt} (\hat{F}(t)\hat{g}(t)) \]
\[ = \frac{1}{t} t^{-1} \left( (\hat{F}\hat{g})^{-1} [1, \hat{F}\hat{g}] \right) t^1. \]  
\[ (E.6) \]

It follows from general arguments that the expression in parentheses is a coderivation. Since it appears conjugated with $t^1$, we know that $\mu|_0(t)$ can be expanded
\[ \mu|_0(t) = \sum_{n=0}^\infty t^n \mu_{n+2}|_0, \]  
\[ (E.7) \]
where $\mu_{n+2}|_0$ are coderivations corresponding to $n + 2$-string products $\mu_{n+2}|_0$. These are the gauge products. We also know that $\mu|_0(t)$ carries Ramond number zero since both $\hat{F}$ and $\hat{g}$ can be defined by products which carry Ramond number zero. We may extract the $n + 2$nd gauge product by computing
\[ \mu_{n+2}|_0 \pi_{n+2} = \pi_{n+2} \mu|_0(t) \pi_{n+2}|_t=1. \]  
\[ (E.8) \]

This definition of $\mu|_0(t)$ automatically implies
\[ \hat{F}\hat{g} = \hat{F} \exp \left[ \int_0^1 dt \mu|_0(t) \right]. \]  
\[ (E.9) \]

Therefore to prove $\hat{G} = \hat{F}\hat{g}$, we must show that $\mu_{n+2}|_0$ as defined by (E.6) agrees with $\mu_{n+2}|_0$ as defined by (3.214)-(3.216).

We introduce a coderivation for gauge products:
\[ m|_0(t) = (\hat{F}(t)\hat{g}(t))^{-1} m_{2|0}(\hat{F}(t)\hat{g}(t)) \]
\[ = \frac{1}{t} t^{-1} \left( (\hat{F}\hat{g})^{-1} m_{2|0}(\hat{F}\hat{g}) \right) t^1. \]  
\[ (E.10) \]

It follows from this expression that $m|_0(t)$ is a coderivation with Ramond number zero that has an expansion in powers of $t$:
\[ m|_0(t) = \sum_{n=0}^\infty t^n m_{n+2}|_0. \]  
\[ (E.11) \]
where $m_{n+2|0}$ are coderivations corresponding to products $m_{n+2|0}$. These are the bare products. The constant term in this expansion is Witten’s open string star product restricted to Ramond number 0. The definition of the bare products implies the relation

$$
\frac{d}{dt}m_{|0}(t) = [m_{|0}(t), \mu_{|0}(t)],
$$

(E.12)
in agreement with (3.214). We may extract the bare products using

$$
m_{n+2|0}\pi_{n+2} = \pi_{1}m_{|0}(t)\pi_{n+2}|_{t=1},
$$

(E.13)
When $m_{n+2|0}$ multiplies only NS states, it agrees with $m_{n+2|0}$ as defined by (3.205). This can be shown as follows:

$$
m_{n+2|0}\pi_{n+2} = \pi_{1}(\tilde{F}\tilde{g})^{-1}m_{2|0}(\tilde{F}\tilde{g})\pi_{n+2}^{0}
= \pi_{1}\tilde{g}^{-1}m_{2|0}\tilde{g}\pi_{n+2}^{0},
$$

(E.14)
where $\pi_{m}$ is the projection onto $m$ string states carrying $r$ Ramond factors. In the second step $\tilde{F}$ drops out since it receives Ramond inputs, and $m_{2|0}$ and $m_{2|0}$ are equal when multiplying NS states. The final expression (E.14) is equivalent to the definition of $m_{n+2|0}$ implied by (3.205). Now we can compute the gauge products. Consider the part which multiplies NS states

$$
m_{n+2|0}\pi_{n+2} = \pi_{1}\mu_{|0}(t)\pi_{n+2}|_{t=1}
= \pi_{1}(\tilde{F}(t)\tilde{g}(t))^{-1}\frac{d}{dt}(\tilde{F}(t)\tilde{g}(t))\pi_{n+2}^{0}|_{t=1}. 
$$

(E.15)
$\tilde{F}$ drops out since no Ramond states are present, and we get

$$
m_{n+2|0}\pi_{n+2} = \pi_{1}\tilde{g}(t)^{-1}\frac{d}{dt}\tilde{g}(t)\pi_{n+2}^{0}|_{t=1}
= \pi_{1}\mu_{0}(t)\pi_{n+2}|_{t=1}
= \frac{1}{n+3}(\Xi m_{n+2|0} - m_{n+2|0}(\Xi \otimes I^{n+1} + \ldots + I^{n+1} \otimes \Xi)\pi_{n+2}^{0}).
$$

(E.16)
Finally, we have argued that $m_{n+2|0}$ derived from (3.205) is equivalent to $m_{n+2|0}$ derived from (E.10) when multiplying NS states. Therefore, the gauge products derived from $\tilde{F}\tilde{g}$ satisfy the same relation (3.215) as the gauge products derived from $\tilde{G}$. Let us look at what happens when $m_{n+2|0}$ multiplies a Ramond state:

$$
m_{n+2|0}\pi_{n+2} = \pi_{1}\mu_{|0}(t)\pi_{n+2}|_{t=1}
= \pi_{1}\tilde{g}(t)^{-1}\tilde{F}(t)^{-1}\frac{d}{dt}\tilde{F}(t)\tilde{g}(t)\pi_{n+2}^{1}|_{t=1}. 
$$

(E.17)
The factor $\tilde{g}^{-1}(t)$ is equivalent to the identity when it produces a Ramond output, so we can further simplify

$$
m_{n+2|0}\pi_{n+2} = -\pi_{1}\left(\left.\frac{d}{dt}\tilde{F}(t)^{-1}\right|_{t=1}\tilde{g}\pi_{n+2}^{1}. 
$$

(E.18)
Now note that

$$
\pi_{1}\tilde{F}(t)^{-1} = \pi_{1}t^{-1}(1_{TH} - \Xi^{2}|m_{2}|^{2})t^{1}
= \pi_{1}(1_{TH} - t\Xi^{2}|m_{2}|^{2}),
$$

(E.19)
and

$$
\left.\frac{d}{dt}\pi_{1}\tilde{F}(t)^{-1}\right|_{t=1} = -\Xi^{2}\pi_{1}|m_{2}|^{2}.
$$

(E.20)
Therefore

$$
m_{n+2|0}\pi_{n+2} = \Xi\pi_{1}|m_{2}|\tilde{F}\pi_{n+2}^{1}. 
$$

(E.21)
When producing a Ramond output \( m_2 \) is equivalent to \( m_2 \). Now we can insert \( \hat{F}^{-1} \) as follows

\[
\mu_{n+2}^{2} = \Xi \pi_{1} \left( \hat{F}^{-1} \hat{F} \hat{g} \right) \pi_{n+2}^{2} = \Xi \pi_{1} \hat{F}^{-1} m_{2} \hat{F} \hat{g} \pi_{n+2}^{1}.
\]

(E.22)

In this case \( \hat{F}^{-1} \) is equivalent to the identity operator by associativity of the star product. We may also insert \( \hat{g}^{-1} \)

\[
\mu_{n+2}^{2} = \Xi \pi_{1} \left( \hat{F} \hat{g} \right)^{-1} m_{2} \left( \hat{F} \hat{g} \right) \pi_{n+2}^{1},
\]

(E.23)

since \( \hat{g}^{-1} \) is equivalent to the identity operator when it receives Ramond inputs. This implies

\[
\mu_{n+2}^{2} = \Xi m_{n+2} \pi_{0}^{2}.
\]

(E.24)

Therefore, the gauge products defined by (E.6) satisfies the same relation (3.216) as the gauge products of \( \hat{G} \). We conclude that the gauge products defined by the two constructions must be equal. This proves the factorization \( \hat{G} = \hat{F} \hat{g} \).

### F Proof of Supersymmetry

In this appendix we prove that the dynamical and constraint \( A_{\infty} \) structures are invariant under supersymmetry:

\[
[\theta_{s}, D] = 0,
\]

(F.1)

\[
[\theta_{s}, C] = 0,
\]

(F.2)

where \( \theta_{s} \) is defined by

\[
\theta_{s} \equiv \mathcal{G} \Sigma,
\]

(F.3)

and

\[
\pi_{1} \Sigma \equiv \pi_{1} \left( s_{1} + s_{1} \Xi \right)^{2} d + d \Xi \Sigma s_{1}.
\]

(F.4)

The demonstration follows the same strategy as appendix C. An equivalent but technically quite different proof of supersymmetry appears in [24].

Invariance of the dynamical \( A_{\infty} \) structure implies that \( \Sigma \) should satisfy

\[
\pi_{1} \left( \left[ Q, \Sigma \right] + d \mathcal{G} \Sigma - \Sigma d \mathcal{G} \right) = 0.
\]

(F.5)

When acting on a 1-string state this implies

\[
[Q, s_{1}] = 0,
\]

(F.6)

which is true by virtue of the fact that the zero mode of the fermion vertex is BRST invariant. As in appendix C we use an inductive argument to show that (F.5) must then also hold when acting on a larger number of string states. We start by computing

\[
\pi_{1} [Q, \Sigma] = \pi_{1} \left( Q, s_{1} + s_{1} \Xi \right)^{2} d + d \Xi \Sigma s_{1}
\]

\[
= \pi_{1} \left( s_{1} X \right)^{2} d + s_{1} \Xi \Sigma \left[ Q, d \right] + \left[ Q, d \Xi \right] s_{1}
\]

\[
= \pi_{1} \left( s_{1} X \right)^{2} d + s_{1} \Xi \Sigma \left( d \mathcal{G} d + \left[ Q, d \Xi \right] s_{1} \right).
\]

(F.7)

In the second step we used (C.6). We can also use (C.6) to evaluate the last term, but this is not helpful. Instead we compute the last term as follows:

\[
[Q, d \Xi s_{1}] = -m_{2}^{2} \pi_{2} [Q, \hat{F} \Xi s_{1}]
\]

\[
= -m_{2}^{2} \left( \pi_{1} [Q, \hat{F} \Xi s_{1}] \otimes \pi_{1} \hat{F} - \pi_{1} \hat{F} \Xi s_{1} \otimes \pi_{1} [Q, \hat{F}] + \pi_{1} [Q, \hat{F}] \otimes \pi_{1} \hat{F} \Xi s_{1} + \pi_{1} [Q, \hat{F}] \otimes \pi_{1} [Q, \hat{F} \Xi s_{1}] \right) \Delta.
\]

(F.8)
We substituted

\[ \pi_2 = \nabla (\pi_1 \otimes' \pi_1) \triangle \quad (F.9) \]

and pulled the coproduct to the right. An expression for \( \pi_1[Q, \hat{F}] \) was found in appendix [C], so the new object to compute is \( \pi_1[Q, \hat{F} \Xi^2 s_1] \). In summary, we have found that computing \( \pi_1[Q, \Sigma] \) requires computing \( \pi_1[Q, d\Xi^2 s_1] \) which in turn requires computing \( \pi_1[Q, \hat{F} \Xi^2 s_1] \):

\[ \pi_1[Q, \Sigma] \rightarrow \pi_1[Q, d\Xi^2 s_1] \rightarrow \pi_1[Q, \hat{F} \Xi^2 s_1]. \quad (F.10) \]

In deriving \( \pi_1[Q, \hat{F} \Xi^2 s_1] \) we allow ourselves to assume \( \text{(F.5)} \). Again, the idea is to assume that \( \text{(F.5)} \) holds when acting on fewer states, and then show that \( \text{(F.5)} \) must hold acting on more states. Note the relation

\[ \pi_1 \hat{F} \Xi^2 s_1 = \pi_1 \Xi^2 \Sigma, \quad (F.11) \]

and substitute:

\[ \pi_1[Q, \hat{F} \Xi^2 s_1] = \pi_1[Q, \Xi^2 \Sigma] \]
\[ = \pi_1 \left( X^2 \Sigma - \Xi^2[Q, \Sigma] \right) \]
\[ = \pi_1 \left( X^2 \Sigma + \Xi^2(d\mathcal{G}\Sigma - \Sigma d) \right) \]
\[ = \pi_1 \left( \hat{F} \mathcal{G}\Sigma - \|0\| \mathcal{G} - \hat{F} \Xi^2 s_1 d \right). \quad (F.12) \]

In the second step we computed the BRST variation, in the third step we assumed \( \text{(F.5)} \), and in the fourth step we used \( \text{(C.5)} \) and \( \text{(F.11)} \). Note that

\[ \pi_1 \Sigma = \pi_1 \left( \pi_1 \hat{F} + d\Xi^2 s_1 \right) \]
\[ = \pi_1 \left( \pi_1 \hat{F} + m_2 \|0\| \hat{F} \Xi^2 s_1 \right). \quad (F.13) \]

Therefore

\[ \pi_1[Q, \hat{F} \Xi^2 s_1] = \pi_1 \left( \hat{F} \mathcal{G}\Sigma - \hat{F} \Xi^2 s_1 \mathcal{G} d - \|0\| s_1 \hat{F} + \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \right). \quad (F.14) \]

Returning to \( \text{(F.10)} \), we can go backward and derive \( \pi_1[Q, d\Xi^2 s_1] \). Noting \( \text{(C.11)} \),

\[ \pi_1[Q, \hat{F}] = \pi_1 \left( \hat{F} \mathcal{G} d - \|0\| m_2 \|0\| \hat{F} \right). \quad (F.15) \]

we can plug into \( \text{(F.8)} \) to obtain

\[ \pi_1[Q, d\Xi^2 s_1] = -m_2^2 \triangle \left( \pi_1 \left( \hat{F} \mathcal{G}\Sigma - \hat{F} \Xi^2 s_1 \mathcal{G} d - \|0\| s_1 \hat{F} + \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \right) \right) \]
\[ - \pi_1 \hat{F} \Xi^2 s_1 \otimes' \pi_1 \left( \hat{F} \mathcal{G} d - \|0\| m_2 \right) + \pi_1 \left( \hat{F} \mathcal{G} d - \|0\| m_2 \right) \otimes' \pi_1 \hat{F} \Xi^2 s_1 \]
\[ + \pi_1 \hat{F} \otimes' \pi_1 \left( \hat{F} \mathcal{G}\Sigma - \hat{F} \Xi^2 s_1 \mathcal{G} d - \|0\| s_1 \hat{F} + \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \right) \triangle \]
\[ = -m_2^2 \triangle \left( \pi_1 \otimes' \pi_1 \right) \triangle \left( \hat{F} \mathcal{G}\Sigma - \hat{F} \Xi^2 s_1 \mathcal{G} d - \|0\| s_1 \hat{F} + \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \right) \]
\[ = -m_2^2 \left( \hat{F} \mathcal{G}\Sigma + \pi_1 \mathcal{G} \Xi^2 s_1 \mathcal{G} d + \pi_1 m_2 \|0\| s_1 \hat{F} + \pi_1 m_2 \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \right) \]
\[ = -m_2^2 \left( \hat{F} \mathcal{G}\Sigma + \pi_1 d\Xi^2 s_1 \mathcal{G} d + \pi_1 m_2 \|0\| s_1 \hat{F} + \pi_1 m_2 \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \right) \]
\[ = -m_2^2 \left( \hat{F} \mathcal{G}\Sigma + \pi_1 d\Xi^2 s_1 \mathcal{G} d + \pi_1 m_2 \|0\| s_1 \hat{F} + \pi_1 m_2 \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \right). \quad (F.16) \]

In the last step we dropped the term containing \( \pi_1 m_2 \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \) recalling \( \text{(C.13)} \). Next observe that the combination \( \pi_1 m_2 \|0\| m_2 \|0\| \hat{F} \Xi^2 s_1 \) is nonzero only when acting on two Ramond states, in which case we have

\[ m_2^2 \|0\| s_1 (R_1 \otimes R_2) = m_2 s_1 R_1 \otimes R_2 = s_1 m_2 (R_1 \otimes R_2) = s_1 \|0\| m_2 \|0\| (R_1 \otimes R_2), \quad (F.17) \]
where we used that $s_1$ is a derivation of the star product. The final expression on the right is also nonvanishing only when acting on two Ramond states. We can therefore substitute this into (F.16) to find
\[
\pi_1[Q, d\Xi|\!|s_1] = \pi_1\left(-d\sigma\Sigma + d\Xi|\!|s_1\sigma d + s_1|\!|d\right).
\] (F.18)

Returning to (F.10), we can go back further to derive $\pi_1[Q, \Sigma]$. From (F.11) we have
\[
\pi_1[Q, \Sigma] = \pi_1\left(s_1 X^2 d + s_1 \Xi|\!|d\sigma\Sigma - d\Xi|\!|s_1\sigma d + s_1|\!|d\right)
= \pi_1\left((s_1 + s_1 \Xi|\!|d + d\Xi|\!|s_1)\sigma d - d\sigma\Sigma\right)
= \pi_1\left(\Sigma\sigma d - d\sigma\Sigma\right).
\] (F.19)

This proves (F.8) and invariance of the dynamical $A_{\infty}$ structure under supersymmetry.

Finally, we prove supersymmetry of the constraint $A_{\infty}$ structure. This requires that $\Sigma$ should satisfy
\[
\pi_1[\eta, \Sigma] = \pi_1[\mathfrak{m}_2|\!|, \Sigma].
\] (F.20)

When acting on a 1-string state this implies
\[
[\eta, s_1] = 0,
\] (F.21)

which is true by virtue of the fact that the zero mode of the fermion vertex is in the small Hilbert space. As in earlier examples, we use an inductive argument to show that (F.20) must then also hold when acting on a larger number of string states. We start by computing
\[
\pi_1[\eta, s_1] = \pi_1[\eta, s_1 + s_1 \Xi|\!|d + d\Xi|\!|s_1]
= \pi_1\left(s_1 \Xi|\!|d - s_1 \Xi|\!| [\mathfrak{m}_2|\!, d] + [\eta, d\Xi|\!|s_1]\right)
= \pi_1\left(s_1 \Xi|\!|d - s_1 \Xi|\!| [\mathfrak{m}_2|\!, d] + [\eta, d\Xi|\!|s_1]\right).
\] (F.22)

In the second step we used (C.10) and in the third step we dropped one term from the commutator since $\mathfrak{m}_2|\!|d$ only produces an NS output. We can also use (C.10) to evaluate the last term, but this is not helpful. Instead we compute the last term as follows:
\[
\pi_1[\eta, d\Xi|\!|s_1] = -m_2|\!|^2 \pi_2[\eta, \hat{F}\Xi|\!|s_1]
= -m_2|\!|^2 \nabla \left(\pi_1[\eta, \hat{F}\Xi|\!|s_1] \otimes \pi_1[\eta, \hat{F}] \otimes \pi_1[\eta, \hat{F}\Xi|\!|s_1]ight)
- \pi_1[\eta, \hat{F}\Xi|\!|s_1] \otimes \pi_1[\eta, \hat{F}] + \pi_1[\eta, \hat{F}] \otimes \pi_1[\eta, \hat{F}\Xi|\!|s_1]\right) \nabla.
\] (F.23)

We substituted
\[
\pi_2 = \nabla (\pi_1 \otimes \pi_1)\Delta
\] (F.24)

and pulled the coproduct to the right. An expression for $\pi_1[\eta, \hat{F}]$ was found in appendix C, so the new object to compute is $\pi_1[\eta, \hat{F}\Xi|\!|s_1]$. In summary, we find that computing $\pi_1[\eta, \Sigma]$ requires computing $\pi_1[\eta, d\Xi|\!|s_1]$ which in turn requires computing $\pi_1[\eta, \hat{F}\Xi|\!|s_1]$:
\[
\pi_1[\eta, \Sigma] \rightarrow \pi_1[\eta, d\Xi|\!|s_1] \rightarrow \pi_1[\eta, \hat{F}\Xi|\!|s_1].
\] (F.25)

In deriving $\pi_1[\eta, \hat{F}\Xi|\!|s_1]$ we allow ourselves to assume (F.20). Again, the idea is to assume that (F.20) holds when acting on fewer states, and then show that (F.20) must hold acting on more states. Recalling (F.11) we have
\[
\pi_1[\eta, \hat{F}\Xi|\!|s_1] = \pi_1[\eta, \Xi|\!|\Sigma]
= \pi_1\left(\Xi|\!|\Sigma - \Xi|\!| [\eta, \Sigma]\right)
= \pi_1\left(\Xi|\!|\Sigma - [\eta, \Xi|\!| \mathfrak{m}_2|\!|, \Sigma]\right)
= \pi_1\left(\Xi|\!|\Sigma + [\eta, \Xi|\!| \mathfrak{m}_2|\!|] \mathfrak{m}_2|\!|\right)
= \pi_1\left(\mathfrak{m}_2|\!|s_1 \hat{F} + \mathfrak{m}_2|\!|\hat{F}\Xi|\!|s_1 + \hat{F}\Xi|\!|s_1 \mathfrak{m}_2|\!|\right)
= \pi_1\left(\mathfrak{m}_2|\!|s_1 \hat{F} + \mathfrak{m}_2|\!|\hat{F}\Xi|\!|s_1 + \hat{F}\Xi|\!|s_1 \mathfrak{m}_2|\!|\right).
\] (F.26)
Recalling the argument of (C.21) and (C.24) we have the relation
\[
\pi_1[\eta, \hat{F}] = \pi_1(m_2|0\hat{F} - \hat{F}m_2)^0,
\] (F.27)
we can plug into (F.23) to obtain
\[
\pi_1[\eta, d\Xi^2s_1] = -m_2|^2\bigtriangledown(\pi_1(\|^2s_1\hat{F} + m_2|^0\hat{F}\Xi^2s_1 + \hat{F}\Xi^2s_1m_2)^0) \otimes \pi_1\hat{F}
\]
\[
+ \pi_1(m_2|^0\hat{F} - \hat{F}m_2)^0 \otimes \pi_1d\Xi^2s_1 - \pi_1\hat{F}\Xi^2s_1 \otimes \pi_1(m_2|^0\hat{F} - \hat{F}m_2)^0
\]
\[
+ \pi_1 \otimes \pi_1(\|^2s_1\hat{F} + m_2|^0\hat{F}\Xi^2s_1 + \hat{F}\Xi^2s_1m_2)^0\bigtriangledown\triangle
\]
\[
= -m_2|^2\bigtriangledown(\pi_1(\|^2s_1\hat{F} + m_2|^0\hat{F}\Xi^2s_1 + \hat{F}\Xi^2s_1m_2)^0)
\]
\[
= -\pi_1m_2|^2\bigtriangledown(\|^2s_1\hat{F} + m_2|^0d\Xi^2s_1 - d\Xi^2s_1m_2)^0
\]
\[
= \pi_1(-m_2|^2\|^2s_1\hat{F} - m_2|^0d\Xi^2s_1 - d\Xi^2s_1m_2^0).
\] (F.28)

Recalling the argument of (C.21) and (C.24) we have the relation
\[
\pi_1m_2|^2m_2|^0d\hat{F} = -\pi_1m_2|^0d.
\] (F.29)
So we get
\[
\pi_1[\eta, d\Xi^2s_1] = \pi_1(-m_2|^2\|^2s_1\hat{F} + m_2|^0d\Xi^2s_1 - d\Xi^2s_1m_2^0).
\] (F.30)
Returning to (F.25), we can go back and finally derive \(\pi_1[\eta, \Sigma]\). From (F.22) we get
\[
\pi_1[\eta, \Sigma] = \pi_1(s_1|^2d - s_1\Xi^2d)m_2^0 - m_2|^2\|^2s_1\hat{F} + m_2|^0d\Xi^2s_1 - d\Xi^2s_1m_2^0)
\]
\[
= \pi_1(-s_1 + \|^2s_1 + s_1\Xi^2d)m_2^0 + m_2|^0(s_1\hat{F} + d\Xi^2s_1)
\]
\[
+ s_1m_2|^0 - m_2|^0s_1\hat{F} + s_1|^2d - m_2|^2\|s_1\hat{F}
\]
\[
= \pi_1(-\Sigma m_2|^0 + m_2|^0\Sigma + s_1m_2|^0\hat{F} - m_2|^0s_1\hat{F} + s_1|^2m_2|^2\hat{F} - m_2|^2\|s_1\hat{F})
\]
\[
= \pi_1([m_2|^0, \Sigma] + ([s_1, m_2|^0] + s_1|^2m_2|^2 - m_2|^2\|s_1\))\hat{F}.
\] (F.31)

In the second step we added and subtracted terms; in the third step we substituted the definition of \(\Sigma\), noted that \(\hat{F}\) acts as the identity on the input of \(m_2|^0\), and substituted (C.4) for \(d\); in the last step we collected terms. This result is almost what we want, but we must show that
\[
\pi_1([s_1, m_2|^0] + s_1|^2m_2|^2 - m_2|^2\|s_1] = 0.
\] (F.32)
To show this, we write
\[
\pi_1(s_1|^2m_2|^2 - m_2|^2\|s_1] = \pi_1(\|^0s_1m_2 - (m_2|^2 + \|^2m_2|^0)s_1[|1].
\] (F.33)
Here we noted that \(m_2|^2\) is equivalent to \(m_2\) when it produces a Ramond output, we noted \(s_1|^2 = \|^0s_1\), we substituted
\[
m_2|^2 = m_2|^2 + \|^2m_2|^0
\] (F.34)
and noted that \(\|^2s_1\) is equivalent to the Ramond number \(-1\) component of \(s_1\). Taking the Ramond number \(-1\) component of \([s_1, m_2] = 0\) implies
\[
[s_1[|1], m_2|^0] = 0.
\] (F.35)
Moreover, $m_2|_2$ can be replaced with $I^0 m_2$ since both receive at least one Ramond input. Then

$$\pi_1\left( s_1 \|^2 m_2 \|^2 - m_2 \|^2 s_1 \right) = \pi_1\left( I^0 s_1 m_2 - I^0 m_2 s_1 - \|^2 s_1 - \|^2 m_2 \right)$$

$$= \pi_1\left( I^0 s_1 m_2 - I^0 m_2 (s_1 - I^0 s_1) - s_1 I^0 m_2 \right)$$

$$= \pi_1\left( I^0 m_2 \|^0 s_1 - s_1 \|^0 m_2 \right)$$

$$= \pi_1\left( m_2 \|^0 s_1 - s_1 m_2 \|^0 \right). \quad \text{(F.36)}$$

In the second step we replaced $s_1|_{-1}$ with $s_1 - \|^0 s_1$ and replaced $\|^2 s_1|_{-1}$ with $s_1 \|^0$; in the third step we used $[s_1, m_2] = 0$; in the final step we noted that in both terms the star product will only multiply NS states. This establishes (F.32) and supersymmetry of the constraint $A_\infty$ structure.
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