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Semiclassical methods are extremely important in the subjects of wave packet and coherent state dynamics. Unfortunately, these essentially saddle point approximations are considered nearly impossible to carry out in detail for systems with multiple degrees of freedom due to the difficulties of solving the resulting two-point boundary value problems. However, recent developments have extended the applicability to a broader range of systems and circumstances. The most important advances are first to generate a set of real reference trajectories using appropriately reduced dimensional spaces of initial conditions, and second to feed that set into a Newton-Raphson search scheme to locate the exposed complex saddle trajectories. The arguments for this approach were based mostly on intuition and numerical verification. In this paper, the methods are put on a firmer theoretical foundation and then extended to incorporate saddles hidden from Newton-Raphson searches initiated with real trajectories. This hidden class of saddles is relevant to tunneling-type processes, but a hidden saddle can sometimes contribute just as much as or more than an exposed one. The distinctions between hidden and exposed saddles clarifies the interpretation of what constitutes tunneling for wave packets and coherent states in the time domain.

I. INTRODUCTION

The evolutions of Glauber coherent states for bosonic many-body systems and the mathematically nearly-identically Gaussian wave packets arise in a multitude of physical contexts. Examples abound in quantum optics [1, 2], far out-of-equilibrium dynamics in bosonic many-body systems [3, 4], molecular spectroscopy [5, 6], femto-chemistry [7], and attosecond physics [8]. Theoretical work encompasses, for example, coherent state representations of path integrals [9] and in the context of many bosons or the short wavelength limit, the semiclassical approximation [9–11]. This approximation is fundamental to studies of quantum-classical correspondence [12], and pre- and post-Ehrenfest-time-scale dynamics [13–15] as well.

A complete semiclassical approximation for coherent state dynamics may be obtained by the saddle point approximation applied to coherent state path integrals [9, 11]. In the context of wave packets the essentially identically approximation is known as generalized Gaussian wave packet dynamics (GGWPD) and it has been proven to be equivalent to a complexified version of time-dependent WKB theory [10]. In either case, implementation in practice leads to considerable technical difficulties for any system possessing nonlinear dynamics.

To begin with, the classical trajectories that define the saddles’ properties are solutions of a two-point boundary value problem, which is highly nontrivial for nonlinear dynamical systems. If there are many degrees of freedom, this problem may be effectively impossible to solve. It appears that for any propagation time \( t \neq 0 \), there exists an infinity of saddles; see Figure 1 ahead. At the shortest evolution time scale, for minimum uncertainty wave packets (coherent states) only one saddle is physically relevant. For a chaotic dynamical system, this time scale is extremely short and has a logarithmic dependence on \( \hbar \). The time scale is much longer for an integrable system, scaling algebraically in \( \hbar \).

Considerable progress has been made in developing a practical method of identifying physically relevant saddles directly without encountering any of the irrelevant saddles [18–21]. The basic idea builds on earlier techniques of identifying a single real reference trajectory for each classical transport pathway that exists in the nonlinear dynamics of the system [22–25]. Then using a Newton-Raphson algorithm, a unique saddle point is identified for each classically allowed transport pathway and it accounts for that pathway’s contributions to the dynamics. The techniques have been developed using Gaussian wave packets, but it applies equally well to bosonic coherent states expressed in quadratures; see [15]. In many cases the method can be extended to systems with many degrees of freedom by identifying and neglecting directions in phase space that do not lead to diverging initial conditions [21].
Using these techniques, a complex saddle is identified with each classically allowed transport pathway. Let us dub these “exposed saddles”. Amongst the infinity of exposed saddles, almost all contribute too little to be concerned with, but it is straightforward to restrict the search for real transport pathways that have sufficient amplitude to be relevant. Nevertheless, there is still a great deal more to be done. These works were justified intuitively and left open the question of how to identify physically relevant saddles associated with classically non-allowed transport pathways. In contrast to exposed saddles, consider these “hidden saddles”, in part because they are not directly discoverable using real trajectory input into a Newton-Raphson search scheme. The focus of this work is to examine these techniques in greater detail, add additional justifications where possible, and develop a method to locate the physically relevant hidden saddles. This extends the previous practical techniques [15, 20, 21] to incorporate tunneling-like phenomena and provides an interpretation of exactly what constitutes tunneling in the time domain for wave packet and coherent state propagation.

The structure of the paper is as follows, Sect. II defines the critical quantities, sets notations, introduces the purely quartic oscillator for simple illustrations, and discusses the background of various semiclassical approximation methods and their interrelationships. This is followed in Sect. III by a discussion of the justification of the existing methods, and develops a technique for identifying hidden saddles. The paper concludes with a summary of the work and possible future lines of related research.

II. BACKGROUND

In order to elucidate the method for implementing a search for hidden saddles and justify certain procedures, it is helpful to start with some background on the complete semiclassical approximation along with certain partial or imperfect versions of the semiclassical approximation. As the mathematical results and manipulations can be made to appear essentially identical through the application of quadratures, it is unnecessary to treat evolution of Glauber coherent states and wave packets separately. The discussion is presented in the language of wave packets, but it is understood that all the results carry over to coherent states. As a final note, for simplicity the discussion and equations given here are reduced to their single degree of freedom forms. Although, the interest is in multi-degree-of-freedom systems, it is much easier to illuminate the basic ideas with a simple example and the equations reduced to their one degree of freedom forms. All the necessary multi-degree-of-freedom equations can be found elsewhere, for example in [20, 21], and the additional ideas presented here extend to the many degrees of freedom case.

A. Coherent states

A Glauber coherent state describing a bosonic many-body system takes the normalized form

$$|z⟩ = \exp \left(-\frac{|z|^2}{2} + z\hat{a}^†\right) |0⟩$$  (1)

with the properties that

$$\hat{a}|z⟩ = z|z⟩, \quad [\hat{a}, \hat{a}^†] = 1, \quad ⟨z|\hat{a}^†\hat{a}|z⟩ = |z|^2.$$  (2)

Hence, a coherent state’s mean number of bosons $n = ⟨z|\hat{n}|z⟩ = |z|^2$. Its evolved form $|z(t)⟩ = U(t)|z⟩$ does not remain a coherent state, but the overlap with the bra vector version of another coherent state $⟨z’|$ can be viewed as a matrix element of a coherent state path integral, $⟨z’|U(t)|z⟩$. In the language of wave packets, this is often termed a correlation function or transport coefficient.

Introducing the quadrature (Hermitian) operators normalized as follows

$$\hat{p} = i\sqrt{\frac{\hbar}{2}} (\hat{a}^† - \hat{a})$$
$$\hat{x} = \sqrt{\frac{\hbar}{2}} (\hat{a}^† + \hat{a})$$  (3)

the operator pair behaves mathematically exactly like the quantized version of a canonical pair of momentum and position variables, even though they cannot be interpreted as some boson’s momentum and position. Setting $⟨z|\hat{x}|z⟩ = q_α$ and $⟨z|\hat{p}|z⟩ = p_α$, then $z = (q_α + ip_α)/\sqrt{2\hbar}$. The $\hbar$ constant is written to look like the usual $\hbar$ to emphasize the analogy, but is rather usefully set to the inverse number of bosons making the $n → \infty$ limit equivalent to the $\hbar → 0$ limit. With the quadrature operator $\hat{x}$’s eigenbasis representation $\hat{x}|x⟩ = x|x⟩$, the coherent state takes the form

$$⟨x|z⟩ = \left(\frac{1}{\pi \hbar}\right)^{1/4} \exp \left[ -\frac{(x - q_α)^2}{2\hbar} + \frac{ip_α}{\hbar}(x - q_α) + \frac{i}{2\hbar}p_αq_α \right].$$  (4)

Thus, an appropriate projection of the coherent state results in a Gaussian wave packet form [1] with parameters which can be straightforwardly mapped onto those of a wave packet. Compared with Eq. (5) just ahead, the forms are equivalent with the replacements $\hbar → \hbar$ and $1 → b_α$. One exposition of the parameter mapping is given in Appendix A of [21]. There are sufficient wave packet parameters in Eq. (5) to squeeze the coherent states and rotate the quadrature operators. The focus now turns to Gaussian wave packets.
B. Gaussian wave packets

A normalized Gaussian wave packet may be parameterized as follows:

$$\phi_\alpha(x) = \exp \left[ -\frac{b_\alpha}{2\hbar} (x - q_\alpha)^2 + \frac{ip_\alpha}{\hbar} (x - q_\alpha) + \frac{i}{2\hbar} p_\alpha q_\alpha \right]$$

$$\times \left[ \frac{b_\alpha + b_\alpha^*}{2\pi\hbar} \right]^{1/4},$$

where the subscript $\alpha$ is a label for the parameters that define the particular wave packet, $x$ is the position variable for the quantum system, and $(q, p)$ are the canonically conjugate position-momentum phase space variables for the analogous classical system. The real centroid is given by $(q_\alpha, p_\alpha)$ and the width by $b_0$ (if $b_0$ is complex, the wave packet has a chirped phase dependence). All the calculations in this paper, use

$$(q_\alpha, p_\alpha) = (0, 20), \quad b_\alpha = 32$$

as a convenient set for illustration ahead. This form has the advantage that $\hbar$ does not explicitly appear in the equations for the two-point boundary value problem given ahead; i.e. the equations become purely classical. Note that this wave packet form is given here so as to have the exact same global phase convention as the coherent state of Eq. (1), but the global phase term could just be dropped. It also leaves the overall shape of its Wigner transform independent of $\hbar$, other than the volume (overall scale). Similarly to a coherent state, for nonlinear dynamical systems the evolved wave packet $\phi_\alpha(x; t)$ is generally not Gaussian. Note that a matrix element of the coherent state path integral could be expressed using quadratures analogously to

$$\mathcal{A}_{\beta\alpha}(t) = \int_{-\infty}^{\infty} dx \, \phi_\beta^*(x) \phi_\alpha(x; t)$$

for wave packets, and which could be thought of as a transport coefficient. If $\beta = \alpha$, it would be a diagonal element or a return amplitude.

1. Lagrangian manifolds

Lagrangian manifolds play a central role in semiclassical approximations, i.e. WKB theory [26]. They provide a very geometric picture of the application of the saddle point approximation. Using the parameterization of Eq. (5), the appropriate manifold for a Gaussian wave packet was identified in [10] as

$$b_\alpha (q - q_\alpha) + i (p - p_\alpha) = 0,$$

where $(p, q)$ are chosen from the sets of all complex positions and conjugate momenta satisfying this equation. This generates a complex line in a two dimensional complex phase space (complex position and momentum), somewhat akin to a plane embedded in a four dimensional space. Likewise for the complex conjugate wave packet (dual version), the equation is

$$b_\alpha^* (q - q_\alpha) - i (p - p_\alpha) = 0.$$  (9)

For a position ket or bra vector, the Lagrangian manifold would be the value of the position and the set of all complex momenta.

One consequence of the Lagrangian manifold being necessarily complex is that it blurs the distinction between classically allowed and non-allowed processes. In ordinary WKB, the tori used for constructing wave functions are real Lagrangian manifolds, the intersections of two manifolds generate stationary phase points (not saddles), and the exponentially decaying tails of wave functions require propagation with imaginary time or some analytic continuation, for example, the introduction of imaginary momenta [27]. Here it is the hidden saddles which correspond to classically non-allowed processes. Since both hidden and exposed saddles are linked to complex trajectories, “real” versus “complex” is not the distinguishing factor. There is however the intuitive notion of complex phase points close or near to being real; see [18] and references therein. Since distance is not defined in phase spaces, a priori, the concept of “near” is not well defined. Even worse, a saddle can have an arbitrarily large imaginary component in its initial condition and still be exposed. Part of our work here is to add some precision to this concept, which ends up helping to categorize the saddles into exposed or hidden groups. Just as the distinction of real and complex trajectories is physically significant in the case of ordinary WKB theory, so is the exposed/hidden saddle distinction important physically. It also alters considerably how one must search for the saddles, which is treated ahead.

2. Two-point boundary value problem

The two-point boundary value problem that arises in the saddle point approximation can be succinctly expressed using these manifolds. In essence, the manifold corresponding to the ket vector is propagated to time $t$ according to the complexified classical dynamical equations of motion, and its intersections with the manifold associated with bra vector give the trajectories that define the saddle points’ properties. Letting $(p_0, q_0)$ represent the complex initial condition for a trajectory and $(p_\beta, q_\beta)$ the complex phase point that is generated by evolving this initial condition to time $t$, the complete two-point boundary value problem can be written as

$$b_\alpha (q_0 - q_\alpha) + i (p_0 - p_\alpha) = 0,$$

$$b_\beta^* (q_\beta - q_\alpha) - i (p_\beta - p_\alpha) = 0.$$  (10)

Each solution of these equations is a potential saddle point in the theory for transport coefficients. If instead,
one is interested in the evolution of the wave packet itself, the equations would be given by
\[ b_{\alpha}(q_0 - q_\alpha) + i (p_0 - p_\alpha) = 0, \]
\[ q_t - x = 0, \tag{11} \]
where \( x \) is the position argument of the evolved wave packet (a momentum representation is also possible, but not used here). For either boundary value problem, nonlinear dynamical systems lead to an infinite number of solutions to these equations. Almost all of them must be thrown away due to boundary conditions or due to their contributions being vastly smaller than the errors inherent in the semiclassical approximation. Excluding them from the search algorithm by design is highly desirable and the basis of the works [20, 21].

C. Exposed and hidden saddles

The solutions of Eqs. (10) and (11) contain as a subset all the necessary (i.e. physically relevant) saddle points of the corresponding integrals. On the other hand, taken alone as an abstract set of equations there is no indication at face value which of the infinity of solutions must be thrown away, which must be kept, which can be related to real classical transport processes, which cannot, etc... A priori, there is no interpretation of tunneling processes in the coherent state/wave packet propagation as all solutions are complex. From a mathematical perspective, it is neither trivial to locate the solutions nor unpack how to separate out the relevant saddles and determine what their physical interpretation is. For example, excluding simple standard illustrations of Stokes phenomena, such as the Airy function and the construction of its Stokes and anti-Stokes lines, it is highly desirable to avoid those lines’ explicit construction and use, especially as a function of many complex variables. The interest is in finding a direct, practical approach to these challenges.

One procedure recently developed [20, 21] is to identify exposed saddles directly using a Newton-Raphson scheme. Imagine to begin with, running all possible real trajectory initial conditions, \((q_0, p_0)\), and letting them serve as the initial input to the Newton-Raphson search algorithm. Excluding cases in which convergence is impacted by singular trajectories [10] and complex time paths are needed (see the “bald spot” problem [28]), certain groupings of initial conditions lead to the exact same saddle point because they are in the same basin of attraction. Thus, the real phase points can be grouped into subregions (with negligible exceptions). All trajectories within a single subregion lead to the same saddle point. A subregion’s trajectories all shadow each other and behave similarly in a dynamical sense. Each subregion thus represents a single classical transport pathway, and it is necessary only to find a single reference trajectory to represent that pathway as an input for the actual Newton-Raphson search. This implies that a complex exposed saddle trajectory shadows the real trajectories associated with that pathway. In particular, the stability matrix relation
\[ \begin{pmatrix} \delta p_t \\ \delta q_t \end{pmatrix} = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix} \begin{pmatrix} \delta p_0 \\ \delta q_0 \end{pmatrix} \tag{12} \]
allowing for complex initial condition deviations from the real reference trajectory would adequately describe the true exposed saddle trajectory. The exposed saddle acquires the interpretation that it accounts for the contributions of the classically allowed transport pathway to which the reference trajectory belongs, and there is a one-to-one correspondence within the collection of exposed saddles and transport pathways.

An immediate consequence of this shadowing relationship is that the exposed saddle’s classical action would almost exclusively vary in its real part as a function of time or other parameters leading to predominantly oscillatory contributions, say for example, to the propagated wave function. Its imaginary part would be positive, constrained to vary slowly, and account mainly for the Gaussian weighting of the initial condition and/or final conditions in the wave packets’ Wigner transform.

The above procedure necessarily leaves out the subset of physically relevant saddles associated with tunneling and/or classically non-allowed processes, which we classify as hidden saddles since they are hidden from the Newton-Raphson search just described. One main purpose of this paper is to extend that procedure so as to obtain these saddles as well; see Sect. III.B. Evidently, these saddle trajectories behave rather differently, and cannot shadow any of the real trajectories. One may anticipate that their classical actions vary as a function of parameters more predominantly in their positive imaginary parts rather than their real parts. In this way, they contribute largely to exponentially decaying behaviors.

The complexification of the classical dynamics does have some less familiar fundamental impacts. An example is given in [28] of saddles obscured by bald spots. The basic idea is that singular complex trajectories create dynamical branch cuts and to arrive at some saddle solutions, it is necessary to deform a real time propagation path into some complex time domain path. Thus, one can also anticipate the complication that there exists another class of saddles, those behind bald spots, which require complex time integration paths to follow. This class does not exist for the simple example described next nor was it significant enough in any of the Bose-Hubbard model calculations of [15, 21] to impact the accuracy. They will not be considered further here.

D. The purely quartic oscillator

The one degree of freedom purely quartic oscillator has a number of simple features that makes it ideal for illustrating the ideas discussed in this paper. Its analytically
continued form $[\text{complex } (p, q)]$ is given by

$$H(p, q) = \frac{p^2}{2} + \lambda q^4,$$

(13)

where $\hbar = m = 1$ and $\lambda = 0.05$ are the values taken for all the illustrations shown in this paper. The corresponding Schrödinger equation is given by

$$i \frac{\partial}{\partial t} \phi(x; t) = \left( -\frac{\partial^2}{\partial x^2} + \lambda x^4 \right) \phi(x; t).$$

(14)

Being a homogeneous Hamiltonian, the real classical dynamics of this system leads to simple scaling relations amongst the quantities $(q, p; t; E)$. For example, propagating an initial condition $(q_{E_0}, p_{E_0})$ for a time $t$ that belongs on the $E_0$ energy surface leads to a scaled trajectory replica on any desired second energy surface $E$ according to:

$$q_E(t/\gamma) = \gamma q_{E_0}(t),$$

$$p_E(t/\gamma) = \gamma^2 p_{E_0}(t),$$

(15)

where $\gamma = (E/E_0)^{1/4}$. Classical actions, defined as $S = \int \mathcal{L} \, dt$, scale as $\gamma^3$, and the period of a closed orbit, $\tau_{E_0}$, scales as $\tau_E = \tau_{E_0}/\gamma$. Therefore, if $\gamma = n^{1/4}$, where $n$ is any positive integer, the two periodic orbits on different energy surfaces would have periods that are an integer multiple of each other. In that time the longer period orbit closes once, the shorter period orbit retraces itself $n$ times.

The potential generates nonlinear dynamical equations that lead to sufficiently complicated behaviors for our purposes. As a first example, see Fig. 1, which illustrates the placement of just the exposed saddle initial conditions in a plane for the evolution of an initial wave packet evaluated at $x = 0$ and some fixed time $t$. There is no limiting domain within the Lagrangian manifold for the solutions, and an infinity of solutions is implied over the manifold’s infinite domain. In particular, note that these exposed saddles can have imaginary parts of their initial conditions that extend out to $\pm \infty$. What alters with propagation time is the density of solutions. As time increases, double the propagation time is shown in the lower panel, the density increases. At $t = 0$, there is effectively only one saddle left with all the other saddles pushed out to infinity. Keep in mind that these exposed saddles are only a small subset of all the saddles. There are solutions everywhere throughout the complex $q$ plane, not just approximately along a line, which is where the exposed saddles find themselves.

E. Wigner transform

The Wigner transform of a wave packet (ket-like) generates a multivariate Gaussian function, which can be thought of as a density of real classical initial conditions that underlie a quantum wave packet and account for the uncertainty principle. It can be used to help understand the partial semiclassical approximation known as linearized wave packet dynamics [13], and is essential for discussing the basis of an enhanced approximation known as an off-center, real trajectory method [23–25, 29, 30].

The Wigner transform of a wave packet parametrized as in Eq. (5) is given by

$$W(p, q) = \frac{1}{\pi \hbar} \exp \left[ - (p - p_\alpha, q - q_\alpha) \cdot \frac{A_\alpha}{\hbar} \cdot \left( \frac{p - p_\alpha}{q - q_\alpha} \right) \right],$$

(16)

where $A_\alpha$ is

$$A_\alpha = \begin{pmatrix} 1/c & d/c \\ d/c & c + d^2/c \end{pmatrix}, \quad \det [A_\alpha] = 1$$

(17)

with the association

$$b_\alpha = c + id.$$
The $2 \times 2$ dimensional matrix $A_\alpha$ is real and symmetric. If $b_\alpha$ is real, there are no correlations between $p$ and $q$ ($d$ vanishes); i.e. the wave packet is not chirped. The off-diagonal elements (blocks in more degrees of freedom) of $A_\alpha$ disappear.

**F. Partial semiclassical theories**

There are two important partial semiclassical approximations known as linearized wave packet dynamics and off-center, real trajectory methods, respectively, in order of increasing sophistication. The former linearizes the dynamics completely, and the latter contains the nonlinear dynamical information, which is much, much closer to GGWPD.

1. **Linearized wave packet dynamics (LWPD)**

The main idea involves solving the equations of motion for the parameters that define an evolved Gaussian, including the center, width, and phase/normalization factor in a global fashion. Its validity is constrained to cases where the quadratically expanded potential around the central trajectory is a good approximation to the dynamics within the phase space volume defined by the Wigner transform of the evolving wave packet. As the wave packet spreads out with increasing time, it soon extends well beyond the domain of validity for the quadratic expansion, which leads to the breakdown of the approximation.

The validity is limited to pre-Ehrenfest time scales. One method for determining this time scale in practice is to consider two evolved densities. The first is the initial wave packet’s Wigner transform evolved classically (numerically), and the second is the Wigner transform of the LWPD evolved wave packet. Let the overlap integral of these two densities at $t = 0$ be normalized to unity. Then LWPD remains an accurate approximation until a time such that the overlap drops precipitously from one (this is the Ehrenfest time scale). This is because LWPD has only linearized dynamical information about the central trajectory whereas the density of initial conditions incorporates nonlinear dynamical effects relative to the central trajectory. See Fig. 2 for an illustration. The one and three standard deviation ($\sigma$) ellipses of LWPD appear straight and are superposed on top of the 1 and $3\sigma$ curves of the initial state’s propagated Wigner transform. After one period of the central trajectory’s motion ($\tau$), forming curvy foliations. The LWPD produced wave packet generates stretched and rotated ellipses. Only phase points within $1\sigma$ are still approximately linearly related to the central trajectory by this propagation time.

2. **Off-center, real trajectory method**

The important idea underlying this method is that for any nonlinear dynamical system over time a localized density of initial conditions disperses and especially in a bounded system, the dispersed evolved density must fold over or one might say create foliations. In some local region of phase space, these foliations slice through (with increasing density as time increases), and each one contains an infinite collection of nearly identically behaving trajectories; i.e. a single classical transport pathway. See the study of the production of whorls and tendrils in [12]. In other words, the stability matrix of one member of the local set predicts rather well the behavior of its neighbors within the foliation. On the other hand, each foliation has a completely different dynamical character and represents a quite distinct transport pathway. By identifying a member from each foliation, which necessarily involves off-center initial conditions [those initial conditions within the Wigner density, but not equal to $(q_\alpha, p_\alpha)$], and following the essential prescription of LWPD, a wave is constructed whose information is lo-
FIG. 3. Illustration of distinct classical transport pathways. The vertically oriented ellipses are contours of the initial wave packet’s Wigner transform using the parameters of Eq. (6). The left panel is propagated classically for 1 period of the motion ($\tau$) and the right panel 3 periods. They generate the distorted spirals. The insets show expanded views of localized regions. In the $t = 3\tau$ figure, the $5\sigma$ contour can be divided into 9 foliations (enumerated in later figures), a trajectory member of which can be used to generate initial conditions for a Newton-Raphson scheme to locate unique saddles. The blackened dots show the locations of the real parts of the 9 associated saddles’ complex final phase space points contributing to $\phi(x = 0.3\tau)$ (the initial conditions follow by back propagating a time $3\tau$). An analogous statement applies to the $t = 1\tau$ figure on the left.

It also lends itself to a prescription for identifying the phase space directions of fastest dispersion thereby indicating the directions that are unnecessary for developing the foliations for the quantity of interest [21]. In this way, problems with large numbers of degrees of freedom can be reduced to vastly fewer numbers. This effective dimensional reduction makes it possible to treat fully more complicated dynamical systems. Even if many degrees of freedom are active in this sense, they usually separate out in time scales. Thus, one can successively add directions as time increases, but start with just one or two. For many problems, being able to go to intermediate time ranges beyond the Ehrenfest scale is sufficient [15].

G. Complications due to complexifying the classical dynamics

There are a number of complications arising if classical dynamics are analytically continued to complex phase space variables. One of the most significant considerations is the existence of singular orbits, i.e. orbits that acquire infinite momenta in finite propagation times [10]. If time is also allowed to be complex so that a path can be defined to avoid the singular real time point, there may exist multi-sheeted functions describing the dynamics [32, 33]. Numerically for the quartic oscillator, important dynamical quantities such as position, momentum and classical action are not multi-valued functions of time. This is consistent with it possessing the Painlevé property in which solutions of a differential equation have no movable branch points. In this sense, for the pure quartic oscillator the singularities are isolated poles in a complex propagation time space.

On the other hand, these singularities must come in continuous families. Consider a trajectory which becomes singular exactly at a propagation time $t_0$. Differentially nearby will be other trajectories that become singular at real propagation times of $t_0 \pm \epsilon$. By following the changing initial conditions for a singular trajectory continuously as the propagation time varies from $t = 0$ to $t = \infty$, they can be associated to a continuously shifting set of initial conditions. This is illustrated for the quartic oscillator in Fig. 4. For the real and imaginary parts of positions on the initial manifold, the real part of the final position is contoured and shown as a density plot (the complex momentum initial condition for each point in the figure can be deduced from Eq. (8)). The trajectory calculations fail in the immediate neighborhood of singular trajectories. This shows up as extremely narrow cones devoid of data, which correspond to sets of initial conditions for trajectories that come too close to singular trajectories for any time up to the final propagation time of $3\tau$.

Mathematically, the narrow cones would be lines. All such lines appear to emanate from one of two limiting points and they extend closer to those particular points as longer propagation times are considered. However, the
In the next section, one particular subregion plays an important role. Finally, note that for systems which do possess branch cuts (i.e. multi-sheeted functions describing the dynamics), it would be much more difficult to delineate subregions than for the quartic oscillator. We leave this for future study.

H. Features and accuracy of the semiclassical approximation

Even though semiclassical methods seem to be applied most often to make qualitative physical arguments, it is important to point out that their full implementation in detail leads to very quantitatively accurate approximations for systems in the appropriate limits, e.g. short wavelength or large particle number limits. For example, coherent state propagations in Bose-Hubbard lattices with many sites are accurately reproduced well past the Ehrenfest time scale [15].

The accuracy of the semiclassical approximation is illustrated in Fig. 5 for the much simpler quartic oscillator where it is possible to compare the full propagated wave function with its GGWP approximation. For this example, it is easier to ensure that all the physically relevant saddles have been identified. The distorted 5r spiral of Fig. 3 implies 9 foliations, each one’s boundaries approximately given by classical turning points; see Fig. 5 ahead in the companion paper where the foliations are labeled. It is also straightforward to ensure that saddles on the wrong side of Stokes lines are excluded. In Fig. 5, the real and imaginary parts of the contributing saddles’ classical actions are shown as a function of position and labeled by their respective associated foliation before the comparison. Note that the foliation label remains valid beyond the turning point caustic positions where exposed saddles become hidden. The transition point from exposed to hidden also marks a distinct change in the behaviors of the real and imaginary parts of the classical actions.

It turns out that all of the potentially, physically relevant exposed and hidden saddles reside within the central vertical subregion of Fig. 4. Let’s call it the classical zone. Not a single physically relevant saddle, exposed or hidden, comes from any other subregion; we suspect that this is true more generally than just for the quartic oscillator. A curious feature of the classical zone boundary for the quartic oscillator is that each point on it can be thought of as a limiting or accumulation point of an infinite sequence of points from an infinity of lines passing by getting ever closer to the boundary. At least for the quartic oscillators, the saddles tend to be well away from these complicated boundary zones.

Just for emphasis, all exposed saddles reside within the classical zone and that means an infinity, even those contributing vastly too little to be physically relevant. Since they are exposed though, it is straightforward to implement a cutoff on their physical relevance based on

![Diagram](image-url)

**FIG. 4.** Contours of the final position $x$’s real part as a function of the trajectory initial conditions on the initial wave packet’s Lagrangian manifold. Real and imaginary parts of $\rho_0$ follow using Eq. (8) with the parameters of Eq. (6); a similar figure (Fig. 3) was given in [10]. The black dot near $\theta$ indicates the real initial condition of the Wigner density centroid. The initial conditions of exposed saddles associated with foliations (6), (7), (8) as a function of the propagated wave function's position $x$ appear as nearly vertical solid lines perpendicular to the contour lines of $Re x$; they are located on $Im x = 0$ contours which are not shown. The transition from exposed to hidden occurs at the avoided crossing of two saddles from different foliations, which occurs near the classical turning point of the distorted 5$\pi$ spiral. The solid line turns to dashed or dotted where it transitions to hidden. The dashes are for saddles that crossed a Stokes line and must be excluded.

precise structure of the dynamics for $q$ in the neighborhood of $(0,0.625)$ is quite complicated and difficult to discern precisely. Modulo the difficulties in the immediate neighborhood of these points for long times, this Lagrangian manifold for the initial coherent state defined by Eq. (5) and (6) can be partitioned into an infinity of subregions by delineating the boundary of each region with the lines of singular trajectory initial conditions. Within any given subregion, the initial conditions can be varied continuously without encountering a singular trajectory.
of the classical actions are changing relatively slowly (real parts relatively quickly) as a function of position. Also, the contribution of the hidden saddles are imperceptible there, i.e. the saddles on the correct side of Stokes lines and possessing the opposite behavior in their real and imaginary parts as the exposed saddles’ actions.

Away from the center, the number of exposed saddles diminishes as various turning points in the real classical dynamics are surpassed. Some of the hidden saddles begin to get comparable in magnitude to the remaining exposed saddles and even further out dominate the contributions to the wave function. The left side of the wave function is magnified to illustrate these points in

the weighting of the classical reference trajectories used to locate them. For example, the set of saddles associated with just the nine foliations arising from within the Wigner transform’s $5\sigma$ contour are all within just the part of the classical zone limited by $-0.625 \leq Im(q_0) \leq 0.625$ ($= 5/\sqrt{2\theta_0} = 5/8$). Any saddles from outside this restricted subregion, contribute much less than any of the dominant saddles from within. This has the practical consequence of eliminating almost all of the Lagrangian manifold from the search technique to be used to solve the two-point boundary value problem, and therefore is a great and essential simplification.

In the central region of the propagated wave function of Fig. 5, the exposed saddles dominate the contributions of the hidden saddles. Even some of the exposed saddles included are contributing with very small magnitudes. The exposed saddles are the ones whose imaginary parts of the action are changing relatively slowly (real parts relatively quickly) as a function of position. Also, the contribution of the hidden saddles are imperceptible there, i.e. the saddles on the correct side of Stokes lines and possessing the opposite behavior in their real and imaginary parts as the exposed saddles’ actions.

FIG. 5. Comparison of the quantum propagation of a wave packet and the GGWPD approximation. The particular wave packet illustrated is the one defined by Eq. (5) and (6) propagated for $3\tau$. The lower two panels show the imaginary and real parts of the classical actions, respectively. The dashed and dotted lines indicate where saddles become hidden. The (avoided) crossing marks the transition in how quickly the real and imaginary parts of the classical action are changing as a function of $x$, respectively. The dashed line indicates a saddle has crossed a Stokes line, which is indicated here by a crossing of the real parts of two classical actions, and must be excluded. The dotted lines indicate hidden saddles, which can be included, and may be physically relevant if the imaginary parts of their actions are not too large.

FIG. 6. Expanded view of the left side of Fig. 5. The propagated wave function decreases quite a bit to the left of where foliations $8$ and $9$ switch from exposed to hidden. Just to the left of this switch, the hidden saddle $8$’s contribution is just as significant as those of the exposed saddles $9$ and $11$, whereas $9$ has crossed a Stokes line and ceases to contribute. Foliations $9$ and $11$ are from larger-than-$5\sigma$ contours, not plotted in Fig. 3 and Fig. 5. The semiclassical inaccuracies seen where $9$ and $11$ cross Stokes lines can be healed (uniformized) following Berry’s prescription [34].
Fig. 6. In the upper panel, the logarithm of the propagated wave function magnitude is plotted. This makes the alternation of oscillatory and exponential-like decay behaviors clearly visible. On the right, the exposed saddles of foliations 8 and 9 are the dominant contributions and they create an oscillatory “plateau” in which the overall magnitude is barely changing. Just beyond $x = -10$, they pass a caustic where they both convert from exposed to hidden. Foliation 9’s saddle contribution must be thrown away (Stokes phenomenon) and only foliation 8’s saddle contribution kept. This creates a “shoulder” of exponential-like decay because its imaginary action is changing rapidly, but not its real part. Its contribution dominates up to the point where its decay renders it smaller than the magnitude of the next plateau created by the exposed saddles 10 and 11. This circumstance repeats itself further to the left where 10 and 11 pass a caustic and convert to being hidden. This exponential-like decaying behavior cannot be described properly based only on real classical transport processes. Thus, the hidden saddles are responsible for properly describing tunneling effects in the evolution of wave packets.

This point where two saddles nearly coalesce and convert from being exposed to hidden can be defined more precisely by where the real parts of their actions cross [10]. Unlike in ordinary WKB where the coalescence is perfect at classical turning point caustics, for coherent states and wave packets generally the real and imaginary parts of the classical actions do not cross at the same point and in that sense these are just near coalescences that appear as avoided crossings. Even the small inaccuracies due to discontinuously dropping a saddle can be improved upon following a uniformization prescription due to Berry [34]. The upshot is that GGWPD carried out in full is highly accurate for the entire propagated wave function including the exponentially decaying tails, and even the most troublesome locations near caustics can be improved through uniformization techniques.

### III. JUSTIFICATIONS FOR IMPLEMENTATION STRATEGIES AND HIDDEN SADDLES

The focus of this section is justifications of off-center, real trajectory methods [23, 25], implementations of GGWPD [15, 18–20], and incorporating hidden saddles. These techniques have used reasonable, physically motivated, but heuristic arguments and numerical evidence to support their developments. However, certain concepts such as the already mentioned idea of a complex phase space point being near [18] a real one are somewhat vague or misleading. It is possible to add some precision to such ideas.

### A. Nearness of complex to real trajectories

We have thought of three somewhat related possible avenues of adding precision to the concept of nearness between a complex and real trajectory.

1. The first route is to insist that “nearby” means a Newton-Raphson search beginning from a real reference trajectory taken from some particular foliation generated by the dynamics converges to a unique complex saddle trajectory that can consequently be associated with that foliation. After all, with some small technical modifications, this is how the exposed saddles are identified [18, 20, 21]. The complex saddle trajectories do not have to possess tiny imaginary parts for this to happen, but they do have to shadow their real trajectory counterparts in the sense that the stability matrix relation, Eq. (12), holds between the saddle and reference trajectories.

2. A second route, which we find a bit more compelling, is related to how the saddle point approximation is carried out. It involves a locally quadratic expansion of some very complicated action function about a point for which the linear term vanishes. However, inside a domain in which this function is behaving quadratically enough, an expansion about any point inside that domain is possible to describe the behavior of that function. For the action functions of dynamical systems these domains tend to be highly asymmetric. One direction in the domain may be very "compressed", whereas another is quite "elongated", which, of course, complicates the indeterminate idea of “near”. There are exposed saddles with imaginary parts of their initial conditions approaching infinity as well. Nevertheless, the quadratic expansion is used as an approximation locally for the purposes of integration (usually with the limits extended to $±∞$). The only distinction between the two approaches is that, except for the expansion made exactly at the saddle point, there exists a linear term. Incorporating the linear term into the Gaussian integral being performed would lead to the exact same value for a perfectly quadratic function, and gives nearly the same result if the function is sufficiently quadratic locally.

Therefore, a second definition of the complex saddle trajectory being near a real trajectory is that the Gaussian saddle integration gives the same result as the Gaussian integration using the related neighboring real reference trajectory as an expansion point and incorporating the non-vanishing linear term. Adopting this definition, the off-center real reference trajectory method is partly a poor man’s GGWPD in which one does not bother with performing the Newton-Raphson search to find the true saddle point, but each contribution from the
Gaussian integrals expanded about a real trajectory gives essentially the same result as the Gaussian integral performed at the real trajectory’s associated saddle point. It is important to note that this does not imply that the complex saddle is near a real point. It can have very large imaginary components of position and momentum. If a real classical transport pathway gives an extremely small contribution, then the complex saddle necessarily has a significant imaginary part of the complex classical action attenuating its contribution equivalently. It is also true that this necessarily excludes hidden saddles from the method. Therefore, one expects accurate approximations using the techniques of [22, 23, 25] where the quantum dynamics is not dominated by hidden saddle processes even though the true saddles are not being used.

3. A final third route for defining nearness begins with the observation that even though the saddles for wave packets generally do not coalesce exactly where a caustic is encountered, there would typically be a near coalescence, i.e. avoided crossing. As parameters are varied, a saddle remains exposed until a caustic of some kind is encountered and it switches to hidden status beyond the caustic. This would be expected to make the first route fail as well since a Newton-Raphson search beginning from a real trajectory would no longer have a unique saddle towards which it would converge. As one might have expected, the behavior of the real and imaginary parts of the saddle’s action function changes character beyond a caustic. Whereas, the real part of the action is varying rapidly along the exposed part of a foliation and the imaginary part relatively slowly, the opposite occurs for the hidden saddle, the imaginary part varies relatively rapidly, but not the real part. The saddle’s contribution switches from a rapidly varying phase to a rapidly diminishing magnitude as a function of the parameter. In Figs. 5, 6 it is clear where the transition between exposed and hidden occurs as the position is varied.

B. Incorporating hidden saddles

The semiclassical methods of [15, 18, 20, 21] are designed to locate the physically relevant subset of exposed saddles. The question which remains is how to identify physically relevant hidden saddles in cases where they must be found. They are particularly relevant where exponentially decaying behavior is dominant, such as in tunneling problems, but even in the simple quartic oscillator example, there are locations where hidden saddles give contributions as large as those coming from the most relevant exposed saddles, as mentioned previously. In such cases, they also need to be incorporated into the methods.

The technique proposed here relies on the general feature that the saddles do not coalesce exactly in the neighborhood of caustics. The idea is to begin with a complete set of exposed saddles, and then follow the complex saddles continuously as a function of the natural parameters. Since the saddles do not collide precisely, they can be followed through and beyond the caustic regions without ambiguity. As the parameters are changed slightly, the previous saddle is to be used as the input for a Newton-Raphson search instead of some real trajectory. If as a parameter shifts, a particular saddle crosses the boundary between being exposed and hidden, the Newton-Raphson search using real trajectory input would fail whereas a search using the neighboring complex saddle as input has no relevance to the concept of nearness to real dynamics. Thus, there is no convergence problem as one steps through the parameter variation. This is illustrated in Fig. 4 where the initial conditions for saddles associated with the foliations over a range of final position are shown. For each near approach of two exposed saddles, which is near a turning point caustic in this case, the exposed saddles become hidden and one of them crosses a Stokes line. The curvature of the avoided crossing introduces no problems to a Newton-Raphson search using the neighboring saddle as a starting point.

For the quartic oscillator this method identifies the most physically relevant hidden saddles, they all remain within the classical zone, and they even maintain a labelling with respect to the real classical foliations. The homogeneity of the quartic oscillator Hamiltonian makes it a particularly simple case. The problem of bald spots requiring complex time paths [28] does not arise for the quartic oscillator either. Parenthetically, continuous parameter variation would also work for locating hidden saddles behind bald spots, but it adds an additional continuous variation variable and one has to be aware of when a branch cut is being crossed. The idea of following exposed saddles through caustic regions is more general than just the turning point caustic example encountered here and extends to systems with more degrees of freedom, whatever their dynamics, integrable, chaotic or mixed [15, 20, 21]. Nevertheless, even without considering the bald spot problem, the hidden saddles are certainly a more complicated story in general as even the double well creates a number of foreseeable complications. For foliations whose trajectories pass near a caustic near the barrier multiple times in its history, it will be necessary to consider the crossing through the caustic (or barrier) at each instance, leading to a much larger multiplicity of hidden saddles.

IV. CONCLUSIONS

The semiclassical approximation can be extremely important in many physical contexts. Of particular interest in this paper are problems in which part of the analysis
concerns the propagation of Gaussian wave packets or coherent states in bosonic many-body systems. For nonlinear dynamical systems, the saddle point approximation leads to a two-point boundary value problem with an infinity of solutions, almost all of which are physically irrelevant. The practical problems with implementing the theory only mount further as a system’s number of degrees of freedom increases or the dynamics become chaotic. Two techniques, i.e. off-center real trajectory methods [23, 25] and using those resultant trajectories to identify physically relevant saddles [15, 18, 20, 21], are placed on a firmer foundation by showing how they are related to dynamical structure that partitions the Lagrangian manifolds underlying wave packet and coherent state propagation.

For a simple one degree of freedom dynamical system, the pure quartic oscillator, the wave packet / coherent state related Lagrangian manifolds can be partitioned into an infinite number of subregions by the lines of initial conditions of singular trajectories. One region in particular, here dubbed the classical zone, contains all the exposed and hidden saddles discussed here. The exposed saddles can be placed in a one-to-one correspondence with all the real classical transport pathways, and are straightforwardly located with a Newton-Raphson search technique fed by a single reference trajectory from each transport pathway. A simple criterion based on the real reference trajectory’s initial conditions and final phase point can be used to determine which saddles contribute sufficiently for them to be considered physically relevant. It only involves the differences between the initial phase space centroid and the initial conditions, and the final phase point and final centroid.

The hidden saddles, where relevant, cannot be identified this way. However, one can begin with the maximal set of exposed saddles (for the quartic oscillator this means setting the final position to zero) and vary the relevant parameters smoothly, here position. Following each exposed saddle continuously with final position leads eventually to a regime where that saddle cannot be found with a Newton-Raphson search using a real trajectory as initial input. Nevertheless, one can follow each saddle as it moves from an exposed region into a hidden one. Some of the hidden saddles found this way do cross Stokes lines and need to be thrown away, but that can be evaluated by calculating their complex action functions. For this simple dynamical example, all the physically relevant hidden saddles necessary to calculate the propagated wave packet / coherent state out in the exponentially decreasing tail regions are from the classical zone and could be found through real parameter variation of final position. This method would work in an identical way if the quantity of interest were the overlap of the propagated wave function with a final coherent state / wave packet. The parameter(s) varied would be the centroid of the final wave packet.

The dynamics of the pure quartic oscillator are extremely simple, not only because it is a one-degree-of-freedom system, but also because the potential is homogeneous. This gives rise to simple scaling relations between trajectories on any pair of energy surfaces. More general dynamical systems might be expected to give rise to further challenges not encountered in this simple example. Indeed, one issue that has been identified is the bald spot problem [10, 28]. This arises when a system possesses movable branch points as a function of initial conditions, which in turn may block the Newton-Raphson search scheme for saddles beyond some point as dynamical quantities are varied (such as the position variable in the propagated wave function). In these circumstances, complex time contours must be introduced in order to circumvent the branch points and locate the saddles “behind” the bald spots [28]. Thus, depending on the system, complex time may be unavoidable. Further complications may arise with the introduction of multiple degrees of freedom, where the dynamics may include KAM tori, chaotic regions, Arnol’d diffusion, etc... The off-center trajectory and exposed saddle methods have been shown to work in higher dimensional systems. Nevertheless, it is not known whether the partitioning of the Lagrangian manifold found here has a straightforward multi-degree of freedom generalization nor is it known whether the appearance of chaotic dynamics fundamentally alters the picture of a partitioned Lagrangian manifold. One natural extension of the current work would be to investigate the possibility of such higher dimensional partitions.
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