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Abstract

Acoustic features extracted from the speech signal can help in identifying speaker related multiple information such as geographical origin, regional accent and nativity. In this paper, classification of native speakers of South Indian languages is carried out based upon the accent of their non-native language, i.e., English. Four South Indian languages: Kannada, Malayalam, Tamil, and Telugu are examined. A database of English speech from the native speakers of these languages, along with the native language speech data was collected, from a non-overlapping set of speakers. Segment level acoustic features Mel-frequency cepstral coefficients (MFCCs) and $F_0$ are used. Accent partitioning of non-native English speech data is carried out using multiple classifiers: $k$-nearest neighbour (KNN), linear discriminant analysis (LDA) and support vector machine (SVM), for validation and comparison of results. Classification accuracies of 86.6% are observed using KNN, and 89.2% or more than 90% using SVM classifier. A study of acoustic feature $F_0$ contour, related to $L_2$ intonation, showed that native speakers of Kannada language are quite distinct as compared to those of Tamil or Telugu languages. It is also observed that identification of Malayalam and Kannada speakers from their English speech accent is relatively easier than Telugu or Tamil speakers.

1 Introduction

Identification of speakers, classification of their dialectal zones is important in a multilingual country like India (Bhattacharjee and Sarmah, 2012). Speaker uniqueness is manifested in both anatomical and learned traits. When the context is constrained, speaker characteristics can be used reliably to identify individuals (Arslan and Hansen, 1996). The accent is one of the glaring indications of linguistic and social background of a speaker. Studying the characteristics of dialect on a phonetic or phonemic level belongs to accent recognition (Mittal et al., 2014). Earlier studies have concluded that native language ($L_1$) affects the speaker’s traits of their second language ($L_2$) (Ghorbani et al., 2018; Graham and Post, 2018). Analysis and classification of utterances that belong to specific groups of learners is the main objective of Native Language Identification (NLI) (Nisioi, 2015). However, there is very little research on the question of accuracy with which accent features can be used to identify a speaker’s regional or ethnic origin (Harper and Maxwell, 2008). A solution to the problem of regional accent classification across English speaking South Indians is attempted in the present research, using a specifically developed corpus.

Discriminative classifiers based on characterizing acoustic differences across foreign accents can be employed to direct an accent dependent recognition system (Omar and Pelecanos, 2010; Ikeno and Hansen, 2006). Systems with an automatic evaluation of non-native speech, which includes characteristics of the mother tongue will have better performance over similar algorithms that depend upon target languages (Qian et al., 2017). This is particularly true when the text uttered is unknown. Native listeners are mostly aware of the speaker’s regional accent and also the social or geographical subgroup within the region (Hanani et al., 2013). Automatic speaker characterization is vital in real-world applications and the advantages are widely open (Zampieri et al., 2017; Krishna and Krishnan, 2014).

Pattern recognition approach of collecting data, extracting suitable features, and training classification module using machine learning is a powerful tool in applications like Computer-Assisted-Pronunciation-Training (CAPT) programs. Acoustic descriptors are critical in tasks
Table 1: Summary of data used for training and testing: (a) attributes (b) values for training set and (c) values for testing set

| (a) Attributes | (b) Training set | (c) Test set |
|----------------|------------------|--------------|
| Total number of speakers | 60 | 75 |
| Speakers per language group (KAN, MAL*, TAM, TEL) | 20 | 25 |
| Speech duration per speaker | 300 sec | 60 sec |

Note: *MAL-Malayalam data set is used only in tests related to cepstral features.

such as sound classification (Day and Nandi, 2007). State-of-the-art Accent Identification (AID) systems widely rely on spectral acoustic distribution for modeling the pronunciation. In applications like accent recognition, features distinguishing different phonemes of a language will be useful (Neumeyer et al., 2000). Language-specific differences in phonological development might be related to differences in phoneme and phoneme sequence frequency across languages (Ikeno and Hansen, 2006). Such variations are also represented by the intonation patterns of individuals (Mary and Yegnanarayana, 2008; Li et al., 2017). Apart from cepstral features that capture underlying acoustic characteristics, information from higher-level prosodic traits (Doddington, 2001; Malmasi and DRAS, 2017) were examined in the present study.

English is the most widely spoken second language in India and elsewhere in the world (Saha and Mandal, 2015; Guntur et al., 2018). Indian English has several varieties with their specific accents and phonological features and often a distinct lexicon. Research on spoken English of Indian speakers is urgently needed from a multidisciplinary perspective (Cheng et al., 2013; Krishna et al., 2019). Present work is aimed at comparing the acoustic properties that are likely to differ between English accents different groups of South Indian language of speakers. The non-native prosodic traits are a hindrance to proficiency in a second language ($L_2$), and also to the mutual understanding. Present work also examines the local prosodic changes in the non-native English speech, without incorporating any phonology of the specific languages. The ability to compensate against prosodic deviation during English production can be improved by identifying the articulatory gestures that emphasize the non-native speaker accent.

Table 2: Template of file naming for data recording

| Native language | Name | Age / Sex | File Name |
|-----------------|------|----------|----------|

The paper is organized as follows: Section 2 presents the details of the database, including the recording methodology. Section 3 describes acoustic and prosodic features used in foreign accent recognition. Section 4 describes the classification procedures employed in the NLI experiments. Section 5 gives the details of the experiments and results. Analysis of results of regional accent classification is given in section 6. Section 7 describes the key outcome and contributions. Conclusions drawn are given in Section 8.

2 Data Sets of 4 Indian Regional Languages

The main focus of current research work is on differentiating the regional non-native English accents of speakers, and also describing foreign accent in terms of a common set of fundamental speech attributes. A database has been specifically developed (G.Radha Krishna and Mittal, 2018) with native and non-native speech samples containing utterance by the speakers belonging to language groups Kannada (KAN), Malayalam (MAL), Tamil (TAM), and Telugu (TEL). Table 2 shows the template of file naming process.

2.1 Selection of Regional Languages

Among more than six thousand languages in the world, less than 10% of the languages are spoken by more than 90% of the people. Speakers and learners of the English language constitute a large proportion in countries like India, South Africa, and much of the developing world. India has distinct linguistic communities, each of which shares a common language and culture. English, Hindi and dominant local languages are spoken non-natively by a large number of Indians. In South Indian cities, many people speak at least two second languages. It would be beneficial if speech based systems can store models of all known languages and carry out the task of NLI automatically.
Table 3: Summary of speaker traits and related speech features (Day and Nandi, 2007).

| Speech characteristic | Speaker trait | Speech feature |
|-----------------------|---------------|----------------|
| Lexical, Syntactic    | Socio economic | Vocabulary, Word arrangement & grammatical cues |
| (Idiolect, Semantics, |               |                |
| Pronunciations,      | Educational status (Language use and sentence construction) |                |
| Idiosyncrasies)      |               |                |
| Prosodic              | Personality type, Parental influences | Durational features, Pitch dynamics, Energy (likely to be Text / time dependent). |
| (Rhythm, Intonation, |               |                |
| Articulation rate etc.) |             |                |
| Low level acoustic features | Anatomical structure of speaker's vocal apparatus | Short-time spectrum, Predictor coefficients, Intensity, Pitch. |

2.2 Speech Corpus Recording Methodology

The details of speech corpus developed for each of the languages is shown in Table 1. Native speech utterances of 20 speakers from each of the native language groups KAN, TAM, and TEL, each with a duration of 300 seconds formed the training set. English test samples for a duration of 60 seconds were collected from 25 speakers belonging to each of the four groups KAN, MAL, TAM, and TEL. As the sufficient number of native speakers of MAL are not readily available, it is included in the testing set only. The test utterances were recorded under identical conditions as training speech samples and there is no overlap between training and testing sets with respect to speakers and sentences. Each of the test samples is recorded for a duration of 60 seconds. The non-native English speech samples are collected from a set of speakers with nearly uniform geographical distribution within a region with an educational background of at least graduation, but who do not use English routinely.

Recordings of speakers were made in quiet office room conditions using Logitech h110 microphone and waveforms are sampled at a rate of 16 kHz. The recordings were made in a laboratory environment with written text, with negligible re-verification. The participants were asked to read aloud passages of a text from general topics. For applications like screening of non-native speech, read data can be used for both training and testing (Schuller et al., 2013). It is ensured that Gender weightages are equally distributed in training as well as testing data sets. The speakers in the training set are considered representative of the regional languages KAN, TAM and TEL. However, for testing set speakers of Malayalam were also included. These speakers are so chosen from language heartlands. The speakers in the test set are considered potential users of future systems augmented with automatic Accent Identification (AID) capability.

3 Features for Non-native Accent Partitioning

Understanding similar variations in foreign accents is a crucial factor for the development of an NLI system. The dominant articulatory traits of different languages are different (Koreman, 2018). In applications like accent recognition, features distinguishing different phonemes of a language will be useful (Li et al., 2013). The acoustic signature or the voice individuality of the speech signal are available as differences in transformations occurring at semantic, linguistic articulatory, and acoustic levels. Out of all the factors affecting speech, accent is a week factor in the sense that speech variation is not as evident as that due to speaker/gender.

Language-specific differences in phonological development might be related to differences in phoneme and phoneme sequence frequency across languages (Graham and Post, 2018). Speakers of the second language (SL) are expected to import certain patterns from their native language (NL)
which are audible in SL. The influence of the surrounding speech prosody on new-born cry melody has been shown (Monnin and Loevenbruck, 2010). The non-native speech detection is thus very challenging.

Characterization of a foreign accent is mostly based on either auditory analysis or manual transcriptions of deviations. The auditory spectrum is consistent with several phenomena observed in speech perception and is useful in automatic speaker independent speech recognition. Features used for nonnativeness detection include cepstral vectors, phone strings and a variety of prosodic features, but when used alone, systems based on acoustic features perform better (Shriberg et al., 2005). We can consider acoustic features, which are proxy of phonetic reproduction as acoustic-phonetic features (Li et al., 2013).

3.1 Acoustic Features

Earlier investigations on text-independent non-native speech tied to underlying native language structure are based on (i) Global acoustic distribution of phonemes (which requires no language knowledge) (ii) Different intonations corresponding to uniqueness in the manner in which articulators are manipulated. The shape of the vocal tract is manifested in the envelope of the short-time power spectrum (Reynolds and Rose, 1995). The attributes that contain speaker identifiability for machine as well as for humans are of interest (Zheng et al., 2007; Franco et al., 2000).

In this study, acoustic features used for phonetic modeling of the accent differences consists of the cepstral features: Perceptive Linear Prediction Coefficients (PLPs), Linear Predictive Cepstral Coefficients (LPCCs), and MFCCs (Hermansky, 1990; Luengo et al., 2008; Mittal and Yegnanarayana, 2013). The steps followed are shown in Figure 1. Given all the alternative spectral features based on LPC - cepstrum and FFT cepstrum for speaker recognition, MFCCs, give a highly compact representation of the spectral envelope of a sound (López, 2014). The LPCCs are known to capture extra information from a speech that discriminates different languages. The PLPs which take advantage of psychoacoustic principles are robust against noise. A hierarchy of speech characteristics, related speaker traits, and possible speech features are listed in Table 3.

3.2 Prosodic Features

The prosodic structure is a critical aspect of language contact and gives important information related to the speaking habit of a person (Kinnunen and Li, 2010; Farrús et al., 2010). The goal is to capture prosodic idiosyncrasies of speakers belonging to different native languages. Prosodic cues Stress, Rhythm, and Intonation are each complex entities expressed using (i) Pitch (ii) Energy (iii) Duration. Major text-independent features used in prosodic analysis are given in Table 4.

In this study Prosodic statistics were obtained by performing different measurements of pitch, which are derived supra segmentally. The power of accent in voice identification is investigated as explained below. A Generative model of pronunciation describes what is acceptable, and Discriminative model both acceptable and unacceptable pronunciation, and the pronunciation score is the direct output of the classification module.

Non-native prosodic traits limit proficiency in a second language ($L_2$). Prosodic phenomena located on word level and above, help listeners to structure the speech signal and to process the linguistic content successfully. Table 4 shows some of the features useful for detecting non-native speech without annotation of prosodic events. The
experiment by Rosenberg to foil a Speaker Verification system says that even an identical twin was unable to imitate the enrolled sibling well enough to get accepted by the system, tells the need to look at learned speaking behaviour.

4 Classification for Non-native Accent Partitioning

Speaker Classification can be conveniently defined as a grouping of speakers speaking in a similar manner, on the basis of acoustic characteristics (Chen et al., 2014). Classification of foreign accents directly from the acoustic features is attempted by using a test data set described in Table 1. The role of accent in voice identification is investigated as explained below. There exists a significant overlap between NLI approaches and computational methods for dialect and language identification (LID), and Support Vector Machine (SVM) classifiers are a very good fit for NLI (Zampieri et al., 2017).

4.1 Accent Partitioning using SVM Classifier

SVM is one of the most popular supervised classifiers on a wide range of data sets, which looks for a maximum-margin hyper plane for data separation (Wu et al., 2010; Bahari et al., 2013; Campbell et al., 2006). Accuracies of non-native accent classification were studied for the present problem by using the SVM classifier. The speech signal is first processed to extract attributes relevant to the foreign accent (Moustroufas and Digalakis, 2007). The most representative acoustic features, the LPCC, the PLP (Li et al., 2013) have been tested but were found to be less efficient. The input to the system is a 13 dimensional MFCC vector consisting of 12 cepstral coefficients and one energy coefficient. Thus the front end for the proposed classification system consisted of only 13 dimensional MFCC vector including \( C_0 \).
4.2 Intonation Analysis

Native traits located at a word and sentence levels help listeners structure the speech signal. In many approaches that apply prosody to either Language Identification (LID) or Speaker Recognition, extracted features are based on statistics of pitch / energy contour segments or piecewise linear stylization of pitch / energy contours. Intonation is a key expressive factor which can convey the intent of a speaker, contains a lot more information than words and utterance (Ward et al., 2017). Intonation is more used than energy and duration features in the context of prosody. Listeners can discern a speaker’s regional accent from intonation alone (Eady and Cooper, 1986; Tepperman and Narayanan, 2008).

Dynamics of $F_0$ contour corresponding to a sound is influenced by several factors such as the identity of the sound unit, its context, the speaking style of the speaker, intonation rules of the language, type of the sentence, etc. (Arias et al., 2010). The focus was mainly on the pitch since it is one of the most important characteristics of prosody and helps in predicting human intonation rating. These suprasegmental parameters can be used to model non-native English prosody (Hönig et al., 2012). In the present study, the main aim is to ascertain the influence of linguistic background on $F_0$ across regional varieties of English, future studies are planned to include the aperiodic components of excitation of expressive voices like Noh voice (Mittal and Yegnanarayana, 2015).

Table 5: Non-native Regional English Accent Classification accuracies using (a) k-nearest neighbourhood (KNN), (b) Linear Discriminant (LDA), and (c) SVM Classifier

| Classifier | (a) KNN | (b) LDA | (c) SVM |
|------------|---------|---------|---------|
| Accuracy   | 86.6%   | 82.5%   | 89.2%   |

5 Experiments and Results

To validate the hypothesis that the accent of the mother tongue is separable, experiments were performed to understand and to calibrate idiolectal differences in the non-native speech samples of the language groups KAN, MAL, TAM and TEL. The corpus is sampled at 16000 samples per second and the bit rate was 32 bits per sample. Silence removal has been implemented using a VAD algorithm (Kinnunen and Li, 2010). The feature vectors are computed over 20 msec windowed frames every 10 msec. Fourier spectra were computed for sequential frames 160 points apart by using a 320 point Hamming window. Finally Cepstral Mean Normalization (CMN) is applied by subtracting the mean value of each feature over the entire utterance. MFCCs are generated by windowing the signal, application of DFT, taking the log of the magnitude and warping the frequencies on Mel scale and finally application of DCT.

5.1 Non-native Accent Classification based upon Acoustic Features

Experiments were performed to establish the differences in the distribution of acoustic features in the non-native speech samples of four language groups KAN, MAL, TAM, and TEL. Graphical il-
lustration of accent partitioning on test data is shown in Figures 3, 4, 5, 6, 7, and 8. It indicates that the high classification accuracies are possible in the present task. Classification of foreign accents directly from the acoustic features is attempted, by using data set described in Table 1. Figure 9 shows the confusion matrix for best performing SVM classifier for the five class classification. Figure 11 shows the confusion matrix for the three class classification.

The confusion matrix indicates that the identification rates for Kannada and Tamil language speakers from their non-native English speech can be high compared to that of Telugu native speakers. The Receiver Operating Point Curve (ROC) shown in Figure 10 is a plot of true positive rate as a function of false positive rate, which is very close to the upper left hand corner, indicates that the classifiers can achieve good overall accuracies.

Verification of accent partitioning of non-native speech using a series of classification techniques: k-nearest neighbourhood, and Linear Discriminant Analysis was also implemented. English speech samples of the native speakers of KAN, MAL, TAM, and TEL are tested against standard English speech corpus using TIMIT corpus. The resulting accuracies are 86.6% when a KNN classifier is used, 82.5% when Discrimination classifier is used, and 89.2% using SVM classifier is used. These results are consolidated in Table 5. Figure 4, and 6 shows the corresponding confusion matrices, obtained during SVM classification.

5.2 Foreign Accent Discrimination based upon Prosodic Features

Experiments were conducted on native and non-native speech samples of bilingual and multilingual speakers. The pitch frequency was extracted using the “pitch contour” function of the Wave Surfer software, and $F_0$ data was extracted. Typical waveform showing the non-native speech by a female Kannada speaker and the pitch contour were shown in Figure 2. The speakers in this study were asked to speak in their mother tongue or in English, and 20 exemplars were analysed from each group KAN, TAM, and TEL. In few cases the same speakers have spoken in other Indian language of the neighbouring state.

The difference in $F_0$ contour between native and non-native speech for speakers from each group has been tested. These results shown in Table 6 clearly indicate that the mean value of non-native pitch is markedly high in the case non-native speakers in all the three groups. The percentage deviation from native language to English speech for a group of 20 speakers in each of the three languages has been estimated and is presented in Table 7. It is evident from the scores presented in Table 7 that the dynamic variation of pitch is the least at 3.7% for the regional variant of KAN speakers, which is significantly less when compared to 9.5%, and 27% corresponding to native TAM and TEL speakers respectively.
Table 6: Mean (µ) and SD (σ) of Pitch variation of single speaker from three groups of native speakers when speaking (a) Native Language (NL) (b) English (c) Other South Indian language (OSIL)

| L1 | LANGUAGE SPOKEN | (a) NL | (b) English | (c) OSIL |
|----|-----------------|-------|-------------|----------|
|    | µ               | σ     | µ            | σ        | µ      | σ        |
| Kan| 214             | 32.2  | 254          | 32.3     | 235    | 32.4     |
| Tam| 227             | 21.7  | 248          | 28.9     | 230    | 30.6     |
| Tel| 133             | 21.5  | 157          | 22.9     | 150    | 26.3     |

6 Analysis of Results

- Figures 3, 4, 5, and 8 reveal that the English spoken by native Kannada and Malayalam speakers is distinct than native Tamil or Telugu speakers, when compared to standard English.

- Accent partitioning experiments from a short utterance of 60 seconds of test data, indicates the suitability of the SVM classifier, as can be seen from accuracies shown in Table 5.

- Figure 1 reveals that the English spoken by Telugu native speakers are marginally closer to standard English, compared to that of Kannada and Malayalam language speakers.

- Higher mean values of the non-native pitch shown in Table 6 indicates the accommodation of speakers of all native languages to suit different social groups.

- Table 7 shows that English speakers of Tamil and Telugu would produce statistically significant higher pitch contour deviations than KAN speakers.

7 Key Outcome and Contributions

- A framework to handle the deviations of $L_2$ influenced by closely related $L_1$s and to achieve better performance for a given NLI task, even with fewer features is proposed

- Current study is significant when the target languages are linguistically close, and large resources of spoken English are not available

- Prosodic differences across the South Indian English accents has been experimentally illustrated, which is useful in automatic intonation classification for $L_2$ speech acquisition.

Table 7: Percentage increase in Standard Deviation of pitch contour from native language speech to English speech (using two non-overlapping sets of 20 speakers from each native language group Kannada, Tamil, and Telugu).

| Language group | Male | Female | Average |
|----------------|------|--------|---------|
| Kannada        | 0.9  | 6.5    | 3.7     |
| Tamil          | 9    | 10     | 9.5     |
| Telugu         | 33   | 21     | 27      |

- Present work helps in accurate recognition of regional accent, that can improve the speech and speaker recognition system performance.

- Distinct pitch pattern variations in non-native English speech by Malayalam, and Kannada speakers compared to that of Tamil and Telugu varieties can help in distinguishing them.

8 Conclusion

It can be concluded that the regional native language classification has been achieved with an accuracy of nearly 90%, by using the acoustic distribution of cepstral features on the four types of non-native South Indian English speech. It is known that systems make more mistakes among regionally close languages. Accent differences among the non-native speakers are reflected as the deviation of $L_2$ influenced by $L_1$ on prosodic level. Studies carried out based on intonation distribution indicates that English speaking South Indian groups corresponding to Kannada, Malayalam, Tamil, and Telugu are clearly divided as per their native languages. Prosodic differences in the native and English speech by South Indian speakers were detected without annotation. Present method can potentially be applied to other languages like Hindi, and in addressing the important question of finding a universal feature set for identifying the non-native speech.

Present research is useful in applications such as voice based wireless services like mobile health care, agriculture. Automatic accent characterization can also be applied to fields such as sociolinguistics and speech pathology. Future work can employ different speech styles, and characteristics of speaker population to be carefully scrutinized, and also by including multi-disciplinary information. Further, the results can be extended to separating language families and also for rating $L_2$ proficiency.
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