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Abstract
Cybersecurity protects and recovers computer systems and networks from cyber attacks. The importance of cybersecurity is growing commensurately with people’s increasing reliance on technology. An anomaly detection-based network intrusion detection system is essential to any security framework within a computer network. In this article, we propose two models based on deep learning to address the binary and multiclass classification of network attacks. We use a convolutional neural network architecture for our models. In addition, a hybrid two-step preprocessing approach is proposed to generate meaningful features. The proposed approach combines dimensionality reduction and feature engineering using deep feature synthesis. The performance of our models is evaluated using two benchmark data sets, namely the network security laboratory-knowledge discovery in databases data set and the University of New South Wales Network Based 2015 data set. The performance is compared with similar deep learning approaches in the literature, as well as state-of-the-art classification models. Experimental results show that our models achieve good performance in terms of accuracy and recall, outperforming similar models in the literature.
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Introduction
Network intrusion detection systems (NIDS) are essential information security tools. They are used to detect malicious activities in computer networks. An NIDS is designed to monitor traffic traveling through the network. When an attack or a violation is detected, an NIDS raises an alert to notify the network administrator to take the proper action.¹ It is important for organizations to have effective network security measures in place to protect their valuable information, business reputation, and continuity. Combined with other traditional security tools, such as firewalls, access control systems, and antivirus software, NIDS are used to protect information and communication systems against attacks.²

In the literature, NIDS are classified into either signature-based NIDS (SNIDS) or anomaly detection-based NIDS (ADNIDS).³ SNIDS, also called misuse detectors, are used when there exists a list of predefined attacks. They work by checking the traffic against the existing attack list. Research suggests that SNIDS are effective for detecting known attacks and have less false-alarm rates than ADNIDS.³

However, when it is required to detect new types of attacks, SNIDS becomes less effective.³ This problem is solved by switching to ADNIDS, which are able to detect unusual traffic patterns. ADNIDS are more effective at detecting attacks that have not been previously observed. While these systems have a higher false-positive rate than SNIDS, they have gained wide acceptance in the research community on the grounds that they are theoretically capable of detecting new forms of attacks.³

For an NIDS to detect intrusions, it considers network traffic-related features, such as duration, source address, protocol, and flag. It should then detect attacks accurately with a minimum of false alarms. In general, network intrusion detection can be formulated as a
classification problem. An NIDS might classify a connection as normal or as an attack, called binary classification, or alternatively, classify a connection as normal or attack, while specifying the type of attack, called multiclass classification.

Research in intrusion detection systems (IDS) began in the 1980s, and ever since many algorithms have been used to build ADNIDS. Traditional machine learning algorithms such as random forests (RF), self-organized maps, support vector machines (SVM), and artificial neural networks (ANN) have been widely used in developing ADNIDS. However, as data sets are evolving in terms of size and type, traditional machine learning algorithms become increasingly unable to cope with real-world network application environments.1

Despite several decades of research and applications in IDS, there are still many challenges to be addressed. In particular, better detection accuracy, reduced false-positive rates, and the ability to detect unknown attacks are all required.4,5 Recently, researchers have effectively employed deep learning-based methods in a range of applications, including image recognition,6 emotion detection,7 and handwritten-character recognition.8 Deep learning has the ability to identify better representations from raw data,9 compared with traditional machine learning approaches.

The key motivation for this work is to address these challenges. An effective model is a function of both a robust machine learning algorithm and a representative data set with relevant features. We aim to overcome the shallow learning problem via developing a deep learning-based model for ADNIDS, with the objective of classifying novel attacks by examining the structures of normal behavior in network traffic, while improving detection accuracy and reducing the false-positive rate. Feature engineering is the process of creating new and meaningful features from raw ones. The goal of feature engineering is to exploit the most relevant features for improved model performance. We investigate feature engineering compared with a simple two-dimensional (2D) representation of hand-crafted features. In addition, we wish to compare the efficacy of two deep learning approaches, namely fully connected deep neural networks (DNNs) and convolutional neural networks (CNNs), at detecting network attacks, to establish the appropriate approach for ADNIDS.

This research presents the following contributions to the literature: (1) a hybrid two-step preprocessing approach that combines dimensionality reduction and feature engineering using deep feature synthesis (DFS),10 (2) a novel binary classification ADNIDS based on DNNs, (3) a novel multiclass classification ADNIDS based on DNNs for network intrusion detection, and (4) to the best of our knowledge, this is the first work studying the efficacy of skip connections to augment network architecture for anomaly detection, and finally, (5) this article presents a comparison of deep architectures for ADNIDS. We use a CNN architecture, and we evaluate the performance of our proposed models using two benchmark data sets: the network security laboratory-knowledge discovery in databases (NSL-KDD)11 and University of New South Wales Network Based 2015 (UNSW-NB15)12 data sets. We compare our results with similar deep learning approaches and state-of-the-art classification models. Our proposed models achieved high accuracy and precision values, outperforming other models in the literature, and are designed to deal with the binary and multiclass classification problems.

The rest of the article is organized as follows: The Related Work section covers the previous studies in the area of anomaly detection using deep learning and machine learning techniques. In the Methods section, an overview of our proposed models for ADNIDS is presented. In the Results section, experimental settings and performance measures are outlined, and then, we present our performance evaluation. Our conclusions and planning for future work are provided in the Conclusion section. We provide a list of acronyms used in this article in Table 1. The Appendix A1 presents some background information on preliminaries and deep learning methods.

### Table 1. Nomenclature of abbreviations

| Acronym | Definition |
|---------|------------|
| ADNIDS  | Anomaly detection-based intrusion detection system |
| ANN     | Artificial neural networks |
| BFGS    | Broyden–Fletcher–Goldfarb–Shannon |
| CNN     | Convolutional neural network |
| DFS     | Deep feature synthesis |
| DNN     | Deep neural network |
| FC      | Fuzzy clustering |
| GRU     | Gated recurrent unit |
| LSTM    | Long short-term memory |
| MNB     | Modified Naive Bayes |
| NDAE    | Nonsymmetric deep autoencoder |
| NIDS    | Network intrusion detection system |
| NSL-KDD | Network security laboratory |
| PCA     | Principal component analysis |
| ReLU    | Rectified linear unit |
| RF      | Random forests |
| RNN     | Recurrent neural networks |
| SNIDS   | Signature-based network intrusion detection system |
| SOM     | Self-organized maps |
| STL     | Self-taught learning |
| SVM     | Support vector machines |
Related Work
NIDS play an important role in network security by monitoring traffic traveling between all devices on the network. The problem of identifying abnormal network traffic has been widely studied in the literature, and many machine learning algorithms have been used, such as Naive Bayes (NB), ANN, and fuzzy clustering, SVM.

Although traditional machine learning techniques have been widely used to detect network attacks, they still require significant preprocessing. Such algorithms require feature engineering and assume the availability of handcrafted features. However, with fast-paced technological advancements, the size of everyday data sets available to organizations is growing. Thus, shallow learning with traditional machine learning algorithms may not be suitable to deal with real-world environments since it relies on high levels of human involvement in data preparation. In addition, these techniques have the disadvantage of low detection accuracy. Deep learning has emerged recently and demonstrated success in many real-world problems. It has the ability to automatically capture features and correlations in large data sets.

Aldweesh et al. presented a survey on deep learning approaches for anomaly-based intrusion detection systems, including a taxonomy of various IDSs and future research directions. A review of IDS based on deep learning approaches by Ferrag et al. also presented the various data sets used in NIDS and the performance of seven deep learning models under two new real traffic data sets.

A highly scalable and hybrid DNN framework called scale-hybrid-IDS-AlertNet was proposed in the study by Vinayakumar et al. The framework may be used in real time to effectively monitor network traffic to alert system administrators to possible cyber attacks. It was composed of a distributed deep learning model with DNNs for handling and analyzing very large-scale data in real time. The authors tested the framework on various data sets, including NSL-KDD and KDD’99. On NSL-KDD, the best F-Measure for binary classification was 80.7% and 76.5% for multiclass classification.

A DNN model was proposed by Tang et al. to detect anomalies in software-defined networking context. Basically, a simple DNN was used with an input layer, three hidden layers, and an output layer. Training was conducted using the NSL-KDD data set. With six features, the model achieved an accuracy value of 75.75% in the binary classification problem.

A self-taught learning (STL) deep learning model for network intrusion detection was proposed by Javaid et al. The first component of the model was the unsupervised feature learning, in which a sparse autoencoder was used to obtain feature representation from a large unlabeled data set. Then, the second component was an ANN classifier that used Softmax regression classification. Using the NSL-KDD data set, the model obtained accuracy values of 88.39% and 79.10% for two-class and five-class classification, respectively.

Yin et al. proposed a model for intrusion detection using recurrent neural networks (RNNs). RNNs are especially suited to data that are time dependent. The model consisted of forward and back propagation stages. Forward propagation calculates the output values, whereas back propagation passes residuals accumulated to update the weights. The model consisted of 20 hidden nodes, with Sigmoid as the activation function and Softmax as the classification function. The learning rate was set to 0.1, and the number of epochs to 50. Experimental results using the NSL-KDD data set showed the accuracy values were 83.28% and 81.29% for binary and multiclass classification, respectively.

Deep learning and traditional machine learning can be hybridized to improve intrusion detection accuracy. A combination of sparse autoencoder and SVM was proposed by Al-Qatf et al. The sparse autoencoder was used to capture the input training data set, whereas the SVM was used to build the classification model. The model was trained and evaluated using the NSL-KDD data set. The obtained accuracy values were 84.96% and 80.48% for two-class and five-class classification, respectively. These results outperform the performance of traditional methods, such as J48, naive Bayesian, RF, and SVM.

Shone et al. also combined deep learning and traditional machine learning algorithms. A nonsymmetric deep autoencoder (NDAE) was used for unsupervised feature learning. Then, an RF was used for the classification task. Two NDAEs were arranged in a stack, where each NDAE was composed of three hidden layers. In each hidden layer, the number of neurons is the same as the number of features. The KDD’99 data set was used to evaluate the model. Results showed an accuracy of 97.85% for five-class classification.

The effectiveness of several deep learning algorithms in classifying the KDD’99 data set was assessed by Vinayakumar et al. The authors tested CNN and
the combination of CNN with other architectures, such as RNN, long short-term memory (LSTM), and gated recurrent unit. Experimental results showed that the CNN-LSTM outperformed other network structures in multiclass classification, whereas the simple CNN surpasses all other network structures in binary classification. The CNN-LSTM obtained accuracy values of 96.4% and 98.7% for two-class and five-class classification problems, respectively.

Li et al.\(^27\) presented an image conversion method for NSL-KDD data. The preprocessing stage converts various feature attributes into binary vectors, and then, the data are converted into an image. Several experiments were carried out for the binary classification problem using two CNN models: ResNet-50 and GoogLeNet. Using NSL-KDD 'Test', ResNet-50 obtained an accuracy value of 79.14%, whereas GoogLeNet achieved 77.04% accuracy.

Wu et al.\(^28\) built a CNN and an RNN for the classification of the NSL-KDD data set. The authors focused on solving the data imbalance problem by using the cost function-based method. The cost function weight coefficients of each class are set based on the training sample number. The reported accuracies of the deep learning models outperformed traditional machine learning algorithms, such as J48, NB, NB tree, RF, and SVM. However, the accuracy of the CNN model was slightly lower than that of the RNN model.

Altwaijry et al.\(^29\) developed an intrusion detection model using DNN. The proposed model consisted of four hidden fully connected layers and was trained using NSL-KDD data set. The DNN model obtained accuracy values of 84.70% and 77.55% for the two-class and five-class classification problems, respectively. The proposed model outperformed traditional machine learning algorithms, including NB, J48, RF, Bagging, and Adaboost in terms of accuracy and recall.

Although deep learning has demonstrated success in many applications, its performance is not ideal when dealing with small or unbalanced data sets.\(^4\) Tavallaee et al.\(^11\) observed that the KDD’99 data set has redundant records, in both the train and test sets. This implies that reported accuracy values for the majority of models in the literature may not be representative of the performance of the models on real-world data. We believe that most classifier’s performance (on KDD’99) would degrade when tested on the NSL-KDD data set. The performance of published ADNIDS models using balanced and representative data sets is yet to be investigated.

In addition, research efforts in developing ADNIDS models using machine learning or deep learning techniques show that better results are obtained in the binary classification of intrusions compared with multiclass classification.\(^11\) In general, the performance of ADNIDS machine learning models for multiclass classification is not satisfactory. Thus, the ADNIDS problem remains an open problem.

A more recent trend sees ADNIDS researchers studying the applicability of the proposed models to real-world data sets. For this reason, we choose to study the performance of our models on NSL-KDD, an unbiased but old data set, to validate our model with known works, and UNSW-NB15,\(^12\) a more recent data set that is representative of real-world data.

**Methods**

In this study, we use a CNN architecture to build binary and multiclass classification models for ADNIDS. CNNs are one of the best learning algorithms that are capable of understanding complex structures and have shown excellent success in tasks related to image segmentation, object detection, and computer vision applications. The key benefit of CNNs is their power to leverage spatial or temporal correlation in data. CNNs have also been used in the context of intrusion detection for both feature extraction and classification.\(^21\) Fewer parameters are required in a CNN compared with other deep learning architectures. Thus, model complexity is reduced, and the learning process is improved. In the following subsections, we describe the data sets, preprocessing, and the architectures of our proposed models.

**Data set description**

This research is carried out over two data sets: the NSL-KDD data set\(^11\) and the UNSW-NB15 data set.\(^12\) In the next sections, we briefly describe the characteristics of our chosen data sets. A more in-depth treatment of the data sets is available in Appendix A1.

Network security laboratory-knowledge discovery in databases. The NSL-KDD data set is an improved version of the KDD’99 data set.\(^11\) It is a smaller data set that provides better evaluation of classifiers since redundant records are removed.\(^11,30\) Redundant records cause learning classifiers to be biased toward the more frequent records during training, as well as increasing classification accuracy whenever these same records appear in the test set. The training set KDDTrain\(^+\) contains...
125,973 records, and the testing set KDDTest+ contains 22,544 records. The data set simulates the following types of attacks: denial of service (DoS), Probing, user to root attack (U2R), and remote to local attack (R2L). The testing set has some specific attack types that are not present in the training set, thereby allowing realistic intrusion detection system evaluation. Each record in the NSL-KDD data set has 41 features, divided into 3 groups: Basic features are derived from transmission control protocol/internet protocol (TCP-IP) connections, traffic features are collected from window intervals or the number of connections, and content features are taken from the application layer data of connections.

The third model achieved the best performance with regard to classification in both the binary and multiclass classification cases, and as such, we chose it as our basic architecture. Next, we set our hyperparameters on this model. First, we run our model for 10 epochs and monitor the performance as the learning rate is varied in the following set \(0.0001, 0.003, 0.009, 0.001, 0.003\). We set the learning rate to 0.001. Next, we experiment with rectified linear unit (ReLU), Parametric ReLU, and Leaky ReLU with values ranging from \([0.1 \text{ to } 0.3]\), and select Leaky ReLU with \(\alpha = 0.012\). Finally, we test the dropout rate in the following range \([0.1 \text{ to } 0.6]\), and select 0.3 as the best performing rate.

The number of epochs is set to 30; however, we employ early stopping, where we stop training when the performance accuracy on the validation set starts to degrade.

### CNN models

#### Data preprocessing.
Both NSL-KDD and UNSW-NB15 contain nonnumeric data. We preprocess our data in two ways and compare performance based on the different types of preprocessing.

**2D representation.** Here, the network connections are simply transformed into a 2D format suitable for the deep learning architecture. First, we convert the nonnumeric features to numeric features using one-hot encoding. For the NSL-KDD data set, the categorical features are converted into indicator values and then combined with the numerical features to get a total of 121 numeric features. These are represented as an \(11 \times 11 \times 1\) matrix. For the UNSW-NB15 data set, we converted the categorical features into indicator values and then combined with the numerical features to get 196 numeric features. These are represented as a \(14 \times 14 \times 1\) matrix. We normalize features by subtracting the mean and scaling to unit variance.

A sample of our input is visualized in Figure 1a. We refer to the models trained using the 2D representation of the data set as BCNN and MCNN for binary classification and multiclass classification, respectively.

---

#### Determining optimal architecture and hyperparameter settings

To choose the optimal architecture for our CNN model, we ran 3 trials on the following architectures, for 20 epochs each:

1. Three convolution layers with 8, 16, and 32 feature maps, followed by 1 max-pooling layer and 4 fully connected layers.
2. Five convolution layers with 8, 16, 8, 16, and 32 feature maps, followed by 2 max-pooling layers and 4 fully connected layers.
3. Five convolution layers with 8, 16, 8, 16, and 32 feature maps, with skip connections to the second and fourth convolution layers, followed by 2 max-pooling layers and 4 fully connected layers.

---

#### Principal component analysis–deep feature synthesis.

Instead of relying on hand-crafted features, we propose a hybrid two-step preprocessing approach that combines dimensionality reduction and feature engineering. First, the nonnumeric features, or categorical features, are converted into numeric features using nominal integer encoding and then centered around the mean and scaled to unit variance. Then, we use principal component analysis (PCA) on the continuous features, such that 95% of the variance is retained. As
the data sets can contain a number of redundant or highly correlated features, the performance of classification algorithms can suffer. PCA is basically a dimensionality reduction technique that we use to increase interpretability, while minimizing the loss of information.31 PCA has the advantage of being less sensitive to noise compared with other techniques, such as Isomap, locally linear embedding, and Hessian locally linear embedding.32,33 These steps produce a total of 27 and 26 features from the NSL-KDD and UNSW-NB15 data sets, respectively. These features are then converted using addition and multiplication primitives in DFS.10

For the binary classification case, the classes in both data sets are balanced; however, the classes are severely imbalanced in the multiclass case. There are many techniques for oversampling to handle imbalanced data sets. In this study, we use the synthetic minority oversampling technique (SMOTE),34 which is one of the most widely used techniques. The basic idea is to synthesize new points from the minority class. A data point, \( x \), is randomly selected from the minority class in the data set. Then, the \( k \) neighbors of \( x \) are determined, with \( k \) usually set to 5. One of the identified neighboring points, \( y \), is then chosen. A new synthetic record, \( z \), is generated at a randomly selected point between points \( x \) and \( y \) in the feature space. SMOTE has been applied in a variety of applications with demonstrated success.35 The technique has also been shown to be robust and to perform better than simple oversampling. SMOTE is also effective for the reduction of overfitting.

Feature engineering refers to the process of creating new and meaningful features from raw ones. The goal of feature engineering is to select the most relevant features for better model accuracy. In DFS, new deep features are generated by stacking multiple primitives. A feature’s depth is essentially the amount of primitives that are required to create the feature.

Using DFS, 729 and 676 features are automatically produced from the NSL-KDD and UNSW-NB15 data sets, respectively. We select 121 and 196 features, retaining about 99% of the variance, for the NSL-KDD and UNSW-NB15 data sets. A sample of our input is visualized in Figure 1b. Compared with Figure 1a, we observe that there is more interfeature variance, which indicates that redundant features have been eliminated. We refer to the models trained using the PCA-DFS of the data sets as BCNN-DFS and MCNN-DFS for binary and multiclass classification, respectively.

CNN architecture. We propose two CNN models: BCNN and MCNN, where the first model (BCNN) is used for binary classification, and the second model (MCNN) is used for multiclass classification of network attacks.

Input layer. The input layer is either an \( 11 \times 11 \times 1 \) matrix for the NSL-KDD data set, or a \( 14 \times 14 \times 1 \) matrix for the UNSW-NB15 data set, as defined in the previous section. In the rest of this article, we use \( S \) to represent the input image side, that is, the height or width, where \( S = 11 \) or \( S = 14 \), depending on the data set used.

Hidden layers. Our model is composed of a total of five convolutional layers, two pooling layers, and four fully connected layers. Our input image is small, either \( 11 \times 11 \) pixels or \( 14 \times 14 \) pixels, and so a smaller filter size, that is, \( 2 \times 2 \), is more appropriate for this image. As we wish to keep the representational power of our model, we increase the number of feature maps as the network deepens and apply padding in all convolutional layers to overcome the problems of image shrinkage and information loss around the perimeter of the image. We also use batch normalization after each convolutional layer.

The first convolutional layer has as input an \( S \times S \times 1 \) image. We use \( k = 8 \ (2 \times 2 \times 1) \) kernels, zero-padding of 1, and a stride of 1, for a convolutional layer of size \( S \times S \times 8 \). Each activation map \( i \) is calculated as shown in Equation (1), where \( l \) is the current layer, \( B_j^{(l)} \) is a bias matrix, \( k^{(l-1)} \) is the number of kernels used in the previous layer, \( W \) is the current layer kernel matrix, and \( Y^{(l-1)} \) is the output of the previous layer. Our
nonlinearity is the Leaky ReLU function, defined as shown in Equation (2), with $\alpha = 0.12$.

$$Y_i^{(l)} = b_i^{(l)} + \sum_{j=1}^{I_l} w_i^{(l)} Y_j^{(l-1)},$$  \hspace{1cm} (1)

$$\text{Leaky - ReLU}(x) = \begin{cases} 
\alpha x & \text{if } x < 0 \\
\alpha x & \text{if } x \geq 0 
\end{cases}$$  \hspace{1cm} (2)

The second convolutional layer has as input an $S \times S \times 8$, and we use a $k = 16$ kernels for a convolutional layer of size $S \times S \times 16$. We add the input image at this point to the tensor. This step is inspired by the idea of skip connections in residual networks. Skip connections speed-up the learning process and overcome the problem of vanishing gradients. The vanishing gradient problem is encountered when training ANN with gradient-based a serious detriment to deep learning using backpropagation. This is because the neural network’s weights are updated in proportion to the partial derivative of the error function with respect to the current weight during training, and sometimes, if the gradient is very small, the weight value is inadequately updated. In the worst case, this stops the neural network from further training. We noticed the vanishing gradient problem in our model and incorporated skip connections to amplify the input signal and prevent zero gradients. As shown in Figure 2, the input image is added to the tensor at two points in the architecture. This architecture is then repeated, before the fifth and final convolutional layer, which has 32 feature maps.

Next, we have two max-pooling layers that have a $2 \times 2$ window size. The tensor is then flattened and followed by four fully connected layers, with sizes 500, 300, 100, and 20, respectively. All fully connected layers use a 30% dropout rate to reduce overfitting, set experimentally.

Output layer. The output layer is a 5 class Softmax layer (one class for each attack type, plus the normal class). Softmax outputs a probability-like prediction for each character class, see Equation (3), where $N$ is the number of output classes. Our CNN architecture is shown in Figure 2.

Our model incorporates various methods to reduce overfitting. In particular, our model incorporates a dropout layer, where randomly selected activations are set to 0 during training, so that the model becomes less sensitive to specific weights in the network. In addition, our model has weight decay, also called L2 regularization, which reduces overfitting by penalizing model weights. We also incorporate batch normalization, which normalizes the input values of the layer, reducing overfitting and improving gradient flow through the network. Finally, our model incorporates a data augmentation technique, specifically SMOTE, which is also effective for the reduction of overfitting. We report the performance of the final model on a separate unseen test set, which contains new attack types not present in the training set.

$$\text{Softmax}(x_i) = \frac{e^{x_i}}{\sum_{k=1}^{N} e^{x_k}}.$$  \hspace{1cm} (3)

Optimization. In our model, we tested two optimizers: Stochastic Gradient Descent and Adam, and selected Adam as it was found to work better. The loss function used is the categorical cross-entropy loss, which is widely used to calculate the probability that the input belongs to a particular class. It is usually used as the default function for multiclass classification. In our model, we set the learning rate to $lr = 0.001$, set experimentally.

FIG. 2. Proposed CNN model. CNN, convolutional neural network.
Results
Experimental settings
The proposed models were implemented using TensorFlow, an open-source machine learning library, utilizing Keras. Experiments were carried out using GPUs running on the Google Colab environment.

Performance measures
To evaluate the performance of BCNN and MCNN, the following performance measures are calculated: accuracy, precision, detection rate, and F-measure.

Accuracy is the percentage of records classified correctly, and it is calculated using the following equation:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN},
\]

Precision (P) is the percentage of records correctly classified as anomaly out of the total number of records classified as anomaly. Precision is calculated as follows:

\[
P = \frac{TP}{TP + FP}.
\]

Detection rate (DR), also called True Positive Rate or Recall, is the percentage of records correctly classified as anomaly out of the total number of anomaly records. The detection rate can be calculated as follows:

\[
\text{DR} = \frac{TP}{TP + FN},
\]

F-measure (F) is a measure that combines both precision and detection rate, and it is calculated as follows:

\[
F = \frac{2 \times P \times DR}{P + DR},
\]

where TP (true positive) indicates the number of anomaly records that are identified as anomaly. FP (false positive) is the number of normal records that are identified as anomaly. TN (true negative) is the number of normal records that are identified as normal. FN (false negative) is the number of anomaly records that are identified as normal.

Performance evaluation
Our experiments are designed to evaluate the ability of BCNN and MCNN at detecting network intrusions. Two data sets are used for this purpose: the NSL-KDD data set and the UNSW-NB15 data set. For both data sets, the experimental results are compared with (1) the results of similar approaches in the literature and (2) results of various state-of-the-art classification algorithms. In particular, we compare our models with NB, J48, RF, Bagging, and Adaboost implemented in Waikato Environment for Knowledge Analysis. All models were trained on KDDTrain and tested on KDDTest for the NSL-KDD data set and on the partitioned data set of UNSW-NB15, with 175,341 training records and 82,332 testing records.

We present our results in the following two sections. The NSL-KDD results section presents the results of BCNN and MCNN on the NSL-KDD data set. Binary classification classifies network traffic into: normal or anomaly. Multiclass classification classifies network traffic into five labels: normal, DOS, R2L, U2R, and Probe.

The UNSW-NB15 results section presents the results of BCNN and MCNN on the UNSW-NB15 data set. Binary classification classifies network traffic into: normal or anomaly. Multiclass classification classifies network traffic into 10 labels: normal, Fuzzers, Analysis, Backdoor, DoS, Exploits, Generic, Reconnaissance, Shellcode, and Worms.

NSL-KDD results
Binary classification. In this section, we present the classification results of BCNN and BCNN-DFS on KDDTest after training using KDDTrain. Table 2 shows the performance measures of BCNN compared with similar approaches in the literature.

We note that BCNN outperformed all models in the literature, achieving an accuracy of 88.81%, while detecting 89% of all attacks, with an F-measure of 89%.

However, with the hybrid feature engineering approach, BCNN-DFS, we find that it outperforms BCNN and all other models in the literature, achieving an accuracy of 90.14% on KDDTest. We note that AlertNet obtains a high recall rate. However, it exhibits a lower precision rate, indicating that it misclassifies a significant proportion of network connections, as shown by its F-measure. We also show our training accuracy, which was 99.50% for BCNN and 99.62% for BCNN-DFS in the bottom row of Table 2.

Next, we compare our work with various state-of-the-art classification algorithms, as shown in Table 2. Both BCNN and BCNN-DFS achieve the higher accuracy and F-measure compared with all other models. Their detection rate outperforms all other models by a large margin, where they are able to detect 89.00% and 90% of all attacks, with an F-measure of 89% and 90%.
Table 2. Performance comparison with several related literature approaches for binary classification on network security laboratorynowledge discovery in databases

| Model       | Accuracy | Precision | Recall | F-measure | Training data sets | Testing data sets |
|-------------|----------|-----------|--------|-----------|--------------------|-------------------|
| STL-IDS²⁴   | 84.96%   | 96.23%    | 76.57% | 85.28%    | KDDTrain⁺         | KDDTest⁺         |
| ANN⁺¹⁶      | 81.20%   | N/A       | N/A    | N/A       | KDDTrain⁺         | KDDTest⁺         |
| DNN⁰        | 88.39%   | 85.44%    | 95.95% | 90.40%    | KDDTrain⁺         | KDDTest⁺         |
| AlertNet⁵   | 80.10%   | 69.20%    | 96.90% | 80.70%    | KDDTrain⁺         | KDDTest⁺         |
| SDN-CDN²³   | 75.75%   | 83.00%    | 75.00% | 74.00%    | KDDTrain⁺         | KDDTest⁺         |
| RNN-IDS²⁰   | 83.28%   | N/A       | 97.09% | N/A       | KDDTrain⁺         | KDDTest⁺         |
| GoogLeNet²⁰ | 77.04%   | 91.66%    | 65.64% | 76.50     | KDDTrain⁺         | KDDTest⁺         |
| ResNet-50²⁷ | 79.14%   | 91.97     | 69.41% | 79.12     | KDDTrain⁺         | KDDTest⁺         |
| TSE-IDS²⁴   | 85.79%   | 88.00%    | 86.80% | 87.4%     | KDDTrain⁺         | KDDTest⁺         |
| BDNN²⁹      | 84.70%   | 79.45%    | 87.00% | 83.05%    | KDDTrain⁺         | KDDTest⁺         |
| BCNN⁰       | 88.81%   | 89.00%    | 89.00% | 89.00%    | KDDTrain⁺         | KDDTest⁺         |
| BCNN-DFS⁰   | 90.14%   | 90.00%    | 90.00% | 90.00%    | KDDTrain⁺         | KDDTest⁺         |
| Naive Bayes | 76.12%   | 92.38%    | 63.27% | 75.10%    | KDDTrain⁺         | KDDTest⁺         |
| J48         | 81.53%   | 97.14%    | 69.61% | 81.10%    | KDDTrain⁺         | KDDTest⁺         |
| Random Forest| 80.45%  | 97.05%    | 67.72% | 79.77%    | KDDTrain⁺         | KDDTest⁺         |
| Bagging     | 82.63%   | 91.87%    | 76.23% | 83.32%    | KDDTrain⁺         | KDDTest⁺         |
| AdaBoost    | 78.44%   | 95.28%    | 65.37% | 77.54%    | KDDTrain⁺         | KDDTest⁺         |
| BCNN⁰       | 99.50%   | 99.45%    | 99.69% | 99.57%    | 80% of KDDTrain⁺  | 20% of KDDTrain⁺ |
| BCNN-DFS⁰   | 99.62%   | 99.7%     | 99.6%  | 99.6%     | 80% of KDDTrain⁺  | 20% of KDDTrain⁺ |

The highest performance measures obtained are shown in bold.

BCNN, binary classification convolutional neural network; BDNN, binary classification deep neural network; TSE-IDS, two-stage classifier ensemble for intelligent anomaly-based intrusion detection system.

Multiclass classification. In this section, we present classification results on KDDTest⁺ after training on KDDTrain⁺. Table 3 presents our results compared with various models from the literature. It should be noted that Shone et al.²⁵ reported training and not testing results, thereby improving their various performance measures. The last row in Table 3 presents our training accuracy for our multiclass classification models.

Our multiclass CNN model, MCNN, achieves an accuracy of 81.1% and is able to detect 81% of all attacks. Its overall F-measure is 80%, outperforming multi classification deep neural network (MDNN),²⁹ and all other models in the literature except for RNN-IDS,²⁰ which it is comparable to. MCNN-DFS achieves a comparable result outperforming MCNN slightly. Table 3 also presents the comparison of our multiclass models.

Table 3. Performance comparisons with several related literature approaches for multiclass classification on NSL-KDD

| Model       | Accuracy | Precision | Recall | F-measure | Training data sets | Testing data sets |
|-------------|----------|-----------|--------|-----------|--------------------|-------------------|
| STL-IDS²⁴   | 80.48%   | 93.92%    | 68.28% | 79.08%    | KDDTrain⁺         | KDDTest⁺         |
| ANN⁺¹⁶      | 79.9%    | N/A       | N/A    | N/A       | KDDTrain⁺         | KDDTest⁺         |
| DNN⁰        | 79.10%   | 83%       | 68%    | 75.76%    | KDDTrain⁺         | KDDTest⁺         |
| AlertNet⁵   | 78.50%   | 81.00%    | 78.50% | 76.50%    | KDDTrain⁺         | KDDTest⁺         |
| RNN-IDS²⁰   | 81.29%   | N/A       | 97.09% | N/A       | KDDTrain⁺         | KDDTest⁺         |
| RNN²⁸       | 81.29%   | N/A       | 69.73% | N/A       | KDDTrain⁺         | KDDTest⁺         |
| CNN²⁸       | 79.48%   | N/A       | 68.66% | N/A       | KDDTrain⁺         | KDDTest⁺         |
| MDNN²⁸      | 77.55%   | 81.23%    | 77.55% | 75.43%    | KDDTrain⁺         | KDDTest⁺         |
| MCNN⁰       | 81.1%    | 83%       | 81%    | 80%       | KDDTrain⁺         | KDDTest⁺         |
| MCNN-DFS⁰   | 81.44%   | 81%       | 84%    | 80%       | KDDTrain⁺         | KDDTest⁺         |
| J48         | 72.73%   | 76.1%     | 72.7%  | 72.6%     | KDDTrain⁺         | KDDTest⁺         |
| Random Forest| 74.99%  | 79.6%     | 75.0%  | 71.1%     | KDDTrain⁺         | KDDTest⁺         |
| Bagging     | 74.83%   | 78.3%     | 74.8%  | 71.6%     | KDDTrain⁺         | KDDTest⁺         |
| AdaBoost    | 66.43%   | N/A       | 66.0%  | N/A       | KDDTrain⁺         | KDDTest⁺         |
| BCNN⁰       | 99.5%    | 99.5%     | 99.5%  | 99.5%     | 80% of KDDTrain⁺  | 20% of KDDTrain⁺ |
| BCNN-DFS⁰   | 99.7%    | 99.5%     | 99.80% | 99.6%     | 80% of KDDTrain⁺  | 20% of KDDTrain⁺ |
| NDAE²⁵      | 85.42%   | 100.00%   | 85.42% | 87.37%    | 90% of KDDTrain⁺  | 10% of KDDTrain⁺ |

The highest performance measures obtained are shown in bold.

MCNN, multi classification convolutional neural network; MDNN, multi classification deep neural network.
with state-of-the-art classification algorithms. MCNN and MCNN-DFS achieve the best results in terms of accuracy, precision, recall, and F-measure, outperforming all the evaluated models.

UNSW-NB15 results

Binary classification. In this section, we present the performance evaluation of BCNN and BCNN-DFS using UNSW-NB15. In addition, for the sake of comparison, we conduct a study on the performance of our previously published model, binary classification deep neural network (BDNN),\textsuperscript{29} using UNSW-NB15. Unfortunately, the number of studies conducted on the full UNSW-NB15 data set is fewer than those using NSL-KDD. Table 4 shows the performance measures of BCNN and BCNN-DFS compared with similar approaches in the literature. The results show that BCNN achieves the highest accuracy and F-measure values, except for two-stage classifier ensemble for intelligent anomaly-based intrusion detection system (TSE-IDS).\textsuperscript{14} In terms of precision, BCNN, BCNN-DFS, and BDNN outperform all the compared state-of-art machine learning algorithms. However, AlertNet\textsuperscript{5} has the best precision value. As for the recall, our models perform better than AlertNet and NB.

Multiclass classification. This section presents the classification results of MCNN, MCNN-DFS, and the previously published model MDNN\textsuperscript{29} using UNSW-NB15 on the multiclass classification problem. Table 5 shows the performance measures of our models compared with similar approaches in the literature. Although the presented numbers reflect degraded performance of multiclass classification compared with binary classification, MCNN outperforms all the compared models on all measures. The performance of MCNN-DFS is comparable to MCNN.

What does the network learn? A case study

In this section, we will present a small case study, designed to showcase what our model learns and

### Table 4. Performance comparison with several related literature approaches for binary classification on UNSW-NB15

| Model           | Accuracy | Precision | Recall | F-measure | Training data sets | Testing data sets |
|-----------------|----------|-----------|--------|-----------|--------------------|-------------------|
| AlertNet\textsuperscript{5} | 78.40%   | 94.40%    | 72.50% | 82.00%    | U-train            | U-test            |
| TSE-IDS\textsuperscript{14}   | 91.27%   | 91.60%    | 91.30% | 91.45%    | U-train            | U-test            |
| BDNN\textsuperscript{29}      | 80.63%   | 86.00%    | 81.00% | 79.00%    | U-train            | U-test            |
| BCNN             | 90.25%   | 91.00%    | 90.00% | 90.45%    | U-train            | U-test            |
| BCNN-DFS         | 89.26%   | 89.00%    | 89.00% | 89.00%    | U-train            | U-test            |
| J48              | 76.95%   | 70.50%    | 99.98% | 82.69%    | U-train            | U-test            |
| Random Forest    | 80.94%   | 74.34%    | 99.84% | 85.23%    | U-train            | U-test            |
| Bagging          | 76.95%   | 70.50%    | 99.98% | 82.69%    | U-train            | U-test            |
| Adaboost         | 78.13%   | 71.63%    | 99.82% | 83.41%    | U-train            | U-test            |
| BDNN\textsuperscript{29}      | 93.21%   | 94%       | 93%    | 93%       | 80% of U-train     | 20% U-train       |
| BCNN             | 94.42%   | 95%       | 94%    | 94%       | 80% of U-train     | 20% U-train       |
| BCNN-DFS         | 95.71%   | 96%       | 96%    | 96%       | 80% of U-train     | 20% U-train       |

The highest performance measures obtained are shown in bold. U-train is UNSW-NB15-training-set, and U-test is UNSW-NB15-testing-set.

### Table 5. Performance comparison with several related literature approaches for multiclass classification on the UNSW-NB15 data set

| Model           | Accuracy | Precision | Recall | F-measure | Training data sets | Testing data sets |
|-----------------|----------|-----------|--------|-----------|--------------------|-------------------|
| AlertNet\textsuperscript{5} | 66.00%   | 62.30%    | 66.00% | 59.60%    | U-train            | U-test            |
| MDNN\textsuperscript{29}     | 62.87%   | 76.00%    | 63.00% | 64.00%    | U-train            | U-test            |
| MCNN             | 69.46%   | 84.00%    | 69.00% | 74.00%    | U-train            | U-test            |
| MCNN-DFS         | 68.52%   | 83.00%    | 69.00% | 73.00%    | U-train            | U-test            |
| Naive Bayes      | 45.22%   | 29.67%    | 38.62% | 33.56%    | U-train            | U-test            |
| J48              | 51.50%   | 28.18%    | 21.48% | 24.38%    | U-train            | U-test            |
| Random Forest    | 68.09%   | 62.51%    | 35.15% | 44.99%    | U-train            | U-test            |
| Bagging          | 51.45%   | 32.85%    | 21.45% | 25.95%    | U-train            | U-test            |
| Adaboost         | 51.50%   | 28.18%    | 21.48% | 24.38%    | U-train            | U-test            |
| MDNN\textsuperscript{29}     | 72.54%   | 73%       | 73%    | 69%       | 80% of U-train     | 20% U-train       |
| MCNN             | 77.27%   | 77%       | 70%    | 69%       | 80% of U-train     | 20% U-train       |
| MCNN-DFS         | 80.51%   | 81%       | 81%    | 81%       | 80% of U-train     | 20% U-train       |

The highest performance measures obtained are shown in bold. U-train is UNSW-NB15-training-set, and U-test is UNSW-NB15-testing-set.
how it performs. For the purposes of this study, we select the UNSW-NB15 data set, in the multiclass classification case, using the MCNN-DFS model. We randomly select 10 samples, such that each is of a different class, from the data set. The samples and their corresponding model prediction are shown in Table 8. Our model’s prediction accuracy on this small sample is 70%, which is to be expected from the results shown in Table 5.

In Table 9, we visually demonstrate what MCNN-DFS learns at each convolutional layer. Each of the layers has multiple filters, and each filter produces an activation map. We show only a subset of these activation maps at each layer. The convolutional network learns this hierarchy of filters. The filters at the earlier layers, in our case Conv-1, learn the low-level features of the data. As we go through the network, in the middle layers, Conv-2 and Conv-3, we learn more complex features, and the last layers, Conv-4 and Conv-5, learn even more complex features and concepts. As learning progresses, we observe that the model captures more complex features at each stage. These features are then input into the fully connected portion of the network to produce the final classification output.

Computational time
In addition to evaluating the classification accuracy of the proposed models, it is important to measure the computational time in real situations of network intrusion detection. The computational complexity of our models for both data sets is shown in Table 10. The table shows both the training and prediction times.

In a real-life setting, our models would be trained offline, and as such, longer training times are acceptable. The second column in Table 10 shows the average training time needed by each model on each data set. In general, binary models complete training faster than multiclass models, and as the data set size increases, so does the training time. However, as the binary models train in a significantly shorter period, we suggest training and deploying the binary model on new data and then training the multiclass model if needed. In the third column, we show average prediction times for each model on each data set. Prediction times are for 100,000 sample network connections on a single machine. Faster times can be achieved if the models are deployed in parallel. As Table 10 shows, all models achieve high-throughput rates.

Discussion
One of the key questions that this research was intended to investigate is how to improve the prediction performance of NIDS systems using deep learning and feature engineering. For the NSL-KDD data set, we observe that the classification accuracy of our proposed multiclass models is lower than that of the binary class models. This observation is consistent with results in the literature. For the multiclass problem, achieving good results on the NSL-KDD data set is difficult. We believe that this is due to the fact that the NSL-KDD data set suffers from the class imbalance problem. For example, the U2R class represents 0.04% of the data set, whereas the R2L class represents 8% of the data set.

We note that the overall performance of the deep learning model with the proposed hybrid feature engineering technique slightly improves prediction accuracy over the NSL-KDD data set. However, the performance on UNSW-NB15 is slightly decreased. This might be attributed to the distribution of the training and testing data sets, which require further investigation. Looking into the confusion matrix of MDNN29 shown in Table 6, we observe that the majority of predictions are placed into four classes only, namely

| Table 6. MDNN29 confusion matrix on UNSW-NB15 |
|-----------------------------------------------|
| Predicted                                      |
| Analysis | Backdoor | DoS | Exploits | Fuzzers | Generic | Normal | Reconnaissance | Shellcode | Worms |
|---------|----------|-----|----------|---------|---------|--------|----------------|------------|-------|
| Actual  |          |     |          |         |         |        |                |            |       |
| Analysis| 0        | 0   | 0        | 499     | 137     | 16     | 25             | 0          | 0     |
| Backdoor| 0        | 0   | 0        | 389     | 172     | 16     | 6              | 0          | 0     |
| DoS     | 0        | 0   | 0        | 3617    | 426     | 29     | 16             | 1          | 0     |
| Exploits| 0        | 0   | 0        | 9475    | 1558    | 52     | 47             | 0          | 0     |
| Fuzzers | 0        | 0   | 0        | 1473    | 4534    | 32     | 23             | 0          | 0     |
| Generic | 0        | 0   | 0        | 1503    | 501     | 16,350 | 517            | 0          | 0     |
| Normal  | 0        | 0   | 0        | 4096    | 11,487  | 9      | 21,408         | 0          | 0     |
| Reconnaissance| 0 | 0   | 0        | 2084    | 1409    | 0      | 1              | 2          | 0     |
| Shellcode | 0 | 0   | 0        | 182     | 195     | 0      | 1              | 0          | 0     |
| Worms   | 0        | 0   | 0        | 37      | 7       | 0      | 0              | 0          | 0     |

DoS, denial of service.
Exploits, Fuzzers, Generic, and Normal. This means that MDNN\textsuperscript{29} was unable to recognize the remaining six classes. As for MCNN, the confusion matrix in Table 7 shows that it has better performance than MDNN.\textsuperscript{29} We note that there are 10,859 normal records classified as Fuzzers. We believe that the random nature of a Fuzzers attack makes it difficult for MCNN to detect a particular pattern. Distinguishing between these two classes could be improved in future work.

Traditional machine learning algorithms have historically been widely used to solve the intrusion detection problem\textsuperscript{4} and are still prevalent today.\textsuperscript{42–45} Although considered shallow learners, they are still being utilized for developing IDS, for example, for the internet of things and big data environments.\textsuperscript{46,47} NB classification assumes conditional independence; however, it is robust to noise. The J48 is an implementation of the C4.5 decision tree algorithm, which provides easy interpretation of the final model. RF, Bagging, and Adaboost have the advantage of being ensemble algorithms, which combine the classification of many weak classifiers. The UNSW-NB15, in particular, as a newer data set, has been used to evaluate fewer approaches in the literature compared with NSK-KDD. This study demonstrated the superiority of deep learning over traditional shallow learning for NIDS systems.

### Table 7. MCNN Confusion matrix on UNSW-NB15

| Predicted | Analysis | Backdoor | DoS | Exploits | Fuzzers | Generic | Normal | Reconnaissance | Shellcode | Worms |
|-----------|----------|----------|-----|----------|---------|---------|--------|----------------|-----------|-------|
| Actual    |          |          |     |          |         |         |        |                |           |       |
| Analysis  | 9        | 241      | 380 | 10       | 2       | 0       | 35     | 0              | 0         | 0     |
| Backdoor  | 10       | 183      | 367 | 9        | 4       | 0       | 0      | 1              | 9         | 0     |
| DoS       | 30       | 2016     | 1261| 536      | 104     | 8       | 25     | 32             | 66        | 11    |
| Exploits  | 54       | 2006     | 1552| 6494     | 267     | 21      | 136    | 355            | 212       | 35    |
| Fuzzers   | 19       | 506      | 745 | 176      | 3897    | 0       | 440    | 39             | 237       | 3     |
| Generic   | 10       | 22       | 122 | 356      | 114     | 18,184  | 11     | 4              | 39        | 9     |
| Normal    | 992      | 1        | 132 | 574      | 10,859  | 4       | 23,955 | 78             | 392       | 13    |
| Reconnaissance | 2 | 267 | 73 | 142 | 39 | 1 | 12 | 2887 | 71 | 2 |
| Shellcode | 0        | 0        | 8   | 18       | 38      | 0       | 6      | 9              | 296       | 3     |
| Worms     | 0        | 0        | 0   | 14       | 4       | 1       | 0      | 1              | 1         | 23    |

### Table 8. MCNN-DFS case study on UNSW-NB15

| Sample | Actual | Predicted | Sample | Actual | Predicted |
|--------|--------|-----------|--------|--------|-----------|
| Analysis | DoS               |          |          |        |           |
| Backdoor | Analysis            | Normal   | Normal   |        |           |
| DoS      | DoS               | Reconn.  | Reconn.  |        |           |
| Exploits | Analysis           | Shellcode| Shellcode|        |           |
| Fuzzers  | Fuzzers           | Worms    | Worms    |        |           |
The complex structures of deep learning models facilitate a better learning process than shallow models. In this study, the performance of the proposed models has been evaluated using two data sets. First, NSL-KDD, a legacy data set that has been widely used to evaluate IDS models. Second, the UNSW-NB15, a modern data set that is representative of real-world data. A number of other modern network intrusion detection data sets are publicly available now, such as CIC-IDS201748 and CIC-IDS2018.49 Thus, more studies, such as the work of Gamage and Samarabandu,50 are required to investigate the performance of deep learning models and baseline models on a wider range of data sets.

AlertNet5 used a traditional deep fully connected neural network architecture, as did CNN,28 which used a traditional architecture with two convolutional layers, followed by two pooling layers. STL-IDS24 incorporated sparse autoencoder, followed by SVM classifiers. Compared with the related work, as shown in Tables 2–4, our proposed models have minimal trade-off between precision and recall. As both measures are essential in the intrusion detection problem, having a system that balances both metrics are an advantage.

To the best of our knowledge, this is the first article incorporating skip connection methodology into CNNs to solve the anomaly detection problem. This has proven to be successful as shown in the Results section where our model outperformed previous models in the literature. This study highlights the benefits of skip connections; however, this line of research is yet to be investigated in other architectures. In addition, we achieve excellent results with a small network size that is trainable in a short period. This enables our network to be deployed for real-life anomaly detection situations. It has high accuracy at detecting anomalies, especially in the binary situation. When it comes to RNNs and other time-based architectures, their usefulness in anomaly detection is yet to be established given current data sets, where the time-based nature of connections is not evident or explicitly stated in the data set.

**Table 9. Class “Analysis” on UNSW-NB15**

| Sample | Conv-1 | Conv-2 | Conv-3 | Conv-4 | Conv-5 |
|--------|--------|--------|--------|--------|--------|

**Table 10. Computational complexity**

|          | Training time | Prediction time (seconds) | Total | Parameters |
|----------|---------------|---------------------------|-------|------------|
|          |               |                           |       | Trainable  | Nontrainable |
| NSL-KDD  |               |                           |       |            |              |
| BCNN     | 00:04:40      | 4.17                      | 586,878 | 586,768  | 110          |
| MCNN     | 00:34:10      | 3.59                      | 1,827,045 | 1,826,935 | 110          |
| UNSW-NB15|               |                           |       |            |              |
| BCNN     | 00:14:54      | 3.82                      | 762,938 | 762,798  | 140          |
| MCNN     | 02:21:41      | 4.02                      | 2,531,210 | 2,531,070 | 140          |

**Conclusions**

NIDS are essential tools for detecting malicious network traffic in today’s computer systems. They are designed to differentiate between previously unseen abnormal network activity and normal patterns. In this article, we presented two novel network intrusion detection models based on deep learning, as well as two
approaches to data preprocessing, a simple preprocessing approach and a hybrid two-step preprocessing approach to generate meaningful features. Our models employ the CNNs paradigm. We design our models for binary and multiclass classification.

Our models were able to achieve excellent performance compared with state-of-the-art classification algorithms. In particular, our models outperform NB, J48, RF, Bagging, and Adaboost in terms of accuracy and recall. In addition, they achieved excellent results compared with similar approaches in the literature. We observe that the classification accuracy of our multiclass models is lower than that of the binary class models.

The development of classifiers for ADNIDS is an essential step toward building a complete intrusion detection framework. The proposed models can be integrated into network systems to detect unusual events, such as new attacks and violations inside an organization’s network. For future work, we plan to use an ensemble to combine the results of our classifiers, to improve predictions. In addition, the neural networks can be combined in a number of different ways to produce the classification result in one step. The proposed models themselves can be improved by increasing the number of hidden layers and neurons, or adding some convolutional layers, using different optimizers and trying new values for the learning rate. Also, methods to balance the various data set classes could potentially improve classification results. We also plan to study various sampling techniques to improve class variability. Finally, additional studies should be conducted to look into distinguishing Fuzzers attacks.
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Appendix

Appendix A1.

Network Intrusion Detection
Cybersecurity emerged with the emergence of the internet, with the protection of systems, hardware, software, and data from any cyber attacks as the main goal. Cyber attacks affect many of basic security principles such as confidentiality, integrity, availability, and authentication. Many cyber attacks have been developed over the years, and new ones are developed rapidly. There are two types of attacks: passive and active. In passive attacks, the attacker only views and monitors the content of the system. However, active attacks are where the attacker can alter, modify, and destroy data. Examples of attacks include but are not limited to: malware attacks, phishing attacks, SQL injection attacks, password attacks, eavesdropping, spoofing, DoS attacks, and probing attacks. Various methods have been used to detect these attacks, such as Multivariate Correlation Analysis, Data Mining Algorithms, K Nearest Neighbor, as well as deep learning, which shall be presented next.

Deep Learning
Deep learning has emerged as a field of machine learning with many successful real-world applications. Unlike traditional machine learning algorithms, deep learning does not assume the availability of handcrafted features. Deep learning algorithms are able to automatically capture features using unsupervised or semi-supervised feature learning algorithms. A short review of various methods used for NIDS is presented next.

Fully connected ANN
An ANN is the simplest form of a deep learning architecture. It consists of a feedforward network as the first step. Feedforward networks are the quintessential deep learning model and are of extreme importance to machine learning practitioners, forming the basis of many important commercial applications. It is composed of many neurons, where each neuron is connected to every neuron in the layers preceding or following it. Weights are associated with each connection. Signals in a feedforward network only travel in one direction, starting from the input and moving to output. Then, this is followed by backpropagation, which applies the gradient descent optimization algorithm to minimize the cost function by adjusting the weights. Appendix Figure A1 shows an example of a fully connected neural network.

Convolutional neural network
A CNN is a deep learning architecture that has shown success in computer vision and image processing applications. A CNN usually consists of a number of alternate layers, including convolution, pooling, and fully connected layers.
Convolution layer: convolution refers to the application of $K$ filters (also known as kernels). Filters are used to capture features such as corners and edges in images. A filter is a grid of size $N \times N \times C$, where $N$ is the height and width of the filter, and $C$ is the number of channels in the input image. Convolution is applied such that each filter slides over all pixels in the input image. The pixel value is multiplied by the corresponding value in the filter. The multiplication results are summed to produce a single number. The result of each convolution is called a feature map. Thus, applying $K$ convolutional filters yields a set of $K$ feature maps, each of size $((N - F)/\text{stride}) + 1$, where stride is the number of pixels the filter is moved across in one step. The convolution operation is followed by the application of an activation function. Feature maps are passed to activation functions such as ReLU or Sigmoid function to allow for the classification of linearly separable classes.

Pooling layer: Pooling is an operation that is used to reduce the spatial size of the image. The pooling layer is applied on each feature map independently. The most common type of pooling is max-pooling.

Fully connected layer: A fully connected layer is usually used at the end of the architecture for the purpose of classification. It is composed of many neurons, where each neuron is connected to all neurons in the previous layers. Fully connected layers provide the final nonlinear combinations of features. An example of a convolutional neural network is shown in Appendix Figure A2.

Baseline state-of-art algorithms

NB based on Bayes theorem. NB is a simple probabilistic classification algorithm. It is described as Naive since it assumes conditional independence among class attributes. Research has shown that NB is stable and has comparable performance to other machine learning algorithms. However, conditional independence is not necessarily true in many real-world applications. NB is incapable of handling missing data.

J48 decision trees. A decision tree (DT) is an induction algorithm that generates a tree-like model describing the relationship between attributes and a class label. It works by recursively dividing observations based on the most informative attribute with the highest gain ratio value. DTs are suitable for data sets with categorical data. Continuous data can also be handled when converted to categorical data. In addition to being robust, DT models have the advantage of being easy to interpret, as the model is represented as a set of rules.

A recurrent neural network

An RNN is a neural network that operates in time. At each time step, it accepts an input vector, updates its hidden state via nonlinear activation functions, and uses it to predict its output. RNNs need to keep track of states, which is computationally expensive, and suffer from the exploding and vanishing gradient problem. A LSTM is a class of RNN that is an abstraction for computer memory to help solve these problems. LSTM networks are most suited to classifying, processing, and making predictions based on time series data. A common LSTM unit is composed of a cell, an input gate, an output gate, and a forget gate, all of which cooperate to solve the above problems.
Bagging Bootstrap aggregation. Bagging Bootstrap aggregation is an ensemble machine learning algorithm. Ensemble classifiers are based on combining the predictions of many weak classifiers to improve the prediction performance. In bagging, the training data set is sampled with replacement a number of times, and in each iteration, a classifier is built. To classify an unknown data point, each individual classifier returns its prediction. The bagging classifier counts the votes of each individual classifier, and the new data point is assigned the class with the most votes.

Random forest. RF is an ensemble machine learning method that creates multiple trees through a resampling process called bagging (bootstrap aggregation). Numerous DTs are constructed by resampling using bootstrapping with replacement. Each node of the tree is split using a subset of the attributes that are selected randomly for each tree. Class membership for a new example is predicted as the most commonly predicted class from the (aggregated) decision trees by a simple unweighted majority vote. This method is becoming widely used and has been shown to be rather effective for highly complex multicriteria decision-making problems in a variety of fields. RF is best suited for high-dimensional data sets; it has the ability to deal with missing data and imbalanced data sets.

Adaboost. Adaptive boosting is an ensemble algorithm that is based on boosting. A model is built sequentially, where it is boosted by re-weighting instances based on the performance of the previous model. Adaboost improves the performance of individual weak classifiers, but it is sensitive to noise. It is mainly designed for classification and prediction tasks.

Data sets
Network security laboratory-knowledge discovery in databases

The NSL-KDD data set is an improved version of the KDD’99 data set. It is a smaller data set that provides better evaluation of classifiers since redundant records are removed. Redundant records cause learning classifiers to be biased toward the more frequent records during training, as well as increasing classification accuracy whenever these same records appear in the test set. The training set KDDTrain contains 125,973 records, and the testing set KDDTest contains 22,544 records. In addition, the KDDTest contains 11,850 records, where these records were not classified correctly by all 21 classifiers in. The data set simulates the following types of attacks:

1. DoS: where an attacker attempts to make some resource too busy to handle valid requests or denies legal users access to a machine.
2. Probing Attack: in which an attacker attempts to collect data on a network of computers to find a way around an obstacle to violate the network’s security controls.
3. U2R: an attack in which an attacker gains access as a normal user account on the system, then searches to find any vulnerability to exploit and gain root access to the system.
4. R2L: send packets to a machine via a network, where the attacker does not have an account on that machine, to exploit some breaches to earn local access as a user of that machine.

The data set has both normal and anomaly traffic. Anomaly traffic is in one of four categories: DoS, Probe, R2L, and U2R. The number of instances and attribute names of different attack classes in the NSL-

### Appendix Table A1. Distribution of attacks in the NSL-KDD data set

| Attack | Training set | Testing set | Attribute |
|--------|--------------|-------------|-----------|
| DoS    | 45,927       | 7,458       | back, land, teardrop, neutron, pod, smurf |
|        | 11,656       | 2,421       | ipsweep, nmap, portsweep, satan |
|        | 52           | 200         | loadmodule, buffer-overflow, perl, rootkit |
|        | 995          | 2,754       | fpt-write, guess-passwd, imap, multipath, phf, spy, warezclient, warezmaster, snmpgetattack, http_tunnel, sendmail, named |

The testing set has some specific attack types that are not present in the training set, such attacks are given in bold.

R2L, remote to local attack; U2R, user to root attack.
KDD data set are shown in Appendix Table A1. The testing set has some specific attack types that are not present in the training set, thereby allowing realistic intrusion detection system evaluation. Such attacks are given in bold in Appendix Table A1.

Each record in the NSL-KDD data set has 41 features, divided into 3 groups: Basic features are derived from TCP-IP connections, traffic features are collected from window intervals or the number of connections, and content features are taken from the application layer data of connections. The details of the 41 attributes are shown in Appendix Table A2.

University of New South Wales Network Based 2015

Although the NSL-KDD data set solved the problems of data imbalance and redundancy found in KDD’99, it is an old data set that does not include new types of attacks. The UNSW-NB15 data set is a recent data set created in 2015 by the ACCS. It is being recently used in some studies as it overcomes the limitations of both KDD’99 and NSL-KDD data sets. It contains a combination of normal activity and contemporary synthesized attacks in network traffic.

The data are available in two forms, either as 2 million full connection records with 47 features excluding the class label or a subset composed of a training set of 175,341 records, and a testing set of 82,332 records, and 42 features, excluding the class label. The data set has the following 10 classes:

- **normal**: normal connections.
- **Fuzzers**: an attacker attempts to suspend the network by feeding it randomly generated data.
- **Analysis**: represents different attacks such as port scan, spam, and HTML files penetrations.
- **Backdoor**: an attacker attempts to bypass security mechanisms to access a computer or its data.
- **DoS**: prevents authorized requests from accessing a device due to spurious requests.
- **Exploits**: exploit a known vulnerability in the system.
- **Generic**: a technique that establishes against every block-cipher using a hash function to collision without respect to the configuration of the block-cipher.
- **Reconnaissance**: also defined as probe, simulates attacks that gather network information to avoid them.
- **Shellcode**: the attacker penetrates a slight piece of code starting from a shell to control the target machine.
- **Worms**: attacker replicates itself to spread to other computers. Often, it uses a computer network to spread itself, relying on security failures on the target machine.

The numbers of attacks in the training and testing sets are shown in Appendix Table A3.

Each record in the UNSW-NB15 full connection records data set has 47 features, divided into 5 groups as follows:

1. Flow features: includes the identifier attributes between hosts (e.g., client-to-server or server-to-client).

### Appendix Table A2. Details of the 41 attributes in the NSL-KDD data set

| No. | Feature name               | Type |
|-----|----------------------------|------|
|     | Basic features             |      |
| 1   | Duration                   | Con  |
| 2   | Protocol_type              | Sym  |
| 3   | Service                    | Sym  |
| 4   | Flag                       | Sym  |
| 5   | Src_bytes                  | Con  |
| 6   | Dst_bytes                  | Con  |
| 7   | Land                       | Sym  |
| 8   | wrong_fragment             | Con  |
| 9   | Urgent                     | Con  |
| 10  | Bot                        | Con  |
|     | Content features           |      |
| 11  | Num_failed_logins          | Con  |
| 12  | Logged_in                  | Sym  |
| 13  | Num_compromised            | Con  |
| 14  | Root_shell                 | Con  |
| 15  | Su_attempted               | Con  |
| 16  | Num_root                   | Con  |
| 17  | Num_file_creations         | Con  |
| 18  | Num_shells                 | Con  |
| 19  | Num_access_files           | Con  |
| 20  | Num_outbound_cmds          | Con  |
| 21  | Is_host_login              | Sym  |
| 22  | Is_guest_login             | Sym  |
|     | Traffic features           |      |
| 23  | count                      | Con  |
| 24  | Srv_count                  | Con  |
| 25  | Serror_rate                | Con  |
| 26  | Srv_serror_rate            | Con  |
| 27  | Rerror_rate                | Con  |
| 28  | Srv_rerror_rate            | Con  |
| 29  | Same_srv_rate              | Con  |
| 30  | diff_srv_rate              | Con  |
| 31  | Srv_diff_host_rate         | Con  |
| 32  | Dist_host_count            | Con  |
| 33  | Dist_host_srv_count        | Con  |
| 34  | Dist_host_same_srv_rate    | Con  |
| 35  | Dist_host_diff_srv_rate    | Con  |
| 36  | dst_host_same_src_port_rate| Con  |
| 37  | Dist_host_srv_diff_host_rate| Con  |
| 38  | Dist_host_serror_rate      | Con  |
| 39  | Dist_host_srv_serror_rate  | Con  |
| 40  | Dist_host_rerror_rate      | Con  |
| 41  | Dist_host_srv_rerror_rate  | Con  |

Con, continuous; Sym, symbolic.
2. Basic features: involves the attributes that represent protocols connections.
3. Content features: encapsulates the attributes of TCP/IP; also they contain some attributes of http services.
4. Time features: contains the attributes time, for example, arrival time between packets, start/end packet time, and round trip time of TCP protocol.
5. Additional generated features: this category can be further divided into two groups: general purpose features, where each feature has its own purpose, according to protect the service of protocols, and connection features that are built from the flow of 100 record connections based on the sequential order of the last time feature.

Appendix Table A3. Distribution of attacks in the UNSW-NB15 data set

| Attack class  | Training set | Testing set |
|---------------|--------------|-------------|
| Normal        | 56,000       | 37,000      |
| Fuzzers       | 18,184       | 6062        |
| Analysis      | 2000         | 677         |
| Backdoor      | 1746         | 583         |
| DoS           | 12,264       | 4089        |
| Exploits      | 33,393       | 11,132      |
| Generic       | 40,000       | 18,671      |
| Reconnaissance| 10,491       | 3496        |
| Shellcode     | 1133         | 378         |
| Worms         | 130          | 44          |
| Total         | 175,341      | 82,332      |
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