Convexity of momentum map, Morse index, and quantum entanglement
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We analyze form the topological perspective the space of all SLOCC (Stochastic Local Operations with Classical Communication) classes of pure states for composite quantum systems. We do it for both distinguishable and indistinguishable particles. In general, the topology of this space is rather complicated as it is a non-Hausdorff space. Using geometric invariant theory (GIT) and momentum map geometry we propose a way to divide the space of all SLOCC classes into mathematically and physically meaningful families. Each family consists of possibly many ‘asymptotically’ equivalent SLOCC classes. Moreover, each contains exactly one distinguished SLOCC class on which the total variance (a well defined measure of entanglement) of the state \( \text{Var}[v] \) attains maximum. We provide an algorithm for finding critical sets of \( \text{Var}[v] \), which makes use of the convexity of the momentum map and allows classification of such defined families of SLOCC classes. The number of families is in general infinite. We introduce an additional refinement into finitely many groups of families using the recent developments in the momentum map geometry known as Ness stratification. We also discuss how to define it equivalently using the convexity of the momentum map applied to SLOCC classes. Moreover, we note that the Morse index at the critical set of the total variance of state has an interpretation of number of non-SLOCC directions in which entanglement increases and calculate it for several exemplary systems. Finally, we introduce the SLOCC-invariant measure of entanglement as a square root of the total variance of state at the critical point and explain its geometric meaning.

1. Introduction

The problem of classification of pure multipartite entanglement is a recurrent subject in quantum information theory [12]. There are two possible ways to approach it. The idea behind the first one is based on a perhaps trivial but very fruitful observation that entanglement has to be invariant under local unitary operations, i.e. unitary operations applied independently to every subsystem of a given system. In terms of group theory this amounts to the study of orbits of the compact group \( K = SU(N_1) \times \ldots \times SU(N_L) \) on the compact manifold \( M = \mathbb{P}(\mathcal{H}) \), where \( \mathcal{H} = \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_L \) is the Hilbert space of the whole system and \( \mathbb{P}(\mathcal{H}) \) is the corre-
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sponding complex projective space \(^a\). Since all such orbits are closed the quotient space \(M/K\) is at least a topological Hausdorff \(^b\) space and one can perform the desired classification by searching for \(K\)-invariant polynomials \(^3\). Although the structure of invariant polynomials in well known \(^c\) it is in general a difficult problem to find the minimal generating set of this ring. Another disadvantage of this method is that the rich geometry of the problem is barely visible in this approach.

It is well known that the complex projective space is a Kähler manifold and hence a symplectic manifold with the Fubini-Study symplectic form \(\omega_{FS}\). Although \(M\) is symplectic the restriction of \(\omega_{FS}\) to an orbit of \(K\) is typically not symplectic. Inspired by this observation we have recently introduced a discrete entanglement measure defined as the degree of degeneracy of \(\omega_{FS}\) restricted to \(K\)-orbits \(^5\). In simple words we showed that more non-symplectic \(K\)-orbit through the state \([v]\) is, more entangled is the state \([v]\). The key ingredient in the proof of this statement was the concept of the momentum map \(\mu : \mathbb{P}(\mathcal{H}) \rightarrow \mathfrak{t}^*\), where \(\mathfrak{t}^*\) is the dual space to the Lie algebra \(\mathfrak{t}\) of the group \(K\). In our setting this map encodes the information about expectation values of the local (one-particle) observables, i.e. it is given by the collection of reduced one-particle density matrices. The degree of the degeneracy of \(\omega_{FS}\) at \([v]\) has thus a physical interpretation - is the dimension of the set of \(K\)-equivalent states which have the same reduced one-particle density matrices. This degeneracy can be thus interpreted as a ‘measure’ of an additional information which one has to gain in order to distinguish state \([v]\) from the states which are \(K\)-equivalent to \([v]\) using only one-particle density matrices.

The second approach to quantum entanglement uses the paradigm that two pure quantum states can in principle be used for the same quantum computations if and only if they can be transformed into each other by the class of so-called SLOCC operations \(^6\). Invertible SLOCC operations are represented by \(G = SL(N_1, \mathbb{C}) \times \ldots \times SL(N_L, \mathbb{C})\) and \(G = K^C\), i.e. the group \(G\) is the complexification of the group \(K\). In the language of the group theory this means that \(G\) is a reductive group. However, since \(G\) is not compact its orbits in \(M\) may not be closed and hence the space \(M/G\) is typically non-Hausdorff. Nevertheless, the celebrated theorem of Hilbert and Nagata \(^7\) ensures that the ring of invariant polynomials is finitely generated and it is possible to distinguish between different closed \(G\)-orbits in \(M\).

In the current paper we focus on the investigation of SLOCC classes of pure states. As the problem of finding explicitly all SLOCC classes is regarded intractable we propose division of the set of all \(G\)-orbits into families. It stems from the structure of the \(G\)-orbits space which is a non-Hausdorff space. We make an extensive use of the geometric invariant theory and momentum map geometry which we review in sections \(^2\) and \(^4\). The essence of our approach is the following. We look at the
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\(^a\)For indistinguishable particles we need a slight modification of this setting as it will be explained in Section \(^7\).

\(^b\)A topological space is Hausdorff if any two points can be separated by open sets.

\(^c\)Invariant polynomials are given by expressions of the form \(\text{tr} (|v \otimes k\rangle \langle \psi \rangle^k X)\), where \(X\) commutes with the diagonal action of \(K\) on \(\mathcal{H} \otimes k\).
total variance of the state, $\text{Var}[v]$, which was recently introduced by Klyachko as a measure of entanglement [8]. The total variance takes the maximal value for maximally entangled states and the minimal value for separable states. Using the Riemannian metric on $\mathbb{P}(\mathcal{H})$ we construct the gradient vector field of $\text{Var}[v]$. Moving the state along the gradient flow always increases the total variance. The limit sets of this flow generated by this field are exactly critical sets of $\text{Var}[v]$. Making use of the momentum map geometry we notice that the function $\text{Var}[v]$ is up to an additive constant the minus square norm of the momentum map $||\mu||^2$. The critical points of the later were studied in early 1980’s by Kirwan and Ness [9,10]. Translating their results into language of entanglement we find that each critical set of $\text{Var}[v]$ can be characterized as a unique $K$-orbit inside $G$-orbit on which $\text{Var}[v]$ attains maximum. Moreover, the gradient of $\text{Var}[v]$ is tangent to $G$-orbits, and hence its flow can be realized by local operations. The division of SLOCC classes into families is the following. We identify all states which are carried by the gradient flow into one critical $K$-orbit. These might be not only all states from the $G$-orbit that contains the chosen critical $K$-orbit, but also those which can be taken to it in the limit. Nevertheless, each so-defined family of SLOCC classes can be represented by exactly one SLOCC class passing through the critical set of the total variance. Taking into account the physical meaning of $\text{Var}[v]$ it seems to be a natural procedure.

In order to determine all above described families we need an effective algorithm for finding critical sets of the total variance. As we explain in section 5, this problem can be divided into two essentially different parts. The first one boils down to finding all states for which reduced single-particle density matrices are maximally mixed. The second problem concerns finding critical sets of $\text{Var}[v]$ among states whose closures of $G$-orbits in the Hilbert space $\mathcal{H}$ contain the zero vector. We show that this task can be greatly simplified by using the convexity property of the momentum map. Essentially, it reduces to considerations of eigenspaces of a matrix constructed from the single-particle reduced density matrices.

In general the number of so-defined SLOCC families is infinite. Using Ness stratification, which we discuss in section 4.2, we propose a way to divide them into finitely many groups. Each group consists of families represented by critical sets of $\text{Var}[v]$ with the same spectra of reduced one-particle density matrices. Next, we show that the idea of the momentum map can be useful for equivalent characterization of these groups. The ordered spectra of reduced one-particle density matrices corresponding to the states from the closure of $G$-orbits form a convex polytope, so-called SLOCC Kirwan polytope. Moreover, the number of such polytopes is finite, even if the number of $G$-orbits is infinite. As we describe in section 4, it leads to an equivalent definition for the group of families of SLOCC classes as all states whose SLOCC Kirwan polytopes have the same closest point to the origin. We also notice that the value of $\text{Var}[v]$, or actually square root of it, calculated in the critical point can be understood geometrically in terms of distance of the SLOCC Kirwan polytope from the origin. This introduces a hierarchy among different groups of
families of SLOCC classes. Finally, we point out that the Morse index at a critical set have a nice physical interpretation of number of non-SLOCC directions in which entanglement increases.

We illustrate our considerations by calculating in sections 6 and 7 several examples for both distinguishable and indistinguishable particles. We point out that in some cases (bipartite, three qubits) all SLOCC classes contain critical set of the total variance. For these cases our classification and the one known in literature overlap. However, for four qubits the situation is very different. We do have families of SLOCC classes which contain more than one $G$-orbit and in section 5.3 we show which are of these kind. We also prove that even in this situation there are still families which consists of a single $G$-orbit. We point out that this phenomenon is connected to stable vs semistable classification of points in GIT. In section 7.3 we also show that for system of arbitrary many two-state bosons all groups of families of SLOCC classes, except the one given by maximally mixed reduced one-particle density matrices, contain exactly one critical $K$-orbit. In the course of argumentation we exhibit a connection between the norm square of the momentum map $\|\mu\|^2$, the total variance of state $\text{Var}[v]$, and the second order Casimir invariant for the group $K$. The later allows for an identification of them as an expectation value of an observable. That makes them, at least in principle, experimentally measurable.

2. Geometry of Momentum map on the complex projective space

In this part we briefly discuss the concept of the momentum map. We present the general definition and the construction of the momentum map on the complex projective space. Finally we discuss in more detail convexity properties of the momentum map. For an extensive review we refer to [11].

Let $K$ be a compact connected semisimple Lie group. Let us assume that $K$ acts on a symplectic manifold $(M, \omega)$ in the symplectic way, i.e. leaving the symplectic form $\omega$ invariant,

$$\Phi : K \times M \to M, \quad \Phi_g = \Phi(g, \cdot), \quad \Phi_g^\ast \omega = \omega.$$  

For such an action there exists a momentum map [12], i.e. the unique map, $\mu : M \to \mathfrak{k}^*$, from the manifold $M$ to the dual space $\mathfrak{k}^*$ of the Lie algebra $\mathfrak{k} = \text{Lie}(K)$, such that

1. The map $\mu$ is equivariant, i.e. $\mu(\Phi_g(x)) = \text{Ad}_g^\ast \mu(x)$, where $\text{Ad}_g^\ast$ is coadjoint action $\langle \text{Ad}_g^\ast \alpha, \xi \rangle = \langle \alpha, \text{Ad}_{g^{-1}} \xi \rangle = \langle \alpha, g^{-1} \xi g \rangle$, where $\langle \cdot, \cdot \rangle$ is the pairing between $\mathfrak{k}$ and $\mathfrak{k}^*$, and $\text{Ad}_g$ denotes the adjoint action of $K$ on $\mathfrak{k}$, i.e. $\text{Ad}_g \xi = g\xi g^{-1}$ for $g \in K$ and $\xi \in \mathfrak{k}$.
2. For any $\xi \in \mathfrak{k}$, the fundamental vector field,

$$\xi(x) = \left. \frac{d}{dt} \right|_{t=0} \Phi_{\exp(t\xi)}(x)$$  

is the Hamiltonian vector field of the Hamiltonian function $\mu_\xi(x) = \langle \mu(x), \xi \rangle$, i.e. $d\mu_\xi = \omega(\xi, \cdot)$.
2.1. Momentum map on the complex projective space

For our purposes we need the momentum map on the complex projective space, \( \mathbb{P}(\mathcal{H}) \). Before presenting its construction let us review symplectic properties of \( \mathbb{P}(\mathcal{H}) \). Let \( G \) be a complex reductive group, i.e. it is the complexification, \( G = K^\mathbb{C} \), of its maximal compact subgroup \( K \). Let us assume that \( G \) acts linearly on \( \mathcal{H} \cong \mathbb{C}^N \). For simplicity of presentation we will assume that \( G \) is actually a subgroup of \( SL(\mathcal{H}, \mathbb{C}) \) and hence \( K \) can be chosen as a subgroup of \( SU(\mathcal{H}) \). Denote by \( \langle \cdot | \cdot \rangle \) the \( K \)-invariant scalar product on \( \mathcal{H} \). The action of \( G \) on \( \mathcal{H} \) induces in a natural way an action of \( G \), and hence of \( K \), on the complex projective space \( \mathbb{P}(\mathcal{H}) \), \( g[v] = [gv] \). In the notation we took advantage of the linearity of the group action on \( \mathcal{H} \) and we will consequently use \( g[v] \) instead of \( \Phi_g(v) \) in this case.

For further reference let us make two remarks.

(1) Since the group \( SU(\mathcal{H}) \) acts transitively on \( \mathbb{P}(\mathcal{H}) \) the tangent space \( T[v] \mathbb{P}(\mathcal{H}) \) at \( v \) is spanned by the fundamental vector fields (2.1) where \( \Phi_{\exp(t\xi)}[v] = e^{t\xi}v \), \( \xi \in \mathfrak{su}(\mathcal{H}) = \text{Lie}(SU(\mathcal{H})) \) (Lie algebra of the group \( SU(\mathcal{H}) \)).

(2) The tangent space \( T[v] \mathbb{P}(\mathcal{H}) \) can be also obtained by pushing forward vectors from \( T_v \mathcal{H} \) by the natural projection \( \mathcal{H} \ni v \mapsto [v] \in \mathbb{P}(\mathcal{H}) \). Let thus \( x = \frac{d}{dt} \bigg|_{t=0} v(t) \) (2.2) be the tangent vector to the curve \( t \mapsto v(t) \in \mathcal{H} \) at \( v(0) = v \). The corresponding projected curve in \( \mathbb{P}(\mathcal{H}) \) is given as

\[
T \mapsto \frac{v(t)}{\|v(t)\|} - \frac{v}{\|v\|} \frac{v(t)}{\|v(t)\|}.
\]

Differentiating we find the tangent vector \( z \) to \( \mathbb{P}(\mathcal{H}) \) at \([v]\), which corresponds to \( x \)

\[
Z = \frac{X}{\|v\|} - \frac{v}{\|v\|} \left( \frac{v}{\|v\|} \cdot \frac{X}{\|v\|} \right).
\]

Finally, let us remind that the projective space \( \mathbb{P}(\mathcal{H}) \) is a Kähler manifold (see below). In particular it means it is a symplectic manifold. The symplectic form at a point \([v] \in \mathbb{P}(\mathcal{H})\) is given by the formula (2.4)

\[
\omega(\xi_1, \xi_2) = -\frac{i(v[\xi_1, \xi_2]v)}{2\langle v|v \rangle}, \quad \xi_1, \xi_2 \in \mathfrak{su}(\mathcal{H}),
\]

where \( \xi_1 \) and \( \xi_2 \) are the fundamental vector fields associated to \( \xi_1 \) and \( \xi_2 \) via (2.1) (see the first remark above). At the same time \( \mathbb{P}(\mathcal{H}) \) is a Riemannian manifold with the Riemannian metric

\[
b(\xi_1, \xi_2) = \frac{\langle \xi_1 v|v \rangle \langle v|\xi_2 v \rangle}{\langle v|v \rangle^2}.
\]

Both structures are mutually compatible and compatible with the complex structure, i.e. \( b(\xi_1, i\xi_2) = \omega(\xi_1, i\xi_2) \) which makes \( \mathbb{P}(\mathcal{H}) \) a Kähler manifold.
Since \( \langle \cdot | \cdot \rangle \) is \( K \)-invariant and the symplectic form \( \omega \) is given in terms of it, the action of \( K \) on \( \mathbb{P}(\mathcal{H}) \) is symplectic. This in turn implies that if \( K \) is semisimple (which is the case at hand) then there exists the unique momentum map \( \mu : \mathbb{P}(\mathcal{H}) \to \mathfrak{t}^* \). Now we are ready to describe

**The construction of the momentum map**

For any \( v \in \mathcal{H} \) we define the map

\[
n_v : G \to \mathbb{R}, \quad n_v(g) = \langle gv|gv \rangle = ||gv||^2
\]

The derivative of \( n_v \) at the group identity, \( e \in G \), is by definition a linear functional \( dn_v : \mathfrak{g} \to \mathbb{R} \) and hence an element of \( \mathfrak{g}^* \). Notice however that since \( \langle \cdot | \cdot \rangle \) is \( K \)-invariant, for any \( \xi \in \mathfrak{k} \) we have

\[
\langle dn_v, \xi \rangle = \frac{d}{dt} \bigg|_{t=0} \langle \exp(t\xi)v|\exp(t\xi)v \rangle = 0
\]

Next, since \( G \) is reductive, its Lie algebra \( \mathfrak{g} \) can be decomposed as \( \mathfrak{g} = \mathfrak{k} \oplus i\mathfrak{k} \) and in fact \( dn_v \in i\mathfrak{k}^* \). We define the map

\[
\mu : \mathbb{P}(\mathcal{H}) \to i\mathfrak{k}^*, \quad \mu([v]) = \frac{1}{4}\frac{dn_v}{\langle v|v \rangle}.
\]

Straightforward calculations give

\[
\langle \mu([v]), i\xi \rangle = \frac{i}{2} \frac{\langle v|\xi v \rangle}{\langle v|v \rangle}, \quad \xi \in \mathfrak{k}, \quad (2.6)
\]

It is easy to see that if we define \( \mu_\xi \) by \( \mu_\xi = \langle \mu([v]), i\xi \rangle \) then \( d\mu_\xi = \omega(\hat{\xi}, \cdot) \). One can also check that \( \mu \) is equivariant, i.e.

\[
\mu([gv]) = \text{Ad}_g^*\mu([v]), \quad g \in K. \quad (2.7)
\]

In order to avoid confusions we clarify that the Hamilton function associated to the Hamiltonian vector field \( \hat{\xi} \), where \( \xi \in \mathfrak{k} \) is \( \mu_\xi \). Equivalently, one can define the true momentum map \( \bar{\mu}_\xi = \mu_\xi \) which has all required properties and in addition satisfies \( d\bar{\mu}_\xi = \omega(\hat{\xi}, \cdot) \). In the following we will use the former convention.

### 2.2. The convexity property of the momentum map

As the last tools for our applications we need some facts concerning the convexity property of the momentum map. Let, as previously, \( (M, \omega) \) be a symplectic manifold endowed with the symplectic action of a compact connected group \( K \). Let us fix \( T \subset K \), a maximal torus in \( K \). As before, the Lie algebra of \( K \) will be denoted by \( \mathfrak{k} \) and its Cartan subalgebra (the Lie algebra of \( T \)) by \( \mathfrak{t} \). Positive elements in \( \mathfrak{t} \) form the so-called positive Weyl chamber \( \mathfrak{t}^+ \). Finally let \( \mu : M \to \mathfrak{t}^* \) be the momentum map. Notice that since \( \mu \) is equivariant, any \( K \) orbit in \( M \) is mapped onto a coadjoint orbit in \( \mathfrak{t}^* \). Moreover, every coadjoint orbit crosses \( \mathfrak{t}^*_+ \) in exactly one point. We can thus define \( \Psi : M \to \mathfrak{t}^*_+ \) by \( \Psi(x) = \mu(K.x) \cap \mathfrak{t}^*_+ \). By restricting the identification \( \mathfrak{t}^*_+ \) to \( \mathfrak{t}^*_+ \) we may alternatively treat \( \Psi(x) \) as an element of \( \mathfrak{t}_+ \) whenever it is more convenient.
The following is true

**Theorem 2.1.** *The set \( \Psi(M) \) is a convex polytope.*

This theorem has a long history and many people contributed into its final form. First, Atiyah [14] and Guillemin and Sternberg [15] showed that for an abelian \( K \) even more is true, namely the whole \( \mu(M) \) is a convex polytope. Guillemin and Sternberg also noticed that for a non-abelian \( K \) the set \( \mu(M) \) is typically not convex and proved that \( \Psi(M) \) is a convex polytope when one assumes in addition that \( M \) is a Kähler manifold [11]. Finally, Kirwan [9] showed that Theorem 2.1 holds for any connected symplectic manifold. We will call \( \Psi(M) \) the Kirwan polytope.

In this paper we are especially interested in the setting when \( M = \mathbb{P}(\mathcal{H}) \) together with the action of a complex reductive group \( G = K^\mathbb{C} \). In this case the finer results are known. We give here one of particular importance for our purposes:

**Theorem 2.2.** Let \( G.x \) be an orbit of \( G \) through \( x \in \mathbb{P}(\mathcal{H}) \). Then

1. The set \( \Psi(G.x) \) is a convex polytope [10], [10].
2. There is an open dense set of points in \( \mathbb{P}(\mathcal{H}) \) for which \( \Psi(G.x) = \Psi(\mathbb{P}(\mathcal{H})) \) [17].
3. The collection of different polytopes \( \Psi(G.x) \) where \( x \) ranges over \( M \) is finite [17].

3. The function \( ||\mu||^2 \) and its critical sets

Let us concentrate now on properties of the norm square of the momentum map. In particular we are interested in the structure of its critical points and their Morse indices. We start with the physical meaning of \( ||\mu||^2 \). Further, we explicitly compute conditions describing critical points and finally discuss Morse indices of critical points and their relevance for the description of entanglement.

For practical reasons it is customary to identify \( \mathfrak{t}^* \) with \( \mathfrak{t} \) by means of the Ad\(_K\) invariant scalar product \( (\cdot | \cdot) \) on \( \mathfrak{t} \). More precisely, for any \( \alpha \in \mathfrak{t}^* \) we define \( \alpha^* \in \mathfrak{t}^* \) such that

\[
\langle \alpha, \xi \rangle = (\alpha^* | \xi), \quad \forall \xi \in \mathfrak{t}.
\]

(3.1)

To give an explicit formula for \( \mu^*(x) \), where \( x = [v] \), let us choose orthonormal basis \( \{\xi_i\} \) of \( \mathfrak{t} \). Then

\[
\mu^*(x) = \sum_{k=1}^{\dim K} (\mu^*(x)|\xi_k)|\xi_k = \sum_{k=1}^{\dim K} \langle \mu(x), \xi_k \rangle |\xi_k = \sum_{k=1}^{\dim K} \mu_{\xi_k}(x) |\xi_k.
\]

(3.2)

After such an identification we define

\[
||\mu||^2 : \mathbb{P}(\mathcal{H}) \rightarrow \mathbb{R},
\]

\[
||\mu||^2(x) = (\mu^*(x)|\mu^*(x)) = \sum_{k=1}^{\dim K} \mu_{\xi_k}^2(x) = \frac{1}{4} \sum_{k=1}^{\dim K} \left(\frac{\langle v|\xi_k v \rangle}{\langle v|v \rangle} \right)^2.
\]

(3.3)
Let us note that since $\mu$ is $K$-equivariant the function $||\mu||^2$ is $K$-invariant, i.e.

$$||\mu||^2([gv]) = ||\mu||^2([v]), \quad g \in K.$$  

### 3.1. Physical meaning of $||\mu||^2$

Remarkably, we can give to $\|\mu\|^2$ a clear physical meaning in the sense that it can be expressed as the mean value of an observable. We define after Klyachko [8] the total variance of a state $[v] \in P(H)$, with respect to the symmetry group $K \subset SU(H)$:

$$\text{Var}([v]) = \frac{1}{\langle v|v \rangle} \left( \sum_{i=1}^{\dim K} \langle v|\xi_i^2|v \rangle - \frac{1}{\langle v|v \rangle} \sum_{i=1}^{\dim K} \langle v|\xi_i|v \rangle^2 \right). \quad (3.4)$$

The above expression is simply the sum of the variances of the observables $\xi_i$ calculated in the state $[v]$. On the other hand, $C_2 = \sum_{i=1}^{\dim K} \xi_i^2$ is the representation of the second order Casimir operator which commutes with every $\xi_i$ [15]. We can now rewrite Equation (3.5) in the following manner

$$\text{Var}([v]) = c - \frac{1}{\langle v|v \rangle^2} \left( \sum_{i=1}^{\dim K} \langle v|\xi_i|v \rangle^2 \right) = c - 4 \cdot ||\mu||^2([v]), \quad (3.5)$$

where $c = \frac{\langle v|C_2|v \rangle}{\langle v|v \rangle}$ is a $[v]$-independent constant. Notice that since $||\mu||^2([v])$ is $K$-invariant, the variance $\text{Var}([v])$ is also $K$-invariant. Moreover $\text{Var}([v])$ takes the minimal value exactly for separable states and the maximal value for "maximally entangled" states [8,19]. It can thus serve as an entanglement measure. Alternatively $||\mu||^2([v])$ can be expressed as the expectation value of $C_2$ represented on the symmetric tensor product $H \vee H$ (see also [19]). Indeed, one easily checks that for

$$C_2' = \sum_{i=1}^{\dim K} (\xi_i \otimes I + I \otimes \xi_i)^2, \quad (3.7)$$

which is the second order Casimir operator on $H \vee H$ we have

$$\frac{1}{\langle v|v \rangle^2} \langle v \otimes v|C_2'|v \otimes v \rangle = 2c + 2 \frac{1}{\langle v|v \rangle^2} \sum_{i=1}^{\dim K} \langle v|\xi_i|v \rangle^2 = 2c + 8 \cdot ||\mu||^2([v]), \quad (3.8)$$

where $c$ is the constant which appeared in (3.6). Finally, let us emphasize that by the formula (3.6) the critical sets of the total variance of state function are exactly the critical sets of $||\mu||^2$. In the subsequent sections we show how one can use these critical sets to divide all SLOCC classes of states into disjoint families.
3.2. Critical points of $||\mu||^2$

It was noticed around a quarter century ago [9,10] that critical points of $||\mu||^2$ play an important role in the classification of $G = K\mathbb{C}$-orbits in $\mathbb{P}(\mathcal{H})$. In the next two paragraphs we give the description of the set of critical points of $||\mu||^2$. Let us start with a

**Formula for $d||\mu||^2(x)$**  
From Equation (3.3) we have

$$d||\mu||^2(x) = 2 \dim K \sum_{i=1}^{\dim K} \mu_\xi_i(x) d\mu_\xi_i = 2 \sum_{i=1}^{\dim K} \mu_\xi_i(x) \omega(-i\xi_k, \cdot) = 2 \omega(\sum_{k=1}^{\dim K} \mu_\xi_k(x) \xi_k, \cdot) = 2d\mu_\ast(x).$$

(3.9)

Notice also that since the symplectic form $\omega$ is nondegenerate $d||\mu||^2(x) = 0$ if and only if $-i\mu_\ast(x) = 0$.

**Two kinds of critical points of $||\mu||^2$**  
Using formula (3.9) we can divide the set of critical points of $||\mu||^2$ into two disjoint classes

- The so called minimal critical points for which $\mu(x) = 0$. Notice that if $\mu(x) = 0$, or equivalently $\mu_\ast(x) = 0$ then of course $-i\mu_\ast(x) = 0$ and hence $d||\mu||^2(x) = 0$, i.e. $x$ is a critical point. All points in the $\mu^{-1}(0)$ are thus critical.
- The non-minimal critical points for which $\mu(x) \neq 0$ and $-i\mu_\ast(x) = 0$.

Let us observe that $[v]$ is a critical point if and only if

$$\mu_\ast([v]) v = \lambda v$$

(3.10)

for some $\lambda \in \mathbb{C}$. Indeed, using (2.2) for the curve $t \mapsto \exp(-i\mu_\ast([v])t)v$ we obtain $x = -i\mu_\ast([v])v$ and from (2.3)

$$\overrightarrow{-i\mu_\ast([v])} = \frac{-i}{\|v\|} \left( \mu_\ast([v]) v - \frac{1}{\|v\|^2} \langle v, \mu_\ast([v]) v \rangle v \right).$$

(3.11)

Hence, $-i\mu_\ast([v]) = 0$ implies (3.10) with

$$\lambda = \frac{1}{\|v\|^2} \langle v, \mu_\ast([v]) v \rangle.$$  

(3.12)

Conversely, if (3.10) is fulfilled then by scalar multiplying its both sides by $v$ we find that $\lambda$ is given by (3.12). Consequently, upon (3.11) we obtain $-i\mu_\ast([v]) = 0$.

3.3. The Morse index at a critical point

An important information about the critical point of a function is encoded in its Morse index, i.e. the number of negative eigenvalues of the Hessian at the point. To
calculate it for critical points of $||\mu||^2$ let us, as previously, choose an orthonormal basis $\{\xi_i\}$ of $i\mathfrak{k}$. We already know that

$$d||\mu||^2(x) = d \left( \sum_{i=1}^{\dim K} \mu_{\xi_i}^2(x) \right) = 2 \sum_{i=1}^{\dim K} \mu_{\xi_i}(x)d\mu_{\xi_i}.$$ 

Let us assume that $x$ is a critical point of $||\mu||^2$. The Hessian of $||\mu||^2(x)$ is the matrix of the second derivatives (or equivalently the corresponding quadratic form) given by

$$\text{Hess}||\mu||^2(x) = 2 \sum_{k=1}^{\dim K} d\mu_{\xi_k} \otimes d\mu_{\xi_k} + 2 \sum_{k=1}^{\dim K} \mu_{\xi_k} \text{Hess}\mu_{\xi_k}. \quad (3.13)$$

For a minimal critical point, i.e. $\mu(x) = 0$ we have $\mu_{\xi_k}(x) = 0$ for all $\xi_k$, the formula (3.13) simplifies to

$$\text{Hess}||\mu||^2(x) = 2 \sum_{k=1}^{\dim K} d\mu_{\xi_k} \otimes d\mu_{\xi_k},$$

and the Morse index, i.e. the number of negative eigenvalues of $\text{Hess}||\mu||^2(x)$ is equal to zero, $\text{ind}(x) = 0$.

Assume now that $x$ is a non-minimal critical point, i.e. $\mu(x) \neq 0$ and $-i\mu^*(x) = 0$. We can always choose an orthonormal basis $\xi_i$ of $i\mathfrak{k}$ in such a way that $\xi_1 = \frac{\mu^*(x)}{||\mu^*(x)||}$. This means that all $\mu_{\xi_k}(x) \equiv \langle \mu(x), \xi_k \rangle = (\xi_k|\mu^*(x)) = 0$ for $k = 2, \ldots, \dim K$ and $\mu_{\xi_1}(x) = \frac{\mu^*(x)}{||\mu^*(x)||}|\mu^*(x)) = ||\mu||(x)$. The formula (3.13) simplifies to

$$\text{Hess}||\mu||^2(x) = 2 \sum_{k=1}^{\dim K} d\mu_{\xi_k} \otimes d\mu_{\xi_k} + 2 ||\mu||(x)\text{Hess}\mu_{\xi_1}.$$ 

We have following theorem [10]:

**Theorem 3.1.** Assume that $x$ is a critical point of $||\mu||^2 : \mathbb{P}(\mathcal{H}) \to \mathbb{R}$. Then the following is true:

1. $||\mu||^2$ restricted to $G.x$ attains its minimum value at $x$.
2. $||\mu||^2$ restricted to $G.x$ attains its minimum value on a unique $K$-orbit, which is of course the orbit $K.x$ through the point $x$.
3. If $x \in \mu^{-1}(0)$ then the Morse index $\text{ind}(x) = 0$.
4. If $x \notin \mu^{-1}(0)$ then $\text{ind}(x)$ may not be zero.

Notice that 3 and 4 have been already proved. The proof of 1 is a direct consequence of the convexity property of the momentum map (see Section 2.2). For the proof of 2, see [10] (Theorem 7.1).

We can decompose the tangent space $T_x\mathbb{P}(\mathcal{H})$ as the direct sum

$$T_x\mathbb{P}(\mathcal{H}) = T_xG.x \oplus (T_xG.x)^\perp \omega.$$
It is possible since $T_xG.x$ is a complex and therefore a symplectic vector space. Hence $T_xG.x \cap (T_xG.x)^{1,\omega} = 0$. Moreover these subspaces are orthogonal with respect to the Riemannian metric $b(\cdot, \cdot)$ \textcolor{red}{(2.5)} as they both are stable with respect to multiplication by $i$. By Theorem 3.1 we know that the Morse index at any critical point is determined by the restriction of $\text{Hess}||\mu||^2(x)$ to the subspace $(T_xG.x)^{1,\omega}$. Notice next that for any vector $v \in (T_xG.x)^{1,\omega}$ we have
\[d\mu_{\xi_1}(v)is = \omega(\hat{\xi}_k, v) = 0,\]
and hence
\[\text{Hess}||\mu||^2(x) |_{(T_xG.x)^{1,\omega}} = 2||\mu||(x)\text{Hess}\mu_{\xi_1}.\]

Summing up we proved

**Theorem 3.2.** The Morse index at the critical point is given by the number of the negative eigenvalues of $\text{Hess}\mu_{\xi_1}$ where $\xi_1 = \frac{\mu^*(x)}{||\mu^*(x)||}$. Notice that from Theorem 3.1 we can read off a nice interpretation of the Morse index computed at some critical point. Namely the Morse index equals the number of non-SLOCC directions at a given critical point, in which entanglement (measured by $-||\mu||^2$) increases.

### 4. Stratification of the complex projective space by critical sets of $||\mu||^2$

As it was already discussed in the introduction the space of orbits of SLOCC action, $\mathbb{P}\mathcal{H}/G$, is in general not a Hausdorff space as orbits of $G$ are not necessary closed. It is thus natural to overcome this difficulty by exhibiting some ‘good’ quotient space. In this section we present two known constructions of such quotients. First is the so called **categorical quotient**. The second one, the **Ness stratification**, is in a sense a generalization of the former. They are both directly related to the structure of critical sets of $||\mu||^2$ on $\mathbb{P}\mathcal{H}$. The categorical quotient uses minimal critical points whereas the Ness stratification uses both minimal and non minimal critical points.

In the following sections we will discuss the physical interpretation of the Ness quotient. It steams directly from relevance of $||\mu||^2$ as an entanglement measure.

#### 4.1. The minimal critical points and the construction of the categorical quotient

The minimal critical points of $||\mu||^2$ play an important role in the construction of the $G$-orbit space in $\mathbb{P}(\mathcal{H})$. For simplicity we begin with the construction of the $G$-orbits space on the level of $\mathcal{H}$. First, for any reductive group the following fundamental theorem holds

**Theorem 4.1.** (Hilbert, Nagata \textcolor{red}{[7]}), If $G$ is reductive, then the ring of $G$-invariant polynomials $\mathbb{C}[\mathcal{H}]$, i.e. polynomials which are constant on the $G$-orbits is finitely generated.
Having Theorem 4.1 one can ask if it is possible to distinguish between all $G$-orbits in $H$ using invariant polynomials. Recall that for a compact group action all orbits are closed and therefore the answer is positive. However, for non-compact group $G$ it is not the case. It is because $G$-invariant polynomials are continuous and therefore take the same value on orbits for which the intersection of closures in not empty, $\overline{G.v_1} \cap \overline{G.v_2} \neq \emptyset$. We call two orbits $G.v$ and $G.u$ closure equivalent if there exists a sequence of orbits $G.v_1 = G.v, G.v_2, \ldots, G.v_n = G.u$ such that $\overline{G.v_k} \cap \overline{G.v_{k+1}} \neq \emptyset$. This equivalence relation divides $G$-orbits into closure equivalence classes. The proper question is hence the following one. Do $G$-invariant polynomials separate the closure inequivalent orbits? We have the following [7]

**Theorem 4.2.** Let $G.v_1$ and $G.v_2$ be two orbits such that $\overline{G.v_1} \cap \overline{G.v_2} = \emptyset$. Then there is a $G$-invariant polynomial which separates $G.v_1$ from $G.v_2$.

The immediate corollary from this theorem is

**Corollary 4.1.** The following are true:

(1) There is enough $G$-invariant polynomials to separate closed $G$-orbits.

(2) Closure equivalence class of orbits can contain at most one closed orbit, as if it contained more than one then invariant polynomials would not be constant on it.

(3) Every closure equivalence class of orbits contains exactly one closed orbit (the orbit of lowest dimension). Moreover, it is contained in the closure of every orbit in the equivalence class.

The last point implies that we can simplify the definition of the equivalence of two orbits $G.v$ and $G.u$ to $\overline{G.v} \cap \overline{G.u} \neq \emptyset$.

The correct quotient construction is thus with respect to closed orbits. In the case of the projective space $\mathbb{P}(H)$ one first removes the so-called null cone $N$ which is the closure equivalence class of orbits which contains $0 \in H$ as the unique closed $G$-orbit. What is left is denoted by $\mathbb{P}(H)_{ss}$ and called the set of semistable points. Then we say that two points $x_1 = [v_1] \in \mathbb{P}(H)_{ss}$ and $x_2 = [v_2] \in \mathbb{P}(H)_{ss}$ are equivalent, $[v_1] \sim [v_2]$, if and only if $\overline{G.v_1} \cap \overline{G.v_2} \neq \emptyset$. The resulting quotient space, denoted by $\mathbb{P}(H)_{ss}/G$, is known in the literature as the categorical quotient. Notice that $\mathbb{P}(H)_{ss}/G$ is parametrized by closed $G$-orbits. Remarkably, the minimal critical points of $||\mu||^2$ parameterize all closed $G$-orbits in $\mathbb{P}(H)_{ss}$. The following was proved by George Kempf and Linda Ness [20]

**Theorem 4.3.** Assume that $[v] \in \mu^{-1}(0)$, i.e. $[v]$ is a minimal critical point of $||\mu||^2 : \mathbb{P}(H) \to \mathbb{R}$. Then the orbit $G.v$ is closed and $0 \notin \overline{G.v}$. Moreover all closed $G$-orbits in $\mathbb{P}(H)_{ss}$ are of this type.

It is now easy to see that we have the following isomorphism of quotients

$$\mu^{-1}(0)/K \cong \mathbb{P}(H)_{ss} \sslash G,$$
Moreover, we have [10]

**Theorem 4.4.** The sets $\mathbb{P}(\mathcal{H})_{ss} \sslash G$ and hence $\mu^{-1}(0)/K$ are projective varieties.

By Theorem 4.4 one can view the categorical quotient construction in terms of fibers of certain surjective map between complex spaces, i.e. we define

$$\pi : \mathbb{P}(\mathcal{H})_{ss} \rightarrow \mathbb{P}(\mathcal{H})_{ss} \sslash G,$$

where each fiber of $\pi$ is a closure equivalence class of orbits containing exactly one closed $G$-orbit which in turn contains the $K$-orbit from $\mu^{-1}(0)$. It is natural to ask when a fiber of $\pi$ is given by a single $G$-orbit, i.e. when a closure equivalence class of orbits is simply one closed $G$-orbit. In order to address this question we need the following general theorem, describing surprising behavior of fiber dimensions of a map between complex spaces [21].

**Theorem 4.5.** Let $\pi : X \rightarrow Y$ be a surjective regular map between complex spaces and assume that each fiber of $\pi$ is connected. Let $d = \dim X - \dim Y$. The following are true

1. There exists Zariski open dense set $Y_{reg} \subset Y$ such that for $y \in Y_{reg}$ the fiber $\pi^{-1}(y)$ has dimension $\dim \pi^{-1}(y) = d$.
2. For each $y \in Y \setminus Y_{reg}$ the dimension of fiber $\pi^{-1}(y)$ cannot drop down, i.e. $\dim \pi^{-1}(y) > d$.

On the other hand, it is known that [22]

**Theorem 4.6.** The set $\mathbb{P}(\mathcal{H})_s = \{ G.x : \dim G.x = \dim G \text{ and } x \in \mu^{-1}(0) \}$ if exists is Zariski open dense subset of $\mathbb{P}(\mathcal{H})_{ss}$.

The points from $\mathbb{P}(\mathcal{H})_s$ are called stable points. Notice now that if $x \in \mathbb{P}(\mathcal{H})_s$ then the fiber of $\pi : \mathbb{P}(\mathcal{H})_{ss} \rightarrow \mathbb{P}(\mathcal{H})_{ss} \sslash G$ is exactly $G.x$. To see it let us assume on the contrary that there is a point $y \in \mathbb{P}(\mathcal{H})_{ss}$ such that $G.y$ is closure equivalent to $G.x$. By Corollary 4.1 this means that either $G.y = G.x$ or $\dim G.y > \dim G.x$. But the later is impossible since $\dim G.x = \dim G$. Therefore the generic dimension of a categorical quotient fiber in the presence of stable points is $d = \dim G$. Combining this observation with Theorem 4.5 we arrive at

**Theorem 4.7.** For a semistable but not stable point $x \in \mu^{-1}(0)$ the fiber of categorical quotient $\pi^{-1}(\pi(x))$ contains more than one $G$-orbit.

Finally, let us point out that it is known (see [23]) that the set $G.\mu^{-1}(0)$ is either empty or open and dense in $\mathbb{P}(\mathcal{H})$. This means that $\mu^{-1}(0)/K$ parameterizes almost all $G$-orbits in $\mathbb{P}(\mathcal{H})$. Moreover, all these points are in one-to-one correspondence with the minimal critical sets of $||\mu||^2$.

A natural question now is whether it is possible to stratify the null cone $N$ via critical sets of $||\mu||^2$. In other words we want to introduce an additional refinement
in the null cone $N$ stemming from the critical sets of the total variance restricted to it. The resulting quotient is called Ness stratification.

4.2. Stratification of the null cone by critical sets of $||\mu||^2$

We are now ready to describe the stratification of the null cone $N$ by critical sets of $||\mu||^2$ and provide the method for finding groups of families of $G$-orbits. Let us first notice that since Hamiltonian vector field corresponding to $d \left( -||\mu||^2 \right)$ is given by $2\hat{\mu}^*(x)$ and $\mathbb{P}(\mathcal{H})$ is a Kähler manifold, the gradient of $||\mu||^2$ with respect to the Riemannian metric $b(\cdot,\cdot)$ is given by $2\mu^*(x)$. Next, the vector field $\mu^*(x)$ is tangent to the $G$-orbit through $x$ as $\mu^*(x) \in \mathfrak{t} \subset \mathfrak{g}$. Thus any point $x \in N$ is carried by the gradient flow into some critical $K$-orbit of $||\mu||^2$ and in this way we obtain stratification of $N$. Recall that similarly every semistable point in $\mathbb{P}(\mathcal{H})_{ss}$ is taken by the gradient flow to minimal critical points. Moreover, all minimal critical points constitute the fiber $\Psi^{-1}(0)$ of the momentum map. It is therefore natural to divide remaining critical points in $N$ by fibers of $\Psi$. More precisely for each $\alpha$ such that $\alpha = \Psi(x)$ with $x \in N$, we check if $\Psi^{-1}(\alpha)$ contains $||\mu||^2$-critical $K$-orbits. We denote by $C_\alpha$ the set of $||\mu||^2$-critical points such that $\Psi(K.x) = \alpha$ and by $N_\alpha$ all points in $N$ for which $C_\alpha$ is the limit set of the gradient flow. It was shown by Kirwan [9] that $N_\alpha$ is $G$-invariant. Next we say that two points in $N_\alpha$ are $G$-equivalent if and only if they are carried by gradient flow to the same critical $K$-orbit in $C_\alpha$. Under this equivalence we get the desired stratification of $N$. It turns out that the set $C_\alpha/K$ has a nice structure, namely [10].
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**Theorem 4.8.** The set $C_\alpha/K$ is a projective variety.
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Fig. 2. The sets $N_\alpha$ and $C_\alpha$, with two exemplary critical $K$-orbits, $K.x_1$ and $K.x_2$. The arrows represent the gradient flow of $-||\mu||^2$.

In this way the quotient of $\mathbb{P}(\mathcal{H})$ by $G$ is decomposed into finite number of disjoint projective varieties

$$\mathbb{P}(\mathcal{H})/G = \bigcup_\alpha C_\alpha/K$$

The main one is given by $C_0/K \simeq \mu^{-1}(0)/K$ or equivalently $\Psi^{-1}(0)/K$. The other are $C_\alpha/K$ where $C_\alpha$ is the set of all critical $K$-orbits in $\Psi^{-1}(\alpha)$. The only unclear fact concerns finite rather than infinite number of these varieties. It can be easily clarified using point 3 of Theorem 2.2. To this end note that one can equivalently define $N_\alpha$ as all points $x \in \mathbb{P}(\mathcal{H})$ for which polytopes $\Psi(G.x)$ have the same closest point to the origin. As the number of polytopes is finite the number of varieties $C_\alpha$ is as well finite.
An algorithm for finding classes of $G$-orbits

Summing up, in order to find the above described decomposition of $\mathbb{P}(\mathcal{H})$ one has to

1. Find the set $\mu^{-1}(0)/K$. Usually it is a hard problem and requires knowledge of a canonical form of $x \in \mathbb{P}(\mathcal{H})$ under $K$-action.
2. Find sets $C_\alpha/K$ where $C_\alpha$ is the set of all critical $K$-orbits in $\Psi^{-1}(\alpha)$. This happens to be relatively easy task as we show in the next section.

In the next sections we discuss how this algorithm and other above described ideas can be used for better understatement of multipartite entanglement. The goal is obtained by calculating various examples. For clarity we now give a table which should be treated as a dictionary between the abstract concepts and their QI counterparts. The contents of the table is also discussed in the subsequent sections.

| $G$-orbit       | SLOCC class of states                                                                 |
|-----------------|--------------------------------------------------------------------------------------|
| the momentum map $\mu$ | the map which assigns to the state $|v\rangle$ the collection of its reduced one-particle density matrices |
| $||\mu||^2(|v\rangle)$ | the total variance of state $\text{Var}(|v\rangle)$                                      |
| closure equivalence class of orbits | family of asymptotically equivalent SLOCC classes                                       |
| stable point    | SLOCC family consists of exactly one SLOCC class                                        |
| semistable but not stable point | SLOCC family consists of many SLOCC class                                               |
| $\Psi(G.|v\rangle)$ | SLOCC momentum polytope, collection of all possible spectra of reduced one-particle density matrices for $|u\rangle \in \overline{G.|v\rangle}$ |
| strata $N_\alpha$ | group of families of SLOCC classes - all states for which SLOCC momentum polytopes have the same closest point to the origin |
| $C_\alpha$       | set of critical points of $\text{Var}(|v\rangle)$ with the same spectra of reduced one-particle density matrices |

5. The SLOCC classes for distinguishable particles

We are now ready to apply the mathematical tools described in sections 2 and 3 to the characterization of SLOCC classes of states.

Entanglement in systems of distinguishable particles In the following we put $\mathcal{H} = \mathbb{C}^N \otimes \ldots \otimes \mathbb{C}^N$ which is the Hilbert space of $L$ identical but distin-
guishable particles. The group $G$ is a direct product of $L$ copies of $SL(N,\mathbb{C})$, i.e. $G = SL(N,\mathbb{C})^\times L$ and $K = SU(N)^\times L$. We have $G = K^C$ and hence the group $G$ is reductive. Moreover, $K$ is semisimple compact and connected. As mentioned in the Introduction the group $G$ represents the so-called SLOCC operations whereas $K$ stands for local unitary operations. The actions of both $G$ and $K$ on $\mathcal{H}$ are given by

$$(U_1, U_2, \ldots, U_L).v = U_1 \otimes U_2 \otimes \ldots \otimes U_L v.$$ 

The Lie algebras of $G$ and $K$ are direct sums of $L$ copies of $\mathfrak{sl}(N)$ and $\mathfrak{su}(N)$ respectively, i.e. $\mathfrak{g} = \mathfrak{sl}(N)^\times L$ and $\mathfrak{k} = \mathfrak{su}(N)^\times L$. The corresponding actions of $\mathfrak{g}$ and $\mathfrak{k}$ on $\mathcal{H}$ read

$$(\xi_1, \xi_2, \ldots, \xi_L)v = (\xi_1 \otimes I_N \otimes \ldots \otimes I_N + I_N \otimes \xi_2 \otimes \ldots \otimes I_N + \ldots + I_N \otimes \ldots \otimes \xi_L v),$$

where $I_N$ is the $N \times N$ identity matrix. The momentum map is $\mu : \mathbb{P}(\mathcal{H}) \to i\mathfrak{k}$ is given by $[5]$

$$\mu([v]) = (\rho_1([v]) - \frac{1}{N} I_N, \rho_2([v]) - \frac{1}{N} I_N, \ldots, \rho_L([v]) - \frac{1}{N} I_N),$$

where $\rho_i([v])$ is the $i$-th reduced single-particle density matrix of the state $\frac{v}{||v||}$. The points $[v] \in \mathbb{P}(\mathcal{H})$ for which $\mu([v]) = 0$ are thus precisely the states for which all reduced single-particle density matrices $\rho_i$ are maximally mixed. Moreover the map $\Psi : \mathbb{P}(\mathcal{H}) \to i\mathfrak{k}_+$ is given by

$$\Psi([v]) = (\tilde{\rho}_1([v]) - \frac{1}{N} I_N, \tilde{\rho}_2([v]) - \frac{1}{N} I_N, \ldots, \tilde{\rho}_L([v]) - \frac{1}{N} I_N),$$

where $\tilde{\rho}_i([v]) = \text{diag}(\rho^1_i([v]), \ldots, \rho^N_i([v]), \rho^k_i([v]) \geq \rho^l_i([v])$, and $\text{Spect}(\rho_i([v])) = \{ \rho^1_i, \ldots, \rho^N_i \}$. In what follows we will need the explicit formula for $\mu^*$:

$$\mu^*([v]) = \left( \rho_1([v]) - \frac{1}{N} I_N \right) \otimes I_N \otimes \ldots \otimes I_N +$$

$$+ I_N \otimes \left( \rho_2([v]) - \frac{1}{N} I_N \right) \otimes I_N \otimes \ldots \otimes I_N +$$

$$+ \ldots + I_N \otimes \ldots \otimes I_N \otimes \left( \rho_L([v]) - \frac{1}{N} I_N \right). \quad (5.1)$$

The image of $\Psi$ is by Theorem [21] a convex polytope. For the system of $L$ qubits, i.e. when $N = 2$ this polytope is given by particularly simple inequalities, namely we have the following theorem $[24]$

**Theorem 5.1.** For a $L$-qubit system all constraints on the $1$-qubit reduced density matrices of a pure state are given by polygonal inequalities

$$p_i \leq \sum_{j \neq i} p_j$$

for the minimal eigenvalues $p_i$ of $\rho_i$. 


Let us now give some details about finding SLOCC classes for identical distinguishable particles. First we have the following theorem which gives canonical form of the state up to local unitaries [25]:

**Theorem 5.2.** For a general state \( \Psi = \sum C_{i_1 \ldots i_L} |i_1 \ldots i_L \rangle \) in \( \mathcal{H} = \mathbb{C}^N \otimes \ldots \otimes \mathbb{C}^N \) there exist local unitaries \( U_i \) such that all the following entries in the state \( \Psi' = U_1 \otimes \ldots \otimes U_L \Psi \) are set to zero:

\[
\forall 1 \leq j \leq N \ \forall k > j \ C'_{jj\ldots k} = C'_{jj\ldots k} = \ldots = C'_{kj\ldots jj} = 0.
\]

Moreover all entries \( C'_{NNiN\ldots N} \), where \( i \leq N \) can be made real and positive. If the number of parties exceeds 2, then the normal form is typically not unique up to permutations, but there exist a discrete number of different normal forms with the aforementioned property.

The algorithm from Section 4.2 thus reads

1. Use Theorem 5.2 to find \( \mu^{-1}(0)/K \). This gives the main group of families of SLOCC classes in \( \mathbb{P}(\mathcal{H})_{ss} \). We show in next section how to do it explicitly for two, three and four qubits.

2. For the groups of families of SLOCC classes in the null cone \( N \) we have the following strategy. Since critical sets of \( ||\mu||^2 \) are \( K \)-invariant it is enough to check when \( \mu^*(|v\rangle \langle v|) = \lambda v \) for \( \mu^*(|v\rangle \langle v|) \in \Psi(\mathbb{P}(\mathcal{H})) \setminus \{0\} \). In other words we have to go over the Kirwan polytope and verify for which states \( v \) we have \( \alpha^* v = \lambda v \), \( \alpha^* \in \Psi(\mathbb{P}(\mathcal{H})) \setminus \{0\} \). For many-qubit systems this polytope is described by polygonal inequalities (see Theorem 5.1) which are explicitly known. Moreover, we can treat \( \alpha^* \) as an \( N^L \times N^L \) diagonal matrix acting on \( \mathcal{H} \). If the diagonal elements of \( \alpha^* \) are nondegenerate the corresponding eigenvectors are separable states. In order to find other nontrivial SLOCC classes we are interested in the situation when the spectrum of \( \alpha^* \) is degenerate. Remarkably, the dimensions of the degenerate eigenspaces are typically relatively small. For consistency, for each of such eigenspaces we choose these vectors \( v \) for which \( \alpha = \mu(|v\rangle \langle v|) \). In this way we arrive at sets \( X_\alpha = \mu^{-1}(\alpha) \cap C_\alpha \), where \( \alpha = \Psi(|v\rangle \langle v|) \). In order to obtain set \( C_\alpha/K \) we still need to get rid of the remaining \( K \) freedom. We do it by constructing the space \( C_\alpha/K = X_\alpha/K_\alpha \) where \( K_\alpha \) is the isotropy subgroup of \( \alpha \) with respect to the adjoint action of \( K \). In the next section we show how to do it for two distinguishable particles as well as for three and four qubits.

Before we give some details about application of the algorithm described in Section 4.2 let us describe additional ideas connecting critical points of \( ||\mu||^2 \) and the convexity property of the momentum map with entanglement.

1. To any point \( |v\rangle \in \mathbb{P}(\mathcal{H}) \) we can associate a positive number in the following way. For \( |v\rangle \in \mathbb{P}(\mathcal{H}) \) consider the convex polytope \( \Psi(G.|v\rangle) \). We put \( d(|v\rangle) \equiv \text{dist}(0, \Psi(G.|v\rangle)) = d(|v\rangle) \) is the distance from 0 to the polytope \( \Psi(G.|v\rangle) \). Since \( d(|v\rangle) = \inf_{y \in G.|v\rangle} ||\mu(y)|| \) we have \( d(|v\rangle) = 0 \) for \( |v\rangle \in \mu^{-1}(0) \). Moreover,
since $0 \in \Psi(G,x)$, this distance is also zero for any $x \in G.\mu^{-1}(0)$. In other words the states which can be transformed by SLOCC operations to a state for which all one particle density matrices are maximally mixed are characterized by $d([v]) = 0$. Hence $d([v]) \neq 0$ if and only if $[v]$ is in the null cone $N$.

(2) Using the results described in Section 3 we get a nice characterization of points $x \in G.[v]$ for which $||\mu^*(x)|| = d([v])$. By Theorem 3.1 we know that these are points from the critical $K$-orbits of $||\mu||^2$. Moreover by definition of the total variance of a state $\text{Var}[v]$, the states belonging to this critical $K$-orbit are the most entangled representatives of the appropriate SLOCC family.

(3) The Morse index at any point $[v]$ belonging to the critical $K$-orbit equals to the number of independent directions representing the (non-SLOCC) directions in which the variance $\text{Var}[v]$, or equivalently entanglement, increases. Notice that by Theorem 3.1 for states in $\mu^{-1}(0)$ this index is always 0, i.e. even non-SLOCC operations can not increase the total variance of states belonging to $\mu^{-1}(0)$. On the other hand for a separable state $[v]$ the Morse index is maximal and equal to $\dim \mathbb{P}(\mathcal{H}) - \dim G.[v]$. It is simply because any non-SLOCC operation increases entanglement of separable states.

Summing up, both $d([v])$ and the Morse index have an interesting geometric and physical interpretations and can be considered as entanglement measures. Notice finally that by equation (3.6) which relates $\text{Var}[v]$ and $||\mu||^2([v])$ we can rephrase $d([v])$ in terms of square root of the total variance

$$d([v]) = \frac{1}{2} \sqrt{c - \sup \text{Var}([u])},$$

where the maximum is taken over the states $[u]$ belonging to the SLOCC class of state $[v]$. Finally, let us clarify that by the above described procedure we divide the set of pure states $\mathbb{P}(\mathcal{H})$ into three disjoint classes. The first one contains states which can be converted by $G$ to states characterized by maximally mixed reduced density matrices. The second one posses the same property only asymptotically and the third one does not have it. Moreover, the first class, if exists, contains almost all states from $\mathbb{P}(\mathcal{H})$.

6. The main examples for distinguishable particles

We illustrate the ideas described in Section 5 by calculations for bipartite states and three and four qubits. We show that for bipartite and three qubits all SLOCC classes contain critical sets of the total variance of state. Moreover, the set of semistable points consists only of stable points. The families of SLOCC classes are given buy single $G$-orbits and they agree with these known in the literature. For four qubits it is not the case. We show that only for generic states from the so-called $G_{abcd}$ class [26] the families of SLOCC classes are given by single $G$-orbits. We do have states which are semistable but not stable. Almost all classes found in [26] are of this type, i.e. they are closure equivalent to non-generic states from $G_{abcd}$. In all
cases we calculate the Morse indices at critical sets of the total variance of state
and the value of our geometric SLOCC invariant measure of entanglement.

6.1. Bipartite case

Let us consider two identical but distinguishable particles, i.e. the Hilbert space of
the system is $\mathcal{H} = \mathbb{C}^N \otimes \mathbb{C}^N$. The SLOCC operations are elements of the group
$G = SL(N, \mathbb{C}) \times SL(N, \mathbb{C})$ and local unitary operations of the group $K = SU(N) \times SU(N)$. It is well known that up to a $K$-action any state $v \in \mathcal{H}$ can be written in
the so-called Schmidt form, i.e.

$$v = \sum_{i=1}^{N} a_i |i\rangle \otimes |i\rangle \equiv \sum_{i=1}^{N} a_i |i,i\rangle,$$

(6.1)

where $\{|i\rangle\}_{i=1}^{N}$ is an orthonormal basis in $\mathcal{H}$, $a_i \geq 0$ and $\sum_{i=1}^{N} a_i^2 = 1$. Our first
task is to determine the critical points of $||\mu||^2$. From Section 3.2 we know that
$[v] \in \mathbb{P}(\mathcal{H})$ is a critical point of $||\mu||^2$ if and only if
$$\mu^*([v])v = \lambda v,$$

for some $\lambda \in \mathbb{C}$, i.e. when $v$ is an eigenvector of

$$\left( \left( \rho_1([v]) - \frac{1}{N} I_N \right) \otimes I_N + I_N \otimes \left( \rho_2([v]) - \frac{1}{N} I_N \right) \right) v,$$

where $\rho_i([v])$ are the reduced one-particle density matrices. Notice that since $||\mu||^2$
is $K$-invariant it is enough to consider states $v$ in the Schmidt form, which we
assume in what follows. For the state (6.1) we have

$$\rho_1([v]) = \rho_2([v]) = \text{diag} \left( a_1^2, a_2^2, \ldots, a_N^2 \right),$$

and

$$\mu^*([v])v = \sum_{i=1}^{N} \left( a_i^2 - \frac{1}{N} \right) a_i |i,i\rangle.$$

To verify when

$$\sum_{i=1}^{N} \left( a_i^2 - \frac{1}{N} \right) a_i |i,i\rangle = \lambda \sum_{i=1}^{N} a_i |i,i\rangle,$$

(6.2)

we consider two cases

(1) All Schmidt coefficients $a_1, \ldots, a_N \neq 0$. In this case the condition (6.2) implies

that

$$a_i^2 - \frac{1}{N} = \lambda, \text{ for all } i \in \{1, \ldots, N\}.$$

Since $a_i \geq 0$ and $\sum_{i=1}^{N} a_i^2 = 1$ it is possible if and only if $\lambda = 0$, i.e. $a_i = \frac{1}{\sqrt{N}}$

for all $i \in \{1, \ldots, N\}$. 

(2) The coefficients \( p_{k+1}, \ldots, p_N = 0 \), where \( k \geq 1 \). In this case the condition (6.2) imposes
\[
a_i^2 - \frac{1}{N} = \lambda, \quad \text{for all } i \in \{1, \ldots, k\},
\]
which is possible if and only if \( \lambda = \frac{N-k}{Nk} \), i.e. \( p_i = \frac{1}{\sqrt{k}} \) for all \( i \in \{1, \ldots, k\} \).

Summing up,

Fact 1. The critical points of \(||\mu||^2\) are \( K \)-orbits through the maximally entangled states of rank \( 1, \ldots, N \), i.e. states of the form
\[
v_k = \frac{1}{\sqrt{k}} \sum_{i=1}^{k} |i,i\rangle,
\]
where \( k \in \{1, \ldots, N\} \). By the formula (3.6) the states belonging to each orbit \( K.v_k \) are those with the maximal variance \( \text{Var}([v]) \) among all states in \( G.v_k \), i.e. in the SLOCC class of state \( v_k \).

Once we know the critical sets of \(||\mu||^2\) we can easily compute the distance of each SLOCC class polytope \( \Psi(G.v_k) \) from the origin, i.e. the numbers \( d([v_k]) \).

Fact 2. The distance of the SLOCC class polytope \( \Psi(G.v_k) \) from the origin is given by
\[
d([v_k]) = \sqrt{\text{tr} \left( \rho_1([v_k]) - \frac{1}{N} I \right)^2 + \text{tr} \left( \rho_2([v_k]) - \frac{1}{N} I \right)^2} = \sqrt{\frac{2\left(k(N-k)^2 + k^2(N-k)\right)}{Nk}}
\]
where \( k \in \{1, \ldots, N\} \).

The next task is to calculate the Morse index for each critical set. Let us recall that by Section 3 it reduces to calculation of \( \text{Hess}_{\mu^*([v_k])} \) restricted to \((T_{[v_k]}G.v_k)^{\perp \omega}\). First we notice that
\[
(T_{[v_k]}G.v_k)^{\perp \omega} = \text{Span} \left\{ |m,n\rangle, |i|m,n\rangle : m, n \in \{k+1, \ldots, N\} \right\}.
\]
It is thus enough to consider a perturbed state of the form \( v = v_k + \sum_{i,j=k+1}^{N} C_{ij} |i,j\rangle \) and the function
\[
\mu^*([v]) = \frac{\langle v|\mu^*([v_k])|v\rangle}{\langle v|v\rangle} = \frac{\langle v|\rho_1([v_k]) \otimes I + I \otimes \rho([v_k])|v\rangle}{\langle v|v\rangle}.
\]
Making use of the assumption that \( a_{k+1}, \ldots, a_N = 0 \) for \( v_k \) we can rewrite (6.3) in the form
\[
\mu_{\mu^*}([v]) = \frac{\langle v_k|\mu([v_k])|v_k\rangle}{\langle v|v\rangle} - \frac{2}{N} \sum_{i,j=k+1}^{N} |C_{ij}|^2.
\]
Hence any perturbation of $\mu^*$ in a direction from $(T_{[v_k]} G)[v_k] \perp \omega$ decreases its value. Finally thus,

Fact 3. The Morse index at critical set $K[v_k]$ is given by

$$\text{ind}([v_k]) = 2 (N - k)^2,$$

where $k \in \{1, \ldots, N\}$.

6.2. Three qubits

The simplest non-bipartite case involves three-qubits. The Hilbert space of the system is $\mathcal{H} = \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2$. The SLOCC operations are given by the group $G = SL(2, \mathbb{C})^3$ and the local unitary operations by the group $K = SU(2)^3$.

We know that in order to find SLOCC classes we have to find eigenvectors of the equation (3.10) which for three qubit reads

$$\left( \left( \rho_1 - \frac{1}{2} \right) \otimes I \otimes I + I \otimes \left( \rho_2 - \frac{1}{2} \right) \otimes I + I \otimes I \otimes \left( \rho_3 - \frac{1}{2} \right) \right) v = \lambda v.$$

Following the algorithm given in Section 5 we have to find all states for which all matrices $\rho_i$ are maximally mixed. To this end we use the canonical form of the state which by Theorem 5.2 is given by

$$v = p|011\rangle + q|101\rangle + r|110\rangle + s|111\rangle + z|000\rangle,$$

where $z \in \mathbb{C}$ and other coefficients are real and positive. The reduced one-qubit density matrices of state $v$ in the form (6.5) can be easily calculated:

$$\rho_1([v]) = \begin{pmatrix} |z|^2 + p^2 & ps \\ ps & q^2 + r^2 + s^2 \end{pmatrix},$$

$$\rho_2([v]) = \begin{pmatrix} |z|^2 + q^2 & qs \\ qs & p^2 + r^2 + s^2 \end{pmatrix},$$

$$\rho_3([v]) = \begin{pmatrix} |z|^2 + r^2 & rs \\ rs & p^2 + q^2 + s^2 \end{pmatrix}.$$

We require that all diagonal elements of $\rho_i$ are the same and the off-diagonal vanish.

It leads to the equations

$$p^2 = q^2 = r^2 = |z|^2 - s^2, \quad ps = qs = rs = 0,$$

having two solutions. The first one, $s = 0$ and $p^2 = q^2 = r^2 = |z|^2$, corresponds to the state

$$v_1 = \frac{1}{2} (|011\rangle + |101\rangle + |110\rangle + |000\rangle),$$

and the second one is $s \neq 0$ and $p = q = r = 0$, i.e.

$$v_2 = \frac{1}{\sqrt{2}} (|000\rangle + |111\rangle),$$
where in both cases we have already removed the freedom of phase stemming from $z$. Notice, however, that the states $v_1$ and $v_2$ are local unitary equivalent\footnote{For yet another justification of local unitary equivalence see [27], where it is shown that $K.v_2$ is Lagrangian.}, i.e.

$$U \otimes U \otimes U.v_2 = v_1,$$

where

$$U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$ 

In this way we find that the SLOCC class corresponding to $\mu^{-1}(0)/K$ can be represented by a single state $v_{GHZ} = \frac{1}{\sqrt{2}} (|000\rangle + |111\rangle)$ which is the well-known Greenberger-Horne-Zeilinger (GHZ) state. What is left is to find remaining SLOCC classes in the null cone $N$. To this end it is enough to consider diagonal $\rho_i$ and we assume that

$$\rho_i = \begin{pmatrix} 1-p_i & 0 \\ 0 & p_i \end{pmatrix},$$

where $0 \leq p_i \leq \frac{1}{2}$. This, of course, means that

$$\rho_i - \frac{1}{2} I = \begin{pmatrix} \frac{1}{2} - p_i & 0 \\ 0 & p_i - \frac{1}{2} \end{pmatrix} = \begin{pmatrix} \lambda_i & 0 \\ 0 & -\lambda_i \end{pmatrix},$$

where $\frac{1}{2} \geq \lambda_i \geq 0$, i.e. $\mu^*([v])$ belongs to the positive Weyl chamber. We can always write $\mu^*([v])$ as the $8 \times 8$ diagonal matrix in the basis $\{|ijk\rangle\}$

$$\mu^*([v]) = \text{diag} (f_1, f_2, f_3, f_4, -f_4, -f_3, -f_2, -f_1), \quad (6.6)$$

where

$$f_1 = \lambda_1 + \lambda_2 + \lambda_3, \quad f_2 = \lambda_1 + \lambda_2 - \lambda_3, \quad f_3 = \lambda_1 - \lambda_2 + \lambda_3, \quad f_4 = \lambda_1 - \lambda_2 - \lambda_3 = -f_1 + f_2 + f_3. \quad (6.7)$$

We are interested in the structure of spectrum of $\mu^*([v])$ on the Kirwan polytope which by Theorem 5.1 is given by the inequalities

$$\frac{1}{2} \geq -\lambda_1 + \lambda_2 + \lambda_3, \quad \frac{1}{2} \geq \lambda_1 - \lambda_2 + \lambda_3, \quad \frac{1}{2} \geq \lambda_1 + \lambda_2 - \lambda_3, \quad (6.8)$$

where $\frac{1}{2} \geq \lambda_i \geq 0$. In order to find the SLOCC classes in the null cone $N$ we assume that $\mu^*([v]) \neq 0$ and analyze eigenspaces of $\mu^*([v])$ on the Kirwan polytope. The following fact is a straightforward consequence of (6.6) and (6.7).

Fact 4. Assume that $\mu^*([v]) \neq 0$, then $\mu^*([v])$ has no eigenspaces of dimension 5, 6, 7 and 8.

Therefore we have to consider only a situation when the spectrum is non-degenerate or 2, 3, 4-fold degenerate. Notice, that if the spectrum of $\mu^*([v])$ is
multiplicity free then eigenvectors are separable vectors \(|ijk\)). However only the vector \(|000\rangle\) gives \(\mu^*(|000\rangle)\) in the positive Weyl chamber. Hence \(|000\rangle\) represents the first SLOCC class contained in the null cone. Assume now that two diagonal entries of \((6.6)\) are the same. There are \(a \text{ priori} \binom{8}{2} = 28\) possibilities to consider. However all of them lead to states for which either reduced density matrices are not diagonal or for which degeneracies in the spectrum of \(\mu^*([v])\) are of higher order. Let us now consider the case when spectrum of \(\mu^*([v])\) has a 3-fold degenerate eigenvalue. Notice, however, that the equality of any three among four \(f_i\)'s implies the equality of all four \(f_i\). This means that 3-fold degenerate eigenvalues come from choosing two \(f_i\)'s and one \(-f_k\). Going over these possibilities we find that the only nontrivial one is given by \(f_2 = f_3 = -f_4\), i.e. \(\lambda_1 = \lambda_2 = \lambda_3 = \alpha\) and \(\mu^*([v]) = \{3\alpha, \alpha, -\alpha, \alpha, -\alpha, -\alpha, -3\alpha\}\). The general state from the eigenspace corresponding to the eigenvalue \(\alpha\) is hence

\[ v = z_1|001\rangle + z_2|010\rangle + z_3|100\rangle, \]

the matrices \(\rho_i - \frac{1}{2} I\) for \([v]\) read

\[
\begin{pmatrix}
|z_1|^2 + |z_2|^2 - \frac{1}{2} & 0 & 0 \\
0 & |z_3|^2 - \frac{1}{2} & 0 \\
0 & 0 & |z_2|^2 - \frac{1}{2}
\end{pmatrix}.
\]

The solution satisfying \(\lambda_1 = \lambda_2 = \lambda_3\) is \(|z_1|^2 = |z_2|^2 = |z_3|^2\), so

\[ v = \frac{1}{\sqrt{3}} (|001\rangle + |010\rangle + |100\rangle). \]

Notice also that the state corresponding to the \(-\alpha\)-eigenspace is LU equivalent to \(v\) and is not mapped to the Kirwan polytope. Finally for 4-fold degenerate eigenvalues we have the following possibilities

1. \(f_1 = f_2 = f_3 = f_4\), in this case
   \[ \mu^*([v]) = \{\lambda_1, \lambda_1, \lambda_1, \lambda_1, -\lambda_1, -\lambda_1, -\lambda_1, -\lambda_1\}, \]
   i.e. \(\lambda_2 = \lambda_3 = 0\). It is easy to see that this corresponds to \(v = |0\rangle \otimes (|00\rangle + |11\rangle)\).
   At the same time we get that the state corresponding to the eigenvalue \(-\lambda_1\) is \(|1\rangle \otimes (|00\rangle + |11\rangle)\) which is LU equivalent to \(v\).
2. \(f_1 = f_2 = -f_3 = -f_4\), in this case
   \[ \mu^*([v]) = \{\lambda_2, \lambda_2, -\lambda_2, -\lambda_2, \lambda_2, \lambda_2, -\lambda_2, -\lambda_2\} \]
   i.e. \(\lambda_1 = \lambda_3 = 0\) which corresponds to \(v = |00\rangle + |10\rangle\). The state corresponding to the eigenvalue \(-\lambda_2\) is \(|01\rangle + |11\rangle\) which is LU equivalent to \(v\).
3. \(f_1 = -f_2 = f_3 = -f_4\), in this case
   \[ \mu^*([v]) = \{\lambda_3, -\lambda_3, \lambda_3, -\lambda_3, \lambda_3, -\lambda_3, \lambda_3, -\lambda_3\} \]
   i.e. \(\lambda_1 = \lambda_2 = 0\). This corresponds to \(v = |00\rangle + |11\rangle\). The state corresponding to the eigenvalue \(-\lambda_3\) is \(|01\rangle + |11\rangle\) is LU equivalent to \(v\).
(4) \( f_1 = f_2 = 0 \), i.e. \( \lambda_2 = -\lambda_1 \) and \( \lambda_3 = 0 \). Now, 
\[ \mu^*([v]) = \left\{ 0, 0, 2\lambda_1, 2\lambda_1, -2\lambda_1, -2\lambda_1, 0, 0 \right\} \].

This, however, by positivity of \( \lambda_i \) implies that also \( \lambda_1 = 0 \). Similarly we exclude cases when other pairs of \( f_i \)-s are zero.

Summing up we obtained exactly six SLOCC classes of states which are given by the \( G \)-orbits through \[ v_{GHZ} = \frac{1}{\sqrt{2}} (|000\rangle + |111\rangle), \]
\[ v_W = \frac{1}{\sqrt{3}} (|100\rangle + |010\rangle + |001\rangle), \]
\[ v_{B1} = \frac{1}{\sqrt{2}} (|000\rangle + |011\rangle), \quad v_{B2} = \frac{1}{\sqrt{2}} (|000\rangle + |101\rangle), \]
\[ v_{B3} = \frac{1}{\sqrt{2}} (|000\rangle + |110\rangle), \quad v_{SEP} = |000\rangle. \]

Fact 5. The critical points of \( ||\mu||^2 \) for three qubits are \( K \)-orbits through states \( v_i \).

By formula (3.6) states belonging to each orbit \( K.v_k \) are those with the maximal variance \( \text{Var}([v]) \) among all states in \( G.v_k \), i.e. in the SLOCC class of the state \( v_k \).

We can now easily compute the distance of each SLOCC class polytope \( \Psi(G.[v_k]) \) from the origin, i.e. the number \( d([v_k]) \).

Fact 6. The distance of the SLOCC class polytope \( \Psi(G.[v_k]) \) from the origin is given by
\[ d([v_k]) = \left\{ \begin{array}{ll}
0 & \text{for } v_{GHZ}, \\
\sqrt{\frac{3}{2}} & \text{for } v_{W}, \\
\sqrt{\frac{3}{2}} & \text{for } v_{B1, B2, B3} \\
\sqrt{\frac{3}{2}} & \text{for } v_{SEP}.
\end{array} \right. \]

To calculate the Morse index for each critical set \( K.v_k \) we have to find Hess\( \mu^* \) restricted to \((T_{v_k} G.[v_k])^{\perp_\omega}\). Let us first notice that \((T_{v_{GHZ}} G.[v_{GHZ}])^{\perp_\omega} = 0 \) as the \( G \)-orbit through the state \( v_{GHZ} \) is dense in \( \mathbb{P}({\mathcal{H}}) \) (see for example [29]). This means that \( \text{ind}(v_{GHZ}) = 0 \). In case of \( v_{W} \) one has 
\[ (T_{v_{W}} G.[v_{W}])^{\perp_\omega} = \text{Span}\{ |111\rangle, i|111\rangle \}. \]

We can hence consider a perturbed state in the form \( v = v_{W} + \epsilon_1 |111\rangle + i\epsilon_2 |111\rangle \).

Simple calculations give
\[ \mu^*([v]) = \frac{\langle v_{W}|\mu^*([v_{W}])|v_{W}\rangle}{1 + \epsilon_1^2 + \epsilon_2^2} - \frac{(\epsilon_1^2 + \epsilon_2^2)}{2(1 + \epsilon_1^2 + \epsilon_2^2)}. \]

It is now clear that \( \text{ind}(v_{W}) = 2 \). Similar calculations show that for bi-separable states the Morse index is \( \text{ind}(v_{B_i}) = 6 \) and for the separable state \( \text{ind}(v_{SEP}) = 8 \).
6.3. Four qubits

In [26] it was shown that there are nine families of inequivalent SLOCC classes of four qubits. In this subsection we show how to calculate the main group of families of SLOCC classes, i.e. \( \mu^{-1}(0)/K \) and prove that among other seven families calculated in [26] there are five which are closure equivalent to it.

The main family of SLOCC classes, i.e. \( \mu^{-1}(0)/K \) Applying Theorem 5.2 to four-qubit states one gets the normal form:

\[
v = z_1|0000\rangle + z_2|0011\rangle + z_3|0101\rangle + z_4|0110\rangle + a_5|0111\rangle + z_6|1001\rangle + a_7|1010\rangle + a_8|1011\rangle + z_9|1100\rangle + a_{10}|1101\rangle + a_{11}|1110\rangle + a_{12}|1111\rangle,
\]

where \( z_i \) are complex and \( a_i \) are real positive. The one-qubit reduced density matrices are given by

\[
\rho_1 = \begin{pmatrix}
|z_1|^2 + |z_2|^2 + |z_3|^2 + |z_4|^2 + a_5^2 & \bar{z}_2 a_8 + \bar{z}_3 a_{10} + \bar{z}_4 a_{11} + a_5 a_{12} \\
(z_2 a_8 + z_3 a_{10} + z_4 a_{11} + a_5 a_{12}) & \bar{z}_2^2 + \bar{z}_3^2 + \bar{z}_4^2 + z_6^2 + |z_7|^2 + a_9^2 + a_7^2 + a_1^2 + a_{12}^2
\end{pmatrix},
\]

\[
\rho_2 = \begin{pmatrix}
|z_1|^2 + |z_2|^2 + |z_3|^2 + |z_4|^2 + a_8^2 & \bar{z}_5 a_5 + \bar{z}_6 a_{10} + \bar{z}_7 a_{11} + a_8 a_{12} \\
(z_5 a_5 + z_6 a_{10} + z_7 a_{11} + a_8 a_{12}) & \bar{z}_5^2 + \bar{z}_6^2 + \bar{z}_7^2 + z_9^2 + a_7^2 + a_1^2 + a_{12}^2
\end{pmatrix},
\]

\[
\rho_3 = \begin{pmatrix}
|z_1|^2 + |z_3|^2 + |z_6|^2 + a_{10}^2 & \bar{z}_5 a_5 + \bar{z}_6 a_8 + \bar{z}_9 a_{11} + a_1 a_{12} \\
(z_5 a_5 + z_6 a_8 + z_9 a_{11} + a_1 a_{12}) & \bar{z}_5^2 + \bar{z}_6^2 + z_9^2 + a_7^2 + a_1^2 + a_{12}^2
\end{pmatrix},
\]

\[
\rho_5 = \begin{pmatrix}
|z_1|^2 + |z_4|^2 + |z_7|^2 + a_{11}^2 & \bar{z}_4 a_5 + \bar{z}_7 a_9 + \bar{z}_9 a_{10} + a_1 a_{12} \\
(z_4 a_5 + z_7 a_9 + z_9 a_{10} + a_1 a_{12}) & \bar{z}_4^2 + \bar{z}_7^2 + z_9^2 + a_7^2 + a_1^2 + a_{12}^2
\end{pmatrix},
\]

We require all diagonal elements of \( \rho_i \) to be equal to each other and the off-diagonal to be zero. The equations for the diagonal elements give:

\[
\begin{align*}
a_5^2 - a_8^2 &= |z_6|^2 + |z_7|^2 - |z_4|^2 - |z_2|^2 \\
a_8^2 - a_{10}^2 &= |z_3|^2 + |z_9|^2 - |z_2|^2 - |z_7|^2 \\
a_5^2 + a_{10}^2 &= |z_1|^2 + |z_4|^2 - |z_6|^2 - a_{12}^2 \\
|z_4|^2 + |z_7|^2 &= |z_3|^2 + |z_6|^2
\end{align*}
\]

(6.9)

The equations for the off-diagonal elements can be written as a matrix equation \( Av = 0 \), where

\[
A = \begin{pmatrix}
a_{12} & z_2 & z_3 & z_4 \\
z_2 & a_{12} & z_6 & z_7 \\
z_3 & z_6 & a_{12} & z_9 \\
z_4 & z_7 & z_9 & a_{12}
\end{pmatrix}, \quad v = \begin{pmatrix}a_5 \\ a_8 \\ a_{10} \\ a_{11}\end{pmatrix}.
\]

Notice that parameters in the matrix \( A \) and the vector \( v \) are disjoint and \( A \) is a symmetric complex matrix. The solution \( a_{10}, a_{11}, a_5, a_8 = 0 \) is always a legitimate one. The other possibility would be \( \det A = 0 \) and \( v \in \text{Ker}(A) \). It can be checked by straightforward although tedious calculations that this possibility does not give
any new solutions. Hence the only solution is $a_{10}$, $a_{11}$, $a_{5}$, $a_{8} = 0$ and the equations \[6.9\] reduce to

\[
0 = |z_6|^2 + |z_7|^2 - |z_3|^2 - |z_4|^2 \\
0 = |z_3|^2 + |z_9|^2 - |z_2|^2 - |z_7|^2 \\
0 = |z_1|^2 + |z_4|^2 - |z_6|^2 - a_{12}^2 \\
0 = |z_3|^2 + |z_6|^2 - |z_4|^2 - |z_7|^2
\]

These are four equations for 8 unknowns. Writing them in the matrix form we easily see that solutions are given by

\[
|z_3| = |z_7|, \ |z_4| = |z_6|, \ |z_2| = |z_9|, \ |z_1| = a_{12}
\]

Hence, up to normalization the states from $\mu^{-1}(0)/K$ are given by

\[
v = \alpha_1(\langle 0000 \rangle + \langle 1111 \rangle) + \alpha_2(\langle 0011 \rangle + \langle 1100 \rangle) + \alpha_3(\langle 0101 \rangle + \langle 1010 \rangle) + \alpha_4(\langle 0110 \rangle + \langle 1001 \rangle).
\]

It is also clear that on the projective level the reduced space $\mu^{-1}(0)/K$ is a complex projective space. Summing up

\[
\mu^{-1}(0)/K = \mathbb{P}(\mathcal{H}_0),
\]

where

\[
\mathcal{H}_0 = \text{Span}_\mathbb{C}\{v_1, v_2, v_3, v_4\};
\]

and

\[
v_1 = \langle 0000 \rangle + \langle 1111 \rangle, \ v_2 = \langle 0011 \rangle + \langle 1100 \rangle, \\
v_3 = \langle 0101 \rangle + \langle 1010 \rangle, \ v_4 = \langle 0110 \rangle + \langle 1001 \rangle.
\]

This is the class denoted in [26] by $G_{abcd}$. Notice also that when all coefficients $\alpha_i \neq 0$ then the state is stable, i.e. $\dim G.[v] = \dim G$. It means that families of SLOCC classes associated to these states are given by single $G$-orbits. We will now show that families $L_{abc2}, L_{a2b2}, L_{ab3}, L_{a4}, L_{a2a3}$ from [26] are closure equivalent to $G_{abcd}$. The general strategy for each family is to divide the state into linear combination of the state belonging to $G_{abcd}$ which we denote by $|v\rangle$ and the rest which we denote by $|w\rangle$. In all cases the stabilizer of $|v\rangle$ in $G$ contains some subgroup $P(|v\rangle)$ of the complex torus $T^\mathbb{C}$. Acting with the certain one-parameter subgroup $P_\alpha \subset P(|v\rangle)$ on the whole state asymptotically we can get rid of $|w\rangle$.

**Family $L_{abc2}$**

\[
|L_{abc2}\rangle = |v\rangle + |w\rangle, \ |w\rangle = |0110\rangle,
\]

\[
|v\rangle = \frac{a + b}{2} (\langle 0000 \rangle + \langle 1111 \rangle) + \frac{a - b}{2} (\langle 0011 \rangle + \langle 1100 \rangle) + c (\langle 0101 \rangle + \langle 1010 \rangle).
\]
Consequently, \( \lim_{\alpha \to \infty} P_\alpha \supset P (|v\rangle) \)

\[
P_\alpha = \left\{ \begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} \otimes \begin{pmatrix} e^\beta & 0 \\ 0 & e^{-\beta} \end{pmatrix} \otimes \begin{pmatrix} e^\gamma & 0 \\ 0 & e^{-\gamma} \end{pmatrix} \otimes \begin{pmatrix} e^\delta & 0 \\ 0 & e^{-\delta} \end{pmatrix} \bigg| \alpha = -\beta = -\gamma = \delta \right\}.
\]

we get

\[
P_\alpha |v\rangle = |v\rangle, \lim_{\alpha \to \infty} P_\alpha |w\rangle = \lim_{\alpha \to \infty} e^{-4\alpha} |w\rangle = 0.
\]

And hence \( \lim_{\alpha \to \infty} P_\alpha |L_{abc2}\rangle \in G_{abcd} \).

**Family \( L_{a2b2} \)**

\[
|L_{a2b2}\rangle = |v\rangle + |w\rangle, \quad |w\rangle = |0011\rangle + |1100\rangle.
\]

\[
|v\rangle = a (|0000\rangle + |1111\rangle) + b (|0101\rangle + |1010\rangle)
\]

\[
P (|v\rangle) = \left\{ \begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} \otimes \begin{pmatrix} e^\beta & 0 \\ 0 & e^{-\beta} \end{pmatrix} \otimes \begin{pmatrix} e^\gamma & 0 \\ 0 & e^{-\gamma} \end{pmatrix} \otimes \begin{pmatrix} e^\delta & 0 \\ 0 & e^{-\delta} \end{pmatrix} \bigg| \alpha = -\gamma, \beta = -\delta \right\}.
\]

By choosing the one-parameter subgroup \( P_\alpha \subset P (|v\rangle) \)

\[
P_\alpha = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} e^{-\alpha} & 0 \\ 0 & e^\alpha \end{pmatrix} \bigg| \alpha \in \mathbb{R} \right\}.
\]

we get

\[
P_\alpha |v\rangle = |v\rangle, \lim_{\alpha \to \infty} P_\alpha |w\rangle = \lim_{\alpha \to \infty} e^{-2\alpha} |w\rangle = 0.
\]

Consequently, \( \lim_{\alpha \to \infty} P_\alpha |L_{a2b2}\rangle \in G_{abcd} \).

**Family \( L_{ab3} \)**

\[
|L_{ab3}\rangle = |v\rangle + |w\rangle,
\]

\[
|v\rangle = a (|0000\rangle + |1111\rangle) + \frac{a + b}{2} (|0101\rangle + |1010\rangle) + \frac{a - b}{2} (|0110\rangle + |1001\rangle),
\]

\[
|w\rangle = \frac{i}{\sqrt{2}} (|0001\rangle + |0010\rangle + |0111\rangle + |1011\rangle),
\]

\[
P (|v\rangle) = \left\{ \begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} \otimes \begin{pmatrix} e^\beta & 0 \\ 0 & e^{-\beta} \end{pmatrix} \otimes \begin{pmatrix} e^\gamma & 0 \\ 0 & e^{-\gamma} \end{pmatrix} \otimes \begin{pmatrix} e^\delta & 0 \\ 0 & e^{-\delta} \end{pmatrix} \bigg| \alpha = \beta = -\gamma = -\delta \right\}.
\]

Acting with the one-parameter subgroup \( P_\alpha \subset P (|v\rangle) \)

\[
P_\alpha = \left\{ \begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} \otimes \begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} \otimes \begin{pmatrix} e^{-\alpha} & 0 \\ 0 & e^\alpha \end{pmatrix} \otimes \begin{pmatrix} e^{-\alpha} & 0 \\ 0 & e^\alpha \end{pmatrix} \bigg| \alpha \in \mathbb{R} \right\}.
\]

we produce

\[
P_\alpha |v\rangle = |v\rangle, \lim_{\alpha \to \infty} P_\alpha |w\rangle = \lim_{\alpha \to \infty} e^{-2\alpha} |w\rangle = 0.
\]

Thus, again \( \lim_{\alpha \to \infty} P_\alpha |L_{ab3}\rangle \in G_{abcd} \).
Family $L_{a4}$

$$|L_{a4}⟩ = |v⟩ + |w⟩$$

$$|v⟩ = a \left( |0000⟩ + |0101⟩ + |1010⟩ + |1111⟩ \right),$$

$$|w⟩ = i|0001⟩ + |0110⟩ - i|1011⟩.$$

$$P(|v⟩) = \left\{ \begin{pmatrix} e^{\alpha} & 0 \\ 0 & e^{-\alpha} \end{pmatrix} \otimes \begin{pmatrix} e^{\beta} & 0 \\ 0 & e^{-\beta} \end{pmatrix} \otimes \begin{pmatrix} e^{\gamma} & 0 \\ 0 & e^{-\gamma} \end{pmatrix} \otimes \begin{pmatrix} e^{\delta} & 0 \\ 0 & e^{-\delta} \end{pmatrix} |α = -\gamma, β = -δ \right\}.$$

Here we choose the one-parameter subgroup $P_α \subset P(|v⟩)$

$$P_α = \left\{ \begin{pmatrix} e^{2α} & 0 \\ 0 & e^{-2α} \end{pmatrix} \otimes \begin{pmatrix} e^{α} & 0 \\ 0 & e^{-α} \end{pmatrix} \otimes \begin{pmatrix} e^{-2α} & 0 \\ 0 & e^{2α} \end{pmatrix} \otimes \begin{pmatrix} e^{-α} & 0 \\ 0 & e^{α} \end{pmatrix}, α ∈ ℜ \right\}.$$

to obtain

$$P_α|v⟩ = |v⟩, \lim_{α→∞} P_α|w⟩ = \lim_{α→∞} e^{-2α}|w⟩ = 0.$$

and conclude that $\lim_{α→∞} P_α|L_{a4}⟩ ∈ G_{abcd}$.

Family $L_{a2031}$

$$|L_{a2031}⟩ = |v⟩ + |w⟩,$$

$$|v⟩ = a \left( |0000⟩ + |1111⟩ \right),$$

$$|w⟩ = |0011⟩ + |0110⟩ + |1011⟩.$$

$$P(|v⟩) = \left\{ \begin{pmatrix} e^{α} & 0 \\ 0 & e^{-α} \end{pmatrix} \otimes \begin{pmatrix} e^{3α} & 0 \\ 0 & e^{-3α} \end{pmatrix} \otimes \begin{pmatrix} e^{\gamma} & 0 \\ 0 & e^{-\gamma} \end{pmatrix} \otimes \begin{pmatrix} e^{\delta} & 0 \\ 0 & e^{-\delta} \end{pmatrix} |δ = -α - β - γ \right\}.$$

By choosing the one-parameter subgroup $P_α \subset P(|v⟩)$

$$P_α = \left\{ \begin{pmatrix} e^{3α} & 0 \\ 0 & e^{-3α} \end{pmatrix} \otimes \begin{pmatrix} e^{-α} & 0 \\ 0 & e^{α} \end{pmatrix} \otimes \begin{pmatrix} e^{-α} & 0 \\ 0 & e^{α} \end{pmatrix} \otimes \begin{pmatrix} e^{-α} & 0 \\ 0 & e^{α} \end{pmatrix}, α ∈ ℜ \right\}.$$

$$P_α|v⟩ = |v⟩, \lim_{α→∞} P_α|w⟩ = \lim_{α→∞} e^{-4α}|w⟩ = 0.$$

And hence $\lim_{α→∞} P_α|L_{a2031}⟩ ∈ G_{abcd}$.

7. Indistinguishable particles

After calculating examples for distinguishable particles we switch to the indistinguishable case. In the following we show in particular that for the system of arbitrary many two-state bosons the groups of families of SLOCC classes in the null cone always contain only one critical set of the total variance of state. Moreover, for two $N$-state bosons and fermions, similarly to bipartite and three qubits cases, all SLOCC classes are detected by the total variance of state.
7.1. The momentum map for bosonic and fermionic particles

Let \( K = SU(N) \) act by the diagonal action on the Hilbert space of \( L \) bosons \((\mathcal{H} = \text{Sym}^L(\mathbb{C}^N))\) or \( L \) fermions \((\mathcal{H} = \bigwedge^L(\mathbb{C}^N))\), i.e.

\[
U|v_1\rangle \vee \cdot \cdot \cdot \vee |v_L\rangle = U|v_1\rangle \vee \cdot \cdot \cdot \vee U|v_L\rangle,
\]

\[
U|v_1\rangle \wedge \cdot \cdot \cdot \wedge |v_L\rangle = U|v_1\rangle \wedge \cdot \cdot \cdot \wedge U|v_L\rangle,
\]

In the latter case we demand that \( N \geq L \). The whole formalism concerning the structure and the relevance of critical points of \( \|\mu\|_2^2 \) is valid also in this case. Only differences one should keep in mind is that the momentum map \( \mu : \mathbb{P}(\mathcal{H}) \to i\mathfrak{k}^\ast \) and the corresponding map \( \mu^\ast \) are given by slightly different expressions than for distinguishable particles [30]. The momentum map is given (up to an irrelevant multiplicative constant) by

\[
\mu([v]) = \rho_{[v]} - \frac{1}{N}I_N,
\]

where \( \rho_{[v]} \) is the reduced one-particle density matrix. Note that since the considered states are fully (anti)symmetric \( \mu([v]) \) does not depend upon the choice of the subsystem which is omitted in the partial trace. Just like for distinguishable particles we have the map \( \Psi : \mathbb{P}(\mathcal{H}) \to i\mathfrak{k}^\ast \) given by:

\[
\Psi([v]) = \tilde{\rho}_{[v]} - \frac{1}{N}I_N,
\]

where \( \tilde{\rho}_{[v]} \) is the diagonalized reduced density matrix with the ordered spectra \( \tilde{\rho}_{[v]} = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N), \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N \).

In order to find critical sets of \( \text{Var}[v] \) (or equivalently of \( \|\mu\|_2^2 \)), we consider the (unique) intersection of the adjoint orbit trough \( \mu([v]) \) with the positive Weyl chamber \( it^+ \). On the practical level this amounts to consideration of the diagonalized \( \alpha \in \Psi(\mathbb{P}(\mathcal{H})) \) and the corresponding operator \( \alpha^\ast \),

\[
\alpha^\ast = \alpha \otimes I_N \otimes \ldots \otimes I_N + \text{other permutations},
\]

where in each of \( L \) terms there are \( L - 1 \) identity operators and one operator \( \alpha \). Next one has to check which eigenstates \( v \in \mathcal{H} \) of \( \alpha^\ast \) indeed give \( \alpha \) under the momentum map: \( \alpha = \mu([v]) \). The Morse index at the critical point:

- equals 0 when \([v] \) is minimal (\([v] \in \mu^{-1}(0)\)),
- is the same as the Morse index of the Hessian of \( \mu_{\mu([v])}([w]) = \frac{\langle w|\mu^\ast([v])w \rangle}{\langle w|w \rangle} \)
treated as a function of \([w] \) reduced to \( T_{[v]}G([v])_{\perp\omega} \subset T_{[v]}\mathbb{P}(\mathcal{H}) \), where \( G = K^C = SL(N, \mathbb{C}) \) acts by the diagonal action on \( \mathcal{H} = \text{Sym}^L(\mathbb{C}^N) \) or \( \mathcal{H} = \bigwedge^L(\mathbb{C}^N) \).
7.2. Two bosons and two fermions

The calculations presented in section 6.1 for bipartite states of distinguishable particles have been greatly simplified by using the canonical form of a state with respect to $K$ action, i.e. Schmidt decomposition. It is, however, not so well known that there are similar standard forms for the diagonal action of $K = SU(N)$ on $\mathcal{H} = \text{Sym}^2 (\mathbb{C}^N)$ and $\mathcal{H} = \bigwedge^2 (\mathbb{C}^N)$. Up to our knowledge the following theorem was proved for the first time in 1944.

Theorem 7.1. (Loo-Keng Hua [31]) Let $M$ be a complex $N \times N$ matrix $e$.

1) If $M$ is symmetric ($M^t = M$) then there exist a unitary matrix $U$ such that

$$UMU^t = \text{diag}(a_1, a_2, \ldots, a_n),$$

(7.4)

2) If $M$ is antisymmetric ($M^t = -M$) then there exist a unitary matrix $U$ such that

$$UMU^t = \begin{pmatrix} 0 & a_1 \\ -a_1 & 0 \end{pmatrix} + \ldots + \begin{pmatrix} 0 & a_k \\ -a_k & 0 \end{pmatrix} + 0 \ldots + 0.$$

(7.5)

where $a_i$ are non-negative square roots of eigenvalues of $MM^\dagger$.

The statement of the theorem for an arbitrary complex matrix $M$, which is known as Youla decomposition, can be found in [32]. It is worth to mention that theorem 7.1 was also proved independently in [33], [34] and then using symplecto-geometric methods in [30]. As a direct consequence a normalized state of two $N$-state bosons or fermions can be written in the form:

- For bosons

$$v_B = a_1 (|1\rangle \otimes |1\rangle) + a_2 (|2\rangle \otimes |2\rangle) + \ldots + a_N (|N\rangle \otimes |N\rangle),$$

(7.6)

- For fermions

$$v_F = a_1 (|1\rangle \wedge |2\rangle) + a_2 (|3\rangle \wedge |4\rangle) + \ldots + a_{\lfloor N/2 \rfloor} (|2 \lfloor N/2 \rfloor - 1\rangle \wedge |2 \lfloor N/2 \rfloor - 1\rangle),$$

(7.7)

In both cases the reduced density matrix is a diagonal matrix

$$\rho_{[v_B]} = \text{diag}\{a_1^2, a_2^2, \ldots, a_N^2\}.$$

(7.8)

$$\rho_{[v_F]} = \text{diag}\{a_1^2, a_2^2, a_2^2, \ldots, a_{\lfloor N/2 \rfloor}^2, a_{\lfloor N/2 \rfloor + 1}^2, 0, \ldots, 0\}$$

Next, according to (3.10), in order to find critical points of $\|\mu\|^2$ we look at solutions of the equation:

$$\mu^* ([v]) v = \lambda v,$$

(7.9)

*Notice that because $M$ is a complex matrix these statements are non-trivial.*
where:
\[
\mu^*([v]) = \left(\rho[v] - \frac{1}{N} I_N\right) \otimes I_N + I_N \otimes \left(\rho[v] - \frac{1}{N} I_N\right).
\] (7.10)

In order to avoid confusion we will continue with calculations separately for bosons and fermions.

**Two bosons** Equation (7.9) reads
\[
a_i \left(|a_i|^2 - \frac{1}{N}\right) = \lambda a_i, \quad i = 1, \ldots, N, \tag{7.11}
\]
for some real \(\lambda\). Taking into account the requirement of ordering of the spectra of \(\mu([v])\) and the normalization we get \(N\) families of (nonequivalent) critical states:
\[
v_k = \frac{1}{\sqrt{k}} \sum_{i=1}^{k} |i\rangle \otimes |i\rangle, \quad k = 1, \ldots, N. \tag{7.12}
\]
Notice that states \(v_k\) are exactly the same as those corresponding to the critical sets for bipartite distinguishable case. The bosonic character of states \(v_k\) is revealed by calculation of the Morse indices which we now show to be different. To this we notice that:
\[
\left(T[v_k]G.[v_k]\right)^\perp = \text{Sym}^2 \mathcal{H}_k \tag{7.13}
\]
\[
\mathcal{H}_k = \text{Span}_C \{ |m\rangle \otimes |n\rangle, \quad m, n \in \{k + 1, \ldots, N\}, \quad m \neq n\}, \tag{7.14}
\]
By simple calculations \(\dim_R \left(T[v_k]G.[v_k]\right)^\perp = (N - k) (N - k + 1)\). Analogously, like in Equation (6.4), all directions from \(T[v_k]G.[v_k]\) correspond to the decrease of \(\|\mu\|^2\) and therefore:
\[
\text{ind}([v_k]) = (N - k) (N - k + 1). \tag{7.15}
\]
As promised the index of \([v_k]\) differs from the case of distinguishable particles even though the form of the state \([v_k] \in \mathbb{P}(\mathcal{H})\) that encodes the critical orbit of \(K\) is the same in both cases.

**Two fermions** By repeating the reasoning from the previous paragraph we get \(\left\lfloor \frac{N}{2} \right\rfloor\) families of nonequivalent critical sets parametrized by the states
\[
v_k = \frac{1}{\sqrt{k}} \sum_{i=1}^{k} |2i - 1\rangle \wedge |2i\rangle, \quad k = 1, \ldots, \left\lfloor \frac{N}{2} \right\rfloor. \tag{7.16}
\]
Note that \(\mu^{-1}(0)\) is empty when \(N\) is not even. The index of a critical point is computed in the same fashion as for two distinguishable particles and two bosons. One checks that:
\[
\left(T[v_k]G.[v_k]\right)^\perp = \text{Span} \{ |m\rangle \wedge |n\rangle, \ i \ (|m\rangle \wedge |n\rangle) : \ m, n \in \{2k + 1, \ldots, N\}\}. \tag{7.17}
\]
It follows that \( \dim \left( T_{[v_k]} G_{[v_k]} \right)^{\perp} = (N - 2k)(N - 2k - 1) \). It turns out that each direction from \( T_{[v_k]} G_{[v_k]} \) corresponds to the decrease of \( \|\mu\|^2 \) and thus:

\[
\text{ind}([v_k]) = (N - 2k)(N - 2k - 1).
\]  

(7.18)

Note that due to the existence of the Hodge pairing, \( \star : k \wedge (\mathbb{C}^N) \to N-k \wedge (\mathbb{C}^N) \), one can relate the diagonal actions of \( \text{SL}(N, \mathbb{C}) \) on \( P(\wedge^k (\mathbb{C}^N)) \) and \( P\left( \wedge^{N-k} (\mathbb{C}^N) \right) \) respectively. The above isomorphism is not unique. By choosing a scalar product on \( \mathbb{C}^N \) and fixing the orientation on \( \mathbb{C}^N \) we can make it unique:

\[
\star |i_1 \rangle \wedge |i_2 \rangle \wedge \ldots \wedge |i_k \rangle = |i_{k+1} \rangle \wedge |i_{k+2} \rangle \wedge \ldots \wedge |i_N \rangle,
\]

where \( \{i_1, i_2, \ldots, i_N\} \) is the even permutation of \( \{1, 2, \ldots, N\} \) and vectors \( \{|1\rangle, |2\rangle, \ldots, |N\rangle\} \) form the orthonormal basis of \( \mathbb{C}^N \). Physically this procedure amounts to consideration of particle - hole duality [35] and allows to transfer the results obtained for the case two \( N \) - state fermions to the case of \( N - 2 \), \( N \) - state fermions.

### 7.3. Arbitrary number of two-state bosons.

For \( L \) two-state bosons or, equivalently, symmetric states of \( L \) qubits we have \( \mathcal{H} = \text{Sym}^L (\mathbb{C}^2) \) with \( K = SU(2) \) and \( G = SL(2, \mathbb{C}) \). We choose an orthonormal basis of \( \mathbb{C}^2 \) spanned by \( |0\rangle, |1\rangle \) and call \( |1\rangle \) excited state. An arbitrary state \( v \in \text{Sym}^L (\mathbb{C}^2) \) can be written as a linear combination of \( L + 1 \) basis elements called the Dicke states

\[
v = \sum_{k=0}^{L} a_k |k, L \rangle
\]  

(7.19)

where \( \sum_{k=0}^{L} |a_k|^2 = 1 \). Recall that Dicke state \( |k, L \rangle \) of \( L \) bosons is a normalized symmetric state for which \( k \) out of \( L \) bosons are in the excited state. The corresponding reduced density matrix can be explicitly computed in the basis \( \{|1\rangle, |0\rangle\} \):

\[
\rho[v] = \frac{1}{L} \left[ \sum_{k=0}^{L} \frac{k |a_k|^2}{\sqrt{(k)(k+1)}} \sum_{k=0}^{L-1} \frac{a_k a_{k+1}}{\sqrt{(k)(k+1)}} \sum_{k=0}^{L-1} \frac{(L-k) |a_k|^2}{\sqrt{(k)(k+1)}} \right].
\]  

(7.20)
In order to find $\mu^{-1}(0)$ (that is minimal critical points of $\|\mu\|^2$) one has to impose condition $\rho[v] = \frac{1}{2} \mathbb{I}$, which amounts to solving equations

$$\sum_{k=0}^{L} k|a_k|^2 = \frac{L}{2},$$  

(7.21)

$$\sum_{k=0}^{L-1} \frac{a_k \bar{a}_{k+1}}{\sqrt{\binom{L}{k}\binom{L}{k+1}}} = 0.$$  

(7.22)

We found it a hard problem to solve these equations for the general situation (except for the trivial case $L = 2$ and $L = 3$ – see below). It is much easier to consider non-minimal critical points of $\|\mu\|^2$. To this end it is sufficient to consider solution to the problem

$$\alpha^* v = \lambda v,$$  

(7.23)

where $\alpha^*$ and $\alpha = \begin{bmatrix} \lambda & 0 \\ 0 & -\lambda \end{bmatrix}$ with $\lambda \in (0, \frac{1}{2}]$. One easily computes that

$$\alpha^* |k, L\rangle = \lambda_k |k, L\rangle, \quad k = 0, 1, \ldots, L,$$  

(7.24)

where $\lambda_k = L - 2k$. For the considered values of $\lambda$ all eigenvalues $\lambda_k$ are non-degenerate and therefore the only candidates for critical states are $v_k$. One checks that

$$\rho[v_k] = \begin{bmatrix} L-2k & 0 \\ 0 & \frac{2k-L}{2L} \end{bmatrix}.$$  

(7.25)

Clearly, for $k = 0 \ldots \lfloor \frac{L}{2} \rfloor$, the mapping $\rho[v_k]$ has the desired property. Therefore we have the following states parameterizing inequivalent families of SLOCC classes

$$v_k = |k, L\rangle, \quad k = 0 \ldots \lfloor \frac{L}{2} \rfloor. \quad (7.26)$$

In the following we assume that $k$ is from the above range. The infinitesimal action of $G$ on $v_k$ can only add one additional excitations and hence

$$(T|v_k\rangle G.|v_k\rangle)_{\omega} = \text{Span} \{ |m, L\rangle, i|m, L\rangle, \quad m \in \{0, 1, \ldots, k-2\} \cup \{k+2, \ldots, L\} \},$$  

(7.27)

where it is assumed that $k \geq 2$. For states $v_0$ and $v_1$ we have

$$(T|v_k\rangle G.|v_k\rangle)_{\omega} = \text{Span} \{ |m, L\rangle, i|m, L\rangle, \quad m \in \{k+2, \ldots, L\} \},$$  

(7.28)

Remarkably not all directions from $(T|v_k\rangle G.|v_k\rangle)_{\omega}$ cause the decrease of $\|\mu\|^2$. Closer look at the Hessian of function $\mu_{\mu(|v|)} (|w\rangle) = \langle w| \mu^* (|v\rangle) w \rangle$ at arbitrary $|w\rangle = |v_k\rangle$ restricted to $(T|v_k\rangle G.|v_k\rangle)_{\omega}$ reveals that $\|\mu\|^2$ decreases in the directions given by vectors $|m, L\rangle$ and $|m, L\rangle$ for $m \in \{\lfloor \frac{L}{2} \rfloor + 1, \ldots, L\}$. Notice that since we are interested only in $k \in \{0, \ldots, \lfloor \frac{L}{2} \rfloor \}$ we finally obtain

$$\text{ind}(|v_k\rangle) = 2 \left\lfloor \frac{L}{2} \right\rfloor.$$  

(7.29)
8. Summary

A geometric description of entanglement, or more generally, quantum correlations presented in our paper proved to be very fruitful in analysis of various aspects of composite systems. The main achievement is a universal algorithm allowing for determination of inequivalent SLOCC families of pure states. For qubit systems the algorithm is effective - we showed how it works for two-, three-, and four-qubit systems. Since the canonical form of a state is known for arbitrary number of qubits, similar calculations can be, in principle, performed for such systems, although definitely with more effort. In any case the algorithm can be implemented numerically.

The algorithm distinguishes in a natural way two types of SLOCC classes: those which are parameterized by nontrivial closed $G$-orbits where $G$ is the group of SLOCC transformations, and those which belong to the null cone $N$, i.e. contain in their closures 0 as a unique closed $G$-orbit. The orbits of the first type exhaust almost all $G$-orbits. From this point of view orbits in the null cone seem to be not particularly interesting, but in fact it is not so. Indeed, starting from the equivalence classes of pure states one can construct a classification of mixed quantum states. Different classes of mixed states are then defined as convex sums of projectors on pure states from a particular class. Pure states classes of measure zero may give rise on the level of mixed to sets of non-zero measure [36].

The main tool used in our approach was the momentum map and its geometric properties - in particular convexity of its image (or its appropriate restriction). The momentum map is a natural construction whenever a group acts on a symplectic manifold in a symplectic manner. Such a situation is characteristic not only for the case of quantum entanglement for distinguishable particles where the appropriate group consist of all local unitary transformations acting the space of multiparticle states, but mutatis mutandis also in the bosonic and fermionic cases, when additional symmetry conditions are imposed upon states. The geometric and group-theoretic origins of our algorithm make it versatile enough to cover also these cases.

In the course of argumentation we exhibited also some additional interesting properties of the momentum map useful in characterizing entanglement of states by appropriately defined distance of the SLOCC orbits from the origin and by counting directions in which entanglement can be increased under non-SLOCC operations. Finally we showed its connection with potentially measurable physical observables.

Recently, after completion of our work, we have been informed that Walter, Doran, Gross, and Christandl [37] are independently studying the SLOCC Kirwan polytopes, which they call entanglement polytopes in the context of classification of SLOCC classes of states. Their work uses similar methods, however, we would like to note that there are also some conceptual differences between both approaches.
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