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Abstract. The main purpose of this paper is to investigate degenerate C-(ultra)distribution cosine functions in the setting of barreled sequentially complete locally convex spaces. In our approach, the infinitesimal generator of a degenerate C-(ultra)distribution cosine function is a multivalued linear operator and the regularizing operator $C$ is not necessarily injective. We provide a few important theoretical novelties, considering also exponential subclasses of degenerate C-(ultra)distribution cosine functions.

1. Introduction and Preliminaries

We have recently analyzed in [12] and [13], the classes of degenerate C-distribution semigroups and degenerate C-ultradistribution semigroups in the setting of barreled sequentially complete locally convex spaces. We refer to [3], [6], [10], [19] and [25] for further information about well-posedness of abstract degenerate differential equations of first order. In this way we continue the researches raised in [15], [16] and [22] (see also [3], [7], [17], [18] and [19]-[21]). The operator $C$ is not injective, in general. The analysis of C-ultradistribution cosine functions is new even in non-degenerate case, with $C = I$ and the pivot space being one of Banach’s, while the analysis of C-distribution cosine functions is new in locally convex spaces.

The organization of paper can be briefly described as follows. Section 2 and Section 3 are devoted to degenerate C-distribution cosine functions and degenerate C-ultradistribution cosine functions as well as to connection of the degenerate C-distribution cosine functions and degenerate integrated C-cosine functions. Our theory is illustrated by the examples given in Section 4. In the Appendix are recollected the basic facts about fractionally integrated C-semigroups and fractionally integrated C-cosine functions in locally convex spaces.

We use the standard notation throughout the paper; $E$ is a Hausdorff sequentially complete locally convex space over the field of complex numbers, SCLCS for short. For the sake of brevity and better exposition, our standing assumption henceforth will be that the state space $E$ is barreled. The exponential region $E(a, b)$ has been defined for the first time by W. Arendt, O. El–Mennaoui and V. Keyantuo in [1]:

\[ E(a, b) := \left\{ \lambda \in \mathbb{C} : \Re \lambda \geq b, |\Im \lambda| \leq e^{a \Re \lambda} \right\} \quad (a, b > 0). \]
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The Schwartz spaces of test functions \( \mathcal{D} = C_c^\infty(\mathbb{R}), \mathcal{E} = C^\infty(\mathbb{R}) \) and \( \mathcal{S}(\mathbb{R}) \) carry the usual topologies. If \( \Omega \) is a non-empty open set in \( \mathbb{R} \), then the symbol \( \mathcal{D}_\Omega \) denotes the subspace of \( \mathcal{D} \) consisting of those functions \( \varphi \in \mathcal{D} \) for which \( \text{supp}(\varphi) \subseteq \Omega \); \( \mathcal{D}_\Omega \equiv \mathcal{D}_{[0,\infty)} \). The spaces \( \mathcal{D}'(\mathcal{E}) := L(\mathcal{D}, \mathcal{E}), \mathcal{E}'(\mathcal{E}) := L(\mathcal{E}, \mathcal{E}) \) and \( \mathcal{S}'(\mathcal{E}) := L(\mathcal{S}, \mathcal{E}) \) denote the spaces of distributions whose supports are contained in \( \Omega \); \( \mathcal{D}'(\mathcal{E}) \) is topologized in the usual way; the symbols \( \mathcal{D}'(\mathcal{E}), \mathcal{E}'(\mathcal{E}) \) and \( \mathcal{S}'(\mathcal{E}) \) denote the spaces of \( \mathcal{D}'(\mathcal{E}), \mathcal{E}'(\mathcal{E}) \) and \( \mathcal{S}'(\mathcal{E}) \), respectively, containing \( \mathcal{D} \)-valued distributions whose supports are contained in \( \Omega \); \( \mathcal{D}'(\mathcal{E}) \equiv \mathcal{D}_{[0,\infty)}(\mathcal{E}), \mathcal{E}'(\mathcal{E}) \equiv \mathcal{E}_{[0,\infty)}(\mathcal{E}), \mathcal{S}'(\mathcal{E}) \equiv \mathcal{S}_{[0,\infty)}(\mathcal{E}) \). If \( E = \mathbb{C} \), then the above spaces are the classical ones.

By a regularizing sequence in \( \rho \), \( \phi \) or \( \phi \) ind\( \lim \), defined by \( M_0 := \sup \tau \int_{-\infty}^{\infty} \varphi(t)ps(t)ds \) and \( \varphi \ast \psi(t) := \int_0^\infty \varphi(t-s)\psi(s)ds, t \in \mathbb{R} \).

Notice that \( \varphi \ast \psi = \varphi \ast 0 \psi \) if they are supported by \( [0,\infty) \). Given \( \varphi \in \mathcal{D} \) and \( f \in \mathcal{D}' \), or \( \varphi \in \mathcal{E} \) and \( f \in \mathcal{E}' \), we define the convolution \( f \ast \varphi \) by \( (f \ast \varphi)(t) := f(\varphi(-t)), t \in \mathbb{R} \). For \( f \in \mathcal{D}' \), or for \( f \in \mathcal{E}' \), define \( f \) by \( f(\varphi) := f(\varphi(-t)), \varphi \in \mathcal{D} \) (\( \varphi \in \mathcal{E} \)).

Let \( G \) be an \( E \)-valued distribution and let \( f \in L^1_{\text{loc}}(\mathbb{R}, E) \). Then \( G^{(n)} \) \( n \in \mathbb{N} \) and \( hG \) \( h \in \mathcal{E} \); the regular \( E \)-valued distribution \( f \) is defined by \( f(\varphi) := \int_{-\infty}^{\infty} \varphi(t)ft(t)dt \) \( \varphi \in \mathcal{D} \). The following lemma can be deduced as in the scalar-valued case.

**Lemma 1.1.** Suppose that \( 0 < \tau \leq \infty, n \in \mathbb{N} \). If \( f : (0, \tau) \rightarrow E \) is a continuous function and \( \int_0^\tau \varphi^{(n)}(t)f(t)dt = 0, \varphi \in \mathcal{D}_{(0,\tau)} \). Then there exist elements \( x_0, \ldots, x_{n-1} \) in \( E \) such that \( f(t) = \sum_{j=0}^{n-1} t^j x_j, t \in (0, \tau) \).

Let \( \tau > 0 \), and let \( X \) be a general Hausdorff locally convex space (not necessarily sequentially complete). Following [24], \( G \in \mathcal{D}'(X) \) is of finite order on the interval \((−\tau, \tau)\) iff there exist an integer \( \lambda \in \mathbb{N}_0 \) and an \( X \)-valued continuous function \( f : [−\tau, \tau] \rightarrow X \) such that \( G(\varphi) = \langle (−1)^n \int_{−\tau}^{\tau} \varphi^{(n)}(t)f(t)dt, \varphi \in \mathcal{D} _{−\tau, \tau} \rangle \); \( G \) is of finite order iff \( G \) is of finite order on any finite interval \((−\tau, \tau)\). In the case that \( X \) is a quasi-complete (DF)-space, then each \( X \)-valued distribution is of finite order.

Henceforth we assume that \( (M_p) \) is a sequence of positive real numbers such that \( M_0 = 1 \) and the following conditions hold:

(M.1): \( M_p^2 \leq M_{p+1} M_{p-1}, p \in \mathbb{N} \);
(M.2): \( M_p \leq AH^p \sup_{0 \leq i \leq p} M_i M_{p-i}, p \in \mathbb{N}, \) for some \( A, H > 1 \);
(M.3): \( \sum_{p=1}^{\infty} \frac{M_{p+1}}{M_p} < \infty \);

Every employment of the condition
(M.3): \( \sup_{p \in \mathbb{N}} \sum_{q=p+1}^{\infty} \frac{M_{q+1}}{M_p M_{q+1}} < \infty \),
which is stronger than (M.3)', will be explicitly emphasized.

The associated function of sequence \( (M_p) \) is defined by \( M(\rho) := \sup_{p \in \mathbb{N}} \ln \frac{\rho^p}{M_p} \), \( \rho > 0 \); \( M(0) := 0 \), \( M(|\lambda|) := M(|\lambda|) \), \( \lambda \in \mathbb{C} \setminus [0, \infty) \).

The spaces of Beurling, respectively, Roumieu ultradifferentiable functions are defined by \( \mathcal{D}(M_p) := D(M_p)(\mathbb{R}) := \text{indlim}_{K \in \mathcal{K}} \mathcal{D}_K^{(M_p)} \), respectively, \( \mathcal{D}(M_p) := D(M_p)(\mathbb{R}) := \text{indlim}_{K \in \mathcal{K}} \mathcal{D}_K^{(M_p)} \), (where \( K \) goes through all compact sets in \( \mathbb{R} \) where \( \mathcal{D}_K^{(M_p)} := \)).
S type, are defined in [23] (cf. also [4]) as duals of the corresponding test spaces.

It is well known that supp(\(G\)) \(\subseteq K\), \(\|G\|_{M,p,h} < \infty\) in both cases. In the case of distributions, the notion of a regularizing sequence in \(D\), and the multiplication by a function \(a \in \mathcal{E}(\Omega)\), convolution of scalar valued ultradistributions (ultradifferentiable functions), and the notion of a regularizing sequence in \(D^*\), are defined as in the case of distributions.

Let \(\eta \in D([-2,-1])\) (\(\eta \in D^*([-2,-1])\) be a fixed test function satisfying \(\int_\infty^- \eta(t) \, dt = 1\). Then, for every fixed \(\varphi \in D (\varphi \in D^*)\), we define the antiderivative \(I(\varphi)\):

\[
I(\varphi)(x) := \int_{-\infty}^{x} \varphi(t) - \eta(t) \int_{-\infty}^{\infty} \varphi(u) \, du \, dt, \quad x \in \mathbb{R}.
\]

For every \(\varphi \in D (\varphi \in D^*)\) and \(n \in \mathbb{N}\), \(I(\varphi) \in D (I(\varphi) \in D^*)\), \(\frac{d^n}{dx^n} I(\varphi)(x) = \varphi(x) - \eta(x) \int_{-\infty}^{\infty} \varphi(u) \, du, \quad x \in \mathbb{R}\) as well as that, for every \(\varphi \in D_{[a,b]}\) (\(\varphi \in D^*_{[a,b]}\)), where \(-\infty < a < b < \infty\), we have: supp\(I(\varphi)\) \(\subseteq [\text{min}(-2,a), \text{max}(-1,b)]\).

This simply implies that, for every \(\tau > 2\), \(-1 < b < \tau\) and for every \(m, n \in \mathbb{N}\) with \(m \leq n\), we have: \(I^m(\varphi) = \varphi, \varphi \in D (\varphi \in D^*)\) and

\[
I^m(\varphi) \subseteq D_{[-\tau,0]} (\varphi \in D_{[-\tau,0]}), \quad \frac{d^n}{dx^n} I^m(\varphi)(x) = I^{m-n}(\varphi)(x), \quad \varphi \in D (\varphi \in D^*), \quad x \geq 0.
\]

Define now \(G^{-1}\) by

\[
G^{-1}(\varphi) := -G(I(\varphi)), \quad \varphi \in D (\varphi \in D^*).
\]

It is well known that \(G^{-1} \in D'(L(E))\) and \((G^{-1})' = G;\) more precisely, \(-G^{-1}(\varphi') = G(I(\varphi'))\) \(\in D_M^{M,p,h}\). The convergence \(\varphi_n \to \varphi, n \to \infty\) in \(D_M^{M,p,h}\) implies the convergence \(I(\varphi_n) \to I(\varphi), n \to \infty\) in \(D^{M,p,h}_K\), where \(K' = [\text{min}(-2, \text{inf}(K)), \text{max}(-1, \text{sup}(K))]\), the same holds in ultradistributional case. In both cases, supp\((G) \subseteq [0, \infty) \Rightarrow\) supp\((G^{-1}) \subseteq [0, \infty)\).
2. The basic properties of degenerate \( C \)-distribution cosine functions and degenerate \( C \)-ultradistribution cosine functions in locally convex spaces

Throughout this section, we assume that \( E \) is a barreled SCLCS and that \( C \in L(E) \) is not necessarily injective operator. We introduce the notions of \( \text{pre}(C-DCF) \) and \( (C-DCF) \) \( \text{pre}(-C-UDCF) \) of \( * \)-class and \( (C-UDCF) \) of \( * \)-class) as follows:

**Definition 2.1.** An element \( G \in D'_0(L(E)) \) \( (G \in D'_0(L(E))) \) is called a \( \text{pre}(C-DCF) \) \( \text{pre}((C-UDCF) \) of \( * \)-class) iff \( G(\varphi)C = CG(\varphi) \), \( \varphi \in D \) \( (\varphi \in D^* \) and \( (CCF_1) : G^{-1}(\varphi * \psi)C = G^{-1}(\varphi)G(\psi) + G(\varphi)C^{-1}(\psi) \), \( \varphi, \psi \in D \) \( (\varphi, \psi \in D^* \) if, additionally,

\( (CCF_2) : x = y = 0 \implies G(\varphi)x + G^{-1}(\varphi)y = 0 \), \( \varphi \in D_0 \) \( (\varphi \in D_0^* \) then \( G \) is called a \( C \)-distribution cosine function (\( \text{ultradistribution cosine function of} * \)-class), in short \( (C-DCF) \) \( \text{(pre}((C-UDCF) \) of \( * \)-class). A \( \text{pre}((C-DCF) \) \( \text{(pre}((C-UDCF) \) of \( * \)-class) \( G \) is called dense iff the set \( R(G) := \bigcup_{\varphi \in D_0} R(G(\varphi)) \) \( \text{(R}(G) := \bigcup_{\varphi \in D_0} R(G(\varphi)) \) is dense in \( E \).

It is clear that \( (CCF_2) \) implies \( N(G) := \bigcap_{\varphi \in D_0} N(G(\varphi)) = \{0\} \) and \( \bigcap_{\varphi \in D_0} N(G^{-1}(\varphi)) = \{0\} \), and that the assumption \( G \in D'_0(L(E)) \) implies \( G(\varphi) = 0 \), \( \varphi \in D \). For \( \psi \in D \), we set \( \hat{\psi}_+(t) := \psi(t)H(t) \), \( t \in \mathbb{R} \), where \( H(t) \) denotes the Heaviside function. Then \( \hat{\psi}_+ \in E'_0 \), \( \hat{\psi} \in D \) and \( \varphi \ast \hat{\psi}_+ \in D_0 \) for any \( \varphi \in D_0 \). The above holds in ultradistributional case, as well.

The following proposition is essential.

**Proposition 2.2.** Let \( G \in D'_0(L(E)) \) \( (G \in D'_0(L(E))) \) and \( G(\cdot)C = CG(\cdot) \). Then \( G \) is a \( \text{pre}((C-DCF) \) \( \text{(pre}((C-UDCF) \) of \( * \)-class) in \( E \) \( \text{(pre}((C-UDCF) \) of \( * \)-class) in \( E \) iff

\[ G \equiv \begin{pmatrix} G & \delta \otimes C \\ G' - \delta \otimes C & G^{-1} \end{pmatrix} \]

is a \( \text{pre}((C-DS) \) \( \text{(pre}((C-UDS) \) of \( * \)-class) in \( E \oplus E \) \( \text{(pre}((C-UDS) \) of \( * \)-class) in \( E \oplus E \) where

\[ C \equiv \begin{pmatrix} C & 0 \\ 0 & C \end{pmatrix} \]

Moreover, \( G \) is a \( \text{(C-DS) \) \( \text{(C-UDS) \) of \( * \)-class) iff \( G \) is a \( \text{pre}((C-DCF) \) \( \text{(pre}((C-UDCF) \) of \( * \)-class) which satisfies \( (CCF_2) \).

**Proof.** By a simple calculation we have that \( G \) satisfies \( G(\varphi * \psi)C = G(\varphi)G(\psi) \), for \( \varphi, \psi \in D \), iff the following holds

i) \( G^{-1}(\varphi * \psi)C = G^{-1}(\varphi)G(\psi) + G(\varphi)G^{-1}(\psi) \);

ii) \( G(\varphi * \psi)C = G(\varphi)G(\psi) + G^{-1}(\varphi)(G' - \delta \otimes C)(\psi) \);

iii) \( G'(\varphi * \psi)C = (G' - \delta \otimes C)G(\psi) + G(\varphi)(G' - \delta \otimes C)(\psi) \), for \( \varphi, \psi \in D \).

It will be proven here that i) \( \Rightarrow \) ii) \( \Rightarrow \) iii). Let i) holds. By \( (\varphi * \psi)' = \varphi' * \psi + \varphi(0) \psi = \varphi * \psi' + \psi(0) \varphi \), for \( \varphi, \psi \in D \), we have

\[ G(\varphi * \psi)C = G^{-1}((\varphi * \psi)')C = -G^{-1}(\varphi * \psi' + \psi(0) \varphi)C = \]

\[ = \left[ G^{-1}(\varphi)G(\psi') + G(\varphi)G^{-1}(\psi') + \delta(\psi)CG^{-1}(\varphi) \right] = \]

\[ = G^{-1}(\varphi)G'(\psi) + G(\varphi)G(\psi) - \delta(\psi)CG^{-1}(\varphi) \] \( \quad \text{for} \varphi, \psi \in D \).
Now, let ii) holds. Then
\[ G'(\varphi*\psi)C = -G((\varphi*\psi)')C = -G(\varphi'*\psi + \varphi(0)\psi)C = \]
\[ = -(G(\varphi')G(\psi) + G^{-1}(\varphi')(G' - \delta \otimes C)(\psi) + \delta(\varphi)G(\psi)C) = \]
\[ = (G' - \delta \otimes C)(\varphi)G(\psi) + G(\varphi)(G' - \delta \otimes C)(\psi), \quad \varphi, \psi \in D, \]
so we obtain iii). If \( G \) satisfies (CCF2) then \( \mathcal{G} \) satisfies the non-degeneracy condition (C.S.2) (see [12]). Let \( \mathcal{G} \) satisfies (C.S.2). We will prove that \( G \) satisfies (CCF2). We assume that \( x, y \in E \) and \( G(\varphi)x + G^{-1}(\varphi)y = 0, \varphi \in D_0 \). One gets that
\[ (G' - \delta)(\varphi)x + G(\varphi)y = -G(\varphi')x - \varphi(0)x = -G^{-1}(\varphi')y = 0, \quad \varphi \in D_0. \]
Since \( \mathcal{G} \) satisfies (C.S.2), then \( x = y = 0 \), so \( G \) satisfies (CCF2). The proof for ultradistribution case can be given analogously. \( \square \)

We can prove the following generalization of [13, Proposition 3.2.4(ii)].

**Proposition 2.3.** Let \( G \in D'_0(L(E)) \) (\( G \in D'_0((L(E)) \)) and \( G(\cdot)C = CG(\cdot) \). Then the following holds:

(i) If \( G \) is a pre-(C-DCF) (pre-(C-UDCF) of \(*\)-class), then
\[ G^{-1}(\varphi*\psi)C = G^{-1}(\varphi)G(\psi) + G(\varphi)G^{-1}(\psi), \quad \varphi \in D_0, \psi \in D. \]

(ii) If (CCF2) and (2.1) hold, then \( G \) is a (C-DCF) (C-UDCF) of \(*\)-class).

**Proof.** (i) Let \( G \) be a pre-(C-DCF). Then \( \mathcal{G} \) is a (C-DS). Then \( \mathcal{G} \) is a (C-DS) in \( E \oplus E \) and \( \mathcal{G}(\psi) = \mathcal{G}(\psi) \), for \( \psi \in D \). Hence,
\[ \left( \begin{array}{c}
G(\varphi*\psi)
\\G^{-1}(\varphi*\psi)
n\end{array} \right)
= \left( \begin{array}{cc}
G(\varphi) & G^{-1}(\varphi)
\\G' - \delta \otimes C & \G(\varphi)
n\end{array} \right)
\left( \begin{array}{c}
\psi
\\G(\psi)
n\end{array} \right), \quad x, y \in E. \]

for every \( \varphi \in D_0, \psi \in D, \). If we choose \( x = 0 \), then we obtain
\[ G^{-1}(\varphi*\psi)C = G^{-1}(\varphi)G(\psi) + G(\varphi)G^{-1}(\psi), \quad \varphi \in D_0, \psi \in D. \]

(ii) Let now (2.1) and (CCF2) are fulfilled. Then \( \mathcal{G} \) is satisfying non-degeneracy condition (C.S.2) (see [12]). By (2.1), we have
\[ G^{-1}(\varphi*\psi)C = G^{-1}(\varphi)G(\psi) + G(\varphi)G^{-1}(\psi), \quad \varphi, \psi \in D_0 \]
and consequently
\[ G(\varphi*\psi)C = G(\varphi)G(\psi) \quad \text{and} \quad G^{-1}(\varphi)G^{-1}(\varphi)(G' - \delta \otimes C)(\psi) \]
\[ (G' - \delta \otimes C)(\varphi*\psi) = (G' - \delta \otimes C)(\varphi)G(\psi) + G(\varphi)(G' - \delta \otimes C)(\psi), \quad \varphi, \psi \in D_0. \]

We get the \( \mathcal{G} \) is a pre-(C-DS). Now for \( \varphi \in D_0 \) and \( \psi \in D \) we obtain
\[ G(\varphi*\psi)C = G^{-1}((\varphi*\psi)')C = -G^{-1}(\varphi*\psi)(\varphi(0)\psi)C = \]
\[ = -G^{-1}(\varphi')G(\psi) + G(\varphi)G^{-1}(\psi)) = G(\varphi)G(\psi) + G'(\varphi)G^{-1}(\psi). \]

Since \( \varphi*\psi \) (\( \varphi*\psi' \) \( + \) \( \psi(0)\varphi \) \( + \) \( 0 \) \( \psi(0)\varphi \) \( C \) \( = \)
\[ -G^{-1}(\varphi')G(\psi) + G(\varphi)G^{-1}(\psi)) = G(\varphi)G(\psi) + G'(\varphi)G^{-1}(\psi). \]

Since \( \varphi*\psi \) (\( \varphi*\psi' \) \( + \) \( \psi(0)\varphi \) \( + \) \( 0 \) \( \psi(0)\varphi \) \( C \) \( = \)
\[ = G(\varphi)G(\psi) + G^{-1}(\varphi)(G' - \delta \otimes C)(\psi) \]
and
\[ (G' - \delta \otimes C)(\varphi*\psi) = G'(\varphi*\psi)C = G((\varphi*\psi)'C = \]
= -G(\varphi', \psi) C = -(G(\varphi') G(\psi) + G^{-1}(\varphi')(G' - \delta \otimes C)(\psi)) =
= (G' - \delta \otimes C)(\varphi) G(\psi) + G(\varphi)(G' - \delta \otimes C)(\psi).
Hence, we obtained that \hat{G} is a \((C, \ast)-\text{DS}) and by Proposition 2.2 we get that \(G\) is a \((C, \ast)-\text{DCF})\). The proof is analogous for the ultradistribution case.

If \(G\) is a \((C, \ast)-\text{DCF})\) of \(\ast\)-class, then we can almost directly prove that the dual \(G(\cdot)^\ast\) is a \((C, \ast)-\text{DCF})\) of \(\ast\)-class on \(E^\ast\), satisfying \(N(G(\cdot)^\ast) = \overline{N(G)}\), and that the reflexivity of \(E\) additionally implies that \(N(G) = \overline{N(G)}\).

**Proposition 2.4.** Suppose that \(G \in \mathcal{D}'_0(L(E)) \ (G \in \mathcal{D}'_0^*(L(E)))\) and \(G(\cdot) C = C G(\cdot).\) Then \(G\) is a \((C, \ast)-\text{DCF})\) \((C, \ast)-\text{UDCF})\) of \(\ast\)-class iff for every \(\varphi, \psi \in \mathcal{D}\) \((\varphi, \psi \in \mathcal{D}^\ast)\), we have:
\[
G^{-1}(\varphi') G'(\psi) - G'(\varphi) G^{-1}(\psi) = \psi(0) G^{-1}(\varphi) C - \varphi(0) G^{-1}(\psi) C.
\]
(see [12] for \(G^{-1}(\varphi)\)).

**Proof.** Having on mind that (see [12] Proposition 4.5 and [13] Proposition 2.5)
\[
\mathcal{G}(\varphi') \mathcal{G}(\psi) - \mathcal{G}(\varphi) \mathcal{G}(\psi') = \psi(0) \mathcal{G}(\varphi) C - \varphi(0) \mathcal{G}(\psi) C, \quad \varphi, \psi \in \mathcal{D}, (\varphi, \psi \in \mathcal{D}^\ast)
\]
and by Proposition 2.2, we define the statement of the proposition.

Assume \(G\) is a \((C, \text{DCF})\) \((C, \text{UDCF})\) of \(\ast\)-class. Then we define the (integral) generator \(A\) of \(G\) by
\[
A := \{(x, y) \in E \oplus E : G^{-1}(\varphi) x = G^{-1}(\varphi) y \text{ for all } \varphi \in \mathcal{D}_0\}.
\]
Then \(A\) is a closed multi-valued linear operator (MLO) and it can be easily seen that \(A \subseteq C^{-1} A C\), with the equality in the case that the operator \(C\) is injective. If \((C F)\) holds, then it is clear that \(A = A\) is a closed single-valued linear operator.

Furthermore, we can extend the assertion of [5] Lemma 3.4.7 in our context:

**Lemma 2.5.** Let \(A\) be the generator of a \((C, \text{DCF})\) \((C, \text{UDCF})\) of \(\ast\)-class \(G\). Then \(A \subseteq B\), where \(A \equiv \begin{pmatrix} 0 & I \\ A & 0 \end{pmatrix}\) and \(B\) is the generator of \(\mathcal{G}\). Furthermore, \((x, y) \in A \Leftrightarrow \left(\begin{smallmatrix} x \\ y \end{smallmatrix}\right) \in \mathcal{B}\) and \(B\) is single-valued iff \(G\) is a \((C, \text{DCF})\) \((C, \text{UDCF})\) of \(\ast\)-class.

**Proof.** Let \((x, y) \in A\). Then \(\left(\begin{smallmatrix} x \\ y \end{smallmatrix}\right) \in A, \quad x \in E\) and consequently, \(\left(\begin{smallmatrix} x \\ y \end{smallmatrix}\right) \in B\). Now, let \(\left(\begin{smallmatrix} x \\ y \end{smallmatrix}\right) \in B\) and fix \(\varphi \in \mathcal{D}_0\). Then \(\mathcal{G}(\varphi) = \mathcal{G}(\varphi)\) and by the definition of \(\mathcal{G}\),
\[
\begin{pmatrix} G(-\varphi) \\ (G' - \delta \otimes C)(-\varphi') \end{pmatrix} \begin{pmatrix} x \\ 0 \end{pmatrix} = \begin{pmatrix} \mathcal{G}(\varphi) \\ \mathcal{G}^{-1}(\varphi) \end{pmatrix} \begin{pmatrix} x \\ 0 \end{pmatrix} =
\begin{pmatrix} G(\varphi) \\ (G' - \delta \otimes C)(\varphi) \end{pmatrix} \begin{pmatrix} 0 \\ y \end{pmatrix}
\]
Thereby, $G(-\delta')x = G^{-1}(\varphi)y$, i.e. $G^{-1}(\varphi'')x = G(\varphi)y$. This implies that $(x, y) \in A$.

Suppose now that $G$ is a (C-DCF) ((C-UDCF) of $*$-class) generated by $A$. Then Proposition 2.2 yields that $G$ is a (C-DS) ((C-UDS) of $*$-class). This implies that the integral generator $B$ of $G$ is single-valued and that the operator $C$ is injective. □

Before proceeding further, it is worth observing that

$$\left( \begin{array}{c} 0 \\ x \\ 0 \end{array} \right) \in B, \quad x \in E.$$  

We can apply Lemma 2.5 in order to see that the integral generator $A$ of $G$ is single-valued and that the operator $C$ is injective.

Even in the case that $C = I$, it is not clear whether the assumption that the integral generator $A$ of a pre-(C-DCF) (pre-(C-UDCF) of $*$-class) $G$ is single-valued implies $(CCF_2)$ for $G$.

Let $G$ be a pre-(C-DCF) (pre-(C-UDCF) of $*$-class) generated by $A$.

Lemma 2.6.  
(a) Let $\psi \in D$ ($\psi \in D^*$) and $x, y \in E$. Then $(G(\psi)x, y) \in A$ iff

$$G(\psi'')x + \psi'(0)Cx - y \in \bigcap_{\varphi \in \mathcal{D}_0} N\left( G^{-1}(\varphi) \right).$$

(b) $(G(\psi)x, G(\psi'')x + \psi'(0)Cx \in A, \psi \in D$ ($\psi \in D^*$), $x \in E$.

(c) $(G^{-1}(\psi)x, -G(\psi')x - \psi(0)Cx \in A, \psi \in D$ ($\psi \in D^*$)$, x \in E$.

(d) $G(\varphi \ast_{0} \psi)Cx - G(\varphi)G(\psi)x \in AG^{-1}(\varphi)G^{-1}(\psi)x, \varphi, \psi \in D$ ($\varphi, \psi \in D^*$), $x \in E$.

Proof. (a) Clearly $(G(\psi)x, y) \in A$ iff $G'(\varphi)G(\psi)x = G^{-1}(\varphi)y$, $\varphi \in \mathcal{D}_0$. This is equivalent to $G'(\varphi \ast_{0} \psi)x - G(\varphi)G'(\psi)x + \psi(0)CG(\varphi)x = G^{-1}(\varphi)y$. By the same arguments used in the proof of Proposition 2.2 we obtain that $G(\varphi'')x + \psi'(0)Cx - y \in \bigcap_{\varphi \in \mathcal{D}_0} N\left( G^{-1}(\varphi) \right)$.

(b) This is a consequence of (a).

(c) Let we recall that $G^{-1}(\psi) = -G(I(\psi))$ and that $\frac{d}{dt} I(\psi)(t) = \psi(t) - \alpha(t) \cdot \int_{-\infty}^{t} \psi(u) du, t \in \mathbb{R}$. Then $\frac{d}{dt} I(\psi)(t) = \psi(t) - \alpha(t) \cdot \int_{-\infty}^{t} \psi(u) du, t \in \mathbb{R}$. Since $\alpha \in \mathcal{D}_{[-2, -1]}$ and $G \in D_0(L(E))$, we obtain $(I(\psi))'(0) = \psi(0)$ and $G((I(\psi))'') = G(\psi' - \alpha \cdot \int_{-\infty}^{t} \psi(u) du, \psi)$.

By (a), $AG^{-1}(\psi)x = -AG(I(\psi))x = -[G((I(\psi))'')x + (I(\psi))'(0)Cx] = -[G(\psi')x - \psi(0)Cx].$  

(d) Since $A$ generates $G$ and $G(\varphi) = -G^{-1}(\varphi'), \varphi \in D$, we have that $G(\varphi \ast_{0} \psi)Cx = -\varphi(0)CG^{-1}(\psi)x - G^{-1}(\varphi' \ast_{0} \psi)x = G(\varphi)G(\psi)x + (-\varphi(0)C - G(\varphi'))G^{-1}(\psi)x = G(\varphi)G(\psi)x + AG(\varphi)G^{-1}(\psi)x,$  

for $x \in E$. The ultradistribution case can be shown by the same arguments. □

If $G$ is a (C-DCF) ((C-UDCF) of $*$-class) generated by $A$, then the operators $B$ and $A$ are single-valued; then a similar line of reasoning as in the proof of Proposition 3.4.8(iii)-(iv) shows that, for every $\psi \in D$ ($\psi \in D^*$), we have $G(\psi)A \subseteq AG(\psi)$ and $G^{-1}(\psi)A \subseteq AG^{-1}(\psi)$.
Theorem 2.7. Suppose that $G \in D_0'(\mathcal{L}(E))$ \((G \in D_0^*(\mathcal{L}(E)))\), $G(\cdot)C = CG(\cdot)$, and $A$ is a closed MLO on $E$ satisfying that $G(\cdot)A \subseteq AG(\cdot)$ and
\begin{equation}
G(\varphi')(x + \varphi'(0))c \in AG(\varphi)x, \quad x \in E, \varphi \in D \quad (\varphi \in D^*).
\end{equation}
Then the following holds:

(i) If $A = A$ is single-valued, then $G$ is a pre-(C-DCF) (pre-(C-UDCF) of $*$-class).

(ii) If $G$ satisfies $(CCF_2)$, $C$ is injective and $A = A$ is single-valued, then $G$ is a (C-DCF) (C-UDCF) of $*$-class) generated by $C^{-1}AC$.

(iii) Consider the distribution case. The condition $(CCF_2)$ automatically holds for $G$.

Proof. We will only outline the most important details of proof. It can be simply proved that $G \in D_0'(\mathcal{L}(E))$ \((G \in D_0^*(\mathcal{L}(E)))\), $G(\cdot)C = CG(\cdot)$, and that $A$ is a closed MLO in $E \oplus E$. Furthermore, $G(\cdot)A \subseteq AG(\cdot)$ and
\begin{equation}
G(\varphi'(x + \varphi'(0))c x) \in AG(\varphi)x, \quad x, y \in E, \varphi \in D \quad (\varphi \in D^*).
\end{equation}
By [12] Remark 4.14 and [13] Remark 2.7 which ones say that for $\mathcal{G} \in D_0'(\mathcal{L}(E))$ \((\mathcal{G} \in D_0^*(\mathcal{L}(E)))\), $G(\cdot)C = CG(\cdot)$, $\varphi \in D \quad (\varphi \in D^*)$ and $A$ is a closed MLO on $E$ satisfying that $G(\varphi)A \subseteq AG(\varphi)$, $\varphi \in D \quad (\varphi \in D^*)$ and $G(-\varphi)x - \varphi(0)c x \in AG(\varphi)x$, $x, y \in E, \varphi \in D \quad (\varphi \in D^*)$, we have that $\mathcal{G}$ is a pre-$\mathcal{C}$-DS in $E \oplus E$ so that (i) follows immediately from Proposition 2.2. In order to prove (ii), notice that $\mathcal{G}$ satisfies (C.S.2) and again by [12] Remark 4.14 and [13] Remark 2.7, we obtain that $\mathcal{G}$ is a pre-$\mathcal{C}$-DS in $E \oplus E$ generated by $C^{-1}AC = (\mathcal{C}_{0}^{-1}AC_{0}I)$. Now the part (ii) simply follows from Proposition 2.2 and Lemma 2.5. The proof of (iii) can be deduced similarly.

Remark 2.8. Concerning the assertion (i), its validity is not true in multivalued case ([12]-[13]): Let $C = I$, let $A = E \times E$, and let $G \in D_0'(\mathcal{L}(E))$ \((G \in D_0^*(\mathcal{L}(E)))\) be arbitrarily chosen. Then $G$ commutes with $A$ and (2.3) holds but $G$ need not satisfy $(CCF_1)$.

Remark 2.9. Let $G \in D_0'(\mathcal{L}(E))$ \((G \in D_0^*(\mathcal{L}(E)))\) and $G(\cdot)C = CG(\cdot)$. Suppose that $A = A$ is single-valued and $C$ is injective. If $G$ is a (C-DCF) in $E$ ((C-UDCF) of $*$-class in $E$); then $B$ is single-valued and we can proceed as in the proof of [8] Proposition 3.4.8(iii) so as to conclude that $G(\cdot)A \subseteq AG(\cdot)$. Combining this fact with Proposition 2.2 [12] Remark 4.14 and [13] Remark 2.7 and the arguments contained in the proof of Theorem 2.7, we get that $G$ is a (C-DCF) in $E$ ((C-UDCF) of $*$-class in $E$) generated by $A$ iff $G$ is a ($\mathcal{C}$-DS) in $E \oplus E$ ($\mathcal{C}$-UDS) of $*$-class in $E \oplus E$ generated by $A$. This is an extension of [8] Theorem 3.2.8(ii).

In degenerate case, the integral generator of $G$ can strictly contain $A$. In order to verify this, let $E$ be an arbitrary Banach space, let $P \in \mathcal{L}(E)$, and let $P^2 = P$. Define $G_P(\varphi)x := \int_0^\infty \varphi(t)dt P_x$, $x \in E, \varphi \in D$. Then $G_P^{-1}(\varphi)x = \int_0^\infty t \varphi(t)dt P_x$, $x \in E, \varphi \in D$, $G_P$ is a pre-(DCF) in $E$, and
\[ \{x, y\} \subseteq N(P) \Leftrightarrow G_P(\varphi)x + G_P^{-1}(\varphi)y = 0 \text{ for all } \varphi \in D_0; \]
see [8] Example 3.4.46. A straightforward computation shows that the integral generator of $G_P$ is the MLO $A = E \times N(P)$. Furthermore, $(x y^T, [z u]^T) \in A$ iff $y = z$ and $u \in N(P)$, while $(x y^T, [z u]^T) \in A$ iff $y - z \in N(P)$ and $u \in N(P)$. Hence, $B$ strictly contains $A$. 
Remark 2.10. Suppose that \( A = A \) is single-valued and \( C \) is injective. Since any (C-DS) in \( E \oplus E \) ((C-UDS) of *-class in \( E \oplus E \)) is uniquely determined by its generator, the conclusion established in Remark 2.9 shows that there exists at most one (C-DCF) in \( E \) ((C-UDCF) of *-class in \( E \)) generated by \( A \). Even in the case that \( E \) is a Banach space and \( C = I \), this is no longer true in degenerate case. To see this, let \( E \) be an arbitrary Banach space, let \( P_1 \in L(E), \ P_1^2 = P_1, \ P_2 \in L(E), \ P_2^2 = P_2, \ N(P_1) = N(P_2) \) and \( P_1 \neq P_2 \); cf. the previous remark. Then pre-(DCF)'s \( G_{P_1} \) and \( G_{P_2} \) are different but have the same integral generator. We can choose, for example, the matricial operators

\[
P_1 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \text{ and } P_2 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}.
\]

We continue by stating the following theorem.

**Theorem 2.11.** Let \( a > 0, b > 0 \) and \( \alpha > 0 \). Suppose that \( A \) is a closed MLO and, for every \( \lambda \) which belongs to the set \( E(a, b) \), there exists an operator \( H(\lambda) \in L(E) \) so that \( H(\lambda)A \subseteq A H(\lambda) \), \( \lambda \in E(a, b) \), \( \lambda H(\lambda)x - Cx \in A[H(\lambda)x/\lambda] \), \( \lambda \in E(a, b) \), \( x \in E \), \( H(\lambda)C = CH(\lambda) \), \( \lambda \in E(a, b) \), \( \lambda H(\lambda)x - Cx = H(\lambda)y/\lambda \), whenever \( \lambda \in E(a, b) \) and \( (x, y) \in A \), and that the mapping \( \lambda \mapsto H(\lambda) \) is strongly analytic on \( \Omega_{a, b} \) and strongly continuous on \( \Gamma_{a, b} \), where \( \Gamma_{a, b} \) denotes the upwards oriented boundary of \( E(a, b) \) and \( \Omega_{a, b} \) the open region which lies to the right of \( \Gamma_{a, b} \). Let the operator family \( \{(1 + |\lambda|)^{-\alpha} H(\lambda) : \lambda \in E(a, b)\} \subseteq L(E) \) be equicontinuous. Set

\[
G(\varphi)x := (-i) \int_{\Gamma_{a, b}} \hat{\varphi}(\lambda)H(\lambda)x \, d\lambda, \quad x \in E, \ \varphi \in \mathcal{D}.
\]

Then \( G \) is a pre-(C-DCF) generated by an extension of \( A \).

**Proof.** Set

\[
F(\lambda) := \begin{bmatrix} H(\lambda) & H(\lambda)/\lambda \\ \lambda H(\lambda) - C & H(\lambda) \end{bmatrix}, \quad \lambda \in E(a, b)
\]

and

\[
G(\varphi)[x, y]^T := (-i) \int_{\Gamma_{a, b}} \hat{\varphi}(\lambda)F(\lambda)[x, y]^T \, d\lambda, \quad x, \ y \in E, \ \varphi \in \mathcal{D}.
\]

The prescribed assumptions imply that the function \( F(\cdot) \) has the properties necessary for applying [12, Theorem 4.15] which one gives that \( G(\varphi) \) is pre-(C-DS) generated by an extension of \( A \). Furthermore, \( \text{supp}(G) \subseteq [0, \infty) \), \( G \) commutes with \( C \) and by the connection between (C-DS)'s and (C-DCF)'s (see [9, Theorem 3.2.6]) we have that that

\[
\mathcal{G} = \begin{bmatrix} G & G^{-1} \\ G' - \delta \otimes C & G \end{bmatrix}.
\]

Due to Proposition 2.2 and Lemma 2.3 we obtain that \( G \) is a pre-(C-DCF) generated by an extension of \( A \), as claimed. \qed

**Remark 2.12.** (i) Suppose that \( C \) is injective, \( A = A \) is single-valued, \( \rho_C(A) \subseteq E^2(a, b) \equiv \{ \lambda^2 : \lambda \in E(a, b) \} \) and \( H(\lambda) = \lambda(\lambda^2 - A)^{-1}C, \lambda \in E^2(a, b) \). Then \( G \) is a (C-DCF) generated by \( C^{-1}AC \). Even in the case that \( C = I \), the integral generator \( A \) of \( G \), in multivalued case, can strictly contain \( C^{-1}AC \).
(ii) Let $A$ be a closed MLO, let $C$ be injective and commute with $A$, and let $\rho_C(A) \subseteq E^2(a,b)$. Then the choice $H(\lambda) = \lambda(\lambda^2 - A)^{-1}C$, $\lambda \in E(a,b)$ is always possible \([10]\).

(iii) In ultradistributional case, it is necessary to replace the exponential region $E(a, b)$ from the formulation of Theorem \([2,11]\) with a corresponding ultralogarithmic region. Define the operator $G(\varphi)$ similarly as above. In non-degenerate case ($A = A$ single-valued, $C$ injective), it can be proved that $G(\varphi)$ is a pre-(C-UDCF) generated by an extension of $A$; unfortunately, we do not know then whether $G$ has to satisfy (CCF) in degenerate case.

The analysis of degenerate almost $C$-(ultra)distribution cosine functions is without the scope of this paper. For more details, see \([22]\) and \([8\), Subsection 3.4.5\) and \([9\) pp. 380-384].

3. Relations between degenerate $C$-distribution cosine functions and degenerate integrated $C$-cosine functions

We start this section by stating the following fundamental result.

**Theorem 3.1.** Let $G$ be a pre-(C-DCF) generated by $A$, and let $G$ be of finite order. Then, for every $\tau > 0$, there exist a number $n_{\tau} \in \mathbb{N}$ and a local $n_{\tau}$-times integrated $C$-cosine function $(C_{n_{\tau}}(t))_{t \in [0, \tau)}$ such that

$$G(\varphi) = (-1)^{n_{\tau}} \int_0^\infty \varphi^{(n_{\tau})}(t) C_{n_{\tau}}(t) dt, \quad \varphi \in \mathcal{D}_{(-\tau, \tau)}.$$  

Furthermore, $(C_{n_{\tau}}(t))_{t \in [0, \tau)}$ is an $n_{\tau}$-times integrated $C$-cosine existence family with a subgenerator $A$.

**Proof.** Let $G$ and $C$ be as in the formulation of Proposition \([2,2]\) and let $A$ be the MLO defined in Lemma \([2,9]\). Then $G$ is a pre-(C-DS) in $E \oplus E$ generated by a closed MLO $B$ which contains $A$. Since $G$ is of finite order, we know that, for every $\tau > 0$, there exist a number $n_{\tau} \in \mathbb{N}$ and a continuous mapping $C_{n_{\tau}} : [0, \tau) \to L(E)$ such that (3.1) holds true. Define

$$S_{n_{\tau}}(t) := \left( \begin{array}{c} \int_0^t C_{n_{\tau}}(s) ds \\ C_{n_{\tau}}(t) - g_{n_{\tau}+1}(t) C \end{array} \right) \left( \begin{array}{c} \int_0^t (s) C_{n_{\tau}}(s) ds \\ \int_0^t C_{n_{\tau}}(s) ds \end{array} \right), \quad 0 \leq t \leq \tau.$$  

Then $S_{n_{\tau}+1} : [0, \tau) \to L(E \oplus E)$ is continuous and $$G(\varphi) = (-1)^{n_{\tau}+1} \int_0^\infty \varphi^{(n_{\tau}+1)}(t) S_{n_{\tau}+1}(t) dt, \quad \varphi \in \mathcal{D}_{(-\tau, \tau)}.$$  

This immediately implies that $(S_{n_{\tau}+1}(t))_{t \in [0, \tau)}$ is an $(n_{\tau} + 1)$-times integrated $C$-integrated semigroup, and that $(S_{n_{\tau}+1}(t))_{t \in [0, \tau)}$ is an $(n_{\tau} + 1)$-times integrated $C$-integrated existence family with a subgenerator $B$. Due to Lemma \([5,11]\) we have that $(C_{n_{\tau}}(t))_{t \in [0, \tau)}$ is an $n_{\tau}$-times integrated $C$-times integrated cosine function so that it remains to be proved that $(C_{n_{\tau}}(t))_{t \in [0, \tau)}$ is an $n_{\tau}$-times integrated $C$-cosine existence family with subgenerator $A$, i.e., that $(\int_0^t (s) C_{n_{\tau}}(s) x ds, C_{n_{\tau}}(t) x - g_{n_{\tau}+1}(t) C x) \in A$ for all $t \in [0, \tau)$ and $x \in E$. This is equivalent to say that

$$\left( \begin{array}{c} \int_0^t (s) C_{n_{\tau}}(s) x ds \\ 0 \end{array} \right), \left( \begin{array}{c} 0 \\ \int_0^t (s) C_{n_{\tau}}(s) x ds \end{array} \right) \in B, \quad x \in E, \quad t \in [0, \tau).$$
which simply follows from the inclusion (2.2) and the fact that \((S_{n+1}(t))_{t \in [0,\tau]}\) is 

an \((n+1)\)-times integrated \(C\)-integrated existence family with a subgenerator \(E\). 

The proof of the theorem is thereby complete. 

\(\Box\)

Remark 3.2. 

(i) If \(A = A\) is single-valued, then \(A\) is single-valued, as well. 

If so, then \((S_{n+1}(t))_{t \in [0,\tau]}\) is an \((n+1)\)-times integrated \(C\)-integrated 

semigroup with a subgenerator \(A\), which implies by Lemma 5.1(ii) that 

\((C_n(t))_{t \in [0,\tau]}\) is an \(n\)-times integrated \(C\)-cosine function with a subgenerator \(A\).

(ii) If the assumptions of Theorem 3.1 hold, then \(G(\varphi)G(\psi) = G(\psi)G(\varphi), \)

\(\varphi, \psi \in D\) (in the Banach space setting, this gives the affirmative answer 
to the question raised on p. 769 of [15]). As a simple consequence, we have that, for every \(\psi \in D\), we have 

\(G(\psi)A \subseteq AG(\psi)\) and \(G^{-1}(\psi)A \subseteq AG^{-1}(\psi)\).

Next theorem is a direct consequence of Lemma 5.1 and Proposition 2.2. This 
thorem is an extension of [5, Theorem 3.2.5(iii)] and analogue of [12, Theorem 4.8] 
for degenerate differential equations of second order.

Theorem 3.3. Assume that there exists a sequence \(((p_k, \tau_k))_{k \in \mathbb{N}_0} \text{ in } \mathbb{N}_0 \times (0, \infty) \)
such that \(\lim_{k \to \infty} \tau_k = \infty\), \((p_k)_{k \in \mathbb{N}_0}\) and \((\tau_k)_{k \in \mathbb{N}_0}\) are strictly increasing, as well 
as that for each \(k \in \mathbb{N}_0\) there exists a local \(p_k\)-times integrated \(C\)-cosine function 
\((C_{p_k}(t))_{t \in [0,\tau_k]}\) on \(E\) satisfying that 

\[ C_{p_m}(t)x = (g_{p_m-p_k} \circ_0 C_{p_k} (\cdot))((t), \ x \in E, \ t \in [0,\tau_k), \]

provided \(k < m\). Define 

\[ G(\varphi)x := (-1)^{p_k} \int_0^\infty \varphi^{(p_k)}(t)C_{p_k}(t)x \ dt, \quad \varphi \in D_{(-\infty,\tau_k)}, \ x \in E, \ k \in \mathbb{N}_0. \]

Then \(G\) is well-defined and \(G\) is a pre-(C-DVF). 

As in the case of degenerate \(C\)-distribution semigroups, we have the following 
remarks and comments on Theorem 3.3.

Remark 3.4. 

(i) Let \(A_k\) be the integral generator of \((C_{p_k}(t))_{t \in [0,\tau_k]}\) \((k \in \mathbb{N}_0)\). 

Then \(A_k \subseteq A_m\) for \(k > m\) and \(\bigcap_{k \in \mathbb{N}_0} A_k \subseteq A\), where \(A\) is the integral 
generator of \(G\). Even in the case that \(C = I\), \(\bigcap_{k \in \mathbb{N}_0} A_k\) can be a proper 
subset of \(A\).

(ii) Suppose that \(A\) is a subgenerator of \((C_{p_k}(t))_{t \in [0,\tau_k]}\) for all \(k \in \mathbb{N}_0\). Then 
\(3.2\) automatically holds.

(iii) If \(C = I\), then it suffices to suppose that there exists an MLO \(A\) subgenerating 
a local \(p\)-times integrated cosine function \((C_p(t))_{t \in [0,\tau]}\) for some \(p \in \mathbb{N}\) and 
\(\tau > 0\) \((14)\).

Proposition 2.2 enables us to simply introduce the notion of an exponential pre-(C-DVF) in \(E\) (exponential pre-(C-UDVF) of \(*\)-class in \(E\)).

Definition 3.5. Let \(G\) be a pre-(C-DVF) (pre-(C-UDVF) of \(*\)-class). Then \(G\) is 
said to be an exponential pre-(C-DVF) (pre-(C-UDVF) of \(*\)-class) iff there exists 
\(\omega \in \mathbb{R}\) such that \(e^{-\omega t}G \in S'(L(E \oplus E))\) \((e^{-\omega t}G \in S^*(L(E \oplus E)))\). We use the shorthand 
pre-(C-EVF) (pre-(C-UEVF) of \(*\)-class) to denote an exponential pre-(C-DVF) (pre-(C-UDVF) of \(*\)-class).
It can be simply verified that a pre-(C-DCF) (pre-(C-UDCF) of \( * \)-class) \( G \) is exponential iff there exists \( \omega \in \mathbb{R} \) such that \( e^{-\omega t}G^{-1} \in S'(L(E)) \) \((e^{-\omega t}G^{-1} \in S'^{n}(L(E)))\).

Let \( \alpha \in (0, \infty) \setminus \mathbb{N} \), \( f \in S \) and \( n = \lceil \alpha \rceil \). Let us recall that the Weyl fractional derivative \( W^\alpha_+ \) of order \( \alpha \) is defined by

\[
W^\alpha_+ f(t) := \frac{(-1)^n}{\Gamma(n - \alpha)} \frac{d^n}{dt^n} \int_{t}^{\infty} (s-t)^{n-\alpha-1} f(s) \, ds, \quad t \in \mathbb{R}.
\]

If \( \alpha = n \in \mathbb{N}_0 \), then we set \( W^n_+ := (1)^n \frac{d^n}{dt^n} \).

**Theorem 3.6.** Assume that \( \alpha \geq 0 \) and that \( A \) is the integral generator of a global \( \alpha \)-times integrated \( C \)-cosine function \( (C_\alpha(t))_{t \geq 0} \) on \( E \). Set

\[
G_\alpha(\varphi)x := \int_{0}^{\infty} W^\alpha_+ \varphi(t)C_\alpha(t)x \, dt, \quad x \in E, \ \varphi \in D.
\]

Then \( G \) is a pre-(C-DCF) whose integral generator contains \( A \). Furthermore, if \( (C_\alpha(t))_{t \geq 0} \) is exponentially equicontinuous, then \( G \) is exponential.

**Proof.** Note that if \( A \) is the integral generator of a global \( \alpha \)-times integrated \( C \)-semigroup \( (S_\alpha(t))_{t \geq 0} \) on \( E \) and \( G_\alpha(\varphi)x := \int_{0}^{\infty} W^\alpha_+ \varphi(t)S_\alpha(t)x \, dt, \ x \in E, \ \varphi \in D \) then \( G \) is a pre-(C-DS) whose integral generator contains \( A \). Then by Lemma 5.1 and Lemma 2.2 we have \( B := \left( \begin{array}{c} 0 \\ I \end{array} \right) \) is a subgenerator of an \( (\alpha + 1) \)-times integrated \( C \)-semigroup \( (S_{\alpha+1}(t))_{t \geq 0} \), hence \( A \) is a subgenerator of \( \alpha \)-times integrated \( C \)-cosine function \( (C_\alpha(t))_{t \geq 0} \) on \( E \). Then by Proposition 2.2 we obtain the statement of the theorem. \( \square \)

**Remark 3.7.** It is clear that \( G(\cdot) \equiv 0 \) is a degenerate pre-distribution cosine function with the generator \( A \equiv E \times E \), as well as that, for every \( \tau > 0 \) and for every integer \( n_\tau \in \mathbb{N} \), there exists only one local \( n_\tau \)-times integrated cosine function \( (C_{n_\tau}(t) \equiv 0)_{t \in [0, \tau]} \) satisfying (3.11). Then condition (B) holds and condition (A) does not hold here. Designate by \( A_\tau \) the integral generator of \( (C_{n_\tau}(t) \equiv 0)_{t \in [0, \tau]} \). Then \( A_\tau = \{0\} \times E \) is strictly contained in the integral generator \( A \) of \( G \). Furthermore, if \( C \neq 0 \), then there do not exist numbers \( \tau > 0 \) and \( n_\tau \in \mathbb{N} \) such that \( A_\tau \) generates (subgenerates) a local \( n_\tau \)-times integrated \( C \)-cosine function.

The notion of a \( q \)-exponential pre-(C-DCF) (pre-(C-UDCF) of \( * \)-class) can be also introduced and further analyzed. For the sake of brevity, we shall skip all related details concerning this topic here.

We close this section with the observation that the assertions of [3, Theorem 3.6.13, Theorem 3.6.14] can be simply reformulated for non-degenerate ultradistribution sines in locally convex spaces. For more details concerning the semigroup case, the reader may consult [11].

4. **Examples and applications**

First of all, we would like to draw the readers' attention on some instructive examples of non-degenerate ultradistribution sines in Fréchet spaces.

**Example 4.1.**

(i) Set \( E := \{f \in C^\infty([0, \infty)) : \lim_{x \to +\infty} f^{(k)}(x) = 0 \ \text{for all} \ k \in \mathbb{N}_0\} \). Equipped with the family of norms \( \|f\|_k := \sum_{j=0}^{k} \sup_{x \geq 0} |f^{(j)}(x)| \), \( f \in E \) \((k \in \mathbb{N}_0)\), \( E \) becomes a Fréchet space. Suppose \( c_0 > 0 \), \( \beta > 0 \),
s \geq 1 and M_p := \rho(A). Define the operator $A$ by $D(A) := \{ u \in E : c_0 u(0) = \beta u(0) \}$ and $A u := c_0 u'$. One can prove that, for every two sufficiently small number $\varepsilon > 0$, $\varepsilon' > 0$ and for every integer $k \in \mathbb{N}_0$, there exist constants $c(\varepsilon, \varepsilon') > 0$ and $c(k, \varepsilon, \varepsilon') > 0$ such that

\begin{equation}
\left\| (\lambda - A)^{-1} \right\|_k \leq c(k, \varepsilon, \varepsilon') c^{(-1)}(\lambda) \|f\|_k, \quad f \in E, \ \lambda \in \Sigma_{\pi - \varepsilon}.
\end{equation}

Set for $\tilde{a} > 0$,

\begin{equation}
G(\varphi)f := (-i) \int_{\tilde{a} - \infty}^{\tilde{a} + \infty} \lambda \hat{\varphi}(\lambda) (\lambda^2 - A)^{-1} f d\lambda, \quad f \in E, \ \varphi \in D^{(M_p)}.
\end{equation}

Then $G$ is an exponential pre-$(EUDCF)$ of $(M_p)$-class, $G(\varphi)A \subseteq AG(\varphi)$, $\varphi \in D^{(M_p)}$ and $AG(\varphi)f = G(\varphi')f + \varphi(0)f$, $f \in E$, $\varphi \in D^*$; cf. Remark 2.12.

Now we will prove that the condition $(CCF_2)$ holds. Suppose that $G(\varphi)f + G^{-1}(\varphi)g = 0$, $\varphi \in D^0_{(M_p)}$ for some functions $f$, $g \in E$, i.e.,

\begin{equation}
\int_{\tilde{a} - \infty}^{\tilde{a} + \infty} \lambda \hat{\varphi}(\lambda) (\lambda^2 - A)^{-1} f d\lambda + \int_{\tilde{a} - \infty}^{\tilde{a} + \infty} \hat{\varphi}(\lambda) (\lambda^2 - A)^{-1} g d\lambda = 0, \quad \varphi \in D^0_{(M_p)}.
\end{equation}

Let us recall that any complex number $\lambda \in \mathbb{C} \setminus (-\infty, 0]$ belongs to $\rho(A)$, and that

\begin{equation}
(\lambda - A)^{-1} f(x) = \frac{1}{2 \sqrt{\gamma_0}} \left[ \int_0^x e^{\sqrt{\gamma_0}(x-s)} f(s) ds + \int_x^\infty e^{\sqrt{\gamma_0}(x-s)} f(s) ds \right] + \frac{1}{c_0} \left[ \frac{c_0 \sqrt{\gamma_0} - \beta}{c_0 \sqrt{\gamma_0} + \beta} \int_0^\infty e^{-\sqrt{\gamma_0} c_0 s} f(s) ds \right] e^{-\sqrt{\gamma_0} c_0 x}, \quad x \geq 0, \ f \in E,
\end{equation}

as well as that

\begin{equation}
(-i) \int_{\tilde{a} - \infty}^{\tilde{a} + \infty} \hat{\varphi}(\lambda) e^{-\lambda t} d\lambda = \varphi(t), \quad \varphi \in D^{(M_p)}, \ t \geq 0.
\end{equation}

It can be calculated that (see [11 Example 4.5])

\begin{align*}
G(\varphi)f(x) &= \frac{1}{2 \sqrt{\gamma_0}} \int_0^\infty \varphi(t) \left[ t^{(-1)/2} \int_0^x e^{-s^2/4\gamma_0 t} f(x-s) ds \right] dt + \\
&\quad + \frac{1}{2 \sqrt{\gamma_0}} \int_0^\infty \varphi(t) \left[ t^{(-1)/2} \int_0^\infty e^{-s^2/4\gamma_0 t} f(x+s) ds \right] dt + \\
&\quad + \frac{1}{2 \sqrt{\gamma_0}} \int_0^\infty \varphi(t) \left[ \frac{1}{2\pi i} \int_{\tilde{a} - \infty}^{\tilde{a} + \infty} e^{\lambda t} f(\lambda; x) d\lambda \right] dt, \quad x \geq 0, \ f \in E, \ \varphi \in D^0_{(M_p)},
\end{align*}

where

\begin{equation}
f(\lambda; x) := \left[ e^{-\sqrt{\gamma_0} x} \frac{c_0 \sqrt{\gamma_0} - \beta}{c_0 \sqrt{\gamma_0} + \beta} \sqrt{\gamma} \int_0^\infty e^{-\sqrt{\gamma_0} v} f(v) dv \right]
\end{equation}
for every $x > 0$ and for every $\lambda \in \mathbb{C}$ with $\Re \lambda = a$. The integrals in (1.2) are equal to zero. The statement that second integral is equal to zero is equivalent to $G(\varphi)g = 0$. It is shown in [11, Example 4.5] that it must be $g = 0$. Now, let the first integral be zero. By [2, Corollary 1.6.6] and again using the same argumentation as in the previous case when $G(\varphi)g = 0$ we deduce that it must $f = 0$.

This implies (see e.g. [8, Theorem 3.6.14] for the Banach space case) that the abstract Cauchy problem

$$(ACP_2) : \begin{cases}
  u \in C^\infty([0, \infty) : E) \cap C([0, \infty) : [D(A)]), \\
  u_{tt}(t, x) = c_0u_{xx}(t, x), \quad t \geq 0, \quad x \geq 0, \\
  u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x), \quad x \geq 0
\end{cases}$$

has a unique solution for any $u_{00}, u_1 \in E^{(M_\rho)}(A)$, where $E^{(M_\rho)}(A)$ is the abstract Beurling space consisting of those functions $f \in E$ satisfying that, for every $h > 0$ and $n \in \mathbb{N}$, we have $\sup_{p\in\mathbb{N}_0} (h^p \|f^{(2p)}\|_n/M_p) < \infty$; furthermore, for every compact set $K \subseteq [0, \infty)$ and for every $n \in \mathbb{N}$ and $h > 0$, the solution $u$ of $(ACP_2)$ satisfies

$$\sup_{t \in K, p \in \mathbb{N}_0} \frac{h^p}{M_p} \left( \left\| \frac{d^p}{dt^p} u(t) \right\|_n + \left\| \frac{d^p}{dt^{p+1}} u(t) \right\|_n \right) < \infty.$$ 

Suppose now that $P(z)$ is a non-constant complex polynomial of degree $k \in \mathbb{N}$ such that there exist positive real numbers $a, b > 0$ such that, for every $\lambda \in \mathbb{C}$ with $\Re \lambda > a$, all the zeroes of polynomial $z \mapsto P(z) - \lambda, z \in \mathbb{C}$ belong to $\mathbb{C} \setminus (-\infty, 0)$. Let $\bar{a} > a$. Then it can be easily seen that, for every two sufficiently small number $\varepsilon > 0$, $\varepsilon' > 0$ and for every integer $k \in \mathbb{N}_0$, there exist constants $c(\varepsilon, \varepsilon') > 0$ and $c(k, \varepsilon, \varepsilon') > 0$ such that

$$\left\| (\lambda - P(A))^{-1} f \right\|_k \leq c(k, \varepsilon, \varepsilon') e^{c(\varepsilon, \varepsilon')} |\lambda|^r \left\| f \right\|_k, \quad f \in E, \ \Re \lambda > \bar{a}. $$

Set

$$G_P(\varphi)f := (-i) \int_{\bar{a} - i\infty}^{\bar{a} + i\infty} \lambda \hat{\varphi}(\lambda) (\lambda^2 - P(A))^{-1} f \, d\lambda, \quad f \in E, \ \varphi \in \mathcal{D}^{(M_\rho)}.$$ 

Then $G_P$ is an exponential pre-(EUDCF) of $(M_\rho)$-class, and it is open question whether the condition (CCF2) holds for $G_P$, in general.

(ii) In this part, we use the notation from [2, Chapter 8]. Let $p \in [1, \infty)$, $m > 0$, $\rho \in [0, 1]$, $r > 0$, and let $a \in S^m_{\rho, 0}$ satisfies $(H_r)$. Suppose that $E = L^p(\mathbb{R}^n)$ or $E = C_0(\mathbb{R}^n)$ (in the second case, we assume $p = \infty$), $0 \leq l \leq n$, $A := \mathrm{Op}_E(a)$ and that the following inequality

$$n \left( \frac{1}{2} - \frac{1}{p} \left( \frac{m - r - \rho + 1}{r} \right) \right) < 1$$

holds. Let us recall that if $a(\cdot)$ is an elliptic polynomial of order $m$, then (4.4) holds with $m = r$ and $\rho = 1$. Suppose that there exists a sequence $(M_\rho)$ satisfying (M.1), (M.2) and (M.3)', as well as that $a(\mathbb{R}^n) \cap \Lambda^2_{l, \xi, \eta} = \emptyset$ for some constants $l \geq 1, \xi > 0$ and $\eta \in \mathbb{R}$. Here

$$\Lambda_{l, \xi, \eta} = \{ \lambda \in \mathbb{C} : \Re \lambda \geq \xi M(l|3\lambda|) + \eta \}$$

and $\Lambda^2_{l, \xi, \eta} = \{ \lambda^2 : \lambda \in \Lambda_{l, \xi, \eta} \}$. 

Put $\mathbb{N}_0^1 := \{ \eta \in \mathbb{N}_0^n : \eta_{n+1} = \ldots = \eta_n = 0 \}$ and $E_l := \{ f \in E : f^{(n)} \in E \text{ for all } \eta \in \mathbb{N}_0^n \}$. Then the calibration $(q_\eta(f) := ||f^{(n)}||_E, f \in E_l; \eta \in \mathbb{N}_0^n)$ induces a Fréchet topology on $E_l$ (26). Define the operator $A_l$ on $E_l$ by $D(A_l) := \{ f \in E_l : \text{Op}_E(a)f \in E_l \}$ and $A_l f := \text{Op}_E(a)(f \in D(A_l))$. Then we know that there exist numbers $\eta' \geq \eta$, $N \in \mathbb{N}$ and $M \geq 1$ such that $A_l^2 \subseteq \rho(A_l)$ and that for each $\eta \in \mathbb{N}_0^n$ we have

$$q_\eta \left( R(\lambda : A_l)f \right) \leq M \left( 1 + |\lambda| \right)^N q_\eta(f), \quad \lambda \in A_l^2 \subseteq \rho(A_l), \quad f \in E_l.$$ 

Keeping in mind Theorem 2.11 and Remark 2.12, we get that $A_l$ generates an ultradistribution sine of $(M_p)$-class in $E_l$.

**Example 4.2.** Multiplication operators in $L^p$-spaces generating degenerate locally integrated cosine functions can be simply constructed following the method proposed in [10, Example 3.2.11] and [8, Example 3.4.44]. These examples can serve for construction of non-exponential pre-(DCF)'s in Banach spaces by Theorem 3.6.

**Example 4.3.** Suppose that $(E, \| \cdot \|)$ is a Banach space. In [6, Chapter III], A. Favini and A. Yagi have considered the multivalued linear operators satisfying the following condition:

(PW) There exist finite constants $c, M > 0$ and $\beta \in (0, 1]$ such that

$$\Psi := \Psi_c := \{ \lambda \in \mathbb{C} : \Re \lambda \geq -c(|3\lambda| + 1) \} \subseteq \rho(A)$$

and

$$||R(\lambda : A)|| \leq M \left( 1 + |\lambda| \right)^{-\beta}, \quad \lambda \in \Psi.$$ 

If (PW) holds, then it can be simply proved that there exists a continuous linear operator $C$ such that $A^2$ is a subgenerator of a global once integrated C-cosine function that is not exponentially bounded, in general ([10]). This example and Theorem 3.6 can be used for construction of non-exponential pre-(C-DCF)'s in Banach spaces.

5. **Appendix: Fractionally integrated C-cosine functions**

Here we list some definitions and statements that are used previously in the paper (most of them are already known). We refer to [14] for the definition of (local, if $\tau < \infty$) $\alpha$-times integrated C-cosine functions.

Let $g_\alpha(t) = \frac{\sin(t)}{(\alpha t)\Gamma(\alpha + 1)}$, for $t > 0$. Recall that a strongly continuous operator family $((C_\alpha(t))_{t \in (0, \tau)} \subseteq L(E)$ is called a (local, if $\tau < \infty$) $\alpha$-times integrated C-cosine function iff the following holds: (i) $C_\alpha(t)C = CC_\alpha(t)$, $t \in [0, \tau)$, and
For all $x \in E$ and $t, s \in [0, \tau]$ with $t + s \in [0, \tau]$,

$$2C_\alpha(t)C_\alpha(s)x = \left( \int_0^{t+s} - \int_0^t \right) g_\alpha(t + s - r)C_\alpha(r)Cx \, dr$$

$$+ \int_0^t g_\alpha(r - t + s)C_\alpha(r)Cx \, dr + \int_0^s g_\alpha(r - t - s)C_\alpha(r)Cx \, dr, \quad t \geq s;$$

$$2C_\alpha(t)C_\alpha(s)x = \left( \int_0^{t+s} - \int_0^t \right) g_\alpha(t + s - r)C_\alpha(r)Cx \, dr$$

$$+ \int_0^t g_\alpha(r + t - s)C_\alpha(r)Cx \, dr + \int_0^s g_\alpha(r - t + s)C_\alpha(r)Cx \, dr, \quad t < s.$$

(5.1)

We refer to [13] for a (local) $C$-regularized semigroup, resp., (local) $C$-regularized cosine function.

Let $0 < \alpha < \infty$. In the case $\tau = \infty$, $(S_\alpha(t))_{t \geq 0}$ is said to be exponentially equicontinuous (equicontinuous) iff there exists $\omega \in \mathbb{R}$ ($\omega = 0$) such that the family $\{e^{-\omega t}S_\alpha(t) : t \geq 0\}$ is equicontinuous. The above notion can be simply understood for the class of fractionally integrated $C$-cosine functions. The integral generator $\hat{A}$ of $(S_\alpha(t))_{t \in [0, \tau]}$, resp. $(C_\alpha(t))_{t \in [0, \tau]}$, is defined by graph

$$\hat{A} := \left\{ (x, y) \in E \times E : S_\alpha(t)x - g_{\alpha+1}(t)Cx = \int_0^t S_\alpha(s)y \, ds, \ t \in [0, \tau] \right\}, \text{resp.,}$$

$$\hat{A} := \left\{ (x, y) \in E \times E : C_\alpha(t)x - g_{\alpha+1}(t)Cx = \int_0^t (t - s)C_\alpha(s)y \, ds, \ t \in [0, \tau] \right\}.$$

The integral generator $\hat{A}$ of $(S_\alpha(t))_{t \in [0, \tau]}$, resp. $(C_\alpha(t))_{t \in [0, \tau]}$, is a closed MLO in $E$. Furthermore, $\mathcal{A} \subseteq C^{-1}\mathcal{A}C$ in the MLO sense, with the equality in the case that the operator $C$ is injective.

By a subgenerator of $(S_\alpha(t))_{t \in [0, \tau]}$, resp. $(C_\alpha(t))_{t \in [0, \tau]}$, we mean any MLO $\mathcal{A}$ in $E$ satisfying the following two conditions:

(A) $S_\alpha(t)x - g_{\alpha+1}(t)Cx = \int_0^t S_\alpha(s)y \, ds$, whenever $t \in [0, \tau]$ and $y \in Ax$;

(B) For all $x \in E$ and $t \in [0, \tau]$, we have $\int_0^t S_\alpha(s)x \, ds \in D(\mathcal{A})$ and $S_\alpha(t)x - g_{\alpha+1}(t)Cx \in \mathcal{A}\int_0^t S_\alpha(s)x \, ds$,

resp.,

(A’) $C_\alpha(t)x - g_{\alpha+1}(t)Cx = \int_0^t (t - s)C_\alpha(s)y \, ds$, whenever $t \in [0, \tau]$ and $y \in Ax$;

(B’) For all $x \in E$ and $t \in [0, \tau]$, we have $\int_0^t (t - s)C_\alpha(s)x \, ds \in D(\mathcal{A})$ and $C_\alpha(t)x - g_{\alpha+1}(t)Cx \in \mathcal{A}\int_0^t (t - s)C_\alpha(s)x \, ds$.

If $(S^1_\alpha(t))_{t \in [0, \tau]} \subseteq L(E)$, resp. $(S^2_\alpha(t))_{t \in [0, \tau]} \subseteq L(E)$, $(C^1_\alpha(t))_{t \in [0, \tau]} \subseteq L(E)$, resp. $(C^2_\alpha(t))_{t \in [0, \tau]} \subseteq L(E)$, is strongly continuous and satisfies only (B), resp. $(A)$ (B’), resp. $(A’)$, then we say that $(S^1_\alpha(t))_{t \in [0, \tau]}$, resp. $(S^2_\alpha(t))_{t \in [0, \tau]}$, $(C^1_\alpha(t))_{t \in [0, \tau]}$, resp. $(C^2_\alpha(t))_{t \in [0, \tau]}$, is an $\alpha$-times integrated $C$-existence family with a subgenerator $\mathcal{A}$,
resp., $\alpha$-times integrated $C$-uniqueness family with a subgenerator $\mathcal{A}$ ($\alpha$-times integrated $C$-cosine existence family with a subgenerator $\mathcal{A}$, resp., $\alpha$-times integrated $C$-cosine uniqueness family with a subgenerator $\mathcal{A}$).

By $\chi(S_\alpha)$, resp., $\chi(C_\alpha)$, we denote the set consisting of all subgenerators of $(S_\alpha(t))_{t \in [0, \tau]}$, resp., $(C_\alpha(t))_{t \in [0, \tau]}$. It is well known (see [3], [14]) that any of the sets $\chi(S_\alpha)$ and $\chi(C_\alpha)$ can have infinitely many elements; if $\mathcal{A} \in \chi(S_\alpha)$, resp. $\mathcal{A} \in \chi(C_\alpha)$, then $\mathcal{A} \subseteq \hat{\mathcal{A}}$. In general, the set $\chi(S_\alpha)$ can be empty and the integral generator of $(S_\alpha(t))_{t \in [0, \tau]}$ need not be a subgenerator of $(S_\alpha(t))_{t \in [0, \tau]}$ in the case that $\tau < \infty$; the same holds for fractionally integrated $A$.

If $\chi(S_\alpha)$ is a closed subgenerator of $(S_\alpha(t))_{t \in [0, \tau]}$, resp. $(C_\alpha(t))_{t \in [0, \tau]}$, defined locally or globally, then we know that $CA \subseteq AC, \hat{\mathcal{A}} \subseteq C^{-1}AC$ and that the injectivity of $C$ implies $\hat{\mathcal{A}} = C^{-1}AC$. Suppose that $C$ is injective and $\mathcal{A}$ is an MLO. Then there exists at most one $\alpha$-times integrated $C$-semigroup $(S_\alpha(t))_{t \in [0, \tau]}$, resp. $\alpha$-times integrated $C$-cosine function $(C_\alpha(t))_{t \in [0, \tau]}$, which do have $\mathcal{A}$ as a subgenerator (14).

We need the following results from [14].

**Lemma 5.1.** ([14]) Suppose that $\mathcal{A}$ is a closed MLO in $E$, $0 < \tau \leq \infty$, $0 \leq \alpha < \infty$, and $(C_\alpha(t))_{t \in [0, \tau]}$ is a strongly continuous operator family which commutes with $C$.

Set

$$S_{\alpha+1}(t) = \left( \begin{array}{cc} \int_0^t C_\alpha(s) ds & \int_0^t (t-s)C_\alpha(s) ds \\ C_\alpha(t) - g_{\alpha+1}(t)C & \int_0^t C_\alpha(s) ds \end{array} \right), \quad 0 \leq t < \tau$$

and $C(x y)^T := (C x C y)^T (x, y \in E)$. Then we have:

(i) The following assertions are equivalent:

(a) $(C_\alpha(t))_{t \in [0, \tau]}$ is an $\alpha$-times integrated $C$-cosine function on $E$.

(b) $(S_{\alpha+1}(t))_{t \in [0, \tau]}$ is an $(\alpha + 1)$-times integrated $C$-semigroup $(S_{\alpha+1}(t))_{t \in [0, \tau]}$ on $E \times E$.

Suppose that the equivalence relation (a) $\iff$ (b) in (i) holds. Then we have:

(ii) $\mathcal{A}$ is a subgenerator of $(C_\alpha(t))_{t \in [0, \tau]}$ iff $\mathcal{B} := \left( \begin{array}{c} 1 \\ 0 \end{array} \right)$ is a subgenerator of $(S_{\alpha+1}(t))_{t \in [0, \tau]}$.

(iii) Let $\hat{\mathcal{A}}$ and $\hat{\mathcal{B}}$ be the integral generators of $(C_\alpha(t))_{t \in [0, \tau]}$ and $(S_{\alpha+1}(t))_{t \in [0, \tau]}$, respectively. Then the inclusion $\left( \begin{array}{c} 1 \\ 0 \end{array} \right) \subseteq \hat{\mathcal{B}}$ holds true. Furthermore, if $(C_\alpha(t))_{t \in [0, \tau]}$ is non-degenerate, then $\left( \begin{array}{c} 1 \\ 0 \end{array} \right) = \hat{\mathcal{B}}$.

**References**

[1] W. Arendt, O. El-Mennaoui, V. Keyantuo, *Local integrated semigroups: evolution with jumps of regularity*, J. Math. Anal. Appl. **186** (1994), 572–595.

[2] W. Arendt, C. J. K. Batty, M. Hieber, F. Neubrander, *Vector-valued Laplace Transforms and Cauchy Problems*, Monographs in Mathematics **96**, Birkhäuser/Springer Basel AG, Basel, 2001.

[3] A. G. Baskakov, K. I. Chernyshov, *On distribution semigroups with a singularity at zero and bounded solutions of differential inclusions*, Math. Notes **1** (2006), 19–33.

[4] R. D. Carmichael, S. Pilipović, *On the convolution and the Laplace transformation in the space of Beurling–Gevrey tempered ultradistributions*, Math. Nachr. **158** (1992), 119–132.

[5] R. W. Carroll, R. W. Showalter, *Singular and Degenerate Cauchy Problems*, Academic Press, New York, 1976.

[6] A. Favini, A. Yagi, *Degenerate Differential Equations in Banach Spaces*, Chapman and Hall/CRC Pure and Applied Mathematics, New York, 1998.
[7] J. Kisýnski, Distribution semigroups and one parameter semigroups, Bull. Polish Acad. Sci. 50 (2002), 189–216.
[8] M. Kostić, Generalized Semigroups and Cosine Functions, Mathematical Institute SANU, Belgrade, 2011.
[9] M. Kostić, Abstract Volterra Integro-Differential Equations, Taylor and Francis Group/CRC Press/Science Publishers, Boca Raton, Fl., 2015.
[10] M. Kostić, Abstract Degenerate Volterra Integro-Differential Equations: Linear Theory and Applications, Book Manuscript, 2016.
[11] M. Kostić, S. Pilipović, D. Velinov, Quasi-equicontinuous exponential families of generalized function C-semigroups in locally convex spaces, //arxiv:1610.02789.
[12] M. Kostić, S. Pilipović, D. Velinov, Degenerate C-distribution semigroups in locally convex spaces, //arxiv:1610.02786.
[13] M. Kostić, S. Pilipović, D. Velinov, Degenerate C-ultradistribution semigroups in locally convex spaces, //arxiv:1610.02788.
[14] M. Kostić, Degenerate K-convoluted C-semigroups and degenerate K-convoluted C-cosine functions in locally convex spaces, preprint.
[15] M. Kostić, Distribution cosine functions, Taiwanese J. Math. 10 (2006), 739–775.
[16] M. Kostić, P. J. Miana, Relations between distribution cosine functions and almost-distribution cosine functions, Taiwanese J. Math. 11 (2007), 531–543.
[17] P. C. Kunstmann, Distribution semigroups and abstract Cauchy problems, Trans. Amer. Math. Soc. 351 (1999), 837–856.
[18] I. Maizurna, Semigroup Methods For Degenerate Cauchy Problems And Stochastic Evolution Equations, PhD Thesis, University of Adelaide, 1999.
[19] I. V. Melnikova, A. I. Filinkov, Abstract Cauchy Problems: Three Approaches, Chapman Hall/CRC, Boca Raton, London, New York, Washington, 2001.
[20] I. V. Melnikova, The Cauchy problem for differential inclusion in Banach space and distribution spaces, Siberian Math. J. 42 (2001), 751–765.
[21] I. V. Melnikova, U. A. Anufrieva, V. Yu. Ushkov, Degenerate distribution semigroups and well-posedness of the Cauchy problem, Integral Transform Special Functions 6 (1998), 247–256.
[22] P. J. Miana, Almost-distribution cosine functions and integrated cosine functions, Stud. Math. 166 (2005), 171–180.
[23] S. Pilipović, Tempered ultradistributions, Boll. Un. Mat. Ital. 7 (1988), 235–251.
[24] L. Schwartz, Theorie des Distributions, 2 vols., Hermann, Paris, 1950–1951.
[25] G. A. Sviriduk, V. E. Fedorov, Linear Sobolev Type Equations and Degenerate Semigroups of Operators, Inverse and Ill-Posed Problems (Book 42), VSP, Utrecht, Boston, 2003.
[26] T.-J. Xiao, J. Liang, The Cauchy Problem for Higher–Order Abstract Differential Equations, Springer–Verlag, Berlin, 1998.

DEPARTMENT FOR MATHEMATICS, FACULTY OF CIVIL ENGINEERING, SS. CYRIL AND METHODIUS UNIVERSITY, SKOPE, PARTIZANSKI ODREDI 24, P.O. BOX 560, 1000 SKOPE, MACEDONIA
E-mail address: velinovd@gf.ukim.edu.mk

FACULTY OF TECHNICAL SCIENCES, UNIVERSITY OF NOVI SAD, TRG D. OBRADOVIĆA 6, 21125 NOVI SAD, SERBIA
E-mail address: marco.s@verat.net

DEPARTMENT FOR MATHEMATICS AND INFORMATICS, UNIVERSITY OF NOVI SAD, TRG D. OBRADOVIĆA 4, 21000 NOVI SAD, SERBIA
E-mail address: pilipovic@dmi.uns.ac.rs