Monitoring Surface Chemical Changes in the Bacterial Cell Wall

MULTIVARIATE ANALYSIS OF CRYO-X-RAY PHOTOELECTRON SPECTROSCOPY DATA
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Gram-negative bacteria can alter the composition of the lipopolysaccharide (LPS) layer of the outer membrane as a response to different growth conditions and external stimuli. These alterations can, for example, promote attachment to surfaces and biofilm formation. The changes occur in the outermost layer of the cell and may consequently influence interactions between bacterial cells and surrounding host tissue, as well as other surfaces. Microscopic analyses, fractionation of bacterial cells, or other traditional microbiological assays have previously been used to study these alterations. These methods can, however, be time consuming and do not always give detailed chemical information about the bacterial cell surface. We here present an analytical method that provides chemical information on the outermost portion of bacterial cells with respect to protein, peptidoglycan, lipid, and polysaccharide content. The method involves cryo-x-ray photoelectron spectroscopy analyses of the outermost portion (within ~10 nm of the surface) of intact bacterial cells followed by a multivariate curve resolution analysis of carbon spectra. It can be used as a tool for characterizing and monitoring variations in the chemical composition of bacterial cell walls or of isolated outer membrane vesicles, variations that result from e.g. mutations or external stimuli. The method enabled us to predict accurately the alterations in polysaccharide content and surface chemistries of a set of well characterized Escherichia coli LPS mutants. The described approach may moreover be applied to monitor surface chemical composition of other biological samples.

Bacterial interactions with their surrounding environment are largely controlled by interactions between the cell wall and other surfaces. Thus, chemical composition and structure of the cell wall are of particular importance and may determine the nature of different interactions with surfaces such as host cells membranes or to abiotic surfaces. Gram-negative bacteria have cell walls containing a periplasm and an outer membrane. The periplasm includes a peptidoglycan layer as well as periplasmic proteins. The outer membrane phospholipid bilayer has lipopolysaccharides (LPS) exposed from its outer layer, and it contains miscellaneous outer membrane proteins (1). Some bacterial species have capsular polysaccharides outside the outer membrane, which is regarded as one of virulence factors. However, the commonly used laboratory strains of Escherichia coli (e.g. E. coli K-12 derivatives) do not produce capsular polysaccharides. The LPS exhibits considerable variations between bacterial species and represents a highly dynamic part of the bacteria. Bacterial pathogens have common response mechanisms enabling them to modify protein and LPS components of the outer membrane in response to stressfull environments (for example in a phagosome) (2). Recent studies have also shown that alterations in the LPS structure may distinctly influence cell surface hydrophobicity, biofilm formation, as well as interactions with antibacterial substances such as tobramycin, streptomycin, amikacin, and gentamicin4 (4–7). Monitoring such changes in cell wall compositions, however, involves elaborate and time-consuming procedures. In this article we describe an efficient approach for characterizing and monitoring chemical alterations of bacterial cell walls using cryo-x-ray photoelectron spectroscopy (cryo-XPS)5 and multivariate curve resolution analysis. XPS is a surface-sensitive analysis technique that is widely used to determine the chemical composition of the surface layer, including those of biological materials. Because the technique is surface-sensitive, it monitors only the bacterial cell wall and consequently offers a unique advantage over many other techniques. Furthermore, it can be performed on intact bacterial cells, thereby reducing lengthy extraction procedures and the risk of introducing some bias or sample treatment artifacts into the dataset.

XPS has also been used earlier for bacterial cell wall studies (8, 9, 11, 13) and indicated organic compositions on the basis of ratios between different group functionalities. This work has however mostly required the use of freeze-dried or desiccated bacterial samples and of standard samples, as the technique involves analyses under high vacuum. For example, Rouxhet et al. constructed a system of equations to estimate the content of peptide, polysaccharides, and hydrocarbons in cell walls of freeze-dried Gram-positive bacteria (and in food products) (8–10). Although this approach does provide reasonable...
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results, it can be highly sensitive to peak-fitting procedures. Another point of concern for such XPS studies is the possibility of sample alterations due to drying (11). However, more recent generations of currently available spectrometers provide possibilities of analyzing samples at liquid nitrogen temperatures. If samples are quickly frozen before exposure to vacuum and then kept frozen throughout the measurement period, the analysis will consequently take place with the water still present in the sample structure (12,13). This approach minimizes structural changes in the samples and consequently provides a means of analyzing bacterial surfaces under a more physiologically relevant form, albeit frozen (13). Low temperatures also minimize sample degradation by the x-ray beam. Furthermore, because the analysis only requires that the sample be rinsed (to remove soluble media components) and centrifuged, it circumvents time-consuming drying procedures which can lead to additional alterations and contaminations (11). However, because the presence of water in the frozen samples impedes previous quantification using element ratio methods, an alternative approach was needed to easily extract sugar, protein, peptidoglycan and lipid contents.

This paper presents a method for quantifying the composition of the bacterial cell walls using multivariate spectral analysis of cryo-XPS spectra as applied to a set of well characterized laboratory strains of *E. coli* representing LPS mutants with a range of surface compositions. We show how XPS can be used to extract cell wall composition and discuss the general applicability of this method for monitoring chemical changes in surfaces of bacteria and outer membrane vesicles (OMVs). The model parameters and Matlab code are supplied in the supplemental material. The method relies on access to XPS instrumentation which is commonly available in surface analysis laboratories. This instrumentation has not previously been used extensively for biological samples. However, with the development of new methodologies (like the one described in this article) we expect that the use of this technique for studies of biological specimens will increase.

EXPERIMENTAL PROCEDURES

*Short Overview of XPS Multivariate Curve Resolution—*XPS measures the kinetic energy of electrons emitted from surfaces under x-ray radiation. By knowing the energy of the incoming x-ray beam and measuring the kinetic energy of electrons leaving the surface, binding energy is obtained by the spectrometer. Binding energy is specific to both elements and electronic orbitals from which electrons originate. It is also sensitive to the chemical environment of the atoms at the surface. The so-called C 1s spectrum of carbon, for example, may encompass binding energies specific to carbon in an aliphatic hydrocarbon chain or in a carboxylic group. Functional groups present may consequently be identified using this approach. The analysis depth depends on the sample nature and is determined by the so-called escape depth of the electron, namely the distance an electron can travel through the sample without losing its specific kinetic energy. Generally, for biological samples this depth is about 10 nm. Moreover, as the escape depth decays exponentially from the surface and down into the sample, the majority (63%) of the signal will originate from about one-third of the analysis depth (14).

Because the cell wall of bacteria consists of polysaccharides, lipids, proteins, and peptidoglycan, we expect to see functional groups belonging to these substances in XPS spectra. From the fine structure of the carbon peak (Fig. 1), it is possible to extract information on the content of aliphatic carbon, carbon atoms bound to one oxygen or one nitrogen, and carbon atoms bound to more than one oxygen and/or nitrogen by using curve-fitting procedures. However, unique solutions are often achieved with difficulty in spectra consisting of highly overlapping peaks because they require simultaneous determinations of multiple sets of adjustable parameters (e.g. binding energy, peak half-width maximum, function shape, etc.). The multivariate curve resolution approach, used in this study, provides a more consistent and objective way to analyze these data. Simply stated, it reduces common features from XPS spectra of varied compositions into a small set of spectral components. These components can be used to reproduce the spectra accurately by multiplication with their respective relative concentrations, much like in the Beer-Lambert law used in spectrophotometry. In this study we produce three distinct components for peptides, lipids, and polysaccharide common to a wide range of bacterial cells. These components can be used to extract relative concen-
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TABLE 1
Bacterial strains used in this study

| Strain/plasmid | Relevant genotype or phenotypes or selective marker | Source and/or reference |
|----------------|---------------------------------------------------|-------------------------|
| **E. coli strains** | | |
| BW25113 | Wild type, K12 strain, tacP rnmB114 ΔlacZΔM15, hsdR514 ΔaraBAD3015 ΔgalBAD3015, ΔaraBAD3015 ΔgalBAD3015 | NIG collection (Japan) 28 |
| RN101 | Δωuac, BW25113 derivative, heptose-less LPS, Km' cassette was removed | Footnote 4 |
| RN102 | ΔhldE, BW25113 derivative, heptose-less LPS, Km' cassette was removed | Footnote 4 |
| RN103 | Δωuac, BW25113 derivative, inner-core mutant LPS contains 2 KDO and 1 heptose. Km' cassette was removed | Footnote 4 |
| RN104 | Δωuac, BW25113 derivative, core mutant LPS which lacks outer core. Km' cassette was removed | Footnote 4 |
| RN105 | Δωuac, BW25113 derivative, no O-antigen LPS. Km' cassette was removed | Footnote 4 |
| RN106 | Δωuac, BW25113 derivative, dephosphorylated LPS. Km' cassette was removed | Footnote 4 |
| RN107 | Δωuac, BW25113 derivative. LPS lacking galactose. Km' cassette was removed | Footnote 4 |
| RN115 | flhDΔ3, Tn5, waaL, derivative, flagella mutant, Km' | This study |
| **Vibrio cholerae strains (for vesicle samples)** | | |
| V5/04 | non-O1 non-O139 clinical isolate (2004) | Swedish Institute of Infectious Diseases |
| V5/04 Δhlap | Δhlap, V5/04 derivative | 29 |
| P27459 | O1 Inaba, El Tor clinical isolate (1976, Bangladesh) | 30 |
| **Plasmids** | | |
| pNT-S.D. | ColE1 derivative, 8.4 kb, Amp' | National BioResource Project (National Institute of Genetics, Japan) (3) |
| pNT3(hldE) | pNTR-SD derivative containing hldE gene under tac promoter, utilized for complementation of hldE gene, Amp' | National BioResource Project (National Institute of Genetics, Japan) (3) |

* Amp', ampicillin resistance, Km', kanamycin resistance.

trations of these three substances in the samples considered in this study. They could also, potentially, be used to extract these concentrations in other chemically related samples.

XPS—We used a range of LPS mutants from *E. coli* strain BW25113 with differences in polysaccharide composition (Table 1) (4). The bacteria were collected from fresh colonies on plates grown at 37 °C for 17 h. The samples were then washed twice by PBS, centrifuged, and placed on a sample holder as wet pellets for XPS analysis. The volume of the pellet on the holder was 20 μl. The sample holder contains a metallic grid to ensure efficient freezing and attachment. The holder was directly placed on the precooled transfer rod (~170 °C) in the loading chamber of the spectrometer under an atmosphere of dry N2(g) where the cells were frozen within 10–15 s. The chamber was thereafter evacuated to below a pressure of 10⁻⁶ torr, and the sample was transferred to the analysis chamber. XPS spectra were collected on cells kept at ~155 °C (and pressure <10⁻⁸ torr) with a Kratos Axis Ultra DLD electron spectrometer using monochromated Al Kα source operated at 150 W. Analyzer pass energy of 160 eV was used for acquiring survey spectra and 20 eV for acquiring spectra of individual photoelectron lines. The analysis area was 0.3 × 0.7 mm. The spectrometer charge-neutralizing system was used to compensate for sample charging during the measurement, and the binding energy scale was referenced to the C 1s aliphatic carbon peak at 285.0 eV. Thus, although some initial curve fitting of the spectra was necessary to adjust the binding energy scale it is not explicitly used in the multivariate analyses. The total analysis time for each bacterial sample was ~2.5–3 h including time for freezing and for pressure changes between vacuum and normal atmosphere.

We analyzed a total of 41 samples: 7 standards, 5 bacterial vesicle samples, 2 outer membrane samples, 27 bacterial samples. The standard samples were peptidoglycan from *Staphylococcus aureus* (Sigma, 77140), transferrin protein (Sigma, T2036) lysozyme protein (Sigma, 62970), lipid A from *E. coli* (Sigma, L6638), LPS from *E. coli* (Sigma, L6893) α-glucose (DBH Chemicals), and starch (Merck), all analyzed without further purification.

Sample Purity—Because XPS analyses are surface-sensitive they are also sensitive to surface contamination from the air or from sample handling. Generally, all samples analyzed with XPS will display a hydrocarbon contamination at the surface which originates from very low levels of e.g. pump oil in the air around the XPS. The level of this contamination depends on exposure time and on the surface properties of the material analyzed, but it can be expected to be higher on hydrophobic surfaces than on hydrophilic surfaces. Previous analyses using the fast freezing technique have showed very low levels of surface contamination due to the quick sample loading procedure and the relatively high content of water at the surface of the sample (12), the latter reducing the driving force for spontaneous deposition of hydrocarbon contaminations. Despite this, the presence of contaminations cannot be completely ruled out and can lead to overestimations of the content of aliphatic carbon in XPS samples. In the multivariate fitting this surface contamination will to some extent be “automatically” included because the deposition of contamination onto the substances in the samples should be similar to the deposition onto their respective pure standards. Furthermore, if the samples are measured following the low temperature procedure described here, no freeze-drying step is required before analysis, thereby reducing pretreatment efforts and reducing surface contamination (11).

Numerical Analyses—The XPS spectral lines of the C 1s region were analyzed and manipulated by chemometric methods coded in the computational language of Matlab (The Mathworks, Inc.). All spectra sets were expressed in a matrix A with one set of m rows of binding energies pertaining to all n columns of measurements. Measurements collected at different ranges and/or intervals of binding energies were interpolated to one single set of values along m in the 281–291 eV range. All relative intensity values were offset to zero absorbance values at...
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291 eV and normalized for area by numerical integration. The number of chemically relevant vectors contributing to the variance of $A$ was estimated by analysis of results of a singular value decomposition (15). The dominant three vectors reproduced 99.7% of the variance of the data and were used to produce matrix $A_{net}$. This matrix was analyzed by multivariate curve resolution (MCR) analysis with the program MCR-ALS (16). The calculations produced pure spectral components (c) common to each sample as well as concentration profiles (C) that were used to reproduce $A_{net}$ such that $A_{net} = cC+E$, where E is the deviation of the model to the data. The resulting percentages obtained from the model correspond to percentage of the carbon peak, i.e. the model presents molar percentage of carbon atoms from each substance, of the total molar percentage of carbon at the surface. To relate to the molar percentage of substance at the surface, the elemental composition of each substance has to be known as well as the total atom percent of C. However, due to the complexity of biological samples the exact elemental composition is difficult to obtain. For a pure standard protein (BSA), pure lipid (cholesterol), and pure sugar (glucose) the atom percent C of the surface (obtained by XPS theoretically) would be 63.0 atom %, 96.6 atom %, and 50.0 atom %, respectively. Thus, in a mixture with 30 molar % of each substance, the content of lipid will appear higher than that of protein and sugar in XPS spectra. The method developed can be used on any type of sample but will assume that only mixtures of peptides, lipids, and polysaccharides, contribute to the C 1s region. If other compounds containing carbon exist at the surface of the sample, they will not be described, and their contribution will be interpreted as peptide, lipid, and/or polysaccharide.

RESULTS

Spectral Components—An analysis of the dimensionality of the 41 spectra sets (supplemental Fig. S1 and supplemental Tables S1 and S2) confirmed that only three linearly independent components are required to account for 99.7% of the spectral variations. The three dominant singular value decomposition vectors were rotated to a real chemical space with MCR-ALS, yielding the three C 1s components of Fig. 2. Attempts at using fewer components did not satisfactorily reproduce the data whereas more components yielded chemically unrealistic components. Therefore, although we do recognize the complexity of the material under study, variations in the surface chemistry can be described in terms of three major components.

Investigation of these components showed that component 1 consisted of a peak at 285.0 eV, one shoulder at 286.1 eV and a well resolved peak at 288.1 eV. This component arises from an aliphatic carbon (e.g. -CH$_2$CH$_2$-, generally at 285.0 eV) a carbon bound to one nitrogen (-CH$_2$N-, generally at 286.11) and a carbon in a peptide bond (-N-C = O, generally at 288.1) (17). Component 1 consequently corresponds to protein and/or peptidoglycan. The second component consists of a large peak at 285.0 eV, a very small at 287.1 eV, and another small one at 289.1 eV and therefore arises from aliphatic carbon, a carbon single bonded to oxygen (286.4–287.0 eV) and a carbon in a carboxylic acid (289.3 eV) (17). This composition points to a lipid-like molecule with a carboxylic acid as one end group. The third component consists of a very small intensity at 285.0 eV, a large one at 286.7 eV, and a smaller shoulder at 288.0 eV. This corresponds well to a substance with low amounts of aliphatic carbon, larger amounts of carbon atoms bonded to one oxygen, as well as carbon atoms with ester or ether-type bonds (O-C-O, 287.9) (17). Thus the third component corresponds well to a polysaccharide.

Unfortunately, it was not possible to distinguish between the protein content and peptidoglycan content using this method because their spectra are too similar (Fig. 3). Instead, the first spectral component represents the content of both protein and (or) peptidoglycan in the samples analyzed, much like previous models (10), and this compound will subsequently be called the peptide component.

The experimental spectra of standard samples of proteins, sugars, and LPS were similar to the theoretical components obtained from our multivariate analysis. Some discrepancies were found and were thought to be due to the chemical complexity of the standard samples or impurities in the standards (Fig. 3). The purity of the standards was analyzed using infrared spectrometry. These analyses showed the presence of polysaccharide and amide bonds in the LPS and lipid A standards. They also indicated the presence of bonds in protein and peptidoglycan standards that could be interpreted as polysaccharide by the model. These results are presented and discussed further in the supplemental Fig. S2 and the supplemental FTIR analyses.

FIGURE 2. Components obtained by the multivariate analysis. A combination of these three components can explain the spectral variation of the complete dataset analyzed. The components are shown as component 1 (blue, peptide), component 2 (red, lipid), and component 3 (green, polysaccharide).
**Bacterial Samples**—Our numerical analyses predict the spectra of all *E. coli* LPS mutant cell walls analyzed (Fig. 4a) on the basis of variations in the relative concentrations of our three components (Fig. 4b). Our estimated polysaccharide content corresponds well to expected values in the otherwise isogenic LPS mutants with different sugar content. Indeed, as the analysis depth is relatively constant, a thicker top polysaccharide layer could impede analysis of the deeper underlying lipid bilayer and result in an apparent lower content of lipid. Furthermore, previous studies have shown that mutants with decreased amounts of LPS have decreased protein content of the outer membrane but an increased amount of phospholipid (18, 19) which is reflected in Fig. 4b. Our analyses were limited to the carbon spectra only to produce a simple and straightforward method. It is however evident that this method can be readily extended to any other spectral features and, for instance, may highlight correlations between peptide content and nitrogen at the surface. This can also be done by simply using the nitrogen content from the N 1s spectrum as a separate validation to our multivariate curve resolution analysis. Fig. 4b shows a good agreement between our spectral component of peptide and independently determined nitrogen content. A correlation between the nitrogen content and our modeled peptide content was also established for all 41 samples used for this study (Fig. 5). We chose not to include the nitrogen peak directly into our multivariate analysis because the nitrogen spectra did not, apart from the relative content, vary significantly between the different samples.

Finally, flagella-free *waal* mutant and OMVs purified from this nonflagellated mutant were also analyzed to evaluate the validity of our spectral interpretations (Fig. 4b). These samples were chosen to see whether removal of flagella, a bulky protein-

**FIGURE 3.** Agreement among the multivariate components obtained from the spectral analysis (purple broken line) and experimental XPS spectra (black line) of standard samples of peptidoglycan (a), protein (b and c) in the form of lysozyme (b) and transferrin (c), LPS (d), lipid A (e), starch (f), and glucose (g). The multivariate components are shown as lipid (red), peptide (blue), and polysaccharide (green).
aceous surface component, would enable a greater analysis depth into the lipid bilayer. Consistent with this hypothesis, the peptide content of the spectra decreased while the lipid increased in the mutant without flagella (Fig. 4b). In the OMV sample, the lipid content was higher than in the bacterial cell, and the protein/peptidoglycan content decreased down to the same level as the polysaccharide content. OMVs are formed from the outer membrane of bacterial cells and in general contain mainly LPS, phospholipids, membrane proteins, and some periplasmic components (20). Thus, a decreased amount of peptidoglycan (and perhaps also decreased amount of membrane proteins) in these vesicles could account for the large change in the peptide component compared with the bacterial cell surface. Such a decrease would result in a higher relative amount of lipid in the OMV than in the bacterial cell wall.

DISCUSSION

The analysis of standards and bacterial samples indicates that the model is capable of predicting the composition with respect to our three components. The agreement between the peptide component and the amount of nitrogen at the surface further indicates that the amount of peptide is well predicted. FTIR analyses of standard samples showed that the model may possibly overestimate polysaccharide content in, for example, glycol proteins or proteins that contain a large amount of for side groups containing C-O bonds. Our method nonetheless presents an advance in the chemical characterization of bacterial cell surfaces. Using the multivariate curve resolution analysis coupled with cryo-XPS analysis, we could readily monitor alterations that occur in the bacterial cell wall and understand how these changed the physical chemistry of the surface.

Previous research has shown that a decreased amount of polysaccharide and protein/peptidoglycan at the surface of the samples changed surface hydrophobicity and biofilm formation. Using our new method, we can show how polysaccharide content changes between different mutants (Fig. 4b) and explain changes in surface hydrophobicity as an effect of variations in the content of hydrophobic lipids near the surface. We can consequently confirm that XPS probes a part of the bacterial surface of outermost importance to the physical and chemical properties as indicated from measurements with other analysis techniques and assays. Component concentrations obtained in our approach consequently should improve our ability in understanding surface properties and in predicting bacterial interactions in a wide range of environments.
The analysis depth of the XPS analysis is less than 10 nm while the thickness of the Gram-negative cell wall has been described to be between 10 and 40 nm (21–23). Consequently, the analysis will not reach past the cell envelope and into the interior of the cell. For bacterial samples, the probing depth will be highly influenced by the presence and size of surface appendages, capsular polysaccharides, and the outer membrane composition. Especially the length of the variable structure of LPS influences the thickness of the cell walls. Atomic force microscopy has previously determined the LPS lengths of *E. coli* without O-antigen to be from 3 ± 2 to 5 ± 3 nm. The lengths of LPS in *E. coli* with O-antigen (three O157 and two O113 E strains) ranged from 17 ± 10 to 37 ± 9 nm (24). The BW25113 strain used in this study not only lacks the capsular polysaccharides but also the long O-antigen of LPS due to an IS5 insertion in the *wbbL* gene involved in the O-antigen synthesis (25). The bilayer LPS-phospholipid structure of rough *Pseudomonas aeruginosa* (PAO1) has been modeled to be ~6–7 nm thick in total (26), and the thickness is likely to be similar in rough *E. coli*. Therefore, the described XPS analyses are considered to reach through the outer membrane into the periplasm with its peptidoglycan layer for the bacteria used in this study. In *E. coli* the peptidoglycan layer has been reported to be 6 nm in hydrated form (27), indicating that the inner cytoplasmic membrane most likely cannot be detected by the XPS. However, the drastic decrease in peptide composition between the bacterial and OMV samples from the *waaL* mutant indicate that the analysis depth does reach into the peptidoglycan layer for the bacteria analyzed here.

**CONCLUSION**

We have developed a method for obtaining the content of protein/peptidoglycan, lipid, and sugar in the surface layer of intact bacterial cells. This method enables efficient monitoring of variations in bacterial cell surface compositions in response to growth conditions and addition of antibiotics as well as other external stimuli.

The method can be used for chemical characterization and of bacterial samples without freeze-drying or damaging the cells with lengthy chemical analyses. The model was able to predict and compare the expected cell wall composition of a set of defined LPS mutants, and the peptide content showed good agreement with the experimental nitrogen content. This approach can consequently be readily used for extracting chemical composition of bacterial samples containing lipids, carbohydrates, and proteins/peptidoglycans, and it would also be easily applied to other complex biological samples. We hope that this method will become a useful tool for analyzing and comparing bacterial cell wall composition, e.g. in case of different bacterial mutants and OMVs.
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