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Abstract. Machine learning is an interesting topic nowadays, it is also a subarea of artificial intelligence. An interesting thing that needs to be done in the beginning is how to configure the Development Environment (DE). In this paper, DE is configured using Acer-Notebook with jupyter notebook and Smartphone with google colab for image classification using convolution neural network method. The configuration process is easier to do on Smartphone Realme-C2 than Acer-Notebook and the best level of accuracy is epoch 100 in training and testing data obtained by Smartphone Realme-C2 are 0.70 and 0.66, while Acer-Notebook is 0.70 and 0.63.
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1. Introduction

Development environment is needed in terms of machine learning to apply the problem solving methods in classification cases, how to apply them and understand about utilize hardware, software, installation process and programming language to used [1]. Machine learning is a subarea of artificial intelligence, a concept that is more devoted to providing the ability of the system to learn from a collection of data by applying algorithms in problem solving [2].

Machine learning techniques have several categories, depending on what issues will be handle, including:

1.1. Supervised Learning
Learning models that can be used to find the right pattern of data that will be applied in the analysis process, the data will be modeled and labeled for identification, also known as classification.

1.2. Unsupervised Learning
Learning models that can be used for very large data problems and do not have labels, which have the ability to find patterns in the classification and cluster.
1.3. Reinforcement Learning
Learning models that lead to system behavior in making the best decisions with the right sequence of steps, usually found in the field of robotics or simulation devices (games and self-driving).

1.4. Deep Learning
Known as deep learning, a more specific method is by combining artificial neural networks for more complex problems. This model is often used in applications such as image recognition, speech and computer vision [3].

Image classification is a very complex process and is impacted by many factors, it is necessary to choose a method or algorithm that supports to improve the accuracy [4].

![Artificial Intelligence Machine Learning](image-url)

**Figure 1.** Subarea Artificial Intelligence and Machine Learning [3]

In this paper, we will discuss how to implement Development Environment in machine learning for image classification using Jupyter notebook and Google Colab based on the python programming language.

2. Related Work
Phan Thanh Noi and Martin Kappas, 2018, in their paper used three parameters of the classification method, such as: Random Forest (RF), K-Nearest Neighbor (KNN) and Support Vector Machine (SVM), the aim is to classify 30 x 20 Km² land using the sentinel-2 dataset located in Vietnam. From the performance of the proposed method obtained an overall accuracy of 90% - 95% [5-6].

Rohit Verma and Dr. Johid Ali, 2019, in their paper outlining the KNN, SVM, ANN and CNN methods to compare methods that might be beneficial in assignments and image classification studies [7].

In this paper, we will use a Machine Learning algorithm with Convolutional Neural Network method for the classification of flower images in development environment such as Notebook / Laptop and Smartphone.

3. Methodology
DE of Machine Learning will be divided into several parts, such as:

3.1. System Specification
The initial stage is the preparation process such as hardware and software, can be seen in the Table 1 below.

| Development Environment | System Spesification         |
|-------------------------|------------------------------|
| **Hardware**            |                             |
| Processor Intel(R) Core(TM) i3 M 370 | Processor Eight Core RAM 2 GB |
| Acer-Notebook           | Smartphone Realme-C2        |

**Table 1.** DE System Specification
Table 1. DE System Specification

| Development Environment | System Specification |
|--------------------------|----------------------|
| **Acer-Notebook**        | **Smartphone Realme-C2** |
| RAM 4 GB                 |                       |
| Operating System :       | Operating System :    |
| Linux Deepin 15.11 Desktop, 64-Bit | Android 9 ColorOS Version 6.0 |
| Software                 |                       |
| Interface :              | Interface :           |
| Jupyter Notebook, Python3, Keras | Google Colab Web, Python 3, Keras |
| Account Type             |                       |
| Personal                 | gmail                 |
| Network Technology       | localhost, internet   |
| internet                 |                       |

3.2. Dataset
Image classification using 17 Flower Categories dataset with contain 1360 images, which will be divided into a training and testing data [8].

3.3. Flowchart Process

![Flowchart Process of Image Classification](image)

In the flowchart above, experiment are carried out on Acer-Notebook and Smartphone Realme-C2 with several stages of the process, as follows:

3.3.1. Load image data, this process reads the image dataset stored to do the classification stage.
3.3.2. Pre-processing, the image will be resized.
3.3.3. Split dataset, devide the set of data into training and testing data.
3.3.4. Classification, Processing a classification using the convolution neural network.
3.3.5. Result, print the accuracy results in the classification are displayed.
The model can be seen in Figure 3. below

![Figure 3. a CNN Model](image)

### 3.4. Configuration

#### 3.4.1. Acer-Notebook

3.4.1.1. **Installation Operating System**, software that can communicate with hardware that can run the applications needed to run [9].

3.4.1.2. **Working Environment**, allows to have an isolated space in the work of each machine learning project, so it does not interfere with other projects [10].

3.4.1.3. **Python**, an interpreter programming language for object programming, has a simple syntax and supports modules and packages [11].

3.4.1.4. **Library**, required a package installer for python to start machine learning [12].

![Figure 4. Diagram of Notebook-Acer](image)

![Figure 5. Interface of Operating System](image)

3.4.2. **Smartphone Realme-C2**

3.4.2.1. **Web Browser**, application software to access information from web pages, can be utilized from desktops, notebooks, tablets and smartphones [13]

3.4.2.2. **Email**, a method of exchanging messages between humans and electronic devices [14].

3.4.2.3. **Google Colab**, a free cloud service that supports graphics processing units for python programming in machine learning [15].

![Figure 6. Interface of Jupyter Notebook](image)
4. Experiment and Result

After configuring the development environment, it is continued at the experimental stage to get the expected results from this paper.

4.1. Notebook-Acer

| Epoch | Train_Accuracy | Testing_Accuracy | Times (s) |
|-------|----------------|-----------------|----------|
| 10    | 0.39           | 0.44            | 162      |
| 20    | 0.47           | 0.42            | 321      |
| 50    | 0.62           | 0.55            | 806      |
| 70    | 0.63           | 0.55            | 1118     |
| 100   | 0.70           | 0.63            | 1616     |

The classification process in the table above shows the best accuracy results on epoch 100 where training data is 0.70 and the testing data is 0.63, the graph can be seen in Figure 9.
4.2. Smartphone Realme-C2

| Epoch | Train_Accuracy | Testing_Accuracy | Times (s) |
|-------|----------------|------------------|-----------|
| 10    | 0.39           | 0.45             | 88        |
| 20    | 0.49           | 0.51             | 175       |
| 50    | 0.61           | 0.58             | 450       |
| 70    | 0.63           | 0.62             | 600       |
| 100   | 0.70           | 0.66             | 895       |

The results of the best tests in the table above are on Epoch 100 where the training data is 0.70 and the testing data is 0.66, the graph can be seen in Figure 10.

![Training Loss and Accuracy](image)

**Figure 10.** Training accuracy of Smartphone Realme-C2

5. Conclusion

The result of configuration Development Environment for Machine Learning, the configuration process is easier to use on smartphone with classification process obtained the best level of accuracy on epoch 100 for training data and data testing, where Acer-Notebook is 0.70 and 0.63, where as for Smartphone Realme-C2 0.70 and 0.66. It is hoped that further research can be developed to obtain accuracy in predictions and image recognition. Hopefully this paper can be a reference source for machine learning studies.
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