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ABSTRACT. In “Self-adjoint Operators as Functions I: Lattices, Galois Connections, and the Spectral Order” [10], it was shown that self-adjoint operators affiliated with a von Neumann algebra \( \mathcal{N} \) can equivalently be described as certain real-valued functions on the projection lattice \( \mathcal{P}(\mathcal{N}) \) of the algebra, which we call \( q \)-observable functions. Here, we show that \( q \)-observable functions can be interpreted as generalised quantile functions for quantum observables interpreted as random variables. More generally, when \( L \) is a complete meet-semilattice, we show that \( L \)-valued cumulative distribution functions (CDFs) and the corresponding \( L \)-quantile functions form a Galois connection. An ordinary CDF can be written as an \( L \)-CDF composed with a state. For classical probability, one picks \( L = \mathcal{B}(\Omega) \), the complete Boolean algebra of measurable subsets modulo null sets of a measurable space \( \Omega \). For quantum probability, one uses \( L = \mathcal{P}(\mathcal{N}) \), the projection lattice of a nonabelian von Neumann algebra \( \mathcal{N} \). Moreover, using some constructions from the topos approach to quantum theory, we show that there is a joint sample space for all quantum observables, despite no-go results such as the Kochen-Specker theorem. Specifically, the spectral presheaf \( \Sigma \) of a von Neumann algebra \( \mathcal{N} \), which is not a mere set, but a presheaf (i.e., a ‘varying set’), plays the role of the sample space. The relevant meet-semilattice in this case is \( L = \text{Sub}_{\text{cl}} \Sigma \), the complete bi-Heyting algebra of clopen subobjects of \( \Sigma \). We show that using the spectral presheaf \( \Sigma \) and associated structures, quantum probability can be formulated in a way that is structurally very similar to classical probability.
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1. Introduction

Let \( \mathcal{N} \) be a von Neumann algebra, let \( \mathcal{P}(\mathcal{N}) \) be its projection lattice, and let \( \overline{\mathbb{R}} \) denote the extended reals. A \( q \)-observable function is a
function

\[ o : \mathcal{P}(\mathcal{N}) \rightarrow \mathbb{R} \]

that preserves joins and is characterised by two simple properties: (a) \( o(\hat{P}) > -\infty \) for all non-zero projections \( \hat{P} \in \mathcal{P}(\mathcal{N}) \), and (b) there is a family \( (\hat{P}_i)_{i \in I} \subseteq \mathcal{P}(\mathcal{N}) \) with \( \bigvee_{i \in I} \hat{P}_i = \hat{1} \) such that \( o(\hat{P}_i) \leq \infty \) for all \( i \in I \). Nothing in this description alludes to linear self-adjoint operators, but each \( q \)-observable function determines a unique self-adjoint operator affiliated with \( \mathcal{N} \) and vice versa, as was shown in “Self-adjoint Operators as Functions I: Lattices, Galois Connections, and the Spectral Order” [10] (in the following called Part I). In section 2, we recall some results of Part I that will play a role in this article.

In section 3, we provide an interpretation of \( q \)-observable functions in terms of probability theory. They turn out to be quantile functions of projection-valued measures arising from self-adjoint operators. Some general theory of quantile functions with values in a complete meet-semilattice \( L \) is developed and applied to quantum probability theory, extending the usual description of quantum probability based on structures in nonabelian von Neumann algebras.

An even closer relationship and structural similarity between classical and quantum probability is established in section 4 by showing that there is a joint sample space for all quantum observables in the form of the spectral presheaf of a von Neumann algebra, notwithstanding no-go results such as the Kochen-Specker theorem. The latter only applies to sample spaces which are sets, while we consider ‘generalised sets’ in the form of presheaves. We will show how random variables, probability measures, cumulative distribution functions and quantile functions can be formulated in a presheaf-based perspective, with the spectral presheaf taking the role of the sample space. Section 5 concludes and gives a short outlook on future work.

2. Some results of Part I

In order to make the present article largely self-contained, we briefly introduce some definitions and summarise some results of Part I that are relevant for the following sections. For more details and proofs, please see Part I [10].

Self-adjoint operators and \( q \)-observable functions. Let \( \mathcal{N} \) be a von Neumann algebra, and let \( \hat{A} \) be a self-adjoint operator affiliated with \( \mathcal{N} \). If \( \hat{A} \) is bounded, then it lies in \( \mathcal{N}_{sa} \), the self-adjoint operators in \( \mathcal{N} \). The set of self-adjoint operators affiliated with \( \mathcal{N} \) is denoted \( SA(\mathcal{N}) \). Clearly, \( \mathcal{N}_{sa} \subset SA(\mathcal{N}) \).
A \( q \)-observable function on \( \mathcal{P}(\mathcal{N}) \) is a function
\[
o : \mathcal{P}(\mathcal{N}) \rightarrow \overline{\mathbb{R}}
\]
from the projections in \( \mathcal{N} \) to the extended reals \( \overline{\mathbb{R}} = \mathbb{R} \cup \{-\infty, \infty\} \) that preserves joins such that
\[
\begin{align*}
(a) & \quad o(\hat{P}) > -\infty \text{ for all non-zero projections } \hat{P} \in \mathcal{P}(\mathcal{N}), \\
(b) & \quad \text{there is a family } (\hat{P}_i)_{i \in I} \subseteq \mathcal{P}(\mathcal{N}) \text{ with } \bigvee_{i \in I} \hat{P}_i = \hat{1} \text{ such that } o(\hat{P}_i) \leq \infty \text{ for all } i \in I.
\end{align*}
\]
The set of all \( q \)-observable functions on \( \mathcal{P}(\mathcal{N}) \) is denoted \( \mathcal{QO}(\mathcal{P}(\mathcal{N}), \overline{\mathbb{R}}) \). In [10], it was shown that there is a bijection
\[
\begin{align*}
SA(\mathcal{N}) & \rightarrow \mathcal{QO}(\mathcal{P}(\mathcal{N}), \overline{\mathbb{R}})
\end{align*}
\]
between self-adjoint operators affiliated with \( \mathcal{N} \) and \( q \)-observable functions. This works in two steps: a self-adjoint operator \( \hat{A} \in SA(\mathcal{N}) \) has a right-continuous spectral family \( E^\hat{A}: \mathbb{R} \rightarrow \mathcal{P}(\mathcal{N}) \) that can canonically be extended to the extended reals \( \overline{\mathbb{R}} \) by setting \( \hat{E}^{-\infty} := \hat{0} \) and \( \hat{E}^{\infty} = \hat{1} \). Then
\[
E^\hat{A}: \overline{\mathbb{R}} \rightarrow \mathcal{P}(\mathcal{N})
\]
is a monotone function between complete meet-semilattices which preserves all meets, so by the adjoint functor theorem for posets (see e.g. Example 9.33 in [1] or Thm. 2.5 in [10]), \( E^\hat{A} \) has a left adjoint
\[
o^\hat{A}: \mathcal{P}(\mathcal{N}) \rightarrow \overline{\mathbb{R}}
\]
\[
\hat{P} \mapsto \inf \{ r \in \overline{\mathbb{R}} \mid \hat{P} \leq \hat{E}_r^{\hat{A}} \}.
\]
It is straightforward to show that \( o^\hat{A} \) is a \( q \)-observable function.

Conversely, a \( q \)-observable function \( o \) has a right adjoint \( E^o: \overline{\mathbb{R}} \rightarrow \mathcal{P}(\mathcal{N}) \), which can be shown to be a right-continuous extended spectral family \( E^\hat{A}: \overline{\mathbb{R}} \rightarrow \mathcal{P}(\mathcal{N}) \). For details, see Prop. 3.7 and Thm. 3.8 in [10].

If \( o^\hat{A} \) is the \( q \)-observable function corresponding to some self-adjoint operator \( \hat{A} \) and \( \mathcal{P}_0(\mathcal{N}) \) denotes the non-zero projections in \( \mathcal{N} \), then
\[
o^\hat{A}(\mathcal{P}_0(\mathcal{N})) = \text{sp} \hat{A},
\]
as shown in Lemma 3.12 of [10]. Clearly, the operator \( \hat{A} \) is bounded if and only if \( o^\hat{A}(\mathcal{P}_0(\mathcal{N})) \) is compact. Thus, the bounded self-adjoint operators in \( \mathcal{N}_{sa} \) correspond bijectively to the \( q \)-observable functions with compact image on non-zero projections (see Prop. 3.15 in [10]).

---

\(^1\)That is, \( o(\bigvee_{i \in I} \hat{P}_i) = \sup_{i \in I} o(\hat{P}_i) \) for all families \( (\hat{P}_i)_{i \in I} \subseteq \mathcal{P}(\mathcal{N}) \).
Spectral order. The set $SA(N)$ can be equipped with the spectral order \[ [33, 18]: \] let $\hat{A}, \hat{B} \in SA(N)$, then
\begin{equation}
\hat{A} \leq_s \hat{B} \iff (\forall r \in \mathbb{R}: \hat{E}_r^\hat{A} \geq \hat{E}_r^\hat{B}).
\end{equation}
One can show that $(SA(N), \leq_s)$ is a conditionally complete lattice. Moreover, the set $QO(\mathcal{P}(N), \mathbb{R})$ of $q$-observable functions can be equipped with the pointwise order, which also makes it a conditionally complete lattice.

As shown in Prop. 3.9 in Part I, there is an order-isomorphism
\begin{equation}
\phi: (SA(N), \leq_s) \longrightarrow (QO(\mathcal{P}(N), \mathbb{R}), \leq)
\end{equation}
that is, the spectral order on self-adjoint operators corresponds to the pointwise order on $q$-observable functions.

Rescalings. If $f: \mathbb{R} \rightarrow \mathbb{R}$ is a join-preserving function, then, for all $\hat{A} \in SA(N)$, it holds that
\begin{equation}
of(\hat{A}) = f(o^\hat{A}),
\end{equation}
which provides a limited form of functional calculus for $q$-observable functions (see Thm. 4.7 in [10]). Physically, such a function $f$ can be interpreted as an (order-preserving) rescaling of the values of outcomes. In simple cases, this corresponds to a change of units, e.g. from °C to °F.

3. $q$-OBSERVABLE FUNCTIONS AND PROBABILITY THEORY

Subsection 3.1 provides a very brief recap of some mathematical structures in classical probability theory, including cumulative distribution functions (CDFs, given by càdlàgs) and quantile functions. As far as we are aware, the observation that a CDF and the corresponding quantile function form a Galois connection is new.

In subsection 3.2 we consider more general measures with values in a complete meet-semilattice $L$ and define the new notions of $L$-CDFs and $L$-quantile functions, which again are related to each other by an adjunction (i.e., a Galois connection). The generalisation to $L$-valued measures and associated notions is useful in quantum theory, where one deals with projection-valued measures, and also serves as a preparation for section 4, where we will consider measures taking values in a certain complete bi-Heyting algebra of clopen subobjects of a presheaf.

The step to quantum theory and noncommutative probability is taken in subsection 3.3. We present some standard material on the use of von Neumann algebras in classical and quantum probability.
and show that $q$-observable functions are $\mathcal{P}(\mathcal{N})$-quantile functions for $\mathcal{P}(\mathcal{N})$-valued measures, adding an aspect to the established picture. Spectral families play the role of $\mathcal{P}(\mathcal{N})$-CDFs. We emphasise the role of the Gelfand spectrum as a sample space in the commutative case, because the spectral presheaf that will be introduced in section 4 is a generalisation of the Gelfand spectrum to nonabelian von Neumann algebras and will serve as a joint sample space for all (noncommuting) quantum random variables.

3.1. Basic structures in classical probability. We first describe some basic structures in classical probability theory. There are many good references, though quantile functions are not treated in some standard texts. For these, see e.g. [37, 17].

Let $(\Omega, \mathcal{B}(\Omega), \mu)$ be a measure space, where $\Omega$ is a non-empty set, $\mathcal{B}(\Omega)$ is a $\sigma$-algebra of $\mu$-measurable subsets of $\Omega$, and $\mu$ is a probability measure. The elements of $\mathcal{B}(\Omega)$ are called events, and $\Omega$ is called the sample space of the system. The probability measure $\mu$ is a map $\mu : \mathcal{B}(\Omega) \to [0, 1]$ such that $\mu(\Omega) = 1$, and for all countable families $(S_i)_{i \in \mathbb{N}} \subset \mathcal{B}(\Omega)$ of pairwise disjoint events, it holds that

\[
\mu(\bigcup_{i \in \mathbb{N}} S_i) = \sum_{i \in \mathbb{N}} \mu(S_i). \tag{10}
\]

A random variable is a measurable function $A : \Omega \to \text{im} A \subseteq \mathbb{R}$. Conceptually, the inverse image function $A^{-1}$ is more important. Since $A$ is measurable, we have

\[
A^{-1}(\Delta) \in \mathcal{B}(\Omega) \tag{11}
\]

for every Borel subset $\Delta$ of $\mathbb{R}$. In this way, $A^{-1}$ maps measurable subsets of numerical outcomes to measurable subsets of the sample space.

The cumulative distribution function (CDF) $C^A$ of a random variable $A$ with respect to a given probability measure $\mu$ is defined as

\[
C^A : \mathbb{R} \longrightarrow [0, 1]
\]

\[
r \longmapsto \mu(A^{-1}(-\infty, r]). \tag{12}
\]

We can canonically extend $C^A$ to a function from the extended reals $\overline{\mathbb{R}}$ to $[0, 1]$ by setting $C^A(-\infty) := 0$ and $C^A(\infty) := 1$. Clearly, an extended CDF is uniquely determined by its restriction to $\mathbb{R}$, so we will not distinguish between CDFs (defined on $\mathbb{R}$) and extended CDFs (defined on $\overline{\mathbb{R}}$) notationally. In the following, CDF will always mean extended CDF unless mentioned otherwise.
The measure $\mu$ assigns probability weights to all events $S \in \mathcal{B}(\Omega)$. Consider the event representing the random variable $A$ having values not exceeding $r$, which is $A^{-1}((−\infty, r])$. Then $C^A(r)$ is the probability weight of this event. So, roughly speaking, the value $C^A(r)$ of the CDF at $r$ expresses the probability that $A$ has a value not exceeding $r$.

It is obvious that a CDF $C^A : \mathbb{R} \to [0, 1]$ is order-preserving and right-continuous. Moreover, $\lim_{r \to -\infty} C^A(r) = 0$ and $\lim_{r \to \infty} C^A(r) = 1$. This means that CDFs are examples of càdlàg functions (also simply called càdlàgs), which stands for continue à droite, limite à gauche.

We observe that each CDF $C^A : \mathbb{R} \to [0, 1]$ on the extended reals is a map between complete meet-semilattices that preserves all meets and hence has a left adjoint
\begin{equation}
q^A : [0, 1] \longrightarrow \mathbb{R}
\end{equation}
\[ p \mapsto \inf\{r \in \mathbb{R} \mid C^A(r) \geq p\}.
\]
This function is well-known: it is the quantile function of $A$ with respect to $\mu$.

**Remark 3.1.** The existence of the Galois connection between a CDF $C^A$ and the corresponding quantile function $q^A$ seems to have been overlooked in the literature, though it is implicit in the usual treatments. The adjunction is available because $C^A$ can canonically be extended to $\mathbb{R}$, which makes $C^A : \mathbb{R} \to [0, 1]$ into a meet-preserving map between complete meet-semilattices and allows us to employ the adjoint functor theorem for posets (see e.g. [1, 10]). The left adjoint $q^A : [0, 1] \to \mathbb{R}$ preserves all joins, i.e., suprema. (Recall that each complete meet-semilattice is also a complete join-semilattice.) Usually, $q^A$ is defined as a function from $(0, 1)$ to $\mathbb{R}$ that is left-continuous. Leaving out the probabilities 0 and 1 is artificial.

The property of left-continuity of a quantile function becomes a simple consequence of the existence of the Galois connection: being a left adjoint, the quantile function $q^A$ preserves joins, so in particular
\begin{equation}
\forall p \in [0, 1] : \sup\left\{s < p \mid q^A(s) = q^A(\sup_{s < p} s) = q^A(p)\right\}.
\end{equation}

Note that since $C^A(−\infty) = 0$, we have $q^A(0) = −\infty$. For any $p > 0$, it holds that $q^A(p) \geq −\infty$, and $q^A(1) = \inf\{r \in \mathbb{R} \mid C^A(r) \geq 1\} = \sup(\text{im } A)$.

The function $q^A$ assigns to each probability $p \in (0, 1]$ the smallest value $r$ (which is easily seen to lie in the image of the random variable $A$).
A) such that the probability of $A$ having a value not exceeding $r$ is (at least) $p$. Intuitively speaking, the quantile function $q^A$ is the ‘inverse’ of the CDF $C^A$.

3.2. $L$-valued measures, $L$-CDFs and $L$-quantile functions. Let $(\Omega, \mathcal{B}(\Omega))$ be a measurable space, and let $A : \Omega \to \mathbb{R}$ be a random variable as before (where $\text{im} A \subseteq \mathbb{R} \subseteq \overline{\mathbb{R}}$). We want to define a function $\tilde{C}^A$ similar to the cumulative distribution function $C^A : \mathbb{R} \to [0, 1]$, but without any reference to a probability measure $\mu$. To this end, we think of the inverse image $A^{-1}$ of the random variable as a ‘$\mathcal{B}(\Omega)$-valued measure’.

We will see that it is advantageous to assume that $\mathcal{B}(\Omega)$ is a complete Boolean algebra, not just a $\sigma$-complete one. A standard result shows that if $\mathcal{B}_\sigma(\Omega)$ is a $\sigma$-complete Boolean algebra, and if one is given a probability measure $\mu : \mathcal{B}(\Omega) \to [0, 1]$, then

$$\mathcal{B}(\Omega) := \mathcal{B}_\sigma(\Omega)/\mathcal{N}(\Omega)$$

is a complete Boolean algebra, where $\mathcal{N}(\Omega)$ denotes the subsets of measure 0 with respect to $\mu$.

In fact, for quantum theory we will consider more general lattices $L$ than just complete Boolean algebras of the form $\mathcal{B}(\Omega)$. For the generalised notions of CDFs and quantile functions, we merely need that $L$ is a complete meet-semilattice (and hence also is a complete join-semilattice). $L$ need not be distributive.

We equip the extended reals $\overline{\mathbb{R}}$ with the topology generated by the set $\mathbb{R}$ itself and by the intervals $(r, s)$, where $r, s \in \mathbb{R}$, $r \leq s$ and $(r, r) = \emptyset$ by convention. The relative topology of $\mathbb{R} \subseteq \overline{\mathbb{R}}$ is the standard topology on $\mathbb{R}$. By $\mathcal{B}(\overline{\mathbb{R}})$, we denote the $\sigma$-complete Boolean algebra of Borel subsets of $\overline{\mathbb{R}}$.

**Definition 3.2.** Let $\mathcal{B}(\Omega)$ be a complete Boolean algebra of (equivalence classes of) subsets of a set $\Omega$, and let $A^{-1} : \mathcal{B}(\overline{\mathbb{R}}) \to \mathcal{B}(\Omega)$ be the inverse image of a random variable $A : \Omega \to \text{im} A \subseteq \overline{\mathbb{R}}$ such that $A^{-1}$ preserves all existing meets. The $\mathcal{B}(\Omega)$-cumulative distribution function ($\mathcal{B}(\Omega)$-CDF) $\tilde{C}^A$ of $A^{-1}$ is the function

$$\tilde{C}^A : \overline{\mathbb{R}} \longrightarrow \mathcal{B}(\Omega)$$

$$r \longmapsto A^{-1}([-\infty, r]).$$

More generally, we can replace $\mathcal{B}(\Omega)$ in the definition above by a complete meet-semilattice $L$, and assume that $A^{-1} : \mathcal{B}(\overline{\mathbb{R}}) \to L$ preserves all existing meets. This implies in particular that

$$A^{-1}(\mathbb{R}) = A^{-1}(\bigwedge \emptyset) = \bigwedge \emptyset = \top_L.$$
the top element of $L$. Moreover,

\begin{equation}
A^{-1}(\emptyset) = A^{-1}(\bigwedge_{S \in \mathcal{B}(\mathbb{R})} S) = \bigwedge_{S \in \mathcal{B}(\mathbb{R})} A^{-1}(S) \supset \bigwedge_{T \in L} T = \bot_L,
\end{equation}

the bottom element of $L$. We assume that $A^{-1}$ is such that $A^{-1}(\emptyset) = \bot_L$. This generalises the classical case: if $L = \mathcal{B}(\Omega)$, then $A^{-1}(\emptyset) = \emptyset = \bot_{\mathcal{B}(\Omega)}$.

$A^{-1}$ is interpreted as an $L$-valued measure, and the $L$-CDF of $A^{-1}$ is the function

\begin{equation}
\tilde{C}^A : \mathbb{R} \longrightarrow L
\end{equation}

\begin{equation*}
r \longmapsto A^{-1}([\infty, r]).
\end{equation*}

Note that here, $A^{-1}$ is a symbolic notation, since there may be no function $A$ such that $A^{-1}$ is its inverse image function. In the definition of $\tilde{C}^A$, we can include $-\infty$ in the interval $[-\infty, r]$, since $A^{-1}$ is defined on $\mathcal{B}(\mathbb{R})$, the Borel subsets of $\mathbb{R}$ (and not just on $\mathcal{B}(\mathbb{R})$, the Borel subsets of $\mathbb{R}$).

Let $(r_i)_{i \in I} \subseteq \mathbb{R}$ be an arbitrary net of extended real numbers. It is easy to see that

\begin{equation}
[-\infty, \inf_{i \in I} r_i] = \bigcap_{i \in I} [-\infty, r_i] \in \mathcal{B}(\mathbb{R}).
\end{equation}

In particular, the meet (intersection) on the right-hand side exists in the $\sigma$-complete Boolean algebra $\mathcal{B}(\mathbb{R})$ even if $I$ is an uncountable index set or net. The assumption that $A^{-1} : \mathcal{B}(\mathbb{R}) \rightarrow \mathcal{B}(\Omega)$ preserves all existing meets means that

\begin{equation}
A^{-1}(\bigcap_{i \in I} S_i) = \bigwedge_{i \in I} A^{-1}(S_i)
\end{equation}

for all families $(S_i)_{i \in I} \subseteq \mathcal{B}(\mathbb{R})$ such that $\bigcap_{i \in I} S_i \in \mathcal{B}(\mathbb{R})$. In particular,

\begin{equation}
A^{-1}([-\infty, \inf_{i \in I} r_i]) \supseteq A^{-1}(\bigcap_{i \in I} [-\infty, r_i]) \supseteq \bigwedge_{i \in I} A^{-1}([-\infty, r_i]).
\end{equation}

**Lemma 3.3.** Let $L$ be a complete meet-semilattice, and let $A^{-1} : \mathcal{B}(\mathbb{R}) \rightarrow L$ be an $L$-valued measure that preserves all existing meets. Then the $L$-CDF $\tilde{C}^A : \mathbb{R} \rightarrow L$ of $A^{-1}$ preserves all meets.
Proof. We have, for all families \((r_i)_{i \in I} \subseteq \mathbb{R}\),
\begin{align}
\tilde{C}^A(\inf_{i \in I} r_i) &= A^{-1}(\left(-\infty, \inf_{i \in I} r_i\right)) \\
&\equiv \bigwedge_{i \in I} A^{-1}(\left(-\infty, r_i\right)) \\
&= \bigwedge_{i \in I} \tilde{C}^A(r_i).
\end{align}
\hfill \Box

Here we make use of the fact that \(\mathbb{R}\) is a complete meet-semilattice, while \(\mathcal{B}(\mathbb{R})\) is just \(\sigma\)-complete. Since \(\tilde{C}^A\) preserves meets, it has a left adjoint:

**Definition 3.4.** Let \(\tilde{C}^A : \mathbb{R} \to L\) be the \(L\)-CDF of an \(L\)-valued measure \(A^{-1} : \mathcal{B}(\mathbb{R}) \to L\). The \(L\)-quantile function \(\tilde{q}^A\) of \(A^{-1}\) is the left adjoint of \(\tilde{C}^A\),
\begin{equation}
\tilde{q}^A : L \to \mathbb{R} \\
T \mapsto \inf\{r \in \mathbb{R} \mid T \leq \tilde{C}^A(r)\}.
\end{equation}

The map \(\tilde{q}^A\) between the complete join-semilattices \(L\) and \(\mathbb{R}\) preserves all joins by the adjoint functor theorem for posets.

**Relation to standard CDFs and quantile functions.** Let \(A : \Omega \to \mathbb{R}\) be a random variable, and let \(A^{-1} : \mathcal{B}(\mathbb{R}) \to \mathcal{B}(\Omega)\) be the corresponding \(\mathcal{B}(\Omega)\)-valued measure. If \(\tilde{C}^A\) is the \(\mathcal{B}(\Omega)\)-CDF of \(A^{-1}\), and \(\mu : \mathcal{B}(\Omega) \to [0, 1]\) is a probability measure, then the usual CDF of \(A\) with respect to \(\mu\) is
\begin{equation}
C^A = \mu \circ \tilde{C}^A : \mathbb{R} \to \mathcal{B}(\Omega) \to [0, 1],
\end{equation}
as can be seen from the definition of \(\tilde{C}^A\), \[(10)\], and the definition of \(C^A\), \[(12)\]. (Note that now \(A^{-1}\) is defined on \(\mathcal{B}(\mathbb{R})\), not just on \(\mathcal{B}(\mathbb{R})\) as in \[(12)\], so we can write \(A^{-1}(\left(-\infty, r\right])\) instead of \(A^{-1}(\left(-\infty, r\right])\).)

This generalises directly to the situation of \(L\)-valued measures \(A^{-1} : \mathcal{B}(\mathbb{R}) \to L\) and probability measures \(\mu : L \to [0, 1]\); for these we have the decomposition
\begin{equation}
C^A = \mu \circ \tilde{C}^A : \mathbb{R} \to L \to [0, 1]
\end{equation}
of the usual CDF \(C^A\) into the \(L\)-CDF \(\tilde{C}^A\), followed by the probability measure \(\mu\).

We had assumed that \(A^{-1}\) is meet-preserving, which implies that \(\tilde{C}^A : \mathbb{R} \to L\) is meet-preserving as well. Hence, a CDF \(C^A\) is a meet-preserving map if and only if \(\mu_{|\text{im} \tilde{C}^A} : L \to [0, 1]\) preserves all meets. This can be seen as a regularity condition on the measure \(\mu\).
If the probability measure \( \mu \) preserves meets, then it has a left adjoint
\[
\kappa : [0, 1] \rightarrow L
\]
\[s \mapsto \bigwedge \{T \in L \mid s \leq \mu(T) \}.\]
Moreover, in this case \( C^A = \mu \circ \tilde{C}^A \) preserves meets, so it has a left adjoint \( q^A : [0, 1] \rightarrow \mathbb{R} \), the quantile function of the random variable \( A \) with respect to the measure \( \mu \). Clearly, \( q^A \) can be decomposed into two left adjoints as
\[
q^A = \tilde{q}^A \circ \kappa.
\]

3.3. Quantum probability and projection-valued measures. The quantum analogue of a random variable \( A \) is usually taken to be a bounded self-adjoint operator \( \hat{A} : \mathcal{H} \rightarrow \mathcal{H} \) on a Hilbert space \( \mathcal{H} \). We briefly recall, without proofs, how this connects with the classical case, where a random variable \( A : \Omega \rightarrow \mathbb{R} \) is a measurable function from a sample space \( \Omega \) to the reals. Good references are [28, 36]. The article [35] gives a nice general introduction to quantum probability.

Classical probability and abelian von Neumann algebras. Let \( \Omega \) be a measure space that is either discrete (that is, a finite or countable set, equipped with the counting measure), continuous (that is, isomorphic to \([0, 1]\), equipped with the Lebesgue measure), or of mixed type, with a discrete and a continuous part. Let \( L^\infty(\Omega) \) be the Banach space of equivalence classes (modulo measure-zero subsets) of complex, bounded, measurable functions on \( \Omega \), with the essential supremum as norm. This is an abelian Banach algebra under pointwise multiplication, and in fact is an abelian von Neumann algebra. Moreover, every abelian von Neumann algebra is isomorphic to an algebra of the form \( L^\infty(\Omega) \) for \( \Omega \) a measure space of one of the types listed above.

Let \( \Sigma \) denote the Gelfand spectrum of \( L^\infty(\Omega) \). By Gelfand duality, there is an isometric \(*\)-isomorphism
\[
L^\infty(\Omega) \simeq C(\Sigma).
\]
Note that the Gelfand topology on \( \Sigma \) is such that the equivalence classes of measurable functions on \( \Omega \) correspond to continuous functions on \( \Sigma \). The spectrum \( \Sigma \) is an extremely disconnected compact Hausdorff space in the Gelfand topology, that is, the closure of each open set is open, and the interior of each closed set is closed. The clopen, i.e., closed and open subsets of \( \Sigma \) form a complete (not just \( \sigma \)-complete) Boolean algebra \( \mathcal{C}(\Sigma) \).

Hence, we can view the real-valued elements in \( C(\Sigma) \), which are the Gelfand transforms of the real-valued elements in \( L^\infty(\Omega) \), as random
variables. The Gelfand spectrum $\Sigma$ is their joint sample space, with the clopen subsets $C(\Sigma)$ as measurable subsets.

Since $C(\Sigma)$ is an abelian $C^*$-algebra, it can be represented faithfully by a $C^*$-algebra $V$ of bounded operators on a Hilbert space $H$, and as $C(\Sigma)$ is weakly closed, i.e., a von Neumann algebra, so is $V$. Let $\hat{A}$ be a real-valued function in $C(\Sigma)$, and let $\hat{A}$ be the corresponding self-adjoint operator in $V$. Then

\begin{equation}
\hat{A} : \Sigma \rightarrow \mathcal{sp} \hat{A}
\lambda \mapsto \hat{A}(\lambda) := \lambda(\hat{A}).
\end{equation}

The random variable $\hat{A}$ has $\Sigma$ as its sample space and $\mathcal{sp} \hat{A}$ as its set of outcomes. Of course, one can equivalently regard the bounded self-adjoint operator $\hat{A}$ as the representative of the random variable.

The smallest abelian von Neumann algebra that contains a given bounded self-adjoint operator $\hat{A}$ is $V_{\hat{A}} := \{\hat{A}, \hat{1}\}''$, the double commutant of the set $\{\hat{A}, \hat{1}\}$. In this case, the random variable

\begin{equation}
\hat{A} : \Sigma_{V_{\hat{A}}} \rightarrow \mathcal{sp} \hat{A}
\lambda \mapsto \hat{A}(\lambda).
\end{equation}

is a bijection. Intuitively, the sample space $\Sigma_{V_{\hat{A}}}$ is the smallest one that can accommodate the random variable $\hat{A}$. If $V \supset V_{\hat{A}}$ is any bigger abelian von Neumann algebra that contains $\hat{A}$, the random variable $\hat{A} : \Sigma_V \rightarrow \mathcal{sp} \hat{A}$ is a surjective, but not an injective map.

If we consider a random variable in the form of a bounded self-adjoint operator $\hat{A}$, lying in the abelian von Neumann algebra $V_{\hat{A}}$, then the spectral theorem shows that the ‘inverse image’ of this random variable is the well-known projection-valued spectral measure

\begin{equation}
e^{\hat{A}} : \mathcal{B}(\mathcal{sp} \hat{A}) \rightarrow \mathcal{P}(V_{\hat{A}}),\end{equation}

sending Borel sets of numerical outcomes (i.e., values in the spectrum of $\hat{A}$) to projections in $V_{\hat{A}}$. In the notation of subsection 3.2, $e^{\hat{A}}$ is a $\mathcal{P}(V_{\hat{A}})$-valued measure. $L = \mathcal{P}(V_{\hat{A}})$ is a complete Boolean algebra, so in particular, it is a complete meet-semilattice. If $V$ is some abelian von Neumann algebra such that $V \supset V_{\hat{A}}$, then there is a spectral measure $e^{\hat{A}} : \mathcal{B}(\mathcal{sp} \hat{A}) \rightarrow \mathcal{P}(V)$, given by

\begin{equation}
e^{\hat{A}} : \mathcal{B}(\mathcal{sp} \hat{A}) \rightarrow \mathcal{P}(V_{\hat{A}}) \hookrightarrow \mathcal{P}(V),\end{equation}

where $\mathcal{P}(V_{\hat{A}}) \hookrightarrow \mathcal{P}(V)$ is the inclusion of the complete Boolean algebra $\mathcal{P}(V_{\hat{A}})$ into the complete Boolean algebra $\mathcal{P}(V)$. This inclusion preserves all meets and joins (see e.g. Lemma 1 in [10]).
For each abelian von Neumann algebra $V$, there is an isomorphism of complete Boolean algebras
\[ \alpha_V : \mathcal{P}(V) \rightarrow \mathcal{C}(\Sigma_V) \]
\[ \hat{P} \mapsto \{ \lambda \in \Sigma_V \mid \lambda(\hat{P}) = 1 \}. \]
Using this, the spectral measure $e^{\hat{A}} : \mathcal{B}(\text{sp} \hat{A}) \rightarrow \mathcal{P}(V)$ can also be regarded as a map
\[ e^{\hat{A}} : \mathcal{B}(\text{sp} \hat{A}) \rightarrow \mathcal{P}(V) \rightarrow \mathcal{C}(\Sigma_V), \]
taking values in the clopen (that is, measurable) subsets of the sample space $\Sigma_V$, the Gelfand spectrum of $V$. We extend the domain of $e^{\hat{A}}$ canonically to $\mathcal{B}(\mathbb{R})$ by
\[ \forall \Delta \in \mathcal{B}(\mathbb{R}) : e^{\hat{A}}(\Delta) := e^{\hat{A}}(\Delta \cap \text{sp} \hat{A}). \]
Written in this form, $e^{\hat{A}} : \mathcal{B}(\mathbb{R}) \rightarrow \mathcal{P}(\mathcal{C}(\Sigma_V))$ is indeed the inverse image of the random variable $\hat{A} : \Sigma_V \rightarrow \text{sp} \hat{A} \subset \mathbb{R}$. In the notation of subsection 3.2, $e^{\hat{A}}$ is a $\mathcal{C}(\Sigma_V)$-valued measure. $L = \mathcal{C}(\Sigma_V)$ is a complete Boolean algebra, so in particular it is a complete meet-semilattice, with meets given by
\[ \forall (S_i)_{i \in I} \subseteq \mathcal{C}(\Sigma_V) : \bigwedge_{i \in I} S_i = \text{int} \bigcap_{i \in I} S_i. \]
This is clearly an open set, and it is also closed since it is the interior of a closed set and $\Sigma_V$ is extremely disconnected.

**Noncommutative probability and nonabelian von Neumann algebras.** So far, we have simply rewritten some aspects of classical probability (sample space, random variables and their inverse images) leading to a formulation with self-adjoint operators and abelian von Neumann algebras. The step to noncommutative quantum probability is taken by considering nonabelian von Neumann algebras. Self-adjoint operators still represent random variables, and the spectral theorem holds such that we can speak of the inverse images of random variables, in the form of spectral measures $e^{\hat{A}}$. In fact, the spectral measure of a self-adjoint operator $\hat{A}$ in the noncommutative case is the composite
\[ e^{\hat{A}} : \mathcal{B}(\mathbb{R}) \rightarrow \mathcal{P}(V_{\hat{A}}) \hookrightarrow \mathcal{P}(\mathcal{N}), \]
where $\mathcal{P}(V_{\hat{A}}) \hookrightarrow \mathcal{P}(\mathcal{N})$ is the inclusion of the complete Boolean algebra $\mathcal{P}(V_{\hat{A}})$ into the complete orthomodular lattice $\mathcal{P}(\mathcal{N})$. This inclusion preserves all meets and joins. $e^{\hat{A}}$ is a $\mathcal{P}(\mathcal{N})$-valued measure in the noncommutative case. $L = \mathcal{P}(\mathcal{N})$ is a complete orthomodular lattice, so in particular it is a complete meet-semilattice.
Yet, what is not immediate in the nonabelian case is a suitable generalisation of the sample space in the form of the Gelfand spectrum $\Sigma_V$ of an abelian von Neumann algebra $V$. In section 4, we will show that such a joint sample space for all quantum random variables exists. It is given by the so-called spectral presheaf $\Sigma$ of a nonabelian von Neumann algebra $\mathcal{N}$.

For now, we focus on the usual projection-valued measures of the form $e^\hat{A} : \mathcal{B}({\mathbb{R}}) \to \mathcal{P}(N)$. Here, the Hilbert space $\mathcal{H}$ on which the algebra $\mathcal{N}$ is represented plays the role analogous to the sample space of the system, with the closed subspaces corresponding to the projections in $\mathcal{N}$ playing the role of measurable subsets. Different from the abelian case, the subspaces (respectively projections) do not form a Boolean algebra, but a non-distributive orthomodular lattice.

The right-continuous spectral family $E^\hat{A}$ of the self-adjoint operator $\hat{A} \in \mathcal{N}$ is given by

$$E^\hat{A} : \mathbb{R} \to \mathcal{P}(\mathcal{N})$$

$$r \mapsto e^\hat{A}((-\infty, r]).$$

As in Part I [10], we can extend the domain of $E^\hat{A}$ canonically to the extended reals $\hat{\mathbb{R}}$ by defining $\hat{E}^\hat{A}_{-\infty} := \hat{0}$ and $\hat{E}^\hat{A}_\infty := \hat{1}$. Then

$$E^\hat{A} : \hat{\mathbb{R}} \to \mathcal{P}(\mathcal{N})$$

$$r \mapsto e^\hat{A}([-\infty, r]).$$

It is now obvious that the extended spectral family $E^\hat{A}$ is the $\mathcal{P}(\mathcal{N})$-cumulative distribution function ($\mathcal{P}(\mathcal{N})$-CDF) of the projection-valued measure $e^\hat{A}$, in the sense of (19).

This leads to the probabilistic interpretation of the $q$-observable function

$$o^\hat{A} : \mathcal{P}(\mathcal{N}) \to \hat{\mathbb{R}}$$

of $\hat{A}$: as the left adjoint of $E^\hat{A} : \hat{\mathbb{R}} \to \mathcal{P}(\mathcal{N})$, it is the $\mathcal{P}(\mathcal{N})$-quantile function of the quantum random variable described by the $\mathcal{P}(\mathcal{N})$-valued measure $e^\hat{A}$. The fact that $\mathcal{P}(\mathcal{N})$ is not a Boolean algebra as in the classical case is irrelevant, since the definition of the left adjoint of $E^\hat{A}$ does not depend on distributivity. We just need that $L = \mathcal{P}(\mathcal{N})$ is a complete meet-semilattice.

The observation that quantum random variables have quantile functions, in the form of left adjoints of their spectral families, is new as
far as we are aware. Just like the spectral measure $e^\hat{A}$ and the spectral family $E^{\hat{A}}$, the $q$-observable function $\sigma^\hat{A}$ characterises the quantum random variable $\hat{A}$ completely (cf. Thm. 3 in Part I [10]).

**States as probability measures on projections.** The projection-valued measure $e^\hat{A}$ of the quantum random variable $\hat{A}$ is not the analogue of the probability measure $\mu : B(\Omega) \to [0, 1]$ in the classical case. Rather, the quantum version of a probability measure is provided by a state of the quantum system. As the generalised version of Gleason’s theorem [31] shows, each quantum state $\rho : \mathcal{N} \to \mathbb{C}$ is equivalently given by a map

$$
(44) \quad \mu_\rho : \mathcal{P}(\mathcal{N}) \to [0, 1]
$$

such that

(a) $\mu_\rho(\hat{1}) = 1$,

(b) for $\hat{P}, \hat{Q} \in \mathcal{P}(\mathcal{N})$ such that $\hat{P}\hat{Q} = \hat{Q}\hat{P} = \hat{0}$, it holds that

$$
\mu_\rho(\hat{P} + \hat{Q}) = \mu_\rho(\hat{P}) + \mu_\rho(\hat{Q}).
$$

Such a map $\mu_\rho$ is called a finitely additive probability measure on projections. If $\mu_\rho$ is completely additive, then the corresponding state $\rho$ is normal. The state $\rho$ and the measure $\mu_\rho$ are related in the following way:

$$
(45) \quad \mu_\rho = \rho|_{\mathcal{P}(\mathcal{N})}.
$$

In the following, we will only consider normal quantum states. As is well-known, every normal state $\rho$ is of the form

$$
(46) \quad \forall \hat{A} \in \mathcal{P}(\mathcal{N}) : \rho(\hat{A}) = \text{tr}(\hat{\rho}\hat{A})
$$

for some positive trace-class operator $\hat{\rho}$ of trace 1. Normality of $\rho$ is equivalent to $\mu_\rho = \rho|_{\mathcal{P}(\mathcal{N})}$ being a join-preserving map: let $(r_i)_{i \in I} \subseteq \mathbb{R}$ be a family of (extended) real numbers. For each $n = 1, 2, \ldots, \#I$, where $\#I$ is the cardinality of $I$, let $I_n$ denote an $n$-element subset of $I$ such that $I_n \subsetneq I_{n+1}$, and define

$$
(47) \quad \hat{P}_n := \bigvee_{j \in I_n} \hat{E}^{\hat{A}}_{r_j}.
$$

Then $(\hat{P}_n)_{n=1,2,\ldots,\#I}$ is an increasing net of projections in $\mathcal{P}(\mathcal{N})$ converging strongly to $\bigvee_{i \in I} \hat{E}^{\hat{A}}_{r_i}$. Since a normal state $\rho$ preserves suprema of increasing nets, we have

$$
(48) \quad \mu_\rho(\bigvee_{i \in I} \hat{E}^{\hat{A}}_{r_i}) = \rho(\bigvee_{i \in I} \hat{E}^{\hat{A}}_{r_i}) = \sup_{i \in I} \rho(\hat{E}^{\hat{A}}_{r_i}) = \sup_{i \in I} \mu_\rho(\hat{E}^{\hat{A}}_{r_i}).
$$
There is a pairing between quantum random variables and quantum states (in the form of probability measures on projections). The probability that a quantum random variable $\hat{A}$ has a value in the Borel subset $\Delta \subseteq \text{sp} \hat{A}$ is given by

$$\text{Prob}(\hat{A}, \Delta) = \mu_\rho(e^{\hat{A}}(\Delta)).$$

(49)

This is the direct analogue of the classical

$$\text{Prob}(A, \Gamma) = \mu(A^{-1}(\Gamma)),$$

(50)

where $A$ is a random variable and $\Gamma$ is a Borel subset of $\mathbb{R}$ (or $\mathbb{R}$).

The usual CDF of a quantum random variable $\hat{A}$ with respect to a state $\rho$ is given by

$$C^\hat{A} = \mu_\rho \circ E^\hat{A} : \mathbb{R} \rightarrow [0, 1]$$

$$r \mapsto \mu_\rho(\hat{E}^\hat{A}_r),$$

(51)

cf. (28). We will now show that $C^\hat{A}$ has a left adjoint. For this, we need that $C^\hat{A}$ preserves meets. The extended spectral family $E^\hat{A} : \mathbb{R} \rightarrow \mathcal{P}(\mathcal{N})$ preserves meets due to monotonicity and right-continuity (for details, see section 3 in Part I [10]), which implies that $C^\hat{A}$ preserves meets, so we just have to show that $\mu_\rho$ preserves meets.

Let $(r_i)_{i \in I}$ be an arbitrary family of real numbers. Then

$$\mu_\rho(\bigwedge_{i \in I} \hat{E}^\hat{A}_{r_i}) = \mu_\rho(\bigwedge_{i \in I} (\hat{1} - \hat{E}^\hat{A}_{r_i}))$$

(52)

$$= 1 - \mu_\rho(\bigvee_{i \in I} (\hat{1} - \hat{E}^\hat{A}_{r_i}))$$

(53)

$$\leq 1 - \sup_{i \in I} \mu_\rho(\hat{1} - \hat{E}^\hat{A}_{r_i})$$

(54)

$$= \inf_{i \in I} \mu_\rho(\hat{E}^\hat{A}_{r_i}).$$

(55)

Hence, $\mu_\rho : \mathcal{P}(\mathcal{N}) \rightarrow [0, 1]$ has a left adjoint

$$\kappa_\rho : [0, 1] \rightarrow \mathcal{P}(\mathcal{N})$$

$$s \mapsto \bigwedge\{\hat{P} \in \mathcal{P}(\mathcal{N}) \mid s \leq \mu_\rho(\hat{P})\},$$

(56)

and $C^\hat{A} = \mu_\rho \circ E^\hat{A}$ has a left adjoint

$$q^\hat{A} = o^\hat{A} \circ \kappa_\rho : [0, 1] \rightarrow \mathbb{R}$$

$$s \mapsto o^\hat{A}(\kappa_\rho(s)).$$

(57)
This $q^\hat{A}$ is the usual quantile function of the quantum random variable $\hat{A}$ with respect to the normal state $\rho$.

We can also obtain the quantile function $q^\hat{A}$ directly as the left adjoint of $C^\hat{A}$, that is,

$$ q^\hat{A} : [0, 1] \to \mathbb{R} $$

$$ s \mapsto \inf \{ r \in \mathbb{R} \mid s \leq C^\hat{A}(r) \}.$$

Lemma 3.5. The two expressions for the quantile function $q^\hat{A}$ coincide, that is,

$$ \forall s \in [0, 1] : (o^\hat{A} \circ \kappa_\rho)(s) = \inf \{ r \in \mathbb{R} \mid s \leq C^\hat{A}(r) \}.$$

Proof. We have

$$ \inf \{ r \in \mathbb{R} \mid s \leq C^\hat{A}(r) \} = \inf \{ r \in \mathbb{R} \mid s \leq \mu_\rho(\hat{E}_r^\hat{A}) \},$$

which is the smallest $r \in \mathbb{R}$ for which $\mu_\rho(\hat{E}_r^\hat{A}) \geq s$. On the other hand,

$$ o^\hat{A}(\kappa_\rho(s)) = \inf \{ r \in \mathbb{R} \mid \bigwedge \{ \hat{P} \in \mathcal{P}(\mathcal{N}) \mid s \leq \mu_\rho(\hat{P}) \leq \hat{E}_r^\hat{A} \} \},$$

Note that $\hat{P} \leq \hat{E}_r^\hat{A}$ implies $\mu_\rho(\hat{P}) \leq \mu_\rho(\hat{E}_r^\hat{A})$. Conversely, $\mu_\rho(\hat{P}) \leq \mu_\rho(\hat{E}_r^\hat{A})$ does not in general imply $\hat{P} \leq \hat{E}_r^\hat{A}$. But if we pick $\hat{P} = \kappa_\rho(s)$, which is the smallest projection for which $\mu_\rho(\hat{P}) \geq s$ holds, then $\mu_\rho(\hat{E}_r^\hat{A}) \geq \mu_\rho(\hat{P}) \geq s$ implies $\hat{E}_r^\hat{A} \geq \hat{P} = \kappa_\rho(s)$. This shows that (60) and (61) coincide. □

Summary. We summarise the relations between classical and quantum probability in table 1. On the classical side, we assume that $\mathcal{B}(\Omega)$ is a complete Boolean algebra, not just a $\sigma$-complete one.

The relevant complete meet-semilattices are $L = \mathcal{B}(\Omega)$ on the classical side and $L = \mathcal{P}(\mathcal{N})$ on the quantum side. Note that as discussed above, on the classical side we can replace

(i) the sample space $\Omega$ by the Gelfand spectrum $\Sigma_V$ of some abelian von Neumann algebra $V$,

(ii) each random variable $A$ by the Gelfand transform $\overline{A} : \Sigma_V \to \text{sp} \hat{A} \subset \mathbb{R}$ of some (bounded) self-adjoint operator $\hat{A} \in V$,

(iii) the complete Boolean algebra $\mathcal{B}(\Omega)$ by the complete Boolean algebra $\mathcal{C}(\Sigma_V)$.

This emphasises the role of the Gelfand spectrum $\Sigma_V$ as a sample space in the classical case.
4. Quantum Probability and the Spectral Presheaf

The analogy between classical and quantum probability can be strengthened if we can find a suitable sample space for the quantum side, in
analogy to the Gelfand spectrum $\Sigma_V$ of an abelian von Neumann algebra $V$. Given a nonabelian von Neumann algebra $\mathcal{N}$, with the self-adjoint operators in $\mathcal{N}$ representing random variables, such a sample space $\Sigma$ should

- generalise the Gelfand spectrum $\Sigma_V$ to the nonabelian von Neumann algebra $\mathcal{N}$,
- come equipped with a family of measurable subsets, analogous to the clopen subsets $\mathcal{C}(\Sigma_V)$ of $\Sigma_V$,
- serve as a common domain for the random variables, and hence as a common codomain for the associated spectral measures,
- serve as a domain for the states of $\mathcal{N}$, seen as probability measures.

The topos approach to quantum theory (see [11, 12, 13, 14, 5, 6, 15, 7, 8, 16] and [20, 21, 22]) provides such a generalised sample space, in the form of the spectral presheaf $\Sigma$ of a von Neumann algebra $\mathcal{N}$. We will introduce this presheaf shortly, but first we consider the base category over which it is defined.

4.1. The context category and the spectral presheaf of a quantum system.

Definition 4.1. Let $\mathcal{N}$ be a von Neumann algebra, and let $\mathcal{V}(\mathcal{N})$ be the set of non-trivial abelian von Neumann subalgebras of $\mathcal{N}$ that share the unit element with $\mathcal{N}$. When equipped with inclusion as a partial order, $\mathcal{V}(\mathcal{N})$ is called the context category of $\mathcal{N}$.

The physical idea is that each context, i.e., each abelian subalgebra $V \in \mathcal{V}(\mathcal{N})$, provides a classical perspective on the quantum system at hand. The poset $\mathcal{V}(\mathcal{N})$ keeps track of how classical perspectives relate to each other, that is, how they overlap.

Given a von Neumann algebra $\mathcal{N}$, one can define a Jordan algebra which has the same elements as $\mathcal{N}$ and multiplication given by

$$\forall \hat{A}, \hat{B} \in \mathcal{N} : \hat{A} \cdot \hat{B} := \frac{1}{2}(\hat{A}\hat{B} + \hat{B}\hat{A}).$$

It was shown in [19] that the poset $\mathcal{V}(\mathcal{N})$ determines the algebra $\mathcal{N}$ as a Jordan algebra, i.e., up to Jordan isomorphisms.

The probabilistic aspects of quantum theory only depend on the Jordan structure on the set of self-adjoint operators representing physical quantities, as was already shown by Jordan, von Neumann and Wigner [27]. Hence, it is plausible that the probabilistic aspects of quantum theory can be formulated using structures over the poset $\mathcal{V}(\mathcal{N})$, which determines the Jordan structure of the quantum system described by $\mathcal{N}$. In the following, we will demonstrate that this is indeed the case.
Definition 4.2. Let $\mathcal{N}$ be a von Neumann algebra, and let $\mathcal{V}(\mathcal{N})$ be its context category. The spectral presheaf $\Sigma$ of $\mathcal{N}$ is the presheaf over $\mathcal{V}(\mathcal{N})$ given as follows:

(a) on objects: for all $V \in \mathcal{V}(\mathcal{N})$, let $\Sigma_V$ be the Gelfand spectrum of $V$, that is, the set of pure states of $V$ equipped with the relative weak*-topology,

(b) on arrows: for all inclusions $i_{V'V} : V' \hookrightarrow V$, let $\Sigma(i_{V'V})$ be function

\[
\Sigma(i_{V'V}) : \Sigma_V \to \Sigma_{V'},
\]

\[
\lambda \mapsto \lambda|_{V'}.
\]

It is well-known that the restriction map $\Sigma(i_{V'V})$ is surjective and continuous. It is also closed and open.

The spectral presheaf $\Sigma$, which ‘glues’ together the Gelfand spectra of all abelian subalgebras of $\mathcal{N}$ in a canonical way, will serve as the quantum sample space. Clearly, $\Sigma$ is a generalisation of the Gelfand spectrum $\Sigma_V$ of an abelian von Neumann algebra $V$. Being a presheaf over $\mathcal{V}(\mathcal{N})$, $\Sigma$ is an object in the topos $\text{Set}^{\mathcal{V}(\mathcal{N})^{\text{op}}}$ of presheaves over $\mathcal{V}(\mathcal{N})$. Each topos can be seen as a universe of (generalised) sets, see e.g. [30, 26], so $\Sigma$ is a generalised set in this sense.

Next, we have to specify suitable measurable sub'sets’ of $\Sigma$, which in this case are subobjects of $\Sigma$. A subobject of a presheaf is a sub-presheaf.

Definition 4.3. A subobject $S$ of the spectral presheaf $\Sigma$ is called clopen if, for all $V \in \mathcal{V}(\mathcal{N})$, the component $S_V$ is clopen in $\Sigma_V$, the Gelfand spectrum of $V$. The set of clopen subobjects of $\Sigma$ is denoted as $\text{Sub}_{cl} \Sigma$.

A clopen subobject $S \subseteq \Sigma$ hence is a collection $(S_V)_{V \in \mathcal{V}(\mathcal{N})}$ of clopen subsets, one in each Gelfand spectrum $\Sigma_V$, $V \in \mathcal{V}(\mathcal{N})$. The condition of being a subobject means that whenever $V' \subseteq V$, it holds that

\[
\Sigma(i_{V'V})(S_V) \subseteq S_{V'}.
\]

The set $\text{Sub}_{cl} \Sigma$ of clopen subobjects is partially ordered in an obvious way:

\[
S_1 \leq S_2 : \iff (\forall V \in \mathcal{V}(\mathcal{N}) : S_{1,V} \subseteq S_{2,V}).
\]
With respect to this partial order, all meets and joins exist, so $\text{Sub}_{\text{cl}} \Sigma$ is a complete lattice. Concretely, given a family $(S_i)_{i \in I}$ of clopen subobjects, we have

\begin{equation}
\forall V \in \mathcal{V}(\mathcal{N}) : \bigvee_{i \in I} S_i)_V = \text{cl}(\bigcup_{i \in I} S_i)_V,
\end{equation}

(66) \begin{equation}
\bigwedge_{i \in I} S_i)_V = \text{int}(\bigcap_{i \in I} S_i)_V.
\end{equation}

(67)

Taking the closure of the set-theoretic union respectively the interior of the intersection is necessary in order to obtain clopen subsets at each stage. Note that for each $V$, $\Sigma_V$ is extremely disconnected, so the closure of an open set is open, and the interior of a closed set is closed.

The lattice $\text{Sub}_{\text{cl}} \Sigma$ does not inherit the orthocomplementation from its components, the complete Boolean algebras $Cl(\Sigma_V)$, $V \in \mathcal{V}(\mathcal{N})$. Taking the complement in each component of a clopen subobject $S \in \text{Sub}_{\text{cl}} \Sigma$ does not give a subobject (unless $S$ is the empty subobject or $\Sigma$ itself). Instead, $\text{Sub}_{\text{cl}} \Sigma$ is a complete Heyting algebra (see Thm. 2.5 in [12]) with a pseudo-complement

\begin{equation}
\neg : \text{Sub}_{\text{cl}} \Sigma \rightarrow \text{Sub}_{\text{cl}} \Sigma
\end{equation}

\begin{equation}
S \mapsto \bigvee \{ T \in \text{Sub}_{\text{cl}} \Sigma \mid T \wedge S = 0 \},
\end{equation}

(68) where $0$ is the empty subobject. In general, $\neg S \vee S \leq \Sigma$. In terms of the Heyting implication (which we will not discuss here, but see [12, 9]), the negation is given by $\neg S = (S \Rightarrow 0)$ as usual.

Interestingly, $\text{Sub}_{\text{cl}} \Sigma$ has even more structure. It is also a complete co-Heyting algebra with a second kind of pseudo-complement, given by

\begin{equation}
\sim : \text{Sub}_{\text{cl}} \Sigma \rightarrow \text{Sub}_{\text{cl}} \Sigma
\end{equation}

\begin{equation}
S \mapsto \bigwedge \{ T \in \text{Sub}_{\text{cl}} \Sigma \mid S \vee T = \Sigma \}.
\end{equation}

(69) In general, $\sim S \wedge S \geq 0$.

This makes $\text{Sub}_{\text{cl}} \Sigma$ into a complete bi-Heyting algebra. We remark that every Boolean algebra is a bi-Heyting algebra in which both kinds of negation coincide. For more details, see [9].

The complete bi-Heyting algebra $\text{Sub}_{\text{cl}} \Sigma$ of clopen subobjects of the spectral presheaf $\Sigma$ of a noncommutative von Neumann algebra is the quantum analogue of the complete Boolean algebra $Cl(\Sigma_{\hat{V}_A})$ of clopen subsets of the Gelfand spectrum $\Sigma_{\hat{V}_A}$ of a commutative von Neumann algebra $V_{\hat{A}}$.

Importantly, the spectral presheaf $\Sigma$ has no global elements if $\mathcal{N}$ has no summand of type $I_2$, that is, one cannot choose one element $\lambda_V$
from each component $\Sigma_V$ such that, whenever $V' \subset V$, it would hold that
\begin{equation}
\sum(i_{V'V})(\lambda_V) = \lambda_{V'}.
\end{equation}
In fact, such a choice of elements $(\lambda_V)_{V \in V(\mathcal{N})}$ would give a \textit{valuation function}, that is, a function $v : \mathcal{N}_{sa} \to \mathbb{R}$ such that for all $\hat{A} \in \mathcal{N}_{sa}$, it would hold that $v(\hat{A}) \in \text{sp} \hat{A}$, and for all bounded Borel functions $f : \mathbb{R} \to \mathbb{R}$, one would have $v(f(\hat{A})) = f(v(\hat{A}))$.

The Kochen-Specker theorem shows that such valuation functions do not exist if $\mathcal{N}$ has no summand of type $I_2$ (see \cite{29}; for the generalisation to von Neumann algebras, see \cite{4}). Isham and Butterfield observed in \cite{24,25} that the Kochen-Specker theorem is equivalent to the fact that the spectral presheaf $\Sigma$ has no global elements.

Since global elements of a presheaf are the analogues of elements of a set (or points of a space), the quantum sample space $\Sigma$ is a space without points in this sense. The fact that $\Sigma$ has no points is ultimately the reason why we can reformulate quantum probability based on the set-like object $\Sigma$, without falling prey to the Kochen-Specker theorem.\textsuperscript{3}

4.2. Random variables and their inverse images. In the perspective of the topos approach to quantum theory, a random variable is a generalised function from the sample space $\Sigma$ (which in fact is a presheaf) to a presheaf of real numbers. There is a representation of self-adjoint operators $\hat{A} \in \mathcal{N}_{sa}$ by arrows
\begin{equation}
\hat{\delta}(\hat{A}) : \Sigma \longrightarrow \mathbb{R}^{\uparrow}
\end{equation}
in the topos $\text{Set}^{V(\mathcal{N})^{\text{op}}}$. This representation was discussed in detail elsewhere \cite{13,8}, so we will not give details here. In a nutshell, $\Sigma$ physically plays the role of a (generalised) state space of the quantum system, while $\mathbb{R}^{\uparrow}$ is a space of values of physical quantities, generalising the real numbers in the sense that not only sharp, definite real values exist, but also ‘unsharp’ values in the form of real intervals. The definition of the arrow $\hat{\delta}(\hat{A})$ is based on the maps called \textit{inner} and \textit{outer daseinisation of self-adjoint operators}, which are approximations with respect to the spectral order on self-adjoint operators. For details, see \cite{8} and Part I \cite{10}.

\textsuperscript{3}Related to this, pure states in the topos-based formulation of quantum theory do not correspond to points of the sample space (as they do in classical theory), quite simply because the sample space $\Sigma$ has no points. We do not discuss the representation of pure states here; see \cite{15}. The representation of general states is given in subsection 4.4 below.
The arrow $\tilde{\delta}(\hat{A})$ is the analogue of a function $f_A$ from the state space to the real numbers. (Such a function $f_A$ represents a physical quantity $A$ in the classical case). Mathematically, $\tilde{\delta}(\hat{A})$ generalises the Gelfand transform $\mathcal{A} : \Sigma_V \to \mathbb{R}$ of a self-adjoint operator in an abelian von Neumann algebra $V$. In a probabilistic view of quantum theory, we can interpret the arrow $\tilde{\delta}(\hat{A})$ as a random variable (associated with the physical quantity $A$).

But note that here, both the sample space $\Sigma$ and the space of values $\mathbb{R}$ are presheaves, i.e., objects in the topos of presheaves, and the arrow $\tilde{\delta}(\hat{A}) : \Sigma \to \mathbb{R}$ is a natural transformation, that is, an arrow in the topos. In the following, we will consider a more modest approach, using only the generalised sample space $\Sigma$, while the space of values will be the traditional real numbers $\mathbb{R}$ or extended real numbers $\mathbb{R}$.

**From projection-valued measures to clopen subobject-valued measures.** We will not be concerned with the representation of random variables per se. As in the rest of the paper, the ‘inverse image map’, from Borel subsets of $\mathbb{R}$ to $\text{Sub}_{cl}\Sigma$, the measurable subobjects of $\Sigma$, will be more important. That is, the inverse image maps measurable subsets of outcomes to measurable subsets of the sample space. A probability measure then maps measurable subsets of the sample space to probabilities.

We will relate a (topos-external) Borel set $\Delta$ of outcomes to a clopen subobject of the (topos-internal) sample space $\Sigma$ via a ‘translation map’ (which in fact is the map called the outer daseinisation of projections, see Def. 4.5). We will show that this construction, together with the representation of quantum states as probability measures on $\Sigma$, reproduces the Born rule and hence the usual quantum mechanical predictions of expectation values.

Given a self-adjoint operator $\hat{A}$, we obtain a projection $\hat{P} = e^{\hat{A}}(\Delta)$ by the spectral theorem, where $e^{\hat{A}} : \mathcal{B}(\mathbb{R}) \to \mathcal{P}(\mathcal{N})$ is the (extended) spectral measure of $\hat{A}$, see (38). In standard quantum theory, this projection represents the proposition “$A \in \Delta$”, that is, “if a measurement of the physical quantity $A$ is performed, the measurement outcome will be found to lie in the Borel set $\Delta$”.

**Remark 4.4.** In the topos approach to quantum theory, the proposition “$A \in \Delta$” is often interpreted in a more ‘realist’ or ‘ontological’ manner.

---

4They can be defined as suitable partial functions from $\Sigma$, or rather, the disjoint union of its fibres, to $\mathbb{R}$.

5In previous papers by AD and C. Isham, the notation $E[A \in \Delta]$ had been used for $e^{\hat{A}}(\Delta)$. 
to mean “the physical quantity $A$ has a value in the set $\Delta$”. The truth value of such a proposition in a given state $\rho$ of the quantum system in general is neither (totally) true nor (totally) false. The key idea is to use the richer, intuitionistic internal logic of the topos $\text{Set}^{\text{V(N)}}^{\text{op}}$ to assign a truth value – and not just a probability – to the proposition, independent of measurements and observers. This is described in detail for pure states in [15] and for mixed states in [16]. In the present article, we are concerned with aspects of a probabilistic interpretation of quantum theory, so we focus on the more ‘instrumentalist’ or ‘operational’ interpretation of “$A \in \Delta$” so that it means “if a measurement of $A$ is performed, the outcome will lie in $\Delta$”.

Next, we have to relate projections to clopen subobjects of the sample space $\Sigma$. Let $\hat{P} \in \mathcal{P}(\mathcal{N})$ be a projection, and let $V \in \mathcal{V}(\mathcal{N})$ be a context. We approximate $\hat{P}$ in $V$ (from above) by

$$\delta^o(\hat{P})_V := \bigwedge \{ \hat{Q} \in \mathcal{P}(V) \mid \hat{P} \leq \hat{Q} \}.$$  

The projection $\delta^o(\hat{P})_V$ is called the outer daseinisation of $\hat{P}$ to $V$. Using the isomorphism $\alpha_V : \mathcal{P}(V) \to \mathcal{C}(\Sigma_V)$ (see (36)), the projection $\delta^o(\hat{P})_V$ in $V$ corresponds to the clopen subset

$$S_{\delta^o(\hat{P})_V} := \alpha_V(\delta^o(\hat{P})_V)$$

of $\Sigma_V$. Now, taking all contexts $V \in \mathcal{V}(\mathcal{N})$ into account at the same time, we define:

**Definition 4.5.** The map

$$\hat{\delta} : \mathcal{P}(\mathcal{N}) \to \text{Sub}_{\text{cl}} \Sigma$$

$$\hat{P} \mapsto \delta(\hat{P}) = (S_{\delta^o(\hat{P})_V})_{V \in \mathcal{V}(\mathcal{N})}$$

is called outer daseinisation of projections.

Hence, the map $\hat{\delta}$ maps a projection $\hat{P}$ in a von Neumann algebra $\mathcal{N}$ to a clopen subobject $\delta(\hat{P})$ of the spectral presheaf $\Sigma$ of the algebra. Locally, at each abelian subalgebra $V \in \mathcal{V}(\mathcal{N})$, the map $\hat{\delta}$ is given by the outer daseinisation $\delta^o(\hat{P})_V$ of $\hat{P}$ to $V$ (see (72) above), which justifies calling the map $\hat{\delta}$ by the same name.

The map $\hat{\delta}$ was introduced in [12] and discussed further in [7, 8, 9]. Its main properties are:

(a) $\hat{\delta}$ is monotone, $\delta(\hat{0}) = \emptyset$ and $\delta(\hat{1}) = \Sigma$,

(b) $\hat{\delta}$ is injective, but not surjective,

(c) for all families $(\hat{P}_i)_{i \in I}$ of projections in $\mathcal{N}$, it holds that $\delta(\bigvee_i \hat{P}_i) = \bigvee_i \delta(\hat{P}_i)$, that is, $\hat{\delta}$ preserves all joins,
(d) for all \( \hat{P}, \hat{Q} \in \mathcal{P}(\mathcal{N}) \), \( \delta(\hat{P} \wedge \hat{Q}) \leq \delta(\hat{P}) \wedge \delta(\hat{Q}) \).

If the projection \( \hat{P} \) is a spectral projection of some self-adjoint operator \( \hat{A} \), that is, if \( \hat{P} = e^{\hat{A}}(\Delta) \), we write

\[
S(\hat{A}; \Delta) := \delta(e^{\hat{A}}(\Delta)).
\]

Note that if we consider a context \( V \) such that \( \hat{A} \in V \), then all the spectral projections \( e^{\hat{A}}(\Delta) \) are contained in \( V \), so \( \delta^{\circ}(e^{\hat{A}}(\Delta))_V = e^{\hat{A}}(\Delta) \). Hence, the component of the clopen subobject \( S(\hat{A}; \Delta) \) at \( V \) is given by

\[
S(\hat{A}; \Delta)_V = S_{\delta^{\circ}(e^{\hat{A}}(\Delta))_V} = \alpha_V(\delta^{\circ}(e^{\hat{A}}(\Delta))_V) = \alpha_V(e^{\hat{A}}(\Delta))
\]

which is the clopen subset of \( \Sigma_V \) corresponding to the usual spectral projection under the isomorphism \( \alpha_V : \mathcal{P}(V) \to \mathcal{C}(\Sigma_V) \).

If we speak of the measurement of a physical quantity \( A \) in standard quantum theory, we of course (implicitly) pick a context \( V \) that contains \( \hat{A} \), the self-adjoint operator representing \( A \). In such contexts, the clopen subobject \( S(\hat{A}; \Delta) \) corresponds to the usual spectral projection \( e^{\hat{A}}(\Delta) \). Yet, different from standard quantum theory, we also define approximations to a spectral projection of \( \hat{A} \) in those contexts \( V \) that do not contain \( \hat{A} \), in the form of the coarse-grained (i.e., larger) projections \( \delta^{\circ}(e^{\hat{A}}(\Delta))_V \) or their corresponding clopen subsets \( S_{\delta^{\circ}(e^{\hat{A}}(\Delta))_V} \).

The clopen subobject \( S(e^{\hat{A}}(\Delta)) \) collates all these approximations into one object, which can be interpreted as a measurable subobject of the quantum sample space \( \Sigma \).

Summing up, we have defined a map

\[
\hat{A}^{-1} : \mathcal{B}(\mathbb{R}) \to \text{Sub}_\text{cl} \Sigma
\]

from Borel subsets of the (extended) real line to clopen subobjects of the joint sample space, given by

\[
\hat{A}^{-1}(\Delta) = \delta(e^{\hat{A}}(\Delta)) = S(\hat{A}; \Delta).
\]

In the new topos-based perspective we are developing here, \( \hat{A}^{-1} \) is the inverse image of the random variable (physical quantity) \( A \). We have replaced the projection-valued spectral measure \( e^{\hat{A}} : \mathcal{B}(\mathbb{R}) \to \mathcal{P}(\mathcal{N}) \) by a clopen subobject-valued measure \( \hat{A}^{-1} : \mathcal{B}(\mathbb{R}) \to \text{Sub}_\text{cl} \Sigma \).

**Remark 4.6.** A full topos-internal treatment of quantum random variables and their inverse images would proceed by using the arrow \( \delta(\hat{A}) : \Sigma \to \mathbb{R}^{\text{op}} \) (see (71)) and its ‘inverse image’, which involves pullbacks of suitably defined ‘clopen subobjects’ of \( \mathbb{R}^{\text{op}} \).
4.3. Subcl-valued CDFs and quantile functions. Given a random variable, described by a self-adjoint operator \( \hat{A} \) or the corresponding inverse image map \( \hat{A}^{-1} : B(\mathbb{R}) \to \text{Sub}_{\text{cl}} \Sigma \), we can now define a clopen subobject-valued version of the cumulative distribution function:

\[
E^{\hat{A}} : \mathbb{R} \to \text{Sub}_{\text{cl}} \Sigma \\
\quad r \mapsto \hat{A}^{-1}([-\infty, r]) = \delta(\hat{E}_r^{\hat{A}}) = \mathcal{S}(\hat{A}; [-\infty, r]).
\]

Note that we can include \(-\infty\) in the sets \([ -\infty, r ]\) since we define our map over the extended reals. Clearly, \( E^{\hat{A}} \) is monotone and \( E^{\hat{A}}(-\infty) = \emptyset \), the empty subobject of \( \Sigma \) (since \( \hat{E}_{-\infty}^{\hat{A}} = 0 \)), and \( E^{\hat{A}}(\infty) = \Sigma \) (since \( \hat{E}_{\infty}^{\hat{A}} = 1 \)).

**Proposition 4.7.** Let \( \mathcal{N} \) be a von Neumann algebra, and let \( \hat{A} \in \mathcal{N}_{sa} \) a self-adjoint operator. The map \( E^{\hat{A}} : \mathbb{R} \to \text{Sub}_{\text{cl}} \Sigma \) is right-continuous.

**Proof.** We already saw that the bottom element \( -\infty = \bigwedge_{r \in \mathbb{R}} r \) is mapped to the bottom element \( \emptyset = \bigwedge_{\Sigma \in \text{Sub}_{\text{cl}} \Sigma} \Sigma \), and that the top element \( \infty = \bigwedge \emptyset \) is mapped to the top element \( \Sigma = \bigwedge \emptyset \).

Let \( r \in \mathbb{R} \). For each \( V \in \mathcal{V}(\mathcal{N}) \), we have

\[
\left( \bigwedge_{s > r} \delta(\hat{E}_s^{\hat{A}}) \right)_V = \bigwedge_{s > r} \delta^o(\hat{E}_s^{\hat{A}})_V \\
= \bigwedge_{s > r} \bigwedge \{ Q \in \mathcal{P}(V) \mid \hat{E}_s^{\hat{A}} \leq Q \} \\
= \bigwedge \{ Q \in \mathcal{P}(V) \mid \bigwedge_{s > r} \hat{E}_s^{\hat{A}} \leq Q \} \\
= \bigwedge \{ Q \in \mathcal{P}(V) \mid \hat{E}_r^{\hat{A}} \leq Q \} \\
= \delta^o(\hat{E}_r^{\hat{A}})_V = \delta(\hat{E}_r^{\hat{A}})_V,
\]

so

\[
\bigwedge_{s > r} E^{\hat{A}}(s) = \bigwedge_{s > r} \delta(\hat{E}_s^{\hat{A}}) = \delta(\bigwedge_{s > r} \hat{E}_s^{\hat{A}}) = \delta(\hat{E}_r^{\hat{A}}) = E^{\hat{A}}(r).
\]

We remark that the daseinisation map \( \hat{\delta} : \mathcal{P}(\mathcal{N}) \to \text{Sub}_{\text{cl}} \Sigma \) does not preserve meets in general, but it preserves the particular meets needed here.

We have shown that \( E^{\hat{A}} : \mathbb{R} \to \text{Sub}_{\text{cl}} \Sigma \) is the cumulative distribution function (CDF) of the inverse image \( \hat{A}^{-1} \) of the random variable \( A \).
In the notation of subsection 3.2, \( \tilde{A}^{-1} : B(\mathbb{R}) \to \text{Sub}_{cl} \Sigma \) is an \( L \)-valued measure, and \( E^A \) is its \( L \)-CDF, where \( L \) is the complete meet-semilattice \( \text{Sub}_{cl} \Sigma \).

It follows easily from Prop. 4.7 that \( E^\tilde{A} \) is a meet-preserving map between complete lattices, so it has a left adjoint \( o^\tilde{A} \), given by

\[
o^\tilde{A} : \text{Sub}_{cl} \Sigma \to \mathbb{R}
\]

\[
S \mapsto \inf \{ r \in \mathbb{R} \mid S \leq E^\tilde{A}(r) \}.
\]

This function is the \( \text{Sub}_{cl} \Sigma \)-quantile function of the \( \text{Sub}_{cl} \Sigma \)-CDF \( E^\tilde{A} \).

If we consider a clopen subobject \( S \in \text{Sub}_{cl} \Sigma \) of the form \( S = \delta(\hat{P}) \), then

\[
o^\tilde{A}(\delta(\hat{P})) = \inf \{ r \in \mathbb{R} \mid \delta(\hat{P}) \leq E^\tilde{A}(r) \}
\]

\[
= \inf \{ r \in \mathbb{R} \mid \delta(\hat{P}) \leq \delta(\hat{E}_r^{\hat{A}}) \}
\]

\[
= \inf \{ r \in \mathbb{R} \mid \hat{P} \leq \hat{E}_r^{\hat{A}} \}
\]

\[
= o^{\hat{A}}(\hat{P}),
\]

so the function \( o^\tilde{A} : \text{Sub}_{cl} \Sigma \to \mathbb{R} \) generalises the \( q \)-observable function \( o^{\hat{A}} : \mathcal{P}(\mathcal{N}) \to \mathbb{R} \), which is the \( \mathcal{P}(\mathcal{N}) \)-quantile function of the \( \mathcal{P}(\mathcal{N}) \)-valued measure \( e^A \).

Just as \( \tilde{A}^{-1} \), the inverse image of the random variable, is constructed in two steps, the CDF \( E^{\tilde{A}} \) is as well: first, we have the map \( E^{\tilde{A}} : \mathbb{R} \to \mathcal{P}(\mathcal{N}) \) (the extended spectral family of \( \tilde{A} \)), then, the outer daseinisation of projections \( \tilde{\delta} : \mathcal{P}(\mathcal{N}) \to \Sigma \), so

\[
E^{\tilde{A}} = \tilde{\delta} \circ E^{\tilde{A}} : \mathbb{R} \to \text{Sub}_{cl} \Sigma.
\]

4.4. States as probability measures on the spectral presheaf.

We briefly discuss the representation of quantum states as probability measures on the spectral presheaf, introduced in [5] and further developed in [16]. For some related work, see [22].

Let \( \rho \) be a state of the von Neumann algebra \( \mathcal{N} \) of physical quantities. Let \( \mathcal{A}(\mathcal{V}(\mathcal{N}), [0, 1]) \) denote the set of antitone (i.e., order-reversing) functions from the context category \( \mathcal{V}(\mathcal{N}) \) to the unit interval.

**Definition 4.8.** The probability measure on the spectral presheaf \( \Sigma \) associated with \( \rho \) is the map

\[
\mu_\rho : \text{Sub}_{cl} \Sigma \to \mathcal{A}(\mathcal{V}(\mathcal{N}), [0, 1])
\]

\[
S = (S_V)_{V \in \mathcal{V}(\mathcal{N})} \mapsto (\rho(\alpha^{-1}_V(S_V)))_{V \in \mathcal{V}(\mathcal{N})}.
\]
Consider two contexts such that $V' \subset V$. The fact that $S$ is a (clopen) subobject is equivalent to the fact that $\alpha_{V'}^{-1}(S) \geq \alpha_{V}^{-1}(S_V)$. Hence,

\[(\mu_{\rho}(S))_{V'} = \rho(\alpha_{V'}^{-1}(S_V)) \geq \rho(\alpha_{V}^{-1}(S_V)) = (\mu_{\rho}(S))_V,\]

so $\mu_{\rho}$ indeed is an antitone function. Note that we assign a probability $(\mu_{\rho}(S))_V \in [0,1]$ to every context $V \in \mathcal{V}(\mathcal{N})$ such that smaller contexts are assigned larger probabilities (which is a consequence of coarse-graining).

It is straightforward to show that for all states $\rho$ of $\mathcal{N}$,

1. $(\mu_{\rho}(\emptyset))_V = 0_{\mathcal{V}(\mathcal{N})}$, where $0_{\mathcal{V}(\mathcal{N})}$ is the function that is constantly 0 on $\mathcal{V}(\mathcal{N})$, and analogously, $\mu(\Sigma) = 1_{\mathcal{V}(\mathcal{N})}$,
2. for all $S_1, S_2 \in \text{Sub}_{\text{cl}} \Sigma$,

\[\mu_{\rho}(S_1) + \mu_{\rho}(S_2) = \mu_{\rho}(S_1) \lor \mu_{\rho}(S_2) + \mu_{\rho}(S_1) \land \mu_{\rho}(S_2),\]

where addition (and meets and joins) are taken contextwise. Any map

\[\mu : \text{Sub}_{\text{cl}} \Sigma \longrightarrow \mathcal{A}(\mathcal{V}(\mathcal{N}), [0, 1])\]

such that (1.) and (2.) hold is called a probability measure on $\Sigma$. Note that $\mu$ has components $\mu_V, V \in \mathcal{V}(\mathcal{N})$, where $\mu_V : (\text{Sub}_{\text{cl}} \Sigma)_V \simeq \mathcal{C}l(\Sigma_V) \rightarrow [0, 1]$. If $\mu_1, \mu_2$ are probability measures on $\Sigma$ and $c \in [0, 1]$, then we define the convex combination $c\mu_1 + (1 - c)\mu_2$ by

\[(\forall V \in \mathcal{V}(\mathcal{N})) : (c\mu_1 + (1 - c)\mu_2)_V = c\mu_{1,V} + (1 - c)\mu_{2,V}.\]

It was shown in [5] that if $\mathcal{N}$ has no type $I_2$-summand, every probability measure $\mu$ on $\Sigma$ determines a unique quantum state $\rho_{\mu}$ of $\mathcal{N}$ such that $\mu_{\rho_{\mu}} = \mu$ and $\rho_{\mu_{\mu}} = \rho$.

**Theorem 4.9.** Let $\mathcal{N}$ be a von Neumann without a summand of type $I_2$. There is a bijection between the convex set $\mathcal{S}(\mathcal{N})$ of states of $\mathcal{N}$ and the convex set $\mathcal{M}(\Sigma)$ of probability measures on its spectral presheaf.

A probability measure $\mu \in \mathcal{M}(\Sigma)$ corresponds to a normal state $\rho_{\mu}$ if and only if it preserves joins of increasing nets of clopen subobjects, see [16].

The codomain of a probability measure $\mu_{\rho}$ is the set $\mathcal{A}(\mathcal{V}(\mathcal{N}), [0, 1])$ of antitone functions from $\mathcal{V}(\mathcal{N})$ to $[0, 1]$. This set is in fact isomorphic to the set of global sections of a certain presheaf $\mathbb{R}^\geq_{\mathcal{V}(\mathcal{N})}$ (see [5]). Seen topos-internally, this presheaf is the presheaf of upper reals in $\mathbf{Set}^{\mathcal{V}(\mathcal{N})^\text{op}}$. Hence, a probability measure $\mu_{\rho}$ takes its values in the global sections of a suitable topos-internal space of ‘values’. Intuitively
speaking, there is one probability for each context. From the usual topos-external perspective, we expect to obtain just a single probability. In the next subsection, we show how to do this explicitly.

4.5. **State-proposition pairing and the Born rule.** Let “$A \varepsilon \Delta$” be a proposition, which we interpret as “upon measurement, the outcome of the random variable $A$ will be found to lie in $\Delta$”. In subsection 4.2 we had associated a clopen subobject of $\Sigma$ with “$A \varepsilon \Delta$”, namely $\mathcal{A}^{-1}(\Delta) = S(\hat{A}; \Delta) = \delta(e^{\hat{A}}(\Delta))$.

Given a quantum state $\rho$, we defined the associated probability measure $\mu_\rho : \text{Sub}_c \Sigma \to A(\mathcal{V}(\mathcal{N}), [0, 1])$. Hence, we can define a pairing between propositions and states by

$$\left(\text{“}A \varepsilon \Delta \text{”}, \rho\right) \mapsto \mu_\rho(\mathcal{A}^{-1}(\Delta)).$$

This is exactly analogous to the classical case: there, a physical quantity $A$ is represented by a measurable function $f_A : \Sigma \to \mathbb{R}$ from the state space $\Sigma$ of the system to the real numbers, and a proposition “$A \varepsilon \Delta$” is represented by the measurable subset $f_A^{-1}(\Delta) \subseteq \Sigma$ of the state space. Moreover, a classical state is a probability measure $\mu_c : \mathcal{B}(\Omega) \to [0, 1]$, where $\mathcal{B}(\Omega)$ denotes the measurable subsets of $\Omega$.

The state-proposition pairing in the classical case is given by

$$\left(\text{“}A \varepsilon \Delta \text{”}, \rho\right) \mapsto \mu_c(f_A^{-1}(\Delta)).$$

Yet, in the quantum case we have a function $\mu_\rho(\mathcal{A}^{-1}(\Delta)) : \mathcal{V}(\mathcal{N}) \to [0, 1]$, assigning one probability to each context $V \in \mathcal{V}(\mathcal{N})$, while classically, we have just one probability.

Moreover, the usual Born rule of quantum theory gives only one probability: the Born rule says that in the state $\rho$, the probability that upon measurement of $A$ the outcome will lie in $\Delta$ is given by

$$\text{Prob}(\text{“}A \varepsilon \Delta \text{”}; \rho) = \rho(e^{\hat{A}}(\Delta)).$$

As mentioned before, measuring of $A$ implicitly means choosing a context that contains $A$. Let $V$ be a context that contains $\hat{A}$, the self-adjoint operator representing $A$. As we saw in subsection 4.2, in such a context $V$ the component $(\mathcal{A}^{-1}(\Delta))_V \subseteq S(\hat{A}; \Delta)$ is given by $e^{\hat{A}}(\Delta)$ (or the corresponding clopen subset $S_{e^{\hat{A}}(\Delta)} \subseteq \Sigma V$). Hence, we obtain

$$\left(\mu_\rho(\mathcal{A}^{-1}(\Delta))\right)_V = (\mu_\rho)_V(S_{e^{\hat{A}}(\Delta)}) = \rho(e^{\hat{A}}(\Delta))$$

if $\hat{A} \in V$. In this way, we reproduce the Born rule, the predictive content of quantum theory.
Moreover, if $\hat{A} \notin V$, then the component $(\hat{A}^{-1}(\Delta))_V = S(\hat{A}; \Delta)$ is given by $\delta^\rho(e^{\hat{A}}(\Delta))_V$, which in general is a larger projection than $e^{\hat{A}}(\Delta)$. Hence, in such a context we obtain

\[(\mu_\rho(\hat{A}^{-1}(\Delta)))_V = (\mu_\rho)_V(S_{\delta^\rho(e^{\hat{A}}(\Delta))}_V) = \rho(\delta^\rho(e^{\hat{A}}(\Delta)))_V),\]

which is larger than or equal to the probability determined by the Born rule. (This is another consequence of coarse-graining.) We have shown:

**Proposition 4.10.** The minimum of the function $\mu_\rho(\hat{A}^{-1}(\Delta)) : V(N) \to [0, 1]$ resulting from our state-proposition pairing is the usual quantum expectation value $\rho(e^{\hat{A}}(\Delta))$ provided by the Born rule.

The quantum-theoretical CDF of a quantum random variable with respect to a state $\rho$ is obtained as the composition

\[C^{\hat{A}} := \min_{V \in V(N)} \mu_\rho \circ E^{\hat{A}},\]

where $\mu_\rho : \text{Sub}_\Sigma \Sigma \to \mathcal{A}(V(N); [0, 1])$ is the probability measure on $\Sigma$ corresponding to $\rho$. Note that $C^{\hat{A}}$ takes values in $[0, 1]$, just as a CDF usually does. Concretely,

\[C^{\hat{A}} : \mathbb{R} \to [0, 1] \quad r \mapsto \min_{V \in V(N)} \mu_\rho(E^{\hat{A}}(r)).\]

By definition, $E^{\hat{A}}(r) = \hat{A}^{-1}([-\infty, r]) = \delta(\hat{E}^{\hat{A}}_r)$ (cf. (79)). The minimum is attained at those contexts $V \in V(N)$ that contain $\hat{A}$, which confirms that $C^{\hat{A}}$ indeed is the CDF of the random variable described by $\hat{A}$ (or its Gelfand transform $\overline{\hat{A}}$).

Finally, the corresponding quantile function is the left adjoint of $C^{\hat{A}}$, that is,

\[q^{\hat{A}} : [0, 1] \to \mathbb{R} \quad s \mapsto \inf\{r \in \mathbb{R} \mid s \leq C^{\hat{A}}(r)\}.\]

We summarise our results in table 2, which should be compared to table 1 above. In table 2, we use the Gelfand spectrum $\Sigma_V$ of an abelian von Neumann algebra $V$ as the sample space on the classical side. Since the Gelfand transform $\overline{\hat{A}} : \Sigma_V \to \text{sp} \hat{A} \subset \mathbb{R}$ of a self-adjoint operator $\hat{A} \in V$ is the representative of a random variable in the classical case, the inverse image of the random variable is a map $\overline{\hat{A}}^{-1} : B(\mathbb{R}) \to \mathcal{C}(\Sigma_V)$. On the quantum side, the spectral presheaf $\Sigma$, which is a reasonably straightforward generalisation of the Gelfand
spectrum to nonabelian von Neumann algebras, plays the role of the sample space.

The relevant complete meet-semilattices are $L = \mathcal{C}(\Sigma_V)$ (which is a complete Boolean algebra isomorphic to $\mathcal{P}(V)$, see (36)) in the classical case and $L = \text{Sub}_cl\Sigma$ (which is a complete bi-Heyting algebra) in the quantum case.

|                        | Classical | Quantum |
|------------------------|-----------|---------|
| Sample space           | $\Sigma_V$ | $\Sigma$ |
| Inv. im. of random var.| $\bar A^{-1}:\mathcal{B(\mathbb{R})} \to \mathcal{C}(\Sigma_V)$ $\Delta \mapsto \bar A^{-1}(\Delta)$ | $\bar A^{-1}:\mathcal{B(\mathbb{R})} \to \text{Sub}_cl\Sigma$ $\Delta \mapsto \delta(\hat{\mathcal{A}}(\Delta)) = \mathcal{S}(\hat{A}; \Delta)$ |
| $L$-CDF                | $\tilde{C}^A: \mathbb{R} \to \mathcal{C}(\Sigma_V)$ $r \mapsto \tilde{C}^A(r) = \bar A^{-1}([-\infty, r])$ | $E^{\hat{A}}: \mathbb{R} \to \text{Sub}_cl\Sigma$ $r \mapsto E^{\hat{A}}_r = \bar A^{-1}([-\infty, r])$ |
| $L$-quantile function  | $\bar q^A : \mathcal{C}(\Sigma_V) \to \mathbb{R}$ $S \mapsto \inf\{r \in \mathbb{R} \mid S \leq \tilde{C}^A(S)\}$ | $\bar q^{\hat{A}} = o^{\hat{A}} : \text{Sub}_cl\Sigma \to \mathbb{R}$ $S \mapsto \inf\{r \in \mathbb{R} \mid S \leq E^{\hat{A}}(r)\}$ |
| State                  | $\mu : \mathcal{C}(\Sigma_V) \to [0, 1]$ | $\mu_{\rho} : \text{Sub}_cl\Sigma \to \mathcal{A}(V(\mathcal{N}), [0, 1])$ |
| CDF                    | $C^A = \mu \circ \tilde{C}^A : \mathbb{R} \to [0, 1]$ $r \mapsto \mu(\bar A^{-1}([-\infty, r]))$ | $C^{\hat{A}} : \mathbb{R} \to [0, 1]$ $r \mapsto \min_{V \in V(\mathcal{N})} \mu_{\rho}(\hat{A}^{-1}([-\infty, r]))$ |
| Quantile function      | $q^A : [0, 1] \to \mathbb{R}$ $s \mapsto \inf\{r \in \mathbb{R} \mid s \leq C^A(r)\}$ | $q^{\hat{A}} : [0, 1] \to \mathbb{R}$ $s \mapsto \inf\{r \in \mathbb{R} \mid s \leq C^{\hat{A}}(r)\}$ |

Table 2. Classical probability and quantum probability in the topos-based perspective
5. Summary and outlook

$L$-valued measures, CDFs, and quantile functions. We observed in section 3 that even in the classical case of a random variable $A$ and a probability measure $\mu$ on a measurable space $\Omega$, there is a Galois connection between the cumulative distribution function $C^A$ and the quantile function $q^A$. This becomes obvious from the adjoint functor theorem for posets when the domain of $C^A$ (and hence the codomain of $q^A$) is extended canonically to the extended reals $\overline{\mathbb{R}}$.

This observation was then generalised to measures taking values not in $[0,1]$, but in a complete meet-semilattice $L$. This includes

- the case $L = \mathcal{B}(\Omega)$ of (equivalence classes of) measurable subsets (modulo null subsets) of a classical sample space $\Omega$, where the $L$-valued measure is the inverse image map $A^{-1}$ of a random variable $A$,
- the usual quantum-mechanical case of $L = \mathcal{P}(\mathcal{N})$, that is, of projection-valued measures, where the $L$-valued measure of a random variable $A$, represented by a self-adjoint operator $\hat{A}$, is the spectral measure $e^\hat{A}$,
- the presheaf- and topos-based case of $L = \text{Sub}_{\text{cl}} \Sigma$ of clopen subobjects of the spectral presheaf $\Sigma$, which plays the role of a joint sample space for all quantum random variables, as shown in section 4 (and summarised below).

It is not important if $L$ is a distributive lattice (such as $\mathcal{B}(\Omega)$ in the classical case), or a non-distributive one (such as $\mathcal{P}(\mathcal{N})$ in the quantum case), it is just required that $L$ be a complete meet-semilattice.

$L$-CDFs can be defined for $L$-valued measures in the obvious way, see (19). Since $L$-CDFs are meet-preserving maps, they have left adjoints, which we call $L$-quantile functions. An ordinary CDF can be decomposed into an $L$-CDF, followed by the measure, see (28). Analogously, each ordinary quantile function can be decomposed into the adjoint of a measure, followed by the $L$-quantile function, see (30). This presupposes that the measure preserves meets, which is a regularity condition that for example holds for normal quantum states.

We then showed that $q$-observable functions, introduced in Part I [10], are $\mathcal{P}(\mathcal{N})$-quantile functions for $\mathcal{P}(\mathcal{N})$-valued measures – that is, spectral measures – defined by quantum observables seen as quantum random variables. This gives a clear interpretation of $q$-observable

---

6 We recall that each complete meet-semilattice also is a complete join-semilattice.
functions in terms of quantum probability theory. In this perspective, the (extended) spectral family $E^{\hat{A}}$ plays the role of the $\mathcal{P}(\mathcal{N})$-CDF.

**Quantum probability in a topos-based perspective.** We have shown that the spectral presheaf $\Sigma$ of the von Neumann algebra $\mathcal{N}$ of observables of a quantum system can serve as a joint sample space for all quantum observables of the system. The Kochen-Specker theorem is a no-go theorem that shows that no measurable space in the usual, set-based sense can play the role of a joint sample space for non-compatible quantum observables (represented by non-commuting self-adjoint operators). In the topos approach to quantum theory, the Kochen-Specker theorem is circumvented by the fact that $\Sigma$ is not simply a set but a presheaf. Moreover, the spectral presheaf is a natural generalisation of the Gelfand spectrum $\Sigma_V$ of an abelian von Neumann algebra $V$. As is well-known, $\Sigma_V$ can serve as a sample space in the classical case, that is, for co-measurable physical quantities/random variables, which can be represented by commuting self-adjoint operators (or their Gelfand transforms).

In the classical case, the clopen subsets of $\Sigma_V$ form a complete Boolean algebra $\mathcal{C}l(\Sigma_V)$ and serve as measurable subsets and hence as the codomain of inverse images of random variables, $A^{-1} : B(\text{im}\, A) \to \mathcal{C}l(\Sigma_V)$. In the presheaf-based formulation of quantum probability, the clopen subobjects of $\Sigma$ form a complete bi-Heyting algebra $\text{Sub}_{cl}\Sigma$ that generalises the complete Boolean algebra $\mathcal{C}l(\Sigma_V)$ of clopen subsets of the Gelfand spectrum.

Conceptually, a bi-Heyting algebra can be seen as a mild generalisation of a Boolean algebra: a bi-Heyting algebra is a distributive lattice (in contrast to the usual non-distributive lattice $\mathcal{P}(\mathcal{N})$ of projections used in standard quantum probability). The only difference between a Boolean algebra and a bi-Heyting algebra lies in the way complements are defined: a bi-Heyting algebra has two kinds of negations or pseudo-complements, one coming from the Heyting structure, the other from the co-Heyting structure. In a Boolean algebra, which also is a bi-Heyting algebra, the two negations coincide. (For a logical interpretation of the bi-Heyting structure of $\text{Sub}_{cl}\Sigma$, see [9].)

Inverse images of quantum random variables are represented by mappings $\hat{A}^{-1} : B(\mathbb{R}) \to \text{Sub}_{cl}\Sigma$ from standard, topos-external Borel subsets of outcomes to clopen subobjects of the topos-internal sample space $\Sigma$. The clopen subobject-valued map $\hat{A}^{-1}$ generalises the usual projection-valued spectral measure $e^{\hat{A}} : B(\mathbb{R}) \to \mathcal{P}(\mathcal{N})$. The associated cumulative distribution function $E^{\hat{A}} : \mathbb{R} \to \text{Sub}_{cl}\Sigma$ and its left adjoint $o^{\hat{A}} : \text{Sub}_{cl}\Sigma \to \mathbb{R}$ are the analogues of the spectral family
\( E^A : \mathbb{R} \rightarrow \mathcal{P}(\mathcal{N}) \) and the quantum quantile function \( o^A : \mathcal{P}(\mathcal{N}) \rightarrow \mathbb{R} \). States of the quantum system are given by probability measures \( \mu_\rho : \text{Sub}_{cl} \Sigma \rightarrow \mathcal{A}(\mathcal{V}(\mathcal{N}), [0, 1]). \)

Crucially, the Born rule is captured by the new formalism, and quantum mechanical probabilities are calculated in a way completely analogous to the classical case: propositions \( \text{“} A \in \Delta \text{”} \) are mapped to measurable subobjects \( \Sigma(\hat{A}; \Delta) \) of the quantum sample space \( \Sigma \), and each quantum state, given by a probability measure \( \mu_\rho \) on \( \Sigma \), assigns an element \( \mu_\rho(\Sigma(\hat{A}; \Delta)) \) of \( \mathcal{A}(\mathcal{V}(\mathcal{N}), [0, 1]) \) to each \( \Sigma \in \text{Sub}_{cl} \Sigma \). The minimum of the function \( \mu_\rho(\Sigma(\hat{A}; \Delta)) \) is the usual quantum mechanical probability that upon measurement of the random variable (physical quantity) \( A \), the outcome will lie in \( \Delta \):

\[
\text{Prob}(\text{“} A \in \Delta \text{”}; \rho) = \min_{V \in \mathcal{V}(\mathcal{N})} (\mu_\rho(\Sigma(\hat{A}; \Delta))).
\]

The minimum is attained at all contexts \( V \) that contain the self-adjoint operator \( \hat{A} \).

Summing up, we have derived a formulation of quantum probability that is \textit{structurally} very similar to classical probability, more so than the usual, Hilbert space-based formulation.

**Outlook.** As is well-known, the probabilistic aspects of quantum theory can naturally be formulated and generalised using positive operator-valued measures (POVMs, also called semispectral measures) [23, 32]. In future work, it will be interesting to consider generalisations of our constructions to POVMs, and to relate our constructions to more advanced aspects of noncommutative probability and their applications in the Fock space formalism of quantum theory [34].
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