Characterizing correlations and synchronization in collective dynamics
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Abstract

Synchronization, that occurs both for non-chaotic and chaotic systems, is a striking cooperative phenomena in natural phenomena. However, even before synchronization, strong correlations occur in the collective dynamics of complex systems. To characterize their nature is essential for the understanding of phenomena in physical and social sciences. The emergence of strong correlations before synchronization is illustrated in a few piecewise linear models. They are shown to be associated to the behavior of ergodic parameters which may be exactly computed in some models. The models are also used as a testing ground to find general methods to characterize and parametrize the correlated nature of collective dynamics.
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1 Introduction

Synchronization in complex systems is a striking cooperative phenomena in Nature that has been shown to be of fundamental importance in fields as diverse as the operation of heart pacemaker cells, circadian cycles, epileptic seizures, schizophrenia disorders, neuronal firing, animal behavior, social fads, the integration of cognitive
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tasks, synchronization-based computation, and even quantum systems.

Many natural systems can be described as networks of oscillators coupled to each other. Coupled oscillators may display synchronized behavior, i.e. follow a common dynamical evolution. Synchronization properties are dependent on the coupling pattern among the oscillators, represented as an interaction network. The central question concerns the emergence of coherent behavior: synchronization or other types of correlation. This occurs both for systems with regular behavior as well as for systems which have chaotic dynamics (lasers, neural networks, physiological processes, etc.). Chaotic systems are characterized by a strong sensitivity to initial conditions, and two identical uncoupled chaotic systems will become uncorrelated at large times even if they start from very similar (but not identical) states. Nevertheless, the coupling of such systems can make them follow the same chaotic trajectories.

The degree of synchronization is usually measured by a parameter related to the coherence of the phases or by the entropy of the phases distribution. Most of the work developed so far in this field has emphasized criteria for synchronizability and the relation between network structure and the emergence of synchronized behavior. Typically, the emphasis has been on the distinction between synchronized and incoherent behavior or on their coexistence as in the so-called chimera states. Some exploration, mostly numerical, has also been done on partially synchronized states, clustering, dimensional reduction, etc. However, little has been done on the way of developing effective tools to characterize, in a quantitative manner, the striking correlation phenomena that may appear before synchronization or even in the apparently incoherent phases of some systems. That is the main purpose of this work.

As a first step we have started to identify a set of models which, while representative of the actual situations found in the natural world, were also sufficiently simple to provide an identification of the mechanisms underlying the correlation and synchronization phenomena. This search led to the choice of:

A) A deformed Kuramoto model,
B) A model of coupled oscillators with a triangle interaction,
C) An integrate-and-fire model.

The the first two models are representative of the stylized behavior found in many collective systems in biology, population dynamics, socio-economic phenomena, etc. In addition, the first model has in some limit a complete characterization of the Lyapunov spectrum, which provides a good hint on the relevance of the ergodic invariants to collective behavior. Finally the third model relates to neuroscience.

Once these models studied, mostly by numerical simulation, we have tested whether simple correlation tools might be sufficient to unravel the correlation behavior that arises before synchronization. Having these tests, partly described in subsection 2.1, shown that the usual correlation measures are not sufficient.
for our purposes, we set out to develop new tools which are described in section 3 and tested on the models in section 4. Admittedly, the new tools are more complex than simple correlations. Nevertheless they are not hard to program and even implement as an automatic diagnostic.

2 The models

2.1 A deformed Kuramoto model

The main model used, in the past, for the study of synchronization phenomena was the Kuramoto model [54]

\[
\frac{d\theta_i}{dt} = \omega_i + \frac{K}{N-1} \sum_{j=1}^{N} \sin(\theta_j - \theta_i)
\] (1)

The analysis of the Kuramoto model has a long history, with a number of important results obtained throughout the years [55] [56] but a full understanding of its dynamics is still lacking, and most of the rigorous results are only strictly valid in the thermodynamic limit.

Here we use a model of the same type. This model, first mentioned in [57], is

\[
x_i(t+1) = x_i(t) + \omega_i + \frac{K}{N-1} \sum_{j=1}^{N} \pi f^{(n)}(x_j - x_i) \quad (\text{mod}\pi)
\] (2)

with \(x_i \in [-\pi, \pi]\) and \(f^{(n)}\) a deformed version of the Kuramoto interaction

\[
f^{(n)}(x) = \text{sign}(x) \left( \sin \left( \frac{|x|^n}{\pi^{n-1}} \right) \right)^{1/n}
\] (3)

For \(n = 1\) \(f^{(1)} = \sin(x)\) and when \(n \to \infty\) it becomes (Fig. 1)

\[
f^{(\infty)}(x_j - x_i) = \frac{1}{\pi} (x_j - x_i) \quad (\text{mod}\ 1)
\] (4)

For the numerical examples the \(\omega_i's\) will follow a Cauchy distribution

\[
p(\omega) = \frac{\gamma}{\pi \left[ \gamma^2 + (\omega - \omega_0)^2 \right]}
\] (5)

The \(f^{(\infty)}\) interaction will be used to derive parameters that characterize the correlations that emerge before synchronization. However they can also be easily computed in more general systems.

For coupled dynamical systems, an order parameter for synchronization is, for example [58]

\[
R_n(t) = \left| \sum_{m=1}^{N} A_{n,m} e^{ix_m(t)} \right|
\] (6)
where $A$ is the adjacency matrix. For the fully coupled system we consider, it is simply

$$r(t) = \left| \frac{1}{N} \sum_{j=1}^{N} e^{ix_j(t)} \right|$$

(7)

In the Figs. 2, 3 and 4 we display the results of numerical simulation of the system (2) with $f^{(\infty)}$, $N = 100$, $K = 0.2$, $K = 0.4$ and $K = 0.8$. A typical distribution of the Cauchy-distributed frequencies $\omega_i$ is plotted in Fig.5. We start from random initial conditions and plot the color-coded coordinates $x_i(t)$ from $t = 500$ to $t = 600$. One sees that for the small $K$ the coordinates seem to be uncorrelated whereas for larger $K$ a large degree of synchronization is observed. This is also the information that one obtains from the behavior of the order parameter $r(t)$.

The behavior of the model is similar to Kuramoto’s. An important question is whether synchronization is all there is in the dynamics of interacting oscillators. In the past, several authors have found, for example, synchronized cluster formation, before the full synchronization transition. The simplicity of the present model allows for further exploration of this question and an useful hint is, as usual, obtained from the computation of the ergodic parameters [59]. In particular the Lyapunov spectrum of model (2), in the $n \to \infty$ case, may be obtained exactly.

When $K = 0$ there are $N$ neutral directions, that is, the effective dynamical dimension is $N$ and the Lyapunov spectrum contains $N$ zeros. However, as soon as $K > 0$, the Lyapunov spectrum consists of one isolated zero and $\log\left(1 - \frac{N}{N - 1} K\right)$, $(N - 1)$-times. Therefore although it is only for sufficiently large $K$ that synchronization effects seem to occur, there are, for any small $K > 0$, $N - 1$ contracting directions. The effective dynamical dimension is one for any small $K > 0$. As soon as there is a (positive) interaction between
Figure 2: Coordinates $x_i$ and order parameter $r(t)$ for $K = 0.2$

the units, they are, in the ergodic sense, enslaved to a single collective dynamics. Notice that this is not a pathology of this model. Numerical simulation of the Kuramoto and other models also show a drastic reduction of the effective dimension before the synchronization transition.

The fact that the Lyapunov spectrum of the deformed Kuramoto model in the $n \to \infty$ limit may be obtained exactly, provides important information on the mechanisms that occur before and at synchronization. The eigenvectors of the Jacobian are

$$
\begin{pmatrix}
1 \\
1 \\
1 \\
\vdots \\
1
\end{pmatrix},
\begin{pmatrix}
1 \\
-1 \\
0 \\
\vdots \\
0
\end{pmatrix},
\begin{pmatrix}
1 \\
-2 \\
0 \\
\vdots \\
0
\end{pmatrix},
\begin{pmatrix}
1 \\
1 \\
1 \\
\vdots \\
-1
\end{pmatrix}
$$

the first one being associated to the eigenvalue 1 and all the others to $\left(1 - \frac{N}{N-1}K\right)$.

Denoting by $x_i$ the agents coordinates, the eigenmodes associated to these eigenvectors are

$$Y_{N,p} = \sum_{i=1}^{n+p-1} x_i - px_{n+p}$$

For $K \neq 0$ and before synchronization these modes follow complex periodic orbits which converge to fixed points when synchronization sets in. Therefore one finds here two distinct phenomena. The first one is the dimension reduction at $K = 0$ and then the convergence to fixed points of the eigen-motions associated to the negative Lyapunov exponents. Here the dimension reduction threshold is quite sharp at $K = 0$, but in other models it is more gradual.
The synchronization order parameter $\mathcal{O}(t)$ cannot by itself describe the strong correlations and dimensional reduction that occur before synchronization. As shown for the simple model in the $n \to \infty$ limit, characterization of the correlations may be obtained by the projections on the eigenvectors of the Lyapunov matrix. However our aim is to develop general methods that might be applied to any system when one has no access to its solutions or even to the equations that generate the time series. Will a correlation measure be sufficient to unravel all the complexities that arise before synchronization? To explore this possibility we have computed the correlation of the agents dynamics. That is, we have computed the increments of the coordinates (on the circle), for a long time interval, and from them the matrix of correlations. A typical example is shown in Fig.6 with the same colour code as Fig.2 for positive correlation and black for zero or negative correlation.

In the figure, at $K = 0.2$, one sees many different correlations of several intensities. However it is not clear, from examination of this figure, how to characterize the nature of the correlations nor how they evolve as one approaches the synchronization regime. This has led us to propose several other methods which were then tested on the models: One is based on the geometrical characterization of the dynamics, another is related to dynamical clustering using spectral methods and another one is based on a version of the notion of conditional Lyapunov exponents.
Figure 4: Coordinates $x_i$ and order parameter $r(t)$ for $K = 0.8$

Figure 5: A typical distribution of the Cauchy-distributed frequencies $\omega_i$
Figure 6: The agents’ correlation matrix for the deformed Kuramoto model when $n \rightarrow \infty$ and $K = 0.2$
2.2 Coupled oscillators with a triangle interaction

Here the dynamical law is

\[ x_i(t + 1) = x_i(t) + \omega_i + \frac{K}{N-1} \sum_{j=1}^{N} g(x_j - x_i) \quad (mod \pi) \]  

(8)

\( g(x) \) being the function displayed in Fig.7. The frequencies \( \omega_i \) are also assumed to follow a Cauchy distribution.

![Figure 7: The "triangle" function](image)

As in the previous example, for small values of the coupling \( K \) the order parameter \( r \) fluctuates around small values, whereas for large values the synchronization is apparent (Figs.8, 9 and 10).

However, one sees by computing numerically the Lyapunov spectrum (Fig.11), that already for very small \( K \) values, instead of \( N \) neutral directions there are a number of contracting directions, implying a reduction in the effective dimension. This is not apparent on the behavior of the order parameter \( r \), emphasizing once more the need to characterize the correlations that appear before synchronization.
Figure 8: Coordinates $x_i$ and order parameter $r(t)$ for $K = 0.1$ (triangle interaction)

Figure 9: Coordinates $x_i$ and order parameter $r(t)$ for $K = 0.3$ (triangle interaction)
Figure 10: Coordinates $x_i$ and order parameter $r(t)$ for $K = 0.7$ (triangle interaction)

Figure 11: Numerically computed Lyapunov spectrum for the triangle interaction at $K = 0.1$ and $K = 0.3$
2.3 A deterministic "integrate and fire" model

Our third example is of a different nature from the previous ones. The dynamics is defined by

\[
x_i(t + 1) = x_i(t) + s_i + \frac{k}{N-1} \sum_{j \neq i} \theta(x_j(t-1) - x_j(t) - 0.4) \quad (mod1) \quad (9)
\]

\[\theta\] being the function

\[
\begin{align*}
& x > 0 \quad \theta(x) = 1 \\
& x \leq 0 \quad \theta(x) = 0
\end{align*}
\]

The free evolution of each unit is a slow increase during many time steps followed by a jump (Fig.12).

![Figure 12: The "integrate and fire" free evolution](image)

This jump, by a neuron analogy [6], interpreted as a spike and the interaction with the other units occurs only when they spike. In the Fig.13 we display the time evolution of the spiking units obtained for \(k = 0, 0.5, 1.2\) and 1.5. The simulations are run from random initial conditions in the unit interval and the \(s_i\)'s are also chosen at random.

As the coupling increases one sees an increase in the spiking rate but not special coordination between the firing times. However, above around \(k = 1\) a distinct clustering of the spiking patterns is clearly observed. How these correlations may be characterized will later be seen.
Figure 13: Spiking patterns for different coupling values. 200 time steps, 100 units.
3 Tools to characterize correlations in collective dynamics

In this section we describe some tools which may, qualitatively and quantitatively characterize correlations in collective dynamics. The emphasis is, as stated before, on the characterization of the nature of the correlations that occur before synchronization sets in or even in systems that never synchronize.

3.1 The geometry of the dynamics

Given a set of $N$ time series one defines a distance between each pair. One possibility is to consider the Euclidean distance

$$d_{ij} = \frac{1}{T-t_0} \sqrt{\sum_{t=t_0}^{T} (x_i(t) - x_j(t))^2} \quad (10)$$

Then, using the technique of multidimensional scaling (MDS), imbed the $N$ time series as points in an Euclidean space. MDS begins with a $N \times N$ distance matrix $D = \{d_{ij}\}$ and the aim is to find a configuration of points in a $p$–dimensional space such that the coordinates of the points yield a Euclidean distance matrix with elements which are as close as possible to the distances in the original distance matrix (but not exactly the same if the original distances are not Euclidean).

We proceed as follows: denote by $Y$ the matrix of coordinates in the embedding $p$–dimensional Euclidean space

$$Y = \begin{pmatrix} y_{11} & y_{12} & \cdots & \cdots & y_{1p} \\ y_{21} & y_{22} & \cdots & \cdots & y_{2p} \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ y_{N1} & y_{N2} & \cdots & \cdots & y_{Np} \end{pmatrix} \quad (11)$$

and consider the following decomposition of the squared distance matrix

$$d_{ij}^2 = \left| \overrightarrow{y_i} - \overrightarrow{y_j} \right|^2 = b_{ii} + b_{jj} - 2b_{ij} \quad (12)$$

Then, the elements of the $N \times N$ matrix $B$

$$B = YY^T \quad (13)$$

are recovered from

$$b_{ij} = -\frac{1}{2} \left\{ d_{ij}^2 - \frac{1}{n} \left( \sum_{j=1}^{n} d_{ij}^2 + \sum_{i=1}^{n} d_{ij}^2 - \frac{1}{n} \sum_{i,j=1}^{n} d_{ij}^2 \right) \right\} \quad (14)$$

where by a translation of the origin in $\mathbb{R}^p$ one makes $\sum_{i=1}^{N} y_{ik} = 0$ for all $k$. 
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One diagonalizes the matrix $B$ reconstructed by

$$ B = V \Lambda V^T $$

with $\Lambda = (\lambda_1 \cdots \lambda_n)$ ($\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N$) being the diagonal matrix of eigenvalues and $V = [V_1, \cdots, V_N]$ the matrix of normalized eigenvectors. Whenever the dimension $p$ of the imbedding space is smaller than $N$ the rank of $B$ is $p$ (with the last $N - p$ eigenvalues being zero). One may write

$$ B = V^* \Lambda^* V^{*T} $$

where $V^*$ contains the first $p$ eigenvectors and $\Lambda^*$ the first $p$ eigenvalues. Then a solution for $Y$ is $Y = V^* \Lambda^{1/2}$.

When the input distance matrix is not Euclidean, the matrix $B$ is not positive-definite. In such case, some of the eigenvalues of $B$ will be negative and correspondingly some coordinate values will be complex numbers. If $B$ has only a small number of small negative eigenvalues, it is still possible to use the eigenvectors associated with the $p$ largest positive eigenvalues.

For the time series case, after the Euclidean embedding of the orbits is done, one obtains a cloud of points (a point for each orbit). The shape and effective dimension of the cloud is obtained by reducing the coordinates to the center of mass and computing the inertial tensor

$$ T_{ij} = \sum_{k=1}^{N} y_i(k) y_j(k) $$

Let $\lambda(T)$ be the eigenvalues of $T$. Once the eigenvalues $\{\lambda_k\}$ and eigenvectors $\{V_k\}$ of $T$ are found, the relevant quantities, to characterize the correlations, are the projections $(x_i, V_k)$ of the coordinate vectors on the eigenvectors, in particular on those associated to the largest eigenvalues.

### 3.2 Dynamical clustering

Here one wants to develop a tool to detect the dynamical communities that emerge from the interaction. For this purpose the relevant quantities characterizing the dynamics of each agent are the coordinate increments

$$ \Delta_i(t) = x_i(t) - x_i(t - 1) $$

which may be used to find a dynamical distance of the agents

$$ d_{ij} = \sqrt{\sum_{t=1}^{T} |\Delta_i(t) - \Delta_j(t)|^2} $$

From the distances one defines an adjacency matrix

$$ A_{ij} = \exp(-\beta(d_{ij} - d_{\text{min}})) $$
a degree matrix

\[(G)_{ii} = \sum_{j \neq i} A_{ij}\] (21)

and a Laplacian matrix

\[L = G - A\] (22)

The lowest eigenvalues in the \(L\)-spectrum provide information on the dynamical communities insofar as they minimize the RatioCut of \(K\) communities [60]

\[
\text{RatioCut} (C_1, ..., C_K) = \frac{1}{2} \sum_{k=1}^{K} \frac{W (C_k, \overline{C_k})}{|C_k|} \tag{23}
\]

with \(W (C_k, \overline{C_k}) = \sum_{i \in C_k, j \in \overline{C_k}} A_{ij}\) being the sum of the external connections of the community \(C_k\), and \(|C_k|\) the number of elements in the \(C_k\) community.

### 3.3 The conditional Lyapunov spectrum

An issue of some relevance in multi-agent systems is to compare the view that each agent has of its dependence on the dynamics of the other agents with the actual dependence on the dynamics of the whole network. This is captured by the notion of conditional exponents. Conditional exponents, first introduced by Pecora and Carroll [34] in their study of synchronization of chaotic systems, have been shown to be good ergodic invariants [61], playing an important role as self-organization parameters [62]. The conditional exponents are computed in a way similar to the Lyapunov exponents but with each agent taking into account only its neighbors, not the whole system. However for the time average required for the calculation of the ergodic invariants, the actual global dynamics is used.

For a system with the neighborhood degree characterized by the adjacency matrix, the calculation of the conditional exponents spectrum is equivalent to the computation of the Jacobian of a modified dynamics where the interaction is weighed by the proximity of the agents (that is, by the adjacency matrix). Nevertheless the Jacobian is averaged over the orbits of the actual dynamics. For example, for the interacting oscillators of the deformed Kuramoto model, the Jacobian would be computed for a fictitious dynamics

\[
x_i(t + 1) = x_i(t) + \omega_i + \frac{K}{N-1} \sum_{j=1}^{N} A_{ij} \pi f^{(n)} (x_j - x_i) \tag{24}
\]

The integrated difference of the conditional and the Lyapunov spectrum is an important parameter to characterize the correlated dynamics.

Another promising technique to characterize the correlations occurring before synchronization has been developed by Lopez and Rodriguez [39] who, by considering the Hilbert transform of the coupled time series, obtain an evolving phase and then compute the entropy of the phase distribution. We will not deal here with this technique and refer to [39] for details.
How the above techniques do indeed provide information on the correlations of the collective dynamics will be clear by their application to the models described in Section 2.

4 Illustration of the tools on the model interactions

4.1 The deformed Kuramoto model

4.1.1 The geometry of the dynamics

We have applied the geometrical technique to the model (2), the distance of agent \( i \) to agent \( j \) being the sum of the distances on the circle on the last 100 time steps. Embedding each 100−times orbit as points in Euclidean space and using MDS, the eigenvalues \( \lambda(B) \) of the \( B \) matrix were obtained.

The coordinates of the imbedded dynamics are then reduced to the center of mass and the inertial tensor is computed,

\[
T_{ij} = \sum_{k=1}^{N} y_i(k)y_j(k) \tag{25}
\]

the eigenvalues \( \{\lambda_k(T)\} \) being the eigenvalues of \( T \) and \( \{V_k\} \) its eigenvectors.

Figs. 14 and 19 show the results of the geometrical analysis for the dynamics of the model (2). Figs. 14 16 and 18 show the eigenvalues of the \( B \) and \( T \) matrices and Figs. 15 17 and 19 the projection of the dynamics on the first and second eigenvectors of \( T \). Of particular interest is the fast reduction in the geometrical dimension of the dynamics, as measured by the fast convergence to zero of the \( \lambda(T) \) eigenvalues, for \( K \neq 0 \). The whole dynamics seems to be approximately embedded in a two-dimensional subspace. Therefore, the projections on the first two (dominant) eigenvectors which display very distinct organized patterns, exhibit the strong correlations that already exist before synchronization sets in.

The projection of the embedded coordinates \( \{x_i\} \) on the eigenvectors \( V_k \) associated to the largest eigenvalues of \( T \) may be considered as the new order parameters that characterize the correlations that occur before synchronization. Of interest are also the parameters \( P_k = \sum_{i=1}^{N} |(x_i, V_k)| \).

4.1.2 Dynamical clustering

Distances and adjacency matrices were computed from the coordinate increments (Eqs. 18 to 21). In Figs. 20 21 and 22 we have plotted the spectrum of the Laplacian matrix \( L \) as well as the structure of the second and third eigenvectors to show the nature of the dominant communities.
4.1.3 The conditional exponents spectrum

As explained before, the conditional exponents are obtained from the Jacobian weighed by the agents proximity (that is, by the adjacency matrix) averaged over the orbits of the actual dynamics. For the deformed Kuramoto model, the Jacobian is computed for a fictitious dynamics

\[ x_i(t + 1) = x_i(t) + \omega_i + \frac{K}{N - 1} \sum_{j=1}^{N} A_{ij} \pi f^{(n)}(x_j - x_i) \]  

(26)

The adjacency matrix that is used is the same that was derived in the previous subsection (4.1.2).

In Figs. 23, 24 and 25 the the spectrum of the Lyapunov number \( \mu_i = e^{\lambda_i} \) of the system (2) is compared with the conditional number \( \mu^C_i = e^{\lambda^C_i} \) spectrum for \( K = 0.2, 0.4 \) and \( 0.8 \).

One sees that for small coupling the conditional number spectrum is still close to the spectrum of the uncoupled system, meaning that the ”perception” of the agents is very close to a situation where their dynamics looks as a free dynamics, although in fact it is already fully correlated, as evidenced by the Lyapunov spectrum. As the coupling increases the conditional number spectrum becomes closer and closer to the Lyapunov spectrum. The integrated difference of the two spectra is an important parameter to characterize the correlated dynamics.
Figure 15: Projection of the dynamics on the first and second eigenvectors for $K = 0.2$.

Figure 16: Eigenvalues of the $B$ (Eq.13) and $T$ (Eq.17) matrices for $K = 0.4$. 
Figure 17: Projection of the dynamics on the first and second eigenvectors for $K = 0.4$.

Figure 18: Eigenvalues of the $B$ (Eq. 13) and $T$ (Eq. 17) matrices for $K = 0.8$. 


Figure 19: Projection of the dynamics on the first and second eigenvectors for $K = 0.8$

Figure 20: The spectrum of the Laplacian matrix $L$ and the second and third eigenvectors ($K = 0.2$)
Figure 21: The spectrum of the Laplacian matrix $L$ and the second and third eigenvectors ($K = 0.4$)

Figure 22: The spectrum of the Laplacian matrix $L$ and the second and third eigenvectors ($K = 0.8$)
Figure 23: Conditional (blue) versus Lyapunov (red) numbers ($K = 0.2$)

Figure 24: Conditional (blue) versus Lyapunov (red) numbers ($K = 0.4$)
Figure 25: Conditional (blue) versus Lyapunov (red) numbers ($K = 0.8$)
4.2 The triangle interaction model

For the triangle interaction, the dynamical dimension reduction is not as dramatic as in the deformed Kuramoto model, as is evident from the behavior of its Lyapunov spectrum (Fig. 11). Therefore one expects the correlations to develop at a slower pace as the coupling ($K$) increases.

4.2.1 The geometry of the dynamics

In the absence of interaction ($K = 0$) the inertial tensor has many large eigenvalues and the projections of the orbits on the two largest eigenvectors show no distinctive pattern (Fig. 26).

![Figure 26: Eigenvalues of the matrix $T$ and projection of the dynamics on the first and second eigenvectors for $K = 0$ (triangle interaction)](image)

One sees that the case $K = 0.1$ (Figs. 27 and 28) is not very different from the $K = 0$ case, showing that strong correlations have not yet developed. It is only for $K = 0.3$ and $0.7$ that the dynamics is almost two dimensional and strongly correlated (Figs. 29, 30, 31 and 32).

4.2.2 Dynamical clustering

As before the dynamical distances and the adjacency matrix are obtained from the coordinate increments. The spectrum of the Laplacian matrix $L$ and the second and third eigenvectors for $K = 0.1, 0.3$ and $0.7$ are displayed in the Figs. 33, 33 and 33. Some information is obtained from these results, mostly for $K = 0.3$ and $0.7$, however the analysis of the geometry of the dynamics performed in the previous subsection seems to be, in this case, a better way to characterize the correlations.
Figure 27: Eigenvalues of the $B$ and $T$ matrices for $K = 0.1$ (triangle interaction)

Figure 28: Projection of the dynamics on the first and second eigenvectors for $K = 0.1$ (triangle interaction)
Figure 29: Eigenvalues of the $B$ and $T$ matrices for $K = 0.3$ (triangle interaction)

Figure 30: Projection of the dynamics on the first and second eigenvectors for $K = 0.3$ (triangle interaction)
Figure 31: Eigenvalues of the $B$ and $T$ matrices for $K = 0.7$ (triangle interaction)

Figure 32: Projection of the dynamics on the first and second eigenvectors for $K = 0.7$ (triangle interaction)
Figure 33: The spectrum of the Laplacian matrix $L$ and the second and third eigenvectors for $K = 0.1$ (triangle interaction)

Figure 34: The spectrum of the Laplacian matrix $L$ and the second and third eigenvectors for $K = 0.3$ (triangle interaction)
Figure 35: The spectrum of the Laplacian matrix $L$ and the second and third eigenvectors for $K = 0.7$ (triangle interaction)
4.3 The deterministic integrate-and-fire model

The deterministic integrate-and-fire model is of a different nature as compared to the two previous models. It suggests that in addition to the geometric and clustering methods, that are fairly successful for continuous variable models, other tools should be developed to handle pulsing systems of this type.

To put into evidence the firing patterns we have displayed the histograms of the firing delays (Fig. 36). Here we define the firing delays as the separation in time of each firing with the closest firing in any one of the other units.

![Histograms of the firing delays](Fig. 36: Histograms of the firing delays)

One sees a tendency to organization of the system on the concentration of the distribution towards smaller delays on passing from $k = 0$ to $k = 0.5$, but it only only after $k \approx 1$ that the firings organize into a set of well defined patterns.

From the firing delays a distance between the units may be defined by the mean of the delays between each pair of units. From the distances an adjacency matrix was constructed and the spectrum of the Laplacian matrix computed (Fig. 37). Some information on the firing clusters is indeed obtained for $k = 1.2$ and 1.5, however the information provided by the histograms of the firing delays is sharper.
Figure 37: The Laplacian matrix spectrum
5 Conclusion

From the models analyzed in this paper it is clear that, in addition to synchronization, other types of strongly correlated behavior emerge in the collective dynamics of interacting systems. What at times has been dismissed as incoherent behavior contains important collective phenomena that enslave the dynamics. Hence, it seems important to develop tools which might be able to characterize qualitative and quantitatively the collective correlation effects that emerge before or instead of synchronization. A first step in this direction has been taken in this paper using geometrical and ergodic techniques.
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