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ABSTRACT. Let $X$ be a smooth projective variety of dimension 5 and $L$ be an ample line bundle on $X$. We show that $|K_X + 6L|$ is base-point free.

1. INTRODUCTION

Let $k$ be an algebraically closed filed of characteristic 0. We always denote by $X$ a smooth projective variety over $k$. Let $L$ be an ample line bundle on $X$. The pluricanonical linear systems $|mK_X|$ and more generally adjoint linear systems $|K_X + kL|$ play very important roles in describing the structure of the projective variety $X$ and in classifying of projective varieties. An important question about linear systems is when they are base-point free. In [Fuj88], Fujita raised the following conjecture.

Conjecture 1.1 (Fujita’s freeness conjecture). Let $X$ be a smooth projective variety and $L$ be an ample line bundle on $X$. Then the adjoint linear system $|K_X + kL|$ is base-point free if $k \geq \dim X + 1$.

Up to dimension 4, the conjecture has been proved (see [Rei88], [EL93], [Kaw97]). In general, some effective results were obtained (see for example [Dem93], [Kol93], [AS95], [Hel97], [Hel99] and [Hei02]).

In higher dimensions, a successful approach is to use Kawamata-Viehweg vanishing theorem and run inductions on dimensions of minimal log canonical centers.

Fujita [Fuj93] also introduced a new technique: volumes of graded linear systems on divisors. The technique was effectively used in [Kaw97], [Hel99], [Lee99], [Kak00], [YZ14] etc..

The idea is roughly the following. Instead of considering $kL$, we assume that $\sqrt[k]{L^d \cdot Z} \geq \sigma d \geq \dim X + 1$ for any subvarieties $Z \subseteq X$. Given a point $x \in X$, by asymptotic Riemann-Roch theorem, we know that there exists an effective $\mathbb{Q}$-Cartier divisor $G$ linearly equivalent to $\lambda L$ with $0 \leq \lambda < 1$ such that $(X, G)$ is log canonical at $x$ and the minimal log canonical center $M(G)$ passing through $x$ is a normal subvariety. If $M(G)$ is a single point, then by Kawamata-Viehweg vanishing theorem we know that $|K_X + L|$ is free at $x$. However, in general, $\dim M(G)$ may be positive. We have to run descending inductions on dimension of $M(G)$ to overcome this major difficulty. One
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way is to prove effective freeness on this singular variety $M(G)$ as in [EL93]. But it is extremely hard in higher dimensions due to possible bad singularities of $M(G)$. Another approach—the idea is originally due to Angehrn and Siu and adapted by Helmke and many others—is to create a new $\mathbb{Q}$–Cartier divisor $G'$ from $G$ so that $(X, G')$ is still log canonical at $x$ and the minimal log canonical center $M(G')$ is properly contained in $M(G)$.

The difficulty of creating $(X, G')$ from $(X, G)$ with the expected properties is measured by the deficit $\text{def}_x(X, G)$ (see Definition 2.5) which was introduced by Ein [Ein97] and Helmke [Hel97] independently. They showed that $\text{def}_x(X, G)$ is closely related to the multiplicity $\text{mult}_x M(G)$ and the order of vanishing $\text{ord}_x G$, and is bounded from above by the dimension $\dim M(G)$. For example, it is known that $\text{def}_x(G) \leq \dim X - \text{ord}_x(G)$ and

$$\text{mult}_x M(G) \leq \left( e - \left\lfloor \text{def}_x(X, G) \right\rfloor \right),$$

where $e$ is the embedding dimension of $M(G)$ at $x$. (see Proposition 2.8 for more relations). In [Hel97], it was proved that we can create a desired new pair $(X, G')$ if the following inequality

$$\left( \frac{\text{def}_x(X, G)}{1 - \lambda} \right)^d \cdot \text{mult}_x M(G) < L^d \cdot M(G)$$

holds. To prove Fujita’s freeness conjecture, it is very important to obtain optimal bounds for the three variables: $\text{mult}_x M(G)$, $\text{def}_x(X, G)$ and $\lambda$, where $\lambda$ is the rational number such that $G$ is $\mathbb{Q}$–linearly equivalent to $\lambda L$ and $(X, G)$ is log canonical at $x$.

In [Kaw97] and [Hel99], it was observed that $\text{def}_x(X, G) \leq 1$ if $x \in M(G)$ is a surface singularity. In [YZ14], we showed that in fact $\text{def}_x(X, G)$ is bounded above by a function $\alpha_{\dim M(G)}(m)$ of $m = \text{mult}_x M(G)$ which is determined by the inequality (1). In particular, $\alpha_2(m) = 1$.

Another effective way to bound $\text{def}_x(X, G)$ is to increase $\text{ord}_x G$. When the minimal log canonical center is a divisor, Fujita [Fuj93] introduced a new technique—volume calculation of graded linear systems on Cartier divisors in smooth varieties—to argue that one can indeed find an effective $\mathbb{Q}$–Cartier divisor $G'$ that is $\mathbb{Q}$–linearly equivalent to $\lambda' L$ such that $\lambda' < \lambda$ and $M(G') = M(G)$. The technique was effectively used in [Kaw97], [Hel99], [Lee99], [Kak00], [YZ14] etc.. In order to prove Fujita’s freeness conjecture in dimension 5, we generalize the volume calculation on Cartier divisors to Weil divisors (see Section 4 and Appendix A) which is crucial to handle the most difficult case in our proof (see Section 6 Part III).

Inspired by subadjunction theorem (see [Amb99, Theorem 2.5]), we generalize deficit function to lc pairs and obtain the following inequality

$$\text{def}_x(X, G) \leq \text{def}_x(M(G), \text{Diff}^*_M(G)),$$
where $\text{Diff}^*_{M(G)}(G)$ is the different of the pair $(X, G)$ on $M(G)$ as defined in [Amb99, Definition 4.2]. Moreover, we show that $\text{def}_x(M(G), \text{Diff}^*_{M(G)}(G))$ is less than the minimal log discrepancy $\text{mld}_x(M(G), \text{Diff}^*_{M(G)}(G))$. In particular, in the case that $\dim X = 5$ and $\dim M(G) = 2$, we have that

$$\text{mld}_x(M(G)) \leq \frac{2}{\text{mult}_x M(G)}.$$  

In fact, this inequality holds for any rational surface singularities (see Appendix B).

By studying invariants of singularities of minimal log canonical centers and carefully calculating volume of graded linear systems whose fixed parts contain a fixed prime divisor, we prove that Fujita’s freeness conjecture in dimension 5.

**Main Theorem.** Let $X$ be a smooth projective variety of dimension 5 and $L$ be an ample line bundle on $X$ such that $L^d \cdot Z \geq 6^d$ for any subvariety $Z \subseteq X$ of dimension $d$. Then the adjoint linear system $|K_X + L|$ is base-point free.

This paper is organized as follows. In section 2, we generalize the deficit function to a klt pair and discuss its upper bounds. In section 3, we discuss multiplicities and minimal log discrepancies at points in minimal log canonical centers. In section 4, we show that the order of vanishing of an ample effective divisor can be increased when its minimal log canonical center is a divisor. In section 5, we present various criteria for cutting down minimal log canonical centers. We prove our main theorem in section 6. In Appendix A, we estimate the volume of a linear system whose fixed part containing a prime divisor. Appendix B contains a proof by Jun Lu showing that the minimal log discrepancy of a rational surface singularity of multiplicity $m$ is at most $\frac{2}{m}$.
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**2. Upper bounds for the deficit function**

Due to unavoidable singularities of minimal log canonical centers, in this section, we generalize the definition of the deficit function to a log pair and study its upper bounds. We show that the minimal log discrepancy of the minimal log center is an upper bound for the deficit function.

Let $Y$ be a normal variety over $k$ and $x$ a closed point. Let $B$ be an effective $\mathbb{Q}$-Weil divisor on $Y$. We call the pair $(Y, B)$ a log pair if the divisor $K_Y + B$ is $\mathbb{Q}$–Cartier. Let $\mu : \widetilde{Y} \to Y$ be a proper birational morphism with $\widetilde{Y}$ normal. On $\widetilde{Y}$, there is a
uniquely determined divisor $B^\tilde{Y}$ such that $K^\tilde{Y} + B^\tilde{Y} = \mu^*(K_Y + B)$ and $B^\tilde{Y} = \mu^{-1}(B)$ on $\tilde{Y} \setminus \text{Exc}(\mu)$, where $\text{Exc}(\mu)$ is the exceptional locus. Write

$$B^\tilde{Y} = \sum_{E \subset \tilde{Y}} (1 - a(E; Y, B)) E,$$

where $E$ is a prime divisor and $a(E; Y, B)$ is a rational number, called the log discrepancy of $E$ with respect to $(Y, B)$. The center $C_Y(E)$ of a prime divisor $E$ over $Y$ is defined as the closure of its image in $Y$.

A log resolution of a log pair $(Y, B)$ is a projective birational morphism $\mu : \tilde{Y} \to Y$ with $\tilde{Y}$ smooth such that $\text{Supp}(\text{Exc}(\mu) + \mu^{-1}(B))$ is simple normal crossing.

We recall the definition of log canonical centers and the existence of minimal log canonical centers for a log canonical pair.

**Definition 2.1.** A pair $(Y, B)$ is said to be log canonical (resp. Kawamata log terminal\(^1\)) at $x \in Y$ if it is a log pair and $a(E; Y, B) \geq 0$ (resp. $a(E; Y, B) > 0$) for a log resolution $\mu : \tilde{Y} \to Y$ and any prime divisor $E$ on $\tilde{Y}$ such that $x \in C_Y(E)$. If $(Y, B)$ is log canonical (resp. klt) at every closed point in $Y$, then we call $(Y, B)$ a log canonical (resp. klt) pair.

An irreducible subvariety of $Y$ is called a log canonical center of $(Y, B)$ if it is the center of a prime divisor $E$ over $Y$ such that $a(E; Y, B) \leq 0$.

The existence of the minimal log canonical center of a log canonical but not Kawamata log terminal pair at a closed point is well-known (see for example [EL93], [Hel97], [Kaw97]).

**Theorem 2.2.** Let $(Y, B)$ be a pair which is log canonical but not klt at $x$. Then there exists a minimal log canonical center $M(B)$ of $(Y, B)$ at $x$. Moreover, the minimal log canonical center $M(B)$ is normal.

**Remark 2.3.** In general, there might be not only one prime divisor $E$ on $\tilde{Y}$ such that $C_Y(E) = M(G)$. However, by a tie-breaking technique (see for example [Kol97], [Kaw97], [Lee99]), i.e. replacing $G$ by $G' = (1 - \varepsilon_1) G + \varepsilon_2 D$, where $\varepsilon_1$ and $\varepsilon_2$ are sufficiently small positive numbers and $D$ is an effective ample $\mathbb{Q}$–Cartier divisor on $Y$, we may assume that $(Y, G')$ is log canonical at $x$ and there is only one prime divisor $E$ on $\tilde{Y}$ such that $C_Y(E) = M(G') = M(G)$ at $x$.

Practically, in this paper, both $G$ and $D$ will be $\mathbb{Q}$–linearly equivalent to an ample line bundle $L$ on $X$, and as seen in [YZ14] a small perturbation of $G$ doesn’t affect the inductions, so in the rest of the paper, we may assume that there is only one prime divisor $E$ such that $M(G) = C_X(E)$. In this case, $G$ is said to be critical at $x$ and $M(G)$ is called a critical variety by Ein (see [Ein97, Definition 2.4]) and is an exceptional locus by Ambro (see [Amb99, Section 1.4]).

\(^1\)We will abbreviate this as klt.
Let \( G \) be an effective \( \mathbb{Q} \)-divisor on \( X \). The multiplier ideal sheaf of \( G \) is defined as
\[
\mathcal{I}(G) = f_* \mathcal{O}_Y(K_{\tilde{X}} - \lfloor f^*(K_X + G) \rfloor),
\]
where \( f : \tilde{X} \to X \) is a log resolution of \( G \). We denote by \( Z(G) \) the scheme defined by \( \mathcal{I}(G) \). If \((X, G)\) is log canonical but not klt at \( x \), then we denote by \( M(G) \) the minimal log canonical center of \((X, G)\) at \( x \).

As explained in the introduction, we want the minimal log canonical center \( M(G) \) to be a point. In that case, the following lemma, which is a consequence of Kawamata-Viehweg vanishing theorem, shows that the adjoint linear system \(|K_X + L|\) is free at \( x \).

**Lemma 2.4.** Let \( G \) be an effective \( \mathbb{Q} \)-divisor on \( X \) such that \( Z(G) \) (or more generally, \( M(G) \)) is 0-dimensional at \( x \). Assume that \( A \) is an integral divisor on \( X \) such that \( A - (K_X + G) \) is nef and big. Then the linear system \(|A|\) is free at \( x \).

However, in general, \( \dim M(G) \) may be positive, we want to modify the divisor \( G \) to get a new divisor \( G' \) such that \( M(G') \) is properly contained in \( M(G) \). The difficulty to create such a new divisor \( G' \) is measured by a function called the deficit \( \text{def}_x(X, G) \) of \( G \) at \( x \).

**Definition 2.5.** Let \((Y, B)\) be a log pair and \( G \) be an effective \( \mathbb{Q} \)-Cartier divisor on \( Y \) such that \((Y, B + G)\) is log canonical at \( x \in Y \).

We define the **deficit of \( G \) at \( x \)** as
\[
\text{def}_x(Y, B, G) := \sup \{ \text{ord}_x D \mid (Y, B + G + D) \text{ is log canonical at } x, \text{ } D \text{ is effective and } \mathbb{Q} \text{-Cartier on } Y \}.
\]

For an effective \( \mathbb{Q} \)-Cartier divisor \( D \) on a normal projective variety \( Y \), we define the **order of vanishing of \( D \)** at \( x \) as
\[
\text{ord}_x D := \max_m \left\{ \frac{\max \{ q \mid \mathcal{O}_Y(-mD) \subset m^q_x \} }{m} \mid \text{ } mD \text{ is Cartier at } x \right\}.
\]

If \( Y \) is smooth at \( x \), and \( D \) is a Cartier divisor, then our definition of order vanishing agrees with the usual one.

For a subvariety \( Z \subset Y \) containing \( x \), we define the **relative deficit of \( G \) over \( Z \) at \( x \)** as
\[
\text{def}_x^Z(Y, B, G) := \sup \{ \text{def}_x(Y, B, G + D) \mid (Y, B + G + D) \text{ is log canonical at } x, M(B + G + D) = Z, D \text{ is effective } \mathbb{Q} \text{-Cartier} \}.
\]

If there is no effective \( \mathbb{Q} \)-Cartier divisor \( D \) such that \((Y, B + G + D)\) is log canonical at \( x \) with \( M(B + G + D) = Z \), we define \( \text{def}_x^Z(Y, B, G) = 0 \).

We would like to remark that this concept was introduced on smooth varieties by Ein [Ein97] and Helmke [Hel97, Hel99] independently. In [Amb99], Ambro also
defined a similar concept called building of singularities towards Fujita’s freeness conjecture.

For simplicity, without causing confusion, we will drop “B” or “G” from \( \text{def}_x(Y, B, G) \) and \( \text{def}_x^Z(Y, B, G) \) if \( B = 0 \) or \( G = 0 \). In particular, for a smooth variety \( X \), we will simply write \( \text{def}_x(X, G) \) and \( \text{def}_x^Z(X, G) \) for \( \text{def}_x(X, 0, G) \) and \( \text{def}_x^Z(X, 0, G) \) respectively.

From the definition, we see that \( \text{def}_x^Z(Y, B, G) = \text{def}_x(Y, B, G) \) if \( Z = M(G) \). Moreover, we have \( \text{def}_x(x, 0) \leq \dim X \).

In the following, we will present some upper bounds for the deficit function and the relative deficit function. We first recall the definition of minimal log discrepancy.

**Definition 2.6.** The minimal log discrepancy of a log pair \((Y, B)\) at a proper Grothendieck point \( \eta \in Y \) is defined as

\[
\text{mld}_\eta(Y, B) = \inf_{C_Y(E) = \eta} a(E; Y, B),
\]

where the infimum is taken among all prime divisors over \( Y \) having \( \eta \) as the center.

Let \((Y, B)\) be a pair which is log canonical at a point \( x \in Y \), and \( Z \) be the minimal log canonical center of \((Y, B)\) passing through \( x \). On \( Z \), there is a divisor \( \text{Diff}^*_Z(B) \) called the different of \((Y, B)\) at \( Z \) as defined in [Amb99, Definition 4.2]. Here, the different is the discriminant \( \mathbb{Q} \)-divisor which contains no moduli part. In other words, it is the divisorial part of the different defined in [Kol13, Section 4].

We recall the following result on \( \text{Diff}^*_Z(B) \).

**Lemma 2.7 ([Amb99, Lemma 4.2]).** Let \((Y, B)\) be a pair that is log canonical at \( x \in Y \) with the minimal log center \( Z \) and \( D \) be \( \mathbb{Q} \)-Cartier divisor on \( Y \) such that \( Z \) is not contained in the support of \( D \). Assume that \((Y, B + D)\) is still log canonical at \( x \). Then

\[
\text{Diff}^*_Z(B + D) = \text{Diff}^*_Z(B) + D|_Z.
\]

In the following proposition, we summarize some upper bounds for deficit functions.

**Proposition 2.8.** Let \( G \) be an effective \( \mathbb{Q} \)-divisor on a smooth projective variety \( X \) and \((Y, B)\) be a log pair. Assume that \((X, G)\) and \((Y, B)\) are log canonical at \( x \), where \( x \) represents a closed point on \( Y \) as well as on \( X \). Denote by \( M(G) \) the minimal log canonical center of \((X, G)\) at \( x \).

(a) \( \text{def}_x(X, G) \leq \text{def}_x(X, 0) - \text{ord}_x G \leq \dim X - \text{ord}_x G \).

(b) Let \( Z \) be a subvariety of \( X \) containing \( x \) and let \( D \) be an effective \( \mathbb{Q} \)-divisor on \( X \) such that \( Z \) is not contained in the support of \( D \) and \( \text{def}_x^Z(X, G + D) > 0 \). Then \( \text{def}_x^Z(X, G + D) \leq \text{def}_x^Z(X, G) - \text{ord}_x D \).
(c) If \( \text{def}_x(X, G) \geq 1 \), then for any general hyperplane section \( H \), the pair \((H, G|_H)\) is log canonical at \( x \) with minimal log canonical center \( M(G) \cap H \) and

\[
\text{def}_x(X, G) = \text{def}_x(H, G|_H) + 1.
\]

(d) \( \text{def}_x(X, G) \leq \dim M(G) \).

(e) \( \text{def}_x(Y, B) \leq \text{mld}_x(Y, B) \).

(f) \( \text{def}_x(Y, B) \leq \text{def}_x(Z, \text{Diff}_Z^*(B)) \), where \( Z \) is the minimal log canonical center of \((Y, B)\) at \( x \).

Proof. The statements 2.8.(a)-2.8.(d) can be found in [Ein97] and [Hel99]. In fact, 2.8.(b) is stated in the proof of Theorem 2.2 in Helmke. We now show that the statement 2.8.(e) holds. For any effective \( \mathbb{Q} \)-Cartier divisor \( D \) on \( Y \) such that \( \text{ord}_x D > \text{mld}_x(Y, B) \), we will show that \((Y, B + D)\) is not log canonical at \( x \). Let \( \varepsilon \) be a positive number such that \( \varepsilon < \text{ord}_x D - \text{mld}_x(Y, B) \). By the definition of minimal log discrepancy, we can choose a proper birational morphism \( \mu : \tilde{Y} \rightarrow Y \) such that \( a(E; Y, B) \leq \text{mld}_x(Y, B) + \varepsilon \) for a prime divisor \( E \) over \( x \). Note that \( a(E; Y, B + D) = a(E; Y, B) - \text{ord}_E \mu^*(D) \) and \( \text{ord}_E \mu^*(D) \geq \text{ord}_x D \). Then

\[
a(E; Y, B + D) \leq a(E; Y, B) - \text{ord}_x D < \text{mld}_x(Y, B) + \varepsilon - (\text{mld}_x(Y, B) + \varepsilon) = 0.
\]

Therefore, \((Y, B + D)\) is not log canonical at \( x \). Hence, by the definition of deficit, we see that \( \text{def}_x(Y, B) \leq \text{mld}_x(Y, B) \).

To prove 2.8.(f), we will show that \( \text{ord}_x D \leq \text{def}_x(Z, \text{Diff}_Z^*(G)) \) for any effective \( \mathbb{Q} \)-Cartier divisor \( D \) such that \((Y, B + D)\) is log canonical at \( x \). Assume that \((Y, B + D)\) is log canonical at \( x \). Since \((Y, B)\) is log canonical at \( x \) with the minimal log canonical center \( Z = M(B) \), then \( Z \) is not in the support of \( D \) and \((Z, \text{Diff}_Z^*(B + D)) \) is also log canonical by adjunction theorem (see [Amb99, Theorem 2.5]). By Lemma 2.7, we know that \( \text{Diff}_Z^*(B + D) = \text{Diff}_Z^*(B) + D|_Z \). Therefore, by the definition of deficit, we conclude that

\[
\text{ord}_x D \leq \text{ord}_x D|_Z \leq \text{def}_x(Z, \text{Diff}_Z^*(B))
\]

which implies that \( \text{def}_x(Y, B) \leq \text{def}_x(Z, \text{Diff}_Z^*(B)) \). \( \square \)

By Proposition 2.8.(a) and the definition of relative deficit, we know that if the minimal log canonical center \( Z = M(G) \) of \((X, G)\) at \( x \) is a hypersurface, then

\[
\text{def}_x^Z(X, 0) = \text{def}_x^Z(X, Z) = \text{def}_x(X, Z) \leq \text{def}_x(X, 0) - \text{ord}_x Z.
\]

Lemma 2.9 ([Ein97], [Hel99]). Let \( G \) be an effective \( \mathbb{Q} \)-Cartier divisor on a klt log pair \((Y, B)\) such that \((Y, B + G)\) is log canonical at \( x \in Y \). Denote by \( Z \) the minimal log canonical center of \((Y, B + G)\) at \( x \). Let \( D \) be an effective \( \mathbb{Q} \)-Cartier divisor on \( Y \) such that \((Y, B + G + D)\) is still log canonical at \( x \), \( Z \) is not contained in \( D \) and the minimal log canonical center \( Z' \) of \((Y, B + G + D)\) is properly contained in \( Z \). Then

\[
\text{def}_x(Y, B, G + D) \leq \text{def}_x(Y, B, G) - \text{ord}_x D|_Z.
\]
For a smooth projective variety $X$, the result is stated in [Ein97, Lemma 4.6]. In [Hel99], he stated this general lemma in the proof of Theorem 2.2.

3. SINGULARITIES OF THE MINIMAL LOG CANONICAL CENTER

It is important to study singularities of $M(G)$, especially the multiplicity $\text{mult}_x M(G)$. In [Kaw97], Kawamata initiated the study of subadjunction formulae. Now we have the following characterization of singularities of minimal log canonical centers.

**Theorem 3.1** ([FG12]). Assume that $(X, G)$ is log canonical at $x$ with the minimal log canonical center $Z$. Then there exist an effective $\mathbb{Q}$–divisor $G_Z$ on $Z$ such that

$$(K_X + G)|_Z \sim K_Z + G_Z$$

and the pair $(Z, G_Z)$ is klt at $x$. In particular, $Z$ has at most a rational singularity at $x$.

**Remark 3.2.** Assume that the minimal log canonical center $Z$ of $(X, G)$ is a surface. Since $Z$ has a rational singularity at $x$, then $\text{mult}_x Z = e - 1$, where $e$ is the embedding dimension of $Z$ at $x$.

We also note that an implicit upper bound for deficit is given by the inequality in the following theorem.

**Theorem 3.3** ([Hel97]). Assume that $(X, G)$ is log canonical at $x$ with the minimal log canonical center $Z$. Let $e$ be the embedding dimension of $Z$ at $x$, $d = \dim Z$ and $m = \text{mult}_x Z$. Then

$$m \leq \left( e - \left\lceil \text{def}_x (X, G) \right\rceil \right).$$

In particular,

$$m \leq \left( e - 1 \right).$$

**Remark 3.4.** If $H$ is a prime divisor and $(X, H)$ is log canonical at $x$ whose minimal log canonical center at $x$ is $H$ itself, then $\text{def}_x (X, H) = \dim X - \text{mult}_x H$ which shows that the inequality in the above theorem is optimal (see Example 3.5 [Hel99]).

**Definition 3.5.** Keep the same assumption and notations as in Theorem 3.3, we define $\beta_{d,e}(m) \leq d$ to be largest solution of $y$ in the equation

$$\begin{pmatrix} e - y \\ e - d \end{pmatrix} = m.$$

Denote by $\alpha_{d,e}(m)$ the largest integer less than or equal to $\beta_{d,e}(m)$.

By the definition of $\alpha_{d,e}(m)$, we clearly have the following corollary of Theorem 3.3.
Corollary 3.6. Keep the same assumption and notations as in Theorem 3.3. Then
\[
def_x(X, G) \leq \alpha_{d,e}(m).
\]

It is clear that \(\alpha_{d,e}(m) \leq d - 1\) if \(m = \text{mult}_x Z \geq 2\). Moreover, \(\alpha_{d,e}(m)\) is a decreasing function of \(m\).

Example 3.7. Assume that \(Z\) is the minimal log canonical center of an effective divisor \(G\) at \(x \in X\) and \(\dim Z = 2\). By Remark 3.2, we know that \(m = \text{mult}_x Z = e - 1\), where \(e\) is the embedding dimension. Then \(\alpha_{2,e}(m) = 1\) whenever \(m \geq 2\).

Example 3.8. Assume that \(\dim X = 5\) and \((X, G)\) is log canonical at \(x \in X\) with the minimal log canonical center \(Z\) at \(x\). If \(\dim Z = 3\) and \(Z\) is singular at \(x\), then
\[
def_x(X, G) \leq \alpha_{3,5}(m) = \begin{cases} 2, & \text{mult}_x Z = 2, 3; \\ 1, & \text{mult}_x Z = 4, 5, 6. \end{cases}
\]

We remark that \(\alpha_{d,e}(m)\) is sufficient to be used to prove Fujita’s freeness conjecture on 4-folds (see [YZ14]). For 5-folds, we need better bounds for deficits. Suggested by Proposition 2.8.(e), indeed we can obtain almost optimal upper bounds when the minimal log canonical center is a surface.

Lemma 3.9. Let \((S, x)\) be a germ of rational surface singularity of multiplicity \(m \leq 4\) and \(\pi : \tilde{S} \to (S, x)\) be the minimal resolution of \(x\). Then \(\text{def}_x(S, 0) \leq \text{mld}_x(S) \leq \frac{2}{m}\). Moreover, if \(m = 3\) and the minimal resolution of \((S, x)\) consists of at least one \((-2)\)-curve, then \(\text{def}_x(S, 0) \leq \frac{3}{5}\).

The proof of this lemma is elementary and only involves combinatorics of the fundamental cycle. We omit the proof for this lemma.

Remark 3.10. Lemma 3.9 suffices for our purpose in this paper. More generally, we also proved that \(\text{def}_x(S) \leq \frac{2}{m}\) and conjectured that \(\text{mld}_x S \leq \frac{2}{m}\) for any rational surface singularity with multiplicity \(m\). After a discussion with Jun Lu, he provided us a proof for the conjecture. The authors thank him for allowing us to present his proof in Appendix B.

In the rest of the paper, we will let \(\beta_G\) be a positive number such that \(\beta_G \geq \text{def}_x(X, G)\). For example, in some places in our proof, we will take
\[
\beta_G := \min\{\alpha_{d,e}(m), \text{mld}_x(Z(G)), \text{Diff}^*_Z(G)\}.
\]

4. Increasing orders of vanishing

Let \(X\) be a smooth projective variety of dimension \(n\) and \(L\) be an ample line bundle on \(X\). For any nonnegative real number \(t\), we define
\[
\text{Vol}(t, L) := \lim_k \left\{ \frac{n!}{k^n} \dim H^0(X, kL \otimes m_x^{[kt]}) \right\}
\]
to be the volume of the graded linear systems \( \{ H^0(X, kL \otimes m_x^{[k]}) \} \), where \( x \) is a closed point in \( X \) and \( m_x \) is its maximal ideal. For any two real numbers \( \beta \leq \gamma \), we write \( \text{Vol}(\beta, \gamma, L) = \text{Vol}(\beta, L) - \text{Vol}(\gamma, L) \).

We denote by \( F_{k,q}(L) \) the fixed part of \(|kL \otimes m_x^{[kq]}|\) and define

\[
\phi_k(q) := q - \frac{\text{ord}_x F_{k,q}(L)}{k}
\]

if \(|kL \otimes m_x^{[kq]}| \neq \emptyset \) and \( \phi_k(q) = -\infty \) otherwise. We define \( \phi(q) := \sup_k \{ \phi_k(q) \} \).

Recall the following results from [YZ14] which will be used in our proof.

**Proposition 4.1** ([YZ14, Proposition 3.3]). Let \( L \) be an ample line bundle on \( X \) with \( L^n \geq \sigma^n \geq n^n \) and \( x \in X \). Assume that for some rational number \( q > \sigma \) the linear system \(|kL \otimes m_x^{[kq]}|\) is nonempty for a sufficiently large divisible \( k \). There exists an effective \( \mathbb{Q} \)-divisor \( G \) linearly equivalent to \( \lambda L \) for some positive number \( \lambda < 1 \) such that it is critical (see Remark 2.3) at \( x \) with \( \text{ord}_x G = \lambda q > \lambda \sigma \). Furthermore, if the minimal log canonical center \( Z = M(G) \) is a divisor in \( X \) with \( \text{mult}_x Z = m \) and \( \phi(q) > (n - m) - \mu(q - \sigma) \) for some positive number \( \mu \), then

\[
\frac{\text{def}_x G}{1 - \lambda} < \frac{n - m + \mu \sigma}{1 + \mu}.
\]

**Proposition 4.2** ([YZ14, Proposition 3.4]). Assume that \( L^n \geq \sigma^n \geq n^n \). For a real number \( w \) with \( 0 \leq w < n - 1 \), we set \( \mu(w) \) be the minimal positivity number satisfying

\[
\frac{(\frac{w}{\sigma} + \mu)^n}{\mu(1 + \mu)^{n-1}} \leq 1.
\]

There exist a rational number \( q > \sigma \) such that

\[
\phi(q) > w - \mu(w)(q - \sigma)
\]

for all numbers \( w \in [0, n - 1) \). In particular, the linear system \(|kL \otimes m_x^{[kq]}|\) is nonempty for a sufficiently large divisible \( k \).

In our proof of the main theorem, we need better lower bound for the function \( \phi(q) \) in Proposition 4.1. By approximating \( \phi(q) \) piecewisely, we obtain the following corollary of Proposition 4.2.

**Corollary 4.3.** In Proposition 4.1, we take \( n = 5 \) and \( \sigma = 5.9999 \). If \( q > 10 \), then \( \phi(q) > 3 - 0.0391(q - \sigma) \). If \( 10 \geq q > \sigma \), then \( \phi(q) > 3.9999 - 0.2884(q - \sigma) \).

**Proof.** If \( q > 10 \), then

\[
\phi(q) > \max\{3 - 0.0391(1 - \sigma), 3.9999 - 0.2884(q - \sigma)\}
\]

\[
> 3 - 0.0391(q - \sigma).
\]
Similarly, if $10 \geq q > \sigma$, then
\[
\phi(q) > \max\{3 - 0.0391(1 - \sigma), 3.9999 - 0.2884(q - \sigma)\} \\
> 3.9999 - 0.2884(q - \sigma).
\]

□

In the proof of the main theorem, we need to calculate the volume of a graded linear system whose fixed part contains a prime Weil divisor. Due to the technicality and different flavor, we will discuss volume calculation along prime Weil divisors in Appendix A which is weaker than the calculation in the Cartier case (see Lemma A.5). In the following, we set up some notations.

Let $(Z, \Delta)$ be a klt pair, $A$ be an effective ample $\mathbb{Q}$–Cartier divisor on $Z$ and $x \in Z$ be a closed point. For each prime divisor $S \subset Z$ and rational numbers $t \geq 0$, we define a function
\[
\psi_S(t) := \lim_k \frac{\text{ord}_S(F_{k,t}(A))}{k}
\]
where $k$ is taken to be sufficiently large and divisible, and $F_{k,t}(A)$ is the fixed part of the linear system $|\mathcal{O}_X(kA) \otimes m_x^{kt}|$. On $Z$, we define the volume in the same way as on smooth varieties:
\[
\text{Vol}(t, A) := \lim_k \left\{ \frac{n!}{k^n} \dim H^0(Z, \mathcal{O}_Z(kA) \otimes m_x^{[kt]}) \right\}.
\]

5. CUTTING MINIMAL LOG CANONICAL CENTERS

In this section, we will present some criteria for producing proper sub minimal log canonical centers.

**Lemma 5.1 ([Ein97]).** Assume that $(X, G)$ is log canonical at $x \in X$ with the minimal log canonical center $Z$ at $x$. Let $D$ be an effective $\mathbb{Q}$–divisor on $X$ such that
\[
\text{ord}_x(D|_Z) > \text{def}_x(X, G).
\]
Then there exists an divisor $G' = G + tD$, $t < 1$, such that $(X, G')$ is also log canonical at $x$ and the minimal log canonical center $Z'$ of $(X, G')$ at $x$ is a proper subvariety of $Z$.

In practical, we have the following induction criterion due to Helmke which can be viewed as a consequence of the above lemma.

**Proposition 5.2 ([Hel97]).** Let $L$ be an ample line bundle over $X$ and $G$ be an effective $\mathbb{Q}$–divisor linearly equivalent to $\lambda L$ for some positive rational number $\lambda < 1$. Assume that $(X, G)$ is log canonical at $x$ with $\text{def}_x(X, G)$. Let $Z$ be the minimal log canonical center of $(X, G)$ at $x$ and $d = \dim Z > 0$. If
\[
L^d \cdot Z > \left( \frac{\text{def}_x(X, G)}{1 - \lambda} \right)^d \cdot \text{mult}_x Z
\]
(4)
then there is an effective $\mathbb{Q}$-divisor $G'$ linearly equivalent to $\lambda'L$ with $\lambda < \lambda' < 1$ with the minimal log canonical center $Z'$ properly contained in $Z$ and 

$$\frac{\text{def}_x(X, G')}{1 - \lambda'} < \frac{\text{def}_x(X, G)}{1 - \lambda}.$$ 

**Lemma 5.3** ([YZ14]). Assume that $\dim X = n$. Let $G$ be an effective $\mathbb{Q}$-divisor on $X$, linearly equivalent to $\lambda L$ for some $\lambda < 1$, such that $(X, G)$ is log canonical at $x \in X$. If $\text{ord}_x G \geq \lambda \sigma$ for some $\sigma > n$, then

$$\frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{\sigma \beta_G}{\sigma - n + \beta_G},$$

for any $\beta_G \geq \text{def}_x(X, G)$.

In particular, if $L^n > \sigma^n \geq n^n$, then there exists an effective $\mathbb{Q}$-divisor $G$ linearly equivalent to $\lambda L$ with $\lambda < 1$ such that $(X, G)$ is log canonical at $x$ and

$$\frac{\text{def}_x(X, G)}{1 - \lambda} < \frac{\sigma \beta_G}{\sigma - n + \beta_G}.$$ 

The same idea used in the proof of the above lemma together with Lemma 2.9 leads to the following result for further inductions steps in special situations.

**Lemma 5.4.** Assume that $\dim X = n$. Let $L$ be an ample line bundle on $X$ and $x \in X$. Assume that $\sqrt{L^n} > \sigma \geq n$ and $\sqrt{L^d} \cdot Z > \sigma$ for $d = 1, \ldots, n - 1$. Let $G$ be an effective divisor linearly equivalent to $\lambda L$ with $\lambda < 1$. Assume that $(X, G)$ is log canonical at $x$ with the minimal log canonical center $Z = M(G)$ whose dimension is $d > 0$. Denote by $t = \text{def}_x(X, G) \sqrt{m\sigma}$. Assume $\frac{\text{def}_x(X, G)}{1 - \lambda} < \sqrt{\frac{m}{\sigma}}$.

(a) There exist an effective $\mathbb{Q}$-divisor $D$ linearly equivalent to $tL$ and a positive number $c < 1$ such that $(X, G + cD)$ is log canonical at $x$ whose minimal log canonical center $W = M(G + cD)$ is a proper subvariety of $Z$.

(b) Let $G' = G + cD$ be the divisor in (a). Let $\lambda' = \lambda + ct$, $m' = \text{mult}_x W$ and let $\beta_{G'}$ be a number such that $\text{def}_x(X, G') \leq \beta_{G'}$. Then $G'$ is linearly equivalent to $\lambda'L < 1$ and

$$\frac{\text{def}_x(X, G')}{1 - \lambda'} \leq \begin{cases} \frac{\beta_{G'}}{(1 - \lambda) - \text{def}_x(X, G) \sqrt{m\sigma} + \beta_{G'} \sqrt{m\sigma}} & \text{if } \text{def}_x(X, G) > \beta_{G'}, \\ \text{def}_x(X, G) & \text{if } \text{def}_x(X, G) \leq \beta_{G'}. \end{cases}$$

\[(5)\]

(c) If $\text{ord}_x G = \lambda \sigma$, then we have

$$\frac{\text{def}_x(X, G')}{1 - \lambda'} \leq \begin{cases} \frac{\beta_{G'}}{\sigma - n + \beta_G} & \text{if } \text{def}_x(X, G) > \beta_{G'}, \\ \frac{\sqrt{m(\beta_{G'} - \beta_{G'})} \sqrt{m\sigma} \beta_{G'}}{\sigma \beta_{G'}} & \text{if } \text{def}_x(X, G) \leq \beta_{G'}. \end{cases}$$

\[(6)\]
(d) If \( \operatorname{ord}_x G \geq \lambda \sigma \) and the minimal log canonical center \( Z \) is smooth at \( x \). Then

\[
\frac{\operatorname{def}_x(X, G')}{1 - \lambda'} \leq \frac{\sigma \beta_{G'}}{\sigma - n + \beta_{G'}}. \tag{7}
\]

Here the number \( c \) in this lemma is the log canonical threshold of the pair \((X, G)\) against \( D \) at \( x \). For simplicity, we call it the log canonical threshold of the triple \((X, G, D)\) at \( x \).

**Proof.** For any sufficiently small positive number \( \varepsilon \), we can find a new effective \( \mathbb{Q} \)-divisor \( D \supseteq Z \) linearly equivalent to \( tL \) with \( \operatorname{ord}_x D|_Z = \operatorname{def}_x(X, G) + \varepsilon \). Let \( c \in (0, 1) \) be the minimal number such that \((X, G + cD)\) is log canonical at \( x \). Hence \( G' = G + cD \) is linearly equivalent to \( \lambda' \). The assumption \( \frac{\operatorname{def}_x(X, G)}{\lambda} < \frac{\sigma}{\sqrt{m}} \) implies that \( \lambda' < 1 \). By Lemma 5.1 and Lemma 2.9, we know that \( W = M(G') \) is a proper subvariety of \( Z \) and

\[
\operatorname{def}_x(X, G') \leq \min\{\beta_{G'}, \beta_c, \operatorname{def}_x(X, G) - c \cdot \operatorname{ord}_x D|_Z \} \leq \min\{\beta_{G'}, (1 - c) \cdot \operatorname{def}_x(X, G)\}. \tag{8}
\]

The proof of the inequality (5) is divided into two cases.

(I) Assume that \( \beta_{G'} \geq (1 - c) \cdot \operatorname{def}_x(X, G) \), equivalently \( c \geq 1 - \frac{\beta_{G'}}{\operatorname{def}_x(X, G)} \). Then

\[
\frac{\operatorname{def}_x(X, G')}{1 - \lambda'} \leq \frac{(1 - c) \cdot \operatorname{def}_x(X, G)}{1 - \lambda - ct} = \frac{(1 - c) \cdot \operatorname{def}_x(X, G)}{(1 - \lambda) - c \cdot \operatorname{def}_x(X, G) \frac{\sqrt{m}}{\sqrt{\sigma}}} =: p(c). \tag{9}
\]

Note that \( p(c) \) is a decreasing function of \( c \). If \( \operatorname{def}_x(X, G) > \beta_{G'} \), then \( c \geq 1 - \frac{\beta_{G'}}{\operatorname{def}_x(X, G)} > 0 \). Consequently, we have

\[
p(c) \leq \frac{\beta_{G'}}{(1 - \lambda) - \operatorname{def}_x(X, G) \frac{\sqrt{m}}{\sqrt{\sigma}} + \beta_{G'} \frac{\sqrt{m}}{\sqrt{\sigma}}}. \]

If \( \operatorname{def}_x(X, G) \leq \beta_{G'} \), then \( c \geq 0 \geq 1 - \frac{\beta_{G'}}{\operatorname{def}_x(X, G)} \) and

\[
\frac{\operatorname{def}_x(X, G')}{1 - \lambda'} \leq p(c) \leq \frac{\operatorname{def}_x(X, G)}{1 - \lambda}. \tag{10}
\]

(II) Assume that \( \beta_{G'} \leq (1 - c) \cdot \operatorname{def}_x(X, G) \), equivalently \( c \leq 1 - \frac{\beta_{G'}}{\operatorname{def}_x(X, G)} \), which is possible only under the assumption that \( \operatorname{def}_x(X, G) > \beta_{G'} \). Then

\[
\frac{\operatorname{def}_x(X, G')}{1 - \lambda'} \leq \frac{\beta_{G'}}{1 - \lambda - ct} =: q(c). \tag{10}
\]

Note that \( q(c) \) is an increasing function of \( c \). Then we have

\[
q(c) \leq \frac{\beta_{G'}}{(1 - \lambda) - \operatorname{def}_x(X, G) \frac{\sqrt{m}}{\sqrt{\sigma}} + \beta_{G'} \frac{\sqrt{m}}{\sqrt{\sigma}}}. \]

Therefore,

\[
\frac{\operatorname{def}_x(X, G')}{1 - \lambda'} \leq \frac{\beta_{G'}}{(1 - \lambda - \operatorname{def}_x(X, G) \frac{\sqrt{m}}{\sqrt{\sigma}} + \beta_{G'} \frac{\sqrt{m}}{\sqrt{\sigma}})}. \]
Now we prove the inequality (6). Assume that $\text{ord}_x G \geq \lambda\sigma$. Then

$$0 \leq \text{def}_x(X, G) \leq \min\{\beta_G, n - \lambda\sigma\}.$$ 

If $\text{def}_x(X, G) \leq \beta_G$, then the conclusion follows from the inequality (5) and Lemma 5.3.

We assume that $\text{def}_x(X, G) > \beta_G$. Write

$$r(\lambda, \text{def}_x(X, G)) := 1 - \lambda - \text{def}_x(X, G)\frac{\sqrt{m}}{\sigma}.$$ 

If $\beta_G \leq n - \lambda\sigma$, equivalently $\lambda \leq \frac{n - \beta_G}{\sigma}$, then

$$r(\lambda, \text{def}_x(X, G)) \geq 1 - \lambda - \beta_G\frac{\sqrt{m}}{\sigma} \geq 1 - \frac{n - \beta_G}{\sigma} - \beta_G\frac{\sqrt{m}}{\sigma} = \frac{\sigma - n + \beta_G}{\sigma} - \frac{\sqrt{m}\beta_G}{\sigma}.$$ 

If $\beta_G \geq n - \lambda\sigma$, equivalently $\lambda \geq \frac{n - \beta_G}{\sigma}$, then

$$r(\lambda, \text{def}_x(X, G)) \geq 1 - \lambda - (n - \lambda\sigma)\frac{\sqrt{m}}{\sigma} = (1 - n\frac{\sqrt{m}}{\sigma}) + (\sqrt{m} - 1)\lambda 
\geq (1 - n\frac{\sqrt{m}}{\sigma}) + (\sqrt{m} - 1)\frac{n - \beta_G}{\sigma} = \frac{\sigma - n + \beta_G}{\sigma} - \frac{\sqrt{m}\beta_G}{\sigma}.$$ 

By the inequality (5), we know that

$$\frac{\text{def}_x(X, G')}{1 - \lambda'} \leq \frac{\beta_G'}{\sigma - n + \beta_G} - \frac{\sqrt{m}\beta_G - \beta_G'}{\sigma}.$$ 

Assume in addition that $Z$ is smooth at $x$. The inequality (7) follows from the inequality (6) by plugging $m = 1$ into it. \qed

6. PROOF OF THE MAIN THEOREM

Let $\sigma = 5.9999$. By Proposition 4.2 and 4.1, there exists an effective $\mathbb{Q}$–divisor $G$ linearly equivalent to $\lambda L$ with $0 < \lambda < 1$ such that $(X, G)$ is log canonical at $x$ and $\text{ord}_x G = \lambda q > \lambda\sigma$. Denote by $Z = M(G)$ the minimal log canonical center of $(X, G)$ at $x$.

We will prove the main theorem by descending induction on the dimension of log canonical centers. By Proposition 5.2, if there is a lc pair $(X, G)$ with the minimal log canonical center $Z$ satisfying the following property

$$\frac{\text{def}_x(X, G)}{1 - \lambda} < \min_{Z' \subseteq Z} \left\{ \frac{6}{\dim Z' \sqrt{\text{mult}_Z Z'}} \right\}$$ (11)
where $Z'$ is the minimal log canonical center of a lc pair $(X, P)$ at $x$ and $P$ is an effective $\mathbb{Q}$–divisor on $X$, then we can repeatedly apply Proposition 5.2 and then Lemma 2.4 to complete the proof. To simplify the proof, we aim at showing that (11) holds.

The proof of our main theorem will run through all possible dimensions and singularities of the minimal log canonical center $M(G)$. We divide the proof into three parts according to the complexity of arguments. In the first part, we consider easy cases: \[ \dim Z \leq 2, \text{ or } \mult_x Z = 1, \text{ or } \dim Z = 4 \text{ and } \mult_x Z \geq 3. \] In the second part, we consider the case that \[ \dim Z = 4 \text{ and } \mult_x Z = 2. \] The most complicated case that $Z$ is singular of dimension 3 will be proved in the last part.

**Proof of Main Theorem.**

**Part I. Easy cases.**

**I.1. Assume that $Z$ is a curve.**

Since $\mult_x Z = 1$, then $\def_x(X, G) \leq \beta_G := \dim Z = 1$. By Lemma 5.3, we know that

\[
\frac{\def_x(X, G)}{1 - \lambda} \leq \frac{\sigma}{\sigma - 5 + 1} < 6.
\]

**I.2. Assume that $Z$ is a surface.**

In this case, we know that $\mult_x Z \leq 4$ and

\[
\def_x(X, G) \leq \begin{cases} 
2 & \mult_x Z = 1 \\
1 & \mult_x Z \geq 2.
\end{cases}
\]

Assume that $\mult_x Z \leq 3$. Apply Lemma 5.3, we get

\[
\frac{\def_x(X, G)}{1 - \lambda} \leq \begin{cases} 
\frac{2\sigma}{\sigma - 5 + 2} & \mult_x Z = 1 \\
\frac{\sigma - 5 + 1}{\sigma - 5 + 1} & \mult_x Z = 2, 3
\end{cases} < \min\left\{ \frac{6}{\sqrt{\mult_x Z}}, 6 \right\}.
\]

Assume that $\mult_x Z = 4$. Then $\mld_x Z \leq \frac{1}{2}$ by Lemma 3.9. By Proposition 2.8, we see that

\[
\def_x(X, G) \leq \def_x(Z, \text{Diff}^*_Z(G)) \leq \mld_x(Z) \leq \frac{1}{2} =: \beta_G.
\]

Therefore,

\[
\frac{\def_x(X, G)}{1 - \lambda} \leq \frac{\frac{1}{2}\sigma}{\sigma - 5 + \frac{1}{2}} < 2.1 < \min\left\{ \frac{6}{\sqrt{4}}, 6 \right\}.
\]
I.3. **Assume that $Z$ is smooth and $\dim Z = 3$.**

In this case, we know that $\beta_G \leq 3$. By Lemma 5.3 and Proposition 5.2, we can find a new divisor $G_1$ linearly equivalent to $\lambda_1 L$ with $\text{ord}_x G_1 \geq \lambda_1 \sigma$ such that $(X, G_1)$ is log canonical at $x$ and the minimal log canonical center $Z_1 = Z(G_1)$ is properly contained in $Z$. Moreover, we have

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{\sigma \beta_{G_1}}{\sigma - n + \beta_{G_1}}$$

by Lemma 5.4.

If $Z_1$ is a curve, we take $\beta_{G_1} = 1$, then

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{\sigma}{\sigma - 5 + 1} < 6.$$  

If $Z_1$ is a surface, then the embedding dimension of $x \in Z_1$ is at most 3 and $\text{mult}_x Z_1 \leq 2$. Take $\beta_{G_1} = \frac{2}{\text{mult}_x Z_1}$ for $\text{mult}_x Z_1 = 1, 2$, we see that

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{\sigma \beta_{G_1}}{\sigma - 5 + \beta_{G_1}} < \min\{\frac{6}{\sqrt{\text{mult}_x Z_1}}, 6\}.$$  

I.4. **Assume that $Z$ is a smooth divisor.**

Similar to the case that $Z$ is a smooth threefold, By Lemma 5.4, we can find a new divisor $G_1$ linearly equivalent to $\lambda_1 L$ with $\text{ord}_x G_1 \geq \lambda_1 \sigma$ such that $(X, G_1)$ is log canonical at $x$ and the minimal log canonical center $Z_1 = Z(G_1) \subsetneq Z$. Moreover,

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{\sigma \beta_{G_1}}{\sigma - 5 + \beta_{G_1}}.$$  

The embedding dimension of $x \in Z_1$ is at most 4, hence $m_1 := \text{mult}_x Z_1 \leq 3$. Let

$$\beta_{G_1} = \begin{cases} 3 & \text{dim } Z_1 = 3, m_1 = 1 \\ 2 & \text{dim } Z_1 = 3, m_1 = 2 \text{ or dim } Z_1 = 2, \text{mult}_x Z_1 = 1 \\ 1 & \text{dim } Z_1 = 3, m_1 = 3 \text{ or dim } Z_1 = 2, \text{mult}_x Z_1 = 2, 3 \text{ or dim } Z_1 = 1. \end{cases}$$

We have

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{\sigma \beta_{G_1}}{\sigma - 5 + \beta_{G_1}} \leq \begin{cases} 4.6 & \text{dim } Z_1 = 3, \text{mult}_x Z_1 = 1 \\ 4.1 & \text{dim } Z_1 = 3, m_1 = 2 \text{ or dim } Z_1 = 2, \text{mult}_x Z_1 = 1 \\ 3.1 & \text{dim } Z_1 = 3, m_1 = 3 \text{ or dim } Z_1 = 2, \text{mult}_x Z_1 = 2, 3 \text{ or dim } Z_1 = 1. \end{cases}$$  

(12)

$$< \min\{\frac{6}{\sqrt{\text{mult}_x Z_1}}, 6\}.$$  

Then by Proposition 5.2, we can find an new effective divisor $G_2$ linearly equivalent to $\lambda_2 L$ with $0 < \lambda_2 < 1$ such that $(X, G_2)$ is log canonical at $x$ and the minimal log.
canonical center $Z_2$ is properly contained in $Z_1$. By inequality (12), we see that only the case that $\dim Z_1 = 3$ and $\dim Z_2 = 2$ requires further arguments.

Assume that $\dim Z_1 = 3$, $\text{mult}_x Z_1 = 1$ and $\dim Z_2 = 2$. Then $\text{mult}_x Z_2 \leq 2$. If $Z_2$ is also smooth, then we are done by inequality (12). If $\text{mult}_x Z_2 = 2$, then $\beta_{G_2} \leq 1$. Apply Lemma 5.4 to $(X, G_1)$, we have

$$\frac{\text{def}_x(X, G_2)}{1 - \lambda_2} < \frac{\sigma \beta_{G_2}}{\sigma - 5 + \beta_{G_2}} < 3.1 < \frac{6}{\sqrt{2}}.$$ 

Assume that $\dim Z_1 = 3$, $\text{mult}_x Z_1 = 2$, $\dim Z_2 = 2$ and $\text{mult}_x Z_2 = 3$, then $\beta_{G_1} = 2$ and $\beta_{G_2} \leq \frac{2}{3}$. Again we apply Lemma 5.4 to $(X, G_1)$ and obtain that

$$\frac{\text{def}_x(X, G_2)}{1 - \lambda_2} \leq \frac{\frac{2}{3}}{\frac{\sigma - 5 + 2}{\sqrt{2} - \frac{4}{3}}} < 3.1 < \frac{6}{\sqrt{3}}.$$ 

Assume in the last that $\dim Z_1 = 3$ and $\text{mult}_x Z_1 = 3$. We have

$$\frac{\text{def}_x G_2}{1 - \lambda_2} < \frac{\text{def}_x G_1}{1 - \lambda_1} < 3.1 < \frac{6}{\sqrt{3}}.$$ 

1.5. **Assume that $Z$ is a divisor and $\text{mult}_x Z \geq 3$.**

In Proposition 4.2, taking $w = 2, 1$ for $\text{mult}_x Z = 3, 4$ respectively and solving for $\mu(w)$, we get $\mu(2) < 0.0044$ and $\mu(1) < 0.0002$. Apply Proposition 4.1, we have

$$\frac{\text{def}_x(X, G)}{1 - \lambda} < \frac{(5 - m) + \mu(w)\sigma}{1 + \mu(w)} < 2.1 < \min\{\frac{6}{\sqrt{4}}, \frac{6}{\sqrt{6}}, \frac{6}{\sqrt{4}}\}.$$ 

Part II. **Divisor center with multiplicity 2.**

Assume that $\dim Z = 4$ and $\text{mult}_x Z = 2$. Take $w = 3$, we get $\mu(3) < 0.0391$. By Proposition 4.1, we have

$$\frac{\text{def}_x(X, G)}{1 - \lambda} < \frac{3 + \mu(3)\sigma}{1 + \mu(3)} < 3.12 < \frac{6}{\sqrt{2}}.$$ 

By Proposition 5.2, we can find a new divisor $G_1$ such that $(X, G_1)$ is log canonical at $x$ and the minimal log canonical center $Z_1 = M(G_1)$ is properly contained in $Z$. If $Z_1$ is smooth, then

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{\text{def}_x(X, G)}{1 - \lambda} < 3.12 < \min\{6, \frac{6}{\sqrt{2}}\}.$$ 

Therefore, our induction can be carried on till we get a 0-dimensional minimal log canonical center. Now we assume that $Z_1$ is singular. It is possible that $Z_1$ is a surface with $\text{mult}_x Z_1 = 4$ or that $Z_1$ is of dimension 3 and contains a surface $Z_2$ with $\text{mult}_x Z_2 = 4$ as a new minimal log canonical center. We now show that

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < 3 = \min\{\frac{6}{\sqrt{4}}, \frac{6}{\sqrt{6}}\}.$$ 

Hence the induction can be carried on.
Lemma 6.1. If the minimal log canonical center $Z = M(G)$ is a divisor with $\text{mult}_x(Z) = 2$, then there exists a new divisor $G_1 = \lambda_1 L$ with $\lambda < \lambda_1 < 1$ such that $(X, G_1)$ is log canonical at $x$, the minimal log canonical center $Z_1 = M(G_1)$ is properly contained in $Z$ and

$$\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < 3$$

if $Z_1$ is singular.

Proof. The existence of $Z_1$ is clear. We focus on proving the inequality. Since $Z_1$ is singular at $x$ and of dimension 3 or 2, we can take $\beta_{G_1} = 2$. By the proof of [YZ14, Proposition 3.3], Corollary 4.3 and Proposition 2.8.(a), we see that

$$\text{def}_x(X, G) < \beta_G := \min\{5 - \lambda q, 3 - \lambda(3 - 0.0391(q - \sigma)), 3 - \lambda(3.9999 - 0.2884(q - \sigma))\}.$$ 

We imitate the proof of Lemma 5.4 with improvement on $\text{def}_x(X, G)$. Recall the following notation from the proof of Lemma 5.4:

$$r(\lambda, \text{def}_x(X, G)) = 1 - \lambda - \text{def}_x(X, G) \frac{\sqrt{m}}{\sigma}. $$

II.1. Assume $q > 10$ and $\text{def}_x(X, G) > 2$.

Since $q > 10$, then by the proof of Corollary 4.3 we see that

$$\beta_G = \min\{5 - \lambda q, 3 - \lambda(3 - 0.0391(q - \sigma))\}.$$ 

(a) If $3 - \lambda(3 - 0.0391(q - \sigma)) \geq 5 - \lambda q > 2$, then $\frac{3}{q} > \lambda \geq \frac{2}{1.0391q - 3.23459609}$ and $\beta_G = 5 - \lambda q$. It follows that

$$r(\lambda, \text{def}_x(X, G)) \geq 1 - \lambda - (5 - \lambda q) \frac{\sqrt{2}}{\sigma}$$

$$\geq \frac{\sigma - 5\sqrt{2}}{\sigma} + \frac{q\sqrt{2} - \sigma}{\sigma} \lambda$$

$$\geq \frac{\sigma - 5\sqrt{2}}{\sigma} + \frac{q\sqrt{2} - \sigma}{\sigma} \frac{2}{1.0391q - 3.23459609}$$

$$> \frac{\sigma - 5\sqrt{2}}{\sigma} + \frac{10\sqrt{2} - \sigma}{\sigma} \frac{2}{1.0391 \cdot 10 - 3.23459609}$$

$$> 0.2834.$$ 

By inequality (5) in Lemma 5.4, we get $\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{2}{0.2834 + \frac{2\sqrt{2}}{\sigma}} < 2.86$. 

(b) If $5 - \lambda q \geq 3 - \lambda(3 - 0.0391(q - \sigma)) > 2$, then

$$\lambda \leq \frac{2}{1.0391q - 3.23459609}$$
and $\beta_G = 3 - \lambda(3 - 0.0391(q - \sigma))$. It follows that

$$
\begin{align*}
r(\lambda, \text{def}_x(X, G)) &\geq 1 - \lambda - (3 - \lambda(3 - 0.0391(q - \sigma))) \frac{\sqrt{2}}{\sigma} \\
&\geq 1 - \frac{3\sqrt{2}}{\sigma} + \lambda((3 - 0.0391(q - \sigma)) \frac{\sqrt{2}}{\sigma} - 1) \\
&\geq 1 - \frac{3\sqrt{2}}{\sigma} + \frac{2((3 - 0.0391(q - \sigma)) \frac{\sqrt{2}}{\sigma} - 1)}{1.0391q - 3.2339961} \\
&= \left(\frac{\sigma - 5\sqrt{2}}{\sigma}\right) + \frac{q\sqrt{2} - \sigma}{\sigma} \cdot \frac{2}{1.0391q - 3.23459609} \\
&> \left(\frac{\sigma - 5\sqrt{2}}{\sigma}\right) + \frac{10\sqrt{2} - \sigma}{\sigma} \cdot \frac{2}{1.0391 \cdot 10 - 3.23459609} \\
&> 0.2834.
\end{align*}
$$

Therefore, $\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{2}{0.2834 + \frac{5\sqrt{2}}{\sigma}} < 2.86$.

II.2. **Assume that** $q > 10$ **and** $\text{def}_x(X, G) \leq 2$.

We know that

$$
\text{def}_x(X, G) \leq \min\{2, 5 - \lambda q\}.
$$

(a) If $5 - \lambda q \geq 2$, then $\lambda \leq \frac{3}{q} \leq \frac{3}{10}$. It follows that

$$
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{2}{1 - \lambda} \leq \frac{20}{7}.
$$

(b) If $5 - \lambda q \leq 2$, then $\lambda \geq \frac{3}{q}$. It follows that

$$
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{5 - \lambda q}{1 - \lambda} \leq \frac{2}{1 - \frac{3}{q}} \leq \frac{20}{7}.
$$

II.3. **Assume that** $q \leq 10$ **and** $\text{def}_x(X, G) > 2$.

By the proof of Corollary 4.3, we know that

$$
\beta_G = \min\{5 - \lambda q, 3 - \lambda(3.9999 - 0.2884(q - \sigma))\}.
$$
(a) If $3 - \lambda (3.9999 - 0.2884(q - \sigma)) \geq 5 - \lambda q \geq 2$, then \( \frac{3}{q} > \lambda \geq \frac{2}{1.2884q - 5.73027116} \) which implies that $q > 9.2$. Then

\[
\begin{align*}
  r(\lambda, \text{def}_x(X, G)) &\geq 1 - \lambda - (5 - \lambda q)\frac{\sqrt{2}}{\sigma} \\
  &\geq (\frac{\sigma - 5\sqrt{2}}{\sigma}) + \frac{q\sqrt{2} - \sigma}{\sigma} \lambda \\
  &\geq (\frac{\sigma - 5\sqrt{2}}{\sigma}) + \frac{q\sqrt{2} - \sigma}{\sigma} \frac{2}{1.2884q - 5.73027116} \\
  &> (\frac{\sigma - 5\sqrt{2}}{\sigma}) + \frac{9.2\sqrt{2} - \sigma}{\sigma} \frac{2}{1.2884 \cdot 9.2 - 5.73027116} \\
  &> 0.2779.
\end{align*}
\]

It follows that \( \frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{2}{0.2779 + \frac{5\sqrt{2}}{\sigma}} < 2.97. \)

(b) If $5 - \lambda q \geq 3 - \lambda (3.9999 - 0.2884(q - \sigma)) > 2$, then

\[
\lambda \leq \min\left\{ \frac{2}{1.2884q - 5.73027116}, \frac{1}{5.73027116 - 0.2884q} \right\}.
\]

It follows that

\[
\begin{align*}
  r(\lambda, \text{def}_x(X, G)) &\geq 1 - \lambda - (3 - \lambda (3.9999 - 0.2884(q - \sigma)))\frac{\sqrt{2}}{\sigma} \\
  &\quad + \lambda((3.9999 - 0.2884(q - \sigma))\frac{\sqrt{2}}{\sigma} - 1).
\end{align*}
\]

(1) Assume that \( \frac{2}{1.2884q - 5.73027116} < \frac{1}{5.73027116 - 0.2884q} \). Then $q > 9.2$ and

\[
\begin{align*}
  r(\lambda, \text{def}_x(X, G)) &\geq 1 - \frac{3\sqrt{2}}{\sigma} + \frac{2((3.9999 - 0.2884(q - \sigma))\frac{\sqrt{2}}{\sigma} - 1)}{1.2884q - 5.73027116} \\
  &\quad + \frac{2}{\sigma} \cdot \frac{q\sqrt{2} - \sigma}{1.2884q - 5.73027116} \\
  &\quad + \frac{2}{\sigma} \cdot \frac{9.2\sqrt{2} - \sigma}{1.2884 \cdot 9.2 - 5.73027116} \\
  &> 0.2779.
\end{align*}
\]

Consequently,

\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{2}{0.2779 + \frac{5\sqrt{2}}{\sigma}} < 2.97.
\]
(2) Assume that 
\[ \frac{2}{1.2884q - 5.73027116} \geq \frac{1}{5.73027116 - 0.2884q}. \] 
Then \( q < 9.22 \) and
\[ r(\lambda, \text{def}_x(X, G)) \geq 1 - \frac{3\sqrt{2}}{\sigma} + \frac{(3.9999 - 0.2884(q - \sigma))\sqrt{2}}{0.2884q - 5.73027116} - 1 \]
\[ \geq 1 - \frac{2\sqrt{2}}{\sigma} + \frac{1}{0.2884q - 5.73027116} \]
\[ > 1 - \frac{2\sqrt{2}}{\sigma} + \frac{1}{0.2884 \cdot 9.22 - 5.73027116}. \]
Consequently,
\[ \frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{2}{1 + \frac{1}{0.2884 \cdot 9.22 - 5.73027116}} < 2.97. \]

II.4. **Assume that** \( q < 10 \) and \( \text{def}_x(X, G) \leq 2. \)

By Lemma 5.4, we know that \( \frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{\text{def}_x(X, G)}{1 - \lambda}. \)

(a) If \( 2 \leq 5 - \lambda q \leq 3 - \lambda(3.9999 - 0.2884(q - \sigma)) \), then \( \frac{3}{q} \geq \lambda \geq \frac{3}{\lambda} \) which implies that \( q > 9.2. \) Thus,
\[ \frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{2}{1 - \lambda} \leq \frac{2q}{q - 3} < \frac{2 \cdot 9.2}{9.2 - 3} < 2.97. \]

(b) If \( 2 \leq 3 - \lambda(3.9999 - 0.2884(q - \sigma)) \leq 5 - \lambda q, \) then
\[ \lambda \leq \min\{\frac{2}{1.2884q - 5.73027116}, \frac{1}{5.73027116 - 0.2884q}\}. \]

(1) Assume that \( \frac{2}{1.2884q - 5.73027116} \leq \frac{1}{5.73027116 - 0.2884q}. \) Then \( q > 9.2 \) and
\[ \frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{2}{1 - \lambda} \leq \frac{2q}{q - 3} < \frac{2}{1 - \frac{2}{1.2884q - 5.73027116}} < \frac{2}{1 - 1.2884 \cdot 9.2 - 5.73027116} < 2.98. \]

(2) Assume that \( \frac{2}{1.2884q - 5.73027116} \geq \frac{1}{5.73027116 - 0.2884q}. \) Then \( q < 9.22 \) and
\[ \frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{2}{1 - \lambda} \leq \frac{2q}{q - 3} < \frac{2}{5.73027116 - 0.2884q} < \frac{2}{\frac{2}{1.2884q - 5.73027116} - 0.2884q} < \frac{1}{5.73027116 - 0.2884q} < 2.97. \]

(c) If \( 5 - \lambda q \leq 2 \leq 3 - \lambda(3.9999 - 0.2884(q - \sigma)) \), then \( \frac{3}{q} \leq \lambda \leq \frac{1}{5.73027116 - 0.2884q} \) which implies that \( q > 9.2. \) Therefore,
\[ \frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{5 - \lambda q}{1 - \lambda} \leq \frac{2q}{q - 3} < \frac{2 \cdot 9.2}{9.2 - 3} < 2.97. \]

(d) If \( 5 - \lambda q \leq 3 - \lambda(3.9999 - 0.2884(q - \sigma)) \leq 2, \) then
\[ \lambda \geq \max\{\frac{2}{1.2884q - 5.73027116}, \frac{1}{5.73027116 - 0.2884q}\}. \]
If \( \frac{2}{1.2884q-5.73027116} \leq \frac{1}{5.73027116-0.2884q} \), then \( q > 9.2 \). Therefore,
\[
\frac{\text{def}_x(X,G)}{1-\lambda} \leq \frac{5 - \lambda q}{1 - \lambda} \leq \frac{5 - \frac{\lambda q}{5.73027116-0.2884q}}{1 - \frac{\lambda q}{5.73027116-0.2884q}} = \frac{5 \cdot 5.73027116 - (1 + 5 \cdot 0.2884) \cdot 9.2}{4.73027116 - 0.2884 \cdot 9.2} < 2.98.
\]

(e) If \( 3 - \lambda(3.9999 - 0.2884(q - \sigma)) \leq 2 \leq 5 - \lambda q \), then \( \frac{1}{5.73027116-0.2884q} \leq \lambda \leq \frac{3}{q} \), which implies that \( q < 9.22 \). Therefore,
\[
\frac{\text{def}_x(X,G)}{1-\lambda} \leq \frac{3 - \lambda(5.72787112 - 0.288q)}{1 - \lambda} \leq \frac{3 - \frac{\lambda(5.72787112 - 0.288q)}{5.73027116-0.2884q}}{1 - \frac{\lambda(5.72787112 - 0.288q)}{5.73027116-0.2884q}} \leq \frac{2}{1 - \frac{\lambda(5.72787112 - 0.288q)}{5.73027116-0.2884q}} < 2.97.
\]

(f) If \( 3 - \lambda(3.9999 - 0.2884(q - \sigma)) \leq 5 - \lambda q \leq 2 \), then \( \frac{3}{q} \leq \lambda \leq \frac{2}{1.2884q-5.73027116} \), which implies that \( q < 9.22 \). Therefore,
\[
\frac{\text{def}_x(X,G)}{1-\lambda} \leq \frac{3 - \lambda(3.9999 - 0.2884(q - \sigma))}{1 - \lambda} \leq \frac{3 - \frac{3}{q}(5.73027116 - 0.2884q)}{1 - \frac{3}{q}} < \frac{3 \cdot 9.22 - 3(5.73027116 - 0.2884 \cdot 9.22)}{9.22 - 3} < 2.97.
\]

From the above case-by-case argument, we know that \( \frac{\text{def}_x(X,G_1)}{1-\lambda_1} < 3 \) if \( Z_1 \) is singular. \( \square \)

Part III. 3-dimensional singular centers.

Assume that the minimal log canonical center \( Z \) of \( (X,G) \) at \( x \) has dimension 3 and \( \text{mult}_x Z \geq 2 \).

III.1. Assume that \( \text{mult}_x Z \geq 4 \).

In this case, \( \text{def}_x(X,G) \leq \alpha_{3,5}(m) \leq 1 =: \beta_G \). By Lemma 5.3, we know that
\[
\frac{\text{def}_x(X,G)}{1 - \lambda} < \frac{\sigma}{\sigma - 5 + 1} < 3.1 < \frac{6}{\sqrt{6}}.
\]

By Proposition 5.2, we can find a new divisor \( G_1 \) linearly equivalent to \( \lambda_1 L \) such that \( (X,G_1) \) is log canonical at \( x \) and the minimal log canonical center \( Z_1 = M(G_1) \) is
properly contained in $Z$. Moreover,
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{\text{def}_x G}{1 - \lambda} < 3.1.
\]

If $Z_1$ is a curve, then the induction can be easily proceeded.

If $Z_1$ a surface and $\text{mult}_x Z_1 \leq 3$, then
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < \frac{6}{\sqrt{\text{dim} Z_1 \cdot \text{mult}_x Z_1}}.
\]

If $Z_1$ is a surface and $\text{mult}_x Z_1 = 4$, then $\text{def}_x(X, G_1) \leq \text{mld}_x(Z_1) \leq \frac{1}{2} =: \beta_{G_1}$ by Lemma 3.9. Apply Lemma 5.4, we see that
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{2}{\sigma - 5 + 2} \leq 2.75 < \frac{6}{\sqrt{\text{dim} Z_1 \cdot \text{mult}_x Z_1}} = 3.
\]

III.2. Assume that $\text{mult}_x Z = 2$.

In this case, $\text{def}_x(X, G) \leq \beta_G = 2$. We have
\[
\frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{2\sigma}{\sigma - 5 + 2} \leq 4.1 < \frac{6}{\sqrt{2}}.
\]

We can find a new divisor $G_1$ log canonical at $x$ such that the minimal log canonical center $Z_1 = M(G_1)$ is properly contained in $Z$. Then $Z_1$ is either a smooth curve or a surface with $m_1 = \text{mult}_x Z_1 \leq 4$. Similar to the previous case, we only need to consider that $\text{dim} Z_1 = 2$, $m_1 \leq 4$. In this case, we know that $\text{mld}_x(X, G_1) \leq \frac{2}{m_1}$. By Lemma 5.4, we see that for each $m_1 \leq 4$,
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{2}{m_1} \leq \frac{2}{\sqrt{2(2 - \frac{2}{m_1})}} < \frac{6}{\sqrt{m_1}}.
\]

III.3. Assume that $\text{mult}_x Z = 3$.

In this case, $\text{def}_x(X, G) \leq \beta_G = 2$. We have
\[
\frac{\text{def}_x(X, G)}{1 - \lambda} \leq \frac{2\sigma}{\sigma - 5 + 2} \leq 4.1 < \frac{6}{\sqrt{3}}.
\]

Then there is a new divisor $G_1$ log canonical at $x$ such that the minimal log canonical center $Z_1 = M(G_1)$ is properly contained in $Z$.

If $\text{def}_x(X, G) \leq 1$, then we can apply the same argument as in the case III.1.

We may and will assume that $\text{def}_x(X, G) > 1$. Let $H$ be a general hyperplane section through $x$. Then $\text{def}_x(H, G|_H) = \text{def}_x(X, G) - 1$ and the minimal log canonical center $Z \cap H$ of $G|_H$ is the same as $Z \cap H$ due to the fact that $\text{def}_x(X, G) > 1$. Therefore,
we get \( \text{mult}_x(Z \cap H) = 3 \) which implies that \( \text{def}_x(H, G|_H) \leq 2/3 \) by Lemma 3.9. Hence we may take \( \beta_G = \frac{\delta}{3} \). If \( m_1 = \text{mult}_xZ_1 \leq 3 \), then
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{2}{m_1} \leq \frac{6}{\dim Z/\text{mult}_xZ_1}.
\]

Now we consider the case that \( m = \text{mult}_xZ = 3 \) and \( Z_1 \) is a surface with multiplicity \( m_1 = 4 \). We write \( S = Z_1 \) to remind us that \( Z_1 \) is a surface. If a general hyperplane section of \( Z \) at \( x \) is not an ordinary triple point, i.e. the minimal resolution consists of only one exceptional curve whose self-intersection is \(-3\), then by Lemma 3.9 and Proposition 2.8.(c) we can take \( \beta_G = \frac{8}{5} \) which implies that
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{\frac{2}{\delta}}{\frac{\sigma - 5 + \frac{2}{\delta}}{-3/5} + \frac{2}{\delta}} < 3.
\]

It only remains the case that a general hyperplane section of \( Z \) has an ordinary triple point at \( x \) and \( \text{mult}_xS = 4 \). In this case, the same computation won’t give the desired inequality. In fact,
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \leq \frac{\frac{2}{\delta}}{\frac{\sigma - 5 + \frac{2}{\delta}}{-3/5} + \frac{2}{\delta}} < 3.05.
\]
But we want \( \frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < 3 \). We will show that there exists a certain effective divisor \( G' \) such that \( \frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < 3 \) and then our induction follows.

Note that if the divisor \( G_1 \) already satisfies the inequality \( \frac{\text{def}_x(X, G_1)}{1 - \lambda_1} < 3 \), we can simply take \( G' \) to be \( G \).

Assume in the contrary that
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \geq 3
\]
for the divisor \( G_1 = G + cD \) constructed in Lemma 5.4. Recall that \( \text{ord}_x(D|_Z) = \text{def}_x(X, G) \) with \( D \) linearly equivalent to \( \text{def}_x(X, G) \frac{3\pi}{\sigma}L \), and \( c \) is the log canonical threshold of the triple \((X, G, D)\) at \( x \). The inequality (13) implies that \( \text{def}_x(X, G), \lambda, c \) can only vary in a small region.

**Lemma 6.2.** Assume that
\[
\frac{\text{def}_x(X, G_1)}{1 - \lambda_1} \geq 3
\]
for the general effective \( \mathbb{Q} \)-divisor \( G_1 = G + cD \) constructed in Lemma 5.4. Then we have
(a) \( 1.63 \leq \text{def}_x(X, G) \leq \frac{\delta}{3} \).

(b) \( \lambda \leq \frac{5 - \text{def}_x(X, G)}{\sigma} \).

(c) Let \( s = \text{ord}_S(\text{Diff}_Z^*(G)) \), then \( s \leq 5 - 3\text{def}_x(X, G) \leq 0.11 \).
Proof. If \( \text{def}_x(X, G) < 1.63 \), we take \( \beta_G = 1.63 \), then \( \frac{\text{def}_x(X, G)}{1 - \lambda} < 3 \) by Lemma 5.4, which contradicts with our assumption. So we assume that \( 1.63 \leq \text{def}_x(X, G) \leq \frac{3}{2} \). From the upper bound formula \( \text{def}_x(X, G) \leq 5 - \lambda \sigma \), we know that \( \lambda \leq \frac{5 - \text{def}_x(X, G)}{\sigma} \). This proves (a) and (b).

For (c), take a general hyperplane section \( H \) in \( X \), by Proposition 2.8.(c), we have \( \text{def}_x(X, G) = \text{def}_x(H, G|_H) + 1 \) and \( Z \cap H = M(G) \cap H = M(G|_H) \). Note that by definition of different, we know that \( \text{Diff}^*_Z(G|_H) \geq (\text{Diff}^*_Z(G)|_H) \). Assume that \( \text{Diff}^*_Z(G) = sS + T \) where \( S \not\in \text{Supp}(T) \). Then by the definition of deficit, and Proposition 2.8.(e) and 2.8.(f), we have

\[
\text{def}_x(X, G) = 1 + \text{def}_x(H, G|_H) \leq 1 + \text{def}_x(Z \cap H, \text{Diff}^*_Z(G|_H))
\]

\[
\leq 1 + \text{def}_x(Z \cap H, (\text{Diff}^*_Z(G)|_H))
\]

\[
\leq 1 + \text{mld}_x(Z \cap H) - \text{ord}_x((\text{Diff}^*_Z(G)|_H))
\]

\[
\leq 1 + \text{mld}_x(Z \cap H) - s \cdot \text{ord}_x(S|_H).
\]

Recall by Lemma 3.9, we may assume that the minimal resolution of the rational surface singularity \( (Z \cap H, x) \) consists of only one curve whose self-intersection \(-3\). In this case, we know that \( \text{mld}_x(Z \cap H) = \frac{2}{3} \) and the index of any Weil divisor on \( Z \) is at most 3 (see [Lip69, Section 17 and 14]). Hence \( \text{ord}_x(S|_H) \geq \frac{1}{3} \) and \( \text{def}_x(X, G) \leq \frac{5}{3} - \frac{s}{3} \) which implies that \( s \leq 5 - 3 \text{def}_x(X, G) \). Note that the inequality \( \text{def}_x(X, G) \leq 1.63 \) implies that \( s \leq 0.11 \). \( \square \)

Let \( \tau = \frac{6(1-\lambda)}{\sqrt{3}} \) and

\[
L_{\lambda,k}(t) = \{ D \mid D \text{ is } \mathbb{Q}\text{-Cartier on } Z \text{ and } kD \in |k(1-\lambda)L|_Z \otimes \mathcal{m}_x^{\lceil kt \rceil}| \},
\]

where \( k \) is a sufficiently large divisible integer and \( t \geq \text{def}_x(X, G) \). By asymptotic Riemann-Roch theorem, we know that \( L_{\lambda,k}(\tau) \neq \emptyset \).

**Stable-center property:** For any \( t \in [\text{def}_x(X, G), \tau] \) and sufficiently large divisible \( k \), the minimal log canonical center of \( (Z, \text{Diff}^*_Z(G) + c_t D_{k,t}) \) at \( x \) is the surface \( S \), where \( D_{k,t} \in L_{\lambda,k}(t) \) and \( c_t \) is the log canonical threshold of the triple \( (Z, \text{Diff}^*_Z(G), D_{k,t}) \).

**Lemma 6.3.** Assume that the stable-center property fails, then there is a number \( \tilde{t} \in (\text{def}_x(X, G), \tau) \) and a divisor \( \mathbb{R}\text{-Cartier} \) divisor \( D \) linearly equivalent to \( (1 - \lambda)L|_Z \) with \( \text{ord}_x D \geq t \) such that the minimal log canonical center of \( (X, G + c_D \tilde{D}) \) is a curve or a point, where \( \tilde{D} \) is a lifting of \( D \).

**Proof:** We may assume that for any \( t \in [\text{def}_x(X, G), \tau] \), \( D_{k,t} \in L_{\lambda,k}(t) \) and \( k \) sufficiently large, the minimal log canonical center of \( (X, G + c_D \tilde{D}) \) at \( x \) is a surface \( S(t) \).

For a number \( t \in [\text{def}_x(X, G), \tau] \) and a sufficiently large \( k \), let \( D \) be a divisor in \( L_{\lambda,k}(t) \) and \( c \) is the log canonical threshold of the triple \( (X, G, \tilde{D}) \), where \( \tilde{D} \) is a lifting of \( D \). We claim that \( cD = (1 - s)S + T \), where \( S \not\in \text{Supp}(T_t) \) is a surface in \( Z \) and \( s = \text{ord}_S(\text{Diff}^*_Z(G)) \).
By Lemma 2.7, we note that 
\[(Z, \text{Diff}^\tau_Z(G + c\tilde{D})) = (Z, \text{Diff}^\tau_Z(G) + cD),\]
where \(Z\) is the minimal log canonical center of \((X, G)\) at \(x\). Note that \(Z\) is also a log canonical center of \((X, G + c\tilde{D})\). By [Hac14, Theorem 1], we know that \((X, G + c\tilde{D})\) is log canonical in a neighborhood of \(Z\) if and only if \((Z, \text{Diff}^\tau_Z(G) + cD)\) is log canonical. Since \(S\) is a log canonical center of \((X, G_1)\), then \(S\) must be a log canonical center of \((Z, \text{Diff}^\tau_Z(G) + cD)\). Otherwise, \((Z, \text{Diff}^\tau_Z(G) + cD)\) is klt at \(S\). Consequently, taking an arbitrary small ample divisor \(F\) on \(X\) containing \(S\) but not \(Z\), we see that \((Z, \text{Diff}^\tau_Z(G) + cD + F|_Z)\) is still klt at \(S\), but \((X, G + cD + F)\) is no longer log canonical at \(S\). Therefore, \(cD = (1 - s)S + T\).

Fix a sufficiently large divisible \(k_0\) such that for any \(k \geq k_0\) the support of the fixed part of \(L_{\lambda,k}(\tau)\) is the same as the fixed part of \(L_{\lambda,k_0}(\tau)\). Let \(D_\tau\) be a general element in \(L_{\lambda,k_0}(\tau)\) and let \(S_1, \ldots, S_r\) be the irreducible components of \(D_\tau\). We may assume that \(S_1\) is the minimal log canonical center of the pair \((X, G + c_\tau\tilde{D}_\tau)\) at \(x\).

Note that \(L_{\lambda,k}(t_1) \subseteq L_{\lambda,k}(t_2)\) for any \(\text{def}_x(X, G) \leq t_2 \leq t_1 \leq \tau\) and any sufficiently large divisible \(k\). Take a sufficiently large divisible \(k \geq k_0\). For each \(i = 1, \ldots, r\) and a general \(D_{k,t} \in L_{\lambda,k}(t)\), we see that \(\text{ord}_{S_i} D_{k,t} \leq \text{ord}_{S_i} D_\tau\) for any \(t \leq \tau\). Hence, the support of the fixed part of \(L_{\lambda,k}(t)\) is contained in \(\text{Supp}(D_\tau)\). Denote by \(S_{(k,t)}\) is the minimal log canonical center of \((X, G + c_\lambda\tilde{D}_\lambda)\) at \(x\). Then \(S_{(k,t)}\) is the only log canonical center of \((Z, \text{Diff}^\tau_Z(G) + c_\lambda D_{k,t})\). By the generality of \(D_{k,t}\), we know that \(S_{(k,t)}\) is in the set \(\{S_1, \ldots, S_r\}\). We thus obtain that
\[c_t = \min\{1 - \frac{\text{ord}_{S_i} \text{Diff}^\tau_Z(G)}{\text{ord}_{S_i}(D_{k,t})} \mid i = 1, \ldots, r\}.
\]

By the assumption of the lemma, we may assume that \(D_{k,t}\) is a divisor such that the minimal log canonical center \(S_{(k,t)}\) of \((X, G + c_\lambda\tilde{D}_\lambda)\) at \(x\) is another surface, say \(S_{(k,t)} = S_2\). We will show there is an \(\mathbb{R}\)-linear combination
\[D(u) := uD_\tau + (1 - u)D_t \in L_{k,\lambda}(\bar{t})\]
for some \(u \in [0, 1]\) and \(\bar{t} \in [t, \tau]\) such that the minimal log canonical center of \((X, G + c(\bar{t})D(\bar{t}))\) at \(x\) is not a curve or a point.

Consider the following linear functions of \(u\)
\[L(u; S_i) = \frac{\text{ord}_{S_i}(D(r)|_Z)}{1 - \text{ord}_{S_i}\text{Diff}^\tau_Z(G)} = \frac{\text{ord}_{S_i} D_r - \text{ord}_{S_i} (D_t)}{1 - \text{ord}_{S_i}\text{Diff}^\tau_Z(G)} \cdot u + \frac{\text{ord}_{S_i} (D_t)}{1 - \text{ord}_{S_i}\text{Diff}^\tau_Z(G)}.
\]
Denote by \(\mathcal{U}\) the finite set \(\{u \in [0, 1] \mid L(u; S_i) = L(u; S_i), i = 1, \ldots, r\}\). Note that
\[c_t = \frac{1 - \text{ord}_{S_2}\text{Diff}^\tau_Z(G)}{\text{ord}_{S_2}(D_{k,t}|_Z)} < \frac{1 - \text{ord}_{S_1}\text{Diff}^\tau_Z(G)}{\text{ord}_{S_1}(D_{k,t}|_Z)}\]
for each $i \neq 2$ and
\[ c_\tau = \frac{1 - \text{ord}_{S_i}(\text{Diff}^*_Z(G))}{\text{ord}_{S_i}(D_r|Z)} < \frac{1 - \text{ord}_{S_i}(\text{Diff}^*_Z(G))}{\text{ord}_{S_i}(D_r|Z)} \]
for each $i \neq 1$. Note that there is a number $u(t) \in [0, 1]$ such that
\[ \frac{1}{L(u_0; S_1)} = \frac{1 - \text{ord}_{S_1}(\text{Diff}^*_Z(G))}{\text{ord}_{S_1}(D(r)|Z)} = \frac{1 - \text{ord}_{S(t)}(\text{Diff}^*_Z(G))}{\text{ord}_{S(t)}(D(r)|Z)} = \frac{1}{L(u(t); S(t))}. \]
Then $\mathcal{U}$ is nonempty. Let $\overline{\tau}$ is the largest number in $\mathcal{U}$ such that $L(\overline{\tau}; S_1) = L(\overline{\tau}; S_i)$ for some $i = 1, \ldots, r$. Then the pair $(Z, \text{Diff}^*_Z(G) + c(\overline{\tau})D(\overline{\tau}))$ has exactly two log canonical centers $S_1$ and $S_i$ at $x$. Consequently, the intersection $S_1 \cap S_i$ is a lower dimensional log canonical center of $(X, G + c(\overline{\tau})\tilde{D}(\overline{\tau}))$ at $x$. \hfill \Box

If the stable-center property fails, then Lemma 6.3 shows that there exists a $G'$ such that the minimal log canonical center of $G'$ at $x$ is a curve or a point, and our induction will run through.

If the stable-center property holds, we will show that there exists a divisor $G'$ satisfying the inequality $\frac{\text{def}_x(X, G')}{1 - \lambda'} < 3$. The divisor $G'$ that we are looking for is a divisor $G + c_{k,\eta}\tilde{D}_{\eta}$, where $\tilde{D}_{k,\eta}$ is a lift of a divisor $D_{k,\eta} \in L_{\lambda,k}(\eta)$ to $X$, $c_{k,\eta}$ is the log canonical threshold of the triple $(X, G, \tilde{D}_{k,\eta})$ and $\eta \geq \text{def}_x(X, G)$.

By Lemma 6.3, we may assume that for any $t \in [\text{def}_x(X, G), \tau]$ and $D_{k,t} \in L_{\lambda,k}(t)$, we have $\text{ord}_{S_i}(D_{k,t}) \geq 1 - s$.

Assume $\text{def}_x(X, G)$, $\lambda$, $c$, $s$ are in the region determined by inequalities in Lemma 6.2. By a volume calculation (Proposition A.6 and Lemma A.5), we will show that there exists an effective $\mathbb{Q}$–Cartier divisor $D'$ linear equivalent to $(1 - \lambda)L|Z$ with a larger order of vanishing $\eta := \text{ord}_{X}(D'|Z)$ so that the induction can be proceeded with the new divisor $G' = G + c'D'$ instead of $G_i$.

Let $\eta$ be the largest number such that there is an effective $\mathbb{Q}$–Cartier divisor $D'$ linearly equivalent to $(1 - \lambda)L|Z$ with $\text{ord}_{X}D' = \eta \geq \text{def}_x(X, G)$ and let $c'$ be the minimal number such that $(X, G' = G + c'D')$ is log canonical at $x$ and the minimal log canonical center of $(X, G')$ is $S$. Since $\text{def}_x(X, G') \leq \min\{\frac{1}{2}, \text{def}_x(X, G) - c'\eta\}$, we know that
\begin{equation}
\frac{\text{def}_x(X, G')}{1 - \lambda'} \leq \frac{\text{def}_x(X, G) - c'\eta}{(1 - \lambda)(1 - c')} \leq \frac{\eta}{(1 - \lambda)(2(\eta - \text{def}_x(X, G)) + 1)} \leq \frac{\sigma\eta}{(\sigma - 5 + \text{def}_x(X, G))(2(\eta - \text{def}_x(X, G)) + 1)} =: f(\eta, \text{def}_x(X, G)).
\end{equation}

Take $A = (1 - \lambda)L|Z$, we have shown that $\psi_S(t) \geq 1 - s$ for any $t \in [\text{def}_x(G), \tau]$. On $(Z, \text{Diff}^*_Z(G))$, we have seen that $\eta \geq \tau \geq \text{def}_x(G) \geq 1.63 > \frac{4}{3}(1 - s)$. On the other hand, if $\eta \geq 4(1 - s) \geq 3.56$, then $f(\eta, \text{def}_x(G)) < 3$. So we now assume that
\( \eta \in [\frac{4}{3}(1-s), 4(1-s)] \). Apply Lemma A.5 and Proposition A.6, we have an lower bound for \( \text{Vol}(\gamma, A) \):

\[
\text{Vol}(\gamma, A) = A^3 - \text{Vol}(0, \gamma, A) \\
\geq A^3 - \left( \int_0^\gamma 9t^2 dt - \int_{\text{def}_x(G)}^\gamma h(t, 1-s) dt \right) \\
\geq A^3 - 3\gamma^3 + \int_{\text{def}_x(G)}^\gamma h(t, 1-s) dt \\
\geq A^3 - 3\gamma^3 + \int_{\text{def}_x(G)}^\gamma 4(1-s)^2 - 3(t-2(1-s))^2 dt \\
= A^3 - 3\gamma^3 + 4(1-s)^2(\gamma - \text{def}_x(X, G)) \\
- ((\gamma - 2(1-s))^3 - (\text{def}_x(X, G) - 2(1-s))^3)
\]

The inequality \( \lambda \leq \frac{5-\text{def}_x(X,G)}{\sigma} \) implies that \( A^3 = (1-\lambda)^3(L|Z)^3 \geq (0.9999 + \text{def}_x(X,G))^3 \). Let \( \eta' \) be the largest real number such that the following inequality of \( \gamma \) holds

\[
(0.9999 + \text{def}_x(G))^3 - 3\gamma^3 + 4(1-s)^2(\gamma - \text{def}_x(X, G)) \\
- ((\gamma - 2(1-s))^3 - (\text{def}_x(X, G) - 2(1-s))^3) \geq 0.
\]

Consider \( \eta' = \eta'(s, \text{def}_x(X, G)) \) as a function of \( \text{def}_x(X, G) \) and \( s \). For a fixed \( \text{def}_x(X, G) \), when \( s \) increases, \( \eta' \) decreases (since the integrand \( 4(1-s)^2 - 3(t-2(1-s))^2 \) decreases) and \( f(\eta', \text{def}_x(X, G)) \) increases. Take \( \eta = \eta' - \epsilon \) for sufficiently small \( \epsilon \) and \( G' \) constructed as before. We know that

\[
\frac{\text{def}_x(X, G')}{1-\lambda'} \leq f(\eta, \text{def}_x(X, G)) \\
\leq f(\eta'(0.11, \text{def}_x(X, G)), \text{def}_x(X, G)) =: g(\text{def}_x(X, G))
\]

We can check that \( g(\text{def}_x(X, G)) \) is an increasing function of \( \text{def}_x(X, G) \) for \( \text{def}_x(X, G) \in [1.63, \frac{5}{3}] \). Hence \( \frac{\text{def}_x(X, G')}{1-\lambda'} \leq g(5/3) \leq 2.98 \).

This completes the proof of our main theorem. \( \square \)
In this section, we will calculate the volume of a grade linear system whose fixed part consists of a Weil divisor component.

We denote by \( Z \) a normal projective variety of dimension \( n \), \( x \) a closed point in \( Z \). Denote by \( m = \text{mult}_x Z \) the multiplicity of \( Z \) at \( x \). Let \( S \) be a prime Weil divisor on \( Z \) with multiplicity \( m' = \text{mult}_x S \). Let \( \Delta \) be an effective \( \mathbb{Q} \)-divisor on \( Z \) such that \((Z, \Delta)\) is a klt pair. For any function \( f \in \mathcal{O}_Z \), we define the order of vanishing of \( f \) at \( x \) as

\[
\text{ord}_x(f) = \max\{k \mid f \in \mathfrak{m}_x^k\}.
\] (15)

Denote by \( \text{in}(f) = f \) modulo \( \mathfrak{m}_x^\text{ord}_x(f)+1 \) the initial form of a function \( f \in \mathcal{O}_Z \).

**Lemma A.1.** Let \( Z \subset \mathbb{P}^N \) be a normal variety of dimension 3 with klt singularity at a closed \( x \in Z \) whose embedding dimension is 5. Assume that a general hyperplane section \( Z \cap H \) has an ordinary triple point singularity at \( x \), i.e. the minimal resolution consists of only one exceptional curve whose self-intersection number is \(-3\). Then the order of vanishing function \( \text{ord}_x \) on \( Z \) defined by (15) is a discrete valuation.

**Proof.** Notice that \( Z \) is a minimal multiplicity variety, i.e. \( m = e - n + 1 \). By [Sal77, Theorem 2], the affine tangent cone of \( Z \) at \( x \), \( C_x Z \) is Cohen-Macaulay. In particular, the depth of \( C_x Z \) is 3. Let \( H \) be a general hyperplane section of \( Z \), that is defined by an element \( f \in \mathfrak{m} / \mathfrak{m}^2 \). Let \( H' \) be the hyperplane of tangent space defined by \( \text{in}(f) \). Since \( \text{in}(f) \) is not a zero divisor, we have \( C_x(Z \cap H) = C_x Z \cap H' \) which is irreducible and reduced. The generality of \( H \) implies that \( C_x Z \) is irreducible and generically reduced. Since \( C_x Z \) is Cohen-Macaulay, generically reduced implies reduced. Hence \( C_x Z \) is an integral domain. Thus \( \text{ord}_x \) is a discrete valuation (see for example [HS06, Theorem 6.7.8]). \( \square \)

**Lemma A.2.** Let \( D \) be a \( \mathbb{Q} \)-Cartier divisor on a normal projective variety \( Z \) of dimension \( n \) with multiplicity \( m' = \text{mult}_x D \) and order of vanishing \( a = \text{ord}_x D \). Assume that \( \text{ord}_x \) is a discrete valuation on \( Z \). Then for any rational numbers \( t, r \geq 0 \) and sufficiently large divisible \( k \), the function

\[
l(t, r) := \text{length}(\mathfrak{m}_x^{kt}/\mathfrak{m}_x^{kt+1}) = \text{length}(\mathfrak{m}_x^{kt}/\mathfrak{m}_x^{kt+1} \cap \mathcal{O}_X(-krD))
\]
is a polynomial of \( k \) of degree \( n - 1 \) whose leading coefficient is a function \( h(t, r) \) satisfying

\[
h(t, r) \geq \frac{m'r}{(n-2)!} (t-ar)^{n-2} \quad \text{whenever} \quad t \geq ar.
\]

**Proof.** Since the statement is local in nature, we assume that \( Z \) is affine. We first assume that \( r = 1 \). We may and will assume that \( t \) is a rational number. Let \( k_0 \) be the integer such that \( \widetilde{D} = k_0 D \) is Cartier and \( \text{ord}_x D = \text{ord}_x \widetilde{D}/k_0 \), i.e. \( k_0 \) computes the order of
vanishing of $D$. Since $k$ is sufficiently large divisible, we will assume that $r = \frac{k}{k_0}$, $kt$ and $ka$ are integers.

Then $\mathcal{O}_Z(-kD) = (f)^r$, where $f$ is a defining equation of $k_0D$. Since $\text{ord}_z D = a$, then $(f) \subset m_{x0}^b$ but $(f) \not\subset m_{x0}^b+1$.

For each $0 \leq i \leq ks/k_0 - 1$, we let $F_i = \mathcal{O}_Z(-i\overline{D}) \cdot (m_x^{kt-ia_0} \cap \mathcal{O}_Z(-\overline{D}))$. Then $F_i = O_Z(-i\overline{D}) \cdot (m_x^{kt-(i+1)a_0} \cdot \mathcal{O}_Z(-\overline{D})) = \mathcal{O}_Z(-(i+1)\overline{D}) \cdot m_x^{kt-(i+1)a_0}$. Denote by

$$I_i = F_i \cdot (\mathcal{O}_Z/(m_x^{kt+1} + m_x^{kt} \cap \mathcal{O}_X(-kD))) = \frac{F_i + m_x^{kt+1} + m_x^{k(t-a)} \cdot \mathcal{O}_X(-r\overline{D})}{m_x^{kt+1} + m_x^{k(t-a)} \cdot \mathcal{O}_X(-r\overline{D})}$$

the image of $F_i$ in $\mathcal{O}_Z/(m_x^{kt+1} + m_x^{k(t-a)} \cdot \mathcal{O}_X(-r\overline{D}))$.

Set $I_{-1} = m_x^{kt}/(m_x^{kt+1} + m_x^{kt} \cap \mathcal{O}_X(-kD))$. We have the following filtration

$$I_{-1} \supset I_0 \supset I_1 \supset \cdots \supset I_{k/k_0-1} \supset (0).$$

Then

$$l(t, 1) = \sum_{i=0}^{\frac{t}{k_0}-1} \text{length}(I_{i-1}/I_i).$$

We note that

$$I_{i-1}/I_i = \frac{F_{i-1} + m_x^{kt+1} + m_x^{k(t-a)} \cdot \mathcal{O}_X(-r\overline{D})}{F_i + m_x^{kt+1} + m_x^{k(t-a)} \cdot \mathcal{O}_X(-r\overline{D})} = F_{i-1}/D,$$

where

$$D = F_i + F_{i-1} \cap (m_x^{kt+1} + m_x^{k(t-a)} \cdot \mathcal{O}_X(-r\overline{D}))$$

$$= m_x^{kt-(i+1)a_0} \cdot \mathcal{O}_Z(-(i+1)\overline{D}) + m_x^{kt-ia_0+1} \cdot \mathcal{O}_Z(-i\overline{D}) + m_x^{k(t-a)} \cdot \mathcal{O}_X(-r\overline{D})$$

$$= m_x^{kt-(i+1)a_0} \cdot \mathcal{O}_Z(-(i+1)\overline{D}) + m_x^{kt-ia_0+1} \cdot \mathcal{O}_Z(-i\overline{D}).$$

Denote by

$$\overline{m}_x = \frac{m_x}{\mathcal{O}_Z(-k_0S) \cap m_x} = \frac{m_x}{\mathcal{O}_Z(-k_0S)}.$$

Since the multiplicity of the scheme $\overline{D}$ is $k_0 \text{mult}_0(D) = k_0m'$. When $i \leq k/k_0 - 1$, we see that $kt - ia_0 \geq k(t - a) + ak_0$ is sufficiently large if $k$ is sufficiently large. Therefore, we have

$$\text{length}(\frac{m_x^{kt-ia_0}}{m_x^{kt-ia_0+1}}) \geq \frac{k_0m'}{(n-2)!}(kt - ak_0)^{n-2}.$$
Note that
\[
\frac{m^{kt-ia_k}_x}{m^{kt-ia_k+1}_x} = \frac{m^{kt-ia_k}_x + \mathcal{O}_Z(-\tilde{D})}{m^{kt-ia_k+1}_x + \mathcal{O}_Z(-\tilde{D})} = \frac{m^{kt-ia_k}_x + m^{kt-ia_k+1}_x + \mathcal{O}_Z(-\tilde{D})}{m^{kt-ia_k+1}_x + \mathcal{O}_Z(-\tilde{D})} = \frac{m^{kt-ia_k}_x}{m^{kt-ia_k+1}_x} \cap m^{kt-ia_k}_x \mathcal{O}_Z(-\tilde{D}) \ni m^{kt-ia_k}_x \cdot \mathcal{O}_Z(-\tilde{D})
\]

For each \(i \geq 0\), we consider the map
\[
\phi_i : \frac{m^{kt-ia_k}_x}{m^{kt-ia_k+1}_x} \cap m^{kt-(i+1)a_k}_x \cdot \mathcal{O}_Z(-\tilde{D}) \to I_{i-1}/I_i
\]
\[
\mathcal{O} \mapsto \overline{gf^i},
\]
where \(g\) is an element in \(m^{kt-ia_k}_x\), \(\mathcal{O}\) denotes the image of \(x\) in \(\frac{m^{kt-ia_k}_x}{m^{kt-ia_k+1}_x}\), and \(\overline{gf^i}\) denotes the image of \(gf^i\) in \(I_{i-1}/I_i\). The construction of our filtration implies that \(\phi_i\) is a well-defined morphism of \(\kappa(x)\)-modules, where \(\kappa(x)\) is the residual field of \(x\).

We now claim that \(\phi_i\) is an injective morphism for every \(i \leq \frac{k}{k_0} - 1\). Assume there is an element \(g \in m^{kt-ia_k}_x\) such that
\[
g \not\in m^{kt-ia_k+1}_x + m^{kt-(i+1)a_k}_x \cdot \mathcal{O}_Z(-\tilde{D}),
\]
but \(\overline{gf^i} = 0\), i.e.
\[
wf^i \in D = m^{kt-(i+1)a_k}_x \cdot \mathcal{O}_Z(-(i+1)\tilde{D}) + m^{kt-ia_k+1}_x \cdot \mathcal{O}_Z(-i\tilde{D}).
\]
But multiplying \(f^{-i}\), we will get \(g \in m^{kt-ia_k+1}_x + m^{kt-(i+1)a_k}_x \cdot \mathcal{O}_Z(-\tilde{D})\). Therefore \(\mathcal{O} = 0\).

Therefore,
\[
l(t, 1) = \sum_{i=0}^{\frac{k}{k_0} - 1} \text{length}(\frac{m^{kt-ia_k}_x}{m^{kt-ia_k+1}_x}) \\
\geq \sum_{i=0}^{\frac{k}{k_0} - 1} \frac{k_0 m'}{(n-2)!} (kt - a k_0)^{n-2} \\
\geq \frac{k_0 m'}{(n-2)!} \frac{k}{k_0} (kt - a(k/k_0 - 1)k_0)^{n-2} \\
= \frac{m'}{(n-2)!} (t-a)k^{n-1} + o(k).
\]
For general \( r \), we let \( kr = k' \) and \( t' = \frac{t}{r} \). Then

\[
\begin{align*}
l(t, r) &= l(t', 1) \\
&\geq \frac{m'}{(n-2)!} (t' - a)^{n-2} (k')^{n-1} + o(k) \\
&= \frac{m'}{(n-2)!} (t - a)^{n-2} (kr)^{n-1} + o(k) \\
&= \frac{m'r}{(n-2)!} (t - ar)^{n-2} k^{n-1} + o(k).
\end{align*}
\]

Therefore, \( h(t, r) \geq \frac{m'r}{(n-2)!} (t - ar)^{n-2} \). \( \Box \)

Let \( d \) be a positive integer. For any positive integer \( \alpha \), there is a unique decreasing sequence of integers \( c(d) > c(d-1) > \cdots > c(1) \geq 0 \), called the \( d \)-th Macaulay coefficients of \( \alpha \), such that

\[
\alpha = \binom{c(d)}{d} + \binom{c(d-1)}{d-1} + \cdots + \binom{c(1)}{1}.
\]

Denote

\[
\alpha_{<d>} = \binom{c(d) - 1}{d} + \binom{c(d-1) - 1}{d-1} + \cdots + \binom{c(1) - 1}{1}.
\]

Here, we use the convention that \( \binom{i}{j} = 0 \) for \( i < j \).

Recall Green’s hyperplane restriction theorem (see for example [BH93, Theorem 4.2.12]).

**Theorem A.3** (Green). Let \( R \) be a homogeneous \( k \)-algebra, where \( k \) is a infinite field, and \( n \) be an positive integer. For any general linear form \( h \in R_1 \), we have

\[
H(R/(h), n) \leq H(R, n)_{<n>},
\]

where \( H(\cdot, n) \) denotes the Hilbert function of a graded ring.

**Lemma A.4.** Under assumptions in Lemma A.1, we let \( S \) be a prime Weil Divisor on \( Z \). Then for any integer \( d \geq 1 \), we have

\[
H_k(d)_{<d>} \geq h_k(d),
\]

where

\[
H_k(d) := \dim H^0(Z, \frac{m_x^d}{m_x^{d+1} + m_x^d \cap O_Z(-kS)}),
\]

\[
h_k(d) := \dim H^0(H \cap Z, \frac{m_x^d}{m_x^{d+1} + m_x^d \cap O_Z(-kS \cap H)}).
\]

**Proof.** Denote by \((R, \mathfrak{m}_R)\) the local ring of \( Z \) at \( x \) and \((T, \mathfrak{m}_T)\) the local ring of \( Z \cap H \) at \( x \). Let \( \mathfrak{p} \) be the defining ideal of \( S \) in \( R \), \( \mathfrak{h} = (h) \) the defining ideal of \( H \cap Z \) in \( R \), and \( \mathfrak{q} := \mathfrak{p}T \) be the defining ideal of \( H \cap S \) in \( T \). Note that \( T = R/\mathfrak{h} \) and \( \mathfrak{q} = (\mathfrak{p} + \mathfrak{h})/\mathfrak{h} \). Since locally \( \mathcal{O}_{S,x} \cong R/\mathfrak{p} \) is Cohen Macaulay, then, for a general hyperplane ideal \( \mathfrak{h} \), the ring \( R/\mathfrak{h} + \mathfrak{p} \cong T/\mathfrak{q} \) is also Cohen Macaulay. Hence \( \mathfrak{q} \) defines an effective Weil divisor.
on $Z \cap H$. By our assumption, $\text{Spec}(T)$ is $\mathbb{Q}$–factorial, hence $Z(q)$ is $\mathbb{Q}$-Cartier. Denote by

$$gr_{m_R}(R) = \bigoplus_{i=0}^{\infty} \frac{m_R^i}{m_R^{i+1}}$$

and

$$gr_{m_T}(T) = \bigoplus_{i=0}^{\infty} \frac{m_T^i}{m_T^{i+1}}$$

the associated graded algebras. By Lemma A.1, we know that $gr_{m_R}(R)$ is an integral domain. Then $gr_{m_T}(T) = gr_{m_R/h}(R/h) = gr_{m_R}(R)/\text{in}(h)$, where $\text{in}(h) = (\text{in}(h))$ means the initial ideal of $h$. Denote by $p^{[k]}$ and $q^{[k]}$ be the $k$-th reflexive powers of $p$ and $q$.

Under the above setup, we see that

$$H_k(d) = \text{length}(\frac{m^d_R}{m^d_R + m^d_R \cap p^{[k]}}) = H(gr_{m_R}(R)/\text{in}(p^{[k]}), d)$$

and

$$h_k(d) = \text{length}(\frac{m^d_T}{m^d_T + m^d_T \cap q^{[k]}}) = H(gr_{m_T}(T)/\text{in}(q^{[k]}), d).$$

Apply Theorem A.3 to $gr_{m_R}(R)$, $\text{in}(h)$ and $j$, we know that

$$H_k(d)_{<d>} \geq \widetilde{h}_k(d) = H(gr_{m_R}(R)/(\text{in}(p^{[k]}) + \text{in}(h)), d).$$

We claim that $\widetilde{h}_k(d) \geq h_k(d)$. To prove the claim, it suffices to show that

$$\frac{\text{in}(p^{[k]}) + \text{in}(h)}{(\text{in}(h))} \rightarrow \text{in}(q^{[k]})$$

is injective for any $k$. Since

$$\frac{\text{in}(p^{[k]}) + \text{in}(h)}{(\text{in}(h))} \subset \text{in} \left( \frac{p^{[k]} + (h)}{(h)} \right)$$

and

$$\frac{p^{[k]} + (h)}{(h)} \subset q^{[k]} = \left( \frac{p + (h)}{(h)} \right)^{[k]}$$

we see that the claim holds.

The last inequality $\frac{p^{[k]} + (h)}{(h)} \subset q^{[k]}$ follows from the fact that $h$ is general. Let $Z_0$ be the singular locus of $Z$. Since $Z$ is normal, then $\dim Z_0 \leq 1$. For a general hyperplane $H$ passing through $x$, it doesn’t contain $Z_0$ or $S$. Hence $H \cap Z_0$ consists of only finitely many points. Let $U$ be an open neighborhood of $x$. After shrinking $U$, we may assume that on $U$, $H \cap Z_0 = \{x\}$ and the only singular point of $S$ is $x$. Near any point $y \neq x$ in $H \cap S \cap U$, the divisor $S$ is Cartier and locally defined by an equation $s$. Therefore, locally at $y$, we have $p^{[k]} = (s^{k})$ and $q = (\overline{s})$ where $\overline{s}$ the image of $s$ in $T$. This implies that the inequality $\frac{p^{[k]} + (h)}{(h)} \subset q^{[k]}$ holds on the open set $U \cap S \setminus \{x\}$. Recall that the for
reflexive sheaves, the section doesn’t change when removing a codimensional 2 subset. We have \( q^k(U \cap S) = q^k(U \cap S \setminus \{x\}) \). We thus have \( \frac{\mu_{(k)}}{(h)} \subset q^k \) in \( T \). \( \square \)

**Lemma A.5.** Let \( Z \) be a normal variety of dimension 3 and \( S \) be a prime Weil divisor on \( Z \) with multiplicity \( m' = \text{mult}_X S \). Assume that \( \text{ord}_x \) is a discrete valuation on \( Z \). Then for any rational numbers \( t, r \geq 0 \) and sufficiently large divisible \( k \), the function

\[
l(t, r) := \text{length}( \frac{m_{kt}^t}{m_{k+1}^t + m_{kt}^t} \cap \mathcal{O}_X(-krS) )
\]

is a polynomial of \( k \) of degree 2 whose leading coefficient is a function \( h(t, r) \) satisfying

\[
h(t, r) = \begin{cases} 
4tr - 8r^2 & t \geq 4r \\
8r^2 - (t - 4r)^2 & 4r > t \geq 2r \\
4r^2 - 3(t - 2r)^2 & 2r > t \geq \frac{4}{3}r \\
\frac{3}{2}r^2 & \frac{4}{3}r > t \geq 0
\end{cases}
\]  \( (16) \)

**Proof.** Set \( d = kt \) and \( k' = kr \). We first let \( r = 1 \). Applying Lemma A.2 to \( Z \cap H \) and \( S \cap H \), we see that

\[
LT_k(h_k(d)) \geq \min\{4k, 3d\},
\]

where \( LT_k \) means the leading term with respect to \( k \). Note that \( LT_k(H_k(d)) \leq \frac{3}{2}d^2 \).

Write

\[
H_k(d) = \binom{c(d)}{d} + \binom{c(d - 1)}{d - 1} + \cdots + \binom{c(1)}{1}.
\]

Then \( c(d) \leq d + 2 \), otherwise \( \deg LT_k(H_k(d)) \geq 3 \). Let \( x \) be the number of \( c(i) \) such that \( c(i) = i + 2 \) and \( y \) be the number of \( c(i) \) such that \( c(i) = i + 1 \). Since \( LT_k(H_k(d)) \leq \frac{3}{2}d^2 \), then \( x \leq 3 \). By Lemma A.4, we know that \( H_k(d)_{<d>} \geq h_k(d) \). Hence \( LT_k(H_k(d)_{<d>}) \geq \min\{4k, 3d\} \). In particular, the following inequalities hold

\[
d \geq x + y, \quad LT_k(H_k(d)_{<d>}) = LT_k(xd + y) \geq \min\{4k, 3d\}
\]

\[
LT_k(H_k(d)) = LT_k(x \frac{d^2}{2} + yd - \frac{y^2}{2}) \geq \frac{3}{2}d^2
\]

(a) Suppose that \( t \geq 4 \). We see that \( \min\{4k, 3d\} = 4k \) and \( d \geq LT_k(y) \geq \max\{4k - xd, 0\} \). Note that \( yd - \frac{y^2}{2} \) is increasing for \( 0 \leq y \leq d \). If \( x \geq 1 \), then \( \max\{4k - xd, 0\} = 0 \) and

\[
LT_k(H_k(d)) \geq \frac{d^2}{2} = \frac{t^2}{2}k^2.
\]

If \( x = 0 \), then \( \max\max\{4k - xd, 0\} = 4k \) and

\[
LT_k(H_k(d)) \geq LT_k(4kd - \frac{(4k)^2}{2}) = (4t - 8)k^2.
\]

Since \( \frac{t^2}{2} \geq 4t - 8 \), then \( h(t, 1) \geq 4t - 8 \).
Then we have \( \gamma \geq \) as given in (S).

Let \( k_t \) be a sufficiently divisible integer and \( \omega \) be a prime Weil divisor on \( Z \). Assume that the \( \text{ord}_x \) is a discrete valuation on \( Z \). Write \( \Delta = sS + \Delta' \), where \( S \not\subseteq \text{Supp}(\Delta') \). If there is a rational number \( t_0 > 0 \) such that \( \psi_S(t_0) \geq 1 - s \), then for any \( \gamma \geq t_0 \) such that \( \text{Vol}(\gamma, A) \geq 0 \), we have

\[
\text{Vol}(0, \gamma, A) \leq \int_0^\gamma mnt^{n-1} \, dt - \int_{t_0}^\gamma h(t, 1 - s) \, dt.
\]

\textbf{Proposition A.6.} Let \( A \) be an effective ample \( \mathbb{Q} \)-Cartier divisor and \( S \) be a prime Weil divisor on \( Z \). Assume that the \( \text{ord}_x \) is a discrete valuation on \( Z \). Write \( \Delta = sS + \Delta' \), where \( S \not\subseteq \text{Supp}(\Delta') \). If there is a rational number \( t_0 > 0 \) such that \( \psi_S(t_0) \geq 1 - s \), then for any \( \gamma \geq t_0 \) such that \( \text{Vol}(\gamma, A) \geq 0 \), we have

\[
\text{Vol}(0, \gamma, A) \leq \int_0^\gamma mnt^{n-1} \, dt - \int_{t_0}^\gamma h(t, 1 - s) \, dt.
\]

\textbf{Proof.} Let \( k \) be a sufficiently divisible integer and \( t \) be a rational number. We may assume that \( kt \) is an integer, denoted by \( j \). Since \( F_{k,t}(A) \) is the fixed part of \( |\mathcal{O}_Z(kA) \otimes \mathfrak{m}_x^j| \), then

\[
H^0(Z, \mathcal{O}_Z(kA) \otimes \mathfrak{m}_x^j) = H^0(Z, \mathcal{O}_Z(kA) \otimes (\mathcal{O}_Z(-F_{k,t}(A)) \cap \mathfrak{m}_x^j))
\]

by definition of fixed part. Recall that the coefficient of \( S \) in \( F_{k,t}(A) \) is greater or equal to \( k \cdot \psi_S(t) \). We have

\[
H^0(Z, \mathcal{O}_Z(kA) \otimes (\mathcal{O}_Z(-k \cdot \psi_S(t) \cdot S) \cap \mathfrak{m}_x^j)) = H^0(Z, \mathcal{O}_Z(kA) \otimes m_x^j)
\]

Then we have
Recall that $j = kt$ for sufficiently large $k$. Then $h^0(Z, m_j^i/m_{j+1}^i)$ is a polynomial in $k$ with leading term $m_{(n-1)!}^n(kt)^{n-1}$. Since $\psi_S(t) \geq \psi_S(t_0) \geq 1-s$ for $t \geq t_0$, then we have

$$h^0(Z, \frac{m_j^i}{m_{j+1}^i} + \mathcal{O}_Z(-k \cdot \psi(t) \cdot S) \cap m_j^i) \geq h^0(Z, \frac{m_j^i}{m_{j+1}^i} + \mathcal{O}_Z(-k \cdot (1-s) \cdot S) \cap m_j^i)$$

for $t \geq t_0$.

By Lemma A.5, we know that

$$h^0(Z, \frac{m_j^i}{m_{j+1}^i} + \mathcal{O}_Z(-k \cdot (1-s) \cdot S) \cap m_j^i) \geq h(t, 1-s)k^{n-1} + o(k).$$

Therefore, by taking Riemann sum, we get

$$\text{Vol}(0, \gamma, A) \leq \lim_{k \to \infty} \frac{\sum_{j=0}^{k\gamma} \frac{m_j}{(n-1)!} (\frac{j}{k})^{n-1} - \sum_{j=kt_0}^{k\gamma} h(\frac{j}{k}, 1-s)k^{n-1} - o(k)}{k^{n-1} n!}$$

$$= \int_0^\gamma mnt^{n-1} dt - \int_{t_0}^\gamma h(t, 1-s) dt.$$
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Theorem B.1. Let $(S, o)$ be an rational surface singularities with multiplicity $\text{mult}_oS = m$. Then the minimal log discrepancy of $S$ at $o$ is at most $\frac{2}{m}$.

Proof. We may assume that $S$ is affine. Let $f : \tilde{S} \to S$ be the minimal resolution, $Z = \sum_{i=1}^ra_iE_i$ be the fundamental cycle, $K = K_{S/S} = \sum_{i=1}^rb_iE_i$ be the relative canonical divisor on $\tilde{S}$, $E = \sum_{i=1}^rE_i$.

If $m = 2$, then it is easy to check that $\text{mld} \leq 1$.

For $m \geq 3$, we will prove the theorem by contradiction.

Assume in the contrary that $\text{mld} > \frac{2}{m}$. Then $b_i > \frac{2}{m} - 1$ for each $i = 1, \ldots, r$ which implies that

$$K + \left(1 - \frac{2}{m}\right)E > 0.$$ 

Set

$$H = K + \left(1 - \frac{2}{m}\right)E > 0.$$ 

Since $o$ is a rational singularity and $Z$ is the fundamental cycle which is anti-nef, then we see that $HZ \leq 0$ and $KZ = -2 + m$. However,

$$HZ = \left(K + \left(1 - \frac{2}{m}\right)Z\right)Z - \left(1 - \frac{2}{m}\right)(Z - E)Z = -\left(1 - \frac{2}{m}\right)(Z - E)Z \geq 0.$$ 

Therefore, $(Z - E)Z = 0$ which implies that $EZ = -m$.

We claim that $Z - E = 0$. Otherwise, if $Z - E > 0$ then $(Z - E)^2 < 0$ by negative definiteness, then $m + E^2 < 0$ equivalently $1 + m + E^2 \leq 0$. Then $KE = -2 - E^2 \geq m - 1$. But $m - 2 = ZK \geq KE \geq m - 1$, a contradiction! This proves that $Z = E$ under the assumption that $\text{mld} > \frac{2}{m}$.

Now since $E = Z$, $HE = 0$, then for any irreducible component $\Gamma$ in $\text{Supp}(H)$ we have $\Gamma E = 0$. Hence,

$$H\Gamma = (K + \left(1 - \frac{2}{m}\right)E)\Gamma = K\Gamma = -\Gamma^2 - 2 \geq 0$$

which implies that $H$ is nef, equivalently, $-H$ is anti-nef. Hence $-H \geq 0$ by negativity lemma. But it contradicts to the assumption that $H > 0$. \qed
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