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Abstract

Motivated by analyzing complicated and non-stationary time series, we study a generalization of the scattering transform (ST) that includes broad neural activation functions, which is called \textit{neural activation ST} (NAST). On the whole, NAST is a transform that comprises a sequence of “neural processing units”, each of which applies a high pass filter to the input from the previous layer followed by a composition with a nonlinear function as the output to the next neuron. Here, the nonlinear function models how a neuron gets excited by the input signal. In addition to showing properties like non-expansion, horizontal translational invariability and insensitivity to local deformation, the statistical properties of the second order NAST of a Gaussian process with various dependence and (non-)stationarity structure and its interaction with the chosen high pass filters and activation functions are explored and central limit theorem (CLT) and non-CLT results are provided. Numerical simulations are also provided. The results explain how NAST processes complicated and non-stationary time series, and pave a way towards statistical inference based on NAST under the non-null case.
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1. Introduction

The scattering transform (ST)\textsuperscript{1, 2} is motivated by establishing a mathematical foundation of the convolutional neural network (CNN), particularly the feature extraction part. ST has been applied to various applications since its appearance. It was applied to audio classification\textsuperscript{3}, fetal heart rate analysis\textsuperscript{4}, music genre classification\textsuperscript{5}, heart sound classification\textsuperscript{6}, sleep stage classification\textsuperscript{7}, hyperspectral image classification\textsuperscript{8}, quantum
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chemical energies analysis \cite{9}, etc. We mention that in our recent work, we have shown that ST can efficiently quantify nonlinear broad spectral features of EEG. Indeed, with these features, we can develop an accurate automatic sleep stage annotation system for clinical usage \cite{10,11}. Recently, this automatic annotation system was further applied to establish an artificial intelligent system to help evaluate and improve sleep center quality \cite{12}.

By and large, the \(K\)-th order ST depends on a sequential interlacing convolution and the modulus operator (taking absolute value). In practice, to extract stable features, a suitable low pass filter is applied to the \(K\)-th order ST to obtain the \(K\)-th order ST coefficients. Here, the modulus operator captures the neural activation. The \(K\)-th order ST captures the feature extraction and the activation of the neuron in the \(K\)-th level CNN, which builds informative representations for the signals of interest. Its theoretical properties, including non-expansive on \(L^2(\mathbb{R}^n)\) and translation invariance and local diffeomorphisms, have been studied and reported in, for example, \cite{1,2}. Recently it has been actively extended to Gabor systems \cite{13,14} or to the non-Euclidean setup, like graph \cite{15,16,17}, and to the deep Haar scattering \cite{18}. It is natural to ask if we could better model CNN via generalizing the modulus operator in ST, since activation functions play a crucial role in discriminative capabilities of artificial neural networks. In practice, different activation functions other than the modulus operator could be selected for each hidden layer or each neuron; see, for example \cite{19,20}. From this standpoint, we may obtain a better understanding of CNN by generalizing ST to include more general activation functions. Take a mother wavelet \(\psi\), and denote \(\psi_j(x) := 2^{-j}\psi(2^{-j}x)\) for \(j \in \mathbb{Z}\). For \(K \in \mathbb{N}\), the \(K\)-th order neural activation ST (NAST) we consider in this paper is

\[
U^{A_1,A_2,\ldots,A_K}[j_1,j_2,\ldots,j_K]X(t) := A_K((\ldots A_2(A_1(X \ast \psi_{j_1}) \ast \psi_{j_2})\ldots) \ast \psi_{j_K}(t)),
\]

where \(t \in \mathbb{R}\), \(X\) is any reasonable input function or random process, \(j_k\) is the scale parameter of the continuous wavelet transform (CWT) in the \(k\)-th layers, and \(A_k\) is a nonlinear function modeling various neural activations; for example, Rectifier Linear Unit (ReLU), arctangent, and several others \cite{21}. We may apply a suitable low pass filter to the \(K\)-th order NAST and obtain the \(K\)-th order NAST coefficients. Here, when \(A_k(x) = |x|\), we recover the traditional ST. In \cite{22}, such idea has been implemented with several theoretical properties explored. Note that in \cite{22}, the activation function is followed by an extra pooling layer, which we call the pooling NAST and it is not considered in this paper. The authors in \cite{22} showed that the pooling NAST exhibits vertical translation invariance in the sense that the features becoming more translation-invariant with the increasing network depth. Note that the translation invariance of ST shown in \cite{1,2} is the horizontal one, in the sense of the features becoming more translation invariant if the wavelet scale parameter \(J\) increases. For input functions satisfying the deformation-insensitive property \cite{22}, Definition 5], a deformation sensitivity bound is also derived for the pooling NAST. However, the authors of \cite{22} only focused on deterministic functions.

While existing theoretical results have covered a wide range of signals, in practice we may encounter more challenging ones. It is well known that electroencephalogram (EEG), and many other biomedical time series have complicated statistical behavior. For example, it was discovered that there is a long-range temporal correlations and scaling behavior in
human brain oscillations, heart rate possessed a strong $1/f$ component over a wide frequency, or even a multifractal structure, and the human coordination is a long-memory process. More importantly, these signals are usually non-stationary. Due to its scientific and clinical impacts, a lot of efforts have been invested in analyzing such signals. However, it remains a signal processing challenge. A natural question to ask is how does NAST behave on such complicated time series.

In this paper, we ask how NAST, and hence ST as a special case, behaves on random processes of various structures. There have been some work discussing the behavior of the traditional ST on random process. In [27], the first- and second-order ST coefficients are used to characterize more detailed properties of random processes with stationary increments, including the intermittency and self-similarity, where the Poisson processes, fractional Brownian motions were analyzed. The limiting distributions of the second-order ST of the fractional Brownian motions have been proved to be folded Gaussian when the vanishing moment of the wavelet is greater than or equal to two. However, the distribution of a random process after applying ST, particularly the covariance structure of the limiting random process, was not discussed. For the statistical inference purpose, it is important to obtain such structure, or at least find a way to approximate it. The empirical results for Lévy processes and multifractal cascade processes were also provided. Moreover, the general long-range dependent Gaussian process is not discussed in [27], and the impact of the chosen mother wavelet is not yet explored. To our knowledge, the statistical behavior of NAST on random processes is left open. More theoretical results can be found in Section 3.2.

1.1. Our contribution

We provide several theoretical results about NAST. First, we show that if the NAST coefficients are obtained with a proper low pass filter, specifically a companion father wavelet, the NAST coefficients exhibit horizontal translation invariance, which is different from the vertical translation invariance shown in [22]. We also provide a deformation sensitivity bound for the NAST coefficients.

Second, to handle biomedical signals that exhibit long range dependence structure, like EEG, we establish central and non-central limit theorems for stationary Gaussian processes that might exhibit long-range dependence and fractional Brownian motions. The appearance of Gaussian and non-Gaussian scenarios depends on the behavior of the Fourier transform of the mother wavelet near the origin. On the other hand, the structure of the large-scale limit depends not only on the Hermite rank of the nonlinear function $A_1$ used in the first layer but also on the differentiability of the nonlinear function used in the last layer. In short, these diverse central and non-central type results come from exploring how NAST depends on the vanishing moment conditions of the chosen wavelet. The developed theory can be directly applied to ST when the activation functions are $|x|$.

In the context henceforth, the notation $E$ means the expectation and $\Rightarrow_d$ denotes the convergence of random processes in the sense of finite-dimensional distributions. We use $\ast$ to denote the convolution operator. We use the notation $f^{\ast \ell}$, where $\ell \geq 2$, to denote the
ℓ-fold convolution of the function \( f \) when it makes sense; that is,
\[
f^{\star \ell}(\eta) := \int_{\mathbb{R}^{\ell-1}} f(\eta_1) f(\eta_2 - \eta_1) \cdots f(\eta - \eta_{\ell-1}) \, d\eta_1 \, d\eta_2 \cdots d\eta_{\ell-1}.
\]

The rest of the paper is organized as follows. In Section 2, we present some preliminaries. The formal definition of NAST is given in Section 3. We state our main results in Section 4, and their proofs are given in Section 5. More results and auxiliary lemmas and their proofs are given in the appendix.

2. Preliminaries

Let \( \psi \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) be the mother wavelet, which satisfies \( \int_{\mathbb{R}} \psi(t) \, dt = 0 \). A family of real-valued functions \( \{ \psi_j(t) \mid j \in \mathbb{Z}, t \in \mathbb{R} \} \) is called a wavelet family if it is generated from \( \psi \) through the dilation procedure
\[
\psi_j(t) = 2^{-j} \psi(2^{-j} t). \tag{1}
\]
Denote the Fourier transform of \( \psi \) by \( \Psi \), which is defined as
\[
\Psi(\lambda) = \int_{\mathbb{R}} e^{-i\lambda t} \psi(t) \, dt. \tag{2}
\]
Because \( \psi \in L^1(\mathbb{R}) \cap L^2(\mathbb{R}) \) and \( \int_{\mathbb{R}} \psi(t) \, dt = 0 \), \( \Psi \) is a continuous and square-integrable function with \( \Psi(0) = 0 \). This observation motivates us to make the following assumption.

Assumption 1. For the Fourier transform of \( \psi \), we assume that there exists a bounded and continuous function \( C_{\Psi} \), which is positive at the origin (i.e., \( C_{\Psi}(0) > 0 \)), such that the square-integrable function \( \Psi \) can be expressed as
\[
\Psi(\lambda) = C_{\Psi}(\lambda) |\lambda|^\alpha \tag{3}
\]
for some \( \alpha > 0 \).

By the Taylor expansion, we know that the parameter \( \alpha \) in Assumption 1 is greater than or equal to the vanishing moment \( N \) of \( \psi \), where
\[
N = \max \left\{ n \in \mathbb{N} \mid \int_{\mathbb{R}} t^n \psi(t) \, dt = 0 \text{ for } \ell = 0, 1, \ldots, n - 1, \text{ and } \int_{\mathbb{R}} t^n \psi(t) \, dt \neq 0 \right\}, \tag{4}
\]
Assumption 1 with \( \alpha \geq 1 \) holds for commonly used wavelets, including the real part of complex Morlet wavelet (\( \alpha = 1 \)), the Mexican hat wavelet (\( \alpha = 2 \)), and the \( K \)-th order Daubechies wavelet (\( \alpha = K/2 \)), where \( K = 2, 4, \ldots, 20 \). Assumption 1 with \( \alpha \in (0, 1) \) is realized by the real part of Morse wavelets \[28\], which is a family of analytic wavelets parametrized by two parameters in the Fourier domain via
\[
\Psi(\lambda) = \begin{cases} 
K_{\alpha, \gamma} \mathcal{H}(\lambda) \lambda^\alpha e^{-\lambda^\gamma} & \text{for } \lambda \geq 0, \\
0 & \text{for } \lambda < 0,
\end{cases} \tag{5}
\]
where $\alpha > 0$, $\gamma > 0$, $K_{\alpha,\gamma}$ is a normalizing constant, and $\mathcal{H}$ is the Heaviside unit step function. For the wavelet function, whose Fourier transform $\Psi$ vanishes in a neighborhood of the origin, e.g., the Mayer wavelet, please see the paragraph below Theorem 1.

Given a bounded function $X : \mathbb{R} \to \mathbb{R}$, the CWT of $X$ is defined as

$$X \ast \psi_j(t) = 2^{-j} \int_{\mathbb{R}} X(s) \psi\left(\frac{t-s}{2^j}\right) ds,$$  \hspace{1cm} (6)

where $j \in \mathbb{Z}$ indicates the scale and $t \in \mathbb{R}$ indicates time. Compared with the windowed Fourier transform, the CWT is better in capturing short-lived high frequency phenomena, e.g., the singularities and transient structures, because the time-width of $2^{-j}\psi(2^{-j}t)$ is adapted to the scale variable $2^j$ \cite{20}.

2.1. Stationary Gaussian processes and Wiener-Itô integrals

Let $(\Omega, \mathcal{F}, P)$ be an underlying probability space such that all random elements appeared in this article are defined on it. Let $X$ be a mean-square continuous and stationary real Gaussian random process with the constant mean $E[X(s)] = \mu \in \mathbb{R}$ and the covariance function $R_X$:

$$R_X(t_1 - t_2) = E[X(t_1)X(t_2)] - E[X(t_1)]E[X(t_2)], \ t_1, t_2 \in \mathbb{R}. \hspace{1cm} (7)$$

Because $\int_{\mathbb{R}} \psi(s) ds = 0$,

$$X \ast \psi_j(t) = \int_{\mathbb{R}} X(s) 2^{-j} \psi\left(\frac{t-s}{2^j}\right) ds = \int_{\mathbb{R}} \{X(s) - \mu\} 2^{-j} \psi\left(\frac{t-s}{2^j}\right) ds = [X - \mu] \ast \psi_j(t).$$

Hence, we can assume that $E[X(s)] = 0$ without loss of generality. By the Bochner-Khinchin theorem \cite[Chapter 4]{30}, there exists a unique nonnegative measure $F_X$ on $\mathbb{R}$ such that $F_X(\mathbb{R}) = R_X(0)$ and

$$R_X(t) = \int_{\mathbb{R}} e^{i\lambda t} F_X(d\lambda), \ t \in \mathbb{R}. \hspace{1cm} (8)$$

The measure $F_X$ is called the spectral measure of the covariance function $R_X$.

**Assumption 2.** The spectral measure $F_X$ has the density $f_X$ and

$$f_X(\lambda) = \frac{C_X(\lambda)}{|\lambda|^{1-\beta}}, \hspace{1cm} \text{for} \ \beta \in (0,1) \ \text{is the Hurst index of long-range dependent and} \ C_X \ \text{is a bounded and continuous function from} \ \mathbb{R} \ \text{to} \ [0,\infty) \ \text{such that the decay of} \ C_X(\lambda) \ \text{as} \ |\lambda| \to \infty \ \text{is faster than that of} \ |\lambda|^{-\beta-\varepsilon} \ \text{for some} \ \varepsilon > 0. \hspace{1cm} (9)$$

Note that the spectral density function $f_X$ is nonnegative and integrable with $\int_{\mathbb{R}} f_X(\lambda) d\lambda = R_X(0)$. If the function $C_X$ in Assumption 2 satisfies $C_X(0) > 0$, then $X$ is a long-range dependent process \cite{31,32} because $f_X$ has a singularity at the origin.
Remark 1. In [33], the long-range dependent Gaussian processes having spectral densities of the form
\[ f_X(\lambda) = \frac{c_1}{|\lambda|^{1-\beta_1}(|\lambda|^2 + c_2)^{\beta_2}}, \] (10)
where \( \beta_1 \in (0, 1) \), \( \beta_2 \in (1/2, \infty) \) and \( c_1, c_2 \in (0, \infty) \), were applied to model the interest rate and the Standard and Poor 500 data. We refer readers with interest to [34, 35, 31] for more discussion about the stationary random processes with singular spectral densities.

The long-range dependence parameter \( \beta \) can be obtained by regressing the logged squared wavelet coefficients [36]. For \( \beta_1 = \beta_2 = 1 \), (10) is the spectral density of the well-known Ornstein-Uhlenbeck process, which is short-range dependent.

Under Assumption 2, (8) can be rewritten as
\[ R_X(t) = \int_{\mathbb{R}} e^{i\lambda t} f_X(\lambda) d\lambda, \quad t \in \mathbb{R}. \] (11)

By the Karhunen-Loève Theorem, the Gaussian process \( X(t) \) has the representation
\[ X(t) = \int_{\mathbb{R}} e^{i\lambda t} \sqrt{f_X(\lambda)} W(d\lambda), \] (12)
where \( t \in \mathbb{R} \) and \( W(d\lambda) \) is the standard complex-valued Gaussian random measure on \( \mathbb{R} \) satisfying
\[ W(\Delta_1) = \overline{W(-\Delta_1)} \quad \text{and} \quad \mathbb{E}\left[W(\Delta_1)W(\Delta_2)\right] = \text{Leb}(\Delta_1 \cap \Delta_2) \] (13)
for any \( \Delta_1, \Delta_2 \in \mathcal{B}(\mathbb{R}) \), where \( \text{Leb} \) is the Lebesgue measure on \( \mathbb{R} \). See, for example, [34, Theorem 1.1.3] for the above facts. By substituting (12) into (6), the CWT of \( X \) can be represented as a Wiener-Itô integral:
\[ X \ast \psi_j(t) = 2^{-j} \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} e^{i\lambda s} \sqrt{f_X(\lambda)} W(d\lambda) \right] \psi\left(\frac{t-s}{2^j}\right) ds \] (14)
\[ = 2^{-j} \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} e^{i\lambda s} \psi\left(\frac{t-s}{2^j}\right) ds \right] \sqrt{f_X(\lambda)} W(d\lambda) = \int_{\mathbb{R}} e^{i\lambda t} \Psi(2^j \lambda) \sqrt{f_X(\lambda)} W(d\lambda). \]

From (14), we know that \( X \ast \psi_j \) is a zero-mean stationary Gaussian process with the spectral density \( f_{X \ast \psi_j}(\lambda) = |\Psi(2^j \lambda)|^2 f_X(\lambda) \). By the orthogonal property (13), we have
\[ \sigma_j^2 := \mathbb{E}[(X \ast \psi_j)^2] = \int_{\mathbb{R}} |\Psi(2^j \lambda)|^2 f_X(\lambda)d\lambda, \quad j \in \mathbb{Z}. \] (15)

2.2. Fractional Brownian motions

The representation (14) can be extended to the case of Gaussian processes with stationary increments, such as the two-sided fractional Brownian motion \( B_H(t) \) proposed in [37], where \( t \in \mathbb{R} \) and \( H \in (0, 1) \). The fractional Brownian motions have been widely used in financial...
models \[38\] and engineering applications. From \[39\] (19), \( B_H \), where \( 0 < H < 1 \), has the spectral representation

\[
B_H(t) = \frac{1}{2\pi} \int_{\mathbb{R}} \left( e^{i\lambda t} - 1 \right) \left( \frac{1}{i\lambda} \right)^{H + \frac{1}{2}} d\beta(\lambda), \quad t \in \mathbb{R}, \tag{16}
\]

where \( \beta(\lambda) = -\overline{\beta(\lambda)} \) is a complex-valued Wiener process in frequency of orthogonal increments, that is, if \((\lambda_1, \lambda_2) \cap (\lambda_3, \lambda_4) = \phi\),

\[
E \left\{ [\beta(\lambda_1) - \beta(\lambda_2)][\beta(\lambda_3) - \beta(\lambda_4)] \right\} = 0 \tag{17}
\]

and

\[
E \left\{ \overline{d\beta(\lambda)} d\beta(\lambda) \right\} = 2\pi \delta(\lambda' - \lambda) d\lambda. \tag{18}
\]

By a direct computation (see also \[39\, Theorem 2\]), (16) implies that the covariance function of \( B_H \) has the well-known form

\[
\text{Cov} (B_H(s), B_H(t)) = \frac{V_H}{2} \left( |s|^{2H} + |t|^{2H} - |s-t|^{2H} \right), \quad s, t \in \mathbb{R},
\]

where

\[
V_H = \frac{1}{\Gamma(H + \frac{1}{2})^{1/2}} \left\{ \frac{1}{2H} + \int_1^\infty \left[ u^{H - \frac{1}{2}} - (u - 1)^{H - \frac{1}{2}} \right]^2 du \right\}.
\]

By (16) and \( \int_{\mathbb{R}} \psi(s) ds = 0 \),

\[
B_H * \psi_{j_1}(t) = \frac{1}{2\pi} \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} (e^{i\lambda s} - 1) \psi_{j_1}(t-s) ds \right] \left( \frac{1}{i\lambda} \right)^{H + \frac{1}{2}} d\beta(\lambda)
\]

\[
= \frac{1}{2\pi} \int_{\mathbb{R}} e^{i\lambda t} \left( \frac{1}{i\lambda} \right)^{H + \frac{1}{2}} \Psi(2^{j_1}\lambda) d\beta(\lambda). \tag{19}
\]

By the orthogonal properties (17) and (18), the covariance function of \( B_H * \psi_{j_1} \) has the spectral representation

\[
\text{Cov} (B_H * \psi_{j_1}(t_1), B_H * \psi_{j_1}(t_2)) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i\lambda(t_1-t_2)} \frac{1}{|\lambda|^{2H+1}} |\Psi(2^{j_1}\lambda)|^2 d\lambda. \tag{20}
\]

From (19) and (20), we know that if \( \alpha > H \), \( B_H * \psi_{j_1} \) is a stationary Gaussian process with spectral density

\[
f_{B_H*\psi_{j_1}}(\lambda) = (2\pi)^{-1} |\lambda|^{-(2H+1)} |\Psi(2^{j_1}\lambda)|^2, \tag{21}
\]

which is absolute integrable under the condition \( \alpha > H \). The condition \( \alpha > H \) is satisfied by the real part of complex Morlet wavelet (\( \alpha = 1 \)), the Mexican hat wavelet (\( \alpha = 2 \)), and the \( K \)-th order Daubechies wavelet (\( \alpha = K/2 \)), where \( K = 2, 4, \ldots, 20 \). Furthermore, (20) implies that the finite dimensional distribution of \( B_H * \psi_{j_1} \) is the same as that of \( X * \psi_{j_1} \), where \( X \) is a generalized random process (also called \( 1/f \) noise) with spectral
density $f_X(\lambda) = (2\pi)^{-1}|\lambda|^{-(1-(2H))}$, i.e., \([3]\) with $\beta = -2H$ and $C_X(\lambda) = (2\pi)^{-1}$ for all $\lambda \in \mathbb{R}$. Under the condition $\alpha > H$, the second moment of $X \star \psi_j$ (or $B_H \star \psi_j$) has the following scaling relation:

$$\sigma^2_j = \mathbb{E}[(X \star \psi_j)^2] = \frac{1}{2\pi} \int_{\mathbb{R}} |\Psi(2^j \lambda)|^2 \frac{1}{|\lambda|^{2H+1}} d\lambda = 2^{2H} \sigma^2_0, \ j \in \mathbb{Z}. \quad (22)$$

In Section 4 we will see that our main result for the case of stationary Gaussian processes can be extended to the case of fractional Brownian motions easily by the relationship above.

### 2.3. Hermite polynomial expansion

We consider the Hermite polynomial expansion to represent nonlinear functions of interest. We need the following assumption.

**Assumption 3.** Fix $k, j \in \mathbb{N}$. Assume that $A_k(\sigma_j \cdot)$ belongs to the Gaussian-Hilbert space $L^2(\mathbb{R}, (2\pi)^{-1/2} e^{-\frac{y^2}{2}} dy)$; that is, $\int_{\mathbb{R}} [A_k(\sigma_jy)]^2 \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy < \infty$.

**Definition 1** (Hermite polynomials and Hermite rank). The Hermite polynomials, \(\{H_\ell(y)\}_{\ell=0,1,2,\ldots}\), are defined as

$$H_\ell(y) = (-1)^\ell e^{\frac{y^2}{2}} \frac{d^\ell}{dy^\ell} e^{-\frac{y^2}{2}},$$

where $\ell \in \{0,1,2,\ldots\}$. The Hermite rank of $A_1(\sigma_j \cdot)$ is defined by

$$\text{rank } (A_1(\sigma_j \cdot)) = \inf \{ \ell : C_{\sigma_j, \ell} \neq 0 \},$$

where

$$C_{\sigma_j, \ell} = \int_{\mathbb{R}} A_1(\sigma_jy) \frac{H_\ell(y)}{\sqrt{\ell!}} \frac{1}{\sqrt{2\pi}} e^{-\frac{y^2}{2}} dy, \ \ell \in \mathbb{N} \cup \{0\}. \quad (23)$$

For the Hermite polynomials, by simple calculation, $H_0(y) = 1$, $H_1(y) = y$, and $H_2(y) = y^2 - 1$. For the Hermite rank, some common examples are rank (ReLU(·)) = 1 and rank (|·|) = 2. Recall the following well-known facts about Hermite polynomials (see, for example, \([40, \text{Corollary 5.5 and p. 30}]\), \([41]\) or \([42]\]):

$$\mathbb{E}[H_{\ell_1}(Y_{j_1}(t_1))H_{\ell_2}(Y_{j_2}(t_2))] = \delta_{\ell_2}^{\ell_1} \delta_{\ell_1}^{\ell_1} R^{\ell_1}_{Y_{j_1}}(t_1 - t_2),\quad (24)$$

where $Y_{j_1} = \frac{1}{\sigma_{j_1}}X \star \psi_{j_1}$, $\ell_1, \ell_2 \in \{0,1,2,\ldots\}$, and $\delta_{\ell_1}^{\ell_1}$ is the Kronecker symbol. Moreover,

$$H_\ell(Y_{j_1}(t)) = \sigma_{j_1}^{-\ell} \int_{\mathbb{R}^\ell} e^{i(\lambda_1+\cdots+\lambda_\ell)t} \left[ \prod_{k=1}^\ell \Psi(2^{j_1} \lambda_k) \sqrt{f_X(\lambda_k)} \right] W(d\lambda_1) \cdots W(d\lambda_\ell), \quad (25)$$

where $\int^\prime$ means that the integral excludes the diagonal hyperplanes $\lambda_k = \mp \lambda_{k'}$ for $k, k' \in \{1,\ldots,\ell\}$ and $k \neq k'$. 8
3. Neural activation scattering transform

We now define NAST that generalizes ST considered in [1].

**Definition 2** (Neural activation scattering transform). Fix \( n \in \mathbb{N} \) and take \( n \) Lipschitz continuous functions \( A_1, \ldots, A_n : \mathbb{R} \rightarrow \mathbb{R} \). The \( n \)-th order NAST depending on \((A_1, \ldots, A_n)\) is defined by

\[
\{U^{A_1} \ldots [j_1, j_2, \ldots, j_n] X(t) \}_{j_1, j_2, \ldots, j_n \in \mathbb{Z}},
\]

where \( A_{1:n} := (A_1, \ldots, A_n) \) and

\[
U^{A_{1:n}}[j_1, \ldots, j_n] X(t) = A_n \left( U^{A_{1:n-1}}[j_1, \ldots, j_{n-1}] X \ast \psi_{j_n}(t) \right)
= U^{A_n}[j_n] \left( \cdots \left( U^{A_2}[j_2] \left( U^{A_1}[j_1] X \right) \right) \cdots \right)
= A_n \left( (\ldots A_2 (A_1 (X \ast \psi_{j_1}) \ast \psi_{j_2} \ldots) \ast \psi_{j_n}(t)) \right).
\]

Let \( \phi \) be the father wavelet whose Fourier transform \( \Phi \), along with \( \Psi \), satisfies the Littlewood-Paley condition

\[
|\Phi(2^j \lambda)|^2 + \sum_{j < J} |\Psi(2^j \lambda)|^2 \leq 1, \ \lambda \in \mathbb{R},
\]

for all \( J \in \mathbb{Z} \) and \( \phi \in L^1(\mathbb{R}) \) with \( \int_\mathbb{R} \phi(x)dx = 1 \). For \( J \in \mathbb{N} \), define

\[
\phi_J(t) = 2^{-J} \phi \left( \frac{t}{2^J} \right), \ t \in \mathbb{R},
\]

and

\[
P_J X(t) = X \ast \phi_J(t) = \int_\mathbb{R} 2^{-J} \phi \left( \frac{t - s}{2^J} \right) X(s)ds, \ t \in \mathbb{R}.
\]

**Definition 3** (The set of \( n \)-th order NAST coefficients). Let \( \Lambda_J = \{ j \mid j \in \mathbb{Z} \text{ and } j < J \} \). The set of \( n \)-th order NAST coefficients is

\[
S^{A_{1:n}}[\Lambda_J^n] X := \{ P_J [U^{A_n}[j_n] \left( \cdots \left( U^{A_2}[j_2] \left( U^{A_1}[j_1] X \right) \right) \cdots \right) \} \}_{j_1, \ldots, j_n \in \Lambda_J^n}.
\]

where \( \Lambda_J^n = \{(j_1, \ldots, j_n) \mid j_k \in \Lambda_J \text{ for } k = 1, 2, \ldots, n \} \). Also denote

\[
U^{A_{1:n}}[\Lambda_J^n] X := \{ U^{A_n}[j_n] \left( \cdots \left( U^{A_2}[j_2] \left( U^{A_1}[j_1] X \right) \right) \cdots \right) \}_{j_1, \ldots, j_n \in \Lambda_J^n}
\]

and

\[
U^{A_{1:n}}[\Lambda_J^n] X := \{ P_J U^{A_{1:n-1}}[\Lambda_J^{n-1}] X, U^{A_{1:n}}[\Lambda_J^n] X \}.
\]

We set \( U^{A_{1:0}}[\Lambda_J^0] X = X \) and \( S^{A_{1:0}}[\Lambda_J^0] X = P_J X \).

We follow the symbols used in [1]. The curly bracket in (29) contains the set of \((n - 1)\)-th order NAST coefficients and the \( n \)-th order NAST of \( X \). If the absolute value function is used as the nonlinear operator, i.e., \( A_1(\cdot) = A_2(\cdot) = \cdots = |\cdot| \), (26) is reduced to the classical ST of \( X \) considered in [1, 2, 27]. We mention that this generalization is very close to that considered in [22], where every activation function is followed by a pooling layer. A similar definition holds for higher dimensional Euclidean space, but we focus on \( \mathbb{R} \) in this work.
3.1. From the neural network perspective

The computational structure of ST is similar to fully-connected convolutional neural networks (CNN) [43, 44], and its convolutional structure inspired the proposal of ST in [1]. However, in the classical ST, $A_1(\cdot) = A_2(\cdot) = \ldots = |\cdot|$, where the activation functions are not fully modeled. The proposed NAST is richer than the traditional ST in the sense that more flexible activation functions are considered, and a random processes can be converted into different random processes by NAST. Recall that the $n$-th order NAST includes $n$ convolution layers with nonlinear operators inserted between convolutional layers:

$$U^{A_1, \ldots, A_n}[j_1, \ldots, j_n]X(t) = A_n((\ldots A_2(A_1(X \star \psi_{j_1}) \star \psi_{j_2})\ldots) \star \psi_{j_n}(t)),$$

where $A_1, \ldots, A_n$ are selected activation functions by users. Here, $A_1, \ldots, A_n$ are flexible to capture different types of activations associated with different types of neurons. Also, it could capture the practical fact that activations are always shifted by a bias parameter, which may be critical for successful learning [45]. However, note that while ideally the activation functions $A_1, \ldots, A_n$ for each hidden layer, or even for each neuron, should be obtained by a chosen training process from the given dataset [20, 19] for the purpose of improving the discriminative capabilities, in the traditional ST framework and current NAST framework, the training/learning process is not involved.

3.2. More existing Theoretical Results on random processes

In [1, Section 4], the relationship between the second-order moments

$$\{\mathbb{E}[U[j_1, j_2, \ldots, j_n]X]^2] \mid j_1, j_2, \ldots, j_n \in \mathbb{Z}\}, \quad n \in \mathbb{N},$$

and $\mathbb{E}[|X|^2]$ is discussed when $X$ is a stationary process with finite second-order moments. Moreover, the ST ended with a convolution with a father wavelet is shown to be nearly Lipschitz-continuous under the time warping. In Appendix B we show that NAST ended with a pooling layer also has this important property. For square integrable and non-random function $X$, the exponential decay of $||U[j_1, j_2, \ldots, j_n]X||_2$ along $n$ has been discussed in [46]. From an application point of view, the first and second order ST coefficients are sufficient for musical genre and phone classification [2]. We also find that the first and second order ST coefficients are sufficient for EEG signal analysis [10, 11].

Also, recall a closely related quantity, the normalized second-order scattering moments, defined by

$$\tilde{S}X(j_1, j_2) = \frac{\mathbb{E}[U[j_1, j_2]X]}{\mathbb{E}[U[j_1]X]} = \frac{\mathbb{E}[|X \star \psi_{j_1} | \star \psi_{j_2}|]}{\mathbb{E}[|X \star \psi_{j_1}|]},$$

where $j_1, j_2 \in \mathbb{Z}$. The empirical version of these moments have been used as features for musical genre and phone classification [2, Section VI] because the normalization increases the desired invariance properties for machine learning models. Because $|X \star \psi_{j_1}|$ provides the information about the occurrence time of burst activity at the scale $2^{j_1}$, $\mathbb{E}[|X \star \psi_{j_1} | \star \psi_{j_2}]$ measures the time variability of the burst activity over time scales $2^{j_2} \geq 2^{j_1}$. Hence, $\tilde{S}X(j_1, j_2)$ gives multiscale measurements of intermittency.
4. Main Results

As mentioned in Section 4 we will present two main results: (1) the horizontal translation invariance and insensitivity to deformation of NAST coefficients for stationary random processes; (2) large-scale limiting theorems about the second-order NAST of a stationary Gaussian process and the fractional Brownian motions.

4.1. Horizontal translation invariance and insensitivity to deformation

We show that for any stationary random process X with finite second moment, NAST exhibits horizontal translation invariance when the scale parameter J increases. Different from the vertical translation invariance [22], the horizontal translation invariance means that the asymptotic translation invariance in every network layer is guaranteed as long as J → ∞. Second, we consider a randomly deformed process \{X(t−τ(t))\}_{t∈R}, where X and τ are independent stationary random processes, and provide a deformation sensitivity bound for the NAST coefficients.

4.1.1. Non-expansiveness property

**Lemma 1.** If the Littlewood-Paley condition (28) holds and the nonlinear functions \(A_1, A_2, ..., A_n\) are Lipschitz continuous with Lipschitz constant \(L_{A_i} \leq 1\) and \(A_i(0) = 0\) for \(i \in \{1, 2, ..., n\}\), then for any strictly stationary process X with \(E[|X|^2] < ∞\),

\[
E \left[ \|U^{A_1:n}[A^n_j]X\|^2 \right] := \sum_{(j_1, ..., j_n) \in A^n} E \left[ U^{A_1,...,A_n}[j_1, ..., j_n]X \right]^2
\]

satisfies

\[
E \left[ |X|^2 \right] \geq E \left[ \|U^{A_1}[A_j]X\|^2 \right] \geq \cdots \geq E \left[ \|U^{A_1:n−1}[A^n_{j−1}]X\|^2 \right] \geq E \left[ \|U^{A_1:n}[A^n_j]X\|^2 \right] \geq \sum_{m=0}^{n} E \left[ \|S^{A_1:m}_{j}[\Lambda^n_j]X\|^2 \right] \leq E \left[ |X|^2 \right], \quad n \in \mathbb{N} \cup \{0\}.
\]

**Appendix A** provides the proof of Lemma 1. Note that the modulus function \(A(x) = |x|\), the rectified linear unit \(A(x) = \max\{0, x\}\), the hyperbolic tangent \(A(x) = \tanh(x)\), and the shifted logistic sigmoid \(A(x) = \frac{1}{1+e^{-x}} - \frac{1}{2}\) are Lipschitz continuous with Lipschitz constant \(L_A \leq 1\) and \(A(0) = 0\). The inequality \(32\) implies that \(E[\|U^{A_1:n}[A_j]X\|^2]\) is decreasing along with the order \(n\) of NAST. The inequality \(33\) shows that the total energy of the NAST coefficients over all layers is bounded by \(E[|X|^2]\) for each fixed \(J \in \mathbb{Z}\).

4.1.2. Insensitivity to deformation and translation

Let \(τ\) be a stationary random process. We consider the randomly deformed process \(L_τX(t) = X(t−τ(t))\), where \(t \in \mathbb{R}\), and investigate the impact of random deformation on the NAST coefficients. Denote the set of the NAST coefficients within the first \(n\) layers by

\[
S^{A_1:n}_{j}[A^n_j]X = \left\{ S^{A_1:m}_{j}[\Lambda^n_j]X \right\}_{0 \leq m \leq n} = \left\{ P_jU^{A_1:m}[\Lambda^n_j]X \right\}_{0 \leq m \leq n}.
\]

(34)
Lemma 2. Assume the same conditions as in Lemma 1. If $\tau$ is statistically independent of $X$, $\tau \in C^2(\mathbb{R})$ and $\|\tau'\|_{\infty} \leq \frac{1}{2}$ almost surely, then for $n \in \mathbb{N}$,
\[
\mathbb{E}\left[\|S_j^{A_1:n}[A_j^n]L_\tau X - S_j^{A_1:n}[A_j^n]X\|^2\right] \leq C \left\{ (n+1)^2 K(\tau) + 2^{-2J}(n+1)\mathbb{E}\left[\|\tau\|_{\infty}^2\right]\right\} \mathbb{E}\left[|X|^2\right]
\]
for some constant $C > 0$, where
\[
K(\tau) = \begin{cases} \mathbb{E}\left\{\|\tau\|_{\infty} \left( \log \frac{\|\Delta \tau\|_{\infty}}{\|\tau\|_{\infty}} \vee 1 \right) + \|\tau''\|_{\infty}\right\}, & \|\tau\|_{\infty} \neq 0, \\ 0, & \|\tau'\|_{\infty} = 0, \end{cases}
\]
and $\|\Delta \tau\|_{\infty} := \sup_{s,t \in \mathbb{R}} |\tau(s) - \tau(t)|$.

Lemma 2 means that for any fixed network depth $n$, if the strength of time warping decays, i.e., $K(\tau) \to 0$ and $\|\tau\|_{\infty} \to 0$, the NAST coefficients of the deformed process $L_\tau X$ will be close to that of the original process $X$.

If $\tau$ is a constant function, i.e., $\|\tau'\|_{\infty} = 0$, Lemma 2 shows that
\[
\mathbb{E}\left[\|S_j^{A_1:n}[A_j^n]L_\tau X - S_j^{A_1:n}[A_j^n]X\|^2\right] \leq C 2^{-2J}(n+1)\mathbb{E}\left[\|\tau\|_{\infty}^2\right] \mathbb{E}\left[|X|^2\right]
\]
for some constant $C > 0$. It means that for any fixed network depth $n$, the NAST coefficients are asymptotically translation invariant when $J \to \infty$. This property is referred as the horizontal translation invariance [22].

4.2. Large-scale limiting theorems

We show that the rescaled random process derived from the second-order NAST converges to a Gaussian process in the finite dimensional distribution sense if (a) the commonly used wavelets with high vanishing moments, including the Morlet wavelet, the Mexican hat wavelet, and the Daubechies wavelet, are used in NAST, and (b) the nonlinear function $A_2$ used in the last layer is differentiable at the origin with $A_2'(0) \neq 0$. Under the condition (a), if $A_2$ is a continuous function but not differentiable at the origin or $A_2'(0) = 0$, e.g., the modulus operator $|\cdot|$ and the rectified linear Unit (ReLU) function, the limit of the rescaled coefficient process is a subordinated Gaussian process. If the condition (a) does not hold, the non-Gaussian scenarios may arise from the limit of the rescaled coefficient process if the Hermite rank of $A_1$ is greater than 1. Proofs of all theorems and corollaries mentioned in this section are postponed to Section 5.

Remark 2. The technical reason for having such diverse results is that if the condition (a) holds, then the low frequency components in the stationary Gaussian processes will be filtered out significantly if wavelets with high vanishing moments are used in NAST. After performing the nonlinear transformation by $A_1$, the filtered Gaussian process becomes a weakly dependent random process, whose convolution with wavelet functions at larger scales belongs to the domain of attraction of Gaussian limits. For wavelets with low vanishing moments, like the Morse wavelet, the long-range dependence of the initial input will be partially reserved after
performing the convolution with the wavelet and the subsequent nonlinear transformation by $A_1$. Hence, the convolution of the resulting process, which is usually non-Gaussian and of long-range dependence, with wavelet functions at larger scales belongs to the domain of attraction of non-Gaussian limits. The proof is based on the truncation of Hermite expansions and the multiple Wiener-Itô integrals [34].

4.2.1. Gaussian limits arising from the second-order NAST with stationary Gaussian processes as inputs

**Theorem 1.** Let $\psi$ be a real-valued mother wavelet function satisfying Assumption 1, $X$ be a second-order stationary Gaussian process satisfying Assumption 2, and $A_1$ be a function satisfying Assumption 3. Denote $r = \text{rank}(A_1(\sigma_{j_1} \cdot))$. If the parameters $\alpha$ and $\beta$ in Assumptions 1 and 2 satisfy $2\alpha + \beta > 1/r$, then for each fixed $j_1 \in \mathbb{Z}$, when $j_2 \to \infty$, the macroscopic rescaled random process

$$2^{j_2/2}U^{A_1[j_1]X \ast \psi_{j_2}(2^{j_2}t)} \quad t \in \mathbb{R},$$

(35)

converges to a Gaussian process $\{V_1(t)\}_{t \in \mathbb{R}}$ in the finite dimensional distribution sense. Moreover, $V_1$ can be represented by a Wiener-Itô integral as follows

$$V_1(t) = \kappa \int_{\mathbb{R}} e^{i\lambda t} \Psi(\lambda) W(d\lambda),$$

(36)

where $\Psi$ is the Fourier transform of $\psi$, $W(d\lambda)$ is a complex-valued Gaussian random measure on $\mathbb{R}$, and

$$\kappa = \left[ \sum_{\ell=r}^{\infty} \sigma_{j_1}^{-2\ell} f_X^{\ell}(0) C_{\sigma_{j_1}, \ell}^2 \right]^{1/2} = \left[ \frac{1}{2\pi} \int_{\mathbb{R}} R_{A_1(X \ast \psi_{j_1})}(t) dt \right]^{1/2}.$$ 

(37)

Here, $\{C_{\sigma_{j_1}, \ell}\}_{\ell=r+1, \cdots}$ are the coefficients of the Hermite polynomials expansion of $A_1(\sigma_{j_1} \cdot)$, $\sigma_{j_1}^2$ and $f_X \ast \psi_{j_1}$ are the variance and the spectral density function of the stationary process $X \ast \psi_{j_1}$, respectively, and $R_{A_1(X \ast \psi_{j_1})}$ is the covariance function of the stationary process $A_1(X \ast \psi_{j_1})$.

For the Mayer wavelet, whose Fourier transform $\Psi$ vanishes in a neighborhood of the origin, $A_1(X \ast \psi_{j_1})$ becomes a weakly dependent process for all stationary Gaussian process $X$. Following the proof of Theorem 1, we can show that the rescaled process $2^{j_2/2}U^{A_1[j_1]X \ast \psi_{j_2}(2^{j_2}t)}$ converges to a Gaussian process in the finite dimensional distribution sense when $j_2$ tends to infinity. A part of results in Theorem 1 is validated in Fig. 1, in which $\psi$ is the Daubechies-4 wavelet ($\alpha = 2$), $A_1(\cdot) = |\cdot|$, $j_1 = 1$, $j_2 = 10$, and $X$ is a stationary Gaussian process with the spectral density $f_X$ and $(\beta_1, \beta_2, c_2) = (0.75, 4, 1)$. The quantile-quantile plot in Fig. 1 shows that the empirical distribution of the random variable $U^{A_1[j_1]X \ast \psi_{j_2}(0)}$ normalized by the standard deviation is very close to the Gaussian distribution.

For the function $A_2$, we assume that one of the following assumptions holds.
Assumption 4. $A_2$ is differentiable at the origin with $A_2'(0) \neq 0$.

Assumption 5. $A_2$ belongs to the function space $F_\chi$ for some $\chi > 0$, where

$$F_\chi := \{ \tilde{A} \in C(\mathbb{R}) \mid \tilde{A}(cx) = c^\chi \tilde{A}(x) \text{ for all } c > 0 \}.$$  

(38)

Clearly, functions satisfying Assumption 4 and Assumption 5 are exclusive. The function space $F_1$ includes continuous functions of the form

$$A_2(x) = \begin{cases} a_+ x & \text{if } x \geq 0 \\ a_- x & \text{if } x < 0 \end{cases},$$  

(39)

where $a_+, a_- \in \mathbb{R}$. Typical examples include $A_2(\cdot) = |\cdot|$ and ReLU(\cdot).

If $A_2$ satisfies Assumption 4, we can apply the delta method summarized in Appendix G (see also [47, Theorem 3.7] and [48, Section 8.3.1]) to find the finite dimensional distribution and the covariance structure of the scaling limit of $2^{j_2/2} U_{A_1,A_2[j_1,j_2]} X(2^{j_2} t)$ from the result of Theorem 3. Specifically, by the delta method, we immediately show that the covariance structure of the limit of $2^{j_2/2} U_{A_1,A_2[j_1,j_2]} X(2^{j_2} \cdot)$ is the same as that of $V_1$ up to a multiplicative constant. If $A_2$ satisfies Assumption 5 we have

$$2^{j_2/2} U_{A_1,A_2[j_1,j_2]} X(2^{j_2} t) = A_2 \left( 2^{j_2/2} U_{A_1[j_1]} X \ast \psi_{j_2}(2^{j_2} t) \right)$$  

(40)

and the distribution comes immediately from the result of Theorem 3 and applying the continuous mapping theorem [49] to the right hand side of (10).
Corollary 1. Assume the same conditions as in Theorem [4] If Assumption [3] holds, then
for each fixed 
\[ j_1 \in \mathbb{Z}, \]
\[ 2^{j_1/2} \left\{ U^{A_1,A_2} [j_1, j_2] X (2^{j_2} t) - A_2(0) \right\} \xrightarrow{d} A_2'(0)V_1(t) \]  
(41)
when \( j_2 \to \infty \) in the finite dimensional distribution sense. If Assumption [5] holds, then for each fixed 
\[ j_1 \in \mathbb{Z}, \]
\[ 2^{j_1/2} U^{A_1,A_2} [j_1, j_2] X (2^{j_2} t) \xrightarrow{d} A_2(0) \]
(42)
when \( j_2 \to \infty \) in the finite dimensional distribution sense. Moreover, if \( A_1(\cdot) = A_2(\cdot) = | \cdot | \) and \( C_X(0) > 0 \), for all \( j_1 \in \mathbb{Z}, \)
\[ \lim_{j \to \infty} 2^{j_2/2} \tilde{S}_X (j_1, j_1 + j) = \Theta(j_1, \alpha, \beta), \]  
(43)
where
\[ \Theta(j_1, \alpha, \beta) = 2^{-\frac{\alpha}{2}} \kappa \sigma_{j_1}^{-1} \| \Psi \|_{L^2} \]
(44)
and \( \kappa \) is defined in (37) with \( A_1(\cdot) = | \cdot | \). Moreover,
\[ \lim_{j_1 \to \infty} \Theta(j_1, \alpha, \beta) = \| \Psi \|_{L^2} \left[ \sum_{\ell=2}^{\infty} \| Q \|_{L^1}^\ell C_{2}^\ell (0) C_{2}^\ell \right]^{\frac{1}{2}} < \infty, \]
(45)
where \( \{ C_{\ell} \}_{\ell=2}^{\infty} \) are the coefficients of the Hermite polynomials expansion of \( | \cdot | \) and
\[ Q(\lambda) = \frac{| \Psi(\lambda) |^2}{| \lambda |^{1-\beta}}. \]
(46)

Remark 3. For the case \( A_2(\cdot) = | \cdot | \in F_1 \) and \( t_1, t_2 \in \mathbb{R}, (A_2(V_1(t_1)), A_2(V_1(t_2))) \) has the bivariate folded normal distribution. An integral representation for the covariance between \( | V_1(t_1) | \) and \( | V_1(t_2) | \) is derived in [50].

4.2.2. Gaussian limits arising from the second-order NAST with the fractional Brownian motions as inputs

By (17)-(20), the finite dimensional distributions of \( B_H \ast \psi_{j_1} \) and \( X \ast \psi_{j_1} \) coincide with each other when \( \alpha > H \), where \( X \) is a Gaussian \( 1/f \) noise with spectral density \( f_X(\lambda) = (2\pi)^{-1} | \lambda |^{-(2H+1)} \) (i.e., \( C_X(\cdot) = (2\pi)^{-1} \) and \( \beta = -2H \)). The self-similar structure of \( f_X \) not only leads to the scaling relation \( \sigma_j^2 = 2^{2Hj} \sigma_0^2 \) for the variance of \( X \ast \psi_{j_1} \), which is derived from (22), but also makes
\[ f_{X \ast \psi_{j_1}}^\ell (0) = 2^{j(2H+1)} f_X^\ell (0), \; j \in \mathbb{Z}, \ell \in \mathbb{N}. \]
(47)
Hence, we have the results for fractional Brownian motion parallel to Theorem [4] and Corollary [4] as follows.
Theorem 2. Let $\psi$ be a real-valued mother wavelet function satisfying Assumption 1, $B_H$ be a two-sided fractional Brownian motion with Hurst index $H \in (0,1)$, and $A_1$ be a function satisfying Assumption 3. Denote $r = \text{rank}(A_1(\sigma_1 \cdot))$. If the parameter $\alpha$ in Assumption 1 satisfies $2(\alpha - H) > 1/r$, then for each fixed $j_1 \in \mathbb{Z}$, when $j_2 \to \infty$, the macroscopic rescaled random process
\begin{equation}
2^{j_2/2}U^{A_1}[j_1]B_H \ast \psi_{j_2}(2^{j_2}t), \quad t \in \mathbb{R},
\end{equation}
converges to a Gaussian process $\{V_1(t)\}_{t \in \mathbb{R}}$ in the finite dimensional distribution sense. Moreover, $V_1$ can be represented by a Wiener-Itô integral as follows
\begin{equation}
V_1(t) = \kappa \int_{\mathbb{R}} e^{i\lambda t} \Psi(\lambda) W(d\lambda),
\end{equation}
where
\begin{equation}
\kappa = \left[ 2^{j_1} \sum_{t=r}^{\infty} \sigma_0^{-2t} f^{*t}_{X \ast \psi_0}(0) C_0^{2} \right]^{1/2} = \left[ \frac{1}{2\pi} \int_{\mathbb{R}} R_{A_1(X \ast \psi_{j_1})}(t) dt \right]^{1/2}.
\end{equation}

Here, $X$ is the Gaussian $1/f$ noise derived from $B_H$ through (21). The definitions about $\Psi$, $W(d\lambda)$, $\{C_\sigma_{j_1, t}\}_{t=r,r+1,...}$, $\sigma_0^2$, $f_{X \ast \psi_0}$, and $R_{A_1(X \ast \psi_{j_1})}$ are the same as that in Theorem 1.

Corollary 2. Assume the same conditions as in Theorem 2. If Assumption 4 holds, then for each fixed $j_1 \in \mathbb{Z}$,
\begin{equation}
2^{j_2/2}\left\{U^{A_1,A_2}[j_1,j_2]B_H(2^{j_2}t) - A_2(0)\right\} \Rightarrow A_2'(0)V_1(t)
\end{equation}
when $j_2 \to \infty$ in the finite dimensional distribution sense. If Assumption 5 holds, then for each fixed $j_1 \in \mathbb{Z}$,
\begin{equation}
2^{j_2/2}U^{A_1,A_2}[j_1,j_2]B_H(2^{j_2}t) \Rightarrow A_2(V_1(t))
\end{equation}
when $j_2 \to \infty$ in the finite dimensional distribution sense. Moreover, if $A_1(\cdot) = A_2(\cdot) = | \cdot |$, for all $j_1 \in \mathbb{Z}$,
\begin{equation}
\lim_{j \to \infty} 2^{j_2/2} \tilde{S}B_H(j_1, j_1 + j) = \Theta(\alpha, -2H),
\end{equation}
where
\begin{equation}
\Theta(\alpha, -2H) = \sigma_0^{-1} \| \Psi \|^2 L^2 \left[ \sum_{t=2}^{\infty} \sigma_0^{-2t} f^{*t}_{X \ast \psi_0}(0) C_0^{2} \right]^{1/2},
\end{equation}
which is independent to $j_1$. Here, $\{C_\ell\}_{\ell=2,3,...}$ are the coefficients of the Hermite polynomials expansion of $| \cdot |$.

Theorem 2 is comparable with [27, Lemma 3.3], where the authors proved that if the wavelet $\psi$ have compact support and two vanishing moments, for any fixed $t \in \mathbb{R}$, when $j \to \infty$,
\begin{equation}
2^{j_2/2}|B_H \ast \psi| \ast \psi_j(t)
\end{equation}
Figure 2: Demonstration of Corollary 1 when $A_1(\cdot) = A_2(\cdot) = |\cdot|$. (a) is the log of the normalized first order scattering moment $\tilde{S}X(j_1) = \mathbb{E}[|X \star \psi_{j_1}|/|X \star \psi|]$ of the normalized second order scattering moment $\tilde{S}X(j_1, j_1 + j)$ defined in (33). Here, $X$ is a stationary Gaussian process with the spectral density (10) and $(\beta_1, \beta_2, c_2) = (0.75, 4, 1)$ and the Daubechies-4 wavelet is used for the ST. The slope of the curve in (a) is approximately equal to $-0.375$ when $j_1$ is large enough. For each $j_1 \in \{1, 2, \ldots, 6\}$, the slope of the curve in (b) is approximately equal to $-0.5$ when $j$ is large enough.

is asymptotically normal with mean zero and variance $\|\psi\|^2 L \int_{\mathbb{R}} R_{|B_H \star \psi|}(\tau) d\tau$. Theorem 2 further provides the covariance function of the limiting process, which is not discussed in [27]. Corollary 2 shows that the limit of $\log_2 \tilde{S}B_H(j_1, j_1 + j)$ be irrelevant to $j_1$ and have a slope of $-1/2$. This part of result coincides with the result in [27, Theorem 3.2], while Corollary 2 further provides a series representation for the limit $\lim_{j \to \infty} 2^{j/2} \tilde{S}B_H(j_1, j_1 + j)$.

Different from the case of fractional Brownian motion, Corollary 1 shows that the limit of $\log_2 \tilde{S}X(j_1, j_1 + j)$ indeed depends on $j_1$ when the stationary long-range dependent Gaussian process $X$ and the selected wavelet $\psi$ satisfy the conditions mentioned in Theorem 1. Basically, this dependence is caused by the fact that the random process $X$ is not self-similar. The results of Corollary 1 are demonstrated by Fig. 2 in which we simulate a stationary Gaussian process with the spectral density (10) with $(\beta_1, \beta_2, c_2) = (0.5, 1, 1)$ and the Daubechies-4 wavelet is used for the scattering transform. In [27, Figs. 4-6], the behavior of $\log_2 \tilde{S}X(j_1, j_1 + j)$ for other random processes, including the $\alpha$-stable Lévy processes, stochastic self-similar processes and log-infinitely divisible multifractal random processes, was explored mainly through the simulation approach.

4.2.3. Non-Gaussian limits arising from the second-order NAST with the stationary Gaussian processes as inputs

**Theorem 3.** Let $\psi$ be a real-valued mother wavelet function satisfying Assumption 7. $X$ be a second-order stationary Gaussian process satisfying Assumption 2 and $A_1$ be a function satisfying Assumption 3 with $r := \text{rank}(A_1(\sigma_j))$. If the parameters $\alpha$ and $\beta$ in Assumptions 1 and 2 satisfy $2\alpha + \beta < 1/r$ and $C_X(0) > 0$, then for each fixed $j_1 \in \mathbb{Z}$, when $j_2 \to \infty$, the macroscopic rescaled random process

$$2^{j_2(2\alpha + \beta)/2} U^{A_1[j_1]} X \star \psi_{j_2}(2^{j_2} t),$$

(53)
where $t \in \mathbb{R}$, converges to a random process $\{V_2(t)\}_{t \in \mathbb{R}}$ in the finite dimensional distribution sense. Moreover, $V_2$ can be represented by a $r$-fold Wiener-Itô integrals as follows

$$V_2(t) = \nu \int_{\mathbb{R}^r} e^{i(\lambda_1 + \cdots + \lambda_r)t} \frac{\Psi(\lambda_1 + \cdots + \lambda_r)}{|\lambda_1 \cdots \lambda_r|^{\frac{1-2r-\delta}{2}}} W(d\lambda_1) \cdots W(d\lambda_r), \quad (54)$$

where $\Psi$ is the Fourier transform of $\psi$, $W(d\lambda)$ is a complex-valued Gaussian random measure on $\mathbb{R}$, and

$$\nu = \frac{C_{\alpha \beta} r 2^{2j_1+\beta} \sigma r C_{\psi}(0)^r C_{\chi}(0)^2}{\sqrt{\pi}}.$$

From (54), we know that $V_2$ is non-Gaussian if $r \geq 2$. For the case $r = 1$, $V_2$ is Gaussian, but it is long-range dependent because its spectral density is singular at the origin. A part of results in Theorem 3 is validated in Fig. 3 in which $\psi$ is the Cauchy wavelet of order $\alpha = 0.05$, $A_1(\cdot) = |\cdot |$, $j_1 = 1$, $j_2 = 10$, and $X$ is a stationary Gaussian process with the spectral density (10) and $(\beta_1, \beta_2, c_2) = (0.2, 4, 1)$. Under these conditions, the limiting process $V_2$ in (54) can be represented as a double Wiener integrals as follows:

$$V_2(t) = \nu \int_{\mathbb{R}^2} e^{i(\lambda_1 + \lambda_2)t} \frac{\Psi(\lambda_1 + \lambda_2)}{|\lambda_1 \lambda_2|^{\frac{1-2r-\delta}{2}}} W(d\lambda_1) W(d\lambda_2) = \nu \sigma^2 H_2 \left( \frac{1}{\sigma} \int_{\mathbb{R}} e^{i\lambda t} \frac{\Psi(\lambda)}{|\lambda|^{\frac{1-2r-\delta}{2}}} W(d\lambda) \right),$$

where $\sigma$ is a constant such that

$$\frac{1}{\sigma} \int_{\mathbb{R}} e^{i\lambda t} \frac{\Psi(\lambda)}{|\lambda|^{\frac{1-2r-\delta}{2}}} W(d\lambda)$$

follows the standard normal distribution. Because $\mathbb{E}[V_2(0)] = 0$ and $H_2(x) = x^2 - 1$, the distribution of the standardized $V_2(0)$, i.e., $(V_2(0) - \mathbb{E}[V_2(0)])/\sqrt{\text{Var}(V_2(0))}$, has the standardized $\chi^2$ distribution. The quantile-quantile plot in Fig. 3 shows that the empirical distribution of the random variable $U^{A_1[j_1]} X \ast \psi_{j_2}(0)$ normalized by the standard deviation is very close to the standardized $\chi^2$ distribution.

If $A_2$ satisfies Assumption 4, we can apply the delta method in Appendix G to find the finite dimensional distribution and the covariance structure of the scaling limit of $2^{j_2(2\alpha+\beta)r/2} U^{A_1,A_2[j_1,j_2]}X(2^{j_2}t)$ from the result of Theorem 3. If $A_2$ satisfies Assumption 5, then

$$2^{j_2(2\alpha+\beta)r/2} U^{A_1,A_2[j_1,j_2]}X(2^{j_2}t) = A_2 \left( 2^{j_2(2\alpha+\beta)r/2} U^{A_1[j_1]}X \ast \psi_{j_2}(2^{j_2}t) \right), \quad (55)$$

where the distribution comes immediately from the result of Theorem 3 and applying the continuous mapping theorem [49] to the right hand side of (55).

**Corollary 3.** Assume the same conditions as in Theorem 3. If $A_2$ satisfies Assumption 4, then for each fixed $j_1 \in \mathbb{Z}$,

$$2^{j_2(2\alpha+\beta)r/2} \left\{ U^{A_1,A_2[j_1,j_2]}X(2^{j_2}t) - A_2(0) \right\} \overset{d}{\rightarrow} A_2'(0) V_2(t) \quad (56)$$
Fourier transform is given by \( \Psi(\lambda) = e^{-|\lambda|} \), and the real part of the Cauchy wavelet of order \( \alpha = 0.05 \), whose Fourier transform is given by \( \Psi(\lambda) = |\lambda|^\alpha e^{-|\lambda|} \), is used for the scattering transform. We also set \( A_1(\cdot) = |\cdot| \), \( j_1 = 1 \) and \( j_2 = 10 \).

Figure 3: Numerical validation of Theorem 3. Here, \( X \) is a stationary Gaussian process with the spectral density \( \Theta(\lambda) = 10 \) and \((\beta_1, \beta_2, c_2) = (0.2, 4.1) \), and the real part of the Cauchy wavelet of order \( \alpha = 0.05 \), whose Fourier transform is given by \( \Psi(\lambda) = |\lambda|^\alpha e^{-|\lambda|} \), is used for the scattering transform. We also set \( A_1(\cdot) = |\cdot| \), \( j_1 = 1 \) and \( j_2 = 10 \).

when \( j_2 \to \infty \) in the finite dimensional distribution sense. \( \Theta_2(j_1, \alpha, \beta) \) implies that the covariance function of the limiting process is the same as that of the process \( V_2 \) up to a multiplicative constant. If Assumption 3 holds, then for each fixed \( j_1 \in \mathbb{Z} \),

\[
2^{j_2(2\alpha + \beta) / 2} U^{A_1, A_2}[j_1, j_2] X(2^{j_2} t) \overset{\mathcal{D}}{\to} A_2(V_2(t))
\]

when \( j_2 \to \infty \) in the finite dimensional distribution sense. Moreover, if \( A_1(\cdot) = A_2(\cdot) = |\cdot| \), for all \( j_1 \in \mathbb{Z} \),

\[
\lim_{j_2 \to \infty} 2^{j(2\alpha + \beta)} S_X(j_1, j_1 + j) = \Theta_2(j_1, \alpha, \beta),
\]

where

\[
\Theta_2(j_1, \alpha, \beta) = 2^{-j_1 \beta} \sigma_{j_1}^{-2} \frac{1}{2^{3/2} \sqrt{\pi}} C_\Psi(0)^2 C_X(0)^2 \mathbb{E} \left[ \int_{\mathbb{R}^2} \frac{\Psi(\lambda_1 + \lambda_2)}{|\lambda_1|^{2-\alpha \beta}} W(d\lambda_1) W(d\lambda_2) \right]
\]

and \( C_\Psi, C_X, \text{ and } Q \) are defined in (3), (4), and (40), respectively. Consequently,

\[
\lim_{j_1 \to \infty} \Theta_2(j_1, \alpha, \beta) = \frac{1}{2^{3/2} \sqrt{\pi}} C_\Psi(0)^2 C_X(0)^2 \mathbb{E} \left[ \int_{\mathbb{R}^2} \frac{\Psi(\lambda_1 + \lambda_2)}{|\lambda_1|^{2-\alpha \beta}} W(d\lambda_1) W(d\lambda_2) \right].
\]

When \( A_1(\cdot) = A_2(\cdot) = |\cdot| \), under the condition \( 2\alpha + \beta > 1/2 \), Corollary 3 shows that the slope of \( \log_2 S_X(j_1, j_1 + j) \) with respect to \( j \) is approximately equal to \(-1/2 \) when \( j \) and \( j_1 \) are large enough. Different from Corollary 3, Corollary 4 shows that under the condition \( 2\alpha + \beta < 1/2 \), the slope of \( \log_2 S_X(j_1, j_1 + j) \) with respect to \( j \) is approximately equal to \(-(2\alpha + \beta) \) when \( j \) is large enough. (60) is demonstrated in Fig. 4(b).

4.2.4. Non-Gaussian limits arising from the second-order NAST with the fractional Brownian motions as inputs

Similarly, we have parallel results of fractional Brownian motion for Theorem 3 and Corollary 3 as follows.
Fourier transform is given by \( \Psi(\lambda) \). The first order scattering moment \( \tilde{S}X(j_1) = \mathbb{E}[X \ast \psi_{j_1}]/|X \ast \psi| \) is very small \((\approx -\beta)\). The density \( (10) \) with \((\beta, \sigma^2) = (0.2, 4, 1)\) and the real part of the Cauchy wavelet of order \( \alpha = 0.05 \), whose Fourier transform is given by \( \Psi(\lambda) = |\lambda|^\alpha e^{-|\lambda|} \), is used for the scattering transform. The slope of the curve in (a) is very small \((\approx -0.1)\) when \( j_1 \) is large enough. For each \( j_1 \in \{1, 2, \ldots, 5\} \), the slope of the curve in (b) is approximately equal to \(-(2\alpha + \beta) = -0.3\) when \( j_2 \) is large enough.

**Theorem 4.** Let \( \psi \) be a real-valued mother wavelet function satisfying Assumption 4, \( B_H \) be a two-sided fractional Brownian motion stationary with Hurst index \( H \in (0, 1) \), and \( A_1 \) be a function satisfying Assumption 3 with \( r := \text{rank}(A_1(\sigma_j)) \). If the parameters \( \alpha \) in Assumption 1 satisfies \( 0 < 2(\alpha - H) < 1/r \), then for each fixed \( j_1 \in \mathbb{Z} \), when \( j_2 \to \infty \), the macroscopic rescaled random process

\[
2^{j_2(\alpha - H)r}U^{A_1}[j_1]B_H \ast \psi_{j_2}(2^{j_2}t),
\]

where \( t \in \mathbb{R} \), converges to a random process \( \{V_2(t)\}_{t \in \mathbb{R}} \) in the finite dimensional distribution sense. Moreover, \( V_2 \) can be represented by a \( r \)-fold Wiener-Ito integrals as follows

\[
V_2(t) = \nu \int_{\mathbb{R}^r} e^{i(\lambda_1 + \cdots + \lambda_r)} \frac{\Psi(\lambda_1 + \cdots + \lambda_r)}{|\lambda_1 \cdots \lambda_r|^{-1 - 2i + 2rH}} W(d\lambda_1) \cdots W(d\lambda_r),
\]

where

\[
\nu = \frac{C_{\sigma j_2}^{1/2} 2^{j_2(\alpha - H)r} \sigma_0^{-r} C_\Psi(0)^r (2\pi)^{-r/2}}{\sqrt{r!}}.
\]

**Corollary 4.** Assume the same conditions as in Theorem 4. If \( A_2 \) satisfies Assumption 4, then for each fixed \( j_1 \in \mathbb{Z} \),

\[
2^{j_2(\alpha - H)r}U^{A_1,A_2}[j_1, j_2]B_H(2^{j_2}t) - A_2(0) \xrightarrow{d} A_2'(0)V_2(t)
\]

when \( j_2 \to \infty \) in the finite dimensional distribution sense. If Assumption 2 holds, then for each fixed \( j_1 \in \mathbb{Z} \),

\[
2^{j_2(\alpha - H)r}U^{A_1,A_2}[j_1, j_2]X(2^{j_2}t) \xrightarrow{d} A_2(V_2(t))
\]
when \( j_2 \to \infty \) in the finite dimensional distribution sense. Moreover, if \( A_1(\cdot) = A_2(\cdot) = |\cdot| \), for all \( j_1 \in \mathbb{Z} \),

\[
\lim_{j \to \infty} 2^{j(2n-2H)} \tilde{S}_X(j_1, j_1 + j) = \Theta_2(\alpha, -2H),
\]

where

\[
\Theta_2(\alpha, -2H) = \sigma_0^{-2} \frac{1}{2^{5/2} \pi^{3/2}} C_\psi(0)^2 E \int_{\mathbb{R}^2} \Psi(\lambda_1 + \lambda_2) W(d\lambda_1) W(d\lambda_2),
\]

which is independent to \( j_1 \).

5. Proofs of Results in Section 4

Overall, the key technique for the proof is the chaos expansion (or Wiener chaos decomposition) \[51, 52, 53\]. The chaos expansion is usually used to deal with the nonlinear functionals. In \[53\], it was applied to show that the large-scale limit of the wavelet coefficients only depends on the first term of the chaos expansion of the nonlinear functional, and the non-Gaussian scenarios appear when the Hermite rank of the functional is greater than or equal to 2. In addition, the moment method and the Feynman-type diagrams \[52\] are applied to find out the limits.

If \( A_1(\sigma_{j_1} \cdot) \) satisfies Assumption \[3\] then \( A_1(\sigma_{j_1} \cdot) \) has the following expansion:

\[
A_1(\sigma_{j_1} y) = \sum_{\ell=0}^{\infty} C_{\sigma_{j_1}, \ell} \frac{H_\ell(y)}{\sqrt{\ell!}},
\]

where \( C_{\sigma_{j_1}, \ell} \) is defined in \[23\]. By definition, the first-order NAST is

\[
U^{A_1}[j_1]X(t) = A_1(X \ast \psi_{j_1}(t)), \quad j_1 \in \mathbb{Z}.
\]

and the second-order NAST of \( X \) is

\[
U^{A_1, A_2}[j_1, j_2]X(t) = A_2(U^{A_1}[j_1]X \ast \psi_{j_2}(t)) = A_2 \left( 2^{-j_2} \int_{\mathbb{R}} U^{A_1}[j_1]X(s) \psi(\frac{t-s}{2^{j_2}}) ds \right).
\]

By combining \[25\], \[66\], \[67\], and the property \( \int_{\mathbb{R}} \psi(s) ds = 0 \), we get

\[
U^{A_1}[j_1]X \ast \psi_{j_2}(t) = \int_{\mathbb{R}} \sum_{\ell=0}^{\infty} \frac{C_{\sigma_{j_1}, \ell}}{\sqrt{\ell!}} H_\ell(Y_{j_1}(s)) 2^{-j_2} \psi(\frac{t-s}{2^{j_2}}) ds = \sum_{\ell=0}^{\infty} \frac{C_{\sigma_{j_1}, \ell}}{\sqrt{\ell!}} Z_\ell(t),
\]

where \( r = \text{rank}(A_1(\sigma_{j_1} \cdot)) \), \( Y_{j_1} = \frac{1}{\sigma_{j_1}} X \ast \psi_{j_1} \), and

\[
Z_\ell(t) = 2^{-j_2} \int_{\mathbb{R}} H_\ell(Y_{j_1}(s)) \psi(\frac{t-s}{2^{j_2}}) ds
\]

\[
= 2^{-j_2} \sigma_{j_1}^{-\ell} \int_{\mathbb{R}} \left\{ \int_{\mathbb{R}^\ell} e^{i(\lambda_1 + \cdots + \lambda_\ell) \cdot s} \left[ \prod_{k=1}^{\ell} \Psi(2^{j_1} \lambda_k) \sqrt{f_X(\lambda_k)} \right] W(d\lambda_1) \cdots W(d\lambda_\ell) \right\} \psi(\frac{t-s}{2^{j_2}}) ds
\]

\[
= \sigma_{j_1}^{-\ell} \int_{\mathbb{R}^\ell} e^{i(\lambda_1 + \cdots + \lambda_\ell) t} \left[ \prod_{k=1}^{\ell} \Psi(2^{j_1} \lambda_k) \sqrt{f_X(\lambda_k)} \right] \Psi(2^{j_2}(\lambda_1 + \cdots + \lambda_\ell)) W(d\lambda_1) \cdots W(d\lambda_\ell).
\]
The last equality follows from a stochastic Fubini theorem [54, Theorem 2.1] (see also [55]). By a careful expansion and analysis of \((70)\), we could understand the behavior of the first order NAST with the nonlinear function \(A_1\). Next, by handling \(A_2\) by the continuous mapping theorem or the delta method, we are able to find the scaling limits of the second-order NAST.

5.1. Proof of Theorem 1

For any \(M \in \mathbb{N}\) and any set of real numbers \(\{a_1, a_2, \ldots, a_M\}\), denote

\[
\xi_{j_2} := \sum_{k=1}^{M} a_k 2^{j_2/2} U^{A_1[j_1]} X \ast \psi_{j_2}(2^{j_2} t_k),
\]

(71)

where \(t_1, \ldots, t_M \in \mathbb{R}\) are arbitrary. By (69) and recalling \(r = \text{rank}(A_1(\sigma_{j_1} \cdot))\), \(\xi_{j_2}\) can be expressed as follows

\[
\xi_{j_2} = \xi_{j_2, \leq N} + \xi_{j_2, > N};
\]

(72)

where \(N \geq r\),

\[
\xi_{j_2, \leq N} = 2^{j_2/2} \sum_{k=1}^{M} a_k \sum_{\ell = r}^{N} \frac{C_{\sigma_{j_1}, \ell}}{\sqrt{\ell!}} Z_\ell(2^{j_2} t_k),
\]

(73)

\[
\xi_{j_2, > N} = 2^{j_2/2} \sum_{k=1}^{M} a_k \sum_{\ell = N+1}^{\infty} \frac{C_{\sigma_{j_1}, \ell}}{\sqrt{\ell!}} Z_\ell(2^{j_2} t_k),
\]

(74)

and \(Z_\ell\) is defined in (70). Also, define a truncated version of the limiting process \(V_1\) as follows

\[
V_{\leq N}(t) = \kappa_N \int_{\mathbb{R}} e^{i\lambda t} \Psi(\lambda) W(d\lambda),
\]

(75)

where

\[
\kappa_N = \left[ \sum_{\ell = r}^{N} \sigma_{j_1}^{-2\ell} f_{X \ast \psi_{j_1}}(0) C_{\sigma_{j_1}, \ell}^2 \right]^{\frac{1}{2}}.
\]

(76)

To get the proof of Theorem 1, we will prove that

(a) \(\lim_{N \to \infty} \lim_{j_2 \to \infty} \mathbb{E}[\xi_{j_2, > N}^2] = 0\);

(b) The limit of \(\kappa_N\) exists when \(N \to \infty\);

(c) For any \(N \geq r\), \(\xi_{j_2, \leq N}\) converges in distribution to \(\sum_{k=1}^{M} a_k V_{\leq N}(t_k)\) as \(j_2 \to \infty\).

(77)

By a modification of Slustky’s argument (see Lemma 10 in the appendix), (a)-(c) imply that \(\xi_{j_2}\) converges in distribution to \(\sum_{k=1}^{M} a_k V_1(t_k)\) when \(j_2 \to \infty\). From Lemma 2 in the appendix, 22
we can see that when $N \to \infty$, the series (76) can be expressed in terms of the integral of the covariance function of $A_1(X \ast \psi_{j_1})$.

**Proof of (a) and (b):** In the following, we prove that $E[\xi_{j_2}^2|_{j_2>N}]$ can be made arbitrarily small as long as $j_2$ and $N$ are chosen sufficiently large. Meanwhile, we will see that

$$
\sum_{\ell=N+1}^{\infty} \sigma_{j_1}^{-2\ell} f_{X+\psi_{j_1}}^{(\ell)}(0)C^2_{\sigma_{j_1},\ell} \to 0
$$

when $N \to \infty$, which implies (b).

By (24), we know that for any $s, t \in \mathbb{R}$, $E[Z_{\ell_1}(s)Z_{\ell_2}(t)]=0$ if $\ell_1 \neq \ell_2$. Hence,

$$
E[\xi_{j_2}^2|_{j_2>N}] = E \left[ \left(2^{j_2/2} \sum_{k=1}^{M} a_k \sum_{\ell=N+1}^{\infty} \frac{C_{\sigma_{j_1},\ell}}{\ell!} Z_{\ell}(2^{j_2} t_k) \right)^2 \right]
$$

$$
= 2^{j_2} \sum_{k=1}^{M} a_k a_h \sum_{\ell=N+1}^{\infty} \frac{C^2_{\sigma_{j_1},\ell}}{\ell!} E \left[ Z_{\ell}(2^{j_2} t_k) Z_{\ell}(2^{j_2} t_h) \right]. \tag{78}
$$

By the definition of $Z_{\ell}$ in (70) and the orthogonal property of the Gaussian random measure (13), we know that

$$
2^{j_2} E \left[ Z_{\ell}(2^{j_2} t_k) Z_{\ell}(2^{j_2} t_h) \right] = 2^{j_2} \sigma_{j_1}^{-2\ell} \int_{\mathbb{R}^{\ell}} e^{i2^{j_2}(\lambda_1+\ldots+\lambda_{\ell})(t_k-t_h)} \prod_{k=1}^{\ell} |\Psi(2^{j_2} \lambda_k)|^2 f_{X+\psi_{j_1}}(\lambda_k) \left|\Psi(2^{j_2}(\lambda_1+\ldots+\lambda_{\ell}))\right|^2 d\lambda_1 \cdots d\lambda_{\ell}.
$$

By considering the change of variables $\eta_j = \sum_{i=1}^{j} \lambda_i$ for $j = 1, \ldots, \ell - 1$ and $\eta = \sum_{i=1}^{\ell} \lambda_i$, the expectation above can be rewritten as

$$
2^{j_2} E \left[ Z_{\ell}(2^{j_2} t_k) Z_{\ell}(2^{j_2} t_h) \right] = 2^{j_2} \sigma_{j_1}^{-2\ell} \int_{\mathbb{R}} e^{i2^{j_2}\eta(t_k-t_h)} f_{X+\psi_{j_1}}^{(\ell)}(\eta) \left|\Psi(2^{j_2}\eta)\right|^2 d\eta
$$

$$
= \sigma_{j_1}^{-2\ell} \int_{\mathbb{R}} e^{i\eta(t_k-t_h)} f_{X+\psi_{j_1}}^{(\ell)}(2^{j_2}\eta) \left|\Psi(\eta)\right|^2 d\eta. \tag{79}
$$

By combining (78) and (79),

$$
E[\xi_{j_2}^2|_{j_2>N}] = \sum_{k=1}^{M} \sum_{h=1}^{M} a_k a_h \sum_{\ell=N+1}^{\infty} C^2_{\sigma_{j_1},\ell} \sigma_{j_1}^{-2\ell} \int_{\mathbb{R}} e^{i\eta(t_k-t_h)} f_{X+\psi_{j_1}}^{(\ell)}(2^{j_2}\eta) \left|\Psi(\eta)\right|^2 d\eta
$$

$$
= \sum_{\ell=N+1}^{\infty} C^2_{\sigma_{j_1},\ell} \sigma_{j_1}^{-2\ell} \int_{\mathbb{R}} \left( \sum_{k=1}^{M} a_k e^{i\eta t_k} \right)^2 f_{X+\psi_{j_1}}^{(\ell)}(2^{j_2}\eta) \left|\Psi(\eta)\right|^2 d\eta
$$

$$
= \int_{\mathbb{R}} \left( \sum_{k=1}^{M} a_k e^{i\eta t_k} \right)^2 \sum_{\ell=N+1}^{\infty} C^2_{\sigma_{j_1},\ell} \sigma_{j_1}^{-2\ell} f_{X+\psi_{j_1}}^{(\ell)}(2^{j_2}\eta) \left|\Psi(\eta)\right|^2 d\eta. \tag{80}
$$
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where the last equality follows from applying the monotone convergence theorem to change the order of summation and integration. We use the nonnegativity of the spectral density function \( f_{X^{*}\psi_{j}} \) to estimate the integrand as follows:

\[
\int_{\mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\lambda - \zeta) \, d\zeta \leq \left[ \sup_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \right] \sigma_{j_{1}}^{2}.
\]

It implies that for all \( \ell \geq N + 1 \),

\[
\sup_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \leq \left[ \sup_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \right] \sigma_{j_{1}}^{2(\ell - N)}.
\]

Hence, the second summation in (80) can be estimated as follows

\[
\sum_{\ell = N + 1}^{\infty} C_{j_{1}, \ell}^{2} \sigma_{j_{1}}^{-2\ell} \left( \sup_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \right) \leq \sum_{\ell = N + 1}^{\infty} C_{j_{1}, \ell}^{2} \sigma_{j_{1}}^{-2\ell} < \infty,
\]

where the finiteness of \( \sup_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \) for \( N \geq r \) comes from Lemma 7 in the appendix. The Lebesgue dominated convergence theorem and the continuity of \( f_{X^{*}\psi_{j}}^{*} \) for \( \ell \geq r \) (Case 3 of Lemma 7 in the appendix) imply that

\[
\lim_{j_{2} \to \infty} \mathbb{E}[s_{j_{2}, N}^{2}] = \int_{\mathbb{R}} \sum_{k=1}^{M} a_{k} e^{\text{i} n k t} \left[ \sum_{\ell = N + 1}^{\infty} C_{j_{1}, \ell}^{2} \sigma_{j_{1}}^{-2\ell} \left( \sup_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \right) \right] |\Psi(\eta)|^{2} \, d\eta
\]

\[
= \int_{\mathbb{R}} \sum_{k=1}^{M} a_{k} e^{\text{i} n k t} \left[ \sum_{\ell = N + 1}^{\infty} C_{j_{1}, \ell}^{2} \sigma_{j_{1}}^{-2\ell} f_{X^{*}\psi_{j}}^{*}(0) \right] |\Psi(\eta)|^{2} \, d\eta.
\]

Observe that

\[
f_{X^{*}\psi_{j}}^{*}(0) = \int_{\mathbb{R}} f_{X^{*}\psi_{j}}^{*}(-\lambda) f_{X^{*}\psi_{j}}^{*}(\lambda) \, d\lambda
\]

\[
\leq \left[ \max_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \right] \int_{\mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\lambda) \, d\lambda = \left[ \sup_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \right] \sigma_{j_{1}}^{2(\ell - r)},
\]

where the last equality follows by the convolution theorem

\[
[R_{X^{*}\psi_{j}}(t)]^{\ell - r} = \int_{\mathbb{R}} e^{\text{i} n t \lambda} f_{X^{*}\psi_{j}}^{*}(\lambda) \, d\lambda
\]

when \( \ell \geq r \), and substituting \( t = 0 \). Hence, the summation in (81) has the following estimate

\[
\sum_{\ell = N + 1}^{\infty} C_{j_{1}, \ell}^{2} \sigma_{j_{1}}^{-2\ell} f_{X^{*}\psi_{j}}^{*}(0) \leq \sigma_{j_{1}}^{2(\ell - r)} \max_{\zeta \in \mathbb{R}} f_{X^{*}\psi_{j}}^{*}(\zeta) \sum_{\ell = N + 1}^{\infty} C_{j_{1}, \ell}^{2},
\]
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which proves the claim (b) because \( \sum_{\ell=1}^{\infty} C_{\sigma_{\ell}, \ell}^2 < \infty \). By (83), (81) can be rewritten as

\[
\lim_{j_2 \to \infty} \mathbb{E}[\xi_{j_2, \geq N}^2] \leq \sigma_{j_1}^{-2r} \left[ \max_{\zeta \in \mathbb{R}} f_{X_{1, \zeta}}^{*r} (\zeta) \right] \left[ \int_{\mathbb{R}} \left| \sum_{k=1}^{M} a_k e^{i\eta_{k}} \right|^2 |\psi(\eta)|^2 d\eta \right] \sum_{\ell=N+1}^{\infty} C_{\sigma_{\ell}, \ell}, \tag{84}
\]

which implies the claim (a).

**Proof of (c):** We apply the method of moments [52] (see also [47, Theorem 6.5]) to prove the claim (c). Because the linear combination of \( V_{\leq N}(t) \) has the Gaussian distribution, which can be uniquely determined by its moments, it suffices to prove that

\[
\lim_{j_2 \to \infty} \mathbb{E}[\xi_{j_2, \leq N}^p] = \begin{cases} 
0 & \text{if } p \text{ is odd,} \\
(p - 1)! \left\{ \mathbb{E}\left[ \left( \sum_{k=1}^{M} a_k V_{\leq N}(t_k) \right)^2 \right] \right\}^{p/2} & \text{if } p \text{ is even.} \tag{85}
\end{cases}
\]

From the definition of \( \xi_{j_2, \leq N} \) in (73),

\[
\mathbb{E}(\xi_{j_2, \leq N})^p = 2^{j_2 p} \sum_{k_1, \ldots, k_p=1}^{\infty} \prod_{i=1}^{p} a_{k_i} \frac{C_{\sigma_{\ell}, \ell}}{\sqrt{e_{\ell_1}}} \times \int_{\mathbb{R}^p} \left[ \prod_{i=1}^{p} 2^{j_2} \psi\left( \frac{2j_2 k_i - s_i}{2j_2} \right) \right] \left[ \prod_{i=1}^{p} H_{\ell_i}(Y_{j_2}(s_i)) \right] ds_1 \cdots ds_p. \tag{86}
\]

To analyze \( \mathbb{E}(\xi_{j_2, \leq N})^p \), we employ the diagram method (see [52] or [56, p.72]). A graph \( \Gamma \) with \( \ell_1 + \cdots + \ell_p \) vertices is called a complete diagram of order \( (\ell_1, \ldots, \ell_p) \) if:

(a) the set of vertices \( V \) of the graph \( \Gamma \) is of the form \( V = \bigcup_{i=1}^{p} W_i \), where \( W_i = \{(i, \ell) : 1 \leq \ell \leq \ell_i\} \) is the \( i \)-th level of the graph \( \Gamma \);

(b) each vertex is of degree 1, that is, each vertex is just an endpoint of one edge;

(c) if \( ((i, \ell), (i', \ell')) \) is an edge, then \( i \neq i' \), that is, the edges of the graph \( \Gamma \) connect only different levels.

Let \( T = T(\ell_1, \ldots, \ell_p) \) be a set of complete diagrams of order \( (\ell_1, \ldots, \ell_p) \). Denote by \( E(\Gamma) \) the set of edges of the graph \( \Gamma \in T \). For the edge \( e = ((i, \ell), (i', \ell')) \in E(\Gamma) \) with \( i < i' \), \( 1 \leq \ell \leq \ell_i \) and \( 1 \leq \ell' \leq \ell_{i'} \), we set \( d_1(e) = i \) and \( d_2(e) = i' \). We call a complete diagram \( \Gamma \) regular if its levels can be split into pairs in such a manner that no edge connects the levels belonging to different pairs (see Figure 5(a)). Denote by \( T^* = T^*(\ell_1, \ldots, \ell_p) \) the set of all regular diagrams in \( T \). If \( \Gamma \in T^* \) is a regular diagram, then \( p \) is even and \( \Gamma \) can be divided into \( p/2 \) sub-diagrams (denoted by \( \Gamma_1, \ldots, \Gamma_{p/2} \)), which cannot be separated again; in this case, we naturally define \( d_1(\Gamma_r) \equiv d_1(e) \) and \( d_2(\Gamma_r) \equiv d_2(e) \) for any \( e \in E(\Gamma_r), r = 1, \ldots, p/2 \). We denote \#E(\Gamma) (resp. \#E(\Gamma_i)) the number of edges belonged to the specific diagram \( \Gamma \) (resp. the sub-diagram \( \Gamma_i \)). Based on the above notation, let

\[
D_p = \{(K, L) : K = (k_1, \ldots, k_p), 1 \leq k_i \leq M, L = (\ell_1, \ldots, \ell_p), r \leq \ell_i \leq N, i = 1, \ldots, p\},
\]
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By \cite{40}, (86) can be rewritten as

\[
E(\xi_{j_2} \leq N)^p = \sum_{(K,L) \in D_p} C(K,L) \sum_{\Gamma \in T^*} F_{\Gamma}(K,L,j_2) + \sum_{(K,L) \in D_p} C(K,L) \sum_{\Gamma \in T \setminus T^*} F_{\Gamma}(K,L,j_2),
\]  

(87)

where

\[
C(K,L) = \prod_{i=1}^{p} \frac{a_{k_i}}{\sqrt{\ell_i}},
\]

\[
F_{\Gamma}(K,L,j_2) = 2^{\frac{p}{2}j_2} \prod_{r=1}^{p} \int_{\mathbb{R}^2} \left[ \prod_{e \in E(\Gamma)} R_{Y_{j_1}}(s_{d_1(e)} - s_{d_2(e)}) \right] ds_1 \cdots ds_p.
\]  

(88)

To prove (88), by (87), it suffices to verify the following two claims:

\[
\begin{aligned}
\{ & (c1) \lim_{j_2 \to \infty} \sum_{(K,L) \in D_p} C(K,L) \sum_{\Gamma \in T^*} F_{\Gamma}(K,L,j_2) = (p - 1)!! \left\{ E \left[ \left( \sum_{k=1}^{M} a_k V_N(t_k) \right)^2 \right] \right\}^{p/2}, \\
& (c2) \lim_{j_2 \to \infty} \sum_{(K,L) \in D_p} C(K,L) \sum_{\Gamma \in T \setminus T^*} F_{\Gamma}(K,L,j_2) = 0.
\end{aligned}
\]

Proof of (c1): If $\Gamma$ is a regular diagram in $T^*(\ell_1, \cdots, \ell_p)$, then $\Gamma$ has a unique decomposition $\Gamma = (\Gamma_1, \cdots, \Gamma_{p/2})$, where $\Gamma_1, \cdots, \Gamma_{p/2}$ cannot be further decomposed. Accordingly, $F_{\Gamma}(K,L,j_2)$ can be rewritten as the following $p/2$ products

\[
F_{\Gamma}(K,L,j_2) = 2^{\frac{p}{2}j_2} \prod_{r=1}^{p/2} \int_{\mathbb{R}^2} 2^{-2j_2} \psi \left( \frac{2j_2 t_{k_d_1(r)} - s_{d_1(r)}}{2j_2} \right) \psi \left( \frac{2j_2 t_{k_d_2(r)} - s_{d_2(r)}}{2j_2} \right) R_{Y_{j_1}}(s - s') ds ds'.
\]  

(89)
By
\[ R_{Y_j1}^{\# E(Γ_r)}(s - s') = \int_{\mathbb{R}} e^{iλ(s - s')} f_{Y_j1}^{\# E(Γ_r)}(λ)dλ \]
for \( r = 1, \ldots, p/2, \)
\[ \int_{\mathbb{R}} e^{iλs} 2^{-j_2} \psi\left(\frac{2^{j_2}t_{k_{d_1(Γ_r)}} - s}{2^{j_2}}\right)ds = e^{i2^{j_2}λt_{k_{d_1(Γ_r)}}} Ψ(2^{j_2}λ), \]
and
\[ \int_{\mathbb{R}} e^{-iλs'} 2^{-j_2} \psi\left(\frac{2^{j_2}t_{k_{d_2(Γ_r)}} - s'}{2^{j_2}}\right)ds' = e^{-i2^{j_2}λt_{k_{d_2(Γ_r)}}} Ψ(2^{j_2}λ), \]
we rewrite (89) as follows:
\[ F_{Γ}(K, L, j_2) \stackrel{\text{def}}{=} 2p^{j_2} \prod_{r=1}^{p/2} \left[ \int_{\mathbb{R}} e^{iλ(t_{k_{d_1(Γ_r)}} - t_{k_{d_2(Γ_r)}})} |Ψ(2^{j_2}λ)|^2 f_{Y_j1}^{\# E(Γ_r)}(λ)dλ \right] \]
\[ = \prod_{r=1}^{p/2} \left[ \int_{\mathbb{R}} e^{iλ(t_{k_{d_1(Γ_r)}} - t_{k_{d_2(Γ_r)}})} |Ψ(λ)|^2 f_{Y_j1}^{\# E(Γ_r)}(2^{-j_2}λ)dλ \right], \]
which tends to
\[ \prod_{r=1}^{p/2} \left[ f_{Y_j1}^{\# E(Γ_r)}(0) \int_{\mathbb{R}} e^{iλ(t_{k_{d_1(Γ_r)}} - t_{k_{d_2(Γ_r)}})} |Ψ(λ)|^2 dλ \right] \tag{90} \]
when \( j_2 \) tends to infinity, where \( f_{Y_j1}^{\# E(Γ_r)}(0) < \infty \) follows from Lemma 7 in the appendix because \( \# E(Γ_r) \geq r \) and \( (2α + β)r > 1 \). Meanwhile, because \( Γ \) is a regular diagram in \( T(L) \), \( C(K, L) \) can be rewritten as follows:
\[ C(K, L) = \prod_{r=1}^{p/2} a_{k_{d_1(Γ_r)}} a_{k_{d_2(Γ_r)}} \frac{C_{σ_{j_1}^{*} E(Γ_r)}}{\# E(Γ_r)!}. \tag{91} \]
Combining (90) and (91) yields
\[ \lim_{j_2 \to \infty} \sum_{(K, L) ∈ D_p} C(K, L) \sum_{Γ \in T^*} F_{Γ}(K, L, j_2) \]
\[ = \sum_{(K, L) ∈ D_p} \sum_{Γ \in T^*} \left[ \prod_{r=1}^{p/2} a_{k_{d_1(Γ_r)}} a_{k_{d_2(Γ_r)}} \int_{\mathbb{R}} e^{iλ(t_{k_{d_1(Γ_r)}} - t_{k_{d_2(Γ_r)}})} |Ψ(λ)|^2 dλ \right] \left[ \prod_{r=1}^{p/2} f_{Y_j1}^{\# E(Γ_r)}(0) \frac{C_{σ_{j_1}^{*} E(Γ_r)}}{\# E(Γ_r)!} \right]. \tag{92} \]
By changing the order of summation, (92) can be rewritten as follows:

\[
\lim_{j_2 \to \infty} \sum_{(K,L) \in D_p} C(K, L) \sum_{\Gamma \in T^s} F_1(K, L, j_2)
\]

\[
= \sum_{L} \sum_{\Gamma^*} \left[ \sum_{K} \prod_{r=1}^{p/2} a_{k_{d_1(r, \Gamma)}, k_{d_2(r, \Gamma)}} \int_{\mathbb{R}} e^{i\lambda(t_k - t_{r, \Gamma})} |\Psi(\lambda)|^2 d\lambda \right] \prod_{r=1}^{p/2} f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} 
\]

\[
= \left[ \sum_{k,h=1}^{M} a_{k} a_{h} \int_{\mathbb{R}} e^{i\lambda(t_k - t_h)} |\Psi(\lambda)|^2 d\lambda \right] \sum_{L} \sum_{\Gamma^*} \left[ \prod_{r=1}^{p/2} f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} \right]. \tag{93}
\]

To handle the summation term \( \sum_{L} \sum_{\Gamma \in T^s} \ldots \) in (93), we note that \( \prod_{r=1}^{p/2} f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} \) only depends on \( \{ \# E(\Gamma_r), r = 1, \ldots, p/2 \} \), but not on the internal structures of the sub-diagrams \( \Gamma_r, r = 1, \ldots, p/2 \). Let \( s \) be the number of different integers \( \ell_1, \ldots, \ell_s \) in \( \{ \ell_1, \ldots, \ell_p \} \) with \( r \leq \ell_1 < \cdots < \ell_s \leq N \), where \( 1 \leq s \leq p/2 \). It implies that the set \( \{ \ell_1, \ldots, \ell_p \} \) can be split into \( s \) subsets \( Q_1, \ldots, Q_s \) and all elements within \( Q_i \) have the common value \( \ell_i \), \( i = 1, \ldots, s \). Denote the number of pairs within each subset \( Q_i \) by \( q_i \), which satisfies \( q_i \geq 1 \) for \( i \in \{ 1, \ldots, s \} \) and \( q_1 + \cdots + q_s = p/2 \). Based on the notation introduced above,

\[
\sum_{L} \sum_{\Gamma^*} \left[ \prod_{r=1}^{p/2} f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} \right] 
\]

\[
= \sum_{1 \leq s \leq p/2} s! \sum_{r \leq \ell_1 < \cdots < \ell_s \leq N} \sum_{q_1 + \cdots + q_s = p/2} \frac{p!}{2^{p/2} q_1! \cdots q_s!} \prod_{i=1}^{s} \left( f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} \right)^{q_i} 
\]

\[
= (p - 1)!! \sum_{1 \leq s \leq p/2} s! \sum_{r \leq \ell_1 < \cdots < \ell_s \leq N} \sum_{q_1 + \cdots + q_s = p/2} \frac{(p/2)!}{q_1! \cdots q_s!} \prod_{i=1}^{s} \left( f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} \right)^{q_i} 
\]

\[
= (p - 1)!! \left[ \sum_{\ell \in \mathcal{E}} f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} \right]^{p/2}. \tag{94}
\]

where \( (p - 1)!! = 1 \times 3 \times 5 \times \cdots \times (p - 1) \). Inserting (94) into (93) yields

\[
\lim_{j_2 \to \infty} \sum_{(K,L) \in D_p} C(K, L) \sum_{\Gamma \in T^s} F_1(K, L, j_2)
\]

\[
= (p - 1)!! \left[ \sum_{k,h=1}^{M} a_{k} a_{h} \int_{\mathbb{R}} e^{i\lambda(t_k - t_h)} |\Psi(\lambda)|^2 d\lambda \right] \sum_{\ell \in \mathcal{E}} f_{Y_{j_1}}^{\# E(\Gamma)}(0) \frac{C^2_{\mathcal{E}_j, \# E(\Gamma)}}{\# E(\Gamma) !} \right]^{p/2}. \tag{95}
\]

By the orthogonal property of the standard Gaussian random measure \( W \) (see (12)) and the identity \( f_{Y_{j_1}}(\eta) = \sigma_{j_1}^{-2} f_{X_{\psi_{X_{j_1}}}}(\eta) \), which implies that \( f_{Y_{j_1}} = \sigma_{j_1}^{-2} f_{X_{\psi_{X_{j_1}}}} \), the right hand side of
(95) is equal to

$$(p - 1)!! \left[ \mathbb{E} \left( \sum_{k=1}^{M} a_{k\kappa N} \int_{\mathbb{R}} e^{i\lambda k \Psi(\lambda)} W(d\lambda) \right)^2 \right]^{p/2},$$

where $\kappa_N$ is defined in (76). The proof of (c1) is complete.

**Proof of (c2):** Because the number of elements in the summation

$$\sum_{(K,L) \in D_p} C(K,L) \sum_{\Gamma \in T \setminus T^*} F_{\Gamma}(K,L,j_2)$$

is finite and $C(K,L)$ is independent of $j_2$, it suffices to show that $\lim_{j_2 \to \infty} F_{\Gamma}(K,L,j_2) = 0$ for each $\Gamma \in T(\ell_1, \ldots, \ell_p) \setminus T^*$ and $(K,L) \in D_p$. To prove this, we first rearrange the $p$ levels of $\Gamma$ such that $\ell_1 \leq \ell_2 \leq \ell_3 \leq \cdots \leq \ell_p$. For any $i,i' \in \{1, \ldots, p\}$ with $i < i'$, let $A_{i,i'}$ be the set of edges, which connect the $i$th and $i'$th layers; that is,

$$A_{i,i'} = \{ e \in E(\Gamma) | d_1(e) = i, d_2(e) = i' \}.$$  \hfill (97)

Also, we set that $A_{i,i'} = \emptyset$ for $i \geq i'$. Let $\#A_{i,i'}$ be the cardinality of $A_{i,i'}$, i.e., the number of edges in $A_{i,i'}$ (see Figure 5). Denote

$$\ell^* := \max \{ \ell \in \mathbb{N} \cup \{0\} | \ell(2\alpha + \beta) \leq 1 \}$$

and

$$\tilde{N} := \begin{cases} 0 & \text{if } \ell^* = 0, \\ \sum_{\ell=1}^{\ell^*} [1 - \ell(2\alpha + \beta)] \# \{ (i,i') : \#A_{i,i'} = \ell \} & \text{if } \ell^*(2\alpha + \beta) < 1, \\ \sum_{\ell=1}^{\ell^*} [1 - \ell(2\alpha + \beta)] \# \{ (i,i') : \#A_{i,i'} = \ell \} + \varepsilon \# \{ (i,i') : \#A_{i,i'} = \ell^* \} & \text{if } \ell^*(2\alpha + \beta) = 1, \end{cases}$$

where the parameter $\varepsilon > 0$ will be specified in (105). By the Fourier transform relationship
between $R_{Y_j}^{A_{i,i'}^{*}}$ and $f_{Y_j}^{A_{i,i'}^{*}}$ (see also (82)) and a direct expansion, we have

$$2^{j_2}(-\frac{3}{2}+\frac{1}{2}\#\{(i', i): A_{i,i'} \neq 0\})2^{-j_2}F_{Y_1}(K, L, j_2)$$

$$=2^{j_2}(\frac{3}{2}+\frac{1}{2}\#\{(i', i): A_{i,i'} \neq 0\})2^{-j_2}F_{Y_1}(K, L, j_2)$$

$$=2^{j_2}(\frac{3}{2}+\frac{1}{2}\#\{(i', i): A_{i,i'} \neq 0\})2^{-j_2}\int\prod_{i=1}^{p}2^{-j_2}\psi(\frac{2^{j_2}t_{i,i'} - s_{i,i'}}{2^{j_2}})\prod_{(i', i): A_{i,i'} \neq 0}R_{Y_j}^{A_{i,i'}^{*}}(s_{i,i'})ds_1 \cdots ds_p$$

$$=2^{j_2}(\frac{3}{2}+\frac{1}{2}\#\{(i', i): A_{i,i'} \neq 0\})2^{-j_2}\int\prod_{i=1}^{p}2^{-j_2}\psi(\frac{2^{j_2}t_{i,i'} - s_{i,i'}}{2^{j_2}})\prod_{(i', i): A_{i,i'} \neq 0}\int e^{i\lambda_{i,i'}(s_{i,i'})}f_{Y_j}^{A_{i,i'}^{*}}(2^{-j_2}\lambda_{i,i'})d\lambda_{i,i'}ds_1 \cdots ds_p$$

$$=2^{-\frac{3}{2}j_2}\int\prod_{i=1}^{p}\psi(t_{i,i'} - s_{i,i'})\prod_{(i', i): A_{i,i'} \neq 0}\int e^{i\lambda_{i,i'}(s_{i,i'})}f_{Y_j}^{A_{i,i'}^{*}}(2^{-j_2}\lambda_{i,i'})d\lambda_{i,i'}ds_1 \cdots ds_p$$

$$=2^{-\frac{3}{2}j_2}\int\prod_{i=1}^{p}\psi(t_{i,i'} - s_{i,i'})\int \cdots \int\prod_{i=1}^{p}\exp\left\{i\lambda_{i,i'}(s_{i,i'}) - \left(\sum_{i': A_{i,i'} \neq 0}\lambda_{i',i'}\right)\right\}$$

$$\times \prod_{(i', i): A_{i,i'} \neq 0}f_{Y_j}^{A_{i,i'}^{*}}(2^{-j_2}\lambda_{i,i'})d\lambda_{i,i'}$$

$$=\int\prod_{(i', i): A_{i,i'} \neq 0}\exp\left\{i\lambda_{i,i'}(s_{i,i'}) - \left(\sum_{i': A_{i,i'} \neq 0}\lambda_{i',i'}\right)\right\}$$

$$\times \left[2^{-\frac{3}{2}j_2}\prod_{(i', i): A_{i,i'} \neq 0}f_{Y_j}^{A_{i,i'}^{*}}(2^{-j_2}\lambda_{i,i'})d\lambda_{i,i'}\right].$$

In the following, we study the limit of

$$H(j_2) := 2^{-\frac{3}{2}j_2}\prod_{(i', i): A_{i,i'} \neq 0}f_{Y_j}^{A_{i,i'}^{*}}(2^{-j_2}\lambda_{i,i'}) = H_1(j_2)H_2(j_2),$$

where $H_1(j_2) = 2^{-\frac{3}{2}j_2}\prod_{(i', i): A_{i,i'} \neq 0}f_{Y_j}^{A_{i,i'}^{*}}(2^{-j_2}\lambda_{i,i'})$ and $H_2(j_2) = \prod_{(i', i): A_{i,i'} \neq 0}f_{Y_j}^{A_{i,i'}^{*}}(2^{-j_2}\lambda_{i,i'})$.

By Lemma 7 in the appendix, we directly have

$$\lim_{j_2 \to \infty} H_2(j_2) = \prod_{(i', i): A_{i,i'} \neq 0}f_{Y_j}^{A_{i,i'}^{*}}(0).$$

(99)

Next, we show that $H_1(j_2)$ also converges when $j_2 \to \infty$. Note that

$$f_{Y_j}(\lambda) = f_X(\lambda)|\Psi(2^{j_2}\lambda)|^2 = \frac{C_\lambda(\lambda)|C_\Phi(2^{j_2}\lambda)|^2}{|\lambda|^{1-(2\alpha+\beta)}}.$$
If $\ell(2\alpha + \beta) < 1$, by Lemma 7 in the appendix, there exists a bounded function $B_{\ell}$ such that

$$f^{*}_{Y_{j_{1}}}(\lambda) = \frac{B_{\ell}(\lambda)}{|\lambda|^{1-\ell(2\alpha + \beta)}}.$$ 

In this case, for all $\lambda \neq 0$,

$$\lim_{j_{2} \to \infty} 2^{-j_{2}(1-\ell(2\alpha + \beta))} f^{*}_{Y_{j_{1}}}(2^{-j_{2}}\lambda) \leq \frac{\|B_{\ell}\|_{\infty}}{|\lambda|^{1-\ell(2\alpha + \beta)}}. \tag{100}$$

If $\ell^{*}(2\alpha + \beta) = 1$, by Lemma 7 in the appendix, there exists a bounded function $B_{\ell^{*}}$ such that

$$f^{*\ast}_{Y_{j_{1}}}(\lambda) = B_{\ell^{*}}(\lambda) \ln(1 + |\lambda|^{-1}).$$

In this case, for all $\lambda \neq 0$,

$$\lim_{j_{2} \to \infty} 2^{-\epsilon j_{2}} f^{*\ast}_{Y_{j_{1}}}(2^{-j_{2}}\lambda) = 0. \tag{101}$$

By (99), (100), and (101), we get that $H(j_{2})$ converges when $j_{2} \to \infty$. Thus, (98) implies that there exists a constant $C > 0$ and a threshold $J < \infty$ such that

$$F_{\Gamma}(K, L, j_{2}) \leq C 2^{j_{2} \left(\frac{p}{2} - \#\{(i, i') : A_{i, i'} = \emptyset\} + \tilde{N}\right)} 2^{j_{2}} \tag{102}$$

for all $j_{2} \geq J$. Therefore, if $\frac{p}{2} - \#\{(i, i') : A_{i, i'} \neq \emptyset\} + \tilde{N} < 0$, then we have

$$\lim_{j_{2} \to \infty} F_{\Gamma}(K, L, j_{2}) = 0$$

as required.

Now, we claim that $\frac{p}{2} - \#\{(i, i') : A_{i, i'} \neq \emptyset\} + \tilde{N} < 0$ does hold if $\Gamma$ is a non-regular diagram. We prove it by considering two cases as follows.
\( \text{Case } \ell^*(2\alpha + \beta) < 1: \)

\[
\# \{(i, i') : A_{i, i'} \neq \emptyset\} - \tilde{N} = \# \{(i, i') : A_{i, i'} \neq \emptyset\} - \sum_{\ell=1}^{\ell^*} \lceil 1 - \ell (2\alpha + \beta) \rceil \# \{(i, i') : \# A_{i, i'} = \ell\}
\]

\[
= \# \{(i, i') : A_{i, i'} > \ell^*\} + (2\alpha + \beta) \sum_{\ell=1}^{\ell^*} \ell \# \{(i, i') : \# A_{i, i'} = \ell\}
\]

\[
\geq \# \{(i, i') : A_{i, i'} > \ell^*\} + \frac{1}{r} \sum_{\ell=1}^{\ell^*} \ell \# \{(i, i') : \# A_{i, i'} = \ell\}
\]

\[
\geq \sum_{i, i'=1}^{p} \frac{\# A_{i, i'}}{\ell_i} 1_{\{(j,j') : \# A_{j, j'} > \ell^*\}}(i, i') + \frac{1}{r} \sum_{\ell=1}^{\ell^*} \sum_{i, i'=1}^{p} \# A_{i, i'} 1_{\{(j,j') : \# A_{j, j'} = \ell\}}(i, i')
\]

\[
\geq \sum_{i, i'=1}^{p} \frac{\# A_{i, i'}}{\ell_i} 1_{\{(j,j') : \# A_{j, j'} > \ell^*\}}(i, i') + \sum_{\ell=1}^{\ell^*} \sum_{i, i'=1}^{p} \frac{\# A_{i, i'}}{\ell_i} 1_{\{(j,j') : \# A_{j, j'} = \ell\}}(i, i')
\]

\[
\geq \sum_{i=1}^{p} \frac{1}{\ell_i} \left[ \sum_{i'=1}^{p} \# A_{i, i'} \right], \quad (104)
\]

where we used the condition \( r (2\alpha + \beta) > 1 \) to get the first inequality and the fact \( \# A_{i, i'} \leq \ell_i \) to get the second inequality. The last inequality follows from the fact \( \ell_i \geq r \) for all \( i = 1, \ldots, p \). Furthermore,

\[
\sum_{i=1}^{p} \frac{1}{\ell_i} \left[ \sum_{i'=1}^{p} \# A_{i, i'} \right] = \sum_{i=1}^{p} \frac{1}{\ell_i} \left[ \sum_{e \in E(\Gamma)} 1_{\{\sigma(d_1(\sigma)=i)\}}(e) \right] = \sum_{e \in E(\Gamma)} \sum_{i=1}^{p} \frac{1}{\ell_i} 1_{\{\sigma(d_1(\sigma)=i)\}}(e)
\]

\[
= \sum_{e \in E(\Gamma)} \frac{1}{\ell_{d_1(e)}} \geq \frac{1}{2} \sum_{e \in E(\Gamma)} \left[ \frac{1}{\ell_{d_1(e)}} + \frac{1}{\ell_{d_2(e)}} \right] = \frac{p}{2}, \quad (105)
\]

where the strictly inequality holds if there exists an edge \( e \) such that \( \ell_{d_1(e)} < \ell_{d_2(e)} \). For each \( i \in \{1, 2, \ldots, p\} \), there are \( \ell_i \) edges whose right-hand or left-hand side connect to the \( i \)th level. Due to the weighting \( 1/\ell_i \), they contribute one to the last sum in (105). Hence, the last equality holds.

If \( \Gamma \) is a non-regular diagram, then one of the following situations happens. The reason will be explained below. We first show that \( \# \{(i, i') : A_{i, i'} \neq \emptyset\} - \tilde{N} > \frac{p}{2} \) holds under each situation.

**Situation 1:** \( \Gamma \) contains an edge \( e \) such that \( \ell_{d_1(e)} < \ell_{d_2(e)} \). Under this situation, (105) implies that

\[
\sum_{i=1}^{p} \frac{1}{\ell_i} \left[ \sum_{i'=1}^{p} \# A_{i, i'} \right] > \frac{p}{2}.
\]
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By substituting the strict inequality above into (104), we get \( \# \{(i, i') : A_{i,i'} \neq \emptyset \} - \tilde{N} > \frac{p}{2} \).

**Situation 2:** \( 0 < \# A_{i,i'} \leq \ell^* \) for some \( i, i' \in \{1, 2, \ldots, p\} \). Under this situation, the first inequality in (104) is strict because \( (2\alpha + \beta) > 1/r \). By (105) again, we get the same result \( \# \{(i, i') : A_{i,i'} \neq \emptyset \} - \tilde{N} > \frac{p}{2} \).

**Situation 3:** \( \ell^* < \# A_{i,i'} < \ell_i \) for some \( i, i' \in \{1, 2, \ldots, p\} \). If \( \# A_{i,i'} > \ell^* \), then the first indicator function \( 1_{\{\ell_j < \ell \}} \) on the right hand side of the second inequality in (104) is equal to one. The condition \( \# A_{i,i'} < \ell_i \) implies that second inequality in (104) is strict. By (105) again, we get the same result \( \# \{(i, i') : A_{i,i'} \neq \emptyset \} - \tilde{N} > \frac{p}{2} \).

In the following, we prove that if \( \Gamma \) is a non-regular diagram, then one of the situations above happens. If none of Situation 2 and Situation 3 occurs, then we first have \( \# A_{i,i'} = \ell_i \) for all \( i, i' \in \{1, 2, \ldots, p\} \) with \( \# A_{i,i'} > 0 \). Because the \( i \)th level only contains \( \ell_i \) vertices, \( \# A_{i,i'} = \ell_i \) implies that

\[
d_2(e) = i' \quad \text{and} \quad \ell_{d_2(e)} = \ell_i
\]

for all edge \( e \) satisfying \( d_1(e) = i \). If Situation 1 does not occur at the same time, i.e., \( \ell_{d_1(e)} = \ell_{d_2(e)} \) for all edge \( e \) in \( \Gamma \), then the first equality in (106) implies that

\[
\ell_{d_2(e)} = \ell_{i'}.
\]

Combining (107) and the second equality in (106) yields \( \ell_i = \ell_{i'} \). The equality \( \ell_i = \ell_{i'} \) and \( \# A_{i,i'} = \ell_i \) imply that all vertices in the \( i' \)th level are occupied by the \( \ell_i \) edges incident from the \( i \)th level. Hence, if none of Situations 1-3 holds, then \( \Gamma \) is a regular diagram.

- \( \ell^*(2\alpha + \beta) = 1 \): In this case, by (104) and (105),

\[
\# \{(i, i') : A_{i,i'} \neq \emptyset \} - \tilde{N} \geq \frac{p}{2} - \varepsilon \# \{(i, i') : \# A_{i,i'} = \ell^* \}
\]

If \( \Gamma \) is a non-regular diagram, then one of the Situation 1 and Situation 2 above happens. It implies that one of the inequalities in (103) becomes strict. Therefore, there exists a \( \varepsilon > 0 \) such that the right hand side of (108) is strictly greater than \( \frac{p}{2} \).

For both cases, we have \( \# \{(i, i') : A_{i,i'} \neq \emptyset \} - \tilde{N} > \frac{p}{2} \), so (102) implies that

\[
\lim_{j_2 \to \infty} \lim_{j_2 \to \infty} F_\Gamma(K, L, j_2) = C \lim_{j_2 \to \infty} 2^j_2 \left( 2^{2j_2} - \# \{(i, i') : A_{i,i'} \neq \emptyset \} \right) 2^\tilde{N}_j = 0.
\]

The proof of (c2) is complete. We thus finish the proof of Theorem 1. \( \square \)
5.2. Proof of Corollary 1

Proof. By Theorem 1 and the continuous mapping theorem, when \( j \to \infty \), the rescaled stationary process \( 2^{(j_1+j)/2}U[j_1, j_1 + j]X(2^{(j_1+j)t}) \) converges to \( |V_1(t)| \) in the finite dimensional distribution sense and the proof was based on the method of moments. Hence, all conditions in Lemma 9 in the appendix are satisfied. It implies that when \( j \to \infty \),

\[
2^{(j_1+j)/2} \mathbb{E}[U[j_1, j_1 + j]X] \to \mathbb{E} \left[ \kappa \int_{\mathbb{R}} e^{i\lambda t} \Psi(\lambda) W(d\lambda) \right] = \sqrt{2\pi} \kappa \|\Psi\|_{L^2},
\]

(109)

On the other hand, because \( X \ast \psi_{j_1} \) is a stationary Gaussian process with mean zero and variance \( \sigma_{j_1}^2 \),

\[
\mathbb{E}[U[j_1]X] = \mathbb{E}|X \ast \psi_{j_1}| = \sqrt{\frac{2}{\pi}} \sigma_{j_1}.
\]

(110)

Combining (109) and (110) yields

\[
2^{(j_1+j)/2} \tilde{S}X(j_1, j_1 + j) = \frac{2^{(j_1+j)/2} \mathbb{E}[U[j_1, j_1 + j]X]}{\mathbb{E}[U[j_1]X]} \to \kappa \sigma_{j_1}^{-1} \|\Psi\|_{L^2},
\]

when \( j \to \infty \). Therefore, (113) is proved.

To prove (115), we first observe that

\[
\lim_{j_1 \to \infty} \Theta_1(j_1, \alpha, \beta)^2 = \|\Psi\|_{L^2}^2 \lim_{j_1 \to \infty} 2^{-j_1} \kappa^2 \sigma_{j_1}^{-2}
\]

\[
= \|\Psi\|_{L^2}^2 \lim_{j_1 \to \infty} 2^{-j_1} \left[ \sum_{\ell=2}^{\infty} \sigma_{j_1}^{2(1-\ell)} f_{X \ast \psi_{j_1}}^{\ell}(0) C^2_{\ell} \right] \sigma_{j_1}^{-2}
\]

\[
= \|\Psi\|_{L^2}^2 \lim_{j_1 \to \infty} 2^{-j_1} \sum_{\ell=2}^{\infty} \sigma_{j_1}^{2\ell} f_{X \ast \psi_{j_1}}^{\ell}(0) C^2_{\ell}
\]

\[
= \|\Psi\|_{L^2}^2 \lim_{j_1 \to \infty} \sum_{\ell=2}^{\infty} \left[ 2^{j_1 \beta^2} \sigma_{j_1}^2 \right]^{-\ell} \left[ 2^{j_1 (\ell^2-1)} f_{X \ast \psi_{j_1}}^{\ell}(0) \right] C^2_{\ell}.
\]

(111)

By (115), the equality

\[
f_{X \ast \psi_{j_1}}(\lambda) = \frac{C_X(\lambda)}{|\lambda|^{1-\beta}} |\Psi(2^{j_1}\lambda)|^2,
\]

and change of variables, we obtain

\[
\lim_{j_1 \to \infty} 2^{j_1 \beta} \sigma_{j_1}^2 = \lim_{j_1 \to \infty} 2^{j_1 \beta} \int_{\mathbb{R}} f_{X \ast \psi_{j_1}}(\lambda) d\lambda = C_X(0)\|Q\|_{L^1},
\]

(112)

where \( Q(\lambda) = |\Psi(\lambda)|^2/|\lambda|^{1-\beta} \). On the other hand, by change of variables, for all integer \( \ell \geq 2 \), by a direct expansion we obtain

\[
\lim_{j_1 \to \infty} 2^{j_1 (\ell^2-1)} f_{X \ast \psi_{j_1}}^{\ell}(0) = C_X(0)^\ell Q^\ell(0).
\]

(113)
For instance, when \( \ell = 3 \), we have

\[
\lim_{j_1 \to \infty} 2^{j_1(3\beta-1)} f^{*3}_{\phi_{j_1}}(0) = \lim_{j_1 \to \infty} 2^{j_1(3\beta-1)} \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{C_X(\lambda_1)}{|\lambda_1|^{1-\beta}} |\Psi(2^{j_1} \lambda_1)|^2 \frac{C_X(\lambda_1 - \lambda_2)}{|\lambda_1 - \lambda_2|^{1-\beta}} \times |\Psi(2^{j_1}(\lambda_1 - \lambda_2))|^2 \frac{C_X(\lambda_2)}{|\lambda_2|^{1-\beta}} |\Psi(2^{j_1} \lambda_2)|^2 d\lambda_1 d\lambda_2
\]

Substituting (112) and (113) into (111) yields

\[
= C_X(0)^3 Q^{*3}(0).
\]

Substituting (112) and (113) into (111) yields

\[
\lim_{j_1 \to \infty} \Theta_1(j_1, \alpha, \beta)^2 = \|\Psi\|^2 \sum_{\ell=2}^{\infty} \left| C_X(0) \|Q\|_{L^1} \right|^{\ell} \left[ C_X(0)^\ell Q^{*\ell}(0) \right] C^2 = \|\Psi\|^2 \sum_{\ell=2}^{\infty} \left| Q \right|_{L^1}^{\ell} Q^{*\ell}(0) C^2.
\]

By defining \( \tilde{Q}(\lambda) = Q(\lambda)/\|Q\|_{L^1} \) for \( \lambda \in \mathbb{R} \), we have

\[
\|Q\|_{L^1}^{\ell} Q^{*\ell}(0) = \tilde{Q}^{*\ell}(0) = \int_{\mathbb{R}} \tilde{Q}^{*\ell}(-\lambda) \tilde{Q}^{*(\ell-2)}(\lambda) d\lambda \leq \sup_{\lambda \in \mathbb{R}} \tilde{Q}^{*2}(\lambda)
\]

for all \( \ell > 2 \). The behavior of \( \tilde{Q}(\lambda) \) near the origin looks like \( |\lambda|^{2\alpha+\beta-1} \). Hence, the condition \( 2\alpha + \beta > 1/r = 1/2 \) and Lemma 7 in the appendix imply that \( \tilde{Q}^{*2} \) is bounded. The observation above and the fact \( \sum_{\ell=2}^{\infty} C^2 = 1 \) imply that the last series in (114) converges.

5.3. Proof of Theorem 3

By the Hermite polynomials expansion (69), we have that

\[
U^{A_1[j_1]} \star \psi_{j_2}(2j_2 t) = \sum_{\ell=r}^{\infty} \frac{C_{j_1,j_2,\ell}^{\alpha+\beta}}{\sqrt{\ell!}} Z_\ell(2j_2 t),
\]

where \( Z_\ell \) is defined in (10). By Slutsky’s argument and the Cramer-Wold device [34, p. 6.], Theorem 3 will be proved if we can show that

\[
\left\{ \begin{array}{l}
(\text{a}) \quad 2^{j_2(2\alpha+\beta)r/2} \sum_{\ell=r}^{\infty} \frac{C_{j_1,j_2,\ell}^{\alpha+\beta}}{\sqrt{\ell!}} Z_\ell(2j_2 t) \Rightarrow V_2(t), \\
(\text{b}) \quad 2^{j_2(2\alpha+\beta)r/2} \sum_{\ell=r+1}^{\infty} \frac{C_{j_1,j_2,\ell}^{\alpha+\beta}}{\sqrt{\ell!}} Z_\ell(2j_2 t) \to 0 \text{ in probability}
\end{array} \right. 
\]

(115)
when \( j_2 \to \infty \), where the process \( V_2 \) is defined in (54).

**Proof of (a):** By (70) and the self-similar property; that is,

\[
W(2^{-j_2} d\lambda) \overset{d}{=} 2^{-\frac{j_2}{2}} W(d\lambda),
\]

we have

\[
Z_r(2^{j_2} t) = \sigma_{j_1}^{-r} \int_{\mathbb{R}^r} e^{i2^{j_2}(\lambda_1 + \cdots + \lambda_r)t} \Psi(2^{j_2}(\lambda_1 + \cdots + \lambda_r)) \left[ \prod_{k=1}^{r} \Psi(2^{j_1} \lambda_k) \sqrt{f_X(\lambda_k)} W(d\lambda_k) \right]
\]

\[
= 2^{-j_2 r/2} \sigma_{j_1}^{-r} \int_{\mathbb{R}^r} e^{i(\lambda_1 + \cdots + \lambda_r)t} \Psi(\lambda_1 + \cdots + \lambda_r) \times \left[ \prod_{k=1}^{r} \Psi(2^{j_1-j_2} \lambda_k) \sqrt{f_X(2^{-j_2} \lambda_k)} W(d\lambda_k) \right].
\]

Applying Assumptions 1 and 2 to (116), we get

\[
2^{j_2(2\alpha+\beta)r/2} Z_r(2^{j_2} t) \overset{d}{=} Z_{r,j_2}(t),
\]

where

\[
Z_{r,j_2}(t) = 2^{j_1 \alpha r} \sigma_{j_1}^{-r} \int_{\mathbb{R}^r} e^{i(\lambda_1 + \cdots + \lambda_r)t} C_{j_2}(\lambda_1; r) \frac{\Psi(\lambda_1 + \cdots + \lambda_r)}{|\lambda_1 \cdots \lambda_r|^{1-2\alpha-\beta}} W(d\lambda_1) \cdots W(d\lambda_r)
\]

and

\[
C_{j_2}(\lambda_1; r) = \prod_{k=1}^{r} C_{j_1}(2^{j_1-j_2} \lambda_k) \sqrt{C_X(2^{-j_2} \lambda_k)}.
\]

For any \( M \in \mathbb{N} \) and any set of real numbers \( \{a_1, a_2, \ldots, a_M, t_1, t_2, \ldots, t_M\} \), (117) implies that

\[
\sum_{k=1}^{M} a_k 2^{j_2(2\alpha+\beta)r/2} \frac{C_{j_1}}{\sqrt{r!}} Z_r(2^{j_2} t_k) \overset{d}{=} \sum_{k=1}^{M} a_k \frac{C_{j_1}}{\sqrt{r!}} Z_{r,j_2}(t_k).
\]

By the Minkowski inequality,

\[
\left\{ \mathbb{E} \left[ \sum_{k=1}^{M} a_k \frac{C_{j_1}}{\sqrt{r!}} Z_{r,j_2}(t_k) - \sum_{k=1}^{M} a_k \frac{C_{j_1}}{\sqrt{r!}} V_2(t_k) \right]^2 \right\}^{\frac{1}{2}} \leq \left\{ \mathbb{E} \left| Z_{r,j_2}(t_k) - V_2(t_k) \right|^2 \right\}^{\frac{1}{2}} \cdot \sum_{k=1}^{M} \left| a_k \right| \left\{ \mathbb{E} \left| Z_{r,j_2}(t_k) - V_2(t_k) \right|^2 \right\}^{\frac{1}{2}}.
\]

For each \( k \in \{1, \ldots, M\} \), by the orthogonal property of the complex Gaussian random measure,

\[
\left[ 2^{j_1 \alpha r} \sigma_{j_1}^{-r} \right]^{-2} \lim_{j_2 \to \infty} \mathbb{E} \left| Z_{r,j_2}(t_k) - V_2(t_k) \right|^2
\]

\[
= \lim_{j_2 \to \infty} \left\{ \int_{\mathbb{R}^r} e^{i(\lambda_1 + \cdots + \lambda_r)t} \left[ C_{j_2}(\lambda_1; r) - C_{\Psi}(0)^r C_X(0)^{\frac{r}{2}} \right] \frac{\Psi(\lambda_1 + \cdots + \lambda_r)}{|\lambda_1 \cdots \lambda_r|^{1-2\alpha-\beta}} W(d\lambda_1) \cdots W(d\lambda_r) \right\}^2
\]

\[
= r! \lim_{j_2 \to \infty} \int_{\mathbb{R}^r} \left| C_{j_2}(\lambda_1; r) - C_{\Psi}(0)^r C_X(0)^{\frac{r}{2}} \right|^2 \frac{\Psi(\lambda_1 + \cdots + \lambda_r)}{|\lambda_1 \cdots \lambda_r|^{1-2\alpha-\beta}} d\lambda_1 \cdots d\lambda_r = 0,
\]

(119)
where the last equality follows from the Lebesgue dominated convergence theorem, because if \( r(2\alpha + \beta) < 1 \), Riesz’s composition formula [57, p. 71] implies that
\[
\int_{\mathbb{R}^r} |\Psi(\lambda_1 + \cdots + \lambda_r)|^2 d\lambda_1 \cdots d\lambda_r = \frac{\pi^{\frac{r}{2}}}{\Gamma(\frac{1-2\alpha-\beta}{2})} \Gamma(\frac{1-\alpha-\beta}{2}) \int_{\mathbb{R}} |\Psi(r)|^2 d\lambda < \infty,
\]
and \( |C_{j_2}(\lambda_1; r) - C_{\Psi(0)}^r C_X(0)\frac{\delta}{\delta r}| \) is a bounded and continuous function with \( \lim_{j_2 \to \infty} |C_{j_2}(\lambda_1; r) - C_{\Psi(0)}^r C_X(0)\frac{\delta}{\delta r}| = 0 \). It follows from (119) that
\[
\lim_{j_2 \to \infty} \sum_{k=1}^{M} a_k \frac{C_{\sigma_{j_1}, r}}{\sqrt{r!}} Z_{r,j_2}(t_k) = \sum_{k=1}^{M} a_k \frac{C_{\sigma_{j_1}, r}}{\sqrt{r!}} V_2(t_k) \tag{120}
\]
in the \( L^2(dP) \) sense. By applying Slutsky’s argument to (118) and (120), we observe
\[
\lim_{j_2 \to \infty} \sum_{k=1}^{M} a_k 2^{j_2(2\alpha+\beta)r/2} \frac{C_{\sigma_{j_1}, r}}{\sqrt{r!}} Z_r(2^{j_2}t_k) = \sum_{k=1}^{M} a_k \frac{C_{\sigma_{j_1}, r}}{\sqrt{r!}} V_2(t_k) \tag{121}
\]
in the distribution sense. By the Cramer-Wold device and (121),
\[
2^{j_2(2\alpha+\beta)r/2} \frac{C_{\sigma_{j_1}, r}}{\sqrt{r!}} Z_r(2^{j_2}t) \xrightarrow{d} \frac{C_{\sigma_{j_1}, r}}{\sqrt{r!}} V_2(t)
\]
when \( j_2 \to \infty \), where the limiting process \( V_2 \) is defined in (54). The claim (a) is proved.

**Proof of (b):** By the definition of the process \( Z_\ell \) in (70) and the orthogonal property (24), we have
\[
\mathbb{E} \left\{ \left( 2^{j_2(2\alpha+\beta)r/2} \sum_{\ell \leq r} \frac{C_{\sigma_{j_1}, \ell}}{\sqrt{\ell!}} Z_{\ell}(2^{j_2}t) \right)^2 \right\} = 2^{j_2(2\alpha+\beta)r} \sum_{\ell \leq r} \sum_{m \leq r} \frac{C_{\sigma_{j_1}, \ell}}{\sqrt{\ell!}} \frac{C_{\sigma_{j_1}, m}}{\sqrt{m!}} \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E} [H_\ell(Y_{j_1}(s)) H_m(Y_{j_1}(s'))] \psi_{j_2}(2^{j_2}t - s) \psi_{j_2}(2^{j_2}t - s') ds ds' = 2^{j_2(2\alpha+\beta)r} \sum_{\ell \geq r} \int_{\mathbb{R}} \int_{\mathbb{R}} R_{Y_{j_1}}^{\ell}(s-s') \psi_{j_2}(2^{j_2}t - s) \psi_{j_2}(2^{j_2}t - s') ds ds'. \tag{122}
\]
By the following Fourier transform relationship
\[
R_{Y_{j_1}}^{\ell}(s-s') = \int_{\mathbb{R}} e^{i\lambda(s-s')} f_{Y_{j_1}}^{\star \ell}(\lambda) d\lambda, \quad \int_{\mathbb{R}} e^{i\lambda s} \psi_{j_2}(2^{j_2}t - s) ds = e^{i2^{j_2} t} \Psi(2^{j_2} \lambda),
\]
and
\[
\int_{\mathbb{R}} e^{-i\lambda s'} \psi_{j_2}(2^{j_2}t - s') ds' = e^{-i2^{j_2} t} \Psi(2^{j_2} \lambda),
\]

we can rewrite (122) as
\[
E \left\{ 2^{j_2(2\alpha+\beta)r/2} \sum_{\ell>r}^\infty \frac{C_{\sigma_{j_1},\ell}}{\sqrt{\ell!}} Z_{\ell}(2^{j_2}t) \right\}^2
\]
\[=2^{j_2(2\alpha+\beta)r} \sum_{\ell>r}^\infty C_{\sigma_{j_1},\ell}^2 \int_{\mathbb{R}} f_{Y_{j_1}}^* (\lambda) |\Psi(2^{j_2} \lambda)|^2 d\lambda 2^{j_2(2\alpha+\beta)r-1} \sum_{\ell>r}^\infty C_{\sigma_{j_1},\ell}^2 \int_{\mathbb{R}} f_{Y_{j_1}}^* (2^{-j_2} \lambda) |\Psi(\lambda)|^2 d\lambda.
\]
Under Assumptions 1 and 2, we know that
\[f_{Y_{j_1}}(\lambda) = \frac{1}{\sigma_{j_1}^2} \Psi(2^{j_1} \lambda)^2 f_X(\lambda) = \frac{2^{2j_1}}{\sigma_{j_1}^2} \frac{|C_X(2^{j_1} \lambda)|^2 |C_X(\lambda)|}{|\lambda|^{1-2\alpha-\beta}}, \quad \lambda \in \mathbb{R},
\]
where \(2\alpha + \beta < 1/r\) under the assumption of Theorem 2. Denote \(\ell^* = \max\{\ell \in \mathbb{N} | \ell \geq r, \ell(2\alpha + \beta) < 1\}\). For \(r \leq \ell \leq \ell^*\), by Lemma 7 in the appendix,
\[f_{Y_{j_1}}^* (\lambda) \leq \frac{B_\ell(\lambda)}{|\lambda|^{1-\ell(2\alpha + \beta)}}
\]
for some bounded function \(B_\ell\). Hence,
\[2^{j_2((2\alpha+\beta)r-1)} \sum_{\ell>r}^\ell C_{\sigma_{j_1},\ell}^2 \int_{\mathbb{R}} f_{Y_{j_1}}^* (2^{-j_2} \lambda) |\Psi(\lambda)|^2 d\lambda
\]
\[\leq 2^{j_2((2\alpha+\beta)r-1)} \sum_{\ell>r}^\ell C_{\sigma_{j_1},\ell}^2 \int_{\mathbb{R}} \frac{B_\ell(2^{-j_2} \lambda)}{2^{-j_2} \lambda |1-\ell(2\alpha + \beta)|} |\Psi(\lambda)|^2 d\lambda
\]
\[= \sum_{\ell>r}^\ell 2^{j_2(2\alpha+\beta)(r-\ell)} C_{\sigma_{j_1},\ell}^2 \int_{\mathbb{R}} \frac{B_\ell(2^{-j_2} \lambda)}{|\lambda|^{1-\ell(2\alpha + \beta)}} |\Psi(\lambda)|^2 d\lambda \to 0
\]
when \(j_2 \to \infty\).
If \((\ell^* + 1)(2\alpha + \beta) = 1\), by Lemma 7 in the appendix,
\[f_{Y_{j_1}}^{\ell^*+1}(\lambda) \leq B_{\ell^*+1}(\lambda) \ln(2 + \frac{1}{|\lambda|})
\]
for some bounded function \(B_{\ell^*+1}\). For any \(\varepsilon > 0\), there exists a constant \(C_\varepsilon\) such that
\[\ln(2 + \frac{1}{|\lambda|}) \leq C_\varepsilon |\lambda|^{-\varepsilon} \text{ for } \lambda \in [-1,1] \setminus \{0\}.
\]
By choosing \( \varepsilon = (1 - (2\alpha + \beta)\mathbf{r})/2 \), we have
\[
2j_2((2\alpha + \beta)\mathbf{r} - 1) \int_\mathbb{R} f^*(\ell+1)(2^{-j_2}\lambda)|\Psi(\lambda)|^2 d\lambda \\
\leq 2j_2((2\alpha + \beta)\mathbf{r} - 1) \left[ \max_{\lambda \in \mathbb{R}} B_{\ell+1}(\lambda) \right] \int_\mathbb{R} \ln(2 + \frac{1}{2^{-j_2}\lambda})|\Psi(\lambda)|^2 d\lambda \\
\leq 2j_2((2\alpha + \beta)\mathbf{r} - 1) \left[ \max_{\lambda \in \mathbb{R}} B_{\ell+1}(\lambda) \right] \left\{ C_\varepsilon \int_{-2^{j_2}}^{2^{j_2}} |2^{-j_2}\lambda|^{-\varepsilon}|\Psi(\lambda)|^2 d\lambda + \ln 9 \int_{2^{j_2}}^{\infty} |\Psi(\lambda)|^2 d\lambda \right\} \\
\leq \left[ \max_{\lambda \in \mathbb{R}} B_{\ell+1}(\lambda) \right] \left\{ C_\varepsilon 2j_2((2\alpha + \beta)\mathbf{r} - 1)/2 \int_\mathbb{R} |\lambda|^{-\varepsilon}|\Psi(\lambda)|^2 d\lambda + 2j_2((2\alpha + \beta)\mathbf{r} - 1) \ln 9 \int_{2^{j_2}}^{\infty} |\Psi(\lambda)|^2 d\lambda \right\} ,
\] (125)
which converges to zero when \( j_2 \to \infty \) because \( (2\alpha + \beta)\mathbf{r} - 1 < 0 \).

If \((\ell^* + 1)(2\alpha + \beta) > 1\), by Lemma 7 in the appendix, for each \( \ell \geq \ell^* + 1 \), \( f^*_{\eta_j} \) is bounded. Moreover,
\[
\max_{\lambda \in \mathbb{R}} f^*(\ell+1)(\lambda) \leq \max_{\lambda \in \mathbb{R}} f^*(\lambda)
\]
for all \( \ell \geq \ell^* + 1 \). Hence,
\[
2j_2((2\alpha + \beta)\mathbf{r} - 1) \sum_{\ell=\ell^* + 1}^{\infty} C_{\sigma_{\ell^*},\ell}^2 \int_\mathbb{R} f^*_{\eta_j}(2^{-j_2}\lambda)|\Psi(\lambda)|^2 d\lambda \\
\leq \left[ \max_{\eta \in \mathbb{R}} f^*(\ell^* + 1)(\eta) \right] 2j_2((2\alpha + \beta)\mathbf{r} - 1) \left[ \sum_{\ell=\ell^* + 1}^{\infty} C_{\sigma_{\ell^*},\ell}^2 \right] \| \Psi \|_{L^2}^2 \to 0
\] (126)
when \( j_2 \to \infty \). Substituting (124), (126) into (123) yields
\[
\lim_{j_2 \to \infty} \mathbb{E} \left\{ \left[ 2j_2((2\alpha + \beta)\mathbf{r}/2 \sum_{\ell=r}^{\infty} C_{\sigma_{\ell^*},\ell} \frac{Z_{\ell}(2j_2\ell)}{\sqrt{\ell!}} \right]^2 \right\} = 0.
\]
The claim (b) follows by the Markov inequality. We have thus proved Theorem 3. \qed

5.4. Proof of Corollary 5

Proof. First of all, we note that \( \mathbf{r} = \text{rank}(A_1(\sigma_{j_1})) = 2 \) when \( A_1(\cdot) = \| \cdot \| \). From the proof of Theorem 3 we have that
\[
\mathbb{E} \left[ \left[ 2j_2((2\alpha + \beta)\mathbf{r} \left[ U_{[j_1, j_2]}X \right] \right]^2 \right] \to \mathbb{E} \left[ \| V_2 \|^2 \right]
\] (127)
when \( j_2 \to \infty \). Hence, the conditions of Lemma 9 in the appendix hold. It implies that
\[
\lim_{j \to \infty} \left[ 2j_2((2\alpha + \beta)\mathbf{r} + j) \right] \mathbb{E} \left[ U_{[j_1, j_1 + j]}X \right] = \mathbb{E} \left[ \| V_2 \| \right]
\] (128)
Because $X \ast \psi_{j_1}$ is a stationary Gaussian process with mean zero and variance $\sigma^2_{j_1}$, 
\[
\mathbb{E}[U[j_1]X] = \mathbb{E}|X \ast \psi_{j_1}| = \sqrt{\frac{2}{\pi}} \sigma_{j_1},
\]
(129)
Combining (128) and (129) yields
\[
2^{j(2\alpha+\beta)} \tilde{S}X(j_1, j_1 + j) \to 2^{-j_1(2\alpha+\beta)} \sqrt{\frac{\pi}{2}} \sigma_{j_1}^{-1} \nu \mathbb{E}\left| \int_{\mathbb{R}^2} \Psi(\lambda_1 + \lambda_2) W(d\lambda_1)W(d\lambda_2) \right|
= 2^{-j_1 \beta} \sigma_{j_1}^{-2} \sqrt{\frac{\pi}{2}} C_\psi(0)^2 C_X(0) C_2 \mathbb{E}\left| \int_{\mathbb{R}^2} \Psi(\lambda_1 + \lambda_2) W(d\lambda_1)W(d\lambda_2) \right|
\]
when $j \to \infty$. Hence, (64) is proved. (60) comes from the observation (112), i.e.,
\[
\lim_{j_1 \to \infty} 2^{j_1 \beta} \sigma^2_{j_1} = C_X(0) \|Q\|_{L^1}.
\]
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Appendix A. Proof of Lemma \[1\]

Because $U^{A_i}[j]X = A_i(W[j]X)$, $L_{A_i} \leq 1$, and $A_i(0) = 0$ for $i \in \{1, 2, ..., n\}$, we have

$$
\mathbb{E} \left[ \|U_j^{A_i}X\|^2 \right] = \mathbb{E} \left[ |P_jX|^2 \right] + \sum_{j < J} \mathbb{E} \left[ |A_i(W[j]X)|^2 \right] 
$$

$$
\leq \mathbb{E} \left[ |P_jX|^2 \right] + L_{A_i} \sum_{j < J} \mathbb{E} \left[ |W[j]X|^2 \right] 
$$

$$
\leq \mathbb{E} \left[ |P_jX|^2 \right] + \sum_{j < J} \mathbb{E} \left[ |W[j]X|^2 \right]. \quad (A.1)
$$

Because $P_jX$ has the spectral density $f_X(\cdot)\Phi(2^j \cdot)^2$ and the condition $\int_\mathbb{R} \phi(x)dx = 1$ implies that $\mathbb{E}[P_jX] = \mathbb{E}[X]$,

$$
\mathbb{E} \left[ |P_jX|^2 \right] = \int_\mathbb{R} f_X(\lambda)\Phi(2^j \lambda)^2d\lambda + (\mathbb{E}[X])^2. \quad (A.2)
$$

Because $W[j]X$ has the spectral density $f_X(\cdot)\Psi(2^j \cdot)^2$ and the condition $\int_\mathbb{R} \psi(x)dx = 0$ implies that $\mathbb{E}[W[j]X] = 0$,

$$
\mathbb{E} \left[ |W[j]X|^2 \right] = \int_\mathbb{R} f_X(\lambda)\Psi(2^j \lambda)^2d\lambda. \quad (A.3)
$$

By substituting \[(A.2)\] and \[(A.3)\] into the right hand side of \[(A.1)\], we get

$$
\mathbb{E} \left[ \|U_j^{A_i}X\|^2 \right] \leq \int_\mathbb{R} f_X(\lambda)\Phi(2^j \lambda)^2d\lambda + (\mathbb{E}[X])^2 + \sum_{j < J} \int_\mathbb{R} f_X(\lambda)\Psi(2^j \lambda)^2d\lambda.
$$

$$
\leq \int_\mathbb{R} f_X(\lambda)d\lambda + (\mathbb{E}[X])^2 = E \left[ |X|^2 \right], \quad (A.4)
$$

where the second inequality follows from the Littlewood-Paley condition \[(28)\].

By \[(A.4)\] and the definition $U_j^{A_i} = \{P_j, U^{A_i}[\Lambda_j]\}$,

$$
\mathbb{E} \left[ \|U_j^{A_i-n-1}[\Lambda_j^{n-1}]X\|^2 \right] \geq \mathbb{E} \left[ \|U_j^{A_i-n}[\Lambda_j^{n-1}]X\|^2 \right] 
$$

$$
= \mathbb{E} \left[ \|S_j^{A_i-n-1}[\Lambda_j^{n-1}]X\|^2 \right] + \mathbb{E} \left[ \|U_j^{A_i-n}[\Lambda_j^n]X\|^2 \right] \quad (A.5)
$$

for $n \in \mathbb{N}$. By using the inequality above iteratively, we get

$$
\mathbb{E} \left[ |X|^2 \right] \geq \mathbb{E} \left[ \|U_j^{A_1}X\|^2 \right] \geq \mathbb{E} \left[ \|U_j^{A_1}[\Lambda_j]X\|^2 \right] \geq \cdots \geq \mathbb{E} \left[ \|U_j^{A_{1+n}}[\Lambda_j^n]X\|^2 \right],
$$

which proves \[(32)\]. For any $n \in \mathbb{N} \cup \{0\}$, by \[(A.5)\],

$$
\mathbb{E} \left[ \sum_{m=0}^n \|S_j^{A_1-m}[\Lambda_j^m]X\|^2 \right] \leq \mathbb{E} \left[ \|U_j^{A_{1+0}}[\Lambda_j^0]X\|^2 \right] - \mathbb{E} \left[ \|U_j^{A_{1+n+1}}[\Lambda_j^{n+1}]X\|^2 \right] \leq \mathbb{E} \left[ |X|^2 \right],
$$

which proves \[(33)\].
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Appendix B. Proof of Lemma 2

First of all, we have

\[
\mathbb{E} \left[ \left\| S_{j}^{A_{1:n}} [A_{0:n}] L_{\tau} X - S_{j}^{A_{1:n}} [A_{0:n}] X \right\|^2 \right] \\
\leq 2 \mathbb{E} \left[ \left\| S_{j}^{A_{1:n}} [A_{0:n}] L_{\tau} X - L_{\tau} S_{j}^{A_{1:n}} [A_{0:n}] X \right\|^2 \right] + 2 \mathbb{E} \left[ \left\| L_{\tau} \left( S_{j}^{A_{1:n}} [A_{0:n}] X - S_{j}^{A_{1:n}} [A_{0:n}] X \right) \right\|^2 \right],
\]

where \( [A_{0:n}] \) is the commutator of \( S_{j}^{A_{1:n}} [A_{0:n}] \) and \( L_{\tau} \). For the first component \( \mathbb{E} \left[ \left\| S_{j}^{A_{1:n}} [A_{0:n}] L_{\tau} X \right\|^2 \right] \) on the right hand side of (B.1), we have the following estimate

\[
\mathbb{E} \left[ \left\| S_{j}^{A_{1:n}} [A_{0:n}] L_{\tau} X \right\|^2 \right] \leq (n + 1)^2 \mathbb{E} \left[ \left\| W_{j} L_{\tau} X \right\|^2 \right] \mathbb{E} \left[ \left\| X \right\|^2 \right],
\]

where \( W_{j} = \{ P_{j}, (W[j])_{j \in A_{j}} \} \) and \( W_{j}, L_{\tau} = \{ P_{j}, L_{\tau}, ([W(j), L_{\tau}])_{j \in A_{j}} \} \). The proof of (B.2) is in Appendix C. We note that (B.2) coincides with the equation (H.3) in [1, Appendix H], in which \( A_{1}(\cdot) = A_{2}(\cdot) = \cdots = A_{n}(\cdot) = \cdot \). Note that \( \left\| W_{j}, L_{\tau} \right\| = 0 \) if \( \tau \) is a constant function. For the case \( \left\| \tau \right\|_{\infty} > 0 \), [1, Lemma 2.14] proved that if \( \tau \in C^{2}(\mathbb{R}) \) and \( \left\| \tau \right\|_{\infty} \leq \frac{1}{2} \) almost surely, then there exists \( C > 0 \) such that

\[
\mathbb{E} \left[ \left\| W_{j} L_{\tau} \right\| \right] \leq C K(\tau)
\]

for all \( J \in \mathbb{Z} \).

Next, we estimate the second component \( \mathbb{E} \left[ \left\| L_{\tau} S_{j}^{A_{1:n}} [A_{0:n}] X - S_{j}^{A_{1:n}} [A_{0:n}] X \right\|^2 \right] \) on the right hand side of (B.1). Because

\[
L_{\tau} S_{j}^{A_{1:n}} [A_{0:n}] X - S_{j}^{A_{1:n}} [A_{0:n}] X = (L_{\tau} P_{j} - P_{j}) U_{A_{1:n}} [A_{0:n}] X,
\]

we have

\[
\mathbb{E} \left[ \left\| L_{\tau} S_{j}^{A_{1:n}} [A_{0:n}] X - S_{j}^{A_{1:n}} [A_{0:n}] X \right\|^2 \right] \leq \mathbb{E} \left[ \left\| L_{\tau} P_{j} - P_{j} \right\|^2 \right] \mathbb{E} \left[ \left\| U_{A_{1:n}} [A_{0:n}] X \right\|^2 \right] \\
\leq (n + 1) \mathbb{E} \left[ \left\| L_{\tau} P_{j} - P_{j} \right\|^2 \right] \mathbb{E} \left[ \left\| X \right\|^2 \right],
\]

where the first inequality follows from Lemma 3 in Appendix D (see also [1, Lemma 4.8 and the proof of Theorem 4.7]) and the second inequality follows from the non-expansiveness of \( \{U_{A_{1}, \ldots, A_{k}} [A_{j}]\}_{k=0,1, \ldots} \), i.e., (32). From Lemma 4 in Appendix E (see also [1, Lemma 2.11]), we know that there exists a constant \( C > 0 \) such that

\[
\mathbb{E} \left[ \left\| L_{\tau} P_{j} - P_{j} \right\|^2 \right] \leq C 2^{-2J} \mathbb{E} \left[ \left\| \tau \right\|_{\infty}^2 \right]
\]

for all \( J \in \mathbb{Z} \). Combining (B.4) and (B.5) yields

\[
\mathbb{E} \left[ \left\| L_{\tau} S_{j}^{A_{1:n}} [A_{0:n}] X - S_{j}^{A_{1:n}} [A_{0:n}] X \right\|^2 \right] \leq C (n + 1) 2^{-2J} \mathbb{E} \left[ \left\| \tau \right\|_{\infty}^2 \right] \mathbb{E} \left[ \left\| X \right\|^2 \right].
\]

By substituting (B.2), (B.3) and (B.6) into (B.1), we obtain

\[
\mathbb{E} \left[ \left\| S_{j}^{A_{1:n}} [A_{0:n}] L_{\tau} X - S_{j}^{A_{1:n}} [A_{0:n}] X \right\|^2 \right] \leq C \left\{ (n + 1)^2 K(\tau) + 2^{-2J} (n + 1) \mathbb{E} \left[ \left\| \tau \right\|_{\infty}^2 \right] \right\} \mathbb{E} \left[ \left\| X \right\|^2 \right]
\]

for some constant \( C > 0 \).
Appendix C. Proof of (B.2)

We follow the idea and symbols used for deriving of equation (H.3) in Appendix H to decompose the NAST coefficients within the first $n$ layers, which are defined in (34), as follows

$$S_j^{A_{1:n}} \left[ \Lambda_{j}^{0:n} \right] L_{\tau} = \left\{ P_j L_{\tau}, \left\{ P_j U^{A_{1:m}} [\Lambda_j] L_{\tau} \right\}_{1 \leq m \leq n} \right\}$$

$$= \left\{ L_{\tau} P_j + [ P_j, L_{\tau} ], \left\{ P_j U^{A_{2:m}} [\Lambda_j^{m-1}] L_{\tau} U^{A_1}[\Lambda_j] + P_j U^{A_{2:m}} [\Lambda_j^{m-1}] \left[ U^{A_1}[\Lambda_j], L_{\tau} \right] \right\}_{1 \leq m \leq n} \right\}$$

$$= \left\{ L_{\tau} P_j, \left\{ P_j U^{A_{2:m}} [\Lambda_j^{m-1}] L_{\tau} U^{A_1}[\Lambda_j] \right\}_{1 \leq m \leq n} \right\}$$

$$+ \left\{ [ P_j, L_{\tau} ], \left\{ P_j U^{A_{2:m}} [\Lambda_j^{m-1}] \left[ U^{A_1}[\Lambda_j], L_{\tau} \right] \right\}_{1 \leq m \leq n} \right\}.$$  \hspace{1cm} (C.1)

Note that some elements within the curly bracket above may also be a set of NAST coefficients, such as $P_j U^{A_{2:m}} [\Lambda_j^{m-1}] \left[ U^{A_1}[\Lambda_j], L_{\tau} \right]$, and the summation is performed independently for different layer index $[ j_1, j_2, ..., j_m ]$, where $0 \leq m \leq n$. The sequence of operators $\{ P_j U^{A_{2:m}} [\Lambda_j^{m-1}] L_{\tau} \}_{1 \leq m \leq n}$ on the right hand side of the third equality is equivalent to $S_j^{A_{2:n}} \left[ \Lambda_{j}^{0:n-1} \right] L_{\tau}$. A substitution of the sequence of operators $\{ P_j U^{A_{2:m}} [\Lambda_j^{m-1}] L_{\tau} \}_{1 \leq m \leq n}$ in (C.1) by the formula (C.1) for $S_j^{A_{2:n}} \left[ \Lambda_{j}^{0:n-1} \right] L_{\tau}$ gives

$$S_j^{A_{1:n}} \left[ \Lambda_{j}^{0:n} \right] L_{\tau} = \left\{ \left\{ P_j U^{A_{2:m}} [\Lambda_j^{m-2}] L_{\tau} U^{A_{1:2}}[\Lambda_j^2] \right\}_{2 \leq m \leq n} \right\}$$

$$+ \left\{ [ P_j, L_{\tau} ] U^{A_1}[\Lambda_j], \left\{ P_j U^{A_{3:m}} [\Lambda_j^{m-2}] \left[ U^{A_2}[\Lambda_j], L_{\tau} \right] U^{A_1}[\Lambda_j] \right\}_{2 \leq m \leq n} \right\}$$

$$+ \left\{ [ P_j, L_{\tau} ], \left\{ P_j U^{A_{2:m}} [\Lambda_j^{m-1}] \left[ U^{A_1}[\Lambda_j], L_{\tau} \right] \right\}_{1 \leq m \leq n} \right\}.$$ \hspace{1cm} (C.2)

Note that the sequence of operators $\{ P_j U^{A_{3:m}} [\Lambda_j^{m-2}] L_{\tau} \}_{2 \leq m \leq n}$ on the right hand side of the equality are equivalent to $S_j^{A_{3:n}} \left[ \Lambda_{j}^{0:n-2} \right] L_{\tau}$. A substitution of the sequence of operators $\{ P_j U^{A_{3:m}} [\Lambda_j^{m-2}] L_{\tau} \}_{2 \leq m \leq n}$ in (C.2) by the formula (C.1) for $S_j^{A_{3:n}} \left[ \Lambda_{j}^{0:n-2} \right] L_{\tau}$ gives

$$S_j^{A_{1:n}} \left[ \Lambda_{j}^{0:n} \right] L_{\tau} = \left\{ \left\{ L_{\tau} P_j, \left\{ L_{\tau} P_j U^{A_1}[\Lambda_j], L_{\tau} P_j U^{A_{2:3}}[\Lambda_j^3] \right\}_{3 \leq m \leq n} \right\} \right\}$$

$$+ \left\{ [ P_j, L_{\tau} ] U^{A_{1:2}}[\Lambda_j^2], \left\{ P_j U^{A_{4:m}} [\Lambda_j^{m-3}] \left[ U^{A_3}[\Lambda_j], L_{\tau} \right] U^{A_{1:2}}[\Lambda_j^2] \right\}_{3 \leq m \leq n} \right\}$$

$$+ \left\{ [ P_j, L_{\tau} ] U^{A_1}[\Lambda_j], \left\{ P_j U^{A_{3:m}} [\Lambda_j^{m-2}] \left[ U^{A_2}[\Lambda_j], L_{\tau} \right] U^{A_1}[\Lambda_j] \right\}_{2 \leq m \leq n} \right\}$$

$$+ \left\{ [ P_j, L_{\tau} ], \left\{ P_j U^{A_{2:m}} [\Lambda_j^{m-1}] \left[ U^{A_1}[\Lambda_j], L_{\tau} \right] \right\}_{1 \leq m \leq n} \right\}.$$ \hspace{1cm} (C.3)
After $n$ substitutions, we get

$$S_{J}^{A_{1:n}} \left[ \Lambda_{0:n}^{\ell} \right] L_{\tau}$$

$$= \left\{ L_{\tau} P_{J}, L_{\tau} P_{J} U^{A_{1}} [A_{J}], L_{\tau} P_{J} U^{A_{1}:2} [A_{J}], \ldots, L_{\tau} P_{J} U^{A_{1:n}} [A_{J}] \right\}$$

$$+ \left\{ [P_{J}, L_{\tau}] U^{A_{1:n}} [A_{J}] \right\}$$

$$+ \left\{ [P_{J}, L_{\tau}] U^{A_{1:(n-1)}} [A_{J}^{n-1}], \{ P_{J} \left[ U^{A_{n}} [A_{J}], L_{\tau} \right] U^{A_{1:(n-1)}} [A_{J}^{n-1}] \} \right\}$$

$$+ \cdots$$

$$+ \left\{ [P_{J}, L_{\tau}] U^{A_{1:2}} [A_{J}^{2}], \{ P_{J} U^{A_{k:n}} [A_{J}^{m-3}] [U^{A_{3}} [A_{J}], L_{\tau}] U^{A_{1:2}} [A_{J}^{2}] \}_{3 \leq m \leq n} \right\}$$

$$+ \left\{ [P_{J}, L_{\tau}] U^{A_{1}} [A_{J}], \{ P_{J} U^{A_{k:n}} [A_{J}^{m-2}] [U^{A_{2}} [A_{J}], L_{\tau}] U^{A_{1}} [A_{J}] \}_{2 \leq m \leq n} \right\}$$

$$+ \left\{ [P_{J}, L_{\tau}], \{ P_{J} U^{A_{k:n}} [A_{J}^{m-1}] [U^{A_{1}} [A_{J}], L_{\tau}] \}_{1 \leq m \leq n} \right\}$$

$$= L_{\tau} S_{J}^{A_{1:n}} \left[ \Lambda_{0:n}^{\ell} \right] + \sum_{\ell=0}^{n} K_{\ell}, \quad \text{(C.4)}$$

where

$$K_{0} = \left\{ [P_{J}, L_{\tau}] U^{A_{1:n}} [A_{J}] \right\},$$

and

$$K_{\ell} = \left\{ [P_{J}, L_{\tau}] U^{A_{1:(n-\ell)}} [A_{J}^{n-\ell}], S_{J}^{A_{(n+2-\ell):n}} [A_{J}^{0\ell}], L_{\tau} U^{A_{1:(n-\ell)}} [A_{J}^{n-\ell}] \right\}$$

for $\ell = 1, 2, \ldots, n$. By default, $S_{J}^{A_{(n+1):n}} [A_{J}^{0}] = P_{J}$ and $U^{A_{1:0}} [A_{J}^{n}] = \text{Id}$. From (C.4), we get

$$[S_{J}^{A_{1:n}} \left[ \Lambda_{0:n}^{\ell} \right], L_{\tau}] X = S_{J}^{A_{1:n}} \left[ \Lambda_{0:n}^{\ell} \right] L_{\tau} X - L_{\tau} S_{J}^{A_{1:n}} \left[ \Lambda_{0:n}^{\ell} \right] X = \sum_{\ell=0}^{n} K_{\ell} X.$$

By the inequality $\|a_{0} + a_{1} + \cdots + a_{n}\|^{2} \leq (n + 1)(\|a_{0}\|^{2} + \|a_{1}\|^{2} + \cdots + \|a_{n}\|^{2})$ for vectors $a_{0}, a_{1}, \ldots, a_{n}$ with the same dimension, where $\| \cdot \|$ is the Euclidean norm,

$$E \left[ \| S_{J}^{A_{1:n}} \left[ \Lambda_{0:n}^{\ell} \right], L_{\tau} \right| X \|^{2} \right] = E \left[ \sum_{\ell=0}^{n} K_{\ell} X \|^{2} \right] \leq (n + 1) \sum_{\ell=0}^{n} E \left[ \| K_{\ell} X \|^{2} \right]. \quad \text{(C.5)}$$

From the definition of $K_{0}$, we have

$$E \left[ \| K_{0} X \|^{2} \right] \leq E \left[ \| [P_{J}, L_{\tau}] \|^{2} \right] E \left[ \| U^{A_{1:n}} [A_{J}] X \|^{2} \right]$$

$$\leq E \left[ \| [P_{J}, L_{\tau}] \|^{2} \right] E \left[ \| X \|^{2} \right]$$

$$\leq E \left[ \| W_{J}, L_{\tau} \|^{2} \right] E \left[ \| X \|^{2} \right]. \quad \text{(C.6)}$$

where the first inequality follows from Lemma 3 in Appendix D (see also [1, Lemma 4.8 and the proof of Theorem 4.7]) and the second inequality is obtained by the non-expansiveness
of the operator $U^{A_{1:n}}[\Lambda^n_j]$ (see (32)). The third inequality comes from the fact $[W_j, L_\tau] = \{[P_j, L_\tau], ([W[j], L_\tau])_{j \in A_j}\}$.

For $\ell = 1, ..., n$,

$$
\mathbb{E} \left[ \| K_\ell X \|^2 \right] \leq \mathbb{E} \left[ \| [P_j, L_\tau] U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}] X \|^2 \right] \\
= \mathbb{E} \left[ \| S_j^{A_{n+2-\ell}}[\Lambda^{n-\ell}_j] \left[ U^{A_{n+1-\ell}}[\Lambda_j], L_\tau \right] U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}] X \| ^2 \right]. \tag{C.7}
$$

For the first part in (C.7), Lemma 3 in Appendix D implies that

$$
\mathbb{E} \left[ \| [P_j, L_\tau] U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}] X \| ^2 \right] \leq \mathbb{E} \left[ \| [P_j, L_\tau] \| ^2 \right] \mathbb{E} \left[ \| U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}] X \| ^2 \right] \\
\leq \mathbb{E} \left[ \| [P_j, L_\tau] \| ^2 \right] \mathbb{E} \left[ \| X \| ^2 \right], \tag{C.8}
$$

where the last inequality follows from the non-expansiveness of $U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}]$ (see (32)).

For the second part in (C.7),

$$
\mathbb{E} \left[ \| S_j^{A_{n+2-\ell}}[\Lambda^{n-\ell}_j] \left[ U^{A_{n+1-\ell}}[\Lambda_j], L_\tau \right] U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}] X \| ^2 \right] \\
\leq \mathbb{E} \left[ \| U^{A_{n+1-\ell}}[\Lambda_j], L_\tau \| ^2 \right] \mathbb{E} \left[ \| U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}] X \| ^2 \right] \\
\leq \mathbb{E} \left[ \| [W[\Lambda_j], L_\tau] \| ^2 \right] \mathbb{E} \left[ \| U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}] X \| ^2 \right] \\
\leq \mathbb{E} \left[ \| [W[\Lambda_j], L_\tau] \| ^2 \right] \mathbb{E} \left[ \| X \| ^2 \right], \tag{C.9}
$$

where the first and the fourth inequalities follow from the non-expansiveness of $S_j^{A_{n+2-\ell}}[\Lambda^{n-\ell}_j]$ and $U^{A_{1:(n-\ell)}}[\Lambda^n_{j-\ell}]$ (see (33) and (32)). The second inequality follows from Lemma 3 in Appendix D. The third inequality follows from Lemma 3 in Appendix D. Substituting (C.8) and (C.9) into (C.7) yields

$$
\mathbb{E} \left[ \| K_\ell X \| ^2 \right] \leq \mathbb{E} \left[ \| [W_j, L_\tau] \| ^2 \right] \mathbb{E} \left[ \| X \| ^2 \right], \quad \ell = 1, 2, ..., n. \tag{C.10}
$$

By (C.6) and (C.10), we can rewrite (C.5) as follows

$$
\mathbb{E} \left[ \| S_j^{A_{n}} \left[ \Lambda^n_{j} \right], L_\tau \right] X \| ^2 \right] \leq (n + 1)^2 \mathbb{E} \left[ \| [W_j, L_\tau] \| ^2 \right] \mathbb{E} \left[ \| X \| ^2 \right].
$$

\[ \square \]

**Appendix D.**

**Lemma 3.** (Lemma 4.8 and the proof of Theorem 4.7) Let $K_\tau$ be an integral operator with a kernel $k_\tau(x, u)$ that depends upon a random process $\tau$. If the following two conditions are satisfied:

$$
E \left[ k_\tau(x, u) k_\tau(x, u') \right] = \mathcal{K}_\tau(x - u, x - u) \tag{D.1}
$$

and

$$
\int \int |\mathcal{K}_\tau(v, v')| dv \, dv' < \infty, \tag{D.2}
$$
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then for any stationary process $Y$ independent of $\tau$, $\mathbb{E}[|K_{\tau}Y(t)|^2]$ does not depend upon $t$ and
\[
\mathbb{E}[|K_{\tau}Y|^2] \leq \mathbb{E}[|K_{\tau}|^2] \mathbb{E}[|Y|^2],
\]
where $|K_{\tau}|$ is the operator norm in $L^2(\mathbb{R})$ for each realization of $\tau$. The conditions (D.1) and (D.2) are satisfied by the kernels of the commutators $L_{\tau}P_J - P_J$, $[P_J, L_{\tau}]$, $\{[W[j], L_{\tau}]\}_{j \in \Lambda_J}$, and $[W_J, L_{\tau}]$.

Appendix E.

Lemma 4. [4, Lemma 2.11] There exists $C > 0$ such that for all $\tau \in C^2(\mathbb{R})$ with $\|\tau'\|_\infty \leq \frac{1}{2}$ we have
\[
\|L_{\tau}P_Jf - P_Jf\| \leq C\|f\|_{L^2}2^{-j}\|\tau\|_\infty
\]
for all $f \in L^2(\mathbb{R})$.

Appendix F.

Lemma 5. If the activation function/operator $A$ is Lipschitz continuous with Lipschitz constant $L_A \leq 1$ and $A(0) = 0$, then for any strictly stationary process $X$ with $\mathbb{E}[|X|^2] < \infty$,
\[
\mathbb{E}[\|U_j^A, L_{\tau}\|_2] \leq \mathbb{E}[\|W_j, L_{\tau}\|_2],
\]
where $W_JX = \{P_JX, (W[j]X)_{j \in \Lambda_J}\}$ and the expectations above are defined by
\[
\mathbb{E}[\|U_j^A, L_{\tau}\|_2] = \mathbb{E}[\|P_J, L_{\tau}\|_2] + \sum_{j \in \Lambda_J} \mathbb{E}[\|AW[j], L_{\tau}\|_2]
\]
and
\[
\mathbb{E}[\|W_j, L_{\tau}\|_2] = \mathbb{E}[\|P_J, L_{\tau}\|_2] + \sum_{j \in \Lambda_J} \mathbb{E}[\|W[j], L_{\tau}\|_2].
\]

Proof. For any stationary process $X$,
\[
[U_j^A, L_{\tau}]X = U_j^AL_{\tau}X - L_{\tau}U_j^AX \\
= \left\{P_JL_{\tau}X, (AW[j]L_{\tau}X)_{j \in \Lambda_J}\right\} - L_{\tau} \left\{P_JX, (AW[j]X)_{j \in \Lambda_J}\right\} \\
= \left\{[P_J, L_{\tau}]X, A(W[j]L_{\tau}X - L_{\tau}W[j]X)_{j \in \Lambda_J}\right\},
\]
where the last equality follows from $L_{\tau}A = AL_{\tau}$. Hence,
\[
\mathbb{E}[\|U_j^A, L_{\tau}\|_2] = \mathbb{E}[\|P_J, L_{\tau}\|_2] + \sum_{j \in \Lambda_J} \mathbb{E}[\|AW[j]L_{\tau}X - L_{\tau}W[j]X\|_2] \\
\leq \mathbb{E}[\|P_J, L_{\tau}\|_2] + \sum_{j \in \Lambda_J} \mathbb{E}[\|W[j]L_{\tau}X - L_{\tau}W[j]X\|_2] \\
= \mathbb{E}[\|W_j, L_{\tau}\|_2],
\]
where the first inequality follows from the Lipschitz continuity of $A$ with $L_A \leq 1$ and $A(0) = 0$. \[\square\]
Appendix G. Delta Method

Lemma 6. For any $M \in \mathbb{N}$, let $U_j = (U_j^{(1)}, \ldots, U_j^{(M)})$ be a sequence of random vectors, where $j \in \mathbb{N}$. Suppose that there exists a normalizer $N_j$ and a random vector $Z$ such that

$$N_j U_j \overset{d}{\to} Z$$

when $j \to \infty$. Denote $A_2(x) = (A_2(x_1), \ldots, A_2(x_M))$ for $x = (x_1, \ldots, x_M) \in \mathbb{R}^M$. If $A_2$ satisfies Assumption 4, then we have

$$N_j (A_2(U_j) - A_2(0)) \overset{d}{\to} A_2'(0)Z.$$  

when $j \to \infty$.

Appendix H.

Lemma 7. Let $f : \mathbb{R} \to [0, \infty)$ be the spectral density function of a second-order stationary random process. If it has the form

$$f(\lambda) = \frac{B(\lambda)}{|\lambda|^{1-\gamma}}, \quad \gamma \in (0, 1),$$

for some non-negative bounded function $B$, then for any $\ell \geq 2$, there exists a bounded function $B_\ell$ such that the $\ell$-fold convolution $f^{*\ell}$ of $f$ can be expresses as

$$f^{*\ell}(\lambda) = \begin{cases} 
B\ell(\lambda)|\lambda|^{\ell\gamma-1}, & \text{if } \ell\gamma < 1, \\
B\ell(\lambda)\ln(2 + \frac{1}{|\lambda|}), & \text{if } \ell\gamma = 1, \\
B\ell(\lambda), & \text{if } \ell\gamma > 1.
\end{cases}$$

Moreover, for the case $\ell\gamma > 1$, the function $B\ell$ is continuous.

Proof. We consider three cases.

Case 1: $\ell\gamma < 1$. The result for this case follows from using the following observation iteratively. Consider two spectral densities $f_1$ and $f_2$, which have the form

$$f_j(\lambda) = \frac{K_j(\lambda)}{|\lambda|^{1-\gamma_j}}, \quad \gamma_j \in (0, 1), \quad j = 1, 2,$$

where $\gamma_1 + \gamma_2 < 1$ and $K_1(\lambda)$ and $K_2(\lambda)$ are nonnegative and bounded functions so that

$$f_1, f_2 \in L^1(\mathbb{R}).$$

Riesz’s composition formula [57, p. 71] implies that for any $\lambda \neq 0$,

$$f_1 * f_2(\lambda) = \int_{\mathbb{R}} \frac{K_1(\lambda - \eta) K_2(\eta)}{|\lambda - \eta|^{1-\gamma_1} |\eta|^{1-\gamma_2}} d\eta \leq \|K_1\|_\infty \|K_2\|_\infty \int_{\mathbb{R}} \frac{1}{|\lambda - \eta|^{1-\gamma_1}} \frac{1}{|\eta|^{1-\gamma_2}} d\eta$$

$$= \|K_1\|_\infty \|K_2\|_\infty \frac{\Gamma(\frac{1}{2})\Gamma(\frac{\gamma_1}{2})\Gamma(1-\gamma_1)}{\Gamma(\frac{1-\gamma_1}{2})\Gamma(\frac{1+\gamma_2}{2})\Gamma(\frac{1}{2})\Gamma(\frac{\gamma_2}{2})} |\lambda|^{\gamma_1+\gamma_2-1}.$$  
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Case 2: $\ell \gamma = 1$. The idea of the following proof comes from [58, p.115, Theorem 3] and [59, p.160, Theorem 8.8]. Let $f_1 = f^{*\ell-1}$ and $f_2 = f$. From the result of Case 1, both $f_1$ and $f_2$ have the form \textit{(H.2)} with $\gamma_1 = (\ell - 1) \gamma \in (0, 1)$, $\gamma_2 = \gamma \in (0, 1)$, and $\gamma_1 + \gamma_2 = 1$. For any $\lambda \neq 0$, denote $\widehat{\lambda} = \lambda / |\lambda|$. Note that by a change of variable we have

$$f^{*\ell}(\lambda) = f_1 \ast f_2(\lambda) = \int_{\mathbb{R}} \frac{K_1(\lambda - \eta)K_2(\eta)}{|\lambda - \eta|^{1-\gamma_1}|\eta|^{1-\gamma_2}} d\eta = (\int_{\{|\eta| < 2\}} + \int_{\{|\eta| > 2\}}) \frac{K_1(|\lambda|\widehat{\lambda} - \eta)K_2(|\lambda|\eta)}{|\lambda - \eta|^{1-\gamma_1}|\eta|^{1-\gamma_2}} d\eta =: J_1(\lambda) + J_2(\lambda).$$

By a direct calculation, we have

$$J_1(\lambda) \leq \int_{\{|\eta| < 2\}} \frac{\|K_1\|\|K_2\|}{|\lambda - \eta|^{1-\gamma_1}|\eta|^{1-\gamma_2}} d\eta \leq \max_{|r| = 1} \int_{\{|\eta| < 2\}} \frac{\|K_1\|\|K_2\|}{|x - \eta|^{1-\gamma_1}|\eta|^{1-\gamma_2}} d\eta < \infty, \quad (H.5)$$

where the last integral is independent of $\lambda$. For $J_2$, we have

$$J_2(\lambda) = (\int_{\{2|\eta| < 2(1 + 2|\tau|)\}} + \int_{\{|\eta| > 2(1 + 2|\tau|)\}}) \frac{K_1(|\lambda|\widehat{\lambda} - \eta)K_2(|\lambda|\eta)}{|\lambda - \eta|^{1-\gamma_1}|\eta|^{1-\gamma_2}} d\eta = J_{2,1}(\lambda) + J_{2,2}(\lambda).$$

Because $|\widehat{\lambda} - \eta| \geq |\eta| - 1$ and $\gamma_1 + \gamma_2 = 1$,

$$J_{2,1}(\lambda_0) \leq \int_{\{2|\eta| < 2(1 + 2|\tau|)\}} \frac{\|K_1\|\|K_2\|}{(|\eta| - 1)^{1-\gamma_1}|\eta|^{1-\gamma_2}} d\eta = 2 \int_{2}^{2(1 + 2|\tau|)} \frac{\|K_1\|\|K_2\|}{(r - 1)^{1-\gamma_1}r^{1-\gamma_2}} dr \leq 2 \|K_1\|\|K_2\| \int_{2}^{2(1 + 2|\tau|)} \frac{dr}{(1 - \frac{1}{2})^{1-\gamma_1}r^{-1}} \leq 2 \|K_1\|\|K_2\| \ln(2 + \frac{1}{|\lambda|}). \quad (H.6)$$

On the other hand, by substituting $\eta = \tau / |\lambda|$ and using the inequality $|\lambda - \tau| \geq |\tau| - |\lambda| \geq 2(1 + 2|\lambda|) - |\lambda| \geq 2$ for $|\tau| > (2 + 2|\lambda|)$, we have

$$J_{2,2}(\lambda) = \int_{\{|\tau| > 2(1 + 2|\lambda|)\}} \frac{K_1(\lambda - \tau)K_2(\tau)}{|\lambda - \tau|^{1-\gamma_1}\tau^{1-\gamma_2}} d\tau \leq \frac{\|K_1\|}{21-\gamma_1} \int_{\{|\tau| > 2(1 + 2|\lambda|)\}} \frac{K_2(\tau)}{\tau^{1-\gamma_2}} d\tau \leq \frac{\|K_1\|}{21-\gamma_1} \|f_2\|_{L^1}.$$  

The last estimation, together with \textit{(H.5)} and \textit{(H.6)}, implies that there exists a bounded function $B$ such that $f^{*\ell}(\lambda) = B(\lambda)\ln(2 + \frac{1}{|\lambda|})$.

Case 3: $\ell \gamma > 1$. We divide this case into two subcases as follows.

Case 3.1: $(\ell - 1) \gamma < 1$ and $\ell \gamma > 1$. Let $f_1 = f^{*\ell-1}$ and $f_2 = f$. Under this situation, by Case 1, $f_1$ and $f_2$ have the form \textit{(H.2)} with $\gamma_1 = (\ell - 1) \gamma \in (0, 1)$, $\gamma_2 = \gamma \in (0, 1)$, and $\gamma_1 + \gamma_2 = \ell \gamma > 1$. Define $p_1 = \frac{1-(1-\gamma_1)}{(1-\gamma_2)} \in (1, \infty)$ and $p_2 = \frac{1-(1-\gamma_1)}{(1-\gamma_2)} \in (1, \infty)$, which satisfy $p_1(1-\gamma_1) = p_2(1-\gamma_2) < 1$ and $\frac{1}{p_1} + \frac{1}{p_2} = 1$. Because $f_1 \in L^{p_1}$ and $f_2 \in L^{p_2}$, by Hölder’s inequality, $f_1 \ast f_2(\lambda) \leq \|f_1\|_{L^{p_1}}\|f_2\|_{L^{p_2}}$ for any $\lambda \in \mathbb{R}$. It implies the boundedness of $f^{*\ell}$. Moreover, by [60, Proposition 8.8], $f^{*\ell}$ is uniformly continuous.
Case 3.2: $(\ell - 1)\gamma = 1$ and $\ell \gamma > 1$. Under this situation, the result of Case 2 implies that there exists a positive and bounded function $K$ such that

$$f^{*,(\ell-1)}(\cdot) = K(\cdot)\ln(2 + |\cdot|) \in L^1(\mathbb{R}) \quad (H.7)$$

Note that we can select $p_1 \in (1, \infty)$ such that $f \in L^{p_1}$. Define $p_2$ by $\frac{1}{p_1} + \frac{1}{p_2} = 1$. From (H.7), we know that the behavior of $f^{*,(\ell-1)}(\lambda)$ as $\lambda \to 0$ looks like $\ln(1/|\lambda|)$. Hence, $f^{*,(\ell-1)} \in L^{p_2}$. By Hölder’s inequality, $f^{*,(\ell-1)} * f(\lambda) \leq \|f^{*,(\ell-1)}\|_{L^{p_2}} \|f\|_{L^{p_1}}$ for any $\lambda \in \mathbb{R}$. It implies the boundedness and continuity of $f^{*R}$ [60, Proposition 8.8].

Appendix I.

Lemma 8. The series representation (37) for the constant $\kappa$ in Theorem 1 can be expressed in terms of the integral of the covariance function of $A_1(X \ast \psi_{j_1})$ as follows

$$\kappa = \left[ \sum_{\ell=r}^{\infty} C_{\sigma_{j_1}, \ell}^2 \sigma_{j_1}^{-2\ell} f_{X \ast \psi_{j_1}}^{*R}(0) \right]^{\frac{1}{2}} = \left[ \frac{1}{2\pi} \int_{\mathbb{R}} R_{A_1(X \ast \psi_{j_1})}(t)dt \right]^{\frac{1}{2}}.$$  

Proof. First of all, we note that

$$A_1(X \ast \psi_{j_1}(t)) = A_1(\sigma_{j_1} X \ast \psi_{j_1}(t)) = A_1(\sigma_{j_1} Y_{j_1}(t)). \quad (I.1)$$

From (66), we know that (I.1) can be rewritten as

$$A_1(X \ast \psi_{j_1}(t)) = C_{\sigma_{j_1}, 0} + \sum_{\ell=r}^{\infty} \frac{C_{\sigma_{j_1}, \ell}}{\sqrt{\ell!}} H_\ell(Y_{j_1}(t)). \quad (I.2)$$

By (I.2) and (24),

$$R_{A_1(X \ast \psi_{j_1})}(t) = \mathbb{E} \left[ (A_1(X \ast \psi_{j_1}(t)) - C_{\sigma_{j_1}, 0}) (A_1(X \ast \psi_{j_1}(0)) - C_{\sigma_{j_1}, 0}) \right] = \sum_{\ell=r}^{\infty} C_{\sigma_{j_1}, \ell}^2 R_{Y_{j_1}}^{\ast R}(t) = \sum_{\ell=r}^{\infty} C_{\sigma_{j_1}, \ell}^2 \left[ \frac{1}{\sigma_{j_1}} R_{X \ast \psi_{j_1}}(t) \right]^{\ell}. \quad (I.3)$$

It implies that

$$\int_{\mathbb{R}} R_{A_1(X \ast \psi_{j_1})}(t)dt = \sum_{\ell=r}^{\infty} C_{\sigma_{j_1}, \ell}^2 \sigma_{j_1}^{-2\ell} \int_{\mathbb{R}} \left[ R_{X \ast \psi_{j_1}}(t) \right]^{\ell} dt. \quad (I.3)$$

Because $[R_{X \ast \psi_{j_1}}(\cdot)]^{\ell} \in L^1 \cap L^2$ for all $\ell \geq r$, the inverse Fourier transform implies that

$$f_{X \ast \psi_{j_1}}^{\ast R}(\lambda) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-i\lambda t} \left[ R_{X \ast \psi_{j_1}}(t) \right]^{\ell} dt \quad (I.4)$$
for all $\lambda \in \mathbb{R}$. By substituting (I.4) with $\lambda = 0$ into the right hand side of (I.3), we achieve the desired equality

$$
\int_{\mathbb{R}} R_{A_1(X \ast \psi_1)}(t) \, dt = 2\pi \sum_{\ell=1}^{\infty} C^2_{\sigma_{j1}, \sigma_{j1}^{-2\ell}} f_{X \ast \psi_1}^{*\ell}(0).
$$

Appendix J.

Lemma 9. ([47, Theorem 6.1-6.2]) Let $\{X_k\}_{k \in \mathbb{N}}$ be a sequence of random variables. If $X_k$ converges in distribution to $X_{\infty}$ and

$$
\sup_k E[|X_k|^{1+\delta}] < \infty \text{ for some } \delta > 0,
$$

then

$$
\lim_{k \to \infty} E[X_k] = E[X_{\infty}].
$$

Appendix K.

Lemma 10. (a slight modification of Slustky’s argument) If the claims (a)-(c) in (77) hold, that is,

(a) $\lim_{N \to \infty} \lim_{j_2 \to \infty} E[\xi_{j_2,>N}] = 0$;

(b) The limit of $\kappa_N$ exists when $N \to \infty$;

(c) For any fixed $N \in \mathbb{N}$, $\xi_{j_2,\leq N}$ converges in distribution to $\sum_{k=1}^{M} a_k V_{\leq N}(t_k)$ as $j_2 \to \infty$,

we have $\xi_{j_2}$ converges in distribution to $\sum_{k=1}^{M} a_k V_1(t_k)$ when $j_2 \to \infty$, where $V_1$ is the limiting Gaussian process (36).

Proof. For any $x \in \mathbb{R}$ and $\varepsilon > 0$,

$$
P(\xi_{j_2} \leq x) = P(\xi_{j_2} \leq x, |\xi_{j_2,>N}| > \varepsilon) + P(\xi_{j_2} \leq x, |\xi_{j_2,>N}| \leq \varepsilon)
\leq P(|\xi_{j_2,>N}| > \varepsilon) + P(\xi_{j_2,\leq N} \leq x + \varepsilon). \tag{K.1}
$$

Taking limsup on both sides in the inequality (K.1) as $j_2 \to \infty$, we get

$$
\limsup_{j_2 \to \infty} P(\xi_{j_2} \leq x) \leq \limsup_{j_2 \to \infty} P(|\xi_{j_2,>N}| > \varepsilon) + \limsup_{j_2 \to \infty} P(\xi_{j_2,\leq N} \leq x + \varepsilon)
= \lim_{j_2 \to \infty} P(|\xi_{j_2,>N}| > \varepsilon) + P(\sum_{k=1}^{M} a_k V_{\leq N}(t_k) \leq x + \varepsilon), \tag{K.2}
$$
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where the last equality follows from (c). By (a) and the Markov inequality, \( \lim_{N \to \infty} \lim_{j_2 \to \infty} P(\xi_{j_2,>N} > \varepsilon) = 0 \). By (b), we know that the variance of the normal random variable \( \sum_{k=1}^{M} a_k V_{k,N}(t_k) \) converges to that of the normal random variable \( \sum_{k=1}^{M} a_k V_1(t_k) \). Hence, \( \sum_{k=1}^{M} a_k V_{k,N}(t_k) \) converges in distribution to \( \sum_{k=1}^{M} a_k V_1(t_k) \) as \( N \to \infty \). The observations made above lead to

\[
\lim_{j_2 \to \infty} P(\xi_{j_2} \leq x) \leq \lim_{N \to \infty} \lim_{j_2 \to \infty} P(\xi_{j_2,>N} > \varepsilon) + \lim_{N \to \infty} \sum_{k=1}^{M} a_k V_{k,N}(t_k) \leq x + \varepsilon
\]

\[
= P(\sum_{k=1}^{M} a_k V_1(t_k) \leq x + \varepsilon).
\]

(K.3)

On the other hand, for any \( x \in \mathbb{R} \) and \( \varepsilon > 0 \),

\[
P(\xi_{j_2} > x) = P(\xi_{j_2} > x, \ |\xi_{j_2,>N}| > \varepsilon) + P(\xi_{j_2} > x, \ |\xi_{j_2,>N}| \leq \varepsilon)
\]

\[
\leq P(|\xi_{j_2,>N}| > \varepsilon) + P(\xi_{j_2,\leq N} > x - \varepsilon),
\]

which is equivalent to

\[
P(\xi_{j_2} \leq x) \geq -P(|\xi_{j_2,>N}| > \varepsilon) + P(\xi_{j_2,\leq N} \leq x - \varepsilon).
\]

(K.4)

Taking \( \liminf \) on both sides in the inequality (K.4) as \( j_2 \to \infty \), we get

\[
\lim_{j_2 \to \infty} P(\xi_{j_2} \leq x) \geq -\lim_{j_2 \to \infty} P(|\xi_{j_2,>N}| > \varepsilon) + \lim_{j_2 \to \infty} P(\xi_{j_2,\leq N} \leq x - \varepsilon)
\]

\[
= 0 + P(\sum_{k=1}^{M} a_k V_{k,N}(t_k) \leq x - \varepsilon),
\]

(K.5)

where the last equality follows from (a) and (c). By taking \( N \to \infty \), (b) implies that

\[
\lim_{j_2 \to \infty} P(\xi_{j_2} \leq x) \geq P(\sum_{k=1}^{M} a_k V_1(t_k) \leq x - \varepsilon).
\]

(K.6)

Combining (K.5) and (K.6) yields

\[
P(\sum_{k=1}^{M} a_k V_1(t_k) \leq x - \varepsilon) \leq \lim_{j_2 \to \infty} P(\xi_{j_2} \leq x) \leq \lim_{j_2 \to \infty} P(\xi_{j_2} \leq x) \leq P(\sum_{k=1}^{M} a_k V_1(t_k) \leq x + \varepsilon)
\]

Because \( \varepsilon \) can be arbitrarily small, the proof of Lemma 10 is complete. \( \square \)