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Abstract—Sign Language is considered the main communication tool for deaf or hearing-impaired people. It is a visual language that uses hands and other parts of the body to provide people who are in need to full access of communication with the world. Accordingly, the automation of sign language recognition has become one of the important applications in the areas of Artificial Intelligence and Machine learning. Specifically speaking, Arabic sign language recognition has been studied and applied using various intelligent and traditional approaches, but with few attempts to improve the process using deep learning networks. This paper utilizes transfer learning and fine tuning deep convolutional neural networks (CNN) to improve the accuracy of recognizing 32 hand gestures from the Arabic sign language. The proposed methodology works by creating models matching the VGG16 and the ResNet152 structures, then, the pre-trained model weights are loaded into the layers of each network, and finally, our own soft-max classification layer is added as the final layer after the last fully connected layer. The networks were fed with normal 2D images of the different Arabic Sign Language data, and was able to provide accuracy of nearly 99%.
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1 Introduction

According to the World Health Organization in 2019, the number of people with hearing disability is around 466 million with 34 million of these are children [1]. It is also estimated that this number is expected to double in the next 30 years. These numbers show the importance of sign language as a tool for communication between hearing impaired people and the rest of the world. Sign Language has been improved and standardized by many different countries and different cultures resulting in different standards such as the American Sign Language (ASL), British Sign Language (BSL), Arabic Sign Language, and others. Unfortunately, there is no universal sign language. As this paper focuses on Arabic sign language, we found that there is no one standard Arabic sign language, but instead many variations as many as the Arabic-speaking countries. Luckily enough, these different Arabic sign languages share the same signs for alphabets [2].
It is worth mentioning here, that research on sign language recognition requires different areas of expertise including sign extraction, sign feature representation, sign classification, and much more [3]. This is in addition to the fact that there is no single universal sign language [4].

The motivation of the work presented in this paper is to engage in the efforts to find viable solutions for the automation of sign language recognition, thus reducing the need for human intervention during the interpretation. The core of the work presented here is to be able to recognize sign language through feeding a convolutional neural network (CNN) with images of hand gestures in different lighting conditions and different orientations. The use of deep neural networks has recently boosted many research areas in image classification, such as medical images classification, objects recognition, face and ID recognition, and much more [5, 6]. Looking at the ImageNet challenge results in the first five years of the competition; one can easily see the progress in the reduction of classification error rates using different models of deep neural networks [7].

With the recent developments in Convolutional Neural Networks, improvements on the overall capabilities of multiple image processing areas displayed great results. One of the top leading network models for the ImageNet challenge was the Inception-v4 model architecture, which was able to achieve 3.08% top error on the ImageNet challenge through using 75 trainable layers [8], overcoming the ResNet and GoogleNet that were the previous champions in image classification [9]. However, one of the main downsides of latest state of the art is the increasing training run time, and the very large datasets required for training and testing.

The proposed method in this paper is created to be suitable to operate on image data of Arabic sign language gestures captured in different lighting conditions and different backgrounds [10]. The objective of this paper is to utilize a dataset of 32 different Arabic signs images, and to present how fine tuning can help in training a network with a batch of images, and provide higher accuracy compared to other existing techniques.

This paper is divided as follows: Section 1 contains the introduction, Section 2 comments on some related work, Section 3 explains the CNN used, and the procedure of the experiments, Section 4 discusses the results, and finally Section 5 presents the conclusion.

2 Related Work

Nowadays, the modern society is a witness to the power of machine learning technology that ranges from web searches to recommendations on e-commerce websites. The machine learning systems that are developed everyday provide help in object identification of images, speech transcription, and even in the selection of results of a search [11]. The use of deep learning has made it possible to transfer the benefits of the machine learning technology to provide better solutions for the Arabic sign language problem.

One of the key features in sign language has been hand gestures recognition, where research provided different ideas regarding reading the input of the gestures, starting with the use of digital imaging and digital cameras. Many researchers have worked on
the area of gesture recognition using more traditional approaches that did not employ machine or deep learning methods. For example, in 2013, Singha and Das presented an approach for identifying different alphabets of Indian Sign Language, through a proposed system that comprised of three stages, first, a preprocessing stage, then feature extraction and finally classification. The preprocessing stage consisted of skin filtering and histogram matching. The feature extraction was implemented through Eigen values and Eigen Vectors, and finally Eigen value weighted Euclidean distance was used for classification. 24 different alphabets were considered and a 96.25% success rate was obtained [12]. Other researchers such as Nachmai used a special algorithm called SIFT (Scale Invariant Feature Transform) aimed at recognizing English alphabets [13]. The novelty of their approach is that, it is a space, size, illumination, and rotation invariant. Other approaches to sign language recognition are based on the Hidden Markov Models such as the work done by Youssif in 2011 which recognizes Arabic Sign Language with an accuracy reaching up to 82.22% [14]. Another work that employed the Hidden Markov Models can be seen in [15], while in [16] a five stages process was presented for an Arabic sign language translator, focusing on feature extraction of translation, scale, and rotation invariant, and presenting accuracy of 91.3%.

The use of special sensors such as the Microsoft Kinect and Leap Motion Sensors were used by Almasre and Al-Nuaim for data acquisition in their hand-gesturing model with the purpose of recognizing 28 Arabic Sign Language gestures [17]. Chuan and Guardino, on the other hand, used only a Leap Motion Sensor with k-nearest neighbor and support vector machine algorithms in order to classify the 26 letters of the English alphabet in American Sign Language [18]. ElBadawy in 2015 also used a Leap Motion Sensor in combination with two digital cameras to capture the data, where 20 signs for different words were inputted into a feature extraction and sign language translation algorithm for classification and reproduction of text data [19].

The recent advancements in machine learning and deep learning, and the outstanding results obtained from Convolutional Neural Networks (CNN) in image classification and prediction, paved the way for researchers to apply them in hundreds of applications including sign language recognition. For example, Kang in 2015 used data provided by the Microsoft Kinect with CNN and presented a methodology for recognizing finger-spelling, and tested their technique on the American Sign Language [20]. The data consisted of 31 alphabets and numbers, where the proposed system was inputted the depth maps of the Kinect and was able to reach a maximum accuracy of 85.5%. Another example for the use of Kinect depth maps and CNNs was shown in [21], where the technique was applied on Italian Sign Language dataset consisting of 20 gestures. The technique presented two main models, one for upper-body features extraction and another for hand features extraction, where results were merged and inputted into a neural network classifier. The proposed technique achieved an accuracy of 91.7%.

Priyadarsini and Rajeswari, in 2017 used CNNs with a dataset of 26 Indian alphabet images for sign language recognition, achieving an accuracy that reached 100% [22]. Convolutional Neural Networks were also used with a new model for recognizing 10 Korean words taken from video frames, the model was created in three different stages and was capable of acquiring accuracy up to 84.5% [23].
Recent work relating to Arabic sign language recognition was shown in [24], where different CNNs were built and fed with data from a depth sensor which included not only height and width, but also the depth of objects. The data then is passed through a CNN depending on the frame rate of the depth video, which also controls how deep the network is. For lower frame rates, lower depth is used, while higher frame rate means more depth. The proposed approach acquired accuracy of up to 98%.

Hayani in 2019 presented a new model for Arabic Sign Language Recognition through the use of Convolutional Neural Networks for recognizing 28 Arabic letters and numbers from 0 to 10 using an image dataset containing a total of 7869 images. The proposed model contained 7 layers, and was trained multiple times on different training-testing variations, with highest accuracy being 90.02% with a training set size of 80% of images, finally the authors presented a comparison with other techniques showing the proposed model advantage [25].

A combination of Convolutional Neural Networks and Long-Term Memory network was presented in [26], the goal was to recognize Chinese sign language gestures collected as frames from videos, and the proposed technique provided an accuracy of 95% for recognizing 40 words.

While Convolutional Neural Networks seems to work very well with image recognition, one of its drawbacks is the large amounts of data required to train the network, thus requiring excessive amount of time and processing capabilities. In order to reduce the size of the data set, and processing time, researchers employed Fine-Tuning techniques and Transfer Learning, relying on previously trained networks with large scale datasets (general concepts), and fine tune the network with a small scale and more specific dataset in order to achieve high accuracy rates.

A comparison between the use and non-use of fine tuning in image recognition was presented by [6]. The AlexNet model was implemented as an example of a well-known model that can be used with or without fine tuning. The authors focused on medical images to present a challenge as normally pre-trained networks are trained on natural images. The paper provided evidence showing how fine tuning can help in maximizing accuracy without the need for large datasets and training from scratch, also, the paper showed how fine tuning several layers could provide different accuracy for different types of images.

A plant recognition model which used fine-tuning with CNNs was presented by [27]. The proposed model was pre-trained on a dataset of 1.2 million images for a set of 1,000 objects classes, then, the model was fine-tuned to recognize 1,000 types of plants, showing how using transfer learning can be a solution to transfer the recognition capabilities of a general domain to a specific one.

Yanai and Kawano, 2015 utilized fine-tuning in a food recognition system [28], with a pre-trained network that was firstly trained on the ImageNet dataset, then fine-tuned using a relatively small dataset of food images. The presented experiment delivered recognition accuracy of 78% and 67% where the authors concluded that more data shall increase accuracy much greatly.

Another example on the use of a CNN and fine-tuning was shown in [29], implementing a CNN loaded with pre-trained weights and training the model with different
datasets of Bangali sign language static images, the datasets included 37 gestures and was able to provide an accuracy of 96.33%.

3 Proposed Procedure

This section presents the neural network models employed including the data collection, under sampling, augmentation, and the fine-tuning process.

3.1 Utilized models

A convolutional neural network (CNN) works by allowing an image to pass through as input, then to go through a set of layers containing convolutions, pooling and other fully connected layers, to finally provide an output of a single class of a set of possible classes for the image. This section of the paper briefly introduces two well-known CNN architectures that have been used with our experiment on the Arabic Sign Language dataset.

One of the already published models with training parameters that has been widely used in recent years is the VGGNet model architecture, which was able to win the ImageNet Challenge in 2014. The VGGNet model architecture was capable of consisting of fewer layers than the published state-of-the-art while still providing considerably good results with an error of 7.3% on the overall accuracy [5]. The VGGNet models are also published and widely distributed on the Internet for various deep learning frameworks, making it the preferred model to work with by other researchers. The convolutional layer parameters are denoted as “conv (receptive field size) - (number of channels)” the structure of the used (16 layers) model can be described as seen in Fig. 1.

A year after the introduction of the VGGNet, a new network model called Residual Network (ResNet) was presented by [30]. This model was created with different variations of depth, from 32 layers to 152 showing the increase of accuracy with the increase of depth. The network’s structure was combined with a residual function reformulating the layers and providing capabilities for improvement with larger yet less complex networks, the model structure can be seen in Fig. 2. The presented models were able to achieve 3.57% error on the ImageNet test set winning the 1st place in the ImageNet competition in 2015.
3.2 Data preparation

To evaluate the two mentioned models above, a dataset of images (ArASL) presented in [10] was utilized. The dataset originally contained 54,049 images distributed around 32 classes of Arabic Signs, the images dimensions are unified on 64 x 64, and many variations of images were presented through the use of different lighting and backgrounds. A sample of the dataset can be seen in Fig. 3. One issue that must be noted in the above dataset is that the number of images per each class is not the same. In order to solve this problem of imbalance, Under-sampling technique is applied and is described below:

**Under-sampling:** When a dataset consists of classes that are of different size in terms of data items, a problem of class imbalance occurs resulting in a bias towards the majority class (one having most data items), which negatively affects the performance of the classification. To solve this problem, re-sampling is applied to the data to fix the imbalance and reduce the bias. Under-sampling is one technique of re-sampling that is used to reduce the size of the majority class.

Table 1 which contains some samples of the ArASL dataset, shows for example that one gesture (AIN) consists of 2014 images, while the (YAA) gesture has only 1293 images. Accordingly, Random Under-sampling was applied to the dataset before the use the fine-tuning process. Since the images are not evenly distributed on the classes, random images were discarded from the experiment to even the weight of each class, which also helped in showing the advantage of the use of fine-tuning with smaller datasets. The final dataset included 25,600 images, distributed evenly on 32 classes, giving each class 800 images.

**Augmentation:** Data Augmentation is a process in which new sets of data are created using existing ones, thus increasing the data diversity for the training process.

As the survey presented by Shorten and Khoshgoftaar have shown, the use of data augmentation can help build a more robust classification network, and can give a boost to the accuracy of the network itself, the authors presented how different types of augmentation can affect the process of training deep convolutional neural networks, starting with how data augmentation provides a reasonable solution for overfitting, which can occur when the training dataset is very small, and how different augmentation techniques can be applied with deep networks to assist the network in achieving better results than when no data augmentation is applied [31].
Random operations are applied to the existing images, and the resulting dataset would then be inputted into the training algorithm with the use of an image augmentation object, this object would apply the following augmentations on the images on every iteration of training:

- Rescaling with a 1/255 factor
- Random horizontal flipping
- Random rotation
- Random height and width shifts
- Random zoom
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**Fig. 3.** Arabic Sign Language dataset samples

| Gesture | Number of images | Gesture | Number of images | Gesture | Number of images |
|---------|------------------|---------|------------------|---------|------------------|
| AIN     | 2014             | HA      | 1592             | FA      | 1955             |
| AL      | 1343             | HAA     | 1526             | GA AF   | 1705             |
| ALEFF   | 1671             | JEEM    | 1552             | GHAIN   | 1977             |
| BB      | 1790             | KAAF    | 1774             | NUN     | 1819             |
| DAL     | 1634             | LA      | 1746             | YAA     | 1293             |
| DAH     | 1723             | LAAM    | 1832             | ZAY     | 1374             |

### 3.3 Fine-tuning

As mentioned earlier, the VGG16 and the ResNet152 models are chosen for their well-known high performance capabilities, furthermore, the process of fine-tuning the networks will provide the ability of using smaller size dataset such as the one used in this methodology, and will require less number of epochs, representing a pass through the network with the new data.

In our proposed methodology, to build our models for fine tuning we begin by creating models matching the VGG16 and the ResNet152 structures, then, the pre-trained model weights are loaded into the layers of each network, and finally, our own softmax classification layer will be added as the final layer after the last fully connected layer. This process prepared the models for fine-tuning which is executed by running additional training iterations using our own Arabic Sign Language data, an illustration of the steps of fine-tuning can be seen in Fig. 4.
Following the construction of the models, the Arabic Sign gestures images dataset was used to further train the network, dividing the images such as 80% of the images were used for training and the remaining 20% for testing. The training process included running 100 epochs, passing through the network using the whole dataset, where in each epoch, multiple batches of the image dataset were passed through the network, while correspondingly computing the loss function through categorical cross-entropy between predictions and targets, and running a Stochastic Gradient Descent updates, passing the learning rate of 0.0001, which controlled the size of the update steps, and momentum of 0.9 as parameters. For each epoch, processing runtime, training and validation loss, and the training and validation accuracy are recorded and examined.

4 Experiments, Results, and Analysis

With the established success of the previously mentioned models, the VGG16 and the ResNet152 networks were chosen for the fine-tuning process as described in the preceding section, the dataset used for training consisted of 25,600 images, distributed on 32 classes of Arabic Sign Language gestures with a unified format. The dataset was split into a training set and a validation set with the training set having 80% of the data and 20% was left for the validation set. The full proposed technique would then have the following steps: we begin by under-sampling the data to even out the classes, then the data is inputted into the fine tuning process, where iterations\ epochs are run through the required model (VGG16 \ ResNet152) with data augmentation applied at the beginning of each iteration, and accuracy values being provided at the end of each iteration. Finally, after the final training epoch has been run, the final accuracy is displayed and the training process is finished. The process can be seen in Fig. 5.

The experimentation started with the VGG16 model, as the data was used in running 100 epoch, passing through the model with our own data and displaying a step-by-step output for each epoch. The model was able to reach a 99% validation accuracy at the 40th epoch, while the highest accuracy of 99.45% was reached at the 92nd epoch. The
training and validation accuracy can be seen in Fig. 6. Looking at the experimentation with the ResNet152 model, the data was used in running 100 epoch as done with the VGG16 model, passing through the model with our own data and displaying a step-by-step output for each epoch as well. The model was able to reach a 99% validation accuracy at the 20th epoch, whereas the highest accuracy was reached at the 95th epoch with accuracy of 99.65%. An overview of the accuracy of the model can be seen in Fig. 7. In Table 2, it can also be noted how the VGG16 and the ResNet152 models training progressed, showing the accuracy provided every 20 epochs, which demonstrates how the ResNet152 models stays slightly ahead of the VGG16 model in every iteration of training.

![Training and validation accuracy graph]

Fig. 6. The VGG16 model training and validation accuracy progress
Fig. 7. The ResNet152 model training and validation accuracy progress

Table 2. Vgg16 and ResNet152 Progression Comparison

| Epoch | VGG16 Accuracy | ResNet152 Accuracy |
|-------|----------------|--------------------|
| 1     | 76.89%         | 80.51%             |
| 20    | 98.05%         | 99.00%             |
| 40    | 99.00%         | 99.36%             |
| 60    | 99.16%         | 99.48%             |
| 80    | 99.30%         | 99.56%             |
| 100   | 99.26%         | 99.57%             |

5 Conclusion

This paper presented a model utilizing fine-tuning with deep learning for the specific task of recognizing Arabic Sign Language, hoping to improve areas of related research such as sign language to sound techniques, translation of Arabic sign language to other languages, and many other areas.

The presented model is an example on the application of CNN in image recognition and classification while reducing the size of the dataset required for training, and at the same time reaching higher accuracy. The work presented here begins by using state of the art network models such as the VGG-16, and Resnet152 that are already pre-trained,
and then apply fine-tuning using the ArASL dataset. Random under-sampling was applied to the dataset to reduce the imbalance resulting from the inconsistency of the class sizes, thus reducing the overall size of images from 54,049 to 25,600. The resulting model was capable of reaching a validation accuracy of 99.4% for the VGG 16 and 99.6% for the Resnet152.

In summary, the approach used not only had shown the great potential of using Arabic sign language imaging for classification, but also introduced fine-tuning to these images to remove the need of gathering a large dataset of images for training. Examining the field of Arabic Sign Language through the use of deep learning techniques, it can be determined that the work proposed here can be considered very novel in regards to the fact that in the Arabic Sign Language research field, no work can be found that involved the fine-tuning of well-known Convolutional Neural Networks for the purpose of Arabic Sign Language recognition. Moreover, the results provided have displayed great accuracy in recognition, therefore, can be dependable for more applicable use.
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