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Abstract

Discretizations of continuum theories often do not preserve the gauge symmetry content. This occurs in particular for diffeomorphism symmetry in general relativity, which leads to severe difficulties both in canonical and covariant quantization approaches. We discuss here the method of perfect actions, which attempts to restore gauge symmetries by mirroring exactly continuum physics on a lattice via a coarse graining process. Analytical results can only be obtained via a perturbative approach, for which we consider the first steps, namely the coarse graining of the linearized theory. The linearized gauge symmetries are exact also in the discretized theory, hence we develop a formalism to deal with gauge systems. Finally we provide a discretization of linearized gravity as well as a coarse graining map and show that with this choice the 3D linearized gravity action is invariant under coarse graining.
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1 Introduction

Discretizations of field theories have become a viable tool for both classical and quantum physics. On the one hand, numerical treatments of for instance gravity require discretization, on the other hand, lattice quantum field theories give access to non–perturbative physics. One might even expect that discrete structures will play a fundamental role in quantum gravity – as opposed to just providing an auxiliary UV cut–off. Indeed in many approaches to quantum gravity such discrete structures either appear as fundamental ingredients, as derived from a continuum quantization or as auxiliary structures.

Independent from the interpretation of these discrete structures as fundamental or auxiliary, the question arises how to retrieve the continuum physics we experience at larger scales from the microscopic models involving discrete structures. This applies in particular to the emergence of continuum symmetries, as these influence physical predictions as well as the interpretation of the models.

For general relativity diffeomorphism symmetry plays an extraordinary important role as it is deeply intertwined with the dynamics of the theory. Unfortunately diffeomorphism symmetry is usually broken by discretization \[1, 2, 3, 4, 5\]. This leads to severe difficulties both for covariant and canonical quantization approaches.

In the covariant approach, breaking of gauge symmetries leads to additional degrees of freedom. The gauge modes which for an exact symmetry completely decouple from the physical modes will become relevant and couple to the remaining modes if the gauge symmetries are broken. Hence these modes have to be taken into account in a quantization (and cannot be gauge fixed), but should become irrelevant in the continuum limit.

In the canonical approach, the dynamics of general relativity is encoded in the Hamiltonian and diffeomorphism constraints. The central problem in the canonical quantization program is to implement these constraints into the quantization. Here, breaking of diffeomorphism symmetry leads to inconsistencies in the dynamics defined by these constraints, which severely impedes the quantization of the constrained theory. This has been a huge obstacle to canonical gravity lattice models \[1\], see however the suggestions in \[6, 7\]. For further discussions of these points and related issues see \[1, 2, 3, 4, 5, 8, 9, 10, 11, 12, 13\] and references therein.

Discretizations that would preserve some notion of diffeomorphism symmetry would therefore be very appreciated. Indeed there is an approach to construct such discretizations. The associated discrete actions, encoding the discretized dynamics, are called perfect actions \[14, 15\]. The basic idea is to map continuum physics onto the lattice by a coarse graining process. The resulting lattice theory will then mirror exactly continuum dynamics in its coarse grained observables. Hence one would also expect the continuum symmetries to be present in this lattice dynamics (at least those, which have not been absorbed by the coarse graining process).

Furthermore this process might lead to ‘lattice independent’ lattice theories. That is not only are lattice artifacts avoided and predictions should not depend on the choice of lattice. More fundamentally, observables of the theory should not depend in any way on lattice sites. This corresponds to the requirement of diffeomorphism invariant – hence coordinate independent – observables in the continuum. Such observables are known from topological lattice models, where there are only finitely many global observables. For 4D gravity, we however expect the number of such observables to scale with the number of lattice sites.

The coarse graining process can be performed in two different ways. One is to consider a ‘block transformation from the continuum’, i.e. to have only one coarse graining step from...
an infinitesimal lattice constant to a finite one \cite{16}. This should result immediately into a
theory where continuum symmetries are preserved. There is a disadvantage however, namely
that coarse graining always involves solving at least partially the theory. Hence this method
requires some control over the solutions. Coarse graining can be also performed in many small
steps from smaller to larger scales. This usually allows one to introduce approximations, in the
(frequent) case, that exact evaluations are not possible and is related to the ideas of Wilsonian
renormalization group flow \cite{17}.

As many quantum gravity models are discrete on the microscopic scale one would here
rather adopt the second strategy. Indeed, even classical gravity being a very hard to solve
theory, we cannot expect to obtain a perfect action easily. The prospect is rather to understand
the coarse graining process better and to derive conditions on the microscopic theory, so that
diffeomorphism symmetry will arise at macroscopic scales.

Mostly, discrete gravity models can only be solved numerically. An alternative is to consider
a perturbative approach and to coarse grain the theory order by order in the perturbations. In
this work we will start with gravity linearized on a flat background. In this case the (linearized)
gauge symmetries of the continuum are typically still realized. These are however broken in
the higher order theory. This actually leads to inconsistencies in the perturbative approach
\cite{5}. From the higher order equation of motions non-linear consistency equations arise, which
determine the gauge degrees of freedom, present at lower order.

To avoid these inconsistency issues one has to ‘perfectionize’ the action order by order. That
is a second order perfect action will allow a consistent solution of the theory truncated at third
order – where all the lower order gauge parameters remain free.

We therefore consider in this work the first step – the coarse graining of quadratic actions,
that is free theories. Here the main point we address, is to coarse grain theories with gauge
symmetries in a gauge covariant way, that is without involving a gauge fixing. This is inevitable
for discrete gravity, as due to the breaking of diffeomorphism symmetries gauge fixing is not a
viable procedure anymore starting with the third order theory. We will leave the consideration
of higher order perturbations for future work.

As will be explained in section \cite{6} the expected gauge symmetries for discrete gravity have a
very geometric interpretation. We will therefore always be motivated in our choice of discrete
action and the coarse graining procedure by geometric reasoning. For (linearized) discrete gravity
we will derive an action and a coarse graining map derived from Regge gravity \cite{20}, which in
itself is a very geometric discretization of gravity. An indication that this choice is suitable, will
be provided by 3D gravity, whose (linearized) discrete action will turn out to be form invariant
under coarse graining, as expected from a topological theory.

The plan of the paper is as follows. We will start by reviewing basic coarse graining for
free fields in section \cite{2} also to introduce our conventions and notations. This formalism will be
applied to coarse grain the free scalar field both from a finite lattice to a coarse grained finite
lattice and by coarse graining from the continuum to a finite lattice, section \cite{3}.

We will then develop the formalism in order to coarse grain theories with gauge degrees of
freedom in section \cite{4}. To this end we will first discuss the behavior of gauge symmetries under
coarse graining in section \cite{4.1}. In particular we will argue, which kind of discrete diffeomorphism
symmetry one might expect for a perfect action for discrete gravity. The formalism will then
be applied to electromagnetism in section \cite{5} and we will show that for 2D electromagnetism the
action is form invariant under coarse graining.

Finally we will provide a discrete action and a coarse graining map for linearized gravity
in section \cite{6}. Again we will show that with this choice the 3D linearized gravity action is form
invariant under coarse graining. We will end with a short summary and an outlook.

The appendix \cite{A} contains some material on the relation between Regge calculus and the
discretization for gravity employed here, so that we can provide a geometric derivation of the
coarse graining map. In appendix B we evaluate some sums, which are needed for the coarse graining of 2D electromagnetism and 3D gravity.

2 Coarse graining of free fields

Here we will consider the coarse graining of free field theories without gauge symmetries on the lattice. We derive a general formula for the coarse grained action that we will apply to a free scalar field, reproducing the results of [18].

We will consider fields $\phi_A$, with $A$ a yet to be specified index, on a $d$-dimensional periodic lattice with $N^d$ sites $x = (0, \ldots, 0), \ldots (N-1, \ldots, N-1)$. For free fields the action will be a quadratic functional of the fields of the form

$$S = \frac{1}{2} \sum_{A, B} \sum_{x, y} \phi_A(x) m_{AB}(x-y) \phi_B(y). \tag{2.1}$$

Here we assume that $m_{AB}$ does only depend on the difference $(x-y)$, that is that the action is invariant under (lattice) translations. For most of the discussion we will work with the Fourier transformed fields. All the general formulas can easily adapted back for fields $\phi_A(x)$ in real space. We will use Fourier transformed fields here in order to apply the formulas at once to concrete examples.

Introducing the momentum labels $p = (0, \ldots, 0), \ldots (N-1, \ldots, N-1)$ we define

$$\phi_A(p) = \sum_x e^{-2\pi i \frac{p \cdot x}{N}} \phi_A(x), \quad \phi_A(x) = \frac{1}{N^d} \sum_p e^{2\pi i \frac{p \cdot x}{N}} \phi_A(p). \tag{2.2}$$

For the inverse we used that the delta–function on the $(N$-periodic) lattice is given by

$$\delta(N)(p) = \frac{1}{N^d} \sum_x e^{2\pi i \frac{p \cdot x}{N}}. \tag{2.3}$$

The action in the Fourier transformed fields is then

$$S = \frac{1}{2 N^d} \sum_{A, B, p} \phi_A(p) m_{AB}(p) \phi_B(-p) \quad \text{with} \quad m_{AB}(p) = \sum_x e^{2\pi i \frac{p \cdot x}{N}} m_{AB}(x). \tag{2.4}$$

The action (2.1) will be varied under the conditions that the field values $\phi(x)$ sum up to the coarse grained fields $\Phi(X)$ on a coarse grained lattice with sites $X = (0, \ldots, 0), \ldots (N'-1, \ldots, N'-1)$ where $N = L N'$. The extrema (or solutions) of the action (2.1) obtained with these conditions will be functions of the coarse grained fields $\Phi$. Reinserting these solutions into the action (2.1) we obtain a coarse grained action $S'$ as a function of the coarse grained fields $\Phi$:

$$S' [\Phi] = \operatorname{extr}_{\phi, B \phi = \Phi} S \tag{2.5}$$

where $B$ is the coarse graining map. Varying this new action $S'$ with respect to the fields $\Phi$ we will find new solutions $\Phi_s$ describing the dynamics of the theory on the coarse grained lattice. The solutions $\Phi_s$ encode however the dynamics of the original lattice, as these solutions can be obtained by coarse graining the solutions of the action $S$ (without adding any conditions on the fields $\phi$). Namely, what has been done, is to split the variational problem for the action $S$ into two parts: first one looks for extrema under the condition that the $\phi$ coarse grain to $\Phi$. Then one varies the conditions $\Phi$, so that one re–obtains the extrema of the action $S$

$$\operatorname{extr}_{\Phi} \operatorname{extr}_\phi S = \operatorname{extr}_\phi S. \tag{2.6}$$
Just that we have now only access to these extrema via the coarse grained fields \( \Phi \).

We will write the coarse graining map as

\[
\Phi_A(X) = \sum_{B,x} B_{AB}(X, x) \phi_B(x)
\]  
(2.7)

which for the Fourier transformed fields gives

\[
\Phi_A(P) = \sum_X e^{-2\pi i \frac{P}{N^d} X} \Phi_A(X) =: \frac{1}{N^d} \sum_{B,p} B_{AB}(P, p) \phi_B(p)
\]  
(2.8)

where

\[
B_{AB}(P, p) = \sum_{X,x} e^{-2\pi i \frac{P}{N^d} X} B_{AB}(X, x) e^{2\pi i \frac{p}{N^d} x}.
\]  
(2.9)

The coarse graining conditions (2.8) can be added to the action (2.4) with Lagrange multipliers \( \lambda(-P) \), so that we have to vary

\[
S_\lambda = \frac{1}{2N^d} \sum_{A,B,p} \phi_A(p) m_{AB}(p) \phi_B(-p) + \sum_{A,P} \lambda_A(-P) \left( \Phi_A(P) - \frac{1}{N^d} \sum_{B,p} B_{AB} \phi_B(p) \right).
\]  
(2.10)

This gives rise to the equations of motion

\[
m_{AB}(p) \phi_B(-p) = \sum_{C,P} \lambda_C(-P) B_{CA}(P, p), \quad \Phi_A(P) = \frac{1}{N^d} \sum_{B,p} B_{AB}(P, p) \phi_B(p).
\]  
(2.11)

Assuming that \( m(p) \) is invertible we can write

\[
N^d \Phi_A(P) = \sum_{B,p} B_{AB}(P, p) \phi_B(p)
\]
\[
= \sum_{B,C,D,Q,p} B_{AB}(P, p) (m^{-1})_{BD}(-p) B_{CD}(-Q,-p) \lambda_C(Q).
\]  
(2.12)

On the other hand we can rewrite the action with the help of (2.11) to

\[
S = \frac{1}{2N^d} \sum_{A,B,p} \phi_A(p) m_{AB}(p) \phi_B(-p)
\]
\[
= \frac{1}{2N^d} \sum_{A,C,P,p} \phi_A(p) \lambda_C(-P) B_{CA}(P, p)
\]
\[
= \frac{1}{2} \sum_{A,P} \Phi_A(P) \lambda_A(-P).
\]  
(2.13)

Hence, this time assuming that the matrix \( B \cdot m^{-1} \cdot B \) appearing in the last line of (2.12) is invertible, we obtain for the coarse grained action

\[
S' = \frac{N^d}{2} \sum_{A,B,P,Q} \Phi_A(P) M_{AB}(-P,-Q) \Phi_B(-Q)
\]  
(2.14)

where

\[
(M^{-1})_{AB}(P,Q) = \sum_{C,D,p} B_{AC}(P, p) (m^{-1})_{CD}(-p) B_{BD}(-Q,-p).
\]  
(2.15)
3 Example: Perfect action for scalar field

3.1 The coarse graining

Here we will apply the general formalism to a free scalar field discretized on a regular hyper–cubical lattice. We adopt the following (Wick rotated) action for a free scalar field \( \phi \) on a \( d \)-dimensional periodic lattice

\[
S = \frac{1}{2} \sum_{x,y} \phi(x) m(x-y) \phi(y)
\]

\[
= \frac{a^d}{2} \sum_{x,y} \phi(x) \left( \Delta(x,y) + \mu^2 \delta(N)(x,y) \right) \phi(y) .
\]

(3.1)

The coarse graining is

\[
\Phi(X) = \sum_{X,x} B(X,x) \phi(x)
\]

where

\[
B(P,p) := \sum_{X,x} e^{-2\pi i P \cdot X} B(X,x) e^{2\pi i p \cdot X} = \sum_x e^{-2\pi i P \cdot X} \sum_z \delta(N)(x,LX+z) e^{2\pi i \frac{p \cdot z}{N}}
\]

\[
= b N^{ld} \delta(N')(P-p) \sum_z e^{2\pi i \frac{p \cdot z}{N}}
\]

\[
= b N^{ld} \delta(N')(P-p) \prod_a \frac{1 - e^{2\pi i \frac{p_a}{N}}}{1 - e^{2\pi i \frac{P_a}{N}}}
\]

\[
= b N^{ld} \delta(N')(P-p) \prod_a \frac{K_a}{k_a} .
\]

(3.6)
Now we already have all the prerequisites to apply formula (2.14,2.15) for the coarse grained action:

\[ M^{-1}(P,Q) = \sum_p B(P,p) m^{-1}(-p) B(-Q,-p) \]

\[ = b^2 N^{2d} \sum_p \delta^{(N')}(P - p) \delta^{(N')}(Q - p) \frac{a^{2-d}}{\sum_b k_b k_b + a^2 \mu^2} \prod_b \frac{K_b \bar{K}_b}{k_b k_b} \]

\[ = a^{2-d} b^2 N^{2d} \delta^{(N')}(P - Q) \sum_r \left( \frac{1}{\sum_b k_b k_b + a^2 \mu^2} \prod_b \frac{K_b \bar{K}_b}{k_b k_b} \right) |_{p = P + N' r} \quad . \quad (3.7) \]

In the last line the sum is over \( r = (0, \ldots , 0), \ldots , (L - 1, \ldots , L - 1) \) and the \( k_b \) depend via \( k_b = 1 - e^{2\pi i k \cdot X} \) on \( p \) (whereas the \( K_b \) depend only on \( P \)). The coarse grained action is then given by

\[ S' = \frac{1}{2} \frac{L^d a^{d-2}}{N^{d} b^2} \sum_P \Phi(P) M'(P) \Phi(-P) \quad (3.8) \]

where

\[ M'(P) = \left( \sum_r \left( \frac{1}{\sum_b k_b k_b + a^2 \mu^2} \prod_b \frac{K_b \bar{K}_b}{k_b k_b} \right) |_{p = P + N' r} \right)^{-1} \quad . \quad (3.9) \]

The sum over \( r \) can only be performed analytically for one dimensional systems, \( d = 1 \), see below. Also the action (3.8) (Fourier transformed back to \( X \) labels) will in general be non-local\(^2\) that is involve couplings between non-neighbouring lattice sites.

### 3.2 Blocking from the continuum

To obtain the action coarse-grained from the continuum, we can iterate the blocking procedure infinite times for finite \( L \) to obtain a fixed point. Alternatively [16], we can directly 'block from the continuum', to obtain an action on a finite lattice, mirroring the continuum theory.

We will consider \( T \)-periodic continuum fields \( \phi(\chi) \), with \( \chi \in [0, T]^d \). For the Fourier transformation we adopt the conventions

\[ \phi(\kappa) = \int_{[0, T]^d} d^d \chi \ e^{-2\pi i \sum_a \kappa_a} \phi(\chi) \quad , \quad \phi(\kappa) = \frac{1}{T^d} \sum_{\chi \in \mathbb{Z}^d} e^{2\pi i \sum_a \kappa_a} \phi(\chi) \quad , \quad (3.10) \]

so that the momentum label \( \kappa \) takes values in \( \mathbb{Z}^d \). The continuum action is given by

\[ S_c = \frac{1}{2} \int_{[0, T]^d} d^d \chi \ \phi(\chi) \left( -\hat{\partial}^2 + \mu_c^2 \right) \phi(\chi) = \frac{1}{2T^d} \sum_{\kappa} \phi(\kappa) \left( \sum_a \left( \frac{2\pi}{T} \kappa_a \right)^2 + \mu_c^2 \right) \phi(-\kappa) \quad . \quad (3.11) \]

We coarse grain the field by averaging it over cubes of volume \( a'^d \), where \( a' \) is the lattice constant of the coarse grained lattice, so that \( T = N'a' \). That is,

\[ \Phi(X) = b_c \int_{[0,a']^d} d^d \epsilon \ \phi(a' X + \epsilon) \quad (3.12) \]

\(^2\)These couplings are however exponentially decaying with distance and sometimes such a case is still referred to as a theory with local couplings. We termed it non-local, to distinguish it from the lattice actions, which are mostly used in discrete gravity approaches, such as Regge gravity and spin foam models. There the couplings are restricted to nearest neighbours.
which for the Fourier transformed fields gives
\[ \Phi(P) := \sum_{X_c=0}^{N'-1} e^{-2\pi i \frac{P \cdot X}{N}} \Phi(X) = b_c N'^d \sum_{\kappa \in \mathbb{Z}^d} \delta^{(N')} (P - \kappa) \phi(\kappa) \prod_{\ell} \frac{K_\ell}{2\pi \kappa_\ell} . \] (3.13)

where \( K_\ell = 1 - e^{2\pi i \frac{\ell}{N}} \). A derivation completely analogous to the one in section 2 leads to the coarse grained ‘perfect’ action
\[ S' = \frac{1}{2} b^2 T d + \frac{1}{N'^2} \sum_P \Phi(P) M'(P) \Phi(-P) \] (3.14)

where
\[ M'^{-1}(P) = \sum_{r \in \mathbb{Z}^d} \left( \frac{1}{\sum_b (2\pi \kappa_b) (2\pi \kappa_b) + (T \mu)^2} \prod_a \frac{K_a K_a'}{(2\pi \kappa_a) (2\pi \kappa_a')} \right)_{\kappa = P + r N'} . \] (3.15)

### 3.3 One–dimensional system

Here we will perform the sum in (3.9) for a one–dimensional system. This will introduce techniques that will be later useful to evaluate the coarse grain ed actions for (topological) gauge theories.

Following (3.9) we have to compute
\[ M'(P)^{-1} = \sum_{r=0}^{L-1} \left( \frac{1}{1 - e^{iLx} + 2\pi i r} \right) \left( 1 - e^{-iLx - 2\pi i r} \right) + m^2 \] (3.16)

where we have defined \( m := a \mu \) and \( x := \frac{2\pi i}{N} P \). We introduce a different way of writing the mass \( m \) by defining
\[ \frac{1}{2} (e^y + e^{-y}) = \cosh (y) := 1 + \frac{m^2}{2} . \] (3.17)

From this it follows that
\[ \left( 1 - e^{ix + \frac{2\pi i}{L} r} \right) \left( 1 - e^{-ix - \frac{2\pi i}{L} r} \right) + m^2 = e^y \left( 1 - e^{i(x+y) + \frac{2\pi i}{L} r} \right) \left( 1 - e^{-i(x-y) - \frac{2\pi i}{L} r} \right) . \] (3.18)

Hence we have to evaluate the sum
\[ M'(P)^{-1} = \sum_{r=0}^{L-1} \left( \frac{1}{1 - e^{iLx} + 2\pi i r} \right) \left( 1 - e^{-iLx} \right) e^{-y} \] (3.19)

The basic idea to perform the summation is to rewrite the factors in the denominator into a geometric series, for instance
\[ \frac{1}{1 - e^{ix + \frac{2\pi i}{L} r}} = \frac{1}{1 - e^{iLx}} \sum_{j=0}^{L-1} e^{ix + \frac{2\pi i}{L} j r} . \] (3.20)

In this way we obtain
\[ M'(P)^{-1} = A \sum_{r=0}^{L-1} \sum_{j_1, j_2, j_3, j_4} e^{ix(j_1 - j_2 + j_3 - j_4) + \frac{2\pi i}{L} r(j_1 - j_2 + j_3 - j_4)} . \] (3.21)
where the prefactor $A$ is given by

$$A = \frac{e^{-y}}{(1 - e^{iL(x+iy)}) (1 - e^{-iL(x-iy)})} = \frac{e^{-y}e^{Ly}}{KK + M^2}. \quad (3.22)$$

Here we introduced $K = (1 - e^{iLx}) = 1 - e^{\frac{2\pi i}{N}}$ and the new mass $M$ by

$$\frac{1}{2}(e^{Ly} + e^{-Ly}) = \cosh (Ly) := 1 + \frac{M^2}{2}. \quad (3.23)$$

Performing the sum over $r$ in (3.21) results in a lattice delta function, $\sum_{r=0}^{L-1} e^{\frac{2\pi i}{L}rj} = L \delta(L)(j)$, and so we get

$$M'(P)^{-1} = LA \sum_{j_1,j_2,j_3,j_4=0, a(j)=0}^{L-1} e^{i(x(j_1-j_2+j_3-j_1)-y(j_3+j_4)\delta(L)(j_1-j_2+j_3-j_4)). \quad (3.24)}$$

For the given range for the labels $j_i = 0, \ldots, L-1$ there are three types of solutions possible for the $L$-periodic delta function. These result if the argument $a(j) := (j_1 - j_2 + j_3 - j_4)$ assumes the values $a(j) = 0, a(j) = \pm L$, so that we have to consider

$$M'(P)^{-1} = LA \sum_{j_1,j_2,j_3,j_4=0, a(j)=0}^{L-1} e^{-y(j_3+j_4)} + (e^{iLx} + e^{-iLx}) \sum_{j_1,j_2,j_3,j_4=0, a(j)=L}^{L-1} e^{-y(j_3+j_4)} \quad (3.25)$$

where we could summarize the $a(j) = \pm L$ case into one summation due to the $\mathbb{Z}_2$-symmetry in the problem. We rename $j_3 - j_4 := J$ and reorder the sums, by counting the possible configurations with $a(j) = 0, \pm L$. For $J = 0$, there are $L$ possibilities for $j_1, j_2$ (namely both being equal) such that $a(j) = 0$. For $J > 0$ there are $L - J$ possibilities for $a(j) = 0$, namely whenever $j_2 - j_1 = J$, similarly for $J < 0$.

To obtain $a(J) = L$ (we do not need to consider $-L$, since this has already been taken care of within the sum), we need $J = j_3 - j_4 > 0$. Then there are $J$ possibilities for $j_1 - j_2$ to equal $L - J$, and hence satisfying the condition $a(j) = L$.

We conclude:

$$M'(P)^{-1} = LA \sum_{j=0}^{L-1} L e^{-2yj} + 2 \sum_{j=0}^{L-1} (L - J) e^{-y(2j+J)} + (e^{iLx} + e^{-iLx}) \sum_{j=0}^{L-1} \sum_{J=1}^{L-1-j} J e^{-y(2j+J)}$$

$$= LA \sum_{j=0}^{L-1} e^{-2yj} \left[ L + 2L \sum_{J=1}^{L-1-j} e^{-yJ} + (e^{iLx} + e^{-iLx} - 2) \sum_{J=1}^{L-1-j} J e^{-yJ} \right]$$

The sums can be performed explicitly in a straightforward manner, which results in

$$M'(P)^{-1} = \frac{L}{KK + M^2} \left[ \frac{1}{(\cosh(y) - 1)} \left( L (\cosh(Ly) - 1) + \frac{1}{2} KK \left( L - \frac{\sinh(Ly)}{\sinh(y)} \right) \right) \right]$$

$$= \frac{L}{KK + M^2} \frac{LM^2 + KK \left( L - \frac{M\sqrt{4 + M^2}}{m\sqrt{4 + m^2}} \right)}{m^2} \quad (3.26)$$

We obtain for the coarse grained action

$$S' = \frac{1}{2} \frac{m^2}{N'Lab^2} \sum_P \phi(P) \frac{KK + M^2}{KK(1 - c) + M^2} \Phi(-P) \quad (3.27)$$
where

\[ c = \frac{M \sqrt{4 + M^2}}{L \sqrt{m^2 + m^2}}. \]

(3.28)

Note that the appearance of the factor $K \bar{K}$ in the denominator in the coarse grained action (3.27) renders it non–local. This can be avoided (but only for one–dimensional systems) by changing the coarse graining map appropriately [16]. For instance coarse graining by decimation, where the coarse grained field is just given by the values of the original field on the coarse grained lattice, will lead to a local coarse grained action in one dimension.

4 Coarse graining for systems with gauge symmetries

4.1 Gauge degrees of freedom under coarse graining

The formalism in section 2 can only be applied if the dynamics does not feature gauge symmetries, as otherwise the matrix $m_{AB}$ in the action (2.1) is not invertible. Of course one can perform a gauge fixing procedure, as is used for instance in [19] for Yang Mills theory. We are here however interested in regaining gauge symmetries, hence we rather prefer to adopt a gauge invariant framework. Another advantage in doing so, is that topological field theories, i.e. those without propagating degrees of freedom, such as 2D electromagnetism and 3D gravity, will have form invariant actions under coarse graining.

Furthermore, a gauge fixing approach is not suitable for discrete gravity: as mentioned in the introduction, discretizations of general relativity usually break diffeomorphism symmetry [4]. Here we understand under a gauge symmetry the property, that for given fixed boundary data the solutions of the theory are not unique. This characterization depends however on the kind of solution (specified by the boundary data) under consideration. Indeed in most discretizations of gravity, such as Regge gravity [20], flat space solutions are not unique.

The reason is the following: Regge calculus involves a discretization of space time by internally flat building blocks – in this case simplices. The metric information is encoded in the lengths of the edges of these building blocks. Curvature arises as flat simplices might be glued together along a hinge – an edge in three dimensions and a triangle in four dimensions – such that the sum of the angles contributed by the glued simplices around this hinge differs from $2\pi$. This difference is the so–called deficit angle and measures the scalar curvature.

Flat space solutions can be constructed easily by triangulating flat space. To this end one just has to distribute a set of points and to connect all these points with (geodetic, that is straight) edges so that one obtains a triangulation. The lengths of these edges are induced by the embedding flat geometry. Having one such flat triangulation with a determined set of edge lengths, one can obtain another flat triangulation (with a different set of edge lengths) by displacing any vertex of the first triangulation in the embedding flat geometry. This displacement will by definition not change the flatness of the geometry. Also it only changes the lengths of the edges adjacent to the vertex – hence the change is only local and will in general not affect the boundary data. In this sense we obtain many gauge equivalent solutions – for every internal vertex we obtain $d$ gauge parameters, where $d$ is the space–time dimension.

Basically we obtain gauge symmetries for the case of flat solutions as these can be mirrored exactly in the discretized theory. The same applies for homogeneously curved solutions (if a cosmological constant is present) if one uses homogeneously curved building blocks [15, 21]. Also here the gauge symmetries correspond to vertex displacements.

The gauge symmetries of the flat geometry survive if one considers linearized Regge calculus on such a flat background [22]. The gauge modes correspond to the infinitesimal change of the lengths variables induced by the displacement of vertices embedded in the flat background.
geometry. However this invariance is broken to higher order \[4, 5\], that is the second order gauge modes do appear in the higher than second order (potential) terms. This makes a perturbative expansion in general inconsistent: quantum mechanically one has to face the problem that modes appear in the higher potential terms for which however a propagator is missing. Even classically it turns out \[5\] that the higher order equations lead to non–linear consistency equations for the perturbative lower order (gauge) variables, including the one at zeroth order. That is the positions of the vertices in the flat background geometry, which is left to be arbitrary for the linearized theory, is fixed by the higher order perturbative equations.

One way to avoid these problems is to improve the action order by order. In this way one pushes the gauge breaking terms to higher and higher order. Although the linearized Regge action features (linearized) gauge symmetries, one even has to start with the improvement of the quadratic order of the action (defining the linearized theory). The reason is, that gauge breaking at third order is related to the non-invariance of the second order Hamilton–Jacobi functional of the theory under vertex displacements, see \[5\]. In other words the linearized theory although being invariant under infinitesimal vertex displacements is not invariant under finite vertex displacements and its predictions still depend on the underlying lattice.

What kind of diffeomorphism symmetry can one expect for the full non–perturbative perfect action? As this action should represent the pull–back of continuum physics to the lattice, we can describe the potential solutions of such an action. Assume that as in Regge calculus the basic variables are the lengths of the edges of some underlying triangulation. Then one way to obtain lattice representations of continuum solutions is to choose a triangulation of a given solution, i.e. to embed vertices in this solution and to connect these by geodetic edges. The geometry of the continuum solutions prescribes the length of these edges, determining a particular configuration of the lattice theory. Obviously there is a huge set of ambiguities in this procedure, namely the choice of how and where to embed the vertices into the continuum solutions. This is where a perfect lattice theory should lead to gauge equivalent solutions. That is, also non–perturbatively, one would expect vertex displacements as remnants of the continuum diffeomorphism symmetry. This can also be understood from the construction of the solutions described above: the choice of where to embed the vertices can be parametrized with the choice of coordinates. The change of coordinates under a transformation would thus induce a change of the embedded vertices and hence in general of the edge lengths describing the discrete solution.

Let us turn to the general problem of coarse graining theories with gauge symmetries. Conceptually this is not a problem at the classical level, as we can still apply the definition \[2.5\]

\[
S'[\Phi] = \text{extr}_{\phi, B\phi=\Phi} S',
\]

i.e. to evaluate the action at an extremum under the conditions that the coarse grained fields \(B\phi\) are equal to some prescribed values \(\Phi\). In general this extremum will not be unique – due to the gauge symmetries. But this does not render the coarse grained action \[4.1\] ill-defined, as by definition the values of the action at these gauge related extrema coincide.

Note also that gauge symmetries are preserved under coarse graining: If \(\phi_s(\lambda)\) is a family of solutions related by gauge transformations labelled by \(\lambda\), then – as coarse grained solutions will be solutions of the coarse grained action – \(B\phi_s(\lambda)\) will be a family of solutions of the coarse grained action. What will in general happen is, that gauge degrees of freedom are absorbed by the coarse graining, i.e. that \(B\phi_s(\lambda)\) is a much smaller set of solutions than \(\phi_s(\lambda)\).

A useful criterion for the choice of the coarse graining map \(B\) will be that it should preserve the form of the gauge symmetries for the coarse grained action, as will be discussed for the examples below. This will have the advantage that the (often geometric determined) interpretation of the gauge transformations will not change, nor does the form of the gauge invariant variables.
The coarse grained gauge modes can be easily described for free theories. Assume that the (symmetric) matrix \( m_{AB} \) in the action
\[
S = \frac{1}{2} \sum_{A,B} \phi_A m_{AB} \phi_B .
\]
has null vectors \( v_B \) such that \( \sum_B m_{AB} v_B = 0 \). We add the coarse graining conditions
\[
\sum_{A'} \lambda_{A'} \left( \Phi_{A'} - \sum_B B_{AB} \phi_B \right)
\]
to the action (where the index \( A' \) labels the coarse grained fields and will in general assume fewer values than the indices \( A, B, \ldots \)) and obtain the following equations of motion for the fields \( \phi_A \) and the Lagrange multipliers \( \lambda_A \)
\[
\sum_B m_{AB} \phi_B = \sum_B \lambda_{B'} B_{B'A} , \quad \Phi_{A'} = \sum_B B_{A'B} \phi_B .
\]
As before we can write the coarse grained action as
\[
S' = \frac{1}{2} \sum_{B'} \lambda_{B'} \Phi_{B'} =: \frac{1}{2} \sum_{A',B'} \Phi_{A'M_{A'B}} \Phi_{B'}
\]
where \( \lambda_{B'} \) is to be understood as a function of \( \Phi_{A'} \) determined by the equations of motions (4.4). Hence we define \( M_{A'B} \) to satisfy
\[
\lambda_{A'} = \sum_{B'} M_{A'B} \Phi_{B'} .
\]
so that we obtain as a condition on \( M \)
\[
\sum_{A',B} (B_{A'B} v_B) M_{A'C'} = 0 .
\]
Therefore \( V_{A'} = \sum_B B_{A'B} v_B \) is a null vector for the coarse grained action (4.5).

### 4.2 Coarse graining of free theories with gauge symmetries

Here we will derive a general formula for the coarse grained action in the case that gauge symmetries are present. We will directly work with the Fourier transformed fields, so that the action is
\[
S = \frac{1}{2 N^d} \sum_{A,B} \sum_p \phi_A(p) (\Pi \cdot m(p) \cdot \Pi)_{AB} \phi_B(-p)
\]
where we inserted projectors \( \Pi_{CD}(p) \) onto the subspace orthogonal to the gauge modes, that is the null vectors of \( m_{AB}(p) \). As before the coarse grained fields will be given as
\[
\Phi_A(P) = \frac{1}{N^d} \sum_{B,P} B_{AB}(P,p) \phi_B(p) .
\]

\(^3\)For this discussion we have absorbed the lattice labels \( x \) or \( p \) into the indices \( A, B, \ldots \).
Because of equation (4.13) we can replace \( \lambda \) which if used in (4.14) yields

The generalized inverse is not unique as one can add multiplies of the projector \( \Pi \) non–unique terms will however be projected out later on. We can deduce from equation (4.10) as any gauge modes in the field \( \phi \) are projected away after coarse graining by \( \Pi \).

Let \( m_{AB}(p) \) be a generalized inverse to \( m_{BC}(p) \). That is, \( m_{AB}(p) \) satisfies

The generalized inverse is not unique as one can add multiplies of the projector \( \Pi \). These non–unique terms will however be projected out later on. We can deduce from equation (4.11) which if used in (4.14) yields

Because of equation (4.13) we can replace \( \lambda(Q) \) in the last equation (4.17) by \( \sum_{F} \Pi_{EF}(-Q) \lambda_F(Q) \). We therefore have

Adding these conditions with Lagrange multipliers \( \lambda(-P) \) to the action \([4.8]\) we will obtain the following equations of motion

By contracting the first equation with the projector \( \Pi^{\perp}(p) \) onto the space of gauge modes \( v_{\alpha}(p) \), labelled by an index \( \alpha \), we learn that

From the discussion in section [4.1] we know that \( V_{\alpha}^{\perp}(P) := \sum_{B} \sum_{p} B_{AB}(P,p) v_{\alpha}(p) \) will be gauge modes of the coarse grained action. Let \( \Pi_{AD}(P) \) be the projector onto the space spanned by these modes and \( \Pi_{AD}(P) \) the projector orthogonal to \( \Pi^{\perp}_{DE}(P) \). (In the examples below the projectors \( \Pi^{\perp}(P) \), \( \Pi(P) \) will have the same form as \( \Pi^{\perp}(p) \), \( \Pi(p) \) respectively, therefore we just use the same symbols here.) Hence equation (4.12) entails

Contracting the equation (4.11) with the projector \( \Pi(-P) \) we obtain

as any gauge modes in the field \( \phi \) are projected away after coarse graining by \( \Pi \).

Let \( m_{AB}^{-\perp}(p) \) be a generalized inverse to \( m_{BC}(p) \). That is, \( m_{AB}^{-\perp}(p) \) satisfies

\[
\sum_{B} m_{AB}^{-\perp}(p)m_{BC}(p) = \sum_{B} m_{AB}(p)m_{BC}^{-\perp}(p) = \Pi_{AC}(p).
\]  

(4.15)

The generalized inverse is not unique as one can add multiplies of the projector \( \Pi^{\perp} \). These non–unique terms will however be projected out later on. We can deduce from equation (4.11)

\[
\sum_{B} \Pi_{AB}(p) \phi_{B}(-p) = \sum_{BC} \sum_{P} m_{AB}^{-\perp}(p) B_{CB}(P,p) \lambda_{C}(-P),
\]  

(4.16)

which if used in (4.14) yields

\[
N^{d} \sum_{D} \Pi_{AD}(-P) \Phi_{D}(P) = \sum_{B,C,D,E,P,Q} \Pi_{AB}(-P) B_{BC}(P,p) m_{CD}^{-\perp}(-p) B_{DE}(-Q,-p) \lambda_{E}(Q).
\]  

(4.17)

Because of equation (4.13) we can replace \( \lambda_{E}(Q) \) in the last equation (4.17) by \( \sum_{P} \Pi_{EF}(-Q) \lambda_{F}(Q) \). We therefore have

\[
N^{d} \sum_{D} \Pi_{AD}(-P) \cdot \Phi_{D}(P) = \sum_{D} \sum_{Q} M_{AD}^{-\perp}(P,Q) \lambda_{D}(Q)
\]  

(4.18)
with

\[ M_{AB}^{-g}(P, Q) = \sum_{C,D,E,F} \sum_p \Pi_{AC}(-P) B_{CD}(P, p) m_{DE}^{-g}(-p) B_{EF}(-Q, -p) \Pi_{FB}(-Q). \]  (4.19)

We now have to find a generalized inverse \( M_{AB}(P, Q) \) to \( M_{BC}^{-g}(Q, R) \) satisfying

\[ \sum_B \sum_Q M_{AB}(P, Q) M_{BC}^{-g}(Q, R) = \delta(P - R) \Pi_{AC}(-P). \]  (4.20)

As in the section 2 the coarse grained action can be written as

\[ S' = \frac{1}{2} \sum_A \sum_P \Phi_A(P) \lambda_A(-P) = \frac{1}{2} \sum_{A,B} \sum_P \Phi_A(P) \Pi_{AB}(P) \lambda_B(-P) \]  (4.21)

where \( \lambda_A \) has to satisfy the equations of motion (4.10,4.11). This solution is given by inverting (4.18), hence the coarse grained action is given by

\[ S' = \frac{N^d}{2} \sum_{A,B,C,D} \sum_{P,Q} \Phi_A(P) \Pi_{AB}(P) M_{BC}(-P, -Q) \Pi_{CD}(Q) \Phi_D(-Q). \]  (4.22)

The difference to the standard case without gauge symmetries (2.14) is, that we have to work with generalized inverses and that we have to insert the projectors \( \Pi \) into the formula for the coarse grained action (4.19). These projectors take care of the non-uniqueness of the generalized inverses, that is the coarse grained action \( S' \) does not depend on the particular choice of representative for the generalized inverse.

## 5 Example: Perfect action for electromagnetism

### 5.1 Coarse graining from the lattice and the continuum

Here we will first discuss electromagnetism (or Abelian Yang Mills fields), as this is a much simpler example for a lattice theory with gauge symmetries than lattice gravity. The basic fields will be connection variables \( a_b \) associated to the edges of the lattice. Here \( a_b(x) \) is the variable associated to the (positively oriented) edge starting at the site \( x \) in the direction \( b \) (see figure 1).

![Figure 1: The variables used in discrete electromagnetism (here for \( d = 2 \).](image-url)
A discretization for the action is given by the square of plaquette variables $f_{ab}$

$$S = \frac{a^{d-2}}{2} \sum_x \sum_{b < c} f_{bc}(x) f_{bc}(x)$$  \hspace{1cm} (5.1)

where

$$f_{bc}(x) = a_b(x) + a_c(x + e_b) - a_b(x + e_c) - a_c(x)$$  \hspace{1cm} (5.2)

and $a$ is as before the lattice constant. The Fourier transformed plaquette variable is given by

$$f_{bc}(p) = a_b(p) + e^{2\pi i \frac{p_b}{N}} a_c(p) - e^{2\pi i \frac{p_c}{N}} a_b(p) - a_c(p)$$  \hspace{1cm} (5.3)

and the action as

$$S = \frac{a^{d-2}}{2N^d} \sum_p \sum_{b < c} f_{bc}(p) f_{bc}(-p) = \frac{a^{d-2}}{2N^d} \sum_p \sum_{b,c} a_b(p) \Delta' \left( \delta_{bc} - \frac{\mathbf{k}_b k_c}{\Delta'} \right) a_c(-p)$$  \hspace{1cm} (5.4)

where $\Delta' = \sum_b k_b \mathbf{k}_b = a^2 \Delta$. Here we can introduce the discretized projectors onto the transversal $\Pi^t$ and longitudinal $\Pi^l$ modes

$$\Pi^t_{bc} = \delta_{bc} - \frac{\mathbf{k}_b k_c}{\Delta'} , \quad \Pi^l_{bc} = \frac{\mathbf{k}_b k_c}{\Delta'}$$  \hspace{1cm} (5.5)

satisfying

$$\sum_c \Pi^\alpha_{bc} \Pi^\beta_{cd} = \delta^{\alpha\beta} \Pi_{bd} , \quad \Pi^t_{bc} + \Pi^l_{bc} = \delta_{bc}$$  \hspace{1cm} (5.6)

for $\alpha, \beta = t, l$. (Note that here the projectors are meant to act on $a_c(-p)$ on the right and $a_b(p)$ on the left.) The action is therefore a sum over only the transversal modes – the longitudinal modes $a_b \sim k_b$ do not appear and are hence gauge modes. This corresponds to the gauge symmetry

$$a_b(x) \mapsto a_b(x) + g(x + e_b) - g(x)$$  \hspace{1cm} (5.7)

with a gauge parameter $g(x)$ at each lattice site $x$.

Let us turn to the coarse graining of the fields. The connection is a one–form - hence naturally discretized as variables associated to edges (see figure 2).

Coarse graining would mean to integrate the connection over all the (smaller) edges that built up the new (longer) edge. Hence we define

$$A_c(X) = b \sum_z a_c(LX + z e_c) =: \sum_{b,x} B_{cb}(X, x) a_b(x)$$  \hspace{1cm} (5.8)

where $z = 0, \ldots, L - 1$ and $b$ is a rescaling factor. The Fourier transformed coarse graining matrix is then

$$B_{cd}(P, p) = b N^d \delta_{cd} \delta^{(N')}(P - p) \frac{K_c}{K_d}$$  \hspace{1cm} (5.9)

As can be easily seen the coarse graining operation has the remarkable property that it transforms the longitudinal modes $a_c \sim \mathbf{k}_d$, which are the gauge modes of the action, to longitudinal modes on the coarse grained lattice $A_d \sim \mathbf{K}_d$. Hence these modes will be also gauge modes of
the coarse grained action. The coarse grained variables keep their geometric interpretation: for instance the coarse grained plaquette variables $F_{bc} = K_c A_b - K_b A_c$ will be invariant under the gauge transformations of the coarse grained action.

As the longitudinal modes are preserved by the coarse graining we will have

$$\sum_{d,e} \sum_p B_{cd}(P, p) \Pi^l_{de}(-p) B_{fe}(-Q, -p) = \delta^g(P - Q) K_c K_f \sum_r \frac{1}{\Delta^l(p)} |_{p = P + N' r} \Pi^l_{cf}(-P)$$

where in the sum $r$ takes values $r = (0, \ldots, 0), \ldots, (L - 1, \ldots, L - 1)$. This will allow us to add an arbitrary multiple of the longitudinal projector to the generalized inverse $m^{-g}$ in formula (4.16) for the coarse graining, as this added part will be projected out again by the transversal projectors. Hence, we use for the generalized inverse

$$(m^{-g})_{cd} = \Delta^{-1} \Pi^l_{cd} \simeq \Delta^{-1} \delta_{cd} \quad \text{mod} \quad \text{longitudinal projector}$$

where the last equality holds modulo terms proportional to the longitudinal projector. This gives for the matrix $M^{-g}$ appearing in the coarse grained action

$$(M^{-g})_{ch}(P, Q) = \sum_{d,e,f,g} \Pi^l_{cd}(-P) \left( \sum_p B_{de}(P, p) (m^{-g})_{ef}(-p) B_{gf}(-Q, -p) \right) \Pi^l_{gh}(-Q)$$

$$= b^2 N'^2 \delta^{(N')} (P - Q) \Pi^l_{cd}(-P) s_d K_d K_d \delta_{dg} \Pi^l_{gh}(-Q)$$

where

$$s_d = \sum_r \frac{1}{\Delta^l(p)} \left| k_d k_d \right|_{p = P + N' r}.$$ (5.13)

The generalized inverse can be found by adding a longitudinal part of the form

$$\lambda b^2 N'^2 \delta^{(N')} (P - Q) \Pi^l_{cd}(-P) s_d K_d K_d \delta_{dg} \Pi^l_{gh}(-Q)$$

and to invert the sum of the terms. Projecting from both sides with $\Pi^l(-P)$ gives a generalized inverse which is independent of $\lambda$, satisfying

$$\sum_h \sum_Q M^{-g}_{ch}(P, Q) M_{hf}(Q, R) = \delta^{(N')} (P - R) \Pi^l_{cf}(-P).$$ (5.15)
In this way we obtain
\[ M_{cd}(P, Q) = \frac{1}{b^2 N'^2} \delta^{(N')} (P - Q) \frac{1}{K_c K_d} \frac{1}{t} (\delta_{cd} t_c - (1 - \delta_{cd}) t_{cd}) \] (5.16)

where
\[ t_{cd} = \prod_{e \neq c, d} s_e, \quad t_c = \sum_{e \neq c} t_{ce}, \quad t = \sum_e \prod_{f \neq e} s_f. \] (5.17)

Finally, the coarse grained action is given by
\[ S' = \frac{a^d - 2 N^d}{2} \sum_{P,Q} A_c(P) M_{cd}(-P, -Q) A_d(-Q) \]
\[ = \frac{1}{2} \frac{L^d a^d - 2}{N'^2 b^2} \sum_{c,d} \sum_{P} A_c(P) \frac{(\delta_{cd} t_c - (1 - \delta_{cd}) t_{cd})}{t K_c K_d} A_d(-P). \] (5.18)

It is straightforward to see – using \( \sum_{c} (t_c \delta_{cd} - t_{cd}(1 - \delta_{cd})) = 0 \) – that in the coarse grained action the longitudinal modes \( A_b(P) \sim K_b \) are indeed gauge modes.

To ‘block from the continuum’ we proceed with the same conventions as for the scalar field in section 3.2. Accordingly, we start from the continuum action
\[ S_c = \frac{1}{2} \sum_{b < c} \int_{[0,T]^d} d^d \chi (\partial_b a_c(\chi) - \partial_c a_b(\chi))^2 \]
\[ = \frac{1}{2 T^{d+2}} \sum_{b,c} \sum_{\kappa \in \mathbb{Z}^d} a_b(\kappa) \left( \sum_d (2\pi \kappa_d)(2\pi \kappa_d) \delta_{bc} - (2\pi \kappa_b)(2\pi \kappa_c) \right) a_c(-\kappa). \] (5.19)

The coarse grained connection variables \( A_b \) are obtained by integrating the connection \( a_b \) over the edges of the lattice:
\[ A_b(X) = b_c \int_{[0,a')} d^d \epsilon_b a_b(a'X + \epsilon_b), \quad \text{so that} \]
\[ A_b(P) = \frac{b_c N'^d}{T^{d-1}} \sum_{\kappa \in \mathbb{Z}^d} \delta^{(N')} (P - \kappa) a_b(\kappa) \left[ \frac{K_b}{2\pi \kappa_b} \right]. \] (5.20)

This gives for the coarse grained action
\[ S' = \frac{1}{2} \frac{T^{d-4}}{N'^2 b^2} \sum_{c,d,P} A_c(P) \frac{(\delta_{cd} t_c - (1 - \delta_{cd}) t_{cd})}{t K_c K_d} A_d(-P), \] (5.21)

where \( t, t_c, t_{cd} \) are defined as before, equation (5.17), just that \( s_d \) is now given by
\[ s_d = \sum_{r \in \mathbb{Z}^d} \frac{1}{(2\pi)^4} \left( \frac{1}{\sum_b \kappa_b \kappa_b} \frac{1}{\kappa_d \kappa_d} \right) |_{\kappa = P + N'r}. \] (5.22)
5.2 Electromagnetism in two dimensions

Here we will consider the two–dimensional case and show that the action is form invariant under coarse graining. For the quantities appearing in (5.17) we have

\[ t_{12} = 1, \quad t_c = 1, \quad t = s_1 + s_2. \]  

(5.23)

For the last quantity we obtain with the definition (5.13)

\[ s_1 + s_2 = \sum_r \frac{1}{k_1 k_1 + k_2 k_2} \left( \frac{1}{k_1 k_1} + \frac{1}{k_2 k_2} \right) \]

\[ = \sum_r \frac{1}{k_1 k_1 k_2 k_2} \]

\[ = L^4 \frac{1}{K_1 K_1 K_2 K_2} \]

(5.24)

where the last identity is proved in appendix B. Note that the summation over \( r \) for the expression \( s_1 + s_2 \) just replaces the fine grained wave vectors \( k \) with the coarse grained ones \( K \) (and introduces a factor of \( L^4 \)). This is equivalent to considering a coarse graining step with \( L = 1 \) where \( k = K \), so we will indeed find, that the action just undergoes a rescaling if coarse grained.

The coarse grained action is given by

\[ S' = \frac{1}{2N^2 b^2 L^2} \sum_{c,d} \sum_P A_c(P) \frac{K_1 K_1 K_2 K_2}{K_c K_d} (2\delta_{cd} - 1) \ A_d(-P) \]

\[ = \frac{1}{2N^2 b^2 L^2} \sum_{c,d} \sum_P A_c(P) \Delta' \left( \frac{\delta_{cd} - \tilde{K}_c \tilde{K}_d}{\Delta'_K} \right) \ A_d(-P) \]

(5.25)

where we abbreviated \( \Delta'_K = \sum_d K_d \tilde{K}_d \).

Indeed the action (5.25) is a multiple of the action we started with (5.4). The form invariance of the action can be easily understood if one works with the plaquette variables \( f_{ab} \) as in this case the matrix \( m \) appearing in the action (5.1) is just the identity. This does not apply to higher dimensions, as the plaquette variables are not (locally) independent anymore, due to the Bianchi identities [23]. Nevertheless this shows, that looking for variables which are particularly convenient for coarse graining might very much simplify the calculations [24].

6 Example: Linearized gravity

6.1 The coarse graining

Next we will consider linearized gravity discretized on a lattice. In this section we will supply all the necessary ingredients to perform the coarse graining, that is a discrete action, including a discretization of spin–0, spin–1 and spin–2 projectors for the metric variables, and a geometrically derived coarse graining map. We will then consider 3D linearized gravity and show that the discrete action is invariant under coarse graining. This has to be expected as 3D gravity is a topological theory, i.e. there are no propagating degrees of freedom.

The choice of discretization for (linearized) gravity is not as straightforward as in the case of electromagnetism. One popular example is provided by Regge gravity [20]. Regge gravity relies on a triangulation with basic variables given by the lengths of the edges (see figure 3). See [25] for a discussion under which conditions linearized Regge solutions do converge to linearized (continuum) gravity solutions. Hence we can hope to recover continuum physics and therefore
For gravity, the lattice (solid lines) needs to be enhanced by introducing (e.g. for $D = 3$) face-diagonals (dashed lines) and body-diagonals (dotted lines) in order to capture all triangulation degrees of freedom of Regge calculus.

Figure 3: For gravity, the lattice (solid lines) needs to be enhanced by introducing face-diagonals (dashed lines) and body-diagonals (dotted lines) in order to capture all triangulation degrees of freedom of Regge calculus.

symmetries in the coarse grained action by taking the fine lattice, we coarse grain from, to the continuum limit.

Choosing a regular (hyper–) cubical lattice [22] linearized Regge gravity can be mapped to linearized gravity with fundamental variables given by symmetric tensors $h_{ab}$ associated to the vertices of the lattice. These variables represent the metric perturbations from flat space. The map is reviewed in appendix A since it will be used to derive the coarse graining map for the variables $h_{ab}$.

To define the discrete action for linearized gravity, let us first consider the continuum Lagrangian density in $d = 3, 4$ dimensions

$$L_{\text{cont}} = \frac{1}{4} \sum_{a,b,c,d} h_{ab} \left( \Pi^2 - (d - 2)\Pi^0 \right)_{abcd} \Delta h_{cd}$$

where $\Delta = - \sum_a \partial_a \partial_a \equiv \sum_a k_a k_a$.

Here we introduced the spin projectors

$$\Pi^0_{abcd} = - \frac{1}{d-1} \Pi^t_{ab} \Pi^t_{cd}$$

$$\Pi^1_{abcd} = \frac{1}{2} (\delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc}) - \frac{1}{2} (\Pi^t_{ac} \Pi^t_{bd} + \Pi^t_{ad} \Pi^t_{bc})$$

$$\Pi^2_{abcd} = \frac{1}{2} (\Pi^t_{ac} \Pi^t_{bd} + \Pi^t_{ad} \Pi^t_{bc}) - \frac{1}{d-1} \Pi^t_{ab} \Pi^t_{cd}$$

where

$$\Pi^t_{ab} = \delta_{ab} - \frac{k_a k_a}{\Delta} = \delta_{ab} + \frac{\partial_a \partial_b}{\Delta}$$

is the projector onto the transversal modes. As can be easily seen $\Pi^0, \Pi^1$ and $\Pi^2$ sum to the identity map (on the space of symmetric rank two tensors)

$$(\Pi^0 + \Pi^1 + \Pi^2)_{abcd} = \frac{1}{2} (\delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc})$$

and are orthogonal to each other.

In the gravity Lagrangian $L_{\text{cont}}$, the projector $\Pi^1$ does not appear, hence the modes it projects on are gauge modes. More precisely the longitudinal modes

$$v^c_{ab} = \delta^c_a k_b + \delta^c_b k_a$$
are annihilated by $M_{abef} := \frac{1}{2}(\Pi^2 - (d-2)\Pi^0)_{abef}$ for $c = 1, \ldots, d$.

We will now discuss the discrete action. To this end we will define discretize projectors and replace the continuum Laplacian by the lattice Laplacian \( (3.2) \). This is most easily done in the Fourier transformed picture. Here the difference to the continuum is, that we have the choice between $k_a = 1 - e^{2\pi i p a}$ and $\bar{k}_a = 1 - e^{-2\pi i p a}$, that is forward and backward lattice derivative. But we also have to satisfy a discretization condition, which is that the projectors should be Hermitian, i.e. $\Pi^i_{abcd} = \Pi^i_{cdab}$. Hence we define

$$
\Pi^0_{abcd} = \frac{1}{d-1} \left( \delta_{ab} + \frac{\bar{k}_a \bar{k}_b}{\Delta'} (1 - \delta_{ab} k_b) \right) \left( \delta_{cd} + \frac{k_c k_d}{\Delta'} (1 - \delta_{cd} \bar{k}_d) \right)
$$

$$
\Pi^1_{abcd} = \frac{1}{2} (\delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc}) - \frac{1}{2} (1 - \delta_{ab} k_b)(1 - \delta_{cd} \bar{k}_d) \left( \left( \delta_{ac} - \frac{\bar{k}_a k_c}{\Delta'} \right) \left( \delta_{bd} - \frac{\bar{k}_b k_d}{\Delta'} \right) + \left( \delta_{ad} - \frac{k_a k_d}{\Delta'} \right) \left( \delta_{bc} - \frac{\bar{k}_b k_c}{\Delta'} \right) \right)
$$

$$
\Pi^2_{abcd} = \frac{1}{2} (1 - \delta_{ab} k_b)(1 - \delta_{cd} \bar{k}_d) \left( \left( \delta_{ac} - \frac{\bar{k}_a k_c}{\Delta'} \right) \left( \delta_{bd} - \frac{\bar{k}_b k_d}{\Delta'} \right) + \left( \delta_{ad} - \frac{k_a k_d}{\Delta'} \right) \left( \delta_{bc} - \frac{\bar{k}_b k_c}{\Delta'} \right) \right) - \frac{1}{d-1} \left( \delta_{ab} + \frac{\bar{k}_a \bar{k}_b}{\Delta'} (1 - \delta_{ab} k_b) \right) \left( \delta_{cd} + \frac{k_c k_d}{\Delta'} (1 - \delta_{cd} \bar{k}_d) \right)
$$

where $\Delta' = \sum_a k^\alpha \bar{k}_a$. Note that $k_a(1 - \bar{k}_a) = -\bar{k}_a$, $\bar{k}_a(1 - k_a) = -k_a$, $(1 - k_a)(1 - \bar{k}_a) = 1$. so the additional factors $(1 - \delta_{ab} k_b), (1 - \delta_{ab} \bar{k}_b)$ just change forward derivative into backward derivatives and vice versa.

The discrete action so obtained

$$
S = \frac{1}{4N^d} \sum_{a,b,c,d} \sum_p h_{ab}(p) \left( \Pi^2 - (d-2)\Pi^0 \right)_{abcd} \Delta' \ h_{cd}(-p)
$$

reproduces the linearized Regge action derived in [22] on a regular (hyper-) cubical lattice. The gauge modes for this action

$$
v'_{ab}(p) = \delta^c_{ab} k_b (1 + (\delta^\alpha_{ab} - 1) k_a) + \delta^c_{ab} k_a (1 + (\delta^\alpha_{ab} - 1) k_b)
$$

(6.9)

correspond to the change in the metric perturbation variables (via the change in the lengths of the edges of the triangulation) if a vertex is infinitesimally displaced in the triangulation [22].

We now turn to the coarse graining map for the fields $h_{ab}$. Here it is important to use the geometric nature of the variables - namely that these encode edge lengths - to define a coarse graining map. As we will see, this ensures that coarse graining preserves the gauge modes. In appendix [A] we derive the coarse graining for the $h_{ab}$ induced by the natural coarse graining for the edge lengths - namely that a coarse grained edge length is just the sum of the length of the edges contained in the coarse grained edge. The resulting map is given by

$$
B_{abcd}(P, p) = \frac{N^d}{L^d} \delta^{(N')} (P - p) \left( \delta_{ab}\delta_{cd} \delta_{ac} \frac{K^a}{k_a} + \frac{1}{2} \left( \delta_{ac} \left( \frac{K_{ab}}{k_{ab}} - \frac{K_a}{k_a} \right) + \delta_{bc} \left( \frac{K_{ab}}{k_{ab}} - \frac{K_b}{k_b} \right) \right) + \frac{1}{2} (1 - \delta_{ab})(1 - \delta_{cd}) \left( \delta_{ac}\delta_{bd} + \delta_{ad}\delta_{bc} \right) \right),
$$

(6.10)
where we abbreviated $k_{ab} = 1 - e^{\frac{2i\pi}{N}p_a}e^{\frac{2i\pi}{N}p_b} = k_a + k_b - k_auk_b$ and similarly for $K_{ab}$. Note that this coarse graining is much more complicated than the one for electromagnetism \([5.9]\) as we have now to deal with a non–diagonal matrix: the second line in \((6.10)\) displays non–vanishing entries between non–diagonal metric elements $H_{ab}$ and diagonal metric elements $h_{cc}$.

The coarse graining matrix preserves however the gauge modes, that is

$$\sum_{cd} \sum_p B_{abf} v^{e}_{ef}(p) \sim v^{c}_{ab}(P) \quad .$$  \hfill (6.11)

This justifies the choice of the coarse graining \((6.10)\).

We now have all the necessary ingredients to apply the general formalism developed in section 4. The calculations are however considerably more involved than for electromagnetism. We leave the 4D case for future work and consider in the following subsection the 3D case, where the action will be invariant under coarse graining. This will show that the method, the discrete action as well as the coarse graining map proposed here lead to sensible results.

### 6.2 Three–dimensional linearized gravity

To find the coarse grained action we have to consider the following matrix according to the general formalism developed in section 4

$$M^{-g}_{abcd} = \sum_{e,e',f,f',g,g',h,h'} \sum_p (\text{Id} - \bar{\Pi}^1)_{abef} B_{efgh} \bar{m}^{-g}_{gh'k} \bar{B}_{e'f'g'h'} (\text{Id} - \bar{\Pi}^1)_{e'f'cd} .$$  \hfill (6.12)

Here, to keep the formulas readable, we suppressed the dependence on the momentum labels $p, P, Q$ and used a bar to indicate an object depending on $-p, -P$ instead of $p, P$ respectively. That is $\bar{\Pi}^1 = \Pi^1(-P)$ and so on. The generalized inverse $\bar{m}^{-g}$ can be easily found using the representation of the matrix $m$ in \((6.8)\) with projectors. Hence

$$\bar{m}^{-g}_{abcd} = 2 \frac{1}{\Delta} (\Pi^2 - \Pi^0)_{abcd} \quad .$$  \hfill (6.13)

It turns out, that the matrix elements $M^{-g}_{abcd}$ can be computed and have the following general form

$$M^{-g}_{abcd} = \sum_p A(k) \frac{C_{abcd}^{12}(K)k_1k_2 + C_{abcd}^{13}(K)k_1k_3 + C_{abcd}^{23}(K)k_2k_3 + C_{abcd}^{123}(K)k_1k_2k_3}{\Delta'_K(1 - K_1)(1 - K_2)(1 - K_3)} ,$$  \hfill (6.14)

where $\Delta'_K = \sum a K_ah_a$ and $\Delta'_K = \sum a K_a$. The prefactor $A(k)$ is given by

$$A(k) = 2 \frac{N^6}{L^4} \delta^{(N')} (P - p) \delta^{(N')} (Q - p) \frac{(1 - k_1)(1 - k_2)(1 - k_3)\Delta'_K}{k_1k_2k_3k_1k_2k_3} ,$$  \hfill (6.15)

with $k_{ab} = k_a + k_b - k_auk_b$. Note that there is a Laplacian in $A(k)$ that cancels the one in the denominator of \((6.14)\). This will eventually make the sum over $p$ in \((6.14)\) computable. The coefficients $C_{abcd}$’s are polynomials of $K_1, K_2, K_3$, for example

\[
\begin{align*}
C_{1111}^{12} &= -C_{1111}(K) \left[ K_2K_3(1 - K_1)(1 - K_2)(1 - K_3) \left( K_1\bar{K}_1 - K_2\bar{K}_2 - K_3\bar{K}_3 \right) + K_1K_3^2(1 - K_2)(1 - (1 - K_1))(1 - K_2)(1 - K_3) \right] \\
C_{1111}^{13} &= -C_{1111}(K) \left[ K_2K_3(1 - K_1)(1 - K_2)(1 - K_3) \left( K_1\bar{K}_1 - K_2\bar{K}_2 - K_3\bar{K}_3 \right) + K_1K_3^2(1 - K_3)(1 - (1 - K_1))(1 - K_2)(1 - K_3) \right] \\
C_{1111}^{23} &= C_{1111}(K)K_1K_2(1 - K_2)(1 - K_3) \left[ K_2\bar{K}_2 + K_3\bar{K}_3 - K_1K_2 - K_1K_3 \right] \\
C_{1111}^{123} &= C_{1111}(K)K_2K_3(1 - K_1)(1 - K_2)(1 - K_3) \left[ 2K_1\bar{K}_1 - K_2\bar{K}_2 - K_3\bar{K}_3 \right] .
\end{align*}
\]
where the common factor $C_{1111}$ is given by

$$C_{1111}(K) = 2K_1^2K_2K_3(1 - K_1)^2(1 - K_2)^2(1 - K_3)^2\left[K_2K_2 + K_3K_3\right]. \quad (6.17)$$

Using an algebra manipulation program, the expressions for all the coefficients have been obtained, but they are too long to be listed here.

The sum over the labels $p$ in (6.14) involves only the $k_a = 1 - e^{2\pi i K_a}$ and not the $K_a = 1 - e^{2\pi i K_a}$. We therefore have only to consider two types of sums, for instance

$$\sum_{r_1, r_2, r_3} (1 - k_1)(1 - k_2)(1 - k_3) \frac{1}{k_1k_2k_3k_1k_2k_3} k_1k_2k_3 \delta(N') (P - p) \delta(N') (Q - p) \frac{(1 - k_1)(1 - k_2)(1 - k_3)}{k_1k_2k_3k_1k_2k_3} \bigg|_{k_a = 1 - e^{2\pi i K_a}} + e^{2\pi i K_a}. \quad (6.18)$$

The derivation of these sums can be found in appendix [B] the results are given by

$$\sum_{r_1, r_2, r_3} \frac{(1 - k_1)(1 - k_2)(1 - k_3)}{k_1k_2k_3k_1k_2k_3} = \frac{(1 - K_1)(1 - K_2)(1 - K_3)}{K_1K_2K_3K_1K_2K_3} \times \begin{cases} 0 & \text{if } L \text{ is even} \\ L^3 & \text{if } L \text{ is odd.} \end{cases} \quad (6.19)$$

Here we have two scalings, some terms scale with $\sim L^3$ (only for odd $L$) the others with $\sim L^4$. The terms with $L^3$-scaling do however vanish if we use the expressions for the coefficients $C_{abcd}^A, A = 12, 13, 23, 123$: Namely to evaluate the $L^3$ terms for odd $L$ we have to consider

$$C_{abcd}^{12} + C_{abcd}^{13} + C_{abcd}^{23} + 2C_{abcd}^{123} = 0, \quad (6.20)$$

which vanishes for all index combinations $a, b, c, d$. We are thus left with the $L^4$-scaling terms in the sums (6.19) which do agree for odd and even $L$. These terms sum up to

$$\frac{C_{abcd}^{12} \frac{2-K_a}{2K_1} + C_{abcd}^{13} \frac{2-K_a}{2K_2} + C_{abcd}^{23} \frac{2-K_a}{2K_1} + C_{abcd}^{123} \frac{2-K_a}{2K_3}}{(\Delta'_K)^4 K_1K_2K_3(1 - K_1)^3(1 - K_2)^3(1 - K_3)^3} = \frac{(\Pi^2(K) - \Pi^0(K))_{abcd}}{(\Delta'_K)}, \quad (6.21)$$

i.e. we obtain back a multiple of the original matrix $m_{abcd}$ we started with. In addition, by combining the two equations (6.20,6.21) together, we obtain the equation which guarantees the consistency condition for $L = 1$ so that $K_a = k_a$ for $a = 1, 2, 3$. This case – since no proper coarse graining is taken place – should result in the original matrix we started with. Indeed

$$\frac{C_{abcd}^{12} \frac{1}{K_1} + C_{abcd}^{13} \frac{1}{K_2} + C_{abcd}^{23} \frac{1}{K_1} + C_{abcd}^{123} \frac{1}{K_3}}{(\Delta'_K)^4 K_1K_2K_3(1 - K_1)^3(1 - K_2)^3(1 - K_3)^3} = \frac{(\Pi^2(K) - \Pi^0(K))_{abcd}}{(\Delta'_K)}. \quad (6.22)$$

Collecting all prefactors we obtain for the coarse grained action

$$S' = \frac{1}{4N^3} \sum_{a,b,c,d} \sum_P H_{ab}(P) (\Pi^2 - \Pi^0)_{abcd} \Delta'_K H_{cd}(-P) \quad (6.23)$$

showing that the 3D discrete linearized gravity action is indeed invariant under coarse graining.
Note that by comparison it is quite straightforward to derive the topological character of 3d (non-perturbative) Regge gravity, see also \[15\]. The action in this case is

\[ S = \sum_e l_e \epsilon_e(l) \]  

(6.24)

where the sum is over all edges in the triangulation, \( l_e \) denotes the length of an edge \( e \), and \( \epsilon_e(l) \) is the so-called deficit angle, a measure for the curvature, associated to the edge \( e \). The fundamental variables are the edge lengths \( l_e \).

We choose a coarse grained triangulation, such that the edges \( E \), triangles and tetrahedra of the coarse grained triangulation are made up of the edges, triangles and tetrahedra, respectively, of the original triangulation. Then an obvious choice for the coarse graining map is to require that the length of a new edge \( L_E \) is equal to the sum of the lengths of the edges \( e \) contained in \( E \). We add these conditions to the Regge action (6.24) and therefore have to vary

\[ S_\lambda = \sum_e l_e \epsilon_e(l) + \sum_{E} \lambda_E \left( L_E - \sum_{e \subset E} l_e \right) . \]  

(6.25)

We obtain the equations of motion

\[ \epsilon_e(l) = \sum_{E \ni e} \lambda_E , \quad L_E = \sum_{e \subset E} l_e . \]  

(6.26)

Multiplying the first equation with in (6.26) and summing over all edges we find that (Here we indicate with \( l_e(L), \lambda(L) \) that the lengths \( l_e(L) \) and Lagrange multiplier \( \lambda_e(L) \) satisfy the equations of motion (6.26) and hence depend on the \( L_E \).)

\[ S' := \sum_e l_e(L) \epsilon_e(l(L)) = \sum_e l_e \sum_{E \ni e} \lambda_E(L) = \sum_{E} L_E \lambda_e(L) . \]  

(6.27)

Now from the first equation of motion (6.26) it actually follows that \( \lambda_E \) is the deficit angle at \( E \) in the coarse grained triangulation (which just agrees with the deficit angles of all the edges \( e \) making up \( E \)). Hence we indeed just obtain again the original Regge action (6.24) as the coarse grained action.

7 Discussion and outlook

The purpose of this work was to develop some necessary methods, in order to construct discrete actions, that feature continuum (gauge) symmetries. One motivation is to understand how discrete gravity actions with an exact notion of diffeomorphism symmetry could be obtained. As in general relativity diffeomorphism symmetry is deeply intertwined with the dynamics of the theory, investigation of this problem could shed some light on one of the most important problems in many quantum gravity approaches, namely to show that general relativity emerges in the large scale limit.

The main idea to construct such discrete actions featuring continuum symmetries, is to ‘pull back’ continuum dynamics to the lattice. This can be done via a coarse graining/renormalization approach. The advantage of this method is that in the long term, the tools developed may also help to derive the large scale limit of discrete quantum gravity theories.

\[ \text{Here one has to use the Schl"afli identity} \ [20] \ \text{to find that the terms with derivatives of the deficit angles cancel each other. This is equivalent to finding in the continuum, that the equations of motion only involve second order derivatives of the metric.} \]
Here we took some initial steps in this program. In particular we formulated how to coarse grain theories with gauge degrees of freedom in a gauge covariant way. This is particularly important regarding discrete gravity approaches, where there is a notion of diffeomorphism symmetry for the linearized theory, which is however broken at higher order. Thus gauge fixing would be inconsistent, at least to higher order. Furthermore we provided a discrete gravity action and a coarse graining map for gravity, which was motivated by Regge calculus and its geometric interpretation. Indeed with this choice, there is an obvious interpretation of the gauge degrees of freedom as translation of the vertices in the background geometry, which is preserved under coarse graining. Moreover for 3D gravity, the discrete action is invariant under coarse graining with the coarse graining map provided.

We have only considered free theories – one obvious development is to consider the theory to higher order, where in the case of discrete gravity, diffeomorphism invariance is broken. Thus one could verify or falsify, whether one regains with these methods diffeomorphism symmetry at least on the perturbative level.

Numerous other directions for further development are possible, we will just list a few of them:

- If the theories are not topological, the coarse grained actions will in general be non–local. Here it would be interesting to develop a canonical analysis of such non-local theories on the lattice [26]. For canonical lattice gravity a long–standing problem is, that the algebra of (gauge transformation generating) constraints does not close [1, 2]. One possibility is, that to obtain closure of the constraint algebra, one might have to involve canonical formulations of such non–local theories.

- In the course of this work, we have seen that the complexity of the coarse graining process might depend very much on the choice of basic variables. Indeed for general relativity, there exists a plethora of different formulations in the continuum [27, 28] but also in the discrete [29, 30, 31, 21, 32, 33] based on different kind of variables. Here it could be very fruitful to see, which formulations are most amenable for coarse graining. Since many of the formulations on which spinfoams [34] are based involve (second class) constraints, an interesting problem is to investigate the behavior of such constraints under coarse graining [24]. This could also shed some light on the problem, whether degenerate configurations, which play an important role in spin foam formulations [35, 36], will be relevant for the large scale dynamics.

- A related question is to consider alternative coarse graining maps, to see how these influence the locality of the coarse grained action [16, 18], but also whether these alternative coarse grainings regain (diffeomorphism) symmetries.

- For the quantum theory, one would not only need a diffeomorphism invariant discrete action, but also a diffeomorphism invariant measure for the discrete theory. Such a measure can likewise be obtained by coarse graining/renormalization of the partition function [37]. This question can even be considered for linearized gravity, however one has to keep some parameters of the triangulation of the flat background geometry as free variables, in order to gain some information on the measure, which will be a function of these parameters.

- The actions and partition functions obtained via coarse graining should be explored, in particular with regard to diffeomorphism invariance. Here an interesting more general question is, whether diffeomorphism invariant actions are necessarily fixed points of some coarse graining process, in particular whether these are connected to discretization (or triangulation) independence. If this is the case, the question arises, how this approach,
where triangulation independence is obtained via coarse graining, is related to approaches, where triangulation independence is reached via a sum over triangulations [38].
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A Coarse graining map for the metric variables

Here we want to derive geometrically the coarse graining map for the metric variables $h_{ab}$ used in section 6. This map can be obtained by considering a regular (hyper–) cubical lattice to which we assign as variables the length of the edges. It would however not be sufficient to have only the lengths of the edges in the $d$ coordinate directions to reconstruct the full metric. Rather one has to introduce diagonals $e_{bc}$, that is edges starting from a vertex $x$ and ending at $x + e_b + e_c$ where $e_b, e_c$ are the lattice vectors in direction $b, c = 1, \ldots, d$. In three and four dimensions it is also necessary to introduce further edges, namely body diagonals along $e_a + e_b + e_c$ and in four dimensions hyperbody diagonals along $e_1 + e_2 + e_3 + e_4$, to obtain a regular triangulation into simplices. But the lengths of these additional edges are subject to a trivial dynamics in linearized Regge calculus, that is these variables can be ignored [22]. Indeed as we will see below the lengths of the edges $l_a$ along all the directions $e_a$ together with the lengths of the diagonals $l_{ab}$ along the directions $e_a + e_b$ are sufficient to find all the lattice metric components $g_{ab}$.

To this end we just need to consider how the lengths of the edges are computed from the metric $g$

$$l_a^2 = e_a \cdot g \cdot e_a = g_{aa},$$
$$l_{ab}^2 = (e_a + e_b) \cdot g \cdot (e_a + e_b) = g_{aa} + 2g_{ab} + g_{bb}. \quad (A.1)$$

We will consider perturbations for the length variables and for the metric variables

$$l_a = l_a^{(0)} (1 + \epsilon \lambda_a), \quad l_{ab} = l_{ab}^{(0)} (1 + \epsilon \lambda_{ab}), \quad g_{ab} = g_{ab}^{(0)} + \epsilon h_{ab} \quad (A.2)$$

where the background values are $l_a^{(0)} = a, l_{bc}^{(0)} = \sqrt{2}a$ and $g_{bc} = a^2 \delta_{bc}$ with $a$ the lattice constant. Using the expansion (A.2) in the relations (A.1) and keeping only terms to first order in $\epsilon$ we obtain

$$h_{aa} = 2a^2 \lambda_a, \quad h_{ab} = a^2 (2\lambda_{ab} - \lambda_a - \lambda_b). \quad (A.3)$$

The coarse graining of the length variables is straightforward: the lengths of a coarse grained edge $L_a, L_{ab}$ should be given by the sum of the lengths $l_a, l_{ab}$, respectively, of all the edges forming this new coarse grained edge. Hence we obtain for the coarse graining of the perturbation variables $\lambda_a, \lambda_{ab}$

$$\Lambda_a(X) = \frac{1}{L} \sum_{z=0}^{L-1} \lambda_a (LX + ze_a) \quad , \quad \Lambda_{ab}(X) = \frac{1}{L} \sum_{z=0}^{L-1} \lambda_{ab} (LX + z(e_a + e_b)). \quad (A.4)$$
Using the relations (A.3) on both sides of these equations leads to the following coarse graining map for the perturbative metric variables

\[
H_{aa} = L \sum_{z=0}^{L-1} h_{aa}(LX + z e_a) \\
H_{ab} = L \sum_{z=0}^{L-1} \left( h_{ab} + \frac{1}{2} h_{aa} + \frac{1}{2} h_{bb} \right) (LX + z(e_a + e_b)) - L \sum_{z=0}^{L-1} \frac{1}{2} h_{aa}(X + z e_a) - L \sum_{z=0}^{L-1} \frac{1}{2} h_{bb}(LX + z e_b) .
\]  

(A.5)

Defining the coarse graining matrix \( B_{abcd}(X, x) \) by

\[
H_{ab}(X) = \sum_{c,d} \sum_{x} B_{abcd}(X, x) h_{ab}(x)
\]

(A.6)

we obtain for its Fourier transformation

\[
B_{abcd}(P, p) := \sum_{X, x} e^{-2\pi i LX_{\frac{N}{n}}} B_{abcd}(X, x) e^{2\pi i P_{\frac{N}{n}}}
\]

(A.7)

the following result

\[
B_{abcd}(P, p) = \frac{N^d}{L^{d-1} N} \delta^{(N')} (P - p) \left( \delta_{ab} \delta_{cd} + \frac{K_a}{k_a} K_b + \delta_{bc} \left( \frac{K_a}{k_a} - \frac{K_b}{k_b} \right) \right) + (1 - \delta_{ab}) (1 - \delta_{cd}) \frac{1}{2} \left( \delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc} \right) \frac{K_{ab}}{k_{ab}} .
\]

(A.8)

where we abbreviated \( k_{ab} = 1 - e^{2\pi i p_{a} \frac{N}{n}} e^{2\pi i p_{b} \frac{N}{n}} = k_a + k_b - k_a k_b \) and similarly for \( K_{ab} \). Note that there is a non–diagonal part in the coarse graining matrix between the diagonal metric elements \( h_{cc} \) and the non–diagonal metric elements \( H_{ab}, a \neq b \).

Finally we will show that the gauge modes of the action (B.8) are related to infinitesimal vertex translations. Changing the positions of the vertices infinitesimally by the amount \( \gamma_a(x) \) in the direction \( e_a \) at the vertex at \( x \) leads to a change in the length variables \( \lambda_a, \lambda_{ab} \) by

\[
\lambda_a(x) \rightarrow \lambda_a(x) + \gamma_a(x + e_a) - \gamma_a(x) \\
\lambda_{ab}(x) \rightarrow \lambda_{ab} + \frac{1}{2} \left( \gamma_a(x + e_a + e_b) - \gamma_a(x) + \gamma_b(x + e_a + e_b) - \gamma_b(x) \right) .
\]

(A.9)

This gives for the metric variables the gauge transformations

\[
h_{aa}(x) \rightarrow h_{aa}(x) + 2a^2 \left( \gamma_a(x + e_a) - \gamma_a(x) \right) \\
h_{ab}(x) \rightarrow h_{ab}(x) + a^2 \left( \gamma_a(x + e_a + e_b) - \gamma_a(x + e_a) + \gamma_b(x + e_a + e_b) - \gamma_b(x + e_b) \right) .
\]

(A.10)

Fourier transformation gives the gauge modes

\[
v_{ab}^c(p) = \delta_{a}^c k_b \left( 1 - (1 - \delta_{ab}) k_a \right) + \delta_{b}^c k_a \left( 1 - (1 - \delta_{ab}) k_b \right)
\]

(A.11)

which are exactly the longitudinal modes projected on by \( \Pi^1 \). Note that the form of the modes is left invariant under the coarse graining map

\[
\sum_{c,d} \sum_p B_{abf}(P, p) v_{ef}^c(p) \sim v_{ab}^c(P) = \delta_{a}^c K_b \left( 1 - (1 - \delta_{ab}) K_a \right) + \delta_{b}^c K_a \left( 1 - (1 - \delta_{ab}) K_b \right).
\]

(A.12)
B Some summations

In the case of 1d systems and topological models one can actually perform the sums over the fine grained wave vectors \( \mathbf{p} \). In this section we will provide explicit expressions for some sums needed in the main text.

The sums involve exponential functions of the form

\[
\omega_a := 1 - k_a = \exp\left(\frac{2\pi i}{N} \mathbf{P}_a + \frac{2\pi i}{L} r_a\right) =: \exp\left(i \mathbf{x}_a + \frac{2\pi i}{L} r_a\right)
\]  

which are summed over \( r_a = 0, \ldots, L - 1 \). Note that \( \omega_a^L = \exp\left(\frac{2\pi i}{N} \mathbf{P}_a\right) =: 1 - K_a \) does not depend on the summation label \( r_a \), hence can be pulled out of the sum. To evaluated the sum we will in all cases use a rewriting of the summands into a geometric series. The basic idea is described by

Case A:

\[
\sum_{r=0}^{L-1} \frac{1}{k} = \sum_{r=0}^{L-1} \frac{1}{1 - \omega} = \frac{L}{1 - e^{iLx}} =: \frac{L}{K}.
\]  

Proof:

\[
\sum_{r=0}^{L-1} \frac{1}{k} = \sum_{r=0}^{L-1} \frac{1}{1 - \omega} = \frac{1}{1 - \omega^L} \sum_{r=0}^{L-1} \frac{1 - \omega^L}{1 - \omega} = \frac{1}{1 - \omega^L} \sum_{r=0}^{L-1} \omega^s = \frac{1}{1 - \omega^L} \sum_{r=0}^{L-1} \sum_{s=0}^{L-1} e^{i\mathbf{x} + \frac{2\pi r}{L}} = \frac{1}{1 - \omega^L} \sum_{s=0}^{L-1} e^{i\mathbf{x} L} \delta^{(L)}(s) = \frac{L}{1 - \omega^L} = \frac{L}{K}.
\]  

where we used that the \( L \)-periodic delta function is given by

\[
\delta^{(L)}(s) = \frac{1}{L} \sum_{r=0}^{L-1} e^{\frac{2\pi ir}{L}}.
\]  

Similarly we obtain the sum needed for 2d electromagnetism in chapter 5.2

Case B:

\[
\sum_{r=0}^{L-1} \frac{1}{kk} := \sum_{r=0}^{L-1} \frac{1}{(1 - e^{i\mathbf{x} + \frac{2\pi r}{L}})(1 - e^{-i\mathbf{x} - \frac{2\pi r}{L}})} = \frac{L^2}{(1 - e^{iLx})(1 - e^{-iLx})} =: \frac{L^2}{K K}.
\]  

Proof:

\[
\sum_{r=0}^{L-1} \frac{1}{kk} = \frac{1}{(1 - \omega^L)(1 - \omega^{-L})} \sum_{r=0}^{L-1} \sum_{s,t} e^{i(s-t)\mathbf{x} + \frac{2\pi t}{L}} \delta^{(L)}(s-t) = \frac{1}{(1 - \omega^L)(1 - \omega^{-L})} \sum_{s,t} e^{i(s-t)\mathbf{x}} L \delta^{(L)}(s - t) = \frac{L^2}{(1 - \omega^L)(1 - \omega^{-L})} = \frac{L^2}{K K}.
\]
The sums for 3d gravity are more involved. The two cases we need are

Case C:

\[ \sum_{r_1,r_2,r_3}^{L-1} \frac{\omega_1 \omega_2 \omega_3}{(1 - \omega_1 \omega_2)(1 - \omega_1 \omega_3)(1 - \omega_2 \omega_3)} = \frac{\omega_1^{L} \omega_2^{L} \omega_3^{L}}{(1 - \omega_1^{L} \omega_2^{L})(1 - \omega_1^{L} \omega_3^{L})(1 - \omega_2^{L} \omega_3^{L})} \times \begin{cases} 0 \quad \text{if } L \text{ is even} \\ L^3 \quad \text{if } L \text{ is odd.} \end{cases} \]  

(B.7)

Case D:

\[ \sum_{r_1,r_2,r_3}^{L-1} \frac{\omega_1 \omega_2 \omega_3}{(1 - \omega_1)(1 - \omega_1 \omega_2)(1 - \omega_1 \omega_3)(1 - \omega_2 \omega_3)} = \frac{\omega_1^{L} \omega_2^{L} \omega_3^{L}}{(1 - \omega_1^{L} \omega_2^{L})(1 - \omega_1^{L} \omega_3^{L})(1 - \omega_2^{L} \omega_3^{L})} \times \begin{cases} \frac{L^4}{2} \frac{1 + \omega_2^{L}}{1 - \omega_2^{L}} \quad \text{if } L \text{ is even} \\ \frac{L^4}{2} \frac{1 + \omega_2^{L}}{1 - \omega_2^{L}} + \frac{L^3}{2} \quad \text{if } L \text{ is odd.} \end{cases} \]  

(B.8)

Proof:

Let us first consider the sum over \( r_1 \) for Case C. To this end we write the \( \omega_1 \) dependent part as

\[ \frac{\omega_1}{(1 - \omega_1 \omega_2)(1 - \omega_1 \omega_3)} = \frac{-\omega_2^{-1}}{(1 - \omega_1 \omega_2)(1 - \omega_1 \omega_3)} \quad . \]  

(B.9)

Using again the rewriting of these terms into a geometric series we arrive at

\[ \sum_{r_1=0}^{L-1} \frac{\omega_1}{(1 - \omega_1 \omega_2)(1 - \omega_1 \omega_3)} = \frac{-\omega_2^{-1}}{(1 - \omega_1 \omega_2)(1 - \omega_1 \omega_3)} \sum_{s,t=0}^{L-1} \sum_{r_1=0}^{L-1} e^{ix_1(s-t)} \frac{\omega_2^{L}}{L \delta^{L}(s - t)} \frac{\omega_2^{L}}{(1 - \omega_1^{L} \omega_3^{L})} \]  

(B.10)

This leaves us with the following \( \omega_2 \) dependent terms from (B.7) and (B.10)

\[ \frac{\omega_2}{(1 - \omega_2 \omega_3)(1 - \omega_2 \omega_3^{-1})} = \frac{-\omega_3}{(1 - \omega_2 \omega_3)(1 - \omega_2^{-1} \omega_3)} \quad . \]  

(B.11)

A similar calculation as in (B.10) leads to

\[ \sum_{r_2=0}^{L-1} \frac{\omega_2}{(1 - \omega_2 \omega_3)(1 - \omega_2 \omega_3^{-1})} = \frac{-L \omega_3}{(1 - \omega_2 \omega_3^{L})(1 - \omega_2^{L} \omega_3)} \quad . \]  

(B.12)
Now the remaining $\omega_3$ dependent terms from (B.7, B.10) and (B.12) are given by

$$\frac{\omega_3}{(1 - \omega_3^2)} = \frac{1}{(\omega_3^{-1} - \omega_3)} = \frac{1}{(1 - \omega_3)} - \frac{1}{(1 - \omega_3^2)} \quad .$$

(B.13)

From the symmetric form of the second expression in (B.13) one can conclude that the sum over $r_3$ vanishes for even $L$ (as in this case there are $\frac{L}{2}$ terms differing by a minus sign from the other $\frac{L}{2}$ terms). But we will also find this by evaluating separately the two summands in the second line of (B.13). For the first term apply Case A:

$$\sum_{r_3=0}^{L-1} \frac{1}{(1 - \omega_3)} = \frac{L}{(1 - \omega_3^L)} \quad .$$

(B.14)

For the second term we obtain

$$\sum_{r_3=0}^{L-1} \frac{1}{(1 - \omega_3^2)} = \frac{L}{(1 - \omega_3^{2L})} \begin{cases} 0 & \text{if } L \text{ is even} \\ 1 & \text{if } L \text{ is odd,} \end{cases}$$

as for even $L$ there are two solutions to the $L$–periodic delta function $s = 0$ and $s = \frac{L}{2}$.

Summing up the two contributions in (B.14) and (B.14) we obtain

$$\sum_{r_3=0}^{L-1} \frac{\omega_3}{(1 - \omega_3^2)} = \frac{L \omega_3^L}{(1 - \omega_3^{2L})} \begin{cases} 0 & \text{if } L \text{ is even} \\ 1 & \text{if } L \text{ is odd.} \end{cases}$$

(B.16)

We have finally performed all the sums for Case C. Collecting all the results of (B.10, B.12) and (B.16) we indeed arrive at the claim in (B.7).

To tackle Case D it is due to symmetry sufficient to consider the case $\omega_3 = \omega_3$. Hence we can re-use most of the calculations for Case C and just redo the summation over the $\omega_3$–dependent terms. These are now given by

$$\frac{\omega_3}{(1 - \omega_3)(1 - \omega_3^2)} = \frac{1}{(1 - \omega_3)^2} - \frac{1}{(1 - \omega_3)(1 - \omega_3^2)} \quad .$$

(B.17)

For the first term we calculate

$$\sum_{r_3=0}^{L-1} \frac{1}{(1 - \omega_3)^2} = \frac{1}{(1 - \omega_3^L)^2} \sum_{s,t=0}^{L-1} \sum_{r_3=0}^{L-1} \omega_3^{s+t}$$

$$= \frac{L}{(1 - \omega_3^L)^2} \sum_{s,t=0}^{L-1} e^{is_3(s+t)} g(L)(s + t)$$

$$= \frac{L}{(1 - \omega_3^L)^2} \left[ 1 + (L - 1)\omega_3^L \right] \quad ,$$

(B.18)

as there are two kind of solutions to the $L$–periodic delta function: one is $s, t = 0$ and another
$L - 1$ solutions are given by $s + t = L$. The second term gives similarly

$$
\sum_{r_3=0}^{L-1} \frac{1}{(1 - \omega_3)(1 - \omega_3^2)} = \frac{1}{(1 - \omega_3^L)(1 - \omega_3^{2L})} \sum_{r_3=0}^{L-1} \sum_{s,t=0}^{L-1} \omega_3^{s+2t}
$$

$$
= \frac{L}{(1 - \omega_3^L)(1 - \omega_3^{2L})} \sum_{s,t=0}^{L-1} e^{ix_3(s+2t)} \delta(L)(s + 2t)
$$

$$
= \frac{L}{(1 - \omega_3^L)(1 - \omega_3^{2L})} \times \begin{cases} 
1 + \frac{L}{2} \omega_3^L + \frac{L}{2} \omega_3^{2L} & \text{if } L \text{ is even} \\
1 + \frac{L}{2} \omega_3^L + \frac{L}{2} \omega_3^{2L} & \text{if } L \text{ is odd.}
\end{cases}
\quad (B.19)
$$

Again, collecting the results of \(B.10\) and \(B.12\) and \(B.18\) we arrive at the claim \(B.8\) for Case D.
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