An Application of Markov Chain for Predicting Rainfall Data at West Java using Data Mining Approach
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Abstract. Markov chain model is a stochastic process to determine the transition probability of a state space based on a previous state. We can use a stationary distribution of first order-Markov chain model to determine the long term probability rainfall phenomena. A rainfall data in West Java area has a big data because we can have a large rainfall data from many cities and regencies both of in spatial and time series observations. Furthermore, in this paper, we demonstrate an application of Markov chain using a Data Mining approach to get the knowledge as a pattern for description and prediction the monthly rainfall data in wet seasons December-January-February (DJF) using Knowledge Discovery in Database (KDD) method through pre-processing, data mining process and post-processing. We simulate the monthly rainfall data from the year 1981-2017 using four-state spaces: low (0), medium (1), high (2), and very high (4). The result of Markov chain shows that the probability of occurrence rainfall phenomena for four state spaces are: low (22.62%), medium (24.86%), high (25.46%), and very high is 27.05%. It means that West Java area over the long term condition will have a very high rainfall probability.
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1. Introduction
Java Island is the island with the biggest population in Indonesia and makes various development sectors centers on there. Java is also the largest island affected by climate phenomena compared to other islands in Indonesia, if we predict the rainfall data in unobserved locations, it will be obtained the rainfall data with a pattern similar to observed locations as its neighbor [1]. Rainfall is the height of rainwater that collects in a flat place, not evaporates, not penetrates, and not flow. 1 millimeter of rainfall, which means that in a solid square meter area a flat place is held up to one millimeter of water or can hold one liter or 1000 ml of water [2].

In West Java, rainfall is considered to be one of the major constraints of agriculture plans and policy decisions because of the position of West Java as one of the centers of food based on the production paddy in Karawang Regency. It supports the Sustainable Development Goals to cover social and economic development issues including poverty, hunger, health, global warming, water, etc. Rainfall is the most important part of tropics which influenced the paddy production at West Java. Based on this, it's needed a fairly accurate prediction method especially for West Java Province's rainfall because West Java is one of the regions with the largest agricultural sector [3].

The amount of rainfall that occurs at this time could have been influenced by the amount of rainfall one time before, and the amount of rainfall in the future can be affected by the current rainfall, etc. This phenomenon is a real-life example of the Markov chain event which is a method for modeling in
stochastic processes [4]. Markov chain model used to assist in estimating the changes that may occur in
the future, where the changes are represented in dynamic variables at certain times. The Markov chain
was first coined by Andrey Andreyev Markov (1856-1922)[5]. A stochastic process is said to include
the Markov chain if it fulfills the properties of Markov (Markovian property). The properties of Markov
stated that the probability of a future event, with known past events and present events, is not dependent
on past events and only depends on the present events [4, 6].

The Markov chain is generally classified into two, namely the Markov chain with discrete parameter
index and the Markov chain with continuous parameter index. The Markov chain is said to be a discrete
parameter index if the shift state occurs with a fixed discrete time interval. Whereas, the Markov chain
is said to be a continuous parameter index if the shift state occurs with a continuous time interval [7].
Rainfall data is a time series data that indicates the movement of state in a fixed discrete time interval.
Rainfall prediction in the future is needed to anticipate prevention if high rainfall intensity will occur
for a long time. Besides that, it indicates that we need to consider the other phenomena can make a
significant contribution to increasing the rainfall intensity [8]. Furthermore, in this paper was conducted
an analysis of a large database of rainfall data from 27 district/cities using the stationary distribution of
the Markov chain and then used to predict rainfall in West Java based on Data Mining approach using
KDD method.

2. Method

2.1. Stochastic Processes

A stochastic process \( \{X(t), t \in T\} \) is a collection of random variables. That is, for each \( t \) in the
index set \( T, X(t) \) is a random variable. If the time parameter \( T \) is a countable set \( T = \{0,1,2,...\} \), the process
\( \{X(n), n = 0,1,2,...\} \) is called a discrete-time stochastic process, and if \( T \) is a continuum, the process
\( \{X(t), t \geq 0\} \) is called a continuous stochastic process. For a stochastic process \( \{X(t), t \in T\} \), a set of
all values of \( X(t) \) is called a state space [9, 10].

2.2. Basic Concept of Markov Chains

A Russian mathematician, Markov, introduced the concept of a process in which a sequence or chain of
discrete states in time for which the probability of transition from one state to any given state in the next
step in the chain depends on the condition during the previous step [11]. A first order Markov chain is
a stochastic process having the property that probability for future events depends only on the present
event, in other words:

\[
Pr(X_{n+1} = x | X_1 = x_1, X_2 = x_2, ..., X_n = x_n) = Pr(X_{n+1} = x | X_n = x_n)
\] (1)

For all states \( x_1, x_2, ..., x_n \) and all \( n \geq 0 \) such a stochastic process is known as a Markov chain [7, 12].

2.3. Discrete Time of Markov Chain

Suppose \( \{X(n), n = 0,1,2,...\} \) is stochastic process with discrete parameter index and state space \( i = 0,1,2,... \) unless otherwise specified. If

\[
P\{X(n+1) = j | X(0) = i_0, X(1) = i_1, ..., X(n-1) = i_{n-1}, X(n) = n\} = P\{X(n+1) = j | X(n) = 1\} = p_{ij}
\] (2)

for all \( i_0, i_1, ..., i_{n-1}, i, j \) and \( n \), then the process is called a discrete-time Markov chain, and \( p_{ij} \) is called
a transition probability. The value \( p_{ij} \) is called a (stationary) transition probability, it represents the
probability that the process will, when in state \( i \), next make a transition into state \( j \). The transition
between the states is described by the transition probability matrix, defined as:

\[
P = (p_{ij}) = \begin{pmatrix}
p_{00} & p_{01} & p_{02} & \cdots \\
p_{10} & p_{11} & p_{12} & \cdots \\
p_{20} & p_{21} & p_{22} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\] (3)
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Since probabilities are non-negative and since the process must make a transition into some state, we have that \( p_{ij} \geq 0, i, j \geq 0 \) and \( \sum_{j=0}^{\infty} p_{ij} = 1, i, j = 0, 1, 2, ... \) [7, 13].

2.4. The n-step Transition Matrix

The one step transition probabilities \( P_{ij} \) is already defined. Now define the n-step transition probabilities \( P_{ij}^n \) to be the probability that a process in state \( i \) will be in state \( j \) after \( n \) additional transitions. Let \( A \) be an event. A convenient notation is \( P_i(A) = P(A|X_0 = i) \). For example

\[
P_i(X_1 = j) = p_{ij}.
\]

Given the initial distribution \( \lambda \), let us treat it as row vector. Then

\[
P(X_1 = j) = \sum_{i \in \Omega} \lambda_i P_i(X_1 = j) = \sum_{i \in \Omega} \lambda_i p_{ij}.
\]

Similarly,

\[
P(X_2 = j) = \sum_{i \in \Omega} P_i(X_1 = k, X_2 = j) = \sum_{i \in \Omega} p_{ik} P_{kj} = (P^2)_{ij}
\]

Thus, \( P(X_n = j) = (\delta_i P^n)_j = (P^n)_{ij} = p_{ij}^{(n)} \)

Continuing in this way,

\[
P(X_n = j) = \sum_{i_0, ..., i_{n-1} \in \Omega} \lambda_{i_0} p_{i_0 i_1} ... p_{i_{n-1} j} = (\lambda P^n)_j.
\]

Thus, \( P^{(n)} = (p_{ij}^{(n)}) \), the n-step transition matrix, is simply \( P^n \).

Also, for all \( i, j \) and \( n, m \geq 0 \), the (obvious) Chapman-Kolmogorov equations hold:

\[
P_{ij}^{(n+m)} = \sum_{k \in \Omega} P_{ik}^{(n)} P_{kj}^{(m)}
\]

Named for their independent formulation by Chapman, and Kolmogorov (1903-1987) [7].

The Chapman-Kolmogorov equation asserts that

\[
p^{(n+m)} = p^{(n)} \cdot p^{(m)}
\]

where the dot product represents matrix multiplication. Hence, in particular

\[
p^{(2)} = p^{(1+1)} = p^2
\]

and by induction

\[
p^{(n)} = p^{(n+1-1)} = p^{n-1} \cdot p = p^n
\]

That is, the n-step transition matrix may be obtained by multiplying the matrix \( p \) by itself \( n \) times [12, 14].

2.5. Stationary Distribution of Markov Chain

There exist a limiting probability that the process will be in state \( j \) after a large number of transitions, and this value is independent of the initial state. In other words, \( p_{ij}^n \) is converging to some value (as \( n \to \infty \)) which is the same for all \( i \). Theorem. If an irreducible Markov chain is positive recurrent and aperiodic, there exists the limiting probability
\[ \lim_{n \to \infty} p^n_{ij} = \pi_j > 0 \text{ where } (i, j = 0, 1, 2 \ldots) \] (14)

Which is independent of the initial state \( i \), where \((\pi_j, j = 0, 1, 2, \ldots)\) is a unique and positive solution to

\[ \pi_j = \sum_{i=0}^{\infty} \pi_i p_{ij} \text{ where } (j = 0, 1, 2, \ldots) \] (15)

\[ \sum_{j=0}^{\infty} \pi_j = 1 \] (16)

and it is called a stationary distribution for a Markov chain [10].

2.6. Markov Chain Model for Monthly Rainfall Data

Chain-dependent models treat the occurrence and intensity of daily rainfall events separately [15]. The term “chain dependence” reflects the statistical structure of the occurrence sequence. The monthly rainfall model based on a Markov chain can used to determine rainfall occurrence (i.e., the high or low rainfall conditions) based on transition probabilities [16]. The transition probabilities, estimated from the historic measurements, represent the probabilities of high to high, high to low, low to high, and low to low. If the next day the rainfall is high, then the rainfall intensity is given as a random variable following a probability density function.

The daily rainfall model based on the Markov chain can be explained as follows. First, define \( X_t \) as the high and low rainfall condition at the \( t \)-th day. That is,

\[ X_t = 0, \quad \text{if } t \text{ day rainfall is high} \]
\[ X_t = 1, \quad \text{if } t \text{ day rainfall is low} \]

Assuming that the occurrence probability of rainfall at present is dependent on the condition of the previous day, then \( X_t \) follows the first-order Markov chain, and then the transition probability of daily rainfall can be divided into the following four cases:

\[ P[X_t = 1 \mid X_{t-1} = 0] = p_{01} \]
\[ P[X_t = 1 \mid X_{t-1} = 0] = p_{11} \]
\[ P[X_t = 0 \mid X_{t-1} = 1] = p_{00} \]
\[ P[X_t = 0 \mid X_{t-1} = 1] = p_{10} \]

The above equations express the conditional probabilities of wet or dry on day \( t \) depending on the condition of wet or dry on day \( t - 1 \). Therefore \( p_{00} = 1 - p_{01} \) and \( p_{11} = 1 - p_{10} \). Also, these four probabilities constitute a transition probability matrix:

\[ P = \begin{pmatrix} p_{00} & p_{01} \\ p_{10} & p_{11} \end{pmatrix} \] (17)

To derive the number of wet days, we first need to define the \( n \)-step transition probabilities:

\[ p^n = \begin{pmatrix} p_{00} & p_{01} \\ p_{10} & p_{11} \end{pmatrix}^n \] (18)

The \( n \)-step transition probabilities converge to certain probabilities as \( n \) increases:

\[ \lim_{n \to \infty} p^n = \lim_{n \to \infty} \begin{pmatrix} p_{00} & p_{01} \\ p_{10} & p_{11} \end{pmatrix}^n = \begin{pmatrix} \pi_0 & \pi_1 \\ \pi_0 & \pi_1 \end{pmatrix} \] (19)

These probabilities \( \pi_0 \) and \( \pi_1 \) are represent the mean occurrence probabilities of high and low rainfall conditions. These are called the stationary probabilities [16, 17].
2.7. Data Mining and Knowledge Discovery in Database

Data mining is the process of discovering interesting patterns and knowledge from large amounts of data. The data sources can include databases, data warehouses, the web, other information repositories, or data that are streamed into the system dynamically. As a knowledge discovery process, it typically involves data cleaning, data integration, data selection, data transformation, pattern discovery, pattern evaluation, and knowledge presentation [18]. Data mining also known as knowledge discovery (mining) in databases (KDD), knowledge extraction, data/pattern analysis, data archeology, data dredging, information harvesting, business intelligence, etc.

![Figure 1. Knowledge Discovery in Database (KDD) Process](image)

The Figure 1. above is a view from typical database systems and data warehousing communities. Data mining plays an essential role in the knowledge discovery process. Data mining has many successful applications, such as business intelligence, Web search, bioinformatics, health informatics, finance, digital libraries, and digital governments [18].

2.8. Data Mining for Rainfall Data in West Java

In this research we use the Climate Hazards Group InfraRed Precipitation with Station (CHIRPS) data of rainfall from LAPAN Bandung. CHIRPS is a big data, because it a 30+ year quasi-global rainfall dataset. Spanning 50°S-50°N (and all longitudes), starting in 1981 to near-present. In this research we use a CHIPS data from the year 1981 until 2017. The procedure of Data Mining approach for CHIRPS data is shown as following:

- Data pre-processing is a data mining technique that involves transforming raw data into an understandable format [17]. Raw data is highly susceptible to noise, missing values, and inconsistency. The quality of data affects the mining results. In order to help improve the quality of data and consequently of the mining results, raw data is pre-processed so as to improve the efficiency and ease of the mining process. Data pre-processing methods are divided into four categories that is data cleaning, data integration, data transformation, and data reduction [19].

- In this research, rainfall data in West Java as a big data is a space-time data that consist of 432 monthly observation, in which 36 years during 1981-2017 in 27 district and city. Data size $432 \times 27$ is then carried out using the data cleaning method. Cleaning method is to fill the empty value of the data and to ignore the noisy data and to correct the inconsistencies data. Cleaning method is used by selecting data based on wet months, namely December, January and February (DJF) for each year which began in December 1981 to February 2017 so that the data size become more understandable and easier to process with data size $108 \times 27$. 
The data mining process using the Markov chain method starts with defining $K$ state spaces, determine transition frequency matrix with an order of $K \times K$, determine the transition probability matrix, determine the stationary distribution, calculate the long-term proportion of the Markov chain, description and prediction.

Post-processing component can be categorized into the following groups that is knowledge filtering, interpretation and explanation, evaluation, and knowledge integration [20]. In the case of application of Markov chain for predicting rainfall data in West Java using data mining approach, the knowledge results are to determine the long-term probabilities for rainfall in West Java using the Markov chain method.

3. Results
The process of this research in principle is divided into four parts, namely collecting data, data mining processes, processing data using Markov chains method, and analysis results. The flow of this research is as described in the following flowchart.

![Flowchart of Markov Process using Rainfall Data in 4 State Spaces](image)

Rainfall in a location are generally unpredicted, rainfall data can be daily, weekly, monthly, or yearly. The data that will be used in this research is rainfall data in 27 districts/cities in West Java Province on wet months of December, January, and February calculated from December 1981 to February 2017.

| No. | City/District  | Latitude | Longitude | Dec-81 | Jan-82 | … | Feb-17 |
|-----|----------------|----------|-----------|--------|--------|----|--------|
| 1   | Dist. Bandung  | -7.12    | 107.57    | 317    | 323    | … | 325    |
| No | Dist.          | Latitude | Longitude | Rainfall Value | Range | ... |
|----|---------------|----------|-----------|----------------|-------|-----|
| 2  | Dist. Bandung Barat | -6.87    | 107.41    | 305            | 231   | ... |
| 3  | Dist. Bekasi   | -6.23    | 107.15    | 291            | 403   | ... |
| 4  | Dist. Bogor    | -6.58    | 106.88    | 408            | 394   | ... |
| 5  | Dist. Ciamis   | -7.22    | 108.39    | 552            | 588   | ... |
| 6  | Dist. Cianjur  | -6.81    | 107.13    | 373            | 315   | ... |
| 7  | Dist. Cirebon  | -6.77    | 108.51    | 336            | 647   | ... |
| 8  | Dist. Garut    | -7.39    | 107.77    | 361            | 347   | ... |
| 9  | Dist. Indramayu| -6.45    | 108.16    | 232            | 404   | ... |
| 10 | Dist. Karawang | -6.29    | 107.41    | 298            | 367   | ... |
| 11 | Dist. Kuningan| -6.98    | 108.50    | 416            | 574   | ... |
| 12 | Dist. Majalengka| -6.86   | 108.22    | 482            | 535   | ... |
| 13 | Dist. Pangandaran| -7.61  | 108.50    | 344            | 361   | ... |
| 14 | Dist. Purwakarta| -6.60   | 107.47    | 477            | 318   | ... |
| 15 | Dist. Subang   | -6.56    | 107.1    | 444            | 390   | ... |
| 16 | Dist. Sukabumi | -6.85    | 106.96    | 528            | 326   | ... |
| 17 | Dist. Sumedang | -6.82    | 107.99    | 351            | 478   | ... |
| 18 | Dist. Tasikmalaya| -7.54   | 108.14    | 408            | 412   | ... |
| 19 | Bandung City   | -6.92    | 107.62    | 171            | 220   | ... |
| 20 | Banjar City    | -7.37    | 108.53    | 412            | 612   | ... |
| 21 | Bekasi City    | -6.27    | 106.97    | 309            | 435   | ... |
| 22 | Bogor City     | -6.59    | 106.80    | 411            | 357   | ... |
| 23 | Cimahi City    | -6.88    | 107.54    | 227            | 178   | ... |
| 24 | Cirebon City   | -6.73    | 108.56    | 360            | 608   | ... |
| 25 | Depok City     | -6.39    | 106.80    | 343            | 415   | ... |
| 26 | Sukabumi City  | -6.93    | 106.93    | 377            | 309   | ... |
| 27 | Tasikmalaya City| -7.35   | 108.23    | 466            | 474   | ... |
| 28 | West Java Average| -7.50   | 108.48    | 200            | 260   | ... |

To show that the data is normally distributed, shown on the histogram and QQ plot in the following figure:

![Figure 3. Histogram of Rainfall Data in West Java](image1)

![Figure 4. Normal Q-Q Plot of Rainfall Data in West Java](image2)

The Figure 3 above shows that the results of data cleaning for the average West Java are normally distributed which is characterized by a bell-shaped normal distribution curve that is quite symmetrical. As for Figure 4, we see the point is match up along a straight diagonal line which shows that the quantiles match and normally distributed [21]. The simulation steps using the Markov chain model are as follows [10]:

- Defining $K$ state spaces.
- Rainfall data is divided in 4 states, i.e. a low rainfall (0), medium (1), high (2), and very high (3). Rainfall is categorized as low (0) if the rainfall value $\leq$ lower quartile, categorized as medium (1) if the lower quartile $<$ rainfall value $<$ middle quartile, categorized as high (2) if
the middle quartile < rainfall value < upper quartile, and categorized very high (3) if the rainfall value ≥ upper quartile.

- Determine a matrix with an order of \( K \times K \), with the initial state as a row and the final state as a column, then specify the number of displacements for each state.

**Table 2.** Frequency of Transition Rainfall 4 State Spaces in West Java

| No. | City/District       | Transition state \( i \) to \( j \), \( i = 0,1,2,3 \) and \( j = 0,1,2,3 \) |
|-----|---------------------|-----------------------------------------------|
|     |                     | 00   | 01   | 02   | 03   | 10   | 11   | 12   | 13   | 20   | 21   | 22   | 23   | 30   | 31   | 32   | 33   |
| 1   | Dist. Bandung       | 7    | 5    | 7    | 8    | 4    | 6    | 8    | 7    | 10   | 5    | 7    | 5    | 6    | 9    | 5    | 7    |
| 2   | Dist. Bandung Barat | 4    | 5    | 8    | 9    | 7    | 5    | 9    | 6    | 9    | 8    | 5    | 7    | 9    | 4    | 7    |     |
| 3   | Dist. Bekasi        | 5    | 6    | 6    | 10   | 10   | 5    | 3    | 9    | 6    | 8    | 8    | 5    | 6    | 8    | 9    | 3    |
| 4   | Dist. Bogor         | 7    | 5    | 5    | 10   | 8    | 7    | 7    | 5    | 6    | 8    | 5    | 8    | 6    | 7    | 9    | 4    |
| 5   | Dist. Ciamis        | 6    | 5    | 8    | 8    | 8    | 6    | 5    | 7    | 9    | 7    | 7    | 4    | 4    | 9    | 7    | 7    |
| 6   | Dist. Cianjur       | 4    | 8    | 7    | 8    | 8    | 3    | 8    | 7    | 10   | 8    | 4    | 5    | 5    | 8    | 7    | 7    |
| 7   | Dist. Cirebon       | 4    | 9    | 6    | 8    | 8    | 3    | 8    | 7    | 10   | 5    | 5    | 7    | 4    | 10   | 8    | 5    |
| 8   | Dist. Garut         | 4    | 5    | 11   | 6    | 8    | 7    | 4    | 8    | 7    | 7    | 7    | 6    | 8    | 8    | 4    | 7    |
| 9   | Dist. Indramayu     | 6    | 8    | 2    | 11   | 5    | 4    | 11   | 7    | 10   | 7    | 5    | 4    | 10   | 5    | 8    | 9    |
| 10  | Dist. Karawang      | 5    | 4    | 10   | 8    | 7    | 6    | 5    | 9    | 7    | 9    | 5    | 6    | 8    | 8    | 6    | 4    |
| 11  | Dist. Kuningan      | 7    | 6    | 6    | 8    | 6    | 3    | 9    | 8    | 8    | 9    | 7    | 3    | 6    | 8    | 5    | 8    |
| 12  | Dist. Majalengka    | 8    | 3    | 8    | 8    | 9    | 5    | 4    | 8    | 5    | 9    | 7    | 6    | 5    | 10   | 7    | 5    |
| 13  | Dist. Pangandaran   | 5    | 7    | 5    | 10   | 9    | 9    | 5    | 4    | 7    | 6    | 8    | 5    | 6    | 5    | 9    | 7    |
| 14  | Dist. Purwakarta    | 5    | 4    | 8    | 10   | 9    | 5    | 7    | 5    | 6    | 9    | 7    | 5    | 9    | 7    | 5    | 6    |
| 15  | Dist. Subang        | 6    | 4    | 8    | 9    | 11   | 2    | 7    | 6    | 5    | 9    | 7    | 6    | 5    | 12   | 4    | 6    |
| 16  | Dist. Sukabumi      | 6    | 6    | 7    | 8    | 4    | 7    | 8    | 10   | 7    | 6    | 3    | 7    | 7    | 6    | 7    | 6    |
| 17  | Dist. Sun medan     | 5    | 5    | 7    | 10   | 11   | 2    | 5    | 8    | 5    | 10   | 9    | 3    | 6    | 9    | 6    | 6    |
| 18  | Dist. Tasikmalaya   | 4    | 4    | 10   | 9    | 11   | 8    | 2    | 5    | 6    | 8    | 7    | 6    | 6    | 7    | 8    | 6    |
| 19  | Bandung City        | 3    | 3    | 12   | 8    | 10   | 4    | 4    | 9    | 11   | 7    | 4    | 5    | 2    | 13   | 7    | 5    |
| 20  | Banjar City         | 5    | 4    | 8    | 10   | 12   | 6    | 4    | 5    | 5    | 10   | 5    | 6    | 5    | 7    | 9    | 6    |
| 21  | Bekasi City         | 5    | 7    | 7    | 8    | 9    | 4    | 4    | 10   | 9    | 4    | 7    | 4    | 12   | 8    | 2    |     |
| 22  | Bogor City          | 5    | 5    | 8    | 9    | 12   | 6    | 4    | 5    | 4    | 5    | 6    | 11   | 6    | 11   | 8    | 2    |
| 23  | Cimahi City         | 3    | 5    | 5    | 13   | 7    | 6    | 6    | 8    | 10   | 5    | 8    | 4    | 7    | 11   | 7    | 2    |
| 24  | Cirebon City        | 5    | 8    | 7    | 7    | 7    | 3    | 7    | 9    | 11   | 4    | 8    | 4    | 4    | 11   | 5    | 7    |
| 25  | Depok City          | 5    | 8    | 6    | 8    | 6    | 5    | 8    | 9    | 4    | 6    | 7    | 7    | 10   | 6    | 4    |     |
| 26  | Sukabumi City       | 5    | 1    | 10   | 11   | 8    | 7    | 6    | 5    | 9    | 11   | 3    | 4    | 5    | 8    | 7    | 7    |
| 27  | Tasikmalaya City    | 6    | 5    | 7    | 9    | 10   | 4    | 6    | 6    | 7    | 11   | 5    | 4    | 4    | 7    | 9    | 7    |
| 28  | West Java Average   | 17   | 5    | 5    | 0    | 5    | 12   | 7    | 3    | 4    | 8    | 8    | 7    | 0    | 2    | 7    | 17   |

- The transition frequency matrix in the previous step is used to determine the transition probability matrix by dividing each transition value with the number in each row (relative frequency). Transition probability matrix 4 space state for rainfall average in West Java

\[
P_{\text{West Java Average}} = \begin{bmatrix} 0.629626963 & 0.185185185 & 0.185185185 & 0 \\ 0.185185185 & 0.4 & 0.259259259 & 0.1 \\ 0.148148148 & 0.296296296 & 0.296296296 & 0.259259259 \\ 0 & 0.076923077 & 0.269230769 & 0.653846154 \end{bmatrix}
\]

The transition diagram for rainfall average in West Java with 4 state spaces as follows:
Figure 5. Transition Diagram of Rainfall Average in West Java with 4 State Spaces

- Calculate the long-term proportion of the Markov chain with the $K$ state denoted by $\pi_k$ using equation (15).

Next, with $K = 4$, then $\pi_0, \pi_1, \pi_2$ and $\pi_3$ are the long-term proportions for state 0, 1, 2 and 3. The following results of the stationary distribution in percentages are presented in Table 3

| No. | City/District       | Stationary Distribution (%) | Low (0) | Quite Low (1) | Medium (2) | High (3) |
|-----|---------------------|-----------------------------|---------|---------------|------------|----------|
| 1   | Dist. Bandung       |                             | 25.76   | 24.81         | 25.76      | 25.76    |
| 2   | Dist. Bandung Barat |                             | 25.09   | 25.17         | 24.38      | 25.37    |
| 3   | Dist. Bekasi        |                             | 25.24   | 25.24         | 24.34      | 25.18    |
| 4   | Dist. Bogor         |                             | 25.24   | 25.21         | 24.43      | 25.12    |
| 5   | Dist. Ciamis        |                             | 25.37   | 25.13         | 25.18      | 24.32    |
| 6   | Dist. Cianjur       |                             | 25.18   | 25.09         | 24.43      | 25.3     |
| 7   | Dist. Cirebon       |                             | 24.43   | 25.06         | 25.29      | 25.21    |
| 8   | Dist. Garut         |                             | 25.14   | 25.18         | 24.44      | 25.24    |
| 9   | Dist. Indramayu     |                             | 24.47   | 25.21         | 25.29      | 25.03    |
| 10  | Dist. Karawang      |                             | 25.27   | 25.21         | 24.35      | 25.17    |
| 11  | Dist. Kuningan      |                             | 25.23   | 24.3          | 25.23      | 25.23    |
| 12  | Dist. Majalengka    |                             | 25.38   | 25.09         | 24.22      | 25.31    |
| 13  | Dist. Pangandaran   |                             | 25.28   | 25.29         | 25.2       | 24.24    |
| 14  | Dist. Purwakarta    |                             | 25.3    | 25.11         | 25.31      | 24.28    |
| 15  | Dist. Subang        |                             | 25.41   | 25.02         | 24.31      | 25.26    |
| 16  | Dist. Sukabumi      |                             | 25.35   | 25.24         | 25.25      | 24.17    |
| 17  | Dist. Sumedang      |                             | 25.23   | 24.3          | 25.23      | 25.23    |
| 18  | Dist. Tasikmalaya   |                             | 25.41   | 25.25         | 25.05      | 24.29    |
| 19  | Bandung City        |                             | 24.3    | 25.23         | 25.23      | 25.23    |
| 20  | Banjar City         |                             | 25.23   | 25.23         | 24.3       | 25.23    |
| 21  | Bekasi City         |                             | 25.11   | 25.47         | 24.31      | 25.11    |
| 22  | Bogor City          |                             | 25.23   | 25.23         | 24.3       | 25.23    |
| 23  | Cimahi City         |                             | 25.02   | 25.29         | 24.21      | 25.48    |
| 24  | Cirebon City        |                             | 25.23   | 24.3          | 25.23      | 25.23    |
| 25  | Depok City          |                             | 25.23   | 25.23         | 24.3       | 25.23    |
| 26  | Sukabumi City       |                             | 25.21   | 25.12         | 24.4       | 25.27    |
| 27  | Tasikmalaya City    |                             | 25.43   | 25.12         | 25.15      | 24.3     |
| 28  | West Java Average   |                             | 22.62   | 24.86         | 25.46      | 27.05    |

- Description and prediction.

Based on the Markov chain stationary distribution, the probability of changes in rainfall from low phenomena is 22.62%, medium is 24.86%, high is 25.46%, and very high is 27.05%. This result indicates that in the long term, the phenomena of monthly rainfall data in West Java area has a tendency to be change is still high with probability 0.27. It is still quite large compared to other state spaces low, medium, and high. The result can be given as a recommendation for a
related institutions such as LAPAN and BMKG. Furthermore, the institutions can announce a special attention to inform the situation of rainfall phenomena to society.
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