Low-cost laser detection system with a 360-deg horizontal field of view
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Abstract. A low-cost laser detection system based on coherence detection has been developed and is able to detect weak, continuous laser sources even against bright background light. The system is composed of a Mach–Zehnder interferometer with one arm modified with a piezo-mounted mirror to modulate the path length. We introduce methods to determine the laser wavelength and to extend the horizontal field of view of the detector. To widen the field of view, a cone mirror is added to the system while the additional use of a camera allows the direction of the incoming laser beam to be studied. The wavelength from three different lasers is estimated with the use of the modulation amplitude of the piezo mirror. The preliminary results demonstrate that a 360-deg horizontal field of view can be achieved and that the direction of the laser beam can be determined with an estimated angular precision of ±5 deg. Moreover, the wavelength can be determined with a precision of ±10 nm. The system trades sensitivity for a larger field of view with the resultant detection sensitivity equal to 70 nW (or 1 μW · cm⁻²) at 635 nm.
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1 Introduction

With the creation and the development of lasers in the early 1960s, the question of how to detect this technology has naturally followed. In the military, this question has raised particular interest since lasers have been used for decades for targeting, range finding, designation, and missile control.1 Laser warning receivers (LWRs) have been developed to identify the nature of the laser threats as well as the direction of irradiation. Most LWRs are effective at detecting high-energy laser pulses but they are less effective at detecting low-power lasers such as those used with laser beam riders or continuous wave (CW) lasers. The last decade has seen the rise of a requirement to detect CW lasers in both military and nonmilitary scenarios.2 Our detection system is thus focused on the detection of CW lasers and requires a wide field of view, as it will allow a better coverage on the battlefield. Determining the wavelength would also be an advantage so as to identify the type of the threat.

Typically, LWRs are composed of three units: an optical unit, a detection unit, and a processing unit.3 The field of view of an LWR depends on the composition of the optical and/or detection unit but can be extended with additional optical components. For example, imaging laser detection systems (ILDS) are usually composed of a fish-eye lens and CCD or CMOS camera devices4 and can reach 180-deg of field of view. Oftentimes, several ILDS units need to be combined together to reach a 360-deg full azimuthal coverage.5 However, this is not a cost-effective system. Interferometer-based detection systems are another type of LWR that make use of coherence detection, their field of view will be restricted by the size of the interferometer aperture and the optical path of the system. A static Michelson interferometer associated with an optical antenna has demonstrated a 45-deg horizontal coverage6 while a Fabry–Perot-based LWR has already achieved a horizontal field of view of 160 deg.7 Sometimes, the field of view...
needs to be reduced to 120 deg in order to increase sensitivity in the system. Diffraction gratings can also be used as part of detection systems, and typically rely on the use of a CCD camera. In 2014, a fish-eye lens was combined with a sinusoidal amplitude grating and the system was able to achieve a 160-deg field of view.

Among all those LWRs, interferometer-based systems and diffraction grating-based systems are the most reliable at determining the wavelength. However, they are mostly working with pulsed lasers, their field of view is limited, and/or they are complex and expensive.

The laser detection system used for this work is composed of a modified Mach–Zehnder interferometer (MZI) and a balanced detector. It is able to detect weak, continuous laser sources against bright broadband backgrounds. In this paper, we expand on the application and practicality of this system. The determination of the input laser wavelength has been investigated. Furthermore, the field of view of the previous system has been measured and is equal to ±3 deg, this value being due to the detector size (3-mm long) and the optical path of the system (7.5 cm). The aim of this work is to expand the field of view thereby making the device more practical. In addition to the field of view, the incoming beam direction has been studied as it is essential to determine the origin of the threats.

2 Configuration of the Laser Detection System—Coherence Modulation

2.1 Principle of the Original System

Unlike conventional laser detection systems based on the detection of enhanced brightness, the laser detection system presented here works by detecting light sources that have a significant coherence length. For this to work, the path difference between the two Mach–Zehnder arms is required to be longer than the coherence length of the background light, which is the case with a difference of few micrometers in length—determined by the spectral width detected by the system. A piezo-mounted mirror replaces one of the two reflective mirrors of the original MZI to modulate the path length in one arm. Thus, the path difference combined with the modulating element causes the output signal to be modulated at a known frequency only if the input light has a longer coherence length than the path difference. In other words, detecting a modulating signal will indicate the presence of laser light in the system.

The detection part is composed of two balanced photodiodes at the outputs of the interferometer and a data acquisition unit (USB-6341 Multifunction I/O Device) used to digitize and send the data to a computer. A schematic representation of the detection system is shown in Fig. 1. The plano-convex lens (focal length $f = 7.5$ cm, aperture size $= 2.5$ cm) helps to focus the laser beam on the two photodetectors. The beam splitters and the mirrors are 1-cm long.

![Fig. 1 Configuration of the Mach–Zehnder laser detection system.](image-url)
The total optical path length from the focusing lens to the photodetectors is equal to 7.5 cm and this limits the field of view. The photodiodes are Si type and have a wavelength detection range from 350 to 1100 nm. For this experiment, we typically used a 635-nm laser diode, the piezo mirror was modulated at a frequency of 1.2 kHz and at an amplitude of 2.5 V.

To detect modulating signals at the output, the voltage from a transimpedance amplifier was sampled and a Fourier transform analysis is made: peaks in the Fourier transform at the modulation frequency (and its harmonics) are evidence of coherent input. A rolling average spectrum was generated by summing consecutive frequency spectra. The graph in Fig. 2 gives an example of a signal modulated at 1200 Hz detected by the two balanced photodiodes and the Fourier transform applied to the signal where the second and third harmonics are visible.

2.2 Laser Detection Theory

This theory is a more complete and explanatory version of the theory that was presented in previous work. For an MZI with a path length modulated with a sinusoid of frequency $f_m$, the intensity modulation at the output port is given by

$$I_d = \frac{1}{T} \left( E(1 - R(\lambda))R(\lambda)\gamma \right)^2 \left[ 1 + \cos(k(\Delta L(t))) \right]. \quad (1)$$

where $R(\lambda)$ is a wavelength-dependent reflectivity for the beamsplitters, $E$ is the light field amplitude, $\gamma$ is a factor representing reflection loss, $T$ is the sampling time, $k = 2\pi/\lambda$, and $\Delta L$ is the path length difference between the length of the two arms $L_1$ and $L_2$.

$$\Delta L(t) = L_1 - L_2(0) - v_m p \sqrt{2} \sin(2\pi f_m t) - v_{off} p \sqrt{2}, \quad (2)$$

where $v_m$ is the voltage modulation amplitude, $v_{off}$ is a dc offset voltage applied to the mirror, and $p$ is the response of the piezo in $\mu$m/V. Combining constant terms into a factor $C$, the detector intensity can be written as

$$I_d = \frac{1}{T} \left( E(1 - R(\lambda))R(\lambda)\gamma \right)^2 \left[ 1 + \cos(k(v_m p \sqrt{2} \sin(2\pi f_m t) + C)) \right]. \quad (3)$$

Fig. 2 (a) Example of an output CW signal modulated at 1200 Hz received by the balanced photodiodes. (b) Fourier transform of the signal.
The Term $C$ is in fact a slowly varying term which also accounts for drift of the interferometer and thus affects the phase of the cosine term ($kC$) producing a sinusoid as it varies beyond $\pi/2$. We simplify using $I_d(\lambda) = \frac{1}{\lambda} (E(1 - R(\lambda)) R(\lambda))^2$ and $\beta = kv_m$: 

$$I_d = I_0(\lambda)[1 + \cos(\beta \sin(2\pi f_m t) + \beta C)].$$

(4)

Using the trigonometric identity $\cos(A + B) = \cos(A) \cos(B) - \sin(A) \sin(B)$, we express this as a combination of sine and cosine contributions

$$I_d = I_0(\lambda)[1 + a(\cos(\beta \sin(2\pi f_m t))) + \sqrt{1 - a^2} \sin(\beta \sin(2\pi f_m t))],$$

(5)

where $a = \cos(\beta C)$ is effectively a phase-dependent distribution factor. Using the Bessel function identities,

$$\sin(z \sin \theta) = 2\sum_{k=1}^{\infty} (-1)^k J_{2k+1}(z) \sin((2k + 1)\theta),$$

(6)

$$\cos(z \sin \theta) = J_0(z) + 2\sum_{k=1}^{\infty} (-1)^k J_{2k}(z) \sin(2k\theta),$$

(7)

where the functions $J_k$ are Bessel functions of the first kind, we get

$$I_d = I_0(\lambda)[1 + a[I_0(\beta) - 2J_2(\beta) \sin(2\pi ft) + 2J_3(\beta) \sin(2\pi 4ft) + ...]$$

$$+ \sqrt{1 - a^2}(-2J_1(\beta) \sin(2\pi ft) + 2J_3(\beta) \sin(2\pi 3ft) + ...)]$$

(8)

the intensity at the detector can thus be represented in terms of harmonics of the modulation frequency where the odd and even harmonics vary as independent sets but with fixed internal ratios. The effect of slow offset drift can thus adjust the relative power in odd and even frequencies through the factor $a$. This can be actively controlled using a voltage offset on the piezo mirror. Setting $a = 0$ by controlling $V_{\text{off}}$ produces the odd harmonics and removes the “lost” power that goes into the $J_0$ (DC) term.

2.3 Implementation of a Wide Horizontal Field of View

A wide horizontal field of view is achieved using a cone mirror (Edmund Optics). It is composed of a cylindrical base and a cone top; the top has a coating allowing reflection of a good percentage of the light toward the direction perpendicular to the input light, as shown in Fig. 3(a). The cone mirror used in the experiment has a diameter of 1 cm and a total length of 1.5 cm and reflects 90% of the light at 635 nm. A beam reflected from the cone mirror is widely distributed.

Fig. 3 (a) Reflection principle of the cone mirror. (b) Example of a beam reflected by the cone mirror.
in an arc, as can be seen in Fig. 3(b). The arc length depends slightly on the incident angle, and the incident angle can only vary by few degrees to get the best reflection from the cone mirror.

In this work, the previous detection system composed of two photodiodes has been modified: one of the outputs is used to measure the intensity of the modulating signal via one photodiode while the second output is used to determine the direction of the beam via a camera. Both functions can be performed at the same time. This will have an effect on the sensitivity, which is reduced without the benefit of a balanced detector system.

The cone mirror is positioned to direct light into the interferometer and the system with the cone mirror is aligned vertically as shown in Fig. 4. The camera is looking through the interferometer from one of the output ports and is focused on the cone mirror. To show the effectiveness of this approach, a laser was directed into the system at various angles spaced by 45 deg. The 0-deg angle was set as illustrated in the figure. The amplitude of the first harmonic and a camera image were recorded for each angle (0 deg, 45 deg, 90 deg, 135 deg, 180 deg, 225 deg, 270 deg, and 315 deg).

3 Experimental Results

3.1 Determination of the Direction of Irradiation

Captured images of the cone mirror when the laser is shone at 0 deg and 225 deg are presented in Fig. 5. As can be observed on the captures, the beam is visible on the surface of the cone mirror and the direction of the laser input can be inferred from its relative angular position. It should be noted that the laser spots on the cone mirror are not similar to each other for different angles, which is due to the experimental method: the laser was positioned manually around the cone mirror, which creates a possibility of misalignment on the laser–cone mirror vertical plane. This would then cause a different incident angle on the cone mirror and thus create a difference in the light reflected by the cone mirror. There is possibly also a misalignment of the cone mirror axis with the interferometer axis.

While the first output of the interferometer is capturing the cone mirror images, the second output is simultaneously measuring the amplitude of the first harmonic of the signal. The results can be seen in Fig. 6, where both the amplitude of the first harmonic and the capture of the cone mirror are combined for each angle. In the graph, the radial distance represents the amplitude of the first harmonic. These results show that the first harmonic is measured for every laser input angle. Thus, it validates that the laser is detected as a modulating input at every given angle.
Moreover, the measured amplitudes of the fundamental frequency proved to be high, implying that weak signals could still be detected. Sensitivity measurements with and without the cone mirror have been studied and are shown and discussed in Sec. 3.3. Finally, the captures shown in Fig. 6 also demonstrate that the direction of the laser beam can be determined from the camera at every angle. However, the capture of the cone mirror at 315 deg shows a deformed beam reflection, which would impact the accuracy in the determination of the irradiation direction. Nevertheless, if the center of mass of the beam is calculated for each capture, a better accuracy of the direction can be worked out. Thus, an estimated angular accuracy of ±5 deg in the direction of the laser can be asserted.

Fig. 5 Captured images of the cone mirror when the laser is positioned at 0 deg and 225 deg.

Fig. 6 Combined data of the first harmonic amplitude and the cone mirror image for every angle spaced by 45 deg.
3.2 Transmission Efficiency Measurements for Original and Cone Mirror Systems

In this section, the difference in signal attenuation between the original system (see Fig. 1) and the cone mirror system (see Fig. 4) is analyzed. The signal attenuation is calculated by looking at the power of the laser beam before it enters the detector and after it leaves through the last beam splitter. To have a relevant comparison with the cone mirror system, the detection part of which is composed of one single photodiode, only one of the two outputs in the original system is measuring the power. The intensity of the laser diode is attenuated with neutral-density filters and a power meter is used to measure the input/output power level.

In Fig. 7, the input/output power ratio for the original system and for the cone mirror system are shown. This gives a transmission efficiency of 37% for the original system and of 3% for the cone mirror system. The original system had a maximum 50% transmission efficiency to be expected as only one of the two output ports is used in the measurement, the additional efficiency loss is due to the optics in the MZI. In the cone mirror system, the additional losses are the result of the typical beam shape reflected from the cone mirror (see Fig. 3) since only a part of the beam can reach the detector input.

3.3 Sensitivity Measurements for Original and Cone Mirror Systems

The sensitivity corresponds to the minimum laser power required to detect a peak in the Fourier transform. Sensitivity measurements are done by measuring the signal-to-noise ratio (S/N) for different laser powers, the S/N ratio is calculated by measuring the amplitude of the fundamental harmonic and by comparing it to the noise level in the Fourier transform. The results are plotted in Fig. 8.

These results showed that the cone mirror system is able to detect a signal down to around 70 nW (or $1 \mu W \cdot cm^{-2}$); this is the ultimate sensitivity, the detected power or irradiance for which $S/N = 1$. These are quite interesting results; they attest that the system when combined with a cone mirror is still able to detect weak signals under 100 nW. Moreover, it can be seen that without a cone mirror (original system), the ultimate sensitivity is around 2 nW or $0.03 \mu W \cdot cm^{-2}$. Thus, we can see that we have traded the benefit of a wide detection field of view for a reduced sensitivity. Nevertheless, the system retains a useful sensitivity level.
3.4 Confirmation of Laser Detection System Principle

To demonstrate that the modified MZI combined with the cone mirror detects only coherent sources, a light-emitting diode (LED) and a laser were both directed toward the cone mirror. Both were at similar wavelength (635 nm) and can be seen on the camera image of the cone mirror in Fig. 9. The LED appears significantly brighter on the camera image; however, no change in the amplitude of the first harmonic is seen when the LED is turned on and off. As expected, the LED contributes nothing to the modulation signal.

3.5 Wavelength Determination

In our prior work, the potential of determining the wavelength of the laser light was proposed. This could be done by measuring the ratio of the first and third harmonics of the modulation frequency within the detector signals. Like many concepts, they do not always work in the real world. Measurements of laser wavelength were attempted using harmonic ratios, but the results were found to be unreliable. The first plot in Fig. 10 shows the estimated wavelength evolving with time as a blue laser at 405 nm is detected by the system. The plot in the lower panel shows the power at the modulation frequency and its second harmonic. As the interferometer drifts, power is divided between the odd and even harmonics and the powers develop in antiphase—as was outlined in the theory section. The sharp discontinuities represent manual adjustments to the offset voltage applied to the piezo to minimize the second harmonic power. The timescale represents around 10 min of observation. Shorter wavelengths actually represent the best conditions.
for wavelength estimation as they have larger third harmonic powers. The problem lies in the precision with which digitization can be performed. The DAC being used was a 14-bit precision device measuring ±10 V, giving a measurement resolution of 1.2 mV. Assuming a third harmonic power present at this resolution, we can estimate the power needed in the fundamental frequency to produce this. We consider the use of a red wavelength at 635 nm as piezo modulation amplitudes are set for longer wavelengths. The ratio of harmonic amplitudes, $3f : f$, at a wavelength of 635 nm is $R = 0.022$, which requires an amplitude of 56 mV for the fundamental frequency. We can calculate the expected $3f : f$ ratios at neighboring wavelengths (±10 nm) and use this to determine the required size of the $3f$ signal needed to determine the wavelength to this accuracy. This suggests that the $3f$ signal must be 8 quantization units, thus requiring a fundamental signal of $8 \times 56 \text{ mV} = 440 \text{ mV}$. This is the minimum power needed to determine this wavelength with an accuracy of ±10 nm. This does not take account of noise on the signal, which was of order 3 mV, arising from intensity noise in the laser and contributed to inaccuracy in the wavelength determination. Clearly even though this interferometric technique is capable of sensitivity in the nW regime, wavelength determination via harmonic ratio requires relatively strong sources.

An alternative method of determining wavelength has been investigated. This makes use of the response being related to the amplitude of the mirror modulation. The amplitude of the fundamental frequency is represented by the term $J_1(\beta)$ which varies with modulation amplitude. By scanning the amplitude of the voltage applied to the mirror modulation, we can locate the peak response of the system which will be wavelength dependent. The maximum voltage that can be applied is limited to 3.5 V due to the power supply voltages of the driving amplifiers for the piezo mirror modulation signal. The plot in Fig. 11 shows the measured response at the modulation frequency for three wavelengths as the modulation amplitude voltage applied to the piezo is varied. This clearly shows the wavelengths peaking at different amplitudes. Voltage steps of 0.1 V were used and modeling suggests that by just assessing the peak voltage value a wavelength precision of around ±10 nm would be achieved. Fitting a function to measured values would give a much better estimate. Bessel functions were fit to the data but required some wavelength-dependent tweaking and have not been applied to an unknown wavelength. This approach is clearly slower than the harmonic ratio approach as it requires a capture for

Fig. 10 (a) Wavelength estimated using harmonic ratios varying with time for a blue laser at 405 nm. (b) The power in the fundamental modulation frequency and its second harmonic.
each amplitude point. This may not be practical although with a well-understood system fewer points would be needed to determine the amplitude variation. However, this approach is not limited to strong signals and can be used with significantly weaker sources as the predominant modulation power is measured.

4 Conclusion

It is relatively uncommon to find LWRs that can detect CW lasers, determine the laser wavelengths, and have a wide field of view. In this paper, we presented a means to widen the field of view of an MZI detection system, to determine the laser direction and the laser wavelength of a CW laser. A cone mirror was introduced into the system and allowed a CW laser to be discriminated from background light for a range of input angles, demonstrating a 360-deg field of azimuthal detection. With the use of a camera at one of the two system outputs, images of the cone mirror are captured. They show the position of the laser source on the cone mirror from which the source direction can be inferred. The direction determination method does not impact the sensitivity of the system excessively since using only one output of the MZI with a photodiode is enough to detect a laser signal down to 70 nW (or $1 \, \mu W \cdot cm^{-2}$). Moreover, if an LED is reflected together with a laser from the cone mirror, it appears that the LED is not detected by the system, confirming the ability to discriminate lasers from non-laser sources. Finally, the determination of the wavelength is possible with a precision of ±10 nm with a basic incremental amplitude scan and could be much improved by fitting a function to a well-characterized system.

Overall, this modified detection system comes with a high sensitivity and a wide spectral range (in this case, the photodiode has a spectral range from 350 to 1100 nm). The spectral range could be extended to infrared with suitable optics and IR detectors. The acquisition time of the detector is less than 1 s for weak sources which are integrated, less than 100 ms for stronger sources. The use of a camera for direction finding could produce issues when multiple sources are present, as this responds to brightness. In this work, an LED and laser at the same wavelength were indistinguishable to the camera and sufficed to say that one of the sources was a laser without being specific. In general, if the sources were of different wavelengths, this may be sufficient to discriminate them (if a color camera is used). Moreover, the imaging of the beam in the cone mirror requires some image analysis to increase the angular accuracy in the direction determination, so far being at ±5 deg.

Fig. 11 The power of signal at the modulation frequency for three wavelengths as the amplitude of the modulation voltage is varied.
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