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Abstract - In order to maintain the security of power system at an appropriate level and at low cost, it is essential to accurately assess the steady-state stability limits and power flow feasibility boundaries, i.e., the power system marginal states (MS). This paper is devoted to creation and theoretical substantiation of the MS model based on nonlinear programming (NLP-MS model), its research to reveal MS properties which promote better MS understanding, to evolution of the theory of power systems and MS, to elaboration of more effective algorithms of MS problem solution. The proposed NLP-MS model is universal and allows to determine and to take into account various MS, including the MS in a given direction of power change, the closest MS, a moving the power system state into a power flow feasibility region, etc.
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I. INTRODUCTION

The assessment of marginal states (MS) plays the key role in analysis, planning and control of power systems. The MS is such stable steady state for which an arbitrarily small change in any of operating quantities in an unfavorable direction causes voltage collapse or loss of synchronism by units [1]. Usually a "try-and-error method" is used for searching MS, i.e., it is supposed that the initial steady state is stable, and then this state varies continuously until the determinant of the dynamic Jacobian becomes singular. With the introduction of the infinite bus as well as several other assumptions, monitoring the load flow Jacobian determinant can be used for detection of a possible aperiodic instability [2], [3]. In this case the load flow Jacobian determinant for the marginal aperiodic stable steady state is equal to zero. Therefore one of the most commonly used methods consists of sequential load flow solutions with the given step along the specified trajectory until a divergence of load flow solution is obtained, which in its turn is corrected by the binary search [4] or by the damped Newton method [5]. However, as soon as the network comes close to the condition of instability, a divergence in load flow solution may occur that is caused by the numerical problems of ill-conditioned Jacobian. That is why, in continuation methods the load flow parameterization [6]-[8] or the normalized iteration step change [9], [10] are widespread. In this case the Jacobian of intermediate states and marginal state is not singular, which allows to get “nose” curves [11].

The MS equations [12], which are more known as the point of the collapse method (PoC) [13]-[14] and which contain a set of nodal load flow equations and equations of linear dependence of columns or rows of Jacobian, play a significant role in MS studies. Generalized MS equations (GMS) in [15]-[16] allow to determine different MS including the ones which are the closest to the initial steady state. In [17] the closest MS equations based on geometric interpretation of the left eigenvector of singularity Jacobian as a normal vector to the MS hypersurface are given for Euclidean metric. The PoC and GMS include a double amount of variables and equations in comparison with the standard load flow problem but in case of success they significantly surpass the continuation methods [14]. However, there is a significant obstacle: good initial guesses for the system variables are essential; otherwise the Newton approach for obtaining the solution to the PoC (GMS) equations either yields undesirable results or does not converge.

A rather effective and universal approach is to use the optimization models and techniques to study MS problems. It appears that many MS problems can be represented as optimization problems. It allows to consider various constraints, to expand a range of solved MS problems, to use the powerful tools of nonlinear programming. The first publications appeared almost a quarter of a century ago. In [15] - [16] ties between optimization techniques and MS problems have been shown and the approach for finding various MS, including the closest MS, by means of optimization tools was proposed. In [18]-[20] MS problems in a given direction of power change are formulated as optimization problems. In [21], the interior point optimization technique is used to move a system state into power flow feasibility region. In [17], [22], a search for the closest MS is formulated as an optimization problem. In [23], the gradient method is used for re-dispatching a generation to increase a power system security margin. In [24] - [31] optimization techniques are used to provide a necessary security margin or to solve other MS problems.

The main feature of the optimization techniques proposed to determine MS or to incorporate MS in other power system
problems is that they are restricted by consideration of a MS in a given direction of power change, using the model proposed in [18]. To solve other MS problems, e.g., to search the closest MS, more complex optimization models [22], [23] are proposed. These models require considerable computation efforts; therefore they do not have wide application.

The objective of this paper is to propose, to theoretically substantiate and to analyze the MS model based on nonlinear programming (NLP-MS model) The proposed model is universal. A number of existing optimization-based models of MS, e.g., presented in [15], [16], [18]-[21], [25], [31]-[34], are special cases of this model. The NLP-MS model allows to determine and to take into account various MS, including the MS in a given direction of power change, the closest MS, moving the power system state into a power flow feasibility region etc., to raise reliability and accuracy of computations. Moreover, the NLP-MS model has an important theoretical meaning. It allows to reveal important new properties of MS, which promote better understanding of power flow and MS models, development of the MS theory and elaboration of more effective algorithms for the solution of MS problems.

The rest of the paper is organized as follows. In Section II an analysis of peculiar properties of the load flow model and MS is performed. On the basis of this analysis in Section III the NLP-MS model is proposed, the NLP-MS models with a single and a distributed slack bus are studied, the important properties of MS are revealed, and numerical examples are presented. In Section IV the main results and conclusions are summarized, and the consideration subjects of following papers are also presented.

II. PECULIAR PROPERTIES OF LOAD FLOW MODEL

The load flow solutions are so common in the power systems that terminology and concepts of the load flow model are widely used for solving other power system problems. For example, the slack bus concept has been used to develop the effective optimization algorithms and solve the optimal power flow problems [4]. It has been found out that the choice of the slack bus location does not influence the optimal power flow (OPF); however, it influences the convergence of the iterative process. Therefore in these algorithms the slack bus is selected mainly from the point of view of convergence. Similar approach was used in earlier load flow algorithms, where selecting the slack bus considerably influenced their convergence. As a rule, “the slack bus is now considered a mathematical artifact created by load flow analysts, without any direct link with the physical system. Usually, the largest generator is arbitrarily proposed as slack bus in the absence of better criteria” [35]. Like in the case of the standard load flow solutions, in the majority of works on MS, including using optimization techniques, it is implicitly assumed that the slack bus location makes small impact on the ultimate solutions [36]. It is true for the model of lossless power systems, but it is absolutely incorrect for the realistic power systems MS [31], [32]. The slack bus location determines MS to a great extent. In MS, a change of slack bus position makes the steady state non-marginal [32]. In this case the power system steady state remains the same but the saddle-node bifurcation, the point of system collapse or the point of voltage collapse “vanish” at once. The calculated MS also depend upon other components of the load flow model. Therefore to create other NLP-MS model it is necessary to study the features of the standard load flow model and MS.

A. Analysis of Load Flow Equations

Consider the nodal load flow equations in the polar coordinate system

\[
\begin{align*}
\Delta P_k &= P_k + \sum_m V_m V_k |Y_{km}| \sin(\delta_{km} - \alpha_{km}) = 0, \\
\Delta Q_k &= Q_k - \sum_m V_m V_k |Y_{km}| \cos(\delta_{km} - \alpha_{km}) = 0,
\end{align*}
\]

(1)

where \(\delta_k, V_k\) are the voltage angle and magnitude at bus \(k\); \(P_k, Q_k\) are active and reactive powers at bus \(k\); \(Y_{km}\) is a component of the bus admittance matrix; \(\alpha_{km} = \angle Y_{km} + \pi / 2\) is a loss angle; \(\delta_{km} = \delta_k - \delta_m\).

The system of the nonlinear equations (1) may be rewritten in the compact form:

\[
\Delta F(X, Y) = 0,
\]

(2)

where \(\Delta F(X, Y), X, Y, \) are the vector of power mismatches and the vectors of dependent and independent variables respectively. Partitioning the variables into dependent and independent ones reflects the fact that the number of variables (parameters) in (2) is bigger than the number of equations. Mathematically there is no special way to determine the dependent and independent variables. Only the number of the dependent variables is given. Each known variable is set as independent. From the point of view of the load flow solutions the independent variables are those that can be controlled [37], e.g., power injections and voltage magnitudes at the generation buses with automatic excitation control. Bus voltages are dependent variables resulting from the solution of (2).

A solution of the nonlinear equations system (2) may be considered as a mapping of independent variables into the dependent variables space \(X = X(Y)\) [38]. According to the implicit function theorem the essential prerequisite condition of the mapping existence (and consequently the solution in general) is non-singularity of the matrix of partial derivatives of the system of nonlinear equations with respect to dependent variables \([\partial \Delta F/ \partial X]\).

Consider the full matrix of partial derivatives (Jacobian) of the nodal load flow equations with respect to the voltage angles and magnitudes:

\[
[J_F] = \frac{\partial \Delta P}{\partial \delta} \frac{\partial \Delta Q}{\partial \delta}
\]

(3)

where

\[
\begin{align*}
\frac{\partial \Delta P}{\partial \delta_{km}} &= -V_k V_m |Y_{km}| \cos(\delta_{km} - \alpha_{km}), \quad k \neq m; \\
\frac{\partial \Delta P}{\partial \alpha_{km}} &= \sum_m V_m V_k |Y_{km}| \cos(\delta_{km} - \alpha_{km}), \quad k = m; \\
\frac{\partial \Delta Q}{\partial \delta_{km}} &= \frac{V_k Y_{km}}{2} \sin(\delta_{km} - \alpha_{km}), \quad k \neq m; \\
\frac{\partial \Delta Q}{\partial \alpha_{km}} &= -2V_k Re Y_{km} + \sum_m V_m Y_{km} \sin(\delta_{km} - \alpha_{km}), \quad k = m; \\
\frac{\partial \Delta Q}{\partial \alpha_{km}} &= \sum_m V_k V_m |Y_{km}| \sin(\delta_{km} - \alpha_{km}), \quad k = m;
\end{align*}
\]

(3a)
Equations (3) and (3a) show that the diagonal components of $\delta JF/\delta \alpha$ and $\delta JF/\delta \delta$ are equal to the sum of the non-diagonal components in the row with the opposite sign. Therefore $\delta JF/\delta \alpha|_{e=0} = 0$, $\delta JF/\delta \delta|_{e=0} = 0$, where $e$ is a vector with all components equal to one. Hence the full Jacobian $[J_F]$ will be singular, since $[J_F][e, 0] = [e', 0']^T$.

This feature of the full Jacobian (3) is a direct consequence of (1). Shifting of every phase angle on the same value does not change the left side. Therefore, the system (1) has infinite number of solutions. It is necessary to set a reference point. In order to do it the voltage angle of a bus should be considered as known, i.e., this voltage angle is moved from dependent to independent variables. The bus is called the angle reference bus. Since the number of dependent variables decreases by one it is necessary to restore it. Due to the power system features the active power of a bus becomes a new dependent variable. Such bus becomes a balancing active power bus and is named the slack bus. The reference bus may be chosen arbitrarily. The slack bus choice is determined by the power system specifics.

The necessity to use a slack bus for load flow solutions has an interesting geometrical interpretation. In [39] it is shown that a projection of the load flow solution onto the space of active powers of the buses and reactive powers of the PQ buses is a hypersurface in this bus powers space. The authors called such hypersurface the hypersurface of bus powers of the power system steady states (HBPS). Each power system steady state corresponds to a certain point on the HBPS and vice versa. This HBPS is a mapping of the whole set of power system steady states, including all hypothetical (unstable) power system steady states, into this space of bus powers. As any hypersurface, the HBPS has a (Lebesgue) measure\(^1\) zero, on the bus powers space [40]. In terms of probability theory it means that a chance to specify the coordinates of a point on HBPS (the bus powers) without taking into account their functional dependence so that they could satisfy the equation(s) of hypersurface (load flow), is equal to zero. Hence, to obtain the coordinates of a point on the HBPS (to solve the load flow equations) it is necessary to use a coordinate of this point (active power of a slack bus) as a dependent variable. Therefore all computational models that use the load flow equations always apply a slack bus explicitly or implicitly — not only load flow solutions, but also the optimal power flow, estimation of the power system state, a steady-state stability assessment, etc. [41] - [42].

In general, two other sub-matrices $\delta \Delta P/\delta V$ and $\delta \Delta Q/\delta V$ of the full Jacobian are not singular. However, if there are no shunts during a flat start, their diagonal components are also equal to the sum of non-diagonal components in the row with the opposite sign, i.e., $\delta \Delta P/\delta V|_{e=0} = 0$, $\delta \Delta Q/\delta V|_{e=0} = 0$. In this case $[J_F][0', 0'] = [0', 0']^T$ and the dimension of the null space of the full Jacobian will be equal to two. The use of the reference and slack buses reduces the dimension of the null space of the full Jacobian by one. However, the Jacobian remains singular. In most cases voltage magnitudes are not equal to the flat start values, therefore sub-matrices $\delta \Delta P/\delta V$ and $\delta \Delta Q/\delta V$ are not singular. They are, however, ill-conditioned and the resulting solution is very sensitive to reactive power variation. Consequently, it is practically impossible to set the bus reactive powers in such a way, that the resulting state could correspond to the operating conditions [37]. Therefore it is necessary to fix the voltage magnitude for one of the buses and to make it an independent variable. As it was in the case of voltage angle setting, the reactive power of one of the buses becomes a dependent variable. This bus becomes the balancing reactive power bus. Usually, the balancing active power bus (slack bus) does the same with the reactive power. It has a given voltage amplitude and angle ($\sqrt{3}$-bus). Generator buses equipped with automated excitation control balance the reactive power as well. These buses keep voltage magnitudes unchanged ($PV$-buses).

Taking into account all the aforementioned, the matrix of partial derivatives of load flow equations with respect to dependent variables turns into

$$
\begin{bmatrix}
J_LF & 0 & 0 \\
[\partial \Delta P_k / \partial \delta] & [\partial \Delta Q_{PV_k} / \partial \delta] & 1 & 0 \\
[\partial \Delta Q_{PV_k} / \partial \delta] & [\partial \Delta Q_{PV} / \partial \delta] & E
\end{bmatrix},
$$

(4)

where

$$
\begin{bmatrix}
\partial \Delta P_k / \partial \delta \\
\partial \Delta Q_{PV_k} / \partial \delta \\
\partial \Delta Q_{PV} / \partial \delta
\end{bmatrix} = [J_LF] =
$$

(5)

is the standard load flow Jacobian, $[E]$ in [0] are the identity and zero sub-matrices of respective dimensions, and index $b$ is used for the slack bus. It follows from (4) that $\det[J_LF] = \det[J_F]$ and non-singularity of the load flow Jacobian (5) ensures non-singularity of matrix (4).

Formally, to solve the system of nonlinear equations (1) by the Newton method, the system of linearized equations with matrix (4) is to be solved. However, the linearized equations using $[J_LF]$ are independent from other equations and are solved separately. All the other dependent variables, e.g., the slack bus power and reactive powers at $PV$-buses are determined from (1) by simple substitution of voltage angles and amplitudes.

Several load flow programs use the so-called distributed slack bus, i.e., the active power balancing is provided by several generators with given participation factors. Participation factors $a_k$ may be given according to economic reasons, or based on the requirements of primary or secondary frequency control. In this case dependent variable $P_S$ is used for the distributed slack bus. It is considered in the load flow equations as $a_k P_S$ with $\sum a_k = 1$, and the Jacobian is represented as follows

$$
\begin{bmatrix}
\partial \Delta P / \partial \delta \\
\partial \Delta Q_{PV} / \partial \delta \\
\partial \Delta Q_{PV} / \partial \delta
\end{bmatrix} = [J_LF] =
$$

(6)

where $a$ is the vector of bus participation factors for active power balancing. The matrix (6) includes partial derivatives of equations of the active powers balance for all buses.

\(^1\) In mathematical analysis, the Lebesgue measure is the standard way to assign a measure to subsets of n-dimensional Euclidean space. For $n = 1, 2, \text{or} 3$, it coincides with the standard measure of length, area, or volume. In general, it is also called n-dimensional volume, n-volume, or simply volume.
B. MS Peculiarities

The active and reactive powers at buses are included in (1) additively. Excluding technical limitations, the system (1) will always be consistent with any voltage angles and magnitudes, if bus powers are derived from (1) directly. Therefore MS is a steady state where a small deviation of independent variables leads to inconsistency of the system (1), i.e., it may not be solved concerning the dependent variables. The implicit function theorem asserts that if the Jacobian matrix (4) at point \( X_0, Y_0 \) is not singular, then for each \( Y \), close enough to \( Y_0 \), there is only one solution \( X = X(Y) \), which in its turn is the solution of nonlinear nodal load flow equations \( \Delta F(X(Y), Y) = 0 \). Therefore the implicit function theorem corollaries are: firstly, a necessary condition (criterion) for the MS is the singularity of (4)-(6) [12], secondly, another necessary condition is the existence of close alternative solution around the MS [40]. According to (4) - (6), Jacobian depends upon the set of dependent and independent variables of the load flow model. Therefore a slack bus location influences the load flow Jacobian and MS.

It is necessary to mention an important property of the load flow Jacobian. According to the Sard theorem, a set of non-regular values of variables, i.e., when the Jacobian is singular, has measure zero [38]. In terms of the probability theory it means that the probability of such events is equal to zero. The complement for every set of measure zero is dense everywhere, i.e., the set of regular values has full measure. Therefore each point in the variables space is arbitrarily close to some regular value of mapping. On the one hand, the Sard theorem guarantees the impossibility of practical existence of normal steady state having singular Jacobian, i.e., it makes the necessary condition of MS sufficient. On the other hand, it asserts that the obtained solutions are only approximations of actual MS. The Sard theorem is seldom applied by mathematicians. However, it is very powerful and useful mathematical tool for those who elaborate or apply computing models of power systems. E.g., the theorem allows to explain the operability of the damped Newton method when the load flow models have no real solution. It is known that in this case the iteration process of the damped Newton method comes to an MS with a “singular” Jacobian [29], [37]. Theoretically, it is impossible to solve a system of linear equations with the singular matrix. However, it is done by the damped Newton method [30]. It confirms that in computing models the load flow Jacobian is not singular though it may be ill-conditioned. In the damped Newton method an optimal multiplier considerably improves the condition number of the solved problem.

The main feature of the existing ways to search the MS is that an MS criterion is added to the computational model of the load flow as a “forced tool” to “push” a system state to an MS. The MS may be compared to a “bluff”. When the system state is far from MS, the computational models almost do not feel the edge of the “bluff” and may “fly” far beyond the limits [12]. Therefore it is not surprising that commercial programs compute a MS using a preset direction with a discrete or parameterized step until iteration fails. At the same time the MS criterion is implicitly included into the computational model of the power system steady states [15].

III. NLP-MS Model and Its Analysis

A. NLP-MS Model

Singularity of the load flow Jacobian, as well as an MS, depends upon a set of dependent and independent variables. First of all, the MS is a steady state, but some of its parameters have marginal (extreme) values. Using a variables set as in the load flow models (1)-(6), consider the nonlinear programming problem with equality constraints.

\[
\text{min } f(X, Y) \quad \text{s.t. } \Delta F(X, Y) = 0. 
\]

Here (7) is an objective function, and (8) is load flow equations in the form of (2). The vector of optimized variables consists of two vectors \( X \) and \( Y \). The nonlinear programming theory considers all variables as equal in rights and does not distinguish between them. The partition has been introduced while developing the reduced gradient method [4] for OPF. Being based on the implicit function theorem the optimization variables are grouped into dependent \( X \) and independent \( Y \) variables. That allows to significantly decrease the complexity of OPF solution, decoupling the problem into two parts: a load flow solution (solving (8)) and an optimization step in the space of independent variables \( Y \).

The Lagrange function for (7) - (8) can be represented as

\[
L(X, Y, \lambda) = f(X, Y) + \Delta F(X, Y)^T \lambda. \tag{9}
\]

Here \( \lambda \) is a vector of auxiliary solution variables, called Lagrange multipliers.

The first-order necessary optimality conditions for the problem (7)-(8) are given by the following equations

\[
\begin{align*}
\nabla_X L &= \nabla_X f + [\partial \Delta F/\partial X]^T \lambda = 0; \tag{10a} \\
\nabla_Y L &= \nabla_Y f + [\partial \Delta F/\partial Y] \lambda = 0; \tag{10b} \\
\n\lambda &= \Delta F(X, Y) = 0,
\end{align*}
\]

where \( \nabla_X L = [\partial L/\partial X]^T \) is a gradient of function \( L \) with respect to vector \( X \).

If the gradient of objective function (7) with respect to the dependent variables is equal to zero, i.e., \( \nabla_X f = 0 \), then the condition (10) will be transformed into

\[
\nabla_X L = [\partial \Delta F/\partial X] \lambda = 0. \tag{11}
\]

In its turn, if vector \( X \) of the nonlinear programming problem (7) - (8) corresponds to the vector of dependent variables of the load flow problem then the matrix \( [\partial \Delta F/\partial X] \) in (11) will correspond to the Jacobian (4). In this case (11) with \( \lambda \neq 0 \) determines singularity of Jacobian (4), i.e., MS.

In order to guarantee (11), it is enough to exclude the dependent variables from the objective function (7). In this case the solution of the nonlinear programming problem (7) - (8) will be MS corresponding to a minimum of the objective function (7). By means of this model called the NLP-MS model, it is possible to determine various MS, e.g., the closest MS. For this purpose it is necessary to use the corresponding objective function. Applications of the NLP-MS model for MS problems solution will be presented in the following papers.

The NLP-MS model also has an important theoretical meaning. Its analysis allows to reveal important properties of MS which promote better understanding of MS and power flow models, and development of the MS theory.
B. Analysis of NLP-MS Model With Single Slack Bus

Using the properties of the NLP-MS model, consider OPF model

$$\begin{align*}
\min & \quad f(P, Q) \\
\text{s.t.} & \quad \Delta P(P, \delta, V) = 0 \\
& \quad \Delta Q(P, \delta, V) = 0
\end{align*}$$

(12)

The system (13) is a vector representation of the load flow equations (1). The objective function is determined by the problem being solved. All variables in the optimization problem (12)-(13) are equal in rights. However, due to singularity of the full Jacobian, one of the buses should have a fixed voltage angle and at least one bus should have a fixed voltage magnitude. There are no other constraints. To associate the solution of (12)-(13) with an MS, it is necessary to use the set of dependent and independent variables similar to the load flow problem. b represents a slack bus. It can be any bus participating in the optimization problem.

The Lagrange function for (12) - (13) can be represented as

$$L = f - \Delta P^T \lambda^p - \Delta P^T \lambda^p - \Delta Q^T \lambda^q.$$  

(14)

The first-order optimality conditions for the problem (12)-(13) are given by the following equations

$$\begin{align*}
\partial / \partial \pi_m & = \partial f / \partial \pi_m - \lambda^p = 0; \\
\partial / \partial \pi_b & = \partial f / \partial \pi_b - \lambda^p = 0; \\
\partial / \partial \pi_m & = \partial f / \partial \pi_m - \lambda^q = 0;
\end{align*}$$

(15)

(15a)

$$\begin{bmatrix}
\nabla L / \partial \pi_m \\
\nabla L / \partial \pi_b \\
\nabla L / \partial \pi_m + \nabla L / \partial \pi_b
\end{bmatrix} = \begin{bmatrix}
\Delta P / \partial \delta \\
\Delta P / \partial \delta \\
\Delta Q / \partial \delta
\end{bmatrix} = 0.$$  

(15c)

Analysis of the linearized equations (15c) allows to reveal important properties of Lagrange multipliers used in the NLP-MS model.

The equations system matrix (15c) is rectangular. It includes a row of partial derivatives of load flow equations with respect to the voltage angle of the slack bus and obtain the augmented Jacobian

$$\begin{bmatrix}
J_{LF} \\
\partial \Delta P / \partial \pi_m + \partial \Delta P / \partial \pi_b \\
\partial \Delta Q / \partial \pi_m + \partial \Delta Q / \partial \pi_b
\end{bmatrix}.$$  

(16)

The augmented Jacobian as well as the full Jacobian (3) is singular. Its right eigenvector corresponding to zero eigenvalue is equal to $[\delta^T, 0^T, I^T]^T$. Its left eigenvector corresponding to zero eigenvalue is the vector of Lagrange multipliers $\lambda = [\lambda^p, \lambda^q, \lambda^b]^T$ of the optimization problem (12)-(15c). To see it, it is enough to check up the following expression:

$$\begin{align*}
\partial \Delta P / \partial \delta b + \partial \Delta P / \partial \delta b \lambda^p + \partial \Delta Q / \partial \delta b \lambda^q = 0.
\end{align*}$$

(17)

Since the right eigenvector of the augmented Jacobian, corresponding to zero eigenvalue is equal to $[\delta^T, 0^T, I^T]^T$, the multipliers $\partial / \partial \delta b$ in (17) may be determined through summation of the row elements of the corresponding sub-matrix. Therefore taking into account (15c) yields (17).

The augmented Jacobian (16) also allows to obtain a geometrical interpretation of the vector of Lagrange multipliers. The using of its properties in the linearized load flow equations results in the vector of Lagrange multipliers $\lambda$ as a normal vector to the HBPS [39].

The system (15c) also determines the interrelation between Lagrange multipliers. If to rewrite (15c) as

$$\begin{bmatrix}
\partial \Delta P / \partial \delta \\
\partial \Delta Q / \partial \delta
\end{bmatrix} = \begin{bmatrix}
\partial \Delta P / \partial \delta \lambda^p \\
\partial \Delta Q / \partial \delta \lambda^q
\end{bmatrix},$$  

(18)

and to take advantage of the reduced gradient approach, the following expressions are obtained (see Appendix):

$$\begin{align*}
\lambda^p_m = (1 - \pi / \pi_m) \lambda^p, \\
\lambda^q_m = -\pi / \pi_m \lambda^q.
\end{align*}$$

(19)

where $\pi / \pi_m$ is an incremental transmission loss coefficient (ITL) for bus $m$.

The expressions (19)-(19a) together with (15)-(15b) give the power flow optimality criteria. The optimal solution does not depend upon a slack bus choice. The classical optimal power flow problem uses the slack bus as a reference point for power stations performance assessment. The difference between the right and left parts of (19) is a value of the reduced gradient vector element in the active power flow optimization problem. The optimality conditions (15)-(15b) and (19)-(19a) will remain unchanged in case of other slack bus assignment. Indeed, the Lagrange multipliers are the left eigenvector components of the augmented Jacobian (16) corresponding to zero eigenvalue. The augmented Jacobian remains the same regardless of a slack bus position. In fact the values of $\partial / \partial \pi_m$ will be different, but in (19)-(19a) they will change with the same ratio $1-\pi / \pi_m = (1-\pi / \pi_m)/(1-\pi / \pi_m)$, where $\partial / \partial \pi_m$ is the ITL with the slack bus $b$, $\partial / \partial \pi_m$ is the same with a new slack bus $k$.

Interrelations (15)-(15a) and (19) between Lagrange multipliers allow to reveal an interesting interpretation of MS if to consider the electric power trade at the wholesale market with the following objective function

$$f = \sum C_m m.$$  

Here $C_m$ is a bid price of power market for one kWh.

Consider a hydroelectric power station (HPS) $k$ with an overflowing pond. It is necessary either to dump the surplus, or to sell the electric power at any price. The HPS submits a very low price bid. Suppose also that due to repairing campaign the transmission capacity of the station transmission lines is limited. How much energy will the HPS sell? The answer is in (15) and (19) if considered as follows $\lambda^p_k = (1-\pi / \pi_m) \lambda^p$. Therefore, if $C_1 < C_h$, then $1-\pi / \pi_m = C_1 / C_h \approx 0$.

When the HPS announces a price-taking behavior, $\pi^* = C_1 = C_1 = 0$ and $\partial / \partial \pi_m = 1$, i.e., the station will be loaded in such a way that any additional increase in generation will be compensated by losses associated with such increase. If this station is not taken as the slack bus, then the steady state will not be an MS, since its additional loading is possible. As soon as its ITL will exceed one, the additional increase of generation will cause decreasing of effective output. It will be compensated by a slack bus. If this station is taken as the slack bus for the load.
flow solution, then the steady state will be marginal. In this case (15a) and (18) will be transformed to the following
\[ \lambda_0^P = 0 \]
\[ \left[ \begin{array}{c}
\partial P / \partial \delta \\
\partial Q / \partial \delta
\end{array} \right] \left[ \begin{array}{c}
\dot{\lambda}_P^P \\
\dot{\lambda}_Q^Q
\end{array} \right]^T = \left[ \begin{array}{c}
0 \\
0
\end{array} \right]. \]  
(20a)

The matrix in (20a) is the load flow Jacobian (5) and the condition (20a) together with \( \lambda_0^P, \lambda_0^Q \neq 0 \) determines its singularity, therefore it is an MS.

Thus, an MS is inability of the slack bus to maintain the steady state. Its every movement towards balancing an active power is leveled by losses associated with such balancing inputs. The slack bus as if loses the connection with a part or the whole power system; it corresponds to absence of the slack bus in the computational model with all consequences.

Zero price bid means exclusion from the objective function. Therefore, if the active power of the slack bus is excluded from (12), then the solution of (12)-(13) will be a MS corresponding to the minimum of the objective function.

The singularity of the load flow Jacobian (20a) does not break the conditions of the Lagrange function use and the existence of an implicit function in the MS. According to the nonlinear programming theory [4], in order to guarantee the existence and uniqueness of the Lagrange multipliers vector, the gradients of the constraint equations (13) should be linearly independent. In the optimization problem (12)-(13) the number of variables exceeds the number of constraint equations. Therefore, the homogenous system of linear dependence of gradients has more equations than variables. According to the Sard theorem, a non-zero solution of such a system, i.e. a linear dependence of gradients, has measure zero [40].

The linearly independent set of the equality constraints gradients (13) ensures existence conditions of an implicit function in the MS for every bus having a non-zero Lagrange multiplier in (20a), but not for the slack bus. This feature is used in the continuation methods [7], [9]-[11] for changing the set of dependent and independent variables. In the MS the dimension of the null space of the augmented Jacobian (16) will be equal to one [41], as in any other steady state. The left eigenvector for zero eigenvalue of the augmented Jacobian will also correspond to the vector of Lagrange multipliers (20) - (20a). This may be shown by examining (16).

In the MS, in case of changing the slack bus, the conditions (20)-(20a) will not be satisfied generally, unless a new slack bus has the zero Lagrange multiplier in (20a). A simple system with 4 PV buses in Fig. 1 allows to show it.

![Fig. 1. 4-bus system](image)

The bus powers in MW (the minus sign corresponds to a generation) and Lagrange multipliers for the base case and also for the MS with the slack bus 4 as well as the slack bus 1 are shown in Table I. These MS are the results of generation increase at bus 2 and load increase at bus 3. The line parameters are \( Z_{12}=Z_{34}=5+j10 \ \Omega, \ Z_{23}=20+j40 \ \Omega \) and \( V_1=V_2=V_3=V_4=110 \ kV. \)

| Bus | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|
| \( P \) | 20 | -50 | 50 | -22.1951 |
| \( \lambda \) | 0.9259 | 0.9069 | 1.0231 | 1 |
| MS With Slack Bus 4 | | | | |
| \( P \) | 20 | -411.77 | 411.77 | -465.27 |
| \( \lambda \) | 0.7144 | 0.6997 | 0 | 0 |

Consider the MS parameters with the slack bus 4. Since power transfer through line 2-3 is associated with losses, the slack bus 4 supports the power transfer through line 3-4. The MS takes place when line 2-3 is overloaded. The steady state remains marginal if the slack bus will be moved to bus 3 since its Lagrange multiplier is also equal to zero in this case. However it will not remain marginal, if the slack bus is moved to bus 1 as its Lagrange multiplier is not equal to zero and there is a possibility to continue generation increase at bus 2 and load increase at bus 3. In the MS the ITL for bus 4 with the slack bus 1 or 2 is equal to one.

MS will be different with slack bus 1 because it supports the system steady state through line 1-2 in this case. The ITL for the slack bus increases with the growth of power transfer. As soon as it reaches one, a load increase at bus 3 becomes impossible. Slack bus 1 is unable to support the steady state of bus 3 and 4 in this MS. The MS remains marginal if bus 2 becomes the slack bus, as its Lagrange multiplier is equal to zero. This steady state will not be marginal if the slack bus is bus 4 or 3 since these buses have non-zero Lagrange multipliers. The marginal values of bus powers and losses for system with slack bus 1 are smaller than with slack bus 4. At the same time the MS with slack bus 4 and the steady states around the MS will be unstable if the dynamic Jacobian is used for the steady-state stability assessment [42].

The influence of the location of slack bus on the MS can be explained by means of the HBPS. Each power system steady state corresponds to a certain point on the HBPS and vice versa. A projection of the HBPS along the axis direction of slack bus active power onto the subspace of all specified bus powers is the power flow feasibility region [39]. The boundary of this projection corresponds to MS set. As the HBPS is usually not “flat”, the points on the HBPS which correspond to the boundary of such projection, i.e., MS, will be different for another slack bus. Therefore a slack bus change in MS makes the steady state non-marginal.

C. Analysis of NLP-MS Model With Distributed Slack Bus

In case of a distributed slack bus its power \( P_S \) is a dependent variable. The necessary optimality conditions (15) - (15c) remain unchanged but an additional equation is appeared
\[ \partial f / \partial P_S - \alpha^T \lambda^S = 0. \]  
(21)

Interrelation between the Lagrange multipliers with the distributed slack bus is determined by the following expressions:
\[ \lambda_m^P = (1 - \partial \pi_S / \partial P_m) \lambda^S; \]
\[ \lambda_m^Q = -\partial \pi_S / \partial Q_m \lambda^S, \]  
(22)
where \( \partial \pi / \partial P_m \) is ITL for bus \( m \) in the system with the distributed slack bus, and \( \lambda^0 = \alpha^T \lambda^0 \).

If the variable \( P_S \) is not included in the objective function (12), then (21) turns into

\[
\sum a_m \lambda_m^0 = \lambda^0 = 0.
\]

(23)

Consideration of (15c) together with (23) yields singularity of the Jacobian (6), i.e., an MS.

A slack bus change in the MS does not change the Lagrange multipliers as they correspond to (15) - (15c). According to (22) the following expression is also true.

\[
\lambda_m^0 = (1 - \partial \pi_{\text{new}} / \partial P_m) \lambda_{\text{new}}^0,
\]

(24)

here, \( \partial \pi_{\text{new}} / \partial P_m \) is ITL of bus \( m \) in the system with the new distributed slack bus \( S_{\text{new}} \). Therefore, if \( \lambda_{\text{new}}^0 \neq 0 \), then a substitution of (24) into (23) yields

\[
\partial \pi_{\text{new}} / \partial P_S = \sum (\partial \pi_{\text{new}} / \partial P_m) a_m = 1.
\]

Thus, in the MS any manipulations of the slack bus to balance the active power are completely compensated by the active power losses caused by such manipulations. It means that the distributed slack bus is not able to support such steady state. Any random insignificant changes of powers at some buses cannot be balanced by the slack bus.

Similar to the case of a single slack bus, a change of the distributed slack bus (e.g., a change of the participation factors) in the MS makes this steady state non marginal. The exception is the case when the condition (23) will also be met in this steady state for a new structure of the distributed slack bus.

D. Analysis of NLP-MS Model of Lossless Systems

In the case of no resistances in the network in Fig. 1 the MS of systems with slack bus 4 and with slack bus 1 become the same. The base case and MS parameters for 4-bus lossless system with \( Z_{12}=Z_{34}=j10 \ \Omega \), \( Z_{23}=j40 \ \Omega \) are shown in Table II.

**Table II**

| Bus | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|
| \( P \) | 20 | -50 | 50 | -20 |
| \( \lambda \) | 1 | 1 | 1 | 1 |
| **MS With Slack Bus 4** | | | | |
| \( P \) | 20 | -322.5 | 322.5 | -20 |
| \( \lambda \) | 1 | 1 | 0 | 0 |
| **MS With Slack Bus 1** | | | | |
| \( P \) | 20 | -322.5 | 322.5 | -20 |
| \( \lambda \) | 0 | 0 | 1 | 1 |

In any lossless power system an MS remains marginal regardless to the slack bus location. It can be shown, if to consider the following. Firstly, if the resistances are equal to zero, then the left eigenvector of the augmented Jacobian (16) corresponding to zero eigenvalue, is always \([e^T, 0^T, 1^T]^T\). Secondly, in the MS the dimension of a null space of the augmented Jacobian (16) is equal to two [41]. Therefore the Lagrange multipliers in (20) - (20a) in the MS will correspond to other left eigenvector of the augmented Jacobian corresponding to zero eigenvalue. Hence, in the MS vector \( \lambda \) of the linear combination of vectors

\[
\lambda = \beta [e^T, 0^T, 1]^T + [\lambda_{\text{new}}^0, \lambda_{\text{new}}^0, 0 (= \lambda_b^0)]^T
\]

(25)

will also be an eigenvector of the augmented Jacobian corresponding to zero eigenvalue. Two cases are possible with a new slack bus \( k \). If \( \lambda_k^0 = 0 \), then the Lagrange multipliers remain unchanged in (20) - (20a). Otherwise vector \( \lambda \) (25) is a new vector of Lagrange multipliers with \( \beta = \lambda_k^0 \). It also corresponds to the load flow Jacobian (5) singularity.

Similar situation appears with a change of the distributed slack bus in the MS for a lossless system. In this case vector \( \lambda \) (25) with \( \beta = \sum a_k \lambda_k^0 \) correspond to (23), therefore the load flow Jacobian (6) is also singular.

The MS independence concerning the slack bus location can be also explained by means of the lossless power system HBPS. This HBPS is “flat” [39] since it also satisfies the equation \( \sum P_k = 0 \). The points on “flat” HBPS, that correspond to the boundary of projection of this hypersurface along active power axis direction of any slack bus onto the subspace of the specified bus powers, i.e., the MS, are the same. Therefore the MS does not depend upon a slack bus location. It is also interesting to note that one "side" of this “flat” HBPS corresponds to aperiodic stable steady states, the other “side” is unstable. I.e., the same point on the lossless system HBPS corresponds to stable and unstable power system steady states.

IV. CONCLUSION

In this paper the NLP-MS model of MS based on nonlinear programming is proposed, its theoretical substantiation and research are presented. The NLP-MS model allows to expand the range of solved MS problems and has an important theoretical meaning. It allows to reveal important MS properties which promote better understanding of load flow models and MS, the evolution of the MS theory.

The analysis of the NLP-MS model has shown that an MS depends upon a given set of dependent and independent variables of the load flow model and, especially, on a slack bus location. In the MS the incremental transmission loss coefficient of the slack bus is equal to one and so any attempts of the slack bus to support the power system steady state are completely compensated by the associated power loss. Inability of the slack bus to support a steady state even of some buses determines the power system MS. In MS the slack bus as if loses the connection with a part or the whole power system; it corresponds to absence of the slack bus in the computational model with all consequences. In realistic power systems a change of slack bus location in the MS makes this steady state non marginal. Only in lossless systems the MS do not depend upon a slack bus location.

The proposed NLP-MS model is universal. It allows to solve various problems associated with MS. Applications of the NLP-MS model for solving MS problems will be presented in the following papers: 1) a simple, fast and reliable method to determine MS in a given direction of power change is proposed; a technique that considers an error in a powers change forecast is also elaborated; 2) the closest MS models in \( p \)-norms are proposed and analyzed, their usage adequacy for a steady-state stability reserve assessment and for moving a system state into a power flow feasibility region with a minimum number and the volume of control actions is determined.
APPENDIX

To determine the interrelation between Lagrange multipliers, it is convenient to make use of the system power balance equation

\[ \Delta P^b = P^b \neq 0, \quad (A1) \]

where \( \pi \) is system active power loss.

Use of \((A4)\) in \((A3)\) yields

\[ \frac{\partial \pi}{\partial P^b} = \frac{\partial P^b}{\partial Q^b}, \quad (A2) \]

\[ \frac{\partial \pi}{\partial P^b} = \frac{\partial P^b}{\partial Q^b}, \quad (A3) \]

\[ \frac{\partial \pi}{\partial P^b} = \frac{\partial P^b}{\partial Q^b}, \quad (A4) \]

Use of \((A4)\) in \((A3)\) yields

\[ \frac{\partial \pi}{\partial P^b} = \frac{\partial P^b}{\partial Q^b}, \quad (A5) \]

Comparison \((18)\) with \((A5)\) and use of \((A2)\) yield

\[ \lambda_m^P = \left(1 - \frac{\partial \pi}{\partial P^b}\right) \pi^b; \]

\[ \lambda_m^Q = -\frac{\partial \pi}{\partial Q^b} \pi^b. \]

REFERENCES

[1] P. S. Zhdanov, Stability Problems of Electric Power Systems, Moscow, USSR: Energia, 1979, 456 p.

[2] V. A. Venikov, V. A. Strove, V. I. Jeldech, V. I. Tarasov, “Estimation of electrical power system steady state stability in load flow calculations”, IEEE Trans. on PAS, vol. PAS-94, no. 3, pp.1034-1041, May/June 1975.

[3] P. W. Sauer, M. A. Pai, “Power system steady state stability and the load flow Jacobean”, IEEE Trans. Power Syst., vol. 5, no. 4, pp.1374-1383, Nov. 1990.

[4] L. A. Krumm, Reduced Gradient Methods in Power System Control, Novosibirsk, USSR: Nauka, 1977, 368 p.

[5] Z. Hu, X. Wang, “Efficient computation of maximum load point by load flow method with optimal multiplier”, IEEE Trans. Power Syst., vol. 23, no. 2, pp.804-806, May 2008.

[6] Y. Kataoka “An approach for the regularization of a power flow solution around the maximum loading point”, IEEE Trans. Power Syst., vol. 7, no. 3, pp.1068-1077, Aug. 1992

[7] H. D. Chiang, R. Jean-Jeanue “Parameterizations of load flow equations for eliminating ill-conditioning load flow solutions”, IEEE Trans. Power Syst., vol. 8, no. 3, pp.1004-1012, Aug. 1993.

[8] H. D. Chiang, R. Jean-Jeanue, “A more efficient formulation for computation of the maximum loading points in electric power systems”, IEEE Trans. Power Syst., vol. 10, no. 2, pp. 635-646, May 1995.

[9] K. Iba, H. Suzuki, M. Egawa, T. Watanabe, “Calculation of critical loading condition with nose curve using homotopy continue method”, IEEE Trans. Power Syst., vol. 6, no. 2, pp. 584-593, May 1991.

[10] V. Ajjarapu, C. Christy, “The continuation power flow: a tool for steady state voltage stability analysis”, IEEE Trans. Power Syst., vol. 7, no. 1, pp. 416-423, Feb. 1992.

[11] H. D. Chiang, A. J. Flueck, K. S. Shah, N. Balu, “CPEFLOW: A practical tool for tracing power system steady state stationary behavior due to load and generation variations”, IEEE Trans. Power Syst., vol. 10, no. 2, pp. 623-634, May 1995.

[12] A. M. Kontorovish, A. V. Kryukov, Power Systems Marginal States (Bases of Theory and Calculation Methods), Izruck, USSR: Izruck Polytech. Inst. Press, 1985, 72 p.

[13] C. A. Canizares, F. L. Alvarado, C. L. DeMarco, I. Dobson, W. F. Long, “Point of collapse method applied to ac/dc power systems”, IEEE Trans. Power Syst., vol. 7, no. 2, pp. 673-683, May 1992.

[14] C. A. Canizares, F. L. Alvarado, “Point of collapse and continuation methods for large ac/dc systems”, IEEE Trans. Power Syst., vol. 8, no. 1, pp. 1-8, Feb. 1993.

[15] V. V. Davydov, A. V. Kryukov, V. E. Saktov, Assessment of Stability Margin and Determination of Feasible Steady States of Power Systems, Ulano-Ude, USSR: Dep. INFORMENERGO East-Siber. Tech. Inst., no. 3002-en88, 1989, 11 p.

[16] V. V. Davydov, A. V. Kryukov, V. E. Saktov, Technique of Solving Power Systems Marginal State Equations, Ulano-Ude, USSR: Dep. INFORMENERGO, East-Siber. Tech. Inst., no.3003-en88, 1989, 10 p.

[17] I. Dobson, L. Lu, “New method for computing saddle node bifurcation and worst case load power margin for voltage collapse”, IEEE Trans. Power Syst., vol. 8, no. 3, pp. 905-913, Aug. 1993.

[18] T. V. Custem, “A method to compute reactive power margins with respect to voltage collapse”, IEEE Trans. Power Syst., vol. 6, no. 1, pp.145-156, Feb. 1991.

[19] C. J. Parker, I. F. Morison, D. Sutano, “Application of an optimization method for determining the reactive margin from voltage collapse in reactive planning”, IEEE Trans. Power Syst., vol. 11, no. 3, pp. 1473-1481, Aug. 1996.

[20] A. C. Zambron de Souza, L. M. Honorio, G.L. Torres, G. Lambert-Torres, “Increasing the loadability of power systems through optimal-local-control actions”, IEEE Trans. Power Syst., vol. 19, no. 1, pp. 188-194, Feb. 2004.

[21] S. Granville, J. C. O. Mello, A. C. G. Melo “Application of interior point methods to power flow unsolvability” IEEE Trans. Power Syst., vol. 11, no. 2, pp. 1096-1103, May 1996.

[22] C. A. Canizares, “Calculating optimal system to maximize the distance to saddle-node bifurcations”, IEEE Trans. Circ. and Syst., -I: Fundamental Theory and Applications, vol. 45, no. 3, pp. 225-237, Mar. 1998.

[23] R. Wang, H. Lasseter, “Re-dispatching generation to increase power system security margin and support low voltage bus”, IEEE Trans. Power Syst., vol. 15, no. 2, pp. 496-501, May 2000.

[24] W. D. Rosehart, C. A. Canizares, V. H. Quintana, “Effect of detailed power system models in traditional and voltage-stability-constrained optimal power-flow problems”, IEEE Trans. Power Syst., vol. 18, no. 1, pp. 27-35, Feb. 2003.

[25] W. D. Roschert, C. A. Canizares, V.H. Quintana, “Multiobjective optimal power flows to evaluate voltage security costs in power networks”, IEEE Trans. Power Syst., vol. 18, no. 2, pp. 578-587, May 2003.

[26] H. Song, B. Lee, S.-H. Kwon, V. Ajjarapu, “Reactive reserve-based contingency constrained optimal power flow (RCCOPF) for enhancement of voltage stability margins”, IEEE Trans. Power Syst., vol. 18, no. 4, pp. 1538-1546, Nov. 2003.

[27] W. Rosehart, C. A. Canizares, A. Schellenberg, “Optimal power flow with complementarity constraints”, IEEE Trans. Power Syst., vol. 20, no. 2, pp. 813-822, May. 2005.

[28] R. J. Avalos, C. A. Canizares, F. Milano, A. J. Conejo, “Equivalence of continuation and optimization methods to determine saddle-node and limit-induced bifurcations in power systems”, IEEE Trans. Circ. and Syst., Regular Papers, vol. 56, no. 1, pp. 210-223, Jun. 2009.

[29] T. J. Overbye, “A power flow measure for unsolvable cases”, IEEE Trans. Power Syst., vol. 9, no. 3, pp. 1359-1365, August 1994.

[30] T. J. Overbye, “Computation of a practical method to restore power flow solvability”, IEEE Trans. Power Syst., vol. 10, no. 1, pp. 280-287, Feb. 1995.

[31] N. Xiong, H. Cheng, L. Yao, Y. Gu, Z. Ma, Z. Zhu, J. Zhang, “Investigation on limit surface in space spanned by generation parameter”, IEEE Trans. Power Syst., vol. 25, no. 3, pp. 1309-1318, Aug. 2010.
[32] B. I. Ayuev, V. V. Davydov, P. M. Erokhin, “Optimization model of power systems marginal states”, Electrichestvo, no. 11, pp. 2-12, 2010.

[33] B. I. Ayuev, V. V. Davydov, P. M. Erokhin, Optimization model for calculation of power systems marginal states in specified power change direction”, Electrichestvo, no. 12, pp. 2-7, 2010.

[34] B. I. Ayuev, V. V. Davydov, P. M. Erokhin, “Optimization model of power systems closest marginal states”, Electrichestvo, no. 3, pp. 2-9, 2011.

[35] A. G. Exposito, J. L. M. Ramos, J. R. Santos, “Slack bus selection to minimize the system power imbalance in load-flow studies”, IEEE Trans. Power Syst., vol. 19, no. 2, pp. 987-995, May. 2004.

[36] K. N. Srivastava, S. K. Joshi, S.N. Singh, Discussion of “Computation of a practical method to restore power flow solvability,” by T. J. Overbye and authors’ closure, IEEE Trans. Power Syst., vol. 10, no. 1, pp. 280-287, Feb. 1995.

[37] B. I. Ayuev, V. V. Davydov, P. M. Erokhin, V.G. Neuiymin, Power Flow Computing Models in Power Systems, Moscow, Russia: Nauka, 2008, 256 p.

[38] J. M. Ortega, W. C. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables, New York and London: Academic Press, 1970.

[39] V. V. Davydov, P. M. Erokhin, K. U. Kirilov, “Powers hypersurface of power system steady states” in Proc. 3rd Int. Sci.&Tech. Conf. Power industry by youth eyes, Yekaterinburg, Russia, 2012, vol. 1, pp. 191-197.

[40] J. W. Bruce, P. G. Giblin, Curves and Singularities. A Geometrical Introduction to Singularity Theory, Cambridge: Cambridge University Press, 1984.

[41] V. V. Davydov, P. M. Erokhin, M. A. Prudov, “Modal analysis of classic two-machine model of power system” in Proc. 4th Int. Sci.&Tech. Conf.: Power industry by youth eyes, Novocherkassk, Russia, 2013, vol. 1, pp. 131-134.

[42] V. V. Davydov, P. M. Erokhin, M. A. Prudov, “Analysis of power system models for steady state stability reserve assessment” in Proc. 5th Int. Sci.&Tech. Conf. Power industry by youth eyes, Tomsk, Russia, 2014, vol. 1, pp. 67-70.