Data Mining based Prediction of Demand in Indian Market for Refurbished Electronics
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Abstract: There has been an increasing demand in the e-commerce market for refurbished products across India during the last decade. Despite these demands, there has been very little research done in this domain. The real-world business environment, market factors and varying customer behavior of the online market are often ignored in the conventional statistical models evaluated by existing research work. In this paper, we do an extensive analysis of the Indian e-commerce market using data-mining approach for prediction of demand of refurbished electronics. The impact of the real-world factors on the demand and the variables are also analyzed. Real-world datasets from three random e-commerce websites are considered for analysis. Data accumulation, processing and validation is carried out by means of efficient algorithms. Based on the results of this analysis, it is evident that highly accurate prediction can be made with the proposed approach despite the impacts of varying customer behavior and market factors. The results of analysis are represented graphically and can be used for further analysis of the market and launch of new products.
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1. Introduction

The revenue generation through refurbished products has greatly impacted the manufacturing industry [1]. Sales of products, especially electronic goods has increased rapidly over the past decade all across India. The large amount of environmental and economic benefit gained from these products act as the driving force for this rapid evolution [2]. The benefits of refurbished products include low price, reduced energy consumption, reduced manufacturing emission, lesser raw materials and lesser production cost [3]. Due to the demand and return uncertainty, refurbishing cannot be the solution for a sustainable and promising business prospect. The uncertainty of the product quality and improper or lack of information regarding various aspects of the product with respect to its performance and looks are some of the causes for return uncertainty [4].

Testing, inspection, disassembling and cleaning of refurbished products cannot be observed, hence the quality of the product as well as the market demand for the product cannot be evaluated [5]. For efficient operation of closed-loop supply chain (CLSC), the demand of refurbished product has to be predicted in an accurate manner. Progress in marketing strategy and demand prediction is lesser on implementation of CLSC for refurbishing operational issues and management of acquisition of returned products. Return of product, product price and demand are some of the uncertain parameters in the CLSC technique that are to be quantified accurately by implementing sophisticated prediction techniques [6]. From these studies, it is evident that refurbishing domain requires a sophisticated analytical model for understanding the product acceptance in the market and facilitating development of products with higher relevance to the industry.
2. Related Works

Refurbished products related research has gained increasing attention during the past decade with the increasing demand for such products [7]. Revenue management, pricing analysis, warranty strategies and sales channels are the major areas that are considered while dealing with refurbished products. The comparison between the behavior of customers towards new products and refurbished ones is an emerging topic among the various areas of interest. A comparison of the machine learning approaches used for analyzing the behavior of the consumers with respect to the refurbished products is performed [8].

Traditionally, logistic regression techniques were used for processing the information. The drawbacks of these techniques are overcome by the machine learning approach and data-driven decision-making is achieved in this era of big-data [9]. Profitability as well as productivity of companies are improved significantly in companies using this technique as suggested by empirical evidences. Parametric approach is used in the logistic regression method where there is a predetermined model structure and simplified assumptions are fit by the relationship between the input and outputs [10]. However, machine learning technique determines the relationship between the input and output based on datasets using algorithms and does not begin from the structure of the model. In case of high dimensional and noisy datasets, the unknown and complex non-linearity can be approximated better than the statistical techniques by implementing machine learning approaches [11].

The demand prediction accuracy of refurbished products can be improved by implementing sophisticated machine learning techniques as suggested by several literature surveys [12]. These techniques help in establishing an efficient marketing strategy for refurbished products. The major objectives covered in this paper includes implementation of machine learning technique for improving the accuracy and robustness of demand prediction of refurbished products as well as obtaining a thorough understanding of consumer behavior of refurbished products by analysis. Partial dependency plots and variable importance ranking can be used for this purpose. This helps in developing a practical and optimal marketing strategy [13]. These objectives are realized using three datasets from various e-commerce websites that are well known in the Indian market and 100 products are compared in this regard.

3. Proposed Work

Data mining and Cross Industry Standard Process is used for data analytics in this paper. The fundamental approaches used in this technique includes converting the refurbished product demand prediction based business objectives into problems related to data mining. The problem related variables are obtained and data source is identified by data understanding. Before data analysis, the data is structured appropriately using transforming and several data extraction techniques. This procedure is termed as data preparation. Validation, hyperparameter tuning, model development and selection of variables is done under predictive modelling. Measurement of various predefined error values are used for comparing the predictive performance and in evaluation of model. The managerial decision making is assisted by the deployment of model. These techniques complete the proposed framework as represented in Figure 1.
4. Data Collection and Processing

The data study sources are identified to be Amazon, Flipkart and Snapdeal. These are among the top e-commerce websites in India. Web crawlers are used for identifying 100 random refurbished electronic products in these websites for the purpose of analysis. The products are generally categorized as new, refurbished and used products. Original equipment manufacturers test and certify the refurbished products. They may also be qualified similar to new products and in appropriate working condition by third parties that refurbishes the product. These certifications have direct impact over the products similar to the closed-loop supply chain core products. In this paper, we focus on only the electronic products. The sales and transaction details are not revealed by these e-commerce websites. Hence, the customer demand is used as an indicator for predicting the sales performance. The customer demand and sales rank of the product are inversely proportional to each other.

Rather than the level, the natural logarithm transformation (ln) is used for estimation of sales rank due to the scale effects evident in the data. \[ \text{Customer Demand} = 1 \ln(\text{Sales rank}) \] is the represented as the expression of dependent variables. Here the product demand, termed as customer demand is a crucial component in the proposed model. The historical data related to the listed refurbished products are gathered using the python based web crawler from all the three mentioned e-commerce websites related to the Indian market. The complete dataset that is publicly available on the product page is captured using this web crawler for the listing of each product. The data is monitored for a period of one month in order to reflect the variation in the recent sales and the updates in the sales ranks. Among the dependent and independent variables, the potential issue of simultaneity can be removed by prediction of sales rank. The time duration of one month is represented as t which is also the time of sales rank prediction. The prediction has been done over a period between Nov and Dec 2019. Electronic products that were compared includes GPS navigation, cameras, computers, laptops, cell phones and so on.
Figure 2: Ranking of importance of variables using sensitivity analysis scheme

5. Results and Discussion

The demand prediction model for refurbished products make use of certain variables that are selected using the aggregated and prepared datasets that are well structured. The machine learning algorithms tend to damage the performance of prediction, consume large amount of resources and sometimes slow down the algorithm due to several noisy and irrelevant variables, especially in huge datasets. In order to avoid these issues, it is crucial to select an appropriate variable in the machine learning application. The variable relevance concept is applied for selection of variables. The issues with respect to selection of variables are classified as all-relevant and minimal-optimal problem. The former focuses on identifying all the variables that are relevant both strongly and weakly; the later involves removal of redundant data that are available in the weakly relevant variable subsets while keeping the strongly relevant variable subset intact. Figure 2 represents the implementation of the sensitivity analysis scheme for ranking the importance of variables involved in the prediction of demand. The answered questions, product picture, service failure, helpful votes, price difference, brand equity, product description and overall rating for the three datasets are compared.
The all 3 datasets contain 100 random electronic products each from Amazon, Flipkart and Snapdeal. Out of the compared products in the first iteration, 10% of the products does not have new products that can be used for comparison of price. These products are removed from the dataset and are removed from the list and replaced with other products for which comparison is possible. It is also found that around 15% of the refurbished products does not contain any data regarding customer reviews. Since the reviews are crucial for predicting the demand of the products, these products are further removed and replaced with different products in the next iteration. With this, an appropriate dataset is created with products that contain all the required components for estimation and analysis. Figure 3 represents the comparison of parameters like overall rating, positivity of the product description, average success and failure of service for the product, and the average review sentiment of the product whose partial dependence plots are consolidated into a pie chart.

We have 3 databases of 300 products in total and 300 product pictures as well as 15,323 reviews of Indian customers. The dataset is further split into two subsets namely training and testing set of 60 and 40% of the overall data. Figure 4 represents the testing and training prediction results of the three datasets along with their weights. The sampling bias is reduced by repeating holdout cross validation scheme thrice during the entire process of modelling.
6. Conclusion

For marketing strategy development and demand prediction of refurbished products in the Indian market, a lucid data mining scheme is proposed in this paper. For this purpose, real datasets from three prominent e-commerce websites are used. Robust and accurate results are obtained by the prediction using the regression tree model based on the results obtained. Using the prediction model, the market factors that greatly affect the product demand are determined. Partial dependency plots and variable importance ranking schemes are used for the purpose of prediction of these market factors. This work helps in identifying several insights into the market scenario based on the obtained data, which can be used for developing efficient marketing strategies and providing managerial guidelines for the refurbished products. On combining other research work with this, it is possible to perform higher end business analytics in the field of refurbished products. The results of the three datasets form the basis of this research. It is evident from the aggregation that the customer behavior changes based on the e-commerce platform as well as the product deal. The overview of the results make it look incomprehensible. It is essential to develop an efficient machine learning model that can help in understanding the pattern and predicting the market with greater accuracy. Closed-loop supply chain using reverse logistics and data mining schemes offers promising prospects in this domain. Future work is focused on improvising the machine learning algorithm to analyze the pattern in the big data for more accurate prediction of future market demands for refurbished products.
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