Comparison of Competitive Models of Metabolic Syndrome Using Structural Equation Modeling: A Confirmatory Factor Analysis

Karimollah Hajian-Tilaki
Department of Biostatistics and Epidemiology, Babol University of Medical Sciences, Babol, Iran

Background: The purpose of this study was to apply the structural equation modeling (SEM) to compare the fitness of different competing models (one, two, and three factors) of the metabolic syndrome (MetS) in Iranian adult population.

Methods: Data are given on the cardiometabolic risk factors of 841 individuals with nondiabetic adults from a cross-sectional population-based study of glucose, lipids, and MetS in the north of Iran. The three conceptual hypothesized models (single factor, two correlated factors, and three correlated latent factors) were evaluated by using confirmatory factor analysis with the SEM approach. The summary statistics of correlation coefficients and the model summary fitting indexes were calculated.

Results: The findings show that a single-factor model and a two-correlated factor model had a poorer summary fitting index compared with a three-correlated factor model. All fitting criteria met the conceptual hypothesized three-correlated factor model for both sexes. However, the correlation structure between the three underlying constructs designating the MetS was higher in women than in men.

Conclusion: These results indicate the plausibility of the pathophysiology and etiology of MetS being multifactorial, rather than a single factor, in a nondiabetic Iranian adult population.
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INTRODUCTION

The clustering of four components of risk factors (e.g., obesity, hypertension [HTN], insulin resistance, and hyperlipidemia) is called the metabolic syndrome (MetS) [1-3]. MetS is a major risk factor for diabetes and cardiovascular disease (CVD), with emerging high prevalence in both industrial and developing countries [4-8]. The underlying pathophysiology of MetS is thought to be insulin resistance and obesity, both of which can be linked with other risk factors and are subclinical to CVD [9-11]. Because of the clustering of these components in some individuals, a common pathogenesis has been suggested [10]. However, the exploratory factor analysis (EFA) in different populations has yielded inconsistent results [12-15]. A single-factor and two-, three-, four-, and even five-factor models have been reported [12-19]. These inconsistencies of the results may be partially related to the nature and the different methods used in EFA that yield different factors in order to maximize the observed variability of data. Many of these studies used orthogonal rotation factors with varimax methods that would produce interpretable loading coefficients for observed variables, but in the real world, the underlying latent constructs are correlated. Despite the high prevalence of MetS, in the north of Iran [8,20], the issues of underlying associated latent factors of MetS remain controversial. An understanding of the underlying pathophysiology of MetS plays an important role in public
health intervention and preventive measures. Confirmatory factor analysis, the measurement model within the structural equation modeling (SEM), is an alternative method of choice to evaluate the hypothesized conceptual model that characterizes the MetS [21-23].

On the other hand, the SEM is often used to test a conceptual framework model with a graphic presentation of the relation of observed variables as independent variables and latent constructs as dependent variables [21]. This approach allows the measurement model and construct model to be considered simultaneously. While it can estimate the path coefficients of observed variables among latent constructs, the structural constructs used in the hypothesized model are often correlated and thus it takes into account this covariance [21-24]. Therefore, the observed model is a combination of the measurement model and the construct model. An attractive feature of SEM is that takes into account modeling measurement errors and the conceptual hypothesis model can be tested by applying SEM. The process of testing is often confirmatory. An application of SEM is to assess the construct validity, which means to determine the extent to which the observed variables evaluate the latent construct in a conceptual framework model [25]. This approach is a powerful method to use sophisticated data; it is a combination of factor, multiple regression, and path analyses. An example of such sophisticated data are the components of MetS involved with observed variables as indicators of latent constructs where several correlated latent constructs are present. The hypothesized modeling of components of MetS was characterized by previous EFA required to be tested by confirmatory analysis of SEM and to determine which of the competitive models best fit the observed data in different populations. Thus, the objectives of this study were to evaluate and compare the fitness of different competing models (one-, two-, three-, and four-factor models) as characterized in the literature for components of MetS in an adult Iranian population.

METHODS

Study subjects and data set
The source data of this analysis were extracted from a population-based cross-sectional study that was conducted in the north of Iran, south of the Caspian Sea, in 2012. A representative sample of the adult population aged 20 to 70 years was selected from urban community dwelling individuals by using cluster sampling methods. Full descriptions of sample selection and inclusion criteria are given elsewhere [8]. For the purpose of this analysis, individuals with fasting blood glucose (FBG) levels of >126 mg/dL and/or who received medication for diabetes were excluded; thus, 841 nondiabetic subjects were extracted for this analysis. All subjects had given a written consent before participation in the study, and the study protocol was approved by Ethical Consul of Babol University of Medical Sciences (MUBABOL.HRI.REC.1396.234).

Measures of observed variables
The demographic data and anthropometric measures such as weight, height, and waist circumference (WC) were measured according to the standard method. The body mass index (BMI) was calculated as weight in kg divided by height in m². Systolic blood pressure (SBP) and diastolic blood pressure (DBP) were measured with the patient in the sitting position two times on a home visit before and after a 10-minute rest with the use of a digital sphygmanometer. The average of these two measures is used in the analyses. Mean arterial pressure (MAP) was calculated with the equation: MAP = DBP + ⅓ (SBP-DBP). The 10- to 12-hour overnight fasting blood samples were taken from invited individuals at the central laboratory of Ayatollah Rohani Hospital. Triglycerides (TGs), high density lipoprotein cholesterol (HDL-C), and FBG were measured with use of the enzymatic method. We used the Adult Treatment Panel III (ATP III) report of the National Cholesterol Education Program (NCEP) criteria to define MetS [3]. According to these criteria, the presence of at least three of the following five criteria indicate the presence of the MetS: abdominal obesity as measured by WC (≥102 cm in men and ≥88 cm in women), TG >150 mg/dL., HDL-C (<40 mg/dL in men and <50 mg/dL in women), SBP/DBP >130/85 mm Hg, and FBG >110 mg/dL. However, in our confirmatory factor analysis, the continuous measurements of these components plus BMI were applied.

Factor structure of conceptual hypothesized models
Model 1A was designated a single-factor model with reduced dimension of observed data as WC, MAP, TG: HDL-C, and FBG. Model 1B was also a single-factor structural model that included the observed variables as BMI, WC, SBP, DBP, TG, HDL-C, and FBG. Model 2 was characterized as a two-correlated factor model from Hanley et al. [12] in which the metabolic factors were TG, HDL-C, FBG, BMI, and WC and the
blood pressure (BP) factors were SBP and DBP. Model 3 was the three-correlated factor model characterized by BP factors of SBP and DBP as observed variables; the obesity-related factor included BMI, WC, and lipid/insulin resistance; and the metabolic factors were TG, HDL-C, and FBG.

Statistical analysis
In statistical analysis, SPSS software version 18.0 (SPSS Inc., Chicago, IL, USA) and AMOS software version 24.0 (IBM Co., Armonk, NY, USA) were used. All four competing models were applied to data according sex. The fitness of the hypothesized factor structural models was assessed by using principal component analysis with the SEM. The summary statistics of standardized estimates of coefficients and the correlation between the related constructs were provided. The chi-square test of goodness of fit was used to evaluate which hypothesized model best fit the sample data. Because the chi-square test is very sensitive to large sample size and produces highly significant that demonstrated the deviation of hypothesized model from sample data. Thus, the goodness of fit was also evaluated based on other criteria as recommended by Hu and Bentler [26], including goodness of fit index (GFI), adjusted goodness of fit index (AGFI), normed fitting index (NFI), root mean square error of approximation (RMSEA), comparative fitting index (CFI), incremental fitting index (IFI), parsimony goodness of fit index (PGFI), and Akaike information criterion (AIC). These two latter indexes may be more appropriate for comparative models with different number of parameters. The criteria for closed fit were CFI >0.95, AGFI >0.95, NFI >0.95, RMSEA <0.08, CFI >0.95, and IFI >0.95. The PGFI is based on the GFI by adjusting the degree of freedom, but no particular threshold levels have been recommended for this index.

AIC is usually used in comparing estimating models, and the smaller value of AIC suggests a parsimonious model but it is not normed on the scale of 0 to 1 [27]. All these confirmatory principal component analyses were performed according to sex to show how factor structure differed between men and women.

RESULTS
Study participants had an average age (±standard deviation [SD]) of 41.0±13.2 years, and 55.3% were female. The prevalence of MetS based on ATP III criteria was 35.0% (29.0% in men vs. 39.8% in women, P=0.001). Among the components of MetS, low HDL-C (82.4%), abnormal TG (42.2%), and abnormal WC (39.7%) values were the most common abnormalities in our study population. A significant difference of higher metabolic abnormality was observed in women compared with men (Table 1). Table 2 summarizes the fit statistics of the hypothesized models that were evaluated in this study according to sex. Model 1A is characterized as a single-factor model with reduced dimension of observed variables such that TG and HDL-C were replaced by single-dimension observed data as TG:HDL-C and DBP and SBP by MAP. In model 1B, all observed variables were considered as a single factor without reducing the dimension of data. All fitting indexes met the criterion of goodness of fit in both sexes in model 1A, but the other single-factor model (model 1B) used the original observed data; all fitting indexes were poor, in particular, the high value of RMSEA=0.20 was observed. Model 2 characterized by two correlated latent constructs, BP, and metabolic factors; the summary fitting statistics have improved significantly compared with model 1B. Except for the significant P value of the

| Characteristic                  | Total       | Men         | Women       | P value |
|---------------------------------|-------------|-------------|-------------|---------|
| MetS                            | 294 (35.0)  | 109 (29.0)  | 185 (39.8)  | 0.001   |
| Obese (BMI >30)                 | 217 (25.8)  | 64 (17.0)   | 153 (33.1)  | 0.001   |
| High WC (>102 cm in men, >88 cm in women) | 334 (39.7) | 78 (20.7)   | 256 (55.1)  | 0.001   |
| High TG (>150 mg/dL)            | 355 (42.2)  | 184 (48.9)  | 171 (36.8)  | 0.001   |
| Low HDL-C (<40 mg/dL in men, <50 mg/dL in women) | 693 (82.4) | 284 (75.5)  | 409 (88.0)  | 0.001   |
| FBG >110 mg/dL                  | 135 (16.1)  | 66 (17.6)   | 69 (14.8)   | 0.290   |
| BP >130/85 mm Hg                | 225 (26.8)  | 11 (29.5)   | 114 (34.5)  | 0.100   |

Values are presented as number (%).

MetS, metabolic syndrome; BMI, body mass index; WC, waist circumference; TG, triglyceride; HDL, high density lipoprotein cholesterol; FBG, fasting blood glucose; BP, blood pressure.
chi-square test, all fitting indexes met the required criteria in both sexes. However, a lower standardized regression coefficient of HDL-C on the lipid factor was observed. Model 3 (three-factor model) yielded a better improvement of fitting indexes than model 2; in particular, RMERA reached 0.023 in men and the P value of the chi-square test was not significant (i.e., the observed data are progressively fit with the hypothesized model) and a relatively high correlation was apparent between the two constructs of obesity and metabolic factors, but in women, again, all fitting statistics met the criteria except a significant P value of the chi-square test was revealed. The results show that the correlations among three underlying constructs were greater in women than in men, but, surprisingly, a low positive standardized regression coefficient between HDL-C and metabolic factor was observed in women. The standardized loading coefficients and the correlation between underlying constructs in two- and three-factor models are presented in Figs. 1 and 2 according to sex, respectively. Additionally, the standardized loading coefficients of the single-factor model are shown in Figs. 3 and 4. In all figures, one side arrow shows the standardized loading coefficients of observed variables on the latent construct as regression coefficients regardless of the scale used, and two side arrows indicate the correlation structure between different constructs. Additionally, the four-factor model was locally underidentified; the loading estimate for a factor or latent construct with only one indicator

Table 2. Model fit summary indexes of competitive models in nondiabetic individuals according to sex

| Competitive models                  | GFI  | AGFI | NFI  | RMSEA | CFI  | IFI  | PGFI | AIC  | $\chi^2$ | df  | $\chi^2/df$ | P value |
|------------------------------------|------|------|------|-------|------|------|------|------|----------|-----|-------------|---------|
| **Men (n=376)**                    |      |      |      |       |      |      |      |      |          |     |             |         |
| Model 1A’ single factor            | 0.99 | 0.97 | 0.86 | 0.05  | 0.93 | 0.94 | 0.20 | 19.95 | 3.95     | 2   | 1.97        | 0.140   |
| Model 1B single factor             | 0.87 | 0.75 | 0.49 | 0.197 | 0.50 | 0.51 | 0.44 | 245.75| 217.75   | 14  | 15.53       | 0.001   |
| Model 2 two factors (correlated)   | 0.98 | 0.96 | 0.94 | 0.052 | 0.97 | 0.97 | 0.45 | 56.14 | 26.14    | 13  | 2.01        | 0.016   |
| Model 3 three factors (correlated) | 0.99 | 0.98 | 0.97 | 0.023 | 0.99 | 0.99 | 0.39 | 47.2  | 13.25    | 11  | 1.2         | 0.280   |
| **Women (n=465)**                  |      |      |      |       |      |      |      |      |          |     |             |         |
| Model 1A’ single factor            | 0.99 | 0.96 | 0.89 | 0.08  | 0.91 | 0.91 | 0.20 | 24.69 | 8.69     | 2   | 4.34        | 0.010   |
| Model 1B single factor             | 0.87 | 0.74 | 0.60 | 0.20  | 0.61 | 0.61 | 0.43 | 304.15 | 276.15   | 14  | 19.72       | 0.001   |
| Model 2 two factors (correlated)   | 0.98 | 0.95 | 0.94 | 0.064 | 0.96 | 0.96 | 0.45 | 67.84 | 37.84    | 13  | 2.91        | 0.001   |
| Model 3 three factors (correlated) | 0.98 | 0.96 | 0.96 | 0.06  | 0.97 | 0.97 | 0.39 | 63.45 | 29.45    | 11  | 2.67        | 0.002   |

GFI, goodness of fit index; AGFI, adjusted goodness of fit index; NFI, normed fitting index; RMSEA, root mean square error of approximation; CFI, comparative fitting index; IFI, incremental fitting index; PGFI, parsimony goodness of fit index; AIC, Akaike information criterion.

*The dimension of observed variables was reduced to waist circumference, triglycerides: high-density lipoprotein ratio, mean arterial pressure, and fasting blood glucose.

Fig. 1. The standardized coefficients between components of metabolic syndrome (MetS) in a single-factor model for males (A) and females (B) (model 1A). WC, waist circumference; MAP, mean arterial pressure; TG, triglyceride; HDL-C, high density lipoprotein cholesterol; FBS, fasting blood glucose.
Comparison of competitive models of MetS

**DISCUSSION**

In this study, SEM and confirmatory factor analysis of a set of cardiometabolic risk variables were used to evaluate the pattern of related factors to MetS. SEM correlates a set of observed variables into a single factor or latent construct involving path analysis using direct and indirect effects. This method allows evaluation of the causal pathway of observed variables in relation to defined constructs and estimation of the correlation be-

variable cannot be mathematically derived because in our data insulin resistance factor had only one observed variable, FBG.

**Fig. 2.** The standardized coefficients between components of metabolic syndrome (MetS) in a single-factor model for males (A) and females (B) (model 1B). WC, waist circumference; BMI, body mass index; DBP, diastolic blood pressure; SBP, systolic blood pressure; TG, triglyceride; HDL-C, high density lipoprotein cholesterol; FBG, fasting blood glucose.

**Fig. 3.** The standardized coefficients between components of metabolic syndrome in two-factor model for males (A) and females (B). SBP, systolic blood pressure; DBP, diastolic blood pressure; HTN, hypertension; BMI, body mass index; WC, waist circumference; TG, triglyceride; HDL-C, high density lipoprotein cholesterol; FBG, fasting blood glucose.
Between constructs based on conceptual framework. The objectives of SEM in this analysis were to evaluate and compare the conceptual hypothesized competitive models to determine the extent they are supported by our sample data. The latent constructs used in this analysis were obesity, HTN, and metabolic factors including lipid profiles and insulin resistance and, thus, MetS.

Within a set of defined observed variables, we found the fit of a single-factor model (model 1B) was not plausible, but the two-correlated factor model was plausible and the all fitting indexes were improved compared with the single-factor model. However, further improvement, in particular, RMSEA, was achieved significantly by fitting a three-factor oblique model rather than a two-factor oblique model. In particular, in men, all fitting indexes met the required fitting criteria, but in women, the RMSEA reached 0.08, which also is acceptable, and the all summary fitting index chi-square yielded a significant $P$ value, perhaps due to a larger sample size. Few published studies evaluated and compared the fit indexes of different competitive models of MetS by using SEM approach, but many used only EFA to designate factors associated with MetS. Our findings are in accordance with those reported by Shah et al. [23] in a nondiabetic United States population with rather similar summary fitting indexes. Similar to our results, a single-factor model was not fit with the observed data, but a two-correlated factor model suggested by Hanley et al. [12] fit the observed data well. The four-factor model, as suggested by previous EFA, might be more plausible as shown by Shah et al. [23]. The fitting criteria were improved, but our observed data for insulin resistance were sparse and we had only one observed variable as measured by FBG as an indicator of insulin resistance and thus the SEM were unidentifiable.

**Fig. 4.** The standardized coefficients between components of metabolic syndrome in three-factor model for males (A) and females (B). BMI, body mass index; WC, waist circumference; SBP, systolic blood pressure; DBP, diastolic blood pressure; HTN, hypertension; TG, triglyceride; HDL-C, high density lipoprotein cholesterol; FBG, fasting blood glucose.
In our analysis, when the dimension of observed data was reduced from seven to five by replacing TG and HDL-C with TG:HDL-C and MAP with SBP and DBP, as well as using WC as a single measure of obesity/abdominal obesity instead of BMI and WC, the single-factor model (model 1A) produced relatively fair fitting indexes. Except for NFI, the summary fitting indexes achieved the required fitting criteria, in particular for men. This shows the plausibility of the single-factor model’s underlying pathophysiology of MetS. A similar result has been reported in other populations as well [11,19,28,29]. The inconsistencies of the results between single-factor and three-factor models in this analysis may be related to pooling some observed raw measures into a single measure. It seems that by this pooling, not all information for two observed variables may be conveyed to a single observed variable.

In our findings of the correlation structures between different constructs of a three-factor model designated by sex, a higher positive correlation between the three underlying constructs was observed in women. The correlation between obesity and metabolic factors in women was 0.77 but it was 0.37 in men. This might be explained by the emerging high prevalence of obesity and abdominal obesity and, thus, MetS in Iranian women compared with in Iranian men in recent decades [7,20,30]. The standardized coefficients of observed variables on related latent constructs were rather similar between sexes, which is similar to those reported by Hanley et al. [12]. In our findings, the apparent low positive correlation of HDL-C on lipid construct was also surprising in women.

The correlation structures between three underlying factors/constructs were considerable in our SEM analysis, as one expects. The improvement in fitting indexes of three-factor models compared with a single- and two-factor models implies that MetS involves multiple physiologies. The clinical implications of this finding from preventive measures of CVD events is that any interventional program should focus simultaneously on three factors (obesity, HTN, and lipid profiles/glucose). However, our data show that the obesity component has a greater impact on MetS among women but that HTN has a greater impact in men.

This study has limitations. The casual pathway relationship may not be established with such a cross-sectional design. Also, we measured only the traditional risk factors of CVD. The homeostasis model assessment as an index of insulin sensitivity was not measured. We had only a single observed variable measured by FBG as indicator of insulin resistance and, thus, SEM was undefinable in evaluating a four-factor model. In addition, this analysis was restricted to nondiabetic individuals because of the small sample size of diabetic subjects; the estimates of SEM were undefinable. Thus, one should be cautious to generalize the results. However, this study has several advantages: it is population based with a relative homogeneous ethnic group and study participants had similar diet and physical activity behaviors. This analysis would help in the understanding of the sophisticated interrelation between unobservable constructs. The underlying constructs or latent factors involving MetS cannot be measured directly with single measure; they are a combination of several observed variables. In contrast to the traditional regression analysis, the independent and dependent variables should be observable, and it is assumed that there is no measurement error on independent observed variables, but in clinical practice such a random error is inevitable. On the other hand, the SEM method takes into account such an error in the structure of analysis. Further prospective studies with measurement of nontraditional risk variables such as inflammatory variables is required to establish the causal path relationship of related observed variables to the latent constructs.

In conclusion, the significant improvement in summary fitting indexes of a three-factor model suggested that multiple physiopathology of MetS is plausible.
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