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Abstract—Online users are typically active on multiple social media networks (SMNs), which constitute a multiplex social network. With improvements in cybersecurity awareness, users increasingly choose different usernames and provide different profiles on different SMNs. Thus, it becomes increasingly challenging to determine whether given accounts on different SMNs belong to the same user; this can be expressed as an interlayer link prediction problem in a multiplex network. To address the challenge of predicting interlayer links, feature or structure information is leveraged. Existing methods that use network embedding techniques to address this problem focus on learning a mapping function to unify all nodes into a common latent representation space for prediction; positional relationships between unmatched nodes and their common matched neighbors (CMNs) are not utilized. Furthermore, the layers are often modeled as unweighted graphs, ignoring the strengths of the relationships between nodes. To address these limitations, we propose a framework based on multiple types of consistency between embedding vectors (MulCEV). In MulCEV, the traditional embedding vectors of unmatched nodes are adapted to obtain the degree of consistency between the vectors representing the unmatched nodes, and a proposed distance consistency index based on the positions of nodes in each latent space provides additional clues for prediction. By associating these two types of consistency, the effective information in the latent spaces is fully utilized. Additionally, MulCEV models the layers as weighted graphs to obtain representation. In this way, the higher the strength of the relationship between nodes, the more similar their embedding vectors in the latent representation space will be. The results of our experiments on several real-world and synthetic datasets demonstrate that the proposed MulCEV framework markedly outperforms current embedding-based methods, especially when the number of training iterations is small.
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I. INTRODUCTION

Social media network (SMN) applications have significantly enriched the daily lives of users and have attracted the attention of many researchers [1]–[4]. Online users often make use of several SMNs simultaneously, for example by recording individual impressions of current events on Twitter, sharing photographs on Instagram, and searching for job information on LinkedIn. These various SMNs thus form a multiplex social network [5]–[10], of which each SMN constitutes a layer. Accounts are represented as nodes, and friendship relations or interactions are represented as intralayer links. If two accounts in different SMNs belong to the same user, an interlayer link exists between the corresponding nodes across different layers. The structure of a multiplex network has a significant influence on cascades [11], propagation [12], [13], synchronization [14], [15], and games [16].

The goal of interlayer link prediction is to leverage feature or structure information to determine whether accounts across different SMNs belong to the same user [17]; this is a challenging task in multiplex network analysis. It is also known as anchor link prediction [18], [19], network alignment [20]–[24], user identification [25], and user identity linkage [23].

As hacking attempts have become more frequent, online users’ security awareness has gradually increased. An increasing number of users create accounts under different usernames, hide profile information, or even provide fake content on profile configuration pages [26]. In this way, users access SMNs anonymously to make friends, share information, and discuss problems, thereby not only using multiple SMNs simultaneously but also protecting their privacy. However, such anonymity can pose a certain degree of harm to society. Cybercriminals register a large number of accounts on multiple SMNs and subsequently engage in various types of illegal activities. For example, they might circulate messages containing untruths, spread malware program links, or initiate financial fraud on these SMNs [27]. Predicting the interlayer links of the multiplex network comprising different SMNs can help criminal investigation authorities establish cybercriminals’ patterns of law violations, model their online behaviors, identify their regions of activity, or even determine their real-world identities, thereby effectively fighting cybercrime.

There are other benefits as well to predicting the interlayer links. For instance, because information and rumors typically spread across multiple SMNs, predicting interlayer links can help improve the understanding of information diffusion [28]. Furthermore, the use of SMNs as evidence in trials related to issues of custody, divorce, and insurance is rising rapidly [29].

A method for identifying the interlayer links across multiple SMNs would be a powerful tool in the collection of evidence.
for civil and criminal investigations.

The problem of predicting interlayer links is typically solved by leveraging feature or structure information accessed from the multiple SMNs. Currently, there are three main approaches for handling this problem: (i) feature-based prediction [30]–[38], (ii) network-based prediction [17], [19], [21]–[25], [49]–[67], and (iii) a combination of multiple approaches [18], [68], [69]. Of these, network-based methods have attracted more attention; they show increasing promise because few people share the same circle of friends [51], and information on connections in SMNs is quite easy to obtain [42].

With the development of neural networks and deep learning [70], [71], network embedding techniques [72] have been utilized to learn latent, low-dimensional representations of network nodes while preserving network structure. After all of the nodes are represented as low-dimensional vectors into the latent representation space, advanced network analytic tasks such as node classification, community detection, and link prediction can be efficiently carried out [73]. Motivated by the advances in network embedding techniques for single-
network tasks, researchers have proposed several strategies to leverage these techniques for solving the interlayer link prediction problem [60], [62], [63]. Typically in these studies, network embedding techniques are used first, to learn the latent representations of nodes in different layers of the multiplex network. After that, a priori interlayer node pairs are constrained to have the same latent representations to unify nodes into a common latent representation space. Finally, the unobserved interlayer links are predicted by comparing the embedding vectors of unmatched nodes across different layers in the common latent space.

To unify all nodes into a common latent space and predict the unobserved interlayer links, most embedding-based methods utilize a priori interlayer links to train an approximate mapping function after achieving the latent representations, as was done in Refs. [41], [62], [63], [65]. However, the perfect mapping function is difficult to obtain, as each layer’s latent space is unknown to the others [63] and the sampled contexts may differ when nodes are embedded into the latent representation spaces. This leads to unsatisfactory performance, especially when the number of training iterations is small. Apart from predicting the unobserved interlayer links by comparing the embedding vectors in the common latent space unified by the mapping function, the positional relationships between unmatched nodes and their common matched neighbors (CMNs) can also be used to measure whether an interlayer link exists between two unmatched nodes across different layers consists of two parts: the degree of vector consistency, which applies the traditional embedding-based method to measure the consistency of the embedding vectors of the unmatched nodes in the common latent representation space, and the degree of distance consistency proposed above. The effective information in the latent representation spaces is fully utilized by associating these two types of consistency between embedding vectors.

In this study, we developed a framework based on multiple types of consistency between embedding vectors (MulCEV) for interlayer link prediction in a multiplex network; it focuses on making full use of information in the latent representation spaces for prediction and on modeling different layers as weighted graphs to obtain better representation. The main contributions can be summarized as follows:

- We propose a distance consistency index that is based on the positions of nodes in each latent representation space, which leverages CMNs of the unmatched nodes across different layers as references to provide additional clues for predicting interlayer links. The degree of match to estimate whether an interlayer link exists between two unmatched nodes across different layers consists of two parts: the degree of vector consistency, which applies the traditional embedding-based method to measure the consistency of the embedding vectors of the unmatched nodes in the common latent representation space, and the degree of distance consistency proposed above. The effective information in the latent representation spaces is fully utilized by associating these two types of consistency between embedding vectors.

- We model each layer of the multiplex network as a weighted graph to obtain representation based solely on the network structure. Thus, the higher the strength of the relationship between nodes, the closer are their embedding vectors in the latent representation space.

- In order to reduce the time complexity, we adopt the technique of matrix multiplication to optimize the process of calculating the distance consistency and vector consistency for all unmatched node pairs.

- We test the effectiveness of the proposed MulCEV framework on four widely used real-world and three synthetic multiplex network datasets and report the results against those of state-of-the-art methods.

II. RELATED WORK

This section introduces the embedding-based interlayer link prediction methods. The remaining types of methods are introduced in Appendix A.

Network embedding techniques aim to represent nodes in a network by low-dimensional vectors in a latent representation space so that advanced analytic tasks, such as node classification, community detection, and link prediction, can be conducted more efficiently in both time and space [74]. DeepWalk [75] leverages uniform random walks to generate a set of node sequences that are similar to the word sequences in natural language and uses the skip-gram model to learn vertex representations of nodes. Node2vec [76] demonstrated that DeepWalk is not sufficiently expressive to capture a more global structure and incorporated a biased random walk strategy to improve it. Tang et al. [77] proposed a large-scale information network embedding (LINE) approach to preserve both the first- and second-order proximities between nodes. Subsequently, Wang et al. [78] preserved not only the first- and second-order proximity of vertices but also the community structure. There have been numerous other
studies using network embedding techniques such as dynamic network embedding [79], [80] and embedding for scale-free networks [81].

Increasingly, computer and network scientists are exploring ways of employing network embedding techniques to improve their ability to predict interlayer links in terms of accuracy, applicability, and efficiency. Tan et al. [59] tried to map accounts across SMNs based on network embedding, adopting hypergraphing to model high-order relations of SMNs and representing nodes in a common latent space. Their method infers correspondence by comparing distances between the vectors of the unmatched nodes. Liu et al. [60] represented the multiple SMNs with a shared latent space and determined the interlayer links by computing the cosine similarity between the latent space vector of one node in layer $\alpha$ and another in layer $\beta$. The network embedding process was integrated with the entity alignment process under a unified optimization framework. They further refined their proposed method in Ref. [61] by incorporating structural diversity. The structural diversity focuses on the impact of whether the a priori matched nodes come from different communities.

Instead of embedding all layers into a common latent space, Man et al. [62] projected each SMN into a unique latent space and represented nodes by low-dimensional vectors in the latent space. Then, they trained a cross-layer mapping function for predicting interlayer links. Zhou et al. [63] adopted the same idea and proposed a semi-supervised approach that leverages dual learning to pretrain the mapping function to improve prediction accuracy. They focused on learning latent semantics of both the node representation and the network structure in Ref. [24]. Zhou et al. [64] studied the scenario without a priori interlayer links and proposed an unsupervised approach for the prediction. Considering time complexity, Wang et al. [65] proposed a framework that directly learns a binary hash code for each node across SMNs, which obtained high time efficiency while maintaining competitive prediction accuracy. In Ref. [19], the authors adopted active learning to reduce the cost of labeling a priori node pairs. In Ref. [22], the authors viewed all of the nodes in one layer as a whole and executed the prediction at the distribution level. Chu et al. [21] considered multi-layer scenarios in which the number of layers is more than two. They refined two types of low-dimensional vectors for each node: an inter-vector for interlayer link prediction, and an intra-vector for downstream network analysis tasks.

In some studies, structural information and attribute information were embedded simultaneously to perform the interlayer link prediction. Wang et al. [66] proposed a linked heterogeneous network embedding (LHNE) method to fuse the content and structural information of a user into a unified latent representation space to identify account linkages. In Ref. [67], the authors proposed a semi-supervised network embedding method to learn the attribute information and structural information simultaneously. Heterogeneous SMNs differ substantially in several aspects, including network structure, user behavior, and user information. TransLink [23] captures the heterogeneities of SMNs and embeds both nodes and their various types of interactions into a unified latent space.

In summary, most of the available embedding-based methods focus on optimizing the learning framework, reducing time consumed, predicting scenarios for more than two layers, embedding using multiple attributes, etc. These methods require mapping techniques to ensure that the embedding vectors of the correspondence nodes are equal irrespective of direct embedding of the layers into a unified latent space or mapping of separate spaces into a unified space. However, perfect mapping is difficult because the sampled contexts may differ when nodes are embedded into the latent representation spaces. Thus, the following problems should be explored: Is there an alternative method for prediction in lieu of only mapping and calculating vector similarities in the unified space? Can the positional relationships between unmatched nodes and their CMNs be used to determine if interlayer links exist between pairs of unmatched nodes in different layers? How can these relationships be leveraged for prediction? To address these, we developed a framework based on multiple types of consistency between embedding vectors for interlayer link prediction.

III. PRELIMINARIES AND PROBLEM STATEMENT

In this section, we define related terminologies and explain the problem of interlayer link prediction. The main symbols and notations are shown in Table III in Appendix B.

A. Definitions

In general, an SMN can be represented as a graph $G(V, E)$, where $V$ is a node set representing all the accounts, and $E \subseteq V \times V$ is an edge set representing the relationships among the accounts. Multiple SMNs can constitute a multiplex network.

**Definition 1: Multiplex network.** Given a set of SMNs, we can denote them using superscripts $\alpha, \beta, \ldots$, such as by $G^\alpha(V^\alpha, E^\alpha), G^\beta(V^\beta, E^\beta), \ldots$. These multiple SMNs can be seen as a pair $M = (g, c)$, where $g = \{G^\alpha|\alpha \in \{1, \ldots, m\}\}$ is a family of graphs denoting the different SMNs and $c = \{E^{\alpha\beta} \subseteq V^\alpha \times V^\beta|\alpha, \beta \in \{1, \ldots, m\}, \alpha \neq \beta\}$ (1) is the set of interconnections between the nodes of $G^\alpha$ and $G^\beta$, where $\alpha \neq \beta$. Each element in $g$ is referred to as a layer in $M$. The elements of $E^\alpha$ are referred to as intralayer links, and the elements of $E^{\alpha\beta}$ are called interlayer links. The interlayer links are also called interlayer node pairs, and the nodes belonging to these pairs are called interlayer nodes.

**Definition 2: A priori interlayer link.** Given a multiplex network $M$, if an interlayer link is provided in advance, we refer to it as a priori interlayer link or a priori interlayer node pair. For example, in Fig. 1(b) or (f), $e_{11}, e_{22}, e_{33}$, and $e_{44}$ can be considered as a priori interlayer links, and $(v_1^1, v_1^3)$, $(v_2^2, v_2^2)$, $(v_3^3, v_3^3)$, and $(v_4^4, v_4^4)$ can be considered as a priori interlayer node pairs. Meanwhile, the nodes belonging to a priori interlayer node pairs are called matched nodes, and the other nodes are called unmatched nodes. A node pair consisting of two unmatched nodes across different layers can be called an unmatched node pair.

**Definition 3: Unobserved interlayer link.** Given a multiplex network $M$, if an interlayer link is not provided in advance, we called it an unobserved interlayer link. For example,
the interlayer links \(e_{33}^{\alpha\beta}\) and \(e_{44}^{\alpha\beta}\) in Fig. 1(b) or (f) are the unobserved interlayer links.

**Definition 4: Common matched neighbor (CMN).** Given an a priori interlayer node pair \((v_i^\alpha, v_j^\beta)\), a node \(v_k^\alpha\) in layer \(\alpha\), and a node \(v_l^\beta\) in layer \(\beta\), if an intralayer link exists between \(v_k^\alpha\) and \(v_j^\beta\) and another intralayer link exists between \(v_i^\alpha\) and \(v_l^\beta\), we can say that the the a priori interlayer node pair \((v_i^\alpha, v_j^\beta)\) is the CMN of nodes \(v_k^\alpha\) and \(v_l^\beta\). For example, the a priori interlayer node pair \((v_5^\alpha, v_6^\beta)\) in Fig. 1(b) or (f) is the CMN of nodes \(v_5^\alpha\) and \(v_6^\beta\).

**Definition 5: Network embedding model.** Given a layer \(G^\alpha(V^\alpha, E^\alpha)\) of the multiplex network \(\mathcal{M}\), a network embedding model learns to represent each node \(v_i^\alpha \in V^\alpha\) as a low-dimensional vector \(v_i^\alpha \in \mathbb{R}^d\), where \(d\) represents the dimensionality of the latent representation space. For example, the node \(v_1^\alpha\) in Fig. 1(d) is embedded as a two-dimensional vector \(v_1^\alpha\) by the network embedding model.

**Definition 6: Mapping function.** In the method proposed in this paper, each layer is embedded into a single latent representation space. Given a set of interlayer links, the function \(\phi\) is defined as a mapping from layer \(\alpha\) to layer \(\beta\) such that for each interlayer node pair \((u_i^\alpha, v_j^\beta)\), we have \(\phi(v_i^\alpha) = v_j^\beta\). In Fig. 1(d), vectors \(\phi(v_i^\alpha)\) and \(\phi(v_j^\alpha)\) are mapped by the mapping function from vectors \(v_i^\alpha\) and \(v_j^\alpha\).

Generally, the perfect mapping function is hard to obtain, as each layer’s latent space is unknown to the others \[63\] and the sampled contexts may differ when nodes are embedded into the latent spaces. Most embedding-based methods utilize a priori interlayer links to train an approximate mapping function after achieving the latent representations. After obtaining the approximate mapping function, the unmatched nodes can be unified in a common latent space by this function.

### B. Problem Statement

Supposing that we have a multiplex network \(\mathcal{M}\) with a set of a priori interlayer links, the interlayer link prediction problem is to determine whether any unmatched node pair \(v_i^\alpha, v_j^\beta\) chosen from \(V^\alpha\) and \(V^\beta\) have an interlayer link, i.e., whether the accounts represented by the two unmatched nodes belong to the same person.

Given an unmatched node pair \((u_i^\alpha, u_j^\beta)\) across different layers in the multiplex network \(\mathcal{M}\), interlayer link prediction learns a binary function \(f: V^\alpha \times V^\beta \to \{0, 1\}\) such that

\[
f(u_i^\alpha, u_j^\beta) = \begin{cases} 1, & \text{if } e_{ij}^{\alpha\beta} \text{ exist} \\ 0, & \text{otherwise} \end{cases}
\]

where \(f(u_i^\alpha, u_j^\beta) = 1\) means that there is an interlayer link between unmatched nodes \(u_i^\alpha\) and \(u_j^\beta\).

It is worth noting that some people may register two or more accounts in a given SMN. For simplicity, we assume that these accounts belong to different individuals.

### IV. PROPOSED FRAMEWORK

The proposed framework (shown in Fig. 2) is an algorithm consisting of four main steps: (i) cross-layer extension, (ii) network embedding, (iii) calculation of the degree of match, and (iv) prediction. We discuss each one in detail in the following sections.

#### A. Cross-layer Extension

Given two interlayer node pairs in the multiplex network, it is usually true that they have an intralayer link in one layer if there exists a connection in the other layer \[82\]. Many studies about SMNs found this phenomenon. For example, Ref. \[49\] shows that the users on Twitter and Flickr have similar friend relationships; Zhou et al. \[51\] analyzed users on two famous Chinese SMNs, RenRen.com and Sina Microblog, and found that a large percentage of users’ friends in Sina Microblog concurred in RenRen.com. Similar foundations have been discovered in Refs. \[13\], \[55\], \[68\], \[83\]. The cross-layer extension is to leverage a priori interlayer links to extend the intralayer links in each layer of the multiplex network, as shown in Fig. 9 in Appendix C.

Given a multiplex network \(\mathcal{M}\) with two layers \(G^\alpha\) and \(G^\beta\), a priori interlayer link set \(\Phi\), and intralayer link sets \(E^\alpha\) and \(E^\beta\), the extended network \(\bar{G}\) of layer \(\alpha\) can be described as

\[
\bar{E}^\alpha = E^\alpha \cup \{(v_i^\alpha, v_j^\beta)\mid (v_i^\alpha, v_j^\alpha) \in \Phi, (v_j^\beta, v_k^\beta) \in E^\beta\},
\]

![Fig. 2: Flowchart of MulCEV. The framework of MulCEV first extends each layer of the multiplex network with the help of a priori interlayer links. Then, it models each layer as a weighted graph and the embedded nodes in different layers into different latent representation spaces to obtain their embedding vectors. Thereafter, MulCEV obtains the degree of match by calculating the degree of vector consistency as well as the distance consistency. Finally, the unobserved interlayer links are predicted.](image-url)
referring to Ref. [62]. The extended network $\bar{G}^\beta$ of layer $\beta$ is similar to the above equation. Note that it is not essential to perform cross-network extension.

B. Network Embedding

In this step, we first provide a method to compute the relationship strengths between nodes with intralayer links such that each layer can be modeled as a weighted graph; then, the nodes in different layers are embedded as low-dimensional vectors in separate latent representation spaces, as shown in Fig. 10 in Appendix C.

During network embedding, nodes that are “close” to each other in the network are embedded in such a way that they have similar vector representations [84]. This property is used for unobserved interlayer node pair searching in the unified latent space in Refs. [52], [60], [62]–[64]. Better embedding may result in improved interlayer link prediction performance. How is it determined whether two nodes are “close”? Various scholars have proposed different methods. DeepWalk [25] leverages a truncated random walk to generate a set of node sequences for learning the representations. This method considers nodes with intralayer links to be close. LINE [77] uses the notion of first- and second-order proximities to measure closeness, where first-order proximity refers to intralayer links and second-order proximity refers to two nodes having common neighbors. M-NMF [78] further incorporates the community structure into network embedding to improve the similarity of node vectors within a community. It is not difficult for two unmatched nodes in different layers to have CMNs within the same community. However, if unmatched nodes have CMNs from different communities, it is more likely that these represent the unobserved interlayer node pairs [61]. Preserving the community structure in the interlayer link prediction task slightly differs from the single network analysis task. These embedding methods often model different layers as unweighted graphs. However, different intralayer node pairs may have different relationship strengths. For example, if a boy has only one friend, the friendship between him and his companion is highly likely to be closer than that between those who have many friends. To distinguish between relationship strengths, the intralayer connection between nodes should be weighted. We use a weighted-embedding method that embeds each layer of the multiplex network in the form of weighted graphs based purely on the network structure.

The strength of the relationship between two nodes in the same layer can usually be characterized by the number of neighbors they have in common. However, the number of intralayer links a node has also affects the strength of its relationship with other nodes, and the degrees of their common neighbors may also affect relationship strength. Considering these three factors, we propose the following formula:

$$w_{ij} = \left( \sum_{z \in \Gamma(v_i) \cap \Gamma(v_j)} \frac{1}{\log k_z} \right) \frac{|\Gamma'(v_i) \cap \Gamma'(v_j)|}{|\Gamma(v_i) \cup \Gamma(v_j)|} + 1 \cdot e_{ij},$$

where $k_z$ is the degree of node $z$, and $\Gamma(\cdot)$ represents the neighbor set of node inside it.

Using the above formula has the following three advantages: (i) The greater the number of common neighbors between two nodes, the greater their weight; (ii) when two pairs of nodes have the same number of common neighbors, the node pair with fewer intralayer links will have the higher weight; and (iii) the smaller the degree of the common neighbors between two nodes, the greater their weight.

After obtaining the weights of all intralayer links, we reference a famous network embedding model named LINE [62], which is good at preserving both the local and global network structures and is suitable for weighted networks, to update the node representation. For any intralayer link $e_{ij}^\alpha = (v_i^\alpha, v_j^\alpha)$ in a given layer $\alpha$, the joint probability between node $v_i^\alpha$ and $v_j^\alpha$ is

$$z(v_i^\alpha, v_j^\alpha) = \frac{1}{1 + \exp(-(v_i^\alpha)^T \cdot v_j^\alpha)},$$

where $v_i^\alpha$ and $v_j^\alpha$ are the low-dimensional vectors of nodes $v_i^\alpha$ and $v_j^\alpha$, respectively, which are defined in $\mathbb{R}^d$; $z(\cdot, \cdot)$ is a distribution over the space $V^\alpha \times V^\alpha$, and $(\cdot)^T$ is the transposition function. The empirical counterpart of $z(\cdot, \cdot)$ can be defined as $\hat{z}(\cdot, \cdot) = w_{ij}^\alpha / W$, where $w_{ij}^\alpha$ is the weight of the intralayer link $e_{ij}^\alpha$ as calculated by Eq. (4), and $W$ is the summation of the weights of all intralayer links. By minimizing the KL-divergence [85] of $z(\cdot, \cdot)$ and its empirical counterpart $\hat{z}(\cdot, \cdot)$ over all the intralayer links in the $\alpha$ layer, the LINE model can be inferred. The objective function for embedding is

$$O = \sum_{\forall(v_i^\alpha, v_j^\alpha) \in E^\alpha} KL(\hat{z}(v_i^\alpha, v_j^\alpha), z(v_i^\alpha, v_j^\alpha)), \quad (6)$$

where the KL-divergence $KL(\cdot, \cdot)$ is a method of measuring the similarity of two distributions. By omitting some constants, the objective function for embedding can be rewritten as

$$O = - \sum_{\forall(v_i^\alpha, v_j^\alpha) \in E^\alpha} w_{ij}^\alpha \log(z(v_i^\alpha, v_j^\alpha)). \quad (7)$$

By minimizing Eq. (7) over all the intralayer links independently, each of the nodes in the given layer $\alpha$ can be represented as a $d$-dimensional vector in the latent representation space with the stochastic gradient descent algorithm. The layer $\beta$ of the multiplex network can be embedded by following the same steps.

C. Calculation of Degree of Match

For any two unmatched nodes across different layers, we calculate a score according to the MulCEV framework to estimate whether an interlayer link exists between them. We call this score the degree of match, which consists of two parts: the degree of vector consistency, and the degree of distance consistency, as shown in Fig. 11 in Appendix C. The details are as follows.

1) Degree of vector consistency: We leverage the feed-forward multi-layer perceptrons (MLP) [80] to learn the mapping function from one layer to another based on the a priori interlayer links. The structure of the MLP used in MulCEV is shown in Fig. 11 (a) in Appendix C. Given each of the a priori interlayer node pairs $(v_i^\alpha, v_j^\beta) \in E^{\alpha \beta}$ and their corresponding
embedding vectors \((\mathbf{v}_i^\alpha, \mathbf{v}_j^\beta)\), we use \(\mathbf{v}_i^\alpha\) as the input and \(\mathbf{v}_j^\beta\) as the target output to train the mapping function \(\phi\). The loss function of the MLP is

\[
l(\mathbf{v}_i^\alpha, \mathbf{v}_j^\beta) = 1 - \cos(\phi(\mathbf{v}_i^\alpha), \mathbf{v}_j^\beta),
\]

where \(\cos(\cdot, \cdot)\) is the cosine similarity, and \(\phi(\mathbf{v}_j^\beta)\) is the actual output mapped by the MLP. The value of the loss function ranges from 0 to 2. Suppose that we have \(n\) a priori interlayer links; then for all a priori interlayer nodes, we use \(\mathbf{A}_\alpha \in \mathbb{R}^{(d,n)}\) and \(\mathbf{A}_\beta \in \mathbb{R}^{(d,n)}\) to represent their respective embedding vectors. The goal of training the MLP is to minimize the following cost function:

\[
L(\mathbf{A}_\alpha, \mathbf{A}_\beta) = 1 - \cos(\phi(\mathbf{A}_\alpha), \mathbf{A}_\beta; \Theta),
\]

where \(\Theta\) is the collection of all parameters in the mapping function \(\phi\).

To obtain the degree of vector consistency, for any given unmatched node pair \((u_a^\alpha, u_b^\beta)\) with their embedding vectors \(\mathbf{u}_a^\alpha\) and \(\mathbf{u}_b^\beta\), we map node \(u_a^\alpha\) into the latent representation space of the \(\beta\) layer according to the mapping function \(\phi(\mathbf{u}_a^\alpha)\). We then use cosine similarity to compute the degree of vector consistency between \(\phi(\mathbf{u}_a^\alpha)\) and \(\mathbf{u}_b^\beta\). The formula can be represented as

\[
p(u_a^\alpha, u_b^\beta) = \frac{\phi(\mathbf{u}_a^\alpha)^T \cdot \mathbf{u}_b^\beta}{||\phi(\mathbf{u}_a^\alpha)|| \cdot ||\mathbf{u}_b^\beta||},
\]

where \(\cdot\) represents the 2-norm of the vector within.

2) Degree of distance consistency: As shown in Fig. 11(d), if we consider only the degree of vector consistency, it may be difficult to obtain good prediction results in some cases, such as the incorrect match of \((v_6^\alpha, v_9^\beta)\). The reason is that a perfect mapping function is difficult to obtain [63]. If we consider the positional relationships between the unmatched nodes and their matched neighbors in the embedding spaces of different layers, we might uncover additional clues for predicting the unobserved interlayer links. We propose a “distance consistency” index to measure this relationship, defined as

\[
q(u_a^\alpha, u_b^\beta) = \sum_{\forall (v_i^\alpha, v_j^\beta) \in \Phi, \, v_i^\alpha \in \Gamma(u_a^\alpha), \, v_j^\beta \in \Gamma(u_b^\beta)} \exp(-\langle e_{\alpha} - |s_{\alpha} - s_{\beta}| \cdot |s_{\beta} \cdot s_{\beta}\rangle).\]

In Eq. (11), \(\Phi\) represents the set of a priori interlayer links, and \(s_{\alpha}\) is the Euclidean distance between unmatched node \(u_a^\alpha\) and matched node \(v_i^\alpha\). The constraints in the equation indicate that the interlayer node pair \((v_i^\alpha, v_j^\beta)\) is the CMN of unmatched nodes \(u_a^\alpha\) and \(v_j^\beta\). Suppose that matched node pair \((v_i^\alpha, v_j^\beta)\) is the CMN of the unmatched nodes \(u_a^\alpha\) and \(v_j^\beta\); then \(|s_{\alpha} - s_{\beta}|\) can measure the degree of similarity between \(s_{\alpha}\) and \(s_{\beta}\). If the value of \(|s_{\alpha} - s_{\beta}|\) is close to 0, the Euclidean distances \(s_{\alpha}\) and \(s_{\beta}\) are deemed to be consistent; otherwise, \(s_{\alpha}\) and \(s_{\beta}\) are deemed to be inconsistent. Using \(s_{\alpha}\) and \(s_{\beta}\) to multiply \(|s_{\alpha} - s_{\beta}|\) distinguishes the influence of the CMNs on the degree of distance consistency. The closer the Euclidean distance of an unmatched node and its CMN, the greater the influence of this CMN. \(|s_{\alpha} - s_{\beta}|\cdot s_{\alpha}\cdot s_{\beta}\) can be transformed by the sigmoid function to ensure that its value is between 0 and 1. In addition, for an unmatched node pair, the larger the value of \(|s_{\alpha} - s_{\beta}|\), the smaller the distance consistency should be, which is reflected by the exponential function \(\exp(-\cdot)\) in the formula.

In summary, the degree of distance consistency has the following characteristics:

(i) the greater the number of CMNs, the greater the degree of distance consistency;

(ii) the smaller the Euclidean distance between an unmatched node and its CMN, the greater the influence of this CMN on the degree of distance consistency;

(iii) the smaller the difference between two Euclidean distances formed by unmatched nodes across different layers and their CMNs, the larger the degree of distance consistency.

D. Prediction

After obtaining the degrees of vector consistency and distance consistency for unmatched node pair \((u_a^\alpha, u_b^\beta)\), we associate these two types of consistency to calculate the final degree of match, as shown in Fig. 12 in Appendix C. The formula of associating the two types of consistency can be represented as

\[
r(u_a^\alpha, u_b^\beta) = \delta \cdot p(u_a^\alpha, u_b^\beta) + (1 - \delta) \cdot q(u_a^\alpha, u_b^\beta),
\]

where \(\delta\) is a control parameter that takes a value from 0 to 1. If \(\delta = 0\), the degree of match is only related to the distance consistency, whereas if \(\delta = 1\), the degree of match is only related to the vector consistency.

For any node \(u_a^\alpha\) in layer \(\alpha\), we can calculate its degree of match with all unmatched nodes in layer \(\beta\). We can then predict an interlayer link by identifying the counterpart node in layer \(\beta\) that has the highest degree of match with node \(u_a^\alpha\) or offer a top-\(N\) list of nodes in layer \(\beta\) as potential counterparts of node \(u_a^\alpha\).

E. Optimization and Time Complexity

To reduce the time complexity, we optimized the calculation of the degrees of vector consistency and distance consistency. Through optimization, the degree of match for all unmatched node pairs can be obtained by

\[
\mathbf{R} = \delta \cdot \mathbf{P} + (1 - \delta) \cdot \mathbf{Q},
\]

where \(\mathbf{P}\) and \(\mathbf{Q}\) are the matrix for the degree of vector and distance consistency, respectively. The specific calculations \(\mathbf{P}\) and \(\mathbf{Q}\) are detailed in Appendix D.

The time complexity of the four steps are \(O(n^2)\), \(O(|\Phi| n d + k^2 n)\), \(O(kd n + v_a^\alpha d/\varsigma + m_a^\beta d/\varsigma)\), and \(O(Nv_a^\alpha d/\varsigma)\), where \(\varsigma\) is the number of computational nodes [87] and \(N\) is the size of top-\(N\) list. The details of time complexity analysis can be found in Appendix E.

V. EXPERIMENTS

In this section, we first describe the experiment configurations and then compare the proposed framework with baseline methods using three synthetic and four real-world datasets.
A. Experimental Configurations

We used three synthetic and four real-world multiplex network datasets in our experiments. The synthetic networks are Erdős–Rényi [88] (ER) random networks, Watts-Strogatz [89] (WS) small-world networks, and Barabási-Albert [90] (BA) networks. The four real-world datasets are Foursquare–Twitter (FT) [56], DBLP_DataMining–DBLP_MachineLearning (DBLP) [61], [91], Higgs_Friendships–Higgs_Mention (Higgs-FSMT), and Higgs_Friendships–Higgs_Retweet (Higgs-FSRRT) [92]. Meanwhile, we used DeepLink [63], IONE [60], ONE [60], IONE-D [61], BootEA [93], PALE [62], MAH [59], MAG [59], and CRW [56] as baselines. In addition, we employed \( \text{Precision}_{@ N} \) \((P@N)\) [3], [60], F-measure \((F1)\) [3], and \( \text{MAP} \) [3] as the metrics to evaluate the performance of all methods. The details of each dataset, baselines, and the other experimental configurations can be found in Appendix F.

B. Experimental Results

In this subsection, we investigate the effects of the control parameter \( \delta \) and compare the baseline methods with the proposed method.

1) Effect of control parameter \( \delta \): In Eq. \( \{1\} \), the parameter \( \delta \) is leveraged to control the proportions of the vector consistency and distance consistency in the final degree of match. We studied the initialization strategy for \( \delta \) and its effect on the predicted results through experiments. The results and phenomena are shown in Appendix G. In these experiments, the prediction results of most datasets show best performance with \( \delta = 0.5 \), this value is recommended for new datasets. For more precise values, investigators may consider performing 10-fold cross validation using the a priori interlayer link set, which is divided into training and validation sets.

2) Performance with different \( @N \) settings: We evaluate the performance of the baseline methods and the proposed method at different \( @N \) settings on real-world datasets FT and DBLP. In the proposed framework, the first step is cross-layer extension. This step, however, is not mandatory. We call the version without cross-network extension MulCEV, and the version with cross-network extension MulCEV-Ex.

Referring to Refs. [61] and [63], we set 90.0% of the interlayer links as the training set and the rest as the test set. Figure 3 displays the precision of the baseline methods and the proposed method under this setting. From the figure, we can see that MulCEV-Ex achieved the highest precision for all \( @N \) settings. On the FT dataset, the precision increased by a maximum of 10.8% and an average of 5.8% over DeepLink, the best of the baseline methods. On the DBLP dataset, the precision increased by a maximum of 3.7% and an average of 2.3% over BootEA. MulCEV achieved the second-highest performance, for a maximum increase of 6.8% and 5.7% on the two respective datasets compared with the best of the baseline methods. In contrast with other methods based on network embedding, our method further considers distance consistency with CMNs. The results imply that the distance consistency provides more clues and better facilitates the prediction of interlayer links. MulCEV-Ex was better than MulCEV under most settings because MulCEV-Ex leverages a priori interlayer links to extend each layer of the multiplex network. The extended layer has more edges to guide the embedding than the non-extended network so that the node positions in the embedding space can better reflect the relationships between nodes. Such advantages are highlighted in the subsequent matching process. The improvement of MulCEV-Ex over MulCEV was greater on the FT dataset than on the DBLP dataset, as the percentage of interlayer nodes is greater in the FT dataset than in the DBLP dataset. The greater the number of interlayer links, the greater the number of intralayer links that can be extended.

CRW was the lowest-precision method, showing that the traditional link-based prediction method is not as accurate as the network embedding approach. MAH and MAG showed better performance than CRW but were a bit worse than the other methods. This may be because MAH needs hypergraph information, which is often difficult to obtain for an actual SMN and thus must be built using specific methods based on the data obtained, leading to poor performance by MAH. MAG uses a formula for the calculation of node-to-node pairwise weights to build a graph for each SMN and obtains ranking results by the same method as MAH, so its performance is similar to MAH’s.

With regard to IONE and its two variants ONE and IONE-D, ONE does not consider the information of the input context of the node, and its performance was not as good as that of IONE. IONE-D, although based on IONE, further considers the impact of community-based structural diversity, and so it exhibited better performance than IONE. PALE does not consider the input and output contexts of the node separately; its performance was not as good as IONE’s. It is noteworthy that IONE and PALE are two classical methods based on network embedding; IONE embeds all layers into a common latent space, and PALE embeds each layer into a unique space. On the two datasets, MulCEV increased the precision by an average of 7.0% and 6.8%, respectively, over IONE and an average of 28.4% and 15.8%, respectively, over PALE.

Compared with other methods, BootEA showed superior performance on the DBLP dataset but worse performance on the FT dataset. This may be because during the process of predicting interlayer links, BootEA iteratively labels potential node pairs as training data to overcome the lack of a
sufficiently large training set. The percentage of interlayer nodes in the DBLP dataset is smaller than that in the FT dataset. Through automatic labeling, more training data are provided in the DBLP dataset, thereby allowing the advantages of BootEA to be better reflected. DeepLink gave the best performance of the baselines because it utilizes dual learning for the pretraining of the mapping function.

With all methods, we observe that as $N$ increases, the precision of the various methods also increases. This is because $@N$ denotes the number of potential matches recommended by different methods for each unmatched node. The greater the value of $N$, the higher the number of candidate matches and the higher the probability of success in finding the correct match.

We also investigated the ranking performance of our suggested methods and some baselines with the 90.0% training ratio; Table I shows the results. The highest value for almost all training ratios. On the FT dataset, $P@30$ increased by a maximum of 4.8% and an average of 0.8% over DeepLink, the best of the baseline methods. On DBLP, it increased by a maximum of 1.0% and an average of 0.4% over the best baseline, IONE-D. These observations demonstrate the effectiveness and merits of the proposed framework.

It is worth noting that of all the methods, MulCEV-Ex is the only one that extends the intralayer links by interlayer links. Therefore, in order to conduct the comparison of the different methods under the same conditions to the extent possible, in the subsequent experiments we excluded MulCEV-Ex and used only MulCEV for the comparisons with the baselines.

3) Effect of training ratio: We evaluated the performance of the baselines and MulCEV under different settings for the training ratio. We set training ratios of 10% to 90% in 10% increments; $N = 30$. Figure 4 displays the $P@30$ of the baselines and MulCEV under these settings.

From the figure, we can see that the proportion of interlayer links used for training markedly affected the performance of all of the methods. For each method, $P@30$ increased with the training ratio. This is because the greater the training ratio, the greater the quantity of training data. For the methods that embed each layer into a unique latent space, there are more inputs to learn the mapping function; for the method embedding all layers into a common latent space, there are more inputs to align nodes to the common embedding space. Moreover, the rankings of the performance of all methods on the two datasets are similar to those under various $@N$ settings.

4) Effect of embedding dimensionality: We also evaluated the performance of the network embedding learning-based baseline methods and MulCEV using representations of different dimensionalities $d$. We set $d$ to 16, 32, 64, 128, and 256; the training ratio was 90.0%, and $N = 30$. Figure 5 displays the $P@30$ values for the baselines and MulCEV under these settings.

From Fig. 5 we can see that the rankings of the performance of all methods on the two datasets are similar to the rankings under various $@N$ settings. The reasons are the same as those illustrated in Fig. 3. In particular, MulCEV achieved the highest precision for almost all training ratios. On the FT dataset, $P@30$ increased by a maximum of 4.8% and an average of 0.8% over DeepLink, the best of the baseline methods. On DBLP, it increased by a maximum of 1.0% and an average of 0.4% over the best baseline, IONE-D. These observations demonstrate the effectiveness and merits of the proposed method.

Table I: MAP of different methods.

| Datasets | Methods |
|----------|---------|
| FT       | MulCEV-Ex | MulCEV | IONE-D | MAG | IONE | PALE | ONE |
| DBLP     | 0.3651   | 0.3520 | 0.2979 | 0.3487 | 0.2578 | 0.1516 | 0.1075 |

Fig. 4: Comparison between baselines and MulCEV for different training ratios on datasets FT and DBLP.

Fig. 5: Comparison between baselines and MulCEV for different dimensionalities on datasets FT and DBLP.
dimensionality, the lower the computational complexity. These results again demonstrate the effectiveness and merits of the proposed framework.

5) Effect of iteration count: The number of training iterations needed for a prediction method to converge is another important factor to consider in evaluating these methods. Referring to Refs. [61], [63], we set the training ratio to 90.0% and set $N = 30$ to execute the experiments for the evaluation of the baselines and MulCEV with different numbers of iterations. Figure 6 displays $P@30$ for the baselines and MulCEV under these settings.

From the figure, we can see that the rankings of the performance of all methods on the two datasets are similar to those under various $@N$ settings. The reasons are the same as those illustrated in Fig. 5. Meanwhile, MulCEV achieved the highest precision at almost all iteration counts. In particular, it achieved competitive results at very low training iteration counts; at 2000 iterations, it achieved $P@30$ values of 0.667 and 0.512 on the two respective datasets. In contrast, the $P@30$ values of all the baselines were close to zero. This is because the degree of match for MulCEV consists of two parts, degree of vector consistency and degree of distance consistency. The latter is calculated in advance (before the mapping function is learned) and provides some clues for making the predictions. Thereafter, the mapping function improves as the number of iterations increases, further improving the prediction performance.

DeepLink and PALE converged at similar iteration counts, around $10^5$. This is probably because these methods are based on similar concepts. They embed each layer of the multiplex network into a unique latent space and then use MLP to learn the mapping function and complete the matching. The convergent iteration counts for IONE and its two variant methods ONE and IONE-D are also similar, all of them converging between $10^5$ and $10^7$. The reason is the same as that for DeepLink and PALE. Moreover, we can see that DeepLink and PALE converge to their best performance sooner than IONE and its variant methods. This is probably because IONE and its variants need to learn the context information for the nodes in each layer, and so they require a greater number of learning rounds to converge. $P@30$ for IONE and PALE would decrease at higher iteration counts because they incur overfitting problem.

6) Results on more datasets: To fully evaluate the effectiveness of the proposed approach, we implemented experiments on additional datasets and adopted more metrics. The training ratios in these experiments were varied from 10.0% to 90.0% in increments of 20.0%. Fig. 7 displays the $P@30$ and $F1$ values for the baselines and MulCEV under these settings.

From Fig. 7 we see that MulCEV outperformed the baseline methods in almost all conditions for all data sets, both for $P@30$ and $F1$. This demonstrates the effectiveness and merit of the proposed method. Meanwhile, we observed that $P@30$ and $F1$ of IONE-D were lower than those of IONE on the Higgs-FSMT and Higgs-FSRT datasets, which are different from that of the other datasets in Fig. 4 and Fig. 7. This may be attributed to the interactions of mention or reply being generated when users discuss a wide range of topics. Such discussions are not necessarily restricted to some communities.
TABLE II: Time Cost.

| Metric          | Datasets       | Methods       |
|-----------------|----------------|---------------|
|                 | FT             | PALE          | BootEA        | MulCEV*        | MulCEV         |
| Time(s)         | DBLP           | 434.93        | 984.81        | 3697.31        | 114.60         |
|                 | Higgs-FSMT     | 484.81        | 15452.64      | 3106.18        | 296.62         |
|                 | Higgs-FSRT     | 404.85        | 14112.72      | 3437.15        | 311.74         |
|                 | ER             | 4.54          | 339.86        | 48.11          | 8.49           |
|                 | WS             | 4.07          | 274.74        | 54.50          | 9.98           |
|                 | BA             | 6.88          | 345.45        | 50.77          | 8.55           |

Note: MulCEV* is the MulCEV before optimization.

Fig. 8: Comparison of different embedding methods. (a) Precision of different @N settings on the dataset FT, (b) P@30 of different training ratios on the dataset FT.

IONE-D incorporates the community-based structural diversity into IONE and has the side effect of prediction on the above two datasets. This indirectly demonstrates the robustness of our proposed method, which improves the prediction performance by fully using the information in the latent representation spaces.

7) Effect of embedding method: To evaluate the weighted-embedding method used in Section IV, we compared it with two commonly used network embedding methods: DeepWalk [75] and node2vec [76]. For DeepWalk, we set the number of walks per node to 20, the walk length to 80, and the window size to 5; for node2vec, we empirically set $q = 0.5$ and $p = 2$.

We compared the weighted-embedding method and the comparison methods under various @N settings and various training ratios on the FT dataset. Figure 8 displays the results. As can be seen in the figure, MulCEV achieved the highest precision at almost all @N settings and training ratios. At the different @N settings, P@N increased by a maximum of 6.7% and an average of 2.9% over DeepWalk, the better of the two comparison embedding methods. At the different training ratios, P@30 increased by a maximum of 3.8% and an average of 2.7% over node2vec, the better of the two comparison embedding methods. These observations demonstrate the effectiveness and merits of the weighted-embedding method.

8) Time cost: To reduce the time complexity, we adopt matrix multiplication to optimize the process for calculating the different types of consistencies. We compare the time cost of the unoptimized MulCEV, i.e., MulCEV*, and the MulCEV with PALE and BootEA that can be performed on similar hardware and software environments. We executed the experiments on four real-world and three synthetic datasets with a 90.0% training ratio; all experiments were performed on a server with an Intel(R) Xeon(R) Gold 6130 CPU, 256 GB memory, and NVIDIA Tesla V100 GPU, with Python 3.6 and TensorFlow 1.13.1.

Table II summarizes the results of these experiments. We see that BootEA required the maximum time, followed by MulCEV*, PALE, and MulCEV on the real-world datasets while BootEA required the maximum time, followed by MulCEV*, MulCEV, and PALE on the synthetic datasets. BootEA employs an iterative training strategy, which updates the predicted oriented embeddings by labeling likely interlayer links and adding them to the a priori interlayer link set iteratively; this method requires an extra $O(n)$ of time over the other algorithms without the iterative training strategy. Although MulCEV* calculates the vector consistency in a manner similar to that of PALE, it consumes more time than PALE because it also computes the distance consistency. However, after optimization, our proposed MulCEV framework effectively reduces the time complexity and requires less time than PALE on the real-world datasets even when both vector consistency and distance consistency are calculated. On the synthetic datasets, MulCEV requires more time than PALE. This is because the number of nodes in each layer of these synthetic multiplex networks is small (about 1000), and both PALE and MulCEV spend a little time. The time saved in calculating vector consistency through optimization is not enough to offset the time spent on calculating the distance consistency.

VI. CONCLUSION

We have proposed a framework called MulCEV to predict the interlayer links in a multiplex network. This framework makes full use of the information in the latent representation space through vector consistency and distance consistency. Distance consistency leverages CMNs of the unmatched nodes across different layers as references to provide additional clues for interlayer link prediction. In addition, we modeled the layers as weighted graphs to obtain representation for network embedding so that the higher the strength of the nodes’ relationships, the more similar their embedding vectors in the latent representation space. To reduce the time complexity, we adopted matrix multiplication to optimize the process for calculating the degree of match. Experiments on four real-world and three synthetic multiplex network datasets demonstrated that the proposed MulCEV framework markedly outperforms several state-of-the-art methods.
In summary, the proposed framework further improves the accuracy of the network-based embedding method for dealing with interlayer link prediction, especially when the number of training iterations is low. The framework can effectively associate the accounts belonging to the same user across different SMNs solely by leveraging network structure attributes in the absence of attribute information such as username, age, or published content. Such an association can be used to establish patterns of law violations by cybercriminals, improve the understanding of information diffusion across SMNs, and provide support for criminal investigations and evidence collection through SMNs.

Although MulCEV has a better performance, there still exist some limitations. First, it only uses the structural information for network embedding while neglecting the rich attributes of nodes or links. Second, the multiplex network MulCEV focuses on is a fixed one. However, SMNs evolve over time and many application scenarios require predictions to be quickly made for unseen nodes or entirely new subnetworks. In the future, we plan to further explore more reasonable embedding methods to capture the network structure as well as attributes and make predictions in scenarios in which the number of nodes is dynamically increased.
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SMN characteristics marginalized the traditional profile-based resolutions. The trajectory-based method has been popular since the emergence of the mobile-phone-based Internet. SMN users who wish to announce their location to their friends on some SMN applications can tap a “check-in” button to see a list of nearby places and choose the place that matches their location. References [43]–[45] focused on these check-in data and used them to link identities. Such trajectory-based methods, however, often face data sparsity problems, and users usually share different locations on different SMNs. User-generated content can reveal some unique characteristics of an SMN user, such as his or her writing style [46], [47] or footprint [48]. These methods rely heavily on the availability of excellent natural language processing (NLP) techniques and text preprocessing algorithms because user-generated content often includes spoken words, emotion icons, and abbreviations.

Different from feature information, network’s structural information is highly accessible and difficult to counterfeit. In addition, a user’s friend circle is highly personalized; i.e., few people share the same friend circle [51]. Therefore, network-based methods are an ideal solution for the interlayer link prediction problem and have attracted the interest of an increasing number of researchers in recent years. Network-based methods can be divided into non-embedding-based methods and embedding-based methods according to whether network embedding techniques are used. We will introduce non-embedding-based methods as follows.

Given the completeness and connectivity of a network structure, two kinds of structural information can be used to solve the interlayer link prediction problem. The first is local network information, which focuses on the one-hop neighborhood (e.g., follower/followee/friend relationships) of the unmatched nodes [3]. Narayanan and Shmatikov proposed a re-identification algorithm, which was the first method to use a graph-theoretic model based on the node neighborhood to solve this problem [49]. Later, Korula et al. [50] computed a similarity score for an unmatched node pair by counting the number of CMNs and then keeping all the links above a specific threshold. To avoid the possible problem of mismatching low-degree nodes in the early phases, only nodes whose degree is higher than a specified threshold are allowed to be matched. Zhou et al. [51] proposed a friend-relationships-based user identification (FRUI) algorithm that counts the number of shared friends to calculate the degree of match for all candidate-matched node pairs and chooses pairs that have the maximum value as the final set of matched pairs. Tang et al. [17] further investigated the importance of the scale-free property of real-world SMNs for accomplishing interlayer link prediction and proposed a degree penalty principle to calculate the degree of match of all unmatched node pairs. Ren et al. [52] defined a set of meta-diagrams for feature extraction and used greedy link selection for the interlayer link prediction. In Ref. [53], an algorithm is proposed to resolve the one-to-one constraint in the situation of prediction cross-multiple layers. This algorithm matches different layers of the multiplex network by minimizing the friendship inconsistency and selects the candidate node pairs which can lead to the
maximum confidence scores across multiple layers.

The second type of structural information is global network information. Zhu et al. [53] transformed the interlayer link prediction problem into a maximum common subgraph problem and maximized the number of intralayer links to obtain a cross-layer mapping. Zafarani and Liu [25] also explored a solution utilizing global network information. They calculated the Laplacian matrices for each layer and used a matrix optimization method to perform the prediction. The authors of Ref. [54] considered both local and global consistency to match nodes across more than two layers; local consistency for matching nodes across just two layers, and global consistency for dealing with the cases involving more than two layers. In Refs. [57], [58], the authors studied ways of predicting interlayer links in the absence of a priori interlayer links using the global network information.

### APPENDIX B

#### TABLE OF SYMBOLS AND NOTATIONS

| Symbol | Description |
|--------|-------------|
| $\mathcal{M}$ | The multiplex network. |
| $G$ | A SMN which is one layer of $\mathcal{M}$. |
| $u, v$ | Nodes in $\mathcal{M}$. |
| $\mathbf{u}, \mathbf{v}$ | Embedding vectors of nodes $u$ and $v$ respectively. |
| $\alpha, \beta$ | Layer indices of $\mathcal{M}$. |
| $e^{\alpha, \beta}$ | Intralayer links in $G^\alpha$ and $G^\beta$ respectively. |
| $e$ | Interlayer link. |
| $i, j, a, b$ | Node indices. |
| $n^{\alpha}, n^{\beta}$ | Number of nodes in $G^\alpha$ and $G^\beta$. |
| $n, m$ | Number of a priori interlayer links and unobserved interlayer links respectively. |
| $\Gamma(v_i)$ | Set of neighbors of node $v_i$. |
| $k_v$ | Degree of node $v$. |
| $p, P$ | Degree of vector consistency and Degree of vector consistency matrix respectively. |
| $q, Q$ | Degree of distance consistency and Degree of distance consistency matrix respectively. |
| $r, R$ | Degree of match and Degree of match matrix respectively. |
| $d$ | Dimensionality of the latent representation space. |
| $\phi$ | Mapping function. |
| $w$ | Weight of the intralayer link. |
| $\delta$ | Control parameter. |
| $\Phi$ | Set of a priori interlayer links. |
| $\Psi$ | Set of unobserved interlayer links. |

Table III displays the main symbols and notations used in this paper. We follow the common symbolic conventions, wherein bold uppercase letters denote matrices, bold lowercase letters denote column vectors, and lowercase letters denote scalars.

### APPENDIX C

#### EXAMPLE OF DIFFERENT STEPS OF MulCEV

The example of different steps of MulCEV are as shown in Figs. 9, 10, 11 and 12.

### APPENDIX D

#### DETAILS OF OPTIMIZATION

To reduce the time complexity, we optimized the calculation of the degrees of vector consistency and distance consistency.
Calculating the degree of vector consistency

Many calculations are repeated, such as that of a pair can be calculated using Eq. (10) of the paper. However, CMNs between the unmatched nodes across the different layers are combined to obtain the matrix for the degree of distance consistency.

For all unmatched nodes, denoting $B^{\alpha} = [u^{\alpha}_1, u^{\alpha}_2, \ldots, u^{\alpha}_{n^{\alpha} - n}]$, $B^{\beta} = [u^{\beta}_1, u^{\beta}_2, \ldots, u^{\beta}_{n^{\beta} - n}]$, $b^\alpha = [\phi(u^{\alpha}_1), \phi(u^{\alpha}_2), \ldots, \phi(u^{\alpha}_{n^{\alpha} - n})]$, $b^\beta = [\phi(u^{\beta}_1), \phi(u^{\beta}_2), \ldots, \phi(u^{\beta}_{n^{\beta} - n})]^T$, and $\phi(b^\alpha)$ = $[||\phi(u^{\alpha}_1)||, ||\phi(u^{\alpha}_2)||, \ldots, ||\phi(u^{\alpha}_{n^{\alpha} - n})||]^T$, the degree of vector consistency for all unmatched node pairs can be expressed as

$$P = \frac{\phi(B^{\alpha})^T \cdot B^{\beta}}{\phi(b^\alpha)^T \cdot b^\beta}. \quad (14)$$

### A. Optimization of Vector Consistency Calculation

The degree of vector consistency for each unmatched node pair can be calculated using Eq. (10) of the paper. However, many calculations are repeated, such as that of $||u^\alpha_b||$. We propose an approach based on a matrix operation to reduce the computational time complexity.

For all unmatched nodes, denoting $B^{\alpha} = [u^{\alpha}_1, u^{\alpha}_2, \ldots, u^{\alpha}_{n^{\alpha} - n}]$, $B^{\beta} = [u^{\beta}_1, u^{\beta}_2, \ldots, u^{\beta}_{n^{\beta} - n}]$, $\phi(B^{\alpha}) = [\phi(u^{\alpha}_1), \phi(u^{\alpha}_2), \ldots, \phi(u^{\alpha}_{n^{\alpha} - n})]$, $b^\alpha = [||u^{\alpha}_1||, ||u^{\alpha}_2||, \ldots, ||u^{\alpha}_{n^{\alpha} - n}||]^T$, $b^\beta = [||u^{\beta}_1||, ||u^{\beta}_2||, \ldots, ||u^{\beta}_{n^{\beta} - n}||]^T$, and $\phi(b^\alpha)$ = $[||\phi(u^{\alpha}_1)||, ||\phi(u^{\alpha}_2)||, \ldots, ||\phi(u^{\alpha}_{n^{\alpha} - n})||]^T$, the degree of vector consistency for all unmatched node pairs can be expressed as

$$P = \frac{\phi(B^{\alpha})^T \cdot B^{\beta}}{\phi(b^\alpha)^T \cdot b^\beta}. \quad (14)$$

### B. Optimization of Distance Consistency Calculation

If $h_{ai \rightarrow bj}$ is denoted by $\exp(-s_{ai}^\alpha \cdot s_{bj}^\beta)$, it is clear that if interlayer node pair $(v_i^\alpha, v_j^\beta)$ is the CMN of unmatched node pair $(u_i^\alpha, u_j^\beta)$, $e_{ai}^\alpha$ and $e_{bj}^\beta$ will be equal to 1; thus, $e_{ai}^\alpha \cdot h_{ai \rightarrow bj} \cdot e_{bj}^\beta = h_{ai \rightarrow bj}$. In contrast, if interlayer node pair $(v_i^\alpha, v_j^\beta)$ is not the CMN of unmatched node pair $(u_i^\alpha, u_j^\beta)$, $e_{ai}^\alpha$ or $e_{bj}^\beta$ will be equal to 0; thus, $e_{ai}^\alpha \cdot h_{ai \rightarrow bj} \cdot e_{bj}^\beta = 0$.
Fig. 12: Example of making prediction. By associating the two types of consistency, the matrix for the degree of match can be obtained. Then, we sort the matrix by row. In the third subfigure, the brighter the color, the greater the degree of match. Finally, the prediction results can be provided by the sorted list.

Therefore, Eq. (11) can be rewritten as

$$q(u^\alpha_a, u^\beta_b) = \sum_{v \in \Phi(v^\alpha_a, v^\beta_b)} e^\alpha_a \cdot h_{ai-bj} \cdot e^\beta_b.$$  \hspace{0.5cm} (15)

If node $v^\alpha_i$ is an a priori interlayer node in layer $\alpha$, a counterpart node must exist in layer $\beta$, and vice versa. Based on this, we can make the a priori interlayer nodes uniform, as follows: $(v^\alpha_i, v^\alpha_i), \ldots, (v^\alpha_i, v^\beta_i), \ldots, (v^\alpha_i, v^\alpha_i)$. Therefore, Eq. (15) can be replaced with

$$q(u^\alpha_a, u^\beta_b) = \sum_{i=1}^{n} e^\alpha_a \cdot h_{ai-bj} \cdot e^\beta_b.$$  \hspace{0.5cm} (16)

Using the vector form, Eq. (16) can be replaced by

$$q(u^\alpha_a, u^\beta_b) = [e^\alpha_a, \ldots, e^\alpha_{ai}, \ldots, e^\alpha_{an}] \cdot \begin{bmatrix} h_{a1-b1} \cdot e^\beta_{b1} \\ \vdots \\ h_{an-bn} \cdot e^\beta_{bn} \end{bmatrix}.$$  \hspace{0.5cm} (17)

We can use the Hadamard product to rewrite $[h_{a1-b1} \cdot e^\beta_{b1}, \ldots, h_{ai-bi} \cdot e^\beta_{bi}, \ldots, h_{an-bn} \cdot e^\beta_{bn}]^T$ as $[h_{a1-b1}, \ldots, h_{ai-bi}, \ldots, h_{an-bn}]^T \circ [e^\beta_{b1}, \ldots, e^\beta_{bi}, \ldots, e^\beta_{bn}]^T$. By denoting $h_{ab} = [h_{a1-b1}, \ldots, h_{ai-bi}, \ldots, h_{an-bn}]^T$, $e^\alpha_a = [e^\alpha_{a1}, \ldots, e^\alpha_{ai}, \ldots, e^\alpha_{an}]^T$, $e^\beta_b = [e^\beta_{b1}, \ldots, e^\beta_{bi}, \ldots, e^\beta_{bn}]^T$, Eq. (17) can be rewritten as

$$q(u^\alpha_a, u^\beta_b) = (e^\alpha_a)^T \cdot (h_{ab} \circ e^\beta_b).$$  \hspace{0.5cm} (18)

By using Eq. (18), the degree of distance consistency for unmatched node pair $(u^\alpha_a, u^\beta_b)$ can be represented in vector operation form. Then, if we want to obtain the degree of distance consistency between node $u^\alpha_a$ and all the unmatched nodes in layer $\beta$, we can express Eq. (18) in matrix operation form. In a similar manner, we denote $H = [h_{a1}, \ldots, h_{ab}, \ldots, h_{a(n^\beta-n)}]$. The degree of distance consistency between node $u^\alpha_a$ and all the unmatched nodes in layer $\beta$ can be calculated as follows:

$$q^\alpha_a = ((e^\alpha_a)^T \cdot (H \circ e^\beta))^T.$$  \hspace{0.5cm} (19)

By denoting $s^\alpha_a = [s^\alpha_{a1}, \ldots, s^\alpha_{ai}, \ldots, s^\alpha_{an}]$, $s^\beta_b = [s^\beta_{b1}, \ldots, s^\beta_{bi}, \ldots, s^\beta_{bn}]^T$, $S^\alpha = [s^\alpha_1, \ldots, s^\alpha_n, \ldots, s^\alpha_{n^\beta-n}]^T$, matrix $H$ can be calculated as

$$H = \exp\{i \cdot s^\alpha_a \circ [i \cdot s^\alpha_a - S^\beta] \circ S^\beta\},$$  \hspace{0.5cm} (20)

where $i$ is a column vector with $n^\beta - n$ elements. The value of each element in vector $i$ is 1.

By joining the vector for the degree of distance consistency for all unmatched nodes in layer $\alpha$, we can obtain the matrix for the degree of distance consistency for all unmatched node pairs, which can be represented as $Q = [q^\alpha_1, \ldots, q^\alpha_n, \ldots, q^\alpha_{n^\beta-n}]^T$.

Finally, the matrix for the degree of match for all unmatched node pairs can be obtained by

$$R = \delta \cdot P + (1 - \delta) \cdot Q.$$  \hspace{0.5cm} (21)

The interlayer link prediction results are obtained by ranking each row or column of $R$ in reverse order according to the degree of match.

**APPENDIX E**

**TIME COMPLEXITY ANALYSIS**

In the cross-layer extension stage, we search the intralayer links from the adjacency matrix comprising the matched nodes such that the time complexity of this stage is $O(n^2)$. In the network embedding stage, the time complexity for weight calculation is $O(|\Phi|k^2)$, where $|\Phi|$ is the number of a priori intralayer links and $k$ is the average degree of the nodes. Meanwhile, the time complexity for network embedding by LINE is $O(|\Phi|\epsilon)$, where $\epsilon$ is the number of negative samples. Therefore, the total time complexity in this step is $O(|\Phi|du + k^2)$. In the degree of match calculation stage, the time complexity for training the mapping function, MLP, is $O(kdn)$ [62]. The time complexity of for calculating the vector consistency for all unmatched node pairs is $O(d(n^\alpha - n)(n^\alpha - n)(n^\beta - n))$ and that for calculating the distance consistency for all unmatched node pairs is $O(dn(n^\alpha - n)(n^\beta - n))$. We use matrix multiplication to optimize the process of calculating the degree of match for all the unmatched node pairs. After optimization, the time complexity for calculating the two types of consistency are $O(d(n^\alpha - n)(n^\beta - n)/\varsigma)$ and $O(dn(n^\alpha - n)(n^\beta - n)/\varsigma)$, respectively, where $\varsigma$ is the number of computational nodes [87]. Suppose the number of unmatched nodes in each layer is $n_u$, i.e., $n_u = (n^\alpha - n) = (n^\beta - n)$; then, the total time complexity for calculating the degree of match is $O(kdn + n^3d/\varsigma + n^6d/\varsigma)$. Lastly, the time complexity for predicting the interlayer links is $O(\tilde{N}n^2_d)$, where $\tilde{N}$ is the size of top-$N$ list.
TABLE IV: Statistics of Real-world Datasets. $|V|$ and $|E|$ are the number of nodes and intralayer links respectively. $k_{max}$ is the maximum degree, $\langle k \rangle$ is the average degree, $r$ is the degree-degree correlation, $c$ is the clustering coefficient, $H$ is the degree heterogeneity, as $H = \langle k^2 \rangle / \langle k \rangle^2$, and $|E^{\alpha \beta}|$ is the number of interlayer links.

| Network                  | $|V|$   | $|E|$       | $k_{max}$ | $\langle k \rangle$ | $r$  | $c$  | $H$ | $|E^{\alpha \beta}|$ |
|--------------------------|--------|------------|----------|---------------------|------|------|-----|---------------------|
| Foursquare               | 5,313  | 76,972     | 552      | 20.42               | −0.193 | 0.23 | 3.446 | 3,148 |
| Twitter                  | 5,120  | 164,920    | 1725     | 51.01               | −0.214 | 0.30 | 4.489 |       |
| DBLP_DataMining           | 11,526 | 48,326     | 117    | 36.68              | 0.110  | 0.85 | 2.176 | 1,295 |
| DBLP_MachineLearning      | 12,311 | 43,948     | 552     | 20.42               | −0.193 | 0.23 | 3.446 |       |
| Higgs_FS                 | 4,288  | 122,826    | 1365    | 57.29               | −0.140 | 0.27 | 2.943 | 3,760 |
| Higgs_MT                 | 3,777  | 13,413     | 1072    | 7.10                | −0.095 | 0.22 | 9.619 |       |
| Higgs_FS                 | 4,184  | 101,618    | 1086    | 48.57               | −0.106 | 0.27 | 2.840 |       |
| Higgs_RT                 | 3,238  | 13,571     | 626     | 8.38                | −0.090 | 0.09 | 5.653 | 3,219 |

APPENDIX F

DETAILS OF EXPERIMENTAL CONFIGURATIONS

A. Datasets

To evaluate the performance of our proposed framework and baseline methods, we used three synthetic and four real-world multiplex network datasets in our experiments. The synthetic networks are Erdős-Rényi [88] (ER) random networks, Watts-Strogatz [89] (WS) small-world networks, and Barabási-Albert [90] (BA) networks. We leveraged method proposed in Ref. [17] to generate multiplex networks by these three synthetic networks. We set the network size to 2000 and the degree heterogeneity, as $H = \langle k^2 \rangle / \langle k \rangle^2$.

- **Foursquare–Twitter (FT):** This dataset was collected from Foursquare and Twitter by Zhang et al. [50]. The ground truth for this dataset is provided in Foursquare’s profiles, and the nodes of the two social networks are partially aligned.

- **DBLP_DataMining–DBLP_MachineLearning (DBLP):** This dataset was collected from the Citation Network Dataset [91] and processed by Liu et al. [61]. It is a co-authored multiplex network, one layer of which consists of researchers who published articles in journals or conference proceedings related to data mining, and the other layer containing researchers who published articles in journals or conference proceedings related to machine learning. The ground truth was obtained by collecting the authors who published articles in both fields.

- **Higgs_Friendships–Higgs_Mention (Higgs-FSMT):** The Higgs dataset is collected from Twitter by Domenico et al. [92] which focuses on the spreading processes of the messages on Twitter during and after the discovery of a new particle with the features of the Higgs boson. We choose the friendships (FS) and mention (MT) networks to construct the multiplex network. To facilitate processing, we only reserve nodes with degrees greater than five in each network.

- **Higgs_Friendships–Higgs_Retweet (Higgs-FSRT):** We choose the FS and retweet (RT) networks of Higgs to construct the multiplex network.

B. Comparison Methods

We used several state-of-the-arts as baselines, which are as follows.

- **DeepLink:** DeepLink is a semi-supervised learning algorithm that leverages traditional random walks to generate social sequences for the network embedding and utilizes the duality of mapping to improve the prediction performance.

- **IONE:** Input–output network embedding (IONE) projects multiple social networks into a common embedded space and matches same-user accounts by calculating the cosine similarity between the vectors of two nodes. In IONE, it represents each account by three vectors: a node vector, an input context vector, and an output context vector.

- **IONE-D:** This method is a simplified version of IONE. In this method, an account is represented by two vectors: a node vector and an output context vector.

- **BootEA:** This is a bootstrapping approach that aligns the entities of different knowledge graphs based on network embedding. It iteratively labels potential entity pairs as training data to overcome the lack of a sufficiently large training set and leverages an editing method to reduce error accumulation during the iterations.

- **PALE:** This method projects each SMN into a unique low-dimensional space and represents nodes by low-dimensional vectors in a latent space. Then, it learns a cross-layer mapping function for predicting interlayer links.

- **MAH:** Manifold alignment on hypergraph (MAH) tries to map common users across SMNs based on the network embedding method. It adopts a hypergraph to model high-order relations of SMNs and represents nodes into a common latent space. It infers correspondence by comparing distances between the vectors of the unmatched nodes.

- **MAG:** Manifold alignment on traditional graphs (MAG) is a method that uses $w(u_i, u_j) = |R_{u_i} \cap R_{u_j}|/(|R_{u_i}| + |R_{u_j}|)$ for the calculation of node-to-node pairwise weights to build a graph for each SMN. The method for obtaining the node ranking result is the same as that for MAH.
randomly divided into two parts for each experiment (i) a performance of the method. The higher the values of $r$, the better the $\text{MAP}$.

The $\text{Other Experimental Configurations}$

We employed $\text{Precision@N}$ ($P@N$) [3, 60], $\text{F-measure}$ ($F1$) [3], and $\text{MAP}$ [3] as the metrics to evaluate the performance of all methods. $P@N$ is defined as

$$P@N = \sum_{i=1}^{m} \frac{1\{\text{success@N}\}}{m},$$

where $1\{\text{success@N}\}$ indicates whether the correct interlayer link exists in the top-$N$ list, and $m$ represents the number of all unobserved interlayer links. It is noteworthy that $\text{Precision@N}$ is actually the same as $\text{Recall@N}$ and $F1@N$ in the field of interlayer link prediction because $\text{Precision@N}$ represents the true positive prediction rate.

$\text{MAP}$ is used to evaluate the ranked performance of different methods and is defined as

$$\text{MAP} = \left( \sum_{i=1}^{n} \frac{1}{r_i} \right)/m,$$

where $r_i$ represents the rank of the $i$th unmatched interlayer link. The higher the values of $P@N$ and $\text{MAP}$, the better the performance of the method.

To test the performance, the set of all interlayer links was randomly divided into two parts for each experiment (i) a training set $\Psi$, which was treated as the set of a priori interlayer links; and (ii) a test set $\Psi$, which was used for testing and can be considered a collection of the unmatched node pairs waiting for prediction. The ratio of the size of the training set to the size of the set of all interlayer links is called the training ratio, which we varied in some of the experiments. Our task was to uncover the interlayer links in the test set based on the information in the training set and each layer of the multiplex network. For the experiments with a training ratio of 90%, we adopted 10-fold cross-validation. For the other experiments, we conducted ten times with randomly divided training and testing sets and took the average values as the results.

### Appendix G

**Details of Effect of Control Parameter $\delta$**

In Eq. (12) of the paper, the parameter $\delta$ is leveraged to control the proportions of the vector consistency and distance consistency in the final degree of match. We studied the initialization strategy for $\delta$ and its effect on the predicted results through experiments. We set 30.0%, 60.0%, and 90.0% of the interlayer links as the training set and the remaining links as the test set. The value of $\delta$ was varied from 0 to 1 in steps of 0.1.

The $P@30$ of these experiments are displayed in Table V.

From the table, we see that the values of $P@30$ initially exhibit an increasing trend and later decrease with additional increase in $\delta$. This demonstrates that both the vector consistency and distance consistency positively affect interlayer link predictions. Maximum values in each line are obtained for different $\delta$.

---

**TABLE V: Performance of MulCEV on different $\delta$.**

| Metric | Datasets | Training ratios | $\delta$ |
|--------|----------|----------------|---------|
|        | FT       | 0.3            | 0.4622  |
|        | DBLP     | 0.3            | 0.2407  |
|        | Higgs-FSM | 0.3           | 0.3410  |
|        | $P@30$   | 0.3            | 0.4996  |
|        | $ER$     | 0.3            | 0.8994  |
|        | $WS$     | 0.3            | 0.9117  |
|        | $BA$     | 0.3            | 0.9681  |
\( \delta \) values; this may be attributed to the difference in network structural properties between these datasets. For some datasets, the mapping functions can be learned well; hence, a small \( \delta \) achieves the best prediction results. For other datasets, the mapping functions are hard to learn; these maximum values are considered for larger \( \delta \). We observed that the maximum values were achieved for multiple columns in the ER and WS datasets. This renders it difficult to choose an appropriate value of \( \delta \). To overcome this problem, we further tested \( P@1 \) on the two datasets, as shown in Table VI. The results exhibit the same trends as the other datasets at \( P@30 \).

Considering that the prediction results of most datasets show best performance with \( \delta = 0.5 \), this value is recommended for new datasets. For more precise values, investigators may consider performing 10-fold cross validation using the a priori interlayer link set, which is divided into training and validation sets.
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