A doubly monotone flow for constant width bodies in $\mathbb{R}^3$

Ryan Hynd

Abstract. We introduce a flow in the space of constant width bodies in three-dimensional Euclidean space that simultaneously increases the volume and decreases the circumradius of the shape as time increases. Starting from any initial constant width figure, we show that the flow exists for all positive times and converges to a closed ball as time tends to plus infinity. We also anticipate that this flow is interesting to study for negative times and that it would provide a mechanism to decrease the volume and increase the circumradius of a constant width body.
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1. Introduction

A constant width body is a compact, convex subset of Euclidean space in which parallel supporting planes are separated by the same distance in every direction. In this note, we will focus on bodies of width one and simply refer to them as having constant width. The simplest example of a constant width body is a (closed) ball of radius $1/2$. It is also known that balls of radius $1/2$ encloses the most volume of any constant width shape.

It is natural to inquire about volume-minimizing constant width bodies. In the plane, it was proved independently by Lebesgue [32,33] and Blaschke [10,11] over a century ago that Reuleaux triangles encloses the least amount of area. A Reuleaux triangle is the intersection of three closed disks of radius 1 which are centered at the vertices of an equilateral triangle of side length one. There have been many subsequent proofs of the Lebesgue-Blaschke theorem including [15,20]
We also note that Harrell showed that Reuleaux triangles are uniquely area-minimizing among constant width shapes.

Figure 1. The boundary curve of a Reuleaux triangle with inscribed equilateral triangle.

For constant width bodies in dimensions larger than two, it is known that volume-minimizing constant width bodies exist. This can be seen as a consequence of the Blaschke selection theorem. While there have been some notable work on this topic such as, surprisingly little is known about these shapes. However, there are conjectured volume-minimizing constant width bodies in three-dimensional Euclidean space. These are the bodies that Meissner (and Schilling) constructed which are based on a regular tetrahedron, somewhat analogous to how the Reuleaux triangle is based on an equilateral triangle.

First Meissner considered a Reuleaux tetrahedron, which is the intersection four balls of radius one each centered at the vertices of a regular tetrahedron. This figure has four faces, four vertices and six edges just like the regular tetrahedron. After realizing the Reuleaux tetrahedron does not have constant width, Meissner was able to round three of the six edges in two ways to obtain two distinct constant width bodies; we recommend diagrams 106 and 107 of for a detailed description of these procedures. Both of Meissner’s tetrahedra have the same volume and surface area, and it has been long thought that these are volume-minimizing shapes. There have also been at least two numerical studies which support this conjecture.

An interesting feature of a constant width body is that its inball and circumball are concentric. Moreover, the radii of these two balls sum to one. It turns out that any body of constant width which includes the regular simplex of diameter one necessarily has the largest possible circumball (and therefore the smallest possible inradius). For example, the Reuleaux triangle has this property and so do Meissner’s tetrahedra. It then seems reasonable to investigate the following question.

Question. Is there is a connection between least volume bodies of constant width and those having largest circumball radius?

In an attempt to develop an approach to this question, we will propose a flow in the space of constant width bodies in \( \mathbb{R}^3 \) which has two distinctive features: when
time moves forward, the volume increases and the circumradius decreases along the flow. We expect that as time tends to infinity, the flow would deform any starting shape into a ball of radius 1/2. We will investigate the existence of this flow and its behavior for large times in detail below. Nevertheless, we present this flow as a possible device which can be used to answer our motivating question. Namely, upon reversing time, we wonder if the limiting shapes exist and lead us to some insight on understanding a possible relationship between least volume bodies of constant width and those having largest circumradius.

1.1. Quantities of interest. In what follows, we will employ the support function

\[ H(u) = \max_{x \in K} x \cdot u \quad (u \in \mathbb{R}^3) \]

of a constant width body \( K \subset \mathbb{R}^3 \). As \( H \) is positively homogeneous, it is determined by its restriction \( h = H|_{S^2} \). The constant width property of \( K \) is equivalent to \( h \) satisfying

\[ h(u) + h(-u) = 1 \]

for all \( u \in S^2 \). It will also be convenient to consider

\[ g = h - 1/2, \]

which is an odd function on \( S^2 \).

Later in this note, we will show that the circumradius of \( K \) can be expressed in terms of \( g \) as

\[ R(K) = \frac{1}{2} + \min_{a \in \mathbb{R}^3} \max_{|u|=1} |g(u) + a \cdot u|. \]

Likewise, we will explain that volume enclosed by \( K \) can be written in terms of \( g \) as

\[ V(K) = \frac{\pi}{6} - \frac{1}{2} \int_{S^2} \left( \frac{1}{2} \|
abla g\|^2 - g^2 \right) d\sigma. \]

Here \( \sigma \) is two-dimensional Hausdorff measure on \( \mathbb{R}^3 \) normalized so that \( \sigma(S^2) = 4\pi \).
In addition, we will recall that the Hausdorff distance \( d_H(K_1, K_2) \) between two convex bodies \( K_1, K_2 \subset \mathbb{R}^3 \) is given by the supremum norm over \( S^2 \) of the difference of their respective support functions. It follows that

\[
d_H(K_1, K_2) = \max_{|u|=1} |g_1(u) - g_2(u)|.
\]

**Figure 3.** A Meissner tetrahedron having three rounded edges that form a triangle.

### 1.2. Notation and preliminaries.

We will use the term “ball” to mean a closed ball and write

\[
B_r(a) = \{ x \in \mathbb{R}^3 : |x - a| \leq r \}.
\]

**The space** \( C(S^2)/\mathcal{P} \). We will denote \( C(S^2) \) as the space of continuous \( g : S^2 \to \mathbb{R} \) endowed with the supremum norm

\[
\|g\| = \max_{|u|=1} |g(u)|.
\]

Let us also write \( \mathcal{P} \subset C(S^2) \) for the closed subspace of functions

\[
S^2 \to \mathbb{R}; u \mapsto a \cdot u
\]

where \( a \) ranges over points in \( \mathbb{R}^3 \). This corresponds to convex bodies which are singletons. Since the volume and circumradius are invariant under translations, we will consider the quotient space

\[
C(S^2)/\mathcal{P} = \{ g + \mathcal{P} : g \in C(S^2) \},
\]

which is endowed with the quotient norm

\[
\|g + \mathcal{P}\| = \inf_{a \in \mathbb{R}^3} \max_{|u|=1} |g(u) + a \cdot u|.
\]

For ease of notation, we will use the variable \( g \) to denote an element \( C(S^2)/\mathcal{P} \) whenever there is \( g \in \mathcal{g} \) so that

\[
g = g + \mathcal{P}.
\]
The space $\mathcal{P}^\perp$. We recall that the continuous dual space of $C(\mathbb{S}^2)/\mathcal{P}$ when endowed with operator norm is isometrically isomorphic to

$$\mathcal{P}^\perp = \{ \xi \in M(\mathbb{S}^2) : \xi|_\mathcal{P} = 0 \}.$$  

Here $M(\mathbb{S}^2) = C(\mathbb{S}^2)^*$ is the space of signed Radon measures on $\mathbb{S}^2$ endowed with the total variation norm. In particular, $\mathcal{P}^\perp$ admits the norm

$$\|\xi\|_* = \sup \left\{ \langle \xi, g \rangle : g \in C(\mathbb{S}^2)/\mathcal{P}, \|g\| \leq 1 \right\},$$

where

$$\langle \xi, g \rangle := \int_{\mathbb{S}^2} gd\xi$$

is the natural pairing between $\xi \in M(\mathbb{S}^2)$ and $g \in C(\mathbb{S}^2)$.

We will denote $J$ as the subdifferential of $C(\mathbb{S}^2)/\mathcal{P} \ni g \mapsto \frac{1}{2} \|g\|^2$ and $J^*$ for the subdifferential of $\mathcal{P}^\perp \ni \xi \mapsto \frac{1}{2} \|\xi\|^2$.

By convex duality, $\xi \in J(g)$ if and only if $g \in J^*(\xi)$ if and only if

$$\|g\|^2 = \langle \xi, g \rangle = \|\xi\|^2.$$  

The space $\mathcal{C}$. Another natural space for us to study is

$$\mathcal{C} := \left\{ g \in C(\mathbb{S}^2) : g + \frac{1}{2} = H|_{\mathbb{S}^2}, H \text{ is the support function of a constant width body in } \mathbb{R}^3 \right\}.$$  

We will identify a useful compactness property of $\mathcal{C}$ below. And as mentioned above, if $K$ is a constant width body associated with $g \in \mathcal{C}$, then its circumradius is given by

$$R(K) = \frac{1}{2} + \|g\|.$$  

In addition, we will consider the functional defined as

$$E(g) := \begin{cases} \int_{\mathbb{S}^2} \left( \frac{1}{2} |\nabla g|^2 - g^2 \right) d\sigma, & g \in \mathcal{C} \\ +\infty, & g \notin \mathcal{C} \end{cases}$$

for $g \in C(\mathbb{S}^2)/\mathcal{P}$. We note that $E$ is well-defined since the integral $\int_{\mathbb{S}^2} \left( \frac{1}{2} |\nabla g|^2 - g^2 \right) d\sigma$ is invariant under the translation of $g$ by elements in $\mathcal{P}$. Moreover, it is not hard to see that $E$ is convex, proper, and lower-semicontinuous. And as we previously noted,

$$V(K) = \frac{\pi}{6} - \frac{1}{2} E(g)$$

for a constant width body $K$ associated with $g$. Since $V(K) \geq 0$, we also have

$$\sup_{g \in \mathcal{C}} E(g) \leq \frac{\pi}{3}.$$  

Notice that if $g_1, g_2 \in \mathcal{C}$ with corresponding constant with bodies $K_1, K_2 \subset \mathbb{R}^3$, then

$$\|g_1 - g_2\| = \inf_{a \in \mathbb{R}^3} d_H(K_1 + a, K_2).$$
Here $d_H$ is the Hausdorff distance. In particular, if $g_n \to g$ and if $K_n$ and $K$ are respective convex bodies associated with $g_n \in C$ and $g \in C$, there is a sequence $(a_n)_{n \in \mathbb{N}} \subset \mathbb{R}^3$ for which
\[
\lim_{n \to \infty} \|g_n - g\| = \lim_{n \to \infty} d_H(K_n + a_n, K) = 0.
\]
That is, up to translations, $K_n$ converges to $K$ in the Hausdorff topology.

1.3. A doubly nonlinear evolution. In what follows, we will study solutions \( \xi : [0, \infty) \to \mathcal{P}^1 \) of the doubly nonlinear evolution
\[
\partial E^*(\dot{\xi}(t)) + J^*(\xi(t)) \geq 0 \quad \text{a.e. } t \geq 0
\]
for a given initial condition. Here
\[
E^*(\xi) := \sup\{\langle \xi, g \rangle - E(g) : g \in C\}, \quad (\xi \in \mathcal{P}^1)
\]
is the convex dual of $E$ and we recall $J^*$ is the subdifferential of $\frac{1}{2}\| \cdot \|^2$. It is typical to consider a solution of (1.4) to mean that $\xi$ is absolutely continuous and that there is a measurable $g : [0, \infty) \to C(S^2)/\mathcal{P}$ with
\[
g(t) \in J^*(\xi(t)) \cap (-\partial E^*(\dot{\xi}(t)))
\]
for almost every $t \geq 0$. Let us for the moment suppose we have such a solution.

**First monotonicity formula.** By direct computation, we find
\[
\frac{d}{dt} \|\xi(t)\|^2 = -\left[ E^*(\dot{\xi}(t)) + E(g(t)) \right]
\]
for almost every $t \geq 0$. Integrating this formula on the interval $[s, t]$ gives
\[
\frac{1}{2}\|\xi(s)\|^2 = \frac{1}{2}\|\xi(t)\|^2 + \int_s^t E^*(\dot{\xi}(\tau))d\tau + \int_s^t E(g(\tau))d\tau.
\]
This identity, combined with (1.1) and (1.5), implies
\[
\|g(t)\| = \|\xi(t)\|_* \text{ is a nondecreasing function of } t.
\]

**Second monotonicity formula.** In view of (1.5), we also have $-\dot{\xi}(t) \in \partial E(g(t))$ for almost every $t \geq 0$. If, in addition $g : [0, \infty) \to C(S^2); t \mapsto g(t)$ is differentiable almost everywhere, then
\[
\frac{d}{dt} E(g(t)) = -\langle \dot{\xi}(t), \dot{g}(t) \rangle
\]
for almost every $t \geq 0$. Using (1.1), we find
\[
\langle \xi(t + \tau) - \xi(t), g(t + \tau) - g(t) \rangle
= \|\xi(t + \tau)\|^2_* - \|\xi(t)\|^2_* - \langle \xi(t), g(t + \tau) - g(t) \rangle + \|\xi(t)\|^2
\geq \|\xi(t + \tau)\|^2_* - \|\xi(t)\|^2_* - \|\xi(t + \tau)\|\|g(t + \tau) - g(t)\| + \|\xi(t)\|\|g(t + \tau)\| + \|\xi(t)\|^2
= \|\xi(t + \tau)\|^2_* - 2\|\xi(t)\|^2_* - \|\xi(t + \tau)\|\|\xi(t)\| + \|\xi(t)\|^2
= (\|\xi(t + \tau)\|_* - \|\xi(t)\|_*^2).
\]
Thus, we expect
\[
\frac{d}{dt} E(g(t)) = -\langle \dot{\xi}(t), \dot{g}(t) \rangle \leq -\left( \frac{d}{dt} \|\xi(t)\|_* \right)^2
\]
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for almost every $t \geq 0$. In particular,

$$E(g(t))$$ is a nonincreasing function of $t$.

**Large time limits.** Since $E(g(t))$ is nonnegative, nondecreasing, and integrable on $[0, \infty)$, it must be that

$$\lim_{t \to \infty} t E(g(t)) = 0.$$  

Using this limit and the compactness of $C$, we would then be able to conclude

$$\lim_{t \to \infty} \|g(t)\| = 0.$$  

**Geometric interpretation.** For each $t \geq 0$, $g(t) + 1/2$ is the $S^2$ restriction of the support function of a constant width body $K_t \subset \mathbb{R}^3$. Given the monotonicity formulae above and the way circumradius and volume can be expressed in terms of the support function,

$$R(K_t)$$ is a nonincreasing function of $t$  

and

$$V(K_t)$$ is a nondecreasing function of $t$.

In view of the above large time limits,

\[
\begin{align*}
\lim_{t \to \infty} t \left( \frac{\pi}{6} - V(K_t) \right) &= 0 \\
\lim_{t \to \infty} R(K_t) &= \frac{1}{2}.
\end{align*}
\]

And up to translations,

$K_t$ converges to $B_{1/2}(0)$ in the Hausdorff topology.

**Approach to existence.** Our goal is to establish that, for given initial conditions $g^0 \in C$ and $\xi^0 \in \mathcal{P}^\perp$ such that

$$\xi^0 \in \mathcal{J}(g^0),$$

there is a solution of \(\mathbf{1.4}\) $\xi : [0, \infty) \to \mathcal{P}^\perp$ as described above. Then we could obtain a mapping \(g : [0, \infty) \to C(S^2)/\mathcal{P}\) and make the analogous geometric conclusions. However, we do not know how to carry this out primarily because the functional $E^*$ is not coercive. In particular, having an a priori bound on the integral

\[
\int_0^\infty E^*(\dot{\xi}(t))dt
\]

does not suggest that we can construct an absolutely continuous solution $\xi$.

This is a typical problem encountered in the study of “rate-independent” doubly nonlinear evolutions \([18, 30, 34, 39, 40, 41, 42, 43, 46]\). For these flows, $E^*$ is usually a norm, so the gradient or subdifferential of $E^*$ is homogeneous of degree 0. It turns out that solutions to these flows have bounded variation. While our functional $E^*$ is not a norm, it is convex, lower-semicontinuous and proper. Using this basic information, we will develop the notion of the $E^*$ variation of a mapping $\xi : [0, \infty) \to \mathcal{P}^\perp$. Replacing $E^*$ with a norm in this definition results in the usual
variation of $\xi$; and if $\xi$ is absolutely continuous, the $E^*$ variation of $\xi$ on $[0, \infty)$ is equal to the integral \[1.6\].

These considerations lead to a notion of weak solution based on the “classical” notion of solution described above. We will show that classical solutions are weak solutions. Moreover, we will prove that weak solutions $\xi$ exist for given initial conditions and their companion mappings $g$ essentially satisfy the properties discussed above. To this end, we will use a compactness based approach by designing an approximation sequence, establishing various bounds on these approximations, and then extracting a subsequence which converges to a solution with desired properties. In order to carry out this procedure, we will need to first develop some ideas for support functions and to discuss the appropriate function spaces. These are the topics of the subsequent sections of this paper.

2. Support functions

Let us recall a few basic facts about convex bodies. Suppose $K \subset \mathbb{R}^3$ is a convex body with support function $H(u) = \max_{x \in K} x \cdot u \ (u \in \mathbb{R}^3)$. Observe that $H$ is positively homogeneous and convex. Moreover,

$$K = \bigcap_{|u|=1} \{x \in \mathbb{R}^3 : x \cdot u \leq H(u)\}.$$  

This identity can be used to show that the class of positively homogeneous, convex functions $H : \mathbb{R}^3 \to \mathbb{R}$ are in one-to-one correspondence with convex bodies.

If $K_1$ and $K_2$ are two convex bodies with respective support functions $H_1$ and $H_2$, we may consider their Minkowski sum

$$K_1 + K_2 := \{x_1 + x_2 \in \mathbb{R}^3 : x_1 \in K_1, x_2 \in K_2\},$$

which is also convex body with support function $H_1 + H_2$. In addition, we note that $K_1 \subset K_2$ if and only if $H_1 \leq H_2$.

The Hausdorff distance

$$d_H(K_1, K_1) := \inf\{r > 0 : K_1 \subset K_2 + B_r(0), K_2 \subset K_1 + B_r(0)\}$$

between $K_1$ and $K_2$ may also be expressed in terms of their support functions. Indeed

$$d_H(K_1, K_1) = \inf\{r > 0 : H_{K_1}(u) \leq H_{K_2}(u) + r \text{ and } H_{K_1}(u) \leq H_{K_2}(u) + r \text{ for } |u| = 1\}$$

$$= \inf\left\{r > 0 : \max_{|u|=1} |H_{K_1}(u) - H_{K_2}(u)| \leq r\right\}$$

$$= \max_{|u|=1} |H_{K_1}(u) - H_{K_2}(u)|.$$  

Many more properties of support functions can be found in the standard references on convex bodies such as \[13\][45][47].

In this section, we will study a fixed a constant width body $K$ with support function $H$. We note that the equality

$$K + (-K) = B_1(0),$$
If we choose \( a \) then the \( K \) radius which can be included in \( K \) and an inball as any ball with \( B_r(a) \) some \( a \in K \). Moreover, many of the results are valid in \( \mathbb{R}^3 \). However, we have included them in attempt to present a somewhat unified treatment of the support functions of constant width bodies. Moreover, many of the results are valid in arbitrary dimension. Nevertheless, we will only focus on constant width bodies in \( \mathbb{R}^3 \).

2.1. In and circumradius. We define the inradius of \( K \) to be

\[
\text{inradius}(K) = \sup\{r \geq 0 : K \supset B_r(a) \text{ some } a \in K\},
\]

and an inball as any ball with \( B_r(K)(a) \subset K \). Namely, an inball is a ball of maximal radius which can be included in \( K \).

**Proposition 2.1.**

\[
r(K) = \max_{a \in \mathbb{R}^3} \min_{|u| = 1} \{H(u) - a \cdot u\},
\]

and the maximum occurs at some \( a \in K \). Moreover, \( B_{r(K)}(a) \) is an inball.

**Proof.** Note that \( u \mapsto a \cdot u + r|u| \) is the support function of \( B_r(a) \). Therefore,

\[
r(K) = \sup\{r \geq 0 : K \supset B_r(a) \text{ some } a \in K\}
\]

\[
= \sup\{r \geq 0 : a \cdot u + r \leq H(u) \text{ all } |u| = 1 \text{ and some } a \in K\}
\]

\[
= \sup \left\{ r \geq 0 : r \leq \min_{|u|=1} \{H(u) - a \cdot u\} \text{ for some } a \in K \right\}
\]

\[
= \sup \left\{ r \geq 0 : r \leq \max_{a \in K} \min_{|u|=1} \{H(u) - a \cdot u\} \right\}
\]

\[
= \max_{a \in K} \min_{|u|=1} \{H(u) - a \cdot u\}.
\]

If we choose \( a \in K \) so that

\[
r(K) = \max_{|u| = 1} \{H(u) - a \cdot u\},
\]

then \( r(K) + a \cdot u \leq H(u) \) for all \( |u| = 1 \). That is, \( B_{r(K)}(a) \subset K \).

We next claim that, \( r(K) \) is equal to

\[
\tau(K) := \sup_{a \in \mathbb{R}^3} \min_{|u| = 1} \{H(u) - a \cdot u\}.
\]

So far we have \( r(K) \leq \tau(K) \). Moreover, for any \( a \in \mathbb{R}^3 \) there is a unit vector \( u \) for which \( a \cdot u \geq 0 \). Thus

\[
\min_{|u|=1} \{H(u) - a \cdot u\} \leq \max_{|u|=1} H(u) < \infty.
\]

It follows that \( \tau(K) < \infty \). We may suppose \( \tau(K) > 0 \) or else \( \tau(K) = r(K) = 0 \). In this case, let \( \epsilon \in (0, \tau(K)) \) and choose \( a^\epsilon \) such that

\[
\tau(K) - \epsilon \leq \min_{|u|=1} \{H(u) - a^\epsilon \cdot u\}.
\]
Then $B_{\tau(K)-\epsilon}(a') \leq K$. In particular, $a' \in K$ and
\[ \tau(K) - \epsilon \leq r(K). \]
\[ \square \]

Analogously, we can define the *circumradius* of $K$ as
\[ R(K) = \inf \{ r > 0 : K \subset B_r(a) \text{ some } a \in \mathbb{R}^3 \}. \]
Note that since $K$ is compact, $R(K) < \infty$. We'll also call a *circumball* a ball such that $K \subset B_{R(K)}(a)$. First we show that circumballs are unique.

**Lemma 2.2.** There can be only one $a \in \mathbb{R}^3$ such that $K \subset B_{R(K)}(a)$.

**Proof.** Set $r := r(K)$ and suppose $K \subset B_r(a_1) \cap B_r(a_2)$ with $a_1 \neq a_2$. For any $z \in K$, $|z - a_1| \leq r$ and $|z - a_2| \leq r$. Therefore,
\[ |a_1 - a_2| < |a_1 - z| + |z - a_2| \leq 2r. \]
Set
\[ s := \sqrt{r^2 - \frac{|a_1 - a_2|^2}{2}}, \]
and note that $0 < s < r$. Moreover, for $z \in K$
\[ \left| z - \frac{a_1 + a_2}{2} \right|^2 = \frac{1}{2} |z - a_1|^2 + \frac{1}{2} |z - a_2|^2 - \frac{|a_1 - a_2|^2}{2} \leq r^2 - \frac{|a_1 - a_2|^2}{2} = s^2. \]
Thus, $K \subset B_s((a_1 + a_2)/2)$. This contradicts the assumption that $r = r(K)$. Thus, it must be that $a_1 = a_2$.
\[ \square \]

In analogy with our formula for the inradius, we have the following formula for the circumradius.

**Proposition 2.3.**
\[ (2.3) \]
\[ R(K) = \min_{a \in \mathbb{R}^3} \max_{|u| = 1} \{ H(u) - a \cdot u \}. \]
Moreover, $B_{R(K)}(a)$ is the circumball provided that
\[ R(K) = \max_{|u| = 1} \{ H(u) - a \cdot u \}. \]

**Proof.** Observe that if $K \subset B_r(a)$ for some $a \in \mathbb{R}^3$, then $H(u) \leq a \cdot u + r$ for all $|u| = 1$. As a result,
\[ r \geq \max_{|u| = 1} \{ H(u) - a \cdot u \} \]
\[ \geq \inf_{a \in \mathbb{R}^3} \max_{|u| = 1} \{ H(u) - a \cdot u \} \]
\[ =: \bar{R}(K). \]
Thus $R(K) \geq \bar{R}(K)$. Now let $\epsilon > 0$ and select $a' \in \mathbb{R}^3$ for which
\[ \bar{R}(K) + \epsilon \geq \max_{|u| = 1} \{ H(u) - a' \cdot u \}. \]
This implies, $K \subset B_{\bar{R}(K)+\epsilon}(a')$. Thus,
\[ R(K) \leq \bar{R}(K) + \epsilon. \]
It follows that $R(K) = \overline{R}(K)$.

Suppose $(a^k)_{k \in \mathbb{N}}$ is a sequence in $\mathbb{R}^3$ for which

$$R(K) = \lim_{k \to \infty} \max_{|u|=1} \{H(u) - a^k \cdot u\}.$$  

Then for all $|v| = 1$ and sufficiently large $k \in \mathbb{N}$,

$$-a^k \cdot v = H(v) - a^k \cdot v - H(v) \leq \max_{|u|=1} \{H(u) - a^k \cdot u\} + \max_{|u|=1} |H(u)| \leq R(K) + 1 + \max_{|u|=1} |H(u)|.$$  

This implies that $(a^k)_{k \in \mathbb{N}}$ is bounded and therefore has a convergent subsequence $(a^{k_j})_{j \in \mathbb{N}}$ with limit $a^\infty$. As a result,

$$R(K) = \lim_{j \to \infty} \max_{|u|=1} \{H(u) - a^{k_j} \cdot u\} = \max_{|u|=1} \{H(u) - a^\infty \cdot u\}.$$  

We conclude $a^\infty$. Since $H(u) \leq R(K) + a^\infty \cdot u$ it must also be that $K \subset B_{R(K)}(a^\infty)$. \hfill \Box

We will now make use of (2.2).

**Lemma 2.4.** $K$ has a unique inball $B_{r(K)}(a)$ which is concentric with its circumball. Moreover,

$$r(K) + R(K) = 1.$$  

**Proof.** Since $H(u) + H(-u) = 1$ for each $|u| = 1$,

$$r(K) = \max_{a \in \mathbb{R}^3} \min_{|u|=1} \{H(u) - a \cdot u\} = \max_{a \in \mathbb{R}^3} \min_{|u|=1} \{1 - H(-u) - a \cdot u\} = 1 + \max_{a \in \mathbb{R}^3} \min_{|u|=1} \{-H(-u) - a \cdot u\} = 1 - \min_{a \in \mathbb{R}^3} \max_{|u|=1} \{H(-u) + a \cdot u\} = 1 - \min_{a \in \mathbb{R}^3} \max_{|u|=1} \{H(u) - a \cdot u\} = 1 - R(K).$$

Now select $a \in K$ for which

$$r(K) = \min_{|u|=1} \{H(u) - a \cdot u\}.$$  

This implies $H(u) \geq a \cdot u + r(K)$ for $|u| = 1$ so that $B_{r(K)}(a) \subset K$. In addition, we have

$$R(K) = 1 - r(K) = 1 - \min_{|u|=1} \{H(u) - a \cdot u\} = \max_{|u|=1} \{1 - H(u) + a \cdot u\} = \max_{|u|=1} \{H(-u) + a \cdot u\} = \max_{|u|=1} \{H(u) - a \cdot u\}.$$
Thus, $R(K) + a \cdot u \geq H(u)$ for all $|u| = 1$. Furthermore, $K \subset B_{R(K)}(a)$ and $a$ is uniquely specified. □

**Corollary 2.5.**

$$R(K) \leq \sqrt{\frac{3}{8}} \quad \text{and} \quad r(K) \geq 1 - \sqrt{\frac{3}{8}}.$$  

Equality holds in either inequality if $K$ is a Meissner tetrahedron.

**Proof.** In view of (2.1), $K$ has diameter 1. Jung’s theorem implies

$$R(K) \leq \sqrt{\frac{3}{2(3+1)}} = \sqrt{\frac{3}{8}}$$

and that equality would hold if $K$ is a regular tetrahedron. Now let $M \subset \mathbb{R}^3$ be a Meissner tetrahedron. Then $M$ includes a regular tetrahedron $T$ of diameter 1. Therefore,

$$R(M) \geq R(T) = \sqrt{\frac{3}{8}}.$$  

By the previous lemma, we also have

$$r(K) = 1 - R(K) \geq 1 - \sqrt{\frac{3}{8}}$$

and similarly conclude that equality holds if $K$ is a Meissner tetrahedron. □

We can now derive a key formula for the circumradius of a body of constant width.

**Proposition 2.6.**

$$R(K) = \frac{1}{2} + \min_{a \in \mathbb{R}^3} \max_{|u| = 1} |H(u) - 1/2 - a \cdot u|$$

and the minimum occurs at the center of the circumball for $K$.

**Proof.** Let $a \in K$ be the center of $K$’s circumball. Then

$$a \cdot u + r(K) \leq H(u) \leq a \cdot u + R(K)$$

for all $|u| = 1$. As $r(K) + R(K) = 1$,

$$|H(u) - 1/2 - a \cdot u| \leq R(K) - 1/2.$$  

Thus,

$$\max_{|u| = 1} |H(u) - 1/2 - a \cdot u| \leq R(K) - 1/2.$$  

Also note

$$R(K) - 1/2 = \inf_{b \in \mathbb{R}^3} \max_{|u| = 1} \{H(u) - 1/2 - b \cdot u\}$$

$$\leq \inf_{b \in \mathbb{R}^3} \max_{|u| = 1} |H(u) - 1/2 - b \cdot u|.$$  

□

**Remark 2.7.** A corollary of Proposition 2.6 is

$$R(K) = \frac{1}{2} + d_H(K - a, B_{1/2}(0)),$$  

where $a$ is $K$’s circumball.
Corollary 2.8. If \( B_{R(K)}(a) \) is the circumball of \( K \), then

\[
(i) \quad |H(u) - 1/2 - a \cdot u| \leq \sqrt{\frac{3}{8}} - \frac{1}{2} \text{ for } |u| = 1, \text{ and} \\
(ii) \quad |H(u) - H(v) - a \cdot (u - v)| \leq |u - v| \text{ for } u, v \in \mathbb{R}^3.
\]

Proof. (i) This follows from Corollary 2.5 and Proposition 2.6. (ii) Choose \( x \in K \) for which \( H(u) = x \cdot u \). As the diameter of \( K \) is 1,

\[
H(u) - H(v) - a \cdot (u - v) \leq x \cdot u - x \cdot v - a \cdot (u - v) = (x - a) \cdot (u - v) \leq |u - v|.
\]

The same argument implies \( H(v) - H(u) - a \cdot (v - u) \leq |u - v| \).

\[
\square
\]

2.2. A gradient estimate. Since \( H \) is convex, it is twice differentiable almost everywhere by Rademacher’s theorem. In view of (2.2), we additionally have

\[
0 \leq D^2 H(u) w \cdot w \leq \frac{1}{|u|}
\]

for almost every \( u \in \mathbb{R}^3 \setminus \{0\} \) and each \( w \in \mathbb{S}^2 \). This in turn implies that \( H \) is continuously differentiable away from 0 [27]. We can also quantify this below with the following estimate.

Proposition 2.9. For \( |u|, |v| \geq r \),

\[
|DH(u) - DH(v)| \leq \frac{1}{r} \left( 1 + \frac{\pi}{2} \right) |u - v|.
\]

Proof. We will first prove the estimate assuming \( |u| = |v| = 1 \), then \( |u| = |v| = r \), and finally \( |u|, |v| \geq r \). To this end, let \( H^\epsilon = \eta^\epsilon * H \) where \( \eta^\epsilon \) is a standard mollifier. That is, \( \eta \in C_\infty^s \) is nonnegative, the support of \( \eta \) is the unit ball in \( \mathbb{R}^3 \), with \( \int_{\mathbb{R}^3} \eta(y) dy = 1 \), and \( \eta^\epsilon(x) = \eta(x/\epsilon)/\epsilon^3 \) for \( \epsilon > 0 \). It is not hard to see that \( H^\epsilon \) is smooth and also converges in \( C^1_{\text{loc}}(\mathbb{R}^3 \setminus \{0\}) \) to \( H \) (see Chapter 4 of [21] for example). Let \( u, v \in \mathbb{S}^2 \) and choose a geodesic path \( \gamma : [0, 1] \to \mathbb{S}^2 \) joining \( u \) to \( v \). Then

\[
DH^\epsilon(v) - DH^\epsilon(u) = \int_0^1 D^2 H^\epsilon(\gamma(t)) \gamma'(t) dt.
\]

Observe that for \( \epsilon < 1 \) and \( w \in \mathbb{S}^2 \),

\[
D^2 H^\epsilon(u) w \cdot w = \int_{B_r(0)} \eta^\epsilon(x) D^2 H(u - x) w \cdot w dx
\]

\[
\leq \int_{B_r(0)} \eta^\epsilon(x) \frac{1}{|u - x|} dx
\]

\[
\leq \int_{B_r(0)} \eta^\epsilon(x) \frac{1}{|u| - |x|} dx
\]

\[
\leq \int_{B_r(0)} \eta^\epsilon(x) \frac{1}{1 - \epsilon} dx
\]

\[
= \frac{1}{1 - \epsilon}.
\]

\[
\square
\]
It follows that

\[ |DH^e(\nu) - DH^e(\mu)| \leq \int_0^1 |D^2H^e(\gamma(t))||\dot{\gamma}(t)|dt \leq \frac{1}{1-\epsilon} \int_0^1 |\dot{\gamma}(t)|dt = d(\mu, \nu) \frac{1}{1-\epsilon} \]

where

\[ d(\mu, \nu) := \cos^{-1}(\nu \cdot \mu) \]

is the standard metric on \( S^2 \). As

\[ d(\mu, \nu) \leq \frac{\pi}{2} |\mu - \nu| \]

for \( \mu, \nu \in S^2 \), we may send \( \epsilon \to 0 \) and arrive at

\[ |DH(\mu) - DH(\nu)| \leq \frac{\pi}{2} |\mu - \nu|. \]

When \(|\mu| = |\nu| = r\), we use the fact that \( DH \) is 0-degree homogeneous on \( \mathbb{R}^3 \setminus \{0\} \) to get

\[ |DH(\mu) - DH(\nu)| = |DH(\mu/r) - DH(\nu/r)| \leq \frac{\pi}{2} |\mu/r - \nu/r| = \frac{\pi}{2r} |\mu - \nu|. \]

Now let \(|\nu| \geq |\mu| \geq r\). By the triangle inequality

\[ (2.5) \quad |DH(\nu) - DH(\mu)| \leq \left| DH(\nu) - DH \left( \left| \frac{\nu}{|\nu|} \right| \right) \right| + \left| DH \left( \left| \frac{\nu}{|\nu|} \right| \right) - DH(\mu) \right|. \]

We can estimate the second term from the computation above:

\[ \left| DH(\left| \frac{\nu}{|\nu|} \right|) - DH(\mu) \right| \leq \frac{\pi}{2r} \left| \nu - \nu \frac{\nu}{|\nu|} \right|. \]

An elementary computation shows

\[ \left| \nu - \nu \frac{\nu}{|\nu|} \right| \leq |\nu - \nu|; \]

in general, this inequality holds provided \(|\nu| \geq |\mu| \) with \(|\nu| > 0\). Therefore,

\[ \left| DH \left( \left| \frac{\nu}{|\nu|} \right| \right) - DH(\mu) \right| \leq \frac{\pi}{2r} |\nu - \nu|. \]

As for the first term in (2.5), we employ the linear path

\[ \alpha(t) = \left| \frac{\nu}{|\nu|} \right| + t \left( \nu - \left| \frac{\nu}{|\nu|} \right| \right), \quad 0 \leq t \leq 1. \]

Note in particular that

\[ |\alpha(t)| \geq \alpha(t) \cdot \frac{\nu}{|\nu|} = |\mu| + t(|\nu| - |\mu|) \geq |\mu| \geq r. \]

Consequently, if \( H \) is smooth

\[ \left| DH(\nu) - DH \left( \left| \frac{\nu}{|\nu|} \right| \right) \right| = |DH(\alpha(1)) - DH \left( \alpha(0) \right)| \]

\[ \leq \int_0^1 |D^2H(\alpha(t))| |\dot{\alpha}(t)|dt \]

\[ \leq |\nu - \nu \frac{\nu}{|\nu|} | \int_0^1 \frac{1}{|\alpha(t)|} dt \]

\[ \leq \frac{|\nu - \nu|}{r}. \]
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\[ \leq \frac{|u - v|}{r}. \]

Otherwise, we can smooth $H$ with a mollifier and derive the same inequality. Putting the two bounds together gives

\[ |DH(u) - DH(v)| \leq \frac{1}{r} \left( 1 + \frac{\pi}{2} \right) |u - v| \]

for $|u|, |v| \geq r$. \hfill \Box

**Corollary 2.10.** Suppose for each $m \in \mathbb{N}$ that $H^m$ is the support function of constant width body $K^m \subset \mathbb{R}^3$ with circumball centered at $a^m$. There is a subsequence $(H^m_j)_j \subset \mathbb{N}$ and a support function $H^\infty$ of a constant width body $K^\infty \subset \mathbb{R}^3$ such that

\[ \lim_{j \to \infty} \max_{|u| \leq s} |H^{m_j}(u) - a^{m_j} \cdot u - H^\infty(u)| = 0 \]

and

\[ \lim_{j \to \infty} \max_{r \leq |u| \leq 1/r} |DH^{m_j}(u) - a^{m_j} - DH^\infty(u)| = 0 \]

for each $s > 0$ and $0 < r \leq 1$.

**Proof.** Set

\[ \tilde{H}^m(u) := H^m(u) - a^{m_j} \cdot u \]

for $u \in \mathbb{R}^3$. By Corollary 2.8

\[ |\tilde{H}^m(u) - \tilde{H}^m(v)| \leq |u - v| \]

for all $u, v \in \mathbb{R}^3$ and each $m \in \mathbb{N}$. Since $H^m(0) = 0$ for each $m \in \mathbb{N}$, the Arzelà-Ascoli theorem implies $\tilde{H}^{m_j}$ has a locally uniformly convergent subsequence. The limit function $H^\infty$ is necessarily continuous, sublinear, and satisfies the constant width condition (2.2). As a result, it is the support function of the constant width body

\[ K^\infty := \bigcap_{|u| = 1} \{ x \in \mathbb{R}^3 : x \cdot u \leq H^\infty(u) \}. \]

This establishes the first limit (2.6). As for the second limit, we recall

\[ |D\tilde{H}^m(u) - D\tilde{H}^m(v)| \leq \frac{1}{r} \left( 1 + \frac{\pi}{2} \right) |u - v| \]

for $r \leq |u|, |v| \leq 1/r$ for each $0 < r \leq 1$. It follows that $(\tilde{H}^{m_j})_j \subset \mathbb{N}$ converges in $C^1_{\text{loc}}(\mathbb{R}^3 \setminus \{0\})$ to $H^\infty$. This establishes (2.7). \hfill \Box

**Remark 2.11.** The limit (2.6) implies that

\[ K^{m_j} + a^{m_j} \to K^\infty \]

in the Hausdorff topology. This could have also been deduced as a consequence of Blaschke’s selection theorem (Theorem 2.5.2 in [36]). Moreover, the argument above can be easily adapted to fashion an elementary proof of Blaschke’s selection theorem.
2.3. Formula for the volume. Let us set

\[ h := H|_{\mathbb{S}^2} \]

as the restriction of \( H \) to the unit sphere in \( \mathbb{R}^3 \). Since \( H \) is positively homogeneous, this function encodes all information about \( H \). It also naturally inherits various properties from \( H \) such as \( h \in C^{1,1}(\mathbb{S}^2) \) and

\[ h(u) + h(-u) = 1 \]

for each \( u \in \mathbb{S}^2 \).

We can also infer information on the gradient and Hessian of \( h : \mathbb{S}^2 \to \mathbb{R} \): \( \nabla h, \nabla^2 h \) for \( \sigma \) almost every \( u \in \mathbb{S}^2 \).

Thus far, much of what we’ve done in \( \mathbb{R}^3 \) carries over with little to no change in \( \mathbb{R}^n \). The following result however is specific to convex bodies in \( \mathbb{R}^3 \). The expression below for the volume of \( K \) is known as Blaschke’s relation.

**Proposition 2.13.**

\[ V(K) = \frac{1}{2} \sigma(\partial K) - \frac{\pi}{3}, \]

where

\[ \sigma(\partial K) = \int_{\mathbb{S}^2} \left( h^2 - \frac{1}{2} |\nabla h|^2 \right) d\sigma. \]

**Proof.** 1. Let \( t > 0 \) and consider \( K^t := K + B_t(0) \). This is a convex body with support function

\[ H^t(u) := H(u) + t|u|. \]

Note that

\[ DH^t(u) = DH(u) + tu = \nabla h(u) + h(u)u + tu \]

for \( u \in \mathbb{S}^2 \). It follows that

\[ (DH^t(u) - DH^t(v)) \cdot (u - v) \geq t|u - v|^2 \]

and thus

\[ |DH^t(u) - DH^t(v)| \geq t|u - v| \]

for \( u, v \in \mathbb{S}^2 \). As a result, \( DH^t : \mathbb{S}^2 \to \partial(K^t) \) is a bi-Lipschitz map.
Let $u^t : \partial(K^t) \rightarrow S^2$ denote the inverse of $DH^t$; by part (i) of Lemma 2.12 this is the outward unit normal field on $\partial(K^t)$. Applying the divergence theorem, the area formula (Theorem 3.9 of [21]), and parts (ii) and (iii) of Lemma 2.12, we find

$$V(K^t) = \int_{K^t} \, dx$$

$$= \frac{1}{3} \int_{K^t} \text{div}(x) \, dx$$

$$= \frac{1}{3} \int_{\partial(K^t)} x \cdot u^t(x) d\sigma(x)$$

$$= \frac{1}{3} \int_{S^2} DH^t(u) \cdot u \det(\nabla(DH^t)(u)) d\sigma(u)$$

$$= \frac{1}{3} \int_{S^2} H^t(u) \det(\nabla(DH^t)(u)) d\sigma(u)$$

$$= \frac{1}{3} \int_{S^2} (h(u) + t) \det(\nabla^2 h(u) + (h(u) + t) id_{u^\perp}) d\sigma(u).$$

Note that $K^s \subset K^t$ for $0 < s \leq t$ and $K = \bigcap_{t>0} K^t$. We can then employ the monotonicity of Lebesgue measure and send $t \rightarrow 0^+$ to get

$$V(K) = \frac{1}{3} \int_{S^2} h(u) \det(\nabla^2 h(u) + h(u) id_{u^\perp}) d\sigma(u).$$

2. Similarly we find

$$\sigma(\partial K^t) = \int_{S^2} \det(\nabla^2 h(u) + (h(u) + t) id_{u^\perp}) d\sigma(u)$$

for $t > 0$. We claim this formula also holds at $t = 0$. To see this, we let $r > 0$ be the inradius of $K$ and observe

$$K = (1 - t) K + r K \supset (1 - t) K + t B_1(0) = (1 - t)[K^{tr/(1-t)}]$$

for $t \in (0, 1)$. Since $\sigma(\partial A) \leq \sigma(\partial B)$ for two convex bodies with $A \subset B$ [49],

$$\sigma(K) \geq (1 - t)^2 \sigma(\partial K^{tr/(1-t)}) = (1 - t)^2 \int_{S^2} \det \left( \nabla^2 h(u) + \left( h(u) + \frac{rt}{1-t} \right) id_{u^\perp} \right) d\sigma(u)$$

for $t \in (0, 1)$. Likewise, $\sigma(K)$ is bounded from above by the right hand side of (2.11) for each $t > 0$. We conclude

$$\sigma(\partial K) = \int_{S^2} \det(\nabla^2 h(u) + h(u) id_{u^\perp}) d\sigma(u).$$

We will now employ the coarea formula (Theorem 3.11 of [21]) with the Lipschitz function

$$f(x) = d(x, K).$$

Note that $|Df(x)| = 1$ almost everywhere in $K^c$. In particular, for $t \geq 0$

$$V(K^t) - V(K) = \int_{K^t \setminus K} \, dx$$

$$= \int_{\mathbb{R}^3} 1_{K^t \setminus K}(x) dx$$

$$= \int_{\mathbb{R}^3} 1_{K^{tr}(x) \setminus K}(x)|Df(x)| \, dx.$$
\[
\int_0^\infty \left\{ \int_{f^{-1}(t)} 1_{K^t \setminus K}(x) d\sigma(x) \right\} ds \\
= \int_0^\infty \sigma((K^t \setminus K) \cap f^{-1}(\{s\})) ds \\
= \int_0^t \sigma(\partial K^s) ds.
\]

Here we used \(d(x, K) = s > 0\) if and only if \(x \in \partial K^s\). Thus,

\[
\sigma(\partial K) = \left. \frac{d}{dt} V(K^t) \right|_{t=0} = \frac{d}{dt} \frac{1}{3} \int_{S^2} (h(u) + t) \det(\nabla^2 h(u) + (h(u) + t) \text{id}_{u\perp}) d\sigma(u) \bigg|_{t=0} = \frac{1}{3} \int_{S^2} \det(\nabla^2 h(u) + h(u) \text{id}_{u\perp}) d\sigma(u) + \frac{1}{2} \int_{S^2} h(u) (\Delta h(u) + 2h(u)) d\sigma(u) \\
= \frac{1}{3} \sigma(\partial K) + \frac{1}{3} \int_{S^2} h(u) (\Delta h(u) + 2h(u)) d\sigma(u).
\]

That is,

\[
\sigma(\partial K) = \frac{1}{2} \int_{S^2} h(\Delta h + 2h) d\sigma \\
= \frac{1}{2} \int_{S^2} h\Delta h + 2h^2 d\sigma \\
= \int_{S^2} \left( h^2 - \frac{1}{2} |\nabla h|^2 \right) d\sigma,
\]

which is (2.10).

3. As for Blaschke’s relation, we will use the fact that Lebesgue measure is invariant under orthogonal transformations so that \(V(K) = V(-K)\). Moreover, the support function of \(-K\) is

\[
H(-u) = |u| - H(u) \quad (u \in \mathbb{R}^3),
\]

as \(K\) has constant width. Consequently,

\[
V(K) = V(-K) \\
= \frac{1}{3} \int_{S^2} h(-u) \det(\nabla^2 h(-u) + h(-u) \text{id}_{u\perp}) d\sigma(u) \\
= \frac{1}{3} \int_{S^2} (1 - h(u)) \det(-\nabla^2 h(u) + (1 - h(u)) \text{id}_{u\perp}) d\sigma(u) \\
= \frac{1}{3} \int_{S^2} (1 - h) \det(1 - (\nabla^2 h + h \text{id}_{u\perp})) d\sigma.
\]
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$$= \frac{1}{3} \int_{S^2} (1 - h)[1 - (\Delta h + 2h) + \det(\nabla^2 h + h \mathbb{I}_u)]|d\sigma$$

$$= \frac{1}{3} \int_{S^2} [1 - (\Delta h + 2h) + \det(\nabla^2 h + h \mathbb{I}_u) - h(1 - (\Delta h + 2h) + \det(\nabla^2 h + h \mathbb{I}_u)) ] \, d\sigma$$

$$= \frac{1}{3} \int_{S^2} [1 - (\Delta h + 2h) + \det(\nabla^2 h + h \mathbb{I}_u) - h + h(\Delta h + 2h) - h \det(\nabla^2 h + h \mathbb{I}_u)] \, d\sigma. $$

In view of the constant width condition (2.8),

$$\frac{1}{4\pi} \int_{S^2} h \, d\sigma = \frac{1}{2}.$$  

Since $\Delta h = \text{div}(\nabla h)$ integrates to 0 over $S^2$, it follows that

$$\int_{S^2} [1 - (\Delta h + 2h)] \, d\sigma = 0.$$  

Using the formulae above that we derived for $V(K)$ and $\sigma(\partial K)$ then gives

$$V(K)$$

$$= \frac{1}{3} \int_{S^2} [1 - (\Delta h + 2h) + \det(\nabla^2 h + h \mathbb{I}_u) - h + h(\Delta h + 2h) - h \det(\nabla^2 h + h \mathbb{I}_u)] \, d\sigma$$

$$= \frac{1}{3} \sigma(\partial K) - \frac{2\pi}{3} + \frac{1}{3} \int_{S^2} h(\Delta h + 2h) \, d\sigma - V(K)$$

$$= \sigma(\partial K) - \frac{2\pi}{3} - V(K).$$

We conclude (2.9). \hfill \Box

3. Spaces of functions and measures

In this section, we will study the various spaces that will be needed in our analysis of the doubly nonlinear evolution (1.4). Some of these spaces were introduced in subsection 1.2. First, we will show that the space $C$ is compact in a certain sense. Then we will consider a subspace of $H^1(S^2)$ with an inner product tailored for this work. Next, we will study measures in $P^\perp$ modulo the ones which vanish on $C$; we’ll also identify an important compact subset of this quotient space that will play a crucial role in our subsequent existence proof. Finally, we will introduce the notion of the $E^*$ variation of a path $\xi : [0, \infty) \to P^\perp$.

3.1. The space $C$. Let us recall the space $C$ defined in (1.2). We will argue that this space is convex and inherits the compactness we discussed above for support functions.
Lemma 3.1. (i) If $g \in \mathcal{C}$, then
\[ \|g\| \leq \sqrt{\frac{3}{8}} - \frac{1}{2}. \]

(ii) $\mathcal{C}$ is convex.

(iii) For any sequence $(g^k)_{k \in \mathbb{N}} \subset \mathcal{C}$, there is a subsequence $(g^{k_j})_{j \in \mathbb{N}}$ which converges to some $g$ with $g \in \mathcal{C}$. Moreover, there is $a^j \in \mathbb{R}^3$ for each $j \in \mathbb{N}$ such that $g^{k_j}(u) - a^j \cdot u$ converges in $C^1(\mathbb{S}^2)$ to $g$.

Proof. (i) Suppose $g \in \mathcal{C}$. There is a constant width body such that $g + 1/2$ is the $\mathbb{S}^2$ restriction of the support function of $K \subset \mathbb{R}^3$. By Corollary 2.5,
\[ R(K) = \frac{1}{2} + \|g\| \leq \sqrt{\frac{3}{8}}. \]

(ii) Assume $g_0, g_1 \in \mathcal{C}$ and let $H_0, H_1$ denote the corresponding support functions with respective constant width bodies $K_0, K_1 \subset \mathbb{R}^3$. Suppose $\lambda \in [0, 1]$ and note that the support function of the convex body $(1-\lambda)K_0 + \lambda K_1$ is $(1-\lambda)H_0 + \lambda H_1$. Since
\[ (1 - \lambda)H_0(u) + \lambda H_1(u) + [(1 - \lambda)H_0(-u) + \lambda H_1(-u)] = |u|, \]
$(1 - \lambda)K_0 + \lambda K_1$ has constant width. As
\[ ((1 - \lambda)g_0 + \lambda g_1)_{1/2} = (1 - \lambda)(g_0 + 1/2) + \lambda(g_1 + 1/2) = [(1 - \lambda)H_0 + \lambda H_1]_{|g^2|}, \]
we conclude $(1 - \lambda)g_0 + \lambda g_1 \in \mathcal{C}$. Therefore, $\mathcal{C}$ is convex.

(iii) Let
\[ g^k + 1/2 = H^k|_{\mathbb{S}^2}, \]
where $H^k$ is the support function of a constant width body. By Corollary 2.10 there are $a^j \in \mathbb{R}^3$ and a subsequence $(H^{k_j})_{j \in \mathbb{N}}$ for which $H^{k_j}(u) - a^j \cdot u$ converges uniformly to the support function of a constant width body $H$ on compact subsets of $\mathbb{R}^3$. If $g + 1/2 = H|_{\mathbb{S}^2}$,
\[ \|g^{k_j} - g\| \leq \max_{|u|=1} |g^{k_j}(u) - g(u) - a^j \cdot u| = \max_{|u|=1} |H^{k_j}(u) - H(u) - a^j \cdot u| \to 0 \]
as $j \to \infty$.

Corollary 2.10 also gives that $DH^{k_j}(u) - a^j$ converges to $DH(u)$ uniformly for $u \in \mathbb{S}^2$. This implies
\[ \nabla (g^{k_j}(u) - a^j \cdot u) = DH^{k_j}(u) - a^j - (g^{k_j}(u) - a^j \cdot u + 1/2)u \to DH(u) - (g(u) + 1/2)u = \nabla g(u) \]
uniformly for $u \in \mathbb{S}^2$. \hfill \Box

3.2. Square integrable paths. The Sobolev space $H^1(\mathbb{S}^2)$ is the completion of $C^\infty(\mathbb{S}^2)$ in the norm
\[ g \mapsto \left( \int_{\mathbb{S}^2} (g^2 + |\nabla g|^2) \, d\sigma \right)^{1/2}. \]
We refer the reader to Chapter 2 of [26] for more on $H^1(\mathbb{S}^2)$. We will consider the closed subspace
\[ \mathcal{V} := \left\{ g \in H^1(\mathbb{S}^2) : \int_{\mathbb{S}^2} g \, d\sigma = 0 \right\} \]
which admits the semi-inner product
\[ (g, h) := \int_{\mathbb{S}^2} (\nabla g \cdot \nabla h - 2gh) \, d\sigma. \]
We note that if \( g \in V \),
\[
(g, g) = \int_{S^2} (|\nabla g|^2 - 2g^2) d\sigma
\]
is nonnegative and vanishes if and only if \( g \in P \). We will quantify this in the lemma below. Thus, it is natural to consider the quotient space

\[ V/P \]

with quotient inner product defined as

\[
(g, h) := (g, h).
\]

Here we are extending our notation \( g = g + P \) to \( g \in V \).

We claim that \( V/P \) is a Hilbert space. First, we’ll derive a basic stability estimate.

**Lemma 3.2.** For each \( g \in V \), the following inequality holds

(3.1) \[
4 \min_{a \in \mathbb{R}^3} \int_{S^2} (g(u) - a \cdot u)^2 d\sigma(u) \leq \int_{S^2} (|\nabla g|^2 - 2g^2) d\sigma.
\]

**Proof.** Recall the collection of spherical harmonics \( \phi^m_\ell \), where \( \ell = 0, 1, 2, \ldots \) and \( m = -\ell, -\ell + 1, \ldots, \ell - 1, \ell \). These are eigenfunctions for \(-\Delta\) which form an orthonormal basis for \( L^2(S^2) \). That is,

\[
\int_{S^2} \phi^m_\ell \phi^{m'}_{\ell'} d\sigma = \delta_{mm'} \delta_{\ell \ell'}
\]

and

\[-\Delta \phi^m_\ell = \ell(\ell + 1)\phi^m_\ell \]
in \( S^2 \) for each \( \ell, \ell' = 0, 1, 2, \ldots, m = -\ell, -\ell + 1, \ldots, \ell - 1, \ell \), and \( m' = -\ell', -\ell' + 1, \ldots, \ell' - 1, \ell' \). We especially note that \( \phi^0_0 \) is a nonzero constant and we may assume \( \phi^1_{-1}(u) = cu_1, \quad \phi^1_0(u) = cu_2, \quad \phi^1_1(u) = cu_3. \)

Here \( c > 0 \) is the normalization constant to ensure these functions have \( L^2(S^2) \) norm equal to 1.

As a result, we may write

\[
g = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^\ell c^m_\ell \phi^m_\ell
\]

where

\[
c^m_\ell = \int_{S^2} g \phi^m_\ell d\sigma.
\]

We note that \( c^0_0 = 0 \) since the average of \( g \) is 0. It follows from these observations that

\[
\int_{S^2} g^2 d\sigma = \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^\ell (c^m_\ell)^2
\]

and

\[
\int_{S^2} |\nabla g|^2 d\sigma = \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^\ell \ell(\ell + 1)(c^m_\ell)^2.
\]
This leads to
\[ \int_{S^2} (|\nabla g|^2 - 2g^2) \, d\sigma = \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} [\ell(\ell + 1) - 2](c^m_{\ell})^2 \]
\[ = \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} [\ell(\ell + 1) - 2](c^m_{\ell})^2 \]
\[ \geq 4 \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} (c^m_{\ell})^2 \]
\[ = 4 \int_{S^2} (g(u) - c(c_{-1}u_1 + c_{0}u_2 + c_{1}u_3))^2 d\sigma(u) \]
\[ = 4 \min_{a \in \mathbb{R}^3} \int_{S^2} (g(u) - a \cdot u)^2 d\sigma(u). \]

\[ \square \]

**Corollary 3.3.** \( \mathcal{V}/\mathcal{P} \) endowed with the inner product \((\cdot, \cdot)\) is complete.

**Proof.** Suppose \((g^k)_{k \in \mathbb{N}} \subset \mathcal{V}/\mathcal{P}\) is a Cauchy sequence. For each \(g^k \in \mathcal{V}\), we select \(a^k \in \mathbb{R}^3\) to satisfy
\[ \min_{a \in \mathbb{R}^3} \int_{S^2} (g^k(u) - a \cdot u)^2 d\sigma(u) = \int_{S^2} (g^k(u) - a^k \cdot u)^2 d\sigma(u). \]
We also set \(\tilde{g}^k(u) = g^k(u) - a^k \cdot u\) and note \(\tilde{g}^k \in \mathcal{g}^k\) for each \(k \in \mathbb{N}\). In view of the previous lemma, for each \(\epsilon > 0\), there is \(N \in \mathbb{N}\) so that
\[ \epsilon \geq \int_{S^2} (|\nabla (\tilde{g}^k - \tilde{g}^\ell)|^2 - 2(\tilde{g}^k - \tilde{g}^\ell)^2) d\sigma \geq 4 \int_{S^2} (\tilde{g}^k - \tilde{g}^\ell)^2 d\sigma \]
for each \(k, \ell \geq N\). As a result, \((\tilde{g}^k)_{k \in \mathbb{N}}\) is Cauchy in \(L^2(S^2)\). It also follows from the above inequality that \((\tilde{g}^k)_{k \in \mathbb{N}}\) is Cauchy in \(H^1(S^2)\). Since \(H^1(S^2)\) is complete and \(\mathcal{V}\) is closed, there is \(g \in \mathcal{V}\) such that \(\tilde{g}^k \to g\) in \(H^1(S^2)\). We conclude
\[ (g^k - g, g^k - g) = \int_{S^2} (|\nabla (\tilde{g}^k - g)|^2 - 2(\tilde{g}^k - g)^2) d\sigma \to 0 \]
as \(k \to \infty. \)

Suppose \(g : [0, \infty) \to \mathcal{V}/\mathcal{P}\) is a measurable mapping. We may consider the integral
\[ \int_0^\infty (g(t), g(t)) dt = \int_0^\infty \int_{S^2} (|\nabla g(t)|^2 - 2g(t)^2) \, d\sigma dt \]
which may or may not be finite. Whenever this integral is finite, we say that
\[ g \in L^2([0, \infty); \mathcal{V}/\mathcal{P}). \]
Further, we may view this space as a Hilbert space with the inner product
\[ (g_1, g_2) \mapsto \int_0^\infty (g_1(t), g_2(t)) dt \]
if we identify paths that are equal almost everywhere.

A basic assertion that we will make use of is as follows.
Lemma 3.4. The collection of \( g \in L^2([0, \infty); \mathcal{V}/\mathcal{P}); t \mapsto g(t) \) such that

\[
g(t) \in \mathcal{C}
\]

for almost every \( t \geq 0 \) is weakly closed.

Proof. Let us call the collection of maps in question \( \mathcal{K} \). We claim that \( \mathcal{K} \) is convex and closed. The result would then follow from Mazur’s theorem (Chapter V of [52]). The convexity of \( \mathcal{K} \) follows easily since \( \mathcal{C} \) is convex. Now suppose \( (g^k)_{k \in \mathbb{N}} \subseteq \mathcal{K} \) converges in \( L^2([0, \infty); \mathcal{V}/\mathcal{P}) \) to some \( g \). We need to verify \( g \in \mathcal{K} \).

To this end, we subtract a subsequence \( (g^{k_j})_{j \in \mathbb{N}} \) such that \( g^{k_j}(t) \to g(t) \) for almost every \( t \geq 0 \) in \( \mathcal{V}/\mathcal{P} \). For any such \( t \), Lemma 3.1 implies the existence of a sequence \( (g^l(t))_{l \in \mathbb{N}} \subseteq \mathcal{C} \) with \( g^l(t) \to g^{k_j}(t) \) that converges in \( C^1(S^2) \) to some limit function \( \tilde{g}(t) \in \mathcal{C} \). Then \( (g^l(t), h) \) converges to both \( (g(t), h) \) and \( (\tilde{g}(t), h) \) for \( h \in \mathcal{V}/\mathcal{P} \). That is,

\[
(g(t), h) = (\tilde{g}(t), h)
\]

for all \( h \in \mathcal{V}/\mathcal{P} \). It follows that \( g(t) - \tilde{g}(t) \in \mathcal{P} \) which implies \( g(t) \in \mathcal{C} \). We conclude that for almost every \( t \geq 0 \), \( g(t) \in \mathcal{C} \). Thus, \( \mathcal{K} \) is closed. \( \square \)

The following claim will also be useful for us.

Lemma 3.5. Suppose \( g \in L^2([0, \infty); \mathcal{V}/\mathcal{P}); t \mapsto g(t) \) satisfies

\[
g(t) \in \mathcal{C}
\]

for almost every \( t \geq 0 \). There is a measurable

\[
g : [0, \infty) \to C(S^2)/\mathcal{P}; t \mapsto \tilde{g}(t)
\]

with \( \tilde{g}(t) \in \mathcal{C} \) for \( t \geq 0 \) and

\[
\tilde{g}(t) = g(t)
\]

for almost every \( t \geq 0 \).

Proof. Let \( N \subset [0, \infty) \) be a null set for which \( g(t) \in \mathcal{C} \) for \( t \notin N \). Set

\[
\tilde{g}(t) := \begin{cases} g(t), & t \notin N \\ 0, & t \in N. \end{cases}
\]

Then \( \tilde{g}(t) \in \mathcal{C} \) for each \( t \geq 0 \) and \( \tilde{g}(t) = g(t) \) for almost every \( t \geq 0 \).

Now assume \( \mu \in \mathcal{P} \). According to Proposition A.2 in the appendix: for each \( \epsilon \in (0, 1) \), there is \( \mu^\epsilon \in C^\infty(S^2) \) such that

\[
\int_{S^2} u_i \mu^\epsilon \, d\sigma = 0
\]

for \( i = 1, 2, 3 \), and

\[
\left| \int_{S^2} g(t) \mu^\epsilon \, d\sigma - \int_{S^2} g(t) \, d\mu \right| \leq 4\sqrt{2} \epsilon \| \mu \|
\]

for all \( t \notin N \). Therefore,

\[
\int_{S^2} g(t) \, d\mu = \lim_{\epsilon \to 0^+} \int_{S^2} g(t) \mu^\epsilon \, d\sigma
\]

for \( t \notin N \).

As a result, it suffices to show

\[
[0, \infty) \ni t \mapsto \int_{S^2} g(t) \mu^\epsilon \, d\sigma
\]
is measurable as
\[ [0, \infty) \ni t \mapsto \int_{S^2} g(t) d\mu \]
would be the almost everywhere limit of measurable functions. Pettis’ theorem (Chapter V section 4 of [52]) would then imply that \( \tilde{g} : [0, \infty) \to C(S^2)/P \) is measurable.

We now focus on showing (3.3) is measurable. To this end, we fix an element \( h \in V/P \). In view of (3.2), we have
\[
\int_{S^2} \mu^* \epsilon(u) h(u) d\sigma(u) = \int_{S^2} \mu^* (u)(h(u) - a \cdot u) d\sigma(u)
\]
for any \( a \in \mathbb{R}^3 \). Employing (3.1), we additionally find
\[
\int_{S^2} \mu^* h d\sigma \leq \left( \int_{S^2} (\mu^*)^2 d\sigma \right)^{1/2} \left( \int_{S^2} (h(u) - a \cdot u)^2 d\sigma(u) \right)^{1/2}
\]
\[
= \frac{1}{2} \left( \int_{S^2} (\mu^*)^2 d\sigma \right)^{1/2} (\langle h, h \rangle)^{1/2}.
\]
Therefore, the linear functional
\[ V/P \ni h \mapsto \int_{S^2} \mu^* h d\sigma \]
is continuous. Since \( g : [0, \infty) \to V/P \) is measurable, it follows that (3.3) is measurable. □

3.3. The metric induced by \( \chi_C^\ast \). Let us define
\[ C^\perp := \{ \xi \in M(S^2) : \xi|_C = 0 \}, \]
and observe that \( C^\perp \subset P^\perp \) is a closed subspace. We will also consider the quotient space
\[ P^\perp/C^\perp = \{ \xi + C^\perp : \xi \in P^\perp \}. \]
As we did to ease notation when expressing elements of the quotient space \( C(S^2)/P \), we will write
\[ \xi = \xi + C^\perp \]
whenever \( \xi \in \xi \).

While \( P^\perp/C^\perp \) admits the standard quotient norm
\[ \|\xi\|_* := \inf_{\eta \in C^\perp} \|\xi + \eta\|_*, \]
is it also is endowed with another norm
\[ (3.4) \quad \chi_C^\ast(\xi) := \sup \{ \langle \xi, g \rangle : g \in C \}. \]
We have labeled this norm \( \chi_C^\ast \) as it arises as the convex dual of the characteristic function
\[ \chi_C(g) := \begin{cases} 
0, & g \in C \\
+\infty, & g \notin C.
\end{cases} \]
Indeed the right hand side of (3.4) is the dual of $\chi_C$; since this function is invariant under translations by elements of $C^\perp$, we naturally consider it as a function on $\mathcal{P}^\perp/C^\perp$.

First we note that the quotient norm on $\mathcal{P}^\perp/C^\perp$ controls the norm $\chi_C^*$. In particular, the topology associated with $\chi_C^*$ is weaker than the topology determined by the quotient norm.

**Proposition 3.6.** For $\xi \in \mathcal{P}^\perp/C^\perp$,

$$
(3.5) \quad \chi_C^*(\xi) \leq \left(\sqrt{\frac{3}{8}} - \frac{1}{2}\right) \|\xi\|_*.
$$

**Proof.** We recall that if $g \in C$, then $\|g\| \leq \sqrt{\frac{3}{8}} - \frac{1}{2}$. Therefore,

$$
\chi_C^*(\xi) = \sup \{\langle \xi, g \rangle : g \in C\}
\leq \sup \left\{\langle \xi, g \rangle : \|g\| \leq \sqrt{\frac{3}{8}} - \frac{1}{2}\right\}
= \left(\sqrt{\frac{3}{8}} - \frac{1}{2}\right) \|\xi\|_*.
$$

$\square$

Next, we will argue that quotient norm bounded subsets of $\mathcal{P}^\perp/C^\perp$ are compact metric spaces when endowed with the metric

$$
(\xi, \zeta) \mapsto \chi_C^*(\xi - \zeta)
$$

induced by $\chi_C^*$.

**Proposition 3.7.** For each $r > 0$,

$$
B_r := \{\xi \in \mathcal{P}^\perp/C^\perp : \|\xi\|_* \leq r\}
$$

is a compact metric space when endowed with metric induced by $\chi_C^*$.

**Proof.** Suppose that $(\xi^k)_{k \in \mathbb{N}} \subset B_r$. For each $k \in \mathbb{N}$, we may choose $\eta^k \in C^\perp$ such that

$$
r \geq \|\xi^k\|_* \geq \|\xi^k + \eta^k\|_* - \frac{r}{2}.
$$

Let us set $\zeta^k := \xi^k + \eta^k$ so that

$$
\|\zeta^k\|_* \leq 3r/2.
$$

By Alaoglu’s theorem, that there is a subsequence $(\zeta^{k_j})_{j \in \mathbb{N}}$ that converges weak* in $M(S^2)$ to some $\xi \in \mathcal{P}^\perp$.

A routine application of Lemma 3.1 implies that for each $j \in \mathbb{N}$, there is $g^j \in C$ with

$$
\chi_C^*(\xi^{k_j} - \xi) = \langle \xi^{k_j} - \xi, g^j \rangle = \langle \zeta^{k_j} - \xi, g^j \rangle.
$$

We may also assume without any loss of generality that $g^j$ converges uniformly to some $g \in C$. Notice that

$$
\chi_C^*(\xi^{k_j} - \xi) = \langle \xi^{k_j} - \zeta^j, g^j \rangle
= \langle \zeta^{k_j} - \xi, g^j - g \rangle + \langle \xi^j - \xi, g \rangle
\leq \|\zeta^{k_j} - \xi\|_* \|g^j - g\| + \langle \xi^j - \xi, g \rangle
$$
\[ \leq 3r\|g^j - g\| + \langle \xi^j - \xi, g \rangle. \]

Therefore,
\[ \limsup_{j \to \infty} \chi_c^*(\xi^j - \xi) = 0. \]

\begin{corollary}
Suppose \((\xi^k)_{k \in \mathbb{N}} \subset P^\perp / C^\perp\) and \(\xi \in P^\perp / C^\perp\) with
\begin{equation}
(3.6) \quad \lim_{k \to \infty} \chi_c^*(\xi^k - \xi) = 0.
\end{equation}
Then
\[ \|\xi\|_* \leq \liminf_{k \to \infty} \|\xi^k\|_. \]
\end{corollary}

\begin{proof}
Without any loss of generality, suppose
\[ \liminf_{k \to \infty} \|\xi^k\|_* = \lim_{j \to \infty} \|\xi^k_j\|_* : = L < \infty. \]
For a given \(\epsilon > 0\), we can choose \(N\) such that
\[ \|\xi^k_j\|_* \leq L + \epsilon \]
for \(j \geq N\). By the previous proposition,
\[ \{\zeta \in P^\perp / C^\perp : \|\zeta\|_* \leq L + \epsilon\} \]
is a compact metric space when endowed with the metric induced by \(\chi_c^*\). By assumption (3.6), it must be that
\[ \|\xi\|_* \leq L + \epsilon. \]
We conclude since \(\epsilon > 0\) is arbitrary.
\end{proof}

\subsection{3.4. \(E^*\) variation.}
Recall that the convex conjugate of \(E\) is given by
\[ E^*(\zeta) = \sup\{\langle \zeta, g \rangle - E(g) : g \in C\} \]
for \(\zeta \in P^\perp\). Note that \(E^*\) is convex, proper, and weak* lower-semicontinuous. Moreover, for a given path \(\xi : [0, \infty) \to P^\perp\), we will consider the integrals
\[ \int_s^t E^*(\dot{\xi}(\tau))d\tau \]
for \(0 \leq s \leq t < \infty\). However, we do not always want to require the almost everywhere weak* differentiability of \(\xi\). This leads us to the following definition.

\begin{definition}
Let \(\xi : [0, \infty) \to P^\perp\) and \(0 \leq s < t < \infty\). The \(E^*\) variation of \(\xi\) on \([s, t]\) is defined as
\[ E^*V(\xi, s, t) := \sup \left\{ \sum_{k=1}^N (\tau_k - \tau_{k-1}) E^* \left( \frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}} \right) : s = \tau_0 < \cdots < \tau_N = t \right\}. \]
When \(E^*V(\xi, s, t) < \infty\), \(\xi\) has \textit{finite \(E^*\) variation} on \([s, t]\); if this is the case for all \([s, t] \subset [0, \infty)\), \(\xi\) has \textit{locally finite \(E^*\) variation}. The \(E^*\) variation of \(\xi\) on \([0, \infty)\) is defined as
\[ E^*V(\xi, 0, \infty) := \lim_{t \to \infty} E^*V(\xi, 0, t) \]
provided this limit is finite; in this case, we say \(\xi\) has \textit{finite \(E^*\) variation}.

An elementary identity is as follows.
Lemma 3.10. Suppose \( \xi : [0, \infty) \rightarrow \mathcal{P}^\perp \) has locally finite \( E^* \) variation. Then
\[
E^*V(\xi, s, t) = E^*V(\xi, 0, t) - E^*V(\xi, 0, s)
\]
for all \( 0 \leq s < t < \infty \).

Proof. Let \( \epsilon > 0 \), choose a partition \( 0 = \tau_0 < \cdots < \tau_N = s \) such that
\[
E^*V(\xi, 0, s) \leq \sum_{k=1}^{N} \tau_k \left( \frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}} \right) + \frac{\epsilon}{2},
\]
and select another partition \( s = \tau_N < \cdots < \tau_M = t \) such that
\[
E^*V(\xi, s, t) \leq \sum_{k=N+1}^{M} \tau_k \left( \frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}} \right) + \frac{\epsilon}{2}.
\]
As \( 0 = \tau_0 < \cdots < \tau_M = t \),
\[
E^*V(\xi, 0, s) + E^*V(\xi, s, t) - \epsilon \leq \sum_{k=1}^{M} \tau_k \left( \frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}} \right) \leq E^*V(\xi, 0, t).
\]
Therefore, \( E^*V(\xi, 0, s) + E^*V(\xi, s, t) \leq E^*V(\xi, 0, t) \).

Again let \( \epsilon > 0 \) and select any partition \( 0 = \tau_0 < \cdots < \tau_N = t \) of \( [0, t] \) with
\[
E^*V(\xi, 0, t) \leq \sum_{j=1}^{N} \tau_j \left( \frac{\xi(\tau_j) - \xi(\tau_{j-1})}{\tau_j - \tau_{j-1}} \right) + \epsilon.
\]
Suppose there is some \( 1 \leq k \leq N \) for which \( \tau_{k-1} < s < \tau_k \). Since
\[
\frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}} = \frac{s - \tau_{k-1}}{\tau_k - \tau_{k-1}} \xi(s) - \xi(\tau_{k-1}) + \frac{\tau_k - s}{\tau_k - \tau_{k-1}} \xi(\tau_k) - \xi(s)
\]
and \( E^* \) is convex,
\[
E^* \left( \frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}} \right) \leq \frac{s - \tau_{k-1}}{\tau_k - \tau_{k-1}} \xi(s) - \xi(\tau_{k-1}) + \frac{\tau_k - s}{\tau_k - \tau_{k-1}} \xi(\tau_k) - \xi(s) + \frac{\tau_k - s}{\tau_k - \tau_{k-1}} E^* \left( \frac{\xi(\tau_k) - \xi(s)}{\tau_k - s} \right).
\]
It follows that
\[
E^*V(\xi, 0, t) \leq \sum_{j=1}^{k-1} \tau_j \left( \frac{\xi(\tau_j) - \xi(\tau_{j-1})}{\tau_j - \tau_{j-1}} \right) + (s - \tau_{k-1}) E^* \left( \frac{\xi(s) - \xi(\tau_{k-1})}{s - \tau_{k-1}} \right) + \sum_{j=k+1}^{N} \tau_j \left( \frac{\xi(\tau_j) - \xi(\tau_{j-1})}{\tau_j - \tau_{j-1}} \right) + \epsilon + (\tau_k - s) E^* \left( \frac{\xi(\tau_k) - \xi(s)}{\tau_k - s} \right)
\]
where the sum from \( j = 1, \ldots, k-1 \) is only present when \( k \geq 2 \). If \( s = \tau_{k-1} \) for some \( 1 \leq k \leq N \), we can arrive at the same inequality without introducing \( s \) as another point in the partition. Therefore, \( E^*V(\xi, 0, t) \leq E^*V(\xi, 0, s) + E^*V(\xi, s, t) + \epsilon \) in all cases.

We now recall that since \( \mathcal{P}^\perp \) is the dual of \( C(S^2)/\mathcal{P}, \xi : [0, \infty) \rightarrow \mathcal{P}^\perp \) is absolutely continuous if and only if \( \xi \) weak* differentiable almost everywhere, \( \xi \in L^1_{\text{loc}}([0, \infty); \mathcal{P}^\perp) \), and
\[
\xi(t) - \xi(s) = \int_s^t \dot{\xi}(\tau) d\tau
\]
for all $0 \leq s < t$ (Remark 1.1.3 of [1]). We can use this characterization to show that if $\xi$ is absolutely continuous then $E^* V(\xi, s, t)$ coincides with the integral that motivated it.

**Proposition 3.11.** Suppose $\xi : [0, \infty) \to \mathcal{P}^\perp$ is absolutely continuous. Then

$$\int_s^t E^*(\dot{\xi}(\tau))d\tau = E^* V(\xi, s, t)$$

for all $0 \leq s \leq t$.

**Proof.** Let $0 \leq s < t$, and suppose $s = \tau_0 < \cdots < \tau_N = t$ is a partition of $[s, t]$. In view of (3.8) and Jensen’s inequality

$$(\tau_k - \tau_{k-1})E^*\left(\frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}}\right) = (\tau_k - \tau_{k-1})E^*\left(\frac{\int_{\tau_{k-1}}^{\tau_k} \dot{\xi}(\tau)d\tau}{\tau_k - \tau_{k-1}}\right) \leq \int_{\tau_{k-1}}^{\tau_k} E^*(\dot{\xi}(\tau))d\tau,$$

for $k = 1, \ldots, N$. Therefore,

$$\sum_{k=1}^N (\tau_k - \tau_{k-1})E^*\left(\frac{\xi(\tau_k) - \xi(\tau_{k-1})}{\tau_k - \tau_{k-1}}\right) \leq \int_s^t E^*(\dot{\xi}(\tau))d\tau.$$

It follows that

$$E^* V(\xi, s, t) \leq \int_s^t E^*(\dot{\xi}(\tau))d\tau.$$

Now set

$$F(t) := E^* V(\xi, 0, t)$$

for $t \geq 0$. In view of the definition of $E^*$ variation and (3.7),

$$\delta E^*\left(\frac{\xi(t + \delta) - \xi(t)}{\delta}\right) \leq E^* V(\xi, t, t + \delta) = F(t + \delta) - F(t)$$

for $t \geq 0$ and $\delta > 0$. As $F$ is monotone and $\xi$ is weak* differentiable almost everywhere, we have

$$E^*(\dot{\xi}(\tau)) \leq \dot{F}(t)$$

for almost every $t \geq 0$. Here we used that $E^*$ is weak* lower-semicontinuous. That is,

$$\int_s^t E^*(\dot{\xi}(\tau))d\tau \leq \int_s^t \dot{F}(t)d\tau \leq F(t) - F(s) = E^* V(\xi, s, t)$$

for $0 \leq s \leq t$. □

**Corollary 3.12.** Suppose $\tau > 0$ and $(\zeta^k)_{k \geq 0} \subset \mathcal{P}^\perp$. For $t \geq 0$, define

$$\xi(t) := \zeta^{k-1} + \frac{t - (k-1)\tau}{\tau}(\zeta^k - \zeta^{k-1}), \quad (\tau - 1)k \leq t \leq \tau k.$$

Then

$$E^* V(\xi, 0, N\tau) = \sum_{k=1}^N \tau E^*\left(\frac{\zeta^k - \zeta^{k-1}}{\tau}\right)$$

for each $N \in \mathbb{N}$. 
Proof. Observe that
\[ \dot{\xi}(t) = \frac{\zeta^k - \zeta^{k-1}}{\tau} \]
for \( t \in (\tau(k-1), \tau k) \), and
\[ \int_{\tau(k-1)}^{\tau k} \|\dot{\xi}(t)\|_* dt = \|\zeta^k - \zeta^{k-1}\|_* < \infty \]
for each \( k \in \mathbb{N} \). Furthermore, since \( \xi \) is piecewise linear, the fundamental theorem of calculus holds. As a result, \( \xi \) is absolutely continuous. By the previous proposition,
\[ E^*V(\xi, 0, N\tau) = \int_0^{N\tau} E^*(\dot{\xi}(\tau)) d\tau = N \sum_{k=1}^N \int_{\tau(k-1)}^{\tau k} E^*(\dot{\xi}(\tau)) d\tau = N \sum_{k=1}^N \tau E^*\left(\frac{\zeta^k - \zeta^{k-1}}{\tau}\right) . \]

As \( E^*(\zeta_1) = E^*(\zeta_2) \) whenever \( \zeta_1 - \zeta_2 \in C^\perp \), \( E^* \) can be viewed as a function on the quotient space \( \mathcal{P}^\perp/C^\perp \):
\[ E^*(\zeta) := \sup\{\langle \zeta, g \rangle - E(g) : g \in C\} \]
for \( \zeta \in \mathcal{P}^\perp/C^\perp \). In particular, we may consider the \( E^* \) variation of paths \( \xi : [0, \infty) \to \mathcal{P}^\perp/C^\perp \) and each of our results above applies to such paths. We finally note that this extension of \( E^* \) is lower-semicontinuous on \( (\mathcal{P}^\perp/C^\perp, \chi^\ast) \).

Lemma 3.13. Suppose \((\xi^k)_{k \in \mathbb{N}}\) is a sequence in \( \mathcal{P}^\perp/C^\perp \) with
\[ \lim_{k \to \infty} \chi^\ast_C(\xi^k - \xi) = 0 \]
Then
\[ \lim_{k \to \infty} \inf E^*(\xi^k) \geq E^*(\xi) . \]

Proof. Let \( g \in C \). Observe that
\[ |\langle \xi^k, g \rangle - \langle \xi, g \rangle| = |\langle \xi^k - \xi, g \rangle| \leq \chi^\ast_C(\xi^k - \xi) . \]
Therefore, \( \langle \xi^k, g \rangle \to \langle \xi, g \rangle \) as \( k \to \infty \). This implies
\[ \liminf_{k \to \infty} E^*(\xi^k) \geq \liminf_{k \to \infty} (\langle \xi^k, g \rangle - E(g)) = \langle \xi, g \rangle - E(g) . \]
We conclude upon taking the supremum of \( g \in C \). \( \square \)

4. Existence theorem

We will now analyze solutions \( \xi : [0, \infty) \to \mathcal{P}^\perp \) of the equation
\[ (4.1) \quad \partial E^*(\dot{\xi}(t)) + J^*(\xi(t)) \ni 0 \quad \text{a.e. } t \geq 0 . \]
These types of flows have been considered in models for diverse phenomena such as phase transitions \([9, 12, 51]\), fracture mechanics \([22, 31, 38]\), and hysteresis effects \([39, 50]\). The existence of solutions to doubly nonlinear evolutions in Hilbert spaces \([5, 7, 16]\) and reflexive Banach spaces \([17]\) for given initial conditions were established many years ago. The reflexivity requirement can be relaxed using the notion of “curves of maximal slope” as described in Chapter 1 of \([1]\).

All of these results require that the corresponding \( E^* \) is coercive or superlinear with respect to the norm; this would ensure that solutions are absolutely continuous. We cannot use any of these results directly as our \( E^* \) functional is not coercive.
A similar problem has been encountered in the theory of rate-independent doubly nonlinear evolutions \cite{18,30,34,39,40,41,42,43,46}. Here the corresponding $E^*$ function is a norm and solutions are typically considered as mappings of bounded variation measured in this norm. We will adapt this approach to our problem using the $E^*$ variation notion discussed in the previous section.

We will define a type of weak solution of \eqref{4.1} below. To avoid confusion, we’ll say that $\xi$ is a \textit{classical solution} of \eqref{4.1} if it satisfies the equation as described in the introduction. That is, $\xi$ is a classical solution if it is absolutely continuous and if there is a measurable $g : [0, \infty) \to C(S^2)/\mathcal{P}$ such that

\begin{equation}
    g(t) \in \mathcal{J}^*(\xi(t)) \cap (-\partial E^*(\dot{\xi}(t)))
\end{equation}

for almost every $t \geq 0$. Here $\dot{\xi}(t)$ is the weak* derivative of $\xi$ at a time $t \geq 0$.

\textbf{Definition 4.1.} A measurable mapping $\xi : [0, \infty) \to \mathcal{P}^\bot$ with locally finite $E^*$ variation is a \textit{weak solution} of the doubly nonlinear evolution \eqref{4.1} provided there is a measurable $g : [0, \infty) \to C(S^2)/\mathcal{P}$ such that

\begin{equation}
    \frac{1}{2} \|\xi(s)\|_2^2 - \frac{1}{2} \|\xi(t)\|_2^2 = E^*V(\xi, s, t) + \int_s^t E(g(\tau))d\tau
\end{equation}

for almost every $0 \leq s \leq t$ and

$$g(t) \in \partial \mathcal{J}^*(\xi(t))$$

for almost every $t \geq 0$.

For any weak solution $\xi$, $\|\xi(t)\|_*$ is a nonincreasing function of $t$ outside of a null set. We will say such functions are \textit{essentially nonincreasing}. In the appendix, we will recall that an essentially nonincreasing function is simply a nonincreasing function modified on a null set (Lemma $B.1$). Also note that by the duality formula \eqref{1.1}

$$[0, \infty) \ni t \mapsto \|g(t)\|$$

is essentially nonincreasing, as well.

Let us check that the notion of weak solutions extends the classical notion of solution.

\textbf{Lemma 4.2.} Assume $\xi : [0, \infty) \to \mathcal{P}^\bot$ is a classical solution of \eqref{4.1}. Then $\xi$ is a weak solution of \eqref{4.1}.

\textbf{Proof.} Since $\xi$ is absolutely continuous, it is measurable. We may also select a measurable $g : [0, \infty) \to C(S^2)/\mathcal{P}$ such that \eqref{4.2} holds almost everywhere on $[0, \infty)$. Note that for almost every $t > 0$,

$$\frac{1}{2} \|\xi(t + \tau)\|_2^2 \geq \frac{1}{2} \|\xi(t)\|_2^2 + \langle \xi(t + \tau) - \xi(t), g(t) \rangle$$

for $\tau \in \mathbb{R}$ sufficiently small. It follows that

$$\lim_{\tau \to 0^+} \frac{\|\xi(t + \tau)\|_2^2 - \|\xi(t)\|_2^2}{2\tau} \geq \langle \dot{\xi}(t), g(t) \rangle \geq \lim_{\tau \to 0^-} \frac{\|\xi(t + \tau)\|_2^2 - \|\xi(t)\|_2^2}{2\tau}$$
for almost every $t > 0$. As $[0, \infty) \ni t \to \|\xi(t)\|_* = \langle \xi(t), g(t) \rangle$ is absolutely continuous,

$$\frac{d}{dt} \frac{1}{2}\|\xi(t)\|_*^2 = \langle \xi(t), g(t) \rangle$$

almost everywhere in $[0, \infty)$.

Recall that $-\xi(t) \in \partial E(g(t)) \neq \emptyset$ for almost every $t \geq 0$. As a result, $g(t) \in C$ and

$$\frac{d}{dt} \frac{1}{2}\|\xi(t)\|_*^2 = -\langle \dot{\xi}(t), g(t) \rangle = -[E^*(\xi(t)) + E(g(t))]$$

for almost every $t \geq 0$. Integrating this identity from $s$ to $t$ with $s \leq t$ gives

$$\frac{1}{2}\|\xi(s)\|_*^2 - \frac{1}{2}\|\xi(t)\|_*^2 = \int_s^t E^*(\dot{\xi}(\tau))d\tau + \int_s^t E(g(\tau))d\tau$$

$$= E^*V(\xi, s, t) + \int_s^t E(g(\tau))d\tau.$$ 

Here we used Proposition 3.11. We conclude that that $\xi$ is indeed a weak solution. \hfill \Box

The main theorem of this paper as follows.

**THEOREM 4.3.** Assume $g^0 \in C$ and that $\xi^0 \in F(g^0)$. There is a weak solution $\xi$ with finite $E^*$ variation which satisfies the initial condition

$$\xi(0)|_C = \xi^0|_C.$$

Moreover, there is a corresponding $g : [0, \infty) \to C(S^2)/\mathcal{P}$ as described in Definition 4.4 for which $g \in L^2([0, \infty) ; \mathcal{V}/\mathcal{P})$ and

$$[0, \infty) \ni t \to E(g(t))$$

is essentially nonincreasing.

As a corollary to the theorem above, we have the $tE(g(t))$ and $\|g(t)\|$ both converge to zero along sequences to times $t$ tending to infinity outside of a null set.

**COROLLARY 4.4.** There is a null set $N \subset [0, \infty)$ such that

$$\lim_{t \to \infty} \int_N tE(g(t)) = 0 \quad \text{and} \quad \lim_{t \to \infty} \|g(t)\| = 0.$$

**PROOF.** As $E \circ g : [0, \infty) \to [0, \infty)$ is essentially nonincreasing, Proposition B.2 of the appendix implies there is a null set $N$ for which

$$\lim_{t \to \infty} \int_N tE(g(t)) = 0.$$

Without any loss of generality, we may assume $g(t) \in C$ for all $t \not\in N$ since this occurs for almost every time $t \geq 0$. Let $(t_k)_{k \in \mathbb{N}} \subset [0, \infty) \setminus N$ be a sequence increasing to $\infty$. By Lemma 3.1, $(g(t_k))_{k \in \mathbb{N}}$ has a convergent subsequence $(g(t_{k_j}))_{j \in \mathbb{N}}$. Furthermore, there is a sequence $(g^j)_{j \in \mathbb{N}} \subset C^1(S^2)$ with $g^j \in g(t_{k_j})$ and which converges in $C^1(S^2)$ to some limit function $g^\infty$. By (4.5),

$$E(g(t_{k_j})) = \int_{S^2} \left(\frac{1}{2}\|\nabla g^j\|^2 - (g^j)^2\right) d\sigma \leq \frac{1}{t_{k_j}}$$

for all large enough $j$. Thus,

$$\int_{S^2} \left(\frac{1}{2}\|\nabla g^\infty\|^2 - (g^\infty)^2\right) d\sigma = \lim_{j \to \infty} \left(\int_{S^2} \frac{1}{2}\|\nabla g^j\|^2 - (g^j)^2\right) d\sigma = 0.$$
This implies $g^\infty(u) = b \cdot u$ for some $b \in \mathbb{R}^3$. It then follows that
\[
\lim_{j \to \infty} \|g(t_k)\| \leq \lim_{j \to \infty} \max_{|u|=1} |g^j(u) - b \cdot u| = 0.
\]
Since the sequence $(t_k)_{k \in \mathbb{N}} \subset [0, \infty) \setminus N$ was arbitrary, we conclude (4.4). \qed

We may interpret these results geometrically. Choose a null set $N \subset [0, \infty)$ such that for all $t \in N^c$, $g(t) \in \mathcal{C}$. For each $t \in N^c$, $g(t) + 1/2$ is the $S^2$ restriction of the support function of a constant width body $K_t$. Then Theorem 4.3, the limits (4.4), and equation (2.4) imply the following assertion on the family $(K_t)_{t \in N^c}$.

Corollary 4.5. (i) $R(K_t) = \frac{1}{2} + \|g(t)\|$ is essentially nonincreasing, and
\[
\lim_{t \to \infty, t \notin N} R(K_t) = \frac{1}{2}.
\]
(ii) $V(K_t) = \frac{\pi}{6} - \frac{1}{2} E(g(t))$ is essentially nondecreasing, and
\[
\lim_{t \to \infty, t \notin N} t \left( \frac{\pi}{6} - V(K_t) \right) = 0.
\]
(iii) Suppose $a(t) \in \mathbb{R}^3$ is the center of the circumball of $K_t$ for each $t \in N^c$. Then
\[
\lim_{t \to \infty, t \notin N} d_H(K_t - a(t), B_{1/2}(0)) = 0.
\]

We will design a weak solution as asserted in Theorem 4.3 as follows. First, we will show how to solve a discrete version of (4.1) which depends on a parameter $\tau > 0$. Next, we will show how to use these solutions to form a family of approximate solutions of (4.1) indexed by $\tau$. Then we will derive various inequalities satisfied by this family of approximate solutions which are independent of $\tau$. Finally, we will explain how to extract a sequence of $\tau$ tending to 0 for which the approximate solutions converge to a weak solution.

4.1. Implicit time scheme. For the remainder of this section we will suppose the hypotheses of Theorem 4.3. That is, we will assume $g^0 \in \mathcal{C}$ and that $\xi^0 \in J(g^0)$. In order to prove this theorem, we will use the following implicit time scheme: fix $\tau > 0$ and find a sequence $(\xi_k)_{k \in \mathbb{N}}$ such that
\[
\partial E^* \left( \frac{\xi^k - \xi^{k-1}}{\tau} \right) + J^* (\xi^k) \ni 0
\]
for $k \in \mathbb{N}$. Let us verify that there is indeed a solution sequence.

Lemma 4.6. There is a solution sequence $(\xi_k)_{k \in \mathbb{N}}$ of (4.6) which satisfies
\[
\|\xi_k\|_* = \|\xi^k\|_*
\]
for each $k \in \mathbb{N}$.

Remark 4.7. Here $\xi^k = \xi^k + \mathcal{C}^\perp$ is the equivalence class defined in subsection 3.3.

Proof. We will proceed by induction. Once $\xi^0, \ldots, \xi^{k-1} \in \mathcal{P}^\perp$ are determined, we can minimize
\[
\mathcal{P}^\perp \ni \xi \mapsto \tau E^* \left( \frac{\xi - \xi^{k-1}}{\tau} \right) + \frac{1}{2} \|\xi\|^2_\ast
\]
over $\mathcal{P}^\perp$. Starting with any minimizing sequence, we can employ Alaoglu’s theorem and the weak* lower-semicontinuity of both $E^*$ and the norm on $\mathcal{P}^\perp$ to conclude the existence of a minimizer $\xi^k \in \mathcal{P}^\perp$. Therefore, there is a solution sequence $(\xi^k)_{k \in \mathbb{N}}$ of (4.6).

We may select

$$g^k \in J^*(\xi^k) \cap \left( -\partial E^* \left( \frac{\xi^k - \xi^{k-1}}{\tau} \right) \right)$$

for $k \in \mathbb{N}$. Note that since

(4.8) $$-\frac{\xi^k - \xi^{k-1}}{\tau} \in \partial E(g^k) \neq \emptyset,$$

$g^k \in C$ for each $k \in \mathbb{N}$, as well. Therefore, if $\eta \in C^\perp$, then

$$\frac{1}{2} \|\xi^k + \eta\|^2 \geq \frac{1}{2} \|\xi^k\|^2 + \langle \eta, g^k \rangle = \frac{1}{2} \|\xi^k\|^2.$$ 

We conclude (4.7). □

As we saw for the classical solutions of (4.1), the sequences $(\xi^k)_{k \in \mathbb{N}} \subset \mathcal{P}^\perp$ and $(g^k)_{k \in \mathbb{N}} \subset C(S^2)/\mathcal{P}$ have two important monotonicity properties.

**Lemma 4.8.** For each $0 \leq j < k$,

(4.9) $$\frac{1}{2} \|\xi^j\|^2 \geq \frac{1}{2} \|\xi^k\|^2 + \sum_{\ell = j+1}^k \tau \left[ E^* \left( \frac{\xi^\ell - \xi^{\ell-1}}{\tau} \right) + E(g^\ell) \right]$$

and

(4.10) $$E(g^j) \geq E(g^k) + \sum_{\ell = j+1}^k \left\langle \frac{\xi^\ell - \xi^{\ell-1}}{\tau}, g^k - g^{k-1} \right\rangle.$$

**Proof.** First note

$$\frac{1}{2} \|\xi^{\ell-1}\|^2 \geq \frac{1}{2} \|\xi^\ell\|^2 + \langle \xi^{\ell-1} - \xi^\ell, g^\ell \rangle$$

$$= \frac{1}{2} \|\xi^\ell\|^2 + \tau \left\langle \frac{\xi^\ell - \xi^{\ell-1}}{\tau}, -g^\ell \right\rangle$$

$$= \frac{1}{2} \|\xi^\ell\|^2 + \tau \left[ E^* \left( \frac{\xi^\ell - \xi^{\ell-1}}{\tau} \right) + E(-g^\ell) \right]$$

$$= \frac{1}{2} \|\xi^\ell\|^2 + \tau \left[ E^* \left( \frac{\xi^\ell - \xi^{\ell-1}}{\tau} \right) + E(g^\ell) \right].$$

Then (4.9) follows from summing from $\ell = j+1$ to $k$.

Next observe that in view of (4.8),

$$E(g^{\ell-1}) \geq E(g^\ell) + \left\langle \frac{\xi^\ell - \xi^{\ell-1}}{\tau}, g^{\ell-1} - g^\ell \right\rangle$$

$$= E(g^\ell) + \left\langle \frac{\xi^\ell - \xi^{\ell-1}}{\tau}, g^\ell - g^{\ell-1} \right\rangle.$$ 

Inequality (4.10) results from summing from $\ell = j+1$ to $k$. □
Remark 4.9. Since 
\[ \|\xi^k\|_* = \|g^k\|, \]
it follows that \( (\|g^k\|)_{k \in \mathbb{N}} \) is nonincreasing.

In designing a solution, it will help to identify some key variables. We will denote 
\[ \xi_{\tau}(t) := \xi^{k-1} + \left( \frac{t - (k-1)\tau}{\tau} \right) (\xi^k - \xi^{k-1}) \]
for \( t \in [(k-1)\tau, k\tau] \) and 
\[ \zeta_{\tau}(t) := \begin{cases} \xi^0, & t = 0 \\ \xi^k, & t \in ((k-1)\tau, k\tau] \end{cases} \]
for \( t \geq 0 \). In addition, we will consider 
\[ g_{\tau}(t) := \begin{cases} g^0, & t = 0 \\ g^k, & t \in ((k-1)\tau, k\tau] \end{cases} \]
for \( t \geq 0 \). In terms of these variables, we note 
\[ \partial E^{\ast}\left(\dot{\xi}_{\tau}(t)\right) + J^{\ast}(\zeta_{\tau}(t)) \ni 0 \]
and 
\[ g_{\tau}(t) \in J^{\ast}(\zeta_{\tau}(t)) \cap \left(-\partial E^{\ast}\left(\dot{\xi}_{\tau}(t)\right)\right) \]
for \( t \neq k\tau \).

4.2. Various bounds. We will now derive various bounds on the variables we defined. We will see that the following proposition essentially follows from the monotonicity formula (4.9) and (4.10).

Proposition 4.10. For \( \tau > 0 \) and \( t \geq 0 \), the following inequalities hold.
\[ \|\zeta_{\tau}(t)\|_* \leq \|\xi^0\|_* \] \hfill (4.11)
\[ \|\xi_{\tau}(t)\|_* \leq \|\xi^0\|_* \] \hfill (4.12)
\[ E^{\ast}V(\xi_{\tau}, 0, \infty) \leq \frac{1}{2} \|\xi^0\|_*^2 \] \hfill (4.13)
\[ \int_0^\infty E(g_{\tau}(t))dt \leq \frac{1}{2} \|\xi^0\|_*^2 \] \hfill (4.14)
\[ E(g_{\tau}(t)) \leq E(g^0) \] \hfill (4.15)

Proof. In view of (4.9), \( \|\xi^k\|_* \leq \|\xi^{k-1}\|_* \leq \|\xi^0\|_* \) for \( k \in \mathbb{N} \). It is now immediate that (4.11) holds. Likewise for \( t \in ((k-1)\tau, k\tau] \),
\[ \|\xi_{\tau}(t)\|_* = \left\| \left( 1 - \frac{t - (k-1)\tau}{\tau} \right) \xi^{k-1} + \frac{t - (k-1)\tau}{\tau} \xi^k \right\|_* \]
\[ \leq \left( 1 - \frac{t - (k-1)\tau}{\tau} \right) \|\xi^{k-1}\|_* + \frac{t - (k-1)\tau}{\tau} \|\xi^k\|_* \]
\[ \leq \|\xi^{k-1}\|_* \]
\[ \leq \|\xi^0\|_* . \]

We conclude (4.12).
In view of Corollary 3.12 and (4.9),
\[ E^*V(\xi, 0) = \sum_{k=1}^{N} k \leq \frac{1}{2} \|\xi^0\|^2 \]
for each $N \in \mathbb{N}$. Sending $N \to \infty$ gives (4.13). Likewise, we have
\[ \int_0^{N \tau} E(g(t)) \leq \frac{1}{2} \|\xi^0\|^2 \]
for every $N \in \mathbb{N}$. And sending $N \to \infty$ gives (4.14).

By (4.10), $E(g_k) \leq E(g_0)$ for $k \in \mathbb{N}$. Therefore, (4.15) holds. □

It is natural to anticipate that $\xi_\tau$ and $\zeta_\tau$ are close. We can measure their
closeness via their respective equivalence classes in $\mathcal{P}^C/\mathcal{C}^C$.

**Proposition 4.11.** For each $\tau > 0$,
\[ \int_0^{T} \chi(\xi_\tau(t) - \zeta_\tau(t)) dt \leq \frac{\tau}{2} \left[ \frac{1}{2} \|\xi^0\|^2 + \frac{\pi}{3} (T + \tau) \right] \]

**Proof.** Let $g \in \mathcal{C}$ and recall that $E(g) \leq \frac{\pi}{3}$ by (4.3). Note that for $t \in ((k - 1)\tau, k\tau]$
\[ \langle \xi_\tau(t) - \zeta_\tau(t), g \rangle = \tau \left[ E^* \left( \frac{\xi^k - \xi^{k-1}}{\tau} \right) + E(g) \right] \left( \frac{k\tau - t}{\tau} \right) \]
\[ \leq \tau \left[ E^* \left( \frac{\xi^k - \xi^{k-1}}{\tau} \right) + \frac{\pi}{3} \right] \left( \frac{k\tau - t}{\tau} \right). \]
As a result,
\[ \chi(\xi_\tau(t) - \zeta_\tau(t)) \leq \tau \left[ E^* \left( \frac{\xi^k - \xi^{k-1}}{\tau} \right) + \frac{\pi}{3} \right] \left( \frac{k\tau - t}{\tau} \right). \]
Integrating over $[(k - 1)\tau, k\tau]$ gives
\[ \int_{(k-1)\tau}^{k\tau} \chi(\xi_\tau(t) - \zeta_\tau(t)) dt \leq \frac{1}{2} \tau^2 \left[ E^* \left( \frac{\xi^k - \xi^{k-1}}{\tau} \right) + \frac{\pi}{3} \right] \]
for each $k \in \mathbb{N}$.

Now let $T > 0$ and choose $N \in \mathbb{N}$ so that
\[ N - 1 < \frac{T}{\tau} \leq N. \]
In view of (4.9),
\[ \int_0^{T} \chi(\xi_\tau(t) - \zeta_\tau(t)) dt \leq \int_0^{N\tau} \chi(\xi_\tau(t) - \zeta_\tau(t)) dt \]
\[ = \sum_{k=1}^{N} \int_{(k-1)\tau}^{k\tau} \chi(\xi_\tau(t) - \zeta_\tau(t)) dt \]
\[ \leq \sum_{k=1}^{N} \frac{1}{2} \tau^2 \left[ E^* \left( \frac{\xi^k - \xi^{k-1}}{\tau} \right) + \frac{\pi}{3} \right] \]
\[
\leq \frac{\tau}{2} \left[ \frac{1}{2} \|\xi_0\|_*^2 + (N\tau)^{\frac{\pi}{3}} \right] \\
\leq \frac{\tau}{2} \left[ \frac{1}{2} \|\xi_0\|_*^2 + (T + \tau)^{\frac{\pi}{3}} \right].
\]

A simple continuity estimate that will prove to be very useful to us is as follows.

**Proposition 4.12.** For \(0 \leq s < t\),

\[
\chi_C^r(\xi_r(t) - \xi_r(s)) \leq E^*V(\xi_r, s, t) + \frac{\pi}{3}(t - s).
\]

**Proof.** Let \(g \in \mathcal{C}\) and observe

\[
\langle \xi_r(t) - \xi_r(s), g \rangle = (t - s) \left\langle \frac{\xi_r(t) - \xi_r(s)}{t - s}, g \right\rangle \\
\leq (t - s) E^*V\left( \frac{\xi_r(t) - \xi_r(s)}{t - s} \right) + (t - s)E(g) \\
\leq E^*V(\xi_r, s, t) + \frac{\pi}{3}(t - s).
\]

We conclude by taking the supremum over \(g \in \mathcal{C}\). \(\square\)

### 4.3. Compactness

In this subsection, we will establish various assertions involving the convergence of a given quantity along a subsequence of \(\tau_j \to 0^+\). Since there will be only finitely many of these types of statements, we will not alter the subsequence for each additional limiting assertion which may only guarantee that a limit holds upon passing to a further subsequence.

In view of (4.9) and (4.11),

\[
\|\zeta_\tau(t)\|_* \leq \|\zeta_\tau(s)\|_* \leq \|\xi_0\|_*
\]

for \(0 \leq s \leq t\). Likewise (4.13) implies

\[
E^*V(\xi_r, 0, s) \leq E^*V(\xi_r, 0, t) \leq \frac{1}{2}\|\xi_0\|_*^2
\]

for \(0 \leq s \leq t\). By Helly’s selection theorem, there is a sequence \((\tau_j)_{j \in \mathbb{N}}\) decreasing to 0 for which

\[
(4.16) \quad \begin{cases} 
A(t) := \lim_{j \to \infty} \|\zeta_{\tau_j}(t)\|_* \\
B(t) := \lim_{j \to \infty} E^*V(\xi_{\tau_j}, 0, t)
\end{cases}
\]

for all \(t \geq 0\).

By (4.14), \((g_{\tau_j})_{\tau > 0} \subset L^2([0, \infty); \mathcal{V}/\mathcal{P})\) is bounded. Therefore, passing to a subsequence if necessary, \((g_{\tau_j})_{j \in \mathbb{N}}\) converges weakly to some \(g \in L^2([0, \infty); \mathcal{V}/\mathcal{P})\).

Recall that \(g(t) \in \mathcal{C}\) for almost all \(t \geq 0\) by Lemma 3.4. In view of Lemma 3.5 we may also assume

\[
\begin{cases} 
g(t) \in \mathcal{C} \text{ for all } t \geq 0 \text{ and} \\
g : [0, \infty) \to C(S^2)/\mathcal{P} \text{ is measurable}
\end{cases}
\]

without any loss of generality. We shall do so going forward.
Our most important convergence assertion is as follows.

**Proposition 4.13.** There is $\xi : [0, \infty) \to \mathcal{P}^\perp \mathcal{C}^\perp$ with finite $E^*$ variation for which we can pass to a subsequence if necessary to obtain

$$
\lim_{j \to \infty} \chi^*_C(\xi_{\tau_j}(t) - \xi(t)) = 0
$$

and

$$
\lim_{j \to \infty} \int_0^t \chi^*_C(\xi_{\tau_j}(s) - \xi(s))ds = 0
$$

for all $t \geq 0$, and

$$
\lim_{s \to t} \chi^*_C(\xi(t) - \xi(s)) = 0
$$

for all but countably many $t \geq 0$.

**Proof.** By (4.12),

$$
\|\xi_\tau(t)\|_* \leq \|\xi_\tau(t)\|_* \leq \|\xi^0\|_*;
$$

that is,

$$
\xi_\tau(t) \in \{\xi \in \mathcal{P}^\perp \mathcal{C}^\perp : \|\xi\|_* \leq \|\xi^0\|_*\} := B_{\|\xi^0\|_*},
$$

for all $t \geq 0$ and $\tau > 0$. By Proposition 3.7, $(B_{\|\xi^0\|_*}, \chi^*_C)$ is a compact metric space.

We now appeal to Proposition 4.12 which asserts

$$
\chi^*_C(\xi_\tau(t) - \xi_\tau(s)) \leq E^*V(\xi_\tau, s, t) + \frac{\pi}{3}(t - s)
$$

for $0 \leq s \leq t$. For the last equality, we used Lemma 3.10. In view of (4.16),

$$
\limsup_{j \to \infty} \chi^*_C(\xi_{\tau_j}(t) - \xi_{\tau_j}(s)) \leq B(t) - B(s) + \frac{\pi}{3}(t - s)
$$

for all $s \leq t$. Since $B : [0, \infty) \to [0, \infty)$ is nondecreasing, it is continuous for all but countably many $t \geq 0$. By an abstract version of the Arzelà-Ascoli theorem (Proposition 3.3.1 in [1]), there is a mapping $\xi : [0, \infty) \to B_{\|\xi^0\|_*}$ satisfying (4.19) for all but countably many $t \geq 0$. Moreover, along an appropriate subsequence of $(\xi_{\tau_j})_{j \in \mathbb{N}}$, (4.17) holds for every $t \geq 0$.

By Lemma 3.13, $E^*$ is lower-semicontinuous with respect to convergence in the metric induced by $\chi^*_C$. In view of the pointwise convergence (4.17),

$$
E^*V(\xi, 0, t) \leq \lim_{j \to \infty} E^*V(\xi_{\tau_j}, 0, t) \leq \frac{1}{2}\|\xi^0\|^2_*
$$

for $t \geq 0$. Therefore, $\xi$ has finite $E^*$ variation.

Recall inequality (3.5). This implies

$$
\chi^*_C(\xi_{\tau_j}(s) - \xi(s)) \leq c\|\xi_{\tau_j}(s) - \xi(s)\|_* \leq c(\|\xi_{\tau_j}(s)\| + \|\xi(s)\|_*) \leq 2c\|\xi^0\|_*
$$

for each $s \geq 0$, where $c = \sqrt{\frac{3}{8}} - \frac{1}{2}$. As a result, we can use dominated convergence to conclude

$$
\lim_{j \to \infty} \int_0^t \chi^*_C(\xi_{\tau_j}(s) - \xi(s))ds = 0
$$

for each $t \geq 0$. 

Let us also recall Proposition 4.11 which gives
\[
\int_0^t \chi^\circ_c(\xi_{\tau_j}(s) - \xi(s))ds \leq \frac{\tau_j}{2} \left[ \frac{1}{2} \|\xi^0\|_*^2 + \frac{\pi}{3} (t + \tau_j) \right].
\]
Employing the triangle inequality,
\[
\int_0^t \chi^\circ_c(\xi_{\tau_j}(s) - \xi(s))ds \leq \tau_j \left[ \frac{1}{2} \|\xi^0\|_*^2 + \frac{\pi}{3} (t + \tau_j) \right] + \int_0^t \chi^\circ_c(\xi_{\tau_j}(s) - \xi(s))ds.
\]
We can now use (4.20) and send \( j \to \infty \) to deduce (4.18). □

**Corollary 4.14.** There is a measurable \( \xi : [0, \infty) \to \mathcal{P}^\perp \) with finite \( E^* \) variation such that \( \xi(t) \in \xi(t) \) and
\[
\|\xi(t)\|_* = \|\xi(t)\|_*
\]
for all \( t \geq 0 \).

**Proof.** We first claim that given any \( \mu \in \mathcal{P}^\perp \), the function
\[
f(t) := \inf \{ \|\mu - \zeta\|_* : \zeta \in \xi(t) \} \quad (t \geq 0)
\]
is Lebesgue measurable. Note that we may rewrite this function as
\[
f(t) = \inf \{ \|\xi(t) - \mu + \eta\|_* : \eta \in C^\perp \} = \|\xi(t) - \mu\|_*.
\]
By Corollary 3.8, the norm on \( \mathcal{P}^\perp / C^\perp \) is lower-semicontinuous with convergence with respect to the metric induced by \( \chi^\circ_c \). Combined with the continuity of \( \xi \) (4.19), \( f \) is lower-semicontinuous for all but countably many times \( t \geq 0 \).

By Lemma C.1 in the appendix, \( f \) is necessarily Lebesgue measurable. Since \( \xi(t) \subset \mathcal{P}^\perp \) is closed and nonempty for each \( t \geq 0 \), it follows that
\[
\xi : [0, \infty) \leadsto \mathcal{P}
\]
is a measurable, set-valued mapping (Theorem 8.1.4 of [6]). As a result, the mapping
\[
\zeta : [0, \infty) \leadsto \mathcal{P}
\]
defined by
\[
\zeta(t) := \{ \zeta \in \xi(t) : \|\zeta\|_* = \|\xi(t)\|_* \} \quad (t \geq 0)
\]
is measurable (Theorem 8.2.11 of [6]). Consequently, there is a measurable \( \xi : [0, \infty) \to \mathcal{P}^\perp \) for which
\[
\xi(t) \in \zeta(t)
\]
and
\[
\|\xi(t)\|_* = \|\xi(t)\|_*
\]
for all \( t \geq 0 \). And since \( E^*(\xi, 0, t) = E^*(\xi, 0, t) \) for all \( t \geq 0 \), \( \xi \) has finite \( E^* \) variation. □

**Remark 4.15.** We also note that as \( \xi(0) \in \xi(0) = \xi^0 + C^\perp \), \( \xi \) satisfies the initial value condition [4.3].

**Corollary 4.16.** For almost every \( t \geq 0 \),
\[
\lim_{j \to \infty} \|\xi_{\tau_j}(t)\|_* = \|\xi(t)\|_*
\]
Proof. We have already noted that the limit
\[ A(t) = \lim_{j \to \infty} \| \zeta_j(t) \|_* \]
exists for all \( t \geq 0 \). In view of (4.18), we may assume, after passing to a further subsequence if necessary, that
\[ \lim_{j \to \infty} \chi_j^*(\zeta_j(t) - \xi(t)) = 0 \]
for almost every \( t \geq 0 \). Recall that
\[ \| \zeta_j(t) \|_* = \| \zeta_j(t) \|_* \]
by (4.7) for all but countable many \( t \geq 0 \). Therefore,
\[ A(t) = \lim_{j \to \infty} \| \zeta_j(t) \|_* \geq \| \xi(t) \|_* = \| \xi(t) \|_* \]
for almost every \( t \geq 0 \). Here used Corollary 3.8.

Since \( g_r(t) \in J^*(\xi_r(t)) \) for almost all \( t \geq 0 \), we also have
\[
\frac{1}{2} \| \xi(t) \|^2 \geq \frac{1}{2} \| \zeta_j(t) \|^2 + \langle \xi(t) - \zeta_j(t), g_r(t) \rangle \\
\geq \frac{1}{2} \| \zeta_j(t) \|^2 - \chi_j^*(\xi(t) - \zeta_j(t)).
\]
Thus,
\[ \frac{1}{2} A(t)^2 = \lim_{j \to \infty} \frac{1}{2} \| \zeta_j(t) \|^2 \leq \frac{1}{2} \| \xi(t) \|^2 \]
for almost every \( t \geq 0 \). We conclude that \( A(t) = \| \xi(t) \|_* \) for almost every \( t \geq 0 \). \( \square \)

Remark 4.17. An immediate corollary of the above assertion is that

\( [0, \infty) \ni t \mapsto \| \xi(t) \|_* \) is essentially nonincreasing.

4.4. Proof of the main theorem. So far we have \( \xi : [0, \infty) \to P^\perp \) which is our candidate for the weak solution asserted to exist in Theorem 4.3. We still need to establish

\( g(t) \in J^*(\xi(t)) \)

for almost every \( t \geq 0 \),
\[ [0, \infty) \ni t \mapsto E(g(t)) \]

is essentially nonincreasing.

and
\[ \frac{1}{2} \| \xi(s) \|^2 - \frac{1}{2} \| \xi(t) \|^2 = E^* V(\xi, s, t) + \int_s^t E(g(\tau)) d\tau \]

for almost every \( 0 \leq s \leq t \). We'll start with verifying the following assertion.

Lemma 4.18. For almost every \( t \geq 0 \), \( g(t) \in J^*(\xi(t)) \).

Proof. For \( \mu \in P^\perp \) and \( T > 0 \),
\[
\int_0^T \frac{1}{2} \| \mu \|^2 dt \geq \int_0^T \left( \frac{1}{2} \| \zeta_j(t) \|^2 + \langle \mu - \zeta_j(t), g_r(t) \rangle \right) dt \\
= \int_0^T \frac{1}{2} \| \zeta_j(t) \|^2 dt + \int_0^T \langle \mu - \xi(t), g_r(t) \rangle dt + \int_0^T \langle \zeta_j(t) - \xi(t), g_r(t) \rangle dt \\
\geq \int_0^T \frac{1}{2} \| \zeta_j(t) \|^2 dt + \int_0^T \langle \mu - \xi(t), g_r(t) \rangle dt - \int_0^T \chi_j^*(\zeta_j(t) - \xi(t)) dt
\]
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\[ = \int_0^T \frac{1}{2} \| \xi(t) \|^2 dt + \int_0^T \langle \mu - \xi(t), g_{\tau_j}(t) \rangle dt + o(1) \]

as \( j \to \infty \). Therefore, it suffices to verify

\[ \lim_{j \to \infty} \int_0^T \langle \mu - \xi(t), g_{\tau_j}(t) \rangle dt = \int_0^T \langle \mu - \xi(t), g(t) \rangle dt. \]

Note that \( \rho(t) := \mu - \xi(t) \in \mathcal{P}^\perp \) satisfies

\[ \| \rho(t) \|_* \leq \| \mu \|_* + \| \xi(t) \|_* \leq \| \mu \|_* + \| \xi^0 \|_* \]

for almost every \( t \geq 0 \). Proposition \( \text{A.2} \) in the appendix asserts that for each \( \epsilon \in (0, 1) \), there is \( \rho^\epsilon : [0, \infty) \to (\mathcal{V}/\mathcal{P})^\perp \) such that: for all \( t \geq 0 \), \( \rho^\epsilon(t) \) arises as the integration of a smooth function against \( \sigma \) with

\[ |\langle \rho^\epsilon(t), g \rangle - \langle \rho(t), g \rangle| \leq 4\sqrt{2\epsilon} \| \rho(t) \|_* \]

for each \( g \in \mathcal{C} \). Moreover, \( t \mapsto \langle \rho^\epsilon(t), h(t) \rangle \) is measurable for any measurable \( h : [0, \infty) \to \mathcal{V}/\mathcal{P} \); this is verified in Lemma \( \text{A.3} \).

Therefore,

\[ \left| \int_0^T \langle \rho^\epsilon(t), g_{\tau_j}(t) \rangle dt - \int_0^T \langle \rho(t), g_{\tau_j}(t) \rangle dt \right| \leq 4\sqrt{2\epsilon} T (\| \rho \|_* + \| \xi^0 \|_*). \]

We can also solve the PDE

\[ -(\Delta h + 2h) = \rho^\epsilon(t) \]

weakly in \( S^2 \) for each \( t \geq 0 \) and \( \epsilon \in (0, 1) \). For example, we can minimize the functional

\[ h \mapsto \int_{S^2} \left( \frac{1}{2} |\nabla h|^2 - 2h^2 \right) d\sigma - \int_{S^2} \rho^\epsilon(t) h d\sigma \]

uniquely among \( h \in \mathcal{V} \) which satisfies

\[ \int_{S^2} h u_i d\sigma = 0 \]

for \( i = 1, 2, 3 \). The minimizing \( h^\epsilon(t) \in \mathcal{V} \) satisfies

\[ (h^\epsilon(t), f) = \int_{S^2} (\nabla h^\epsilon(t) \cdot \nabla f - 2h^\epsilon(t) f) d\sigma = \int_{S^2} \rho^\epsilon(t) f d\sigma \]

for all \( f \in \mathcal{V}/\mathcal{P} \). Also note that Pettis' theorem (Chapter V section 4 of \( \text{[52]} \)) Lemma \( \text{A.3} \) imply \( h^\epsilon : [0, \infty) \to \mathcal{V}/\mathcal{P} \) is measurable.

Observe

\[ \int_0^T \langle \rho^\epsilon(t), g_{\tau_j}(t) \rangle dt = \int_0^T \int_{S^2} \rho^\epsilon(t) g_{\tau_j}(t) d\sigma dt \]

\[ = \int_0^T \int_{S^2} (\nabla h^\epsilon(t) \cdot \nabla g_{\tau_j}(t) - 2h^\epsilon(t) g_{\tau_j}(t)) d\sigma dt. \]

By the weak convergence of \( (g_{\tau_j})_{j \in \mathbb{N}} \) to \( g \) in \( L^2([0, \infty); \mathcal{V}/\mathcal{P}) \),

\[ \lim_{j \to \infty} \int_0^T \langle \rho^\epsilon(t), g_{\tau_j}(t) \rangle dt = \int_0^T \int_{S^2} (\nabla h^\epsilon(t) \cdot \nabla g(t) - 2h^\epsilon(t) g(t)) d\sigma dt \]

\[ = \int_0^T \int_{S^2} \rho^\epsilon(t) g(t) d\sigma dt \]

\[ = \int_0^T \langle \rho^\epsilon(t), g(t) \rangle dt. \]
Therefore,
\[
\limsup_{j \to \infty} \left| \int_0^T \langle \rho(t), g_{\tau_j}(t) \rangle dt - \int_0^T \langle \rho(t), g(t) \rangle dt \right| \\
\leq \limsup_{j \to \infty} \left| \int_0^T \langle \rho(t), g_{\tau_j}(t) \rangle dt - \int_0^T \langle \rho'(t), g_{\tau_j}(t) \rangle dt \right| + \\
+ \limsup_{j \to \infty} \left| \int_0^T \langle \rho'(t), g_{\tau_j}(t) \rangle dt - \int_0^T \langle \rho(t), g(t) \rangle dt \right| \\
\leq 4\sqrt{2}eT(\|\mu\|_* + \|\xi^0\|_*) + \left| \int_0^T \langle \rho'(t), g(t) \rangle dt - \int_0^T \langle \rho(t), g(t) \rangle dt \right|.
\]
Again recalling that \(g(t) \in C\) for all \(t \geq 0\) and using inequality (4.22) leads to
\[
\limsup_{j \to \infty} \left| \int_0^T \langle \rho(t), g_{\tau_j}(t) \rangle dt - \int_0^T \langle \rho(t), g(t) \rangle dt \right| \leq 8\sqrt{2}eT(\|\mu\|_* + \|\xi^0\|_*)
\]
Since \(\epsilon \in (0, 1)\) was arbitrary, we conclude (4.21). \(\square\)

Next we claim that an energy inequality holds.

**Lemma 4.19.** For almost every \(0 \leq s \leq t\),
\[
\frac{1}{2}\|\xi(s)\|_*^2 - \frac{1}{2}\|\xi(t)\|_*^2 \geq E^*(\xi, s, t) + \int_s^t E(g(r)) dr.
\]

**Proof.** Assume \(0 < s < t\) and choose \(0 < \delta < s\). Further select \(\tau < \min\{\delta, t - s\}\). Since \(s + \tau < t\), we may select \(j, k \in \mathbb{N}\) with \(j < k\) such that \((j - 1)\tau < s \leq j\tau\) and \((k - 1)\tau < t \leq k\tau\). Likewise, since \(\tau < \delta, s - \delta < (j - 1)\tau;\) so there is \(i \leq j - 1\) for which \((i - 1)\tau < s - \delta \leq i\tau\). By (4.9),
\[
\frac{1}{2}\|\xi_{\tau}(s - \delta)\|_*^2 = \frac{1}{2}\|\xi^{\ell-1}\|_*^2 \\
\geq \frac{1}{2}\|\xi^{j-1}\|_*^2 \\
\geq \frac{1}{2}\|\xi^k\|_*^2 + \sum_{\ell=j}^k \tau \left[ E^* \left( \frac{\xi^\ell - \xi^{\ell-1}}{\tau} \right) + E(g^\ell) \right] \\
= \frac{1}{2}\|\xi_{\tau}(t)\|_*^2 + E^*(\xi_{\tau}, (j - 1)\tau, k\tau) + \int_{(j - 1)\tau}^{k\tau} E(g_{\tau}(r)) dr \geq \frac{1}{2}\|\xi_{\tau}(t)\|_*^2 + E^*(\xi_{\tau}, s, t) + \int_s^t E(g_{\tau}(r)) dr.
\]
We can then pass to the limit along an appropriate sequence of \(\tau\) tending to 0 to find
\[
A(s - \delta) \geq A(t) + E^*(\xi, s, t) + \int_s^t E(g(r)) dr.
\]
Since \(A\) is monotone, it is continuous except for possibly on a countable set of times. Therefore, we may send \(\delta\) to 0 and find
\[
A(s) \geq A(t) + E^*(\xi, s, t) + \int_s^t E(g(r)) dr
\]
for all but countably many times $0 \leq s \leq t$. We conclude upon recalling that $A(t) = \frac{1}{2} \|\xi(t)\|^2$ for almost every time $t \geq 0$.

Now we are in position to establish the monotonicity of $E \circ g$.

**Lemma 4.20.** The function $E \circ g$ is essentially nonincreasing.

**Proof.** By the previous lemma,

\begin{equation}
\frac{1}{2} \|\xi(s)\|^2 - \frac{1}{2} \|\xi(t)\|^2 \geq E^* V(\xi, s, t) + \int_s^t E(g(\tau))d\tau
\end{equation}

for almost all $0 \leq s \leq t$. We also have that $g(s) \in \mathcal{J}^*(\xi(s))$ and $g(s) \in C$ for almost every $s \geq 0$. For $t$ larger than such an $s$,

\[
\frac{1}{2} \|\xi(t)\|^2 \geq \frac{1}{2} \|\xi(s)\|^2 + \langle \xi(t) - \xi(s), g(s) \rangle \\
\geq \frac{1}{2} \|\xi(s)\|^2 + (t-s) \left\langle \frac{\xi(t) - \xi(s)}{t-s}, g(s) \right\rangle \\
\geq \frac{1}{2} \|\xi(s)\|^2 - (t-s)E^* \left( \frac{\xi(t) - \xi(s)}{t-s} \right) - (t-s)E(g(s))
\]

\begin{equation}
\frac{1}{2} \|\xi(s)\|^2 - E^* V(\xi, s, t) - (t-s)E(g(s))
\end{equation}

That is,

\begin{equation}
\frac{1}{2} \|\xi(s)\|^2 - \frac{1}{2} \|\xi(t)\|^2 \leq E^* V(\xi, s, t) + (t-s)E(g(s)).
\end{equation}

Comparing (4.23) and (4.25), we find

\[
\int_s^t E(g(\tau))d\tau \leq (t-s)E(g(s))
\]

for almost all $0 \leq s \leq t$. By Lemma B.3 in the appendix, $E \circ g$ is necessarily essentially nonincreasing.

The final detail needed in our proof of Theorem 4.3 is that equality (essentially) holds in the energy identity.

**Lemma 4.21.** For almost every $s \leq t$,

\[
\frac{1}{2} \|\xi(s)\|^2 - \frac{1}{2} \|\xi(t)\|^2 = E^* V(\xi, s, t) + \int_s^t E(g(\tau))d\tau.
\]

**Proof.** By Lemma B.1 we may choose a nondecreasing function $I : [0, \infty) \to [0, \infty)$ such that

\[I(t) = E(g(t))\]

for almost every $t \geq 0$. Let $0 \leq s < t$ be such that $I(s) = E(g(s))$, $I(t) = E(g(t))$, and $g(s) \in \mathcal{J}^*(\xi(s))$. Since $I$ is nonincreasing and $0 \leq I(\tau) \leq E(g(0))$ for almost every $\tau \geq 0$, $I$ is Riemann integrable on $[s, t]$.

Fix $\epsilon > 0$. We may select $\delta > 0$ such that for any partition $s = t_0 < t_1 < \cdots < t_N = t$ with $\max_{1 \leq i \leq N} |t_i - t_{i-1}| \leq \delta$ implies

\[
\sum_{i=1}^N (t_i - t_{i-1})(I(t_{i-1}) - I(t_i)) \leq \epsilon.
\]
In view of Lemma 4.18, we may choose such a partition for which \( g(t_i) \in J^*(\xi(t_i)) \) and \( I(t_i) = E(g(t_i)) \) for \( i = 1, \ldots, N - 1 \). Employing inequality (4.24), we find

\[
\frac{1}{2} \| \xi(s) \|_2^2 - \frac{1}{2} \| \xi(t) \|_2^2 = \sum_{i=1}^{N} \left[ \frac{1}{2} \| \xi(t_{i-1}) \|_2^2 - \frac{1}{2} \| \xi(t_i) \|_2^2 \right] \leq \sum_{i=1}^{N} \left[ E^*V(\xi, t_{i-1}, t_i) + (t_i - t_{i-1})I(t_{i-1}) \right] = E^*V(\xi, s, t) + \sum_{i=1}^{N} (t_i - t_{i-1})I(t_{i-1}) + \epsilon \leq E^*V(\xi, s, t) + \int_{s}^{t} I(\tau)d\tau + \epsilon \leq E^*V(\xi, s, t) + \int_{s}^{t} E(g(\tau))d\tau + \epsilon.
\]

Since \( \epsilon \) was arbitrary,

\[
\frac{1}{2} \| \xi(s) \|_2^2 - \frac{1}{2} \| \xi(t) \|_2^2 \leq E^*V(\xi, s, t) + \int_{s}^{t} E(g(\tau))d\tau.
\]

We conclude by noting that this inequality and the opposite inequality holds for almost every \( 0 \leq s \leq t \).
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**Appendix A. Smoothing elements of \( P^\perp \)**

We will discuss a way to smooth measures on \( S^2 \) which is tailored for the needs of this paper. With this goal in mind, we will choose a family \( (\psi^\epsilon)_{\epsilon \in (0,1)} \) satisfying

\[
\begin{align*}
\psi^\epsilon & \in C^\infty(\mathbb{R}) \\
\psi^\epsilon & \geq 0 \\
\text{supp}(\psi^\epsilon) & = [1 - \epsilon, 1]
\end{align*}
\]

and

\[
\int_{S^2} \psi^\epsilon(u_1)d\sigma(u) = 1
\]

for each \( \epsilon \in (0,1) \). Since \( \sigma \) is invariant under orthogonal transformations,

\[
\int_{S^2} \psi^\epsilon(u \cdot v)d\sigma(u) = 1
\]

for each \( v \in S^2 \). Moreover, the support of \( u \mapsto \psi^\epsilon(u \cdot v) \) is the spherical cap \( \{ u \in S^2 : u \cdot v \geq 1 - \epsilon \} \).
For a given μ ∈ M(S^2), we can define

\( \tilde{\mu}^\epsilon(u) := \int_{S^2} \psi^\epsilon(u \cdot v) d\mu(v) \)  

for \( u \in S^2 \). It is routine to check that \( \tilde{\mu}^\epsilon \in C^\infty(S^2) \). We will identify this function with the measure it induces when integrated against \( \sigma \):

\[ \int_{S^2} g d\tilde{\mu}^\epsilon := \int_{S^2} \int_{S^2} g(u) \tilde{\mu}^\epsilon(u) d\sigma(u) = \int_{S^2} \int_{S^2} g(u) \psi^\epsilon(u \cdot v) d\mu(v) d\sigma(u) \]

for \( g \in C(S^2) \).

**Lemma A.1.** Suppose \( \mu \in M(S^2) \) and \( g \in C(S^2) \) satisfies

\[ |g(u) - g(v)| \leq |u - v| \]

for \( u, v \in S^2 \). Then

\[ \left| \int_{S^2} g d\tilde{\mu}^\epsilon - \int_{S^2} g d\mu \right| \leq \sqrt{2\epsilon} \|\mu\|_* . \]

**Proof.** Observe

\[
\int_{S^2} g d\tilde{\mu}^\epsilon - \int_{S^2} g d\mu = \int_{S^2} \int_{S^2} g(u) \psi^\epsilon(u \cdot v) d\mu(v) d\sigma(u) - \int_{S^2} g(u) d\mu(v) \\
= \int_{S^2} \int_{S^2} g(u) \psi^\epsilon(u \cdot v) d\sigma(u) - g(v) d\mu(v) \\
= \int_{S^2} \int_{S^2} (g(u) - g(v)) \psi^\epsilon(u \cdot v) d\sigma(u) d\mu(v) \\
= \int_{S^2} \int_{\{u \cdot v \geq 1 - \epsilon\}} (g(u) - g(v)) \psi^\epsilon(u \cdot v) d\sigma(u) d\mu(v) \\
\leq \int_{S^2} \int_{\{u \cdot v \geq 1 - \epsilon\}} |g(u) - g(v)| \psi^\epsilon(u \cdot v) d\sigma(u) d\mu(v) \\
\leq \int_{S^2} \int_{\{u \cdot v \geq 1 - \epsilon\}} |u - v| \psi^\epsilon(u \cdot v) d\sigma(u) d\mu(v) .
\]

Note that on the spherical cap \( \{u \in S^2 : u \cdot v \geq 1 - \epsilon\} \),

\[ |u - v|^2 = 2(1 - u \cdot v) \leq 2\epsilon. \]

As a result,

\[
\int_{S^2} g d\tilde{\mu}^\epsilon - \int_{S^2} g d\mu \leq \sqrt{2\epsilon} \int_{S^2} \int_{S^2} \psi^\epsilon(u \cdot v) d\sigma(u) d\mu(v) = ||\mu||_* .
\]

We can use a similar argument to obtain the same upper bound for \( \int_{S^2} g d\mu - \int_{S^2} g d\tilde{\mu}^\epsilon \).

We will now introduce the approximation

\[ \mu^\epsilon := \tilde{\mu}^\epsilon(u) - a^\epsilon \cdot u, \]
A DOUBLY MONOTONE FLOW FOR CONSTANT WIDTH BODIES IN $\mathbb{R}^3$

where $a^c \in \mathbb{R}^3$ is chosen so that $\mu^c$ is orthogonal to $\mathcal{P}$ in $L^2(S^2)$. That is,

$$a^c_i = \frac{\int_{S^2} u_i \tilde{\mu}^c(u) d\sigma(u)}{\int_{S^2} u_i^2 d\sigma(u)}, \quad i = 1, 2, 3.$$ 

**Proposition A.2.** Suppose $g \in C$, $\mu \in \mathcal{P}^\perp$, and define $\mu^c$ by (A.3). Then $\mu^c \in C^\infty(S^2)$, as a measure $\mu^c \in \mathcal{P}^\perp$, and

$$\left| \int_{S^2} g d\mu^c - \int_{S^2} g d\mu \right| \leq 4 \sqrt{2} \|\mu\|_*.$$

**Proof.** It is clear that $\mu^c \in C^\infty(S^2)$. Since $\mu^c$ is orthogonal to $\mathcal{P}$ in $L^2(S^2)$, the measure it induces belongs to $\mathcal{P}^\perp$ as

$$\int_{S^2} u_i d\mu^c(u) = \int_{S^2} u_i \mu^c(u) d\sigma(u) = 0 \quad (i = 1, 2, 3).$$

Now let $H$ be the support function of a constant width body $K$ associated with $g$. Let $a \in K$ be the center of the circumball of $K$. By Corollary 2.8,

$$\left\{ \begin{array}{l}
|H(u) - 1/2 - a \cdot u| \leq 1 \\
|H(u) - H(v) - a \cdot (u - v)| \leq |u - v|
\end{array} \right.$$ 

for all $u, v \in S^2$. Therefore, if we set $\tilde{g}(u) = g(u) - a \cdot u$,

$$\left\{ \begin{array}{l}
|\tilde{g}(u)| \leq 1 \\
|\tilde{g}(u) - \tilde{g}(v)| \leq |u - v|
\end{array} \right.$$ 

for all $u, v \in S^2$.

By inequality (A.2),

$$\left| \int_{S^2} g d\mu^c - \int_{S^2} g d\mu \right| = \int_{S^2} \tilde{g} d\mu^c - \int_{S^2} \tilde{g} d\mu = \left| \int_{S^2} \tilde{g} d\mu^c - \int_{S^2} \tilde{g} d\mu - \int_{S^2} \tilde{g}(u) a^c \cdot u d\sigma(u) \right| \leq \sqrt{2} \|\mu\|_* + \int_{S^2} \tilde{g}(u) a^c \cdot u d\sigma(u) \leq \sqrt{2} \|\mu\|_* + 4 \pi |a^c|.$$ 

Recall

$$\int_{S^2} u_i^2 d\sigma(u) = \frac{4\pi}{3}$$

for $i = 1, 2, 3$ and $\mu \in \mathcal{P}^\perp$. It follows that

$$\frac{4\pi}{3} a^c = \int_{S^2} u \tilde{\mu}^c(u) d\sigma(u) = \int_{S^2} \int_{S^2} u k^c(u \cdot v) d\mu(v) d\sigma(u) = \int_{S^2} \int_{S^2} (u - v) k^c(u \cdot v) d\sigma(u) d\mu(v) + \int_{S^2} \int_{S^2} v k^c(u \cdot v) d\mu(v) d\sigma(u).$$
\[ \begin{align*}
&\int_{S^2} \int_{S^2} (u - v) k^\epsilon(u \cdot v) d\sigma(u)d\mu(v) + \int_{S^2} v \left( \int_{S^2} k^\epsilon(u \cdot v) d\sigma(u) \right) d\mu(v) \\
&= \int_{S^2} \int_{S^2} (u - v) k^\epsilon(u \cdot v) d\sigma(u)d\mu(v) + \int_{S^2} v d\mu(v) \\
&= \int_{S^2} \int_{S^2} (u - v) k^\epsilon(u \cdot v) d\sigma(u)d\mu(v).
\end{align*} \]

Therefore,

\[ 4\pi |\alpha^\epsilon| \leq 3 \int_{S^2} \int_{S^2} |u - v| k^\epsilon(u \cdot v) d\sigma(u)d\mu(v) \]

\[ = 3 \int_{S^2} \int_{u \cdot v \geq 1 - \epsilon} |u - v| k^\epsilon(u \cdot v) d\sigma(u)d\mu(v) \]

\[ \leq 3\sqrt{2\epsilon} \int_{S^2} \int_{S^2} k^\epsilon(u \cdot v) d\sigma(u)d\mu(v) \]

\[ = 3\sqrt{2\epsilon} \|\mu\|_*.
\]

Consequently,

\[ \left| \int_{S^2} gd\mu^\epsilon - \int_{S^2} gd\mu \right| \leq \sqrt{2\epsilon} \|\mu\|_* + 3\sqrt{2\epsilon} \|\mu\|_*.
\]

We will need one more technical assertion regarding how this smoothing technique is applied to measurable mappings \( \rho : [0, \infty) \to \mathcal{P}^\perp \). We will employ the fact that if \( \mu \in \mathcal{P}^\perp \), then

\[ (A.4) \quad \left| \int_{S^2} \mu^\epsilon h d\sigma \right| \leq \frac{1}{2} \left( \int_{S^2} (\mu^\epsilon)^2 d\sigma \right)^{1/2} \langle h, h \rangle^{1/2}
\]

for all \( h \in \mathcal{V}/\mathcal{P} \); we established this inequality in our proof of Lemma \ref{lem:3.5}. In particular,

\[ \mathcal{V}/\mathcal{P} \ni h \mapsto \int_{S^2} h \mu^\epsilon d\sigma \]

is continuous, so we may consider \( \mu^\epsilon \) an element of \( (\mathcal{V}/\mathcal{P})' \).

**Lemma A.3.** Suppose \( \rho : [0, \infty) \to \mathcal{P}^\perp \) is measurable and define \( \rho^\epsilon : [0, \infty) \to (\mathcal{V}/\mathcal{P})' \) by

\[ \rho^\epsilon(t) := (\rho(t))^\epsilon \]

for each \( t \geq 0 \). Then for all \( g \in \mathcal{V}/\mathcal{P} \),

\[ [0, \infty) \ni t \mapsto \int_{S^2} h \rho^\epsilon(t) d\sigma \]

is measurable. Moreover, for all measurable \( g : [0, \infty) \to \mathcal{V}/\mathcal{P} \),

\[ [0, \infty) \ni t \mapsto \int_{S^2} g(t) \rho^\epsilon(t) d\sigma \]

is measurable.

**Proof.** Let \( h \in \mathcal{V}/\mathcal{P} \). For a given \( t \geq 0 \), set \( \mu = \rho(t) \) and define \( \tilde{\rho}^\epsilon(t) := \tilde{\mu}^\epsilon \) as in \( (A.1) \). Note that

\[ \int_{S^2} h \tilde{\rho}^\epsilon(t) d\sigma = \langle \rho(t), h^\epsilon \rangle,
\]
where

\[ h^\prime(u) := \int_{S^2} \psi^\prime(u \cdot v) g(v) d\sigma(v) \]

for \( u \in S^2 \). We also have

\[
\int_{S^2} \rho^\prime(t) h d\sigma = \int_{S^2} h \tilde{\rho}^\prime(t) d\sigma - \int_{S^2} a^\prime(t) \cdot uh(u) d\sigma(u)
= \langle \rho(t), h^\prime \rangle - \sum_{i=1}^3 a_i^\prime(t) \left( \int_{S^2} u_i h(u) d\sigma(u) \right),
\]

where

\[ a_i^\prime(t) = \frac{\int_{S^2} u_i \tilde{\rho}^\prime(t) d\sigma}{\int_{S^2} (u_i)^2 d\sigma} = \langle \rho(t), \phi_i \rangle = \langle \rho(t), \phi_i^\prime \rangle \]

for \( i = 1, 2, 3 \). Here \( \phi_i(v) = v_i / \int_{S^2} (u_i)^2 d\sigma \). Thus,

\[
\int_{S^2} \rho^\prime(t) g d\sigma = \langle \rho(t), g^\prime \rangle - \sum_{i=1}^3 \left( \int_{S^2} u_i g(u) d\sigma(u) \right) \langle \rho(t), \phi_i^\prime \rangle
\]

is a measurable function since \( \rho \) is measurable.

Observe that for any fixed \( t \),

\[ \mathcal{V}/\mathcal{P} \ni h \mapsto \int_{S^2} h \rho^\prime(t) d\sigma \]

is continuous. This continuity follows directly from inequality (A.4). Therefore,

\[ [0, \infty) \times \mathcal{V}/\mathcal{P} \ni (t, h) \mapsto \int_{S^2} h \rho^\prime(t) d\sigma \]

is a Carathéodory function. As a result, if \( g : [0, \infty) \rightarrow \mathcal{V}/\mathcal{P} \) is measurable, so is

\[ [0, \infty) \ni t \mapsto \int_{S^2} g(t) \rho^\prime(t) d\sigma \]

(Lemma 8.2.3 of [6]).

\[ \square \]

Appendix B. Essentially monotone functions

We’ll say that a function \( f : [0, \infty) \rightarrow \mathbb{R} \) is essentially nondecreasing if there is a set \( N \subset [0, \infty) \) of measure 0 for which \( f(t) \geq f(s) \) whenever \( t \geq s \) and \( t, s \notin N \). If under the same conditions, \( f(t) \leq f(s) \), we’ll say \( f \) is essentially nonincreasing. If \( f \) is either essentially nondecreasing or nonincreasing, we’ll say \( f \) is essentially monotone.

It turns out that the only way essentially monotone functions arise is by altering monotone functions on sets of measure 0.

**Lemma B.1.** Suppose \( f : [0, \infty) \rightarrow \mathbb{R} \) is essentially nondecreasing. There is a nondecreasing function \( g : [0, \infty) \rightarrow [-\infty, \infty) \) such that \( f(t) = g(t) \) for almost every \( t \geq 0 \).
PROOF. Choose a null set $N \subset [0,\infty)$ such that $f|_{N^c}$ is nonincreasing. For $t \geq 0$, let us also define

$$g(t) := \sup\{c \in \mathbb{R} : c \leq f(\tau), \tau \geq t, \tau \notin N\}. $$

Suppose $t \notin N$. Then $c \leq f(t)$ in the definition above; therefore, $g(t) \leq f(t)$. And as $f(t) \leq f(\tau)$ for $\tau \geq t$ and $\tau \notin N$, we also have $f(t) \leq g(t)$. Thus, $f$ and $g$ agree on $N^c$.

Let us check that $g$ is nondecreasing. Suppose $t_1 \leq t_2$. Observe that if $c \leq f(\tau)$ for all $\tau \geq t_1$ with $\tau \notin N$, then $c \leq f(\tau)$ for all $\tau \geq t_2$ with $\tau \notin N$. In this case, $c \leq g(t_2)$. Therefore, $g(t_1) \leq g(t_2)$. Also note that for any $t \geq 0$, there is $\tau > t$ with $\tau \notin N$. Therefore, $g(t) \leq g(\tau) = f(\tau) < \infty$. □

We now generalize an elementary fact: a Riemann integrable function from $[0,\infty)$ into $[0,\infty)$ which is nonincreasing tends to 0 faster than $1/t$ as $t \to \infty$.

PROPOSITION B.2. Suppose that $f : [0,\infty) \to [0,\infty)$ is essentially nonincreasing and

$$\int_0^\infty f(t)dt < \infty.$$ 

Then there is a null set $N \subset [0,\infty)$ for which

$$\lim_{t \to \infty} tf(t) = 0.$$ 

(B.1)

Proof. Let $N \subset [0,\infty)$ be a null set for which $f|_{N^c}$ is nonincreasing. Next, choose an unbounded, increasing sequence of times $(t_k)_{k \in \mathbb{N}} \subset N^c$ and fix $\epsilon > 0$. Since $f$ is integrable, there is $K(\epsilon) \in \mathbb{N}$ such that

$$\frac{t_k}{2} f(t_k) \leq \int_{t_k/2}^{t_k} f(t)dt \leq \frac{1}{2}\epsilon$$

for $k \geq K(\epsilon)$. That is, $t_k f(t_k) \leq \epsilon$ for $k \geq K(\epsilon)$. Therefore, $\lim_{k \to \infty} t_k f(t_k) = 0$. We conclude (B.1). □

Note that if $f : [0,\infty) \to \mathbb{R}$ is essentially nonincreasing, then

(B.2)

$$\int_s^t f(\tau)d\tau \leq (t-s)f(s)$$

for almost every $0 \leq s \leq t < \infty$. The converse is also true.

LEMMA B.3. Suppose $f : [0,\infty) \to \mathbb{R}$ is locally integrable and (B.2) holds for almost every $0 \leq s \leq t < \infty$. Then $f$ is essentially nonincreasing.

Proof. 1. First suppose that $f$ is smooth in $(0,\infty)$. This implies $f$ satisfies (B.2) for all $0 < s \leq t < \infty$. We can integrate by parts to find

$$\int_s^t f(\tau)d\tau = \int_s^t f(\tau)\frac{d}{d\tau}(\tau - t)d\tau$$

$$= (\tau - t)f(\tau)|_s^t - \int_s^t f'(\tau)(\tau - t)d\tau$$

$$= f(s)(t-s) + \int_s^t f'(\tau)(t - \tau)d\tau$$

$$\leq f(s)(t-s).$$
Consequently,

\[(B.3) \quad \int_s^t f'(\tau)(t - \tau) d\tau \leq 0\]

for all \(0 < s \leq t < \infty\).

We claim that \(f'(\tau) \leq 0\) for all \(0 < \tau < \infty\). Otherwise, \(f'(s_0) > 0\) for some \(s_0 \in (0, \infty)\). By continuity, there is \(\delta > 0\) for which

\[f'(\tau) \geq \frac{1}{2} f'(s_0)\]

for \(s_0 \leq \tau < s_0 + \delta\). In particular,

\[\int_{s_0}^{s_0 + \delta} f'(\tau)((s_0 + \delta) - \tau) d\tau \geq \frac{1}{2} f'(s_0) \cdot \int_{s_0}^{s_0 + \delta} ((s_0 + \delta) - \tau) d\tau = \frac{1}{2} f'(s_0) \frac{\delta^2}{2} > 0.\]

This would contradict \((B.3)\) with \(s = s_0\) and \(t = s_0 + \delta\). As a result, if \(f\) is smooth and satisfies \((B.2)\), then \(f\) is necessarily nonincreasing.

2. Now let us suppose \(f\) and \(f^* = \eta^* * f\) is the standard mollification of \(f\) which is defined on \((\epsilon, \infty)\) (Chapter 4 of \([21]\)). Let \(\epsilon < s < t < \infty\). Observe that

\[\int_s^t f^*(\tau) d\tau = \int_s^t \left( \int_{-\epsilon}^{\epsilon} \eta^*(r) f(\tau - r) dr \right) d\tau = \int_{-\epsilon}^{\epsilon} \eta^*(r) \left( \int_s^t f(\tau - r) d\tau \right) dr = \int_{-\epsilon}^{\epsilon} \eta^*(r) \left( \int_{s-r}^{t-r} f(\rho) d\rho \right) dr.\]

As \((B.2)\) holds outside of a null set,

\[\int_{s-r}^{t-r} f(\rho) d\rho \leq ((t - r) - (s - t)) f(s - r) = (t - s) f(s - r)\]

for almost every \(|r| < \epsilon\). Therefore,

\[\int_s^t f^*(\tau) d\tau \leq (t - s) \int_{-\epsilon}^{\epsilon} \eta^*(r) f(s - r) dr = (t - s) f^*(s).\]

By part 1 of this proof, \(f^*\) is nonincreasing on \((\epsilon, \infty)\). Since \(f^*(s) \to f(s)\) for almost every \(s \in (0, \infty)\), we have that \(f\) is essentially nonincreasing. \(\square\)

**Appendix C. Essentially lower-semicontinuous functions**

We will say that a function \(f : [0, \infty) \to \mathbb{R}\) is *essentially lower-semicontinuous* if \(f\) is lower-semicontinuous at \(t\) for almost every \(t \geq 0\). A typical lower-semicontinuous function \(g : [0, \infty) \to \mathbb{R}\) is Borel measurable as its sublevel set \(g^{-1}((-\infty, y])\) is closed in \([0, \infty)\) for each \(y \in \mathbb{R}\). It turns out that an essentially lower-semicontinuous function is at least Lebesgue measurable.

**Proposition C.1.** Suppose \(f : [0, \infty) \to \mathbb{R}\) is essentially lower-semicontinuous. Then \(f\) is Lebesgue measurable.

**Proof.** Let \(N \subset [0, \infty)\) be a null set for which \(f\) may not be lower-semicontinuous at times \(t \in N\). For a given \(y \in \mathbb{R}\), we claim that

\[(C.1) \quad f^{-1}((y, \infty)) \cap N^c = O \cap N^c\]
for some open $O \subset \mathbb{R}$. If we can establish this claim, then
\[
\begin{align*}
  f^{-1}((y, \infty)) &= f^{-1}((y, \infty)) \cap (N \cup N^c) \\
  &= (f^{-1}((y, \infty)) \cap N) \cup (f^{-1}((y, \infty)) \cap N^c) \\
  &= (f^{-1}((y, \infty)) \cap N) \cup (O \cap N^c) \\
  &= (f^{-1}((y, \infty)) \cap N) \cup (O^c \cup N)^c.
\end{align*}
\]
Since $f^{-1}((y, \infty)) \cap N$ is a null set and $O^c \cup N$ is Lebesgue measurable, $f^{-1}((y, \infty))$ would be Lebesgue measurable.

Let us now verify $(\text{C.1})$. Let $t \in f^{-1}((y, \infty)) \cap N^c$. That is, $f(t) > y$ and $f$ is lower-semicontinuous at $t$. We note $f(t) - \epsilon > y$ for some $\epsilon > 0$. We may also select $\delta_t > 0$ such that if $|t - s| < \delta_t$ and $s \geq 0$, then
\[
f(t) \leq f(s) + \epsilon.
\]
It follows that $f(s) \geq f(t) - \epsilon > y$ and thus
\[
(t - \delta_t, t + \delta_t) \cap N^c \subset f^{-1}((y, \infty)) \cap N^c.
\]
Let us choose
\[
O := \bigcup \{ (t - \delta_t, t + \delta_t) : t \in f^{-1}((y, \infty)) \cap N^c \}
\]
and note $(\text{C.2})$ implies
\[
O \cap N^c \subset f^{-1}((y, \infty)) \cap N^c.
\]
Alternatively, if $t \in f^{-1}((y, \infty)) \cap N^c$, then $t \in (t - \delta_t, t + \delta_t) \cap N^c \subset O \cap N^c$. We conclude $f^{-1}((y, \infty)) \cap N^c \subset O \cap N^c$. This verifies $(\text{C.1})$. \hfill \Box
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