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Abstract: This paper focuses on an exciting and essential problem in software companies. The software life cycle includes testing software, which is often time-consuming, and is a critical phase in the software development process. To reduce time spent on testing and to maintain software quality, the idea of a systematic selection of test cases is needed. Attracted by the claim, researchers presented test case prioritization (TCP) by applying the concepts of multi-criteria decision-making (MCDM). However, the literature on TCP suffers from the following issues: (i) difficulty in properly handling uncertainty; (ii) systematic evaluation of criteria by understanding the hesitation of experts; and (iii) rational prioritization of test cases by considering the nature of criteria. Motivated by these issues, an integrated approach is put forward that could circumvent the problem in this paper. The main aim of this research is to develop a decision model with integrated methods for TCP. The core importance of the proposed model is to (i) provide a systematic/methodical decision on TCP with a reduction in testing time and cost; (ii) help software personnel choose an apt test case from the suite for testing software; (iii) reduce human bias by mitigating intervention of personnel in the decision process. To this end, probabilistic linguistic information (PLI) is adopted as the preference structure that could flexibly handle uncertainty by associating occurrence probability to each linguistic term. Furthermore, an attitude-based entropy measure is presented for criteria weight calculation, and finally, the EDAS ranking method is extended to PLI for TCP. An empirical study of TCP in a software company is presented to certify the integrated approach’s effectiveness. The strengths and weaknesses of the introduced approach are conferred by comparing it with the relevant methods.
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1. Introduction

Multi-criteria decision-making (MCDM) is an attractive concept that involves a set of options selected based on a set of criteria, either linguistically or numerically. Each criterion is associated with an importance value utilized by the ranking approach to form the ranking order [1]. Zadeh [2] introduced the philosophy of linguistic decision-making and discussed its merits and the flexibility offered to decision-makers (DMs) in preference information. Later, Herrera et al. [3] fine-tuned the notion and made it more applicable to MCDM. Rodriguez et al. [4] identified a crucial weakness of linguistic term sets (LTSs) and proposed hesitant fuzzy linguistic term sets (HFLTSs) to resolve the same. As stated, the HFLTS has the ability to accept more than one rating for a particular alternative—criterion
pair, which is lacking in the LTS. The core strength of HFLTSs is that they combine the ability of LTSs and hesitant fuzzy sets (HFSs), [5,6] which not only allows for preference elicitation linguistically, but also offers flexibility to handle hesitation better. Attracted by this flexibility, many researchers contribute MCDM methods under HFLTSs [7].

Even though HFLTSs tackle the crucial weakness of LTSs, the idea of associating occurrence probability to each term is missing, and as a result, key information is lost. To tackle this problem, Pang et al. [8] gave a preference structure known as probabilistic linguistic information (PLI), which associates occurrence probability to each term, which indicates the expectation of each term during preference elicitation. This feature of PLI attracted many researchers to propose new decision models under PLI, such as aggregation-based models [9,10], distance/similarity-based models [11], ranking-based models [12–14], and fundamental arithmetic operations-based models [15]. From the detailed survey prepared by Liao et al. [16], it is evident that (i) PLI is a strong structure for handling uncertainty, and (ii) TCP is not explored under the PLI context.

1.1. Literature Review on TCP

With the agile paradigm’s implementation by many software enterprises, we discern increasing attention in continuous integration (CI) settings. Such settings permit more repetitive integration of software alterations, creating software progression that is more quick and cost-effective [17]. The outcomes are utilized to tackle issues and find faults, and speedy feedback is essential to diminish progress costs [18]. Within an integration cycle, regression testing (RT) is an action that takes a momentous volume of time. Many times, a test set comprises thousands of test cases whose execution grosses numerous hours or days [19].

To assistant in the RT task, we discover in the literature various methods, which are generally categorized into three key types [20]: minimization, selection, and prioritization. Models with test case minimization (TCM) generally eliminate redundant test cases, minimizing the test set based on several attributes. Test case selection (TCS) chooses a subset of test cases, the vital ones to test the software. Test case prioritization (TCP) endeavors to re-order a test suite to recognize an “ideal” order of test cases that maximizes precise goals, namely early fault detection. TCP methods are renowned in the enterprises and are the subject of study.

Recent software structures constantly progress because of the fixing of detected bugs, accumulating original functionalities, and refactoring structure architecture. RT is used to confirm that the reformed source code does not familiarize new defects. It can become lavish to run a whole RT suite since its size naturally increases through software maintenance and evolution in an industrial case testified by Rothermel et al. [21]. For instance, the execution time for running the whole test suite could take some weeks. RT case prioritization (RTCP) has become one of the most operative structures to lessen the overheads in regression testing [22–25]. RTCP procedures reorder the execution sequence of RT cases, aiming to execute those test cases and increase the possibility of detecting faults as quickly as possible [26,27]. Tahvili and Bohlin [28] gave a novel decision model TCP under the context of an industrial perspective.

Traditional RTCP techniques [21,29,30] typically utilized a code coverage criterion (CCC) to lead the prioritization procedure. Naturally, a CCC specifies the percentage of selected code units enclosed by a test case. The expectancy is that test cases with greater code coverage degrees have a greater chance of detecting faults [31]. Furthermore, Li et al. [22] gave two search-based RTCP models to discover the search space to assess a sequence with a better fault detection rate. Jiang et al. [23] explored adaptive random models [32] to rank test cases by CCC. To bridge the gap between the two greedy schemes, Zhang et al. [29] suggested an integrated model with the fault detection probability for each test case. Pradhan et al. [33] introduced and conducted an overall empirical assessment of a rule mining and search-based dynamic prioritization methodology with three key components to detect faults earlier. Shrivathsan et al. [34] developed two fuzzy-based clustering methods for TCP by
similarity coefficient and dominancy measure. Additionally, they adopted the weighted arithmetic sum product assessment (WASPAS) model for ranking with both inter- and intra-perspectives.

Next, Khatibsyarbini et al. [35] classified and criticized the current state and trend of TCP models, using a systematic literature review (SLR) to conclude the work. With the SLR structure, several applicable research questions (RQs) were framed based on the study’s goal. Banias [36] proposed a dynamic programming model for handling TCP assessment problems using low memory consumption in pseudo-polynomial time complexity applicable in the assessment. Chi et al. [37] presented a relation-based TCP technique called additional greedy method call sequence (AGCS) based on method call sequences. The developed approach leverages dynamic relation-based coverage as a measurement to extend the original additional greedy coverage procedure in TCP techniques. Lima and Vergilio [38] presented the outcomes of a systematic mapping investigation on TCP in continuous integration (TCPDI) settings that reported the key features of TCPDI models and their assessment facets. The mapping was used as a plan that contains the definition of RQs, assessment attributes, search string, and evaluation of search engines. Huang et al. [39] proposed a coverage attribute, a code arrangements coverage that groups the conception of code coverage and combination coverage. Mahdieh et al. [40] proposed a model that enhances coverage-based TCP procedures by taking fault-proneness distribution over code units. Additionally, they presented the outcomes of a case study that showed that the approach expressively recovers the additional strategy, which is a broadly utilized coverage-based TCP model.

1.2. Research Challenges in TCP

Driven by the inference from the literature review conducted above, some research challenges are put forward.

- Uncertainty in preference elicitation is not properly handled in TCP.
- Preference information from different software personnel is not presented holistically for better TCP. A flexible structure to depict the views holistically is lacking in the state-of-the-art models.
- Weights of criteria that are conflicting and competing with each other are not calculated systematically by capturing DMs’ hesitation. Besides, the attitude of DMs is also not taken into consideration during weight calculation.
- The nature of criteria is not considered during the prioritization of test cases, affecting the decision process. Besides, broad rank values are missing in the state-of-the-art models that could promote proper backup management.

1.3. Contributions of the Integrated Approach

Driven by the research challenges presented in Section 1.2, certain key contributions are put forward.

- PLI [8] is adopted as the preference structure that handles uncertainty better and provides a holistic view of the data from different software personnel. This concept resolves the first and second challenges.
- An attitude-based entropy measure is proposed with PLI for criteria weight calculation that would capture DMs’ hesitation and consider the attitude of DMs during preference elicitation. This resolves the third challenge.
- Further, an evaluation based on distance from an average solution (EDAS) approach is extended to PLI for rational prioritization of test cases. The approach considers the nature of criteria during the ranking of test cases and produces broad rank values that promote effective backup management. This resolves the fourth challenge.
- Finally, the integrated approach is exemplified with a real case study of test case prioritization in a software project. The advantages and weaknesses of the introduced method are discussed by comparing it with diverse TCP models.
1.4. Outline of This Paper

The paper is constructed with the following outline. Section 2 provides the basic concepts that form the base for the research. Section 3 describes the core idea of the research, which begins with data collection and transformation, followed by criteria weight calculation and ranking of test cases. To clearly understand the usefulness of the proposed work, Section 4 presents a numerical example of test case prioritization in a software company. Section 5 focuses on comparative analysis that clarifies the strengths and weaknesses of the proposed work. Finally, Section 6 offers the concluding remarks and future directions for the research.

2. Preliminaries

This section is committed to describing certain elementary concepts related to the LTS and its generalized structures.

**Definition 1.** (Herrera and Herrera-Viedma, [3]) T is an LTS of the form \( \{s_c | c = 0, 1, \ldots, \beta \} \). Here, \( \beta + 1 \) is the cardinality of T, \( s_0 \) is the first element, and \( s_\beta \) is the last element of T. Certain features of T are

- If \( c_1 > c_2 \) then, \( s_{c_1} > s_{c_2} \);
- \( \text{neg}(s_{c_1}) = s_{c_2} \) with \( c_1 + c_2 = \beta \) is called the negation operation.

**Definition 2.** (Rodriguez et al. [4]) T is defined as before. HFLTS is an ordered finite subset of T and it is given by

\[
TH = \{xx, h_{TH}(xx) | x \in XX\}
\]

where \( h_{TH}(xx) = h(xx) \) has terms from T and it is represented as \( h(xx) = \{s^k_c | c = 0, 1, \ldots, \beta; k = 1, 2, \ldots, \#h(xx)\} \). Here, \( \#h(c) \) refers to total number of instances.

**Definition 3.** (Pang et al. [8]) T is defined as before. Probabilistic linguistic term set (PLTS) is an ordered finite subset of T with associated probability for each term, and it is given by

\[
TH(p) = \left\{ \text{th}^k TH \in T, p^k \in [0, 1], k = 0, 1, \ldots, \#th(p), \sum_k p^k \leq 1 \right\}
\]

where \( p^k \) is the associated probability value for each term \( \text{th}^k \) and \( \#th(p) \) refers to the total number of instances.

For convenience, \( th(p) = \text{th} = \{s^k_p \} \) is the PLI, and the collection of PLI yields the PLTS.

**Definition 4.** (Gou et al. [15]) Two PLI, \( th_1 \) and \( th_2 \), are as stated above. Some operational laws are given by

\[
\begin{align*}
th_1 \oplus th_2 &= f^{-1}(f(th_1) + f(th_2)) \\
th_1 \otimes th_2 &= f^{-1}(f(th_1) \times f(th_2))
\end{align*}
\]

where \( f \) and \( f^{-1} \) are functions described in [15].

\[
\begin{align*}
f &: [0, 1, \ldots, \beta] \rightarrow [0, 1]; f(s_c) = \frac{c}{\beta} = \eta \\
f^{-1} &: [0, 1] \rightarrow [0, 1, \ldots, \beta]; f^{-1}(\eta) = \eta.\beta = s_c
\end{align*}
\]

3. Proposed Integrated Model for TCP

3.1. Data Transformation to PLI

This section focuses on the process of transforming Likert scale-based rating information into PLI without loss of generality. To achieve this, data from different people/personnel/experts are collected in a Likert-scale rating. These are linguistic ratings that are natural and easy from the human point of
view. Opinions on each test case based on a specific criterion are obtained from different personnel that are categorical in nature.

To form a holistic decision/preference matrix without generality loss, the occurrence probability of linguistic terms is determined. The instances are formed based on the descending order of probability values. For ease of understanding, let us consider an example. Six personnel (experts) rate a car with respect to its safety measures, and they adopt a five-point Likert scale rating, where $E1 = \text{good}$ gives the values: $E1 = \text{good}$, $E2 = \text{fair}$, $E3 = \text{good}$, $E4 = \text{bad}$, $E5 = \text{fair}$, and $E6 = \text{fair}$. The occurrence probability of each linguistic term is calculated as $\text{good} = 2/6 = 0.3333$, $\text{fair} = 3/6 = 0.5$, and $\text{bad} = 1/6 = 0.1667$. Since the committee has planned to use two instances for analysis, PLI is constructed with two instances, and it is given by $\{\text{good}, (0.3333); \text{fair}(0.5)\}$. Clearly, it follows Definition 3. Likewise, the entire preference matrix is constructed.

3.2. Attitude-Based Entropy Measure

This section focuses on a new approach for criteria weight calculation by properly capturing the hesitation/confusion during the elicitation of preferences. Further, DMs’ attitude is also gathered from the top officials that are used in the formulation for the determination of weights. Generally, weights are determined either with completely unknown information or partially known information. The latter context requires additional information on each criterion, which is sometimes difficult to obtain, creating additional overhead. To resolve the issue, the former context is developed. The popular method under the former context is the analytical hierarchy process [41], which faces the problem of consistency maintenance and follows a pairwise comparison that complicates the weight calculation process.

In this study, a novel attitude-based entropy measure is suggested for rational computation of criteria weights to avoid such issues. The Shannon entropy measure is extended to PLI for rational weight calculation, and it is the measure of the expected information of content. Additionally, entropy is the measure of the degree of uncertainty in the form of a probability distribution. In general, MCDM concepts can effectively adopt entropy [42,43] as there is an intrinsic average information transfer between DMs, and variation in the preference information can be captured effectively. Driven by the effectiveness of entropy measures, in this section, a stepwise process for assessing the criteria weight by extending the Shannon entropy measure to PLI is provided as below.

**Step 1:** Generate a matrix of order $de \times n$ with PLI that is called the criteria weight calculation matrix, where $de$ and $n$ are the number of DMs and criteria, respectively.

**Step 2:** Convert the PLI into a single value by applying Equation (5), and it forms a matrix of order $de \times n$.

$$v_{lj} = \sum_{k=1}^{nth} s_{c}^{k} \times p^{k}$$

(5)

where $c$ is the subscript of the linguistic part, and $p$ is the probability value associated with each term. Here, $s_{c}^{k}$ is a weighted linguistic value, and $p^{k}$ is a weighted probability associated with linguistic value. It is calculated as $s_{c}^{k} = s_{c}^{k}_{ij}$ and $p^{k} = 1 - (1 - p^{k})^{\zeta}_{j}$. Here $\zeta_{j}$ is the attitude value associated with the $j^{th}$ expert, and its value is in the unit interval with the sum of values equal to unity.

**Step 3:** Define the deviation value for each criterion by applying Equation (6) that forms a matrix of order $de \times n$.

$$D_{lj} = |v_{lj} - \overline{v}_{lj}|$$

(6)

where $\overline{v}_{lj}$ is the mean value determined for the $j^{th}$ criterion.

**Step 4:** Determine the information entropy by adopting Equation (7) that produces a vector of order $1 \times n$.

$$E_{nj} = -\frac{1}{\ln(de)} \left( \sum_{l=1}^{de} \frac{D_{lj}}{D_{lj}^{tot}} \ln \left( \frac{D_{lj}}{D_{lj}^{tot}} \right) \right)$$

(7)

where $D_{lj}^{tot}$ is the total deviation value determined for the $j^{th}$ criterion.
Step 5: Normalize these entropy values by using Equation (8) to obtain a vector of order $1 \times n$, which denotes the criteria weights.

$$w_{tj} = \frac{E_{n_j}}{\sum_j E_{n_j}}$$  \hspace{1cm} (8)

where $w_{tj}$ is the $j^{th}$ attribute weight and $\sum_j w_{tj} = 1$ with the weights in the unit interval.

Note: The entropy measure provided in Equation (7) is inspired from a popular measure called the Shannon entropy whose validity in PLI is verified by acquiring theoretical foundation from [44,45]. Readers are requested to refer these articles for clarity. As a novelty, in this section, we adopted the measure for calculating weights of each criterion by considering not only the deviation in the distribution, but also the attitude of each expert. Readers may refer to Appendix A for theoretical aspects of the entropy measure.

3.3. PLI-Based EDAS Method

This section focuses on the issue of prioritization of test cases. For this reason, in this study, a new extension is made to the EDAS method with PLI. Ghorabaee et al. [46] presented the EDAS approach with the core idea of assessing alternatives based on average values and applied it for inventory classification. Karašan and Kahraman [47] extended EDAS to the neutrosophic set and used it for ranking sustainable goals. Peng and Liu [48] came up with a neutrosophic soft EDAS approach with a new similarity measure for solving a software project’s investment problem. Mishra et al. [49] also used intuitionistic fuzzy EDAS for healthcare waste management. Liang et al. [50] used the intuitionistic fuzzy EDAS approach to select energy-saving green building projects. Feng et al. [51] proposed an HFLTS-based EDAS approach with a weighted arithmetic operator for project evaluation in a company.

Inspired by the literature, it is observed that (i) EDAS is a powerful ranking method that uses a distance measure in the formulation; (ii) TCP by using the EDAS approach is not done to the best of our knowledge; and finally, (iii) EDAS is a simple and straightforward approach that could be effectively integrated with PLI for rational decision-making.

The step by step procedure for the PLI-based EDAS approach is given by

Step 1: Achieve the holistic decision matrix of order $m \times n$ with PLI from Section 3.1, where $m$ and $n$ are the number of test cases and the fault identified by the test case, respectively.

Step 2: Obtain the weight vector of order $1 \times n$ by utilizing the process in Section 3.2.

Step 3: Transform the matrix values as weighted single-value elements by using Equation (9) with the same order.

$$w_{svij} = \sum_{k=1}^{#th} s_{w_{tj}}^k \times \left(1 - (1 - p^k)^{w_{tj}}\right)$$  \hspace{1cm} (9)

where $c$ is the subscript of the term, $p$ is the probability associated with the term.

Step 4: Determine the average of values for each criterion to form a vector of order $1 \times n$. Use this average and the values to analyze the positive and negative distance from average (PDA and NDA) by using Equations (10) and (11).

$$PDA_i = \sum_{j=1}^{n} d(w_{svij}, \overline{w_{svij}})$$  \hspace{1cm} (10)

$$NDA_i = \sum_{j=1}^{n} d(\overline{w_{svij}}, w_{svij})$$  \hspace{1cm} (11)

where $\overline{w_{svij}}$ is the average value for the $j^{th}$ criterion.

Though Equations (10) and (11) look similar, the value in the matrix is normalized and then transformed to adhere to the nature of criteria rationally. For this purpose, benefit type criteria are complemented in Equation (11), and cost type criteria are complemented in Equation (10), respectively, before calculating the distance measure. $d(a, b)$ is given by $|a - b|$ where $a$ is the normalized value, and $b$ is the mean of the set of normalized values.
Step 5: Test cases are prioritized by taking a linear combination of the vector values from Equations (10) and (11), and it is given in Equation (12).

\[
RTCP_i = \theta PDA_i + (1 - \theta)NDA_i
\]  

where \( \theta \) is a strategy value in the unit interval.

Arrange the values from \( RTCP_i \) in descending order to form the prioritization order of test cases.

Figure 1 depicts the proposed decision model for the rational prioritization of test cases. Initially, complex linguistic expressions are obtained as opinions from experts (software test personnel) on each test case over the criteria. These values are transformed into PLI by using the procedure proposed in Section 3.1. Experts also share their opinions on each criterion used as input for criteria weight calculation by utilizing the method proposed in Section 3.2. Finally, the method presented in Section 3.3 is used for the prioritization of test cases by acquiring input from Sections 3.1 and 3.2. A vector is obtained as output that denotes the test cases’ order and aids software test personnel to make rational judgments.

![Figure 1. A proposed research model for test case prioritization (TCP).](image)

4. Numerical Example—TCP in an SME

In this section, the reasonableness and usefulness of an integrated decision model are revealed by considering a software company’s real case study. PTX (name anonymous) is a popular software company in Tamil Nadu that develops software related to the banking and commercial sector with core financial concepts. The company is a small and medium enterprise (SME) that has 52 personnel working across various platforms of software development and actively participate in the horizontal and vertical growth of the company. The company’s main office is in Chennai, and it is spread around Tamil Nadu with varying workforces and projects. Around eight private commercial sectors are customers of PTX, and they have built a harmonious relationship with the company for around a decade.

A team of seven members works on the software development life cycle testing phase and has five to six years of experience in software testing and maintenance. The new software is close to its launch, and the company decided to conduct a comprehensive software testing before it is delivered to the market (customer) for live use. Based on the experience, the software personnel create a test suite with five crucial test cases that could identify faults that are critical with varying grades. Though the software needs many such test cases to identify different faults, these five test cases are substantial for the software under consideration. The faults identified by these test cases hinder the reliability aspect of the software. To make an apt call of test cases from the test suite, six criteria are put forward by the software test team. We conducted a detailed discussion with the personnel and based on the voting strategy, six potential criteria for evaluating the test cases are finalized. As a
part of our research work, we requested seven personnel for an interview slot, of which five personnel agreed to provide a slot for the interview. During this session, we asked the five members to share their preferences/grades over these five test cases’ ability over the six criteria. Each expert/personnel linguistically shared his/her grade. We clarified the core reason behind data collection and how their data would be used in the research without deviating from the company’s ethical policies.

To achieve integrity in the data collection process, we had two interview sessions and clarified our doubts with the software test team. In addition, the test team personnel clarified their queries related to our research and how the inferences would benefit the test team. For the sake of confidentiality, the names associated with the test cases and faults are kept anonymous. Let $TC = (TC_1, TC_2, TC_3, TC_4, TC_5)$ be a set of five test cases that are evaluated with six criteria, viz., reliance, fault coverage, the agility of execution, tractability, memory utilization, and cost from the set $F = (F_1, F_2, F_3, F_4, F_5, F_6)$. The first four criteria are benefit type, and the rest are cost type. Here $SP = (SP_1, SP_2, SP_3, SP_4, SP_5)$ is a set of five software test personnel who provided their grades for TCP. Each personnel shared the grade value, which is transformed to PLI using the procedure presented in Section 3.1. This procedure provides a holistic view of the data and retains the data integrity and adheres to ethical practices.

Figure 2 elaborates the proposed research model depicted in Figure 1. A clear view of the workflow of the proposed model is presented. Initially, a holistic data matrix (decision matrix) is obtained from the data collected from software personnel. This decision matrix adopts PLI as the preference structure as it reduces information loss and provides flexibility to software personnel during preference elicitation. Then, the criteria weight vector is determined with the help of the data provided by the personnel on each criterion. By using the holistic decision matrix and the weight vector, ranking is performed to determine the suitable test case for the process. The popular EDAS approach is extended to PLI for TCP. Average values from each criterion are determined, which are further used to calculate the PDA and NDA values for each test case. Finally, by adopting the linear combination principle, the rank values are calculated for each test case the prioritization/ranking order is obtained. A detailed stepwise workflow is show below for clarity to readers.

![Flowchart](image-url)  
**Figure 2.** Flowchart depicting the workflow of the proposed model.
A stepwise procedure for rational TCP is given below.

**Step 1:** Collect data related to the test cases’ performance with respect to each fault from the five personnel involved in the interview session. They provided data linguistically in the form of a seven-point Likert scale.

**Step 2:** The procedure described in Section 3.1 is adopted to transform the data to PLI to clearly gain potential information with a holistic data view.

Table 1 shows the PLI-based preference matrix obtained by transforming the linguistic data from experts by using the procedure provided in Section 3.1. In this way, a holistic view of the data is obtained for TCP.

**Table 1.** Transformed probabilistic linguistic information (PLI) for decision-making—TCP data.

| Test Cases | F₁      | F₂      | F₃      | F₄      | F₅      | F₆      |
|------------|---------|---------|---------|---------|---------|---------|
| TC₁        | s₃(0.4) | s₅(0.4) | s₃(0.35)| s₄(0.4) | s₄(0.35)| s₃(0.35)|
|            | s₄(0.4) | s₄(0.3) | s₄(0.4) | s₅(0.45)| s₃(0.35)| s₄(0.35)|
| TC₂        | s₃(0.3) | s₄(0.35)| s₄(0.4) | s₅(0.45)| s₄(0.4) | s₅(0.5) |
|            | s₅(0.45)| s₃(0.35)| s₃(0.3) | s₅(0.25)| s₃(0.5) | s₄(0.25)|
| TC₃        | s₅(0.4)| s₅(0.45)| s₃(0.35)| s₄(0.35)| s₃(0.6) | s₄(0.35)|
|            | s₄(0.4)| s₃(0.25)| s₃(0.5) | s₃(0.4) | s₅(0.3) | s₅(0.25)|
| TC₄        | s₅(0.4)| s₄(0.4) | s₄(0.4) | s₃(0.5) | s₃(0.4) | s₅(0.4) |
|            | s₄(0.5)| s₃(0.3) | s₃(0.35)| s₃(0.45)| s₃(0.35)| s₅(0.45)|
| TC₅        | s₅(0.4)| s₄(0.4) | s₃(0.45)| s₄(0.6) | s₅(0.35)| s₄(0.5) |
|            | s₅(0.3)| s₅(0.4) | s₄(0.4) | s₃(0.25)| s₃(0.4) | s₃(0.35)|

**Step 3:** Three software personnel (out of five) also provided their data as complex verbal expressions for describing each criterion’s importance. In the interview session, we asked the experts (software personnel) to share their opinions on each criterion’s importance. By heuristics and discussion with experts, these expressions are transformed to PLI.

Table 2 depicts the opinions of experts on each criterion. This is in the form of PLI. By applying the procedure depicted in Section 3.2, entropy values are determined as shown above, and diversification values are obtained, which are normalized to get the weight vectors as 0.174, 0.169, 0.164, and 0.169, 0.152, and 0.172, respectively.

\[
\begin{bmatrix}
0.3466 & 0.3017 & 0.2669 & 0.2999 & 0.1993 & 0.3605 \\
0.3466 & 0.3465 & 0.3466 & 0.3467 & 0.3641 & 0.3666 \\
0.3465 & 0.3658 & 0.3679 & 0.3660 & 0.3465 & 0.3238
\end{bmatrix}
\]

**Table 2.** Weight calculation matrix for criteria with PLI.

| Experts | F₁      | F₂      | F₃      | F₄      | F₅      | F₆      |
|---------|---------|---------|---------|---------|---------|---------|
| SP₁     | s₄(0.4) | s₄(0.45)| s₄(0.5) | s₅(0.35)| s₄(0.45)| s₃(0.35)|
|         | s₅(0.35)| s₃(0.4) | s₃(0.4) | s₄(0.35)| s₅(0.35)| s₃(0.4) |
| SP₂     | s₄(0.45)| s₃(0.35)| s₃(0.4) | s₄(0.25)| s₄(0.25)| s₄(0.25)|
|         | s₃(0.4) | s₅(0.5) | s₄(0.25)| s₃(0.5) | s₃(0.45)| s₄(0.25)|
| SP₃     | s₅(0.35)| s₄(0.25)| s₂(0.5) | s₄(0.45)| s₅(0.35)| s₃(0.35)|
|         | s₄(0.4) | s₃(0.5) | s₄(0.35)| s₃(0.4) | s₂(0.4) | s₄(0.45)|

**Step 4:** From Step 2, we obtain a matrix of order 5×6, which is used by the ranking method in Section 3.3 to form a prioritization order for the test cases. Similarly, Step 3 yields a matrix of order 3×6 for the weight calculation of criteria where five software personnel provide their grades on six criteria as complex linguistic expressions.
Step 5: A vector of order $1 \times 6$ is obtained from Step 4, along with a matrix of order $5 \times 6$. By applying the procedure proposed in Section 3.3, test cases are prioritized to obtain a vector of order $1 \times 5$.

Table 3 clearly shows the parameter values of the EDAS approach under the PLI context. We obtain three vectors of order $1 \times 5$, and the vector from the last column in Table 3 depicts the rank value, and the order is given by $TC_3 > TC_1 > TC_2 > TC_4 > TC_5$.

Table 3. Parameter values of an evaluation based on distance from the average solution (EDAS) approach with PLI.

| Test Cases | PDA   | NDA   | Rank Values |
|------------|-------|-------|-------------|
| TC_1       | 1     | 0.05515 | 1.0552      |
| TC_2       | 0     | 1     | 1           |
| TC_3       | 0.9204 | 0.4290 | 1.3494      |
| TC_4       | 0.7415 | 0.2089 | 0.9504      |
| TC_5       | 0.7973 | 0     | 0.7973      |

Step 6: Conduct sensitivity analysis of criteria weight values by generating six sets of weight vectors with a single left shift operation. Figure 3 (x-axis—different weight sets from shift operation) depicts test cases’ ranking order for all six sets. The figure shows that the ranking order does not change, and the proposed model is unaffected by criteria weight alteration with high robustness to weight changes.

Figure 3. Sensitivity analysis with six sets of criteria weights.

5. Comparative Investigation with Existing Models

This section tackles the comparative investigation of the introduced model with extant models. We conduct a comparison with respect to TCP and PLI models. State-of-the-art TCP models from Pradhan et al. [33], Shrivatsan et al. [34], and Banias [36] are considered for investigation with the proposed model. Table 4 provides the investigation with respect to different characteristics gathered from experts’ intuition and the literature.
Table 4. Analysis of theoretical factors for different TCP models.

| Factors | Proposed | Pradhan et al. [33] | Shrivatsan et al. [34] | Banias [36] |
|---------|----------|---------------------|-----------------------|-------------|
| Data    | PLI      | Crisp data          | Fuzzy data            | Objective and subjective data |
| Weight calculation | Entropy measure | n/a                  | Not calculated; directly obtained | n/a |
| Prioritization method | EDAS approach | Rule mining and MO search | WASPAS method | Dynamic programming |
| Uncertainty | Handled effectively | Not captured | Slightly handled | Slightly handled |
| Data view | A holistic view of data from different experts | n/a | Fuzzified view of data | Partial information is needed—constrained |
| Information overhead | No extra information is required—constrained | Partial information is required | No extra information is required | Partial information is needed—constrained |
| Experts’ hesitation | Not captured | Not captured | Not captured | |
| Information loss | Handled effectively | n/a | Not properly handled as linguistic data is transformed | n/a |

Note: MO is multi-objective; WASPAS is a weighted arithmetic sum product assessment.

To better recognize the strength of the introduced work from the method perspective, we compare the framework with extant models like Sivagami et al.’s [13] model, Krishankumar et al.’s [12] model, and Zhang and Xing’s [14] model. The preference order of the test cases is \( TC_3 \succ TC_1 \succ TC_2 \succ TC_4 \succ TC_5 \). Similarly, the prioritized order from Sivagami et al.’s [13] model is given by \( TC_3 \succ TC_1 \succ TC_4 \succ TC_2 \succ TC_5 \), Krishankumar et al.’s [12] model is given by \( TC_3 \succ TC_1 \succ TC_4 \succ TC_2 \succ TC_5 \), and Zhang and Xing’s [14] model is given by \( TC_3 \succ TC_2 \succ TC_1 \succ TC_4 \succ TC_5 \). Using Spearman correlation, the coefficient values and the two-tailed significance value are determined for the ranks, and they are given by \( (1.0; 0.6, 0.285; 0.6, 0.285; 0.9, 0.037) \) for the proposed work versus other methods. From the values it is inferred that for the second and third pair needs additional samples to make further arguments that is planned for future.

Figure 4 shows that the introduced work is consistent with the extant models with the correlation, and rho values are shown above. On the x-axis, the labels 1, 2, 3, and 4 represent proposed vs. proposed, proposed vs. Sivagami et al.’s [13] model, proposed vs. Krishankumar et al.’s [12] model, and proposed vs. Zhang and Xing’s model [14], respectively.

Some key outcomes of the introduced framework are given by

- The preference structure used in the paper for TCP is an innovative and flexible structure that only allows experts to share complex linguistic expressions and associate occurrence probability to each term. This enhances uncertainty handling and rational MCDM by providing a holistic view of the data from different experts.
- Criteria considered for evaluating TCP are competing and conflicting with each other, hence, weights are systematically calculated to mitigate bias and capture hesitation better.
- Moreover, test cases are prioritized systematically with broad rank values to make backup plans easily.
- Information loss is mitigated by avoiding the transformation of data that promotes rational prioritization of test cases.
- The proposed model also reduces the computational overhead by not acquiring additional data from experts in the form of constraints.
The model’s limitations are (i) matrices are assumed to be the complete and systematic imputation of missing values are not considered; and (ii) cross-functional views of test cases from diverse software test teams are not considered in the present study.

6. Conclusions

This paper develops a new model for TCP by properly handling uncertainty with the help of PLI, which is a flexible structure to handle complex linguistic expressions. Opinions from different software test personnel are holistically represented in a preference matrix, and systematic prioritization of test cases is carried out. Entropy measures are proposed to calculate weights with reduced bias and proper handling of hesitation. Test cases are prioritized by using the EDAS approach to promote backup management during catastrophes. The proposed model is highly robust to weight alteration and produces consistent ranking compared to other models. These are evident from sensitivity analysis and Spearman correlation. Furthermore, the model produces broad rank values for effective backup plans that are evident from deviation analysis.

Some managerial implications of the study are (i) the proposed model is a readymade framework for deployment that could rationally perform TCP; (ii) experts involved in the process must be trained with the PLI structure and framework for effective utilization of the systematic tool; (iii) the model not only helps in TCP but also allows for the effective building of test cases for designing high-quality software; and finally, (iv) the tool could be flexibly adapted by the IT sector for other crucial decision-making problems such as strategy and risk management. As a future research direction, the model’s limitations are planned to be addressed and machine learning approaches could be integrated with the proposed framework for enhanced decision-making in terms of test case evaluation and management. Additionally, the idea of comparative linguistic expressions [52,53] could be integrated with PLI for efficient handling of uncertainty during preference elicitation with ease and flexibility for experts to provide their preferences in a natural cognitive way that would promote rational decision-making.
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### Appendix A

| Table A1. List of abbreviations with expansions. |
|-----------------------------------------------|
| **Abbreviations** | **Expansions** |
|-----|-----------------|
| MCDM | Multi-criteria decision-making |
| DM | Decision-makers |
| LTS | Linguistic term set |
| HFLTS | Hesitant fuzzy linguistic term set |
| PLTS | Probabilistic linguistic term set |
| PLI | Probabilistic linguistic information |
| RT | Regression testing |
| TCM | Test case minimization |
| TCP | Test case prioritization |
| TCS | Test case selection |
| RTCP | Regression test case prioritization |
| AGCS | Additional greedy method call sequence |
| TCPCI | Test case prioritization in continuous integration |
| SLR | Systematic literature review |
| EDAS | Evaluation based on distance from the average solution |

It must be noted that the base idea for the proofs are adapted from [44,45].

**Theorem A1.** Formulation in Equation (7) is a valid entropy measure that satisfies the following properties.

(P1). $En_j(\theta(p)) = 0$ if and only if $h(p) = \{s_0(1)\}$ or $\theta(p) = \{s_0(1)\}; \quad En_j(s_0(p), s_0(1 - p)) = 0$;

(P2). $\eta_j(\theta(p)) = \max\{En_j\}$ when $\theta(p) = \{s_0(1)\}$ and $\eta_j(\theta(p)) = En_j(\theta(p), 1 - p);

(P3). $En_j(\theta^{(1)}(p)) \leq En_j(\theta^{(2)}(p))$ if $\theta^{(1)}(p)$ and $\theta^{(2)}(p)$ satisfy $\eta_j(\theta^{(1)}(p)) \leq v_j(\theta^{(2)}(p)) \leq 0.5$ or $v_j(\theta^{(1)}(p)) \geq v_j(\theta^{(2)}(p)) \geq 0.5$;

(P4). $\eta_j(\theta(p)) = \eta_j(\theta(p)^{(c)})$ if and only if $\eta_j(\theta(p)) = En_j(\theta(p), 1 - p))$.

**Proof.** Let us consider $v_i = \frac{D_{ij}}{D_{ij}}$ for proof purpose.

Given that $v_0 = 0$ and $v_\beta = \beta$ based on Equation (5), normalizing the values gives 0 and 1. In addition, $En_j(0) = En_j(1) = 0$. Thus, $En_j(s_0(1)) = En_j(s_0(p), s_0(1 - p)) = 0$.

Given that $v_{\beta/2} = 0.5$ and based on the binary entropic measure, $\eta_j(\{s_0(1)\}) = \max\{En_j\}$. If $s_i^{(1)} \leq s_i^{(2)} \leq s_\beta/2; v_i^{(1)} \leq v_i^{(2)} \leq 0.5$. From the formulation, it is evident that $v_i^{(1)}lnv_i^{(1)} \leq v_i^{(2)}lnv_i^{(3)}$, hence, $En_j(\theta^{(1)}(p)) \leq En_j(\theta^{(2)}(p))$. The second part may also be proved in a similar fashion.

By binary entropic measure, it is clear that $En_j(\theta(p), 1 - p)) = -\sum v_i ln(v_i) + ln(1 - v_i)$. By taking complement, we get $-\sum (1 - v_i)ln(1 - v_i) + (1 - 1 - (1 - v_i)ln(1 - v_i)) = \eta_j(\theta(p)^{(c)})$. Thus, $\eta_j(\theta(p)) = \eta_j(\theta(p)^{(c)})$. All four properties are proved. (P2) and (P4) adopt a binary entropic measure formulation for deriving efficient proofs. $\Box$
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