First principles feasibility assessment of a topological insulator at the InAs/GaSb interface
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First principles simulations are conducted to shed light on the question of whether a two-dimensional topological insulator (2DTI) phase may be obtained at the interface between InAs and GaSb. To this end, the InAs/GaSb interface is compared and contrasted with the HgTe/CdTe interface. Density functional theory (DFT) simulations of these interfaces are performed using a machine-learned Hubbard U correction [npj Comput. Mater. 6, 180 (2020)]. For the HgTe/CdTe interface our simulations show that band crossing is achieved and an inverted gap is obtained using a critical thickness of 5.1 nm of HgTe, in agreement with experimental and previous DFT calculations. In contrast, for InAs/GaSb the gap narrows with increasing thickness of InAs; however the gap does not close for interfaces with up to 50 layers (about 15 nm) of each material. When an external electric field is applied across the InAs/GaSb interface, the GaSb-derived valence band maximum is shifted up in energy with respect to the InAs-derived conduction band minimum until eventually the bands cross and an inverted gap opens. Our results show that it may be possible to reach the topological regime at the InAs/GaSb interface under the right conditions. However, it may be challenging to realize these conditions experimentally, which explains the difficulty of experimentally demonstrating an inverted gap in InAs/GaSb.

I. INTRODUCTION

Two-dimensional topological insulators (2DTIs) have attracted increasing attention in recent years owing to the emergence of helical edge states and backscattering-free edge currents relevant for applications in spintronics and quantum computing [1–3]. 2DTIs were first proposed based on a theoretical model of graphene incorporating spin-orbit interactions [4]. However, the required type of spin-orbit coupling in graphene is too weak to observe the quantum spin Hall effect (QSHE) experimentally [5]. Later, a proposal for 2DTI was made based on a HgTe/CdTe quantum well (QW) [6] and the signatures of the QSHE were experimentally demonstrated [7]. When the thickness of the HgTe in the QWs is varied, the band structure changes from a trivial insulator to a 2DTI with an inverted gap when a critical thickness is reached [6–9]. 2DTIs have been proposed in additional materials systems, some of which have shown promising signs [10–22].

In the present work we focus on another QW structure, InAs/GaSb. It has been proposed that a 2DTI may be realized in InAs/GaSb QWs because the band lineup of coupled InAs/GaSb QWs could lead to the coexistence of electrons and holes at the charge neutrality point [23, 24]. The topological insulator phase would arise if the band ordering were inverted and coupling between electron and hole states opened a hybridization gap which is necessarily topological due to the orbital structure of the hybridized bands [25]. Such band ordering could potentially be achieved by choosing appropriate QW thickness and by applying an external electric field [8]. InAs/GaSb QWs are in the family of well-studied III-V compounds and have thus attracted considerable experimental interest [26–34]. The experiments have provided some encouraging signs of edge conductance in the material. However, a phase diagram showing a clear topological transition accompanied by edge state formation has yet to be demonstrated. Here, we use first principles simulations to investigate whether it would be possible to realize a 2DTI at the InAs/GaSb interface and under what conditions.

The HgTe/CdTe and InAs/GaSb interfaces have been studied theoretically using a variety of methods. This includes the k-p method [9, 35–39], pseudopotential models [40–42], and tight-binding [43, 44]. The drawback of these semi-empirical methods is that the fitting to experimental data largely determines the extent of their predictive capability. Atomistic ab initio simulations may provide a more accurate representation of the electronic properties and their dependence on the structure of the interface. First principles studies based on density functional theory (DFT) have investigated the influence of thickness on the edge states of HgTe/CdTe(100) [44, 45]. Using different exchange-correlation functionals and different thicknesses of CdTe, Ref. [44] predicted a critical thickness of 4.6 nm of HgTe, whilst Ref. [45] predicted a critical thickness of 6.5 nm of HgTe. Both results are close to the experimental critical thickness of 6.3 nm [8].
For InAs and GaSb, local and semi-local exchange-correlation functionals severely underestimate the band gaps to the point that they reduce to zero \[16\], due to the self-interaction error (SIE). Some DFT studies of InAs/GaSb have applied an empirical correction to the DFT band gaps \[17, 18\]. Others have used hybrid functionals, which mitigate the effect of SIE by including a fraction of exact exchange \[19\]. An alternative approach, which has been used to obtain more accurate band gaps for InAs/GaSb is many-body perturbation theory within the GW approximation, where \(G\) stands for the one-particle Green’s function and \(W\) stand for the screened Coulomb interaction \[50\]. Although hybrid DFT functionals and the GW approximation produce significantly improved band gaps, their high computational cost limits their applicability to relatively small system sizes. Therefore, these methods have been used only for periodic heterostructures of InAs/GaSb with very few layers \[49, 50\]. DFT studies of large interface slab models with vacuum regions have not been conducted. All previous ab initio studies of InAs/GaSb have not reported the band structure and band alignment at the interface and have not shown an inverted band gap. Furthermore, previous studies have not considered the effect of applying an electric field, which plays an important role in experiments, and therefore should be considered computationally.

Recently, we have introduced a new method of DFT with a machine-learned Hubbard U correction, which can provide a solution for accurate and efficient simulations of InAs and GaSb \[51\]. Within the Dudarev formulation of DFT+U \[52\] the effective Hubbard U is defined as \(U_{\text{eff}} = U - J\), where \(U\) represents the on-site Coulomb repulsion, and \(J\) represents the exchange interaction. For a given material, the \(U_{\text{eff}}\) parameters of each element are machine-learned using Bayesian optimization (BO). The BO algorithm finds the optimal \(U_{\text{eff}}\) values that maximize an objective function formulated to reproduce as closely as possible the band gap and the qualitative features of the band structure obtained with a hybrid functional. The DFT+U(BO) method allows for negative \(U_{\text{eff}}\) values. Negative \(U_{\text{eff}}\) values are theoretically permissible when the exchange term, \(J\), is larger than the on-site Coulomb repulsion, \(U\) \[53–57\]. We have found that negative \(U_{\text{eff}}\) values are necessary to produce band gaps for narrow-gap semiconductors, such as InAs and GaSb. Because the reference hybrid functional calculation is performed only once for the bulk material to determine the optimal \(U_{\text{eff}}\) values, the computational cost of DFT+U(BO) calculations for interfaces is comparable to semi-local DFT.

In this work, we use the DFT+U(BO) method to study the HgTe/CdTe and InAs/GaSb interfaces. For the HgTe/CdTe interface, we obtain band crossing at a critical thickness of 5.1 nm of HgTe, and subsequently an inverted gap is observed. Our results are in agreement with experiment and previous DFT studies, thus validating the DFT+U(BO) method. For the InAs/GaSb interface, we find that increasing the thickness of InAs leads to gap narrowing. However, band crossing is not obtained up to the largest number of layers calculated here. When an external electric field is applied across the InAs/GaSb interface, the GaSb-derived valence band maximum is shifted up in energy compared to the InAs-derived conduction band minimum. Band crossing is achieved at a critical field, followed by an inverted gap which widens and shifts higher above the Fermi level as the field is increased. Our results indicate that it may be possible to reach the topological regime in InAs/GaSb QWs. However, doing so would require a combination of careful interface engineering, a considerable electric field across the interface, and gating to tune the position of the Fermi level. This explains the difficulty of experimentally demonstrating an inverted gap in InAs/GaSb.

II. METHODS

A. Computational details

DFT calculations were performed using the Vienna \textit{ab initio} simulation package (VASP) \[58\] with the projector augmented wave method (PAW) \[59, 60\]. The generalized gradient approximation (GGA) of Perdew, Burke, and Ernzerhof (PBE) \[61, 62\] was used with a Hubbard U correction \[52\] determined by Bayesian optimization \[51\], as detailed below. Spin-orbit coupling (SOC) \[63\] was included throughout and the energy cutoff was set to 400 eV. For bulk band structure calculations a \(8 \times 8 \times 8\) k-point grid was used to sample the Brillouin zone. For interface calculations a \(8 \times 8 \times 1\) k-point grid was used to sample the interface Brillouin zone and dipole corrections \[64\] were included. Bulk unfolding \[65\] was applied to project interface band structures onto the primitive cell, as described in the SI.
B. Performance of PBE+U(BO)

FIG. 1. Performance of different DFT functionals for CdTe and HgTe: PBE band structures of (a) CdTe and (b) HgTe; HSE band structures of (c) CdTe and (d) HgTe; PBE+U(BO) band structures of (e) CdTe and (f) HgTe; The contributions of the Cd/Hg s, Cd/Hg d, and Te p states are indicated by the red, green, and yellow dots, respectively. A is the point along X−Γ in the bulk’s Brillouin zone with the coordinates (0.1, 0.1, 0). A−Γ−A is mapped to X−Γ−X in the (001) direction.

The PBE functional fails to provide an adequate description of the band structures of the materials studied here. The cases of InAs and GaSb have been discussed in detail in [51]. For CdTe, Fig. 1a shows that PBE severely underestimates the bad gap compared to the experimental value of 1.60 eV [66]. This is because the Cd 4d states, which contribute significantly to the top of the valence band, are pushed up in energy due to the SIE [52]. For HgTe, Fig. 1b shows that PBE produces an incorrect band shape and band ordering at the Γ point with the Hg s orbitals and Te p orbitals inverted around 1 eV below the Fermi level [45]. These issues are rectified by the Heyd-Scuseria-Ernzerhof (HSE) [68, 69] hybrid functional, as shown in Fig. 1c for CdTe and Fig. 1d for HgTe. However, the computational cost of HSE is too high for simulations of large interface models.

To achieve a balance between accuracy and efficiency, a Hubbard $U$ correction was applied to the $p$ orbitals of In, As, Ga and Sb and the $d$ orbitals of Hg and Cd within the Dudarev approach [52]. For each orbital, the optimal value of $U_{eff}$ was set to reproduce as closely as possible the band structure produced by HSE:

$$f(U) = -\alpha_1(E_{HSE} - E_{PBE+U})^2 - \alpha_2(\Delta Band)^2$$  \hspace{1cm} (1)

Here, $U = [U^1, U^2, ..., U^n]$ is the vector of $U_{eff}$ values applied to different atomic species and $U^i \in [-10, 10]$ eV. $\Delta Band$ is defined as the mean squared error of the PBE+U band structure with respect to HSE:

$$\Delta Band = \sqrt{\frac{1}{N_E} \sum_{i=1}^{N_E} \sum_{j=1}^{N_b} (\epsilon_{HSE}^{i,j} - \epsilon_{PBE+U}^{i,j})^2}$$  \hspace{1cm} (2)

$N_E$ represents the total number of eigenvalues, $\epsilon_i$, included in the comparison, $N_b$ is the number of $k$-points, and $N_b$ is the number of bands selected for comparison. To avoid double counting the band gap difference in the calculation of $\Delta Band$, the valence band maximum (VBM) and conduction band minimum (CBM) are shifted to zero for both the PBE+U and HSE band structures. Hence, $\Delta Band$ captures differences in the qualitative features of the band structures produced by PBE+U vs. HSE, independently of the difference in the band gap. The coefficients $\alpha_1$ and $\alpha_2$ may be used to assign different weights to the band gap vs. the band structure. The default values are 0.25 and 0.75, respectively. For CdTe, we set $\alpha_1 = \alpha_2 = 0.5$ to assign a higher weight to the band gap term. For HgTe, which is a metal, we set $\alpha_1 = 0$ and $\alpha_2 = 1$.

For InAs and GaSb the optimal values of $U_{eff}$ have been found to be: $U_{In,p}^{In,p} = -0.5$ eV, $U_{As,p}^{As,p} = -7.5$ eV, $U_{Ga,p}^{Ga,p} = 0.8$ eV, $U_{Sb,p}^{Sb,p} = -6.9$ eV, as reported in [66]. With these parameters, DFT+U(BO) yields a band gap of 0.31 eV for InAs, in good agreement with the experimental value of 0.41 eV [70], and a band gap of 0.45 eV for GaSb, which is somewhat underestimated compared to the experimental value of 0.81 eV [70]. For CdTe, BO produces an optimal value of $U_{Cd,d}^{Cd,d} = 8.3$ eV, somewhat higher than the value of 7 eV used in [67]. This results in a band gap of 0.87 eV, which is closer to experiment than previous ab initio calculations [71] [72]. The qualitative features of the PBE+U(BO) band structure are in agreement with HSE, as shown in Fig. 1b, however the gap and the band width are still somewhat underestimated. For HgTe, BO produces a value of $U_{Hg,d}^{Hg,d} = 8.4$ eV, somewhat lower than the value of 9.4 eV used in Ref. [45]. The band structure, shown in Fig. 1f, has
the correct band shape, comparable to the HSE band structure, and is in agreement with Ref. [45]. To demonstrate the transferability of the $U_{eff}$ values obtained by BO from bulk materials to interfaces, we compare the band structures produced by PBE+(BO) and HSE for an InAs/GaSb interface with 5 layers of InAs and 5 layers of GaSb, constructed as detailed below. Fig 2 shows that overall good agreement is obtained between PBE+U(BO) and HSE, however PBE+U(BO) somewhat underestimates the band gap and the band width. We note that the $U_{eff}$ values obtained here are based on the implementation of the Dudarev formalism in VASP. Different DFT+U implementations may yield different results [73, 74].

**C. Interface model construction**

For the HgTe/CdTe(100) interface, we constructed periodic heterostructures, similar to Ref. [45]. However, we used a larger number of CdTe layers to ensure convergence, as detailed below. The thickness of HgTe was varied to study the evolution of the electronic structure. The experimental lattice constants of 6.45 Å for HgTe and 6.48 Å for CdTe are closely matched [75]. We assumed that an epitaxially matched HgTe film would grow on top of a CdTe substrate with the experimental lattice constant of 6.48 Å.

For the InAs/GaSb interface, we constructed two types of interface slab models: The InSb-type interface has In and Sb as the terminal atoms at the surfaces and interface. The GaAs-type interface has Ga and As as the terminal atoms. The experimental lattice constants of 6.058 Å for InAs and 6.096 Å for GaSb [70] are closely matched. We assumed that an epitaxially matched InAs film would grow on top of GaSb with the lattice constant of 6.096 Å, based on the experiment in Ref. [34]. To study the effect of the InAs and GaSb thickness, interface models were constructed with the number of layers of each material varying from 10 to 50. The notation "A/B" is used to describe an InAs/GaSb interface with A layers of InAs and B layers of GaSb. A vacuum region of about 40 Å was added to the interface model to prevent spurious interactions between periodic images (for the purpose of band unfolding the closest integer number of primitive cells to 40 Å was used [65]). In order to terminate dangling bonds, In and Ga atoms on the surface were passivated by pseudo hydrogen atoms with 1.25 fractional electrons, whereas As and Sb atoms on the surface were passivated by pseudo hydrogen atoms with 0.75 fractional electrons. Structural relaxation was performed for the surface atoms and passivating pseudo-hydrogen atoms until the change of the all forces was below $10^{-3}$ eV/Å.

"A/B" is used to describe an InAs/GaSb interface with A layers of InAs and B layers of GaSb. A vacuum region of about 40 Å was added to the interface model to prevent spurious interactions between periodic images (for the purpose of band unfolding the closest integer number of primitive cells to 40 Å was used [65]). In order to terminate dangling bonds, In and Ga atoms on the surface were passivated by pseudo hydrogen atoms with 1.25 fractional electrons, whereas As and Sb atoms on the surface were passivated by pseudo hydrogen atoms with 0.75 fractional electrons. Structural relaxation was performed for the surface atoms and passivating pseudo-hydrogen atoms until the change of the all forces was below $10^{-3}$ eV/Å.

The number of layers included in slab models needs to be converged to the bulk limit to avoid quantum size effects. For semiconductors the band gap is typically used as the convergence criterion [65, 76]. Fig. 3 shows the band gap as a function of the number of layers for InAs(100), GaSb(100), and CdTe(100) surface slabs. The converged band gap values are close to the bulk values. The size of the interface models used to simulate the effect of an electric field was limited to 10 layers of InAs with 10 layers of GaSb due to convergence issues, as detailed in the SI.
III. RESULTS AND DISCUSSION

A. HgTe/CdTe

To validate the DFT+U(BO) method, we begin by applying it to the well-studied HgTe/CdTe interface. Bulk-unfolded band structures of HgTe/CdTe heterostructures with 40 layers of CdTe and a varying number of HgTe layers are shown in Fig. 4. The red dots indicate the contributions from Hg $s$ orbitals and the blue dots indicate the contributions from Te $p$ orbitals. The band gap value as a function of the number of HgTe layers is shown in Fig. 5. Negative values indicate an inverted band gap. A drastic change is observed with the thickness of HgTe. When the number of layers is below 16, the interface behaves as a trivial insulator, with the Hg $s$ orbitals forming the bottom of the conduction band and the Te $p$ orbitals forming the top of the valence band. When the number of HgTe layers reaches 16, a transition point from a trivial insulator to a topological insulator occurs. At this transition point, both the CBM and VBM show a hybridized $sp$ character. When the number of HgTe layers exceeds 16, an inverted gap opens, leading to the occurrence of a topologically nontrivial phase, in which the VBM is dominated by Hg $s$ states and the CBM is dominated by Te $p$ states. The critical thickness of 16 layers, corresponds to 5.1 nm in good agreement with the experimental result of 6.3 nm (around 19 layers) [6]. Our result is comparable to previous DFT calculations, which used different functionals and considered structures with fewer layers of CdTe. Ref. [44] obtained a critical thickness of 4.6 nm of HgTe on top of 4 layers of CdTe using the modified Becke-Johnson (MBJ) functional. Ref. [45] obtained a critical thickness of 6.5 nm of HgTe on top of 10 layers of CdTe using GGA+U for HgTe and GGA for CdTe. Thus, the DFT+U(BO) method successfully describes the electronic structure of the HgTe/CdTe interface and captures the transition from trivial to topological behavior.

B. InAs/GaSb

1. Effect of layer thickness

To investigate the influence of the thickness of InAs and GaSb on the band gap, we conducted two series of calculations for InSb-type and GaAs-type interfaces. In one series, the thickness of InAs was fixed at 50 layers InAs and the number of GaSb layers (X) was varied. In the other series, the thickness of GaSb was fixed at 50 layers and the number of InAs layers (X) was varied. The results are shown in Fig. 6. For the InAs(50)/GaSb(X) series, the band gap of the InSb-type interface increases with increasing GaSb thickness, whereas the band gap of the GaAs-type interface does not change significantly. For the InAs(X)/GaSb(50) series, the band gap decreases with increasing InAs thickness for both interface types, although the gap of the InSb-type interface remains smaller than that of the GaAs-type interface throughout. The trend of the gap decreasing with the increase in InAs thickness is in agreement with experimental observations [77]. The thickest interface we were able to calculate comprises 50 layers, which corresponds to about 15 nm of each material. The bulk-unfolded band structure of a 50/50 InSb-type interface is shown in the SI. Because this interface still has a gap of over 0.2 eV, and the rate of the gap narrowing decreases with increasing InAs thickness, as shown in Fig. 6, we estimate that it would either require a significantly thicker film of InAs for the gap to completely close or the gap would approach a finite asymptotic limit rather than close. In addition to increasing the QW thickness, strain engineering, which is not taken into account here, may also help modulate the gap. [78–80].

We note that an analysis based on the empirical 8-band Kane model found band inversion and the quan-
tum spin Hall phase for an InAs thickness above 9 nm at fixed 10 nm GaSb thickness [25]. However, this analysis was based on empirical parameters for the material and interface properties and did not take the atomic details of the interface structure into account. For example, in Ref. [25] the band alignment at the interface was chosen such that the GaSb valence band is 150 meV higher than the InAs conduction band leading to a band inversion even for relatively thin layers. In contrast, within our first principles approach, we find that band inversion is not achieved up to an InAs thickness of 15 nm for a range of GaSb thicknesses including 10 nm. Furthermore, we found that the atomic details of the interface, like the type of bonds formed at the interface (InSb or GaAs), are relevant, which was neglected in the effective theory of Ref. [25]. Finally, it should be noted that experiments seem to indicate that an electric field is required to achieve an inverted regime in InAs/GaSb heterostructures [81].

2. Effect of electric field

The band alignment at the interface of InAs/GaSb can be manipulated by applying external gate voltages. Ref. [81] has presented strong experimental evidence that the gap closes when the external gate voltages reach a critical value. Therefore, we performed DFT simulations for interface slabs in presence of electric field. In the VASP code, an external electric field is simulated by adding an artificial dipole sheet in the vacuum region of the unit cell [64]. Due to screening effects and the electric susceptibility inside the materials, the effective electric field at the interface may be significantly smaller than the input electric field [64, 82]. To estimate the effective electric field, we calculated the gradient of the potential in the InAs and in GaSb, based on the electrostatic potential averaged over xy plane. The averaged gradient is taken as the effective electric field. The full account of the effective field estimation is provided in the SI. The electric field is applied perpendicular to the plane of the interface and points from the GaSb side to the InAs side. We note that in VASP only an external electric field can be set, whereas in experiments the position of the Fermi level can be independently controlled by applying front-gate and back-gate voltages. Owing to convergence issues in DFT calculations with external electric fields (see SI), the largest interfaces we were able to calculate comprise 10 layers of InAs and 10 layers of GaSb.

Fig. 7 shows the band structure of a 10/10 InSb-type interface. When no electric field is applied, the interface is in the trivial insulator state. The CBM is dominated by the interface InAs layer (orange), whereas the interface GaSb layer (green) contributes predominantly to the VBM. As the electric field increases, the bands contributed by the GaSb shift upwards with respect to the bands contributed by the InAs and the gap narrows. When the input electric field reaches 0.25 V/Å, which corresponds to an effective field of 0.014 V/Å, the GaSb VBM overlaps with the InAs CBM, the gap closes, and band crossing occurs. Our results are qualitatively in agreement with previous studies [25, 81, 83], which indicated that the band gap in InAs/GaSb could be closed.
FIG. 7. Electronic structure of a 10/10 InSb-type interface with different external electric fields. a-c) Bulk unfolded band structures with the contributions of the interface layers of InAs and GaSb colored in orange and green, respectively.

via an external electric field. When the electric field is increased further, an inverted gap opens. As the electric field is increased, the inverted gap expands, but also shifts higher above the Fermi level. Fig 8 shows the position of the inverted gap above the Fermi level at the Γ point as a function of the electric field. With an input electric field of 0.35 V/Å, which corresponds to an effective field of 0.018 V/Å, the gap at the Γ point is 65 meV and the bottom of the inverted gap is found 66 meV above the Fermi level. For the GaAs-type interface, shown in the SI, the band gap also decreases as the electric field increases. However, because the GaAs-type interface has a larger band gap and the effect of the electric field is weaker than for the InSb-type interface, the gap does not close even for an input electric field as high as 0.55 V/Å.

Fig 9 shows the change in the band gap, Δ, as a function of the input electric field, $E_{in}$, for 10/10 GaAs-type and InSb-type interfaces:

$$\Delta = \text{Gap}(E_{in}) - \text{Gap}(E_{in} = 0)$$

The blue and orange dashed lines indicate the band gaps of the 10/10 GaAs-type and InSb-type interfaces, respectively. The gap closes when the dashed line is crossed. To estimate the input electric field that would be required for the gap to close for a 50/50 interface, we assume that the change in the gap would behave similarly to a 10/10 interface. The green and red dashed lines indicate the band gaps of the 50/50 GaAs-type and InSb-type interfaces, respectively. Based on this, we estimate that an input electric field of 0.19 V/Å, which corresponds to an effective electric field of 0.012 V/Å, would be needed to close the gap for a 50/50 InSb-type interface, as indicated by the red solid line. For the GaAs-type interface an input electric field of 0.55 V/Å, which corresponds to an effective electric field of 0.017 V/Å, would be needed to close the gap, as indicated by the green solid line. We highlight that the effective electric field of 0.017 V/Å corresponds to a potential drop of 2.55 V over the 15 nm thickness of the QW in this case, which is likely to make the material conducting well before the topological transition. Our results indicate that while it may be possible to tune the InAs/GaSb interface into the topological regime, it would not be trivial.

IV. CONCLUSION

In summary, we have studied the HgTe/CdTe and InAs/GaSb quantum wells using DFT with a Hubbard U correction determined by Bayesian optimization. DFT+U(BO) produces band structures of comparable accuracy to a hybrid functional at the computational cost of a semi-local functional. This enables us to conduct simulations of large interface models with hundreds of atoms.

For the HgTe/CdTe interface we find that an inverted gap opens at a critical thickness of 5.1 nm of HgTe, in agreement with experimental observations and previous theoretical studies. For InAs/GaSb QWs with 50 layers (about 15 nm) of GaSb we find that the gap narrows with increasing thickness of InAs in agreement with the...
FIG. 9. The band gap reduction, \( \Delta \), as a function of electric field for 10/10 GaAs-type and InSb-type interfaces.

previous theory estimations. However, the gap does not completely close with up to 50 layers (about 15 nm) of InAs. Based on the rate of gap narrowing, we estimate that it would either require a significantly thicker InAs film to close the gap or the gap would decay to a finite asymptotic limit.

Simulations with an external electric field applied perpendicular to the interface, pointing from GaSb to InAs, have been conducted for models with 10 layers of each material. We find that with increasing field strength the GaSb VBM shifts upwards relative to the InAs CBM, leading to narrowing of the gap at the interface. For the InSb-type interface, band crossing is observed at a critical field and subsequently an inverted gap opens. As the electric field increases the gap increases but also shifts higher in energy above the Fermi level. Because the 10/10 interface has a larger gap due to the quantum size effect, we estimate the reduced critical field that would be required to achieve band inversion and reach the topological regime for thicker QWs comprising 50 layers of each material.

Our results explain the difficulty of experimentally reaching the topological regime in InAs/GaSb QWs. In principle, under the right conditions, an inverted gap could be produced in this system. However, achieving this requires a delicate balance between several parameters. To tune the initial gap, the structure of the QWs must be precisely controlled, including the layer thickness, the bonding configuration at the interface, and possibly also the lattice strain. Even if a smaller zero-field gap is obtained by interface engineering, a considerable electric field may still be required to obtain band crossing and drive the system into the topological regime. Finally, gating or doping may be required to tune the Fermi level position inside the inverted gap.

The HgTe/CdTe QW does not suffer from this difficulty because HgTe has an inverted band structure intrinsically. Therefore, no electric field is necessary to achieve band inversion at the HgTe/CdTe interface and it is easier to reach the topological regime. Thus, our results make a case for limited applicability of InAs/GaSb quantum wells for 2DTI production and suggest that alternative, more promising materials should be sought.
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