Finite-size security proof of binary-modulation continuous-variable quantum key distribution using only heterodyne measurement
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Abstract

Continuous-variable quantum key distribution (CV-QKD) has many practical advantages including compatibility with current optical communication technology. Implementation using heterodyne measurements is particularly attractive since it eliminates the need for active phase locking of the remote pair of local oscillators, but the full security of CV QKD with discrete modulation was only proved for a protocol using homodyne measurements. Here we propose an all-heterodyne CV-QKD protocol with binary modulation and prove its security against general attacks in the finite-key regime. Although replacing a homodyne measurement with a heterodyne measurement would be naively expected to incur a 3-dB penalty in the rate-distance curve, our proof achieves a key rate with only a 1-dB penalty.

1. Introduction

Quantum key distribution (QKD) is the technology that enables information-theoretically secure communication between two separate parties. QKD is classified into two categories: discrete-variable (DV) QKD and continuous-variable (CV) QKD. DV-QKD protocols often encode information to a photon in different optical modes such as different polarizations or time bins. They use photon detectors to read out the encoded information. This type has a long history since early studies [1, 2]. A lot of knowledge about the finite-key analysis and how to handle imperfections of actual devices has been accumulated. On the other hand, CV-QKD protocols encode information to quadrature in the phase space of an optical pulse. They use homodyne or heterodyne detection [3, 4], which is highly compatible with the coherent optical communication technology currently widespread in industry [5–14]. See [15, 16] for comprehensive reviews of the topic.

When the receiver (Bob) employs a homodyne measurement, he needs local oscillator (LO) pulses that are phase-locked to Alice’s LO, except for Gaussian-modulation protocols. In a conventional approach named a transmitting LO (TLO) scheme [17], Alice transmits a strong phase-reference pulse along with a signal pulse, and Bob directly uses the strong pulse as a phase-locked LO pulse in the homodyne measurement. This scheme has the drawback of exposing the LO pluses to an eavesdropper (Eve), leading to a serious security loophole [18–22]. It also brings about a technical issue of isolating the weak signal pulse from the strong reference pulse [23]. Although these issues are avoided if Bob uses his own laser as an LO, it then requires real-time feedback schemes such as optical phase-locked loops [24, 25], which will complicate Bob’s receiver and makes it challenging to integrate into conventional communication systems.

On the other hand, in the heterodyne measurement, we can avoid the difficulty in the actual phase locking of Bob’s own LO. In the scheme called local LO (LLO) scheme [26–28], Alice and Bob use their LOs without phase locking in preparation and measurement of signal pulses in the QKD protocol. Separately from the protocol,
they exchange pilot pulses to monitor the phase difference between the two LOs. The heterodyne measurement outputs two quadrature amplitudes that combine to form a complex amplitude. By using the monitored phase difference, Bob can adjust the observed complex amplitude through appropriate rotation [29–32]. In contrast to the reference pulses used in the TLO schemes, we can usually show that the use of the pilot pulses and the rotation of Bob’s outcome in the LLO schemes cause no security risks. Therefore, the heterodyne CV QKD can avoid the issues associated with TLO schemes without a burden of implementing actual phase locking. Note that a similar post-compensation method for Alice’s complex modulation amplitude is possible even in homodyne CV QKD. But this works only when Alice’s encoding uses many states to have rotational symmetry or a good approximation of it. Hence the use of heterodyne measurements is vital for the discrete-modulation CV QKD with a small number of states.

In terms of security analysis, due to difficulty in dealing with continuous observables, the security of CV-QKD was proved only under limited conditions, such as specific attacks [33–36] and asymptotic cases [37–42]. Although full security in the finite-size regime against general attacks has been proven for a Gaussian modulation protocol [43, 44], it does not cover the discretization of modulation required for practical implementation [45–47]. Discrete modulation protocols, especially four-state heterodyne protocols [48, 49], have been studied, but they do not support the finite-size regime. At present, full security proofs are limited to the binary modulation protocol [50] employing both homodyne and heterodyne measurements, which suffers from the aforementioned phase locking issues.

In this paper, we improve the previous protocol [50] and propose a finite-key analysis of a CV-QKD protocol with binary phase modulation that uses only heterodyne measurements. This protocol represents the first example to enjoy the implementation benefits of heterodyne detection with full security proof. Namely, it enables the application of the LLO, eliminating the risk of LO manipulation and notably simplifying the implementation. The heterodyne measurement consists of two homodyne measurements whose inputs are made by splitting the original input into two halves. Due to this apparent 3-dB loss, straightforward application of the security proof in [50] to the all-heterodyne protocol may suffer from a 3-dB penalty in the key rate as a function of distance. We reconstructed the security proof by carefully examining the POVM for heterodyne measurements. It shows that the penalty in the key rate can be suppressed to only about 1 dB. Moreover, it also reveals that the security can be guaranteed even if we simplify the protocol by omitting the random discarding of rounds required in [50].

The article is organized as follows. In section 2, we introduce our protocol with only heterodyne measurements. Section 3 outlines the security proof based on analyzing the statistics of phase errors in a virtual protocol, while we describe the detail of the proof in Methods. Section 4 includes numerical simulations of the key rates as a function of distance. We discuss how our proof mitigates the apparent 3-dB penalty in the key rate in section 5.

2. Protocol

2.1. Proposed protocol

We describe our protocol as follows (see figure 1). In the description, the outcome of the heterodyne measurement is represented by a complex number that is normalized such that its mean coincides with the complex mean amplitude of the input. The definition of the function $\Lambda_{m,r}$ will be given in the next subsection. The binary entropy function is defined by $h(x) = -x \log_2(x) - (1 - x) \log_2(1 - x)$.
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Actual protocol

Alice and Bob predetermine the protocol parameters \([N, \ \epsilon, \ \mu, \ p_{\text{sig}}, \ p_{\text{test}}, \ \beta, \ s, \ s', \ \kappa, \ \gamma, \ m, \ r]\) and acceptance functions \(f_{\text{succ,0}}(x)\) and \(f_{\text{succ,1}}(x)\) which map the real number \(\mathbb{R}\) into the closed interval \([0, 1]\). Here \(N, \ s, \ s'\) are positive integers, \(m\) is a positive odd integer, \(\mu, \ r, \ \beta, \ \epsilon > 0, \ \kappa, \ \gamma \geq 0, \ p_{\text{sig}}, \ p_{\text{test}} \in [0, 1]\), \(p_{\text{sig}} + p_{\text{test}} = 1\), \(f_{\text{succ,1}}(x) = f_{\text{succ,0}}(-x)\), and \(f_{\text{succ,1}}(x) + f_{\text{succ,0}}(x) \leq 1\).

1. Alice randomly chooses a bit \(a \in \{0, 1\}\). She sends an optical pulse \(\hat{C}\) in the coherent state with complex amplitude \((-1)^a \sqrt{\beta}\) to Bob. She repeats it \(N\) times.

2. On each pulse \(C\) of the received \(N\) pulses, Bob performs a heterodyne measurement and obtains an outcome \(\hat{\omega} = \hat{\omega}_R + i\hat{\omega}_I\) \((\hat{\omega}_R, \ \hat{\omega}_I \in \mathbb{R})\).

3. Alice and Bob process the raw data associated with each of the \(N\) transmissions, which we call a round, in the following way. Bob randomly chooses the role of the round and announces it such that a \('signal round'\) is chosen with probability \(p_{\text{sig}}\) and a \('test round'\) with \(p_{\text{test}}\). According to the announced role, Alice and Bob do one of the following procedures.

### [signal]

Bob determines the bit \(b \in \{0, 1\}\) or \('failure'\) according to the real part \(\hat{\omega}_R\) of the measurement outcome, such that the acceptance functions give the probability for each event as follows:

\[
\begin{align*}
\Pr(b = 0) &= f_{\text{succ,0}}(\hat{\omega}_R), \\
\Pr(b = 1) &= f_{\text{succ,1}}(\hat{\omega}_R) = f_{\text{succ,0}}(-\hat{\omega}_R), \\
\Pr(\text{failure}) &= 1 - f_{\text{succ,0}}(\hat{\omega}_R) - f_{\text{succ,1}}(\hat{\omega}_R).
\end{align*}
\]

Bob announces \('success'\) when he obtains the bit \(b \in \{0, 1\}\) and announces \('failure'\) otherwise. If he announces \('failure'\), Alice discards her bit \(a\).

### [test]

Alice announces the bit \(a\) to Bob, and he calculates the value \(\Lambda_{\text{m},a}(\hat{\omega} - (-1)^a \beta)\).

4. The \(N\) rounds are divided into \('signal-success', 'signal-failure'\) and \('test'\) rounds, whose numbers are denoted by \(N_{\text{succ}}\), \(N_{\text{fail}}\) and \(N_{\text{test}}\), respectively. The total number of \('signal'\) rounds is given by \(N_{\text{sig}} = N_{\text{succ}} + N_{\text{fail}}\). Alice and Bob concatenate their own bits kept in the signal-success rounds to define \(N_{\text{succ}}\)-bit sifted keys. Bob calculates the sum of \(\Lambda_{\text{m},a}(\hat{\omega} - (-1)^a \beta)\) in all test rounds, which is denoted by \(\hat{F}\).

5. Alice and Bob perform bit error correction on the sifted keys. They consume \(H_{\text{EC}}\) bits of the pre-shared key for privately transmitting the syndrome of a linear code and \(s'\) bits of that for the verification.

6. Alice and Bob perform privacy amplification on the \(N_{\text{succ}}\)-bit reconciled keys. The length is shortened by \(\hat{N}_{\text{fin}} = (\hat{N}_{\text{succ}} h(\hat{F}) / \hat{N}_{\text{succ}}) + s\), where the function \(h(\hat{F})\) is defined in equation (B14). The final key length, denoted as \(N_{\text{fin}}\), is thus given by

\[
\hat{N}_{\text{fin}} = \hat{N}_{\text{succ}} [1 - h(\hat{F}) / \hat{N}_{\text{succ}}] - s.
\]

In the above protocol, the net key gain per pulse \(\hat{G}\) is expressed as follows

\[
\hat{G} = (\hat{N}_{\text{fin}} - H_{\text{EC}} - s') / N.
\]

The above protocol is feasible even when Alice’s and Bob’s LOs are not phase-locked, as long as one can provide a good guess on their relative phase for each pulse. In such a case, the outcome \(\hat{\omega}\) in Step 2 is determined as follows. First, Bob records the complex amplitude \(\hat{\omega}'\) obtained directly from his heterodyne measurement. Then, using the guess on the relative phase, he appropriately chooses an angle \(\theta\) to define a compensated value \(\hat{\omega} := e^{i\theta} \hat{\omega}'\) such that the real axis of \(\hat{\omega}\) coincides with the direction of Alice’s binary modulation.

As previously noted [26], rotating the output of heterodyne measurement is equivalent to rotating the optical phase of the quantum signal before the measurement. Therefore, replacing the step of measuring \(\hat{\omega}\) in step 2 with the procedure of measuring \(\hat{\omega}'\) and rotating it by \(\theta\) during post-processing is equivalent to Actual protocol.

Although Alice and Bob may exchange strong pilot pulses to obtain a good guess \(\theta\) in the LLO scheme, attacks on the pilot pulses do not threaten its security, which is in stark contrast with attacks on the strong reference pulses in a TLO scheme. An attack on the pilot pulses only changes the guessed value \(\theta\), and due to the equivalence of rotations mentioned above, the effect is reduced to an optical phase shift of the quantum signal just before it reaches Bob’s receiver. That is to say, attacking the pilot pulse is equivalent to a direct attack on the quantum signal, which is already taken into account in any security analysis of the Actual protocol. Hence use of strong pilot pulses in the LLO scheme does not raise any additional security issues [26, 51]. Note that the above reasoning holds for any LLO protocol as long as it uses the information culled from the pilot pulses only for the rotation of the heterodyne outcomes.

2.2. Definition of \(\Lambda_{\text{m},a}\) and its property

The function \(\Lambda_{\text{m},a}\) relates the outcome of the heterodyne measurement to a bound on the fidelity of the input state to a coherent state [50], see also [52]. It is defined as follows:
$\Lambda_{mc}(\mu) := e^{-\mu}(1 + r) L_m^{(1)}(1 + r) \mu$, }

where $L_m^{(1)}$ is the associated Laguerre polynomial

$$L_m^{(1)}(\nu) := (-1)^m \frac{d^m L_m(\nu)}{d\nu^m},$$

and $L_m(\nu)$ is the Laguerre polynomial

$$L_m(\nu) := \frac{\nu^m}{m!} e^{-\nu} (e^{-\nu})^m.$$

For a state $\rho$ of an optical pulse, the heterodyne measurement produces an outcome $\hat{\omega} \in \mathbb{C}$ with a probability measure

$$q_{\rho}(\omega) d^2 \omega := \langle \omega | \rho | \omega \rangle \frac{d^2 \omega}{\pi},$$

where $|\omega\rangle$ is a coherent state

$$|\omega\rangle := e^{-\frac{1}{2} |\omega|^2} \sum_{n=0}^{\infty} \frac{\omega^n}{\sqrt{n!}} |n\rangle.$$

The expectation value of a function $f(\omega)$ based on the probability measure in equation (9) is denoted as $\mathbb{E}_\rho[f(\omega)]$. In [50], it has been shown that a fidelity $\langle \beta | \rho | \beta \rangle$ satisfies the following relation

$$\mathbb{E}_\rho[\Lambda_{mc}(\hat{\omega} - \beta^2)] \leq \text{Tr}(\rho | \beta \rangle \langle \beta |), \quad (m: \text{odd}).$$

### 3. Sketch of the security proof

#### 3.1. Introduction of phase error

The finite-size security of the proposed protocol against general attacks can be shown using the Shor and Preskill approach [53], similar to [50]. This approach connects the amount of the privacy amplification to the so-called phase error rate. Here, we describe the sketch of the security proof. We mainly focus on the intuitive explanation on how we can bound the number of the phase errors, and we also comment on differences between our proof and that of [50]. The full proof is presented in appendix B.

In what follows, we introduce a protocol in which Alice and Bob share pairs of noisy entangled qubits. We then describe its relation to the Actual protocol, and provide a definition to the so-called trash rounds used in [50] to simplify the protocol and the security proof.

We begin by introducing an entanglement-sharing protocol in which Alice and Bob share $N_{\text{succ}}$ pairs of qubits in the signal-success rounds in such a way that measuring those qubits should produce binary sequences equivalent to the sifted keys in Actual protocol.

**Entanglement-sharing protocol**

1. Alice prepares a qubit $A$ and an optical pulse $\tilde{C}$ in the state $|\Psi\rangle_{AC}$ defined as

$$|\Psi\rangle_{AC} = \frac{|0\rangle_A |\sqrt{\mu}\rangle_C + |1\rangle_A |\sqrt{\mu}\rangle_C}{\sqrt{2}},$$

and transmits $\tilde{C}$ to Bob. She repeats this process $N$ times.

2. For each of the $N$ rounds, with the probabilities $p_{\text{sig}}$ and $p_{\text{test}}$, Bob determines whether each round is ‘signal’ or ‘test’ and announces it. Based on this label, Alice and Bob proceed as follows.

   [signal] Bob performs a quantum operation (specified by trace-non-increasing and completely positive map) $F$ on the received optical pulse $C$, where

$$F(\rho) := \int_{\mathbb{C}} d^2 \omega K(\omega, \rho) K^{-1}(\omega),$$

$$K(\omega) := \sqrt{\frac{f_{\text{succ},0}(\omega)}{\pi}} |0\rangle_B \langle \omega|_C + \sqrt{\frac{f_{\text{succ},1}(\omega)}{\pi}} |1\rangle_B \langle -\omega|_C$$

$$= \sqrt{\frac{f_{\text{succ},0}(\omega)}{\pi}} (|0\rangle_B \langle \omega|_C + |1\rangle_B \langle -\omega|_C).$$

This operation heralds ‘success’ or ‘failure’, which Bob announces, and in the former case produces a qubit $B$ in the state $F(\rho)/\text{Tr}[F(\rho)]$. 

---

Note: The above text contains mathematical expressions and definitions that are crucial for understanding the security of the proposed protocol. These expressions are related to quantum mechanics, particularly in the context of quantum key distribution protocols.
[test] Bob performs a heterodyne measurement and obtains an outcome \( \tilde{\omega} = \omega_R + i\omega_I (\omega_R, \omega_I \in \mathbb{R}) \). Alice measures her qubit \( A \) on the Z basis (\( \{ 0 \}, \{ 1 \} \)) and announces the outcome \( a \in \{ 0, 1 \} \) to Bob. He then calculates \( \Lambda_{al}(\omega - (-1)^a\beta) \) as in Actual protocol.

3. Alice and Bob define \( \overset{\text{succ.}}{N} \), \( \overset{\text{fail.}}{N} \), \( \overset{\text{test.}}{N} \), \( \overset{\text{acc.}}{N} \), and \( \overset{\text{hat.}}{\hat{F}} \) as in Actual protocol. At this point, Alice and Bob share \( \overset{\text{acc.}}{N} \) qubits.

This entanglement-sharing protocol can be made equivalent to Actual protocol by measuring the \( \overset{\text{acc.}}{N} \) pairs of qubits left by the protocol on the Z basis. This can be confirmed by the following two observations. First, measuring the qubit \( A \) of the state \( |\Psi\rangle_{AC} \) on the Z basis reproduces the bit \( a \) as well as the state of the optical pulse \( \overset{\text{hat.}}{\hat{C}} \) of Actual protocol. Second, equations (13)-(14) lead to

\[
\langle b | \mathcal{F} (\rho) | b \rangle = \int_{-\infty}^{\infty} dx f_{\text{acc.suc}} (\omega) |\langle \omega | b \rangle|^{2},
\]

which shows that Bob’s procedure of determining the bit \( b \) is equivalent to that in Actual protocol.

Based on this entanglement-sharing protocol, we define the phase error as follows. After Entanglement-sharing protocol, suppose that Alice and Bob measure each of their \( \overset{\text{acc.}}{N} \) qubits on the X basis (\( \{ \pm \} = \{ 0, 1 \} \sqrt{2} \}) instead of the Z basis. Each outcome can be denoted by \( + \) or \( - \). The pair of Alice’s and Bob’s outcomes can thus be written as an element in \( \{(x_a, x_b) | x_a, x_b \in \{ +, - \}\} \). We call the outcomes \((+, -)\) and \((-+, +)\) as a ‘phase error’.

The number of phase errors is denoted by \( N_{\text{ph}} \).

### 3.2. Alternative choice of defining qubit

In the Entanglement-sharing protocol, we introduced a specific quantum operation \( \mathcal{F} \) to define a qubit \( B \) by equations (13) and (14), but this is not a unique choice. In fact, in order to use the Shor-Preskill protocol, the quantum operation \( \mathcal{F} \) can be chosen arbitrarily as long as it satisfies the condition equation (15). It should be emphasized that the choice of \( \mathcal{F} \) also determines the definition of the phase error, and hence it affects the secure key length.

For example, the actual implementation of the heterodyne measurement composed of double homodyne measurements (see figure 1) suggests a straightforward way to define the quantum operation, which we denote by \( \overset{\text{hat.}}{\hat{F}} \), as follows. The real part \( \omega_R \) of the heterodyne outcome is obtained by letting the measured pulse pass through a half beam splitter, performing a homodyne measurement to obtain an outcome \( x \), and rescaling it as \( \omega_R = \sqrt{2} x \). We may then use the qubit reduction of the homodyne measurement used in [50]. Denoting the vacuum state by \( |\text{vac}\rangle \) and the unitary operation for the beam splitter by \( S \), the operation \( \overset{\text{hat.}}{\hat{F}} \) is given by

\[
\overset{\text{hat.}}{\hat{F}} (\rho) = \int_{-\infty}^{\infty} dx \hat{L}(x) \mathcal{E}_{\text{bs}} (\rho) \hat{L}^\dagger (x)
\]

where

\[
\hat{L}(x) = \sqrt{f_{\text{acc.suc}} (\sqrt{2} x)} (|0\rangle \langle x| + |1\rangle \langle -x|)
\]

and

\[
\mathcal{E}_{\text{bs}} (\rho) = \text{Tr}_{Z} [\hat{S} |\text{vac}\rangle \langle \text{vac}| \hat{S}^\dagger].
\]

Here, \( \langle x| \) maps a state vector to the value of its wave function at \( x \). To make a comparison with equations (13) and (14) easier, we will rewrite them by using the coherent state \( \langle \omega | = |\omega_R + i\omega_I\rangle \). Using the relations

\[
\langle x| \omega \rangle = \left( \frac{2}{\pi} \right)^{\frac{1}{4}} \exp \left[ -(x - \omega_R)^2 + 2i\omega_I x - i\omega_R \omega_I \right]
\]

and

\[
S|\alpha\rangle = \left| \frac{\alpha}{\sqrt{2}} - \frac{\beta}{\sqrt{2}} \right| \left| \frac{\alpha}{\sqrt{2}} + \frac{\beta}{\sqrt{2}} \right|,
\]

we are able to express \( \overset{\text{hat.}}{\hat{F}} \) as

\[
\overset{\text{hat.}}{\hat{F}} (\rho) = \int_{\mathbb{C}} d\omega \hat{K} (\omega) \rho \hat{K}^\dagger (\omega)
\]

with

\[
\hat{K} (\omega) = \sqrt{f_{\text{acc.suc}} (\omega_R) / \pi} (|0\rangle b \langle \omega| c + |1\rangle b \langle -\omega| c).\]

Here \( \tilde{\omega} \) is the complex conjugate of \( \omega \). As can be seen from equations (14) and (22), \( \mathcal{F} \) and \( \overset{\text{hat.}}{\hat{F}} \) are different operations. In fact, the operation \( \overset{\text{hat.}}{\hat{F}} \) leads to a lower key rate than \( \mathcal{F} \). For example, the asymptotic key rate for a pure loss channel obtained from \( \overset{\text{hat.}}{\hat{F}} \) coincides with the broken black curve in figure 4 of section 5 below, which is lower than the solid black curve for the rate obtained from \( \mathcal{F} \). An origin of the disadvantage of \( \overset{\text{hat.}}{\hat{F}} \) will be seen in
the partial trace in equation (18), which implies that the halved pulse from the other port of the beam splitter is not used in the analysis. It means that the same key rate would be secure even if the halved pulse were given to Eve, leading to an overestimation of her ability. Our heuristic choice of equation (14) is intended to avoid such an obvious overestimation.

It should also be noted here that the issue of variation is unique to the heterodyne measurement. In the case of homodyne measurement [50], there is essentially no freedom in defining the reduction to a qubit, since the homodyne measurement is an ideal orthogonal measurement. The heterodyne measurement for the real part can be regarded as a noisy version of the homodyne measurement, and there are various ways in treating the noises in the reduction.

3.3. Finite-size bound on phase errors
It is known that if we can find a function $U$ of the data observed in the test rounds that bounds $N_{ph}$ from above, we can derive a sufficient amount of the privacy amplification to achieve the required secrecy of the protocol [54, 55]. In our case, if we can find $U$ that satisfies

$$\Pr[N_{ph} \leq U(\hat{F})] \geq 1 - \epsilon$$

in Entanglement-sharing protocol followed by X-basis measurements on the $\hat{N}^{\text{suc}}$ qubits, it is guaranteed that our protocol is $(\sqrt{2} \sqrt{\epsilon + 2^{-T} + 2^{-T'}})$-secure.

For the construction of $U(\hat{F})$, we regard occurrence of a phase error as an outcome of a generalized measurement on Alice’s qubit $A$ and the optical pulse $C$ that Bob has received. The positive-operator-valued measure (POVM) for this measurement is constructed as follows. Bob’s measurement has three outcomes, $(+,-,\text{failure})$, whose POVM elements are denoted, respectively, by $(M_{+, M_{-}, M_{\text{fail}}})$. The notation of $M_{\text{od}}$ used because the outcomes $+$ and $-$ implies even and odd photon numbers, respectively (see appendix A). The explicit form of the operators can be determined from the relations $\text{Tr}(M_{\text{ev}} |\rho_C|) = +|\mathcal{F}(\rho_C)|+$, $\text{Tr}(M_{\text{od}} |\rho_C|) = -|\mathcal{F}(\rho_C)|-$ and $M_{\text{fail}} = 1_C - M_{\text{ev}} - M_{\text{od}}$. The POVM elements $M_{x_A, x_B}$ of the outcome $(x_A, x_B)$ for Alice’s and Bob’s X-basis measurement is then given by

$$M_{x_A, x_B} = |x_A\rangle \langle x_A| \otimes M_{\text{ev/od}}.$$ (24)

The phase error is then represented by the operator

$$M_{ph} = M_{+, -} + M_{-, +}.$$ (25)

As an intuitive explanation, let us consider an asymptotic limit of $N \rightarrow \infty$, in which Eve’s attack can be fully characterized by the state $\rho_{\text{out,AC}}$ for Alice’s qubit $A$ and the optical pulse $C$ received by Bob, averaged over the $N$ rounds. In this limit, $N_{ph}/N_{\text{out}}$ converges to $\text{Tr}(M_{ph} \rho_{\text{out,AC}})$ and hence finding an upper bound $U(\hat{F})$ in equation (23) amounts to finding an upper bound on $\text{Tr}(M_{ph} \rho_{\text{out,AC}})$.

The state $\rho_{\text{out,AC}}$ is restricted by two conditions about the input states and about the observed data in the test rounds. The first condition comes from the fact that the reduced state of Alice’s qubit $A$ is unaffected by Eve’s attack, implying that $\text{Tr}_{C} \rho_{\text{out,AC}}$ is identical to the reduced state of the initial state $|\Psi⟩_{AC}$ in equation (12). It leads to a constraint written as

$$\text{Tr}_{AC}(\rho_{\text{out,AC}} \Pi^{\text{eg}}) = q_-.$$ (26)

where

$$\Pi^{\text{eg}} := |-⟩ ⟨-|_A \otimes 1_C$$ (27)

and

$$q_- := \text{Tr}(|\Psi⟩ ⟨\Psi|_{AC} \Pi^{\text{eg}})$$

$$= \frac{1}{2} (1 - \langle \sqrt{\mu} - \sqrt{\mu} \rangle)$$

$$= \frac{1}{2} (1 - e^{-2\mu}).$$ (28)

The second condition arises from equation (11):

$$\text{Tr}_{AC}(\rho_{\text{out,AC}} \Pi^{\text{fid}}) \geq E_{\text{out,AC}} [\Lambda_{m,r} (|0⟩ - (−1)^m |β⟩)] \quad (m: \text{odd}),$$ (29)

where

$$\Pi^{\text{fid}} := |0⟩ ⟨0|_A \otimes |β⟩ ⟨β|_C + |1⟩ ⟨1|_A \otimes |−⟩ ⟨−|_C.$$ (30)

We note that the right-hand side of equation (29) corresponds to $\hat{F} / N_{\text{out}}$ in the asymptotic limit.

The analysis in the asymptotic limit now reduces to finding a bound on $\text{Tr}(M_{ph} \rho_{\text{out,AC}})$ under the constraints imposed by equation (27) and equation (29). In appendix A, we derive a family of bounds $B(\kappa, \gamma)$ with
nonnegative parameters $\kappa$ and $\gamma$ satisfying
\[
\text{Tr} [\rho_{AC}(M_{ph} + \kappa \Pi^{\text{fd}} - \gamma \Pi^{\text{sig}})] \leq B(\kappa, \gamma)
\] (31)
for any density operator $\rho_{AC}$. Using $B(\kappa, \gamma)$, an upper bound on the phase error rate in the asymptotic limit is given by
\[
\frac{\hat{N}_{ph}}{N_{\text{sig}}} \leq u(\hat{F}/N_{\text{test}}) := B(\kappa, \gamma) - \kappa / N_{\text{test}} + \gamma q_{\text{th}}.
\] (32)

Next, we consider the finite-key analysis. Based on the asymptotic analysis, we anticipate that the bound $U(\hat{F})$ in equation (23) will be written in the form $U(\hat{F}) = N_{\text{sig}} u(\hat{F}/N_{\text{test}}) + \Delta$, in which the finite-size correction $\Delta$ is to be determined. In order to find $\Delta$ that bounds $\hat{N}_{ph}$ from above under general attacks, we employ Azuma’s inequality [56]. It is applicable to a series of events with general correlations, and can be used to analyze a large deviation of the total sum $\sum_{i=1}^{N} \tilde{d}^{(i)}$ of a series of random variables $\{T^{(i)}\}$ from its expectation if there is a known constraint on the conditional expectation of $T^{(i)}$, where conditioning is made on the events prior to the $i$-th. To apply this inequality to our case, we write $\hat{N}_{ph} = \sum_{i=1}^{N} \tilde{N}_{ph}^{(i)}$ and $\hat{F} = \sum_{i=1}^{N} \tilde{F}^{(i)}$ and seek a constraint on the conditional statistics of random variables $(\tilde{N}_{ph}^{(i)}, \tilde{F}^{(i)})$. A problem here is that the conditional state $\rho_{AC}^{|\xi\rangle \langle\xi|}$ on systems $A$ and $C$ has no guarantee on its reduced state on $A$, and hence does not satisfy
\[
\text{Tr}(\rho_{AC}^{|\xi\rangle \langle\xi|} \Pi^{\text{sig}}) = \beta.
\]
This prevents us from using equation (26) to impose a tight constraint on the statistics of $(\tilde{N}_{ph}^{(i)}, \tilde{F}^{(i)})$.

One way to connect the property of equation (26) to Azuma’s inequality is to add a measurement corresponding to the operator $\Pi^{\text{sig}}$ to the protocol. In [50], the trash round, in which Alice and Bob discard every data, is randomly chosen with a probability $P_{\text{trash}}$ in Actual protocol. This modification allows us to assume that, after Entanglement-sharing protocol, Alice performs measurement $(\Pi^{\text{sig}}, 1 - \Pi^{\text{sig}})$ in the trash round to determine the total number $\tilde{Q}_{\text{ph}}$ of the events corresponding to $\Pi^{\text{sig}}$. Its purpose is to treat the property of equation (26) as that of a measurement outcome. In fact, the expectation of $\tilde{Q}_{\text{ph}}$ is $N_{\text{trash}} q_{\text{th}}$, and its deviation can be easily analyzed. Azuma’s inequality is then used to analyze the large deviation of the three variables, $(\tilde{N}_{ph}^{(i)}, \tilde{F}^{(i)}, \tilde{Q}_{\text{ph}})$, for which the conditional statistics can be directly bounded using equation (31). An obvious drawback in this approach is that it wastes $N_{\text{trash}}$ rounds in Actual protocol and lowers the finite-size key rate.

Here we improve the above approach in such a way that one does not need to waste rounds. Our strategy is based on the observation that the operator $\Pi^{\text{sig}}$ commutes with $M_{ph}$. It means that we can perform the measurement $(\Pi^{\text{sig}}, 1 - \Pi^{\text{sig}})$ at the same time as the measurement of the phase error at the signal round. Thus, we do not have to add the trash rounds to obtain $\tilde{Q}_{\text{ph}}$. Since this structure is in common with [50], the same trick is also applicable to the protocol of [50]. An explicit form of $U(\hat{F})$ and the proof of equation (23) is given in appendix B.

4. Numerical simulation

We conducted simulations of the key rate $G$ for the Gaussian channel characterized by a transmissivity $\eta$ and an excess noise $\xi$. The transmissivity $\eta$ represents the amplitude damping of a coherent state. The excess noise $\xi$ represents an environmental noise generated on Bob’s side, which increases the variance by a factor of $(1 + \xi)$ [57, 58] (see appendix D for the explicit definition). For our simulations, we set $s = 104$, $s' = 51$, and $\epsilon = 2^{-s}$, ensuring that the protocol is $2^{-50}$-secure.

For the predetermined parameters $(m, r)$ of the bounded function $L_{m,r}$, we adopt $(m, r) = (1, 0.4120)$, which leads to $(\max L_{m,r}, \min L_{m,r}) = (2.824, -0.9932)$ as shown in [50]. As for $\beta$ and $f_{\text{acc}}(x)$, we adopt $\beta = \sqrt{\eta_{\text{acc}}}$ and $f_{\text{acc}}(x) = \Theta(x - x_{\text{th}})$, respectively, where $\Theta(x)$ is defined as $\Theta(x) = 1$ for $x \geq 0$ and $\Theta(x) = 0$ for $x < 0$. For each transmissivity $\eta$, we determined two coefficients $(\kappa, \gamma)$ via a convex optimization using the CVXPY 1.0.25 [59, 60] and four parameters $(\mu, P_{\text{sig}}, P_{\text{test}}, x_{\text{th}})$ via the Nelder-Mead in the scipy.optimize library in Python, in order to maximize the key rate.

We present a comparative analysis of the key rate in our proposed protocol with the previous protocol [50], which we refer to as the ‘homodyne protocol’ hereafter, in figure 2. The values of excess noise $\xi$ are assumed to be $0, 10^{-3}, 10^{-2.75}, 10^{-2.5}, 10^{-2.25}$, and $10^{-2.0}$, and we consider $N = 10^{11}$ and the asymptotic limit.

Our protocol can adopt the LLO scheme, but for the purpose of comparing the key rates, we assume the same noise model as the previous study with TLO. As expected, the key rate of our protocol using only the heterodyne measurement is lower than that of the homodyne protocol. We see that if we shift each curve for the homodyne protocol by $-1$ dB, it will be close to the corresponding curve for our protocol, except in the case of $\xi = 0$ and $N \to \infty$. 
5. Discussion

Since our protocol adopts a binary phase modulation, the heterodyne measurement in the signal rounds is utilized solely for measuring the amplitude in one quadrature. This is also seen in equations (1)–(3), where only $\omega_R$ is used, and there is no reference to $\omega_I$. This observation may lead to an alternative way of proving its security as follows.

Although the main motivation for employing the heterodyne measurement is to dispense with the phase locking of the two LOs, for the sake of proving the security, one can assume that Bob uses an LO phase-locked to Alice’s and configure his apparatus in figure 1 such that outcome $\omega_R$ is obtained from the upper-right pair of detectors, while outcome $\omega_I$ is from the lower-left pair. Then, in a signal round, the lower part is redundant, and the measurement of $\omega_R$ is equivalent to a homodyne measurement placed behind a half beam splitter. This suggests that one may just repurpose the security proof and the key length formula of the homodyne protocol \[50\], as it is, to our protocol. In what follows, we argue that it is indeed true in the asymptotic limit but the achievable key rate is much worse than that of the security proof presented in the previous sections.

To examine Eve’s strategy, let us introduce four protocols, summarized in figure 3, by modifying our protocol in stages toward the homodyne protocol of \[50\].
(I) (Our protocol) Bob performs the heterodyne measurement on the received pulse \( C \) for the signal and test. Based on the test results, Alice and Bob confirm that the fidelity of the pulse \( C \) to the coherent state \( |\beta\rangle \) is no smaller than \( F \).

(II) (Equivalent protocol) In the test round, Bob performs the heterodyne measurement on the received pulse \( C \). Based on the test results, Alice and Bob confirm that the fidelity of the pulse \( C \) is no smaller than \( F \). In the signal round, Bob sends the received pulse \( C \) to a 3-dB-pure-loss channel which is out of Eve’s reach. Then he performs the homodyne measurement on the output \( C' \) of the 3-dB-pure-loss channel. As described below, this protocol is equivalent to (I).

(III) (Homodyne protocol with trusted loss channel) The signal round is the same with the protocol (II). In the test round, Bob performs the heterodyne measurement on \( C' \). Based on the results, Alice and Bob confirm that the fidelity of the pulse \( C' \) is no smaller than \( F \).

(IV) (Homodyne protocol with untrusted loss channel) This protocol itself is the same with the protocol (III). In this case, unlike (II) and (III), we assume that Eve can attack the channel from \( C \) to \( C' \).

Protocol (I) is the all-heterodyne protocol proposed in this paper. Protocol (IV) is the case where the homodyne protocol of [50] is carried out on a channel whose transmission is lower by 3 dB. In the following, we compare the above four protocols under the assumption of the same value of the fidelity bound \( F \).

Let us begin by comparing protocols (I) and (II). As explained above, the heterodyne protocol (I) is equivalent to a half beam splitter followed by a homodyne measurement. Since a half beam splitter corresponds to a 3-dB-pure-loss channel, protocol (II) is equivalent to (I).

To analyze protocols (II), (III), and (IV), we introduce a CPTP map \( \mathcal{N}^{C\rightarrow C'} \), which represents the 3-dB-pure-loss channel appearing in protocols (II) and (III), and satisfies the following condition for any coherent state \( |\omega\rangle \):

\[
\mathcal{N}^{C\rightarrow C'}(|\omega\rangle \langle \omega|) = |\omega/\sqrt{2}\rangle \langle \omega/\sqrt{2}|.
\]

(33)

We compare these protocols by considering Eve’s possible attacks in each case, assuming that the same value of the fidelity bound \( F \) was observed in the test. An attack by Eve can be characterized by a CPTP map from \( \tilde{C} \) to \( CE \), where \( E \) means Eve’s system. We denote the allowed sets of maps for the three protocols by \( \mathcal{L}_{II} \), \( \mathcal{L}_{III} \), and \( \mathcal{L}_{IV} \). To simplify the notation, we introduce an abbreviation

\[
\mathcal{E} := (\mathcal{N}^{C\rightarrow C'} \otimes \text{id}_E) \circ \mathcal{E}^{C\rightarrow CE},
\]

(34)

and the density operator for the state of \( \tilde{C} \) prepared by Alice as

\[
\rho_{in}^\tilde{C} = \left[ (-1)^a \sqrt{\eta \mu} \right] \left[ (-1)^a \sqrt{\eta \mu} \right].
\]

(35)

Then, the sets \( \mathcal{L}_{II} \), \( \mathcal{L}_{III} \), and \( \mathcal{L}_{IV} \) can be written as

\[
\mathcal{L}_{II} = \left\{ \tilde{\chi} : \frac{1}{2} \sum_{a=0,1} (-1)^a \sqrt{\eta \mu} \text{Tr}_{E} \mathcal{E}^{C\rightarrow CE}(\rho_{in}^a) \tilde{\chi} \geq F \right\},
\]

(36)
From the monotonicity of the fidelity and equation (33), we find
\[
\langle (-1)^a \sqrt{\eta_\mu} | \text{Tr}_E \hat{\rho}^a_m \rangle \leq \langle (-1)^a \sqrt{\eta_\mu / 2} | \text{Tr}_E \hat{\rho}^a_m \rangle \leq \langle (-1)^a \sqrt{\eta_\mu / 2} | \text{Tr}_E \hat{\rho}^a_m \rangle \leq \langle (-1)^a \sqrt{\eta_\mu / 2} | \text{Tr}_E \hat{\rho}^a_m \rangle \leq \langle (-1)^a \sqrt{\eta_\mu / 2} | \text{Tr}_E \hat{\rho}^a_m \rangle.
\]
It means \( \mathcal{L}_{\text{III}} \subseteq \mathcal{L}_{\text{IV}} \). Since the map \( \hat{\mathcal{E}} \) is a special case of the general CPTP map \( \hat{\mathcal{E}}_{C-E} \), \( \mathcal{L}_{\text{III}} \subseteq \mathcal{L}_{\text{IV}} \) holds. We thus obtain
\[
\mathcal{L}_{\text{II}} \subseteq (\mathcal{L}_{\text{III}} \subseteq (\mathcal{L}_{\text{IV}}). \tag{41}
\]

The above inclusive relation with the equivalence between Protocols (I) and (II) justifies that we are able to repurpose the key rate formula for the homodyne protocol of [50] to achieve a secure key rate for the heterodyne protocol. In figure 4, the key rates from such a repurposed formula are plotted as broken curves. Because of the property of our channel model that the noise characteristics [see equation (D2)] are independent of the channel transmission, those curves are exactly the ones shifted by 3 dB from the rate curves of the homodyne protocol.

On the other hand, as seen in section 4, the key rate obtained from the present security proof (also plotted in figure 4) has only about 1-dB degradation.

Since the removal of trash rounds does not affect the asymptotic key rate, we can ascribe the origin of the key rate difference between the two security proofs shown in figure 4 to two factors deduced from the inclusive relation of equation (41): (i) the repurposed formula assumes the fidelity test at a different point and may fail to fully utilize the observed fidelity bound \( F \) and (ii) the repurposed formula overestimates Eve’s ability as if she could eavesdrop on the fictitious 3-dB loss channel.

In conclusion, we propose a full security proof of the protocol composed solely of heterodyne measurement. Our protocol enables the use of LLO to solve the security issues associated with the attacks on the strong reference pulses in the TLO schemes. It also eliminates the need for the phase locking of the LOs employed by the sender and the receiver. It thus makes its implementation easier and enhances the practical advantages of the CV-QKD protocol. In comparison with the homodyne protocol [50] under the same level of noises, our all-heterodyne protocol suffers only 1-dB penalty in the rate-distance curve. This is much better than the naive expectation based on the fact that a heterodyne detection in one quadrature is equivalent to a homodyne measurement with a 3-dB loss. In addition, we improved the proof technique to remove the ‘trash rounds’ required in the previous protocol, which also simplifies the actual procedures in the protocol.

One issue with this study is that our protocol has the serious limitation of distance when compared to the four-state protocol [48, 49]. These four-state protocols employ heterodyne measurement for signal acquisition,
which is also common in the proposed protocol. We leave it for future work to extend binary modulation to four-state modulation to achieve an improved performance.
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**Appendix A. Derivation of operator bound \( B(\kappa, \gamma) \)**

Here we construct a computable bound \( B(\kappa, \gamma) \), which satisfies an operator inequality

\[
M[\kappa, \gamma] := M_{\text{ph}} + \kappa \Pi_{\text{od}} - \gamma \Pi_{\text{ev}} \leq B(\kappa, \gamma)1
\]

for \( \kappa \geq 0 \) and \( \gamma \geq 0 \). Note that equation (A2) implies that

\[
\text{Tr}(M[\kappa, \gamma] \rho_{\text{AC}}) \leq B(\kappa, \gamma)
\]

for any density operator \( \rho_{\text{AC}} \).

We denote by \( \sigma_{\text{sup}}(O) \) the supremum of the spectrum of a bounded self-adjoint operator \( O \). The following lemma is shown in \([50]\).

**Lemma 1.** Let \( \Pi_{\text{ev}} \) be orthogonal projections satisfying \( \Pi_{\text{ev}} \Pi_{\text{od}} = 0 \). Suppose that the rank of \( \Pi_{\text{ev}} \) is no smaller than 2 or infinite. Let \( M_{\text{ev}} \) be self-adjoint operators satisfying \( \Pi_{\text{ev}} M_{\text{ev}} \Pi_{\text{ev}} = M_{\text{ev}} \leq \alpha_{\pm} \Pi_{\text{ev}} \), where \( \alpha_{\pm} \) are real constants. Let \( |\psi\rangle \) be an unnormalized vector satisfying \( (\Pi_{\text{ev}} + x\Pi_{\text{od}})|\psi\rangle = |\psi\rangle \) and \( \Pi_{\text{ev}}|\psi\rangle = 0 \). Define the following quantities with respect to \( |\psi\rangle \):

\[
C_{\pm} := \langle \psi | \Pi_{\text{ev}} | \psi \rangle (>0)
\]

\[
D_{\pm} := C_{\pm}^{-1} \langle \psi | M_{\text{ev}} | \psi \rangle
\]

\[
V_{\pm} := C_{\pm}^{-1} \langle \psi | M_{\text{ev}}^2 | \psi \rangle - D_{\pm}^2.
\]

Then, for any real numbers \( \gamma_{\pm} \), we have

\[
\sigma_{\text{sup}}(M_{\text{ev}} + \gamma_{\pm}) (\gamma_{\pm} - \gamma) \Pi_{\text{ev}} \Pi_{\text{od}} \leq \sigma_{\text{sup}}(M_{\text{od}}),
\]

where \( M_{\text{od}} \) is defined as

\[
M_{\text{od}} := \begin{bmatrix}
\alpha_{+} - \gamma_{+} & \sqrt{V_{+}} & 0 & 0 \\
\sqrt{V_{+}} & C_{+} + D_{+} - \gamma_{+} & \sqrt{C_{+} C_{-}} & 0 \\
0 & \sqrt{C_{+} C_{-}} & C_{-} + D_{-} - \gamma_{-} & \sqrt{V_{-}} \\
0 & 0 & \sqrt{V_{-}} & \alpha_{-} - \gamma_{-}
\end{bmatrix}.
\]

In order to apply this lemma to our case, we first derive an explicit form of \( M_{\text{ev(od)}} \). Let \( \Pi_{\text{ev}} \) (resp. \( \Pi_{\text{od}} \)) be the projection to the subspace with even (resp. odd) photon numbers, i.e., \( \Pi_{\text{ev}} + \Pi_{\text{od}} = 1 \) and \( (\Pi_{\text{ev}} - \Pi_{\text{od}})|\omega\rangle = | - \omega \rangle \). Rewriting equation (14) in the \( X \) basis leads to

\[
K(\omega) = \sqrt{2f_{\text{sc}0}(\omega_{\pm}) \pi} (| + \rangle_{\omega} \langle \omega | \Pi_{\text{ev}} + | - \rangle_{\omega} \langle \omega | \Pi_{\text{od}}).
\]

Then we have

\[
M_{\text{ev(od)}} = \int d^2 \omega K^d(\omega) (| + \rangle \langle + |) + (| - \rangle \langle - |) K(\omega).
\]
\begin{equation}
\frac{2}{\pi} \int_C d^2 \omega f_{\text{sc},\delta}(\omega) \Pi_{\text{ev}(od)}(\omega) \langle \omega | \Pi_{\text{ev}(od)} \rangle.
\end{equation}

We introduce
\begin{align*}
&|\phi_{\text{err}}\rangle := |1\rangle \otimes \Pi_{\text{od}}(\beta) + |0\rangle \otimes \Pi_{\text{ev}}(\beta), \\
&|\phi_{\text{cor}}\rangle := |1\rangle \otimes \Pi_{\text{ev}}(\beta) + |0\rangle \otimes \Pi_{\text{od}}(\beta),
\end{align*}

\begin{align}
M^{\text{err}}(\kappa, \gamma) &:= |1\rangle \langle +1 | \otimes M_{\text{od}} + |1\rangle \langle -1 | \otimes M_{\text{ev}} + \kappa (|\phi_{\text{err}}\rangle \langle \phi_{\text{err}}| - \gamma | -1 \rangle \langle -1 | \otimes \Pi_{\text{ev}},
M^{\text{cor}}(\kappa, \gamma) &:= \kappa (|\phi_{\text{cor}}\rangle \langle \phi_{\text{cor}}| - \gamma |0\rangle \langle 0| -1 \otimes \Pi_{\text{od}}.
\end{align}

Compared with equation (30), we see that the following relation holds:

\begin{equation}
\Pi_{\text{fid}}^\dagger = |\phi_{\text{err}}\rangle \langle \phi_{\text{err}}| + |\phi_{\text{cor}}\rangle \langle \phi_{\text{cor}}|.
\end{equation}

From equations (24), (25), (27), (A1), (A12), (A13), we can then decompose $M(\kappa, \gamma) = M_{\text{ph}} + \kappa \Pi_{\text{fid}} - \gamma \Pi_{\text{sig}}$ into a direct sum as

\begin{equation}
M(\kappa, \gamma) = M^{\text{err}}(\kappa, \gamma) \oplus M^{\text{cor}}(\kappa, \gamma).
\end{equation}

We apply Lemma 1 to $M^{\text{err}}(\kappa, \gamma)$ by choosing
\begin{align}
M_\pm &= |\pm\rangle \langle \pm| \otimes M_{\text{od}(\text{ev})} \\
|\psi\rangle &= \sqrt{\kappa} |\phi_{\text{err}}\rangle \\
\Pi_\pm &= |\pm\rangle \langle \pm| \otimes M_{\text{od}(\text{ev})} \\
\alpha_\pm &= 1 \\
\gamma_+ &= 0, \quad \gamma_- = \gamma.
\end{align}

This leads to

\begin{equation}
\sigma_{\text{sup}}(M^{\text{err}}(\kappa, \gamma)) \leq \sigma_{\text{sup}}(M_{\text{fid}}^{\text{err}}[\kappa, \gamma]),
\end{equation}

where

\begin{equation}
M_{\text{fid}}^{\text{err}}[\kappa, \gamma] := \begin{bmatrix}
1 & \sqrt{V_{\text{od}}} & 0 & 0 \\
\sqrt{V_{\text{ev}}} & \kappa C_{\text{ev}} + D_{\text{od}} & \kappa \sqrt{C_{\text{od}}C_{\text{ev}}} & 0 \\
0 & \kappa \sqrt{C_{\text{od}}C_{\text{ev}}} & \kappa C_{\text{ev}} + D_{\text{ev}} - \gamma & \sqrt{V_{\text{ev}}} \\
0 & 0 & \sqrt{V_{\text{ev}}} & 1 - \gamma
\end{bmatrix}
\end{equation}

with
\begin{align}
C_{\text{ev}} &= \langle \beta | \Pi_{\text{ev}} | \beta \rangle = e^{-|\beta|^2} \cosh |\beta|^2, \\
C_{\text{od}} &= \langle \beta | \Pi_{\text{od}} | \beta \rangle = e^{-|\beta|^2} \sinh |\beta|^2, \\
D_{\text{ev}(\text{od})} &= C_{\text{ev}(\text{od})}^{-1} \langle \beta | M_{\text{ev}(\text{od})} | \beta \rangle, \\
V_{\text{ev}(\text{od})} &= C_{\text{ev}(\text{od})}^{-1} \langle \beta | (M_{\text{ev}(\text{od})})^2 | \beta \rangle - D_{\text{ev}(\text{od})}^2.
\end{align}

Similarly, we apply Lemma 1 to $M^{\text{cor}}(\kappa, \gamma)$ by choosing
\begin{align}
M_\pm &= 0 \\
|\psi\rangle &= \sqrt{\kappa} |\phi_{\text{cor}}\rangle \\
\Pi_\pm &= |\pm\rangle \langle \pm| \otimes M_{\text{od}(\text{ev})} \\
\alpha_\pm &= 0 \\
\gamma_+ &= 0, \quad \gamma_- = \gamma.
\end{align}

This leads to

\begin{equation}
\sigma_{\text{sup}}(M^{\text{cor}}(\kappa, \gamma)) \leq \sigma_{\text{sup}}(M_{\text{fid}}^{\text{cor}}[\kappa, \gamma]),
\end{equation}

where

\begin{equation}
M_{\text{fid}}^{\text{cor}}[\kappa, \gamma] := \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & \kappa C_{\text{ev}} & \kappa \sqrt{C_{\text{od}}C_{\text{ev}}} & 0 \\
0 & \kappa \sqrt{C_{\text{od}}C_{\text{ev}}} & \kappa C_{\text{ev}} - \gamma & 0 \\
0 & 0 & 0 & -\gamma
\end{bmatrix}
\end{equation}
Next we define one of its block matrices by

\[
M_{2d}^{\text{cor}}[\kappa, \gamma] := \begin{bmatrix} \kappa C_{\text{ev}} & \kappa \sqrt{C_{\text{od}} C_{\text{ev}}} \\ \kappa \sqrt{C_{\text{od}} C_{\text{ev}}} & \kappa C_{\text{od}} - \gamma \end{bmatrix},
\]

which then satisfies

\[
\sigma_{\text{sup}}(M_{2d}^{\text{cor}}[\kappa, \gamma]) = \max \{ \sigma_{\text{sup}}(M_{2d}^{\text{cor}}[\kappa, \gamma]), 0, -\gamma \}.
\]

(A34)

Since \( \gamma, \kappa > 0 \), we have \( \det(M_{2d}^{\text{cor}}[\kappa, \gamma]) = -\gamma \kappa C_{\text{ev}} < 0 \) and hence \( \sigma_{\text{sup}}(M_{2d}^{\text{cor}}[\kappa, \gamma]) > 0 \). We can thus simplify equation (A34) as

\[
\sigma_{\text{sup}}(M_{2d}^{\text{cor}}[\kappa, \gamma]) = \sigma_{\text{sup}}(M_{2d}^{\text{cor}}[\kappa, \gamma]).
\]

(A35)

Then, from equations (A14), (A20), (A31), and (A35), we finally obtain an upper bound \( B(\kappa, \gamma) \) as

\[
B(\kappa, \gamma) = \max(\sigma_{\text{sup}}(M_{2d}^{\text{cor}}[\kappa, \gamma]), \sigma_{\text{sup}}(M_{2d}^{\text{cor}}[\kappa, \gamma])),
\]

(A36)

which satisfies equation (A2).

Appendix B. Detailed security proof

Here, we construct a function \( U \) satisfying equation (23), which determines the final key length through equation (4) and guarantees the security.

For that purpose, we will define a protocol which we call the estimation protocol. It reproduces the statistics of \( (\hat{N}_{\text{ph}}, \hat{F}) \) and is suited to the use of Azuma’s inequality. The main difference from Entanglement-sharing protocol followed by the X-basis measurements is that Alice conducts the X-basis measurement on her qubit \( A \) even when Bob’s measurement outcome is a failure. We thus define the operators for such measurements as

\[
M_{\text{est, fail}} := |x_A\rangle \langle x_A| \otimes M_{\text{fail}}
\]

for \( x_A = +, - \). The protocol is then formally defined as follows.

**Estimation protocol**

1. Alice prepares a qubit \( A \) and an optical pulse \( \hat{C} \) in the state \( |\Psi\rangle_{A\hat{C}} \) defined in equation (12) and sends \( \hat{C} \) to Bob. She repeats it \( N \) times.

2. For each of the \( N \) rounds, with the probabilities \( p_{\text{sig}} \) and \( p_{\text{fail}} \), Bob determines whether each round is ‘signal’ or ‘test’ and announces it. Based on this label, Alice and Bob proceed as follows.

   - **[signal]** Alice and Bob measure their systems and obtain \( (\hat{x}_A, \hat{x}_B) \), where the POVM elements are given by \( \{M_{kA, kB}|k_A \in \{+,-\}, k_B \in \{+,-,\text{fail}\}\} \) as defined in equation (24).

   - **[test]** Alice measures her qubit \( A \) on the Z basis (\( \{|0\rangle, |1\rangle\} \)) to obtain a bit \( \hat{a} \). Bob performs a heterodyne measurement to obtain a complex number \( \hat{\omega} \).

3. For \( i = 1, \ldots, N \), variables \( n_{\text{ph}}^{(i)}, \hat{F}^{(i)}, \hat{Q}^{(i)}, \hat{T}^{(i)} \) are defined according to table 1 by using the outcomes in Step 2 for the \( i \)-th round. Finally, the sum of these variables are defined as

\[
\hat{N}_{\text{ph}} = \sum_{i=1}^{N} n_{\text{ph}}^{(i)},
\]

(B2)

\[
\hat{F} = \sum_{i=1}^{N} \hat{F}^{(i)},
\]

(B3)

\[
\hat{Q} = \sum_{i=1}^{N} \hat{Q}^{(i)},
\]

(B4)

\[
\hat{T} = \sum_{i=1}^{N} \hat{T}^{(i)}.
\]

(B5)

The way to determine \( (\hat{N}_{\text{ph}}, \hat{F}) \) is equivalent to Entanglement-sharing protocol followed by the X-basis measurement. Therefore, if we can show that equation (23) holds true in Estimation protocol, the security of Actual protocol immediately follows.

In contrast to [30], here we defined \( \hat{Q} \) without introducing the trash rounds. It is achieved because \( \hat{Q}^{(i)} \) can be simultaneously measured with \( n_{\text{ph}}^{(i)} \) in Estimation protocol, which can be seen from the commutativity of the corresponding POVMs \( \Pi^{\text{sig}}_A \) and \( M_{\text{ph}} \). Thus, we can dispense with the trash rounds and improve the finite-key performance.

To find an upper bound \( U(\hat{F}) \) satisfying equation (23), we first find an upper bound on the expectation of \( \hat{T}^{(i)} \) for arbitrary state \( \rho_{\text{AC}} \) on Alice’s qubit \( A \) and Bob’s received pulse \( C \). From table 1, we see that \( \hat{T}^{(i)} \) and \( \hat{T} \) are
related to other variables as

$$\hat{T}^{(i)} = \frac{\hat{N}_{ph}^{(i)}}{P_{\text{sig}}} + \frac{\hat{F}^{(i)}}{P_{\text{test}}} - \gamma \frac{\hat{Q}^{(i)}}{P_{\text{sig}}}.$$  \hfill (B6)

$$\hat{T} = \frac{\hat{N}_{ph}}{P_{\text{sig}}} + \frac{\hat{F}}{P_{\text{test}}} - \gamma \frac{\hat{Q}}{P_{\text{sig}}}.$$  \hfill (B7)

For state $\rho_{AC}$ we have

$$\mathbb{E}_{\rho_{AC}}[\hat{N}_{ph}^{(i)}] = P_{\text{sig}} \text{Tr}(M_{ph}\rho_{AC})$$  \hfill (B8)

and

$$\mathbb{E}_{\rho_{AC}}[\hat{Q}^{(i)}] = P_{\text{sig}} \text{Tr}[(M_{\\text{...test}} \rho_{AC})]$$  \hfill (B9)

According to equation (11), the operator $\Pi^{\text{fid}}$ satisfies

$$\mathbb{E}_{\rho_{AC}}[\hat{F}^{(i)}] \leq P_{\text{test}} \text{Tr}(\Pi^{\text{fid}}\rho_{AC}).$$  \hfill (B10)

From the relations equations $\mathbb{1},$ (B6), (B8), (B9) and (B10), we have

$$\mathbb{E}_{\rho_{AC}}[\hat{T}^{(i)}] \leq \text{Tr}[(M_{ph} + \kappa \Pi^{\text{fid}} - \gamma \Pi^{\text{sig}})\rho_{AC}]$$

$$\leq B(\kappa, \gamma)$$  \hfill (B11)

for any state $\rho_{AC}.$ Using this property, we can derive a bound on $\hat{T}$ in the form of

$$\text{Pr}[\hat{T} - NB(\kappa, \gamma) \leq \delta_1(\epsilon/2)] \geq 1 - \frac{\epsilon}{2}$$  \hfill (B12)

by using Azuma’s inequality [56]. The detail is given in the next subsection and $\delta_1(\epsilon)$ is defined in equation (C9).

Since the variables $\{\hat{Q}^{(i)}\}_i$ are outcomes on Alice’s qubits, they are not affected by Eve’s attack. From the initial state (12), we see that they are $N$ independent Bernoulli trials. As a result, $\hat{Q}$ follows the binomial distribution with probability $P_{\text{sig}}q,$ where $q_-$ is defined in equation (28). We may then derive a bound in the form of

$$\text{Pr}[\hat{Q} - N P_{\text{sig}}q_- \leq \delta_2(\epsilon)] \geq 1 - \frac{\epsilon}{2}$$  \hfill (B13)

by using the Chernoff–Hoeffding bounding bound [61]. The detail is given in the next subsection and $\delta_2(\epsilon)$ is defined in equation (C13).

Combining equations (B7), (B12) and (B13), we obtain an explicit form of $U(\hat{F})$ as

$$U(\hat{F}) = -\kappa \frac{P_{\text{sig}}}{P_{\text{test}}} \hat{F} + \gamma \left[ N P_{\text{sig}}q_+ + \delta_2(\zeta) \right] + P_{\text{sig}}\left[ N B(\kappa, \gamma) + \delta_1(\zeta) \right],$$

which satisfies

$$\text{Pr}[\hat{N}_{ph} \leq U(\hat{F})] \geq 1 - \epsilon.$$  \hfill (B15)

This formula refers to equations (28), (A9)–(A11), (A21)–(A25), (A33), (A36), (C7)–(C9) and (C13) for the definitions used in it.
Appendix C. Derivation of finite-size corrections $\delta_1(\varepsilon)$ and $\delta_2(\varepsilon)$

Here we derive explicit forms of $\delta_1(\varepsilon)$ and $\delta_2(\varepsilon)$ appearing in equations (B12) and (B13). For $\delta_1(\varepsilon)$, we utilize Azuma’s inequality [56] in the form of the following proposition:

**Proposition 1. Azuma’s inequality** Suppose that $(X^{(k)}_i)_{k=0,1,\ldots}$ is a martingale and $(\hat{Y}^{(k)}_k)_{k=0,1,\ldots}$ is a predictable process with regard to $(X^{(k)}_i)_{k=0,1,\ldots}$, which satisfies

$$-\hat{Y}^{(k)}_k + \epsilon_{\min} \leq X^{(k)}_i - X^{(k-1)}_i \leq -\hat{Y}^{(k)}_k + \epsilon_{\max}$$

for constants $\epsilon_{\min}$ and $\epsilon_{\max}$. Then for all positive integers $N$ and all positive reals $\delta$,

$$\Pr[X^{(N)}_N - X^{(0)}_0 \geq \delta] \leq \exp\left(-\frac{2\delta^2}{(\epsilon_{\max} - \epsilon_{\min})^2 N}\right).$$

(C1)

(C2)

Here, we say a sequence $(\hat{Y}^{(k)}_k)_{k=1,2,\ldots}$ is a predictable process with respect to a sequence $(X^{(k)}_i)_{k=0,1,\ldots}$ when $\mathbb{E}[\hat{Y}^{(k)}_k | X^{<k}] = \hat{Y}^{(k)}_k$ for all $k \geq 1$, where $X^{<k} := (X^{(0)}_0, X^{(1)}_1, \ldots, X^{(k-1)}_{k-1})$. To apply Azuma’s inequality for $\hat{T}$, we use Doob decomposition of $(T^{(k)}_k)_{k=0,1,\ldots}$, given by

$$\hat{X}^{(0)}_0 = 0,$$

$$\hat{X}^{(k)}_i = \sum_{i=1}^{k} (T^{(i)}_i - \hat{Y}^{(i)}_i), \quad k \geq 1,$$

$$\hat{Y}^{(i)}_i = \mathbb{E}[T^{(i)}_i | \hat{X}^{<i}].$$

This definition guarantees that $(\hat{X}^{(k)}_k)_{k=0,1,\ldots,N}$ is a martingale, and $(\hat{Y}^{(k)}_k)_{k=0,1,\ldots,N}$ is a predictable process. According to table 1, $\hat{T}^{(i)}_i$ satisfies

$$\epsilon_{\min} \leq \hat{T}^{(i)}_i \leq \epsilon_{\max}$$

with

$$\epsilon_{\min} = \min(p_{\text{test}}^{-1} \kappa \min_{\nu \geq 0} \Lambda_{m,r}(\nu), -p_{\text{sig}}^{-1} \gamma),$$

(C7)

$$\epsilon_{\max} = \max(p_{\text{test}}^{-1} \kappa \max_{\nu \geq 0} \Lambda_{m,r}(\nu), p_{\text{sig}}^{-1}),$$

(C8)

and hence this choice fulfills equation (C1). We define

$$\delta_1(\varepsilon) := (\epsilon_{\max} - \epsilon_{\min}) \sqrt{\frac{\ln N}{2 \ln \left(\frac{1}{\varepsilon}\right)}}. \quad (C9)$$

By setting $\delta = \delta_1(\varepsilon/2)$ in Proposition 1, we obtain

$$\Pr\left[\hat{T}[\kappa, \gamma] \leq \sum_{i=1}^{N} \hat{Y}^{(i)}_i + \delta_1(\varepsilon/2)\right] \geq 1 - \frac{\varepsilon}{2}. \quad (C10)$$

Since equations (B11) and (C5) imply $\hat{Y}^{(i)}_i \leq B(\kappa, \gamma)$, we obtain equation (B12).

Next, we derive an explicit form of $\delta_2(\varepsilon)$. Since the sequence of outcomes $\{\hat{Q}^{(i)}_i\}$ obeys the Bernoulli distribution with probability $p_{\text{sig}} q_-$, we can use the Chernoff-Hoeffding bound [61] to obtain

$$\Pr[\hat{Q}_i \geq N p_{\text{sig}} q_- + \delta] \leq \exp\left[-N D\left(p_{\text{sig}} q_- + \frac{\delta}{N} || p_{\text{sig}} q_- \right)\right], \quad (C11)$$

with $0 < \delta < (1 - p_{\text{sig}} q_-) N$, where

$$D(x || y) := x \log \frac{x}{y} + (1 - x) \log \frac{1 - x}{1 - y}$$

is the Kullback-Leibler divergence. We use $\delta_2(\varepsilon) > 0$ as the unique solution for the following equations:

$$\left\{D\left(p_{\text{sig}} q_- + \frac{\delta_2(\varepsilon)}{N} || p_{\text{sig}} q_- \right) = \frac{-\log \varepsilon}{N} \quad (\varepsilon > (p_{\text{sig}} q_-)^N) \right\}$$

$$\delta_2(\varepsilon) = (1 - p_{\text{sig}} q_-) N \quad (\varepsilon \leq (p_{\text{sig}} q_-)^N). \quad (C13)$$

Then, combined with equation (C11), we have

$$\Pr[\hat{Q}_i \leq N p_{\text{sig}} q_- + \delta_2(\varepsilon)] \geq 1 - \varepsilon, \quad (C14)$$

from which equation (B13) follows.
Appendix D. Channel model and simulation

Calculation of the final key length $\hat{N}^{\text{fin}}$ in section 4 was done by assuming a channel model, from which we determined the values of parameters $\hat{N}^{\text{suc}}$, $\hat{F}$, and $H_{\text{EC}}$. We adopted a Gaussian channel as a model, and here we describe its detail.

Our model is characterized by transmissivity $\eta$ and excess noise $\xi$. When Alice sends $|(-1)^m \sqrt{\mu}|$ through this channel, the state $\rho_{\text{model}}^m$ that Bob receives is written as

$$\rho_{\text{model}}^m = \int_C d^2p_\xi \langle (-1)^m \sqrt{\mu} + \gamma | (-1)^m \sqrt{\mu} + \gamma \rangle,$$

(D1)

with

$$p_\xi(\gamma) := \frac{2}{\pi \xi} e^{-\gamma^2/\xi}.$$

(D2)

Under this channel model, the expectation value of $\hat{F}$ is calculated as

$$\mathbb{E}[\hat{F}] = N_{\text{test}} \mathbb{E}[\Lambda_{m,r}(\omega - (-1)^m \sqrt{\mu})^2]$$

$$= \frac{p_{\text{test}} N}{1 + \xi/2} \left[ 1 - (-1)^{m+1} \left( \frac{\xi/2}{1 + r(1 + \xi/2)} \right)^{m+1} \right].$$

(D3)

We used this value as the observed value of $\hat{F}$ in Actual protocol.

For $\hat{N}^{\text{suc}}$, let us define the probability $P^+$ that Alice and Bob succeed in the detection and have the same/different bits in the signal round in Actual protocol. Under our model and the choice of the step function $f_{\text{suc},0}(x) = \Theta(x - x_t)$ in section 4, it can be written as

$$P^+ = \frac{\langle 0|\mathcal{F}(\rho_{\text{model}}^m)|0 \rangle + \langle 1|\mathcal{F}(\rho_{\text{model}}^m)|1 \rangle}{2}$$

(D4)

$$P^- = \frac{\langle 0|\mathcal{F}(\rho_{\text{model}}^m)|0 \rangle + \langle 1|\mathcal{F}(\rho_{\text{model}}^m)|1 \rangle}{2}$$

(D5)

$$P^\pm = \frac{1}{2} \text{erfc} \left( x_{\text{th}} \mp \sqrt{\mu} \right) \sqrt{\frac{2}{2 + \xi}},$$

(D6)

where

$$\text{erfc}(x) := \frac{2}{\sqrt{\pi}} \int_x^\infty dt \ e^{-t^2}.$$

(D7)

With $P^\pm$, we have

$$\mathbb{E}[\hat{N}^{\text{suc}}] = N_{\text{test}} (P^+ + P^-),$$

(D8)

which was used as the value of $\hat{N}^{\text{suc}}$ in the simulation of the key rate.

For the cost $H_{\text{EC}}$ of the error correction, we assume that the efficiency of the error correction is 1.1. It means that $H_{\text{EC}}$ can be given by

$$H_{\text{EC}} = 1.1 \times \hat{N}^{\text{suc}} h(e_{\text{bit}}),$$

(D9)

with

$$e_{\text{bit}} = \frac{P^-}{P^+ + P^-}.$$

(D10)
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