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ABSTRACT. We first determine the asymptotics of the Kolmogorov metric entropy and $n$-widths of Sobolev spaces on some classes of data defined manifolds and quasi-metric measure spaces. Secondly, we develop constructive algorithms to represent those functions within a prescribed accuracy. The constructions can be based on either spectral information or scattered samples of the target function. Our algorithmic scheme is asymptotically optimal in the sense of $n$-widths and asymptotically optimal up to a logarithmic factor with respect to the metric entropy.

1. INTRODUCTION

In classical computational mathematics, it is customary to represent a function by using finitely many parameters, e.g., the coefficients of some truncated series expansion. Representing a function in terms of binary bits rather than a sequence of real numbers is the problem of quantization. A well known method for image compression is to consider the discrete cosine transform of sub-blocks of an image, and manipulate these by using a so-called quantization mask. The integers thus obtained are represented as a bit string to which coding techniques can be applied to achieve the final compressed image. Similarly, in wireless communication, one needs to transform an analogue signal into a stream of bits, from which the original signal should be recovered at the receiving end with a minimal distortion. The theory of bit representation of functions pre-dates these modern requirements and was already studied by Kolmogorov. The notion of metric entropy in the sense of Kolmogorov gives a measurement of the minimal number of bits needed to represent an arbitrary function from a compact subset of a function space. Babenko, Kolmogorov, Tikhomirov, Vitushkin, and Yerokhin have given many estimates on the metric entropy for several compact subsets of the standard function spaces, cf. [15, 31].

Constructive algorithms were derived in [18] to represent functions in suitably defined Besov spaces on the sphere using asymptotically the same number of bits as the metric entropy of these classes, except for a logarithmic factor. A generalization was obtained for compact smooth Riemannian manifolds $\mathbb{X}$ and global Sobolev spaces $W^s(L_p(\mathbb{X}))$ for $p = \infty$ in [5]. Related measures of complexity are $n$-widths [14] and were studied for some classical function spaces in [24, 25]. Both concepts, metric entropy and $n$-widths, are important complexity measures for the analysis of functions on high-dimensional datasets occurring in biology, medicine, and related areas. Many computational schemes are categorized into the field of manifold learning, where functions need to be learned from finitely many training data that are assumed to lie on some (unknown) manifold [3, 9, 22, 27, 28, 29]. While much of the recent research in this direction focuses on the understanding of data geometry, approximation theory methods were introduced in [6, 7, 17, 19, 20] to obtain certain wavelet-like frame representations of functions on such data defined spaces.

The purpose of the present paper is to generalize results on metric entropy and $n$-widths to the context of functions on data defined quasi-metric measure spaces and covering the entire range $1 \leq p \leq \infty$. Indeed, we determine the asymptotics of the metric entropy and $n$-widths for global Sobolev spaces. We will use wavelet frame expansions to obtain a representation of functions in Sobolev spaces, and this scheme is asymptotically optimal with respect to the $n$-widths and asymptotically optimal up to a logarithmic factor in the sense of the metric entropy. Our results can be extended easily to the case of Besov spaces, but we restrict ourselves to Sobolev spaces both for clarity and because no new ideas are involved in the extension to the case of Besov spaces. In addition to obtaining theoretical bounds on the metric entropy and $n$-widths, our results have the following notable features:

- The computational scheme is based on a linear approximation operator to asymptotically match the optimal bounds in the sense of $n$-widths.
- We give explicit schemes for converting the target function into a near minimal number of bits by combining the linear approximation operator with linear quantization, and we derive a reconstruction scheme from such bits to a prescribed accuracy.
- Our constructions can deal with both, spectral information as well as finitely many training data consisting of function evaluations at scattered data points.

In addition, we determine the asymptotics of the metric entropy of local Sobolev spaces. A local bit representation scheme is derived for certain alternative Sobolev spaces that express local smoothness. These spaces resemble the local Sobolev space used for the metric entropy but may not coincide exactly. Hence, we cannot claim that those local representations are near optimal although we believe that this is true and a rigorous treatment of the local case is part of our ongoing research.

The outline of this paper is as follows: In Section 2 we introduce the setting and define metric entropy and n-widths. The asymptotics of the metric entropy of global and local Sobolev spaces is determined in Section 3. In Section 4, we introduce our approximation schemes for global Sobolev spaces based on wavelet expansions and compute the asymptotics of the n-widths of global Sobolev spaces. In Section 5 we verify that linear quantization of the approximation scheme leads to optimal bit representations up to a logarithmic factor for the global Sobolev space. Local versions of Sobolev spaces are considered in Section 6. For the readers convenience, Appendix A contains a list and brief discussion of the technical assumptions used for the main results of the present paper.

2. Sobolev spaces and their metric entropy and n-widths

2.1. Diffusion measure space. To fix the setting and introduce some technical assumptions used throughout the paper, let us recall that the classical heat kernel in $\mathbb{R}^d$ is the fundamental solution to the heat equation and given by

$$G_t^{\mathbb{R}^d}(x, y) = \frac{1}{(2\pi t)^{d/2}} \exp\left(-\frac{\|x-y\|^2}{4t}\right).$$

Note that the term $(2\pi t)^{d/2}$ is the volume of a ball of radius $\sqrt{t}$. The Laplacian on the unit sphere $S^{d-1}$ induces the spherical heat kernel, which has the expansion

$$G_t^{S^{d-1}}(x, y) = \sum_{k=0}^{\infty} \exp(-\lambda_k t) \varphi_k(x) \varphi(y),$$

where $\{\varphi_k\}_{k=0}^{\infty}$ are the eigenfunctions and $\{\lambda_k\}_{k=0}^{\infty}$ the eigenvalues of the Laplacian (i.e., the Laplace-Beltrami operator) on the sphere. Those eigenfunctions are called the spherical harmonics and form an orthonormal basis for $L^2(S^{d-1})$. More generally suppose that $\mathcal{X}$ is a compact Riemannian manifold without boundary. The spectral decomposition of the Laplace-Beltrami operator yields a sequence of nondecreasing eigenvalues $\{\lambda_k\}_{k=0}^{\infty}$ and smooth eigenfunctions $\{\varphi_k\}_{k=0}^{\infty}$ that form an orthonormal basis for $L^2(\mathcal{X})$, so that the corresponding heat kernel can formally be written as in (2).

The technical assumptions that we shall introduce are indeed guided by (2). Let $(\mathcal{X}, \rho)$ be a quasi-metric space endowed with a Borel probability measure $\mu$. The system $\{\varphi_k\}_{k=0}^{\infty} \subset L^2(\mathcal{X}, \mu)$ is supposed to be an orthonormal basis of continuous functions with $\varphi_0 \equiv 1$ and our results also involve a sequence of nondecreasing real numbers $\{\lambda_k\}_{k=0}^{\infty}$ such that $\lambda_0 = 0$ and $\lambda_k \rightarrow \infty$ as $k \rightarrow \infty$. Let $N$ be a positive integer and we shall restrict us to $N = 2^n$, where $n$ is some nonnegative integer. The space of diffusion polynomials up to degree $N$ is $\Pi_N := \text{span}\{\varphi_k : \lambda_k \leq N\}$. Moreover, we imitate (2) and make use of the generalized heat kernel

$$G_t(x, y) = \sum_{k=0}^{\infty} \exp(-\lambda_k^2 t) \varphi_k(x) \varphi(y), \quad t > 0.$$
Definition 2.1 ([2]). Under the above notation, a quasi-metric space \( X \) is called a diffusion measure space if each of the following properties is satisfied:

(i) For each \( x \in X \) and \( t > 0 \), the closed ball \( B_t(x) \) of radius \( t \) at \( x \) is compact, and there is \( \alpha > 0 \) such that
\[
\mu(B_t(x)) \lesssim t^\alpha, \quad x \in X, \ t > 0.
\]

(ii) There is \( c > 0 \) such that
\[
|G_t(x,y)| \lesssim t^{-\alpha/2} \exp \left( -c \frac{d(x,y)^2}{t} \right), \quad x, y \in X, \ 0 < t \leq 1.
\]

(iii) We have \( t^{-\alpha/2} \lesssim G_t(x,x), \quad x \in X, \ 0 < t < 1 \).

This definition relates \( G_t(x,y) \) to the Euclidean heat kernel [1]. In other words, the generalized heat kernel is supposed to describe some “(artificial) heat propagation” on the diffusion measure space \( X \) that resembles the one in Euclidean space when \( d \) is meant with respect to the measure \( \mu \).

From here on, we suppose that \( X \) is a diffusion measure space throughout the present paper. It is also noteworthy that the conditions of a diffusion measure space imply that \( \mu(B_t(x)) \approx t^\alpha \), for all \( 0 < t < 1 \), cf. [6]. Thus, the volume of a ball behaves locally as in \( \mathbb{R}^\alpha \). The conditions of a diffusion measure space imply the following estimate on the Christoffel function,
\[
\sum_{\lambda_k \leq N} |\varphi_k(x)|^2 \approx N^\alpha, \quad x \in X, \ N > 0,
\]
see [2] [6] [7] for a discussion and references. By integrating over \( X \), we obtain that \( \dim(\Pi_N) \approx N^{\alpha} \), which would follow from Weyl’s law in case of a compact Riemannian manifold of dimension \( \alpha \).

Remark 2.2. It was pointed out in [2] that all technical assumptions are satisfied when \( X \subset \mathbb{R}^d \) is an \( \alpha \)-dimensional compact, connected, Riemannian manifold without boundary, with non-negative Ricci curvature, geodesic distance \( p \), and \( \mu \) being the Riemannian volume measure on \( X \) normalized with \( \mu(X) = 1 \), \( \{\varphi_k\}_{k=0}^\infty \) are the eigenfunctions of the Laplace-Beltrami operator on \( X \), and \( \{-\lambda_k\}_{k=0}^\infty \) are the corresponding eigenvalues arranged in nonincreasing order, see also [12]. For further discussions, we refer to [6] [7] [19].

Given an arbitrary normed space \( X \) and a subset \( Y \subset X \), we define, for \( f \in X \),
\[
E(f, Y, X) := \inf_{g \in Y} \|f - g\|_X.
\]

Definition 2.3. For a nontrivial ball \( B \subset X \) and \( 1 \leq p \leq \infty \), the Sobolev space of order \( s > 0 \) is
\[
W^s(L_p(B)) = \{ f \in L_p(B) : \|f\|_{W^s(L_p(B))} < \infty \},
\]
where the Sobolev norm is given by
\[
\|f\|_{W^s(L_p(B))} := \|f\|_{L_p(B)} + \sup_{N \geq 1} N^s E(f, \Pi_N, L_p(B)).
\]
The ball of radius \( r > 0 \) in \( W^s(L_p(B)) \) is denoted by
\[
\overline{W}_r^s(L_p(B)) := \{ f \in L_p(B) : \|f\|_{W^s(L_p(B))} \leq r \}.
\]

In the above definition functions in \( \Pi_N \) are simply identified with their restrictions to \( B \) and \( L_p(B) \) is meant with respect to the measure \( \mu \) restricted to \( B \).

2.2. Kolmogorov metric entropy and \( n \)-widths. Metric entropy as studied in [16] refers to the minimal number of bits needed to represent a function \( f \) up to precision \( \varepsilon \). This number determines the maximal compression when loss of information is bounded by \( \varepsilon \). For a more stringent mathematical exposition, let \( Y \) be a compact subset of a metric space \( (X, \rho) \). Given \( \varepsilon > 0 \), let \( N_\varepsilon(Y) \) be the \( \varepsilon \)-covering number of \( Y \) in \( X \), i.e., the minimal number of balls of radius \( \varepsilon \) that cover \( Y \). Suppose that \( g_1, \ldots , g_{N_\varepsilon(Y)} \) be a list of centers of these balls. Given any \( f \in Y \), there is \( g_j \) such that \( \rho(f, g_j) \leq \varepsilon \). We may then represent \( f \) using the binary representation of \( j \), and use \( g_j \) as the reconstruction of \( f \) based on this representation. Any binary enumeration of these centers takes \( \log_2(N_\varepsilon(Y)) \) many bits, which somewhat measures the complexity of \( Y \):
Definition 2.4. Let \( Y \) be a compact subset of a metric space \((X, \rho)\) and, for \( \varepsilon > 0 \), let \( N_\varepsilon(Y) \) be the \( \varepsilon \)-covering number of \( Y \) in \( X \). Then
\[
H_\varepsilon(Y, X) := \log_2(N_\varepsilon(Y))
\]
is called the metric entropy of \( Y \) in \( X \).

Thus, the metric entropy is the minimal number of bits necessary to represent any \( f \) with precision \( \varepsilon \). Let us also introduce some alternative notions of complexity:

Definition 2.5 (25). Let \( Y \) be a subset of a linear normed space \((X, \| \cdot \|)\) and let \( n \geq 1 \) be an integer.

(i) The Kolmogorov \( n \)-width of \( Y \) in \( X \) is
\[
\mathcal{K}_n(Y, X) := \inf \sup_{L_n} \inf_{x \in L_n} \| x - y \|,
\]
where the infimum is taken over all \( n \)-dimensional linear subspaces \( L_n \) in \( X \).

(ii) The linear \( n \)-width of \( Y \) in \( X \) is
\[
\mathcal{L}_n(Y, X) := \inf \sup_{F_n} \| x - F_n(x) \|,
\]
where the infimum is taken over all bounded linear operators \( F_n \) on \( X \) whose range is of dimension at most \( n \).

(iii) The Gelfand \( n \)-width of \( Y \) in \( X \) is
\[
\mathcal{G}_n(Y, X) := \inf \sup_{L_n} \| x \|,
\]
where the infimum is taken over all closed subspaces \( L_n \) of \( X \) of codimension at most \( n \).

(iv) The Bernstein \( n \)-width of \( Y \) in \( X \) is
\[
\mathcal{B}_n(Y, X) := \sup_{X_{n+1}} \sup_{\lambda} \{ \lambda : \lambda X_{n+1} \subset Y \}
\]
where the supremum is taken over all subspaces \( X_{n+1} \) of \( X \) of dimension at least \( n + 1 \) and \( X_{n+1} \) denotes the unit ball in \( X_{n+1} \).

All 4 types of widths measure the complexity of \( Y \) with respect to \( X \). It should be mentioned that especially the Gelfand \( n \)-width is an important factor in optimal recovery problems, cf. \([4, 5, 21, 23, 30]\).

In the subsequent sections we shall compute the metric entropy \((8)\) and the \( n \)-widths of the Sobolev ball \( W^s_r(L_p(\mathbb{X})) \) of radius \( r \) given by \((7)\) in the ambient space \( L_p(\mathbb{X}) \).

3. The metric entropy of global and local Sobolev spaces

We shall determine the asymptotics of the metric entropy of global and local Sobolev spaces, so let \( B \subset \mathbb{X} \) be some nontrivial ball, which is allowed to coincide with \( \mathbb{X} \). Since \( W^s(L_p(B)) \) is not finite-dimensional, \( W^s_r(L_p(B)) \) is not compact in the Sobolev space. Here, we consider \( W^s(L_p(B)) \) as a subspace of \( L_p(B) \), in which it is compact, see \([5]\) for \( B = \mathbb{X} \) and the case \( B \subset \mathbb{X} \) can be proven analogously. The following result extends findings in \([18]\) from the sphere to balls in diffusion measure spaces:

**Theorem 3.1.** If \( s > 0 \) is fixed, \( B \) is a nontrivial ball in \( \mathbb{X} \), and \( 0 < \varepsilon \leq r \), then
\[
H_\varepsilon(W^s_r(L_p(B)), L_p(B)) \asymp (r/\varepsilon)^{\alpha/s}
\]
holds, where the generic constants neither depend on \( \varepsilon \) nor on \( r \), and \( \alpha \) is the constant in Definition \([2, 1]\).

It is obvious that increased precision requires more bits, and smoother functions can be represented with fewer bits. The exact growth condition \((9)\) reflects these thoughts in a quantitative fashion.

If we can verify that the system \( \{ \varphi_k|B \} \) is linearly independent, then \([3]\) allows us to follow the lines in \([5]\) to derive Theorem \((8, 1)\).

**Proposition 3.2.** If \( B \subset \mathbb{X} \) is a nontrivial ball, then the functions \( \{ \varphi_k|B \}_{k=0}^\infty \) are linearly independent.

The proof of Proposition \((5, 2)\) requires some machinery of localization:
**Definition 3.3.** We call an infinitely often differentiable and non-increasing function $H : \mathbb{R}_{\geq 0} \to \mathbb{R}$ a low-pass filter if $H(t) = 1$ for $t \leq 1/2$ and $H(t) = 0$ for $t \geq 1$.

A standard example of a low-pass filter is

$$H(x) = \begin{cases} 1, & x \leq 1/2, \\ \exp\frac{(x-\frac{1}{2})^2 (2x^2 - 2x - 1)}{x^2 (x-1)^2}, & 1/2 \leq x \leq 1, \\ 0, & 1 \leq x. \end{cases}$$

For notational convenience, we define the kernel

$$K_N(x, y) := \sum_{k=0}^{\infty} H\left(\frac{\lambda_k}{2N}\right) \varphi_k^*(x) \varphi_k(y).$$

According to [6, 17, 19], any low-pass filter induces a localization result, namely, for fixed $S > \alpha$ and all $x \neq y$ with $N = 1, 2, \ldots$,

$$|K_N(x, y)| \lesssim \frac{N^{\alpha-S}}{\rho(x, y)^S}.$$

Alternatively, we also have for fixed $S > \alpha$ and all $x, y$ with $N = 1, 2, \ldots$,

$$|K_N(x, y)| \lesssim \frac{N^\alpha}{\max(1, (NS\rho(x, y)^S))}.$$

We find in [6] Inequality (3.12) that

$$\sup_{y \in \mathcal{Y}} \int_{\mathcal{X}} |K_N(x, y)| d\mu(x) \lesssim 1$$

holds. Now, we can take care of the proposition:

**Proof of Proposition 3.2.** Let $f = \sum_{\lambda_k < N} c_k \varphi_k$ and assume $f|_B = 0$. We shall check that $f$ vanishes on the entire quasi-metric space, so that the linear independence on $\mathcal{X}$ implies that $c_k = 0$, for all $\lambda_k < N$. For all $M > 2N$, $0 < r \leq 1$, and $x \in \mathcal{X} \setminus B$, we have

$$f(x) = \sum_{\lambda_k < N} \langle f, \varphi_k \rangle_{L_2(\mathcal{X})} \varphi_k(x)$$

$$= \sum_{k=0}^{\infty} \frac{\lambda_k}{M} \int_{\mathcal{X}} f(y) \varphi_k^*(x) \varphi_k(y) d\mu(y)$$

$$= \int_{\mathcal{X} \setminus B_r(x)} f(y) K_M(x, y) d\mu(y) + \int_{B_r(x)} f(y) K_M(x, y) d\mu(y).$$

In order to derive $f(x) = 0$, we shall estimate the two above terms separately. First, we can apply the localization property [13] with $S = \alpha + 2$ and obtain

$$\left| \int_{\mathcal{X} \setminus B_r(x)} f(y) K_M(x, y) d\mu(y) \right| \lesssim \|f\|_{L_1(\mathcal{X})} M^{-2r-S},$$

which tends to zero when $r = M^{-1/S}$ and $M$ tends to infinity. We can bound the second term by applying the Hölder inequality, the estimate [13], and the volume decay of the ball $B_r(x)$.

$$\left| \int_{B_r(x)} f(y) K_M(x, y) d\mu(y) \right| \leq \int_{B_r(x)} \left| K_M(x, y) \right| d\mu(y) \|f\|_{L_1(\mathcal{X})}$$

$$\lesssim \mu(B_r(x)) \|f\|_{L_1(\mathcal{X})} \lesssim r^{\alpha}\|f\|_{L_1(\mathcal{X})}.$$
Since the system \(\{\varphi_k|_{\mathcal{B}}\}\) is indeed linearly independent and \([4]\) holds, we can follow the approach in \([3]\) with \(B\) in place of \(X\), which proves Theorem \([5,1]\) that serves as a benchmark for function representation on diffusion measure spaces. The remaining part of the present work is dedicated to develop a scheme that matches the optimality bound at least up to a logarithmic factor.

4. Approximating functions globally from scattered data and \(n\)-widths

This section is dedicated to introduce our approximation scheme, to discuss its capabilities to characterize certain smoothness spaces, and to determine the asymptotics of the \(n\)-widths.

4.1. Quadrature measures. This section is dedicated to some technical details needed to develop our approximation scheme. We first aim to replace the integral over diffusion polynomials with a finite sum or at least with an integral over a “simpler” measure.

**Definition 4.1.** We say that the **strong product assumption** holds if there is a constant \(a > 0\) such that 
\[
f \cdot g \in \Pi_{aN} \quad \text{for all } f, g \in \Pi_N.
\]

It should be mentioned that similar product assumptions were used in \([10]\) and that we suppose that the strong product assumption holds throughout the remaining part of the present paper. Note that the strong product assumption holds in compact smooth Riemannian manifolds and the function system are eigenfunctions of the Laplace-Beltrami operator, cf. \([2]\) Theorem \(A.1\). It is also noteworthy that the theory of localized summation kernels was adapted to a so-called weak product assumption introduced in \([19]\), but we shall restrict us to its strong counterpart to avoid some technical issues and to not lose focus in the presentation.

**Definition 4.2.** A signed Borel measure \(\nu\) on \(X\) is called a **quadrature measure** of order \(N\) if
\[
\int_X f(x) d\mu(x) = \int_X f(x) d\nu(x), \quad \text{for all } f \in \Pi_{aN}.
\]

**Definition 4.3.** For fixed \(1 \leq p \leq \infty\), a signed Borel measure \(\nu\) on \(X\) is called a **Marcinkiewicz-Zygmund measure** of order \(N\) if the \(L_p\)-norm \(\|f\|_{L_p(X)}\) of \(f\) with respect to \(|\nu|\) satisfies
\[
\|f\|_{|\nu|,L_p(X)} \asymp \|f\|_{L_p(X)}, \quad \text{for all } f \in \Pi_{aN},
\]
and \(|\nu|\) denotes the total variation measure of \(\nu\). A signed Borel measure is called a **Marcinkiewicz-Zygmund quadrature measure** of order \(N\) if it is both, a quadrature and a Marcinkiewicz-Zygmund measure of order \(N\).

**Definition 4.4.** For fixed \(1 \leq p \leq \infty\), a family \((\nu_N)_{N=1}^\infty\) of Marcinkiewicz-Zygmund (quadrature) measures of order \(N\), respectively, is called **uniform** if the generic constants in \([11]\) can be chosen independently of \(N\).

The existence of uniform families of Marcinkiewicz-Zygmund quadrature measures are proven for fairly general smooth Riemannian manifolds in \([9,7]\), where a construction procedure is outlined. Also, note that there are families of uniform Marcinkiewicz-Zygmund quadrature measures with finite support.

The Definitions \([8]\) and \([7]\) imply that \(W^s(L_p(B))\) and \(W^s(L_p(B))\) are contained in the \(L_p(B)\)-closure of the diffusion polynomials. In the proof of Theorem \([3,1]\) we have already used this closure and make it a formal definition here:

**Definition 4.5.** Let \(X_p(X)\) denote the \(L_p(X)\)-closure of the diffusion polynomials \(\bigcup_{N \geq 1} \Pi_N\).

This section is supposed to provide a complementary perspective on our approximation scheme. Here, we derive the reconstruction formulas from a wavelet perspective by summarizing the approach in \([20]\), which was later applied in \([13]\) to build wavelet frames on graphs.

4.2. Tight wavelet frames. In a series of papers \([3,7,17,19,20]\) the theory of diffusion wavelets and localized summation kernels was developed, which shall be the basis of our computational scheme matching the metric entropy. Before we construct wavelets on the diffusion measure space \(X\) though, we review the standard setting of wavelets on the real line. Given a function \(\Phi \in L_2(\mathbb{R})\) (sometimes called the mother
wavelet), we define \( \Phi_{0,y}(x) = \Phi(x - y) \), for \( y \in \mathbb{Z} \). We call a function \( \Psi \in L_2(\mathbb{R}) \) an orthonormal wavelet (or father wavelet) if the collection
\[
\{ \Phi_{0,y} : y \in \mathbb{Z} \} \cup \{ \Psi_{j,y} : y \in \mathbb{Z}, \ j = 1, 2, \ldots \}
\]
is an orthonormal basis for \( L_2(\mathbb{R}) \), where \( \Psi_{j,y}(x) = 2^{j/2}\Psi(2^j x - y) \). The parameter \( j = 0, 1, 2, \ldots \) refers to the scaling, and we therefore speak of a multiscale system. Clearly, \( \Phi \) and \( \Psi \) are closely tied to each other, and the definitions of \( \Phi_{0,y} \) and \( \Psi_{j,y} \) are equivalent to
\[
\widehat{\Phi}_{0,y}(\omega) = \widehat{\Phi}(\omega) e^{-2\pi i \omega y}, \quad \text{and} \quad \widehat{\Psi}_{j,y}(\omega) = 2^{-j/2} \widehat{\Psi}(2^{-j} \omega) e^{-2\pi i \omega 2^{-j} y},
\]
respectively, where the Fourier transform of \( f \) with weights \( w_{\mu} \) combined with the quadrature property of \( \Psi \).

Next, we suppose that the strong product assumption holds. In [26, Theorem 3], the relation (18) was then
\[
|\langle f, e_\omega \rangle| = \int_{\mathbb{R}} f(x) e^{-2\pi i \omega x} dx.
\]
Here, we have applied the notation \( e_\omega(x) = e^{2\pi i \omega x} \), so that \( \{ e_\omega \}_{\omega \in \mathbb{R}} \) are the eigenfunctions of the Laplace operator on \( \mathbb{R} \).

To derive wavelets on the diffusion measure space \( X \), we shall use [15] as a guiding scheme. We replace \( \mathbb{R} \) with \( X \) and use the notation of Section 27. In analogy to (10), the Fourier transform is defined by
\[
\hat{f}(k) = \langle f, \varphi_k \rangle = \int_X f(x) \varphi_k^*(x) d\mu(x).
\]
If \( X \) is a smooth Riemannian manifold, then the functions \( \{ \varphi_k \}_{k=0}^\infty \) can be the eigenfunctions of the Laplace-Beltrami operator on \( X \), but it is not a requirement, and we only suppose that \( X \) is a diffusion measure space. Let \( h, g : \mathbb{R}_+ \rightarrow \mathbb{R} \) be continuous functions with \( h(x), g(x) \rightarrow 0 \), for \( x \rightarrow \infty \) sufficiently fast, such that
\[
\hat{\Phi}_{0,y}(k) := h(\lambda_k) \varphi_k^*(y), \quad \hat{\Psi}_{j,y}(k) := g(2^{-j} \lambda_k) \varphi_k^*(y),
\]
is square-summable in \( k \), so that \( \Phi_{0,y} \) and \( \Psi_{j,y} \) are well-defined. Note that (17) is the analogue of (15) in the sense that \( h \) and \( g \) play the roles of \( \hat{\Phi} \) and \( \hat{\Psi} \), respectively, \( \lambda_k \) replaces the frequency \( \omega \), and \( j \) is still the scaling parameter. To match the translation in (15) given by \( 2^{-j}y \), we will choose \( y \) in (17) depending on the scaling parameter \( j \), which needs some preparation.

To simplify notation, let \( N_j := 2^{j+1} \) and suppose that \( \{ \mu_j \}_{j=0}^\infty \) is a family of quadrature measures of order \( (N_j)^{\infty}_{j=0} \), respectively. Note that \( \Psi_{j,y} \in \Pi_{N_j} \) holds. In addition, suppose that \( h : \mathbb{R}_+ \rightarrow \mathbb{R} \) is a nonincreasing function with support in \([0, 1]\) and \( h(t) = 1 \) on \([0, c_0]\), where \( 0 < c_0 < 1 \). If we define \( g(t) := \sqrt{h^2(t/2) - h^2(t)} \), then
\[
|h(\lambda_k)|^2 + \sum_{j=1}^\infty |g(2^{-j} \lambda_k)|^2 = 1, \quad \text{for all } k = 0, 1, \ldots
\]
Next, we suppose that the strong product assumption holds. In [26, Theorem 3], the relation (18) was then combined with the quadrature property of \( \{ \mu_j \}_{j=0}^\infty \) to derive, for all \( f \in L_2(X) \),
\[
f = \sum_{j=0}^\infty \int_X \langle f, \Psi_{j,y} \rangle \Psi_{j,y} d\mu_j(y), \quad \|f\|_{L_2} = \sum_{j=0}^\infty \int_X |\langle f, \Psi_{j,y} \rangle|^2 d\mu_j(y),
\]
where we have applied \( \Psi_{0,y} := \Phi_{0,y} \). Thus, if the support of \( \mu_j \) is compact and given by \( \{y_{j,1}, \ldots, y_{j,n_j}\} \) with weights \( w_{j,i} := \mu_j(\{y_{j,i}\}) \), then the system
\[
\{ \sqrt{w_{j,i}} \Psi_{j, y_{j,i}} : i = 1, \ldots, n_j, \ j = 0, 1, \ldots \}
\]
is a tight frame for \( L_2(X) \), which refers to the following concept: Given a countable index set \( I \), a collection \( \{f_i : i \in I\} \) in a Hilbert space \( \mathcal{H} \) is called a frame in \( \mathcal{H} \) if there exist two constants \( A, B > 0 \) such that
\[
A \|f\|_{\mathcal{H}}^2 \leq \|\langle (f, f_i)_{i \in I}\rangle_{L_2(I)}\|_{\mathcal{H}}^2 \leq B \|f\|_{\mathcal{H}}^2, \quad \text{for all } f \in \mathcal{H}.
\]
If we can choose \( A = B \) in (20), then \( \{f_i : i \in I\} \) is called a tight frame, and we obtain the reconstruction formula
\[
f = \frac{1}{A} \sum_{i \in I} \langle f, f_i \rangle f_i,
\]
for all $f \in \mathcal{H}$. Thus, although being a much more flexible concept, tight frames provide many features of orthogonal bases. This comes in handy when the construction of an orthogonal basis is cumbersome or even impossible in some situations.

4.3. Summation kernels and wavelet frames. This section is dedicated to write the wavelet expansion in a more compact form by means of a summation kernel.

For some signed Borel measure $\nu$ on $\mathbb{X}$ and $f \in L_1(\mathbb{X},|\nu|)$, we can define, for $N = 2^n$, $n = 0, 1, 2, \ldots$,

$$
\sigma_N(f, \nu) := \sum_{k=0}^\infty H\left(\frac{\lambda_k}{N}\right) \int_\mathbb{X} f(y) \varphi_k^*(y) \varphi_k d\nu(y) = \int_\mathbb{X} f(y) K_N(\cdot, y) d\nu(y).
$$

We shall verify that the approximation $\sigma_N(f, \mu)$ can be thought of as the wavelet expansion in $\mathbb{P}$, where the scales $j$ are bounded by $n$ with $N = 2^{n+1}$. Let $h := \sqrt{H}$, $N = 2^{n+1}$ and $j = 0, \ldots, n$. As before, if we choose $g(t) = \sqrt{h^2\left(\frac{t}{2}\right) - h^2(t)}$ implying, for all $k = 0, 1, \ldots$,

$$
|h(\lambda_k)|^2 + \sum_{j=0}^n |g(2^{-j} \lambda_k)|^2 = H\left(\frac{\lambda_k}{N}\right).
$$

By using the latter and the strong product assumption, a straightforward calculation yields

$$
\sigma_N(f, \mu) = \sum_{k=0}^\infty H\left(\frac{\lambda_k}{N}\right) \hat{f}(k) \varphi_k = \sum_{j=0}^n \int_\mathbb{X} \langle f, \psi_{j,y} \rangle \psi_{j,y} d\mu_j(y).
$$

Thus, $\sigma_N(f, \mu)$ is a wavelet expansion up to the scale $n$.

For a fully discrete scheme, we still need to approximate the inner product $\langle f, \psi_{j,y} \rangle$ using the quadrature measure $\mu_n$, i.e.,

$$
\langle f, \psi_{j,y} \rangle \approx \int_\mathbb{X} f(x) \Psi_{j,y}(x) d\mu_n(x).
$$

By applying $\mu_j$ to approximate $\hat{f}(k)$, we turn into our approximation scheme

$$
\sigma_N(f, \mu_n) := \sum_{k=0}^\infty H\left(\frac{\lambda_k}{N}\right) \varphi_k \int_\mathbb{X} f(y) \varphi_k^*(y) d\mu_n(y)
$$

$$
= \sum_{j=0}^n \int_\mathbb{X} \int_\mathbb{X} f(x) \Psi_{j,y}(x) d\mu_n(x) \Psi_{j,y} d\mu_j(y).
$$

Thus, we make use of $\mu_n$ and $\mu_j$ to derive $\sigma_N(f, \mu_n)$.

4.4. Characterization of global Sobolev spaces and their $n$-widths. We have seen that $\sigma_N$ can be derived from a wavelet expansion. In this section, we shall verify that it can be used to characterize membership in Sobolev spaces.

Fix $1 \leq p \leq \infty$ and suppose now that $(\mu_N)_{N=1}^\infty$ is a uniform family of Marcinkiewicz-Zygmund quadrature measures of order $N$, respectively. According to \cite{6} Inequality (3.13), we have

$$
\|\sigma_N(f, \mu_N)\|_{L_p} \lesssim \|f\|_{\|\mu_N\|, L_p},
$$

as long as $f \in L_p(\mathbb{X},|\mu_N|)$, and the generic constant can be chosen independently of $f$ and $N$. Later, we shall need that also $\|f\|_{\|\mu_N\|, L_p} \lesssim \|f\|_{L_p(\mathbb{X})}$ holds, for all $f \in X_p(\mathbb{X})$ (not just $f \in \Pi_N$), which is obvious for $p = \infty$, because $X_\infty(\mathbb{X})$ consists of continuous functions. For $1 \leq p < \infty$, we have not yet found any explicit example except for the measure $\mu$ itself. Therefore, we shall simply restrict us to $\mu_N = \mu$, $N = 1, 2, 4, \ldots$ in this case.

We can also estimate

$$
\sup_{x \in \mathbb{X}} \int_\mathbb{X} |K_N(x, y)| d\mu_N(y) \lesssim 1,
$$
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Remark 4.7. Note that (28) is the quadrature version of (13). The transition from one scale to the next is defined by
\[
\tau_n(f, \mu_N) := \sigma_N(f, \mu_N) - \sigma_{N/2}(f, \mu_N).
\]
Next, we shall characterize global Sobolev smoothness using \(\sigma_N\) and \(\tau_N\), see [6, 17, 19, 20].

**Theorem 4.6.** Suppose that \(1 \leq p \leq \infty\) and assume that \((\mu_N)_{N=1}^\infty\) is a uniform family of Marcinkiewicz-Zygmund quadrature measures of order \(N\), respectively, if \(p = \infty\). For \(1 \leq p < \infty\) we choose \(\mu_N = \mu\), \(N = 1, 2, 4, \ldots\). Assume further that \(H\) is a low-pass filter. Then, for all \(f \in W^s(L_p(\mathbb{X}))\), we have
\[
\|f - \sigma_N(f, \mu_N)\|_{L_p(\mathbb{X})} \lesssim N^{-s}\|f\|_{W^s(L_p(\mathbb{X}))}, \quad \|\tau_N(f, \mu_N)\|_{L_p(\mathbb{X})} \lesssim N^{-s}\|f\|_{W^s(L_p(\mathbb{X}))},
\]
where the generic constants do not depend on \(N\) or \(f\). On the other hand, if, for \(f \in L_p(\mathbb{X})\), there are generic constants not depending on \(N\) such that
\[
\|f - \sigma_N(f, \mu_N)\|_{L_p(\mathbb{X})} \lesssim N^{-s}, \quad \text{or} \quad \|\tau_N(f, \mu_N)\|_{L_p(\mathbb{X})} \lesssim N^{-s},
\]
then \(f \in W^s(L_p(\mathbb{X}))\).

**Remark 4.7.** Let us point out again that we suppose \(\mu_N = \mu\), \(N = 1, 2, 4, \ldots\) for \(1 \leq p < \infty\). In this case, the term \(\sigma_N(f, \mu_N)\) contains spectral information \(\hat{f}(k)\) since \(\sigma_N(f, \mu) = \sum_{k=0}^\infty \hat{H}(\frac{N}{N_k}) \hat{f}(k)\phi_k\). If \(p = \infty\) and \(\mu_N\) has finite support, then we have an approximation scheme that uses finitely many training data consisting of function evaluations at scattered data points.

We have already determined the asymptotics of the Kolmogorov metric entropy. Here, we shall determine the \(n\)-widths for the global Sobolev space.

**Theorem 4.8.** The \(n\)-widths of \(\Pi^s_p(L_p(\mathbb{X}))\) in \(L_p(\mathbb{X})\) satisfy
\[
r_n^{-s/\alpha} \asymp \mathcal{K}_n \asymp \mathcal{L}_n \asymp \mathcal{G}_n \asymp \mathcal{B}_n.
\]

**Proof.** According to [25, Theorem 1.1], we have the following relationships among the four widths:
\[
\mathcal{L}_n \asymp \mathcal{K}_n, \quad \mathcal{G}_n \asymp \mathcal{B}_n.
\]
The operator \(\sigma_N\) is bounded on \(L_p(\mathbb{X})\) and \(\sigma_N(f)\) is an element in \(\Pi_N\). Since \(\dim(\Pi_N) \asymp N^\alpha\), we have \(n^{1/\alpha} \asymp N\). Theorem 4.6 yields \(r_n^{-s/\alpha} \asymp \mathcal{L}_n\).

To verify the appropriate lower bound on \(\mathcal{B}_n\), we take the subspace \(\Pi_{N+1}\) and aim to derive a generic constant \(c > 0\) such that \(cN^{-s}\Pi_{N+1} \subset \Pi_{N}^s(L_p(\mathbb{X}))\), where \(\Pi_{N+1} = \{f \in \Pi_{N+1} : \|f\|_{L_p(\mathbb{X})} \leq 1\}\). For \(f \in \Pi_{N+1}\), let \(g := rN^{-s}f\). We obtain \(\|g\|_{L_p(\mathbb{X})} \leq rN^{-s}\) and, for \(M > N\), we derive \(E(g, \Pi_M, L_p(\mathbb{X})) = 0\). The choice \(M \leq N\) yields
\[
E(g, \Pi_M, L_p(\mathbb{X})) = rN^{-s}\|f - \sigma_M(f)\|_{L_p(\mathbb{X})} \lesssim rN^{-s},
\]
because \(\|f\|_{L_p(\mathbb{X})} \leq 1\) and \(\|\sigma_M(f)\|_{L_p(\mathbb{X})} \lesssim \|f\|_{L_p(\mathbb{X})}\). Thus, \(\sup_{M \geq 1} M^sE(g, \Pi_M, L_p(\mathbb{X})) \lesssim r\) holds. We have verified that there is a generic constant \(c\) such that \(cN^{-s}\mathcal{K}_{N+1} \subset \Pi_{N+1}^s(L_p(\mathbb{X}))\). Therefore, we obtain that \(\mathcal{B}_n \gtrsim rN^{-s/\alpha}\) holds.

It should be mentioned that upper bounds on the Kolmogorov and linear \(n\)-widths for compact Riemannian manifolds were already derived in [11], where also the exact asymptotics were obtained for compact homogeneous manifolds. The Kolmogorov \(n\)-width for Besov spaces on the sphere was studied in [4].

5. Bit representation in global Sobolev spaces

This section is dedicated to verify that linear quantization of the approximation scheme \(\sigma_N(f, \mu_N)\) enables bit representations matching the optimality bounds derived in Theorem 3.1 up to a logarithmic factor. First, we recall the formula (21),
\[
\sigma_N(f, \mu_N) = \sum_{k=0}^{\infty} H\left(\frac{\lambda_k}{N}\right) \int_{\mathbb{X}} f(y)\phi_k^*(y) \phi_k d\mu_N(y),
\]
where \((\mu_N)_{N=1}^\infty\) is a uniform family of Marcinkiewicz-Zygmund quadrature measures of order \(N\), respectively, if \(p = \infty\). Again, if \(1 \leq p < \infty\), then we choose \(\mu_N = \mu\), \(N = 1, 2, 4, \ldots\).
Since $H(t) = 1$, for $t \in [0, 1/2]$ and $H(t) = 0$, for $t > 1$, we observe that $H(\frac{t}{2})H(\frac{t}{2^n}) = H(\frac{t}{2^n})$. If $(\nu_N)_{N=1}^{\infty}$ is a family of quadrature measures of order $N$, respectively, then a straight-forward calculation using the strong product assumption yields

$$\sigma_N(f, \mu_N) = \int_X \sigma_N(f, \mu_N, y) \sum_{k=0}^{\infty} H(\frac{\lambda_k}{2^n}) \phi_k^*(y) d\nu_N(y) \phi_k,$$

The representation (31) involves the quadrature measure $\nu_N$ and the Marcinkiewicz-Zygmund quadrature measure $\mu_N$. To design the final approximation scheme, we fix some $S > 1$ and apply the quantization

$$I_N(f, \mu_N, y) = [N^S \sigma_N(f, \mu_N, y)],$$

and define the actual approximation by

$$\sigma^*_N(f, \mu_N, \nu_N) := N^{-S} \int_X I_N(f, \mu_N, y) \sum_{k=0}^{\infty} H(\frac{\lambda_k}{2^n}) \phi_k^*(y) d\nu_N(y) \phi_k.$$

In other words, we replace $\sigma_N(f, \mu_N, y)$ in (31) with a number on the grid $\frac{1}{N}Z$.

We have the following result for the ball $\mathcal{F}(L_p(\mathbb{X}))$ of radius $r$ of the global Sobolev space given by (30). It extends results in [5] from compact Riemannian manifolds and $p = \infty$ to diffusion measure spaces and to the entire range $1 \leq p \leq \infty$:

**Theorem 5.1.** Suppose that $(\mu_N)_{N=1}^{\infty}$ is a uniform family of Marcinkiewicz-Zygmund quadrature measures of order $N$, respectively, if $p = \infty$. For $1 \leq p < \infty$ we choose $\mu_N = \mu$, $N = 1, 2, 4, \ldots$. Assume further that $H$ is a low-pass filter. We also suppose that $(\nu_N)_{N=1}^{\infty}$ are Marcinkiewicz-Zygmund quadrature measures with $\# \text{supp} (\nu_N) \lesssim N^\alpha$. For fixed $s > 0$ and $S > \max(1, s)$, we apply the discretizations (32) and (33). Then there is a constant $c > 0$ such that, for all $f \in \mathcal{F}(L_p(\mathbb{X}))$,

$$||f - \sigma^*_N(f, \mu_N, \nu_N)||_{L_p(\mathbb{X})} \leq crN^{-s}$$

holds. For $crN^{-s} = \varepsilon \leq 1$ and $\varepsilon \leq r$, the number of bits needed to represent all integers $\{I_N(f, \mu_N, y) : y \in \text{supp}(\nu_N)\}$ does not exceed a positive constant (independent of $\varepsilon$ and $r$) times

$$(r/\varepsilon)^{\alpha/s}(1 + \log_2(r/\varepsilon)).$$

**Remark 5.2.** To avoid some technicalities in the presentation, we stated the Theorems 3.1 and 6.7 using Sobolev smoothness. Straight-forward modifications would cover the full scale of Besov spaces as for the spherical setting in [18].

Before we take care of the proof, we discuss a fairly general example, in which the above assumptions are satisfied. It was pointed out in [2] that if the diffusion measure space $\mathbb{X}$ is a compact Riemannian manifold without boundary and with nonnegative Ricci curvature, $\rho$ the geodesic distance, and $\mu$ the normalized Riemannian volume measure, then the technical assumptions in Theorem 3.1 can indeed be satisfied: the smooth cut-off property is satisfied, and [7] Theorem A.1 implies the strong product assumption. Moreover, the results in [6] Theorem 3.1 imply that there is a uniform family of finitely supported Marcinkiewicz-Zygmund quadrature measures $(\mu_N)_{N=1}^{\infty}$ of order $N$, respectively, such that $\# \text{supp}(\mu_N) \asymp N^\alpha$, where $\alpha$ as in Definition 2.1. Thus, we have the following result:

**Corollary 5.3.** Suppose that the diffusion measure space $\mathbb{X}$ is a compact Riemannian manifold without boundary and with nonnegative Ricci curvature, $\rho$ the geodesic distance, and $\mu$ the normalized Riemannian volume measure. Let $H$ be a low-pass filter. Then there are two uniform families $(\mu_N)_{N=1}^{\infty}$ and $(\nu_N)_{N=1}^{\infty}$ of finitely supported Marcinkiewicz-Zygmund quadrature measures of order $N$, respectively, such that the following holds: For fixed $s > 0$ and $S > \max(1, s)$, the discretizations (32) and (33) yield that there is a constant $c > 0$ such that, for all $f \in \mathcal{F}(L_p(\mathbb{X}))$,

$$||f - \sigma^*_N(f, \mu_N, \nu_N)||_{L_{\infty}(\mathbb{X})} \leq crN^{-s}$$

holds. For $crN^{-s} = \varepsilon \leq 1$ and $\varepsilon \leq r$, the number of bits needed to represent all integers $\{I_N(f, \mu_N, y) : y \in \text{supp}(\nu_N)\}$ does not exceed a positive constant (independent of $\varepsilon$ and $r$) times

$$(r/\varepsilon)^{\alpha/s}(1 + \log_2(r/\varepsilon)).$$
Proof of Theorem 5.1. The triangle inequality yields
\[ \|f - \sigma_N^s(f, \mu_N)\|_{L_p(X)} \lesssim \|f - \sigma_N(f, \mu_N)\|_{L_p(X)} + \|\sigma_N(f, \mu_N) - \sigma_N^s(f, \mu_N, \nu)\|_{L_p(X)}. \]

Since Theorem 4.3 implies \( \|f - \sigma_N(f, \mu_N)\|_{L_p(X)} \lesssim N^{-s}r\|f\|_{W^s(L_p(X))}, \) we only need to take care of the term on the far most right. The quantization (32) immediately yields
\[ |\sigma_N(f, \mu_N, y) - N^{-s}I_N(f, \mu_N, y)| \leq N^{-s}, \quad \text{for all } y \in \text{supp}(\nu_N), \]
so that (31) and (28) imply
\[ \|\sigma_N(f, \mu_N) - \sigma_N^s(f, \mu_N)\|_{L_p(X)} = \| \int_X (\sigma_N(f, y) - N^{-s}I_N(f, \mu_N, y))K_N(. , y) d\nu_N(y) \|_{L_p(X)} \lesssim N^{-s} \leq N^{-s}. \]
Hence, we have derived (34).

To tackle (35), we observe that the localization property (12) yields \( \|g\|_{L_\infty} \lesssim N^\alpha \|g\|_{L_1}, \) for all \( g \in \Pi_N, \) see also [19, Lemma 5.5] for more general Nikolskii inequalities. We apply (36) and then use \( \sigma_N(f, \mu_N) \in \Pi_N \) with \( L_p \to L_1, \) which yields
\[ |I_N(f, \mu_N, y)| \lesssim N^\alpha \|\sigma_N(f, \mu_N)\|_{L_\infty(X)} \lesssim N^{\alpha+s} \|\sigma_N(f, \mu_N)\|_{L_p(X)}. \]

According to [19] Theorem 5.1, \( \|\sigma_N(f, \mu_N)\|_{L_p(X)} \lesssim \|f\|_{L_p(X)} \) holds. Since \( f \) is contained in the ball of radius \( r, \) so that \( \|f\|_{L_p(X)} \leq r, \) we see that
\[ |I_N(f, \mu_N, y)| \lesssim \epsilon N^{\alpha+s}. \]
Thus, the number of bits needed to represent each single \( I_N(f, \mu_N, y) \) at most \( \log_2(c_1 \epsilon N^{\alpha+s}), \) where \( c_1 \geq 1 \) is a positive constant. Note that we can assume that \( c_1 \epsilon N^{\alpha+s} \geq 1 \) because otherwise \( I_N(f, \mu_N, y) \) would be zero. Since \( \#\text{supp}(\nu_N) \lesssim N^\alpha, \) we have \( \#\{I_N(f, \mu_N, y) : y \in \text{supp}(\nu_N)\} \lesssim N^\alpha. \) Therefore, the total number of bits needed to represent all numbers \( \{I_N(f, \mu_N, y) : y \in \text{supp}(\nu_N)\} \) is at most \( c_2 N^{\alpha} \log_2(c_1 \epsilon N^{\alpha+s}), \) where \( c_2 \) is a positive constant. By using \( \epsilon N^{-s} = \epsilon \leq r \) and \( \epsilon \leq 1, \) we derive that the number of necessary bits does not exceed
\[ c_2 \epsilon^{\alpha/s}(r/\epsilon)^{\alpha/s} \log_2(c_1 \epsilon N^{\alpha+s}) \lesssim (r/\epsilon)^{\alpha/s} \log_2(c_1 \epsilon^{(S+\alpha)/s} N^{\alpha+s}/\epsilon) \lesssim (r/\epsilon)^{\alpha/s} \log_2((c_1 \epsilon)^{S+\alpha}/\epsilon) \lesssim (r/\epsilon)^{\alpha/s}(1 + \log_2(r/\epsilon)), \]
which concludes the proof.

The Theorem 5.1 and Corollary 5.3 yield that our bit representation scheme is optimal with respect to the metric entropy as derived in Theorem 5.1 at least up to a logarithmic factor.

6. Bit representation of locally smooth functions

Our metric entropy result in Theorem 5.1 covers \( W^s(L_p(B)), \) where \( B \) is some ball in \( X, \) and in the previous section we derived a bit-representation scheme for the global Sobolev space, i.e., \( B = X. \) It turns out that the case \( B \subseteq X \) is more involved because we do not have results that characterize \( W^s(L_p(B)) \) by means of \( \sigma_N \) and \( \tau_N. \) In fact, \( \sigma_N \) and \( \tau_N \) require functions to be defined globally so that one would be forced to deal with boundary effects. On the other hand, \( B \) itself may not be a diffusion measure space satisfying all required assumptions. Thus, we try to circumvent such difficulties by defining another Sobolev space that "resembles" \( W^s(L_p(B)) \) and for which we can construct a bit representation scheme.

6.1. Characterization of local smoothness by local approximation rates. Before we can discuss local smoothness, few technical details need to be introduced and we make use of \( C^\infty(X) := \bigcap_{s > 0} W^s(L_\infty(X)). \)

**Definition 6.1.** We say that \( X \) satisfies the smooth cut-off property if for any \( s > 0 \) and any two concentric balls \( B', B \) with \( B' \subseteq B \) there is \( \phi \in C^\infty(X) \) such that \( \phi = 1 \) on \( B' \) and \( \phi \) vanishes outside of \( B. \)

Note that any smooth manifold satisfies the smooth cut-off property.

**Definition 6.2.** Given \( x \in X, \) the local Sobolev space in \( x \) is denoted by \( W^s(L_p(X), x) \) and defined as the collection of \( f \in X_p(X) \) such that there is an open ball \( B \) containing \( x \) with \( f \phi \in W^s(L_p(X)), \) for all \( \phi \in C^\infty(X) \) with support in \( B. \)
It turns out that the approximation rate of \( \sigma_N(f, \mu_N) \) characterizes the Sobolev smoothness of \( f \), see [6] [17] [19] [20]:

**Theorem 6.3.** Let \( X \) satisfy the smooth cut-off property. For \( p = \infty \), suppose that \( (\mu_N)_{N=1}^{\infty} \) is a uniform family of Marcinkiewicz-Zygmund quadrature measures of order \( N \), respectively. For \( 1 \leq p < \infty \), we choose \( \mu_N = \mu, \ N = 1, 2, 4, \ldots \) If \( H \) is a low-pass filter, then the following points are equivalent:

(i) \( f \in W^s(L_p(X), x) \),

(ii) there is a ball \( B \) centered at \( x \) such that

\[
\|\tau_N(f, \mu_N)\|_{L_p(B)} \lesssim N^{-s},
\]

(iii) there is a ball \( B \) centered at \( x \) such that

\[
\|f - \sigma_N(f, \mu_N)\|_{L_p(B)} \lesssim N^{-s}.
\]

Note that the generic constants in (37) and (38) may depend on \( f \). Nonetheless, the above theorem characterizes local Sobolev spaces by means of approximation rates and decay properties of \( \sigma_N \) and \( \tau_N \), respectively. The local Sobolev space \( W^s(L_p(X), x) \), for \( x \in X \), is not endowed with any norm. In view of Theorem 6.3, we fix some ball \( B \) and introduce a new Sobolev space:

**Definition 6.4.** Let \( B \) be a nontrivial ball in \( X \). For \( p = \infty \), suppose that \( (\mu_N)_{N=1}^{\infty} \) is a uniform family of Marcinkiewicz-Zygmund quadrature measures of order \( N \), respectively. For \( 1 \leq p < \infty \), we choose \( \mu_N = \mu, \ N = 1, 2, 4, \ldots \) If \( H \) is a low-pass filter, then we define the local Sobolev space in \( B \) by

\[
W^s(L_p(X), B) := \{ f \in X_p(X) : \|f\|_{W^s(L_p(X), B)} < \infty \}
\]

endowed with its norm

\[
\|f\|_{W^s(L_p(X), B)} := \|f\|_{L_p(X)} + \sup_{N \geq 1} N^s \|\tau_N(f, \mu_N)\|_{L_p(B)},
\]

where \( \tau_N \) is given by [20].

Note that if \( p = \infty \), then the space \( W^s(L_p, B) \) implicitly depends on the uniform family \( (\mu_N)_{N=1}^{\infty} \) of Marcinkiewicz-Zygmund quadrature measures of order \( N \), respectively. As opposed to \( W^s(L_p(B)) \) defined in [6], the space \( W^s(L_p(X), B) \) consists of functions defined globally that inherit Sobolev smoothness locally. By definition, we have

\[
\|\tau_N(f, \mu_N)\|_{L_p(B)} \lesssim N^{-s} \|f\|_{W^s(L_p(X), B)}, \quad \|f - \sigma_N(f, \mu_N)\|_{L_p(B)} \lesssim N^{-s} \|f\|_{W^s(L_p(X), B)},
\]

where the generic constants can be chosen independently of \( f \in W^s(L_p(X), B) \) (indeed, the constants can be 1). Since \( \sigma_N(f, \mu_N) \) is a diffusion polynomial, we observe that

\[
W^s(L_p(X), B)|_B \hookrightarrow W^s(L_p(B)).
\]

However, we cannot claim that the reverse embedding also holds.

It should be mentioned that \( \sigma_N(f, \mu_N) \) in (39) approximates \( f \) locally but its definition needs global knowledge of \( f \) or at least on sup\(\mu_N\) if \( p = \infty \). To enable the design of an approximation scheme that involves local information on \( f \) exclusively, we define one more Sobolev space by using some cut-off function:

**Definition 6.5.** For some fixed \( \phi \in C^\infty(X) \), define

\[
W^s(L_p(X), \phi) := \{ f \in X_p(X) : f\phi \in W^s(L_p(X)) \}
\]

endowed with the norm \( \|f\|_{W^s(L_p(X), \phi)} := \|f\|_{L_p(X)} + \sup_{N \geq 1} N^s E(f\phi, \Pi_N, L_p(X)) \).

To study local approximation, choose two concentric balls \( B', B \) with \( B' \subset B \). If \( X \) satisfies the smooth cut-off property, then we can fix some \( \phi \in C^\infty(X) \) that is one on \( B' \) and zero outside of \( B \). The Definition [19] yields that \( f \in W^s(L_p(X), \phi) \) implies

\[
\|f\phi - \sigma_N(f\phi, \mu_N)\|_{L_p(X)} \lesssim N^{-s} \|f\phi\|_{W^s(L_p(X), \phi)}, \quad \|f - \sigma_N(f\phi, \mu_N)\|_{L_p(B')} \lesssim N^{-s} \|f\phi\|_{W^s(L_p(X), \phi)}.
\]
Moreover, the localization property of \( K_N \) yields \( W^s(L_p(\mathbb{X}), \phi) \hookrightarrow W^s(L_p(\mathbb{X}), B) \). In the subsequent section, we shall consider balls of radius \( r \) for both spaces,

\[
W_r^p(\mathbb{X}, B) := \{ f \in X_p(\mathbb{X}) : \| f \|_{W^s(L_p(\mathbb{X}), B)} \leq r \},
\]

\[
W_r^p(\mathbb{X}, \phi) := \{ f \in X_p(\mathbb{X}) : \| f \|_{W^s(L_p(\mathbb{X}), \phi)} \leq r \},
\]

and aim to develop approximation schemes requiring only few bits.

**Remark 6.6.** Intuitively, both spaces \( W^s(L_p(\mathbb{X}), B') \) and \( W^s(L_p(\mathbb{X}), \phi) \) almost coincide with the proper local Sobolev space \( W^s(L_p(B')) \), for which we have computed the metric entropy.

**6.2. Local bit-representation of Sobolev functions.** To design an approximation scheme for the spaces \( W_r^p(\mathbb{X}, B) \) and \( W_r^p(\mathbb{X}, \phi) \), let \( B \) be a ball in \( \mathbb{X} \) and let \( B' \subset B \) be another ball concentric with \( B \) and of radius strictly less. It will turn out that the following scheme enables us to approximate \( f \) on \( B' \). For some fixed \( S > 1 \), we apply the quantization \( I_N(f, \mu_N, y) \) as in (42) and define the local approximation in a different fashion by

\[
\sigma_N^r(f, \mu_N, \nu_N, B) := N^{-S} \int_B I_N(f, \mu_N, y) \sum_{k=0}^{\infty} H\left(\frac{\lambda_k}{2N}\right) \varphi_k(y) d\nu_N(y) \varphi_k,
\]

We have the following result for the ball \( W_r^p(\mathbb{X}, B) \) of radius \( r \) of the localized Sobolev space given by (11):

**Theorem 6.7.** Suppose that \( \mathbb{X} \) satisfies the smooth cut-off property and that \( (\mu_N)_{N=1}^{\infty} \) is a uniform family of Marcinkiewicz-Zygmund quadrature measures of order \( N \), respectively, if \( p = \infty \). For \( 1 \leq p < \infty \) we choose \( \mu_N = \mu \), \( N = 1, 2, 4, \ldots \). Assume further that \( H \) is a low-pass filter. Let \( B, B' \) be two concentric balls, so that \( B' \subset B \). We also suppose that \( (\nu_N)_{N=1}^{\infty} \) are Marcinkiewicz-Zygmund quadrature measures with \( \# \text{supp}(\nu_N) \lesssim N^a \). For fixed \( s > 0 \) and \( S > \max(1, s) \), we apply the discretizations (32) and (13). Then there is a constant \( c > 0 \) such that, for all \( f \in W_r^p(\mathbb{X}, B) \),

\[
\| f - \sigma_N^r(f, \mu_N, \nu_N, B) \|_{L_p(B')} \leq crN^{-s}
\]

holds. For \( crN^{-s} = \varepsilon \leq 1 \) and \( \varepsilon \leq r \), the number of bits needed to represent all integers \( \{ I_N(f, \mu_N, y) : y \in \text{supp}(\nu_N) \cap B \} \) does not exceed a positive constant (independent of \( \varepsilon \) and \( r \)) times

\[
(r/\varepsilon)^{a/s}(1 + \log_2(r/\varepsilon)).
\]

**Proof of Theorem 6.7.** For \( f \in W_r^p(\mathbb{X}, B) \), we use the localization property (11) and the embedding \( L_p \hookrightarrow L_1 \) in the compact case to derive, for \( x \in B' \),

\[
\int_{\mathbb{X} \setminus B} |\sigma_N(f, \mu_N, y)K_N(x, y)| d\nu_N(y) \lesssim N^{-S} \| \sigma_N(f, \mu_N) \|_{\nu_N, L_p} \lesssim N^{-S} \| \sigma_N(f, \mu_N) \|_{\mu_N, L_p}.
\]

The latter estimate holds because both \( (\nu_N)_{N=1}^{\infty} \) and \( (\mu_N)_{N=1}^{\infty} \) are uniform families of Marcinkiewicz-Zygmund measures. The quantization (32) immediately yields

\[
|\sigma_N(f, \mu_N, y) - N^{-S} I_N(f, \mu_N, y)| \leq N^{-S}, \quad \text{for all} \ y \in \text{supp}(\nu_N).
\]

By using (17), (31), and (28), we derive

\[
\| \sigma_N(f, \mu_N) - \sigma_N^r(f, \mu_N, B) \|_{L_p(B')} = \| \sigma_N(f, \mu_N) - \int_B N^{-S} I_N(f, \mu_N, y)K_N(\cdot, y) d\nu_N(y) \|_{L_p(B')} \lesssim \| \sigma_N(f, \mu_N) - \int_B \sigma_N(f, y)K_N(\cdot, y) d\nu_N(y) \|_{L_p(B')} + N^{-S}.
\]

Next, we make use of (31) and (45) to obtain

\[
\| \sigma_N(f, \mu_N) - \sigma_N^r(f, \mu_N, B) \|_{L_p(B')} \lesssim \int_{\mathbb{X} \setminus B} \sigma_N(f, \mu_N, y)K_N(\cdot, y) d\nu_N(y) \|_{L_p(B')} + N^{-S} \lesssim N^{-S} \| f \|_{\mu_N, L_p} + N^{-S} \lesssim rN^{-S}.
\]
where the very last inequality is due to $f \in W_p^r(L_p, B)$. Here, it is important that we assume $\mu_N = \mu$, for $1 \leq p < \infty$, so that $\|f\|_{L_p(\mu_N)} \lesssim \|f\|_{L_p(\mu)} \leq r$ holds for the entire range $1 \leq p \leq \infty$. The triangle inequality with (49) and the above estimate yield

$$
\|f - \sigma_N(f, \mu_N, B)\|_{L_p(B')} \lesssim \|f - \sigma_N(f, \mu_N)\|_{L_p(B')} + \|\sigma_N(f, \mu_N) - \sigma_N(f, \mu_N, B)\|_{L_p(B')} \lesssim rN^{-s} + rN^{-s} \lesssim rN^{-s},
$$

which verifies (50).

For the remaining part, we can follow the lines of the proof of Theorem 5.1. \hfill \Box

Note that Theorem 6.7 stills requires global knowledge of $f$ because we need to build $\sigma_N(f, \mu_N)$. Due to the localization property of the kernel $K_N$, we only need to feed in local information by using a cut-off function:

**Theorem 6.8.** Under the same assumption as in Theorem 6.7, let $\phi \in C^\infty(\mathbb{X})$ be one on $B'$ and zero outside of $B$. Then there is a constant $c > 0$ such that, for all $f \in W_p^r(L_p, \phi)$,

$$
(48) \quad \|f - \sigma_N(f, \mu_N, \nu_N, B)\|_{L_p(B')} \leq crN^{-s}, \quad \|f - \sigma_N(f, \mu_N, \nu_N, \mathbb{X})\|_{L_p(\mathbb{X})} \leq crN^{-s}
$$

hold. For $crN^{-s} = \varepsilon \leq r$, the number of bits needed to represent all integers $\{I_N(f, \mu_N, y) : y \in \text{supp}(\nu_N)\}$ does not exceed a positive constant (independent of $\varepsilon$ and $r$) times

$$
(49) \quad (r/\varepsilon)^{\alpha/s}(1 + \log_2(r/\varepsilon)).
$$

**Proof.** Since $W^r(L_p, \phi) \hookrightarrow W^s(L_p, B)$, we can simply replace $f$ with $f \phi$ in Theorem 6.7 to derive (51) and the left-hand side of (48). It only remains to check the right-hand side of (48). By using (14) and (28), we obtain

$$
\|\sigma_N(f, \mu_N) - \sigma_N(f, \mu_N, \mathbb{X})\|_{L_p(\mathbb{X})} \lesssim N^{-s},
$$

so that we can derive

$$
\|f - \sigma_N(f, \mu_N, \mathbb{X})\|_{L_p(\mathbb{X})} \lesssim \|f - \sigma_N(f, \mu_N)\|_{L_p(\mathbb{X})} + \|\sigma_N(f, \mu_N) - \sigma_N(f, \mu_N, \mathbb{X})\|_{L_p(\mathbb{X})} \lesssim rN^{-s} + N^{-s} \lesssim rN^{-s}. \hfill \Box
$$

The estimate (49) can be derived by following the lines in the proof of Theorem 5.1.

**Appendix A. Summary of the technical assumptions**

The asymptotic bounds on the metric entropy in Theorem 3.1 hold for any diffusion measure space $\mathbb{X}$ as introduced in Definition 2.1. Our computational scheme that can achieve this bound up to a logarithmic factor needs few additional technical assumptions that are distributed within the present paper. Here, we list all the required assumptions for the sake of completeness:

(I) $\mathbb{X}$ is a diffusion measure space (Definition 2.1),

(ii) the strong product assumption holds (Definition 4.1),

(iii) there exists a uniform family $(\nu_N)_{N=1}^\infty$ of Marcinkiewicz-Zygmund quadrature measures of order $N$, respectively, satisfying $\# \text{supp}(\nu_N) \lesssim N^\alpha$ (Definitions 4.2, 4.3, 4.4),

(iv) the smooth cut-off property holds (Definition 6.1).

Condition (I) is the general framework, and the additional conditions are more technical details that may still hold in many practical situations. Note that (14) is only needed in Section 3 and it is well-known that this holds for smooth manifolds. All of the above conditions hold for compact homogeneous manifolds, e.g., the sphere and the Grassmann manifold, if the function system $\{\varphi_k\}_{k=0}^\infty$ are eigenfunctions of the Laplace operator, cf. [10]. Moreover, it was pointed out in [2] that the conditions are also satisfied for smooth compact Riemannian manifolds without boundary and with nonnegative Ricci curvature. Uniform families of Marcinkiewicz-Zygmund quadrature measures $(\mu_N)_{N=1}^\infty$ were then constructed in [4], such that $\# \text{supp}(\mu_N) \asymp N^\alpha$. We expect that the technical assumptions may hold in a much wider class of spaces and this is indeed part of our ongoing research.
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