Analysis of fast turbulent reconnection with self-consistent determination of turbulence timescale
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We present results of Reynolds-averaged turbulence model simulation on the problem of magnetic reconnection. In the model, in addition to the mean density, momentum, magnetic field, and energy equations, the evolution equations of the turbulent cross-helicity W, turbulent energy K and its dissipation rate ε are simultaneously solved to calculate the rate of magnetic reconnection for a Harris-type current sheet. In contrast to previous works based on algebraic modeling, the turbulence timescale is self-determined by the nonlinear evolutions of K and ε, their ratio being a timescale. We compare the reconnection rate produced by our mean-field model to the resistive non-turbulent MHD rate. To test whether different regimes of reconnection are produced, we vary the initial strength of turbulent energy and study the effect on the amount of magnetic flux reconnecting in time.
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I. INTRODUCTION

The conversion of stored magnetic energy into different forms by magnetic reconnection is a key dynamical process for astrophysics and laboratory plasmas. In the sun, magnetic reconnection is believed to be the triggering process of solar flares as well as the mechanism responsible for heating the solar corona. Based on linear theory, the rate of energy conversion is given by the inverse magnetic Reynolds number R_m (Sweet–Parker scaling) which is large for astrophysical plasmas. It turns out that the related reconnection rate is very small and cannot explain the speed at which dynamical events in the solar corona take place. Several processes for collisionless plasmas have been proposed to increase the energy conversion rate. For MHD, the plasmoid instability can increase the rate of magnetic reconnection. However, turbulence is ubiquitous in astrophysical plasmas and it may play a very important role for reaching fast magnetic reconnection. Lazarian and Vishniac proposed that the effective thickness of the diffusion layer is largely increased by the stochastic movement of the magnetic field lines. The argument has been shown not to hold with 3-dimensional simulations of stratified turbulence. A possible reason is that turbulence should be determined simultaneously with the evolution of mean-fields and not be externally imposed. In such situations, the statistical description of turbulence in mean-field theory is adequate/appropriate.

The range of astrophysical parameters for realistic numerical simulations is not reachable in a foreseeable future and turbulence has to be modeled. Although several approaches to turbulence model exist, we concentrate our work on a mean-field turbulence model. The model chosen is a Reynolds-averaged turbulence model where turbulence is self-generated and -sustained by inhomogeneities of the mean-fields. Through the model, mean-field MHD equations are solved together with transport equations modeling subgrid turbulent motions. Statistical quantities such as the turbulent cross-helicity (cross-correlation between magnetic-field and velocity-field fluctuations), the turbulent energy and its dissipation rate are the building blocks of the model. The dynamical balance between the turbulent energy and cross-helicity has been presented to produce fast reconnection. Such mean-field model has already been confirmed in the context of magnetic reconnection through filtering procedure of high resolution simulations of plasmoid instability in MHD. Other confirmations such as the expression of the electromagnetic force by direct numerical simulations (DNS) or the reproducibility of the Alfvénicity of the solar wind strengthens the validity of the present mean-field approach of turbulence.

An important point in turbulence modeling is the determination of the turbulence timescale which is related to the closure scheme of the turbulence model under consideration. The original turbulence model for magnetic reconnection had been proposed in order that the timescale of turbulence may be self-consistently determined through the turbulence dynamics. However, as a first step, a simplified algebraic model for the turbulence timescale was numerically solved. There different turbulence timescales used as an external parameter led to different results. Depending on the initial value of the turbulence timescale, two regimes of energy conversion have been found to be laminar and fast turbulent while a third one was determined to be a turbulent diffusion not favorable to a situation of fast reconnection. These results have been confirmed and extended to force-free and Harris-type current sheets with out-of-plan guide magnetic field. However, as noted in the previous work, the timescale of turbulence should be determined directly by the nonlinear dynamics of turbulence. Its
spatiotemporal evolution should be determined either by
the transport equation of timescale or by some quantities representing it. As for the Kolmogorov picture of hydrodynamic turbulence, the ratio of the turbulent energy with its dissipation rate corresponds to a timescale. Solving simultaneously transport equations for the turbulent energy and its dissipation rate by numerical methods gives a spatiotemporal distribution of the turbulence timescale. In this paper, we solve such transport equations and present results confirming that fast reconnection is obtained by the model. On the other hand, the turbulent diffusive regime is not recovered even for large initial amplitude of turbulence.

II. MODELING TURBULENCE TRANSPORT AND TIMESCALE

A. Mean-Field Turbulence Model

In the Reynolds-averaged turbulence model, any instantaneous physical quantity $f$ is divided into a mean $F = \langle f \rangle$ and a fluctuation around it, $f'$, as

$$ f = F + f', \quad F = \langle f \rangle \quad (1) $$

with

$$ f = (v, \omega, b, j, \rho, p, h), \quad F = (V, \Omega, B, J, \bar{\rho}, \bar{P}, \bar{h}), \quad (2a) $$

$$ f' = (v', \omega', b', j', \rho', p', h'), \quad (2b) $$

where $v$ is the velocity, $\omega = \nabla \times v$ the vorticity, $b$ the magnetic field, $j = \nabla \times b$ the electric-current density, $\rho$ the density, $p$ the pressure, $h$ the internal energy. Here, $\langle \cdots \rangle$ is the ensemble average satisfying the Reynolds’ rules: $\langle \langle f \rangle \rangle = \langle f \rangle$, $\langle f' \rangle = 0$, $\langle f(\langle f \rangle) \rangle = \langle f \rangle \langle f \rangle$. Under the ensemble averaging, the mean-field induction equation reads

$$ \frac{\partial B}{\partial t} = \nabla \times (V \times B + E) + \eta \nabla^2 B, \quad (3) $$

where $E$ is the turbulent electromotive force (EMF) defined by

$$ E \equiv \langle v' \times b' \rangle. \quad (4) $$

The EMF solely represents the direct effects of turbulence on the mean induction equation. From the equations of the fluctuation fields, the evolution equation for $E$ is written as

$$ \frac{DE_i}{Dt} = \left\langle b'_k \epsilon_{ijk} \partial_t b'_j / \bar{\rho} - v'_k \epsilon_{ijk} \partial_t v'_j \right\rangle B_l \quad (5a) $$

$$ - \left\langle v'_k v'_l + b'_k b'_l / (\mu \bar{\rho}) \right\rangle \mu \epsilon_{ijk} \partial_t B_j \quad (5b) $$

$$ + \left\langle v'_k b'_l + b'_k v'_l \right\rangle \epsilon_{ijk} \partial_t V_j + \text{H.T.}, \quad (5c) $$

where $D/DT = \partial / \partial t + V \cdot \nabla$ is the Lagrange or material derivative, and H.T. stands for higher order terms whose detailed expressions are suppressed here.\cite{24,25,26,27,28,29,30,31,32,33,34}

If we approximate, for the sake of simplicity, that the inhomogeneity of the fluctuations $f' = (v', b')$ along the mean magnetic field can be represented by the curls of $f' \alpha$:

$$ \left\langle \epsilon_{ijk} B_l (\partial_t f'_j) f_k \right\rangle = \frac{1}{3} \delta_{ij} B_l \left\langle \epsilon_{mjk} (\partial_m f'_j) f_k \right\rangle, \quad (6a) $$

and turbulence is isotropic as

$$ \left\langle f'_i g'_i \right\rangle = \frac{1}{3} \delta_{ij} \left\langle f'_i g'_i \right\rangle \quad (6b) $$

with $g = (v', b')$.

$$ \frac{DE_i}{Dt} = \frac{1}{3} \left\langle b'_k \epsilon_{ijk} \partial_t b'_j / \bar{\rho} - v'_k \epsilon_{ijk} \partial_t v'_j \right\rangle B_l \quad (7a) $$

$$ - \frac{1}{3} \left\langle v'_k v'_l + b'_k b'_l / (\mu \bar{\rho}) \right\rangle \mu \epsilon_{ijk} \partial_t B_j \quad (7b) $$

$$ + \frac{2}{3} \left\langle v'_k b'_l \right\rangle \epsilon_{ijk} \partial_t V_j + \text{H.T.}. \quad (7c) $$

This suggests that the turbulent electromotive force $E$ is estimated as

$$ \langle v' \times b' \rangle = \alpha B - \beta \mu J + \gamma \Omega. \quad (8) $$

Here, the transport coefficients $\alpha$, $\beta$, and $\gamma$ are determined by the statistical properties of turbulence. Equation (7) suggests that they are expressed as

$$ \alpha = \tau_s H, \quad (9a) $$

$$ \beta = \tau_B K, \quad (9b) $$

$$ \gamma = \tau_W, \quad (9c) $$

where $\tau_s$ with $s = (\alpha, \beta, \gamma)$ is the timescales of turbulence, and the turbulent magnetohydrodynamic (MHD) energy $K$, the turbulent residual helicity $H$, and the turbulent cross helicity $W$ are defined by

$$ H = \langle -v' \cdot \omega' + b' \cdot \mu J / \bar{\rho} \rangle, \quad (10a) $$

$$ K = \langle v'^2 + b'^2 / (\mu \bar{\rho}) \rangle / 2, \quad (10b) $$

$$ W = \langle v' \cdot b' \rangle. \quad (10c) $$

As we have just seen above, even with the simplest manipulation of the fluctuation equations we get a basic expression of the EMF [Eq. (8)] with its transport coefficients $\alpha$, $\beta$, and $\gamma$ [Eq. (9)]. In order to obtain more suitable expressions, we have to adopt more elaborated analysis of the MHD turbulence. With aid of a closure theory of inhomogeneous MHD turbulence,\cite{24,25,26,27,28,29,30,31,32,33,34} the theoretical analytical expression of $E$ [Eq. (4)] was investigated. On the basis of the theoretical results, the model expression for the EMF was proposed. In the model, the $\alpha$, $\beta$ and $\gamma$ coefficients are expressed in terms of Green functions which depend themselves on time.\cite{35,36,37,38,39,40,41} As a set of elaborated expressions for the transport coefficients
of turbulence takes the form:

\[ \alpha = \int dk \int_t^\infty d\tau G(k, x; \tau, \tau', t) \times [-H_{\nu\nu}(k, x; \tau, \tau', t) + H_{bb}(k, x; \tau, \tau', t)], \]

\[ \beta = \int dk \int_t^\infty d\tau' G(k, x; \tau, \tau', t) \times [Q_{\nu\nu}(k, x; \tau, \tau', t) + Q_{bb}(k, x; \tau, \tau', t)], \]

\[ \gamma = \int dk \int_t^\infty d\tau' G(k, x; \tau, \tau', t) \times [Q_{\nu\nu}(k, x; \tau, \tau', t) + Q_{bb}(k, x; \tau, \tau', t)], \]

where \( G \) is the Green’s function of turbulence and \( Q_{\nu\nu}, Q_{bb}, H_{\nu\nu}, H_{bb}, Q_{bb} \) and \( Q_{bb} \) are the spectral functions in the wavenumber space. The derivation and physical meaning of Eq. (11) can be found in [1]. As we will see in the following subsection, Eq. (11) is a natural generalization of the simplest expressions given by Eq. (9).

In view of Eqs. (9) and (11), it is obvious that we have to adopt appropriate timescales of turbulence in order to properly model the turbulent transport coefficients \( \alpha, \beta, \) and \( \gamma. \)

**B. Turbulence transport and timescale**

Depending on the level of the turbulence closure scheme, there are several ways to express the effective transport coefficients due to turbulence. Let us see this point, for example, in the case of the eddy or turbulent viscosity. The following arguments are based on a rather simple picture of homogeneous isotropic turbulence, but will provide a perspective on the relationship of the timescale of turbulence and turbulent transport.

The simplest way of describing the turbulent momentum transport may be just to treat the turbulent viscosity as a parameter. In this level of description, the eddy viscosity is given as

\[ \nu_T = \nu_{T0}, \]  

with \( \nu_{T0} \) being a parameter, and the value of \( \nu_{T0} \) is determined in a heuristic manner.

The next higher level of description might be given by the so-called mixing-length modeling, where the transport coefficient is expressed by the characteristic velocity and length scales of turbulence, \( u \) and \( \ell, \)

\[ \nu_T \sim u\ell \sim u^2 \tau, \]

where \( \tau \) is the characteristic timescale of turbulence and \( \ell \) is called the mixing length, which is chosen in a heuristic manner based on the physical arguments. In this sense, the choice of \( \ell \) is not directly based on the turbulence dynamics.

In the present work, we use the results by a more elaborated closure theory of inhomogeneous turbulence, the two-scale direct-interaction approximation (TSDIA). In this framework, the transport coefficients are expressed in terms of the Green’s and spectral functions. In this formulation, the eddy viscosity \( \nu_T \) is expressed as

\[ \nu_T = \frac{7}{15} \int dk \int_{-\infty}^\infty dt G(k, x; \tau, t) Q(k, x; \tau, t), \]  

where \( G(k, x; \tau, t), \) and \( Q(k, x; \tau, t) \) are the Green’s and energy spectral functions, respectively. Since the Green’s function represents the weight how much the past states affect the present one, it basically gives information of timescale of turbulence. In a simpler case where the spectral function \( Q \) is not affected by the past time, the time integral of the Green’s function is separately calculated. Then Eq. (14) is reduced to the spectral expression of the eddy viscosity

\[ \nu_T = \int_{k_0}^\infty dk \tau(k) E(k), \]  

where \( k_0 = (2\pi/\ell) \) is the wavenumber of the energy-containing eddy or mixing length \( \ell, \) \( \tau \) is the timescale of turbulence, and \( E(k) \) is the energy spectrum, showing how much energy is contained in the scale represented by wavenumber \( k. \) Note that if \( \tau \) is represented by motions of the largest or energy-containing scales, and does not depend on scale, Eq. (15) reads to the simple mixing-length expression for the eddy viscosity [Eq. (13)]. From these arguments, we see that Eq. (14) is a much more elaborated expression capturing more complicated spatiotemporal properties of turbulence.

As we observed in Eqs. (12)-(14), whatever levels of description might be, the timescale of turbulence is directly related to the turbulent transport properties, and is one of the most important ingredients of turbulence modeling. There are several timescales in turbulence dynamics; the eddy distortion or turnover time, the spectral transfer time, the timescale associated with the decay of the triple correlations, etc. In the Kolomogorov’s picture for the homogeneous hydrodynamic turbulence, all those timescales are the same, and we substantially have only one timescale.

We assume the Kolmogorov’s scaling for the energy spectrum:

\[ E(k) = C_k \varepsilon^{2/3} k^{-5/3}, \]  

where \( C_k \) is the Kolmogorov constant of the magnitude of \( O(1) \) and \( \varepsilon \) is the energy dissipation rate, which is equivalent to the energy flux or transfer rate in the wave-number space in the Kolmogorov picture of turbulence.

Substituting Eq. (16) into Eq. (15), we estimate the turbulent energy \( K \) as

\[ K = \int_{k_0}^\infty E(k) dk = \int_{k_0}^\infty C_k \varepsilon^{2/3} k^{-5/3} dk \sim \varepsilon^{2/3} k_0^{-2/3}. \]  

With this estimate, the eddy turnover time \( \tau_E \) is expressed in terms of the turbulent energy \( (K \sim \varepsilon^2) \) and its dissipation rate
as
\[ \tau_E \sim \ell/u \sim K/\epsilon. \]  

(18)

Note that Eq. (18) is also obtained directly from the Kolmogorov’s four-fifth law \( u \sim \delta u \sim (4/5)\langle \epsilon \ell \rangle^{1/5} \). In the Kolmogorov’s picture, the energy dissipation rate \( \epsilon \) is equivalent to the energy transfer rate: how much the turbulent energy fluxes from larger to smaller scales.

In the presence of the magnetic field, in addition to the eddy turnover time \( \tau_E \), the timescale associated with the Alfvén-wave propagation along the magnetic field may play an important role in turbulence evolution. This timescale, the Alfvén time \( \tau_A \), is defined as
\[ \tau_A \sim (kV_A)^{-1}, \]  

(19)

where \( V_A = |B|/(\mu \rho)^{1/2} \) is the Alfvén speed of the magnetic field \( B \), and \( k \) is the wavenumber (\( \mu \): magnetic permeability, \( \rho \): density).

In the Alfvén-wave turbulence, the energy transfer is caused solely by the interaction of two Alfvén-wave packets propagating in opposite directions along the magnetic field. Each interaction time is the Alfvén time \( \tau_A \), which is typically short compared with the eddy turnover time \( (\tau_A \ll \tau_E) \). In order to produce the same amount of energy transfer as in the hydrodynamic turbulence, where the eddy turnover time is \( \tau_E \), many \((\tau_E/\tau_A \) times\) Alfvén-wave interaction events are needed. This suggests that the energy transfer time for the scale represented by the wavenumber \( k \), \( \tau_{AE} \), in the Alfvén wave turbulence is longer than the hydrodynamic counterpart \( \tau_E \) as
\[ \tau_{AE} \sim (\tau_E/\tau_A)\tau_E. \]  

(20)

We assume the spectrum for the inertial range in Alfvén-wave turbulence is the Iroshnikov–Kraichnan type:
\[ E(k) = C_{IK}(\epsilon V_A)^{1/2}k^{-3/2}, \]  

(21)

where \( C_{IK} \) is the Iroshnikov–Kraichnan constant of the magnitude of \( O(1) \). With this spectrum, the turbulent energy in Alfvénic turbulence is estimated as
\[ K = \int_{k_0}^{\infty} E(k) \, dk = \int_{k_0}^{\infty} C_{IK}(\epsilon V_A)^{1/2}k^{-3/2} \, dk \sim (\epsilon V_A)^{1/2}k_0^{-1/2}, \]  

(22)

where \( k_0 \) is the characteristic wavenumber in the energy containing region or largest scale of turbulent motion. With this estimate, the Alfvén time can be connected to the eddy turnover time in terms of the turbulent energy and the mean magnetic-field energy as
\[ \tau_A \approx (k_0 V_A)^{-1} \sim \left( \frac{\epsilon V_A}{K^2} \right)^{-1} = \frac{K}{V_A^2} \frac{K}{\epsilon} = \frac{K}{V_A^2} \tau_E. \]  

(23)

This should be compared with Eq. (29). Equation (23) suggests that the relative magnitude of the Alfvén time to the eddy turnover time is proportional to the ratio of the turbulent energy to the mean magnetic field
\[ \tau_A V_A^2 \sim \tau_E K. \]  

(24)

If the turbulent energy \( K \) is comparable with the mean magnetic energy represented by \( V_A^2 \), the Alfvén time is comparable with the eddy turnover time \( \tau_E \):
\[ \tau_A \approx \tau_E \quad \text{for} \quad K \approx V_A^2. \]  

(25)

C. Synthesized Timescale

If the energy transfer is caused by both the processes of eddy turnover and Alfvén-wave interactions, we need to construct a synthesized timescale \( \tau_S \) from the eddy turnover time \( \tau_E \) and the Alfvén energy transfer time \( \tau_{AE} \). The representative one may be the timescale based on average:
\[ \frac{1}{\tau_S} = \frac{1}{\tau_E^p} + \frac{1}{\tau_{AE}^p}, \]  

(26)

with the power index \( p \), for which \( p = 1 \) or 2 is typically adopted. If we adopt \( p = 1 \), corresponding to the harmonic average, it gives a synthesized timescale (29):
\[ \tau_S = \frac{1}{1 + \tau_E/\tau_{AE}} \tau_E \sim \frac{1}{1 + \tau_A/\tau_E} \tau_E \sim \frac{1}{1 + V_A^2/K^2} \tau_E. \]  

(27)

where use has been made of the relationship between \( \tau_A \) and \( \tau_{AE} \) [Eq. (20)] in the second estimate, and that between \( \tau_A \) and \( \tau_E \) [Eq. (24)] in the third estimate.

Equation (27) shows that in the weak magnetic-field limit \( (V_A^2 \ll K) \), the synthesized timescale recovers the usual eddy turnover time as
\[ \tau_S \approx \left( 1 - \frac{V_A^2}{K} \right) \tau_E \approx \tau_E \approx \frac{K}{\epsilon} \quad \text{for} \quad V_A^2 \ll K. \]  

(28)

On the other hand, in the strong magnetic-field limit \( (V_A^2 \gg K) \), the synthesized timescale is reduced to the Alfvén time as
\[ \tau_S \approx \frac{K}{V_A^2} \left( 1 - \frac{K}{V_A^2} \right) \tau_E \approx \frac{K}{V_A^2} \tau_E \approx \tau_A \quad \text{for} \quad V_A^2 \gg K. \]  

(29)

In Eq. (25), we saw that the Alfvén time is comparable to the eddy turnover time: \( \tau_A \approx \tau_E \) if the turbulent energy is comparable to the mean magnetic field energy, \( K \sim V_A^2 \). In this case, it follows from Eqs. (20), (23) and (25) that all the timescales; the synthesized, eddy turnover, Alfvén times, and Alfvén energy transfer time are comparable:
\[ \tau_S \sim \tau_E \sim \tau_A \sim \tau_{AE}. \]  

(30)

This means that the synthesized energy transfer rate time \( \tau_S \)
can be expressed by the eddy turnover time \( \tau_e (= K/\epsilon) \), which is eventually the same as the Alfvén time \( \tau_A \).

In the simulation with a turbulence model (Sec. III B), the mean-field equations are simultaneously solved with the turbulent-field equations. By solving the dissipation-rate equation (\( \epsilon \) equation) as well as the turbulent energy equation (\( K \) equation), we obtain the spatiotemporal evolution of the timescale of turbulence by Eq. (27) or more simply by Eq. (18) or Eq. (30). This procedure provides a possibility of the timescale of turbulence by Eq. (27) or more simply by the turbulent-field equations. By solving the dissipation-rate equation, we obtain the spatiotemporal evolution of turbulent-field propagators, the transport coefficients \( \alpha, \beta \) and \( \gamma \) [Eq. (11)] are modeled a\(^{[10,12]}\)

\[
\begin{align*}
\beta &= C_\beta \tau K, \\
\gamma &= C_\gamma \tau W, \\
\alpha &= C_\alpha \tau H.
\end{align*}
\]

where \( C_\beta, C_\gamma, \text{ and } C_\alpha \) are model constants and \( \tau \) the timescale of turbulence evolution. As a simplified approach, we consider that the timescale of turbulence can be dynamically determined as

\[
\tau = K/\epsilon.
\]

The derivation and physical origins of the model expression Eq. (8) as well as Eqs. (31a)-(31c) and the timescale of turbulence can be found in Yokoi (2013)\(^{[24]}\)

### III. BASIC EQUATIONS AND NUMERICAL IMPLEMENTATION

#### A. Mean-field equations

The GOEMHD3 code\(^{[33]}\) is used to solve the dimensionless mean-field MHD equations normalised to a mass density \( \rho_0 \), magnetic field strength \( B_0 \) and a typical length scale \( L_0 \) taken to be the half-width of the Harris-type current sheet.

\[
\frac{\partial \bar{\rho}}{\partial t} = -\nabla \cdot (\bar{\rho} V),
\]

\[
\frac{\partial \bar{V}}{\partial t} = -\nabla \cdot (\bar{V} \otimes V + \frac{1}{2} (P + B^2)I - B \otimes B) + \chi \nabla^2 \bar{V},
\]

\[
\frac{\partial B}{\partial t} = \nabla \times (V \times B + \langle \nu' \times b' \rangle) + \eta \nabla^2 B,
\]

\[
\frac{\partial \bar{h}}{\partial t} = -\nabla \cdot (\bar{h} V) + \frac{\gamma_0 - 1}{\gamma_0 h^{\gamma_0-1}} (\eta J^2) + \chi \nabla^2 \bar{h},
\]

where \( \bar{\rho}, V, B \) and \( J \) are the mean mass density, fluid velocity, magnetic field and current density, respectively. The mean current density is calculated as \( J = \nabla \times B/\mu \). The symbol \( \bar{h} \) represents the internal energy of the mean-fields and is related to the thermal pressure by the equation of state \( P = 2h \gamma/\gamma - 1 \) for adiabatic conditions \( (\gamma_0 = C_V/C_p = 5/3 \text{ is the ratio of specific heats})\(^{[33]}\). The resistivity is given by \( \eta = 10^{-4} \) and the parameter \( \chi \) describes the amount of local smoothness used to avoid numerical instabilities. It is defined as \( \chi = \chi_0 + \chi_{\text{loc}} \) where \( \chi_0 = 10^{-3} \) is uniform and constant while \( \chi_{\text{loc}} \ll \chi_0 \) is activated locally if necessary.

The turbulent electromotive force \( \langle \nu' \times b' \rangle \) as well as \( \epsilon \) represents the feedback of MHD turbulence in the mean induction equation. As a first step, the turbulent stress-tensor \( \langle \nu' \otimes b' \rangle \) is neglected in the momentum equation \(^{[32]}\) and only the turbulent electromotive force relates turbulence to the mean fields.

#### B. Turbulence equations

In addition to the system of mean-field MHD Eqs. (33)-(35), the governing equation for the turbulent energy \( K \), its dissipation rate \( \epsilon \) and the turbulent cross-helicity \( \nu \) are implemened in the GOEMHD3 code and solved as

\[
\frac{\partial K}{\partial t} = -V \cdot \nabla K - E \cdot J + \frac{B}{\sqrt{\rho}} \cdot \nabla W - \epsilon,
\]

\[
\frac{\partial W}{\partial t} = -V \cdot \nabla W - E \cdot \Omega + \frac{B}{\sqrt{\rho}} \cdot \nabla K - C_W \frac{\epsilon W}{K},
\]

\[
\frac{\partial \epsilon}{\partial t} = -V \cdot \nabla \epsilon + \frac{\epsilon}{K} (C_{\epsilon 1} P_K - C_{\epsilon 2} \epsilon + C_{\epsilon 3} B \cdot \nabla W),
\]

where \( E \) is the turbulent electromotive force [Eq. (8)] and \( C_{\epsilon n}(n = 1 - 3) \) model constants of order \( O(1) \) and are chosen as \( C_{\epsilon 1} = 1.4, C_{\epsilon 2} = 1.9 \) and \( C_{\epsilon 3} = 1.0 \)^{[22]} The symbol \( P_K \) is the turbulent energy production mechanism given as

\[
P_K \equiv -E \cdot J = \frac{K}{\epsilon} \left( C_{\epsilon 1} K^2 \rho - C_{\epsilon 2} \frac{\Omega \cdot J}{\sqrt{\rho}} \right).
\]

The purpose of solving Eq. (39) in addition to Eqs. (37) and (38) and the mean-field MHD Eqs. (33)-(35) is to determine the timescale of turbulence accordingly to the turbulence dynamics. In such a way, we can test whether turbulence produces different regimes of reconnection as obtained in previous works using a constant-\( \tau \) approximation\(^{[22,23]}\). Since such regimes of reconnection were obtained independently of the initial current sheet configuration used, we only consider a Harris-type current sheet. The turbulent helicity related term \( \alpha \) is neglected in the present work because there is no symmetry breakage capable to generate it in a Harris-type current sheet without guide magnetic field\(^{[19]}\).
The geometry is defined by the unit vectors $\mathbf{e}_y$ (across the current sheets), $\mathbf{e}_x$ (along the current sheets) and $\mathbf{e}_z$ (in-plan direction). The resolution is $4 \times 2048 \times 2048$ for a box size of $0.4L_z/L_0 \times 80L_y/L_0 \times 80L_x/L_0$ where the normalizing length $L_0$ is the current sheet half-width. To use periodic boundary conditions, a pair of Harris-type current sheets are initialized as

$$\mathbf{B} = B_0 \left[ \tanh \left( (y + d)/L_0 \right) - \tanh \left( (y - d)/L_0 \right) - 1 \right] \mathbf{e}_z$$

(41)

for an asymptotic value of the magnetic field $B_0=1$. Both current sheets are located at $\pm 10L_y/L_0$. Reconnection is triggered by a divergence free perturbation

$$\delta \mathbf{B} = \frac{b_p}{b_0} \sum_{\ell=1}^{10} \sin(2\pi \ell z/L_0) \mathbf{e}_z,$$

(42)

with $b_p/b_0 = 10^{-3}$. The initial zero flow condition ($\mathbf{V} = 0$) gives $W_0 = 0$ as an initial condition for the cross-helicity. Hence, the initial balance for turbulence is given by

$$P_{K_0} - \varepsilon_0 = 0.$$  

(43)

Here $P_{K_0}$ is the initial turbulence energy production given by

$$P_{K_0} = C_pK_0^2 J^2/\rho.$$  

(44)

Equation (43) provides an initial condition for the turbulent dissipation rate. It depends only on the initial value of the turbulence energy $K_0$ which is varied. The initial strength of the turbulence energy $K_0$ and its dissipation rate $\varepsilon_0$ are given as

$$K_0 = K_{\text{init}}$$

(45)

$$\varepsilon_0 = \sqrt{C_pK_0 |\mathbf{J}|},$$

(46)

where $\mu_0\mathbf{J} = \nabla \times \mathbf{B}_0$.

The turbulent timescale $\tau$ is regularized to avoid numerical errors as

$$\tau_R = \left( \frac{1}{M} + \frac{1}{1 + m} \right) / \left( \frac{1}{M} + \frac{1}{m + \tau} \right),$$

(47)

where $M$ and $m$ are the maximum and minimum values that the timescale of turbulence $\tau$ can attain. Since the turbulent timescale is normalised to the Alfvén time $\tau_A$ in our simulations, both limiters avoid unphysical values of $\tau$. Figure 2 represents Eq. (47) for different values of $M$ and $m$. In previous work, the algebraic timescale was considered through the parameter $C_t = \tau_0/\tau$ where $\tau_0 = C_p^{-1/2} |\mathbf{J}|^{-1}_{|r=0, z=0}$. We choose $m = 0.06$ and $M = 10$ to let $\tau$ the possibility to span reconnection regimes from laminar to turbulent as well as turbulent diffusion obtained within the range $C_t \in [0.05, 3]$.2223

Figure 1: Spatial distributions of (a) the mean current density $\mathbf{J}$, (b) the mean vorticity $\Omega$, (c) the turbulent energy $K$, (d) the turbulent cross-helicity $W$, (e) turbulent energy dissipation rate $\varepsilon$, and (f) the turbulent timescale $\tau = K/\varepsilon$ at the time the reconnection rate saturates ($t = 150\tau_A$). $K_0 = 0.01$ The resistivity is $\eta = 10^{-4}$.
IV. FAST RECONNECTION

A. Reconnection rate

The simplest theory of reconnection is the Sweet–Parker theory based on the conservation of magnetic flux and matter. The model, developed for resistive-MHD (hereafter \(\eta\)-MHD), assumes that two regions exist around the current sheet. Magnetic reconnection is then estimated at the time the current sheet has reached a steady state, i.e., when the diffusive term (\(\eta\)) of the induction equation balances the convective term (\(V \times B\)). The estimated reconnection rate (\(M_{SP}\)) is found to be proportional to the inverse of the square root of the magnetic Reynolds number

\[ M_{SP} = Rm^{-1/2} = \sqrt{\frac{\eta}{VL}} \quad (48) \]

with the resistivity \(\eta\), the typical length scale \(L\), and the plasma velocity \(V\). This simple form is not a good approximation for large-magnetic-Reynolds-number astrophysical plasma. Using our mean-field turbulence model, the magnetic reconnection rate can be approximated by replacing \(\eta \to \eta + \beta\) providing a turbulent magnetic Reynolds number \(Rm^{\eta}(\eta + \beta)^{1/2} \equiv \sqrt{(\eta + \beta)/(VL)}\) for the Sweet–Parker model. Such a simple estimation shows that for collisionless astrophysical (large-magnetic-Reynolds-numbers) plasmas, turbulence might enhance the magnetic reconnection rate by a factor \(\sqrt{1 + \beta/\eta}\) above the \(\eta\)-MHD estimation.

Figure 1 depicts the spatial distributions of the mean current density \(J\), the mean vorticity \(\Omega\), the turbulence cross-helicity \(W\), the turbulence energy \(K\), its dissipation rate \(\varepsilon\), and the turbulence timescale \(\tau\) estimated from the evolution of \(K\) and \(\varepsilon\). We found that the turbulence energy \(K(\propto \beta)\) is acting as a localized anomalous resistivity located at and around the ‘X’-point. Also, the turbulence energy dissipation rate \(\varepsilon\) is finite at and around the diffusion region where the turbulence energy \(K\) is maximum. The location where \(\varepsilon\) is finite also represents the region in which the large scale magnetic field energy is transported to smaller scales where it can be more effectively dissipated. The timescale of turbulence \(\tau\) is therefore maximum near the diffusion region where magnetic reconnection takes place. The intensity of \(\tau\) is in the range [1.2; 1.4] corresponding to the regimes of fast turbulent reconnection obtained for a constant turbulence timescale.

In previous works, a regime of slow energy conversion similar to the \(\eta\)-MHD rate (laminar reconnection) and that of turbulent diffusion with slower rate of energy conversion (turbulent diffusion) were obtained as well as the regime of fast reconnection (turbulent reconnection). These regimes were consequences of variation of an adjustable timescale parameter \(\tau\) or the initial turbulence energy intensity \(K_0\) as being independent parameters. In this work, only the initial intensity of the turbulence energy \(K_{int}\) is varied because the counterpart of the energy dissipation rate, \(\varepsilon_0\), is directly related to \(K_0\) by Eq. (40). The model constants \(C_p, C_y, C_n(n = 1–3)\) obtained from the turbulence modeling are not varied. Also, the current-density intensity is determined by the Harris-type current sheet initialization.

Figure 3 presents the time evolution of the reconnection rate as \(K_{int}\) is varied for a resistivity \(\eta = 10^{-4}\). Turbulence produces fast reconnection in comparison to the \(\eta\)-MHD regime.

Because the turbulence diffusivity (\(\beta\)) is localized, the Petschek model of reconnection describing a localized diffusion region due to standing shock wave is a more appropriate estimation of the magnetic reconnection rate. According to the Petschek model, the reconnection rate \(M_{P}\) is expected to be proportional to the inverse of the logarithm of the magnetic Reynolds number as

\[ M_P \approx \frac{1}{\log(Rm)} \approx \frac{1}{\log 1/\eta} \quad (49) \]

Utilizing Eq. (49), the turbulent reconnection rate \(M_T\) may be estimated as

\[ M_T \approx \frac{\log \eta}{\log (\beta + \eta)} M_P \approx 3.2 M_P, \quad (50) \]

with the intensity of \(K\), \(\varepsilon\), and \(\tau = K/\varepsilon\) being taken at the reconnection peak (Fig. 1).

Figure 4 represents Eq. (50) for various \(K_0\). A turbulent energy intensity of \(K = 0.15\) enhances the \(\eta\)-MHD reconnection rate by a factor of about 3.2 independently of the initial turbulence intensity \(K_0\). Figure 5 shows time history of the turbulent reconnection rate to the \(\eta\)-MHD ratio. The ratio
$M_T/M_P$ is about 3.2 at the time both regime reach their saturation state. Turbulence enhances the reconnection rate for large magnetic Reynolds number above the $\eta$–MHD value as a Petschek-like reconnection. In marked contrast to the previous results obtained from the simulations with a constant timescale parameter $\tau$, only fast turbulent reconnection is obtained. In fact, the other two regimes of energy conversion, laminar reconnection and turbulent diffusion, are not reproduced in the present work, where the timescale of turbulence is self-consistently solved within the mean-field MHD equations. In this sense, the other two regimes, laminar reconnection and turbulent diffusion, are artifacts arising from the turbulence timescale as a constant parameter. Figure 6 depicts the production $P_{A\gamma}$, transport $T_A$, advective $V \cdot \nabla A$ and dissipation $\epsilon_\alpha$ terms in Eqs. (37)-(39) at $t/t_A = 120$. The reconnection rate initiates its saturation regime at this time. Here $A$ refers to $K$, $W$, or $\varepsilon$ and $\gamma = 1, 2$. The turbulent energy production term $P_{K\gamma} = C_{\gamma \beta} K J^2$ is located at the current sheet center and is mostly balanced by its dissipation term $\epsilon_K$, a similar behavior is obtained for the turbulent energy dissipation rate $\varepsilon$. The evolution of turbulence reaches a steady state resulting in a saturation of the reconnected magnetic flux amount.

where $\chi_{\beta}$ is the transport coefficient associated with the density variance $\langle \rho^2 \rangle$ representing genuine compressibility effects. It is important to stress that the last term in Eq. (51) has no counterparts in the incompressible case. The derivation of the electromotive force in a strong compressible regime as well as the physical origins of the $\chi_{\beta}$ related term can be found in Yokoi 2018. There, it is shown that the $B \times \nabla \hat{\rho}$ direction contributes to the turbulent electromotive force, enhancing the turbulent energy production across the reconnection slow shock front. Such a phenomena might increase magnetic reconnection. A simple consideration of a Sweet–Parker current sheet for the electromotive force Eq. (51), neglecting the $a$ related term, lead to the following reconnection rate

$$M_{T,SP}^2 = \frac{1}{2} \sqrt{4 \left( \hat{\gamma} + \hat{\beta} + \hat{\chi}_{\beta} \right)^2 + \hat{\gamma}^2 - \hat{\gamma}^2},$$

the hats denoting normalised variable. Equation (52) is represented in Fig. 7 for $\hat{\chi}_{\beta} = 0, 0.25$. The red dot represents the values of $\hat{\gamma}$ and $\hat{\beta}$ at $t = 120 t_A$ and the white line represents the limit of turbulence saturation for fast reconnection $|\hat{\gamma}|/\hat{\beta} = 1$. We see that this simple estimate underestimate...
the reconnection rate obtained through our full-compressible MHD numerical simulations for $\chi^p = 0.1$ is in a similar range when $\chi^p = 0.1$. Including the density variance effect in the turbulent electromotive force $\mathcal{E}$ enhances the reconnection rate. Further numerical validations based either on Direct Numerical Simulations (DNSs) or turbulent mean-fields simulations evolving evolution equations for turbulent transport coefficients, as done previously, are required.

VI. CONCLUSIONS

In this work, we have performed numerical simulations of a turbulence model for magnetic reconnection with an equation of the turbulent energy dissipation rate ($\epsilon$ equation) implemented. In the simulations, where the timescale of turbulence is evaluated from the turbulent energy $K$ and its dissipation rate $\epsilon$, we obtained only the regime of fast reconnection among the three regimes of the turbulent reconnection. From the viewpoint of the mean-field turbulence model, this is quite a natural result. The turbulence timescale is determined by the nonlinear dynamics through the coupling of the evolutions of the turbulence energy $K$ and its dissipation rate $\epsilon$. The contribution of the production and dissipation terms in the evolution equations of $K$ and $\epsilon$ are competing. They mostly balance close to the time of reconnection rate saturation, turbulence production and dissipation reach a steady state and cannot enhance the reconnection process further.

We found that the magnitude of the turbulence energy $K$ is of the same order as the counterpart of the turbulent dissipation rate $\epsilon$, and that the timescale provided by the ratio $\tau = K/\epsilon$ is about twice unity in the diffusion region. The value of $\tau$ corresponds to the time needed for an Alfvén wave to cross the initial current sheet width ($\tau_A \approx \tau_{AE}$). In such situations, the eddy-turnover time can be used to estimate the timescale of turbulence as $\tau_E = K/\epsilon$. As this result, the rate of energy conversion of our mean-field turbulence model is enhanced above the rate of energy conversion of $\eta$-MHD.

ACKNOWLEDGMENTS

One of the authors (FW) acknowledges the International Max-Planck Research School (IMPRS) at the University of Göttingen as well as the CRC 963 project A15. JB thanks the Max-Planck–Princeton Center for Plasma Physics for its support. A part of this work was performed during the period when one of the authors (NY) visited Goslar and Göttingen in August 2017, and under the support of the JSPS Grants-in-Aid for Scientific Research 18H01212.

REFERENCES

[1] K. Schindler, Physics of Space Plasma (Cambridge University Press, 2007).
[2] J. Büchner, Plasma Physics and Controlled Fusion 49, 325 (2007).
[3] I. Silin, J. Büchner, and A. Vaivads, Physics of Plasmas 12, 062902 (2005).
[4] J. Büchner and N. Elkins, SSR 121, 237 (2005).
[5] T. Terasawa, Geophysical research letters 10, 475 (1983).
[6] J. Birn, J. F. Drake, M. A. Shay, B. N. Rogers, R. E. Denton, M. Hesse, M. Kuznetsova, Z. W. Ma, A. Bhattacharjee, A. Otto, and P. L. Frichter, Journal of Geophysical Research: Space Physics 106, 3715 (2001).
[7] N. Loureiro, A. A. Schekochihin, and S. C. Cowley, Physics of Plasmas 14, 100703 (2007) arXiv:astro-ph/0703631 [ASTRO-PH].
[8] D. A. Uzdensky, N. F. Loureiro, and A. A. Schekochihin, Physical Review Letters 105, 235002 (2010).
[9] A. Bhattacharjee, Y-M. Huang, H. Yang, and B. Rogers, Physics of Plasmas 16, 112102 (2009).
[10] Y-M. Huang and A. Bhattacharjee, ArXiv e-prints (2015), arXiv:1512.01520 [physics.plasm-ph].
[11] W. H. Matthaeus and S. L. Lamkin, Physics of Fluids 28, 303 (1985).
[12] A. Lazarian and E. T. Vishniac, The Astrophysical Journal 517, 700 (1999).
[13] G. Kowal, A. Lazarian, E. Vishniac, and K. Omintowska-Mazur, The Astrophysical Journal 700, 63 (2009).
[14] S. Jabbari, A. Brandenburg, D. Mitra, N. Kleeorin, and I. Rogachevskii, ArXiv e-prints (2016), arXiv:1601.08167 [astro-ph.RA].
[15] F. Krause and K. Rüdiger, Mean-Field Magnetohydrodynamics and Dynamo Theory (Akademie-Verlag, 1980).
[16] F. Sagaut, Measurement Science and Technology 12, 1745 (2001).
[17] N. Yokoi, K. Higashimori, and M. Hoshino, Physics of Plasmas 20, 122310 (2013) arXiv:1401.1498 [physics.plasm-ph].
[18] N. Yokoi, “Turbulence, transport and reconnection”, Chapter 6 inTopics in Magnetohydrodynamic Topology, Reconnection and Stability Theory: CISM International Centre for Mechanical Sciences 591 (Springer, 2019).
[19] F. Widmer, J. Büchner, and N. Yokoi, Physics of Plasmas 23, 092304 (2016).
[20] N. Yokoi and G. Balarac, Journal of Physics Conference Series 318, 072039 (2011) arXiv:1107.1154 [astro-ph.SR].
[21] N. Yokoi and F. Hamba, Physics of Plasmas 14, 112904 (2007).
[22] K. Higashimori, N. Yokoi, and M. Hoshino, Physical Review Letters 110, 255001 (2013).
[23] F. Widmer, J. Büchner, and N. Yokoi, Physics of Plasmas 23, 042311 (2016) arXiv:1511.04347 [physics.plasm-ph].
[24] W. Schmidt, Living Reviews in Computational Astrophysics 1 (2015), 10.1007/lrr-2015-2, arXiv:1404.2483.
[25] N. Yokoi, Geophysical & Astrophysical Fluid Dynamics 107, 114 (2013) http://dx.doi.org/10.1007/s10694-012-9502-2.
[26] N. Yokoi, Journal of Plasma Physics 84, 735840501 (2018).
[27] A. Yoshizawa, Physics of Fluids B 2, 1389 (1990).
[28] N. Yokoi, Journal of Plasma Physics 84, 735840501 (2018).
[29] N. Yokoi, R. Rubinstein, A. Yoshizawa, and F. Hamba, Journal of Turbulence 9, N37 (2008).
[30] A. Yoshizawa, Physics of Fluids 27, 1377 (1984).
[31] N. Yokoi and M. Hoshino, Physics of Plasmas 18, 111208 (2011) arXiv:1105.6343 [astro-ph.SR].
32N. Yokoi, D. Schmitt, V. Pipin, and F. Hamba, ApJ 824, 67 (2016), arXiv:1601.06348 [astro-ph.SR]
33J. Skála, F. Baruffa, J. Büchner, and M. Rampp, A&A 580, A48 (2015)
34P. Maget, F. Widmer, O. Février, H. Lütjens, and X. Garbet, Plasma Physics and Controlled Fusion 60, 095003 (2018)
35E. N. Parker, Journal of Geophysical Research 62, 509 (1957)
36H. E. Petschek, NASA Special Publication 50, 425 (1964).