Tunability of an artificial quantum system is crucial to its capability to process quantum information. However, tunability usually poses significant demand on the design and fabrication of a device. In this work, we demonstrate that Floquet engineering based on longitudinal driving provides distinct possibilities in enhancing the tunability of a quantum system without needing additional resources. In particular, we study a multilevel model based on gate-defined double quantum dots (DQDs) where the Landau-Zener-Stückelberg (LZS) interference could occur. We propose an effective model to describe the LZS interference in this multilevel system, and show that it is highly tunable via the driving field. We then illustrate the versatility and rich physics of a driven multilevel system by exploring phenomena such as Autler-Townes Splitting (ATS), adiabatic state transfer, and dark state. In the context of qubit control, we propose noise-resistant quantum gates based on adiabatic passage. The theoretical consideration we present here is rather general, and is in principle valid for other multilevel quantum systems.

I. INTRODUCTION

Recent developments in quantum coherent devices has pushed the state-of-the-art ever closer to the requirements of fault-tolerant quantum computation [1–10]. Tunability of a quantum system is a crucial ingredient and a capacity enhancer to its applications in quantum information processing. While more tunable usually means additional elements in the device design, and therefore more complex to fabricate, Floquet engineering via a periodic drive [11–14] could help solve this dilemma. This approach has been employed to tailor quantum systems [15–17], and leads to interesting phenomena such as Floquet topological insulators [13, 14]. Applied strategically, Floquet engineering could enable significant tunability while avoiding complex designs. Specifically, under a periodic drive, a qubit is dressed by the photons, and the driving field amplitude and frequency would provide new tuning knobs for the dressed qubit [18–21].

For a two-level system, LZS interference [22–24] is a prominent example of Floquet engineering, with the coherent phase controllable via driving amplitude and frequency. Indeed, LZS interference has been demonstrated in superconducting circuits [25–27], gate-defined DQDs [28–30], and nitrogen-vacancy color centers [31]. LZS interference could occur in a multilevel system as well. One intriguing and potentially attractive feature of a multilevel system is the presence of multiple paths of evolution, leading to higher-order interference that could reveal interesting multilevel physics. Most importantly, coherent phases in a driven multilevel system remain tunable via driving amplitude and frequency, so that tunability can still be achieved. Such multilevel dynamics is not yet deeply explored in the literature. Some multilevel studies are dominated by two-level dynamics, so that they can be well characterized by effective two-level models [30, 32, 33]. In other cases the results are interpreted by numerical simulations [34], or by treating the anticrossings separately [35], or by introducing additional assumptions [36], which tend to obscure the original physics. An effective model based on high-frequency expansion was developed [37–39], though we would show that it fails to capture the multilevel dynamics studied here. In short, theoretical understanding of a driven multilevel system with driving frequency similar to energy splittings is still lacking [24].

Gate-defined quantum dots (QD) provide a viable platform for quantum computation and quantum simulation, having advantages such as high degree of integration, all-electrical control, and potentially higher operating temperatures [40–42]. With a strong longitudinal drive of broad bandwidth, LZS interference has been widely observed, and applied to qubit manipulation [28], dephasing characterization [30], spectroscopy [29], etc. With precise state control and measurement available in QDs, they are also an ideal platform for exploring multilevel LZS interference, and will be the nominal system we will explore in this work.

Here we study a prototype multilevel system under a longitudinal drive, which can be straightforwardly constructed in a gate-defined DQD. We solve this model problem by performing a proper unitary transformation, expanding in the Floquet basis, and then performing a Schrieff-Wolff transformation. We find that the multilevel LZS dynamics is accurately captured by the result-
ing effective model, where the synthetic couplings are tunable by the driving field. Based on this model, we study multilevel physics under a variety of conditions, and demonstrate several celebrated phenomena that have been observed in atomic and other systems via transverse driving, such as ATS [43–45], electromagnetically induced transparency [46–53], and adiabatic state transfer [48, 54–59]. We investigate these phenomena both numerically and theoretically, with focus on the distinct features due to longitudinal driving. Lastly, we explore applications of the high-order interference in the context of qubit control in a two-spin system. Our proposal reveals intriguing applications of Floquet engineering in general and LZS in particular in quantum computation and quantum simulation, and broadens the prospect of QDs for future quantum coherent devices.

II. MULTILEVEL MODELS AND AN EFFECTIVE HAMILTONIAN

We consider the physics in longitudinally driven multilevel systems shown in Fig. 1 (a) and (b). A three-level system is the minimal prototype to demonstrate higher order interference. One example is the three-spin hybrid qubit [60–63] in an asymmetric Si DQD, as shown in Fig. 1 (a). In the subspace with total spin $S = 1/2$ and $S_z = -1/2$, the lowest three levels can be isolated from the excited manifolds, yielding the following basis [60, 64]

$$
|1\rangle = |\downarrow, S\rangle, \quad |2\rangle = \sqrt{\frac{1}{3}} |\downarrow, T_0\rangle - \sqrt{\frac{2}{3}} |\uparrow, T_-\rangle, \quad |3\rangle = |S, \downarrow\rangle,
$$

(1)

where $|S\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)/\sqrt{2}$, $|T_0\rangle = (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)/\sqrt{2}$ and $|T_-\rangle = |\downarrow\downarrow\rangle$ in $|1\rangle$ and $|2\rangle$ are the singlet and triplet states in the right dot, while $|S\rangle$ in $|3\rangle$ is in the left dot, giving it a different charge occupation and detuning dependence from $|1\rangle$ and $|2\rangle$.

The Hamiltonian governing the three-level system in Fig. 1 (a) takes the form

$$
H(t) = \begin{pmatrix}
D_1 & 0 & g_1 \\
0 & D_2 & g_2 \\
-\frac{g_1}{g_2} & D_3(t) & -\frac{g_1}{g_2}
\end{pmatrix},
$$

(2)

where we have set $\hbar = 1$. The driving of this system is through the interdot detuning, $D_3(t) = \varepsilon - A \cos(\omega t)$, and is longitudinal. Both couplings $g_1$ and $g_2$ are determined by the inter-dot tunneling (typically about $2 - 5$ GHz [62]) and are set as constants in this study.

To solve this problem, we perform unitary transformations to shift the time dependence into the basis states, and search for an effective Hamiltonian that is time-independent. Specifically, we first eliminate the time dependence in the diagonal terms of the Hamiltonian by going to a rotating frame through the rotation $U = \text{diag}(e^{i(D_1+\omega t)t}, e^{iD_2t}, e^{i\int_0^t \text{d}t'[D_3(t')+\delta]})$, where $\delta \equiv D_3 - \varepsilon + N \omega$ is a frequency offset. This offset $\delta$ ensures the time-translation symmetry $H(t) = H(t + T)$ in the new basis, and keeps the diagonal terms in the first Brillouin zone of the frequency domain. The Hamiltonian in the rotating frame is given by $\tilde{H}(t) = U^\dagger H(t)U - iU^\dagger \partial U/\partial t$. We then perform the Floquet expansion [65] on $\tilde{H}$, followed by a Schrieffer-Wolff (SW) transformation [66]. The details of this procedure are presented in Appendix A.

The effective time-independent Hamiltonian of our driven three-level system is finally obtained as

$$
H_{\text{eff}} = \begin{pmatrix}
D_{12} - \omega \varepsilon + \Delta' & \xi & g_1 J_{N-n} \\
\xi^* & \Delta & g_2 J_N \\
g_1^* J_{N-n} & g_2^* J_N & -\delta - \Delta - \Delta'
\end{pmatrix},
$$

(3)

where $D_{12} = D_1 - D_2$, $J_k = J_k(\frac{\Delta}{\omega})$ is the first-kind Bessel function of the $k$-th order, and $\Delta', \Delta, \xi$ are corrections from the higher harmonics via the second-order SW transformation (see Appendix B). This effective Hamiltonian is equivalent to the one obtained by the high-frequency expansion [38] when $D_{12} = \omega \varepsilon$ and $\varepsilon - D_2 = N \omega$. However, as we will show below and in Appendix C, Eq. (3) is valid in a much broader parameter regime because of the more adaptable transformations involved in its derivation. Hereafter we denote $D_i = \varepsilon$ as $D_i$ (i.e. $D_{i3}$ does not include the driving field, and $D_{3i} = -D_{i3}$).

The effective Hamiltonian shows that the original single longitudinal drive has made both the off-diagonal couplings individually tunable. This wide tunability is highly desirable in a hybrid qubit (and the singlet-triplet qubit we discuss below) since it is challenging to tune $g_1$ and $g_2$ individually in practice. Furthermore, a synthetic interaction labeled by $\xi$ is now generated, coupling the dressed qubit states $|1\rangle$ and $|2\rangle$.

The same approach can be applied to derive an effective model for a five-level system with energy spectrum...
similar to Fig. 1(b). The five-level structure here has been explored in a singlet-triplet (ST) system in a DQD [8, 9, 67–71], and has recently been employed to demonstrate spin-based two-qubit gates with gate fidelity above 99% [8, 9]. The basis states of the ST system are given by
\[
|1\rangle = |\uparrow, \uparrow\rangle, \quad |2\rangle = |\uparrow, \downarrow\rangle, \quad |3\rangle = |\downarrow, \uparrow\rangle, \\
|4\rangle = |\downarrow, \downarrow\rangle, \quad |5\rangle = |S, 0\rangle.
\]
Here states |1⟩ to |4⟩ have one electron in each dot, while |5⟩ has both electrons in the left dot in Fig. 1(b). In the ST system, the coupling denoted by g₂ (couplings between |2⟩, |3⟩ and |5⟩) is given by spin-conserved inter-dot tunneling, while g₁ (couplings between |1⟩, |4⟩ and |5⟩) represents spin-flip tunneling enabled by spin-orbit interaction. Neither can be tuned conveniently and reliably. Hereafter, state |3⟩ in Eq. (1) and |5⟩ in Eq. 4 will be termed as the shuttle state. These states respond differently to the gate voltage detuning ε due to their different charge configurations as is shown in Fig. 1, and consequently can be detected electrically.

III. AMPLITUDE SPECTROSCOPY AND AUTLER-TOWNES SPLITTING

In a longitudinally driven system, the state spectrum, especially the various anti-crossings, can be characterized using amplitude spectroscopy [26] with a broad bandwidth instead of the conventional spectroscopic approach of varying the frequency of a monochromatic driving field. Here we first investigate resonant conditions for transitions and modulation of effective couplings by amplitude spectroscopy using our effective Hamiltonian and direct numerical simulation using the original time-dependent Hamiltonian.

In Fig. 2 (a) we present the long-time averaged transition amplitude T₁₂ between |1⟩ and |2⟩ (see Appendix A2) based on Floquet theorem using the original H(t), with g₁ = 0.1 GHz, g₂ = 1 GHz, D₁ = −3D₂ and ε = 0. Significant transition is observed at the resonant condition of Eq. 5. Zoom-in of D₁₂/ω ∈ [0.8, 2.2] are placed in (b)-(d), in which the green dotted lines represent the resonances indicated by H_eff, and the shaded functions are the effective couplings of r±, zero points of which yield the break points. Breakpoints in (b) are well aligned to D₁₂/ω = 2 while those in (d) are not aligned to D₁₂/ω = 1, which is the evidence of odd-even effect. (e) Cross-sections of (a) in D₁₂/ω = 1, 2 and 3. Signals are shifted for clarity. For D₁₂/ω = 2, the transition is suppressed, and the suppression gets severe as driving amplitude increases.
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**FIG. 2.** The transition amplitude of the driven three-level model. (a) Time-averaged transition amplitude T₁₂ as a function of driving amplitude A and energy spacing D₁₂ with parameters g₁ = 0.1 GHz, g₂ = 1 GHz, D₁ = −3D₂ and ε = 0. Significant transition is observed at the resonant condition of Eq. 5. Zoom-in of D₁₂/ω ∈ [0.8, 2.2] are placed in (b)-(d), in which the green dotted lines represent the resonances indicated by H_eff, and the shaded functions are the effective couplings of r±, zero points of which yield the break points. Breakpoints in (b) are well aligned to D₁₂/ω = 2 while those in (d) are not aligned to D₁₂/ω = 1, which is the evidence of odd-even effect. (e) Cross-sections of (a) in D₁₂/ω = 1, 2 and 3. Signals are shifted for clarity. For D₁₂/ω = 2, the transition is suppressed, and the suppression gets severe as driving amplitude increases.
Simulation results in Fig. 2 also exhibit other remarkable features. For example, as driving amplitude \( A \) increases, we observe break points along the resonant curves where \( T_{12} \) vanishes or is strongly suppressed. To understand this feature, we examine more closely the regime where hybridization between \([2, 12] \) is strong. In order to evaluate the transition amplitude accurately, we first diagonalize the subspace of \( |12⟩ \). Effective couplings between \( |12⟩ \) and \( |±⟩ \) are presented in the inset in Fig. 2 (b)-(d), showing that the break points occur at \( r_m = 0 \) exactly. In other words, the break points mean that tunneling between \( |1⟩ \) and \( |±⟩ \) is forbidden, similar to the coherent destruction of tunneling in a driven two-level system [25, 29, 72], though extended to a multilevel system here.

The coherent destruction of tunneling leads to a striking odd-even alternating effect. In Fig. 2 (b) the breakpoints are well aligned to \( D_{12}/ω = 2 \) while the distribution of the breakpoints in Fig. 2 (d) are different and shift away from \( D_{12}/ω = 1 \). Generally, for \( D_{12}/ω = n \), the distribution of breakpoints is dependent on the parity of \( n \), thus we term this phenomenon as odd-even effect. In Fig. 2 (c), we present \( T_{12} \) as a function of \( A \) under the conditions of \( D_{12}/ω = 1, 2 \) and 3 for a better description of the odd-even effect. Here the transition amplitude display discrete peaks, with the intervals between peaks induced by ATS since the resonant transition is shifted due to the modulated effective coupling. For \( D_{12}/ω = 2 \), the peaks are narrower compared to that of \( D_{12}/ω = 1 \) and 3, indicating reduced overall absorption, and in agreement with the fact that the break points are aligned to \( D_{12}/ω = 2 \).

The origin of the odd-even effect is the longitudinal-driving-induced modulation of the effective coupling in \( H_{\text{eff}} \). Assuming \( g_{1}J_{N-n} ≪ g_{1}J_{1} \), for the resonances of \( D_{12} = nω \) and \( D_{13} = nω \), the transitions are determined by \( r_- \) and \( r_+ \), respectively. Assuming that \( Λ' \) is negligible, we obtain \( r_- \) under the condition \( D_{12} = nω = E_- \) and \( r_+ \) under the condition \( D_{12} = nω = E_+ \):

\[
\begin{align*}
r_- &\propto ξg_{2}J_{N} - g_{1}J_{N-n}(E_- - E_+), \\
r_+ &\propto ξg_{2}J_{N} + g_{1}J_{N-n}(E_+ - E_-). \tag{6}
\end{align*}
\]

By substituting in the expressions of \( Λ \) and \( ξ \), and accounting for the condition \( E_- = 0 \), which means \( D_{12} = nω \), we find \( r_- \propto \sum_{m\neq N}g_{1}g_{2}(J_{m-n}J_{m-n} - J_{m-n}^2)/(mω - D_{12}) \) (see Appendix. D). In the large \( A/ω \) limit (i.e. strong driving), the asymptotic behavior of the Bessel functions dictates that for even \( n \), \( r_- \propto 0 \). Thus transitions at \( D_{12} = nω \) for large driving amplitude \( A \) is forbidden, yielding the so-called odd-even effect. This effect was experimentally observed in a DQD by Stelhlik et al. [73], and explained based on an assumption of strong dissipation [36]. Our results here show that even without dissipation, the odd-even effect could also be observable because of the coherent destruction of tunneling in a multilevel system in the strong driving limit. We further discuss the odd-even effect with dissipation in Appendix E, which is in accordance with the result in Ref. 36 and 73.

**IV. DARK STATE IN THE EFFECTIVE HAMILTONIAN**

In atomic physics, dark state is the result of interference effects from transverse driving in a three-level \( \Lambda \) system [46]. When a system relaxes to the dark state, coherent population trapping would happen, which means the system will be trapped in the dark state and is decoupled from the excited state [46, 49–51, 53]. In our longitudinally driven system, off-diagonal coupling is also present in the effective Hamiltonian \( H_{\text{eff}} \) among the dressed states as a result of the higher-order LZS interference. Accordingly, when \( ξ \) is negligible, we expect...
the dark state for our system to be

$$|\psi\rangle \propto g_2 J_N |1\rangle - g_1 J_{N-k} |2\rangle.$$  \hspace{1cm} (7)

When the system is trapped in the dark state, the transition between $|\psi\rangle$ and $|3\rangle$ is strictly forbidden. Considering that state $|3\rangle$ has a different charge configuration from $|1\rangle$ and $|2\rangle$, forbidden transition to $|3\rangle$ means charge cannot transfer between the two dots, leading to a suppression in current through the DQD. In essence, coherent trapping here is caused by interference between the two paths of electron tunneling.

In Fig. 3 we demonstrate the emergence of the dark state by plotting the average transition amplitude $T_{\psi 3}$ from a random initial state $|\psi(\theta) = \cos(\theta)|1\rangle + \sin(\theta)|2\rangle$ to $|3\rangle$ with $g_{1,2} = 1$ GHz. In the vicinity of $D_{12} = 2\omega$ and $D_{13} = \omega$, the effective couplings are given by $g_{1,2} = g_{1,2} J_{\pm 1}(A/\omega)$, and the dark state $|\psi\rangle$ is then defined by $|\psi(\pi/4)\rangle$. Numerical simulation of averaged transition amplitude $T_{\psi 3}$ is shown in Fig. 3 (a), in which the suppression of transition amplitude is observed around $D_{12} = 2\omega$ for a wide range of $A/\omega$. Two cross-sections with $A/\omega = 1.0$ and 8.0 are presented in Fig. 3 (b) and (c), respectively. These panels show that with increasingly strong driving $A/\omega$, the contribution of the off-diagonal coupling $\xi$ becomes less important, and $|\psi(\pi/4)\rangle$ becomes “darker”. For the state orthogonal to $|\psi(\pi/4)\rangle$, with $\tan(\theta) = -1$, a resonant peak appears as is shown in both Fig. 3 (b) and (c).

A similar three-level model can also be obtained from the five-level model based on the ST system. Thus we expect that similar features, including ATS, odd-even effect, and dark state, are all observable in the ST system as well.

V. QUANTUM GATES VIA THE DRIVING-INDUCED SYNTHETIC COUPLING

As shown in the effective Hamiltonian (3), the higher order interference among the three states produces a synthetic coupling $\xi$, which could be employed to generate quantum gates, and has the potential for fast operation. Here we demonstrate qubit control in a five-level ST system. Though the relevant $H_{\text{eff}}$ is in principle for five states, nearby a resonance only three states are relevant as long as the difference between resonant frequencies is significantly greater than the synthetic couplings, so we will continue to use Eq. (3) as our starting point.

Different from the previous section, here we do not need a precise driving amplitude, which restricts the leakage caused by $g_{1,2} J_a$, while ensures an accurate value of $\xi$. According to Eq. 3, leakage to the shuttle state is negligible as long as $|\delta| \gg |g_a J_a|$, while the spin manipulation time is determined by the strength of the synthetic coupling $\xi$. To suppress leakage, one can work in the large detuning regime [70, 71, 74], leading to a higher order of $J_a$ in $H_{\text{eff}}$. Unfortunately it also suppresses $\xi$, and is thus not a useful regime for quantum gates. On the other hand, by tuning the driving amplitude $A/\omega$, leakage can also be suppressed while maintaining a finite value for $\xi$. In other words, state manipulation can be implemented in the regime of small detuning, which adds the additional benefit of a greater exchange coupling strength in the ST system.

In Fig. 4(a) we present the transition amplitude between $|\uparrow, \uparrow\rangle \leftrightarrow |\uparrow, \downarrow\rangle$ ($T_{12}$) and $|\downarrow, \downarrow\rangle \leftrightarrow |\downarrow, \uparrow\rangle$ ($T_{34}$) versus frequency and detuning energy $\varepsilon$. At the solid triangle point with zero detuning, these two transitions are degenerate, which means that the spin rotations are independent of each other, and single-spin rotation can be generated. Otherwise, transitions occur at different driving frequencies, indicating that rotation of the spin on the right depends on the state of the left spin, which would lead to controlled rotation and two-spin gates.

In Fig. 4 (b) and (c), we calculate the time evolution operator $U(t)$ and present the time evolution of probability $P_{ij}(t) = |\langle i|U(t)|j\rangle|^2$. Fig. 4 (b) shows single-spin rotation with parameters $g_1 = 1$ GHz, $g_2 = 2$ GHz and amplitude of $A = 86.4$ GHz. The cross-section of the chevron at resonance exhibits high-fidelity exceeding 99.9% with fast manipulation time of 35 ns. When $\varepsilon \neq 0$, the two transitions shift differently as shown in Fig. 4 (a), and a controlled rotation can be generated. In Fig. 4(c), we present the controlled rotation with $\varepsilon \approx 26$ GHz as indicated by the red pentagram in Fig. 4(a) and $A = 20$ GHz. The result contains two overlapping chevrons — one is narrowly peaked at $\omega - D_{12} \approx -0.2$ GHz and one is broad peaked at $\omega - D_{12} \approx 0.2$ GHz. They are the consequence of $T_{34}$ and $T_{12}$, respectively. The cross-section indicated by the black dashed line in Fig. 4 shows a resonant transition with amplitude over 99.5% and a suppressed off-resonant rotation amplitude of 0.4%. The frequency difference between the two resonant peaks indicates a significant exchange coupling, which is result of the small detuning.

VI. ADIABATIC STATE TRANSFER BY DRIVING AMPLITUDE MODULATION

In quantum optics, adiabatic state transfer is achieved via modulation of the coherent (transverse) couplings in a $\Lambda$ model [48, 54, 55, 59]. It has been demonstrated in various systems [56–58], including in quantum dot spin chains in a mathematically isomorphic process called adiabatic quantum teleportation (AQT) [75, 76]. In our longitudinally driven system, to achieve state transfer we need to adiabatically modulate the effective Hamiltonian $H_{\text{eff}}(t)$, assuming that the modulation frequency is much smaller than the driving frequency. Compared to previous works where the off-diagonal coupling terms are tuned independently, $g_i$ here are assumed to be constants in our model, leaving only the slow-varying amplitude $A(t)$ to be the control parameter.

In the following example, we accomplish adiabatic state transfer in a five-level ST system by amplitude mod-
FIG. 4. Quantum gate via Rabi oscillation in the ST system. (a) Total transition amplitude $T_{12} + T_{34}$ versus detuning $\varepsilon$ and driving frequency. Parameters used in simulation are $g_1 = 1$ GHz, $g_2 = 2$ GHz, $D_1 = -D_4 = 40$ GHz and $D_2 = -D_3 = 10$ GHz. (b) Rabi chevron for single-spin rotation with suppressed leakage with $\varepsilon = 0$, $A = 86.4$ GHz. The on-resonance oscillation at resonance exhibit of maximal amplitude over 99.9%. (c) The two-qubit conditional-rotation gate with $\varepsilon = 26$ GHz and $A = 20$ GHz, in which $P_{12}$ and $P_{34}$ resonant at different frequencies.

FIG. 5. Quantum gate via an adiabatic passage in the ST system. (a) Logarithm of infidelity $\log_{10}(1 - P_{12}(t))$ with respect to frequency derivation $\omega - D_{12}$. Inset shows the effective three-level model by $|1\rangle$, $|2\rangle$, and $|5\rangle$. (b) The final probability $P_{ij}(t_f)$ as a function of $\omega - D_{12}$, in which the triangle point can be used as the working point of controlled-rotation gate. (c) The cross-section along the dashed line in (a), from both full simulation of the time-dependent Hamiltonian (solid curves) and that by the effective Hamiltonian $H_{eff}$ (dashed curves). (d) Probability with Lindblad dissipation strength $\gamma$. For $t_f < T_2/10$, transition amplitude $P_{12} > 99\%$; and for $t_f = T_2/20$ and in the long-time limit, state thermalization is reached, with $P_{11} = 1/5$ when $t_f > 10^2T_2$.

ulation as

$$A(t) = 100 \sin^2(\pi t/2t_f), \quad 0 \leq t \leq t_f,$$

where $t_f = 1$ $\mu$s is the total evolution time. This choice of $A(t)$ is for illustration purpose only and is not optimized. In the effective Hamiltonian, all the correlations such as $\xi$, $\Delta$, and $\Delta'$ are included because when $A(t)$ is small, they may be important. We investigate the adiabatic process both through the effective Hamiltonian and by numerically solving the time-dependent Schrödinger equation with different driving frequencies. Similar to what we have discussed in the dark state section, here the effective model Hamiltonian is equivalent to that for a three-level $\Lambda$ configuration composed of $|1\rangle$, $|2\rangle$ and $|5\rangle$, while the effective couplings are only tuned by driving amplitude via the Bessel functions.

With a modulation on the driving amplitude, state transfer occurs in a wide range of driving frequencies as shown in Fig. 5 (a), where the color code represents the logarithm of infidelity $1 - P_{12}(t)$. In Fig. 5 (b) we present different probabilities $P_{ij}(t_f)$ with the same adiabatic passage as a function of driving frequency. Based on the fact that transitions are addressable via driving frequency, controlled rotation can be constructed. For example, when $\omega - D_{12} = 0.27$ GHz as is labeled by the solid purple triangle in both Fig. 5 (a) and (b), $P_{12}$ and $P_{23}$ are significant while $P_{34}$ and $P_{35}$ are minimal. In addition, the plateau of $P_{ij}(t_f)$ indicates that the adiabatic state transfer is robust to frequency/energy spacing shift. In Fig. 5 (c), we compare the time evolution from our full numerical simulation with the results from $H_{eff}(t)$ for a given driving frequency $\omega$, along the dashed vertical line in Fig. 5 (a). We find good agreements between the
two approaches. In Appendix C, we show that \( H_{\text{eff}} \) in Eq. 3 is a more robust and faithful representation of the original time-dependent Hamiltonian than that from the high-frequency expansion [38].

In a semiconductor QD system, dephasing is usually quite fast, especially among states with different charge distributions. We thus also investigated its influence on our adiabatic state transfer protocol, described by the following Lindblad master equation

\[
\dot{\rho} = -i[H(t), \rho] + \sum_{k \neq 0} \left[ L_k \rho L_k^\dagger - \frac{1}{2} \{ L_k^\dagger L_k, \rho \} \right],
\]

where the summation represents the non-unitary evolution and \( L_k = \sqrt{\nu_k} |k\rangle \langle k| \), for \( k = 1, \ldots, 5 \), account for the white-noise fluctuations on each level. We neglect the contribution of energy relaxation between these levels for the white-noise fluctuations on each level. We neglect the contribution of energy relaxation between these levels for the reason that in QDs, \( T_1 \gg T_2 \). In Fig. 5 (d) we plot \( P_{ij}(t_f) \) as a function of \( \gamma \) (assuming \( \nu_k = \gamma = 1/T_2 \)), showing a transition from the perfect state transfer with \( P_{12}(t_f) \rightarrow 1 \) to \( P_{ij} = 1/5 \) as the maximal mixed state, which can be reached when \( t_f > 10^2 T_2 \). If the protocol time is much shorter than dephasing time, for example when \( t_f = T_2/20 \), the fidelity \( P_{12}(t_f) \) can exceed 0.99, as expected.

VII. CONCLUSION

In conclusion, we have introduced Floquet engineering to gate-defined DQDs system. In particular, we develop a universal approach that allows us to study the evolution of a multilevel system under strong longitudinal drive. We show that the resulting multilevel LZS interference is well described by an effective three-level model, and is fully-tunable by the driving field. Em- ploying this effective model, we demonstrate phenomena that are qualitatively similar to ATS and dark state, but have distinct features because they are the results of longitudinal instead of transverse driving. We are able to understand the so-called odd-even effect caused by coherent destruction of tunneling within our effective model. We also demonstrate fast quantum gates based on the interference-induced synthetic coupling in a five-level ST system, and show that qubit manipulation with a broadband driving can be realized by adiabatic passage.

Our results clearly demonstrate that coherent longitudinal driving and the resulting LZS interference in a multilevel quantum system can lead to strong tunability, since coherent phases in the LZS process are controlled by the driving field. In the context of quantum dot devices, such tunability should be readily available for hybrid qubits and singlet-triplet qubits, and can be employed in any multi-dot device where tunnel couplings cannot be tuned conveniently. Though we focus on a sinusoidal driving field in this initial study, our approach can be extended to any periodic driving field after a Fourier expansion. Most importantly, the theoretical considerations we present here is quite general and should be valid for a variety of multilevel systems that are experimentally relevant.
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Appendix A: Derivation of effective Hamiltonian

1. Rotating frame for diagonal modulated system

We are dealing with a time-periodic system with strong diagonal modulation (\( A \gg \omega \)), which cannot be treated conveniently using Floquet theorem in our searching of a time-independent \( H_{\text{eff}} \). To make this system more conveniently treatable by Floquet theorem, we first perform a proper rotation of \( H \) by

\[
\mathcal{U} = \text{diag}(e^{i(D_2+n\omega)t}, e^{iD_2t}, e^{i(D_2+N\omega)t-i\Delta_{\text{ann}}(\omega)/\omega}). \quad (A1)
\]

The resulting Hamiltonian takes the form

\[
\hat{H}(t) = \begin{pmatrix}
D_{12} - n\omega & c(t)g_1e^{i\omega t} \\

\nu(t)g_1e^{-i\omega t} & c^*(t)g_2 D_{32} - N\omega
\end{pmatrix}, \quad (A2)
\]

with \( c(t) = e^{iA\omega\omega t} e^{-iN\omega t} = \sum_j J_\nu(A/\omega)e^{i(\nu-N)\omega t}. \) By “proper”, we mean that (i) the diagonal matrix elements should be restricted to the first Brillouin zone; (ii) the new Hamiltonian \( \hat{H}(t) \) should have the same periodicity as \( H(t) \); and (iii) the degrees of freedom in \( U \) should be uniquely determined. The time dependence of \( \hat{H}(t) \) is now more conveniently located in the off-diagonal terms.

2. Floquet-Schrödinger equation and numerical simulation

The Floquet theorem provides a general framework to study the linear models with periodic modulation in the time domain [65], and it has also been exploited to study dissipative systems [77]. In this work, some simulation is carried out based on the non-dissipative Floquet theorem, as we would present in this subsection. For \( i\partial_t |\psi\rangle = \hat{H}(t)|\psi\rangle \), where \( \hat{H}(t) \) was defined above, we can write \( |\psi\rangle = e^{-i\hat{H}T}|u(t)\rangle \), where \( q \) is the quasi-energy and \( |u(t)\rangle \) is a periodic function with period \( T \). We now have

\[
(\hat{H}(t) - i\partial_t)|u(t)\rangle = q|u(t)\rangle, \quad |u(t)\rangle = |u(t + T)\rangle. \quad (A3)
\]

The relevant wave function for each subcell is given by

\[
\psi_n(t) = \sum_n \Psi_n(t) e^{iE_n t}, \quad \Psi_n(t) \in \mathbb{C}.
\]

The Bloch vector is given by

\[
\Psi_n(t) = \begin{pmatrix}
\Psi_{n1}(t) \\

\Psi_{n2}(t)
\end{pmatrix}, \quad \Psi_{n1}(t) = \chi(t)(\sin(\omega t) + \cos(\omega t)), \quad \Psi_{n2}(t) = \chi(t)(\sin(\omega t) - \cos(\omega t)).
\]

The wave function of the system is given by

\[
\psi(t) = \sum_n \Psi_n(t) e^{iE_n t}, \quad \Psi_n(t) = \begin{pmatrix}
\Psi_{n1}(t) \\

\Psi_{n2}(t)
\end{pmatrix}, \quad \Psi_{n1}(t) = \chi(t)(\sin(\omega t) + \cos(\omega t)), \quad \Psi_{n2}(t) = \chi(t)(\sin(\omega t) - \cos(\omega t)).
\]

The relevant wave function for each subcell is given by

\[
\psi_n(t) = \sum_n \Psi_n(t) e^{iE_n t}, \quad \Psi_n(t) \in \mathbb{C}.
\]

The Bloch vector is given by

\[
\Psi_n(t) = \begin{pmatrix}
\Psi_{n1}(t) \\

\Psi_{n2}(t)
\end{pmatrix}, \quad \Psi_{n1}(t) = \chi(t)(\sin(\omega t) + \cos(\omega t)), \quad \Psi_{n2}(t) = \chi(t)(\sin(\omega t) - \cos(\omega t)).
\]

The wave function of the system is given by

\[
\psi(t) = \sum_n \Psi_n(t) e^{iE_n t}, \quad \Psi_n(t) = \begin{pmatrix}
\Psi_{n1}(t) \\

\Psi_{n2}(t)
\end{pmatrix}, \quad \Psi_{n1}(t) = \chi(t)(\sin(\omega t) + \cos(\omega t)), \quad \Psi_{n2}(t) = \chi(t)(\sin(\omega t) - \cos(\omega t)).
\]
This equation can be cast into a stationary equation, assuming that $|u(t)\rangle = \sum_{\alpha,n} c_{\alpha n}|\alpha,n\rangle$, where $|\alpha,n\rangle = e^{in\omega t}|\alpha\rangle$. If one takes $|\mathcal{U}\rangle$ as a column matrix consisting of all the $c_{\alpha n}$ in proper order with $n \in \mathbb{Z}$, we find the Floquet-Schrödinger equation in the matrix form as $\mathcal{H}_F(|\mathcal{U}\rangle) = |\mathcal{U}\rangle$, with matrix elements

$$
\langle \alpha,n|\mathcal{H}_F|\beta,m\rangle = H^{(n-m)}_{\alpha\beta} + n\omega\delta_{nm}\delta_{\alpha\beta},
$$

(A4)

where $H^{(n-m)}_{\alpha\beta}$ is the $(n-m)$th Fourier coefficient of matrix element $H_{\alpha\beta}$. Though $\mathcal{H}_F$ is a matrix of infinite size, in numerical simulations we can make a truncation for $n$ (in our case we choose $|n| \leq N_c = 20$) to calculate the quasienergy $q$, which is shown in Fig. 6 (a)-(b). As expected, the spectrum is a repeating of levels in the first Brillouin zone shifted by $\omega$. We will in general focus on the first Brillouin zone defined as $\mathcal{B} = [-\omega/2, \omega/2]$.

Based on $\mathcal{H}_F$, we can evaluate the transition amplitude from $|\beta\rangle$ to $|\alpha\rangle$ by

$$
U_{\alpha,\beta}(t; t_0) = \sum_n \langle \alpha,n|e^{-i\mathcal{H}_F(t-t_0)}|\beta,0\rangle e^{in\omega t},
$$

(A5)

where the summation collects contributions from all orders of Fourier components. The averaged transition amplitude is then given by

$$
T_{\alpha\beta}(t_0) = \lim_{t \to \infty} \frac{1}{t} \int_0^t |U_{\alpha,\beta}(\tau; t_0)|^2 d\tau
$$

(A6)

$$
= \sum_{m,n,\phi} \langle \alpha,\phi|\phi\rangle \langle \beta,0|\beta,\phi\rangle \langle \phi\alpha,\phi\rangle e^{in\omega t_0},
$$

(A7)

with $|\phi\rangle$ the eigenstates of $\mathcal{H}_F$. Our numerical results for this transition amplitude are shown in Fig. 6 (c) and (d), where resonance transitions are expected at degeneracy points.

Appendix B: Effective Hamiltonian

We mainly present our results based on an effective Hamiltonian $H_{\text{eff}}$ by eliminating the off-diagonal couplings between different Brillouin zones in $\mathcal{H}_F$ to the lowest order. This is achieved by Löwdin’s quasi-degenerate perturbation theory via a unitary transformation of $\mathcal{H}_F = U^\dagger \mathcal{H}_F U$, where $U = e^{-S}$, and $S$ is given by [66]

$$
S_{ml} = \frac{\langle \mathcal{H}_F \rangle_{ml}}{(\mathcal{H}_F)_{ll} - (\mathcal{H}_F)_{mm}}.
$$

(B1)

Here $m$ and $l$ include indices $n$ and $\alpha$ in Eq. A4.

The effective Hamiltonian $H_{\text{eff}}$ in the main text is thus obtained, in which $\Delta'$, $\Delta$, $\xi$ are corrections induced by the couplings to the higher Brillouin zones:

$$
\Delta' = \sum_{m \neq N-n} \frac{(g_1 J_m)^2}{D_{13} + m\omega},
$$

(B2)

$$
\Delta = \sum_{m \neq N} \frac{(g_2 J_m)^2}{D_{23} + m\omega},
$$

(B2)

$$
\xi = \sum_{m \neq N} \frac{g_1 g_2 J_m}{2(D_{23} + m\omega)} J_{m+n} + \sum_{m \neq N-n} \frac{g_1 g_2 J_m}{2(D_{13} + m\omega)}. \quad (B3)
$$

Appendix C: Comparison of different theoretical approaches

In Ref. 38, a universal effective model for a driven system was obtained based on high-frequency expansion. Here we compare our effective model with this established model, and clarify how they are consistent with or different from each other.

The objective in deriving an effective model is to find a basis in which the originally time-dependent Hamiltonian becomes approximately time-independent, so that dynamics based on our effective Hamiltonian is more consistent with numerical simulations under wider range of conditions.

According to the reference, one can find a rotation $e^{-iK(t)}$ such that $H_r = e^{-iK(t)} H(t) e^{iK(t)}$ is time-independent. Following the same rotation defined by $U$ above, one can write $H(t) = H_0 + \sum_{n \neq 0} H_n e^{in\omega t}$, and, the effective Hamiltonian $H_r$ is obtained as

$$
H_r = H_0 + \frac{1}{2} \sum_{n \neq 0} \frac{[H_n, H_{-n}]}{n\omega} + \cdots.
$$

(C1)
The $H_r$ thus obtained is equivalent to our $H_{\text{eff}}$ when $D_{12}$ and $D_{52}$ are integer multiples of $\omega$, but is otherwise different. To demonstrate their differences quantitatively, we repeat the numerical simulations as presented in Fig. 5 (c). Here we keep $D_{12} \approx \omega$, while varying $D_{52}$, and compare results given by the two models and the original time-dependent Hamiltonian. For clarity, we denote the results derived by Ref. 38 as $H_r^{(1)}$ and $H_r^{(2)}$ for first- and second-order approximation, respectively.

In Fig. 7 (a), (b), and (c) we track the transfer probability $P_{12}$ as a function of $D_{52}$ and evolution time $t$. A gap appears in both (a) and (b), meaning that no transfer occurs when $D_{52}$ is in that range, while there is no gap in the results obtained from $H_{\text{eff}}$ in (c). Furthermore, the gap in the results given by $H_r^{(2)}$ is narrower than that given by $H_r^{(1)}$. In Fig. 7 (d), (e), and (f) we choose three-cross-sections denoted by dashed lines in (a), (b), and (c) to demonstrate how the different models differ. For $D_{52} = 0$, presented in panel (d), $H_r^{(1)}$ is equivalent to $H_{\text{eff}}$, while $H_r^{(2)}$ gives no correction to $H_{r}^{(1)}$. All three models are consistent with the direct numerical simulation. However, when $D_{52} \neq 0$, difference arises between $H_r^{(1,2)}$ and $H_{\text{eff}}$. In Fig. 7 (e), only $H_{\text{eff}}$ is quantitatively consistent with the numerical simulation, while $H_r^{(2)}$ is only qualitatively consistent. The results from $H_r^{(1)}$, on the other hand, are qualitatively different from the simulation results, with no population transfer at the long time limit. When $D_{52} = 16$ GHz, as presented in Fig. 7 (f), both $H_r^{(1,2)}$ now fail to capture the adiabatic state transfer process, while $H_{\text{eff}}$ still works well and track the numerical simulation perfectly.

To further accentuate the differences between the two effective Hamiltonians, below we derive our $H_{\text{eff}}$ using a procedure similar to that in Ref. 38. Different from Ref. 38, here we prove that for any $e^{iqt}$ (q being an operator, thus a matrix when the basis states are chosen), there exists an operator $K(t)$ and a rotation $e^{-iK(t)}$, such that $e^{iK(t)}e^{iqt}H(t)e^{-iK(t)} \approx e^{iqt}H_{\text{eff}}e^{-iqt}$, where $H_{\text{eff}}$ is time-independent. For convenience, we denote

$$H'(t) = e^{iqt}H(t)e^{-iqt}$$

$$= e^{iqt} \left( H_0 + \sum_{n \neq 0} H_{n} e^{in\omega t} \right) e^{-iqt}$$

$$= H_0' + \sum_{n \neq 0} H_{n}' e^{in\omega t}.$$  

Unlike the periodic $H(t)$, $H'(t)$ here is quasi periodic. The objective now is to find a $K(t)$ such that $e^{iK(t)}H'(t)e^{-iK(t)}$ is independent of $\omega$ rather than $t$. In this way, we find that

$$\partial_t K \approx \sum_{n \neq 0} H_{n}' e^{in\omega t}.$$  

If we further suppose $q$ is diagonal as $q = \text{diag}\{q_1, \ldots, q_n\}$, we obtain

$$H_{\text{eff}} \approx H_0 + \frac{1}{2} \sum_{n \neq 0} [Q_n, H_{-n}]$$.
where

$$Q_n = \sum_{j,j'} \frac{(H_n)_{jj'}}{n\omega + q_j - q_j'}|j\rangle\langle j'|. \quad (C7)$$

When $q_i$ are set as $D_i$, one obtains $H_{\text{eff}}$ presented in the main text. On the other hand, if $q$ is set as the identity matrix, one obtains $H_r$. Both $H_{\text{eff}}$ and $H_r$ is time-independent. However, from the perspective of perturbation theory, $H_r$ does not take the energy difference $D_i - D_j$ into consideration, and is thus not as accurate as $H_{\text{eff}}$ whenever these energy differences are significant. For example, when $n\omega \gg |D_i - D_j|$, $H_r$ is approximately equivalent to $H_{\text{eff}}$. In contrast, when $|D_i - D_j|$ is comparable to $n\omega$, $H_r$ is no longer accurate.

In short, the analytical analysis presented here and comparisons with numerical simulations show that our effective model $H_{\text{eff}}$ is a faithful representation of the original driven system.

$\textbf{Appendix D: ATS and odd-even effect}$

To address the resonant transition presented in the main text, we diagonalize the subspace of $\{|2, 3\rangle\}$ into $\{|+, -\rangle\}$. Effective Hamiltonian is then given by

$$H_{\text{eff}} = \begin{pmatrix} D_{12} - n\omega & r_+ & r_- \\ r_+ & E_+ & 0 \\ r_- & 0 & E_- \end{pmatrix}, \quad (D1)$$

with $E_\pm$ the eigenenergies of subspace spanned by $\{|2, 3\rangle\}$ and $r_\pm$ the corresponding coupling strength. For weak couplings, the resonant condition is determined by $D_{12} - n\omega = E_\pm$, resulting in the ATS induced by longitudinal drive as mentioned in the main text. Notice that the resonant condition indicates state manipulation based on multifrequency. To demonstrate that, we present a numerical simulation result in Fig. 8 (a), (b), where we present Rabi oscillation for $D_{12} = \omega$ and $D_{12} = 2\omega$.

Analogue to coherent destruction of tunneling in TLS, intervals are found when the relevant effective coupling term meets its zero points, and interestingly, the Bessel functions induce a parity-dependent result, which is referred to as odd-even effect in the main text. According to $H_{\text{eff}}$, the resonance is described by $D_{12} - n\omega = E_\pm$. One of the branches, namely, $D_{12} - n\omega \approx 0$, reflects the parity effect. e.g., for $D_{12} = n\omega$, we have

$$r_+ \propto g_2 J_N - g_1 J_{N-n} \Delta$$

$$= \sum_{m\neq N} \frac{g_2 g_2^*}{m\omega - D_{23}} (J_{m-n} J_m J_N - J_m^2 J_{N-n}). \quad (D2)$$

This guarantees $r_- \approx 0$ at $D_{12} = n\omega$ for even $n$ when $A/\omega \gg N - m, m - n$, while for odd $n$, break points can be found around $D_{12} = n\omega$ when $J_{m-n} J_N = J_m J_{N-n}$, but this condition could not always be fulfilled. However, odd-even effect would disappear when $\varepsilon > A$, i.e., when system does not go through anti-crossings, which is in accordance with experiment [73]. It can be interpreted with the relation $N \approx D_{23}/\omega > A/\omega$, which means $\varepsilon > A$ undermines the approximation condition $A/\omega \gg N - n$ for small $n$.

$\textbf{Appendix E: Odd-even effect with dissipation in strong driving limit}$

In this section, we would demonstrate how the ATS in the main text eventually yields the odd-even effect reported by Ref. 73 by introducing dissipation and strong driving. Based on the fact that shuttle state $|3\rangle$ can be detected electrically, we calculate $P_{13}(t)$ by Lindblad master equation with and without dissipation under different driving amplitude, and average $P_{13}(t)$ over 800 ns to obtain $T_{13}$ approximately. The dissipation is involved
by considering a dephasing on each state at a rate of \( \gamma = 0.01 \) GHz and electron jump in and out of DQDs at a rate of \( \Gamma = 1 \) GHz. We calculate \( T_1 \) as a function of driving frequency \( \omega \) and energy difference \( D_{12} \), and the result is presented in Fig. 9.

We present the ATS signal under a driving amplitude of 4 GHz and 20 GHz in Fig. 9 (a) and (b). With the increasing of the driving amplitude, the splitting of ATS signal saturates. As one could expect, when the driving field is sufficiently strong, resonant transition only happens at \( D_{12} = n\omega \text{ or } D_{13} = m\omega \). Furthermore, as discussed in the main text, for \( D_{12} = 2n\omega \), transition from \( |1\rangle \) to \( |\rangle \) is almost forbidden (determined by \( r_\text{e} \)). In this context, even orders of harmonics are supposed to vanish in strong driving limit, which yields the so-called odd-even effect. Hence, we take dissipation into consideration and repeat the simulation. The results are presented in Fig. 9 (c), (d), corresponding to (a) and (b), respectively. The dissipation yields a background signal and broadens the resonant transition signal. On the basis of the background signal, we see harmonics of different orders, and the odd-even effect is obvious. i.e., even orders manifests as a dip meanwhile for odd orders, there is a peak. The results presented in Fig. 9 (d) almost reproduces the phenomenon in Ref. 73 and the theoretical result in Ref. 36. Comparing to the former works, we present a more insightful interpretation for such odd-even effect by effective Hamiltonian.

![ATS signal versus \( D_{12} \) and \( \omega \) in different situations](image)

**FIG. 9. ATS signal versus \( D_{12} \) and \( \omega \) in different situations.** We compare ATS without dissipation under different driving amplitude, i.e., 4 GHz in (a) and 20 GHz in (b). We also repeat this comparison with dissipation, and the relevant results are presented in (c) and (d).
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