Features extraction from non-destructive testing data in cyber-physical monitoring system of construction facilities
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Abstract. Current paper presents a features extraction method when analyzing the acoustic emission (AE) control data of the technical condition of construction facilities as a part of decision support in cyber physical monitoring system. A set of statistical parameters that describe local properties of AE time series in time and frequency domains has been proposed. Furthermore, a features calculation method based on utilizing sliding windows with overlays in two time scales was introduced. Presented method has been pilot-tested during the technical diagnostics of the oil tank containing defects of different hazard classes.

1. Introduction
Technical condition diagnostics of construction facilities under operating conditions is a relevant problem. Its solution is connected to the necessity of conducting constant inspection of constructions’ technical condition, to the development of complex diagnostic monitoring system and furthermore to the effective accident management upon the inspecting objects. Failures forecasting and damage estimation based on cyber physical [1] decision support systems (DSS) become an important problem within the scope of practical implementation of diagnostic monitoring.

Machine learning techniques are widely employed in modern DSS. It is known from [2] that technical state estimation based on specified methods utilizing non-destructive testing data are prospective in particular results of acoustic emission (AE) diagnostics. The purpose of machine learning methods in DSS is structural defects (AE signal sources) detection and the evaluation of their hazard classes [3].

2. Feature extraction problem during non-destructive testing data analysis
A necessary requirement to apply machine-learning techniques to a danger class evaluation [4] is the extraction of features from the registered AE signal that describe evolution of the defects [2]. However, the desired AE signal has a set of peculiarities that complicate feature extraction process:

- Acoustic emission impulses from a single defect typically have small duration [2]. The duration of AE impulse tends to be no more than several dozens of milliseconds. Accordingly, data records from sensors under high sampling frequency no less than 1-2MHz that leads to an enormous volume of monitoring data.
- The process of defects (AE sources) evolution carries out slowly [5]. A typical time interval of the defect evolution to the pre-destructive state is from several weeks to several years in...
dependence of technical state of a certain building construction and its operating conditions. Meanwhile, it is necessary to record and analyze long-term trends of corresponding features for the evaluation of danger class of the defects and identification of their kinetics.

The feature extraction approach also appears in speech recognition problems but with less strict requirements. An effective method of extracting features from audio time series is based on consequent calculations of statistical parameters that describe an impulse form on short-term and mid-term time scaled basis [6].

This paper proposes an application of a step-by-step features extraction technique from AE signals time series via sliding windows of different width with overlays to the analysis of experimental AE time series of long duration gathered from construction facilities.

A standard scheme of AE inspection results analysis utilizes a threshold method of AE data collection and based on the calculation of several AE flux integral parameters [5]. However, these parameters do not consider local properties of AE flux and are not sustainable to noise since they are calculated on the basis of data obtained under the condition of complete noise suppression below the amplitude discrimination threshold specified by the operator at the hardware level.

3. Methods
A method of extraction of diagnostic features that signify a presence of the defect in structural element is being researched in the current paper. This method is implemented by using statistical values that are linked to parameters of the shape and local structure of AE and noise impulses sequence registered under monitoring of technical state of a construction facility. It is essentially that the process of noisy AE time series collection should be implemented in a way to provide true shape detection of the desired AE signal against noise. It is shown in [7] that current condition is met under the non-threshold AE data collection process. Detailed description of non-threshold AE data collection method is presented in the work [8]. The object of the proposed study is the method of further AE analysis connected with the extraction of diagnostic features that is, as mentioned above, conducted in two subsequent steps.

3.1. Feature extraction on short time scale.
At the first step informative features both in time and frequency domains are being calculated in sliding windows with overlays in order to identify on a small time scale signals’ local shape changes which are associated with defects (AE sources) occurrence.

Informative features that are calculated in analyzing windows should satisfy the additivity property in relation to noise and signal components of the AE time series. It should also demonstrate the sensitivity to the signal’s shape changes during the evolution process of the hazard class of defects and robustness with respect to shape changes within the corresponding hazard class. On the grounds of preliminary research of experimental AE time series it has been concluded that on short time scales the most informative feature set in the time and frequency domain is the following.

Time domain energy. It is defined as a normalized sum of amplitudes’ squares.

\[
E = \frac{\sum_{n=1}^{N} X^2 (k)}{N}
\]

where \(X(k)\) – amplitude value, \(N\) – window width.

Meanwhile, the energy of a noisy AE signal in the window represents the additive sum of acoustic emission and noise components.

Spectral centroid. Defined as an average-weighted amplitude of the signal frequency spectrum.
The number of Fourier transform coefficients \( N \) can be calculated as:

\[
N = \sum_{k=1}^{W_L} X_i(k)
\]

where \( W_L \) is the number of coefficients, \( X_i(k) \) is the amplitude of the k-th coefficient, and \( i \) is the time window index.

Centroid is a measure of spectrum shape. The raise of centroid values indicates the domination of high-frequency components in the spectrum of the noisy signal, which are caused by noise sources appearance.

Spectral spread. It describes standard deviation of the spectrum distribution which is related to the width and the position of the spectrum signal bandwidth [9].

\[
S_i = \sqrt{\frac{\sum_{k=1}^{N}(k-C_i)^2X_i(k)}{\sum_{k=1}^{N}X_i(k)}}
\]

Larger values of spectral spread typically have noisy impulses while the AE impulses occurrence related to the structural defect leads to smaller values of spectral spread.

Spectral roll-off. It is defined as a frequency below which the q-th part of the area under the spectrum amplitude distribution function is concentrated (the corresponding frequency \( R_q \) is an analog of percentile in statistics [10]):

\[
\sum_{k=1}^{R_q} X_i(k) = q \sum_{k=1}^{N} X_i(k)
\]

The spectral roll-off also describes spectrum shape and may be employed for the identification of desired AE signal and noise and for the separation of signals related to defects of different classes of danger.

Spectral flux. It is defined as a squared difference between normalized spectrum magnitudes of two consequent windows.

\[
F_{(i,i-1)} = \sum_{k=1}^{N} \left( EN_i(k_L) - EN_{i-1}(k_L) \right)^2
\]

Given measure is sensitive to local changes of spectrum amplitude linked with shape evolution dynamics of the AE time series under the appearance of the defects that are related to different hazard class.

Entropy in frequency domain. This feature is defined as the entropy of normalized spectrum energy. Spectral entropy is a measure of spectrum variety.

\[
H(i) = -\sum_{f=0}^{L-1} n_f \cdot \log_2(n_f), \quad n_f = \frac{E_f}{\sum_{f=0}^{L-1} E_f}
\]

where \( E_f \) is the spectrum energy on frequency \( f \). It reveals the differences between the noise component and the AE signal. Larger values of the entropy are associated with random noise while smaller values are related to AE signal component.
3.2. Feature extraction on long-term scale
The second step is related to the extraction of AE impulses patterns that are caused by the development of the defects. The features which are calculated on the first step are then aggregated in time. The aggregation is carried out in the sliding windows that have window width up to several seconds by utilizing averaging on multiple statistical parameters such as mean, standard deviation, median, extreme values, variation coefficient, skewness and kurtosis. These windows with overlays allow to monitor dynamics of the spectral and time features changes.

Averaging on each parameter results in time series which sample is determined by the texture window of given width. The resulting matrix is employed as the input variable of machine learning algorithms during the classification of identified defects.

As shown below, presented technique allows to detect long-term alterations of the AE impulses statistical parameters that are induced to defects degradation processes.

4. Results and discussion
Figure 1 presents the experimental AE time series were obtained under the diagnostics of technical state of the oil tank, where defects of the different danger classes are indicated as a), b) and c). AE data acquisition was conducted by non-threshold collection method described in [8]. The hazard class of the defect was assessed by the results of independent inspection by means of NDIS criterion [11].

It can be noticed that the average amplitude of the desired AE signal grows with the raise of hazard class of AE source. Meanwhile, mean AE activity also increases.

4.1. The relationship of diagnostic features and hazard classes of defects.
Figure 2 includes density function plots of informative features that describe AE signal shape and its changes due to the transition from one hazard class to another. As an example the calculation results for three features in the frequency domain are presented namely by spectral centroid, spectral roll-off and spectral flux. Meanwhile, calculation on the short time scale is carried out with the following set of arguments: the width of the sliding time window is 18ms, overlay is 14ms, the width of spectral window – 32768 samples, type of the spectral window – Hamming window [9].

It follows from fig. 2 that probability density functions of enumerated in the previous section statistical features essentially depend on the hazard class of AE source and consequently on the waveform of emitted AE signal. Namely, mode of the spectral flux distribution shifts in the direction of larger values with the growth of the hazard class, however the value of the shift is slight (Fig. 2a). Meanwhile, the value of the density function significantly increases.
Figure 1. Fragments of the noisy AE time series. The inspected object: corner weld joint of the building construction (vertical steel oil tank #3. Volume – 1000 cubic meters, fuel handling facility, AO “NTEK”). Sampling frequency – 2.5MHz. a) The defect of the 1st hazard class. b) The defect of the 2nd hazard class. c) The defect of the 3rd hazard class.

Mode of the spectral centroid (Fig. 2b) changes reverse: the value of density function remains practically constant but the mode value itself shifts noticeably in the direction of larger values of the centroid’s frequency. Moreover, the value of skewness also grows. The probability density function of the spectral roll-off appears multimodal behavior, which means that the plot of the function has two or more local maximums (Fig. 2c). Simultaneously the variance of the distribution reduces under the transition of the AE source to the higher hazard class.
Figure 2. Density functions of AE shape statistical features for the defects of the three hazard classes.

a) Spectral flux b) Spectral centroid c) Spectral roll-off

Calculation results of statistical parameters on minor intervals has been grouped in Table 1. Mode and median describe changes of distribution functions of the selected features such as skewness, kurtosis and corresponding time series according to the rank of the hazard class. It follows from results analysis presented in Table 1 that the probability density functions of selected features correlate with the hazard class rank. Consequently, we assume that time series of the specified features can be employed as input variables for the second step of the proposed method. Meanwhile, it is efficient to utilize parameters shown in Table 1 for averaging.

4.2. Mapping of defects hazard classes to the space of features set

The verification of informative content of the extracted diagnostic feature set within the framework of the problem of identification and classification of the defects assumes the implementation machine learning techniques in multidimensional feature space. Existing systems of AE diagnostic monitoring are based on adopting limited set of feature pairs that describe local shape of the signal: amplitude – AE signal duration in time domain [12], magnitude – frequency of the maximum in spectral domain [13]. Respectively, in this context machine learning is applied on two dimensional feature space. An alternative approach is also known based on dimensionality reduction of multidimensional feature space by using principal components analysis [14].
Both cases of results presentation are not the sufficient means for providing effectiveness of the classification and recognition procedures. First consideration is not suitable since local parameters of the unit impulse shape weakly correlate with integral parameters of impulse flux that are typically employed in classification of defects on hazard class ranks [5]. Second consideration has a problem related to the first two principal components that only partly contribute to the total variance of features that results in losses of informative content in comparison with the full set of components [14].

A Stochastic Neighbor Embedding method is adopted in the current paper for the problems of feature space reduction and multidimensional variables visualization [15].

SNE-method is a technique of nonlinear dimensionality reduction [16], which main advantage is preserving the local structure and probability properties of the original data in a low-dimensional space. This achieves by the fact that 1) dimensionality reduction in the SNE method is carried out by preserving distance proportions between points in original and final feature space, 2) by the transforming Euclidean metric to correspondent conditional probabilities [17]. Specified peculiarities allows visualizing the existence of grouping of the original data in the space of two or three dimensions [18].

Prior information about hazard classes of defects has been obtained by independent inspection method in order to assess the degree of the presented above features informativity.

Figure 4 presents features calculation results in the two-dimensional SNE space. Points that are corresponding to the texture window has been marked by one color: green – 1st class, yellow -2nd class, red – 3rd class. It follows from the Fig. 4 that features clustering in the space of SNE-components is generally consistent with colored marking of hazard classes. Furthermore, the classification error estimated by “Accuracy” metric does not exceed 2.5%. Thus, proposed set of features and its calculation method allow to separate AE signals on groups according to the hazard classes of the defects.

Table 1. Statistics of informative features on small time scale

| Feature / Distribution function statistics | The hazard class rank | Mode  | Median | Skewness | Kurtosis |
|------------------------------------------|----------------------|-------|--------|----------|----------|
| Spectral flux                            | I-class              | 0.0002| 0.0007 | 2.8611   | 18,8905  |
|                                          | II-class             | 0.0005| 0.0006 | 2.1951   | 12.4415  |
|                                          | III-class            | 0.0006| 0.0008 | 2.3149   | 14.1484  |
|                                          | I-class              | 0.0448| 0.0452 | 8.5160   | 95.4774  |
| Spectral centroid                        | II-class             | 0.0473| 0.0473 | 11.2270  | 176.0832 |
|                                          | III-class            | 0.0552| 0.0541 | 9.2873   | 133.9230 |
|                                          | I-class              | 0.0462| 0.0481 | 4.6831   | 98.8862  |
| Spectral spread                          | II-class             | 0.0534| 0.0532 | 1.0541   | 53.0021  |
|                                          | III-class            | 0.0581| 0.0584 | 1.0454   | 99.8923  |
Figure 3. Density functions of AE shape statistical features for the defects of the three hazard classes.  
a) Spectral flux  b) Spectral centroid c) Spectral roll-off

5. Conclusions
Current study presented an approach of diagnostic features extraction from AE time series in order to build a cyber physical DSS system on its bases which provides diagnostic monitoring of technical condition of building constructions.

A set of diagnostic features that are determined both in time and frequency domains has been proposed. They are spectral centroid, spectral flux, spectral spread, entropy and energy. Enumerated features describe the shape and local structure of AE signal sequence.

A method of calculation of diagnostic features containing two consequent steps has been described.

Based on numerical comparison of classification results with a priori known grouping of AE sources by hazard classes, it has been established that proposed features set and its calculation method allow to match numerical values of features vector and the hazard class.
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