Modeling of Measurement-based Quantum Network Coding on IBM Q Experience Devices
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Quantum network coding has been proposed to improve resource utilization to support distributed computation but has not yet been put in to practice. We investigate a particular implementation of quantum network coding using measurement-based quantum computation on IBM Q processors. We compare the performance of quantum network coding with entanglement swapping and entanglement distribution via linear cluster states. These protocols outperform quantum network coding in terms of the final Bell pair fidelities but are unsuitable for optimal resource utilization in complex networks with contention present. We demonstrate the suitability of noisy intermediate-scale quantum (NISQ) devices such as IBM Q for the study of quantum networks. We also identify the factors that limit the performance of quantum network coding on these processors and provide estimates or error rates required to boost the final Bell pair fidelities to a point where they can be used for generation of genuinely random cryptographic keys among other useful tasks. Surprisingly, the required error rates are only around a factor of 2 smaller than the current status and we expect they will be achieved in the near future.

I. INTRODUCTION

Quantum communication [1–5] is an exciting field of study encompassing numerous applications such as quantum cryptography [6–9], distributed quantum computing [10, 11] and delegated quantum computation [12–15]. Transmission of quantum information over long distances presents a significant technical challenge due to loss in optical channels and the sensitivity of quantum states to the environment. In order to overcome this hurdle various quantum repeater schemes were proposed [16–20]. These methods rely either on quantum error correction [21] or purification [22] and combine management of loss at the link layer [23–27] with entanglement swapping.

Experimental demonstration of a memory-based quantum repeater was achieved in [28] while memory-free all-photon quantum repeaters were implemented very recently in [29, 30]. These proof-of-principle experiments are significant steps towards implementation of real quantum networks but are still incapable of being scaled up to even modestly-sized networks [31–33].

We take a step toward real-world use via a proof-of-concept implementation on a real superconducting quantum computer, IBM Q Experience device. This allows us to assess the practicality of a number of quantum protocols such as entanglement swapping [34, 35], measurement on linear cluster states [36] and measurement-based quantum network coding (MQNC) [37] as tools for distribution of entangled qubit pairs. The former two protocols are suitable for cases when there is no contention over network resources. MQNC on the other hand is designed to prevent bottlenecks by addressing contention in the network. The motivation behind this is threefold, as shown in Fig. 1. First, without any actual implementations of long-distance quantum networks we are able simulate a network with quantum network coding (QNC) over long-distance links on a real device. Secondly, we simulate use of QNC inside a network node acting as a router or a switch. Lastly, this implementation points toward use of graph states as resources for moving qubits inside the physical device.

We use the IBM Q 20 Tokyo and Poughkeepsie devices to implement and compare entanglement swapping with measurement-based entanglement distribution on linear cluster states. We implement the MQNC protocol only on the IBM Q Tokyo device due to topological constraints of the Poughkeepsie device. The entanglement swapping and measurement-based entanglement distribution on linear cluster states protocols perform better in terms of the final fidelities compared to MQNC. This is not
completely surprising for a number of reasons. First, IBM Q Tokyo is overall a more noisy device compared to Poughkeepsie and secondly, MQNC requires a larger number of quantum 2-qubit gates compared to the other two protocols. To study the performance of MQNC under realistic conditions we introduce a noise model and show that it describes the obtained experimental data points well. This allows us to extrapolate the error rates required for the real physical devices to implement MQNC that results in two Bell pairs with fidelities high enough to violate the CHSH inequality [38]. We show that the error rates must decrease by at least a factor of 2 in order for this to be achieved.

Our manuscript is organized as follows. In Section II, we briefly introduce classical and quantum network coding, measurement-based quantum computing and how it can be used for long-distance communication using linear cluster states, and finally measurement-based quantum network coding. We present experimental results for contention-free communication using entanglement swapping and linear cluster states in Section III then implement and analyze MQNC that can handle contention in Section IV. Finally, we conclude the discussion in Section V.

II. BACKGROUND

Quantum computation, whether conducted within a monolithic quantum computer, within a quantum multi-computer [39] or across a network, requires us to execute gates between qubits initially held some distance apart. Within a single computer, this can be done by moving qubits by shutting ions or using SWAP gates to bring the qubits into proximity [40]. Once the qubits are brought together, two-qubit gates can be executed directly.

Alternatively, we can build distributed quantum states (e.g., Bell states) that span the distance, and use those distributed states either to teleport data [41] or to execute gates remotely [42, 43]. If the qubits are more than one site apart, we can build entanglement spanning that distance via entanglement swapping [34, 35]. This can also be achieved via linear graph states and measurement-based computation [36, 44].

When the system size exceeds the capacity of a single computer, we can couple together multiple computers over optical links. While the ideal is to transfer the state of a qubit to a photon and send it from one computer to the other, optical conversion and channel losses make that impossible. Thus, we use entanglement swapping and either purification or quantum error correction and build quantum repeaters [16, 17].

All of these methods can be used as appropriate, when the needed resources are otherwise idle. However, when
multiple operations need to happen across a topologically complex structure, *contention* for resources can lead to *congestion*, and force us to either alternate uses (multiplexing) [45] or build graph states that support quantum network coding.

A. Entanglement swapping

With the constraint of device topology, swapping of the quantum state of two connected qubits $i$ and $j$, $\text{SWAP} |\psi_i\rangle |\phi_j\rangle = |\phi_i\rangle |\psi_j\rangle$, is often required in order to proceed further with the computation.

Sometimes it is not desirable to propagate the state of a quantum register to a distant node via successive application of SWAP. In this case, one can use entanglement swapping [34, 35] to establish maximal entanglement between two distant qubits. Due to its fundamental role in long-distance quantum communication and quantum computation we give a brief overview of this important primitive.

Consider four qubits as pictured in Fig. 2(a) where qubits $\{1, 2\}$ form one Bell pair $|\Phi^{+}\rangle_{12} = (|00\rangle + |11\rangle)/\sqrt{2}$ while $\{3, 4\}$ form another pair $|\Phi^{+}\rangle_{34}$. Qubits $\{1, 4\}$ can be entangled by measuring $\{2, 3\}$ in the Bell basis. This measurement can be implemented by applying controlled-$X$ gate, $CX_{ij} = |0\rangle\langle 0| \otimes I_j + |1\rangle\langle 1| \otimes X_j$, with qubit 2 as the control and qubit 3 as the target followed by a Hadamard, $H = |+\rangle\langle 0| + |−\rangle\langle 1|$, on qubit 2. Here $|±\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$ are the eigenstates of Pauli $X$ operator. Finally, both qubits are measured in the computational basis and the measurement outcomes are used to apply conditional byproduct transformations resulting in a Bell pair $|\Phi^{+}\rangle_{14}$.

B. Linear Cluster State for Long-Distance Communication

Measurement-based quantum computing (MBQC) [36, 44] is a model of universal quantum computation that uses sequential single-qubit measurements on an initial highly entangled resource state [46–48],

$$
|G\rangle = \prod_{(a,b) \in E} CZ_{ab} |+\rangle^\otimes n.
$$

(1)

Here $CZ_{ab} = |0\rangle\langle 0| \otimes I_b + |1\rangle\langle 1| \otimes Z_b$ is the controlled-$Z$ gate acting on qubits $a$ and $b$. The entangling $CZ$ gates are applied between qubits according to the edge set $E$ of the underlying graph $G = (V, E)$ describing the topology of the network. If the underlying graph has a regular topology such as a linear chain or a 2D lattice the resource state for MBQC is usually referred to as a cluster state.

MBQC on a graph state can be used as an alternative to entanglement swapping. By performing Pauli measurements and byproduct operations on the remaining qubits, which act as nodes in the network, we can transform the topology of the graph state. In particular, consider a $N$-qubit linear cluster state with open boundaries. By measuring qubits $1, \ldots, N - 2$ in the $X$ basis we can transform the original linear cluster state and establish a maximally entangled pair of qubits $0$ and $N - 1$ [36].

This is pictured in Fig. 2(b). Qubits $\{1, 2, 3, 4\}$ are entangled via $CZ$ gates resulting in a 4-qubit linear cluster state. Qubits $\{2, 3\}$ are then measured in $X$ basis and conditional byproduct operators are applied on qubits $\{1, 4\}$ to establish a maximally entangled state $|G_2\rangle_{14} = (|0+\rangle + |1-\rangle)/\sqrt{2}$.

C. Measurement-based Quantum Network Coding

Practical quantum networks require a complex network topology interconnecting many sites. Efficiently transmitting information across a complex network requires routing (selecting a path through the network) [49–54] and management of the available resources when multiple users are concurrently requesting use of the network [45]. Classical and quantum networks exhibit similar problems; for example, congestion arising at a bottleneck of the network [55].

One solution to contention for access to a channel is network coding [56], best demonstrated on a butterfly network pictured in Fig. 3. Consider classical senders $s_1$ and $s_2$ simultaneously want to send messages $X$ and $Y$ respectively, assuming that $X$ and $Y$ are both one bit of data, to their corresponding target receiver, $t_1$, $t_2$, across a bottleneck $r_1$ and $r_2$. One trivial solution is for senders to alternate use of the channel. One sender waits until the other sender successfully sends his message, takes its turn, then relinquishes the channel. Known as time division multiplexing (TDM), this simple method may under-utilize resources in a complex real-world network, forcing memories to wait and some channels to idle. Network coding, in contrast, can complete the transmission of two messages in one cycle, by encoding two incom-
FIG. 4. MQNC encoding procedure. Large circles represent network nodes while small circles represent qubits. The network is initialized in a tensor product of 7 maximally entangled pairs of qubits. The qubits within each node are then entangled by $CZ$ gates as shown in Step 1. This produces a 14-qubit graph state spanning the whole network. In Step 2, the black qubits are measured in $Y$ basis. This removes them from the network and produces a cluster state on the remaining 6 qubits. Finally, the middle black qubits are measured in the $X$ basis as shown in Step 3 resulting in two 2-qubit cluster states.

MQNC aims to create two crossing-over Bell pairs as shown in Fig. 4 by assuming an initial shared resource. The first step is merely entangling qubits. The second step removes qubits via $Y$ measurements, consequently creating a link between neighboring qubits, resulting in a 6-qubit cluster state. The final step is to remove qubits at the bottleneck of the network via $X$ measurement resulting in 2 Bell pairs. The randomness of $X$ and $Y$ measurements introduces byproduct operations that must be tracked in order for the protocol to produce the desired quantum state.

III. LINEAR COMMUNICATION ON THE IBM Q EXPERIENCE

The experiments in this paper were performed using the pure state QASM simulator, providing an ideal result, and real IBM Q Experience devices. Each trial consisted of 8192 shots. The circuit was optimized and the variable qubits mapped to the physical qubits by the Qiskit transpiler. The IBM Q Experience devices are superconducting quantum computers that are available for use across the Internet via a web-based interface or programs in Python using Qiskit libraries [63]. The devices used in this paper are IBM Q 20 Tokyo and IBM Q Poughkeepsie, each having 20 qubits as shown in Fig. 5.

We evaluate the performance of the real IBM Q Experience devices by computing the fidelity,

$$F(\rho, \sigma) = \left[ \text{Tr}\left\{\sqrt{\sqrt{\rho}\sigma\sqrt{\rho}}\right\} \right]^2,$$

between the final state $\rho$ and the expected state $\sigma$. In most cases that we consider the expected state is pure, $\sigma = |\psi\rangle\langle\psi|$, and the expression for fidelity reduces to $F(\rho, |\psi\rangle) = \langle\psi|\rho|\psi\rangle$.

Performing the 6-qubit cluster state model on real devices requires us to be concerned about fidelity loss along the process. To determine the expected fidelity as we add each qubit to the cluster state, we used a linear cluster state on the connected qubits of real devices. Since the devices do not support feed-forward operation, after executing a quantum circuit, data filtering is needed in order to obtain a feed-forward equivalent result, i.e., post-selection. We are assuming that there is no contention for resources. For example, when implementing quantum circuit in Fig. 2(b), measurement outcome ‘1’ is post-selected on qubits $\{2, 3\}$.

Either moving qubits via SWAP gates or executing a remote gate via a nested sequence that utilizes intermediate qubits is necessary on the IBM today. There are several options for compiling efficient circuits. Nishio et al. [40] examined the tradeoffs between various options, including error-aware compilation.
A. Entanglement Swapping

Consider a simple model of entanglement swapping. The objective is to create a Bell pair between two distant qubits; qubit 0 will entangle with qubit 11 at the end of the operation (see selected qubit \{0, 5, 6, 11\} from Fig. 5(a)). We also conducted an experiment using qubits \{1, 5, 6, 10\}. Qubits 1 and 10 will be entangled at the end of the operation. Using one trial with post-selection where the measurement results of qubits \{5, 6\} are ‘0’, we performed state-tomography to reconstruct the density matrix \(\rho\) from the post-selected result. We found state fidelity \(F(\rho, |\Phi^+\rangle) \approx 0.76\) for qubits \{0, 11\} and \(F(\rho, |\Phi^+\rangle) \approx 0.66\) for qubits \{1, 10\}.

B. Linear cluster state

Before implementing the MBQC protocol to establish maximal entanglement between distant pair of qubits we investigate how the fidelity of the linear cluster state scales with its size. For IBM Q 20 Tokyo, we selected qubits \{0, 5, 10, 15, 16\} while for IBM Q Poughkeepsie, we selected qubits \{5, 0, 1, 2, 3\} as seen in Fig. 5(b). For state tomography, we performed five trials of 8192 shots each on \(n\) qubits after the construction of an \(n\)-qubit linear cluster state \(|G_n\rangle\). The obtained fidelities are shown in Table I. For a sample result, a plot of the density matrix of the 2-qubit linear cluster state is shown in Fig. 6(b).

To establish direct maximal entanglement between distant qubits using the MBQC protocol, we picked qubits \{0, 5, 6, 11\} and \{1, 6, 5, 10\} for pairs \{0, 11\} and \{1, 10\}, respectively. We performed single-qubit measurements in the \(X\) basis on qubits \{5, 6\}. Using one trial of post-selection for measurement results of ‘0’ on both qubits and state-tomography, we find a state fidelity \(F(\rho, |G_2\rangle) \approx 0.70\) for pair \{0, 11\} and \(F(\rho, |G_2\rangle) \approx 0.63\) for pair \{1, 10\} compared with the ideal 2-qubit cluster state \(|G_2\rangle = (|0+\rangle + |1-\rangle)\sqrt{2}\). Note that \(|G_2\rangle\) can be transformed into Bell pair \(|\Phi^+\rangle\) via applying a Hadamard operation on either qubit.

We see that the fidelities of the entangled pairs of qubits obtained via entanglement swapping and using MBQC on a linear cluster state are close to each other. This is not completely surprising. Preparing the initial resource for entanglement swapping requires two 2-qubit gates while to create a linear cluster state we require three 2-qubit gates. However, entanglement swapping proceeds by applying a Bell-state measurement which requires a further 2-qubit gate. On the other hand, the MBQC protocol requires only single-qubit measurements to proceed. 2-qubit gates are the main source of noise in both protocols and the total number of 2-qubit gates in both protocols is the same.

IV. QUANTUM NETWORK CODING ON THE IBM Q EXPERIENCE

In the previous section, we investigated two protocols that can be used in the case when there is no contention for network resources. However, in real-world networks and in real physical systems, resource contention is inevitable and must be addressed. In this section we analyze an implementation of MQNC that is specifically designed to deal with resource contention in networks and in the systems such as IBM Q Experience devices.

We implement the 2D 6-qubit cluster state part of the MQNC protocol (Step 2 in Fig. 4) and evaluate the fidelity using state tomography on two remaining 2-qubit cluster states to the ideal quantum state,

\[ |G_\times\rangle = |G_2\rangle|G_2\rangle = \frac{1}{2}(|0+\rangle + |1-\rangle) \otimes (|0+\rangle + |1-\rangle), \]

(3)
on qubit pairs \{0, 11\} and \{1, 10\}. To confirm that the device implemented the protocol correctly transform it into two Bell pairs and perform three tests. We compute the correlation matrix, the concurrence and look for violation of the CHSH inequality for each qubit pair.

A. Implementation on IBM Q 20 Tokyo

Following Step 2 of the MQNC procedure in Fig. 4 to create \(|G_\times\rangle\), the quantum circuit in Fig. 2(c) was executed on IBM Q 20 Tokyo. For the 6-qubit cluster state, qubits \{0, 1, 5, 6, 10, 11\} were chosen in order to avoid the need for SWAP gates. Under ideal conditions,
formed through each pair. The fidelity of the state was found to be 0.02.

This implies that there is no correlation between those qubits as one would expect.

Fig. 7(b) is the correlation matrix using IBM Q 20 Tokyo with one hundred trials, showing a decline of correlation values from the ideal result. This should be expected from the fidelity of the state. However, the value for a pair expected to be entangled is significantly higher than a pair expected to be uncorrelated. The result from IBM Q 20 Tokyo reveals moderately large positive correlations where we expect them and significant negative correlations where we would hope for zero.

Seeing that the expected qubit pairs are correlated we now compute how entangled they are. A convenient measure to quantify the entanglement of 2-qubit mixed states is the concurrence $C(\rho)$ [64],

$$C(\rho) = \max\{0, \lambda_1 - \lambda_2 - \lambda_3 - \lambda_4\},$$

where $\lambda_1 \ldots \lambda_4$ are the eigenvalues of $R(\rho)$ in decreasing order, with

$$R(\rho) = \sqrt{\mathbf{\hat{\rho}}} \mathbf{\hat{\rho}} \sqrt{\mathbf{\hat{\rho}}}, \quad \mathbf{\hat{\rho}} = (Y \otimes Y)\rho^* (Y \otimes Y).$$

We find that $C(\rho) = 0.253 \pm 0.018$ for qubit pair $\{0, 11\}$ (green triangle in Fig. 8(a)) and $C(\rho) = 0.312 \pm 0.021$ for qubit pair $\{1, 10\}$ (red square in Fig. 8(a)). Qubit pairs $\{0, 1\}, \{0, 10\}, \{1, 11\}$ and $\{10, 11\}$ are separable with vanishing concurrence as expected.

Having established that the relevant qubit pairs do become entangled as the result of MQNC on IBM Q 20 Tokyo, a natural question to ask is how useful this entanglement actually is. One of the ultimate goals of quantum networks is to be able to produce nonlocal correlations between spatially-separated nodes that can be used to
produce genuinely random cryptographic keys. To answer this question we perform the CHSH test [38] on the entangled qubit pairs \{0, 11\} and \{1, 10\}, respectively. The CHSH inequality is

\[ S = \langle AB \rangle - \langle AB' \rangle + \langle A'B \rangle + \langle A'B' \rangle \leq 2, \tag{6} \]

where \(\langle O_1 O_2 \rangle = \text{Tr}[O_1 O_2 \rho]\), and \(A' = X, B = H \text{ and } B' = Z H Z\). Any state \(\rho\) violating this inequality is said to be nonlocally correlated and can be used to produce certified random numbers that are guaranteed to be secure from adversaries limited by the no-signaling principle [65].

Table II shows the \(S\) values from each pair using eight trials of 8192 shots each and post-selecting measurement outcomes ‘1’ on qubits \{1, 4\}. The \(S\) value does not exceed 2, failing to demonstrate nonlocal correlations in the two 2-qubit cluster states. This result is to be expected from the states with fidelities obtained in Section IVA and is mainly the consequence of IBM Q 20 Tokyo being too noisy for protocols such as MQNC.

We now consider a simple noise model that allows us to extract the required error rates which would allow MQNC to produce qubit pairs that violate the CHSH inequality. We model the final mixed state of the two entangled qubits as a rotated Werner state [66],

\[ \rho^W = \frac{4F - 1}{3} |G_2 \rangle \langle G_2| + \frac{1 - F}{3} I, \tag{7} \]

where \(I\) is the identity operator and \(F = \text{Fidelity of pair } \{0, 11\}\) is the fidelity with respect to \(|G_2\rangle \). The rotated Werner state \(\rho^W\) violates the CHSH inequality when \(F \gtrsim 0.78\) [67], as can be seen in Fig. 8(a).

By using Qiskit’s noisy simulator, we vary the probability of an error \(\varepsilon\) of single-qubit operation \(O\) using the depolarizing channel,

\[ E_O(\rho) = (1 - \varepsilon)\rho O^\dagger O + \varepsilon \frac{I}{2}, \tag{8} \]

from 0 to 0.05 (101 data points repeated 10 times each and 1024 shots per time). We model the total error on 2-qubit gates as two independent errors on the control and target qubits. Despite the simplicity of this error model we see in Fig. 8(a) that it agrees with the experimental data obtained from IBM Q 20 Tokyo. Both Qiskit’s noisy simulation (blue and orange lines) and experimental data (green triangle and red square) obtained from IBM Q 20 Tokyo agree well with prediction obtained using a Werner state \(\rho^W\) (black dashed line). To make this agreement more quantitative, we use the fidelities \(F(\rho, |G_2\rangle)\) of pairs \{0, 11\} and \{1, 10\} to compute the respective rotated Werner states. We use \(\rho^W_1\) to denote the rotated Werner state corresponding to pair \{0, 11\} and \(\rho^W_2\) to denote the rotated Werner state corresponding to pair \{1, 10\}. The fidelity of the two 2-qubit cluster states with respect to these rotated Werner states were found to be \(F(\rho, \rho^W_1) = 0.955 \pm 0.003\) for pair \{0, 11\} and \(F(\rho, \rho^W_2) = 0.943 \pm 0.005\) for pair \{1, 10\}. An advantage of this simple noise model is that it allows us to treat the CHSH correlation value \(S\) and the fidelity of the final qubit pairs as being functions of single-qubit error rate \(\varepsilon\) only as shown in Fig. 8(b) which allows us to extract the error rates required for CHSH violation as shown below.

We simulate the 6-qubit cluster state part of MQNC twice, once to perform state tomography for 2 entangled qubits and another time for the CHSH experiment on the same entangled qubit pairs. The result from the

| pair          | \(S\) Value |
|---------------|-------------|
| Entangled pairs |            |
| \{0, 11\}   | 1.165 ± 0.04 |
| \{1, 10\}   | 1.235 ± 0.04 |
| Separable pairs |       |
| \{0, 10\}  | -0.405 ± 0.06 |
| \{0, 1\}   | -0.149 ± 0.03 |
| \{10, 11\} | -0.326 ± 0.04 |
| \{1, 11\}  | -0.084 ± 0.06 |

TABLE II. \(S\) values of each pair using IBM Q 20 Tokyo with 8 trials. Pairs \{0, 11\} and \{1, 10\} show higher \(S\) values compared to the separable pairs. However these \(S\) values are not high enough to demonstrate nonlocal correlations.
simulation is sorted by fidelity and plotted against the $S$ value from CHSH experiment in Fig. 8(a). It shows that the noise model in Eq. (7) is adequate because both data points from IBM Q 20 Tokyo are on the predicted curve using the noisy QASM simulator. The two data points do not have sufficiently high fidelity to violate the CHSH inequality. Our simple noise model readily allows us to extrapolate the critical single-qubit error rate $\varepsilon_{\text{crit}}$ which results in a CHSH violation. Fig. 8(b) suggest that $\varepsilon_{\text{crit}} \approx 1.2\%$ which is less than half of the depolarising error rate of the 2 data points obtained from IBM Q 20 Tokyo.

Experimentally, we have found that MQNC is not yet achievable on IBM Q 20 Tokyo. After the completion of MQNC, we should be left with two independent 2-qubit cluster states, but the six-qubit entanglement may or may not give us complete independence due to imperfections in the state creation and measurement. To check, in addition to calculating the CHSH correlation value $S$ for the qubit pairs we expect to be entangled, we also calculated $S$ for qubit pairs we expect to not be correlated—each term in Eq. (6) should vanish if the two qubits are completely independent. The values in Fig. 7(b) and Table II suggest that residual correlations remain after post-selection. Of course, post-selection only emulates the full behavior of MQNC; actual measurement and feed-forward would produce different results, but our data here is suggestive.

On the other hand we can see that the fidelities for the final entangled pairs are $F(\rho, |G_2\rangle) > 0.5$. This means that the entangled pairs can be in principle further purified to yield entangled pairs with higher fidelities, limited only by the fidelity of local gates and measurements at repeater nodes.

Poughkeepsie, a newer machine, is superior to Tokyo in terms of fidelity but its interconnection topology is not rich enough to directly implement MQNC. The rapid improvements in hardware suggest that MQNC will violate the CHSH inequality within a generation or two, if the processor topology allows.

V. DISCUSSION

In this paper, we have taken a step from the theory of quantum network coding toward practical use on real devices. By implementing and comparing to more traditional entanglement swapping and linear cluster states, we can assess the conditions under which each of the three approaches will best serve applications. This will benefit multiple applications competing for access to a network, as well as help us to coordinate use of resources inside a single quantum system as part of the algorithm compilation and optimization process. Of course, a common usage scenario in networks is to assume each link is a long-distance optical channel and we are implementing QNC in a distributed fashion. An alternative use inside a single system might be switching longer-distance connections when the system is used as a quantum router in a network.

This paper has made several contributions: it has demonstrated how a quantum computer can be used to model an entangling quantum network; experimentally confirmed the operation of quantum network coding in a superconducting device; shown that a Werner state error model is sufficient for modeling errors in cluster states even in the presence of biased noise; and examined the possibility of replacing qubit swapping with linear cluster states or QNC to move qubits around within systems.

Entangling quantum networks are under development. An important tool in development is simulation. That simulation can be executed using a classical computer, as has been commonly done in quantum repeater design. Here, we have shown that this simulation can be performed using a quantum computer, for certain parameter values. The next steps toward improving the usefulness of this approach are to simulate stochastic behavior of photon loss with and without competing traffic on a large network.

Quantum network coding, building on classical network coding, is widely accepted as a functional protocol. However, to establish its utility in real-world operation, we must implement and analyze its behavior with respect to the imperfections of real systems. In this paper, we have shown that, with appropriately compiled algorithms, a one-qubit error rate of about 1.2% will allow the protocol to reach an $S$ value of 2. This would in turn allow for extraction of certified random keys, which is a finite rate. The current hardware error rate across the set of qubits used in our protocol corresponds roughly to $\varepsilon = 3.1\pm0.1\%$. This error model supplied with Qiskit will model Werner states, and we can see that the achieved fidelity and $S$ value correspond well with the Werner model simulations.

Finally, an important factor in compiling algorithms for quantum computers is the assignment of program variables to locations in the system, and their movement within the system via SWAP gates as necessary to couple with other qubits. We propose as an alternative that a cluster state can be used to move qubits, incorporating single-qubit rotations in the process. Of course, this approach assumes that the needed interstitial qubits are otherwise idle. Further evaluation of the utility of both linear graph-based teleportation and QNC on a monolithic quantum computer await the arrival of feed-forward functionality. This points the way to hybrid measurement/gate-based quantum computation.
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During the submission of our work we became aware of the following optical implementation of quantum network coding [68] based on a different protocol building on preshared entanglement [69].

**Appendix A: Qiskit Version**

The version of Qiskit packages we use are listed in Table III.

| name             | version |
|------------------|---------|
| qiskit            | 0.10.5  |
| qiskit-terra      | 0.8.2   |
| qiskit-ignis      | 0.1.1   |
| qiskit-aer        | 0.2.1   |
| qiskit-ibmq-provider | 0.2.2 |
| qiskit-aqua       | 0.5.2   |

**TABLE III. Qiskit packages version**

**Appendix B: Date-time**

Each experiment was performed on the dates listed in Table IV.

| Experiment                                                   | Date-time   |
|--------------------------------------------------------------|-------------|
| 4 qubit Entanglement Swapping and 4 qubit Linear Cluster state on IBM Q 20 Tokyo | 2019/7/24   |
| n-qubit Linear Cluster on IBM Q 20 Tokyo                     | 2019/8/21-22|
| n-qubit Linear Cluster on IBM Q Poughkeepsie                 | 2019/8/27-28|
| 6 qubit cluster state fidelity on IBM Q 20 Tokyo              | 2019/8/25-27|
| Correlation Matrix of 2 crossing-over pairs on IBM Q 20 Tokyo | 2019/8/27   |
| CHSH inequality of 2 crossing-over pairs on IBM Q 20 Tokyo    | 2019/8/24   |

**TABLE IV. Date and time when experimental data have been taken**
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