Identification of contributing genes of Huntington’s disease by machine learning
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Abstract

**Background:** Huntington’s disease (HD) is an inherited disorder caused by the polyglutamine (poly-Q) mutations of the HTT gene results in neurodegeneration characterized by chorea, loss of coordination, cognitive decline. However, HD pathogenesis is still elusive. Despite the availability of a wide range of biological data, a comprehensive understanding of HD’s mechanism from machine learning is so far unrealized, majorly due to the lack of needed data density.

**Methods:** To harness the knowledge of the HD pathogenesis from the expression profiles of postmortem prefrontal cortex samples of 157 HD and 157 controls, we used gene profiling ranking as the criteria to reduce the dimension to the order of magnitude of the sample size, followed by machine learning using the decision tree, rule induction, random forest, and generalized linear model.

**Results:** These four Machine learning models identified 66 potential HD-contributing genes, with the cross-validated accuracy of 90.79 ± 4.57%, 89.49 ± 5.20%, 90.45 ± 4.24%, and 97.46 ± 3.26%, respectively. The identified genes enriched the gene ontology of transcriptional regulation, inflammatory response, neuron projection, and the cytoskeleton. Moreover, three genes in the cognitive, sensory, and perceptual systems were also identified.

**Conclusions:** The mutant HTT may interfere with both the expression and transport of these identified genes to promote the HD pathogenesis.
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patients and controls and identified 66 disease-predicting genes. Their interaction network and potential roles in the HD pathogenesis are also discussed.

ML refers to computer algorithms that predict relying on the patterns of the data without using explicit instructions [10]. ML’s application on HD is focused on the diagnosis of HD from neuroimaging [11, 12]. Even though the emergence of a wide range of biological data of HD, including genomic profiling and electronic health records, a comprehensive understanding of the mechanism of HD from ML is so far unrealized, majorly due to the lack of needed data density [13]. For example, a previous ML study on RNA profiling of HD reported 4433 candidate genes from 16 samples [14], which is a typical high dimension, low sample size (HDLSS) situation, and ML may suffer from overfitting and low convergence. In this study, to harness the knowledge of the HD mechanism from the existing data, we tackled the data density issue by rationally reducing the dimension size, and identified the enriched pathways of HD by ML.

**Methods**

**Data source**

A gene profiling database of an essential sample size of HD and control is critical to this study. From the National Center for Biotechnology Information (NCBI) Gene Expression Omnibus ( GEO), with the criteria “(‘Huntington’s disease’ AND ‘brain’) AND ‘Homo sapiens’” [orgn:__txid9606], there were 342 series at the access date of June 18th, 2020. Out of them, there were four series with sample size > 100, including GSE72778, GSE33000, GSE25925, and GSE26927. We chose GSE33000 in this study since it provided the largest sample size of brain tissue profiling. The gene expression profile of the prefrontal cortex brain tissues of 157 HD patients and 157 non-demented control samples were retrieved from the GSE33000 dataset [15], which was profiled by microarray. This dataset contains 39,279 detected probes, of which 13,798 were annotated, and a total of 10,000 genes were profiled.

In solving equations, the number of parameters (in this case, age, sex, and gene profiles) should not exceed the number of equations (the sample size). Therefore, a preliminary screen of genes was essential. Since there were 10,000 genes profiled in GSE33000, the top 2.5% would yield approximately the gene numbers close to the total sample size 314. A criterion of fold change > 1.2 or < 0.85 resulted in 271 genes, which were selected along with HTT, as the input to build the prediction models. This fold-change criterion was chosen so that (1) the number of the selected genes was less than the number of total samples, and (2) the numbers of up-regulated and down-regulated genes were approximately equal (139 up and 132 down). Those genes with non-significant fold-change, i.e., p value of T test > 0.05 were neglected. After transposition (sample in the row and attributes in the column) and conversion of the disease status to binomials (1 = HD, 0 = control), the input dataset was constructed (Additional file 1: Table S1).

**Software and role assignment**

RapidMiner Studio version 9.5 (WIN64 platform) was registered to Jack Cheng and was executed under the Windows 10 operating system with Intel® Core™ i3-3220 CPU and 8 GB RAM. In addition to the age and sex of the samples, out of the 10,000 profiled genes, those expression fold change > 1.2 or < 0.85 of HD to control were assigned as the regular attributes (potential contributing factors to be analyzed in modeling operator) in the modeling. The disease status (1 = HD; 0 = CTRL) was assigned as the Label attribute (the predicted class in modeling operator). The sample ID was assigned as the ID attribute (not be used in modeling). Four models (decision tree, rule induction, random forest, and generalized linear model) of RapidMiner were used respectively with cross-validation to identify potential contributing genes of HD.

The study design and over all workflow is shown in Fig. 1.

**Decision tree**

A decision tree is a tree-like collection of nodes, representing a splitting rule for attributes to create a decision on the prediction class. The following parameters were used in RapidMiner modeling. Criterion: gain ratio; Maximal depth: 4; Prepruning and Pruning applied; Confidence: 0.01; Minimal gain: 0.01; Minimal leaf size: 2; Minimal size for a split: 4; Number of pre-pruning alternatives: 3. The program workflow is illustrated in Fig. 2a.

**Rule induction**

The Rule Induction model develops a set of hypotheses that account for the most positive examples, but the least negative examples. The following parameters were used in RapidMiner modeling. Criterion: information gain; Sample ratio: 0.9; Pureness: 0.9; Minimal prune benefit: 0.25.

**Random forest**

A random forest is an ensemble of random decision trees. The following parameters were used in RapidMiner modeling. The number of trees: 30; Criterion: gain ratio; Maximal depth: 4; Apply pruning with Confidence: 0.01; Apply pre-pruning with Minimal gain: 0.01; Minimal size for a split: 31 (~1/10 sample size); Minimal leaf size: 8; Number of pre-pruning: 3; Voting strategy: confidence vote.
Generalized linear model
RapidMiner executes the GLM algorithm using H2O 3.8.2.6., which fits generalized linear models to the data by maximizing the log-likelihood and determines predictors with non-zero coefficients. These parameters were used in the modeling. Family: binomial; Solver: IRLSM; Use regularization; Do lambda search with the number of lamdas = 31 (~ 1/10 sample size) and early stopping of tolerance 0.01 after three rounds; Standardize and add interception.

Cross-validation of models
In RapidMiner, the cross-validation has two subprocesses: a training subprocess and a testing subprocess. The training subprocess produces a trained model to be applied to the testing subprocess for the performance evaluation. In this study, the samples were randomly divided into ten subsets, with an equal number of samples. Each of the ten subsets was iterationaly used in the testing subprocess to evaluate the trained model from the other nine subsets. The performance of a model can be evaluated by its accuracy, precision, and recall, which are defined as below:

Accuracy = (TP + TN)/(TP + FP + FN + TN)  
Precision = TP/(TP + FP)  
Recall = TP/(TP + FN)

where T = true, F = false, P = positive, and N = negative.

A receiver operating characteristic (ROC) curve represents the sensitivity, or true positive rate, vs. false positive rate. It is calculated by first ordering the classified examples by confidence. Then all the examples are taken into account with decreasing confidence. The x-axis represents the false positive rate, and the y-axis represents the true positive rate. For optimistic (red) possibilities to calculate ROC curves, the correct classified examples are taken into account before looking at the false classifications, and the area in the red denotes the confidence interval. For pessimistic (blue) possibilities to calculate ROC curves, the wrong classifications are taken into account before looking at correct classifications, and the area in the blue denotes the confidence interval.

Gene enrichment analysis and interaction network
For gene enrichment analysis, the identified gene symbols were used as the input to KOBAS 3.0 [16] (http://kobas.cbi.pku.edu.cn/kobas3/), utilizing the gene-list
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enrichment tool with default statistical criteria and specifying Homo sapiens species. For the gene interaction network, the identified gene symbols were used as the input to STRING: functional protein association networks [17] (https://string-db.org/).

**Results**

**Decision tree identified EPHX1, ALDH1A1, and GLI1**

A decision tree is a machine-learning algorithm to split rule for attributes (genes in this study) to create a decision on the prediction class (whether the sample is HD or not). A cross-validation strategy was used to train the model and to evaluate its performance (Fig. 2a). The machine-learned model is shown in Fig. 2c, which contains five genes, epoxide hydrolase 1 (EPHX1), aldehyde dehydrogenases 1 (ALDH1A1), zinc finger protein GLI1 (GLI1), heat shock protein beta-1 (HSPB1), and Echinoderm microtubule-associated protein-like 2 (EML2). These five genes served as part of the input for the enrichment and network analysis. The performance of this model is shown as a receiver operating characteristic (ROC) curve in Fig. 2b, with an accuracy of 90.79 ± 4.57%, a precision of 87.26 ± 6.95%, and a recall of 96.17 ± 3.30%. The separation of samples in the eigenspace of EPHX1, ALDH1A1, and GLI1 is shown in Fig. 2d. EPHX1 catalyzes epoxides and may play a role in the metabolism of epoxide-containing fatty acids [18]. ALDH1A1 may detoxify aldehydes in the brain [19]. GLI1 acts as a transcriptional activator, which regulates genes of neuroprotection [20]. HSPB1 is a molecular chaperone...
that maintains denatured proteins in a folding-competent state and exerts a cytoprotective effect by proteostasis [21]. EML2 is a tubulin-binding protein which inhibits microtubule nucleation and growth, and microtubules required for autophagy of aggregated huntingtin [22]. These identified genes participate in catalyzing ROS-producing chemicals, proteostasis, transcriptional regulation of neuroprotective genes. Altogether, the dysregulation of these genes may advance HD pathological progress.

**Rule induction identified EPHX1, OTP, and ITPKB**

A rule induction model is a machine-learning algorithm, by judging the gene expression profiling in this study, that account for the most positive examples (HD), but the least negative examples (control). A cross-validation strategy was used to train the rule induction model and to evaluate its performance. The machine-learned model is shown in Fig. 3a, which contains four genes, EPHX1, homeobox protein orthopedia (OTP), inositol-trisphosphate 3-kinase B (ITPKB), and secretory carrier-associated membrane protein 1 (SCAMP1). These four genes also served as part of the input for the enrichment and network analysis. The performance of the rule induction model is shown as a ROC curve in Fig. 3b, with an accuracy of 89.49 ± 5.20%, a precision of 93.74 ± 6.81%, and a recall of 85.25 ± 11.10%. The separation of samples in the eigenspace of EPHX1, OTP, and ITPKB is shown in Fig. 3c. OTP is a homeobox protein with RNA polymerase II-specific DNA-binding transcription factor activity and may involve in the differentiation of hypothalamic neuroendocrine cells [23]. ITPKB is a kinase catalyzing inositol-trisphosphate 3 and may regulate neurite outgrowth by mediating MAPK cascade and RAS signal transduction [24]. SCAMP1 is a component of the recycling carrier that transports between endosomes, and Golgi complex, and the plasma membrane [25].

**Random forest identified 49 genes**

A random forest model is a machine-learning algorithm of a collection of decision trees with voting hypotheses, by judging the gene expression profiling in this study, that account for the most positive examples (HD), but the least negative examples (control). A cross-validation strategy was used to train the random forest model and to evaluate its performance. The identified 30 decision trees and 49 non-redundant genes of the random forest are listed in Additional file 2: Table S2. These 49 genes served as part of the input for the enrichment and network analysis. One example of the machine-learned tree model is shown in Fig. 4a, which contains three genes, Kelch-like protein 42 (KLHDC5/KLHL42), POU domain class 4 transcription factor 2 (POU4F2), and forkhead box protein O4 (FOXO4). The performance of the random forest is shown as a ROC curve in Fig. 4b, with an accuracy of 90.45 ± 4.24%, a precision of 87.25 ± 4.72%, and a recall of 94.79 ± 6.10%. The separation of samples in the eigenspace of KLHDC5, POU4F2, and FOXO4 is shown in Fig. 4c. KLHDC5 is a component of the BTB-CUL3-RBX1 E3 ubiquitin-protein ligase complex, which mediates the ubiquitination of KATNA1 and regulates the microtubule dynamics in mitotic progression and cytokinesis [26]. POU4F2 is an RNA polymerase II specific transcription factor, which cooperates with TP53 to increase transcriptional activation of BAX promoter activity mediating neuronal cell apoptosis [27]. FOXO4 is a transcription factor, which regulates insulin signaling.
pathway, hypoxia-induced response, cell cycle, and proteasome activity [28].

**Generalized linear model identified 53 genes**

A generalized linear model (GLM) is a machine-learning algorithm that maximizes the log-likelihood (prediction power of whether a sample is an HD) and determines predictors (the gene profiling) with non-zero coefficients indicating a linear contribution of the gene profiling to the prediction. A cross-validation strategy was used to train the GLM and to evaluate its performance. The coefficients of the input genes are listed in Additional file 3: Table S3. There are 53 genes with a non-zero coefficient. We further selected more contributive genes by setting a threshold of the absolute value of the coefficient greater than 1. These 22 genes are also listed in Additional file 3: Table S3, and served as part of the input for the enrichment and network analysis. The top ten genes of coefficients are shown in Fig. 5a. The performance of the GLM is shown as a ROC curve in Fig. 5b, with an accuracy of 97.46 ± 3.26%, a precision of 95.96 ± 5.14%, and a recall of 99.38 ± 1.98%. The separation of samples
in the eigenspace of gene profiling of the top 3 genes, OTP, EML2, and synaptic vesicle glycoprotein 2C (SV2C), is shown in Fig. 5c. SV2C regulates secretion in neural cells by enhancing selectively low-frequency neurotransmission [29].

**Gene enrichment and interaction network analysis**

The union of the identified 66 non-redundant genes from machine learning is summarized in Additional file 4: Table S4, and served as the input for the enrichment and network analysis. The significant enrichment in Gene Ontology, KEGG disease/ NHGRI GWAS catalog, and KEGG pathway are listed in Additional file 5, 6, 7: Tables S5, S6, and S7, respectively. As summarized in the lower part of Fig. 1, the enriched characteristics of the genes are transcription (16 genes), immune (12), neuron (11), signaling (11), and microtubule/actin binding. While Fig. 6 shows the interaction network, which indicates HSPB1, ITPKB, CRYAB, ACTN2, FERMT3, NEFL, POU4F2, RIT2, and PLXNB3 are closely related to HTT and may serve as pivotal points exerting consequences of HTT-polyQ mutation in HD. CRYAB is a chaperone preventing aggregation of proteins under stress conditions [30]. ACTN2 is an F-actin cross-linking protein that participates in cell adhesion, MAPK cascade, apoptosis, and the regulation of NMDA receptor activity [31]. FERMT3 is an integrin-binding protein that plays a part in cell adhesion and activation of the integrin-mediated signaling pathway [32]. NEFL is an intermediate filament protein that maintains neuronal caliber essential for sensorimotor function and spatial orientation [33]. RIT2 is a small GDP-binding protein which acts as molecular switches for intracellular signaling cascades in neuron and is regulated by POU4 transcription factors [34]. PLXNB3 is a SEMA receptor regulating cell adhesion, chemotaxis, and
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*Fig. 6* Gene ontology and interaction network. The enriched gene ontology is represented by different colors of the nodes. The strength of the evidence of the interaction is represented by the darkness of the edges. Genes identified in this study are labeled with black font. Genes manually added are labeled with grey font.
neuron projection [35]. Noticeably, HSPB1, ITPKB, and POU4F2 are also key attributes in the machine-learning models.

Discussion
In this study, from the profiling of 157 HD and 157 controls, we identified 66 potential contributing genes of HD using machine learning models of the decision tree, rule induction, random forest, and generalized linear model. The identified genes enriched the gene ontology of transcriptional regulation, inflammatory response, neuron projection, and cytoskeleton (Fig. 6). These pathways are connected by hubs of microtubule/actin binding, which may imply that mutant HTT mediates the HD pathological progress through these pathways via its interaction with the cytoskeleton or via transcriptional regulation capacity. We will discuss the enriched biological functions and the relevant genes in HD pathogenesis.

C2orf54 (SLC52A3) encodes a plasma membrane transporter mediating the uptake of vitamin B2/riboflavin that is vital in biochemical oxidation–reduction reactions [36]. The mutation of SLC52A3 may cause degenerative disorders like Brown-Vialetto-Van-Laere syndrome (BVVL) [37] and Amyotrophic lateral sclerosis (ALS) [38]. Although the role of oxidative damage in HD pathogenesis has been discussed for decades [39]. The potential role of SLC52A3 in the riboflavin-related oxidative damage in HD has not been noticed yet. The other two genes with detoxifying ability identified in this study are ALDH1A1 and MT1H, which detoxifies aldehydes [19] or copper ions [40], respectively. Whether aldehydes or copper ion detoxification participates in HD pathogenesis requires further study.

One of the hallmark pathological features of HD is the intracellular aggregates of mutant HTT, termed inclusion bodies (IBs). The insufficient clearance of toxic forms of mutant HTT is postulated as one hypothesis of HD pathogenesis [41]. Three genes involving in protein degradation were identified in this study: CRYAB, HSPB1, and KLHDC5. Expression of CRYAB influences autophagy and protein aggregation [42]. HSPB1 mutation may impair autophagy and cause neuropathy [43]. KLHDC5 is an adapter of the BTB-CUL3-RBX1 E3 ubiquitin-protein ligase and regulates the ubiquitin–proteasome system [44]. Currently, there is a lack of knowledge of the roles played by CRYAB, HSPB1, and KLHDC5 in HD pathogenesis.

Although it is unclear whether neuroinflammation has an active influence or is a reactive process during the HD pathogenesis, both innate and adaptive immune systems may play important roles in HD [45]. The former includes activation of microglia, increased proinflammatory cytokines, impaired translocation of macrophages, and complement factors. The later includes T-cell priming by dendritic cells (DCs). In this study, the identified innate immunity genes include C4B, DARC, RAB20, SBN02, SCAMP1, SERPINA3, and S100A8, while the adaptive immunity genes include PNP, TCIRG1, and TMEM176A. More specifically, C4B is one complement factor [46]; DARC is a chemokine receptor [47], RAB20 involves in endocytosis [48]; SBN02 regulates the transcription of NF-κB in macrophages [49]; SCAMP1 regulates the neutrophil degranulation [50]; SERPINA3 inhibits neutrophil cathepsin G and mast cell chymase [51]. S100A8 induces neutrophil chemotaxis and therefore participates in both innate and adaptive immune systems [52], while PNP regulates T cell proliferation [53]; TCIRG1 isoform b is an inhibitory receptor on T cells [54]; TMEM176A regulates the dendritic cell differentiation [55].

Since the discovery of the involvement of HTT in the transcription regulation of P53 and CREB [56], dysregulation of transcription by mHTT becomes a popular hypothesis of HD pathogenesis [9]. In this study, we identified several transcription regulatory genes, including CIDEA, CIRBP, FOXO4, GLI1, KLF10, NUPR1, OTP, POU4F2, PRKAR1A, RIT2, SFR53, TBX15, and TEAD2. Notably, OTP, RIT2, and POU4F2 also regulate neurogenesis (Fig. 6), while CIRBP, FOXO4, GLI1, and NUPR1 regulate gene expression under stress circumstances [57–60]. Furthermore, CIDEA, KLF10, PRKAR1A, TBX15, and TEAD2 regulate gene expression of apoptosis control [61–65]. Whether these genes are driving forces or merely passengers in HD pathogenesis requires further investigation.

Wild-type HTT is a scaffolding protein interacting with β-tubulin and microtubules [66]. It also interacts with the dynactin complex and regulates intracellular trafficking processes [67]. In this study, we identified several microtubule/actin binding genes, including ABBA-1, ACTN2, CNN2, FAM110C, KIAA1949, and SEMA3E. Likewise, dysregulation of these genes may disturb intracellular trafficking processes with mHTT.

Wild-type HTT also plays a critical role at the synapse. It is associated with the synaptic vesicles at the pre-synapse [7] and is associated with the scaffolding protein PSD95 at the postsynaptic density [68]. Moreover, HTT is required during the formation of cortical and striatal excitatory synapses [69]. However, the role of HTT in the neuron is still obscure. In this study, we identified several neuronal genes, including GOT1, HTR2C, PLXNB3, and SV2C. GOT1 synthesizes and regulates the quantity of glutamate [70], which is a key neurotransmitter. Besides, HTR2C is a serotonin receptor mediating excitatory neurotransmission [71], while PLXNB3 is a SEMA5A receptor mediating axon guidance [72]. Moreover, SV2C is a synaptic vesicle glycoprotein mediating low-frequency
neurotransmission [29]. The dysregulation of these genes may provoke HD symptoms.

We also identified three genes in the cognitive, sensory, and perceptual systems: DOPEY2, EML2, and NEFL. The deficits in these domains are the hallmark symptoms in HD and may serve as diagnostic cues [73–75]. The over-expression of DOPEY2 may contribute to mental retardation [76], while EML2 has a role in visual perception [77]. Moreover, mutations in NEFL cause inherited motor and sensory neuropathy [78]. Although thousands of paper report HD and sensorimotor dysfunction, no one notices their potential roles in HD pathological symptoms, especially sensorimotor dysfunction. In this study, we revealed that HTT mutation might exert pathological interference on NEFL by two independent routes, as shown in Fig. 6. One route is by dysregulation of transcription through POU4F2. The other route is by dysregulation of the cytoskeleton through ACTN2 and CRYAB.

Finally, we compared our results with the existing ML-based method [14] for identifying HD-contributing genes and checked whether these 66 contributing genes are included in the known HD gene set. Out of the 66 genes, 13 genes are mutually identified in both ML studies. Furthermore, 21 of the 66 genes have been identified in previous HD studies. This information was provided in Additional file 8: Table S8.

**Conclusions**

Machine learning using the decision tree, rule induction, random forest, and generalized linear model identified 66 potential contributing genes of HD from the expression profiles of postmortem prefrontal cortex samples of 157 HD and 157 controls. These genes participate in oxidation–reduction reactions, protein degradation, immunity, transcription, neural transduction, and perception. The mHTT may interfere with both the expression and transport of these genes to promote the HD pathogenesis.

**Supplementary information**

Supplementary information accompanies this article at https://doi.org/10.1186/s12920-020-00822-w.

**Additional file 1: Table S1.** The input file to RapidMiner program of this study. Columns are attributes, while rows are samples. The column “HD” is a binomial attribute, i.e., 1 or 0, describing whether the sample is diagnosed with HD or not, respectively.

**Additional file 2: Table S2.** The identified 30 decision trees and 49 non-redundant genes of the random forest.

**Additional file 3: Table S3.** The coefficients of the generalized linear model.

**Additional file 4: Table S4.** The list of the identified genes of this study. A tick sign or blank denotes whether this gene was identified in the corresponding algorithm or not, respectively.

**Additional file 5: Table S5.** The enriched Gene Ontology of the identified genes.

**Additional file 6: Table S6.** The enriched KEGG DISEASE, NHGRI GWAS Catalog, and OMIM of the identified genes.

**Additional file 7: Table S7.** The enriched KEGG PATHWAY, Reactome, and PANTHER database of the identified genes.

**Additional file 8: Table S8.** The comparison with the existing ML-based HD study, and whether these 66 genes are included in the known HD studies.

**Abbreviations**

HD: Huntington’s disease; poly-Q: Polyglutamine; mHTT: Mutant HTT; ML: Machine learning; GLM: Generalized linear model; ROC: Receiver operating characteristic; ALS: Amyotrophic lateral sclerosis; TP: True positive; FP: False positive; TN: True negative; FN: False negative.

**Acknowledgements**

Not applicable.

**Authors’ contributions**

WYL and FJT initiated, supervised this study, and substantively revised the manuscript. JC and HPL contributed to the acquisition, analysis, and interpretation of data. All authors discussed and drafted the manuscript. All authors read and approved the final manuscript.

**Funding**

This work was supported by grants from the Ministry of Science and Technology in Taiwan (MOST108-2320-B-039-031-MY3, MOST 109-2314-B-039-030) and grants from China Medical University and Hospital (CMU109-MF-85, CMU108-MF-68, CMU107-5-08, DMR-109-150, DMR-106-119). The funders had no role in this study.

**Availability of data and materials**

The dataset supporting this article's conclusions is available in the NCBI GEO repository, with accession number GSE33000. The data supporting the conclusions of this article are included within the article and its additional files. The machine learning platform RapidMiner Studio is available at https://rapidminer.com/.

**Ethics approval and consent to participate**

Not applicable.

**Consent for publication**

Not applicable.

**Competing interests**

The authors have no conflict of interest.

**Author details**

1 Graduate Institute of Integrated Medicine, College of Chinese Medicine, China Medical University, Taichung 40402, Taiwan. 2 Department of Medical Research, China Medical University Hospital, Taichung 40447, Taiwan. 3 Graduate Institute of Acupuncture Science, College of Chinese Medicine, China Medical University, Taichung 40402, Taiwan. 4 Brain Diseases Research Center, China Medical University, Taichung 40402, Taiwan. 5 School of Chinese Medicine, China Medical University, Taichung 40402, Taiwan. 6 Department of Biotechnology, Asia University, Taichung 41354, Taiwan. 7 Children’s Medical Center, China Medical University Hospital, Taichung 40447, Taiwan.

Received: 26 July 2020  Accepted: 12 November 2020
Published online: 23 November 2020
References

1. Rosenblatt A. Neuropsychiatry of Huntington's disease. Dialogues Clin Neurosci. 2007;9(2):191.

2. Yohrling G, Raimundo K, Crowell V, Lovecky D, Vetter L, Seeberger L. Prevalence of Huntington's disease in the US (954). In: AAN Enterprises; 2019;19(1):318.

3. Reiner A, Albini A, Anderson KD, D'Amato CJ, Penney JB, Young AB. Differential loss of striatal projection neurons in Huntington disease. Proc Natl Acad Sci. 1988;85(15):5733–7.

4. MacDonald ME, Ambrose CM, Duyao MP, Myers RH, Lin C, Srinidhi L, Barnes G, Taylor SA, James M, Groot N. A novel gene containing a trinucleotide repeat that is expanded and unstable on Huntington's disease chromosomes. Cell. 1996;85(3):695–701.

5. Rosas H, Liu A, Hersch S, Glessner M, Ferrante R, Salat D, van Der Kouwe A, Jenkins B, Dale A, Fischl B. Regional and progressive thinning of the cortical ribbon in Huntington's disease. Neurology. 2002;58(5):691–7.

6. DiFiglia M, Sapp E, Chase K, Schwarz C, Meloni A, Young C, Martin E, Vonsattel J-P, Carraway R, Reeves SA. Huntington is a cytoplasmic protein associated with vesicles in human and rat brain neurons. Neuron. 1993;12(6):971–83.

7. Vonsattel J-P, Carraway R, Reeves SA. Huntingtin is a cytoplasmic protein associated with vesicles in human and rat brain neurons. Neuron. 1993;12(6):971–83.

8. Reiner A, Albin RL, Anderson KD, D'Amato CJ, Penney JB, Young AB. Differential loss of striatal projection neurons in Huntington disease. Proc Natl Acad Sci. 1988;85(15):5733–7.

9. Nissley DA, O'Brien EP. Altered co-translational processing plays a role in normal and Huntington's disease huntingtin. J Biol Chem. 2005;280(48):4082–92.

10. Simeone A, D'Apice MR, Negro V, Casanova J, Graziani F, Acampora D, Advantaggiato V. Orthopedia, a novel homeobox-containing gene expressed in the developing CNS of both mouse and Drosophila. Neuron. 1994;13(1):83–101.

11. Koenig S, Moreau C, Dupont G, Scoumanne A, Erezin C. Regulation of NGF-driven neurite outgrowth by Ins (1, 4, 5) P3 kinase is specifically associated with the two isoforms Ttkpa and Ttkpb in a model of PC 12 cells. FEBS J. 2015;282(23):5253–69.

12. Fernandez-Chacon R, Archirolioe M, Janz R, Albanesi JP, Sudhof TC. SCAMP1 function in endocytosis. J Biol Chem. 2000;275(17):12752–6.

13. Cummings CM, Bentley CA, Perdue BA, Baas PW, Singer JD. The Cul3/Klhdc5 E3 ligase regulates p60/katanin and is required for normal mitosis in mammalian cells. J Biol Chem. 2009;284(17):1663–75.

14. Hudson CD, Podesta J, Henderson D, Latchman D, Budhram-Mahadeo V. Coexpression of Bm-3α POU protein with p53 in a population of neuronal progenitor cells is associated with differentiation and protection against apoptosis. J Neurosci Res. 2004;78(8):803–14.

15. Liu W, Li Y, Luo B. Current perspective on the regulation of FOXO4 and its role in disease progression. Cell Mol Life Sci. 2019;76:1–13.

16. Jimenez-Sanchez M, Licitra F, Underwood BR, Rubinsztein DC. Huntington’s pathogenesis—a hypothesis. Front Mol Neurosci. 2016;9:54.

17. DiFiglia M, Sapp E, Chase K, Schwarz C, Meloni A, Young C, Martin E, Vonsattel J-P, Carraway R, Reeves SA. Huntington is a cytoplasmic protein associated with vesicles in human and rat brain neurons. Neuron. 1993;12(6):971–83.

18. DiFiglia M, Sapp E, Chase K, Schwarz C, Meloni A, Young C, Martin E, Vonsattel J-P, Carraway R, Reeves SA. Huntington is a cytoplasmic protein associated with vesicles in human and rat brain neurons. Neuron. 1993;12(6):971–83.

19. Reiner A, Albin RL, Anderson KD, D'Amato CJ, Penney JB, Young AB. Differential loss of striatal projection neurons in Huntington disease. Proc Natl Acad Sci. 1988;85(15):5733–7.
mutations in HSPB1 impair autophagy by disturbing the formation of SQSTM1/p62 bodies. Autophagy. 2019;15(6):1051–68.
44. Genschik P, Sumara I, Lechner E. The emerging family of CULLIN3‑RING ubiquitin ligases (CRL3s): cellular functions and disease implications. EMBO J. 2013;32(17):2307–20.
45. Ellrichmann G, Reick C, Saft C, Linker RA. The role of the immune system in Huntington’s disease. Clin Dev Immunol. 2013;2013:541259. https://doi.org/10.1155/2013/541259.
46. Blom AW, Villoiteux BG, Dahlbäck B. Complement inhibitor C6b-binding protein — friend or foe in the innate immune system? Mol Immunol. 2004;40(18):1333–46.
47. Houck R, Martin A, Hesselgesser J, Hadley T, Lu ZH, Wang ZX, Peiper S. The Duffy antigen receptor for chemokines: structural analysis and expression in the brain. J Leukoc Biol. 1996;59(1):29–38.
48. Egami Y, Araki N. Rab20 regulates phagosome maturation in RAW264 macrophages during Fc gamma receptor-mediated phagocytosis. PLoS ONE. 2012;7(4):e35663.
49. El Karmi KC, Smith AM, Williams L, Neale G, Panopolous A, Watowich SS, Cheng J, Klockgether T, Wuellner U, Evert BO. FOXO4‑dependent upregulation of superoxide dismutase‑2 in response to oxidative stress is impaired in Huntington disease. J Neurol Neurosurg Psychiatry. 2012;87(1):50–9.
50. Gettins PG. Serpin structure, mechanism, and function. Chem Rev. 2002;102(12):4751–804.
51. Gotic I, Omidi S, Fleury‑Olela F, Molina N, Naef F, Schibler U. Temperature and CIDEC in insulin‑induced anti‑apoptosis and lipid droplet formation in human adipocytes. J Lipid Res. 2010;51(7):1676–84.
52. Ryckman C, Vandal K, Rouleau P, Talbot M, Tessier PA. Proinflammatory activities of S100: proteins S100A8, S100A9, and S100A8/A9 induce neutrophil chemotaxis and adhesion. J Immunol. 2003;170(6):3233–42.
53. Toro A, Grunebaum E. TAT‑mediated intracellular delivery of purine nucleoside phosphorylase corrects its deficiency in mice. J Clin Investig. 2006;116(10):2717–26.
54. Utku N, Boerner A, Tomscheeg A, Bennai‑Sanfourche F, Bulwin G‑C, Steffan JS, Kazantsev A, Spasic‑Boskovic O, Greenwald M, Zhu Y‑Z, Gohler H‑S. Klf10 induces cell apoptosis through modulation of B1‑expression and Ca2+-homeostasis in estrogen‑responding adenocarcinoma cells. Int J Biochem Cell Biol. 2011;43(6):666–73.
55. Malt AL, Cagliero J, Legent K, Silber J, Zider A, Flaggello D. Alteration of TEAD1 expression levels confers apoptotic resistance through the transcriptional up‑regulation of Livin. PLoS ONE. 2012;7(9):e45498.
56. Hoffner G, Kahlem P, Dijan P. Perinuclear localization of huntingtin as a consequence of its binding to microtubules through an interaction with β‑tubulin: relevance to Huntington's disease. J Cell Sci. 2002;115(9):941–8.
57. Caviston JP, Ross JL, Anthony SM, Tokito M, Holzbaur EL. Huntingtin facilitates dynein/dynactin‑mediated vesicle transport. Proc Natl Acad Sci. 2007;104(24):10045–50.
58. Sun Y, Savanenin A, Reddy PH, Liu YF. Polyglutamine-expanded huntingtin promotes sensitization of N‑methyl‑D‑aspartate receptors via post‑synaptic density 95. J Biol Chem. 2001;276(27):24713–8.
59. McKinstry SU, Karadeniz YB, Worthington AK, Ozturk M, Serafin‑Molina K, Risher WC, Ustunkaya T, Dragatis J, Zentlin S. Huntington is required for normal excitatory synapse development in cortical and striatal circuits. J Neurosci. 2013;34(28):9455–72.
60. Ruban A, Malina KCK, Cooper I, Graubardt N, Bakabin L, Jona G, Teichberg VI. Combined treatment of an amyotrophic lateral sclerosis rat model with recombinant G0T1 and oxaloacetic acid: a novel neuroprotective treatment. Neurodegener Dis. 2015;15(4):233–42.
61. Iwamoto K, Bundo M, Kato T. Serotonin receptor 2C and mental disorders: genetic expression, and RNA editing studies. RNA Biol. 2009;6(3):248–53.
62. Hartwig C, Veske A, Krejcová S, Rosenberger G, Finckh U. Plexin B3 promotes neurite outgrowth, interacts homophilically, and interacts with Rin. BMC Neurosci. 2005;6(1):53.
63. Kirkwood SC, Siemers E, Stout JC, Hodes M, Conneally PM, Christian JC, Foroud T. Longitudinal cognitive and motor changes among presymptomatic Huntington disease gene carriers. Arch Neurol. 1999;56(5):563–8.
64. Beydoun EA, de Jonghe P, Boerkoel C, Takashima H, De Vriendt E, Ceuterick S, Waldmann H, Cuturi MC, Chiffoleau E. Tmem176B and Tmem176A facilitate cytokine and chemokine production. Int J Biochem Cell Biol. 2011;43(4):666–73.