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In this paper, we present a generalized SOR-like iteration method to solve the non-Hermitian positive definite linear complementarity problem (LCP), which is obtained by reformulating equivalently the implicit fixed-point equation of the LCP as a two-by-two block nonlinear equation. The convergence properties of the generalized SOR-like iteration method are discussed under certain conditions. Numerical experiments show that the generalized SOR-like method is efficient, compared with the SOR-like method and the modulus-based SOR method.

1. Introduction

The linear complementarity problem is to find \( z \in \mathbb{R}^n \) such that

\[
    w = Mz + q \geq 0, \quad z \geq 0, \quad z^T w = 0,
\]

where \( M \in \mathbb{R}^{n \times n} \) is a given matrix and \( q \in \mathbb{R}^n \) is a given vector, which is abbreviated as the LCP(\( q, M \)). Since the LCP(\( q, M \)) of form (1) often occurs in many actual problems of scientific computing and engineering applications, such as the linear and quadratic programming, the economies with institutional restrictions upon prices, the optimal stopping in Markov chain, and the free boundary problems, its numerical solution attracts considerable attention. For more detailed descriptions, one can refer to [1–6] and the references therein.

Recently, from the point of view of the system of the linear equations, some efficient numerical methods for solving the large and sparse LCP(\( q, M \)) are developed. Especially, based on the implicit fixed-point equation of the LCP(\( q, M \)), a class of modulus iteration method in [7] (see Section 9.2 in [3] as well) and its various versions have been presented in the literature. The goal of modulus iteration method is to take \( z = |x| + x \) and \( w = |x| - x \) such that the LCP(\( q, M \)) can be equivalently transformed into a system of fixed-point equations:

\[
    (I + M)x = (I - M)|x| - q. \quad (2)
\]

In this way, based on fixed-point equation (2), the modulus iteration method is described as follows.

**Modulus Iteration Method.** Given an initial vector \( x^{(0)} \in \mathbb{R}^n \), compute \( x^{(k+1)} \in \mathbb{R}^n \) by solving the following linear system:

\[
    (I + M)x^{(k+1)} = (I - M)|x^{(k)}| - q. \quad (3)
\]

Then, set

\[
    z^{(k+1)} = |x^{(k+1)}| + x^{(k+1)}, \quad k = 0, 1, 2, \ldots, \quad (4)
\]

until the iteration sequence \( \{z^{(k)}\}_{k=1}^{\infty} \subset \mathbb{R}^n \) is convergent.

Making the simple substitution \( aI \) for \( I \) in (3) results in the modified modulus iteration method, which was considered in [8]. Numerical results in [8] showed that the modified modulus method is feasible when the involved matrix \( M \) is symmetric positive definite. In [9], combining the modulus method with the matrix splitting of the matrix \( M \), a class of modulus-based matrix splitting iteration methods is developed, which not only includes some...
presented iteration methods, such as the modified modulus method [8] and nonstationary extrapolated modulus algorithms [10] but also yields a series of iteration methods, such as modulus-based Jacobi, Gauss-Seidel, SOR, and AOR iteration methods. Further discussing the modulus-based matrix splitting iteration method and its various versions, one can see [11–17] for more details. In addition, for other forms of iteration methods, one can find [18–22].

In this paper, we focus on this situation where the involved matrix $M$ of the LCP($q, M$) in (1) is non-Hermitian positive definite. By reformulating equivalently the implicit fixed-point equation of the LCP($q, M$) as a two-by-two block nonlinear equation, based on the GSOR iteration method in [23], we extend the GSOR iteration method for the LCP($q, M$) in (1) with its two-by-two block form. That is to say, we present a generalized SOR-like iteration method to solve the LCP($q, M$). The convergence conditions of the generalized SOR-like iteration method are discussed under suitable choices of the involved parameter. Numerical examples are reported to show that the generalized SOR-like iteration method is feasible and effective in computing.

For our analysis, here we briefly explain some terminologies used in the next section. Let $R^n$ be the finite dimension Euclidean space, whose norm is denoted by $\| \cdot \|$. For $x \in R^n$, sign$(x)$ denotes a vector with components equal to 1, 0, or −1 depending on whether the corresponding component of $x$ is positive, zero, or negative. The diagonal matrix $D(x) = \text{diag}(\text{sign}(x))$ denotes a diagonal matrix corresponding to sign$(x)$. Matrix $A$ is called a non-Hermitian positive definite matrix if its Hermitian part, $1/2(A + A^\ast)$, is positive definite.

This paper is organized as follows. In Section 2, the generalized SOR-like iteration method is established and its convergence properties are discussed. In Section 3, the generalized SOR-like iteration method is used to solve the absolute value equation (AVE). Numerical experiments are reported in Section 4, and finally, some concluding remarks are given in Section 5.

2. Generalized SOR-Like Iteration Method

In this section, the generalized SOR-like iteration method is established. To this end, we take $z = |x| + x$ and $w = \Omega(|x| - x)$, where $\Omega$ is a nonnegative diagonal matrix, and then the LCP($q, M$) can be equivalently transformed into the following fixed-point equations:

$$\begin{bmatrix} \Omega + M \\ -D(x) \end{bmatrix} x = \begin{bmatrix} \Omega - M \\ I \end{bmatrix} |x| - q.$$  

Let $y = |x|$. From (5), we obtain

$$\begin{cases} (\Omega + M)x - (\Omega - M)|x| = -q, \\ -|x| + y = 0, \end{cases}$$

that is,

$$A z = \begin{bmatrix} \Omega + M & - (\Omega - M) \\ -D(x) & I \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} -q \\ 0 \end{bmatrix} = \bar{b},$$

where $D(x) = \text{diag}(\text{sign}(x)), x \in R^n$.

Let

$$\Omega = \begin{bmatrix} \omega I & 0 \\ 0 & \tau I \end{bmatrix},$$

$$A = \mathcal{D} - \mathcal{D} - \mathcal{U},$$

where

$$\mathcal{D} = \begin{bmatrix} \Omega + M & 0 \\ 0 & I \end{bmatrix},$$

$$\mathcal{L} = \begin{bmatrix} 0 & 0 \\ D(x) & 0 \end{bmatrix},$$

$$\mathcal{U} = \begin{bmatrix} 0 & \Omega - M \\ 0 & 0 \end{bmatrix}.$$

Then, the iteration scheme of the generalized SOR-like iteration method is

$$\begin{bmatrix} x^{(k+1)} \\ y^{(k+1)} \end{bmatrix} = M_{\omega, \tau} \begin{bmatrix} x^{(k)} \\ y^{(k)} \end{bmatrix} + (\mathcal{D} - \Omega) \overline{\mathcal{D}}^{-1} \begin{bmatrix} -q \\ 0 \end{bmatrix},$$

(10)

where $M_{\omega, \tau} = (\mathcal{D} - \Omega) \overline{\mathcal{D}}^{-1} [(1 - \omega) \mathcal{D} + (\Omega + M)]$ and $\omega, \tau > 0$. Furthermore, the generalized SOR-like method can be described as follows.

The Generalized SOR-Like Iteration Method. Let $M \in R^{n \times n}$ be a non-Hermitian positive definite matrix, $\Omega$ be a nonnegative diagonal matrix, and $\omega, \tau > 0$. Given initial vectors $x^{(0)} \in R^n$ and $y^{(0)} \in R^n$, for $k = 0, 1, 2, \ldots$, until the iteration sequence $\{x^{(k)}, y^{(k)}\}_{k=0}^\infty$ is convergent, compute

$$\begin{cases} x^{(k+1)} = (1 - \omega) x^{(k)} + \omega (\Omega + M)^{-1} (\Omega - M) y^{(k)} - q, \\ y^{(k+1)} = (1 - \tau) y^{(k)} + \tau |x^{(k+1)}|. \end{cases}$$

(11)

When $\omega = \tau$ in (11), the generalized SOR-like iteration method reduces to the SOR-like method [24]. That is to say, the generalized SOR-like iteration method is a generalization form of the SOR-like method [24].

Let $(x^*, y^*)$ be the solution pair of the equation (7) and $(x^{(k)}, y^{(k)})$ be generated by the iteration method (11). Let the iteration errors be

$$\epsilon_k^x = x^* - x^{(k)},$$

$$\epsilon_k^y = y^* - y^{(k)}.$$  

(12)

Then, we give the following main result with respect to generalized SOR-like iteration method (11).

**Theorem 1.** Let $M \in R^{n \times n}$ be non-Hermitian positive definite and

$$\delta = \|\Omega + M\|^{-1} \|\Omega - M\|.$$

(13)
If
\[ 0 < \omega, \tau < 2, \quad \omega\tau\delta < (1 - |1 - \omega|)(1 - |1 - \tau|), \] (14)
then
\[ \left\| \begin{pmatrix} e^{x}_{k+1} \\ e^{y}_{k+1} \end{pmatrix} \right\| < \left\| \begin{pmatrix} e^{x}_{k} \\ e^{y}_{k} \end{pmatrix} \right\|, \quad k = 0, 1, \ldots, \] (15)
where
\[ \left\| \begin{pmatrix} e^{x}_{k} \\ e^{y}_{k} \end{pmatrix} \right\| = \sqrt{\| e^{x}_{k} \|^2 + \| e^{y}_{k} \|^2}. \] (16)

This implies that the generalized SOR-like method is convergent.

**Proof.** By the simple computations, from equations (7) and (11), we have
\[ \begin{align*}
e^{x}_{k+1} &= (1 - \omega)e^{x}_{k} + \omega(\Omega + M)^{-1}(\Omega - M)e^{x}_{k}, \\
e^{y}_{k+1} &= (1 - \tau)e^{y}_{k} + \tau(|x^{*} - x^{(k+1)}|). \end{align*} \] (17)
From (17), we can obtain
\[ \begin{align*}
\| e^{x}_{k+1} \| &\leq (1 - \omega)\| e^{x}_{k} \| + \omega\delta\| e^{x}_{k} \|, \\
\| e^{y}_{k+1} \| &\leq (1 - \tau)\| e^{y}_{k} \| + \tau\| x^{*} - x^{(k+1)} \|. 
\end{align*} \] (18)
\[ \begin{align*}
\| e^{x}_{k+1} \| &\leq (1 - \omega)\| e^{x}_{k} \| + \omega\delta\| e^{x}_{k} \|, \\
\| e^{y}_{k+1} \| &\leq (1 - \tau)\| e^{y}_{k} \| + \tau\| x^{*} - x^{(k+1)} \|. 
\end{align*} \] (19)
Furthermore,
\[ \begin{align*}
\left( \begin{array}{c}
e^{x}_{k+1} \\
e^{y}_{k+1} \end{array} \right) &\leq \begin{pmatrix} (1 - \omega) & \omega\delta \\
\tau(1 - \omega) & (1 - \tau) + \omega\tau\delta \end{pmatrix} \begin{pmatrix} e^{x}_{k} \\
e^{y}_{k} \end{pmatrix}, \\
\left( \begin{array}{c}
e^{x}_{k+1} \\
e^{y}_{k+1} \end{array} \right) &\leq \begin{pmatrix} (1 - \omega) & \omega\delta \\
\tau(1 - \omega) & (1 - \tau) + \omega\tau\delta \end{pmatrix}^2 \begin{pmatrix} e^{x}_{k} \\
e^{y}_{k} \end{pmatrix}, \\
\vdots &\leq \begin{pmatrix} (1 - \omega) & \omega\delta \\
\tau(1 - \omega) & (1 - \tau) + \omega\tau\delta \end{pmatrix}^k \begin{pmatrix} e^{x}_{0} \\
e^{y}_{0} \end{pmatrix}. \end{align*} \] (20)
Let
\[ \overline{M} = \begin{pmatrix} (1 - \omega) & \omega\delta \\
\tau(1 - \omega) & (1 - \tau) + \omega\tau\delta \end{pmatrix}, \] (21)
and \( \rho(\overline{M}) \) denote the spectral radius of matrix \( \overline{M} \). When
\( \rho(\overline{M}) < 1 \), the generalized SOR-like method (11) converges. Let \( \lambda \) be an eigenvalue of the matrix \( \overline{M} \). Then, \( \lambda \) satisfies
\[ \lambda^2 - ((1 - \omega) + |1 - \tau| + \omega\tau\delta)\lambda + |1 - \omega| \cdot |1 - \tau| = 0, \] (23)
which is equal to
\[ \lambda^2 - (|1 - \omega| + |1 - \tau| + \omega\tau\delta)\lambda + |1 - \omega| \cdot |1 - \tau| = 0. \] (24)

Applying Lemma 2.1 in [25] for equation (23), \( |\lambda| < 1 \) is equivalent to
\[ |1 - \omega| \cdot |1 - \tau| < 1 \text{ and } |1 - \omega| + |1 - \tau| + \omega\tau\delta < 1 + |1 - \omega| \cdot |1 - \tau|. \] (25)

Therefore, if condition (14) holds, then \( \rho(\overline{M}) < 1 \). This completes the proof.

Clearly, when \( \omega = \tau \), then the generalized SOR-like method reduces to the SOR-like method. For the SOR-like method, we have the following corollary.

**Corollary 1.** Let \( M \in \mathbb{R}^{n \times n} \) be non-Hermitian positive definite and
\[ \delta = \| (\Omega + M)^{-1}(\Omega - M) \|. \] (25)
If
\[ 0 < \omega < 2 \text{ and } \omega^2\delta < (1 - |1 - \omega|)^2, \] (26)
then
\[ \left\| \begin{pmatrix} e^{x}_{k+1} \\ e^{y}_{k+1} \end{pmatrix} \right\| < \left\| \begin{pmatrix} e^{x}_{k} \\ e^{y}_{k} \end{pmatrix} \right\|, \quad k = 0, 1, \ldots, \] (27)
where
\[ \left\| \begin{pmatrix} e^{x}_{k} \\ e^{y}_{k} \end{pmatrix} \right\| = \sqrt{\| e^{x}_{k} \|^2 + \| e^{y}_{k} \|^2}. \] (28)

This implies that the SOR-like method is convergent.

### 3. Generalized SOR-like Method for AVE

On the basis of Proposition 2 in [26], the linear complementarity problem (LCP) and the absolute value equations (AVEs) are equivalent under certain conditions. Based on this, in this section, we will extend the generalized SOR-like method for the following AVE:
\[ Ax - |x| = b, \] (29)
where \( A \in \mathbb{R}^{n \times n} \), \( b \in \mathbb{R}^n \), and \( |x| \) denotes all the components of the vector \( x \in \mathbb{R}^n \) by absolute value.

Based on the results in Section 2, it is easy to obtain that the generalized SOR-like method for AVE (29) can be established and described as follows.

**The Generalized SOR-like Iteration Method for the AVE.** Let \( A \in \mathbb{R}^{n \times n} \) be nonsingular and \( \omega, \tau > 0 \). Given initial vectors \( x^{(0)} \in \mathbb{R}^n \) and \( y^{(0)} \in \mathbb{R}^n \), for \( k = 0, 1, 2, \ldots, \), until the iteration sequence \( \{x^{(k)}, y^{(k)}\}_{k=0}^{\infty} \) is convergent, compute
\[ \begin{cases}
x^{(k+1)} = (1 - \omega)x^{(k)} + \omega A^{-1}(y^{(k)} + b), \\
y^{(k+1)} = (1 - \tau)y^{(k)} + \tau|x^{(k+1)}|.
\end{cases} \] (30)

It is easy to see that we use \( A^{-1} \) instead of \( (\Omega + M)^{-1}(\Omega - M) \) in Theorem 1, so the convergence condition of the generalized SOR-like iteration method for AVE (29) is obtained.
Theorem 2. Let \( A \in \mathbb{R}^{n \times n} \) be nonsingular and \( \nu = \| A^{-1} \| \). If 
\[
0 < \omega, \\
\tau < 2, \\
\omega \tau \nu < (1 - |1 - \omega|)(1 - |1 - \tau|),
\]
then
\[
\| (e_{k+1}^x, e_{k+1}^y) \| < \| (e_k^x, e_k^y) \|, \quad k = 0, 1, \ldots,
\]
where
\[
\| (e_k^x, e_k^y) \| = \sqrt{\| e_k^x \|^2 + \| e_k^y \|^2},
\]
this implies that the generalized SOR-like method is convergent.

Furthermore, for the SOR-like method, we have the following corollary.

Corollary 2. Let \( A \in \mathbb{R}^{n \times n} \) be nonsingular and \( \nu = \| A^{-1} \| \). Denote
\[
\alpha = |1 - \omega|, \\
\beta = \omega^2 \nu.
\]
If
\[
0 < \omega < 2, \\
\alpha + \sqrt{\beta} < 1,
\]
then
\[
\| (e_{k+1}^x, e_{k+1}^y) \| < \| (e_k^x, e_k^y) \|, \quad k = 0, 1, \ldots,
\]
where
\[
\| (e_k^x, e_k^y) \| = \sqrt{\| e_k^x \|^2 + \| e_k^y \|^2}.
\]
This implies that the SOR-like method is convergent.

Comparing Corollary 2 with Theorem 3.1 in [24], it is easy to see that the region of the parameter \( \omega \) in Corollary 2 is the same as that in Theorem 3.1 in [24]. Both require
\[
0 < \omega < 2 \quad \text{in Corollary 2} \quad \text{and Theorem 3.1 in [24].}
\]
The difference between Corollary 2 and Theorem 3.1 in [24] is on \( \alpha \) and \( \beta \). The former is \( \alpha + \sqrt{\beta} < 1 \), and the latter is
\[
\alpha^2 - 3\alpha^2 - 2\alpha \beta - 2\beta^2 + 1 > 0,
\]
see Theorem 3.1 in [24]. Formally, the former is simpler than the latter.

4. Numerical Experiments

In this section, two examples are given to illustrate the feasibility and effectiveness of the generalized SOR-like method in terms of iteration steps (denoted by “IT”) and computing time (denoted by “CPU”). Here, all initial vectors are chosen to be
\[
\chi^{(0)} = (1, 0, 1, 0, \ldots, 1, 0, \ldots)^T \in \mathbb{R}^n.
\]
All iterations are terminated once \( \text{RES}(z^{(k)}) \leq 10^{-6} \), where “RES” is defined as
\[
\text{RES}(z^{(k)}) = \min \{ M e_k^x + q, e^{(k)} \},
\]
with \( z^{(k)} \) being the k-th approximate solution to the LCP \( (q, M) \) and the minimum being taken componentwise in [9]. All the tests are performed in MATLAB 7.0.

For the advantage of the generalized SOR-like method, we compare the numerical results of the generalized SOR-like method with the SOR-like method [24] and the modulus-based SOR method [9].

In our computations, for the sake of convenience, we take \( \Omega = 12I \) in the generalized SOR-like method, the SOR-like method [24], and the modulus-based SOR method [9].

In the following tables, “GSOR” denotes the generalized SOR-like method, “SOR” denotes the SOR-like method [24], “MSOR” denotes the modulus-based SOR method [9], and “-” denotes the CPU times larger than 500 seconds or the iteration numbers larger than 500 steps.

Example 1 (see [9]). Let LCP \( (q, M) \) in (1) with
\[
M = \bar{M} + \mu I_n \in \mathbb{R}^{n \times n}, \quad \bar{M} = \text{tridiag}(-I_m, S, -I_m) \in \mathbb{R}^{n \times n}, \\
S = \text{tridiag}(-1, 4, -1) \in \mathbb{R}^{n \times n}, \quad \mu = 4,
\]
be the unique solution of the LCP \( (q, M) \).

In Tables 1 and 2, for different problem sizes of \( n \), we list the iteration steps, the CPU times with the generalized SOR-like method, the SOR-like method, and the modulus-based SOR method. From the numerical results in Tables 1 and 2, we observe that the modulus-based SOR method fails to converge in 500 iterations. The generalized SOR-like method and the SOR-like method converge and quickly compute a satisfactory approximation to the solution of the LCP \( (q, M) \). Furthermore, it is easy to see that the generalized SOR-like method requires less iteration steps than the SOR-like method. Moreover, the generalized SOR-like method costs less CPU times than the SOR-like method. Therefore, in terms of computing efficiency, the generalized SOR-like method outperforms both the SOR-like method and the modulus-based SOR method under certain conditions.

Example 2 (see [9]). Let LCP \( (q, M) \) in (1) with
\[
M = \bar{M} + \mu I_n \in \mathbb{R}^{n \times n}, \quad \bar{M} = \text{tridiag}(-1.5I_m, S, -0.5I_m) \in \mathbb{R}^{n \times n}, \\
S = \text{tridiag}(-1.5, 4, -0.5) \in \mathbb{R}^{n \times n}, \quad \mu = 4,
\]
be the unique solution of the LCP \( (q, M) \).

In Tables 3 and 4, for different problem sizes of \( n \), we list the iteration steps and the CPU times with respect to the generalized SOR-like method, the SOR-like method, and the modulus-based SOR method. These numerical results
table 1: CPU and IT for GSOR, SOR, and MSOR with n = 900 and ω = 1.

| τ   | 1.1 | 1.2 | 1.5 | 1.6 | SOR | MSOR |
|-----|-----|-----|-----|-----|-----|------|
| GSOR | IT  | 23  | 20  | 18  | 24  | 26   |
| CPU  | 0.079 | 0.078 | 0.047 | 0.063 | 0.093 | —   |

table 2: CPU and IT for GSOR, SOR, and MSOR with n = 3600 and ω = 1.

| τ   | 1.1 | 1.2 | 1.5 | 1.6 | SOR | MSOR |
|-----|-----|-----|-----|-----|-----|------|
| GSOR | IT  | 24  | 21  | 19  | 24  | 27   |
| CPU  | 0.344 | 0.266 | 0.234 | 0.297 | 0.36 | —   |

table 3: CPU and IT for GSOR, SOR, and MSOR with n = 900 and ω = 1.

| τ   | 1.1 | 1.2 | 1.5 | 1.6 | SOR | MSOR |
|-----|-----|-----|-----|-----|-----|------|
| GSOR | IT  | 23  | 20  | 19  | 25  | 26   |
| CPU  | 0.079 | 0.062 | 0.061 | 0.094 | 0.11 | —   |

table 4: CPU and IT for GSOR, SOR, and MSOR with n = 3600 and ω = 1.

| τ   | 1.1 | 1.2 | 1.5 | 1.6 | SOR | MSOR |
|-----|-----|-----|-----|-----|-----|------|
| GSOR | IT  | 24  | 21  | 20  | 26  | 27   |
| CPU  | 0.343 | 0.281 | 0.279 | 0.36 | 0.391 | —   |

further confirm the observations obtained from Tables 1 and 2, i.e., the generalized SOR-like method is superior to both the SOR-like method and the modulus-based SOR method in terms of computing efficiency under certain conditions.

5. Conclusion

In this paper, we have presented a generalized SOR-like iteration method for solving the non-Hermitian positive definite linear complementarity problem (LCP) in (1), which is obtained by reformulating equivalently the implicit fixed-point equation of the LCP as a two-by-two block nonlinear equation. Some convergence properties of the generalized SOR-like iteration method are obtained. That is, the generalized SOR-like iteration method can converge to the solution of the LCP in (1) under suitable choices of the involved parameter. Numerical experiments have been reported to confirm the efficiency of the proposed method.
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