Structured precondioning of conjugate gradients for path-graph network optimal control problems

Armaghan Zafar, Michael Cantoni, and Farhad Farokhi

Abstract—A structured preconditioned conjugate gradient (PCG) based solver is developed for implementing the Newton updates in second-order methods for a class of constrained network optimal control problems. Of specific interest are problems with discrete-time dynamics arising from the path-graph interconnection of $N$ heterogeneous sub-systems. The arithmetic complexity of each PCG step is $O(NT)$, where $T$ is the length of the time horizon. The proposed preconditioning involves a fixed number of block Jacobi iterations per PCG step. A decreasing analytic bound on the effective conditioning is given in terms of this number. The associated computations are decomposable across the spatial and temporal dimensions of the optimal control problem, into sub-problems of size independent of $N$ and $T$. Numerical results are provided for two example systems.
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I. INTRODUCTION

Consider the path-graph interconnection of $N$ heterogeneous sub-systems with dynamics given by

$$x_{j,t+1} = A_{j,t}x_{j,t} + B_{j,t}u_{j,t} + E_{j,t}x_{j-1,t} + F_{j,t}x_{j+1,t},$$  

where $x_{j,t} \in \mathbb{R}^{m_j}$ and $u_{j,t} \in \mathbb{R}^{m_j}$ are the state and input of sub-system $j \in \mathcal{N} = \{1, 2, \ldots, N\}$ at time $t \in T = \{0, 1, \ldots, T\}$, respectively. The initial conditions are given by $x_{j,0} = \xi_j \in \mathbb{R}^{m_j}$ for $j \in \mathcal{N}$ and the spatial boundary conditions are given by $x_{0,t} = \chi_t \in \mathbb{R}^{m_0}$ and $x_{N+1,t} = \zeta_t \in \mathbb{R}^{m_0}$ for $t \in T$. The constrained finite-horizon linear-quadratic (LQ) optimal control problem of interest is the following:

$$\min_{(x_{j,t}, u_{j,t})_{(j,t) \in \mathcal{N} \times T}} \frac{1}{2} \sum_{j \in \mathcal{N}} \sum_{t \in T} \xi_{j,t}^2 (x_{j,t}, u_{j,t})$$  

subject to

$$x_{0,t} = \chi_t, \quad x_{N+1,t} = \zeta_t \quad \text{for} \quad t \in T, \quad \text{(2b)}$$

$$x_{j,0} = \xi_j \quad \text{for} \quad j \in \mathcal{N}, \quad \text{(2c)}$$

$$C_{j,t} x_{j,t} + D_{j,t} u_{j,t} \leq \kappa_{j,t} \quad \text{for} \quad (j,t) \in \mathcal{N} \times T, \quad \text{(2d)}$$

where $\xi_{j,t} = x^T Q_{j,t} x + 2 x^T S_{j,t} u + u^T R_{j,t} u + q_{j,t} x + r_{j,t} u$, $C_{j,t} \in \mathbb{R}^{r_j \times m_j}$, $D_{j,t} \in \mathbb{R}^{r_j \times m_j}$, and $\kappa_{j,t} \in \mathbb{R}^{r_j}$. For $j \in \mathcal{N}$ and $t \in T \setminus \{T\}$, it is assumed that $Q_{j,t} = Q_{j,t}' \succeq 0$, $R_{j,t} = R_{j,t}' \succeq 0$, and $Q_{j,t} - S_{j,t}' R_{j,t}' S_{j,t} \succeq 0$. Moreover, for every $j \in \mathcal{N}$, $Q_{j,T} \succeq 0$, but $S_{j,T} = 0$, $R_{j,T} = 0$, and $D_{j,T} = 0$, so that $u_{j,T}$ plays no role (i.e., it can be removed as a decision variable). Under these assumptions the problem (2) is a convex quadratic program with $O(NT)$ decision variables and $O(NT)$ constraints.

While the cost (2a) and inequality constraints (2e) are separable across the sub-systems and time horizon, there is coupling in the equality constraint (2b). Specifically, there is spatial coupling between states of adjacent sub-systems, and inter-temporal coupling. While it is possible to also accommodate corresponding spatial coupling in the inequality constraints (2e), this is not considered explicitly here to reduce the notational burden. Path-graph network dynamics of this kind are relevant in the operation of irrigation channels [1], vehicle platoons [2], supply chains [3], and radial power networks [4]. The structure also arises from the discretization of one-dimensional partial differential equations [5].

This note is about the computation of second-order search directions for solving the quadratic program (2). Specifically, a preconditioned conjugate gradient (PCG) based linear system solver (e.g., see [6]) is developed for implementing the Newton updates in second-order methods, such as the interior-point method [7]. The main innovation pertains to $O(NT)$ arithmetic complexity of each PCG step, and decomposability of the preconditioning computations across both the temporal and spatial dimensions into sub-problems of sizes that are independent of $N$ and $T$. These computations are amenable to implementation as $\lceil N/2 \rceil$ parallel threads, each comprising a sequence of $2T$ (possibly dense but small) sub-problems, with localized data exchange that aligns with the path-graph structure of the system dynamics (1).

Structure in second-order methods for optimal control problems is studied in [8], [9], where the so-called Riccati-factorization approach was originally developed, and more recently in [10]–[14]. These papers all focus on the structure associated with localized coupling in the temporal dimension of optimal control problems. Following this approach for problem (2) results in solvers with $O(TN^3)$ arithmetic complexity for each of the moderate number of Newton iterations needed for second-order methods to converge (typically 10–20 steps). The computations are decomposable across the temporal dimension, but not the spatial dimension. The resulting sub-problems, of size $O(N)$, are amenable to implementation as parallel threads in a tree type communication network, leading to $O(\log(T)N^3)$ time complexity [14].

In [15], the aforementioned approach is pursued in the special case of (2) with directed spatial coupling, by interchanging the role of the time and space indexes to develop a linear system solver for implementing Newton updates with arithmetic complexity $O(NT^3)$. The computations are
decomposable across the spatial dimension of the problem, but not the temporal dimension. Again, parallel processing can lead to $O(\log(N)T^3)$ time complexity.

In [16], the chordal property of a graph based representation of the temporal structure of optimal control problems is exploited to devise a distributed solver. At the finer resolution of the optimal control problem formulation in (2), however, the corresponding spatio-temporal graph is not chordal.

All approaches discussed above correspond to structured direct methods for solving the linear system of equations associated with each Newton update. In particular, all are related, in some way, to block-LU factorization for a permutation of variables that yields a block tri-diagonal structure in the linear system of equations to be solved. With direct methods, it appears to be difficult to leverage both the spatial and the temporal structure in (2).

The proposed PCG method is of the kind often used for large sparse problems [6]. Problem (2), the size of the linear system to solve at each Newton update is $O(NT)$. It is well-known that preconditioning (the P in PCG) can significantly reduce the number of steps required to terminate, which is bounded by the size of the problem [6, Thm. 10.7]; i.e., $O(NT)$. In this note, it is proposed to use a fixed number of block Jacobi iterations for preconditioning. In principle, this fixed number can be selected to achieve preconditioning specifications, in that a decreasing analytic bound on the conditioning of the outcome is provided. For the numerical examples presented, it is observed that as few as two Jacobi iterations can result in a much smaller number of PCG steps than the worst-case bound described above. Importantly, the preconditioning steps are decomposable across both the spatial and temporal dimension of (2). The size of the resulting $O(NT)$ parallelizable sub-problems is independent of $N$ and $T$. As such, the arithmetic complexity of PCG steps is $O(NT)$. In the case of $O(NT)$ PCG steps, the arithmetic complexity of each Newton update becomes $O(N^2T^2)$. For $T \approx N$, the method is therefore no worse than the structured direct methods discussed, and potentially much better.

For separable-in-cost quadratic programs like (2), methods based on dual decomposition [17], and operator splitting, such as ADMM [18], [19] and FAMA [20], can also lead to parallelizable computations. For the structure in (2), the dual decomposition technique of [21] leads to local computations for each sub-system. Similarly, the ADMM approach presented in [22], [23], and projected sub-gradient algorithm of [24], also yield decomposable computations. However, these methods often require many thousands of iterations to converge, even for problems of moderate size, leading to high data-exchange overhead in distributed implementations. The issue is exacerbated within the path-graph context of this note, since the algebraic connectivity of the underlying sparsity pattern (which influences the rate of convergence [25], [26]) tends to zero as $N$ grows. This motivates the consideration of the method proposed herein. The challenge is to maintain structure in the computations.

The note is organized as follows. An equivalent reformulation of problem (2) is presented in Section II. The structure of the linear system of equations to solve for each Newton update is given in Section II-A. PCG methods are reviewed in Section III, and the structured preconditioner based on block Jacobi iterations is developed in Section IV. The proposed PCG algorithm is explored numerically for mass-spring-damper chain and irrigation channel examples in Section V. Concluding remarks are provided in Section VI.

**NOTATION**

Identity matrices are denoted by $I$, blkdiag(·) denotes a matrix with block diagonal elements given by the arguments, which are the only non-zero elements, and col(·) denotes the concatenation of the input arguments into a column vector. Every block tri-diagonal matrix is parameterized by sequences $\Phi = (\Phi_k)_{k=1}^m \in \prod_{k=1}^m \mathbb{R}^{l_k \times l_k}$ and $\Omega = (\Omega_k)_{k=2}^m \in \prod_{k=2}^m \mathbb{R}^{l_{k-1} \times l_k}$ for appropriate $(l_k)_{k=1}^m \subset \mathbb{N}^m$ and $m \in \mathbb{N}$. Given such sequences $\Phi$ and $\Omega$, the corresponding block tri-diagonal matrix is denoted by

$$\text{blktrid}(\Phi,\Omega) = \begin{bmatrix} \Phi_1 & \Omega_2 & \ldots & \ldots \\ \Omega_2 & \Phi_2 & \ldots & \ldots \\ \ldots & \ldots & \ldots & \ldots \\ \ldots & \ldots & \ldots & \ldots \\ \Omega_m & \ldots & \ldots & \Phi_m \end{bmatrix} \in \mathbb{R}^{[l \times l]}.$$ where $l = \sum_{k=1}^m l_k$.

**II. PROBLEM RE-FORMULATION**

Defining $u_j = \text{col}(u_{j,T},u_{j,T-1}) \in \mathbb{R}^{n_jT}$, $x_j = \text{col}(x_{j,0},\ldots,x_{j,T}) \in \mathbb{R}^{n_j(T+1)}$, and slack variables $\theta_j = \text{col}(\theta_{j,0},\ldots,\theta_{j,T}) \in \mathbb{R}^{n_j(T+1)}$, problem (2) can be reformulated as the following quadratic program:

$$\min_{(x_j)_{j \in N}} \sum_{j \in N} \frac{1}{2} \sum_{(u_j)_{j \in N}} \begin{bmatrix} x_j' \\ u_j \end{bmatrix} \begin{bmatrix} Q_j & S_j' \\ S_j & R_j \end{bmatrix} \begin{bmatrix} x_j' \\ u_j \end{bmatrix} + \begin{bmatrix} q_j' \\ r_j \end{bmatrix} \begin{bmatrix} x_j' \\ u_j \end{bmatrix},$$

subject to $x_0 = \chi$, $x_{N+1} = \zeta$, and

$$0 = A_j x_j + B_j u_j + E_j x_{j-1} + F_j x_{j+1} + H_j \xi_j, \quad j \in N,$$

$$0 = C_j x_j + D_j u_j + \theta_j - \kappa_j, \quad j \in N,$$

$$0 \leq \theta_j, \quad j \in N,$$

where

$$Q_j = \text{blkdiag}(Q_{j,0},\ldots,Q_{j,T}) \in \mathbb{R}^{n_j(T+1) \times n_j(T+1)},$$

$$R_j = \text{blkdiag}(R_{j,0},\ldots,R_{j,T-1}) \in \mathbb{R}^{n_jT \times n_jT},$$

$$S_j = \text{blkdiag}(S_{j,0},\ldots,S_{j,T-1})' \in \mathbb{R}^{n_jT \times n_j(T+1)},$$

$$C_j = \text{blkdiag}(C_{j,0},\ldots,C_{j,T})' \in \mathbb{R}^{n_j(T+1) \times n_j(T+1)},$$

$$D_j = \text{blkdiag}(D_{j,0},\ldots,D_{j,T-1})' \in \mathbb{R}^{n_j(T+1) \times n_jT},$$

$$H_j = [I \ 0 \ 0 \ 0]' \in \mathbb{R}^{n_j(T+1) \times n_j},$$

$$q_j = \text{blkdiag}(q_{j,0},\ldots,q_{j,T}) \in \mathbb{R}^{n_j(T+1)},$$

$$r_j = \text{blkdiag}(r_{j,0},\ldots,r_{j,T}) \in \mathbb{R}^{n_jT},$$

$$\kappa_j = \text{col}(\kappa_{j,0},\ldots,\kappa_{j,T})' \in \mathbb{R}^{n_j(T+1)},$$

$$\chi = \text{col}(\chi_0,\ldots,\chi_T) \in \mathbb{R}^{n_0(T+1)},$$

$$\zeta = \text{col}(\zeta_0,\ldots,\zeta_T) \in \mathbb{R}^{n_{N+1}(T+1)},$$
\[
A_j = \begin{bmatrix}
-I \\
A_{j,0} - I \\
\vdots \\
A_{j,T-1} - I
\end{bmatrix},
B_j = \begin{bmatrix}
B_{j,0} & \cdots & 0 \\
\hline 0 & \cdots & 0 \\
\vdots & \cdots & \vdots \\
0 & \cdots & 0
\end{bmatrix},
\]
(4a)
\[
E_j = \begin{bmatrix}
E_{j,0} & 0 & \cdots & 0 \\
\hline 0 & \cdots & \cdots & 0 \\
\vdots & \cdots & \cdots & \vdots \\
0 & \cdots & \cdots & 0
\end{bmatrix},
F_j = \begin{bmatrix}
0 \\
F_{j,0} \\
\vdots \\
F_{j,T-1}
\end{bmatrix},
\]
(4b)

Note that \(A_j \in \mathbb{R}^{n_j(T+1) \times n_j(T+1)}\), \(B_j \in \mathbb{R}^{n_j(T+1) \times n_j T}\), \(E_j \in \mathbb{R}^{n_j(T+1) \times n_j(T+1)}\), and \(F_j \in \mathbb{R}^{n_j(T+1) \times n_j m_j(T+1)}\). The block bi-diagonal structure of the matrices \(A_j\) arises from the temporal structure of the system dynamics in the optimal control problem (2).

For the quadratic program (3), the Karush-Kuhn-Tucker (KKT) conditions for optimality are given by
\[
\begin{aligned}
Q_i x_1 + S_i' u_1 + A'_i p_1 + C'_i \lambda_1 + E_2 p_2 + q_1 &= 0, \\
Q_j x_j + S_j' u_j + A'_j p_j + C'_j \lambda_j + F_j' p_{j-1} + F_j' p_j + E_j' p_{j+1} + q_j &= 0, \\
&\quad j \in \mathcal{N} \setminus \{1, N\}, \\
Q_N x_N + S_N' u_N + A'_N p_N + C'_N \lambda_N + F'_{N-1} p_{N-1} + q_N &= 0,
\end{aligned}
(5a)
\[
\begin{aligned}
S_i x_i + R_i' u_i + B_i p_i + D_i \kappa_i + r_i &= 0, \\
&\quad i \in \mathcal{I},
\end{aligned}
(5d)
\[
A_i x_i + B_i u_i + E_i \chi_i + F_i x_i + H_i \xi_i + \kappa_i &= 0, \\
&\quad j \in \mathcal{N} \setminus \{1, N\},
(5f)
\[
A_N x_N + B_N u_N + E_N x_{N-1} + F_N \chi_N + H_N x_N + \kappa_N &= 0,
(5g)
\[
C_i x_i + D_i u_i - \kappa_i + \theta_i &= 0, \\
&\quad j \in \mathcal{N},
(5h)
\[
\lambda_j \Theta_j 1 &= 0, \\
&\quad j \in N,
(5i)
\]

where \(p_j = \text{col}(p_{j,0}, \ldots, p_{j,T}) \in \mathbb{R}^{n_j(T+1)}\) and \(\lambda_j = \text{col}(\lambda_{j,0}, \ldots, \lambda_{j,T}) \in \mathbb{R}^{n_j(T+1)}\) are Lagrange multipliers, \(\lambda_j = \text{bikldiag}(\lambda_{j,0}, \ldots, \lambda_{j,T}) \in \mathbb{R}^{n_j(T+1) \times n_j(T+1)}\), \(\Theta_j = \text{bikldiag}(\Theta_{j,0}, \ldots, \Theta_{j,T}) \in \mathbb{R}^{n_j(T+1) \times n_j(T+1)}\), and \(1\) denotes a vector of all ones. Since (3) is convex, the KKT conditions are necessary and sufficient for optimality [7].

A. Newton’s Method

Various second-order optimization algorithms can be understood in terms of Newton’s method for solving the KKT conditions [7]. Typically, only a moderate number of Newton iterations are required for convergence, and this is the main advantage over first-order methods. The benefit comes from the use of second-order information, which can be constructed explicitly for quadratic programs. For the problem (3), the Newton updates in an interior point form take the form of
\[
s^{(n+1)} = s^{(n)} + \alpha^{(n)} \delta^{(n)},
(6)
\]
where \(\alpha^{(n)} > 0\) is a step size, \(s^{(n)} = \text{col}(s^{(n)}_1, \ldots, s^{(n)}_N)\), \(s^{(n)}_j = \text{col}(x^{(n)}_j, u^{(n)}_j, p^{(n)}_j, \lambda^{(n)}_j, \theta^{(n)}_j)\), and the second-order search direction \(\delta^{(n)} = \text{col}(\delta^{(n)}_1, \ldots, \delta^{(n)}_N)\) is obtained by solving the linearized KKT conditions, given by
\[
\text{blktrid}(\Phi^{(n)}, \Omega) \delta^{(n)} = b^{(n)},
(7)
\]
with \(\Phi^{(n)} = (\Phi^{(n)}_j)_{j \in \mathcal{N}}, \Omega = (\Omega_j)_{j \in \mathcal{N} \setminus \{1\}}, b^{(n)} = \text{col}(b^{(n)}_1, \ldots, b^{(n)}_N),\)

B. Structure-Preserving Block Elimination

\[
\begin{aligned}
\delta_{\theta_j} &= \Lambda_j^{-1} b_{\theta_j} - \Theta_j \delta_{\lambda_j}, \\
\delta_{\lambda_j} &= - (\Theta_j^{-1} \Lambda_j) (b_{\lambda_j} - C_j \delta_{x_j} - D_j \delta_{u_j} - \Lambda_j^{-1} b_{\theta_j}),
\end{aligned}
(9)
\[
\begin{aligned}
\delta_{u_j} &= R_j^{-1} (b_{u_j} - S_j \delta_{x_j} - B_j' \delta_{p_j}),
\end{aligned}
(11)
\]
from (7), for \(j \in \mathcal{N}\), yields the smaller symmetric system
where $\hat{\Phi} = (\hat{\Phi}_j)_{j \in \mathbb{N}}, \Omega = (\hat{\Omega}_j)_{j \in \mathbb{N}\setminus\{1\}}, \hat{\delta} = \text{col}(\hat{\delta}_1, \ldots, \hat{\delta}_N), \hat{b} = \text{col}(\hat{b}_1, \ldots, \hat{b}_N)$, and $\delta_j = \text{col}(\delta_{x_j}, \delta_{p_j}) \in \mathbb{R}^{2n_j(T+1)}$, $\hat{b}_j = \text{col}(\hat{b}_{x_j}, \hat{b}_{p_j}) \in \mathbb{R}^{2n_j(T+1)}$,

$$\hat{\Phi}_j = \begin{bmatrix} \hat{Q}_j & \hat{A}_j^T \\ \hat{A}_j & \hat{R}_j \end{bmatrix} \in \mathbb{R}^{2n_j(T+1) \times 2n_j(T+1)},$$ (13a)

$$\hat{\Omega}_j = \begin{bmatrix} 0 \\ \hat{A}_j \end{bmatrix} \in \mathbb{R}^{2n_j(T+1) \times 2n_j(T+1)},$$ (13b)

$$\begin{bmatrix} \hat{Q}_j & \hat{A}_j^T \\ \hat{A}_j & \hat{R}_j \end{bmatrix} = \begin{bmatrix} \hat{Q}_j & \hat{A}_j^T \\ \hat{A}_j & \hat{R}_j \end{bmatrix} - \begin{bmatrix} \hat{S}_j' \\ \hat{B}_j \end{bmatrix} \hat{R}_j^{-1} \begin{bmatrix} \hat{S}_j' \\ \hat{B}_j \end{bmatrix}',$$ (13c)

$$\begin{bmatrix} \hat{Q}_j & \hat{S}_j^T \\ \hat{S}_j & \hat{R}_j \end{bmatrix} = \begin{bmatrix} \hat{Q}_j & \hat{S}_j^T \\ \hat{S}_j & \hat{R}_j \end{bmatrix} + \begin{bmatrix} C_{rj}^T \\ D_{j} \end{bmatrix} (\Theta_{\hat{T}}^{-1} \hat{A}_j) \begin{bmatrix} C_{rj}^T \\ D_{j} \end{bmatrix}',$$ (13d)

$$\begin{bmatrix} \hat{b}_{x_j} \\ \hat{b}_{p_j} \end{bmatrix} = \begin{bmatrix} \hat{b}_{x_j} \\ \hat{b}_{p_j} \end{bmatrix} - \begin{bmatrix} \hat{S}_j' \\ \hat{B}_j \end{bmatrix} \hat{R}_j^{-1} \hat{b}_{u_j},$$ (13e)

$$\begin{bmatrix} \hat{b}_{x_j} \\ \hat{b}_{u_j} \end{bmatrix} = \begin{bmatrix} \hat{b}_{x_j} \\ \hat{b}_{u_j} \end{bmatrix} + \begin{bmatrix} C_{rj}^T \\ D_{j} \end{bmatrix} \left(\Theta_{\hat{T}}^{-1} \hat{A}_j\right) \begin{bmatrix} \hat{b}_{x_j} \\ \hat{b}_{u_j} \end{bmatrix},$$ (13f)

for $j \in \mathbb{N}$. The structure of (7) is preserved in (12), and in (13a), $\hat{Q}_j$ and $\hat{R}_j$ are block diagonal, and $\hat{A}_j$ is block bidiagonal. Note that the decompositional computations required to form (13c)-(13f) are performed only once per Newton iteration. The arithmetic complexity is $O(NT(\tilde{m}^2 + \tilde{v}^3))$, where $\tilde{m} = \max_j(m_j)$ and $\tilde{v} = \max_j(v_j)$.

A PCG based method is developed for (12) next. The number of steps required depends on the quality of the preconditioner used. Assuming perfect arithmetic, the maximum number of steps of the PCG method is the size of the problem [6, Thm. 10.7], which is $O(NT)$ in (12). As such, the arithmetic complexity of the proposed approach is $O(N^2T^2)$ at worst, since the arithmetic complexity of each PCG step is shown to be $O(NT)$. When $T \approx N$, this is comparable to the previously discussed direct methods. However, good preconditioning can substantially reduce the number of PCG steps. Properties of an effective and structured preconditioner are given in Section IV. This is the main contribution.

III. PCG SOLVERS

The conjugate gradient (CG) method is used for linear systems with positive-definite coefficient matrix [27]. While non-singular, the block tri-diagonal matrix $\text{btkldtr}(\hat{\Phi}, \hat{\Omega})$ in (12) has both positive and negative eigenvalues. This indefinite system can be solved using other Krylov methods, like MINRES [28] or GMRES [29]. However, the computations for these are more involved than the CG method, with reduced scope for decomposability of the computations. Multiplying both sides of (12) by $\text{btkldtr}(\hat{\Phi}, \hat{\Omega})$ from the left yields the positive-definite system of equations

$$\Psi \hat{\delta} = \hat{b},$$ (14)

where $\Psi = (\text{btkldtr}(\hat{\Phi}, \hat{\Omega}))^2$ and $\hat{b} = \text{btkldtr}(\hat{\Phi}, \hat{\Omega}) \hat{b}$. The positive-definite matrix $\Psi$ is now block penta-diagonal, but (14) in now amenable to the CG method.

Let $e(i) = \hat{\delta}(i) - \hat{\delta}^*$ be the error between $i$-th iterate $\hat{\delta}(i)$ of the CG method and the exact solution $\hat{\delta}^*$ of (14). It can be shown that $e(i)$ satisfies the following [30, Thm. 6.29]:

$$\|e(i)\|_\Psi \leq 2 \left( (\sqrt{\kappa(\Psi)} - 1)/(\sqrt{\kappa(\Psi)} + 1) \right)^i \|e(0)\|_\Psi,$$ (15)

Algorithm 1 PCG [6] for (14) with preconditioner $P$.

1: initialize $\hat{\delta}^{(0)}$, $\epsilon$, $\text{iter}_\text{max}$
2: $\hat{r}^{(0)} = \hat{b} - \Psi \hat{\delta}^{(0)}$
3: solve $P\hat{r}^{(0)} = r^{(0)}$
4: $\beta^{(0)} = (\hat{d}^{(0)})^T r^{(0)}$
5: $i = 0$
6: while $i < \text{iter}_\text{max}$ do
7: $y^{(i)} = \Psi q^{(i)}$
8: $\gamma^{(i)} = \beta^{(i)}/(\langle y^{(i)} \rangle d^{(i)})$
9: $\hat{\delta}^{(i+1)} = \hat{\delta}^{(i)} + \gamma^{(i)} \beta^{(i)}$
10: $r^{(i+1)} = r^{(i)} - \gamma^{(i)} \beta^{(i)}$
11: if $\|r^{(i+1)}\|_\infty < \epsilon$ exit
12: solve $Pq^{(i+1)} = r^{(i+1)}$
13: $\beta^{(i+1)} = (\langle q^{(i+1)} \rangle / d^{(i+1)})$
14: $d^{(i+1)} = r^{(i+1)} + \beta^{(i+1)} d^{(i)}$
15: $i = i + 1$
16: end while

where $\|e\|_\Psi = e^T \Psi e$, $\kappa(\Psi) = \lambda_{\max}(\Psi)/\lambda_{\min}(\Psi)$ is the condition number, and $\lambda_{\max}(\Psi)$ (resp. $\lambda_{\min}(\Psi)$) is the maximum (resp. minimum) eigenvalue of $\Psi$. The CG method converges faster for $\kappa(\Psi)$ closer to $1$. To improve performance, CG can be applied to the transformed problem

$$P^{-1/2}\Psi P^{-1/2} \hat{\delta} = P^{-1/2} \hat{b},$$ (16)

where $\hat{b} = P^{1/2} \tilde{b}$ for $P = P^T > 0$. Algorithm 1 is an efficient implementation of this preconditioned CG (i.e., PCG) method taken from [6]. Lines 7 to 14 constitute one PCG step.

The preconditioner $P = \Psi$ gives $P^{-1/2}\Psi P^{-1/2} = I$. But lines 3 and 12 of Algorithm 1 then become the original problem. Incomplete sparse LU factorization of $\Psi$ can be used for $P$ instead. Such preconditioners are considered in [31], [32]. However, for the resulting preconditioner to be positive definite and effective, it may be necessary to use incomplete LU factors that are denser (i.e., have less structure) than $\Psi$.

In the next section, a structured preconditioning approach is developed, which involves a fixed number of block Jacobi iterations (e.g., [6]) to approximately implement lines 3 and 12 with $P = \Psi$. This approach builds on ideas from [33]—[35].

IV. BLOCK JACOBI PRECONDITIONING

Let $K = \{1, 2, \ldots, K\}$, with $K = [N/2]$, i.e., $K = N/2$ when $N$ is even, and $K = (N+1)/2$ otherwise. Also define

$$\Delta_K = \begin{bmatrix} Z_{2k-1} & Y_{2k-1}^T \\ Y_{2k} & Z_{2k} \end{bmatrix}, \quad k \in K \setminus \{K\},$$ (17a)

$$\Delta_K = \begin{bmatrix} Z_{N-1} & Y_N^T \\ Y_N & Z_N \end{bmatrix}, \quad N \text{ even},$$ (17b)

$$\Upsilon_K = \begin{bmatrix} V_{2k-1} & Y_{2k-1}^T \\ 0 & V_{2k} \end{bmatrix}, \quad k \in K \setminus \{1, K\},$$ (17c)

$$\Upsilon_K = \begin{bmatrix} V_{N-1} & Y_{N-1}^T \\ 0 & V_N \end{bmatrix}, \quad N \text{ odd},$$ (17d)
where referring to (13),
\begin{align}
Z_j & = \hat{\Phi}_j^2 + \Omega_j \hat{\Theta}_j + \hat{\Theta}_j \Omega_j + \hat{\Theta}_j \hat{\Theta}_j + 1, \quad (18a) \\
Y_j & = \Omega_j \hat{\Phi}_j + \hat{\Theta}_j \hat{\Theta}_j, \quad (18b) \\
V_j & = \hat{\Theta}_j \hat{\Theta}_j, \quad (18c)
\end{align}
for \( j \in \mathcal{N} \), with \( \hat{\Theta}_{\mathcal{N}+1} = 0 \). Given this, \( \Psi = \text{blktrid}(\Delta, \Upsilon) \), where \( \Delta = (\Delta_k)_{k \in \mathcal{K}} \) and \( \Upsilon = (\Upsilon_k)_{k \in \mathcal{K}_{\{1\}}} \). Moreover, lines 3 and 12 with \( P = \Psi \) take the form of
\[
\Psi = \text{blktrid}(\Delta, \Upsilon) \psi = \tau. \quad (19)
\]

Let \( \Delta = \text{blkdiag}(\Delta_1, \ldots, \Delta_K) \) and \( \Sigma = \Delta - \Psi \). The block Jacobi method for solving (19) involves the following:
\[
\Delta \zeta^{(l+1)} = \tau + \Sigma \zeta^{(l)}. \quad (20)
\]
These iterations converge to the solution of (19) if and only if
\[
\rho(\Delta^{-1} \Sigma) < 1, \quad (21)
\]
where \( \rho(\cdot) \) denotes spectral radius [6, Thm. 2.16]. For \( \Psi = \text{blktrid}(\Delta, \Upsilon) \), and the splitting \( \Delta = \Delta - \Sigma \), condition (21) always holds [6, Lem. 4.7 with Thm. 4.18].

The proposal here is to apply a fixed number \( L > 0 \) of Jacobi iterations (20) to approximately implement lines 3 and 12 in Algorithm 1 with \( P = \Psi \). Characteristics of this approach are discussed in the next three sub-sections.

### A. Positive definiteness of the preconditioner

Executing a fixed number of block Jacobi steps from zero is equivalent to the use of a positive-definite preconditioner.

**Theorem IV.1:** Given \( L \in \mathbb{N} \) and \( \zeta^{(0)} = 0 \), the \( L \)-th iterate of (20) satisfies \( P_L \zeta^{(L)} = \tau \) with \( P_L = W_L^{-1} \), where \( W_L = \sum_{l=0}^{L-1}(\Delta^{-1} \Sigma)^{l} \Delta^{-1} > 0 \).

**Proof:** Noting that \( \Delta > 0 \) is invertible, it follows from (20) that \( \zeta^{(L)} = W_L \tau + (\Delta^{-1} \Sigma)^{L} \zeta^{(0)} = W_L \tau \). It is established below that \( W_L \) is positive definite, and thus, invertible. As such, \( P_L \zeta^{(L)} = W_L^{-1} \zeta^{(L)} = \tau \).

Positive definiteness of \( W_L \) is a consequence of the known property \( \Psi = \text{blktrid}(\Delta, \Upsilon) > 0 \). With \( U = \text{blkdiag}(U_{\mathcal{K}}, \ldots, U_1) \), and \( U_k = (I - \Delta)^{-1} \) for \( k = 1, \ldots, K \), first note that \( 2\Delta - \Psi = U' \Psi U > 0 \). Then note that \( W_1 = \Delta^{-1} > 0 \), and using \( (\Delta^{-1} \Sigma)^{t} \Delta^{-1} = \Delta^{-1} (\Sigma \Delta^{-1})^{t} \), that
\[
W_{2M} = \sum_{l=0}^{M-1} (\Delta^{-1} \Sigma)^{l} \Delta^{-1} (\Delta + \Sigma) \Delta^{-1} (\Sigma \Delta^{-1})^{l}
\]
\[
= \sum_{l=0}^{M-1} (\Delta^{-1} \Sigma)^{l} \Delta^{-1} (\Delta + \Sigma) \Delta^{-1} (\Sigma \Delta^{-1})^{l}
\]
\[
+ \Delta^{-1} (2 \Delta - \Psi) \Delta^{-1} > 0,
\]
\[
\text{and}
\]
\[
W_{2M+1} = \sum_{l=0}^{2M-1} (\Delta^{-1} \Sigma)^{l} \Delta^{-1} + (\Delta^{-1} \Sigma)^{2M} \Delta^{-1}
\]
\[
= \sum_{l=0}^{2M-1} (\Delta^{-1} \Sigma)^{l} \Delta^{-1} (\Delta + \Sigma) \Delta^{-1} (\Sigma \Delta^{-1})^{l}
\]
\[
+ (\Delta^{-1} \Sigma)^{M} \Delta^{-1} (\Delta^{-1} \Sigma)^{M} > 0,
\]
for \( M \in \mathbb{N} \). Therefore, \( W_L > 0 \), as claimed.

### B. An analytic bound on achieved conditioning

**Theorem IV.2:** With \( P_L = \left( \sum_{l=0}^{L-1}(\Delta^{-1} \Sigma)^{l} \Delta^{-1} \right) \) for given \( L \in \mathbb{N} \),
\[
kappa(P_L^{-1} \Psi P_L^{-1}) \leq \frac{1 + (\rho(\Delta^{-1} \Sigma))^L}{1 - (\rho(\Delta^{-1} \Sigma))^L}. \quad (22)
\]

**Proof:** By Theorem IV.1, \( P_L > 0 \), \( \Psi = \Delta - \Sigma \), \( P_L^{-1} \Psi = \sum_{l=0}^{L-1}(\Delta^{-1} \Sigma)^{l} (I - \Delta^{-1} \Sigma) = I - (\Delta^{-1} \Sigma)^L \).

Furthermore, \( P_L^{-1} \Psi = \left( \sum_{l=0}^{L-1}(\Delta^{-1} \Sigma)^{l} (I - \Delta^{-1} \Sigma) = I - (\Delta^{-1} \Sigma)^L \right) \).

By Theorem IV.2, the number \( L \) of block Jacobi iterations can be selected to achieve desired preconditioning.

### C. Decomposable computations

Note that explicit construction of the preconditioner \( P_L \) is not needed. At each PCG step, \( L \)-iterations of (20) are performed from \( \zeta^{(0)} = 0 \). Since \( \Delta \) is block diagonal, the computations required to implement each Jacobi iteration can be decomposed into \( K = \lceil N/2 \rceil \) smaller problems
\[
\Delta_{\xi_k}^{(l+1)} = \omega_k. \quad (24)
\]
where \( \omega_k = \tau_k + \Upsilon_k \zeta_k^{(l)} + \Upsilon_{k+1} \zeta_k^{(l)} \) for \( k \in K \), with \( \Upsilon_{K+1} = 0 \). Each \( \Delta_k \) is a block 2 \( \times \) 2 matrix, with inner blocks that are structured. To see this structure, consider
\[
\Delta_k = \begin{bmatrix} Z_{2k-1} & Y_{2k} \\ Y_{2k} & Z_{2k} \end{bmatrix}. \quad (25)
\]

Note that
\[
Z_j = \hat{\Phi}_j + \hat{\Theta}_j \hat{\Theta}_j + \hat{\Theta}_j \hat{\Theta}_j \hat{\Theta}_j + \hat{\Theta}_j \hat{\Theta}_j \hat{\Theta}_j + \hat{\Theta}_j \hat{\Theta}_j \hat{\Theta}_j,
\]
\[
Y_j = \hat{\Theta}_j \hat{\Theta}_j + \hat{\Theta}_j \hat{\Theta}_j \hat{\Theta}_j + \hat{\Theta}_j \hat{\Theta}_j \hat{\Theta}_j + \hat{\Theta}_j \hat{\Theta}_j \hat{\Theta}_j.
\]
The diagonal blocks of \( Z_j \) are block tri-diagonal, while off-diagonal blocks are block bi-diagonal for \( j \in \mathcal{N} \). Similarly, the diagonal blocks of \( Y_j \) are block tri-diagonal, and the off-diagonal blocks are block diagonal for \( j \in \mathcal{N}\{1\} \). As such, a permutation of variables exists such that (24) takes the form
\[
\text{blktrid}(\Xi_k, \Pi_k) \zeta_k^{(l+1)} = \omega_k,
\]
where \( \omega_k = \hat{\tau}_k + \hat{\Upsilon}_k \zeta_k^{(l)} + \hat{\Upsilon}_{k+1} \zeta_k^{(l)}, \) \( \Xi_k = (\Xi_k(t))_{t \in \mathcal{T}}, \)
\[
\Pi_k = (\Pi_k(t))_{t \in \mathcal{T} \setminus \{1\}},
\]
\[
\Xi_{k,t} = \begin{bmatrix} \hat{Q}_{2k-1,t} & \hat{Q}_{2k-1,t} & \hat{E}_{2k-1,t} & 0 \\ \hat{Q}_{2k-1,t} & \hat{Q}_{2k-1,t} & 0 & \hat{F}_{2k-1,t} \\ \hat{E}_{2k-1,t} & 0 & \hat{Q}_{2k-1,t} & \hat{Q}_{2k-1,t} \\ 0 & \hat{F}_{2k-1,t} & \hat{Q}_{2k-1,t} & \hat{Q}_{2k-1,t} \end{bmatrix}, \quad (26a)
\]
\[
\hat{Q}_{2k-1,t} \hat{Q}_{2k-1,t} + \hat{F}_{2k-1,t} \hat{F}_{2k-1,t} = \hat{Q}_{2k-1,t} \hat{Q}_{2k-1,t} + \hat{F}_{2k-1,t} \hat{F}_{2k-1,t} \]
The data exchange per PCG step is localized in line with the $N^2$ parallel threads, each comprising computations for lines 3 and 12 of Algorithm 1 decompose into (backward-forward) recursions that implement an LDL factorization, which can be solved with arithmetic complexity $\mathcal{O}(n^2k)$. Noting that $\Xi_{j,t} = \begin{bmatrix} A_{j,t} & B_{j,t} \\ B_{j,t}^\top & C_{j,t} \end{bmatrix}$, the sub-blocks of $\Psi = \Psi_{N-1}\Psi_N$ where $\nu_{j,t} = 0$, and the cost is set such that $\Xi_{j,t} = \begin{bmatrix} \tau_{j,t} & \nu_{j,t} \\ \nu_{j,t} & \tau_{j,t} \end{bmatrix}$ for $\nu_{j,t} = 0$, and the cost is set such that $\Xi_{j,t} = \begin{bmatrix} \tau_{j,t} & \nu_{j,t} \\ \nu_{j,t} & \tau_{j,t} \end{bmatrix}$ for $\nu_{j,t} = 0$. The corresponding cost has $\Xi_{j,t} = \begin{bmatrix} \tau_{j,t} & \nu_{j,t} \\ \nu_{j,t} & \tau_{j,t} \end{bmatrix}$ for $\nu_{j,t} = 0$. The number of scalar variables in the largest problem is of the order $10^5$, and there are a similar number of constraints.

Case (II): An automated irrigation channel with $N$ controlled pools [39]. Each pool has one control input, the water-level reference, and four states, two for the water-level dynamics and two for a PI feedback controller that sets the upstream inflow on the basis of the measured downstream water-level error. The dynamics of each controlled pool can be described by a model of the form (1). For each sub-system $j \in \mathcal{N}$, the $j$th sub-system $j \in \mathcal{N}$, where $n_j = 4$, $m_j = 1$, and $\nu_j = 6$, the corresponding cost has $\Xi_{j,t} = \begin{bmatrix} \tau_{j,t} & \nu_{j,t} \\ \nu_{j,t} & \tau_{j,t} \end{bmatrix}$ for $\nu_{j,t} = 0$. The number of scalar variables in the largest problem is of the order $10^6$, and the number of and inequality constraints is similar.

For both cases, the Newton updates in the interior-point method of Section II-A are computed in four different ways:

- Via the proposed PCG method to solve (19), with $L = 2$ block Jacobi preconditioning steps;
- Via block Jacobi iterations (20) to solve (19);
- Via the direct method from [15], which solves (12) by recursive LDL factorization;
- Via MATLAB’s backslash (MA-57 [38]) to solve (12).

Results for backslash are provided as a base line, noting that backslash is able to permute variables in ways that do not respect the spatio-temporal structure of problem (2), unlike the proposed PCG method, which decomposes in accordance with this structure. To gauge overall arithmetic complexity, computation time of a single thread implementation is considered for all methods. The stopping criterion for the infinity norm of the residuals in Algorithm 1, and in the pure block Jacobi iterations based implementation, is set to $\epsilon = 10^{-5}$.

### V. Numerical Results

Results of numerical experiments are presented for two optimal control problems of the form (2).

#### Case (I): A one-dimensional mass-spring-damper chain of $N > 0$ masses, taken from [37]. Each sub-system $j \in \mathcal{N}$ has dynamics of the form (1) with $n_j = 2$, $m_j = 1$, and $\nu_j = 6$. The corresponding cost has $\Xi_{j,t} = \begin{bmatrix} \tau_{j,t} & \nu_{j,t} \\ \nu_{j,t} & \tau_{j,t} \end{bmatrix}$ for $\nu_{j,t} = 0$. The number of scalar variables in the largest problem is of the order $10^5$, and there are a similar number of constraints.

2. Via the proposed PCG method to solve (19), with $L = 2$ block Jacobi preconditioning steps;
The duality-gap based stopping criterion for the interior point method is set to $\epsilon_{IPM} = 10^{-6}$. For all experiments, this was achieved in 15 to 20 Newton updates.

**Case (I): Mass-spring-damper chain.** Fig. 1 shows the maximum/average number of iterations for the PCG method with $L = 2$, and the pure block Jacobi method, across all Newton updates. The pure block Jacobi method consistently involves a large number of iterates (20), in the order of thousands. By contrast, the proposed PCG method consistently involves fewer steps, in the order of hundreds. The corresponding reduction in overall data exchange overhead could be advantageous in a distributed implementation.

Fig. 2 shows the normalized average processor time for a single thread implementation as proxy for the arithmetic complexity per Newton update. Along the line $N = T$, the average time is $O(N^2)$ for the PCG method, compared to $O(N^4)$ for the direct method of [15]. While the Jacobi method is also $O(N^2)$, the time is an order of magnitude greater than the PCG method, which is comparable to MATLAB’s backslash, suggesting little loss for the gain in terms of scope for decomposability and distributed implementation.

Fig. 3 shows the maximum condition number of $\Psi$ in (14), and maximum bound for $\kappa(P_L^{-1/2} \Psi P_L^{-1/2})$ in (22) with $L = 2$, across all Newton updates. The approach improves the conditioning by more than two orders of magnitude.

**Case (II): Automated irrigation channel.** Fig. 4 shows the maximum/average number of iterations for the pure block Jacobi method, and the PCG method with $L = 2$, taken across Newton updates. The total number of iterations of pure Jacobi method increases sharply with the size of the problem due to ill-conditioning along the line $N = T$. By contrast, the number of PCG steps is $O(N^2)$, but remains much smaller than the size of the problem. The total number of variables with $N = T = 100$ is 40800 for system (19), while the maximum number of PCG steps is 45.

Fig. 5 shows the normalized processor time, averaged across all Newton updates. The normalized processor time for all methods is $O(N^4)$, except for the Jacobi method which is worse than that. For the PCG method, this arises because the number of PCG steps grows quadratically along the line $N = T$. However, the total processor time of the PCG method is more than one order of magnitude less than the direct method of [15]. Again, performance of the PCG method is comparable MATLAB’s Backslash, while enabling decomposition of the computations in a way that matches the spatio-temporal structure of the problem. For $N = T = 200$, the time required for the direct method [15] is above $O(N^4)$. This is because, for such large systems, the memory management overhead becomes significant as $O(N)$ dense matrices with $O(N^3)$ non-zero elements are involved. The processor time also reflects this memory overhead, and is thus no longer a good proxy for arithmetic complexity.

Fig. 6 shows the maximum condition number of $\Psi$ in (14), and maximum bound for $\kappa(P_L^{-1/2} \Psi P_L^{-1/2})$ in (22) with $L = 2$, across all Newton updates. For this case, $\Psi$ can be very ill-conditioned with $\kappa(\Psi) > 10^{15}$. For the proposed structured preconditioner, the maximum $\kappa(P_L^{-1/2} \Psi P_L^{-1/2})$ bound remains below $10^4$ up to $N = 100$.

**VI. Conclusions**

A decomposable PCG method is proposed for computing second-order search directions for optimal control problems with path-graph network structure. The proposed algorithm exhibits per PCG step arithmetic complexity that scales linearly with the number of sub-systems $N$ and the length of time horizon $T$. The computations at each iteration can be distributed across parallel processing agents in a network with path-graph structured information exchange. Future work includes extending the results for tree networks, where structure is manifest in three dimensions.
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