AN EXPLICIT PROJECTIVE BIMODULE RESOLUTION OF A LEAVITT PATH ALGEBRA
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Abstract. We construct an explicit projective bimodule resolution for the Leavitt path algebra of a row-finite quiver. We prove that the Leavitt path algebra of a row-countable quiver has Hochschild cohomological dimension at most one, that is, it is quasi-free in the sense of Cuntz-Quillen. The construction of the resolution relies on an explicit derivation of the Leavitt path algebra.

1. Introduction

Let $k$ be a field and $Q$ be an arbitrary quiver. The notion of a Leavitt path algebra $L_k(Q)$ of $Q$ with coefficients in $k$ is introduced in [7, 8, 1, 2], which are algebraic analogues of the Cuntz-Krieger $C^*$-algebras. Recently, Leavitt path algebras attract a lot of attention. The study of Leavitt path algebras is related to noncommutative algebraic geometry [23], singularity categories [11, 19], Steinberg algebras [12] and symbolic dynamic systems [3, 10, 18].

This paper concerns the Hochschild cohomological properties of Leavitt path algebras. Recall that a quiver $Q$ is row-finite if it does not contain an infinite emitter. We construct an explicit projective bimodule resolution for the Leavitt path algebra of a row-finite quiver; see Theorem 4.1.

The constructed resolution and the desingularization in [2] imply the following main consequence. Recall that a quiver $Q$ is row-countable [5] provided that there are at most countable arrows starting at any fixed vertex.

Theorem. Let $k$ be a field and $Q$ be a row-countable quiver. Then the Leavitt path algebra $L_k(Q)$ has Hochschild cohomological dimension at most one.

Recall that an algebra with Hochschild cohomological dimension at most one is called quasi-free in [15]; such algebras are viewed as analogues of smooth manifolds. For example, path algebras are well known to be quasi-free. The above theorem implies that Leavitt path algebras of row-countable quivers are quasi-free. In particular, we recover the fact that $L_k(Q)$ is hereditary; see [8].

The construction of the projective bimodule resolution boils down to an explicit construction of a derivation for a Leavitt path algebra. Using this derivation, we obtain a direct summand of the relative bar resolution, which is the promised projective bimodule resolution of the Leavitt path algebra.

It is well known that Hochschild cohomological properties are related to the center and the derivations. Indeed, the center and the derivations of a Leavitt path algebra are studied in [9, 13] and [21]. The resolution obtained here might shed new light on these studies.
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The paper is structured as follows. In Section 2, we recall basic facts on derivations. In Section 3, we construct a derivation of the Leavitt path algebra. In the final section, we construct the promised projective bimodule resolution.

Throughout this paper, we fix a field $k$. By a $k$-algebra, we mean an associative $k$-algebra, which possibly does not contain a unit. We require that modules are unital.

## 2. Derivations and differential forms

In this section, we recall basic facts on derivations. The references for universal derivations are [14, Section 2.2] and [15].

Let $A$ be a $k$-algebra with enough idempotents. In other words, the algebra $A$ contains a set $\{e_i \mid i \in I\}$ of local units, where the elements $e_i$'s are pairwise orthogonal nonzero idempotents with the following property: for each element $a \in A$, there exists a finite subset $J \subset I$ satisfying $(\sum_{j \in J} e_j)a = a = a(\sum_{j \in J} e_j)$. We set $S = \bigoplus_{i \in I} ke_i$, which is a subalgebra of $A$.

Let $M$ be an $A$-bimodule. Recall that a $k$-derivation $d: A \rightarrow M$ is a $k$-linear map satisfying the Leibniz rule

$$d(ab) = d(a)b + ad(b)$$

for each $a, b \in A$. The $k$-derivation $d$ is called an $S$-derivation if $d(s) = 0$ for all $s \in S$, or equivalently, $d$ is a morphism of $S$-bimodules. We denote by $\text{Der}_S(A, M)$ the space of $S$-derivations.

Consider the multiplication map $m: A \otimes S A \rightarrow A$, whose kernel is denoted by $\Omega^1_S(A)$. The $A$-bimodule $\Omega^1_S(A)$ is called the bimodule of relative differential 1-forms. An $S$-derivation $d: A \rightarrow \Omega^1_S(A)$ is universal provided that for each $A$-bimodule $M$ the following map is an isomorphism

$$\text{Hom}_{A, A}(\Omega^1, M) \longrightarrow \text{Der}_S(A, M), \quad f \mapsto f \circ d.$$  

(2.1)

Here, by $\text{Hom}_{A, A}$ we mean the Hom space between $A$-bimodules.

Let us explain the construction of universal $S$-derivations. For this, we recall the relative bar resolution of $A$

$$\cdots \longrightarrow A \otimes S A \otimes S A \otimes S A \overset{d_3}{\longrightarrow} A \otimes S A \otimes S A \overset{d_2}{\longrightarrow} A \otimes S A \overset{m}{\longrightarrow} A \longrightarrow 0,$$

which is a projective bimodule resolution of $A$. Here, the differentials $d_n : A^{\otimes S(n+2)} \rightarrow A^{\otimes S(n+1)}$ are given by

$$d_n(a_0 \otimes a_1 \otimes \cdots \otimes a_{n+1}) = \sum_{i=0}^{n} (-1)^i a_0 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1}.$$  

Then we have the following isomorphisms.

$$\text{Der}_S(A, M) \simeq \{ \theta \in \text{Hom}_{A, A}(A \otimes S A \otimes S A, M) \mid \theta \circ d_2 = 0 \}$$

$$\simeq \text{Hom}_{A, A}(\Omega^1_S(A), M).$$

Here, the first isomorphism sends $d$ to $\theta$ such that $\theta(a_0 \otimes a_1 \otimes a_2) = a_0(d(a_1)a_2)$; the second isomorphism uses the fact that the cokernel of $d_2$ is isomorphic to $\Omega^1_S(A)$. Consequently, the $S$-derivation $\Delta : A \rightarrow \Omega^1_S(A)$ such that

$$\Delta(a) = a \otimes e_i - e_j \otimes a$$

for each $a \in e_j A e_i$ and $i, j \in I$, is a universal $S$-derivation; compare [14, Chapter 2, Proposition 2.5] and [15, Propositions 2.4 and 2.5].

Indeed, the above discussion yields the following observation.
Lemma 2.1. Let $d: A \to \Omega$ be an $S$-derivation. Then $d$ is universal if and only if there is an isomorphism $\theta: \Omega \to \Omega^S_k(A)$ of $A$-bimodules such that $(\theta \circ d)(a) = a \otimes e_i - e_j \otimes a$ for each $a \in e_jAe_i$ and $i, j \in I$. □

The following well-known results will be used later.

Lemma 2.2. Let $A$ be a $k$-algebra generated by a subset $X \subseteq A$, and $M$ be an $A$-bimodule. Assume that $d, d'$: $A \to M$ are $k$-derivations such that $d'(x) = d''(x)$ for each $x \in X$. Then $d' = d''$.

Proof. The result follows directly from the Leibniz rule and induction. □

Lemma 2.3. Let $A$ be a $k$-algebra, and $M$ be an $A$-bimodule with a $k$-derivation $d$: $A \to M$. Assume that $I \subseteq A$ is a two-sided ideal generated by a set $T$ of elements satisfying $IM = 0 = MI$. Suppose that $d(t) = 0$ for each $t \in T$. Then $d(I) = 0$. Consequently, $d$ induces a derivation $A/I \to M$ of the quotient algebra $A/I$.

Proof. We claim that $d(at) = 0 = d(ta)$ for any $t \in T$ and $a \in A$. By the Lebiniz rule, we have $d(at) = ad(t) + d(a)t$. By assumption, we have $d(t) = 0$ and $d(a)t = 0$. Then we are done with $d(at) = 0$. Similarly, we have the other equality. □

3. DERIVATIONS OF PATH ALGEBRAS AND LEAVITT PATH ALGEBRAS

In this section, we construct a derivation of a Leavitt path algebra. For this, we recall a well-known result on the derivations of path algebras.

Recall that a quiver $Q = (Q_0, Q_1; s, t)$ consists of a set $Q_0$ of vertices, a set $Q_1$ of arrows and two maps $s, t: Q_1 \to Q_0$, which associate to each arrow $\alpha$ its starting vertex $s(\alpha)$ and its terminating vertex $t(\alpha)$, respectively. A vertex $i$ of $Q$ is regular provided that the set $s^{-1}(i)$ is nonempty and finite, or equivalently, it is neither a sink nor an infinite emitter. We denote by $Q^n_0$ the subset of $Q_0$ formed by regular vertices.

For a given quiver $Q$, a path of length $n$ is a sequence $p = \alpha_n \cdots \alpha_1$ of arrows with $t(\alpha_j) = s(\alpha_{j+1})$ for $1 \leq j \leq n - 1$. The starting vertex of $p$, denoted by $s(p)$, is $s(\alpha_1)$. The terminating vertex of $p$, denoted by $t(p)$, is $t(\alpha_n)$. We identify an arrow with a path of length one. We associate to each vertex $i \in Q_0$ a trivial path $e_i$ of length zero. Set $s(e_i) = i = t(e_i)$. We denote by $Q_n$ the set of paths of length $n$.

Let $k$ be a field. The path algebra $kQ = \bigoplus_{n \geq 0} kQ_n$ has a basis given by all paths in $Q$, whose multiplication is given as follows: for two paths $p$ and $q$ satisfying $s(p) = t(q)$, the product $pq$ is their concatenation; otherwise, we set the product $pq$ to be zero. Here, we write the concatenation of paths from right to left. For example, $e_i t(p)p = p = pe_i s(p)$ for each path $p$.

We observe that $\{e_i \mid i \in Q_0\}$ is a set of local units in $kQ$. Set $S = \bigoplus_{i \in Q_0} ke_i \subseteq kQ$.

The following result is well known. For more about $k$-derivations of $kQ$, we refer to [17].

Proposition 3.1. Let $Q$ be an arbitrary quiver. Then there is a projective bimodule resolution of $kQ$

$$0 \longrightarrow kQ \otimes_S kQ_1 \otimes_S kQ \xrightarrow{\delta} kQ \otimes_S kQ \xrightarrow{m} kQ \longrightarrow 0,$$

where $m$ is the multiplication map and the bimodule homomorphism $\delta$ is uniquely determined by

$$\delta(e_t(\alpha) \otimes \alpha \otimes e_s(\alpha)) = \alpha \otimes e_s(\alpha) - e_t(\alpha) \otimes \alpha, \quad \text{for each } \alpha \in Q_1.$$
Consequently, for each \( kQ \)-bimodule \( M \), there is an isomorphism
\[
\text{Der}_S(kQ, M) \sim \text{Hom}_{S,S}(kQ_1, M)
\]
sending \( d \) to \( d|_{kQ_1} \), its restriction to \( kQ_1 \).

**Proof.** The projective bimodule resolution is well known; see [14, Chapter 2, Proposition 2.6]. It follows that \( \Omega^2_S(kQ) \simeq kQ \otimes_S kQ_1 \otimes_S kQ \). Then the isomorphism (3.1) follows from (2.1). \( \square \)

We denote by \( \overline{Q} \) the double quiver of \( Q \), which is obtained by adding for each arrow \( \alpha \in Q_1 \) a new arrow \( \alpha^* \) in the opposite direction, that is, \( s(\alpha^*) = t(\alpha) \) and \( t(\alpha^*) = s(\alpha) \). The added arrows \( \alpha^* \) are called **ghost arrows**.

The **Leavitt path algebra** \( L_k(Q) \) is by definition the quotient algebra of \( k\overline{Q} \) by the two-sided ideal generated by the following set \( T \)
\[
\{ \alpha \beta - \delta_{\alpha, \beta} e_{t(\alpha)} \mid \alpha, \beta \in Q_1 \text{ with } s(\alpha) = s(\beta) \} \cup \left\{ \sum_{\alpha \in Q_1} \alpha^* \alpha - e_i \mid i \in Q_0^e \right\}.
\]
The elements in \( T \) are known as the Cuntz-Krieger relations. If \( p = \alpha_0 \cdots \alpha_{n-1} \alpha_1 \) is a path in \( Q \) of length \( n \geq 1 \), we define \( p^* = \alpha_1^* \alpha_2^* \cdots \alpha_n^* \). We have \( s(p^*) = t(p) \) and \( t(p^*) = s(p) \). For convention, we set \( e_i = e_i \) for \( i \in Q_0 \). We observe that for paths \( p, q \) in \( Q \) satisfying \( t(p) \neq t(q) \), \( p^* q = 0 \) in \( L_k(Q) \). Recall that the Leavitt path algebra \( L_k(Q) \) is spanned by the following set
\[
\{ e_i, p, p^*, \gamma \eta \mid i \in Q_0, p, \gamma, \eta \text{ are nontrivial paths in } Q \text{ with } t(\gamma) = t(\eta) \};
\]
see [24, Corollary 3.2]. In general, this set is not \( k \)-linearly independent. For an explicit basis of \( L_k(Q) \), we refer to [6, Theorem 1].

We observe that \( L_k(Q) \) has a set \( \{ e_i \mid i \in Q_0 \} \) of local units. Set \( S = \bigoplus_{i \in Q_0} k e_i \subseteq L_k(Q) \).

**Proposition 3.2.** Let \( Q \) be an arbitrary quiver. Then there is a unique \( S \)-derivation \( D : L_k(Q) \rightarrow L_k(Q) \otimes S L_k(Q) \), such that \( D(\alpha) = \alpha \otimes e_{s(\alpha)} \) and \( D(\alpha^*) = -e_{s(\alpha)} \otimes \alpha^* \) for each \( \alpha \in Q_1 \).

**Proof.** Set \( L = L_k(Q) \). We view \( L \otimes_S L \) as a \( kQ \)-bimodule. Applying (3.1) to the double quiver \( \overline{Q} \), we infer that there is a unique \( S \)-derivation \( D : kQ \rightarrow L \otimes_S L \) satisfying \( D(\alpha) = \alpha \otimes e_{s(\alpha)} \) and \( D(\alpha^*) = -e_{s(\alpha)} \otimes \alpha^* \) for each \( \alpha \in Q_1 \).

Recall from (3.2) the generating set \( T \) of the ideal. By Lemma 2.3, it suffices to claim that \( D(t) = 0 \) for each \( t \in T \). For \( \alpha, \beta \in Q_1 \) with \( s(\alpha) = s(\beta) \), we have
\[
D(\alpha^* \beta^* - \delta_{\alpha, \beta} e_{t(\alpha)}) = D(\alpha) \beta^* + \alpha D(\beta^*) = \alpha \otimes \beta^* - \alpha \otimes \beta^* = 0.
\]
For each regular vertex \( i \), we have
\[
D(\sum_{\alpha \in Q_1 \mid s(\alpha) = i} \alpha^* \alpha - e_i) = \sum_{\alpha \in Q_1 \mid s(\alpha) = i} (D(\alpha^*) \alpha + \alpha^* D(\alpha)) = \sum_{\alpha \in Q_1 \mid s(\alpha) = i} (-e_i \otimes \alpha^* \alpha + \alpha^* \alpha \otimes e_i) = -e_i \otimes e_i + e_i \otimes e_i = 0,
\]
where the third equality uses the second Cuntz-Krieger relations. This proves the claim. We are done. \( \square \)

**Remark 3.3.** Let \( p = \alpha_n \cdots \alpha_2 \alpha_1 \) be a path of length \( n \) in \( Q \). Then we have \( D(p) = \sum_{j=1}^{n-1} \alpha_n \cdots \alpha_{j+1} \otimes e_{j+1} + \sum_{j=1}^{n-1} \alpha_1^* \cdots \alpha_j^* \otimes \alpha_{j+1} \cdots \alpha_n \).

\[
D(p^*) = -e_{s(p)} \otimes p^* = -\sum_{j=1}^{n-1} \alpha_1^* \cdots \alpha_j^* \otimes \alpha_{j+1} \cdots \alpha_n.
\]
4. A PROJECTIVE BIMODULE RESOLUTION

In this section, we describe an explicit projective bimodule resolution for the Leavitt path algebra of a row-finite quiver.

Let $Q$ be a row-finite quiver, that is, $Q$ does not contain an infinite emitter. Recall that $Q^{	ext{re}}$ denotes the set of regular vertices, that is, the set of non-sinks for a row-finite quiver $Q$. Let $L = L_k(Q)$ be the Leavitt path algebra and set $S = \bigoplus_{i \in Q_0^{	ext{re}}} L e_i \subseteq L_k(Q)$.

We identify $L \otimes_S L$ with $\bigoplus_{i \in Q_0} L e_i \otimes_k e_i L$. In particular, $\bigoplus_{i \in Q_0^r} L e_i \otimes_k e_i L$ is an $L$-submodule of $L \otimes_S L$. We observe that the image of the $S$-derivation $D: L \rightarrow L \otimes_S L$ in Proposition 3.2 is contained in $\bigoplus_{i \in Q_0^r} L e_i \otimes_k e_i L$. Hence, by abuse of notation, we have the following $S$-derivation

$$D: L \rightarrow \bigoplus_{i \in Q_0^r} L e_i \otimes_k e_i L.$$ 

The following main result states a projective bimodule resolution of $L = L_k(Q)$. The resolution seems to be somewhat surprising, as it is quite different from the one in Proposition 3.1.

**Theorem 4.1.** Let $Q$ be a row-finite quiver. Then there is a projective bimodule resolution of $L$

$$0 \rightarrow \bigoplus_{i \in Q_0^r} L e_i \otimes_k e_i L \xrightarrow{\partial} L \otimes_S L \xrightarrow{m} L \rightarrow 0,$$

where $m$ is the multiplication map and the bimodule homomorphism $\partial$ is uniquely determined by

$$\partial(e_i \otimes e_i) = e_i \otimes e_i - \sum_{\{\alpha \in Q_1 \mid s(\alpha) = i\}} \alpha^* \otimes \alpha, \quad \text{for all } i \in Q_0^r.$$ 

In particular, the $S$-derivation $D: L \rightarrow \bigoplus_{i \in Q_0^r} L e_i \otimes_k e_i L$ is universal.

**Proof.** In the following diagram, the middle row is the relative bar resolution of $L$ given in (2.2), and the bimodule homomorphisms $\iota$ and $\pi$ are given by $\iota(e_i \otimes e_i) = \sum_{\{\alpha \in Q_1 \mid s(\alpha) = i\}} \alpha^* \otimes \alpha e_i$ and $\pi(a_0 \otimes a_1 \otimes a_2) = a_0 D(a_1) a_2$, respectively.

\[
\begin{array}{ccc}
0 & \rightarrow & L e_i \otimes_k e_i L \xrightarrow{\partial} L \otimes_S L \xrightarrow{m} L \rightarrow 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
\cdots & \rightarrow & L \otimes_S L \otimes_S L \otimes_S L \xrightarrow{d_2} L \otimes_S L \otimes_S L \xrightarrow{d_1} L \otimes_S L \xrightarrow{m} L \rightarrow 0 \\
0 & \rightarrow & L e_i \otimes_k e_i L \xrightarrow{\partial} L \otimes_S L \xrightarrow{m} L \rightarrow 0
\end{array}
\]

We claim that the above diagram commutes. Indeed, we observe that $\partial = d_1 \circ \iota$, since they take the same values on the generators $e_i \otimes e_i$. We have $\pi \circ d_2 = 0$, since $D$ is an $S$-derivation. To see that $\partial \circ \pi = d_1$, we use the isomorphism (2.3). Hence, it suffices to show that the two derivations $\partial \circ \Delta$ and $\Delta$ coincide, where $\Delta: L \rightarrow L \otimes_S L$ is defined by (2.4). We apply Lemma 2.2. Then it suffices to verify that $\partial \circ D(x) = \Delta(x)$ for each $x \in \{e_i, \beta, \beta^* \mid i \in Q_0, \beta \in Q_1\}$. But this is trivial, using the definition of $\partial$ and the Cuntz-Krieger relations $\beta \alpha^* = \delta_{\alpha, \beta^*} t(\alpha) = \alpha \beta^*$. This proves the claim.

We observe that $\pi \circ \iota = \text{Id}$. It follows that as a complex, the upper row in the above diagram is a direct summand of the middle row. Since the relative
bar resolution is exact, we have the required projective bimodule resolution. By Lemma 2.1, the last statement follows from $\partial \circ D = \Delta$. □

**Remark 4.2.** (1) Let $M$ be a left $L$-module. Then tensoring over $L$ with the projective bimodule resolution in Theorem 4.1, we obtain a projective resolution of $M$. In particular, the projective dimension of $M$ is at most one, that is, the Leavitt path algebra $L$ is hereditary; see also [8, Theorem 3.5]. The obtained projective resolution of $M$ is usually not minimal; compare [4].

(2) The above projective bimodule resolution will be useful to study the Hochschild cohomological groups $\text{HH}^0(L)$ and $\text{HH}^1(L)$ of $L$. Recall that $\text{HH}^0(L)$ is isomorphic to the center of $L$, and that $\text{HH}^1(L)$ is related to $\text{Der}_S(L, L)$. Indeed, the universal $S$-derivation yields a neat description of $\text{Der}_S(L, M)$ for any $L$-bimodule $M$:

$$\text{Der}_S(L, M) \simeq \text{Hom}_{L-L}( \bigoplus_{i \in Q_0} L e_i \otimes_k e_i L, M) \simeq \bigoplus_{i \in Q_0} e_i M e_i.$$

We mention the related results in [9, 13] and [21]. We observe that if $Q$ is a finite quiver, then the Hochschild cohomological groups of $L$, viewed as a differential graded algebra with trivial differential, is related to the singular Hochschild cohomology groups [25] of the corresponding algebra of radical square zero. This will be treated elsewhere.

Recall that a quiver $Q$ is row-countable [5] provided that there are at most countable arrows starting at any vertex. For example, any countable quiver is row-countable. Applying the desingularization in [2], we infer the following result, as stated in Introduction.

**Theorem 4.3.** Let $Q$ be a row-countable quiver. Then the Leavitt path algebra $L_k(Q)$ has Hochschild cohomological dimension at most one, that is, it is quasi-free in the sense of [15].

**Proof.** By [2, Theorem 5.6], there exists a row-finite quiver $Q'$ such that the two Leavitt path algebras $L_k(Q)$ and $L_k(Q')$ are Morita equivalent. It is well known that Morita equivalent algebras have the same Hochschild cohomological dimension; here, we observe that the argument in [20, §1.5.6] applies to algebras with local units. Then the result follows immediately from Theorem 4.1 for $Q'$. □

**Remark 4.4.** We expect that for an arbitrary quiver $Q$, the Leavitt path algebra $L_k(Q)$ is still quasi-free. But the argument in this paper will not work, since the desingularization only exists for row-countable quivers; see [5]. We observe that $L_k(Q)$ might be realized as the direct limit of subalgebras, which are the Leavitt path algebras of certain row-countable sub quivers of $Q$; compare [16, Proposition 2.7]. By [22, Theorem 2.3], one obtains an upper bound on the Hochschild cohomological dimension of $L_k(Q)$, which depends on the cardinality $\sup_{i \in Q_0} |s^{-1}(i)|$.
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