Transport, shot noise, and topology in AC-driven dimer arrays
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Abstract

We analyze an AC-driven dimer chain connected to a strongly biased electron source and drain. It turns out that the resulting transport exhibits fingerprints of topology. They are particularly visible in the driving-induced current suppression and the Fano factor. Thus, shot noise measurements provide a topological phase diagram as a function of the driving parameters. The observed phenomena can be explained physically by a mapping to an effective time-independent Hamiltonian and the emergence of edge states. Moreover, by considering quantum dissipation, we determine the requirements for the coherence properties in a possible experimental realization. For the computation of the zero-frequency noise, we develop an efficient method based on matrix-continued fractions.
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1. Introduction

The ever smaller size of quantum dots implies small capacitances and accordingly large charging energies. Indeed in most recent realizations of coupled quantum dots, Coulomb repulsion represents the largest energy scale \(^1\), \(^2\) such that states with different electron numbers are energetically well separated. Then the quantum dot array can be controlled by gate voltages and, despite a possible coupling to electron reservoirs, the dynamics is restricted to a few states with a specific electron number. This forms the basis for many realizations of spin or charge qubits.

While quantum information processing is usually performed in closed systems, the possibility to couple quantum dots to electron source and drain may be useful as well. It not only can be exploited for qubit readout \(^3\), but also allows one to determine the relevant system parameters. For example, upon increasing the source–drain bias, an increasing number of levels enters the voltage window such that a current measurement provides the spectrum of the coupled quantum dots. The dominating feature in the current–voltage profile is provided by the mentioned charging effects which cause Coulomb blockade. Further blockade mechanisms come about when in addition spin effects \(^4\) or phononic excitations \(^5\)–\(^7\) play a role. Moreover, in a dimer chain, the interplay of Coulomb interaction and the topology may cause edge-state blockade \(^8\). It is particularly visible in the shot noise properties of the transport process.

Experimental evidence for edge–state blockade will be facilitated by a high tunability of the inter-dot tunneling. A possible way to achieve this is driving the conductor by an electric dipole field. Then for not too small frequencies, the driving essentially renormalizes the inter-dot tunnel coupling \(^9\)–\(^12\) and, thus, allows the emulation of a dimer chain with highly tunable tunneling. In the corresponding transport setting, i.e., in the presence of electron source and drain, one expects a corresponding current suppression \(^13\), \(^14\) which has been measured in double quantum dots \(^15\), \(^16\). Moreover, the driving may have significant impact on the shot noise \(^17\). In this work, we explore the possibility for edge-state blockade in AC driven quantum dot arrays such as those sketched in figure 1. It is based on the recent finding that the topological properties of AC driven dimer chains can be controlled via the amplitude of a driving field \(^18\)–\(^20\).

In the regime of strong Coulomb repulsion and relatively small dot-lead tunneling, an established way to describe transport are master equations of the Bloch–Redfield type \(^21\)–\(^23\). In combination with a Floquet theory for the central
system, they can be applied to periodically driven transport problems including the computation of shot noise [14]. The computation of the required dissipative kernels, however, may be numerically demanding. In certain limits, however, the master equation assumes a convenient Lindblad form which is easier to evaluate. For its efficient numerical treatment, we extend a previously developed matrix-continued fraction method [24] to the computation of shot noise.

This work is structured as follows. In section 2, we introduce our model and a master equation description, as well as a matrix-continued fraction method for the computation of the current and the zero-frequency noise of time-dependent transport problems. The main features of the current are presented in section 3, while section 4 is devoted to the impact of dissipation. In the appendix, we test an assumption made for the efficient computation of the Fano factor.

2. Model and master equation

We consider an array of quantum dots coupled to a time-dependent electric dipole field such that the onsite energies oscillate in time with a position-dependent amplitude, see figure 1. The static part is given by the Su–Schrieffer–Heeger (SSH) Hamiltonian [25]

$$H_{SSH} = \sum_{n=1}^{N-1} \tau_n c_n c_{n+1} + \text{h.c.},$$

where $c_n$ is the fermionic annihilation operator for an electron on site $n$ located at position $x_n$. We will focus on a dimer chain with an even number of sites, $N$, and alternating tunnel matrix elements $\tau_n = \tau_0 + (-1)^n \beta \tau$. The AC field couples via the dipole operators of the chain such that the Hamiltonian of the driven chain reads

$$H(t) = H_{SSH} + A \sum_{n=1}^{N} x_n c_n^\dagger c_n \cos(\omega t).$$

For convenience, we choose the origin in the middle of the chain such that

$$x_n = \begin{cases} -L/2 + (n - 1)a/2 & n \text{ odd} \\ -L/2 + (n - 2)a/2 + b & n \text{ even} \end{cases}$$

with the distances between two neighboring sites $b$ and $a - b$, alternatively, which implies a unit cell of length $a$ and a chain length $L = (N - 2)a/2 + b$. The driving is determined by its frequency $\omega$ and amplitude $A$.

2.2. Counting statistics

The topological properties of the SSH model stem from a chiral (or sub-lattice) symmetry $C$ with $CH_{SSH}C = -H_{SSH}$. In second quantization, this symmetry operation can be written as

$$C = e^{i \sum_n \epsilon_n c_n^\dagger c_n} = C^{-1}.$$

In essence, it provides a minus sign for all creation and annihilation operators with an odd site number since

$$C_{n_0} C = (-1)^{n_0} C_{n_0}.$$

Consequently, all nearest-neighbor hoppings acquire a factor $-1$ which explains the mentioned chiral symmetry of $H_{SSH}$. The time-dependent part of the Hamiltonian (2) consists of local terms $c_n^\dagger c_n$ which are invariant under transformation with $C$. However, the sinusoidal driving allows us to obtain a minus sign via shifting the time by half a driving period, $t \rightarrow t + T/2$, where $T = 2\pi/\omega$. Formally, this can be expressed as

$$CH(t)C = -H(t + T/2).$$

We refer to this symmetry relation as ‘generalized chirality’, owing to its resemblance to the generalized parity present in symmetric bistable potentials driven by a dipole force [9].

A consequence of the generalized chirality is that the propagator of the chain, $U(t, t')$, obeys the relation

$$U(t + T, t + T/2) = CU^{-1}(t + T/2, t)C.$$

Thus, the one-period propagator can be split in two symmetry-related parts, a fact that has been identified as a condition for non-trivial topological properties of a periodically driven system [26].

2.2. Counting statistics

Transport is enabled by coupling the first and the last site to an electron source and drain, respectively. In the limit in which the applied voltage is much larger than the tunnel matrix elements $\tau_n$, but still considerably smaller than the Coulomb repulsion of the electrons on the array [8], a standard Bloch–Redfield approach to second order in the chain-lead tunneling provides the Lindblad master equation

$$\dot{\rho} = \mathcal{L}[\rho] = \frac{i}{\hbar} [H(t), \rho] + \Gamma_L D(c^\dagger) \rho + \Gamma_R D(c) \rho,$$

with $D(x) \rho = (2x c^\dagger c - c^\dagger c^\dagger c^\dagger c / 2$ and the dot-lead rates $\Gamma_L, \Gamma_R$. In the limit considered, equation (8) has to be
evaluated in the basis with at most one electron on the array. This restricted basis captures Coulomb interaction.

To compute the statistics of the transported electrons, we have to generalize the master equation by introducing a counting variable \( \chi \) for the electrons in the right lead. Proceeding as in [8], we consider the generalized reduced density operator \( R_\chi \) which for the present case of uni-directional transport obeys the equation of motion [27]

\[
R_\chi(t) = \left[ \mathcal{L} + (e^{i\chi} - 1)\mathcal{J} \right] R_\chi(t). \tag{9}
\]

It is defined such that the moment-generating function of the electron number in the right lead, \( N \), becomes \( e^{i\chi N} = \text{tr} R_\chi \) and, thus, \( \langle N^k \rangle = (\partial_i / \partial \chi)^k \text{tr} R_\chi \big|_{\chi=0} \). Taylor expansion of \( R_\chi \) in \( \chi \) as

\[
R_\chi(t) = F_0(t) + \sum_{k=1}^{\infty} \frac{(i\chi)^k}{k!} F_k(t) \tag{10}
\]

relates the \( F_k \) to the moments \( \langle N^k \rangle \). Inserting this decomposition into the generalized master equation (8), provides the hierarchy

\[
\begin{align*}
F_0(t) &= \mathcal{L} F_0,
F_1(t) &= \mathcal{L} F_1 + \mathcal{J} F_0, \\
F_2(t) &= \mathcal{L} F_2 + \mathcal{J} F_0 + 2 \mathcal{J} F_1 
\end{align*}
\]

(11), (12), (13)

Obviously, the first equation is the original master equation (8) and \( F_0 = \rho \).

For typical Markovian and time-independent transport problems, the cumulants eventually grow linearly in time, which motivates us to focus on the time-derivatives \( \text{tr} F_k = (d/dt)\langle N^k \rangle \). To obtain the current expectation value, we solve equation (11) and insert the solution into equation (12) which yields \( I(t) = \text{tr} F_1 = \text{tr} \mathcal{J} F_0 \). The second moment follows from equation (13) together with the solution of the first two equations. Subtracting the time-derivative of \( \langle N^3 \rangle \), we obtain the zero-frequency noise

\[
S(t) = \frac{d}{dt} \left[ \text{tr} F_2 - (\text{tr} F_1)^2 \right] = I(t) + 2 \text{tr} \mathcal{J} F_1 \perp, \tag{14}
\]

where \( F_1 \perp = F_1 - F_0 \) \( \text{tr} F_1 \) represents the component of \( F_1 \) perpendicular to \( F_0 \). It obeys the equation of motion

\[
\dot{F}_1 \perp = \mathcal{L} F_1 \perp + (\mathcal{J} - I(t)) F_0. \tag{15}
\]

Notice that this equation depends on the current expectation value \( I(t) \) and, thus, on the solution of the master equation (8).

2.3. Matrix-continued fractions

A natural way to solve equations (8) and (15) is the numerical integration of the first equation followed by the computation of \( I(t) \) and the numerical integration of the second equation. While being very flexible, such numerical propagation schemes often lack efficiency. Therefore we aim at implementing a matrix-continued fraction method [28] which in the context of mesoscopic transport has been employed recently for the computation of time-averaged currents [24]. Here we extend this scheme to the computation of the zero-frequency noise.

For convenience, we write the two equations of motion in block matrix notation

\[
\begin{pmatrix}
\dot{\rho}'
\end{pmatrix} = \begin{pmatrix}
\mathcal{L}(t) & 0 \\
\mathcal{J} - I(t) & \mathcal{L}(t)
\end{pmatrix} \begin{pmatrix}
\rho'
\end{pmatrix} \tag{16}
\]

\[
\equiv M(t) \mathbf{b}
\]

(17)

with the shorthand notation \( \mathbf{b} = (\rho, \mathcal{F}_1 \perp)^T \). To derive a matrix-continued fraction scheme, we have to bring this equation into the form of a triadiagonal recurrence relation [28]. In the present case, this is hindered by the fact that \( M(t) \) depends on the time-dependent current \( I(t) \) which may contain higher-order harmonics. However, we find that reliable results for the noise can still be obtained when \( I(t) \) is replaced by its time average. We test this assumption in the appendix. Since now the remaining time-dependence in \( M(t) \) stems exclusively from the Liouvillian of the sinusoidal driving in the Hamiltonian (2), the Fourier decomposition of the terms in equation (17) reads

\[
M(t) = M_0 + M_1 e^{i\omega t} + M_2 e^{-i\omega t}, \tag{18}
\]

\[
\mathbf{b}(t) = \sum_{n=-\infty}^{\infty} e^{i\omega n t} \mathbf{b}_n, \tag{19}
\]

By inserting these equations into equation (17) we obtain the triadiagonal recurrence relation

\[
M_n \mathbf{b}_{n-1} + (M_0 - i\omega) \mathbf{b}_n + M_n \mathbf{b}_{n+1} = 0. \tag{20}
\]

Our interest lies in the time-average of \( \mathbf{b}(t) \), i.e., in the Fourier component \( \mathbf{b}_0 \). To this end, we define the transfer matrices \( S_k \) and \( R_k \) via the ansatz

\[
\mathbf{b}_n = \begin{cases}
R_n \mathbf{b}_{n+1} & \text{for } n < 0, \\
S_n \mathbf{b}_{n-1} & \text{for } n > 0.
\end{cases} \tag{21}
\]

Consistency with equation (20) is ensured by the recurrence relations

\[
S_n = -[M_0 - i\omega + M_n S_{n+1}]^{-1} M_n, \tag{22}
\]

\[
R_n = -[M_0 - i\omega + M_n R_{n-1}]^{-1} M_n, \tag{23}
\]

together with

\[
(M_0 + M_1 R_{-1} + M_2 S_1) \mathbf{b}_0 = 0. \tag{24}
\]

For practical purposes, we have to truncate the Fourier components of \( \mathbf{b}(t) \) assuming \( \mathbf{b}_n = 0 \) for \( |n| > n_0 \) which holds for \( S_{n_0+1} = R_{-(n_0+1)} = 0 \). With the latter condition we compute \( R_{-1} \) and \( S_1 \) by iterating equations (22) and (23) which finally provides an explicit expression for equation (24). In a last step we solve this homogeneous equation under the trace conditions \( \text{tr} p_0 = 1 \) and \( \text{tr} \mathcal{F}_1 \perp = 0 \).

3. Transport in the high-frequency regime

The main energy scale of the SSH Hamiltonian (1) is the bandwidth \( \gamma_0 \). If it is much smaller than the energy quanta of the driving field, \( \hbar \omega \), one may employ a high-frequency approximation to derive an effective time-independent Hamiltonian that captures the long-time-dynamics of the
3.1. Current suppression and edge-state blockade

If the driving amplitude $A$ is such that one of the Bessel functions in equations (25) and (26) vanishes, the way from the electron source to the drain is practically interrupted, which significantly reduces the current. The data in figure 2 confirm this expectation and reveal a particular dependence on topology: it is best visible in a comparison of data for two parameter sets that are related by the transposition of inter-dot and intra-dot coupling (left and right column, respectively, of this figure). Both choices lead to the same bulk properties, while the topological and the trivial regions are interchanged. This allows us to identify topological effects. The complementarity of the two cases is evident from the quasienergy spectra shown in figures 2(a) and (b).

Figures 2(c) and (d) show a remarkable dependence of the current suppression on the topology. In the trivial region, the current is extensively reduced only when the effective inter dimer tunneling vanishes, i.e., for $\tau_{\text{eff}} \ll \tau_{\text{b}}$, e.g. $A \approx 9\omega$ in figure 2(c) and $A \approx 6\omega$ in figure 2(d). Close to the suppression, the current grows quadratically, such as for a driven double quantum dot [14]. By contrast, the current almost vanishes in the whole topological region, i.e., whenever the weaker condition $\tau_{\text{eff}}' < \tau_{\text{eff}}$ is fulfilled. Therefore, we can conclude that the physical origin of this current suppression is not a completely vanishing effective tunnel matrix element, but must be related to topology and the corresponding edge states formed at the source and at the drain. These edge states possess two characteristic features. First, they are exponentially weakly connected and, second, they are energetically well separated from the bulk states. As a consequence, they may trap electrons and thereby interrupt the transport process such that one observes edge-state blockade. As compared to its counterpart in time-independent chains [8], this blockade is characterized by a broad region with vanishing current, while the CDT-like suppression of current in the trivial region has a parabolic shape.

3.2. Shot noise and phase diagram

For less tunable static chains, it has been proposed to identify edge-state blockade by its characteristic shot noise properties [8]. In particular, it has been found that the small current in the blockade regime obeys Poisson statistics ($F \approx 1$), while the transport in the trivial regime is characterised by electron bunching [35, 36]. Figures 2(e) and (f) depict the shot noise for the driven case characterized by the Fano factor. It reveals a smeared crossover between Poissonian noise and super Poissonian values up to $F \approx 8$.

The difficulty of performing an experiment on a chain with many sites raises the question about the necessary length to observe the edge state blockade. Thus we have calculated the Fano factor corresponding to the parameters in figure 2(f) for chains of different length. An advantage of using the external AC field to manipulate the topological phase is that the ideal Poissonian Fano factor $F \approx 1$ is always reached for a certain point in the blockade region, as shown in figure 3. This finding is in contrast to the static case, where $F \approx 1$ was
found only in the limit of very long chains [8]. However, figure 3 also shows that for a short chain the Fano factor in the CDT point also approaches unity, which does not allow distinguishing the CDT effect from the topological blockade.

While in contrast to the static case [8], here the shape of the current suppression may be sufficient to identify edge-state blockade, it will turn out that the Fano factor exhibits clearer fingerprints of the topological phase diagram computed as in [18] and shown in figure 4(a) in terms of the Zak phase. The corresponding plot for the current (figure 4(b)) exhibits a richer structure stemming from the additional current suppressions in the trivial regions. Therefore the behavior of the current alone does not reflect the topological phase. The Fano factor (figure 4(c)), by contrast, provides clearer evidence, because $F \approx 1$ is found exclusively for non-trivial topology (black regions). We also find some additional structure in the trivial region as narrow lines at CDT-like zeros of the current. There, the Fano factor assumes even larger values which correspond to the sharp peaks in figures 2(e) and (f). Thus, shot noise measurements represent an alternative to the direct observation of the Zak phase [37].

4. Quantum dissipation

In [8], we have shown that for the static SSH model, the fingerprints of the topological properties in the Fano factor are fairly insensitive to weak static disorder. In the non-trivial region, the edge state formation is even supported by disorder and, thus, the Fano factor remains at the Poisson level. In the trivial region, we witnessed a slightly increased Fano factor.

Here we investigate the impact of a dynamic disorder stemming from the interaction of each site with a respective heat bath via the population operators $c_n^\dagger c_n$. For weak coupling, we use a simple description with a Lindblad operator [23] with equal coupling strengths and modify the Liouvillian according to

$$\mathcal{L} \rightarrow \mathcal{L} + \frac{\gamma}{\mathcal{D}} \sum_n \mathcal{D}(c_n^\dagger c_n),$$

where $\mathcal{D}$ is the Lindblad form defined after equation (8).

Figures 5(a) and (b) depict how the current changes upon increasing the dissipation strength for two selected driving amplitudes. We focus on the two complementary parameter sets used in figure 2 and select two particular driving amplitudes, one corresponding to trivial topology (solid lines), the other to non-trivial topology (dashed lines). For trivial topology, the current is rather insensitive to weak dissipation.

The main reason for this is that in the trivial region, the transport occurs via the delocalized eigenstates of the chain while coherences between these states play a minor role [8].
Accordingly, decoherence is not a relevant issue. For non-trivial topology, by contrast, the current grows with an increasing dissipation strength \( \gamma \). A physical picture for this behavior is the direct transport between edge states. Since the splitting of the edge state doublet is exponentially small, the behavior is the direct transport between edge states. Since the long-range Coulomb repulsion is still to be determined. A promising alternative are conducting polymers which are tunable by atomic force microscopy techniques [39] and, owing to their small size, possess a huge charging energy so that the one-electron regime should be easier to reach.

In summary, we have shown that AC fields not only allow one to tune the topological properties of a SSH chain, but also that shot noise measurements may serve for detecting Floquet topological transitions. Such measurements may be an essential ingredient for testing and gauging setups with applications in quantum information processing.
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Appendix. AC components of the current

The matrix-continued fraction method for the computation of the average current significantly reduces the computational effort as compared to the numerical propagation of the equations of motion (11) and (15), at least for large and intermediate driving frequencies and for parameters that lead to current blockade. To derive the former method, however, we had to assume that in equation (17), the time-dependent current \( I(\tau) \) can be replaced by its time average. Here we test this assumption and show in figures A1(a) and (b) the time-dependence of \( I(\tau) \) in the steady-state limit. For typical driving
parameters, we find that it possesses an appreciable AC component even though it is always smaller than the time average. In figure A1(c) we compare the results for the Fano factor computed with matrix-continued fractions and by numerical propagation. We find that, despite the neglected time-dependence, both results agree rather well. This justifies the approximation made in section 2.3.
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