LABEL NOISE DETECTION UNDER THE NOISE AT RANDOM MODEL WITH ENSEMBLE FILTERS

A PREPRINT

Kecia G. Moura, Ricardo B. C. Prudêncio, George D. C. Cavalcanti
Centro de Informática, Universidade Federal de Pernambuco, CIn-UFPE, Recife, PE, Brazil
{kgm, rbcp, gdcc}@cin.ufpe.br

December 6, 2021

ABSTRACT

Label noise detection has been widely studied in Machine Learning because of its importance in improving training data quality. Satisfactory noise detection has been achieved by adopting ensembles of classifiers. In this approach, an instance is assigned as mislabeled if a high proportion of members in the pool misclassifies it. Previous authors have empirically evaluated this approach; nevertheless, they mostly assumed that label noise is generated completely at random in a dataset. This is a strong assumption since other types of label noise are feasible in practice and can influence noise detection results. This work investigates the performance of ensemble noise detection under two different noise models: the Noisy at Random (NAR), in which the probability of label noise depends on the instance class, in comparison to the Noisy Completely at Random model, in which the probability of label noise is entirely independent. In this setting, we investigate the effect of class distribution on noise detection performance since it changes the total noise level observed in a dataset under the NAR assumption. Further, an evaluation of the ensemble vote threshold is conducted to contrast with the most common approaches in the literature. In many performed experiments, choosing a noise generation model over another can lead to different results when considering aspects such as class imbalance and noise level ratio among different classes.
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1 Introduction

Data quality is of great importance for ML applications and, in particular, for classification tasks. Conventionally in these tasks, a training set of labeled instances is given as input to an ML algorithm, which will acquire useful knowledge to make predictions for new instances. In practice, real-world datasets frequently contain irregularities such as incompleteness, noise, and data inconsistencies that impact ML performance [Han et al., 2012]. In this light, noise detection and filtering are quite relevant techniques for ML [Zhu and Wu, 2004].

According to the literature, noise may occur in both attributes and classes [Zhu and Wu, 2004]. This work focuses on the latter problem, in which an unknown proportion of instances in a dataset are mislabeled because of different reasons. This is a relevant problem since label noise can harm the identification of true class boundaries in a problem, increase the chance of overfitting, and affect learning performance in general [Frenay and Verleysen, 2014].

Previous works successfully adopted the classification noise filtering method [Brodley and Friedl, 1999] [Sluban and Lavrač, 2015] [Guan et al., 2018] for label noise detection, widespread in the literature. In this approach, mislabeled instances in a dataset are identified according to the output results of a classifier or an ensemble of classifiers. For example, in the majority vote for ensemble noise detection, an instance is marked as mislabeled if most classifiers in a pool incorrectly classify it. In the consensus vote for ensemble noise detection, a record is considered noisy if all classifiers in the pool misclassify it.
As with most ML tasks, empirical evaluation is also crucial in the context of noise detection techniques. Producing a ground-truth dataset for evaluation usually requires additional domain experts to decide which instances were mislabeled. This process can be costly, and experts are not always available. This problem is mitigated when artificial datasets are used or when simulated noise is injected into a dataset in a controlled way. The investigation of how noise influences the learning process is simplified when a systematic addition of noise is performed [Garcia et al., 2019].

Label noise can be injected into a dataset by assuming three distinct models of noise [Frenay and Verleysen, 2014]: (i) Noisy Completely at Random (NCAR), in which the probability of an instance being noisy is random, (ii) Noisy at Random (NAR), the probability of an instance being noisy depends on its label, and (iii) Non-Noisy at Random (NNAR), the probability of an instance being noisy also depends on its attributes. In many previous works [Sluban and Lavrač, 2015] [Brodley and Friedl, 1999] [Sáez et al., 2015] [Garcia et al., 2019], a single noise model is chosen over another to perform experiments. Nevertheless, it is usually not clear how this choice can affect experimental results. Additionally, other aspects, like class distribution, can impact the distribution of noise differently in a dataset depending on the noise type considered. For instance, a human supervisor may find it more difficult to label records from the minority class than the majority class in some contexts.

In this work, it is investigated how noise models can influence noise detection experiments under different aspects. In contrast to previous studies, the influence of distinct label noise models on ensemble noise detection is evaluated in this research under various contexts such as class imbalance, noise distribution, ensemble thresholds, and percentage of noise in data. It is shown that different results are achieved depending on the context. For instance, even under the same noise model (e.g., NAR), a detection technique may have quite distinct performance results if class imbalance changes (e.g., NAR with imbalanced vs. NAR with balanced class distributions).

The remainder of this paper is organized as follows. In Section 2, an overview of label noise detection is presented. The proposed methodology is described in Section 3. Experiments are presented in Section 4. Finally, Section 5 summarizes the paper and presents future work.

2 Related Works

In [Zhu and Wu, 2004], two types of noise are distinguished for supervised learning datasets: attribute (or feature) and class (or label) noise. The former is present in one or more features due to absent, incorrect, or missing values. In turn, label noise can be generated because of many reasons, such as the low reliability of human experts during labeling, incomplete information, communication problems, among others [B. Sluban and Lavrač, 2015]. The presence of noise in the training dataset can lead to an increase in processing time, higher model complexity, and the chance of overfitting, which will then deteriorate the predictive performance [Lorena and Carvalho, 2004].

According to the literature, removing examples with feature noise is not as beneficial as label noise detection. This occurs since the values of non-noisy features can be helpful in the classification process and because there is only one label, while there are many attributes [Frenay and Verleysen, 2014]. Besides, feature noise can later give rise to label noise. Hence, this work will concentrate on the label noise problems. From now on, label noise is also referred to as noise.

This section initially presents a brief review of standard label noise detection techniques in the literature (Section 2.1). Previous works have commonly evaluated such methods by performing experiments in which noise is intentionally injected into a dataset. A model is required in these experiments to control how the label noise is distributed across the dataset instances. Different label noise models are presented in Section 2.2. Finally, the scope of this paper and its contributions are presented in Section 2.3.

2.1 Noise Detection Approaches

Several techniques have already been developed for dealing with label noise. According to [Frenay and Verleysen, 2014], two broad strategies can be used: (1) the algorithm-level strategy, i.e., designing classifiers that are more robust and noise-tolerant, and (2) the data-level strategy, i.e., performing data cleaning by filtering noisy instances as a preprocessing step.

2.1.1 Algorithm-level Approach

Some learning algorithms are naturally more tolerant to noise, which can be used as a benefit in the presence of label noise. Ensemble methods like bagging have the diversity increased when noise is present, which helps to cope with mislabeled examples. The decision tree pruning process is also more robust to noisy data as it has been shown that this technique decreases the influence of label noise since it prevents data overfitting [Abellán and Masegosa, 2010].
Even more robust learning algorithms can be derived by including the noise information during the learning process. In [Bootkrajang, 2016], for example, it is proposed the generalized robust Logistic Regression (gLR), in which the exponential distribution was adopted to model noise in such a way that points closer to the decision boundary have a relatively higher chance of being mislabeled. In the robust Kernel Fisher Discriminant [Lawrence and Scholkopf, 2001], a probability of the label being noisy is derived by applying an Expectation-Maximization algorithm. In the robust kernel logistic regression [Bootkrajang and Kabán, 2014], the optimal hyperparameters of the method are automatically determined using Multiple Kernel Learning and Bayesian regularization techniques. In Bootkrajang et al. [2016], a logistic regression classifier is built by employing a noise model based on a mixture of Gaussians. In Biggio et al. [2011], the Label Noise robust SVMs deal with noise present in data by correcting the kernel matrix with a specially structured matrix based on the information regarding the level of noise in the dataset.

The approaches above directly model label noise during the learning process. Although the advantage of those methods is to use prior knowledge regarding a noise model and its consequences [Frenay and Verleysen, 2013], it increases the complexity of learning algorithms and can lead to overfitting, because of the additional parameters of the training data model.

### 2.1.2 Data-level Approach

While the algorithm-level strategy aims to implement robust models using some available information related to the noise present in data, the data-level approach handles noisy data before the training process. The algorithm-level methods are less versatile, as not all algorithms have robust versions. In turn, the data-level strategy has the advantage of considering the noise filtering and the learning phase as distinct steps. Hence, it avoids using polluted instances during the learning process, improving both predictive performance and computational cost. Also, filtering approaches are usually cheap and easy to implement [Frenay and Verleysen, 2014]. Thus, our work will be focused on the data-level category.

Label noise filtering can be performed in a variety of ways. For example: by using complexity measures for the records [Sun et al., 2007] [Smith et al., 2014]; partitioning approaches for removing mislabeled instances in large datasets [Zhu et al., 2003] [Garcia-Gil et al., 2019]; filtering noisy examples by verifying the impact of the removal on the learning process [Malossini et al., 2006]; using neighborhood-based algorithms to remove instances that are distant from the ones of the same class [Wilson and Martinez, 2000] [Kanj et al., 2016], among others.

In our work, we adopted the ensemble approach for noise filtering, in which instances are removed when a certain number of algorithms misclassify them [Yuan et al., 2018]. This approach has been widely chosen [Brodley and Friedl, 1999] [Zhu et al., 2003] [Verbaten and Van Assche, 2003] [Lavra and Sluban, 2015] [Sluban et al., 2014] [Sáez et al., 2015] [Yuan et al., 2018] [Guan et al., 2018], as it overcomes the problem of relying on a single classifier for noise filtering. Using only one classifier for noise filtering can cause the removal of too many instances. The ensemble approach improves noise detection since an instance is likely to have been incorrectly labeled if distinct classifiers disagree on their predictions. The ensemble noise filtering applies the $k$-fold cross-validation, i.e., in $k$ repetitions, $k - 1$ folds of the dataset are used for training each algorithm in the ensemble, and the remaining fold is used for validation. Then, all records are classified by all algorithms in the pool, and the observed errors are taking into account to remove instances.

An essential issue in ensemble-based noise filtering is how many misclassifications are assumed to consider an instance as noisy. There are two common choices in the literature: the consensus and the majority vote [Guan et al., 2018] [Sluban and Lavrač, 2015] [Yuan et al., 2018]. Whereas the majority vote classifies an instance as incorrectly labeled if a majority of the algorithms in the pool misclassifies it, the consensus vote requires that all classifiers have misclassified the record. These vote techniques can produce different results. As the consensus requires a higher agreement of classifiers, it tends to remove a few instances. On the other hand, the majority vote may throw out too many instances, including noise-free ones that could be relevant.

The trade-off between choosing the majority or the consensus approach can be replaced by the problem of selecting a vote threshold. The majority and the consensus vote are special cases, when thresholds are 50% and 100%, respectively. The adequate vote threshold would be related to the expected proportion of noisy instances in a dataset. Nevertheless, few works have investigated the influence of varying the vote thresholds. For example, in Khoshgoftaar et al. [2005] and Sabzevari et al. [2018], the authors showed that selecting appropriate values of the vote threshold usually performed better than using the standard filtering approaches.

### 2.2 Noise Models

In real-world applications, evaluating whether an example is noisy or not generally requires the examination of domain specialists. Nonetheless, this is not always feasible as they may not be available. Moreover, consulting a specialist tends
to increase the duration and cost of the preprocessing step. This problem is mitigated when artificial datasets are used, or simulated noise is injected into a dataset in a controlled way. The study and further validation of noise detection techniques and noise models’ influence on the learning process are simplified when a systematic addition of noise is performed.

In order to do so, it is imperative to choose the method by which the noise will be inserted into a dataset. In Frenay and Verleysen [2014], the authors provided a taxonomy of label noise models, reflecting the distribution of noisy instances in a dataset. The three models are shown in Figure 1. Let $X$ be the vector of features, $Y$ the true class, $\hat{Y}$ the observed label, and $E$ a binary variable indicating if a labeling error occurred. Each model has a different assumption on how noise is generated.

Figure 1: Statistical taxonomy of label noise according to Frenay and Verleysen [2014]. (a) NCAR, (b) NAR, and (c) NNAR. $X$ denotes the vector of features, $Y$ is the true class, $\hat{Y}$ is the observed label, and $E$ is a binary variable telling whether a labeling error occurred. Arrows report statistical dependencies.

1. Noisy Completely at Random (NCAR): the occurrence of a mislabeled instance is independent of the instance’s attributes and class. Mislabeled records are uniformly present across the instance space. In a binary classification problem, for example, there will exist the same proportion of mislabeled instances in both classes. In other words, as shown in Figure 1a, the occurrence of an error $E$ is independent of the other random variables, including the true class itself ($Y$). For this model, the mislabeled instance probability is given by $p_e = P(E = 1) = P(Y \neq \hat{Y})$.

2. Noisy at Random (NAR): the labeling errors probability depends on the instance class, although it is not dependent on records’ attributes. Once mislabeling is conditional to instance classes, it allows us to model asymmetric label noise, i.e., when samples from certain classes are more prone to be mislabeled. This model could be applied, for example, to simulate mislabeling classification that is often verified in medical case-control studies where the misclassification of disease outcome may be unrelated to risk factor exposure (non-differential) [Gilbert et al., 2016]. As shown in Figure 1b, $E$ is still independent of $X$ but it is conditioned by $Y$. For this model, the mislabeled instance probability is given by $p_e = P(E = 1) = \sum_{y \in Y} P(Y = y) P(E = 1 | Y = y)$.

3. Noisy not at Random (NNAR): the probability of an error occurrence depends not only on the instance class but also on the instance attributes. In this case, for example, samples are more likely to be mislabeled when they are similar to records of another class or when they are located in certain regions of the instance space. By applying this model, it is possible to simulate mislabeling near classification boundaries or in low-density regions. It also can be used for medical case-control studies where the misclassification of disease outcome may be related to risk factor exposure (differential) [Gilbert et al., 2016]. As can be seen in Figure 1c, this is a more complex model, where $E$ depends on both $X$ and $Y$, i.e., labeling errors are more likely for certain classes and in certain regions of the $X$ space.

It is usually quite challenging to identify the kind of noise present in a dataset without any background knowledge. Nevertheless, it is crucial to evaluate how sensitive noise detection techniques are to the noise distribution in a dataset. In this work, analyses regarding the NAR and NCAR models were performed in different contexts. NNAR scenarios are equally relevant, although more diverse in terms of assumptions that relate to the instances’ attributes and the chance of label noise. This work focused on the NAR and NCAR model to provide controlled experimental scenarios and investigate pertinent aspects (e.g., class distribution, noise level per class) that can impact label noise detection. Once deeply studied, such contexts can be extended in future work to cover the NNAR assumption.

2.3 Scope and Contribution

As detailed previously, several works have extensively studied approaches to better handle noise detection either by developing noise-tolerant algorithms or by identifying and filtering data irregularities in a preprocessing step. In most previous studies, artificial noise is randomly injected into data to evaluate proposed systems. This work delivers relevant
findings on how different noise models affect noise detection, indicating that new noise handlers systems should be evaluated in a broader context. In opposite to many related studies, which usually focus on creating new detectors, this paper analyses label noise detection under NCAR and NAR models and their behavior in different settings such as class imbalanced data, amount of noise, and noise distribution per class.

The current work is focused on evaluating ensemble filtering techniques, regarding different aspects that can impact the noise detection performance, such as the noise model, the class imbalance ratio and the noise level per class. Previous related works are commonly limited to evaluate ensemble filtering techniques assuming the NCAR model, such as [Sluban and Lavrač, 2015] and [Guan et al., 2018]. Differently, our work investigates the performance of noise filters under the NAR model, in which noise level can vary depending on the class. Additionally, we addressed other aspects like class imbalance ratio and noise level per class, to investigate the impact on noise detection performance, also depending on the noise model assumed in the experiments.

Previous works on ensemble noise filtering are also limited to evaluate and selecting between the majority or the consensus approach. The trade-off between choosing the majority or the consensus approach can be replaced by the problem of choosing a vote threshold. The majority and the consensus are special cases, when thresholds are 50% and 100%, respectively. The adequate vote threshold would be related to the expected proportion of noisy instances in a dataset. Nevertheless, few works have investigated the influence of varying the vote thresholds. For instance, in [Khoshgoftaar et al., 2005] and [Sabzevari et al., 2018], the authors showed that selecting adequate values of the vote threshold usually performed better than using the standard filtering approaches. The choice of the vote threshold is another important aspect that is addressed in the current work.

As it will be seen, our work produced important findings which can be considered when developing new noise detection techniques, evaluating existing approaches, and modeling specific real-world problems.

3 Proposed Methodology

This section details the experimental setup adopted in our work to evaluate the ensemble noise detectors under NCAR and NAR models. Different aspects are jointly considered in the performed evaluation, which were not properly evaluated yet in the literature: (1) the class imbalance ratio in a dataset; (2) the noise ratio comparing the majority and minority classes; (3) the noise model itself.

The experimental protocol adopted in this work is summarized in Figure 2. The protocol starts with a real-world dataset given as input. Initially, a data cleaning process using the consensus vote is applied to remove possible noise from the input dataset. Then a new dataset is generated from the cleaned data with the desired class imbalance ratio (IR). The generated dataset is split into training (70%) and testing (30%) data. The training data is used to produce the pool of classifiers used for ensemble noise detection.

For evaluating the noise detector, the percentage of noise $p$ is injected into the testing data according to the noise ratio $M$ and a chosen noise model. Each test instance is given as input to the pool of classifiers. With all predictions, the test instance is marked as noisy if at least $L$ classifiers misclassify it. Then, some evaluation measures described in this section are calculated and analyzed.

The main purpose of the proposed methodology of experiments is to derive insights on how to design ensemble noise detectors under specific conditions, like different class distributions and noise levels per class. It is important to highlight that domain knowledge and experts (when available) can be very helpful to estimate such specific conditions. For instance the noise level per class can be estimated by relying on an expert inspection of a sample of data instances to identify eventual labeling errors. Once such conditions are identified via auxiliary data and experts, the design of the noise detectors can be more adequately performed.
In Section 3.1, the algorithms for the ensemble filter and the vote scheme approach are presented. In Section 3.2, the real-world datasets are detailed, and it is described the methodology for data generation with specific settings. The procedure for noise injection regarding the noise model is explained in Section 3.3. Depending on the label noise model adopted in the experiments, noise detection techniques can have distinct performance behavior, usually measured by precision and recall, defined in Section 3.4. Lastly, the input variables and the experimental protocol are summarized in Section 3.5.

### 3.1 Ensemble

The noise detection ensemble used in the experiments was generated from 10 algorithms adopted in the related work [Sluban and Lavrač, 2015]. They were chosen from different families: decision trees, Bayesian models, neural networks, support vector machines, random forest, nearest neighbors, and ruled-based methods, forming a diverse pool of classifiers. All of them are implemented in R from specific packages, as shown in Table 1. Default parameters suggested in the R packages were employed for all algorithms in the experiments. Parameters could be optimized for each algorithm, which would result in more accurate classifiers. However, as we are dealing with ensembles, the lack of parameter optimization would be compensated by using diverse algorithms. The impact of parameter optimization in ensemble noise detection will be better investigated in future work.

#### Table 1: Learning algorithms for classification noise filtering.

| Algorithm                  | R Package   |
|----------------------------|-------------|
| CN2 (rule learner)         | RoughSets   |
| kNN (nearest neighbor)     | class       |
| Naive Bayes                | naivebayes  |
| Random forest              | randomForest|
| SVM (RBF Kernel)           | e1071       |
| J48                        | RWeka       |
| JRip                       | RWeka       |
| Multiplayer perceptron     | RSNNS       |
| Decision tree              | party       |
| SMO (linear Kernel)        | RWeka       |
Unlike previous work that adopted the majority and the consensus vote approaches for ensemble-based noise filtering, in our work, we evaluate different values for the decision threshold $L$ in the ensemble. If more than $L\%$ of classifiers in the pool misclassify an instance, it is considered wrongly labeled. In our experiments, the threshold $L$ varies from 10\% to 100\%. The majority and the consensus approaches are special cases, respectively, assuming $L = 50\%$ (i.e., more than half classifiers plus 1) and 100\% (i.e., all classifiers). Of course, too small values, like 10\%, would be reasonable only in contexts with almost noise-free datasets and/or ones that want to force a very high level of recall in noise detection. Nevertheless, we vary $L$ to check if there is a threshold that maximizes the noise detection under specific contexts, i.e., considering the class imbalance ratio, noise distribution, and percentage of total noise.

3.2 Data

Quantitative assessment of noise detection methods requires knowing which are the noisy instances beforehand. In real-world datasets, this is achieved either by expert labeling or by randomly injecting artificial noise into a dataset. While the former approach is not feasible for an extensive evaluation, the latter still has uncertainty about which instances are originally noisy when dealing with real-world datasets.

| Dataset          | Attr. | Original | After cleaning |
|------------------|-------|----------|----------------|
|                  |       | IR       | Inst. | Missing | IR       | Inst. | Removal (%) |
| arcene           | 10001 | 44:56    | 200   | 0       | 44:56    | 199   | 0.50        |
| breast-c         | 10    | 34:66    | 699   | 16      | 35:65    | 673   | 3.72        |
| column2C         | 7     | 32:68    | 310   | 0       | 32:68    | 308   | 0.65        |
| credit           | 16    | 44:56    | 690   | 37      | 45:55    | 644   | 6.67        |
| cylinder-bands   | 40    | 42:58    | 540   | 263     | 36:64    | 276   | 48.89       |
| diabetes         | 9     | 35:65    | 768   | 0       | 31:69    | 720   | 6.25        |
| eeg-eye-state    | 15    | 45:55    | 14980 | 0       | 45:55    | 14979 | 0.01        |
| glass0           | 10    | 33:67    | 214   | 0       | 33:67    | 214   | 0.00        |
| glass1           | 10    | 36:64    | 214   | 0       | 35:65    | 212   | 0.93        |
| heart-c          | 14    | 46:54    | 303   | 7       | 45:55    | 289   | 4.62        |
| heart-statlog    | 14    | 44:56    | 270   | 0       | 44:56    | 262   | 2.96        |
| hill-valley      | 101   | 50:50    | 1212  | 0       | 48:52    | 1184  | 2.31        |
| ionosphere       | 35    | 36:64    | 351   | 0       | 35:65    | 345   | 1.71        |
| kr-vs-kp         | 37    | 48:52    | 3196  | 0       | 48:52    | 3194  | 0.06        |
| mushroom         | 23    | 48:52    | 8124  | 2480    | 38:62    | 5644  | 30.53       |
| pima             | 9     | 35:65    | 768   | 0       | 32:68    | 732   | 4.69        |
| sonar            | 61    | 47:53    | 208   | 0       | 46:54    | 206   | 0.96        |
| steel-plates-fault| 34   | 35:65    | 1941  | 0       | 35:65    | 1941  | 0.00        |
| tic-tac-toe      | 10    | 35:65    | 958   | 0       | 35:65    | 958   | 0.00        |
| voting           | 17    | 39:61    | 435   | 203     | 47:53    | 228   | 47.59       |

In our experiments, we adopted 20 real-world binary datasets available at the KEEL-dataset repository [AlcalA-Fdez et al., 2011], UCI repository [Dua and Karra Taniskidou, 2017], and Open Media Library [Vanschoren et al., 2014]. Some multi-class datasets are modified to obtain two-class imbalanced problems, defining the joint of one or more classes as positive and the remainder as negative. The list of datasets is presented in Table 2.
For each dataset, a three-step process is adopted (see Figure 3) to generate a new dataset with controlled IR and injected label noise. The dataset generation process is described below:

- **Data cleaning:** As suggested in [Sluban and Lavrač (2015)](https://example.com), a data cleaning step is applied to reduce the inherent label noise that is possibly present in the dataset. Hence, the evaluation of noise detection will be mainly contingent on the artificial noise injected in a controlled manner. In this step, a 10-fold classification is employed, and the consensus method is used to remove noisy instances. The consensus vote was chosen for this step for being more strict, ensuring that only instances undoubtedly noisy are discarded since it requires all ensemble classifiers’ agreement.

- **Undersampling:** In this step, three datasets are generated for each cleaned data, in order to obtain the following IR configurations: (1) 50:50, (2) 30:70, and (3) 20:80. For generating a dataset with a given IR, a random undersampling process of the majority class is applied.

- **Noise injection:** In this step, noise is artificially injected according to a given label noise model. This step is detailed in Section 3.3.

### 3.3 Noise Injection

For noise detection evaluation, label noise is injected into the test set by changing the class label in a determined proportion $p$ of records. In our experiments, the desired noise level $p$ assumed four different values: 5%, 10%, 15%, and 20% of instances.

For the NAR model, the noise is inserted to achieve a specific ratio $M$ of noisy instances per class. Two values of $M$ were chosen in such a way to analyze the impact of a significant discrepancy in the noise level per class:

- $M = 9/1$: for every nine noisy instances in the minority class, there is one noisy instance in the majority class. It simulates a scenario of application in which it is more difficult to label examples in the minority class. This chosen ratio is referred to as NAR (9:1) in the discussion of results.

- $M = 1/9$: in turn, for each noisy instance in the minority class, there are nine noisy instances in the majority class. It means that the majority class is more prone to have label noise. This chosen ratio corresponds to NAR (1:9) in the discussion of results.

Notice that the NCAR model is a particular case of NAR by assuming $M = 1$, i.e., NCAR is equivalent to NAR (1:1).

Each class’s exact number of noisy instances is determined according to the desired noise level $p$ and the ratio $M$. Let $d_n$ be the number of instances in the test set. Let $n_1$ and $n_2$ be the number of noisy instances in each class. Then $n_1 + n_2 = p \times d_n$ and $M = n_1/n_2$. In order to obtain such constraints, $n_1$ and $n_2$ are defined according to the following equations:

\[
    n_1 = \frac{M \times (d_n \times p)}{M + 1} 
\]

\[
    n_2 = \frac{d_n \times p}{M + 1} 
\]
For example, suppose that we have $d_n = 1000$ records in the test set, and the desired noise level is $p = 0.10$ (100 noisy instances). Then, consider that noise is injected according to the three settings: NCAR, NAR (9:1) NAR (1:9). In the first setting, $M = 1$, and by adopting the above equations, we would find $n_1 = 50$ and $n_2 = 50$. The number of noisy instances in the test set is the same for both classes. This example is illustrated in Figure 4.

![Figure 4: Noise injection with NCAR model for different imbalance ratios (IR).](image)

In the NAR (9:1) setting, $M = 9$ and then $n_1 = 90$ (90 noisy instances in minority class) and $n_2 = 10$ (10 noisy instances in majority class). In this case, the noise level in minority class is higher in the test set. This example is illustrated in Figure 5.

![Figure 5: Noise injection with NAR 9:1 model for different imbalance ratios (IR).](image)

Finally, for the NAR (1:9) setting, $M = 1/9$, hence, $n_1 = 10$ (10 noisy instances in the minority class) and $n_2 = 90$ (90 noisy instances in the majority class). In this case, the number of noisy instances injected in the test set is greater for the majority class, as illustrated in Figure 6.

![Figure 6: Noise injection with NAR 1:9 model for different imbalance ratios (IR).](image)

### 3.4 Performance Measures

Most experiments in the literature assess the efficiency of methods in detecting noise regarding accuracy [Frenay and Verleysen, 2014]. A primary measure to evaluate the performance of noise detection is precision, which means how many noisy instances the detector correctly identified among all records identified as noisy:

$$\text{Precision} = \frac{\text{number of noisy cases correctly identified}}{\text{number of all noisy cases identified}}$$

In addition to the precision, another helpful measure is recall, which calculates how many instances the detector correctly identified as noisy among all the noisy records inserted into the dataset:

$$\text{Recall} = \frac{\text{number of noisy cases correctly identified}}{\text{number of all noisy cases in dataset}}$$
Table 3: Experimental setup

| Imbalance Ratio (IR) | Total percentage of noise in testing set (p) | Noise Ratio (M) |
|----------------------|--------------------------------------------|-----------------|
| Class min : Class maj |                                           |                 |
| 50 : 50              | 5% 10% 15% 20%                               | NCAR            |
|                      |                                             | NAR (1 : 9)     |
|                      |                                             | NAR (9 : 1)     |
| 30 : 70              | 5% 10% 15% 20%                               | NCAR            |
|                      |                                             | NAR (1 : 9)     |
|                      |                                             | NAR (9 : 1)     |
| 20 : 80              | 5% 10% 15% 20%                               | NCAR            |
|                      |                                             | NAR (1 : 9)     |
|                      |                                             | NAR (9 : 1)     |

Finally, a measure that trades off precision versus recall is the F-score, which is the weighted harmonic mean of precision and recall:

\[
F\text{-score} = \frac{\beta \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

(3)

where \(\beta^2 = \frac{1 - \alpha}{\alpha}\), with \(\alpha \in [0, 1]\) and \(\beta^2 \in [0, \infty]\).

Setting the \(\beta\) parameter makes it possible to assign more importance to either precision or recall when calculating the F-score. In this work, the standard F-score (also referred to as \(F_1\) score, \(\beta = 1\) and \(\alpha = 1/2\) ) was used. It equally weights precision and recall.

3.5 Experimental Protocol Algorithm

The experimental protocol illustrated in Figure 2 is also outlined in Algorithm 1. The algorithm was executed for each input parameter combination shown in Table 3. Given the stochastic nature of noise injection, this insertion is usually repeated several times for each noise level [Sluban et al., 2014] [Zhu et al., 2003]. In this work, for each parameters combination, Algorithm 1 was repeated 100 times, and the average results of Precision, Recall, and F1-Measure were employed to evaluate the ensemble noise detector.

Algorithm 1 Experimental procedure

**Input:** IR, M, p, dataset, classifiers, threshold (L)

**Output:** performance measures

1: cleanData ← dataCleasing(dataset, classifiers)
2: data ← generateData(cleanData, IR)
3: training, testing ← split(data, 70%, 30%) (Split data in training and testing data)
4: noisy_testing ← injectNoise(testing, M, p)
5: for c in classifiers do
6:   model ← train(training, c)
7:   predictions ← classify(model, noisy_testing)
8: end for
9: ensemble_prediction ← voting(predictions, L)
10: measures ← calculate(ensemble_prediction)
4 Results

In this section, the findings from the experiments described in Section 3.5 are presented and examined. The results shown in this section were obtained from the steps outlined in Algorithm 1. The discussion is carried out by putting into perspective each input parameter that resulted in a specific scenario, facilitating the analysis and comparison. In this way, we first examine the noise detection concerning balanced and imbalanced datasets exploring the impact of different noise levels per class in Section 4.1. In Section 4.2, we analyze noise detection under different noise ensemble thresholds. Lastly, statistical tests of the results are detailed in Section 4.3.

4.1 Imbalance Ratio and Noise Level per Class

Figures 7 and 8 show the F-score for eight datasets, varying the noise level and the imbalance ratio. F-score tends to increase as the general noise level (p) increases as well. Similar patterns of results were observed in the other datasets. This is expected since the noise detection task becomes easier for higher amounts of noise in a dataset.

![Figure 7: F-score performance for majority vote on arcene, cylinder-bands, diabetes, and eeg-eye-state datasets.](image-url)
The general behavior observed in the scenario of balanced data (IR 50:50 - first column) was that NCAR and NAR models produced the same effect on noise detection regardless of the noise distribution (noise level per class). In other terms, when the dataset is balanced, the noise detection performance depends more on the percentage of noise in the dataset than on how the noise is distributed per class.

For imbalanced datasets, noise detection is affected by the noise level per class, as revealed by the F-score discrepancy between NCAR and NAR models shown in Figures 7 and 8. This difference increases when the noise level gets higher, as observed for arcene and cylinder-bands datasets in a more pronounced way. Smaller differences in NCAR and NAR models results were mainly observed when the noise level was 5%. In such a noise level, it is, in fact, more difficult to obtain good performance measures.

Table 4 shows how F-score changes when the scenario varies from a balanced dataset to an imbalanced dataset. Negative and positive numbers denote, respectively, a decrease and increase in noise detection. As can be seen, noise distribution is important when considered in combination with class imbalance. For instance, under the NAR (9:1) model (i.e., more noise instances in the minority class than in the majority’s), noise detection worsened its performance when class imbalance was increased. This was the overall behavior confirmed by the negative F-score variation presented in Table 4 at NAR (9:1) column. On the other hand, an opposite pattern of results was observed for the NAR (1:9) model, i.e., noise detection was improved when class imbalance increased. The greater number of positive F-score variations found at the NAR (1:9) column endorse that, in imbalanced datasets, noisy instances in the majority class tend to be more easily detected than noisy instances in the minority class. No consistent pattern of performance was observed in
Table 4: F-score variation vs class imbalance ratio.

| Datasets           | 5% of noise | 10% of noise | 15% of noise | 20% of noise |
|--------------------|-------------|--------------|--------------|--------------|
|                    | NAR (9:1)   | NAR (1:9)    | NAR (1:9)    | NAR (9:1)    |
| arcene             | -3.6        | 1.1          | 2.8          |              |
| breast-cancer-wisconsin | -1.1      | -1.4         | 4.7          |              |
| column2C           | -13.6       | -4.1         | -2.8         |              |
| credit             | -5.8        | -1.2         | 2.3          |              |
| cylinder-bands     | -13.8       | 6.6          | 5.4          |              |
| diabetes           | -12.8       | 3.0          | 5.5          |              |
| eeg-eye-state      | -27.2       | -15.0        | -6.3         |              |
| glass0             | -1.5        | 1.9          | -3.0         |              |
| glass1             | -7.6        | -6.2         | -0.8         |              |
| heart-statlog      | -8.2        | -12.6        | -7.0         |              |
| hill-valley        | -8.8        | 7.6          | 17.4         |              |
| ionosphere         | -4.6        | -5.3         | 3.6          |              |
| kr-vs-kp           | -8.7        | -6.8         | -7.4         |              |
| mushroom           | -0.1        | -0.1         | -0.1         |              |
| pima               | -4.5        | 0.9          | 8.2          |              |
| sonar              | 14.1        | 18.6         | 15.0         |              |
| steel-plates-fault | 0.0         | 1.0          | 0.4          |              |
| tic-tac-toe        | -22.1       | -4.9         | 5.0          |              |
| voting             | -6.8        | -13.6        | -4.1         |              |

Figure 9: Variation in F-score performance when IR increases from 50:50 (F-score1) to 20:80 (F-score2) in presence of a noise level of 15%.

Table 4 for the NCAR model. This indicates that when the noise is evenly distributed in an imbalanced dataset, the particularities and difficulties of the problem itself may be more crucial in noise detection performance than the IR.

Noise detection was impacted by class imbalance under the NAR model as expected. For a better visualization of this result, Figures 9 and 10 show the general behavior of noise detection under the NAR model when IR increases. This can be observed by the more prominent and negative bar on the left side of the graphs in contrast to a smaller and positive bar on the right. This comportment was observed in all datasets, except for the sonar dataset. This may imply that the
Label noise detection under the Noise at Random model with ensemble filters

noise model characteristics and class imbalance ratio, in general, have more influence on noise detection than the nature of the classification problem for the majority of problems.

4.2 Noise Detection vs Ensemble Vote Thresholds

Figures 11 and 12 show the noise detection performance under different ensemble vote thresholds for each dataset at 15% of noise level for the NAR and NCAR models.

As can be seen, for most datasets, similar behavior was observed: better noise detection was achieved with smaller threshold values under the NAR (9:1) model (i.e., more noise instances in the minority class than in the majority’s), and higher threshold values under the NAR (1:9) model when IR is increased. Under the NCAR model, threshold values close to $L = 5$ (majority vote) returned higher $F$-score results.

The above behavior is verified in a more or less pronounced way depending on the dataset. For example, in Figure 11 for arcene dataset, the best threshold under the NAR(9:1) model is $L = 7$ when IR is 50:50, $L = 5$ when IR is 30:70, and $L = 3$ for an IR of 20:80. Under the same settings, for pima dataset in Figure 12 the best threshold under the NAR(9:1) model is $L = 8$ when IR is 50:50, $L = 6$ when IR is 30:70 and $L = 4$ for an IR of 20:80. The optimal values for each dataset are different, but the general behavior is the same. When varying the ensemble threshold, experiments show that a smaller number of voter algorithms delivers better noise detection under NAR(9:1) model, and that a greater threshold produces better performance under NAR(1:9). Finally, under NCAR models, the majority vote performs better.

Our results imply a change in the common practice adopted in the literature. The majority vote detection, widely used in related studies, corresponds to applying a default decision threshold. This is not the best option if it is expected a different noise level per class. Better thresholds can be set to improve noise detection performance. Different aspects like the class imbalance ratio and the noise model have to be considered.

4.3 Statistical Tests

The Friedman test [Friedman and Rafsky, 1979] was performed in order to compare the impact of all three noise models over the 228 problems (19 datasets × 3 IR’s × 4 different percentages of noise). The level of significance was set to $\alpha = 0.05$, i.e., 95% confidence.

The Friedman test shows a significant difference in the detection noise for the three models in certain contexts. As shown in Table 5 from the 152 data imbalanced problems analyzed, 77.63% (118/152) presented a significant difference in the detection results. When considering only the problems with 20:80 IR, this number is equal to 88.16%. On the

---

1Mushroom dataset was removed because of its 100% precision.
other hand, when it comes to balanced datasets (76 of cases), only 18.42% are significantly different. These results are aligned with the hypothesis discussed in the previous section. The choice of a noise generation model is more likely to impact detection results in data-imbalance problems.

The influence of the amount of noise on ensemble detection was also tested. From the 57 problems for each percentage of noise, approximately half of the cases presented a significant difference (56.1% for 5% of noise, 54.4% for 10%, 63.2% for 15% and 57.9% for 20%). In this way, the amount of noise in data seems not to be as relevant as the IR on noise detection under different noise models.

A second statistical analysis was also conducted in a pairwise fashion in order to verify if the noise models significantly improved/harmed the noise detection under certain contexts. In order to do so, the Wilcoxon non-parametric signed-rank test with the level of significance $\alpha = 0.05$ was used in all problems.

The tests were performed for each percentage of noise. As the results were equivalent (independently of the amount of noise), the following discussion will be regarding the noise percentage of 15% shown in Table 6.

Table 6 presents a pairwise comparison of noise detection results for each noise model. The W/T/L denote the wins (better performance on noise detection), ties (equivalent performance on noise detection), and losses (worse performance on noise detection) produced by the noise models on the columns in comparison to the ones on the rows. For instance, the ensemble detector on problems under NAR(1:9) with 30:70 IR (column) performed 4 times better and 15 times worse than the other noise models.

Figure 11: $F$-score on arcene, cylinder-bands, diabetes, and eeg-eye-state datasets under different ensemble vote thresholds (where 1 = 10%, 2 = 20%, ..., 10 = 100%) in presence of 15% of noise.
Figure 12: F-score on heart-c, heart-statlog, hill-valley, and pima datasets under different ensemble vote thresholds (where 1 = 10%, 2 = 20%,..,10 = 100%) in presence of 15% of noise

Table 5: Summary of Friedman test results on each problem.

| IR      | 5% of noise | Cases with significant difference | 10% of noise | 15% of noise | 20% of noise | Total per IR |
|---------|-------------|-----------------------------------|-------------|-------------|-------------|-------------|
| 50:50   | 6/19 31.6%  | 1/19 5.3%                          | 6/19 31.6%  | 1/19 5.3%  | 14/76 18.4% |             |
| 30:70   | 11/19 57.9% | 14/19 73.7%                        | 12/19 63.2% | 14/19 73.7% | 51/76 67.1% |             |
| 20:80   | 15/19 78.9% | 16/19 84.2%                        | 18/19 94.7% | 18/19 94.7% | 67/76 88.2% |             |
| Total   | 32/57 56.1% | 31/57 54.4%                        | 36/57 63.2% | 33/57 57.9% |             |             |

worse (4/0/15) in comparison to the detection on problems under NAR(1:9) with 50:50 IR (row). For this same example, the $p$-value $= 0.007$ implies there is a significant difference in the results.

Focusing on problems under the same IR, only one case showed a significant difference, as discussed previously. For balanced data, the NAR(1:9) model (more noise in the majority class) produced a positive impact on noise detection, performing 15 times out of 19 better than the detection under NCAR, although with a $p$-value $= 0.038$. For the case of
Table 6: Wilcoxon test on real problems when there is 15% noise in data. $W \backslash T \backslash L = \text{wins} \backslash \text{ties} \backslash \text{losses}$. p-value $< 0.05$ are highlighted.

| IR       | Noise Model | 50:50         | 30:70         | 20:80         |
|----------|-------------|---------------|---------------|---------------|
|          | NCAR        | NAR (9:1)     | NAR (9:1)     | NAR (9:1)     |
|          | p-value     | 0.073         | 0.001         | 0.001         |
| 50:50    | NAR (9:1)   | 11/1/7        | 16/0/3        | 17/0/2        |
| p-value  | 0.000       | 17/0/3        | 15/0/4        | 16/0/3        |
| 30:70    | NAR (9:1)   | 11/0/8        | 15/0/4        | 13/0/6        |
| p-value  | 0.041       | 10/0/9        | 0.038         | 8/0/11        |
| 20:80    | NCAR        | 4/0/15        | 6/0/13        | 3/0/16        |
| p-value  | 0.005       | 4/0/15        | 0.021         | 3/0/16        |

30:70 IR, the NAR(9:1) model (more noise in the minority class) harmed detection as its performance was worse 17 times when compared to the detection under NCAR and NAR(1:9) models with a really small p-value. This was also verified when data was exposed to a different percentage of noise. Lastly, when increasing IR (20:80), tests showed noise detection is significantly improved under NAR(1:9) in comparison to the other noise models as the ensemble detector performed better in all problems (19/0/0).

5 Conclusions

Many studies have focused their attention on data quality issues due to its importance in ML applications and the known fact that real-world datasets frequently contain noise [Frenay and Verleysen, 2014].

Noise can be presented in data in its attributes and also in its classes [Zhu and Wu, 2004]. This work focused the studies on class noise (also label noise). For this type of problem, the classification noise filtering approach is usually applied to remove data irregularities before the learning step. The most common filtering consists of using the predictions of an ensemble of algorithms so that instances are removed upon a wrong classification [Brodley and Friedl, 1999] [Sluban and Lavrač, 2015] [Guan et al., 2018].

To evaluate Noise Filters, simulated noise is usually injected into a dataset, and then analyses can be performed on the results [Garcia et al., 2019]. In Frenay and Verleysen [2014], three different label noise generation for injecting noise are presented: (1) NCAR, in which the probability of an instance being noisy is random, (2) NAR, the probability of an instance being noisy depends on its label, and (3) NNAR, the probability of an instance being noisy also depends on its attributes.

Although there are many approaches to model different noise behaviors, in many previous works [Sluban and Lavrač, 2015] [Brodley and Friedl, 1999] [Sáez et al., 2015] [Garcia et al., 2019], one type of noise is chosen over another without considering the different impacts of each. Also, despite the majority and consensus vote approaches being the most common ensemble voting schemes used for filtering noise, studies [Khoshgoftaar et al., 2005] [Sabzevari et al., 2018] have shown that selecting adequate values for the ensemble threshold can lead to superior results.

This work presented an empirical study focused on ensemble-based noise detection and its performance under three different noise models generation: NCAR, where noise is equally distributed among class, NAR model by applying more noise in the majority class, and NAR model by employing more noise in the minority classes. The relation between detection performance and injected noise model was assessed through performance measures (F-score, Precision, 17
Recall), considering different ratios of inserted noise and imbalance class configurations. The impact produced on filtering performance was also evaluated under different ensemble thresholds.

As conclusions, we could observe that noise detection was not affected by the noise model in balanced data. In contrast, when dealing with imbalanced data, we faced two different scenarios for noise detection under the NAR model. Firstly, the addition of noise in the minority class harmed the noise detection in all problems. Moreover, by applying more noise in the majority class, noise detection improved in most cases. Besides, increasing the IR from 30:70 to 20:80 resulted in an even worse noise detection when the minority class was the noisiest one, and the opposite was verified when the majority class had more noise.

The experiments performed with different ensemble thresholds showed that not always majority and consensus voting are the best options. Better noise detection was achieved for both models NCAR and NAR(9:1) if less than 50% of the algorithms were selected. On the other hand, better noise detection was achieved for NAR(1:9) if more than 50% of the algorithms were selected.

As future work, we intend to investigate the NNAR model and evaluate other noise filtering techniques, expanding the work to multi-class problems as well.
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