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\section*{ABSTRACT}

While personalization in distributed learning has been extensively studied, existing approaches employ dedicated algorithms to optimize their specific type of parameters (e.g., client clusters or model interpolation weights), making it difficult to simultaneously optimize different types of parameters to yield better performance. Moreover, their algorithms require centralized or static undirected communication networks, which can be vulnerable to center-point failures or deadlocks. This study proposes optimizing various types of parameters using a single algorithm that runs on more practical communication environments. First, we propose a gradient-based bilevel optimization that reduces most personalization approaches to the optimization of client-wise hyperparameters. Second, we propose a decentralized algorithm to estimate gradients with respect to the hyperparameters, which can run even on stochastic and directed communication networks. Our empirical results demonstrated that the gradient-based bilevel optimization enabled combining existing personalization approaches which led to state-of-the-art performance, confirming it can perform on multiple simulated communication environments including a stochastic and directed network. Code is available at https://github.com/hitachi-rd-cv/pdbo-hgp

\section{INTRODUCTION}

In distributed learning, providing personally tuned models to clients, or personalization, has shown to be effective when the clients’ data are heterogeneously distributed (Tan et al., 2022).

While various approaches have been proposed, they are dedicated to optimizing specific types of parameters for personalization. A typical example is clustering-based personalization (Sattler et al., 2020), which employs similarity-based clustering specifically for seeking client clusters. Another approach called model interpolation (Mansour et al., 2020; Deng et al., 2020) also specializes in optimizing interpolation weights between local and global models. These dedicated algorithms prevent developers from combining different personalization methods to achieve better performance.

Another limitation of previous personalization algorithms is that they can only operate on centralized or static undirected networks. Most approaches for federated learning (Smith et al., 2017; Sattler et al., 2020; Jiang et al., 2019) require centralized settings in which a host server can communicate with any client. Although a few studies (Lu et al., 2022; Marfoq et al., 2021) consider fully-decentralized settings, they assume that the communication edge between any clients is static and undirected (i.e., synchronized). These commutation networks are known to be vulnerable to practical issues, such as bottlenecks or central point failures on the host servers (Assran et al., 2019), or failing nodes and deadlocks on the static undirected networks (Tsianos et al., 2012).

This study proposes optimizing various parameters for personalization using a single algorithm while allowing more practical communication environments. First, we propose a gradient-based Personalized Decentralized Bilevel Optimization (PDBO), which reduces many personalization approaches to the optimization of hyperparameters possessed by each client. Second, we propose
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Hyper-gradient Push (HGP) that allows any client to solve PDBO by estimating the gradient with respect to its hyperparameters (hyper-gradient) via stochastic and directed communications, that are immune to the practical problems of centralized or static undirected communications (Assran et al. 2019). We also introduce a variance-reduced HGP to avoid estimation variance, which is particularly effective when communications are stochastic, providing its theoretical error bound.

We empirically demonstrated that the generality of our gradient-based PDBO enabled combining existing personalization approaches which led to state-of-the-art performance in a distributed classification task. We also demonstrated that the gradient-based PDBO succeeded in the personalization on multiple simulated communication environments including a stochastic and directed network.

Our contributions are summarized as follows:

• We propose a gradient-based PDBO that can solve existing personalization problems and their combinations as its special cases.
• We propose a decentralized hyper-gradient estimation algorithm called HGP which can run even on stochastic and directed networks. We also propose a variance-reduced HGP, which is particularly effective in stochastic communications, and provide its theoretical error bound.
• We empirically validated the advantages of the gradient-based PDBO with HGP; it enabled solving a combination of different personalization problems which led to state-of-the-art performance, and it performed on different communication environments including a stochastic directed network.

Notation \((A)_{ij}\) denotes the matrix at the \(i\)-th row and \(j\)-th column block of the matrix \(A\), and \(\langle a \rangle_i\) denotes the \(i\)-th block vector of the vector \(a\). For a function \(f : \mathbb{R}^{d_1} \rightarrow \mathbb{R}^{d_2}\), we denote its total and partial derivatives with respect to a vector \(x \in \mathbb{R}^{d_1}\) by \(d_x f(x) \in \mathbb{R}^{d_1 \times d_2}\) and \(\partial_x f(x) \in \mathbb{R}^{d_1 \times d_2}\), respectively. We denote the product of matrices by \(\prod_{s=0}^{m} A^{(s)} = A^{(m)} \cdots A^{(0)}\) and \(\prod_{s=0}^{-1} A^{(s)} = I\).

2 Preliminaries

We formulate distributed learning, communication networks, and stochastic gradient push (Nedić & Olshevsky 2016 SGP) as a generalization of current gradient-based distributed learning.

Distributed learning Distributed learning (Li et al. 2014; McMahan et al. 2017) with \(n\) clients is commonly formulated for all \(i \in [n]\) as follows:

\[
\begin{align*}
x^*_i &= \operatorname{arg\,min}_{x_i} \frac{1}{n} \sum_{i=1}^{n} E_{\xi_i}[f_i(x_i, \lambda_i; \xi_i)], \quad \text{s.t. } x_i = x_j, \forall j \in [n],
\end{align*}
\]

where, the \(i\)-th client pursues the optimal parameter \(x^*_i \in \mathbb{R}^{d_x}\), that makes consensus \((x_i = x_j, \forall j \in [n])\) over all the clients, while minimizing its cost \(f_i : \mathbb{R}^{d_x} \times \mathbb{R}^{d_h} \rightarrow \mathbb{R}\) for the input \(\xi_i \in \mathcal{X}\) sampled from its local distribution \(p(\xi_i)\). We allow \(f_i\) to take the hyperparameters \(\lambda_i \in \mathbb{R}^{d_h}\) as its argument. We further explain the examples of the choice of \(\lambda_i\) in Sections 3 and 5.

Stochastic and directed communication network In distributed learning, clients solve Eq. (1) by exchanging messages over a physical communication network. The type of edge connections categorizes the communication network: static undirected (Lian et al., 2017), which represents synchronization over all clients; stochastic undirected (Lian et al., 2018), which represents asynchronicity between different client pairs; and stochastic directed (Nedić & Olshevsky, 2016), which represents push communication where any message passing can be unidirectional.

This study considers distributed learning on stochastic and directed communication networks. Such a network has several desirable properties: robustness to failing clients and deadlocks (Tsianos et al., 2012), immunity to central failures, and small communication overhead (Assran et al., 2019). We model stochastic directed networks by letting communication edges be randomly realized, as simulated in Assran et al. (2019) and Nedić & Olshevsky (2016). Let \(\delta_{t,j}^{(t)} \in \{0, 1\}\) be a random variable where \(\delta_{t,j}^{(t)} = 1\) denotes that there is a communication channel from the \(i\)-th client to the \(j\)-th client at the time step \(t\), and \(\delta_{t,j}^{(t)} = 0\) otherwise. We set \(\delta_{t,i}^{(t)} = 1\) for all \(i \in [n]\) and
We then propose the formulation of PDBO as a generalization of existing personalization problems.

Stochastic gradient push (SGP) \cite{Nedic2016, Assran2019} is one of the most general methods for solving the problem Eq. \( \text{(1)} \). This section briefly describes SGP with further generalizations for its variants.

The \( i \)-th client in SGP updates its weight \( \omega_i \in \mathbb{R} \) along with biased parameter \( z_i \in \mathbb{R}^{d_x} \) to obtain its debiased parameter \( x_i = z_i / \omega_i \). Let \( y_i = [x_i^T, \omega_i]^T \in \mathbb{R}^{d_y} \). At the \( t \)-th step, the \( i \)-th client samples its minibatch \( \zeta_i^{(t)} \) and sending edges \( \delta_i^{(t)} = [\delta_i^{(t)}_1, \cdots, \delta_i^{(t)}_n]^T \), and runs a local update \( \psi_j : \mathbb{R}^{d_y} \mapsto \mathbb{R}^{d_y} \) and message generator \( \varphi_j : \mathbb{R}^{d_y} \mapsto \mathbb{R}^{d_y} \) for whom the \( i \)-th client sends to (i.e., \( \delta_i^{(t)} = 1 \)). Then, the \( i \)-th client update \( y_i \) as

\[
y_i^{(t+1)} = \sum_{j=1}^{n} p_{ij}(\delta_j^{(t)}) \varphi_j \left( y_j^{(t)} ; \lambda_j, \zeta_j^{(t)} \right) + \psi_i \left( y_i^{(t)} ; \lambda_i, \zeta_i^{(t)} \right),
\]

subject to

\[
\sum_{k=1}^{n} p_{ik}(\delta_i^{(t)}) = 1 \quad \text{and} \quad p_{ik}(\delta_i^{(t)}) = \delta_{i-k} p_{ik}(\delta_i^{(t)}), \forall k \in [n],
\]

where, \( p_{ij} : \{0, 1\}^{n} \mapsto [0, 1] \) ensures the convergence of \( x_i \) to the consensus. Denoting the learning rate by \( \alpha_i \in \mathbb{R}^+ \), the following formulations of \( \varphi_i \) and \( \psi_i \) recover the two SGP variants:

\[
\begin{cases}
\varphi_i (y_i ; \lambda_i, \zeta_i) = \left[ z_i^T - \frac{\alpha_i}{|\zeta_i|} \sum_{\xi \in \zeta_i} \partial_x f_i \left( \frac{z_i}{\omega_i} ; \lambda_i, \xi \right) \right]^T w_i, \quad \psi_i (y_i ; \lambda_i, \zeta_i) = \left[ 0_{d_x} \ 0 \right]^T,
\end{cases}
\]

and

\[
\begin{cases}
\varphi_i (y_i ; \lambda_i, \zeta_i) = z_i^T w_i, \quad \psi_i (x_i ; \lambda_i, \zeta_i) = \left[ - \frac{\alpha_i}{|\zeta_i|} \sum_{\xi \in \zeta_i} \partial_x f_i \left( \frac{z_i}{\omega_i} ; \lambda_i, \xi \right) \right]^T 0^T,
\end{cases}
\]

where Eq. \( \text{(4)} \) and Eq. \( \text{(5)} \) run local gradient descent with a minibatch before \cite{Assran2019} and after \cite{Nedic2016} communication, respectively.

We can recover other popular distributed learning schemes as special cases of SGP. By making \( p_{ij} \) form a doubly stochastic mixing matrix, Eq. \( \text{(4)} \) and Eq. \( \text{(5)} \) recover the decentralized stochastic gradient descent (DSDG) in \cite{Bianchi2013} and \cite{Lian2017}, respectively. We can also recover FedAVG \cite{McMahan2017} by choosing a fully-connected graph with averaging over all clients, i.e., \( \delta_{i-j}^{(t)} = 1 \) and \( p_{ij}(\delta_i^{(t)}) = 1/n \) for all \( i, j \in [n] \) and \( t \in \mathbb{N} \) in Eq. \( \text{(4)} \).

### 3 PERSONALIZED DECENTRALIZED BILEVEL OPTIMIZATION (PDBO)

We then propose the formulation of PDBO as a generalization of existing personalization problems. PDBO played by \( n \) clients is formulated as follows for all \( i \in [n] \):

\[
\min_{\lambda_i} \frac{1}{n} \sum_{i=1}^{n} F_i \left( x_i^*(\lambda_1, \ldots, \lambda_n), \lambda_i \right), \quad \text{s.t. Eq.} \ (\text{1}),
\]

where the outer-problem (Eq. \( \text{(6)} \) left) lets the \( i \)-th client find its optimal hyperparameter \( \lambda_i \) that minimizes the average of outer-cost \( F_i : \mathbb{R}^{d_x} \times \mathbb{R}^{d_\lambda} \mapsto \mathbb{R} \) across all clients. Here, we write \( x_i^*(\lambda_1, \ldots, \lambda_n) \) to show its dependency to hyper-parameters explicitly. The generality of Eq. \( \text{(6)} \) in personalization comes from the flexibility in the choice of \( f_i, F_i, x_i, \) and \( \lambda_i \). For example, suppose that \( f_i \) is the cross-entropy loss of a DNN with a feature extractor and classifier parameterized by \( x_i \) and \( \lambda_i \), respectively. By letting \( F_i \) be a validation loss, we can recover a family of personalized layer scheme \cite{Arivazhagan2019, Bui2019}. See Section \ref{section:examples} for further examples.

\footnote{This expression is for convention to show the mathematical equivalence. In practice, FedAVG runs on a centralized network with a central server.}
We then reformulate PDBO assuming that Eq. (1) is solved by $T$ steps of the SGP update (Eq. (2)):

$$
\min_{\lambda} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ F_i \left( x_i^{(T)} (\lambda_1, \ldots, \lambda_n), \lambda_i \right) \right], \quad \text{s.t. Eq. (2) for } t = 0, 1, \ldots, T-1,
$$

where, the expectation is taken over by the randomness in the selection of minibatch $\zeta_i^{(t)}$ and the realization of communication edges $\delta_i^{(t)}$, for all $i, j \in [n]$ and $t = 0, 1, \ldots, T-1$. This reformulation barely loses the generality of Eq. (6) because of the generality of Eq. (2) presented in Section 2.

4 Hyper-Gradient Estimation over Stochastic and Directed Communication Networks

To solve PDBO using gradient-based methods, this section introduces an empirical estimate of the hyper-gradient and its decentralized computation algorithm, which we named HGP.

4.1 Empirical Estimate via Approximate Implicit Differentiation

Let $x = [x_1^T \cdots x_n^T]^T$, $\lambda = [\lambda_1^T \cdots \lambda_n^T]^T$, and $\tilde{F}(x, \lambda) := \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} [F_i (x_i, \lambda_i)]$. The expected hyper-gradient with respect to $\lambda$ is written as $d_\lambda \tilde{F}(x^{(T)}, \lambda)$ under Assumption 1.

Assumption 1. For all $i \in [n]$, $\varphi_i (y_i; \lambda_i, \zeta_i)$ and $\psi_i (y_i; \lambda_i, \zeta_i)$ are differentiable with respect to $y_i$ and $\lambda_i$, and $F_i (x_i, \lambda_i)$ is differentiable with respect to $x_i$ and $\lambda_i$.

Below, we derive the estimator of $d_\lambda \tilde{F}(x^{(T)}, \lambda)$ following the recurrent backpropagation for approximate implicit differentiation (Grazzi et al., 2020).

Approximate implicit differentiation To apply implicit differentiation, we introduce the following assumption as in Grazzi et al. (2020).

Assumption 2. Let $\delta = \{\delta_1, \ldots, \delta_n\}$ and $\zeta = \{\zeta_1, \ldots, \zeta_n\}$. $y_i^* = y_i^{(T)}$ is the unique stationary point that satisfies $y_i^* = [z_i^T \omega_i^T]^T = \mathbb{E}_{\delta, \zeta} \left[ \sum_{j=1}^{n} p_{ji} (\delta_j) \varphi_j (y_j^*; \lambda_j, \zeta_j) + \psi_i (y_i^*; \lambda_i, \zeta_i) \right], \forall i \in [n]$.

Let $y^*(\lambda) = [y_1^T \cdots y_n^T]^T$. We introduce Jacobian matrices $A (\delta, \zeta)$ and $B (\delta, \zeta)$ whose $(j, i)$ blocks are the partial derivative of Eq. (3) with respect to $y_j$ and $\lambda_j$ for $j, i \in [n]$, respectively:

$$
\langle A (\delta, \zeta) \rangle_{ji} = p_{ji} (\delta_j) \partial_{y_j} \varphi_j (y_j^*; \lambda_j, \zeta_j) + \mathbb{I}_{ji} \partial_{\lambda_j} \varphi_j (y_j^*; \lambda_j, \zeta_j) \in \mathbb{R}^{d_y \times d_y},
$$

$$
(8a)
\langle B (\delta, \zeta) \rangle_{ji} = p_{ji} (\delta_j) \partial_{\lambda_j} \varphi_j (y_j^*; \lambda_j, \zeta_j) + \mathbb{I}_{ji} \partial_{\lambda_j} \varphi_j (y_j^*; \lambda_j, \zeta_j) \in \mathbb{R}^{d_x \times d_y},
$$

where, $\mathbb{I}_{ij}$ denotes the Kronecker delta. We introduce their expectations by $\mathbb{A} := \mathbb{E}_{\delta, \zeta} [A (\delta, \zeta)]$ and $\mathbb{B} := \mathbb{E}_{\delta, \zeta} [B (\delta, \zeta)]$ assuming the following:

Assumption 3. The largest singular value of $\mathbb{A}$ is strictly smaller than one.

Using Assumption 2, we can express the stationarity condition of Eq. (2) as

$$
d_\lambda y^*(\lambda) = d_\lambda y^*(\lambda) \mathbb{A} + \mathbb{B} \quad \Rightarrow \quad d_\lambda y^*(\lambda) = \mathbb{B} (I - \mathbb{A})^{-1},
$$

Assumption 4 ensures the existence of the inverse $(I - \mathbb{A})^{-1}$ and allows truncated Neumann series approximation $(I - \mathbb{A})^{-1} = \sum_{m=0}^{\infty} \mathbb{A}^m \approx \sum_{m=0}^{M-1} \mathbb{A}^m$, which leads to

$$
d_\lambda \tilde{F}(x^*, \lambda) = d_\lambda y^* (\lambda) \partial_\lambda \tilde{F} (x^*, \lambda) + \partial_\lambda \tilde{F} (x^*, \lambda) \approx \mathbb{B} \sum_{m=0}^{M-1} \mathbb{A}^m e^y + e^\lambda = : \mathbb{d}_\lambda \tilde{F},
$$

where, $x^* = [z_1^T / \omega_1^T \cdots z_n^T / \omega_n^T]^T$, $e^y = \partial_\lambda \tilde{F} (x^*, \lambda)$, and $e^\lambda = \partial_\lambda \tilde{F} (x^*, \lambda)$. 
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Estimation by recurrent backpropagation. To estimate Eq. (9), we use empirical estimates
\( \hat{A}^{(t)} = A(\delta^{(t)}, \zeta^{(t)}) \) and \( \hat{B}^{(t)} = B(\delta^{(t)}, \xi^{(t)}) \). The following assumption ensures that \( \hat{A}^{(t)} \) and \( \hat{B}^{(t)} \) are unbiased, i.e., \( \mathbb{E}_{\delta, \zeta}[\hat{A}^{(t)}] = A \) and \( \mathbb{E}_{\delta, \xi}[\hat{B}^{(t)}] = B \).

Assumption 4. \( \delta^{(t)} \) and \( \zeta^{(t)} \) are independent across the time steps \( t \in \mathbb{N} \).

We estimate Eq. (9) by using the recurrent backpropagation, also referred to as the fixed-point
iteration performed by the following assumption.

\[ \lambda \leftarrow \sum_{j=1}^{n} \delta_{i \rightarrow j}^{(2m)} \left< B(2m) \right>_{ij} u_{j}^{(m)} + v_{j}^{(m)}, \]
\[ \mu \leftarrow \sum_{j=1}^{n} \delta_{i \rightarrow j}^{(2m+1)} \left< \hat{A}(2m+1) \right>_{ij} u_{j}^{(m)}, \]

we obtain the hyper-gradient estimate as \( \hat{d}_{\Lambda} \hat{F} \leftarrow \nu^{(M)} \). In Eq. (10), we sample \( \hat{B}(2m) \) and \( \hat{A}(2m+1) \) in the odd- and even-rounds to ensure unbiasedness. Eq. (10) only requires Jacobian-vector products \( \hat{B}(2m) \) and \( \hat{A}(2m+1) \), leading \( O(n d_{x} + n d_{x}) \) and \( O(n d_{x}) \) in time, respectively.

Decentralizing backpropagation. Decentralized computation of Eq. (10) requires consideration of
the data locality and the communication stochasticity. From the locality of \( \zeta^{(m)} \), clients need
to communicate because only the \( i \)-th client can compute Jacobian-vector products of the \( i \)-th row
block of \( \hat{A}(m) \) and \( \hat{B}(m) \) from their definitions Eq. (5). Moreover, we need to design a decentralized
algorithm so that any required communication can be performed on stochastic and directed networks.

4.2 Hyper-Gradient Push (HGP)

We propose HGP which enables any \( i \)-th client to update their hyperparameters \( \Lambda_i \) by estimating its
hyper-gradient \( \hat{d}_{\Lambda} \hat{F} = \langle \hat{d}_{\Lambda} \hat{F} \rangle_i \) over stochastic directed networks. HGP runs an unbiased alternative
of Eq. (10) based on our observation that the exact computation of Eq. (10) requires undirected edges.

Exact backpropagation requires undirected edges. Suppose the \( i \)-th client is responsible for
computing the \( i \)-th block of \( \nu^{(m+1)} \) and \( \nu^{(m+1)} \), denoted by \( \nu^{(m+1)} \in \mathbb{R}^{d_{x}} \) and \( \nu^{(m+1)} \in \mathbb{R}^{d_{x}} \),
respectively. From Eq. (10), we obtain the following recursive iteration performed by the \( i \)-th client:

\[ \nu_{i}^{(m+1)} \leftarrow \sum_{j=1}^{n} \delta_{i \rightarrow j}^{(2m)} \left< B(2m) \right>_{ij} u_{j}^{(m)} + v_{j}^{(m)}, \]
\[ \nu_{i}^{(m+1)} \leftarrow \sum_{j=1}^{n} \delta_{i \rightarrow j}^{(2m+1)} \left< \hat{A}(2m+1) \right>_{ij} u_{j}^{(m)}, \]

where, we use the equivalencies \( \langle \hat{A}(m) \rangle_{ij} = \delta_{i \rightarrow j}^{(m)} \langle A(m) \rangle_{ij} \) and \( \langle \hat{B}(m) \rangle_{ij} = \delta_{i \rightarrow j}^{(m)} \langle B(m) \rangle_{ij} \), as they
are non-zeros only when \( \delta_{i \rightarrow j}^{(m)} = 1 \) from Eq. (5) and Eq. (3). To complete Eq. (11), the \( i \)-th client
needs to receive \( \nu_{j}^{(m)} \) from all the \( j \)-th client with \( \delta_{i \rightarrow j}^{(m)} = 1 \), which is possible only when there is
the communication channel from \( j \) to \( i \) (i.e., \( \delta_{j \rightarrow i}^{(m)} = 1 \)). In other words, the exact computation of
Eq. (11) is available only when the communications are undirected (i.e., \( \delta_{i \rightarrow j}^{(m)} = \delta_{j \rightarrow i}^{(m)} \), \( \forall m \in \mathbb{N} \)).

Unbiased estimation via directed edges. To relax the undirected communication constraint to
stochastic directed communication, we propose HGP as a simple yet effective alternative of Eq. (11).

We first assumes that the \( i \)-th client knows the receiving frequency \( \bar{d}_{j \rightarrow i} = \mathbb{E}_{\delta} \langle \hat{d}_{j \rightarrow i}^{(m)} \rangle \) and expected
sending weight \( \bar{p}_{ij} = \mathbb{E}_{\delta} \langle \hat{p}_{ij} \langle \hat{d}_{j \rightarrow i} \rangle \rangle \) for all \( j \in [n] \). In practice, we can estimate them through \( T \) rounds
of SGP communication. We also adopt the following assumptions:

Assumption 5. If \( \bar{d}_{j \rightarrow i} > 0 \), then \( \bar{d}_{i \rightarrow j} > 0 \) and vice versa.

Assumption 6. The realization of \( \delta_{i \rightarrow j}^{(m)} \) are independent over different \( j \) and \( i \) for all \( m \in \mathbb{N} \).
The key idea of HGP is to replace the sending edges $\delta_{i,j}^{(m)}$ in Eq. (11) with the debiased receiving edges $\delta_{j,i}^{(m)}$. By initializing $\mathbf{u}_i^{(0)} \leftarrow \langle \mathbf{c}, \psi \rangle_i = \frac{1}{n} \partial_{y_i} F_t (x^*_i, \lambda_i)$ and $\mathbf{v}_i^{(0)} \leftarrow \langle \lambda, \psi \rangle_i = \frac{1}{n} \partial_{\lambda} F_t (x^*_i, \lambda_i)$, we obtain the estimate as $\widehat{\nabla}_x F \leftarrow \mathbf{v}_i^{(M)}$ after the following iterations for $m = 0, \ldots, M - 1$:

$$
\begin{align*}
\mathbf{v}_i^{(m+1)} &= \sum_{j=1}^n \delta_{j,i}^{(2m+1)} \langle \hat{\mathbf{B}}^{(2m+1)} \rangle_{ij} \mathbf{u}_j^{(m)}, \\
\mathbf{u}_i^{(m+1)} &= \sum_{j=1}^n \delta_{i,j}^{(2m+1)} \langle \hat{\mathbf{A}}^{(2m+1)} \rangle_{ji} \mathbf{u}_j^{(m)} + \mathbf{v}_i^{(m)},
\end{align*}
$$

(12)

where, $\langle \hat{\mathbf{A}}^{(m)} \rangle_{ij}$ and $\langle \hat{\mathbf{B}}^{(m)} \rangle_{ij}$ are defined by replacing $p_{ij} (\delta_{j,i}^{(m)})$ in Eq. (8a) and Eq. (8b) with $\bar{p}_{ij}$, respectively. The iterations above are always computable even on stochastic directed networks because the $i$-th client needs to receive $\mathbf{u}_j^{(m)}$ from the clients with $\delta_{j,i}^{(m)} = 1$, which is always possible. We also note that Assumption 5 ensures that $\langle \hat{\mathbf{A}}^{(m)} \rangle_{ij}$ and $\langle \hat{\mathbf{B}}^{(m)} \rangle_{ij}$ are unbiased: $\mathbb{E}_{\delta_i,\zeta} [\delta_{j,i}^{(m)} / \delta_{j,i} (\mathbf{A}^{(m)})_{ij} = \mathbb{E}_{\delta_i,\zeta} [\delta_{j,i}^{(m)} / \delta_{j,i} (\mathbf{B}^{(m)})_{ij}] = \mathbb{E}_{\delta_i,\zeta} [\langle \hat{\mathbf{A}} \rangle_{ij}] = \langle \mathbf{A} \rangle_{ij}$ and the same for $\mathbf{B}^{(m)}$.

HGP enjoys the same complexity as SGP in both communication and computation. HGP exchanges only $\mathbf{v}_i^{(m)}$ having $O (d_y)$ in communication. In practical cases where $d_x \ll d_y$, the Jacobian-vector products $\langle \hat{\mathbf{A}}^{(m)} \rangle_{ij} \mathbf{u}_j^{(m)}$ and $\langle \hat{\mathbf{A}}^{(m)} \rangle_{ij} \mathbf{u}_j^{(m)}$ are computed in $O (d_y)$ time.

**Variance reduction** We now introduce the variance-reduced version of HGP, which we call VR-HGP. The naive HGP above suffers from large variance because of $\delta_{j,i}^{(m)} / \delta_{j,i}$, which can take a value far larger than one when $\delta_{j,i}$ is small. The multiplication of such values induces a high variance. The idea of VR-HGP is to combine HGP with its following variant, where $\mathbf{w}_i^{(0)} \leftarrow \langle \mathbf{c}, \psi \rangle_i$.

$$
\begin{align*}
\mathbf{v}_i^{(m+1)} &= \sum_{j=1}^n \frac{\delta_{j,i}^{(2m)}}{\delta_{j,i}^{(2m+1)}} \langle \hat{\mathbf{B}}^{(2m+1)} \rangle_{ij} \mathbf{w}_j^{(m)}, \\
\mathbf{w}_i^{(m+1)} &= \sum_{j=1}^n \frac{\delta_{i,j}^{(2m+1)}}{\delta_{i,j}^{(2m)}} \langle \hat{\mathbf{A}}^{(2m+1)} \rangle_{ji} \mathbf{w}_j^{(m)} + \langle \mathbf{c}, \psi \rangle_i.
\end{align*}
$$

Here, $\mathbf{w}_i^{(m)}$ corresponds to the estimator of $\sum_{m=0}^{m-1} \mathbf{A}^m \mathbf{c}, \psi$. Note that the weighted average of two different estimators results in an estimator with a smaller variance. By averaging Eq. (12) and Eq. (13) with weights $\alpha, \beta \in (0, 1)$, we obtain VR-HGP as the following iterations for $m = 0, \ldots, M - 1$:

$$
\begin{align*}
\mathbf{v}_i^{(m+1)} &= \alpha \left( \mathbf{v}_i^{(m)} + \sum_{j} \frac{\delta_{j,i}^{(2m)}}{\delta_{j,i}^{(2m+1)}} \langle \hat{\mathbf{B}}^{(2m+1)} \rangle_{ij} \mathbf{w}_j^{(m)} \right) + (1 - \alpha) \left( \sum_{j} \frac{\delta_{j,i}^{(2m)}}{\delta_{j,i}^{(2m+1)}} \langle \hat{\mathbf{B}}^{(2m+1)} \rangle_{ij} \mathbf{w}_j^{(m)} \right), \\
\mathbf{w}_i^{(m+1)} &= \beta \left( \sum_{j} \frac{\delta_{i,j}^{(2m+1)}}{\delta_{i,j}^{(2m)}} \langle \hat{\mathbf{A}}^{(2m+1)} \rangle_{ji} \mathbf{w}_j^{(m)} + \langle \mathbf{c}, \psi \rangle_i \right) + (1 - \beta) \left( \mathbf{w}_i^{(m)} + \mathbf{v}_i^{(m+1)} \right),
\end{align*}
$$

(13)

with $\mathbf{v}_i^{(0)} \leftarrow 0_{d_x}$, $\mathbf{u}_i^{(0)} \leftarrow \langle \mathbf{c}, \psi \rangle_i$, and $\mathbf{w}_i^{(0)} \leftarrow \langle \mathbf{c}, \psi \rangle_i$ having the estimate as $\widehat{\nabla}_x F \leftarrow \mathbf{v}_i^{(M)} + \langle \mathbf{c}, \psi \rangle_i$.

The following theorem provides the estimation error of the hyper-gradient using VR-HGP.

**Assumption 7.** $\exists \eta_A \in (0, 1), \eta_B \in (0, \infty)$ such that $\forall j_i, \lambda_i, \zeta_i$ and $\forall i$,

$$
\max \left\{ \| \partial_{y_i} \psi_i \|_2, \| \partial_{y_i} \phi_i \|_2 \right\} \leq \frac{\eta_A}{2\kappa}, \quad \max \left\{ \| \partial_{\lambda} \psi_i \|_2, \| \partial_{\lambda} \phi_i \|_2 \right\} \leq \frac{\eta_B}{2\kappa},
$$

(14)

where $\kappa = \max \left\{ n_i \sum_{i,j} \bar{p}_{ij}^{(1)} \delta_{i,j} \right\}$ and $\| \cdot \|_2$ denotes spectral norm.

**Theorem 1 (Estimation Error of VR-HGP).** Suppose that Assumptions 12-15 hold true and $|\delta_{i,j}^{(2m)}| = |\zeta_i^{(2m+1)}| = b$ for any $i$ and $m$. Then, for $\alpha, \beta \in (0, 1)$, with probability at least $1 - \epsilon$, we have

$$
\left\| \mathbf{v}_i^{(M)} + \mathbf{c}, \psi - \widehat{\nabla}_x F (x^*, \lambda) \right\| \leq \mu_{\alpha, \beta, T} \left( \sqrt{\sum_{i,j} \bar{p}_{ij}^2 \left( \frac{1}{2 \delta_{i,j}} - 1 \right)^2} + \frac{4n}{b} \right) \log n (d_y + d_\lambda) + \exp (-O(M)),
$$

(15)
where, \(\|\cdot\|\) denotes \(\ell_2\) norm, \(\exp(-O(M))\) denotes the exponentially diminishing term over \(M\), and

\[
\mu_{\alpha,\beta} = \sqrt{\frac{1}{1+\alpha} \left( 1 + \frac{1 + \alpha(1 - \beta + \beta \eta_A)}{1 - \alpha(1 - \beta + \beta \eta_A)} \frac{\beta^2 \eta_A^2}{1 - (1 - \beta + \beta \eta_A)^2} \right)}, \quad \tau = \frac{\eta_B \|e^y\|}{\kappa(1 - \eta_A)}.
\]

One can see that the coefficient \(\mu_{\alpha,\beta}\) dominates the magnitude of the estimation error. Setting \(\alpha, \beta \in (0, 1)\) that minimizes \(\mu_{\alpha,\beta}\) can attain a small error. The proof is provided in Appendix C.

5 Related Works

Personalization in federated learning We clarify the relationship between standard personalization methods and our approach by recovering them as special cases of PDBO, and by comparing the applicable communication networks.

Mansour et al. (2020) and Deng et al. (2020) propose model interpolation that provides personalized models by the optimal interpolation between the local models and the global model. This is a case of PDBO, where the inner-problem trains the global model, and the outer-problem optimizes the interpolation weight as the hyperparameter of each client. Another approach is federated multi-task learning (MTL) (Marfoq et al., 2021), which obtains personalized models by allowing clients to tune the ensemble weights of the global base-predictors. In Section 6, we empirically demonstrated that PDBO can recover the federated MTL approach by allowing the inner-problem to learn the base-predictors and the outer-problem to learn personalized ensemble weights. We see the clustering personalization (Sattler et al., 2020) as a sub-problem of federated MTL from the empirical results (Marfoq et al., 2021) that demonstrated the personalized ensemble weights recover the client clusters. Another strategy is data augmentation (Duan et al., 2019, Zhao et al., 2018), which mitigates data heterogeneity by oversampling or undersampling to train a well-generalized global model. In Section 6, we also demonstrated that PDBO can recover this approach by optimizing pseudo-sampling rates as hyperparameters. Furthermore, the generality of our framework enables us to simultaneously optimize the different types of parameters that current dedicated algorithms cannot address. In Section 6, gradient-based PDBO with a combination of different parameters yielded better performance than solely optimizing a single type of parameters.

In terms of communication networks, many personalization schemes require a centralized network (Smith et al., 2017, Sattler et al., 2020, Jiang et al., 2019), which is vulnerable to a central point of failure (Assran et al., 2019). A few fully-decentralized personalization algorithms (Marfoq et al., 2021, Lu et al., 2022) assume static and undirected networks which are not robust to failing clients and deadlocks (Tsianos et al., 2012). Although Vanhaesebrouck et al. (2017) and Zantedeschi et al. (2020) consider stochastic undirected settings, they can only learn simple models (linear models or a linear combination of pre-trained models). Our gradient-based PDBO can learn more complex models and run even on stochastic directed networks, which are immune to the practical problems in centralized and static undirected networks.

Distributed bilevel optimization Distributed bilevel optimizations proposed in concurrent works differ from PDBO in formulations. We categorize them into consensus distributed bilevel optimization (CDBO) (Chen et al., 2022, Tarzanagh et al., 2022, Gao et al., 2022, Yang et al., 2022) and CDBO with the local inner-problem (CDBO-Local) (Li et al., 2022, Liu et al., 2022, Lu et al., 2022).

CDBO pursues consensus also in the outer-problem, which can be obtained by imposing \(\lambda_i = \lambda_j\) for all \(i, j \in [n]\) on PDBO outer-problem (Eq. 6-left)). Chen et al. (2022), Tarzanagh et al. (2022), Gao et al. (2022), Yang et al. (2022) applied CDBO to optimization of hyperparameter, such as \(L2\) regularization rates. While PDBO and CDBO are inherently different tasks, both require hyper-gradient estimation over communication networks, which we discuss in the next paragraph.

CDBO-Local also requires consensus in the outer-problem, as in CDBO, whereas its inner-problem is a local optimization problem in which the optimal parameters are independent of each client. Although Lu et al. (2022) applied CDBO-Local to personalization, clients cannot benefit from others

\footnote{Although setting \(\alpha = 1\) makes \(\mu_{\alpha,\beta} = 0\), the remaining error is no longer \(\exp(-O(M))\) in that case. This observation implies that \(\alpha\) slightly smaller than \(1\) is preferred. A similar analysis also shows that \(\beta\) slightly larger than \(0\) is preferred. Our empirical results show that \((\alpha, \beta) = (0.9, 0.1)\) performs well (appendix C.6).}
in the inner loop for better generalization. In our PDBO, both outer and inner-problems are optimized from global information; the inner parameter is trained for consensus among the clients, and the outer-parameter is optimized to improve the total performance across all clients.

We highlight that our gradient-based PDBO recovers CDBO by running SGP using the estimated hyper-gradient for the outer-problem, and recovers CDBO-Local by using SGP for the outer-problem and designing \( p_{ij} \) to form the self-loop topology in the inner SGP.

### Hyper-gradient estimation over communication Networks

Yang et al. (2022) proposes a hyper-gradient estimation algorithm in fully-decentralized settings. However, they assume static and undirected networks, and their algorithm is complex both in computation and communication as they involve computations and communications of full Jacobians and Hessians. Tarzanagh et al. (2022) considers the hyper-gradient estimation in centralized settings, which is typical in federated learning. While their approach is advantageous in complexity because clients only compute Jacobian-vector products and exchange \( O (d_x) \) vectors, its applicability is tied to the centralized host-clients setting. Other CDBO methods (Chen et al., 2022; Gao et al., 2022) estimate different types of hyper-gradient. See appendix \[E\] for further details.

Our HGP enjoys reasonable complexity in computation and communication, as stated in Section \[4.2\] and covers a wide range of communication networks, including stochastic and directed networks.

### 6 Experiments

To demonstrate the generality in personalization and applicability to practical communication environments, we introduced three different personalization approaches as special cases of gradient-based PDBO and benchmarked them with baselines on four different communication networks.

#### 6.1 Settings

We followed the settings of EMNIST classification played by \( n = 100 \) clients in Marfoq et al. (2021) unless otherwise mentioned. The detailed experimental settings are described in appendix \[D\]

#### Communication Networks

We simulated four communication networks: fully-connected (FC), static undirected (FixU), stochastic undirected (StoU), and stochastic directed (StoD).

- FC allows clients to communicate with all the others at any time step, i.e. \( \delta^{(t)}_{ij} = 1 \) for all \( i, j \in [n] \) and \( t \in \mathbb{N} \). FixU is static undirected network simulated by a binomial Erdős-Rényi graph (Erdős & Rényi, 1959) with parameter \( p = 0.4 \) adding the self-loop edges. Following the setting in Marfoq et al. (2021), we generated a doubly stochastic mixing matrix using the fast-mixing Markov chain (Boyd et al., 2003) rule. StoU simulates stochastic undirected network by letting undirected edge \( \delta^{(t)}_{ij} = \delta^{(t)}_{ji} \) independently realize at each step with the probability \( \bar{\delta}_{j,i} \in [0, 1] \). In StoD, every direction of edges \( \delta^{(t)}_{j,i} \) is independently sampled at probability \( \bar{\delta}_{j,i} \), simulating a stochastic directed network. For all \( i, j \in [n] \), \( \bar{\delta}_{j,i} \) was sampled from the uniform distribution with \([0.4, 0.8]\).

#### Proposed approaches

We introduce and evaluated three different personalization methods as special cases of PDBO, that are, PDBO-DA, PDBO-MTL, and PDBO-MTL&DA.

- PDBO-DA optimizes the pseudo-sampling rates to recover the data-augmentation-based personalization (Duan et al., 2019; Zhao et al., 2018). PDBO-DA optimizes \( \lambda_i \in \mathbb{R}^C \) to obtain the label-wise weight vector \( \text{Softmax} (\lambda_i) \in [0, 1]^C \). In the inner-problem, the losses of the instances labeled as \( c \in [C] \) are multiplied by the \( c \)-th element of the weight vector. PDBO-MTL is obtained by formulating FedEM (Marfoq et al., 2021) as PDBO. PDBO-MTL lets each client train an ensemble classifier that outputs weighted average predictions across \( K = 3 \) of CNNs. PDBO-MTL trains the CNN parameters as the inner-problem and optimizes the hyperparameters \( \lambda_i \in \mathbb{R}^{K} \) to obtain the ensemble weight vector \( \text{Softmax} (\lambda_i) \in [0, 1]^K \). PDBO-MTL&DA combines PDBO-DA and PDBO-MTL by optimizing \( \lambda_i \in \mathbb{R}^{C+K} \) to obtain both the label weight and ensemble weight vectors.
Table 1: Test accuracy of personalized models on EMNIST (average clients / 10% percentile).

| Communication network | Method                  | Fully-Connected (FC) | Static Undirected (FixU) | Stochastic Undirected (StoU) | Stochastic Directed (StoD) |
|------------------------|-------------------------|----------------------|--------------------------|-----------------------------|---------------------------|
| Global                 | SGP(FedAvg/DSGD)        | 82/2 / 73.8          | 82.3 / 74.1              | 79.7 / 71.6                 | 79.7 / 72.5               |
|                        | FedProx                 | 69.6 / 58.2          | n/a                      | n/a                         | n/a                       |
| Personalized           | Local                   | 74.7 / 63.9          | 74.7 / 63.9              | 73.7 / 63.8                 | 73.7 / 63.8               |
|                        | FedAvg+                 | 83.0 / 75.1          | n/a                      | n/a                         | n/a                       |
|                        | Clustered-FL            | 82.3 / 73.8          | n/a                      | n/a                         | n/a                       |
|                        | pFedMe                  | 76.2 / 65.7          | n/a                      | n/a                         | n/a                       |
|                        | FedEM                   | 83.9 / 75.9          | 83.8 / 75.9              | n/a                         | n/a                       |
|                        | PDBO-DA                 | 82.9 / 74.8          | 83.0 / 75.5              | 80.9 / 73.2                 | 80.8 / 72.9               |
|                        | PDBO-MTL                | 83.9 / 76.5          | 83.9 / 76.5              | 81.6 / 73.8                 | 81.6 / 75.0               |
|                        | PDBO-MTL&DA             | 85.9 / 76.2          | 84.0 / 77.3              | 83.0 / 76.3                 | 82.2 / 74.5               |

Baseline approaches We compared our approaches with baselines on each communication setting. For FC and FixU settings, we compared several personalization approaches: a personalized model trained only on the local dataset (Local), FedAvg with local tuning (FedAvg+) [Jiang et al., 2019], Clustered-FL [Sattler et al., 2020], pFedMe [T Dinh et al., 2020], and centralized and decentralized versions of FedEM [Marfoq et al., 2021]. We also trained the global models using SGP [Nedic & Olshevsky, 2016; Assran et al., 2019] and FedProx [Li et al., 2020]. As SGP recovers FedAvg and DSGD on FC and FixU, respectively, we treat them as equivalent approaches.

Training procedure We allowed every client to generate its local dataset which has its unique label distribution, following [Marfoq et al., 2021], and split it into train, validation, and test datasets.

All baselines and PDBO inner-optimizations ran the distributed learning following [Marfoq et al., 2021] on FC and FixU, and ran the SGP of Eq. (5) on StoU and StoD using the train dataset.

PDBO outer-optimizations ran 20 outer-steps tracing the average validation accuracy, and we reported the average test accuracy at an outer-step that showed the best validation accuracy. Outer-steps were performed by Adam [Kingma & Ba, 2015] from the zeros initial hyperparameters $\theta_0$. To estimate the hyper-gradient for each outer-step, clients ran $M = 200$ HGP iterations with Eq. (5) using the average cross-entropy on the train dataset as $F_i$. We adopted HGP for FC and FixU, and VR-HGP with $(\alpha, \beta) = (0.9, 0.1)$ for StoU and StoD. We also made a practical modification in HGP to sample $A^{(m)}$ and $B^{(m)}$ together at the single $m$-th round, which leads to the same length of the Neumann series with the half sampling costs of the original HGP, while they are no longer unbiased.

6.2 RESULTS AND DISCUSSIONS

Average performance Table 1 shows the average test accuracy with weights proportional to local test dataset sizes. We observed that the ensemble-based approaches, FedEM, PDBO-MTL, and PDBO-MTL&DA performed the best on FC, and PDBO-MTL&DA outperformed on all fully-decentralized settings, that is, FixU, StoU, and StoD. Although PDBO-DA improved the average accuracy from SGP in all communication settings, it was especially effective when combined with PDBO-MTL. These results indicate that optimizing different parameters simultaneously, which is newly enabled by our PDBO, is advantageous to the personalization performance.

Fairness across the clients We also investigated whether the accuracy gain was shared among all clients. Table 1 shows the accuracy of the bottom 10% percentile from global model approaches (SGP and FedProx) in all communication settings, confirming that the clients fairly benefited from our personalization.

Applicability to stochastic communication networks The communication network limits the available personalization methods, especially when the network is stochastic. Although FedEM is one of the few personalization methods feasible in fully-decentralized settings, it requires the doubly stochastic mixing matrix to be known, which is impractical on stochastic networks [Tsionos et al., 2012]. As PDBO encompasses SGP as the inner-problem and HGP can run on stochastic communication networks, our approaches succeeded in personalizing on StoU and StoD.
Robustness to communication directionality Our HGP and VR-HGP estimate hyper-gradient solely from the directed communication edges, rather than running the standard recurrent backpropagation which requires undirected edges. The improvement in our approaches on StoD demonstrated that VR-HGP estimated the hyper-gradient with sufficiently small errors to solve PDBO.

7 CONCLUSION

This study proposed a gradient-based PDBO, which reduces most personalization approaches to the optimization of hyperparameters possessed by each client. We also proposed HGP that estimates the hyper-gradient through communications over stochastic and directed communication networks. In addition, we introduced a variance-reduced HGP that mitigated the estimation variance caused by the stochasticity of communication edges and provided its theoretical error bound. Our empirical results demonstrated that our gradient-based PDBO with HGP enabled combining different personalization approaches which led to state-of-the-art performance, and it performed on different simulated communication environments including a stochastic and directed network.
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A Estimation of Hyper-Gradient

Notation For a vector $v \in \mathbb{R}^d$, $\|v\| = \sqrt{\sum_{i=1}^{d} v_i^2}$ is its $\ell_2$ norm. For a matrix $V \in \mathbb{R}^{d_1 \times d_2}$, $\|V\|_2$ is its largest singular value.

A.1 Stationarity of SGP

We consider the generalized version of SGP over $n$ nodes as follows:

$$y_i^{(t+1)} = \sum_{j=1}^{n} p_{ji}(\delta_{ji}^{(t)}) \varphi_j(y_j^{(t)}; \lambda_j, \zeta_j) + \psi_i(y_i^{(t)}; \lambda_i, \zeta_i), \quad p_{ji}(\delta_{ji}^{(t)}) = \delta_{ji}^{(t)} p_{ji}, \quad \delta_{ji}^{(t)} = \delta_{j-1}^{(t)}, \ldots, \delta_{j-n}^{(t)}.$$

We set $\delta_{i,i}^{(t)} = 1$ for all $i$ and $t$, i.e., every client can send a message to itself at any time step.

Assumption 2 ensures $y^* = y^{(T)}$ is the stationary point:

$$y_i^* = E_{\delta, \zeta} \left[ \sum_{j=1}^{n} p_{ji} \varphi_j(y_j^*; \lambda_j, \zeta_j) + \psi_i(y_i^*; \lambda_i, \zeta_i) \right] = \sum_{j=1}^{n} \bar{p}_{ji} E_{\zeta} \left[ \varphi_j(y_j^*; \lambda_j, \zeta_j) \right] + E_{\zeta} \left[ \psi_i(y_i^*; \lambda_i, \zeta_i) \right],$$

where $\bar{p}_{ji} = E_{\delta} \left[ p_{ji} \right]$.

A.2 Hyper-gradient by Implicit Differentiation

We adopt Assumption 1 so that $\varphi, \psi$, and $F$ to be differentiable. The differentiation of $y^*_i$ by $\lambda_j$ is

$$d_{\lambda_j} y_i^* = \sum_{j=1}^{n} \bar{p}_{ji} \left( d_{\lambda_j} y^*_i \partial_y E_{\zeta} \left[ \varphi_j(y_j^*; \lambda_j, \zeta_j) \right] + \partial_{\lambda_j} E_{\zeta} \left[ \varphi_j(y_j^*; \lambda_j, \zeta_j) \right] \right)$$

$$+ \mathbb{I}_{ji} \left( d_{\lambda_j} y^*_i \partial_y E_{\zeta} \left[ \psi_i(y_i^*; \lambda_i, \zeta_i) \right] + \partial_{\lambda_j} E_{\zeta} \left[ \psi_i(y_i^*; \lambda_i, \zeta_i) \right] \right).$$

Let $y^* = [y^*_i]_i$ and $\lambda = [\lambda_i]_i$ be the concatenated parameters and hyperparameters, respectively. We can write the differentiation in the matrix form by

$$d_{\lambda} y^* = d_{\lambda} y^* A + B,$$

where

$$A = \left[ \mathbb{I}_{ji} A^\psi_{ji} + \bar{p}_{ji} A^\gamma_{ji} \right]_{ji} \in \mathbb{R}^{n_{d_y} \times n_{d_y}},$$

$$A^\psi_{ji} = \partial_y E_{\zeta} \left[ \varphi_j(y_j^*; \lambda_j, \zeta_j) \right] \in \mathbb{R}^{d_y \times d_y}, \quad A^\gamma_{ji} = \partial_{\lambda_j} E_{\zeta} \left[ \varphi_j(y_j^*; \lambda_j, \zeta_j) \right] \in \mathbb{R}^{d_y \times d_y},$$

$$B = \left[ \mathbb{I}_{ji} B^\psi_{ji} + \bar{p}_{ji} B^\gamma_{ji} \right]_{ji} \in \mathbb{R}^{n_{d_y} \times n_{d_{d_y}}},$$

$$B^\psi_{ji} = \partial_y E_{\zeta} \left[ \varphi_j(y_j^*; \lambda_j, \zeta_j) \right] \in \mathbb{R}^{d_y \times d_y}, \quad B^\gamma_{ji} = \partial_{\lambda_j} E_{\zeta} \left[ \varphi_j(y_j^*; \lambda_j, \zeta_j) \right] \in \mathbb{R}^{d_{d_y} \times d_y}.$$

Then, we have

$$d_{\lambda} y^* = B(I - A)^{-1}.$$

In particular, we have

$$d_{\lambda_j} y_i^* = \sum_k \langle B \rangle_{jk}(I - A)^{-1} \rangle_{ki},$$

where $\langle \cdot \rangle_{jk}$ and $\langle \cdot \rangle_{ki}$ denotes the $(j, k)$-th and $(k, i)$-th block of the matrix.

The hyper-gradient of the objective function $F(x^*, \lambda) = \sum_i F_i(x_i^*, \lambda_i)$ is then given as

$$d_{\lambda_j} F(y^*, \lambda) = \sum_i d_{\lambda_j} y_i^* \partial_{\lambda_j} F_i(y_i^*, \lambda_i) + \partial_{\lambda_j} F_j(y_j^*, \lambda_j)$$

$$= \sum_i d_{\lambda_j} y_i^* e_j + c_j^\lambda.$$
A.3 Estimation of Hypergradient

In the remainder, we consider \( \psi_i \) and \( \varphi_j \) of the following forms:

\[
\psi_i(y_i; \lambda_i, \xi_i) = \frac{1}{|\zeta_i|} \sum_{\xi \in \zeta_i} g_i(y_i; \lambda_i, \xi)
\]

\[
\varphi_j(y_j; \lambda_j, \xi_j) = \frac{1}{|\zeta_j|} \sum_{\xi \in \zeta_j} h_j(y_j; \lambda_j, \xi),
\]

for some \( g_i(\cdot; \lambda_i, \xi) : \mathbb{R}^{d_y} \rightarrow \mathbb{R}^{d_y} \) and \( h_j(\cdot; \lambda_j, \xi) : \mathbb{R}^{d_y} \rightarrow \mathbb{R}^{d_y} \), which are true for SGP in Eq. (4) and Eq. (5). Assumption 1 ensures that \( g_i \) and \( h_j \) are differentiable with respect to both \( y \) and \( \lambda \).

A.3.1 Estimation of \( A \) and \( B \)

Because the matrices \( A \) and \( B \) are defined as the expectation over the data minibatch \( \zeta_i, \zeta_j \) as well as the realization of communication network \( \delta \), we estimate them from the observation as follows.

\[
\hat{A} = \left[ \sum_{j,i} A_{ji} \right]_{ij} \in \mathbb{R}^{nd_y \times nd_y},
\]

\[
\hat{A}_{ij} = \frac{1}{|\zeta_i|} \sum_{\xi \in \zeta_i} \partial_y g_i(y_i^\star; \lambda_i, \xi) \in \mathbb{R}^{d_y \times d_y}, \quad \hat{A}_{ij} = \frac{1}{|\zeta_j|} \sum_{\xi \in \zeta_j} \partial_y h_j(y_j^\star; \lambda_j, \xi) \in \mathbb{R}^{d_y \times d_y},
\]

\[
\hat{B} = \left[ \sum_{j,i} B_{ji} \right]_{ij} \in \mathbb{R}^{nd_y \times nd_y},
\]

\[
\hat{B}_{ij} = \frac{1}{|\zeta_i|} \sum_{\xi \in \zeta_i} \partial_y h_i(y_i^\star; \lambda_i, \xi) \in \mathbb{R}^{d_y \times d_y}, \quad \hat{B}_{ij} = \frac{1}{|\zeta_j|} \sum_{\xi \in \zeta_j} \partial_y \varphi_j(y_j^\star; \lambda_j, \xi) \in \mathbb{R}^{d_y \times d_y}.
\]

A.3.2 Approximation by Neumann Series

With Assumption 3, we have \( \| A \|_2 < 1 \). We can thus approximate \( (I - A)^{-1} \) by the truncated Neumann series up to the \( M \)-th term as

\[
(I - A)^{-1} = \sum_{m=0}^{M-1} A^m \approx \sum_{m=0}^{M-1} A^m.
\]

The approximation of the hyper-gradient could be expressed as

\[
d_\lambda F(x^\star, \lambda) \approx \sum_{m=0}^{M-1} A^m c^y + c^\lambda.
\]

By replacing \( A \) and \( B \) with the estimators \( \hat{A} \) and \( \hat{B} \), we have

\[
d_\lambda \hat{F}(x^\star, \lambda) \approx \sum_{m=0}^{M-1} \hat{B}^{(2m)} \prod_{s=0}^{m-1} \hat{A}^{(2s+1)} c^y + c^\lambda,
\]

where \( \hat{A}^{(2s+1)} \) and \( \hat{B}^{(2m)} \) denotes the estimators at the \( 2s + 1 \)-th and the \( 2m \)-th step of the communication round, respectively. In this estimator, we estimate \( \hat{A} \) in the odd-numbered steps and estimate \( \hat{B} \) in the even-numbered steps of the communication round, respectively.

A.4 Hyper-Gradient Push (HGP)

We now present our proposed method, hyper-gradient push (HGP), which is a modified version of the recurrent backpropagation. HGP can run even on stochastic and directed networks while enjoying the same order of communication efficiency as SGP. In HGP, we adopt Assumptions 5 and 6 and assume that \( \{ \delta_{j,i} = E \delta \} \) and \( \{ \bar{p}_{j,i} \} \) are known.
The idea of HGP is to use $\tilde{\delta}_{ij}$ instead of $p_{ij}$ in $\hat{A}$ and $\hat{B}$ as follows.

\[
\hat{A} = \left[ \mathbb{1}_{ji} \hat{A}^\psi_i + \delta_{i-j} \frac{\hat{p}_{ji}}{\delta_{i-j}} \hat{A}^\varphi_j \right]_{ji},
\]

\[
\hat{B} = \left[ \mathbb{1}_{ji} \hat{B}^\psi_i + \delta_{i-j} \frac{\hat{p}_{ji}}{\delta_{i-j}} \hat{B}^\varphi_j \right]_{ji}.
\]

Under Assumption 4 where $\delta$ and $\zeta$ are independent, these are the unbiased estimators because

\[
\mathbb{E}_{\delta, \zeta} \left[ \hat{A} \right] = \left[ \mathbb{1}_{ji} \mathbb{E}_{\zeta_i} \left[ \hat{A}^\psi_i \right] + \mathbb{E}_{\delta_{i,j}} \left[ \delta_{i-j} \frac{\hat{p}_{ji}}{\delta_{i-j}} \mathbb{E}_{\zeta_j} \left[ \hat{A}^\varphi_j \right] \right] \right]_{ji},
\]

\[
= \left[ \mathbb{1}_{ji} \hat{A}^\psi_i + \hat{p}_{ji} \hat{A}^\varphi_j \right]_{ji} = A,
\]

\[
\mathbb{E}_{\delta, \zeta} \left[ \hat{B} \right] = \left[ \mathbb{1}_{ji} \mathbb{E}_{\zeta_i} \left[ \hat{B}^\psi_i \right] + \mathbb{E}_{\delta_{i,j}} \left[ \delta_{i-j} \frac{\hat{p}_{ji}}{\delta_{i-j}} \mathbb{E}_{\zeta_j} \left[ \hat{B}^\varphi_j \right] \right] \right]_{ji},
\]

\[
= \left[ \mathbb{1}_{ji} \hat{B}^\psi_i + \hat{p}_{ji} \hat{B}^\varphi_j \right]_{ji} = B.
\]

Recall that the hyper-gradient can be approximated as

\[
d_{\lambda} F(x^*, \lambda) \approx \sum_{m=0}^{M-1} \sum_k \langle B \rangle_{jk} \sum_i \langle A^m \rangle_{ki} c_i^y + c_j^\lambda. \tag{15}
\]

By replacing the expectation with the above estimators $\hat{A}$ and $\hat{B}$, we have

\[
\tilde{d}_{\lambda} F(x^*, \lambda) = \sum_{m=0}^{M-1} \sum_k \langle \hat{B}^{(2m)} \rangle_{jk} \sum_k \langle \prod_{s=0}^{m-1} \hat{A}^{(2s+1)} \rangle_{kk'} c_i^y + c_j^\lambda. \tag{16}
\]

Let $u^{(m)}_k = \sum_i \langle \prod_{s=0}^{m-1} \hat{A}^{(2s+1)} \rangle_{k_i} c_i^y$. We note that $u^{(m+1)}_k$ can be computed recursively as

\[
u^{(m+1)}_k = \sum_{k'} \langle \hat{A}^{(2m+1)} \rangle_{kk'} u^{(m)}_{k'}.
\]

By using this fact, we can rewrite the estimator as

\[
\tilde{d}_{\lambda} F(x^*, \lambda) = \sum_{m=0}^{M-1} \sum_k \langle \hat{B}^{(2m)} \rangle_{jk} \sum_{k'} \langle \hat{A}^{(2m-1)} \rangle_{kk'} \sum_i \langle \prod_{s=0}^{m-2} \hat{A}^{(2s+1)} \rangle_{k_i} c_i^y + c_j^\lambda
\]

\[
= \sum_{m=0}^{M-1} \sum_k \langle \hat{B}^{(2m)} \rangle_{jk} \sum_{k'} \langle \hat{A}^{(2m-1)} \rangle_{kk'} u^{(m-1)}_{k'} + c_j^\lambda.
\]

We can then derive the proposed algorithm, hyper-gradient push, as follows:
We now introduce the variance-reduced version of HGP. The naive HGP above suffers from the large variance because of $\delta_j^m/\delta_{j,i}$; this term can take a value far larger than one when $\delta_{j,i}$ is small. The multiplication of such values induces high variance.

Recall that, in HGP, we aim at approximating the estimator

$$d_\lambda, F(x^*, \lambda) \approx \sum_{m=0}^{M-1} \sum_k \langle B \rangle_{jk} \sum_i \langle A^m \rangle_{ki} c_i^y + c_j^\lambda.$$  

With $v_j^{(0)} \leftarrow 0, u_k^{(0)} \leftarrow C_k^y$, HGP computes the first term of the right-hand-side by iterating

$$v_j^{(m+1)} \leftarrow v_j^{(m)} + \sum_k \langle B \rangle_{jk} u_k^{(m)},$$

$$u_k^{(m+1)} \leftarrow \sum_k' \langle A \rangle_{kk'} u_k^{(m)},$$

where $u_k^{(m+1)}$ is equivalent to $\sum_{k'} \langle A^{m+1} \rangle_{kk'} c_{k'}^y$. We can also consider another way of computing the first term. With $v_j^{(0)} \leftarrow 0_{d_y}, u_k^{(0)} \leftarrow c_k^y$, we can compute

$$v_j^{(m+1)} \leftarrow \sum_k \langle B \rangle_{jk} w_k^{(m)},$$

$$u_k^{(m+1)} \leftarrow \sum_{k'} \langle A \rangle_{kk'} w_k^{(m)} + c_k^y,$$

where $w_k^{(m+1)}$ is equivalent to $\sum_{m'=0}^{m+1} \sum_{k'} \langle A^{m'} \rangle_{kk'} c_{k'}^y = \sum_{m'=0}^{m+1} u_k^{(m')} = w_k^{(m)} + u_k^{(m+1)}$.

By combining the above two formulas, we can derive the general expression of HGP as

$$v_j^{(m+1)} \leftarrow \alpha \left( v_j^{(m)} + \sum_k \langle B \rangle_{jk} u_k^{(m)} \right) + (1 - \alpha) \sum_k \langle B \rangle_{jk} w_k^{(m)},$$

$$u_k^{(m+1)} \leftarrow \sum_{k'} \langle A \rangle_{kk'} u_k^{(m)}',$$

$$w_k^{(m+1)} \leftarrow \beta \left( \sum_{k'} \langle A \rangle_{kk'} w_k^{(m)} + c_k^y \right) + (1 - \beta) \left( w_k^{(m)} + u_k^{(m+1)} \right),$$

where $\alpha, \beta \in [0, 1]$ are the interpolation weights. By replacing $A, B$ by the empirical estimates $\hat{A}, \hat{B}$, we obtain the general expression of HGP as follows.
We note that this general HGP is the weighted average of the two different estimation algorithms, which results in an estimator with a smaller variance. That is, by choosing $\alpha, \beta$ appropriately, we can obtain an estimate of the hyper-gradient with a smaller variance. From the computational perspective, this general HGP has properties similar to the original HGP: it can be computed even on stochastic and directed networks; the estimator could be obtained after the $2M$ rounds of communication; and the clients communicate $O(d_y)$ parameters in each iteration.

C Estimation Error of Hyper-Gradient

In the following, we assume that the derivatives of $g_i$ and $h_j$ are bounded.

**Assumption 8.** $\exists \eta_A \in (0, 1), \eta_B \in (0, \infty)$ such that $\forall \xi$ and $\forall i,j$,

\[
\max \left\{ \sup_{y_i, \lambda_i, \xi} \left\| \partial y_i g_i(y_i, \lambda_i, \xi) \right\|_2, \sup_{y_j, \lambda_j, \xi} \left\| \partial y_j h_j(y_j, \lambda_j, \xi) \right\|_2 \right\} \leq \frac{\eta_A}{2 \max \left\{ n, \sum_{i,j} \bar{p}_{ij} \right\}},
\]

\[
\max \left\{ \sup_{y_i, \lambda_i, \xi} \left\| \partial \lambda_i g_i(y_i, \lambda_i, \xi) \right\|_2, \sup_{y_j, \lambda_j, \xi} \left\| \partial \lambda_j h_j(y_j, \lambda_j, \xi) \right\|_2 \right\} \leq \frac{\eta_B}{2 \max \left\{ n, \sum_{i,j} \bar{p}_{ij} \right\}}.
\]

Under Assumption 8, we have

\[
\|A\|_2 \leq \sum_i \sup_{y_i, \lambda_i, \xi} \left\| \partial y_i g_i(y_i, \lambda_i, \xi) \right\|_2 + \sum_{i,j} \bar{p}_{ij} \sup_{y_j, \lambda_j, \xi} \left\| \partial y_j h_j(y_j, \lambda_j, \xi) \right\|_2 \leq \left( n + \sum_{i,j} \bar{p}_{ij} \right) \frac{\eta_A}{2 \max \left\{ n, \sum_{i,j} \bar{p}_{ij} \right\}} \leq \eta_A,
\]

\[
\|\hat{A}\|_2 \leq \sum_i \sup_{y_i, \lambda_i, \xi} \left\| \partial \lambda_i g_i(y_i, \lambda_i, \xi) \right\|_2 + \sum_{i,j} \bar{p}_{ij} \sup_{y_j, \lambda_j, \xi} \left\| \partial \lambda_j h_j(y_j, \lambda_j, \xi) \right\|_2 \leq \left( n + \sum_{i,j} \bar{p}_{ij} \right) \frac{\eta_A}{2 \max \left\{ n, \sum_{i,j} \bar{p}_{ij} \right\}} \leq \eta_A,
\]

\[
\|B\|_2 \leq \sum_i \sup_{y_i, \lambda_i, \xi} \left\| \partial \lambda_i g_i(y_i, \lambda_i, \xi) \right\|_2 + \sum_{i,j} \bar{p}_{ij} \sup_{y_j, \lambda_j, \xi} \left\| \partial y_j h_j(y_j, \lambda_j, \xi) \right\|_2 \leq \left( n + \sum_{i,j} \bar{p}_{ij} \right) \frac{\eta_B}{2 \max \left\{ n, \sum_{i,j} \bar{p}_{ij} \right\}} \leq \eta_B,
\]

\[
\|\hat{B}\|_2 \leq \sum_i \sup_{y_i, \lambda_i, \xi} \left\| \partial \lambda_i g_i(y_i, \lambda_i, \xi) \right\|_2 + \sum_{i,j} \bar{p}_{ij} \sup_{y_j, \lambda_j, \xi} \left\| \partial \lambda_j h_j(y_j, \lambda_j, \xi) \right\|_2 \leq \left( n + \sum_{i,j} \bar{p}_{ij} \right) \frac{\eta_B}{2 \max \left\{ n, \sum_{i,j} \bar{p}_{ij} \right\}} \leq \eta_B.
\]
C.1 Preliminary Lemmas

In this section, we present a few preliminary lemmas we use in the proof of the theorems.

We recall that we can express the general HGP using the concatenated vectors and matrices as

\[ v^{(m+1)} = \alpha \left( v^{(m)} + \hat{B}^{(2m)} u^{(m)} \right) + (1 - \alpha) \hat{B}^{(2m)} w^{(m)}, \]
\[ u^{(m+1)} = \hat{A}^{(2m+1)} u^{(m)}, \]
\[ w^{(m+1)} = \beta \left( \hat{A}^{(2m+1)} w^{(m)} + c^y \right) + (1 - \beta) \left( w^{(m)} + u^{(m+1)} \right). \]

with the initial conditions \( v^{(0)} \leftarrow 0, u^{(0)} \leftarrow c^y, \) and \( w^{(0)} \leftarrow c^y. \)

The following lemmas show explicit formula of \( v \) and \( w \) and their decomposition.

**Lemma 2** (Explicit Formula of \( w \)).

\[ w^{(M)} = \prod_{m=0}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) c^y \]
\[ + \sum_{i=1}^{M} \left[ \prod_{m=i}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] \left( \beta I + (1 - \beta) \prod_{m=0}^{i-1} \hat{A}^{(2m+1)} \right) c^y, \]

where we define \( \prod_{m \in \emptyset} (.)_m = 1 \) so that \( \prod_{m=M}^{M-1} (.)_m = I. \)

**Proof.** We prove the claim by induction. We first recall that

\[ u^{(M)} = \prod_{m=0}^{M-1} \hat{A}^{(2m+1)} c^y. \]

By setting \( m = 0 \) in (19), we have

\[ w^{(1)} = \beta \left( \hat{A}^{(1)} w^{(0)} + c^y \right) + (1 - \beta) \left( w^{(0)} + u^{(1)} \right) \]
\[ = \beta \left( \hat{A}^{(1)} c^y + c^y \right) + (1 - \beta) \left( c^y + \hat{A}^{(1)} c^y \right) \]
\[ = c^y + \hat{A}^{(1)} c^y. \]

By setting \( M = 1 \) in (20), we also have

\[ w^{(1)} = \left( (1 - \beta) I + \beta \hat{A}^{(1)} \right) c^y + \left( \beta I + (1 - \beta) \hat{A}^{(1)} \right) c^y = c^y + \hat{A}^{(1)} c^y, \]

which confirms that (20) is valid when \( M = 1. \)

Now, suppose that the statement is true for some \( M \geq 1. \) Then, by (19),

\[ w^{(M+1)} = \beta \left( \hat{A}^{(2M+1)} w^{(M)} + c^y \right) + (1 - \beta) \left( w^{(M)} + u^{(M+1)} \right) \]
\[ = \beta c^y + (1 - \beta) \left[ \prod_{m=0}^{M} \hat{A}^{(2m+1)} \right] c^y + \left( (1 - \beta) I + \beta \hat{A}^{(2M+1)} \right) u^{(M)} \]
\[ \beta e^y + (1 - \beta) \left[ \prod_{m=0}^{M} \hat{A}^{(2m+1)} \right] c^y \]

\[ + \left( (1 - \beta) I + \beta \hat{A}^{(2M+1)} \right) \left[ \prod_{m=0}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] c^y \]

\[ + \left( (1 - \beta) I + \beta \hat{A}^{(2M+1)} \right) \sum_{i=1}^{M} \left[ \prod_{m=i}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] \left( \beta I + (1 - \beta) \left[ \prod_{m=0}^{i-1} \hat{A}^{(2m+1)} \right] \right) c^y \]

\[ = \left[ \prod_{m=0}^{M} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] c^y \]

\[ + 1 \times \left( \beta I + (1 - \beta) \left[ \prod_{m=0}^{M} \hat{A}^{(2m+1)} \right] \right) c^y \]

\[ + \sum_{i=1}^{M} \left[ \prod_{m=i}^{M} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] \left( \beta I + (1 - \beta) \left[ \prod_{m=0}^{i-1} \hat{A}^{(2m+1)} \right] \right) c^y \]

\[ = \left[ \prod_{m=0}^{M} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] c^y \]

\[ + \sum_{i=1}^{M+1} \left[ \prod_{m=i}^{M} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] \left( \beta I + (1 - \beta) \left[ \prod_{m=0}^{i-1} \hat{A}^{(2m+1)} \right] \right) c^y, \]

where the last line follows from the fact that \( \prod_{i=M+1}^{M}() \) = I. \( \square \)

**Lemma 3 (Decomposition of \( w \)).**

\[ w^{(M)} - \sum_{i=0}^{M} \mathcal{A}^i c^y \]

\[ = \left( \sum_{i=0}^{M-1} \tilde{L}_1^{(i,M)} (\hat{A}^{(2i+1)} - \mathcal{A}) R_1^{(i)} + \tilde{L}_2^{(i,M)} (\hat{A}^{(2i+1)} - \mathcal{A}) A^i \right) c^y, \quad (22) \]

where

\[ \tilde{L}_1^{(i,M)} = \beta \left[ \prod_{m=i+1}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right], \]

\[ \tilde{L}_2^{(i,M)} = (1 - \beta) \sum_{j=i+1}^{M} \left[ \prod_{m=j}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] \left[ \prod_{m=i+1}^{j-1} \hat{A}^{(2m+1)} \right], \]

\[ R_1^{(i)} = ((1 - \beta) I + \beta A)^i \sum_{j=1}^{i} \left( (1 - \beta) I + \beta A \right)^{i-j} \left( \beta I + (1 - \beta) A^j \right). \]

**Proof.** We first recall that, as the corollary of Lemma 2,

\[ \sum_{i=0}^{M} A^i c^y = ((1 - \beta) I + \beta A)^M c^y + \sum_{i=1}^{M} ((1 - \beta) I + \beta A)^{M-i} \left( \beta I + (1 - \beta) A^i \right) c^y. \]
By using Lemma\footnote{2} we can expand the difference as

$$w^{(M)} - \sum_{i=0}^{M} A^i c^y$$

$$= \left( \prod_{m=0}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right) c^y - ((1 - \beta) I + \beta A)^M c^y$$

$$+ \sum_{i=1}^{M} \left( \prod_{m=i}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right) (\beta I + (1 - \beta) A^i) c^y$$

$$+ \sum_{i=1}^{M} \left( \prod_{m=i}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right) (1 - \beta) \left( \prod_{m=0}^{i-1} \hat{A}^{(2m+1)} - A^i \right) c^y$$

$$= \sum_{i=0}^{M-1} \prod_{m=i+1}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \beta \left( \hat{A}^{(2i+1)} - A \right) \left( (1 - \beta) I + \beta A \right)^{i+1} c^y$$

$$+ \sum_{i=1}^{M} \prod_{m=i}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) (1 - \beta) \left( \prod_{m=0}^{i-1} \hat{A}^{(2m+1)} \right) \left( \hat{A}^{(2i+1)} - A \right) A^i c^y$$

$$= \sum_{i=0}^{M-1} \prod_{m=i+1}^{M-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \beta \left( \hat{A}^{(2i+1)} - A \right) \left( (1 - \beta) I + \beta A \right)^{i+1} c^y + \sum_{j=1}^{i} \left( (1 - \beta) I + \beta A \right)^{i-j} \left( \beta I + (1 - \beta) A^j \right) c^y$$

$$+ \sum_{i=0}^{M-1} \prod_{m=i+1}^{M} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \left( 1 - \beta \right) \left( \prod_{m=i+1}^{j-1} \hat{A}^{(2m+1)} \right) \left( \hat{A}^{(2i+1)} - A \right) A^i c^y$$

$$= \sum_{i=0}^{M-1} \prod_{m=i+1}^{M} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \left( 1 - \beta \right) \left( \prod_{m=i+1}^{j-1} \hat{A}^{(2m+1)} \right) \left( \hat{A}^{(2i+1)} - A \right) A^i c^y$$

$$= L_1^{(M)}$$

$$\times \left( (1 - \beta) I + \beta A \right)^i + \sum_{j=1}^{i} \left( (1 - \beta) I + \beta A \right)^{i-j} \left( \beta I + (1 - \beta) A^j \right) c^y$$

$$= R_1^{(i)}$$

$$+ \sum_{i=0}^{M-1} \prod_{m=i+1}^{M} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \left( \prod_{m=i+1}^{j-1} \hat{A}^{(2m+1)} \right) \left( \hat{A}^{(2i+1)} - A \right) A^i c^y.$$

$$= L_2^{(M)}$$
Lemma 4 (Explicit Formula of \(v\)).
\[
\begin{align*}
    v^{(M+1)} &= \sum_{i=0}^{M} \alpha^{M-i+1} B^{(2i)} u^{(i)} + (1 - \alpha) \sum_{i=0}^{M} \alpha^{M-i} \hat{B}^{(2i)} w^{(i)}. \\
    \tag{23}
\end{align*}
\]

Proof. We prove the claim by induction. By setting \(m = 0\) in (17), we have
\[
    v^{(1)} = \alpha \left( v^{(0)} + B^{(0)} u^{(0)} \right) + (1 - \alpha) \hat{B}^{(0)} w^{(0)} = \alpha B^{(0)} c^y + (1 - \alpha) \hat{B}^{(0)} c^y = \hat{B}^{(0)} c^y.
\]
By setting \(M = 0\) in (23), we also have
\[
    v^{(1)} = \alpha \hat{B}^{(0)} c^y + (1 - \alpha) \alpha \hat{B}^{(0)} w^{(0)} = \hat{B}^{(0)} c^y,
\]
which confirms that (23) is valid when \(M = 0\).

Now, suppose that the statement is true for some \(M \geq 1\). Then, by (17),
\[
    v^{(M+1)} = \alpha \left( v^{(M)} + B^{(2M)} u^{(M)} \right) + (1 - \alpha) \hat{B}^{(2M)} w^{(M)}
\]
\[
    = \alpha \left( \sum_{i=0}^{M-1} \alpha^{M-i} B^{(2i)} u^{(i)} + (1 - \alpha) \sum_{i=0}^{M-1} \alpha^{M-i-1} \hat{B}^{(2i)} w^{(i)} \right)
\]
\[
    + \alpha \hat{B}^{(2M)} u^{(M)} + (1 - \alpha) \hat{B}^{(2M)} w^{(M)}
\]
\[
    = \left( \sum_{i=0}^{M-1} \alpha^{M-i+1} B^{(2i)} u^{(i)} + \alpha \hat{B}^{(2M)} u^{(M)} \right)
\]
\[
    + (1 - \alpha) \left( \sum_{i=0}^{M-1} \alpha^{M-i} \hat{B}^{(2i)} w^{(i)} + \hat{B}^{(2M)} w^{(M+1)} \right)
\]
\[
    = \sum_{i=0}^{M} \alpha^{M-i+1} B^{(2i)} u^{(i)} + (1 - \alpha) \sum_{i=0}^{M} \alpha^{M-i} \hat{B}^{(2i)} w^{(i)}.
\]

\(\square\)

Lemma 5 (Decomposition of \(v\)).
\[
\begin{align*}
    v^{(M+1)} &= B \sum_{i=0}^{M} A^i c^y \\
    &= \sum_{i=0}^{M} (\hat{B}^{(2i)} - B) R_{3}^{(i,M)} c^y + \sum_{i=0}^{M-1} \left( L_{4}^{(i,M)} (\hat{A}^{(2i+1)} - A) A^i + L_{5}^{(i,M)} (\hat{A}^{(2i+1)} - A) R_{1}^{(i)} \right) c^y,
    \tag{24}
\end{align*}
\]

where
\[
    R_{3}^{(i,M)} = \alpha^{M-i+1} A^i + (1 - \alpha) \sum_{j=0}^{i} A^j,
\]
\[
    L_{4}^{(i,M)} = \sum_{j=i+1}^{M} \alpha^{M-j} \hat{B}^{(2j)} \left[ \prod_{m=i+1}^{j-1} \hat{A}^{(2m+1)} \right]
\]
\[
    + (1 - \alpha)(1 - \beta) \sum_{j=i+1}^{M} \alpha^{M-j} \hat{B}^{(2j)} \sum_{k=i+1}^{j} \left[ \prod_{m=k}^{j-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right] \left[ \prod_{m=i+1}^{k-1} \hat{A}^{(2m+1)} \right],
\]
\[
    L_{5}^{(i,M)} = (1 - \alpha) \beta \sum_{j=i+1}^{M} \alpha^{M-j} \hat{B}^{(2j)} \left[ \prod_{m=i+1}^{j-1} \left( (1 - \beta) I + \beta \hat{A}^{(2m+1)} \right) \right].
\]
To bound the estimation error of hyper-gradient, we need to bound each term of (24). The following lemma gives the bounds for each coefficient matrices in (24).

**Proof.** We first recall that, as the corollary of Lemma 4

\[ B \sum_{i=0}^{M} A^i c_y = \sum_{i=0}^{M} \alpha^{M-i+1} B A^i c_y + (1 - \alpha) \sum_{j=0}^{M} \alpha^{M-j} B A^j c_y. \]

By using Lemma 4 and Lemma 5, we can expand the difference as

\[ v^{(M+1)} - B \sum_{i=0}^{M} A^i c_y \]

\[ = \sum_{i=0}^{M} \alpha^{M-i+1} \left( \hat{B}^{(2i)} - B \right) A^i c_y + \sum_{j=1}^{M} \alpha^{M-j+1} \hat{B}^{(2j)} \sum_{i=0}^{j-1} \prod_{m=i+1}^{j} \hat{A}^{(2m+1)} \left( \hat{A}^{(2i+1)} - A \right) A^i c_y \]

\[ + \sum_{i=0}^{M} \alpha^{M-i} \left( \hat{B}^{(2i)} - B \right) \sum_{j=0}^{i} A^j c_y \]

\[ + \left( 1 - \alpha \right) \sum_{i=0}^{M} \alpha^{M-i} \left( \hat{B}^{(2i)} - B \right) \sum_{j=0}^{i} A^j c_y \]

\[ + \left( 1 - \alpha \right) \sum_{j=1}^{M} \alpha^{M-j} \hat{B}^{(2j)} \left( \sum_{i=0}^{j-1} \hat{L}_1^{(i,j)} (\hat{A}^{(2i+1)} - A) R_1^{(i)} + \hat{L}_2^{(i,j)} (\hat{A}^{(2i+1)} - A) A^i \right) c_y \]

\[ = \sum_{i=0}^{M} \left( \hat{B}^{(2i)} - B \right) \left( \alpha^{M-i+1} A^i + (1 - \alpha) \alpha^{M-i} \sum_{j=0}^{i} A^j \right) c_y \]

\[ + \sum_{i=0}^{M} \alpha^{M-j+1} \hat{B}^{(2j)} \left( \prod_{m=i+1}^{j} \hat{A}^{(2m+1)} \right) \left( \hat{A}^{(2i+1)} - A \right) A^i c_y \]

\[ + \left( 1 - \alpha \right) \sum_{j=1}^{M} \alpha^{M-j} \hat{B}^{(2j)} \left( \sum_{i=0}^{j-1} \hat{L}_1^{(i,j)} (\hat{A}^{(2i+1)} - A) R_1^{(i)} + \hat{L}_2^{(i,j)} (\hat{A}^{(2i+1)} - A) A^i \right) c_y. \]

By substituting \( \hat{L}_2^{(i,j)} \), \( \hat{L}_1^{(i,j)} \), we obtain the claim. \( \square \)

To bound the estimation error of hyper-gradient, we need to bound each term of (24). The following lemma gives the bounds for each coefficient matrices in (24).
Lemma 6. Under Assumption we have

\[ \| R^{(i,M)} \|_2 \leq \frac{1 - \alpha}{1 - \eta_A} \alpha^{M-i} + \frac{1}{1 - \eta_A} \alpha^{M-i+1} \eta_{A}^i - \frac{1}{1 - \eta_A} \alpha^{M-i} \eta_{A}^{i+1}, \]  
\[ (25) \]

\[ \| L^{(i,M)}_4 \|_2 \leq \frac{\eta_B \alpha \beta}{\alpha - (1 - \beta + \beta \eta_A)} \alpha^{M-i} - \frac{\eta_B \eta_{A}^{M-i}}{1 - \eta_A} - \frac{\eta_B}{1 - \eta_A} \frac{1 - \alpha}{\alpha - (1 - \beta + \beta \eta_A)} (1 - \beta + \beta \eta_A)^{M-i+1}, \]  
\[ (26) \]

\[ \| L^{(i,M)}_5 \|_2 \leq \eta_B \frac{(1 - \alpha) \beta}{\alpha - (1 - \beta + \beta \eta_A)} (\alpha^{M-i} - (1 - \beta + \beta \eta_A)^{M-i}), \]  
\[ (27) \]

\[ \| R^{(i)} \|_2 \leq \frac{1 - \eta_{A}^{i+1}}{1 - \eta_A}. \]  
\[ (28) \]

Proof. Recall that Assumption ensures \( \| A \|_2 \leq \eta_A, \| \tilde{A} \|_2 \leq \eta_A, \| B \|_2 \leq \eta_B, \| \tilde{B} \|_2 \leq \eta_B. \) Then, we have

\[ \| R^{(i,M)}_3 \|_2 \leq \alpha^{M-i+1} \| A \|_2^i + (1 - \alpha) \alpha^{M-i} \sum_{j=0}^{i} \| A \|_2^j \]
\[ \leq \alpha^{M-i+1} \eta_{A}^i + (1 - \alpha) \alpha^{M-i} \sum_{j=0}^{i} \eta_{A}^j \]
\[ = \alpha^{M-i+1} \eta_{A}^i + (1 - \alpha) \alpha^{M-i} \frac{1 - \eta_{A}^{i+1}}{1 - \eta_A} \]
\[ = \alpha^{M-i+1} \eta_{A}^i + (1 - \alpha) \alpha^{M-i} \frac{1 - \eta_{A}^{i+1}}{1 - \eta_A} + \frac{\eta_A}{1 - \eta_A} \alpha^{M-i+1} \eta_{A}^i \]
\[ = \frac{1 - \alpha}{1 - \eta_A} \alpha^{M-i} + \frac{1}{1 - \eta_A} \alpha^{M-i+1} \eta_{A}^i - \frac{1}{1 - \eta_A} \alpha^{M-i+1} \eta_{A}^i, \]  
\[ (29) \]

\[ \| L^{(i,M)}_4 \|_2 \leq \sum_{j=1}^{M} \alpha^{M-j+1} \| \tilde{B}^{(2j)} \|_2 \| \tilde{A}^{(2m+1)} \|_2 \]
\[ + (1 - \alpha) (1 - \beta) \sum_{j=1}^{M} \alpha^{M-j} \| \tilde{B}^{(2j)} \|_2 \sum_{k=i+1}^{j} \prod_{m=i+1}^{k-1} \| (1 - \beta) I + \beta \tilde{A}^{(2m+1)} \|_2 \sum_{m=i+1}^{j} \| \tilde{A}^{(2m+1)} \|_2 \]
\[ \leq \eta_B \sum_{j=1}^{M} \alpha^{M-j+1} \eta_{A}^{j-i+1} + \eta_B (1 - \alpha) (1 - \beta) \sum_{j=1}^{M} \alpha^{M-j} \sum_{k=i+1}^{j} \alpha^{M-j} (1 - \beta + \beta \eta_A)^{j-k} \eta_{A}^{k-i+1} \]
\[ = \eta_B \frac{\alpha}{\alpha - \eta_A} (\alpha^{M-i} - \eta_{A}^{M-i}) + \eta_B (1 - \alpha) \sum_{j=1}^{M} \alpha^{M-j} (1 - \beta + \beta \eta_A)^{j-i} \eta_{A}^{j-i} \]
\[ = \eta_B \frac{\alpha}{\alpha - \eta_A} (\alpha^{M-i} - \eta_{A}^{M-i}) \]
\[ + \eta_B \frac{1 - \alpha}{1 - \eta_A} (1 - \beta + \beta \eta_A) \frac{\eta_A}{\alpha - (1 - \beta + \beta \eta_A)} \]
\[ = \eta_B \frac{1}{1 - \eta_A} (\alpha^{M-i} - \eta_{A}^{M-i}) + \eta_B \frac{1 - \alpha}{1 - \eta_A} \frac{1 - \beta + \beta \eta_A}{\alpha - (1 - \beta + \beta \eta_A)} (\alpha^{M-i} - (1 - \beta + \beta \eta_A)^{M-i}) \]
\[ = \frac{\eta_B \alpha \beta}{\alpha - (1 - \beta + \beta \eta_A)} \alpha^{M-i} - \frac{\eta_B}{1 - \eta_A} \cdot \frac{\eta_A}{1 - \eta_A} \alpha - (1 - \beta + \beta \eta_A) (1 - \beta + \beta \eta_A)^{M-i+1}, \]  
\[ (30) \]
\[
\| \tilde{L}^{(i,M)}_5 \|_2 \leq (1 - \alpha) \beta \sum_{j=i+1}^M \alpha^{M-j} \| \tilde{B}^{(2j)} \|_2 \prod_{m=i+1}^{j-1} \| (1 - \beta) I + \beta \tilde{A}^{(2m+1)} \|_2 \\
\leq \eta_B (1 - \alpha) \beta \sum_{j=i+1}^M \alpha^{M-j} (1 - \beta + \beta \eta_A)^{j-i-1} \\
= \eta_B (1 - \alpha) \beta \frac{\alpha^{M-i}}{\alpha - (1 - \beta + \beta \eta_A)^{M-i}}, \\
\| R_1^{(i)} \|_2 \leq \| (1 - \beta) I + \beta \tilde{A} \|_2^i + \sum_{j=1}^i \| (1 - \beta) I + \beta \tilde{A} \|_2^{i-j} \left( (1 + (1 - \beta) \| A \|_2^j) \right) \\
\leq (1 - \beta + \beta \eta_A)^i + \beta \sum_{j=1}^i (1 - \beta + \beta \eta_A)^{i-j} + (1 - \beta) \sum_{j=1}^i (1 - \beta + \beta \eta_A)^{i-j} \eta_A^j \\
= (1 - \beta + \beta \eta_A)^i + \frac{1 - (1 - \beta + \beta \eta_A)^i}{1 - \eta_A} + \eta_A \frac{(1 - \beta + \beta \eta_A)^i - \eta_A}{1 - \eta_A} \\
= \frac{1 - \eta_A^{i+1}}{1 - \eta_A}.
\]

\[\square\]

**C.2 Decomposition of \( \tilde{A}, \tilde{B} \)**

We can decompose the difference \( \tilde{A} - A \) and \( \tilde{B} - B \) as

\[
\hat{A} - A = \left[ I_{ji}(\hat{A}^\psi_i - A^\psi_i) + \bar{p}_{ji} \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \hat{A}^\varphi_j - A^\varphi_i \right) \right]_{ji} \\
= \left[ \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} - 1 \right) \bar{p}_{ji} \hat{A}^\varphi_j \right]_{ji} + \left[ I_{ji}(\hat{A}^\psi_i - A^\psi_i) + \bar{p}_{ji} \left( \hat{A}^\varphi_j - A^\varphi_i \right) \right]_{ji} \\
= \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} - 1 \right) \bar{p}_{ji} \hat{A}^\varphi_j \\
+ \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \right) \bar{p}_{ji} \left( \hat{A}^\varphi_j - A^\varphi_i \right) \\
+ \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \right) \bar{p}_{ji} \left( \hat{A}^\varphi_j - A^\varphi_i \right) \\
+ \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \right) \bar{p}_{ji} \left( \hat{A}^\varphi_j - A^\varphi_i \right) \\
+ \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \right) \bar{p}_{ji} \left( \hat{A}^\varphi_j - A^\varphi_i \right),
\]

\[
\hat{B} - B = \left[ I_{ji}(\hat{B}^\psi_i - B^\psi_i) + \bar{p}_{ji} \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \hat{B}^\varphi_j - B^\varphi_i \right) \right]_{ji} \\
= \left[ \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} - 1 \right) \bar{p}_{ji} \hat{B}^\varphi_j \right]_{ji} + \left[ I_{ji}(\hat{B}^\psi_i - B^\psi_i) + \bar{p}_{ji} \left( \hat{B}^\varphi_j - B^\varphi_i \right) \right]_{ji} \\
= \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} - 1 \right) \bar{p}_{ji} \hat{B}^\varphi_j \\
+ \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \right) \bar{p}_{ji} \left( \hat{B}^\varphi_j - B^\varphi_i \right) \\
+ \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \right) \bar{p}_{ji} \left( \hat{B}^\varphi_j - B^\varphi_i \right) \\
+ \sum_{i,j=1}^n e_i e_j^T \otimes \left( \frac{\delta_{i\downarrow j}}{\delta_{ij}} \right) \bar{p}_{ji} \left( \hat{B}^\varphi_j - B^\varphi_i \right),
\]

where \( e_i, e_j \) are \( i \)-th and \( j \)-th canonical basis vectors.
By using these expressions, we can rewrite Lemma 5 as

\[ v^{(M+1)} - B \sum_{i=0}^{M} A^i c^y \]

\[ = \sum_{i=0}^{M} \sum_{s,t=1}^{n} X_{B,st}^{(i)} c^y + \sum_{j=0}^{M} \sum_{s,t=1}^{n} Y_{B,t}^{(i,j)} c^y + \sum_{j=0}^{M} \sum_{s,t=1}^{n} X_{A,st}^{(i)} c^y + \sum_{j=0}^{M} \sum_{s,t=1}^{n} Y_{A,t}^{(i,j)} c^y, \]

where

\[ X_{B,st}^{(i)} = \left( e_t e_s^T \otimes \begin{pmatrix} \delta_{s,t}^{(2)}(i) \\ \delta_{s,t}^{(2)}(i) \end{pmatrix} - 1 \right) \tilde{p}_{ts} B_t^{(2)} \]

\[ Y_{B,t}^{(i)} = \sum_{s=1}^{n} \left( e_t e_s^T \otimes \frac{1}{|s|^{(2)}} \left( \begin{pmatrix} 1 \end{pmatrix} \eta + \tilde{p}_{ts} B_t^{(2)} \right) \right) \]

\[ X_{A,st}^{(i)} = \hat{L}_4^{(i,M)} \left( e_t e_s^T \otimes \begin{pmatrix} \delta_{s,t}^{(2+1)}(i) \\ \delta_{s,t}^{(2+1)}(i) \end{pmatrix} - 1 \right) \tilde{p}_{ts} A_t^{(2+1)} \]

\[ + \hat{L}_5^{(i,M)} \left( e_t e_s^T \otimes \begin{pmatrix} \delta_{s,t}^{(2+1)}(i) \\ \delta_{s,t}^{(2+1)}(i) \end{pmatrix} - 1 \right) \tilde{p}_{ts} A_t^{(2+1)} \]

\[ Y_{A,t}^{(i)} = \hat{L}_4^{(i,M)} \sum_{s=1}^{n} \left( e_t e_s^T \otimes \frac{1}{|s|^{(2+1)}} \left( \begin{pmatrix} 1 \end{pmatrix} \eta + \tilde{p}_{ts} A_t^{(2+1)} \right) \right) A^i \]

Here, we note that \( \hat{L}_4^{(i,M)} \) and \( \hat{L}_5^{(i,M)} \) depend only on \( A^{(2i+3)}, \ldots, A^{(2M-1)} \) and \( B^{(2i+2)}, \ldots, B^{(2M)} \). We therefore have

\[ \mathbb{E}_{\delta_{s,t}^{(2+1)}} \left[ X_{A,st}^{(i)} | \hat{A}^{(2i+3)}, \ldots, \hat{A}^{(2M-1)}, \hat{B}^{(2i+2)}, \ldots, \hat{B}^{(2M)} \right] = 0, \]

\[ \mathbb{E}_{\delta_{s,t}^{(2+1)}} \left[ Y_{A,t}^{(i)} | \hat{A}^{(2i+3)}, \ldots, \hat{A}^{(2M-1)}, \hat{B}^{(2i+2)}, \ldots, \hat{B}^{(2M)} \right] = 0, \]

by the independence of \( \delta_{s,t}^{(2+1)} \) and \( \gamma_{st}^{(2+1)} \) in Assumption 4.

C.3 Bound for \( \alpha \in (0, 1) \) and \( \beta \in (0, 1) \)

We now derive the error bound of VR-HGP for the case when \( \alpha, \beta \in (0, 1) \). The error bound follows from the next bounds on \( X_{B,st}^{(i)}, Y_{B,t}^{(i)}, X_{A,st}^{(i)}, \) and \( Y_{A,t}^{(i)} \).

**Lemma 7.** Under Assumption 4 when \( \alpha, \beta \in (0, 1) \) so that \( 1 - \beta + \beta \eta_A \in (\eta_A, 1) \), we have

\[ \| X_{B,st}^{(i)} \|^2 \leq \frac{\eta_B^2 P_{ts}}{\kappa^2} \left( \frac{1}{2 \delta_{s,t}^{(2)}} - 1 \right)^2 \left( 1 - \frac{\alpha}{1 - \eta_A} \right)^2 \alpha^{2(M-i)} + \exp(-O(M)), \]

\[ \| Y_{B,t}^{(i)} \|^2 \leq \frac{4\eta_B^2}{\kappa^2 |s|^{(2)}} \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \alpha^{2(M-i)} + \exp(-O(M)), \]

\[ \| Y_{A,t}^{(i)} \|^2 \leq \frac{4\eta_B^2}{\kappa^2 |s|^{(2+1)}} \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \alpha^{2(M-i)} + \exp(-O(M)), \]

(30) (31) (32) (33)
where

$$\kappa = \max \left\{ n, \sum_{s,t} \frac{\bar{p}_{ts}}{\delta_{s,t}} \right\}. \quad (34)$$

Proof.

$$\left\| X_{B,s}^{(i)} \right\|_2^2 \leq \left( \frac{1}{\delta_{s,t}} - 2 \right)^2 \frac{\eta_B}{2} \frac{\eta_A}{2K} \left( \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 (1 - \beta + \beta \eta_A) \alpha^{M-i} + \exp(-O(M)) \right)^2$$

$$= \frac{\eta_B^2 \eta_A^2}{2K^2} \left( \frac{1}{\delta_{s,t}} - 1 \right)^2 \left( \frac{\eta_A}{1 - \eta_A} \frac{1 - \alpha}{1 - \beta + \beta \eta_A} \right)^2$$

$$\times (\alpha^{M-i} - (1 - \beta + \beta \eta_A)^{M-i})^2 + \exp(-O(M)).$$

$$\left\| Y_{B,s}^{(i,\xi)} \right\|_2^2 \leq \frac{1}{\eta_B} \left( \frac{\eta_B}{2(2^i)} \right)^2 \left( \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 + \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \alpha^{M-i} + \exp(-O(M)) \right)^2$$

$$= \frac{4\eta_B^2}{K^2 \eta_B^2} \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \alpha^{2(M-i)} + \exp(-O(M)).$$

$$\left\| Y_{A,s}^{(i,\xi)} \right\|_2^2 \leq \frac{1}{\eta_B} \left( \frac{\eta_B}{2(2^i+1)} \right)^2 \left( \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 + \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \alpha^{M-i} + \exp(-O(M)) \right)^2$$

$$= \frac{4\eta_B^2}{K^2 \eta_B^2} \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \alpha^{2(M-i)} + \exp(-O(M)).\square$$
Theorem 8. Suppose Assumptions 1, 8 hold true, and $|\zeta^{(2i)}_t| = |\zeta^{(2i+1)}_t| = b$ for any $t$ and $i$. Then, with probability at least $1 - \epsilon$, we have

$$
\|v^{(M+1)} + c^\lambda - d_\lambda, F(y^*, \lambda)\|
\leq \mu_{\alpha, \beta} \tau \left( \sum_{s,t=1}^{n} \bar{\eta}_{st}^2 \left( \frac{1}{2\sigma_{st}} - 1 \right)^2 + \frac{4n}{b} \right) \log \frac{n(d_y + d_\lambda)}{\epsilon} + \exp(-O(M)),
$$

where

$$
\mu_{\alpha, \beta} = \sqrt{8 - \frac{1 - \alpha}{1 + \alpha} \left( 1 + \frac{1}{\alpha(1 + \epsilon + \beta_\eta_A)} \right) \frac{\beta^2 \eta_A^2}{1 - \alpha(1 + \epsilon + \beta_\eta_A)(1 - (1 + \epsilon + \beta_\eta_A)^2)}, \quad \tau = \frac{\eta_B \|c^y\|}{\kappa(1 - \eta_A)}.
$$

Proof. We first have

$$
\left\| v^{(M+1)} + c^\lambda - d_\lambda, F(y^*, \lambda) \right\| \leq \left\| v^{(M+1)} - B \sum_{i=0}^{M} A^i c^y \right\| + \left\| B \sum_{i=M+1}^{\infty} A^i c^y \right\|.
$$

Here, we can bound the second term by

$$
\left\| B \sum_{i=M+1}^{\infty} A^i c^y \right\| \leq \eta_B \|c^y\| \sum_{i=M+1}^{\infty} \eta_A^i \leq \frac{\eta_B \|c^y\|}{1 - \eta_A} \eta_A^{M+1} = \exp(-O(M)).
$$

The conditions (29) ensure that we can bound the first term by using Matrix Azuma’s inequality; with probability at least $1 - \epsilon$, we have

$$
\left\| v^{(M+1)} - B \sum_{i=0}^{M} A^i c^y \right\| \leq \sqrt{8\sigma^2 n(d_y + d_\lambda)}.
$$

where

$$
\sigma^2
\leq \sum_{i=0}^{M} \sum_{s,t=1}^{n} \left\| X_{B, i}^{(i)} \right\|_2^2 + \sum_{i=0}^{M-1} \sum_{s,t=1}^{n} \left\| X_{A, i}^{(i)} \right\|_2^2 + \sum_{i=0}^{M-1} \sum_{s,t=1}^{n} \left\| Y_{B, i}^{(i, \xi)} \right\|_2^2 + \sum_{i=0}^{M-1} \sum_{s,t=1}^{n} \left\| Y_{A, i}^{(i, \xi)} \right\|_2^2
\leq \sum_{i=0}^{M} \sum_{s,t=1}^{n} \eta_{B} \eta_{A} \frac{4\eta_{B}^2}{\kappa^2} \left( \frac{1}{2\sigma_{st}} - 1 \right)^2 \alpha^{2(M-i)}
\leq \sum_{i=0}^{M} \sum_{s,t=1}^{n} \eta_{B} \eta_{A} \frac{4\eta_{B}^2}{\kappa^2} \left( \frac{1}{2\sigma_{st}} - 1 \right)^2 \alpha^{2(M-i)}
\leq \exp(-O(M))
$$

27
\[
\eta_B^2 \sum_{s,t=1}^n \hat{p}_{ts}^2 \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \frac{1 - \alpha^{2(M+1)}}{1 - \alpha^2} \\
+ \eta_B^2 \sum_{s,t=1}^n \hat{p}_{ts}^2 \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 \left( \frac{\eta_A}{1 - \eta_A} \alpha - (1 - \beta + \beta \eta_A) \right)^2 \times \left( \frac{\eta_A}{1 - \eta_A} \alpha - (1 - \beta + \beta \eta_A) \right)^2 \\
+ \eta_B^2 \sum_{t=1}^n \left( \frac{4}{|\zeta_t^{(2i)}|} \right) \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \frac{1 - \alpha^{2(M+1)}}{1 - \alpha^2} \\
+ \eta_B^2 \sum_{t=1}^K \left( \frac{4}{|\zeta_t^{(2i+1)}|} \right) \left( \frac{\eta_A}{1 - \eta_A} \alpha - (1 - \beta + \beta \eta_A) \right)^2 \times \left( \frac{\eta_A}{1 - \eta_A} \alpha - (1 - \beta + \beta \eta_A) \right)^2 \\
+ \exp(-O(M)) \\
\leq \eta_B^2 \sum_{s,t=1}^n \hat{p}_{ts}^2 \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^n \left( \frac{4}{|\zeta_t^{(2i)}|} \right) \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \frac{1 - \alpha^2}{1 - \alpha^2} \\
+ \eta_B^2 \sum_{s,t=1}^n \hat{p}_{ts}^2 \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^n \left( \frac{4}{|\zeta_t^{(2i+1)}|} \right) \left( \frac{\eta_A}{1 - \eta_A} \alpha - (1 - \beta + \beta \eta_A) \right)^2 \times \left( \frac{\eta_A}{1 - \eta_A} \alpha - (1 - \beta + \beta \eta_A) \right)^2 \\
+ \exp(-O(M)) \\
\leq \eta_B^2 \sum_{s,t=1}^n \hat{p}_{ts}^2 \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^n \left( \frac{4}{|\zeta_t^{(2i)}|} \right) \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \frac{1 - \alpha}{1 + \alpha} \\
+ \eta_B^2 \sum_{s,t=1}^n \hat{p}_{ts}^2 \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^n \left( \frac{4}{|\zeta_t^{(2i+1)}|} \right) \left( \frac{1 - \alpha}{1 - \eta_A} \right)^2 \frac{1 - \alpha}{1 + \alpha} \\
\times \frac{1 + \alpha(1 - \beta + \beta \eta_A) \beta^2 \eta_A^2}{1 - \alpha(1 - \beta + \beta \eta_A) 1 - (1 - \beta + \beta \eta_A)^2} + \exp(-O(M)).
\]

When \(|\zeta_t^{(2i)}| = |\zeta_t^{(2i+1)}| = b\) for any \(t\) and \(i\), we further have

\[
\sigma^2 \leq \frac{\eta_B^2 \|e^y\|^2}{\kappa^2(1 - \eta_A)^2} \left[ \sum_{s,t=1}^n \hat{p}_{ts}^2 \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 + \frac{4n}{b} \right] \\
\times \frac{1 - \alpha}{1 + \alpha} \left( 1 + \frac{1 + \alpha(1 - \beta + \beta \eta_A) \beta^2 \eta_A^2}{1 - \alpha(1 - \beta + \beta \eta_A) 1 - (1 - \beta + \beta \eta_A)^2} \right) + \exp(-O(M)).
\]
C.4  BOUND FOR $\alpha = 1$ AND $\beta = 0$

Setting $\alpha = 1$ and $\beta = 0$ recovers naive HGP. Here, we derive the error bound for naive HGP.

**Lemma 9.** Under Assumption 8, when $\alpha = 1$ and $\beta = 0$ so that $1 - \beta \eta_A = 1$, we have

\[
\begin{align*}
\|X^{(i)}_{B,st}\|_2^2 &\leq \eta_B^2 \eta_A^2 \eta_i \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 \eta_i^2 A, \\
\|X^{(i)}_{A,st}\|_2^2 &\leq \eta_B^2 \eta_A^2 \eta_i \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 \left( \eta_A \right)^2 \eta_i^2 A + \exp(-O(M)), \\
\|Y^{(i,\xi)}_{B,t}\|_2^2 &\leq \frac{4\eta_B^2}{\kappa^2 |\zeta_t|^{2+1}} \eta_i^2, \\
\|Y^{(i,\xi)}_{A,t}\|_2^2 &\leq \frac{4\eta_B^2}{\kappa^2 |\zeta_t|^{2+1}} \left( \frac{\eta_A}{1 - \eta_A} \right)^2 \eta_i^2 A + \exp(-O(M)).
\end{align*}
\]

**Proof.**

\[
\begin{align*}
\|X^{(i)}_{B,st}\|_2^2 &\leq \left( \frac{1}{\delta_{s-t}} - 2 \right)^2 \bar{p}_s^2 \left( \bar{B}_t \right)^2 \left( \bar{R}_3 \right)^2 \\
&\leq \left( \frac{1}{\delta_{s-t}} - 2 \right)^2 \bar{p}_s^2 \left( \frac{\eta_B}{2\kappa} \right)^2 \left( \eta_i^2 A \right)^2 \\
&= \eta_B^2 \bar{p}_s \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 \eta_i^2 A, \\
\|X^{(i)}_{A,st}\|_2^2 &\leq \left( \frac{1}{\delta_{s-t}} - 2 \right)^2 \bar{p}_s \left( \frac{\eta_A}{\kappa^2} \right)^2 \left( \eta_i^2 A \right)^2 \\
&\leq \left( \frac{1}{\delta_{s-t}} - 2 \right)^2 \bar{p}_s \left( \frac{\eta_A}{\kappa^2} \right)^2 \left( \eta_i^2 A \right)^2 \\
&= \eta_B^2 \eta_A \left( \frac{1}{2\delta_{s-t}} - 1 \right)^2 \left( \eta_A \right)^2 \eta_i^2 A + \exp(-O(M)), \\
\|Y^{(i,\xi)}_{B,s}\|_2^2 &\leq \frac{1}{\kappa^2 |\zeta_t|^{2+1}} \sum_{s=1}^{n} \left( \frac{\eta_B}{2\kappa} \right)^2 \left( \eta_i^2 A \right)^2 \\
&= \frac{4\eta_B^2}{\kappa^2 |\zeta_t|^{2+1}} \eta_i^2, \\
\|Y^{(i,\xi)}_{A,s}\|_2^2 &\leq \frac{1}{\kappa^2 |\zeta_t|^{2+1}} \sum_{s=1}^{n} \left( \frac{\eta_A}{2\kappa} \right)^2 \left( \eta_i^2 A \right)^2 \\
&\times \left( \left\| \bar{L}^{(i,M)}_4 \right\|_2 \left\| \bar{L}^{(i,M)}_5 \right\|_2 \right)^2 \\
&\leq \frac{1}{\kappa^2 |\zeta_t|^{2+1}} \left( \frac{\eta_A}{2\kappa} \right)^2 \left( \eta_i^2 A \right)^2 \\
&= \frac{4\eta_B^2}{\kappa^2 |\zeta_t|^{2+1}} \left( \frac{\eta_A}{1 - \eta_A} \right)^2 \eta_i^2 A + \exp(-O(M)).
\end{align*}
\]
Theorem 10. Suppose Assumptions 1–8 hold true, and $|\zeta_t^{(2i)}| = |\zeta_t^{(2i+1)}| = b$ for any $t$ and $i$. When $\alpha = 1, \beta = 0$, with probability at least $1 - \epsilon$, we have

$$
\|v^{(M+1)} - d_{\lambda_t} F(y^*, \lambda)\| \leq \mu_{1,0} \tau \left( \sum_{s,t=1}^{n} \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right)^2 + \frac{4n}{|\zeta_t^i|} \right) \log \frac{n(d_y + d_{\lambda})}{\epsilon} + \exp(-O(M)),
$$

where

$$
\mu_{1,0} = \sqrt{8 \eta_A^2 + \frac{(1 - \eta_A)^2}{1 - \eta_A^2}}, \quad \tau = \frac{\eta_B \|c^y\|}{\kappa(1 - \eta_A)}.
$$

Proof. We first have

$$
\|v^{(M+1)} - d_{\lambda_t} F(y^*, \lambda)\| \leq \|v^{(M+1)} - B \sum_{i=0}^{M} A^i c^y\| + \|B \sum_{i=M+1}^{\infty} A^i c^y\|.
$$

Here, we can bound the second term by

$$
\|B \sum_{i=M+1}^{\infty} A^i c^y\| \leq \eta_B \|c^y\| \sum_{i=M+1}^{\infty} \eta_A^i \leq \frac{\eta_B \|c^y\|}{1 - \eta_A} \eta_A^{M+1} = \exp(-O(M)).
$$

We can bound the first term by using Matrix Azuma’s inequality; with probability at least $1 - \epsilon$, we have

$$
\|v^{(M+1)} - B \sum_{i=0}^{M} A^i c^y\| \leq \sqrt{8 \sigma^2 d_y + d_{\lambda}}.
$$

where

$$
\sigma^2 \leq \frac{\sum_{i=0}^{M} \sum_{s,t=1}^{n} \|X_{B,t}^{(i)}\|^2 + \sum_{i=0}^{M-1} \sum_{s,t=1}^{n} \|X_{A,t}^{(i)}\|^2}{2} + \sum_{i=0}^{M} \sum_{s,t=1}^{n} \sum_{\xi \in \zeta_t^{(2i)}} \|Y_{B,t}^{(i,\xi)}\|^2 + \sum_{i=0}^{M-1} \sum_{s,t=1}^{n} \sum_{\xi \in \zeta_t^{(2i+1)}} \|Y_{A,t}^{(i,\xi)}\|^2
$$

$$
\leq \sum_{i=0}^{M} \sum_{s,t=1}^{n} \eta_B^2 \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right) \frac{2 \eta_A^2}{\kappa^2} + \sum_{i=0}^{M-1} \sum_{s,t=1}^{n} \eta_B^2 \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right) \frac{(\eta_A^2 - 1 - \eta_A^2)}{(1 - \eta_A)} \eta_A^{2i}
$$

$$
+ \sum_{i=0}^{M} \sum_{s,t=1}^{n} \sum_{\xi \in \zeta_t^{(2i)}} \frac{4 \eta_B^2}{\kappa^2 \zeta_t^{(2i)}} \|Y_{B,t}^{(i,\xi)}\|^2 + \sum_{i=0}^{M-1} \sum_{s,t=1}^{n} \sum_{\xi \in \zeta_t^{(2i+1)}} \frac{4 \eta_B^2}{\kappa^2 |\zeta_t^{(2i+1)}|^2} \left( \eta_A^2 - 1 - \eta_A^2 \right) \eta_A^{2i} + \exp(-O(M)),
$$

$$
= \frac{\eta_B^2}{\kappa^2} \left[ \sum_{s,t=1}^{n} \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^{n} \frac{4}{|\zeta_t^{(2i)}|} \right] \frac{1 - \eta_A^{2M+1}}{1 - \eta_A^2}
$$

$$
+ \frac{\eta_B^2}{\kappa^2} \left[ \sum_{s,t=1}^{n} \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^{n} \frac{4}{|\zeta_t^{(2i+1)}|} \right] \left( \eta_A^2 - 1 - \eta_A^2 \right) \frac{1 - \eta_A^{2M+1}}{1 - \eta_A^2} + \exp(-O(M))
$$

$$
= \frac{\eta_B^2}{\kappa^2} \left[ \sum_{s,t=1}^{n} \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^{n} \frac{4}{|\zeta_t^{(2i)}|} \right] \frac{1 - \eta_A^2}{1 - \eta_A^2}
$$

$$
+ \frac{\eta_B^2}{\kappa^2} \left[ \sum_{s,t=1}^{n} \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right)^2 + \sum_{t=1}^{n} \frac{4}{|\zeta_t^{(2i+1)}|} \right] \left( \eta_A^2 - 1 - \eta_A^2 \right) \frac{1 - \eta_A^2}{1 - \eta_A^2} + \exp(-O(M)).
$$

When $|\zeta_t^{(2i)}| = |\zeta_t^{(2i+1)}| = b$ for any $t$ and $i$, we further have

$$
\sigma^2 \leq \frac{\eta_B^2 \|c^y\|^2}{\kappa^2 (1 - \eta_A^2)} \left[ \sum_{s,t=1}^{n} \hat{p}^2_{ts} \left( \frac{1}{2 \delta_{s-t}} - 1 \right)^2 + \frac{4n}{b} \right] + \exp(-O(M)).
$$

□
C.5 COMPARISON OF $\mu_{\alpha,\beta}$ AND $\mu_{0,1}$

The estimation errors of VR-HGP and naive HGP are dominated by their scaling factors.

$$
\mu_{\alpha,\beta} = \sqrt{\frac{1 - \alpha}{1 + \alpha} \left( 1 + \frac{1 + \alpha(1 - \beta + \beta \eta_A)}{1 - \alpha(1 - \beta + \beta \eta_A)} \right)^2},
$$

$$
\mu_{1,0} = \sqrt{\frac{\eta_A^2 + (1 - \eta_A)^2}{1 - \eta_A^2}}.
$$

Figure 1 shows that $\mu_{\alpha,\beta}$ is a few times smaller than $\mu_{1,0}$ for any $\eta_A \in (0, 1)$ if we choose $\alpha$ close to one and $\beta$ close to zero. This result indicates that the error of VR-HGP can be a few times smaller than the one of naive HGP for sufficiently large $M$ where the diminishing term $\exp(-O(M))$ is negligibly small.

![Figure 1: Comparisons of $\mu_{\alpha,\beta}$ and $\mu_{1,0}$ for $\eta_A \in (0, 1)$.
](image)

C.6 COMPARISON OF $\alpha$ AND $\beta$

We empirically evaluated the advantages of VR-HGP in stochastic communications as well as found that $(\alpha, \beta) = (0.9, 0.1)$ performed well in practice.

We compared the $\ell_2$ norm between of the hyper-gradient estimation $v^{(m)}$ at the $m$-th round of HGP and the true hyper-gradient $d_\lambda F(x^*, \lambda)$ which was computed using the explicit $(I - A)^{-1}$. We made a synthetic one-dimensional dataset with two classes by randomly selecting two digits from MNIST ensuring the convergence of SGP. For all $i \in [n]$, we used the binary cross-entropy loss for $f_i$ and $F_i$ computed on local training and validation datasets with 100 samples, respectively. We adopted StoU communication network presented in Section 6. In order to purely evaluate the effect of edge stochasticity $\bar{\delta}_{j,i}/\bar{\delta}_{j,i}$, which we pointed the source of the high variance in Section 4.2, we excluded the randomness of minibatches $\zeta$ by adopting $|\zeta^{(t)}_i| = 100$ for all time steps in SGP and HGP and by using the true $\bar{p}_{ij}$ and $\bar{\delta}_{j,i}$ for all $i, j \in [n]$. We computed $d_\lambda F(x^*, \lambda)$ from the explicit computation of $B (I - A)^{-1} e^\eta + c^\lambda$ using expected values of $\bar{p}_{ij}$ and $\bar{\delta}_{j,i}$ for all $i, j \in [n]$. The HGP was conducted to obtain $v^{(m)}$ after the iterations of SGP using $M = 500$ and the alternative samplings, i.e., $A^{(2m+1)}$ and $B^{(2m)}$ for $m = 0, \ldots, M - 1$.

Fig. 2 shows VR-HGP with $(\alpha, \beta) = (0.9, 0.1)$ provided the smallest estimation error and the larger number of estimation rounds tends to have smaller error. However HGP, which is a special case of VR-HGP with, failed to attain smaller error than the well-tuned VR-HGP with $(\alpha, \beta) = (0.9, 0.1)$, as shown in the case where $\alpha = 1.0, \beta = 0.0$ in Fig. 2. This larger estimation error was also observed in experiments with different random seeds. We also observed that HGP could not reduce the estimation error after around $m = 5$ indicating the larger number of rounds does not always help the better estimation in HGP on stochastic communication networks.
Figure 2: $\ell_2$ norm between the estimation of VR-HGP $v^{(m)}$ and the true hyper-gradient $d_\lambda \tilde{F}(x^*, \lambda)$ at the $m$-th estimation round with different combinations of $\alpha$ and $\beta$.

**D Detailed Experimental Settings**

The experiments in Section 6 followed the settings of EMNIST (Cohen et al., 2017) classification in Marfoq et al. (2021), unless otherwise mentioned.

**Communication networks** We simulated four communication networks on which the clients perform the distributed learning: fully-connected (FC), static undirected (FixU), stochastic undirected (StoU), and stochastic directed (StoD).

*FC* allows clients to communicate with all the other clients in all the time steps, i.e. $\delta_{i,j}^{(t)} = 1$ for all $i, j \in [n]$ and $t \in \mathbb{N}$. *FixU* uses time-invariant and sparse undirected communication network simulated by a binomial Erdős-Rényi graph (Erdős & Rényi, 1959) with parameter $p = 0.4$ adding the self-loop edges. Following the setting in Marfoq et al. (2021), we generated a doubly stochastic mixing matrix using the Fast Mixing Markov Chain (Boyd et al., 2003) rule. *StoU* uses stochastic and undirected network in which any undirected edge $\delta_{i,j}^{(t)}$ independently realizes at each step with the probability $\bar{\delta}_{i,j} \in [0, 1]$. In *StoD* each direction of edges $\delta_{j,i}^{(t)}$ are independently sampled at probability $\bar{\delta}_{j,i}$ forming stochastic and directed network. *StoD* forms the asymmetric expected mixing matrix given by the *StoD* network is asymmetric representing the communication bias between the clients; some clients may communicate more infrequently than others due to bottlenecks in physical network environments or long computation times of local updates due to poor computational resources. We sampled $\bar{\delta}_{j,i}$ from the uniform distribution with $[0.4, 0.8]$ both in *StoU* and *StoD*.

**Proposed approaches** We solved personalization of classification models using three different formulation: PDBO-MTL, PDBO-DA, and PDBO-MTL&DA.

For PDBO-DA, we optimize the pseudo sampling rate to recover data augmentation-based personalization [Duan et al., 2019; Zhao et al., 2018]. PDBO-DA optimize $\lambda_{c}^i \in \mathbb{R}^C$ to learn the label-wise weight vector $C_{\text{Softmax}}(\lambda_i) \in [0, C]^C$. In the inner-problem, the losses of instances labeled as $c \in [C]$ are multiplied by the $c$-th element of the weight vector.

PDBO-MTL is obtained by applying PDBO to FedEM Marfoq et al. (2021). PDBO-MTL lets each client train an ensemble classifier that outputs weighted average predictions across $K = 3$ of CNNs. We trained CNN parameters as the inner-problem and optimized the hyperparameters $\lambda^K_i \in \mathbb{R}^K$ to obtain ensemble weight vector $\text{Softmax}(\lambda_i) \in [0, 1]^K$. 

---

32
PDBO-MTL&DA combines PDBO-DA and PDBO-MTL optimizing $[\lambda_i^{K^T} \lambda_i^{C^T}]^T \in \mathbb{R}^{C+K}$ to obtain both the label-weight and model-weight.

| Network | Method      | L2 reg. rate | Hyper-learning rate |
|---------|-------------|--------------|---------------------|
| FC and FixU | PDBO-DA     | 0            | 0.1                 |
|          | PDBO-MTL    | 0.01         | 1.0                 |
|          | PDBO-MTL&DA | 0.01 for $\lambda_i^K$ , 0.0005 for $\lambda_i^C$ | 1.0 for $\lambda_i^K$ , 0.1 for $\lambda_i^C$ |
| StoU and StoD | PDBO-DA     | 0            | 0.1                 |
|          | PDBO-MTL    | 0.01         | 0.1                 |
|          | PDBO-MTL&DA | 0.01 for $\lambda_i^K$ , 0.0005 for $\lambda_i^C$ | 0.1 for $\lambda_i^K$ , 0.1 for $\lambda_i^C$ |

For all $i \in [n]$ in the outer-problem, we ran 20 outer-steps of Adam (Kingma & Ba, 2015) iterations with $(\beta_1, \beta_2) = (0.9, 0.999)$ from the initial hyperparameters $\theta_0$, $\theta_K$, and $\theta_{C+K}$ for PDBO-DA, PDBO-MTL, and PDBO-MTL&DA, respectively. For Adam optimizer, we adopted different learning rate shown in Table 2 (Hyper-learning rate). We adopt HGP for FC and FixU setting, and VR-HGP with $(\alpha, \beta) = (0.9, 0.1)$ for StoU and StoD settings. Both HGP and VR-HGP ran $M = 200$ estimation steps using iteration Eq. (5) in all the settings. We also made a practical modification in HGP to sample $\tilde{A}^{(m)}$ and $\tilde{B}^{(m)}$ together at the single $m$-th round, which leads the same length of the Neumann series with the half sampling costs of the original HGP, although they are no more unbiased. For all the approaches the cases and for all $i \in [n]$, we used the average cross-entropy loss over the local training dataset of the $i$-th node and L2 regularization loss of $\lambda_i$ for $F_i$ with the rates shown in Table 2 (L2 reg. rate). We reported the mean test accuracy of an intermediate step that had maximum validation accuracy (i.e. early stopping) which was sampled independently from the training dataset as described in appendix D.

**Baseline approaches** We compared our approaches with baselines for each communication setting. For FC and FixU settings, we compared with several personalization approaches: a personalized model trained only on the local dataset (Local), FedAvg with local tuning (FedAvg+) (Jiang et al., 2019), Clustered-FL (Sattler et al., 2020), pFedMe (T. Dinh et al., 2020), and centralized and decentralized version of FedEM adopted in Marfoq et al. (2021). We also trained global models using SGP (Nedić & Olshevsky, 2016; Assran et al., 2019) and FedProx (Li et al., 2020). From the fact that SGP recovers FedAvg and DSGD on FC and FixU, respectively, we treat them as equivalent approaches. For all the approaches on FC and FixU followed the training procedure with epoch-wise communication in Marfoq et al. (2021) while using Eq. (5) for HGP computation. And any method ran on StoU and StoD adopted the SGP iteration (Eq. (5)) with $T = 600$ steps, batch size $|\mathcal{C}_i| = 128$, L2 regularization with 0.001 decay. For SGP StoU and StoD, we adopted the learning rate $\alpha_i = 0.05$ for SGP, Local, and PDBO-DA, $\alpha_i = 0.25$ for PDBO-MTL and PDBO-MTL&DA. Those learning rates were scheduled to be multiplied by 0.1 at $t = 500, 550$. As we have no baseline ensemble model approach (i.e. FedEM) to be compared to our PDBO-MLT and PDBO-MTL&DA, we also examined our performance improvement from the initial hyperparameter. We confirmed PDBO-MTL and PDBO-MTL&DA improved their test accuracy from the initial hyperparameter both in StoU and StoD, confirming the performance gain of PDBO-MTL and PDBO-MTL&DA from SGP were not solely due to their differences in architectures and learning rates.

**Dataset and model** We adopted the procedure of generating a federated version of EMNIST in Marfoq et al. (2021) except for training and validation split. In our experiments, we consider 10% of the EMNIST dataset as in that were partitioned according to Dirichlet allocation of parameter $\alpha = 0.4$ over $n = 100$ clients as in Marfoq et al. (2021). We randomly selected 20% of the obtained dataset to make a validation dataset. We use the validation dataset only for the early stopping in outer-optimization of PDBO-DA, PDBO-MTL, and PDBO-MTL&DA. We trained the same CNN in...
Table 3: Comparison of the gradient-based PDBO, CDBO, and CDBO-Local.

| Study         | Bilevel problem | Communication network | Hyper-gradient   | No $O (d_u × d_x)$ and $O (d_u × d_x)$ in communication | in computation |
|---------------|-----------------|-----------------------|------------------|--------------------------------------------------------|---------------|
| Ours          | PDBO            | Stochastic directed   | GlobalGrad       | ✓                                                       | ✓             |
| Chen et al.   | CDBO            | Static undirected     | ClientGrad       | ✓                                                       | ✓             |
| Gao et al.    | CDBO            | Static undirected     | LocalGrad        | ✓                                                       | ✓             |
| Yang et al.   | CDBO            | Static undirected     | GlobalGrad       | ✓                                                       | ✓             |
| Tarzanagh et al. | CDBO-Local     | Centralized           | GlobalGrad       | ✓                                                       | ✓             |
| Lu et al.     | CDBO-Local      | Centralized           | LocalGrad        | ✓                                                       | ✓             |
| Liu et al.    | CDBO-Local      | Static undirected     | LocalGrad        | ✓                                                       | ✓             |
|              |                 |                       |                  |                                                        |               |

Marfoq et al. (2021) for all the baselines with a single model and PDBO-DA, and for base-predictor of FedEM, PDBO-MTL, and PDBO-MTL&DA.

E  GRADIENT-BASED DISTRIBUTED BILEVEL OPTIMIZATION

We compare concurrent studies of distributed bilevel optimization (Chen et al., 2022; Tarzanagh et al., 2022; Gao et al., 2022; Yang et al., 2022; Li et al., 2022; Liu et al., 2022; Lu et al., 2022) in terms of problem settings, applicability on communication networks, hyper-gradient value to estimate, and complexity in communication and computation.

Bilevel problem setting  We categorize them into two problems (Bilevel problem in Table 3): the consensus distributed bilevel optimization (CDBO) (Chen et al., 2022; Tarzanagh et al., 2022; Gao et al., 2022; Yang et al., 2022) and CDBO with the local inner-problem (CDBO-Local) (Li et al., 2022; Liu et al., 2022; Lu et al., 2022).

CDBO pursue consensus also in outer-problem, which can be obtained by imposing $\lambda_i = \lambda_j$ for all $i, j \in [n]$ on PDBO outer-problem (Eq. (6-left)):

$$\min_{\lambda_i = \lambda_j} \frac{1}{n} \sum_{i=1}^{n} F_i (x_i^*(\lambda_1, \ldots, \lambda_n), \lambda_i), \text{ s.t. } x_i^* = \arg\min_{x_i} \frac{1}{n} \sum_{i=1}^{n} E_{\xi_i} [f_i (x_i, \lambda_i; \xi_i)],$$

(39)

Chen et al. (2022); Tarzanagh et al. (2022); Gao et al. (2022); Yang et al. (2022) applied CDBO to hyper-parameter (e.g. L2 regularization coefficient) optimization.

While CDBO-Local also requires consensus in the outer-problem as in CDBO, its inner-problem is a local optimization problem in which optimal parameters are independent of each other client, unlike PDBO and CDBO:

$$\min_{\lambda_i = \lambda_j} \frac{1}{n} \sum_{i=1}^{n} F_i (x_i^*(\lambda_i), \lambda_i), \text{ s.t. } x_i^* = \arg\min_{x_i} E_{\xi_i} [f_i (x_i, \lambda_i; \xi_i)],$$

(40)

Lu et al. (2022) demonstrated the ability of CDBO-Local problem to handle personalization tasks. However, no client in CDBO-Local can benefit from the others in the inner loop for better generalization. We note that in our PDBO, both outer and inner problems are optimized from the global information; the inner parameter is trained for consensus among the clients and the outer parameter is optimized to improve the total performance across all the clients.

Communication networks  The communication networks can be categorized into stochastic directed, static undirected, and centralized (Communication network in Table 3).

Studies for CDBO (Chen et al., 2022; Gao et al., 2022; Yang et al., 2022) and CDBO-Local (Liu et al., 2022; Lu et al., 2022) suppose the communication networks are static and undirected. More specifically, they assume the weighted mixing matrix $P^{(t)}$ to be a double-stochastic matrix at all time steps $t \in \mathbb{N}$ for the consensus of DSGD in the outer-problem (Liu et al., 2022; Lu et al., 2022) (i.e. $x_i = x_j, \forall i, j \in [n]$), and both in the outer-problem and inner-problem (Chen et al., 2022; Gao et al., 2022; Yang et al., 2022) (i.e. $x_i = x_j, \lambda_i = \lambda_j, \forall i, j \in [n]$).
Tarzanagh et al. (2022); Liu et al. (2022) addresses the consensus in the outer-problem by adopting centralized communication settings so that the single global hyperparameter are shared among the clients at every step.

Our HGP is the only method that runs even on stochastic and directed communication networks.

In terms of the consensus, we can relax the assumption of the static undirected communication in Chen et al. (2022); Gao et al. (2022); Yang et al. (2022); Liu et al. (2022); Lu et al. (2022) to the stochastic and directed networks by replacing DSGD with SGP for the inner-loop and outer-loop. However, in terms of the hyper-gradient estimation, we cannot naively replace the communication networks setting as discussed in Section 4.2.

Hyper-gradient to estimate Both PDBO and CDBO require hyper-gradient estimation as they involve the interaction of clients in the inner-problem. However, the estimated hyper-gradient varies among the studies, so we categorize them into GlobalGrad, ClientGrad, and LocalGrad (Hyper-gradient in Table 3). Our HGP and Yang et al. (2022); Tarzanagh et al. (2022) aim at estimating the gradient of the average outer-objective across the client with respect to the hyperparameter of the client (GlobalGrad), i.e. \( d_\lambda \bar{F}(x^*(\lambda), \lambda) \in \mathbb{R}^{d_\lambda} \).

Chen et al. (2022) estimate slightly different hyper-gradient, that is, gradient of client outer-objective with respect to the hyperparameter of the client (ClientGrad), i.e. \( d_\lambda F_i(x^*_i(\lambda_i), \lambda_i) \). Unlike GlobalGrad, ClientGrad only lets the client know how the perturbation on the client’s hyperparameter changes its own outer-objective. Thus the gradient step of the client hyperparameter using ClientGrad is not supposed to improve the performance of the others, which is not the case with GlobalGrad.

Gao et al. (2022) estimates the LocalGrad which is equivalent to the hyper-gradient estimation of SGD that estimates \( d_\lambda F_i(x^*_i(\lambda_i), \lambda_i) \). LocalGrad differs from ClientGrad because LocalGrad needs no communication because the optimal inner parameter \( x^*_i \) is only parameterized by its hyperparameter \( \lambda_i \).

Complexity in communication and computation For a fair comparison, we compare the complexity of communication and computation between methods that intend to estimate the same hyper-gradient. Note that we only focus on the requirement of computation or communication for the full Jacobian matrix as it is dominant in decentralized hyper-gradient estimation (rightmost two columns of Table 3).

No approach for LocalGrad involves the full Jacobian computation and communication as they can naively adopt efficient algorithms such as backward mode. For GlobalGrad, the algorithm proposed by Yang et al. (2022) is complex both in computation and communication as they involve computations and communications of full Jacobian matrix \( (O(d_y \times d_\lambda)) \) and Hessian matrix \( (O(d_y \times d_y)) \). Tarzanagh et al. (2022) and our HGP enjoys reasonable complexity because these methods avoid computation and communication of full Jacobian by using Jacobian-vector products.