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Abstract

This paper introduces a new converse machinery for a challenging class of distributed source-type problems (e.g., distributed source coding, common randomness generation, or hypothesis testing with communication constraints), through the example of the Wyner-Ahlswede-Körner network. Using the functional-entropic duality and the reverse hypercontractivity of the transposition semigroup, we lower bound the error probability for each joint type. Then by averaging the error probability over types, we lower bound the $c$-dispersion (which characterizes the second-order behavior of the weighted sum of the rates of the two compressors when a nonvanishing error probability is small) as the variance of the gradient of $\inf_{P_{U|X}} \{cH(Y|U) + I(U;X)\}$ with respect to $Q_{XY}$, the per-letter side information and source distribution. In comparison, using standard achievability arguments based on the method of types, we upper-bound the $c$-dispersion as the variance of $c_{Y|U}(Y|U) + w_{U,X}(U;X)$, which improves the existing upper bounds but has a gap to the aforementioned lower bound.

I. INTRODUCTION
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In the Wyner-Ahlswede-Körner (WAK) problem \cite{1,2}, a source $Y^n$ and a side information $X^n$ are compressed separately as integers $W_2$ and $W_1$, respectively, and a decoder reconstructs $Y^n$ as $\hat{Y}^n$. Consider the discrete memoryless setting where the per-letter source distribution is $Q_{XY}$, for any $c > 0$, define
\begin{equation}
\phi_c(Q_{XY}) := \inf_{P_{U|X}} \{cH(Y|U) + I(U; X)\} \tag{1}
\end{equation}
where $(U, X, Y) \sim P_{U|X}Q_{XY}$. The following strong converse result was proved in \cite{2} using the blowing-up lemma: if the error probability $\mathbb{P}[\hat{Y}^n \neq Y^n]$ is below some $\epsilon \in (0, 1)$, then
\begin{equation}
\ln |W_1| + c \ln |W_2| \geq n\phi_c(Q_{XY}) - O\left(\sqrt{n}\ln^{3/2} n\right). \tag{2}
\end{equation}
where the cardinality of the auxiliary can be bounded by $|\mathcal{U}| \leq |\mathcal{X}| + 2$. The first-order term in (2) is the precise single-letter characterization \cite{1,2}. Note that for any $c < 1$, we have $\phi_c(Q_{XY}) = cH(Y)$ by the data processing inequality. Moreover, $\ln |W_1| + c \ln |W_2| \geq cnH(Y) - O(\sqrt{n})$, which follows simply from a method of type analysis \cite{3} of the single source compression problem. Therefore the only nontrivial case is $c \geq 1$.

While recent research has succeeded in studying the second-order rates for various single-user and selected multiuser problems (see e.g. \cite{4,5}), it remained a formidable challenge to precisely characterize second-order term in (2). Indeed, \cite[Section 9.2.2, 9.2.3]{5} listed the second-order rate in WAK as a major open problem, since previous converse techniques (e.g. straightforward uses of method of types, information spectrum methods, or meta-converses) appear insufficient for cases where the auxiliary random variable satisfies a Markov chain. In fact, the WAK problem represents a typical challenge in a class of distributed source coding problems (or more generally, distributed source-type problems including common randomness generation \cite{6} or hypothesis testing \cite{7}) involving side information (a.k.a. a helper). Recently, Watanabe \cite{8} examined the converse bound obtained by taking limits in the Gray-Wyner network, yielding a strong converse for WAK but not appearing to improve the second-order term. In \cite{9}, Tyagi and Watanabe proposed an approach of dealing with such Markov chain constraints, by replacing it with a bound on the conditional mutual information and then taking the limits. While their approach yields strong converses in interesting applications such as Wyner-Ziv and wiretap channels, it is not clear whether such an approach yields sharper second-order estimates in \cite{2}.

To our knowledge, the first proof of an $O(\sqrt{n})$ second-order converse was due to \cite{10}. The $O(\sqrt{n})$ rate is sharp for $\epsilon > 1/2$ since an $\Omega(\sqrt{n})$ bound follows by applying the central limit theorem to the standard random coding argument. In fact, \cite{10} proposed a new and widely applicable converse technique based on functional-entropic duality and reverse hypercontractivity, and it appears that the entire blowing-up lemma business for strong converses \cite{2,3} was merely suboptimal approximations of this approach. After the publication of \cite{10}, Zhou-Tan-Yu-Motani \cite{11} and Oohama \cite{12} improved a previous technique of Oohama and claimed that an $O(\sqrt{n})$ converse for WAK also follows from that technique.

The idea of \cite{10} is roughly described as follows: first we note that an entropic quantity related to $\phi_c$ has an equivalent functional version \cite{12} which contains quantities such as $\int \ln f \, dP$. If one directly takes $f$ to be the indicator function of a decoding set, then generally $\int \ln f \, dP = -\infty$ which is useless. However, using a machinery called reverse hypercontractivity, we design some “magic operator” $\Lambda$ such that $\int \ln(\Lambda f) \, dP \geq \int \ln f \, dP$, and
\( f \) d \( P \) is the probability of correct decoding which we desired. For all source and channel networks where a strong converse was proved in [3], we can now bound the second-order term as \( C_n \sqrt{\frac{n \ln \frac{1}{\epsilon}}{1 - 3\epsilon}} \).

One deficiency of the machinery of [10] is the inability to deal with the case of \( \epsilon < 1/2 \). In this paper, we integrate the reverse hypercontractivity machinery with the method of types, which is capable of showing, among others, that for sufficiently small (but independent of \( n \)) \( \epsilon \), the \( O(\sqrt{n \ln \frac{3}{2} n}) \) term in (2) is \( -\Omega(\sqrt{n}) \). More precisely, under a mild differentiability assumption on \( \phi_c(\cdot) \), we show the following lower bound on the \( c \)-dispersion, defined as the left side of (4):

\[
\lim_{\epsilon \to 0} \limsup_{n \to \infty} \frac{\text{Var} \left( \nabla \phi_c |_{Q_{XY}} (X,Y) \right)}{2n \ln \frac{1}{\epsilon}} \geq \text{Var} \left( \mathbb{E}[c_{U\mid Y}(Y|U) + u_{U\mid X}(U; X)|XY] \right)
\]

where the infimum is over codes for which \( \mathbb{P}[\mathcal{E}_n] \leq \epsilon \), \( (U, X, Y) \sim Q_{UXY} := Q_{U|X}Q_{XY}, Q_{U|X} \) is any infimizer for (1), and we used the notations

\[
t_{Y\mid U}(y|u) := \frac{1}{Q_{Y\mid U}(y|u)}, \quad \forall (y, u);
\]

\[
u_{U\mid X}(u; x) := \frac{Q_{X\mid U}(x|u)}{Q_X(x)}, \quad \forall (u, x).
\]

We can take \( |U| \leq |X| + 2 \) [2]. We remark that the second-order bound \( C_n \sqrt{\frac{n \ln \frac{1}{\epsilon}}{1 - 3\epsilon}} \) in [10] does not give a nontrivial bound for the dispersion, whereas the present bound (3) is analogous to the dispersion formula in most other previously solved problems from the network information theory.

Apart from reverse hypercontractivity and functional-entropic duality, another interesting ingredient in our proof is an argument in analyzing certain information quantity for the equiprobable distribution on a type class (Lemma 2). We perform an algebraic expansion employing the symmetry of the type class, but different from the standard tensorization argument for the i.i.d. distribution. This gives rise to a certain martingale, whose variance equals the gap to the same quantity evaluated for the i.i.d. distribution.

On the achievability side, a previously published upper-bound on the \( c \)-dispersion is

\[
\left( \sqrt{\text{Var}(c_{Y\mid U}(Y|U))} + \sqrt{\text{Var}(u_{U\mid X}(U; X))} \right)^2 \geq \text{Var} \left( \mathbb{E}[c_{Y\mid U}(Y|U) + u_{U\mid X}(U; X)] \right)\]

in this paper we use the method of types to show an improved upper bound of

\[
\text{Var} \left( \mathbb{E}[c_{Y\mid U}(Y|U) + u_{U\mid X}(U; X)] \right)
\]

which generally has a gap to (4). Our achievability proof uses standard techniques, so the main methodological contribution of the paper is the reverse part. We remark that a dispersion formula of the type (7) (in lieu of (4)) has appeared in noisy lossy source coding [14]. However, the auxiliary \( U \) in WAK assumes the role of a time sharing variable (as opposed to a reconstruction alphabet), so it may seem venturesome to draw an analogy and conjecture (7) to be the true dispersion.

Notation. Given an alphabet \( \mathcal{Y} \), define \( \mathcal{H}_+(\mathcal{Y}) \) as the set of all nonnegative functions on \( \mathcal{Y} \), and \( \mathcal{H}_{[0,1]}(\mathcal{Y}) \) the set of functions from \( \mathcal{Y} \) to \([0,1]\). For \( f \in \mathcal{H}_+(\mathcal{Y}) \), define \( P(f) := \mathbb{E}_P[f] \), and define \( P_{Y\mid X}(f) := \mathbb{E}_{P_{Y\mid X}Y}[f(Y)] \)
as a function on $\mathcal{H}_+(\mathcal{X})$. Given an $n$-type $P_{XY}$, let $T_n(P_X)$ be the set of all $x^n$ with type $P_X$, and $T_{x^n}(P_{Y|X})$ the set of all $y^n$ such that $(x^n, y^n)$ is type $P_{XY}$. The total variation distance is denoted by $|P - Q|$. We use $P_X \rightarrow P_{Y|X} \rightarrow P_Y$ to define an output distribution $P_X$ for a given input and a random transformation. Define the Gaussian tail probability $Q(t) := \int_t^\infty \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} \, dx$, for $t \in \mathbb{R}$. The bases for all exponentials and entropic quantities are natural. Unless otherwise stated, the constants used in bounding (e.g. $E, F, G, \lambda$) may depend on $c$ and $Q_{XY}$. Given a probability measure $Q$ on $\mathcal{X}$, and a functional $\phi$ on the probability simplex $\Delta_\mathcal{X}$, the gradient $\nabla \phi|_Q$ is a function on $\mathcal{X}$, and $\langle \nabla \phi|_Q, Q \rangle := \int \nabla \phi|_Q \, dQ$.

II. MAIN RESULTS

A. Converse

All converse analysis in this paper assumes finite alphabets $\mathcal{X}$ and $\mathcal{Y}$, and that $\phi_c(\cdot)$ (defined in (I)) has bounded second derivatives in a neighborhood of $Q_{XY}$. The main ingredient of the converse proof is the following bound in the case where the source sequences are equiprobably distributed on a given type class.

Lemma 1. Given $Q_{XY}$ and $c \geq 1$, there exists $\lambda \in (0, 1)$ and $E > 0$ such that the following holds: for any $n$-type $P_{XY}$ such that $|P_{XY} - Q_{XY}| \leq \lambda$, let $(X^n, Y^n)$ be equiprobable on the type class $T_n(P_{XY})$. If there exists a WAK coding scheme with error probability $\epsilon \in (0, 1)$, then

$$\ln |\mathcal{W}_1| + c \ln |\mathcal{W}_2| \geq n\phi_c(P_{XY}) - 2c\sqrt{\frac{n}{\min_x P_X(x)} \ln \frac{1}{1 - \epsilon}} - E\ln n + c\ln(1 - \epsilon).$$

(8)

By averaging the error probability bounded in Lemma 1 over the types, we obtain the following converse for stationary memoryless sources:

Theorem 1. Fix $c \geq 1$, $D \in \mathbb{R}$, and $Q_{XY}$. Let $(X^n, Y^n) \sim Q_{XY}^\otimes n$. If a WAK coding scheme satisfies

$$\ln |\mathcal{W}_1| + c \ln |\mathcal{W}_2| \leq n\phi_c(Q_{XY}) + D\sqrt{n}$$

(9)

for all $n$ then we lower bound the error probability

$$\liminf_{n \to \infty} P[F_n] \geq \sup_{\delta \in (0, 1)} \delta Q \left( \frac{D + \sqrt{\min_{x,y} Q_{XY}(x,y) \ln \frac{1}{\Var(\nabla \phi_c|_{Q_{XY}}(X,Y))}}}{\Var(\nabla \phi_c|_{Q_{XY}}(X,Y))} \right).$$

(10)

In particular, the $c$-dispersion define as the left side of (10) is lower bounded by $\Var(\nabla \phi_c|_{Q_{XY}}(X,Y))$.

Proofs of Lemma 1 and (10) are given in Section IV. After (10) is established, using the fact that $\lim_{r \to \infty} \frac{\ln Q(r)}{r} = -\frac{1}{2}$ we can lower-bound the $c$-dispersion as

$$\sup_{\delta \in (0, 1)} \lim_{D \to \infty} \limsup_{n \to \infty} \frac{D^2n}{\Var(\nabla \phi_c|_{Q_{XY}}(X,Y))} = \Var(\nabla \phi_c|_{Q_{XY}}(X,Y))$$

(11)

establishing the second claim in Theorem 1.
B. Achievability

As alluded, we also use the method of types (in lieu of the information spectrum approach of [13]) to obtain the following improved upper bound on $c$-dispersion.

**Theorem 2.** Fix $Q_{XY}$ on finite alphabets, $c \geq 1$, and $D \in \mathbb{R}$. There exists a WAK scheme scheme for each $n$ such that

$$
\ln |W_1| + c \ln |W_2| \leq n \phi_c(Q_{XY}) + D \sqrt{n};
$$

$$
\limsup_{n \to \infty} \mathbb{P}[\mathcal{E}_n] \leq Q \left( \frac{D}{\sqrt{n}} \right),
$$

where we defined $V$ as (7).

Proof of Theorem 2 is given in Section V. We remark that generally there is a gap between the bounds on $c$-dispersion in Theorem 1 and Theorem 2.

III. Basic Properties of the Single-Letter Expression

To better interpret our results and prepare for the proofs, it is instructive to understand some of the basic properties of the single-letter rate expressions. To fix ideas, let us first recall the situation in the simpler and well-studied problem of lossy compression of a single source (see e.g. [15]). In that problem, we are given a single source with per-letter distribution $Q_X$, and a per-letter distortion $d: \mathcal{U} \times \mathcal{X} \to \mathbb{R}$ on the reconstruction alphabet and the source alphabet. If $P_{U|X}$ is an optimizer for $\varphi_\lambda(Q_X) := \inf P_{U|X} \{I(U; X) + \lambda \mathbb{E}[d(U; X)]\}$, then the stationarity condition implies that

$$
\nu_{U;X}(u; x) + \lambda d(u, x)
$$

is

1) independent of $u$, $P_{U|X}Q_X$-a.s.;

2) equal to $\nabla \varphi_\lambda|_{Q_X}(x)$, regardless of the choice of the optimal $P_{U|X}$. It is known (e.g. [15]) that the dispersion equals $\text{Var}(\nabla \varphi_\lambda|_{Q_X}(X))$.

Now in WAK, our lower and upper bounds on the dispersion in Theorem 1 and Theorem 2 although different, are both analogous to the solution in single-user lossy source coding in certain senses. More precisely, we observe Proposition 1 and Proposition 2 below, which are parallel to the two properties listed above for single-user lossy compression.

**Proposition 1.** For any $Q_{XY}$ on finite alphabets and $c \geq 1$, let $P_{U|X}$ be optimal in the definition of $\phi_c(\cdot)$ in (1) and suppose that $\mathcal{U}$ is finite$^1$. Then $\mathbb{E}[c_{XY}|U(Y|U) + \nu_{U;X}(U; X)|UX]$ is independent of $U$ almost surely.

Proof. Let us introduce the notations

$$
f(P_{U|X}') = cH(Y'|U') + I(U'; X'),
$$

$^1$This is merely a simplifying assumption and is without loss of generality. Indeed, Carathéodory’s theorem implies that one can take $|\mathcal{U}| \leq |\mathcal{X}| + 2$ [2].
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One roughly sees a dichotomy: for some “good types”, the error probability essentially equals 1, and for the rest “bad types”, the error probability is essentially 0. Thus the total error probability is tightly approximated by the probability of those “bad types”.

2) Challenge of Fixed Composition Argument for WAK: In network information theory problems where the auxiliary in the single-letter expression satisfies a Markov chain, a straightforward fixed composition argument as described above does not seem to give even a strong converse (unsurprisingly, since otherwise the authors of [3][2] who are familiar with the method of types would not need the blowing-up lemma for strong converses in [3]). Moreover, when the blowing-up lemma is applied to a type class, the second-order term is still $O(\sqrt{n}\ln^{3/2} n)$, no better than the i.i.d. case. As a side remark, some computations by the author indicate that the above 0-1 dichotomy may not be true when the auxiliary satisfies a Markov chain.

3) New Machineries: In the present paper, we perform fixed composition analysis in the nonvanishing error regime, and the second-order rate is improved to $O(n^{-q})$. In lieu of the blowing-up lemma, we use the dual representation of $\phi_c(\cdot)$ as well as reverse hypercontractivity – both ingredients integrate naturally and are responsible for the improved rates. We remark that the $O(\sqrt{n})$ rate is the same order as the i.i.d. case in [10]. Because it is not $o(n^{-q})$, we do not get a clean bound on the second-order term for each $\epsilon \in (0,1)$; we have a bound involving nuisance constants depending on $Q_X$ (see (10)). However, the beauty of the dispersion (4) is that the nuisance constant disappears as $\epsilon \to 0$. The technical part of the paper is to show that there exists the “magic operator” $\Lambda$ we used in the proof of the converse. This is done in Section VI where we use the estimate of the modified log-Sobolev constant in [19].

B. Proof of Lemma 7

Suppose that $f: \mathcal{X}^n \to \mathcal{W}_1, g: \mathcal{Y}_n \to \mathcal{W}_2$ are the encoders, and $V: \mathcal{W}_1 \times \mathcal{W}_2 \to \mathcal{Y}^n$ denotes the decoder. For each $w \in \mathcal{W}_1$, define the “correctly decodable set”:

$$B_w := \{y^n : V(w, g(y^n)) = y^n\}. \tag{22}$$

Let $P_{X^n|Y^n}$ be the equiprobable distribution on $T_n(P_{X|Y})$. By the assumption,

$$\int P_{Y^n|X^n}[B_f(x^n)|x^n] \, dP_{X^n}(x^n) \geq 1 - \epsilon. \tag{23}$$

Next, we lower bound the error probability using the functional inequality and reverse hypercontractivity approach. We introduce a “magic” linear operator $\Lambda_{n,t}: \mathcal{H}_+(\mathcal{Y}) \to \mathcal{H}_+(\mathcal{Y})$, apply it to the indicator function of a decodable set, and plug the resulting function into the functional inequality. To streamline the presentation, we postpone the definition of $\Lambda_{n,t}$ to (110). The key properties of $\Lambda_{n,t}$, the proofs of which deferred to Section VI are the following: for $f \in \mathcal{H}_{[0,1]}(\mathcal{Y}^n)$ and $t = 1/\sqrt{n}$,

- **Lower bound** (112) $P_{Y^n|X^n}(\ln \Lambda_{n,t} f) \geq O(\sqrt{n}) \ln P_{Y^n|X^n}(f),$
- **Upper bound** (117) $P_{Y^n}(\Lambda_{n,t} f) \leq \exp(O(\sqrt{n})) P_{Y^n}(f)$.

Now, for any $t > 0$,

$$(1 - \epsilon)^{e^{(1+\frac{1}{2})}}$$
\begin{equation}
\leq \int P_{Y^n|X^n}^{c(1+\frac{1}{n})} [B_{f(x^n)}|x^n] \ d P_{X^n}(x^n) \tag{24}
\end{equation}

= \sum_{w \in \mathcal{W}_1} \int_{x^n : f(x^n) = w} P_{Y^n|X^n}^{c(1+\frac{1}{n})} [B_{w}|x^n] \ d P_{X^n}(x^n) \tag{25}

\leq |\mathcal{W}_1| \int P_{Y^n|X^n}^{c(1+\frac{1}{n})} [B_{w^*}|x^n] \ d P_{X^n}(x^n) \tag{26}

\leq |\mathcal{W}_1| \int \exp \left( cP_{Y^n|X^n} = x^n (\ln \Lambda_{n,t} \mathbb{1}_{B_{w^*}}) \right) \ d P_{X^n} \tag{27}

\leq e^d |\mathcal{W}_1| P_{Y^n}^{c} (\Lambda_{n,t} \mathbb{1}_{B_{w^*}}) \tag{28}

\leq e^d |\mathcal{W}_1| \exp \left( \frac{nt}{\min_x P_X(x)} \right) P_Y^{c} [B_{w^*}] \tag{29}

\leq e^d |\mathcal{W}_1| \exp \left( \frac{nt}{\min_x P_X(x)} \right) |\mathcal{W}_2|^c \cdot |T_n(P_Y)|^{-c}. \tag{30}

Here,

- \textbf{(24)} used Jensen’s inequality.

- \textbf{(26)} we can clearly choose some \( w^* \in \mathcal{W}_1 \) such that this line holds.

- \textbf{(27)} used the precise form of the lower bound stated above. This is the reverse hypercontractivity step.

- \textbf{(28)} we defined\(^2\)

\[ d := \sup_{S_X^n} \{ cD(S_Y^n || P_Y^n) - D(S_X^n || P_X^n) \} \tag{31} \]

where \( S_X^n \rightarrow P_{Y^n|X^n} \rightarrow S_Y^n \). A basic functional-entropic duality result (see e.g. \(20\)) is that

\[ d = \sup_{f \in \mathcal{H}_n(S^n)} \left\{ \ln P_{X^n}(e^{cP_{Y^n|X^n}(\ln f)}) - c \ln P_{Y^n}(f) \right\} \tag{32} \]

which is the key functional-entropic duality step.

- \textbf{(29)} used the precise form of the upper bound stated above.

- \textbf{(30)} used \( |B_{w^*}| \leq |\mathcal{W}_2| \).

We thus obtain

\[ \ln |\mathcal{W}_1| + c \ln |\mathcal{W}_2| \]

\[ \geq -d + c \ln |T_n(P_Y)| \]

\[ - \inf_{t > 0} \left\{ \frac{nt}{\min_x P_X(x)} + c \left( 1 + \frac{1}{t} \right) \ln \frac{1}{1 - \epsilon} \right\} \geq -d - c \ln |T_n(P_Y)| + c \ln(1 - \epsilon) \]

\[ - 2c \sqrt{\frac{n}{\min_x P_X(x)}} \ln \frac{1}{1 - \epsilon}. \tag{33} \]

Lemma \(2\) bounds \( -d - c \ln |T_n(P_Y)| \), and we are done.

Remark 1. From the proof we see that the result continues to hold if the \( Y \)-encoder is allowed to access the message of the \( X \)-encoder: \( g : Y \times \mathcal{W}_1 \rightarrow \mathcal{W}_2 \).

\(^2\)It is interesting to note that the largest \( c > 1 \) for which \( d = 0 \) equals the reciprocal of the strong data processing constant.
Remark 2. We used Jensen inequality to get (26) from (23). In contrast, [2] used a reverse Markov inequality, essentially deducing from (23) that
\[
P_{X^n}[x^n : P_{Y^n|x^n=x^n}[B_{u^n}] \geq 1 - \epsilon'] \geq \frac{\epsilon' - \epsilon}{\epsilon'|\mathcal{W}_1|}
\] (35)
which gives rise to a new parameter \(\epsilon'\) to be optimized. It is possible to follow (35) with the functional approach as we did in [10]. However, proceeding with (26) is more natural and better manifests the simplicity and flexibility of the functional approach [10].

C. Proof Theorem 1

Let \(P_{XY}\) be an arbitrary \(n\)-type such that \(|P_{XY} - Q_{XY}| \leq \lambda\) as in Lemma 1. Then if the error probability conditioned on type \(P_{XY}\) is less than \(\delta \in (0, 1/2)\), we have
\[
n\phi_c(Q_{XY}) + D\sqrt{n} \geq n\phi_c(P_{XY}) - 2c\sqrt{\frac{n}{\min_x P_X(x)}} \ln \frac{1}{1 - \delta}
- E\ln n - c\ln 2.
\] (36)

Remark that the last two terms will be immaterial for the asymptotic analysis. Note that by the Taylor expansion, there exists \(F > 0\) (depending on \(Q_{XY}\) and \(c\)) such that for any \(P_{XY}\) in the \(\lambda\)-neighborhood of \(Q_{XY}\),
\[
\phi_c(P_{XY}) \geq \phi_c(Q_{XY}) + \langle \nabla \phi_c|_Q, P_{XY} - Q_{XY} \rangle - F|P_{XY} - Q_{XY}|^2.
\] (37)

Combining the two bounds above, the error conditioned on type \(P_{XY}\) exceeds \(\delta\) if
\[
n\langle \nabla \phi_c|_Q, P_{XY} - Q_{XY} \rangle
> D\sqrt{n} + 2c\sqrt{\frac{n}{\min_x P_X(x)}} \ln \frac{1}{1 - \delta}
+ E\ln n + nF|P_{XY} - Q_{XY}|^2 + c\ln 2.
\] (38)

Now particularize \(P_{XY}\) to be the empirical distribution of \((X^n, Y^n) \sim Q_{XY}^{\otimes n}\). Then with probability \(1 - O(e^{-n^{1/3}})\) we have \(|P_{XY} - Q_{XY}| < n^{-1/3}\) (by Hoeffding’s inequality) and \(\frac{1}{\min_x P_X(x)} < \frac{2}{\min_x Q_X(x)}\), and (38) holds if (for some \(G > 0\))
\[
\sum_{i=1}^{n} \phi_c|_Q(X_i, Y_i) - \mathbb{E}[\phi_c|_Q(X, Y)]
> D\sqrt{n} + 2c\sqrt{\frac{2n}{\min_x Q_X(x)}} \ln \frac{1}{1 - \delta} + Gn^{1/3}.
\] (39)

Thus by CLT, we conclude that the probability of type with error exceeding \(\delta\) is at least
\[
Q \left( D + \sqrt{\frac{2}{\min_x P_X(x)} \ln \frac{1}{1 - \delta}} \right) - o(1).
\] (40)
The $c$-dispersion is then lower bounded by

$$\lim_{D \to \infty} \frac{D^2}{2 \ln \frac{1}{\delta} - 2 \ln Q} \left( \frac{D + \sqrt{\min_x \mathbb{E}_{x}(x) \ln \frac{1}{1-\delta}}}{\sqrt{\text{Var}(\nabla \phi_c |_Q (X,Y))}} \right)$$

$$= \text{Var}(\nabla \phi_c |_Q (X,Y)). \quad (41)$$

### D. Single-letterization on Types

Given an $n$-type $P_{XY}$, let $P_{X^nY^n}$ be the equiprobable distribution on $T_n(P_{XY})$, and let $P_{X^n|X^n}$ be the induced random transformation defined for distributions supported on $T_n(P_X)$. Let

$$\psi_{c,n}(P_{XY}) := \inf_{S_{X^n}} \{ cH(S_{Y^n}) + D(S_{X^n}||P_{X^n}) \}. \quad (42)$$

Here, the infimum is over $S_{X^n}$ supported on $T_n(P_X)$, and we have set $S_{Y^n}$ by $S_{X^n} \rightarrow P_{Y^n|X^n} \rightarrow S_{Y^n}$.

**Lemma 2.** Given $Q_{XY}$ and $c \geq 1$, there exists $\lambda \in (0,1)$ and $E > 0$ such that for any $n$-type $P_{XY}$: $|P_{XY} - Q_{XY}| \leq \lambda$,

$$\psi_{c,n}(P_{XY}) \geq n\phi_c(P_{XY}) - E \ln n. \quad (43)$$

**Proof.** Under the assumption that $\phi_c$ has bounded second derivatives in a neighborhood of $Q_{XY}$, there exists $\lambda \in (0,1)$ and $E' > 0$ large enough such that

$$\phi_c(S_{XY}) \geq \phi_c(P_{XY}) + \langle \nabla \phi_c |_{P_{XY}}, S_{XY} - P_{XY} \rangle$$

$$- E'|S_{XY} - P_{XY}|^2 \quad (44)$$

for any $P_{XY}$: $|P_{XY} - Q_{XY}| \leq \lambda$ and any $S_{XY}$ in the probability simplex (the Taylor expansion proves \(44\) for $S_{XY}$ in a neighborhood of $P_{XY}$. Then using the boundedness of $\phi_c(\cdot)$ we can extend \(44\) to all $S_{XY}$ by choosing $E'$ large enough). Here $\| \cdot \|$ denotes the $\ell_2$ norm, although any norm admitting an inner product would work. Consider any $S_{X^n}$ supported on $T_n(P_X)$, and put $S_{X^nY^n} = S_{X^n}P_{Y^n|X^n}$. Let $I$ be equiprobable on $\{1, \ldots, n\}$ and independent of $(X^n, Y^n)$ under $S$. Let $X_{\cdot I}$ denote the coordinates excluding the $I$-th one. We have

$$H(S_{Y^n}) = H(S_{Y_{\cdot I}|S_I}) + H(S_{Y_{\cdot I}|S_{Y_I}}) \quad (45)$$

$$\geq H(S_{Y_{\cdot I}|S_I}) + H(S_{Y_{\cdot I}|S_{X_I}Y_I}) \quad (46)$$

$$D(S_{X^n}||P_{X^n})$$

$$= D(S_{X_{\cdot I}|S_I}||P_{X_I}|S_I) + D(S_{X_{\cdot I}|S_{X_I}Y_I}||P_{X_{\cdot I}|S_{X_I}Y_I}) \quad (47)$$

$$= D(S_{X_{\cdot I}|S_I}||P_{X_I}|S_I) + D(S_{X_{\cdot I}|S_{X_I}Y_I}||P_{X_{\cdot I}|S_{X_I}Y_I}) \quad (48)$$

where \(48\) follows from $X_{\cdot I} - IX_I - Y_I$ under $S$. Noting that $P_{X_I} = P_X$ and $S_{I|X_I}Y_I = S_{I|X_I}P_{XY}$, we can bound the weighted sum of the first terms in the above two expansions:

$$cH(S_{Y_{\cdot I}|S_I}) + D(S_{X_{\cdot I}|S_I}||P_{X_I}|S_I) \geq \phi_c(P_{XY}). \quad (49)$$
To bound the weighted sum of the second terms in (46) and (48), for any \((x, y)\), define
\[
P_{XY}^{x,y}(x', y') := \frac{1}{n} [nP_{XY}(x', y') - 1_{(x', y') = (x, y)}], \quad \forall (x', y').
\]
That is, \(P_{XY}^{x,y}\) denotes the \((n-1)\)-type obtained by removing one pair \((x, y)\) from sequences of the type \(P_{XY}\). Then
\[
e H(S_{Y,i}|X_iY_iS_{I,X_iY_i}) + D(S_{X,i}|X_iY_i||P_{X,i}|X_iY_iS_{I,X_iY_i})
\geq \sum_{x,y,i} \psi_{c,n-1}(P_{XY}^{x,y})S_{I,X_iY_i}(i, x, y)
= \sum_{x,y,i} \psi_{c,n-1}(P_{XY}^{x,y})P_{XY}(x, y).
\]
Summarizing and iterating,
\[
\psi_{c,n}(P_{XY}) \geq \phi_c(P_{XY}) + \mathbb{E}[\psi_{c,n-1}(P_{XY} + \Delta_1)]
\geq \ldots
\geq \sum_{k=0}^{n-1} \mathbb{E}[\phi_c(P_{XY} + \Delta_1 + \cdots + \Delta_k)]
\]
where we defined the sequence \(\Delta_1, \Delta_2, \ldots\) of random vectors in the following way: conditioned on \(\Delta_1, \Delta_k\), denote \(S_{XY} := P_{XY} + \sum_{i=1}^{k} \Delta_k\), and then \(\Delta_{k+1} := S_{XY}^{x,y} - S_{XY}\) with probability \(S_{XY}(x, y)\) for each \((x, y)\). Using (44), and noting that \(\Delta_1 + \cdots + \Delta_k\) is a zero mean martingale, we have
\[
\psi_{c,n}(P_{XY}) \geq n \phi_c(P_{XY}) - E' \sum_{k=1}^{n-1} \mathbb{E} \| \Delta_1 + \cdots + \Delta_k \|^2
\geq n \phi_c(P_{XY}) - E' \sum_{k=1}^{n-1} (n - k) \mathbb{E} \| \Delta_k \|^2
= n \phi_c(P_{XY}) - E' \sum_{k=1}^{n-1} (n - k) \cdot \frac{4}{(n - k)^2}
= n \phi_c(P_{XY}) - 4E'(1 + \ln(n - 1))
\]
where (57) follows from the fact that \(\| \Delta_k \| \leq |\Delta_k| \leq \frac{2}{n-k}\) with probability 1. Taking \(E = 10E'\) completes the proof. \(\square\)

V. PROOF OF THE ACHIEVABILITY

We first make a few preliminary observations about the optimization problem in the definition of \(\phi_c\):

**Proposition 3.** Let \(c > 0\), and \(Q_{XY}\) be fully supported on the finite set \(X \times Y\) (that is, \(P_{XY}(x, y) > 0\) for each \((x, y)\)). Let \(P_{U}^*_{1|X}\) be an infimizer for (1). Assume without loss of generality that \(P_{U}^*\) is fully supported on some finite set \(\mathcal{U}\). Then
1) \(P_{U}^*_{1|X=x}\) is also fully supported on \(\mathcal{U}\) for each \(x\).
2) as long as \(I(U; X) > 0\), \((U, X) \sim P_{U}^*_{1|X} Q_{X}\), we have
\[
\nabla_{P_{U}^*_{1|X}} I(U; X) |_{P_{U}^*_{1|X}} \neq 0.
\]
The proofs follow from the first-order optimality condition. For the first claim, note that if $P_U$ is fully supported and $P_{U|X}(u|x) = 0$, we have $\frac{\partial}{\partial P_{U|X}(u|x)} I(U;X)\bigg|_{P_{U|X}^*} = -\infty$ whereas $\frac{\partial}{\partial P_{U|X}(u|x)} H(Y|U)\bigg|_{P_{U|X}^*}$. This contradicts the optimality of $P_{U|X}^*$. For the second claim, observe that $I(U;X) > 0$ under $P_{U|X}^* Q_X$ implies the existence of some $x$ such that $(U;X(u;u|x))_{u\in U}$, which equals to $\nabla_{P_{U|X}=x} I(U;X)\bigg|_{P_{U|X}^*}$ up to an additive constant, cannot be a vector with constant coordinates.

We next define the encoders and the decoder for each type of $X^n$, and perform the error analysis. One challenge in an obvious strategy is that the compression lengths for the two encoders will have to depend on the type $\hat{P}_X$, even though their weighted sum does not vary with the type. A remedy is to perturb the “encoder” $P_{U|X}$ according to $\hat{P}_X$, so that each individual compression length does not vary with $\hat{P}_X$. We will see that (59) guarantees that we can find such a perturbation to “trade off” the two compression lengths; the first-order optimality condition

$$\nabla_{P_{U|X}} I(U;X)\bigg|_{P_{U|X}^*} + c \cdot \nabla_{P_{U|X}} H(Y|U)\bigg|_{P_{U|X}^*} = 0,$$

where $(U,X,Y) \sim P_{U|X} Q_{XY}$, ensures that such “trade-off” does not affect the weighted sum.

**Encoder 1**: Define $M_1$ by

$$\log M_1 = nI(U^*; X^*) + n^{0.02}$$

(61)

where

$$(U^*, X^*, Y^*) \sim P_{U|X}^* Q_{XY}.$$  

(62)

Encoder 1 constructs a codebook consisting of $M_1$ codewords i.i.d. according to $P_{U|X}^* \otimes_n$. Upon observing $X^n$, Encoder 1 will send the index of $\hat{P}_X$ using $O(\log n)$ bits, and then send the index of the codeword. The codeword is selected in the following way: For each $\hat{P}_X$ satisfying

$$|\hat{P}_X - Q_X| \leq n^{-0.49},$$

(63)

we define below a $P_{U|X}$ which is a perturbation of $P_{U|X}^*$. Then upon observing $X^n$, the encoder selects the first codeword $U^n$ such that $(U^n, X^n)$ has type $P_{U|X} \hat{P}_X$ (if any).

To define such a $P_{U|X}$ associated with each $\hat{P}_X$, we can first pick a fixed $P_{U|X}^*$ such that

$$\frac{\partial}{\partial t} I(Q_X, tP_{U|X} + (1-t)P_{U|X}^*)\bigg|_{t=0} \neq 0.$$  

(64)

This is possible in view of Proposition [3]. Then take

$$P_{U|X} = tP_{U|X} + (1-t)P_{U|X}^*,$$

(65)

rounded such that $P_{U|X} \hat{P}_X$ is $n$-type, where

$$t := -\frac{\left\langle U^*, X^*, P_{U|X}^*(\hat{P}_X - Q_X)\right\rangle}{\frac{\partial}{\partial t} I(Q_X, tP_{U|X} + (1-t)P_{U|X}^*)\bigg|_{t=0}}.$$  

(66)

**Encoder 2**: Each $y^n$ sequence is mapped randomly to one of $M_2$ bins, where we defined $M_2$ by

$$\log M_2 = nH(Y^*|U^*) + \frac{D}{c} \sqrt{n} + n^{0.03},$$

(67)
and the bin index is sent.

**Decoding rule:** The decoder receives \( \hat{P}_{X^n} \), and hence knows the previously agreed \( P_{U|X} \) as long as (63) holds. The decoder selects the \( y^n \) sequence in the \( m_2 \)-th bin that minimizes the empirical conditional entropy \( H(\hat{P}_{y^n|u^n} | \hat{P}_{u^n}) \).

**Error analysis:**

- Let \( E_0 \) be the event that
  \[
  |\hat{P}_{U|X} - P^{*}_{U|X} Q_{XY}| > n^{-0.49}. \tag{68}
  \]
  Using the Bernstein inequality, we can show that with high probability, \( |\hat{P}_{X^n Y^n} - Q_{XY}| \leq O(n^{-0.49}) \), which in turn implies that \( \|P_{U|X} - P^{*}_{U|X}\| \leq O(n^{-0.49}) \) (of course, the choice of the norm is immaterial). More precisely, we have
  \[
  \mathbb{P}[E_0] = O(e^{-n^{0.001}}). \tag{69}
  \]

- Let \( E_1 \) be the event that no codeword is selected by Encoder 1. We first argue that \( E_0^c \) guarantees that
  \[
  nD(P_{U|X} \| Q_U^{*} | \hat{P}_{X^n}) + n^{0.01} \leq \log M_1. \tag{70}
  \]
  Indeed, \( E_0^c \) implies
  \[
  |\hat{P}_{X^n} - Q_X| \leq n^{-0.49}, \tag{71}
  \]
  which in turn implies
  \[
  t = O(n^{-0.49}), \tag{72}
  \]
  and
  \[
  \sup_x |P_{U|X=x} - P^{*}_{U|X=x}| = O(n^{-0.49}). \tag{73}
  \]
  Then by the Taylor expansion we have
  \[
  D(P_{U|X} \| P^{*}_{U} | \hat{P}_{X^n}) \\
  = I(U^*; X^*) + \left\langle u_{U^*}; X^*, (P_{U|X} - P^{*}_{U|X})Q_X \right\rangle \\
  + \left\langle u_{U^*}; X^*, P^{*}_{U|X} (\hat{P}_{X^n} - Q_X) \right\rangle + O(n^{-0.98}). \tag{74}
  \]
  The choice of \( P_{U|X} \) in (65) ensures that the second and the third terms in (74) cancel, so that (70) is fulfilled.

Next, recalled that each codeword is generated according to \( P^{*}_{U\otimes^n} \). Conditioned on any \( \hat{P}_{X^n} \), a codeword and \( X^n \) has the joint type \( P_{U|X} \hat{P}_{X^n} \) with probability \( e^{-nD(P_{U|X} \| P^{*}_{U} | \hat{P}_{X^n}) - O(\log n)} \). Hence for any \( \hat{P}_{X^n} \) satisfying (71), using (70) we have
  \[
  \mathbb{P}[E_1 | \hat{P}_{X^n}] \leq [1 - e^{-nD(P_{U|X} \| P^{*}_{U} | \hat{P}_{X^n}) - O(\log n)}] M_1 \\
  \leq O(\exp(-e^{0.001 n})), \tag{75}
  \]
  (76)
and consequently,
\[ \mathbb{P}[\mathcal{E}_1 \setminus \mathcal{E}_0] \leq O(\exp(-e^{0.001n})). \]  

(77)

- Let \( \mathcal{E}_2 \) be the event that there exists some \( y^n \neq Y^n \) such that the conditional entropy for its conditional empirical distribution is smaller:
\[ H(\hat{P}_{Y^n|U^n}|\hat{P}_{U^n}) < H(\hat{P}_{Y^n|U^n}|\hat{P}_{U^n}), \]  

(78)

where \( U^n \) denotes the codeword selected by Encoder 1, and \( y^n \) and \( Y^n \) are assigned to the same bin by Encoder 2. Since there are at most \( e^{nH(\hat{P}_{Y^n|U^n}|\hat{P}_{U^n})} \) sequences in \( \mathcal{Y}^n \) and since each sequence is mapped to the same bin as \( Y^n \) with probability \( 1/M_2 \), by the union bound we have
\[ \mathbb{P}[\mathcal{E}_2 \setminus \mathcal{E}_0] \leq \mathbb{E} \left[ 1_{\mathcal{E}_0^c} \wedge \frac{e^{nH(\hat{P}_{Y^n|U^n}|\hat{P}_{U^n})}}{M_2} \right]. \]  

(79)

We now simplify (79) using the Taylor expansion. Under \( \mathcal{E}_0^c \), we have
\[ nH(\hat{P}_{Y^n|U^n}|\hat{P}_{U^n}) = nH(Y^*|U^*) - n \left( t_{Y|U, \hat{P}_{U^n}|Y^n} - P_{U|Y} \right) + O(n^{0.02}). \]  

(80)

\[ = \sum_{i=1}^{n} t_{Y|U}(Y_i|U_i) + O(n^{0.02}). \]  

(81)

Therefore,
\[ \mathbb{P}[\mathcal{E}_2 \setminus \mathcal{E}_0] \leq O(e^{-n^{0.04}}) + \mathbb{P} \left[ \mathcal{E}_0^c, \sum_{i=1}^{n} t_{Y|U}(Y_i|U_i) - nH(Y^*|U^*) - \frac{D}{c} \sqrt{n} > 0 \right] \]  

(82)

Define a random variable \( S := \sum_{i=1}^{n} t_{Y|U}(Y_i|U_i) - nH(Y^*|U^*) \). Conditioned on each \( \hat{P}_{X^n} \) satisfying (71), notice that \((U^n, X^n)\) has the empirical distribution \( P_{U|X} \hat{P}_{X^n} \), and the conditional distribution of \( \frac{1}{\sqrt{n}} \left( S - \mathbb{E}[S|\hat{P}_{X^n}] \right) \) converges to that of a Gaussian distribution. Under \( \mathcal{E}_0^c \), the conditional mean is
\[ \mathbb{E} \left[ S \left| \hat{P}_{X^n} \right. \right] = n \left( t_{Y|U, P_{U|X} \hat{P}_{X^n} Q_{Y|X}} - nH(Y^*|U^*) \right) \]  

(83)

\[ = n \left( t_{Y|U} + \frac{1}{c} t_{U|X, P_{U|X} \hat{P}_{X^n} Q_{Y|X}} - nH(Y^*|U^*) - \frac{n}{c} \right) = \mathbb{E} \left[ S \left| \hat{P}_{X^n} \right. \right] \]  

(84)

\[ = n \left( t_{Y|U} + \frac{1}{c} t_{U|X, P_{U|X} \hat{P}_{X^n} Q_{Y|X}} - P_{U|X}^* Q_{Y|X} \right) + O(n^{0.02}) \]  

(85)

\[ = n \left( t_{Y|U} + \frac{1}{c} t_{U|X, P_{U|X}^* (\hat{P}_{X^n} - Q_X) Q_{Y|X}} \right) + O(n^{0.02}) \]  

(86)

\[ = \sum_{i=1}^{n} \mathbb{E}_{P_{U|X} Q_{Y|X}} \left[ t_{Y|U} + \frac{1}{c} t_{U|X, X = X_i} = \frac{n}{c} \phi_{i}(Q_{XY}) + O(n^{0.02}), \right] \]  

(87)

where

\[ \langle u_{U|X, P_{U|X} \hat{P}_{X^n} Q_{Y|X}} - I(U^*; X^*) \rangle \]

(88)

\[ = \langle u_{U|X, (P_{U|X} - P_{U|X}^*) Q_{XY} \rangle + \langle u_{U|X, P_{U|X}^* (\hat{P}_{X^n} - Q_X) Q_{Y|X}} \rangle + O(n^{-0.98}) \]  

(89)
where we used the Taylor expansion and the definition of $P_{U|X}$ in (65).

- To see (86), we note that

$$\left( i_{Y|U} + \frac{1}{c} i_{U:X}, (P_{U|X} - P_{U|X}^*) (\hat{P}_{X^n} - Q_X) Q_{Y|X} \right) = O \left( \|P_{U|X} - P_{U|X}^*\| \cdot |\hat{P}_{X^n} - Q_X| \right) = O(n^{-0.98})$$

(90)

and moreover, the first order optimality of $P_{U|X}^*$ implies

$$\left( i_{Y|U} + \frac{1}{c} i_{U:X}, (P_{U|X} - P_{U|X}^*) Q_{XY} \right) = O(\|P_{U|X} - P_{U|X}^*\|^2) = O(n^{-0.98}).$$

(91)

These two inequalities show the step from (85) to (86) upon rearrangements.

The conditional variance is bounded as

$$\frac{1}{n} \text{Var} \left( S \bigg| \hat{P}_{X^n} \right) = \mathbb{E}_{P_{U^n} P_{U|X}} \left[ \text{Var}_{Q_{Y|X}} \left( i_{Y|U} U \bigg| U \right) \right]$$

(92)

$$= \mathbb{E}_{P_{U^n} P_{U|X}} \left[ \text{Var}_{Q_{Y|X}} \left( i_{Y|U} + \frac{1}{c} i_{U:X} \bigg| U \right) \right]$$

(93)

$$= \mathbb{E}_{Q_X P_{U|X}^*} \left[ \text{Var}_{Q_{Y|X}} \left( i_{Y|U} + \frac{1}{c} i_{U:X} \bigg| U \right) \right] + O(n^{-0.49})$$

(94)

$$= \mathbb{E}_{Q_X P_{U|X}^*} \left[ \text{Var}_{Q_{Y|X}} \left( i_{Y|U} \bigg| U \right) \right] + O(n^{-0.49})$$

(95)

where (92) follows since the distribution of $S$ depends only on the empirical distribution $(U^n, X^n)$, which is $P_{U|X} \hat{P}_{X^n}$, and (95) follows from Proposition \textbf{H}.

Finally, for each type $\hat{P}_{X^n}$ under $\mathcal{E}_0$, by the Berry-Esséen central limit theorem we see that

$$\mathbb{P} \left[ \frac{1}{\sqrt{n}} S - \mathbb{E} \left[ \frac{1}{\sqrt{n}} S \bigg| \hat{P}_{X^n} \right] > \lambda \bigg| \hat{P}_{X^n} \right] \leq \mathbb{P} \left[ G_n > \lambda \bigg| \xi_n \right] + \xi_n, \quad \forall \lambda \in \mathbb{R}$$

(96)

where $G_n \sim N(0, \sigma_n^2)$, with $\sigma_n^2$ defined as the right side of (94), and $\xi_n$ is some $o(1)$ sequence depending only on $Q_{XY}$, $P_{U|X}^*$, and $c$. Writing in an equivalent way, we have

$$\mathbb{P} \left[ \frac{1}{\sqrt{n}} S > \lambda \bigg| \hat{P}_{X^n} \right] \leq \mathbb{P} \left[ G_n \mathbb{E} \left[ \frac{1}{\sqrt{n}} S \bigg| \hat{P}_{X^n} \right] > \lambda \bigg| \hat{P}_{X^n} \right] + \xi_n, \quad \forall \lambda \in \mathbb{R}.$$  

(97)

The result then follows by unconditioning on $\hat{P}_{X^n}$. Note that we essentially bounded the variance proxy of $\frac{1}{\sqrt{n}} S$ as

$$\frac{1}{n} \mathbb{E} \left[ \text{Var} \left( S \bigg| \hat{P}_{X^n} \right) \right] + \frac{1}{n} \text{Var} \left( \mathbb{E} \left[ S \bigg| \hat{P}_{X^n} \right] \right)$$

$$= \mathbb{E}_{Q_X P_{U|X}^*} \left[ \text{Var}_{Q_{Y|X}} \left( i_{Y|U} + \frac{1}{c} i_{U:X} \bigg| U \right) \right]$$

(98)

$$+ \text{Var} \left( \mathbb{E}_{P_{U|X}^* Q_{Y|X}} \left( i_{Y|U} + \frac{1}{c} i_{U:X} \bigg| U \right) \right) + O(n^{-0.49})$$

$$= \text{Var}_{Q_{Y|X}} \left( i_{Y|U} + \frac{1}{c} i_{U:X} \right) + O(n^{-0.49}).$$

(99)

\textbf{VI. APPENDIX: REVERSE HYPERCONTRACTIVITY FOR THE TRANSPOSITION MODEL}

In this section we construct the “magic operator” $\Lambda_{n,t}$ used in Section \textbf{IV} through several stages.
A. The Transposition Model

Let $\mathcal{S} = \{1, \ldots, n\}$. Consider a reversible Markov chain where the state space $\Omega$ consists of the $n!$ permutations of the sequence $(1, 2, \ldots, n)$, and the generator is given by

$$L_n f := \frac{1}{n} \sum_{1 \leq i, j \leq n} (f \sigma_{ij} - f)$$

(100)

for any real-valued function $f$ on $\Omega$, where $f \sigma_{ij}$ denotes the composition of two mappings, and $\sigma_{ij}$ denotes the transposition operator. That is, $\sigma_{ij}$ switches the $i$-th and the $j$-th coordinates of a sequence for any $s^n \in \Omega$.

As an alternative interpretation of this Markov chain, whenever a Poisson clock of rate $\frac{1}{n}$ clicks, an index pair $(i, j) \in \{1, \ldots, n\}^2$ is randomly selected and the corresponding coordinates are switched. Remark that the rate at which each coordinate changes its value roughly equals 1, which is the same as the semi-simple Markov Chain we used in [10]. Functional inequalities such as Poincaré, log-Sobolev, and modified log-Sobolev for such a Markov chain have been studied to bound its mixing time under various metrics. In particular, we recall the following upper bound on the modified log-Sobolev constant in [19], which was proved using a chain-rule and induction argument:

**Theorem 3** ([19]). Let $P$ be the equiprobable distribution on $\Omega$. For any $n \geq 2$,

$$D(S\|P) \leq -\mathbb{E} \left[ \left( L_n \log \frac{dS}{dP} \right)(X) \right], \quad \forall S \ll P,$$

(102)

where $X \sim S$.

It is known (e.g. [21, Theorem 1.11]) that a modified log-Sobolev inequality is equivalent to a reverse hypercontractivity of the corresponding Markov semigroup operator $e^{L_n t} := \sum_{k=0}^{\infty} \frac{t^k}{k!} L_n^k$. We thus have

**Corollary 1.** In the transposition model, For any $q < p < 1$, $t \geq \ln \frac{1-p}{1-q}$, and $f \in \mathcal{H}_+(\Omega)$,

$$\|e^{L_n t} f\|_{L^q(\Omega)} \geq \|f\|_{L^p(\Omega)}.$$  

(103)

We remark that the norms in (103) are with respect to the equiprobable measure $P$. By taking the limits, we have

$$\|f\|_{L^q(\Omega)} = \exp \left( P(\ln f) \right).$$

(104)

B. Reverse Hypercontractivity on Types

Now consider any finite $\mathcal{Y}$ and a Markov chain with state space $\mathcal{Y}^n$. With a slight abuse of notation, let $L_n$ also denote the generator of this new Markov chain. Let $P_Y$ be an $n$-type. Note that $T_n (P_Y)$ is invariant under transposition and hence also an invariant subspace for the chain. We now prove a reverse hypercontractivity for the
Markov semigroup operator for this new chain. Pick any map \( \phi: \mathcal{S} \to \mathcal{Y} \) such that \( |\phi^{-1}(y)| = nP_Y(y) \) for each \( y \). Then the extension \( \phi^n \) defines a function \( \Omega \to T_n(P_Y) \). Now for any \( f \in \mathcal{H}_+(\mathcal{Y}^n) \), from (103) we have
\[
\|e^{L_{xt}}(f \phi^n)\|_{L^p(\Omega)} \gg \|f \phi^n\|_{L^p(\Omega)}. \tag{105}
\]
We claim that (105) is equivalent to
\[
\|e^{L_{xt}}f\|_{L^p(T_n(P_Y))} \gg \|f\|_{L^p(T_n(P_Y))}. \tag{106}
\]
Indeed, \( \|f \phi^n\|_{L^p(\Omega)} = \mathbb{E}^{\frac{1}{p}}[(f \phi^n(S^n))^p] = \mathbb{E}^{\frac{1}{p}}[f^p(Y^n)] = \|f\|_{L^p(T_n(P_Y))} \). Here, \( L^p(T_n(P_Y)) \) is with respect to the equiprobable measure on \( T_n(P_Y) \), and so the value of \( f \) on \( \mathcal{Y}^n \setminus T_n(P_Y) \) is immaterial. Moreover, from the definitions we can see that \( \phi^n \) commutes with transposition, so \( (e^{L_{xt}}(f \phi))(s^n) = (e^{L_{xt}}f)(\phi^n(s^n)) \) for any \( s^n \in \Omega \), and the left sides of (105) and (106) are therefore also equal by the same argument.

We remark that for \( P_Y \) not concentrated on a \( y \in \mathcal{Y} \) and as \( n \to \infty \), we don’t lose too much tightness in the composition step argument, and the estimate in (106) is sharp. That is, the modified log-Sobolev constant is indeed of the constant order; the lower bound can be seen by taking linear functions in the corresponding Poincaré inequality, which is weaker than the modified log-Sobolev inequality.

C. Conditional Types: the Tensorization Argument

Let \( \mathcal{X} \) and \( \mathcal{Y} \) both be finite sets. For any \( x^n \in \mathcal{X}^n \), define a linear operator \( L_{x^n}: \mathcal{H}_+(\mathcal{Y}^n) \to \mathcal{H}_+(\mathcal{Y}^n) \) by
\[
L_{x^n} f := \sum_{x \in \mathcal{X}} \frac{1}{nP_X(x)} \sum_{i,j \in \mathcal{X}} (f \sigma_{ij} - f). \tag{107}
\]
where we recall that \( \tilde{P}_x^n \) denotes the empirical distribution of \( x^n \). Note that \( L_{x^n} \) is the generator of the Markov chain where independently for each \( x \in \mathcal{X} \), the length \( nP_X(x) \) subsequence of \( \mathcal{Y}^n \) with indices \( \{i: x_i = x\} \) is the transposition model in Section VI-B. Since \( L_{x^n} \) is the sum of \(|\mathcal{X}| \) generators for transposition models, the Markov semigroup operator \( e^{L_{x^n}t} \) is a tensor product, which satisfies the reverse hypercontractivity with the same constant, by the tensorization property (see e.g. [21]). Therefore for any \( n \)-type \( P_{XY} \), \( x^n \in T_n(P_X) \), and \( f: \mathcal{H}_+(\mathcal{Y}^n) \to \mathcal{H}_+(\mathcal{Y}^n) \),
\[
\|e^{L_{x^n}t} f\|_{L^p(T_n(P_{Y|X}))} \gg \|f\|_{L^p(T_n(P_{Y|X}))}. \tag{108}
\]

D. A Dominating Operator

The operator in (108) depends on \( x^n \) and hence cannot be used directly in the proof of Lemma 1. We now find an upper bound which is independent of \( x^n \). Define a linear operator \( \tilde{L}_n: \mathcal{H}_+(\mathcal{Y}^n) \to \mathcal{H}_+(\mathcal{Y}^n) \) by
\[
\tilde{L}_n f(y^n) = \frac{1}{n \min_x P_X(x)} \sum_{1 \leq i,j \leq n} f(\sigma_{ij}y^n). \tag{109}
\]
Note that the summation includes the \( i = j \) case, where \( \sigma_{ij} \) becomes the identity. From the general formula \( \frac{d}{dt}(e^{Lt} f) = Le^{Lt} f \) we can see a comparison property: since the matrix of \( \tilde{L}_n \) entry-wisely dominate \( L_{x^n} \), we have \( e^{\tilde{L}_nt} f \geq e^{L_{x^n}t} f \) pointwise for any \( t \geq 0 \) and \( f \in \mathcal{H}_+(\mathcal{Y}^n) \). Now consider
\[
\Lambda_{n,t} := e^{\tilde{L}_nt}, \quad \forall t > 0 \tag{110}
\]
which forms an operator semigroup (although not associated with a conditional expectation). Now $\Lambda_{n,t}$ is the operator we used in the proof of Lemma 1, and the two key properties we used are:

**Lower bound:** for any $f : \mathcal{Y}^n \to [0, 1],$

$$\exp(P_{Y^n|X^n=x^n}(\ln \Lambda_{n,t} f))$$

$$= \|\Lambda_{n,t} f\|L^0(T_n(P_Y|x))$$

$$\geq \|e^{L_{x,t} f}\|L^0(T_n(P_Y|x))$$

$$\geq \|f\|L^{1-t-1}(T_n(P_Y|x))$$

$$\geq P_{Y^n|X^n=x^n}(f)$$

$$\geq P_{Y^n|X^n=x^n}^{1+\frac{1}{n}}(f)$$

(111)

(112)

where (112) follows from $e^t \geq 1 + t.$

**Upper bound (in fact, equality):** For any $f : \mathcal{Y}^n \to [0, \infty),$

$$\frac{d}{dt} P_{Y^n}(\Lambda_{n,t} f)$$

$$= P_{Y^n}(\tilde{L}_n \Lambda_{n,t} f)$$

(113)

$$= \frac{1}{n \min_x P_X(x)} \sum_{y^n \in T_n(P_Y)} P_{Y^n}(y^n) \sum_{i,j} (\Lambda_{n,t} f)(\sigma_{ij} y^n)$$

(114)

$$= \frac{1}{\min_x P_X(x)} \sum_{z^n \in T_n(P_Y)} P_{Y^n}(z^n) (\Lambda_{n,t} f)(z^n)$$

(115)

$$= \frac{1}{\min_x P_X(x)} P_{Y^n}(\Lambda_{n,t} f)$$

(116)

where (115) used the fact that $P_{Y^n}$ is the equiprobable distribution on $T_n(P_Y).$ Thus

$$P_{Y^n}(\Lambda_{n,t} f) = \exp\left(\frac{nt}{\min_x P_X(x)}\right) P_{Y^n}(f).$$

(117)

**VII. DISCUSSION**

Through the example of the Wyner-Ahlswede-Körner (WAK) network, we supplied the mathematical ingredients needed for extending this new converse approach to other potential applications. There are several distributed source type problems which are very similar to the WAK problem. For example using a tensor product semigroup for the stationary memoryless settings, [22] proved an $O(\sqrt{n})$ second-order converse for common random generation with one-way rate limited communications. It appears straightforward to upgrade to dispersion bounds and obtain similar results as WAK, by following the same steps therein but using the techniques of the present paper.
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