PARTITIONS OF THE POLYTOPE OF DOUBLY SUBSTOCHASTIC MATRICES
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Abstract. In this paper, we provide three different ways to partition the polytope of doubly substochastic matrices into subpolytopes via the prescribed row and column sums, the sum of all elements and the sub-defect respectively. Then we characterize the extreme points of each type of convex subpolytopes. The relations of the extreme points of the subpolytopes in the three partitions are also given.

1. Introduction

Definition 1.1. An $n \times n$ matrix $A = [a_{i,j}]_{n \times n}$ is called a doubly stochastic matrix if it satisfies

(a) $a_{i,j} \geq 0$, and
(b) $\sum_{s=1}^{n} a_{i,s} = 1, \sum_{t=1}^{n} a_{t,j} = 1,$

for all $1 \leq i, j \leq n$.

The definition of doubly substochastic matrices can be obtained by replacing the equalities in (1) by the inequalities.

Definition 1.2. An $n \times n$ matrix $B = [b_{i,j}]_{n \times n}$ is called a doubly substochastic matrix if it satisfies

(a) $b_{i,j} \geq 0$, and
(b) $\sum_{s=1}^{n} b_{i,s} \leq 1, \sum_{t=1}^{n} b_{t,j} \leq 1,$

for all $1 \leq i, j \leq n$.

Denote the set of all $n \times n$ doubly stochastic matrices by $\Omega_n$, and the set of all $n \times n$ doubly substochastic matrices by $\omega_n$. The set $\Omega_n$ is a convex polytope, and has been intensively studied by many mathematicians \[11, 12, 13, 15, 16, 17, 18, 23, 24, 25, 33, 34, 32\]. Specially, the extreme points of $\Omega_n$ are exactly the permutation matrices due to Birkhoff [4] and von Neumann [31], which can be stated as follows.

Theorem 1.3. [4, 31] An $n \times n$ matrix $A$ is a doubly stochastic matrix if and only if there are finite permutation matrices $P_1, P_2, \ldots, P_N$ and positive numbers $\alpha_1, \ldots, \alpha_N$ such that $\alpha_1 + \cdots + \alpha_N = 1$ and $A = \alpha_1 P_1 + \cdots + \alpha_N P_N$.

The set $\omega_n$ is also a convex polytope and its extreme points are partial permutation matrices [21], i.e., matrices with at most one element in each row and each column equal to one and other elements zero. Since $\Omega_n \subseteq \omega_n$, one may wonder if the classical
results of doubly stochastic matrices can be extended to doubly substochastic matrices. However, the question becomes meaningless sometimes, because the results are either the same or trivial even though \( \omega_n \) is a much bigger polytope. For example, the maximum diagonal or the upper bound of Frobenius norm would be the same no matter either \( \Omega_n \) or \( \omega_n \) is considered, while the minimal diagonal of \( \omega_n \) is simply zero since zero matrix is contained in \( \omega_n \). The reason is that it is too coarse to consider those characteristics on the entire polytope of doubly substochastic matrices. Therefore we try to divide \( \omega_n \) into subsets on which those characteristics become more meaningful.

We consider three different ways to partition \( \omega_n \), through which one may extend the classical results of \( \Omega_n \) to \( \omega_n \). Some notations will be introduced in the next section. This paper is organized as follows. In Section 2 we introduce three partitions of \( \omega_n \) and three types of subpolytopes \( \omega_n(R, S), \omega^s_n \) and \( \omega_n,k \), which are obtained from these three partitions respectively. In Section 3 the extreme points of the \( \omega_n(R, S) \) are characterized via the connection between \( \omega_n(R, S) \) and transportation polytopes. In Section 4 and Section 5 we characterize the extreme points of \( \omega^s_n \) and show the results in two different approaches. Via the extreme points of \( \omega^s_n \), we characterize the extreme points of the subpolytope \( \omega_n,k \) in Section 6. In the end we summarize some results of doubly substochastic matrices as extensions of the results of doubly stochastic matrices in Section 7.

2. Three different partitions of \( \omega_n \)

The first way to partition \( \omega_n \) is induced by a characteristic of doubly substochastic matrices called sub-defect [7, 6, 5].

**Definition 2.1.** ([7]) The sub-defect of an \( n \times n \) doubly substochastic matrix \( B \), denoted by \( sd(B) \), is defined to be the smallest integer \( k \) such that there exists an \( (n + k) \times (n + k) \) doubly stochastic matrix containing \( B \) as a submatrix.

Denote the sum of all elements of a matrix \( B = [b_{i,j}] \) by \( \sigma(B) \), i.e.,

\[ \sigma(B) = \sum_{i=1}^{n} \sum_{j=1}^{n} b_{i,j}. \]

(2.1)

It has been shown that the sub-defect \( k \) can be calculated easily by taking the ceiling of the difference of its size and the sum of all elements.

**Theorem 2.2.** (Theorem 2.1, [7]) Let \( B = [b_{i,j}] \) be an \( n \times n \) doubly substochastic matrix. Then

\[ sd(B) = \lceil n - \sigma(B) \rceil. \]

where \( \lceil x \rceil \) is the ceiling of \( x \).

Denote by \( \omega_n,k \) the set of all \( n \times n \) doubly substochastic matrices with sub-defect \( k \), i.e.,

\[ \omega_n,k = \{ B \in \omega_n \mid sd(B) = k \}. \]

(2.2)

Let

\[ P_1 = \{ \omega_n,0, \omega_n,1, \ldots, \omega_n,n \}. \]

(2.3)
Then \( P_1 \) is a partition of \( \omega_n \) since
(1) \( \emptyset \notin P_1 \);
(2) \( \omega_n,i \cap \omega_n,j = \emptyset \) for \( i \neq j \);
(3) \( \bigcup_{i=0}^{n} \omega_n,i = \omega_n \).

The second way to partition \( \omega_n \) is using the sum of all elements. Let \( 0 \leq s \leq n \), denote by \( \omega_n^{s} \) the set of all matrices in \( \omega_n \) such that the sum of all elements equals to \( s \), i.e.,
\[
(2.4) \quad \omega_n^{s} = \{ B \in \omega_n \mid \sigma(B) = s \}.
\]
Let
\[
(2.5) \quad P_2 = \{ \omega_n^{s} \mid 0 \leq s \leq n \}.
\]
Then \( P_2 \) is a partition of \( \omega_n \), because
(1) \( \emptyset \notin P_2 \);
(2) \( \omega_n^{s} \cap \omega_n^{t} = \emptyset \), if \( s \neq t \);
(3) \( \bigcup_{0\leq s\leq n} \omega_n^{s} = \omega_n \).

The third way to partition \( \omega_n \) is triggered by a special case of the transportation polytopes [29], in the case when they are square matrices. Transportation polytopes are formed by all nonnegative matrices (not necessarily square) with prescribed row sums and column sums. For an \( n \times n \) non-negative matrix \( A \), denote the \( i \)th row sum of \( A \) by \( r_i(A) \), and the \( j \)th column sum by \( s_j(A) \). Let \( R = (r_1, r_2, \ldots, r_n) \in \mathbb{R}^n \), and \( S = (s_1, s_2, \ldots, s_n) \in \mathbb{R}^n \). For such a pair of vectors \( R \) and \( S \), we always assume they satisfy
\[
(2.6) \quad 0 \leq r_i, s_j \leq 1 \quad \text{for all } i, j = 1, 2, \ldots, n
\]
and the compatible condition
\[
(2.7) \quad |R| = \sum_{i=1}^{n} r_i = \sum_{i=1}^{n} s_i = |S|.
\]
Denote by \( \omega_n(R, S) \) the set of the non-negative \( n \times n \) matrices with row sum vector \( R \) and column sum vector \( S \), that is
\[
(2.8) \quad \omega_n(R, S) = \{ A \in \omega_n \mid r_i(A) = r_i \text{ and } s_j(A) = s_j, \text{ for } 1 \leq i, j \leq n \}.
\]
Let
\[
(2.9) \quad P_3 = \{ \omega_n(R, S) \mid R \text{ and } S \text{ satisfying (2.6) and (2.7)} \}.
\]
Then \( P_3 \) is a partition of \( \omega_n \), because
(i) \( \emptyset \notin P_3 \);
(ii) \( \bigcup_{R,S} \omega_n(R, S) = \omega_n \) where \( R \) and \( S \) runs over all pairs of vectors in \( \mathbb{R}^n \) satisfying (2.6) and (2.7);
(iii) \( \omega_n(R, S) \cap \omega_n(R', S') = \emptyset \) if and only if \( (R, S) \neq (R', S') \).

The relations of the three partitions are shown as follows.
Proposition 2.3. Let $\mathcal{P}_1, \mathcal{P}_2$ and $\mathcal{P}_3$ be partitions of $\omega_n$ defined by (2.3), (2.5) and (2.9) respectively, then

(i) $\mathcal{P}_2$ is a refinement of $\mathcal{P}_1$.
(ii) $\mathcal{P}_3$ is a refinement of $\mathcal{P}_2$.
(iii) $\mathcal{P}_3$ is a refinement of $\mathcal{P}_1$.

Proof. (i) According to Theorem 2.2 [7], if $B \in \omega_{n,k}$, then $\sigma(B)$ is in $[n-k, n-k+1)$ for $1 \leq k \leq n$. Therefore,

\[(2.10) \quad \omega_{n,k} = \bigcup_{s \in [n-k,n-k+1)} \omega_n^s\]

for $1 \leq k \leq n$. In particular when $k = 0$, we have

$\omega_{n,0} = \omega_n$.

(ii) It is due to that for all $0 \leq s \leq n$,

\[(2.11) \quad \omega_n^s = \bigcup_{\substack{|R|=|S| = s \atop 0 \leq r_i, s_j \leq 1}} \omega_n(R,S).\]

(iii) It is a direct consequence of (i) and (ii).

Moreover, every subset in each partition is convex. That means all subsets in the three partitions $\mathcal{P}_1, \mathcal{P}_2$ and $\mathcal{P}_3$ are subpolytopes of $\omega_n$. The following Proposition can be verified by direct calculation.

Proposition 2.4. Let $\omega_{n,k}$, $\omega_n^s$ and $\omega_n(R,S)$ be the subpolytopes of $\omega_n$ as defined by (2.2), (2.4) and (2.8) respectively. Then we have

(i) $\omega_n(R,S)$ is convex for each pair $R$ and $S$ satisfying (2.6) and (2.7);
(ii) $\omega_n^s$ is convex for each $0 \leq s \leq n$;
(iii) $\omega_{n,k}$ is convex for each $k = 0, 1, \ldots, n$.

An interesting fact is that the polytope $\Omega_n$ is a subpolytope of $\omega_n$ with regard to all these three partitions. In fact,

$\Omega_n = \omega_{n,0} = \omega_n = \omega(e_n,e_n)$

where $e_n = (1, 1, 1, \ldots, 1) \in \mathbb{R}^n$.

3. Extreme Points of $\omega_n(R, S)$

The extreme points of transportation polytopes were characterized by Jurkat and Ryser [29]. As a special case of transportation polytope, the set of extreme points of $\omega_n(R, S)$, denoted by $\mathcal{E}_n(R, S)$, can be obtained consequently.

For $A \in \omega_n$, denote by $G_A$ the bipartite graph corresponding to $A$. The vertex set is the set of indices of the rows $I = \{i_1, i_2, \ldots, i_n\}$ and columns $J = \{j_1, j_2, \ldots, j_n\}$. The edges are the places of the matrix in which the entries are positive. A path is a sequence of distinct vertices such that there exists an edge between two consecutive vertices. Also denote by $B(A)$ the $(0,1)$-matrix corresponding to $A$, that is replacing all positive entries in $A$ by 1. We can then state the results about $\mathcal{E}_n(R, S)$ as the following proposition.
Proposition 3.1. [29] If \( A \in \omega_n(R, S) \), then the following conditions are equivalent:

(i) \( A \in \mathcal{E}_n(R, S) \).
(ii) Every submatrix of \( A \) contains a line with at most one positive entry.
(iii) Every submatrix \( A \) of size \( m \times 1 \) has at most \( m + 1 \) positive entries.
(iv) There is no matrix \( B \in \omega_n(R, S) \) such that \( B \neq A \) and \( B(B) = B(A) \).
(v) \( G_A \) is a forest with no isolated vertex.

Denote by \( \mathcal{E}(\omega_n^s) \) the set of extreme points of \( \omega_n^s \) and \( \mathcal{E}(\omega_{n,k}) \) the set of extreme points of \( \omega_{n,k} \). Due to Proposition 2.3, one can obtain the following inclusion relations among \( \mathcal{E}_n(R, S), \mathcal{E}(\omega_n^s) \) and \( \mathcal{E}(\omega_{n,k}) \).

Proposition 3.2. (i) For \( 0 \leq s \leq n \), we have

\[
\mathcal{E}(\omega_n^s) \subseteq \bigcup_{|R|=|S|=s, 0 \leq r_i, s_j \leq 1} \mathcal{E}_n(R, S);
\]

(ii) For \( 0 < k \leq n \), we have

\[
\mathcal{E}(\omega_{n,k}) \subseteq \bigcup_{s \in [n-k,n-k+1]} \mathcal{E}(\omega_n^s).
\]

Example 3.3. Let

\[
A = \begin{pmatrix}
0.9 & 0.6 \\
0.6 & \end{pmatrix}.
\]

Then \( A \in \omega_3(R, S) \), where \( R = S = (0.9, 0.9, 0.6) \). We also notice that \( A \in \omega_2^4 \) and \( A \in \omega_{3,1} \). According to Proposition 3.1, \( A \) is an extreme point of \( \omega_3(R, S) \). However, \( A \) is not an extreme point of \( \omega_2^4 \), and hence not an extreme point of \( \omega_{3,1} \). Indeed,

\[
A = \begin{pmatrix}
0.9 & 0.9 \\
0.9 & 0.6
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
1 & 1 \\
1 & 0.4
\end{pmatrix} + \frac{1}{2} \begin{pmatrix}
0.8 & 0.8 \\
0.8 & 0.8
\end{pmatrix}.
\]

4. Extreme points of \( \omega_n^s \)

A matrix \( A \) is an extreme point of \( \omega_n^s \) provided that every convex decomposition of the form

\[
A = \lambda A_1 + (1 - \lambda) A_2, \quad (0 \leq \lambda \leq 1)
\]

with \( A_1 \) and \( A_2 \) in the class \( \omega_n^s \) implies that \( A_1 = A_2 = A \). Before characterize the set of extreme points of \( \omega_n^s \), i.e. \( \mathcal{E}(\omega_n^s) \), we first give some preliminaries.

For a positive integer \( n \) and \( 0 \leq s \leq n \), denote by \( \lfloor s \rfloor \) the greatest integer less than or equal to \( s \). Let

\[
v_n^s = (\underbrace{1,1,\ldots,1}_{\lfloor s \rfloor}, s - \lfloor s \rfloor, 0, \ldots, 0) \in \mathbb{R}^n,
\]

which contains \( \lfloor s \rfloor \) 1’s and satisfies \( |v_n^s| = s \). Denote by \( \mathcal{RE}(v_n^s) \) the set of all rearrangements of \( v_n^s \), i.e.,

\[
\mathcal{RE}(v_n^s) = \{v \in \mathbb{R}^n : \exists \pi \in S_n, \pi(v) = (v_{\pi(1)}, v_{\pi(2)}, \ldots, v_{\pi(n)}) = v_n^s\}.
\]
For \(0 \leq \alpha \leq 1\), let \(B_m(\alpha)\) be the \(m \times m\) matrix in the form:

\[
B_m(\alpha) = \begin{pmatrix}
\alpha & 0 & \cdots & 0 \\
1-\alpha & \alpha & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1-\alpha & \alpha
\end{pmatrix}.
\]

\[\text{(4.1)}\]

Notice that \(\sigma(B_m(\alpha)) = m - 1 + \alpha\), \(R(B_m(\alpha)) = (\alpha, 1, \ldots, 1)\) and \(S(B_m(\alpha)) = (1, \ldots, 1, \alpha)\). In the case \(m = 1\) we have \(B_1(\alpha) = (\alpha)\).

**Theorem 4.1.** Let \(A \in \omega_n^s\). The following statements are equivalent:

(a) \(A \in \mathcal{E}(\omega_n^s)\).

(b) There exist \(R, S \in \mathcal{RE}(\nu_n^s)\), such that \(A \in \mathcal{E}_n(R, S)\).

(c) There exist \(n \times n\) permutation matrices \(P\) and \(Q\), such that

\[
P AQ = I_{\lfloor s \rfloor - m} \oplus B_m(s + 1 - \lfloor s \rfloor) \oplus O_{n - \lfloor s \rfloor}
\]

where \(I_{\lfloor s \rfloor - m}\) is the identity matrix of size \(\lfloor s \rfloor - m\) and \(O_{n - \lfloor s \rfloor}\) is the zero matrix of size \(n - \lfloor s \rfloor\).

(d) Each connected component of \(G_A\) is either an isolated vertex or a path. For \(s\) not an integer, there exists one path with length \(1 \leq m \leq \lfloor s \rfloor\) and \(\lfloor s \rfloor - m\) paths with length \(1\) in \(G_A\). When \(s\) is an integer, there are \(s\) paths with length \(1\) in \(G_A\).

Before the proof of Theorem 4.1, we provide a few examples which illustrate the idea of the proof.

**Example 4.2.** Let

\[
A = \begin{pmatrix}
0.3 & 0 & 0.4 & 0 \\
0.2 & 0.1 & 0 & 0.2 \\
0 & 0.3 & 0.2 & 0 \\
0 & 0.1 & 0.1 & 0.3
\end{pmatrix}
\]

where \(n = 4\) and \(s = 2.2\). We can perturb the entries in grey a little bit such that the resultant matrix is still in \(\omega_4^{2.2}\). Notice that as long as \(0 < \epsilon \leq 0.1\), the following identity always holds.

\[
A = \frac{1}{2} A_1 + \frac{1}{2} A_2 = \frac{1}{2} \begin{pmatrix}
0.3 & 0 & 0.4 & 0 \\
0.2 & 0.1 + \epsilon & 0 & 0.2 - \epsilon \\
0 & 0 & 0.3 & 0.2 \\
0 & 0.1 - \epsilon & 0.1 + \epsilon & 0.3 + \epsilon
\end{pmatrix} + \frac{1}{2} \begin{pmatrix}
0.3 & 0 & 0.4 & 0 \\
0.2 & 0.1 - \epsilon & 0 & 0.2 + \epsilon \\
0 & 0 & 0.3 & 0.2 \\
0 & 0.1 + \epsilon & 0.1 - \epsilon & 0.3 - \epsilon
\end{pmatrix},
\]

where \(A_1, A_2 \in \omega_4^{2.2}\). This implies that \(A\) is not an extreme point of \(\omega_4^{2.2}\). The entries in grey form a cycle in \(G_A\) and exclude the possibility for \(A\) being an extreme point of \(\omega_4^{2.2}\).

**Lemma 4.3.** For \(0 < s \leq n\) and \(A \in \omega_n^s\), if the corresponding bipartite graph \(G_A\) contains a cycle, then \(A \notin \mathcal{E}(\omega_n^s)\).

**Proof.** Let \(H\) be a cycle contained in \(G_A\) with edges \((i_1, j_1), (i_2, j_1), (i_2, j_2), (i_3, j_2), \ldots, (i_k, j_k), (i_1, j_k)\), which means that the \((i_1, j_1), (i_2, j_1), (i_2, j_2), (i_3, j_2), \ldots, (i_k, j_k), (i_1, j_k)\) entries of \(A\) are positive. Notice that all of these entries are strictly less than one. This is because in each row of \(i_1, \ldots, i_k\) and each column of \(j_1, \ldots, j_k\), there are at least
two positive entries. For a sufficiently small $\epsilon > 0$, let $A_1$ be the matrix obtained from $A$ by adding $\epsilon$ to the entries $(i_1, j_1), \cdots, (i_k, j_k)$ and subtracting $\epsilon$ from the entries $(i_2, j_1), \cdots, (i_1, j_k)$. At the same time, let $A_2$ be the matrix obtained from $A$ by subtracting $\epsilon$ from the entries $(i_1, j_1), \cdots, (i_k, j_k)$ and adding $\epsilon$ to the entries $(i_2, j_1), \cdots, (i_1, j_k)$. Clearly, $A_1, A_2 \in \omega_{n,k}$ for $\epsilon$ small enough. Actually we can see that both $A_1$ and $A_2$ have the same row and column sum vectors as $A$ does. Since $A = \frac{1}{2}A_1 + \frac{1}{2}A_2$, we know that $A$ is not an extreme point. \hfill \Box

**Corollary 4.4.** Let $0 \leq s \leq n$. If $A \in \mathfrak{C}(\omega_n^s)$, then $G_A$ is a forest.

However, the fact that $G_A$ has no cycle does not guarantee that $A \in \mathfrak{C}(w_n^s)$.

**Example 4.5.** Let

$$A = \begin{pmatrix} 0.2 & 0.4 \\ 0.5 & 0 \end{pmatrix} \in \omega_{2,1}^1.$$ 

Clearly, there is no cycle in $G_A$. However, $A$ is not an extreme point since

$$A = \frac{1}{2} \begin{pmatrix} 0.2 + \epsilon & 0.4 - \epsilon \\ 0.5 & 0 \end{pmatrix} + \frac{1}{2} \begin{pmatrix} 0.2 - \epsilon & 0.4 + \epsilon \\ 0.5 & 0 \end{pmatrix}$$

for $0 < \epsilon \leq 0.2$.

Let $A \in \omega_n$ with an entry $a_{i,j} > 0$, we call $a_{i,j}$ row perturbable if the $i$th row sum $r_i < 1$. Similarly, $a_{i,j}$ is called column perturbable if the sum of the $j$th column $s_j < 1$. $a_{i,j}$ is called perturbable if it is both row and column perturbable. An edge of $G_A$ is called row perturbable, column perturbable or perturbable if the corresponding entry in $A$ row perturbable, column perturbable or perturbable respectively. A path is called starting with row (column) direction if the entries corresponding to the first two edges are in the same row (column). A path is called ended in row (column) direction if the entries corresponding to the last two edges are in the same row (column).

From Example 4.5, one can see that if a matrix containing two non-zero entries in the same row are column perturbable, then it is not an extreme point.

**Example 4.6.** Let

$$A = \begin{pmatrix} 0.2 & 0.4 & 0 & 0.4 \\ 0.4 & 0 & 0 & 0.5 \\ 0 & 0.3 & 0.5 & 0 \\ 0.3 & 0.1 & 0.5 & 0.1 \end{pmatrix} \in \omega_{4,7}^3.$$ 

$A$ is not an extreme point either because

$$A = \frac{1}{2} \begin{pmatrix} 0.2 + \epsilon & 0.4 & 0 & 0.4 - \epsilon \\ 0.4 & 0 & 0 & 0.5 \\ 0 & 0.3 & 0.5 & 0 \\ 0.3 & 0.1 - \epsilon & 0.5 & 0.1 + \epsilon \end{pmatrix} + \frac{1}{2} \begin{pmatrix} 0.2 - \epsilon & 0.4 & 0 & 0.4 + \epsilon \\ 0.4 & 0 & 0 & 0.5 \\ 0 & 0.3 & 0.5 & 0 \\ 0.3 & 0.1 + \epsilon & 0.5 & 0.1 - \epsilon \end{pmatrix}$$

as long as $0 < \epsilon \leq 0.1$. Note that the grey entries in $A$ are associated with the following path in the bipartite graph $G_A$. 


The path is both starting and ending with the row direction. Besides, both the first edge \((i_1, j_1)\) and the last edge \((i_4, j_2)\) are column perturbable.

Indeed, for \(A \in \omega_n^s\), if there exists a path in the bipartite graph \(G_A\)

\[
v_{j_1} \rightarrow v_{i_1} \rightarrow v_{j_2} \rightarrow \cdots \rightarrow v_{j_k} \rightarrow v_{i_k} \rightarrow v_{j_{k+1}}
\]

containing even number of edges, then we can perturb the edges by adding a small positive number \(\epsilon\) to the entry corresponding to the first edge and subtract an \(\epsilon\) from the entry corresponding to the second edge and so on to get a matrix \(A_1\). We illustrate this process by the following graph

\[
v_{j_1} \xrightarrow{\epsilon} v_{i_1} \xleftarrow{-\epsilon} v_{j_2} \xrightarrow{\epsilon} \cdots \xrightarrow{\epsilon} v_{j_k} \xleftarrow{-\epsilon} v_{i_k} \xrightarrow{\epsilon} v_{j_{k+1}}.
\]

Similarly we can do the opposite operation to get another matrix \(A_2\), which can be illustrated by the following graph

\[
v_{j_1} \xleftarrow{-\epsilon} v_{i_1} \xrightarrow{\epsilon} v_{j_2} \xleftarrow{-\epsilon} \cdots \xleftarrow{-\epsilon} v_{j_k} \xrightarrow{\epsilon} v_{i_k} \xleftarrow{\epsilon} v_{j_{k+1}}.
\]

Then we have \(\sigma(A_1) = \sigma(A_2) = \sigma(A) = s\) and \(A = \frac{1}{2}(A_1 + A_2)\). The only question is whether \(A_1\) and \(A_2\) are still doubly substochastic matrices. Notice that when we add an \(\epsilon\) to the first edge or to the last edge, the corresponding column sums might be greater than one. To make sure that \(A_1\) and \(A_2\) are still in \(\omega_n\), \(b_{i_1,j_1}\) and \(b_{i_k,j_{k+1}}\) must be column perturbable. In Example 4.6 both \((i_1, j_1)\) entry and \((i_4, j_2)\) entry are column perturbable, making the construction of \(A_1\) and \(A_2\) valid.

**Proposition 4.7.** Let \(\mathcal{P}\) be a path in the bipartite graph \(G_A\). Then \(\mathcal{P}\) contains even number of edges if and only if the starting direction and the ending direction of \(\mathcal{P}\) are the same.

**Proof.** Denote the edges on \(\mathcal{P}\) by \(e_1, e_2, \ldots, e_k\). Both directions follow that if the entries corresponding to \(e_i\) and \(e_{i+1}\) are in the same row (column) and then the entries corresponding to \(e_{i+1}\) and \(e_{i+2}\) are in the same column (row) for \(i = 1, 2, \ldots, k-2\). \(\square\)

**Lemma 4.8.** Let \(A \in \omega_n^s\). A is not an extreme point of \(\omega_n^s\), if \(G_A\) contains a path \(\mathcal{P}\) with even number of edges satisfying one of the following:

(i) \(\mathcal{P}\) starts and ends in row direction and the entries corresponding to the first edge and the last edge are column perturbable; or

(ii) \(\mathcal{P}\) starts and ends in column direction and the entries corresponding to the first edge and the last edge are row perturbable.

**Proof.** (i). According to Proposition 4.10 \(\mathcal{P}\) contains even number of edges. Here is a method to construct two matrices \(A_1\) and \(A_2\) such that \(A = \frac{1}{2}(A_1 + A_2)\). To construct
A₁, one may first add a positive number ε to the entry corresponding to the first edge. Then subtract an ε from the entry corresponding to the second edge. Then again add an ε to the entry corresponding to the third edge and subtract an ε from the entry corresponding to the forth edge. Keep adding and subtracting an ε alternately until we finish subtracting from the last entry corresponding to the last edge. Thus we obtain the matrix A₁. Since P contains even number of edges, \( \sigma(A₁) = \sigma(A) \). To construct A₂, simply switch additions and subtractions in the constriction of A₁. Clearly \( \sigma(A₂) = \sigma(A) \) and \( A = \frac{1}{2}(A₁ + A₂) \). Since both entries corresponding to the first edge and the last edge are column perturbable and the path P starts and ends in row direction, both A₁ and A₂ are doubly substochastic matrices for ε small enough.

(ii). By taking the transpose of A, it is converted to Case (i).

Lemma 4.9. Let \( A \in \omega^s_n \). A is not an extreme point of \( \omega^s_n \) if \( G_A \) contains a path \( \mathcal{P} \) satisfying

(i) both the first edge and the last edge are column perturbable; or
(ii) both the first edge and the last edge are row perturbable.

Proof. (i). If \( \mathcal{P} \) starts and ends in row direction, then Lemma 4.9 holds. Suppose \( \mathcal{P} \) starts in column direction. Note that \( \mathcal{P} \) contains odd number of edges and the entry in \( A \) corresponding to the second edge of \( \mathcal{P} \) is in the same column as the entry corresponding to the first edge, so it is column perturbable too. Let \( \mathcal{P}' \) be the path by removing the first edge from \( \mathcal{P} \). Then \( \mathcal{P}' \) starts and ends in row direction and the entries corresponding to the first edge and the last edge are column perturbable. Thus A is not an extreme point. If \( \mathcal{P} \) ends in column direction, then construct \( \mathcal{P}' \) by removing the last edge from \( \mathcal{P} \).

(ii). By taking the transpose of A, it is converted to Case (i).

Proposition 4.10. Let \( A \in \omega^s_n \).

(i) If there exists a path \( \mathcal{P} \) in which the first edge and the last edge are column perturbable, then there exists a path \( \mathcal{P}' \) which starts and ends in row direction and in which the first edge and the last edge are column perturbable.
(ii) If there exists a path \( \mathcal{P} \) in which the first edge and the last edge are row perturbable, then there exists a path \( \mathcal{P}' \) which starts and ends in column direction and in which the first edge and the last edge are row perturbable.
(iii) If there exists a path \( \mathcal{P} \) in which the first edge is column perturbable and the last edge is row perturbable, then there exists a path \( \mathcal{P}' \) which starts in row direction and ends in column direction and in which the first edge is column perturbable and the last edge is row perturbable.
(iv) If there exists a path \( \mathcal{P} \) in which the first edge is row perturbable and the last edge is column perturbable, then there exists a path \( \mathcal{P}' \) which starts in column direction and ends in row direction and in which the first edge is row perturbable and the last edge is column perturbable.

Proof. (i). Let \( \mathcal{P} \) be the path in which the first edge and the last edge are column perturbable. Then \( \mathcal{P} \) contains even number of edges and hence \( \mathcal{P} \) starts and ends in the same direction. If \( \mathcal{P} \) starts and ends in row direction, then we are done. Suppose that \( \mathcal{P} \) starts in column direction, which means that the entry corresponding to the
second edge is in the same column as the entry corresponding to the first edge. Hence it is column perturbable. Similarly the entry corresponding to the last second edge is column perturbable as well. Then one can construct $P'$ by removing the first and the last edge.

(ii). By taking the transpose of $A$, it is converted to Case (i).

(iii). By the same argument in (i), one may remove the first edge and the last edge if the given path does not start and end in desired directions.

(iv). By taking the transpose of $A$, it is converted to Case (iii). □

Example 4.11. Let

$$A = \begin{pmatrix} 0 & 0.6 & 0.4 \\ 0.6 & 0.4 & 0 \\ 0.4 & 0 & 0 \end{pmatrix} \in \omega_3^{2,4}.$$ Although $G_A$ has a path in which the first edge, connecting $j_3$ and $i_1$, is column perturbable and the last edge, connecting $j_1$ and $i_3$, is row perturbable, it is an extreme point of $\omega_3^{2,4}$.

Theorem 4.12. Let $n$ be a positive integer and $0 \leq s \leq n$. Let $A \in \omega_n^s$. If $A$ has two rows or two columns whose sum are strictly greater than 0 and strictly less than 1, then $A$ is not an extreme point of $\omega_n^s$.

Proof. Without loss of generality, we can assume that the $s$th row and $t$th row sums are strictly between 0 and 1. Otherwise, one may take the transpose of $A$.

If there is a path in $G_A$ connecting vertices $i_s$ and $i_t$, then by Lemma 4.9 Theorem 4.12 holds.

Suppose the vertices $i_s$ and $i_t$ are in the different connected components $G_s$ and $G_t$ respectively. If either $G_s$ or $G_t$ contains a cycle, then $A$ is not an extreme point due to Lemma 4.3. Suppose neither $G_s$ nor $G_t$ contains a cycle. Since $G_s$ does not contain a cycle and is connected, there exists a vertex $v$ with degree 1 which implies that the edge connected to $v$ is either row perturbable or column perturbable. Since $i_s$ is row perturbable, if $v$ is row perturbable as well, then $A$ is not an extreme point due to Lemma 4.9. Suppose the edge connected to $v$ is column perturbable, then there exists a path $P_s$ connecting $i_s$ and $v$ in which the first edge is row perturbable and the last edge is column perturbable. Also it starts in column direction and ends in row direction. Similarly, there exists a path $P_t$ in $G_t$ connecting $i_t$ and a vertex $w$ which has degree 1 and the only edge connecting to $w$ is column perturbable. Note that both $P_s$ and $P_t$ have odd number of edges. To construct $A^+$, first adding an $\epsilon$ to the entry corresponding to the first edge in $P_s$, and then subtracting an $\epsilon$ from the entry corresponding to the second edge in $P_s$, and then adding an $\epsilon$ to the entry corresponding to the third edge in $P_s$, and so on until adding or subtracting an $\epsilon$ from all edges in $P_s$ alternatively. Meanwhile subtracting an $\epsilon$ from the entry
corresponding to the first edge in \( P_t \), and then adding an \( \epsilon \) to the entry corresponding to the second edge in \( P_t \), and so on until subtracting or adding an \( \epsilon \) on all edges in \( P_t \). Then by switching all additions and subtractions we get \( A^- \). Note that if \( \epsilon > 0 \) is small enough, then \( A^+, A^- \in \omega_n^s \) and \( A = \frac{1}{2}(A^+ + A^-) \).

\[ \square \]

**Corollary 4.13.** Let \( A \in \omega_n^s \), and \( R(A), S(A) \) be the row sum vector and column sum vector respectively. If \( A \) is an extreme point of \( \omega_n^s \), then \( R(A), S(A) \in \mathcal{RE}(v_n^s) \).

**Lemma 4.14.** Let \( n \) be a positive integer and \( n - 1 < s \leq n \). \( B_n(s - n + 1) \) as defined in (4.1) is an extreme point of \( \omega_n^s \).

**Proof.** Suppose \( B_n(\alpha) \) is not an extreme point, then there exist \( A \) and \( B \in \omega_n^s \), such that

\[
B_n(\alpha) = cA + (1 - c)B
\]

for some \( 0 < c < 1 \). Note that both \( A \) and \( B \) must be in the form

\[
\begin{pmatrix}
x & * & * \\
* & * & * \\
& \vdots & \ddots \\
& & * & *
\end{pmatrix}
\]

where \( x \) and \( * \) are all possible positive elements. Secondly, since each row sum of \( B_n(\alpha) \) is 1 except the last one, and each column sum of \( B_n(\alpha) \) is 1 except the first one, \( A \) and \( B \) must have sum 1 in these rows and columns meaning that the sum of all elements in \( A \) is \( n - 1 + x \). Since \( A \in \omega_n^s \), so \( x = s - n + 1 \) which implies that \( A = B_n(\alpha) \), where \( \alpha = s - n + 1 \). \( \square \)

**Corollary 4.15.** Let \( A \in \omega_n^s \) where \( n - 1 < s \leq n \), and \( \alpha = s - n + 1 \). Then \( A \) is an extreme point if there exist \( n \times n \) permutation matrices \( P \) and \( Q \), such that

\[
PAQ = B_n(\alpha).
\]

**Corollary 4.16.** Let \( A \in \omega_n^s \) where \( n - 1 < s \leq n \). \( A \) is an extreme point of \( \omega_n^s \), if there exist \( n \times n \) permutation matrices \( P \) and \( Q \), such that

\[
PAQ = I_{n-m} \oplus B_m(s - n + 1)
\]

for some \( 0 \leq m \leq n \), where \( I_{n-m} \) is the identity matrix with order \( n - m \).

**Proof.** Because both \( I_{n-m} \) and \( B_m(s - n + 1) \) are uniquely determined by themselves, \( PAQ = I_{n-m} \oplus B_m(s - n + 1) \) is an extreme point. \( \square \)

**Proof of Theorem 4.1.** (\( a \) \( \Rightarrow \) \( b \)). It is due to Corollary 4.13

(\( b \) \( \Rightarrow \) \( c \)). This is due to the method of constructing elements in \( \mathcal{E}_n(R, S) \) provided in Section 2, [27].

(\( c \) \( \Rightarrow \) \( d \)). It is due to Corollary 4.16.

(\( c \) \( \Leftrightarrow \) \( d \)). It is trivial.
5. Another approach to the extreme points of $\omega_n^s$

In this section, we develop an algorithm to find extreme points of $\omega_n^s$, through which one may express a matrix in $E_n(R, S)$ as a convex combination of matrices in $E(\omega_n^s)$. It can be treated as an alternative proof of Theorem 4.1. According to Proposition 3.2, recall that

$$E(\omega_n^s) \subseteq \bigcup_{|R|=|S|=s \atop 0 \leq r_i, s_j \leq 1} E_n(R, S).$$

In this section we will give more clear relation between $E_n(R, S)$ and $E(\omega_n^s)$. Based on this result the relation between $E(\omega_n^s)$ and $E(\omega_{n,k})$ will be given in section 6.

We first describe the inductive procedure given by Jurkat and Ryser [27] to construct the extreme points of $\omega_n(R, S)$ for given $R$ and $S$. To obtain an arbitrary matrix $A \in E_n(R, S)$, we select a position $(i, j)$ in $A$ and define

$$a_{i,j} = \min\{r_i, s_j\}.$$  

If $r_i \leq s_j$, then we can complete row $i$ by inserting $(n-1)$ 0’s. The submatrix $A_1$ obtained from $A$ by deleting row $i$ is then a matrix of size $(n-1) \times n$ whose row sum vector is denoted by

$$(5.1) \quad R_1 = (r_1, \ldots, r_{i-1}, \times, r_{i+1}, \ldots, r_n).$$

Here the “$\times$” symbol at the $i$th entry means that we have finished the construction of row $i$. The compatible column sum vector should be

$$(5.2) \quad S_1 = (s_1, \ldots, s_{j-1}, s_j - r_i, s_{j+1}, \ldots, s_n).$$

Similarly if $r_i \geq s_j$, then we complete column $j$ by inserting $(n-1)$ 0’s. We require that the submatrix $A_1$ obtained from $A$ by deleting column $j$ be a matrix of size $n \times (n-1)$ with row sum vector

$$(5.3) \quad R_1 = (r_1, \ldots, r_{i-1}, r_i - s_j, r_{i+1}, \ldots, r_n).$$

The compatible column sum vector should be

$$(5.4) \quad S_1 = (s_1, \ldots, s_{j-1}, \times, s_{j+1}, \ldots, s_n).$$

In case that $r_i = s_j$ either of the above constructions is allowed. Keep doing this process and we can get all elements in $A$.

To illustrate this process more clearly, we can make use of the weighted directed bipartite graphs. Associated with each $n \times n$ matrix $A$ in $E(R, S)$, there is a weighted bipartite graph $G(A)$ with vertex set $\{r_1, r_2, \ldots, r_n\} \cup \{s_1, s_2, \ldots, s_n\}$. To obtain $G(A)$, we simply follow the construction procedure. For the selected position $(i, j)$ in $A$, we compare the value of $r_i$ and $s_j$. If $r_i \leq s_j$, there is a directed edge from $r_i$ to $s_j$ with weight $r_i$. If $r_i \geq s_j$, there is a directed edge from $s_j$ to $r_i$ with weight $s_j$. If $r_i = s_j$ then we can do either one of the above steps. Then we do the same way for the row and column sum vector $R_1$ and $S_1$. Keep doing this process and by induction we can get $G(A)$. Notice that the edges constructed in this way have an order which coincides with the order of the construction of elements in $A$. 
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Example 5.1. Let $R = (0.6, 0.9, 0.7, 0.4, 0.8)$ and $S = (0.8, 0.7, 0.9, 0.6, 0.4)$. We first compare $r_1 = 0.6$ and $s_2 = 0.8$ to get $a_{1,1} = 0.6$ and $a_{1,2} = a_{1,3} = a_{1,4} = a_{1,5} = 0$. The new row and column sums are \( R_1 = (x, 0.9, 0.7, 0.4, 0.8) \) and \( S_1 = (0.2, 0.7, 0.9, 0.6, 0.4) \). Then we compare $r_4 = 0.4$ and $s_2 = 0.7$ to get $a_{4,2} = 0.4$ and $a_{4,1} = a_{4,3} = a_{4,4} = a_{4,5} = 0$. The new row and column sums are \( R_2 = (x, 0.9, 0.7, x, 0.8) \) and \( S_1 = (0.2, 0.3, 0.9, 0.6, 0.4) \). Then we compare $r_2 = 0.9$ and $s_2 = 0.3$ to get $a_{2,2} = 0.3$ and $a_{3,2} = a_{5,2} = 0$. The new row and column sums are \( R_3 = (x, 0.6, 0.7, x, 0.8) \) and \( S_1 = (0.2, x, 0.9, 0.6, 0.4) \). We compare $r_2 = 0.6$ and $s_3 = 0.9$ to get $a_{2,3} = 0.6$ and $a_{2,1} = a_{2,4} = a_{2,5} = 0$. The new row and column sums are \( R_4 = (x, x, 0.7, x, 0.8) \) and \( S_1 = (0.2, x, 0.3, 0.6, 0.4) \). We compare $r_3 = 0.7$ and $s_3 = 0.3$ to get $a_{3,3} = 0.3$ and $a_{5,3} = 0$. The new row and column sums are \( R_5 = (x, x, 0.4, x, 0.8) \) and \( S_1 = (0.2, x, x, 0.6, 0.4) \). We compare $r_3 = 0.4$ and $s_4 = 0.6$ to get $a_{3,4} = 0.4$ and $a_{3,1} = a_{3,5} = 0$. The new row and column sums are \( R_5 = (x, x, x, x, 0.8) \) and \( S_1 = (0.2, x, x, 0.2, 0.4) \). We compare $r_5 = 0.8$ and $s_4 = 0.2$ to get $a_{5,4} = 0.2$. The new row and column sums are \( R_5 = (x, x, x, x, 0.6) \) and \( S_1 = (0.2, x, x, x, 0.4) \). We compare $r_5 = 0.6$ and $s_1 = 0.2$ to get $a_{5,1} = 0.2$ and $a_{4,1} = 0$. The new row and column sums are \( R_5 = (x, x, x, x, 0.4) \) and \( S_1 = (x, x, x, x, 0.4) \), which implies $a_{5,5} = 0.4$. The matrix is

\[
\begin{pmatrix}
0.6 & 0 & 0 & 0 & 0 \\
0 & 0.3 & 0.6 & 0 & 0 \\
0 & 0 & 0.3 & 0.4 & 0 \\
0 & 0.4 & 0 & 0 & 0 \\
0.2 & 0 & 0 & 0.2 & 0.4
\end{pmatrix}
\]

The corresponding weighted directed bipartite graph is

![Bipartite Graph](attachment:image.png)

From the bipartite graph, we know that permuting the entries in the row or column sum vector does not impact the constructing of the row and column elements in $A$. Thus the order of the row sum elements in $R$ or the order of the column sum elements in $S$ does not impact the construction of the matrix.

Lemma 5.2. Let $R = (r_1, r_2, \ldots, r_n)$ be the row sum vector and $S = (s_1, s_2, \ldots, s_n)$ be the column sum vector. Both $R$ and $S$ satisfy the compatible condition $|R| = |S|$. 


For any $\pi$ ranging over all permutations of $1, \ldots, n$, let $\pi(R) = (r_{\pi(1)}, r_{\pi(2)}, \ldots, r_{\pi(n)})$.
Similarly, for any $\tau$ ranging over all permutations of $1, \ldots, n$, let $\tau(S) = (s_{\tau(1)}, s_{\tau(2)}, \ldots, s_{\tau(n)})$.
Then up to row and column permutations,
\begin{equation}
\mathcal{E}(R, S) = \mathcal{E}(\pi(R), \tau(S)).
\end{equation}
Recall that for $0 \leq \alpha \leq 1$, the matrix $B_m(\alpha)$ is the $m \times m$ matrix as follows:
\[
B_m(\alpha) = \begin{pmatrix}
\alpha & 0 & \cdots & 0 \\
1 - \alpha & \alpha & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 - \alpha & \alpha
\end{pmatrix}.
\]
\textbf{Theorem 5.3.} $B_m(\alpha)$ is an extremal matrix of $\omega_m^{m-\alpha}$ for all $m \geq 1$.

\textbf{Proof.} Assume that there exists $A_1, A_2 \in \omega_m^{m-\alpha}$ such that
\[
B_m(\alpha) = \lambda A_1 + (1 - \lambda) A_2,
\]
where $0 < \lambda < 1$. Notice that if the $(i, j)$ entry of $B_m(\alpha)$ is equal to 0 or 1, then that entry of $A_1$ and $A_2$ should also be the same value as in $A$. All the columns of $B_m(\alpha)$ from the first to the last second have the same column sum 1, which implies that the columns of both $A_1$ and $A_2$ must also satisfy this property. For the same reason the second until the last row sums of $A_1$ and $A_2$ are all equal to 1. Therefore, $A_1 = A_2 = B_m(\alpha)$.

The following theorem gives a description of the extremal matrices of $\omega_n^s(R_{n_0}, S_{n_0})$, where $R_{n_0} = S_{n_0} = v_n^s = (1, \ldots, 1, s - \lfloor s \rfloor, 0, \ldots, 0)$.

\textbf{Theorem 5.4.} An $n \times n$ matrix $A$ is an extremal matrix of the set $\omega_n^s(R_{n_0}, S_{n_0})$ where $R_{n_0} = S_{n_0} = v_n^s = (1, \ldots, 1, s - \lfloor s \rfloor, 0, \ldots, 0)$ if and only if $A$ can be permuted into the following direct sum form
\begin{equation}
I_{\lfloor s \rfloor - m} + B_m(s + 1 - \lfloor s \rfloor) \oplus O_{n - \lfloor s \rfloor}
\end{equation}
for some nonnegative integer $0 \leq m \leq \lfloor s \rfloor$.

\textbf{Proof.} Assume that $A$ can be permuted into the form as in (5.6). If there exists $A_1, A_2 \in \omega_n^s(R_{n_0}, S_{n_0})$ such that
\[
I_{\lfloor s \rfloor - m} + B_m(s + 1 - \lfloor s \rfloor) \oplus O_{n - \lfloor s \rfloor} = \lambda A_1 + (1 - \lambda) A_2,
\]
where $0 < \lambda < 1$. Then we can write $A_1 = I_{\lfloor s \rfloor - m} + A_1' \oplus O_{n - \lfloor s \rfloor}$ and $A_2 = I_{\lfloor s \rfloor - m} + A_2' \oplus O_{n - \lfloor s \rfloor}$. By Theorem 5.3, $B_m(s + 1 - \lfloor s \rfloor)$ is extremal, which implies that $A_1' = A_2' = B_m(s + 1 - \lfloor s \rfloor)$. Therefore $A \in \mathcal{E}_n(R_{n_0}, S_{n_0})$.

For each $A \in \mathcal{E}_n(R_{n_0}, S_{n_0})$, we prove by induction that $A$ can be permuted into the form $I_{\lfloor s \rfloor - m} + B_m(s + 1 - \lfloor s \rfloor) \oplus O_{n - \lfloor s \rfloor}$. According to the construction of matrices in $\mathcal{E}_n(R_{n_0}, S_{n_0})$ given by Jurkat and Ryser (27), we first select a position $(i, j)$ in $A$ and let $a_{i,j} = \min\{r_i, s_j\}$. If both $r_i$ and $s_j$ are equal to 1, then $a_{i,j} = 1$. In this case, we complete row $i$ and column $j$ by inserting $(2n - 1)$ 0’s. Let $A_1$ be the submatrix obtained from $A$ by removing row $i$ and column $j$. Thus, the row and column sum vector of $A_1$, denoted by $R_{n_1}$ and $S_{n_1}$, are just obtained from $R_{n_0}$ and $S_{n_0}$ by removing $r_i$ and $s_j$ respectively. Compared with $R_{n_0}$ and $S_{n_0}$, both $R_{n_1}$ and $s_j$ respectively. Compared with $R_{n_0}$ and $S_{n_0}$, both $R_{n_1}$ and
Proof. If \( \alpha \in S_{n_1} \) of \( A_1 \) contain one less entry 1. Thus \( A_1 \) must be in the class of the extremal matrices \( E_{n-1}(R_{n_1}, S_{n_1}) \). By the induction hypothesis, \( A_1 \) can be permuted into the direct sum form as in \([1.6]\), which implies that \( A \) satisfies the assertion. The case when both \( r_i \) and \( s_j \) are equal to 0 or \( s + 1 - [s] \) can be proved similarly.

Next we consider the cases when both \( r_i \) and \( s_j \) are not equal to zero, which means either \( r_i = s + 1 - [s], r_j = 1 \) or \( r_i = 1, r_j = s + 1 - [s] \). We only need to consider the case when \( r_i = s + 1 - [s], r_j = 1 \). Otherwise we can interchange the rows and columns by transposing the matrix. Thus \( a_{i,j} = \min\{r_i, s_j\} = s + 1 - [s] \) and complete row \( i \) by inserting \((n − 1) 0\)'s. Removing row \( i \) from \( A \) we get a matrix \( A_1 \) of size \((n − 1) \times n \) with row sum vector \( R_1 \) and column sum vector \( S_1 \), as described in the construction of \( A \). We may write

\[
R_1 = (r_1, \ldots, r_{i-1}, x, r_{i+1}, \ldots, r_n),
\]

where each entry in \( R_1 \) is either 1 or 0. The compatible column sum vector should be

\[
S_1 = (s_1, \ldots, s_{j-1}, [s] - s, s_{j+1}, \ldots, s_n).
\]

Therefore, the only nonzero element in the \( j \)th column of \( A_1 \) besides \( a_{i,j} = [s] - s \). Removing column \( j \) from \( A_1 \) we get an \((n − 1) \times (n − 1) \) matrix \( A_2 \) whose row and column sum vectors can be rearranged into an \((n − 1)\)-dimensional vector \( (1, \ldots, 1, s − [s], 0, \ldots, 0) \) with \(([s] − 1)1\)'s. By induction hypothesis, the assertion holds.

Suppose that either \( r_i \) or \( s_j \) is equal to zero, simply follow the construction until both the row sum element and the column sum element compared in the pair are nonzero. This then can be reduced into one of the above cases discussed before. Thus we prove the theorem.

□

Corollary 5.5. If \( A \in E_n(R_{n_0}, S_{n_0}) \) where \( R_{n_0} = S_{n_0} = (1, \ldots, 1, s − [s], 0, \ldots, 0) \), then \( A \in \mathbb{E}_n^s \).

Proof. If \( A \in E_n(R_{n_0}, S_{n_0}) \) where \( R_{n_0} = S_{n_0} = (1, \ldots, 1, s − [s], 0, \ldots, 0) \), then by Theorem 5.4 \( A \) can be permuted into the form \( I_{[s]−m} \oplus B_m(s + 1 − [s]) \oplus O_{n−[s]} \) for some nonnegative integer \( 0 \leq m \leq [s] \). Suppose that there exist \( B, C \in \omega_n^s \) such that

\[
I_{[s]−m} \oplus B_m(s + 1 − [s]) \oplus O_{n−[s]} = \lambda B + (1 − \lambda)C,
\]

where \( 0 < \lambda < 1 \). Then both \( B \) and \( C \) must be in the form

\[
B = I_{[s]−m} \oplus B_1 \oplus O_{n−[s]}, \quad C = I_{[s]−m} \oplus C_1 \oplus O_{n−[s]},
\]

where \( B_1, C_1 \) are two \( m \times m \) matrices. According to Theorem 5.3 since \( B_m(s + 1 − [s]) \) is extremal, we know that \( B_1 = C_1 = B_m(s + 1 − [s]) \). □

Example 5.6. Let \( n = 4, s = 3.6 \), then we can find all extremal matrices with row and column sums equal to \((1,1,1,0.6)\) up to permutations of row and columns as follows:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0.6
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0.6 \\
0 & 0 & 0.4 & 0.6
\end{pmatrix}, \quad \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.6 & 0 & 0 \\
0 & 0.4 & 0.6 & 0 \\
0 & 0 & 0.4 & 0.6
\end{pmatrix}, \quad \begin{pmatrix}
0.6 & 0 & 0 & 0 \\
0.4 & 0.6 & 0 & 0 \\
0 & 0.4 & 0.6 & 0 \\
0 & 0 & 0.4 & 0.6
\end{pmatrix}.
\]
It is easy to see that they are also extremal matrices of $\omega_n^{3,6}$.

Moreover, we can get the following theorem which gives us a description of all the extremal matrices of the set $\omega_n^s$.

**Theorem 5.7.** $A \in \mathcal{E}(\omega_n^s)$ if and only if $A \in \mathcal{E}_n(R_{n_0}, S_{n_0})$, where both $R_{n_0}$ and $S_{n_0}$ can be permuted into $(1, \ldots, 1, s - \lfloor s \rfloor, 0, \ldots, 0)$.

**Proof.** By Corollary 5.5, we only need to show that if $A \in \mathcal{E}(\omega_n^s)$, then both the row sum vector $R(A)$ and the column sum vectors $S(A)$ can be reordered into the vector $(1, \ldots, 1, s - \lfloor s \rfloor, 0, \ldots, 0)$ with $\lfloor s \rfloor$ 1’s and $(n - \lfloor s \rfloor)$ 0’s. Notice that $A \in \mathcal{E}(\omega_n^s)$ implies that $A \in \mathcal{E}_n(R(A), S(A))$, where $R(A)$ and $S(A)$ denote the row and column sum vectors respectively. Without loss of generality we assume that $A \in \mathcal{E}_n(R(A), S(A))$ and $R(A)$ cannot be rearranged into $(1, \ldots, 1, s - \lfloor s \rfloor, 0, \ldots, 0)$. Otherwise we can transpose $A$ and thus interchange $R(A)$ and $S(A)$. We want to show that $A$ is not an extreme point of $\omega_n^s$. Then there exist at least two nonzero entries $r_i$ and $r_{i'}$ such that $r_i, r_{i'} < 1$. Two vertices are said to be in the same connected component if there exist some edges connecting these two vertices regardless of the directions.

Case 1. If $r_i$ and $r_{i'}$ are not in the same connected component, then there exist at least two entries $s_j, s_{j'}$ in $S(A)$, which are in the same connected component with $r_i$ and $r_{i'}$ respectively, and both $s_j$ and $s_{j'}$ are less than one. Consider

$$R' = (r_1, \ldots, r_i + \epsilon_1, \ldots, r_{i'} - \epsilon_1, \ldots, r_n),$$

$$S' = (s_1, \ldots, s_j + \epsilon_1, \ldots, s_{j'} - \epsilon_1, \ldots, s_n),$$

and

$$R'' = (r_1, \ldots, r_i - \epsilon_2, \ldots, r_{i'} + \epsilon_2, \ldots, r_n),$$

$$S'' = (s_1, \ldots, s_j - \epsilon_2, \ldots, s_{j'} + \epsilon_2, \ldots, s_n).$$

Notice that $|R'| = |R''| = |R(A)|$ and $|S'| = |S''| = |S(A)|$. For sufficiently small $\epsilon_1, \epsilon_2 > 0$, we can always find $A_1 \in \omega_n(R', S')$ and $A_2 \in \omega_n(R'', S'')$ such that

$$A = \lambda A_1 + (1 - \lambda)A_2, \text{ where } \lambda = \frac{\epsilon_2}{\epsilon_1 + \epsilon_2} > 0.$$

Case 2. Suppose $r_i$ and $r_{i'}$ are in the same connected component. Without loss of generality, according to the order of construction of $A$, we assume that $r_i$ is the first row sum entry strictly less than one with an edge from $r_i$ to a column sum entry $s_j$. We divide the case into three subcases as follows.

Case 2a. If the next edge after the one from $r_i$ to $s_j$ is from $r_l$ to $s_j$, then $r_l < 1$. In this case, we can perturb $r_i$ and $r_l$ by adding or subtracting small positive numbers without changing the direction of the edges. More specifically, we consider

$$R' = (r_1, \ldots, r_i + \epsilon_1, \ldots, r_l - \epsilon_1, \ldots, r_n),$$

and

$$R'' = (r_1, \ldots, r_i - \epsilon_2, \ldots, r_l + \epsilon_2, \ldots, r_n),$$

where $|R'| = |R''| = |R|$. To keep the direction of the edges in the original graph $G(A)$ unchanged, we need to consider two different cases. If there are no edges ending in $r_i$ before the edge from $r_i$ to $s_j$, $\epsilon_1$ must satisfy $\epsilon_1 \leq r_l$ and $r_i + \epsilon_1 \leq s_l$. In this
case $r_i + r_l \leq s_j$ so we get $\epsilon_1 \leq r_l$. If there are edges ending in $r_i$ before the edge from $r_i$ to $s_j$, we denote the $i$th row sum just before the construction of the element $a_{i,j}$ by $\bar{r}_i$. In this case $\bar{r}_i + r_l \leq s_j$. Thus $\epsilon_1$ must satisfy $\epsilon_1 + r_l \leq 1, \bar{r}_i + \epsilon_1 \leq s_j$ and $\epsilon_1 \leq r_l$. We get $\epsilon_1 \leq \min\{r_l, 1 - r_i\}$. Similarly we can get the restriction on $\epsilon_2$. If there are no edges ending in $r_l$ before the edge from $r_l$ to $s_j$, then $\epsilon_2 \leq r_l$. If there exist such edges ending in $r_l$ before the edge from $r_l$ to $s_j$, then $\epsilon_2 \leq \min\{r_i, 1 - r_l\}$.

We claim that there exists a matrix $A_1 \in \mathcal{E}_n(R', S)$ and a matrix $A_2 \in \mathcal{E}_n(R'', S)$, such that $A = \lambda A_1 + (1 - \lambda) A_2$ where $\lambda = \frac{\epsilon_2}{\epsilon_1 + \epsilon_2}$. Actually, $A_1$ is just the matrix that keep all the other elements in $A$ unchanged except for $a_{i,j}$ and $a_{l,j}$. The element $a_{i,j}$ is replaced by $a_{i,j} + \epsilon_1$, and $a_{l,j}$ is replaced by $a_{l,j} - \epsilon_1$. Similarly, if we replace $a_{i,j}$ and $a_{i,j} - \epsilon_2$ and $a_{i,j} + \epsilon_2$ respectively in $A$, then we get $A_2$. This is all because the $\epsilon_1$ and $\epsilon_2$ that we choose do not change the direction of the edges if we apply the same order of the construction of $A$ on $(R', S)$ and $(R'', S)$, respectively.

Case 2b. If there is an edge from $s_j$ to $r_l$, and $r_l < 1$, then we can also perturb $r_i$ and $r_l$ by adding or subtracting small positive numbers without changing the direction of the edges. More specifically, we can also get

$$R' = (r_1, \ldots, r_i + \epsilon_1, \ldots, r_l - \epsilon_1, \ldots, r_n),$$

and

$$R'' = (r_1, \ldots, r_i - \epsilon_2, \ldots, r_l + \epsilon_2, \ldots, r_n),$$

where $|R'| = |R''| = |R|$. To keep the directions of edges unchanged in the construction of $A_1 \in \mathcal{E}_n(R', S)$ and $A_2 \in \mathcal{E}_n(R'', S)$, we need to give some restrictions on $\epsilon_1$ and $\epsilon_2$. Notice that $r_i + \epsilon_1 \leq s_j$ and $\epsilon_1 \leq r_l$. Since $r_i + r_l \geq s_j$ which implies $s_j - r_i \leq r_l$, we have $\epsilon_1 \leq s_j - r_i$. Also $\epsilon_2$ should satisfy that $\epsilon_2 \leq r_i$ and $\epsilon_2 \leq 1 - r_l$. Therefore we have $\epsilon_2 \leq \min\{r_i, 1 - r_l\}$. Just as in case 2a, there also exist $A_1 \in \mathcal{E}_n(R', S)$ and $A_2 \in \mathcal{E}_n(R'', S)$ such that $A = \lambda A_1 + (1 - \lambda) A_2$ where $\lambda = \frac{\epsilon_2}{\epsilon_1 + \epsilon_2}$. Here $A_1$ can be obtained from $A$ via replacing $a_{i,j}$ and $a_{l,j}$ by $a_{i,j} + \epsilon_1$ and $a_{l,j} - \epsilon_1$, respectively. $A_2$ can be obtained from $A$ by replacing $a_{i,j}$ and $a_{l,j}$ by $a_{i,j} - \epsilon_2$ and $a_{l,j} + \epsilon_2$, respectively.

Case 2c. If there is an edge from $s_j$ to $r_l$ and $r_l = 1$, then we need to consider the value of $s_j$. If $s_j = 1$, then we can remove column $j$ and row $l$ from $A$ to get a submatrix $A'$. Note that both the row and column sum vectors of $A'$ contains one less entry $1$ compared with $R_{n_0}$ and $S_{n_0}$. By induction the assumption holds in this case.

If $s_j < 1$ and there exists another $s_{j'} < 1$ connected with $r_l$ by an edge, then by transposing $A$ it can be turned into either case 2a or case 2b as we discussed before. If $s_j < 1$ and there exists another $s_{j'} = 1$ connected with $r_l$ by an edge, then it can be reduced into considering the submatrix $A'$ with one less entry $1$ in the row and column sum vectors compared with $R_{n_0}$ and $S_{n_0}$. Such an $A'$ can be obtained by deleting column $j'$ and row $l$ from $A$. Again by induction this case can be proved. □

**Remark 1.** From the proof in the above theorem, for $A \in \mathcal{E}_n(R, S)$ we can always write $A = \lambda A_1 + (1 - \lambda) A_2$ where $A_1 \in \mathcal{E}_n(R', S)$, $A_2 \in \mathcal{E}_n(R'', S)$ and $|R'| = |R''| = |R|$. There are more $0$ or $1$ in the entries of $R'$ and $R''$ than those in $R$. Performing this process finitely many times, we can eventually express $A$ as a convex combination of extremal matrices in $\mathcal{E}_n(R_{n_0}, S_{n_0})$. 17
Remark 2. From Theorem 5.4 and Theorem 5.7 we can get the equivalence of (a) and (c) in Theorem 4.1.

6. Extreme points of $\omega_{n,k}$

In this section, we characterize the extreme points of $\omega_{n,k}$ via the extreme points of $\omega_n^s$.

**Lemma 6.1.** Suppose $A \in \mathcal{E}(\omega_n^s)$, where $n - k < s < n - k + 1$. We claim that $A$ can be written as a convex combination of $A_1$ and $A_2$, where $A_1 \in \mathcal{E}(\omega_n^{n-k+1})$ and $A_2 \in \mathcal{E}(\omega_n^{n-k})$.

**Proof.** Due to (c) in Theorem 4.1, assume that $A$ is in the form

$I_{[s]-m} \oplus B_m(s + 1 - \lceil s \rceil) \oplus O_{n-[s]}$.

For some $0 \leq m \leq \lceil s \rceil$. Let

$A_1 = I_{[s]-m} \oplus B_m(1) \oplus O_{n-[s]}$, and

$A_2 = I_{[s]-m} \oplus B_m(0) \oplus O_{n-[s]}$.

Notice that $A_1 \in \mathcal{E}(\omega_n^{n-k+1})$ and $A_2 \in \mathcal{E}(\omega_n^{n-k})$. Let $\lambda = s + 1 - \lceil s \rceil$, and we get

$A = \lambda A_1 + (1 - \lambda)A_2$. □

The following theorem is a direct consequence of Lemma 6.

**Theorem 6.2.**

$\mathcal{E}(\omega_{n,k}) = \mathcal{E}(\omega_n^{n-k}) \cup \mathcal{E}(\omega_n^{n-k+1})$.

Remark 3. Note that $\mathcal{E}(\omega_n^{n-k+1}) \subset \mathcal{E}(\omega_{n,k})$, but $\omega_n^{n-k+1} \cap \omega_{n,k} = \emptyset$. Indeed, matrices in $\mathcal{E}(\omega_n^{n-k+1})$ are limit points of $\omega_{n,k}$.

7. Some Applications

Through these three partitions, some results of doubly stochastic matrices have been extended to doubly substochastic matrices. Let $A, B \in \Omega_n$. Denote by $h$ the maximum diagonal function. A consequence of the main result in [1] is

$1 \leq h(A) + h(B) - h(AB) \leq n$.

Similar inequality can be generalized to the doubly substochastic matrices $C, D \in \omega_{n,k}$ case.

**Theorem 7.1** (Theorem 3.3, [9]). Let $A, B \in \omega_{n,k}$. Then

$$\frac{n - k}{n} \leq h(A) + h(B) - h(AB) \leq \min\{n, 2(n - k + 1)\}.$$ 

In particular when $k \geq \frac{n}{2} + 1$,

$$\sup_{A,B \in \omega_{n,k}} \{h(A) + h(B) - h(AB)\} = 2(n - k + 1).$$
Denote by $\text{per}(A)$ the permanent of $A$. The following results were given in [10] and [8] respectively.

**Lemma 7.2** (Lemma 2.2, [10]). If $A \in \omega_{n,k}$, then

$$0 \leq \text{per}(A) \leq \left(\frac{\sigma(A)}{n}\right)^n < \left(\frac{n-k+1}{n}\right)^n.$$

**Theorem 7.3** (Theorem 3.1, [8]). Let $A \in \omega_n$, satisfying either

1. $n$ is even, or
2. $n$ is odd and $\sigma(A) \leq n-1$.

Let $\sigma(A) = s$ and denote by $t$ the greatest even integer less than or equal to $s$. Then

$$\max\{\text{per}(I - A) \mid A \in \omega^s_n\} = 2^{t/2} \left[1 + \left(\frac{s-t}{2}\right)^2\right].$$

Theorem 7.3 can also be rephrased with respect to the sub-defect $k$ as the following corollary.

**Corollary 7.4** (Corollary 3.2, [8]). Let $A \in \omega_{n,k}$, where either

1. $n$ is even, or
2. $n$ is odd and $k > 1$.

Denote by $t$ the greatest even integer less than or equal to $n-k+1$. Then

$$\sup\{\text{per}(I - A) \mid A \in \omega_{n,k}\} = 2^{t/2} \left[1 + \left(\frac{n-k+1-t}{2}\right)^2\right].$$

Theorem 7.3 is a refinement of the main result in [3].
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