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Abstract—To enable domain adaptation of AI on edge devices with fast convergence and low memory, we present a novel backpropagation-free optimization algorithm dubbed Target Projection Stochastic Gradient Descent (tpSGD). tpSGD uses layer-wise stochastic gradient descent (SGD) and local targets generated via random projections of the labels to train the network layer-by-layer with only forward passes. It doesn’t require retaining gradients during optimization, thus greatly reducing memory allocation compared to SGD backpropagation (BP) methods. Compared to other target projection methods, tpSGD generalizes the concept to arbitrary local layer-wise loss functions. Our method performs comparably to BP gradient-descent within ~5% accuracy on relatively shallow networks of fully connected layers, convolutional layers, transformers, and recurrent layers. tpSGD also outperforms other state-of-the-art gradient-free algorithms with competitive accuracy and less memory and compute time.

Index Terms—machine learning, deep learning, neural networks, backpropagation-free training, edge computing

I. INTRODUCTION

AI-based systems operating in rapidly changing environments need to adapt in real-time. The adaptability of current edge devices is limited by Size, Weight and Power (SwAP) constraints, the memory wall from current system architectures [14], and the lack of efficient on-device learning algorithms. As a result, current AI systems adapt by retraining on the cloud. Adaptation (domain transfer for a new data distribution) often requires fine-tuning of the entire or partial network. Similarly, it is often necessary to perform conversion from full precision to fewer bits [19] to fit the model within a limited hardware architecture, and doing so might require updating the network by distillation. Despite the fact that gradient-descent (GD) backpropagation (BP) is one of the most studied and successful approaches, the dominant approach still exhibits limitations, including vanishing and exploding gradients [18], difficulty with data quantization, and inability to handle non-differentiable parameters [13].

Extending GD BP to on-device training exhibits several additional problems related to limited memory availability: 1) The weight transport problem requires each layer to have full knowledge of other weights in the neural network (NN); 2) The update locking problem requires a full forward pass before the feedback pass. In GD BP, all layer inputs and activations in both forward and backward passes need to be buffered before weight updates are complete. To overcome issues associated with GD BP, especially for training at the edge, many gradient-free (GF) methods have been studied. Early GF approaches such as Genetic Algorithms [2], Swarm Optimization [2], Alternating Direction Method of Multipliers (ADMM) [3], etc. solved the learning problem without using GD. However, they do not show distinctive energy-time saving nor are they memory-efficient and scalable. Biologically-plausible approaches such as Hyperdimensional Computing [10] and Spiking NNs [23] exhibit energy and/or memory-efficient learning; nevertheless, training these models can be challenging, and working over binary represented weights and inputs generally requires approximation from floating point NNs via distillation. ADMM decomposes the network training into a sequence of sub-steps that can be solved as simple linear least-squares problems. ADMM optimizes each layer using the following layer as a condition. As such, it is a forward pass-only algorithm. ADMM variants (Scalable ADMM, dADMM, pdADMM [24]–[26]) have tried to efficiently utilize available hardware resources and reduce compute time. Although relatively mature and scalable to large problems, the learning time of ADMM is still much longer compared to other GF methods such as KPnet [30].

Most of the GF approaches have demonstrated their performance in shallow NN models and in fully connected layers. They are less scalable and produce less accurate results than deep NN models trained with BP. However, the combination of these approaches shows a promising trend. KPnet combines Extreme Learning Machines (ELM) [9] with label encoding and target propagation to speed up training and improve scalability. LM-KARnet [29] trains with time...
savings of 10-100X in shallow networks. ZORB \[20\] combines rapid training of ELMs and the Moore-Penrose (MP) pseudoinverse. It is 30X faster than the Adam optimizer on shallow networks and also achieves comparable accuracy.

Frenkel et al. proposed Direct Random Target Projection (DRTP) \[5\], \[17\], a method introducing target projection into GD learning algorithms. DRTP alleviates two key BP issues (weight transport problem and update lock) by enabling each layer to be updated with local information as the forward evaluation proceeds and was proven to work on shallow networks. DRTP allows training hidden layers at low computational and memory costs, and the paper showed that training event-based CNN processor via DRTP \[6\] required only 16.8\% power and 11.8\% silicon area overhead compared to a standard training approach. Based on this concept, we propose a novel BP-free optimization algorithm called target projection Stochastic Gradient Descent (tpSGD), capable of training NN models at the edge. tpSGD trains NNs layer-by-layer using only forward passes and extends target projection to arbitrary local layer-wise loss functions. tpSGD has the following unique features:

- Local efficient computation per layer using SGD and target projection. Our method performs comparably to GD BP (within 1\% accuracy) on relatively shallow networks with 1-6 trainable convolutional and/or fully connected layers, while eliminating the need to retain gradients and compute through the network in the backward pass.
- Extends target projection to multichannel convolutional layers via filter-based sampling, enabling CNN training.
- Extends target projection to recurrent neural networks (RNN) (standard, stacked multi-layer RNNs, and bidirectional RNNs) performing within 5-10\% accuracy of BP-trained networks on several benchmark datasets.
- Extends target projection to transformer-based neural networks with similar accuracy and lower memory usage.
- Demonstrates state-of-the-art (SoA) performance and decreased training time compared to other BP-free algorithms (e.g., dIADMM, ZORB, KARnet).

II. METHODOLOGY

A. Target Projection and Target Propagation

In order to remove backpropagation and still train a neural network, we need to establish a mechanism to provide a signal to the intermediate layers. In target propagation \[20\], labels are “propagated” backward through the network by sequentially inverting each operation in order to obtain the corresponding output to the labels. In contrast, in target projection \[5\], \[30\], one-hot encodings of the labels are directly projected to a given layer during the optimization step. Given an intermediate layer \(L_i\) in a NN, we generate local targets \(y_i\) for the layer by projecting the data labels \(y^*\) via a random projection matrix \(P_i\). By using target projection instead of propagation, tpSGD replaces the need to invert all layers and activations with a single matrix multiplication.

B. Target Projection SGD

tpSGD is designed with the goal of scaling BP-free training to larger datasets and deeper networks required for complex tasks. Unlike ZORB \[20\] or LM-KARnet \[29\], we utilize GD-based optimization for the individual layers instead of the pseudo-inverse which optimizes weights on an entire dataset at once. While this limits ZORB and LM-KARnet even on relatively small datasets, such as CIFAR, our algorithm can process data in batches providing more freedom to extend to datasets and tasks with larger memory requirements. In contrast to BP, which calculates a full forward and backward pass through the network, tpSGD is a feedforward-only algorithm. In tpSGD, we train each layer in the network sequentially starting from the layers closest to the input. For a given layer \(L_i\) in a NN with \(i \in N\) layers, the input to that layer \(x_i\) is obtained by running the forward pass over all previous \(j = 1\) to \(i - 1\) layers. The target output \(y_i\) is obtained via a random projection of the one-hot encoding of the data labels. The input \(x_i\) and projected targets \(y_i\) are used to train the layer using the Adam optimizer and the Mean Squared Error (MSE) between the predictions and \(y_i\). As the layers are each trained with local gradients, this eliminates the need to retain the entire graph during training and resolves the issue of vanishing/exploding gradients. Once a layer is trained, we fix the weights and move on to the next layer following the same approach until the final layer is reached as we no longer require a projection.

C. Connections to Existing Projection-Based Training

tpSGD shares close connections with a few prominent BP-free, projection-based training algorithms. We highlight connections between Direct Feedback Alignment (DFA) \[17\], Error-Sign-Based Direct Feedback Alignment (sDFA) \[5\], Direct Random Target Projection (DRTP) \[5\], Deep Supervised Learning Using Local Errors \[16\], and our novel tpSGD approach (tpSGD using layer-wise \(\ell_1\)-error (tpSGD\(_{\ell_1}\)) and \(\ell_2\)-error (tpSGD\(_{\ell_2}\))). In Table I, we inspect the optimization objectives of the aforementioned algorithms and investigate how this affects the weight update steps at layer \(i\). Consider a simple linear layer \(i\) with non-linear activation function: \(y_i = \sigma_i(z_i) = \sigma_i(x_i W_i)\). \(J(\cdot)\) is a loss function, \(x_i\) and \(y_i\) are the input and output of layer \(i\), respectively. \(W_i\) are the weights associated with layer \(i\) and \(\delta y_i\) is the estimated loss gradients for the outputs of layer \(i\). \(y_N\) is the predicted output of the final layer, \(y^*\) is the ground truth one-hot encoding of the labels and \(P_f\) is the layer-dependent projection matrix of the targets. \(M_i\) is a layer-dependent linear classifier, and \(s_i\) is the output of this classifier. \(\eta\) is the learning rate (including multiplicative constants). \(\odot\) is the element-wise multiplication operator.

DFA \[17\], sDFA \[5\], and DRTP \[5\] all attempt to minimize a global objective (cross-entropy between the ground truth labels and final layer output) using noisy gradient steps.
TABLE I: Summary of connections between tpSGD and existing projection based training

| Method       | $J_i(.)$                                      | $W^{(t+1)}$ |
|--------------|----------------------------------------------|-------------|
| DFA [17]     | Cross-Entropy$(y^*, y_N)$                    | $W_i^{(t)} + \eta x_i^T (P_i (y^* - y_N) \odot \sigma_i'(z_i))$ |
| sDFA [5]     | Cross-Entropy$(y^*, y_N)$                    | $W_i^{(t)} + \eta x_i^T (P_i \text{sign}(y^* - y_N) \odot \sigma_i'(z_i))$ |
| DRTP [5]     | Cross-Entropy$(y^*, y_N)$                    | $W_i^{(t)} + \eta x_i^T (P_i y_i^* \odot \sigma_i'(z_i))$ |
| Local Errors [16] | $\ell(y^*, s_i)$ | $W_i^{(t)} - \eta x_i^T (M_i^T \delta y_i^* \odot \sigma_i'(z_i))$ |
| tpSGD$_{\ell1}$ | $||P_i y^* - y_i||_1$                     | $W_i^{(t)} + \eta x_i^T (\text{sign}(P_i y^* - y_i) \odot \sigma_i'(z_i))$ |
| tpSGD$_{\ell2}$ | $||P_i y^* - y_i||_2$                     | $W_i^{(t)} + \eta x_i^T ((P_i y^* - y_i) \odot \sigma_i'(z_i))$ |

DFA and sDFA require a complete forward pass through the network and then compute estimated loss gradients for a given layer based on random projections of the gradients of the loss at the final layer. sDFA uses only the sign of the loss gradients whereas DFA uses the full magnitude of the loss gradients. Since both of the methods require a full pass through the network, they are not compatible with tpSGD. DRTP’s loss gradients are a surrogate of those of sDFA. DRTP decouples the estimated loss gradients from the final layer predictions. To obtain layer-wise gradients w.r.t. the global loss, DRTP uses a random projection matrix to project one-hot labels as the estimated loss gradients for the global objective. DRTP does not require a full forward pass before updating the weights, and DRTP can update layers independent of one another, making DRTP fully compatible with tpSGD.

In contrast to other approaches, tpSGD minimizes a collection of local losses, forcing layer outputs to align with random projections of the one-hot ground truth labels (serving as targets for optimization). tpSGD is similar to Mostafa et al.’s work [16], which also showed effective local layer-wise-training. Mostafa et al. projects the layer outputs to the target space via random auxiliary classifiers instead of projecting the targets to the layer through a random projection matrix.

tpSGD is compatible with any generic layer-wise loss between the layer-wise targets and layer-wise outputs, but we explicitly consider the $\ell_1$-norm and $\ell_2$-norm for this paper.

D. Layer Projection Definitions

In tpSGD, we provide learning targets for intermediate layers by projecting the ground truth labels via randomly generated matrices. This section discusses the projection strategies for linear, convolutional, recurrent, and transformer layers.

1) Linear Layer Projections: In the simplest case of a fully connected layer with $n$-nodes and a classification problem with $bs$ batch size, $nc$ classes, we map a batch of labels with dimensions $(bs, nc)$ to one with $(bs, n)$ by multiplying by a random matrix $P$ with dimensions $(nc, n)$. We tested sampling from different distribution functions (uniform, normal, etc.), but we found no noticeable difference in performance.

2) Conv2D Layer Projections: Next we extend the approach to CNNs. Assume the output of a given Conv2D layer has dimensions $(bs, nx, ny, nf)$, where $bs$ is the size of the mini-batch being processed, $nx$ and $ny$ are the respective dimensions of the filtered image, and $nf$ are the number of filters. In the naive approach, we generate a single, long projection matrix $P$ with dimensions $(nc, nx \times ny \times nf)$ and reshape the output to match the target dimensions. When extending target projection via random matrices for CNNs, we observed that sampling the target features from a single distribution did not provide additional performance as the number of filters in a Conv2D layer was increased. Instead, we propose a filter-based sampling approach. We generate $nf$ different projection matrices $P_i$ for each of the $i \in \{1, 2, ..., nf\}$ filters, sampling from a normal distribution with varying standard deviations in the range $[0, 1]$ at equally spaced intervals $\sigma_i = i/nf$.

3) Recurrent Layer Projections: Past work [5] showed that target projection can train feedforward networks. To the best of our knowledge, we demonstrate for the first time that random target projection promotes learning in recurrent networks.

We formulate a simple recurrent cell:

$$H_{i+1} = \text{sigmoid}(H_i W_H + b_H + X_i W_X + b_X)$$

where $H_i$ is the hidden state input at time $t$, $X_i$ are the input features at time $t$, $W_H, b_H, W_X, \text{and } b_X$ are the learnable parameters of the cell (shared over all time steps), and $H_{i+1}$ is the hidden state that serves as input to the next time step.

In order to apply target projection to this recurrent cell, similar to BP through time [28], we unroll the recurrent cell over time for a fixed problem-specific sequence length. This produces a feedforward-like network except every layer shares a common set of learnable parameters and uses the hidden state output by the previous layer with time dependent input features. As such, in the unrolled recurrent layer there are two linear functions that feed into the non-linearity per unrolled “layer”. We can make use of the fact that we can freeze the weights of the recurrent cell for the current training iteration and update over all time steps simultaneously:

$$\begin{bmatrix}
H_1 \\
H_2 \\
\vdots \\
H_{end}
\end{bmatrix} = \sigma \left( \begin{bmatrix}
H_0 X_0 \\
H_1 X_1 \\
\vdots \\
H_N X_N
\end{bmatrix} \left( W_H \oplus \left(b_H + b_X\right) \right) \right)$$

where $\oplus$ represents row-wise addition of a vector to a matrix and $\sigma$ is the nonlinearity function (sigmoid function).
Fig. 1: Illustration of a linearized transformer encoder layer, trained as a single block using tpSGD.

Formulating the updates in this way, enables the $H_s$ to be treated as independent inputs, resulting in a recurrent layer that is equivalent to a feedforward linear layer plus nonlinear activation, which can be solved without BP via tpSGD. This formulation allows gradients to be computed over each $(H_t, X_t)$ separately and accumulated over all time steps as a standard average gradient matrix for all shared weights, significantly reducing memory requirements compared to BP.

The initial weights of the recurrent cells can be all zeros or drawn uniformly randomly with small magnitude. To initialize the projection matrices for tpSGD, we use random binary matrices with approximately orthogonal rows. To initialize the projection matrices for DRTP, we use random matrices with orthogonal rows. In both cases, we use different projection matrices for every time step.

E. Transformer Projections

We employ two important optimizations to extend our approach and enable edge training of attention-based neural networks. Figure 1 illustrates a standard definition of a transformer encoder layer, where the multi-headed self-attention layer is discussed in [27], allowing us to compress the sequence length and reduce both the memory footprint and inference time. Then, we train the entire transformer encoder layer as a whole, constructing the projection matrices as was done for linear layers to generate the target features during training with tpSGD.

III. EXPERIMENTS AND RESULTS

We compare tpSGD to BP for classification tasks on several datasets with different combinations of layer types. We also compare to several BP-free algorithms designed specifically to work at the edge. Both ZORB and LM-KARNet ingest an entire dataset in a single step during optimization. They excel in training with small datasets, but fail to extend to large datasets, deep NNs and complex tasks. We initially included dADMM and related algorithms in our benchmarking studies, but found them to exhibit substantially longer convergence times, so we excluded these comparisons.

A. Shallow Linear and Convolutional Networks

We begin by studying shallow networks on MNIST [4] and CIFAR [11]. Table II shows a comparison between the proposed tpSGD, ZORB, LM-KARNet, and the BP benchmark on MNIST using a 2-layer MLP with leaky ReLU activation. We report the mean value and standard deviation in parentheses over 25 random restarts for the training time and model accuracy. All three algorithms were benchmarked using implementations in TensorFlow 2.9 running on a relatively large NVIDIA RTX A5000 GPU to perform multiple training cycles to gather statistics in a reasonable amount of time. While tpSGD’s performance is 1-2% below both ZORB and LM-KARNet, we see sizable time savings for tpSGD. While both ZORB and LM-KARNet use the MP inverse to obtain the new weights, LM-KARNet replaces target propagation in ZORB with random projection. This accounts for the substantial speed up when comparing their training times: ZORB inverts each layer starting from the output while LM-KARNet projects using a single random matrix. However, LM-KARNet still uses the MP inverse to optimize each layer’s weights. Replacing this expensive operation in tpSGD leads to further decreases in the training time with near negligible loss in accuracy. tpSGD also yields substantial reduction in memory use: >10x in the case of ZORB and LM-KARNet and >3x compared to the BP baseline.

As a proof of concept deploying the algorithm to an edge solution, we reproduce the studies shown in Table III on an Nvidia Nano 4GB module with a maxwell GPU. We show the results obtained from a single training run.

In Table IV, we compare the performance (mean and std. deviation per metric) of a shallow model consisting of two Conv2D layers with leaky ReLU activations, and one final Linear layer on MNIST and CIFAR-10 using the same settings described earlier. The results show that tpSGD can nearly match the accuracy (within 1%) and training time with BP.

### TABLE II: Comparison of gradient free approaches with a 2-layer MLP trained MNIST using A-5000 GPU

| Algorithm | MNIST Test accuracy (%) | Training Time (s) | Peak mem. (GiB) |
|-----------|-------------------------|------------------|-----------------|
| BP        | 95.1                    | 2.1 (0.01)       | 0.58            |
| ZORB      | 89.4(0.22)              | 7.5(0.39)        | 1.74            |
| LM-KARNet | 89.9(0.12)              | 4.9(0.38)        | 1.8             |
| tpSGD     | 88.3(0.25)              | 1.7(0.01)        | 0.174           |

### TABLE III: Comparison of gradient free approaches with a 2-layer MLP trained on MNIST using an NVIDIA Nano embedded device

| Algorithm | MNIST Test accuracy (%) | Training Time (s) | Peak mem. (GiB) |
|-----------|-------------------------|------------------|-----------------|
| BP        | 90.2                    | 17.7             | 1.69            |
| ZORB      | 91.3                    | 9.9              | 1.93            |
| LM-KARNet | 89.3                    | 2.5              | 0.27            |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
TABLE IV: Comparison between tpSGD and BP on training a shallow CNN on MNIST and CIFAR-10

|         | tpSGD |         | BP     |
|---------|-------|---------|--------|
|         | Acc. (%) | Time(s) | Acc. (%) | Time(s) |
| MNIST   | 96.6(0.2) | 2.7(0.1) | 97.1(0.2) | 4.6(0.1) |
| CIFAR   | 46.5(1.2)  | 4.6(0.1)  | 46.8(1.1) | 4.8(0.4)  |

B. Time Series Modeling Using Recurrent Neural Networks

We also conducted experiments over a wide range of datasets ([1], [4], [7], [12], [22]) with differing properties (modality, number of training samples, number of classes, sequence length, number of features, feature data type, range of feature values, sparsity) to validate the training of the recurrent layers in combination with linear classifiers/multi-layered perceptrons for the classification of time series data. In the case of the UCF101 and “Twitter Sentiment Analysis - Word2Vec Encoding” datasets, we use a fixed external model to first preprocess the data into feature vectors. All other datasets work over the raw representations.

We focus on the case of a 1-layer RNN in combination with a linear classifier in Table V. We also validated that the approach works for a 2-layer stacked RNN [8] in combination with a 2-layer perceptron and a 1-layer Bidirectional RNN [21] in combination with a linear classifier. The results for these additional settings are similar to the single-layer RNN with linear classifier and are not reported for brevity’s sake.

In our main experiment, we use a hidden vector size of 512, a batch size of 32, and train for the equivalent of 20 epochs (backpropagation trains for 20 epochs, target projection methods train each layer for 10 epochs in order to maintain similar training time). We run ten trials with different seeds per setting and record accuracy, memory usage compared to the backpropagation model, and execution time compared to the backpropagation model. All models are trained/tested using tensorflow in eager execution mode.

We compare against random chance, a completely random network of equivalent structure, a network where the RNN is random, but the classifier is trained, and a structurally-equivalent model trained only using backpropagation. We also demonstrate that the method effectively trains with either DRTP or tpSGD_f1 as the optimizer for the recurrent layers, and performance is generally similar.

We verify that there is non-trivial learning of the recurrent layer(s) by comparing the model with randomly weighted recurrent layers and a trained classifier. We see significant improvement in all cases except the Seizure Activity Recognition dataset where even random features achieve relatively high performance. We also compare performance of the target projection-based models (column 5) to the performance of the gold-standard BP based models (column 6) to understand how well the model learns compared to an “upper bound” and similarly, compare to random chance (column 2) and models with random weights (column 3) to see how well the model learns compared to a “lower bound”. In all cases, the trained model significantly outperforms the completely random models and performs reasonably well compared to backpropagation.

The strength of tpSGD (low memory usage compared to backpropagation) is clearly seen from looking at Table V. Memory savings are related to size of the input feature vectors and length of the sequence. At peak memory usage, naïve implementations of BP through time store the gradients for all weights for all time steps. Our implementation of tpSGD stores a single gradient matrix for each shared set of weights averaged over all time steps, leading to reduced memory overhead. In the most extreme case, BP takes roughly 4.3 GB of VRAM at peak usage whereas tpSGD only takes 24 MB of VRAM at peak usage.

C. Time Series Modelling with Linearized Self-Attention

We further demonstrate the performance of tpSGD using the same time series datasets discussed in III-B for transformer based neural networks trained with tpSGD. Figure 2 compares a traditional, 6 layer transformer encoder trained with BP (green), a linearized transformer (linformer) with projection dimension p = 128 trained with BP (blue), and the same linformer trained with tpSGD (yellow). From left to right, the results show the average accuracy, training time and peak memory use obtained over 25 random restarts. The linformer trained with tpSGD obtains the highest accuracy on most datasets while reducing the peak memory by up to half and the training time by two thirds.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we explored a novel BP-free, feedforward-only optimization algorithm designed to enable training in resource-constrained environments, such as on edge devices. We discussed the connections between tpSGD and other existing BP-free algorithms and compared their performance when training in architectures such as MLPs, CNNs, RNNs, and Transformers. We found that tpSGD in training performs comparably to the BP SGD and BP-free algorithms in shallow MLPs, CNNs, RNNs, and Transformers and is superior to other BP-free algorithms in terms of memory and time. In applications at the edge, tpSGD is effective for fine-tuning adaptor layers in combination with fixed pre-trained feature extraction backbones as a means of facilitating adaptation to new domains. For CNN projections, we will explore whether we can learn the distribution of layer-wise target projections instead of through blind estimation/trial-and-error.
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TABLE V: Results of training a single-layer RNN with linear classifier. Numbers in parentheses are standard deviations.

| Dataset          | Accuracy | Comp. Time Ratio | Memory Ratio | Accuracy | Comp. Time Ratio | Memory Ratio | Accuracy | Comp. Time Ratio | Memory Ratio |
|------------------|----------|------------------|--------------|----------|------------------|--------------|----------|------------------|--------------|
| Trained RNN (tpSGD) | 98.87 (0.07) | 0.889 (0.006) | 0.944 (0.005) | 97.63 (0.07) | 0.887 (0.007) | 0.964 (0.008) | 97.4 (0.08) |
| Trained RNN (BP)  | 82.15 (0.87) | 0.924 (0.01) | 0.94 (0.013) | 76.17 (1.12) | 0.895 (0.013) | 0.949 (0.014) | 74.92 (0.014) |

Fig. 2: Comparing a traditional 6 layer transformer encoder trained with BP (green), a linearized transformer (linformer) with projection dimension \( p = 128 \) trained with BP (blue), and the same linformer trained with tpSGD (yellow) in terms of accuracy, training time, and memory usage.
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