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Abstract—Calorie and nutrition research has attained increased interest in recent years. But, due to the complexity of the problem, literature in this area focuses on a limited subset of ingredients or dish types and simple convolutional neural networks or traditional machine learning. Simultaneously, estimation of ingredient portions can help improve calorie estimation and meal re-production from a given image. In this paper, given a single cooking image, a pipeline for calorie estimation and meal re-production for different servings of the meal is proposed. The pipeline contains two stages. In the first stage, a set of ingredients associated with the meal in the given image are predicted. In the second stage, given image features and ingredients, portions of the ingredients and finally the total meal calorie are simultaneously estimated using a deep transformer based model. Portion estimation introduced in the model helps improve the calorie estimation and is also beneficial for meal re-production in different serving sizes. To demonstrate the benefits of the pipeline, the model can be used for meal kits generation. To evaluate the pipeline, the large scale dataset Recipe1M is used. Prior to experiments, the Recipe1M dataset is parsed and explicitly annotated with portions of ingredients. Experiments show that using ingredients and their portions significantly improves calorie estimation. Also, a visual interface is created in which a user can interact with the pipeline to reach accurate calorie estimations and generate a meal kit for cooking purposes.

Index Terms—Meal kit generation, Ingredient Prediction, Portion Estimation, Calorie Estimation.

I. INTRODUCTION

Cooking related research have become a popular research area in recent years spanning from tasks such as ingredient recognition [1], cooking motion recognition [2], [3], cooking activity understanding [4], dish classification [5], [6], recipe generation from a single image [7] to calorie estimation [8], and recipe retrieval [9]. Food nutrition, and health are two important aspects of our lives that require close monitoring and care and are strictly associated with cooking. Specifically, the amount of calorie intake in a meal is an important matter of health. Many research have addressed calorie estimations from a single image, but they only use simple small sized datasets with a few ingredients or dish types [8], [10], [11]. They also lack simultaneous portion estimation of ingredients which can help improve calorie estimation, and reproduce the meal in different serving sizes.

Although ingredient recognition, and recipe generation from a single image have become growing areas of research in recent years, ingredient portion estimation is a neglected research area which includes very little literature that only focus on a small set of ingredients. In this paper, we propose to predict ingredients, and estimate their portions while estimating the calorie of the given image. For example, rather than only predicting the containing ingredients (e.g. carrot, cabbage, onion, etc) of a meal (e.g. cabbage casserole with sausage) or generating recipes, we focus on predicting ingredients and portions simultaneously (e.g. 1 carrot, 1.5 pounds cabbage, 1 onion) as shown in Figure 1. One direct application of this research is the automatic generation of meal kits content.

Meal kit services, which offer and mail pre-portioned ingredients of specific meals have become very popular in recent years. These services also offer manually provided images and information about ingredients, and their portions. Our proposed model can automatically extract knowledge about ingredients and portions from a given image making this work directly applicable to automatic meal kit generation. To our knowledge there is no research that can automatically generate ingredients and portions at large scale and be used for applications such as automatic meal kit generation. Visual information extraction from cooking images can be useful for many other applications such as calorie estimation, automatic recipe generation, and task graph generation [12], [13] for automatic recipe preparation given a single image.

In this paper we propose a two stage pipeline. In the first stage, using a transformer based decoder [14], the main and optional ingredients of a meal (illustrated in the given image) are generated sequentially. In the second stage, all ingredients generated from the first stage are used for the task of total calorie estimation using a deep model with multiple encoder modules. Three encoders are deployed in the model to model per ingredient calories, units, and portions and the total calorie intake of the image. We finally introduce an application of this pipeline for meal kit generation. This work has three main
contributions:

- Calorie estimation using ingredients and their portions information from a single image.
- Portion estimation for the purpose of meal reproduction.
- Pipeline and interface for iterative meal kits generation.

The remainder of this paper is organized as follows: In Section II we have an overview of the related work. In Section III and IV we discuss the first and second stages of the model respectively. Finally, in Section V and VI we analyze the results and conclude the paper.

II. RELATED WORK

A. Dish Classification

Dish (or food) classification can be considered as an application of image classification. Some work such as [5], [15] provide experimental studies on small scale datasets to recognize food (or dish) types from a single given image. Many applications of dish classification incorporate non-visual context such as geo-location to increase classification accuracy [16], [17]. In [6], to address the dynamic and changing nature of food and dish classification, Horiguchi et al. proposed a personalization based model for dish classification. The commonality between the proposed work in this area is a small scale dataset and a deep learning model to address that. We in this paper create our own set of dish types and use a state of the art deep learning network to perform dish classification.

B. Ingredient Recognition

Research in the area of ingredient recognition can be classified into two main categories: retrieval based, prediction. In retrieval based applications, a list of ingredients or the whole recipe is retrieved based on creating an embedding and retrieving the appropriate image match from the dataset [7], [9], [18], [19]. This body of work requires the predicted combination of ingredients to be a fixed set as seen in one of the datasets. To handle this issue, ingredient prediction approaches inspired by multi-class modeling [20], [22], recurrent image captioning [23], [25], and auto-regressive list prediction methods emerged [11], [14]. Ingredient state recognition is also another field of study that has been under-studied. Introducing new ingredients states datasets [26], [27], or addressing the states problem as image classification or multi-class labeling (i.e. ingredient-state tuple) problem [26], [28] are instances of research in this area.

One recent work that we use as our baseline for ingredient prediction is the inverse cooking research [1]. In this work, both ingredients and recipe are generated in auto-regressive manner using the transformer model [1].

C. Portions Estimation

Research on ingredient portions has mainly been conducted in the context of calorie estimation. In most of the work [29], [32] portions of ingredients (e.g. apple) are identified after image segmentation [29] and size computation [33] using various approaches (e.g. geometry, 3d modeling) for calorie estimation of very simple cooking images in small scale datasets [31]. Also, approaching portions from a visual recognition and segmentation view may not be feasible in meals where the ingredients is not visually discerned (e.g. chicken in soup). Therefore we approach the portions problem in a self-attention query based manner using a large scale dataset (i.e. Recipe1M).

D. Calorie Estimation

Calorie estimation from image has gained attention in food and image processing research. Some methods propose multi-stage pipelines to predict food categories/ingredients, identify portions/sizes and estimate the calorie intake of the food [29]–[32]. Some of these methods take two input images to define depth and segmentation of food in the image [29], [31]. These algorithms use model based or deep learning based methods for the recognition stage and standard nutritional fact tables for calorie estimation [32]. Some literature directly provide estimates of calorie from a food image [34], [35] by predicting the food category itself and directly mapping it to a calorie intake for that meal with [35] or without a reference object. The drawback to these methods is that they do not take into account the variety of ingredients different versions of a meal can have. Some work propose a CNN-based direct image method that take into account multiple food in one image but still do not consider the containing ingredients of meals for calorie estimation [36]–[38]. Also, in [39] authors propose a food-estimation Bayesian framework for food-balance estimation which considers a limited number of food categories with a limited number of classes each with limited discrete values.

Most of the work done in the area of calorie estimation assumes that images are of food with clear segmented boundaries [11], [29], [31] and do not consider addressing more complex food such as mixed or cooked meals where the containing ingredients are not clear. Another issue with these work is that the dataset used is very small and low diversity and the images are captured in a well-controlled setting.

On the other hand, there are a few literature that exploit ingredients for image-based calorie estimation [40]. In [40] a deep learning based method is proposed for simultaneous learning of calories, categories, ingredients and cooking directions. Datasets such as Japanese calorie-annotated food photo dataset and the American calorie-annotated food photo dataset [40] are datasets with calorie annotations.

III. INGREDIENT GENERATION

We propose a two-stage pipeline for calorie estimation of a given input image as shown in Figure 2. In the first stage (i.e. ingredient generation), given an image, the dish type, main ingredients and optional ingredients are predicted sequentially. In the second stage, using the image and the generated ingredients, an estimate of portions and calories of each of the ingredients is provided. Hierarchically the entire calorie intake of the given image is also estimated. In this section, we will discuss the first stage and in the next section the second stage (i.e. portion and calorie estimation) is elaborated.
Fig. 2. The two stage pipeline for calorie estimation. Stage 1: Ingredient set generation. Stage 2: Estimation of meal calorie using intermediate estimates of ingredient portions, units, and calories.

A. Dish Classification
The first stage of the pipeline starts with an estimation of the dish type $d$, given the input image. A convolutional neural network (with a Resnet base) is trained to classify the image into one of $N_d$ classes of dishes. We name the predicted dish as $D$. In the next steps, the predicted dish type is given along side the image as input to the ingredient generation model. The dish vocabulary is also combined with the ingredient vocabulary to provide token embeddings for dish names alongside ingredient embeddings.

B. Ingredient Generation
The ingredient generation module utilizes a transformer decoder as in [1], [14] and performs ingredient generation in two steps. In the first step, the transformer generates a set of main ingredients, $I_{\text{main}}$, one step at a time as shown in the equation below and Figure 3.a. The model provides confidences for each ingredient at each step that can be useful for correcting wrongful selections.

$$I_{\text{main}} = p(I_{\text{main}}^{j+1} / I_{\text{main}}^{j}, F, D)$$ (1)

$I_{\text{main}}^{j}$ and $I_{\text{main}}^{j+1}$ are the $j$-th and $(j+1)$-th generated ingredients, $D$ is the predicted dish type from previous stage and $F$ is the image features extracted from the last convolutional layer of a pre-trained Resnet mapped to $(n \times n) \times e_{\text{size}}$ where $e$ is the embedding size. All ingredient and dish tokens are projected to embeddings of size $e_{\text{size}}$. The $p$ is a transformer decoder that takes as input previous ingredients and image features and generates ingredients one step at a time as shown in Figure 3.a. In the second step, the transformer module generates a set of optional ingredients one step at a time given the main ingredients.

$$I_{\text{opt}} = p(I_{\text{opt}}^{k+1} / I_{\text{opt}}^{k}, I_{\text{main}}, F, D)$$ (2)

All generated ingredients are merged and used in next stages of the pipeline $I = I_{\text{opt}} + I_{\text{main}}$.

1) Formulation: The ingredient generation module takes image features and the predicted dish class, $D$, as input. Image features are extracted from the final convolutional layer, $V \in \mathbb{R}^{M \times n \times n}$. A $1 \times 1$ convolution layer and a reshape layer are applied to make the image features $F \in \mathbb{R}^{s_2 \times e_{\text{size}}}$.

$$F = \text{reshape}(\text{conv}_{1 \times 1}(V))$$ (3)

The module also takes as input a one-hot token matrix comprising of a dish token and ingredients. Therefore, the vocabulary includes all ingredients in the dataset, $N_i$, combined with all dish vocabulary, $N_d$. Therefore, the dish classes would be considered in the input vocabulary but not in the output vocabulary making the total vocabulary size $N = N_d + N_i$. The input matrix of tokens is of size $I \in \mathbb{R}^{s_2 \times N}$ where $N$ is the size of vocabulary and $s_2$ is the number of maximum ingredients the model accepts as input. The first token in $I$ is always the predicted dish class $D$ from the dish classification stage and the next tokens are generated ingredients from the previous step of the transformer. The token matrix is
projected to an embedding matrix, \( E \in \mathbb{R}^{s_2 \times E_{size}} \), through an embedding layer. The output of the transformer are generated ingredients at each step, \( O_{ingr} \in \mathbb{R}^{s_2 \times N} \).

IV. PORTION AND CALORIE ESTIMATION

In the second stage, a two stream network is proposed to estimate the total calorie intake of a recipe (depicted in Figure 4) given the generated ingredients and image features. The first stream of the model is the calorie module that provides per ingredient calorie estimations. The second stream includes a unit module, a portion module and an alignment module. The unit module generates per ingredient unit predictions (e.g. teaspoon), the portion module uses the estimated units and the input ingredients to generate per ingredient portion estimations and the alignment module creates alignment between the generated units and portions using per ingredient calorie estimations. The model is trained end-to-end.

A. Inputs and Intermediate Outputs

The proposed model takes as input all generated ingredients \( I \) and image features \( V \) and contains two streams with four modules and three intermediate outputs. All encoders have two inputs; image features and ingredient embeddings. Image features are extracted from the last convolutional layer, \( V \in \mathbb{R}^{M \times n \times n} \), and are projected and reshaped with a \((1 \times 1)\) conv layer to \( F_c \in \mathbb{R}^{s_1 \times E_{size}} \), \( F_u \in \mathbb{R}^{s_1 \times E_{size}} \), \( F_p \in \mathbb{R}^{s_1 \times E_{size}} \), and \( F_a \in \mathbb{R}^{s_1 \times E_{size}} \) for the calorie encoder, unit encoder, portion encoder, and alignment encoder respectively.

All encoders create intermediate embeddings. The calorie encoder, unit encoder, portion encoder, and alignment encoder create intermediate embeddings \( E_c \in \mathbb{R}^{s_2 \times E_{size}} \), \( E_u \in \mathbb{R}^{s_2 \times E_{size}} \), \( E_p \in \mathbb{R}^{s_2 \times E_{size}} \), and \( E_a \in \mathbb{R}^{s_2 \times E_{size}} \) respectively. The details of how these intermediate embeddings are generated are explained in Section IV-B.

Besides image features, each encoder has another set of inputs which is either ingredient embeddings or a combination of ingredient embeddings and intermediate embeddings from other encoders. The generated ingredients from stage one are converted to ingredient embeddings through an embedding layer and are fed to the calorie encoder, \( I \in \mathbb{R}^{s_3 \times E_{size}} \). The original ingredient embeddings, \( I \), are projected to smaller sized embeddings \( I_u \in \mathbb{R}^{s_2 \times E_{size}} \) for the unit encoder. The input for the portion encoder, \( I_p \in \mathbb{R}^{s_2 \times E_{size}} \), and alignment encoder, \( I_a \in \mathbb{R}^{s_2 \times E_{size}} \), are created by concatenating the smaller sized ingredient embeddings, \( I_u \), and the intermediate unit embeddings, \( E_u \).

B. Encoder Structure

Each of the four modules include an encoder which follows the exact architecture of a transformer decoder [14]. The transformer decoder has multiple identical transformer decoder layers and takes as input three sets of matrices; queries, keys and values. Each of the transformer decoder layers in the encoder include two layers of multi-head attention layers with residual connections. The general formulation of each of the multi-head attention layers is shown in Equation [7]

\[
MultiHead(Q, K, V) = Concat(head_1, ..., head_h)W^o
\]

where : \( head_i = Attention(QW^Q, KW^K, VW^V) \)

and the projections are parameter matrices \( W^o \in \mathbb{R}^{E_{size} \times s_2} \), \( W_i^Q \in \mathbb{R}^{E_{size} \times s_2} \), \( W_i^K \in \mathbb{R}^{E_{size} \times s_2} \), \( W_i^V \in \mathbb{R}^{E_{size} \times s_1} \) where \( h \) is the number of heads, and \( Attention \) is the scaled dot product attention mechanism from [14] and shown in Equation [5]

\[
Attention(Q, K, V) = softmax\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]

The combination of intermediate unit and portion outputs are projected matrices of queries, keys and values. In our model both queries and keys are a set of ingredient embeddings and values are image features. The last component of a transformer decoder layer is a position-wise feed forward network that is applied after the two multi-head attention layers [14]. A stack of transformer decoder layers makes a transformer decoder. The output of the transformer decoder is a matrix of embeddings \( E \in \mathbb{R}^{s_2 \times E_{size}} \). Each of the intermediate embeddings \((E_c, E_u, E_p, E_a)\) discussed in [IV-A] are the output of a transformer decoder. For more details on transformer decoders readers are referred to [14].

C. The Final Network

The first stream of the network contains the calorie module and the second stream contains three modules (unit, portion and alignment encoders). The modules contain encoders that create intermediate embeddings. Calorie, portion, and alignment intermediate embeddings, \( E_c, E_p, E_a \) are projected to intermediate outputs through (per ingredient) identical fully connected layers, \( f_c, f_u, f_p, f_a \),

\[
\begin{align*}
o_c &= f_c(E_c) \\
o_u &= f_u(E_u) \\
o_p &= f_p(E_p) \\
o_a &= f_a(E_a)
\end{align*}
\]

where \( o_c \in \mathbb{R}^{s_2 \times 1} \), \( o_u \in \mathbb{R}^{s_2 \times N_{unit}} \), \( o_p \in \mathbb{R}^{s_2 \times 1} \), and \( o_a \in \mathbb{R}^{s_2 \times 1} \) are intermediate calorie, unit, portion, and alignment outputs for \( s_2 \) ingredient inputs.

The combination of intermediate unit and portion outputs provides a representation of the amount of each ingredient. The purpose of adding an alignment module with the ingredient calories loss incorporated is to align unit and portions with the calorie values.

Attention reduction layers are applied to the calorie embeddings, \( E_c \), from the first stream and alignment embeddings \( E_a \) from the second stream to create a reduced calorie vector \( r_c \in \mathbb{R}^{1 \times E_{size}} \) and a reduced alignment vector \( r_a \in \mathbb{R}^{1 \times E_{size}} \) respectively. Projections \( P_{cal} \) and \( P_{align} \) are applied to \( r_c \) and \( r_a \) respectively and their outputs are concatenated to produce the output of the model (total calorie estimate). This two stream (four modules) model is named \( T_{upc} \) henceforth.
D. Losses

Two types of loss are used in the entire model in five different locations. One MSE loss is used for ingredient calorie estimation in the first stream ($L_1$). The weighted cross-entropy loss is used for ingredient unit classification ($L_2$). Units with less frequency in the training data are assigned a larger weight for loss computation. Three MSE losses are used for portion estimation ($L_3$), calorie estimations in the alignment module ($L_4$) and total calorie estimation ($L_5$). The final loss is computed as below with $\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5$ being hyperparameters.

$$
L = \lambda_1 L_1 + \lambda_2 L_2 + \lambda_3 L_3 + \lambda_4 L_4 + \lambda_5 L_5
$$

V. Experiments and Results

This section comprises of an overview of the dataset used in experiments, some of the implementation details, and all the experiments to evaluate the proposed model.

A. Dataset

We train and evaluate our models on the Recipe1M dataset [7], composed of 1,029,720 recipes scraped from cooking websites. The dataset contains 720,639 training, 155,036 validation and 154,045 test recipes, with a title, a list of ingredients, a list of cooking instructions and/or an image. In our experiments, we use only the recipes containing images, and remove recipes with less than 2 ingredients resulting in 252,547 training, 54,255 validation and 54,506 test samples [1].

Because the data was extracted by scraping cooking websites they are unstructured and include redundant ingredients. We follow all the operations in [1] (e.g. cluster 400 different cheese categories into one) and therefore reduce the number of ingredients from 16,823 to 1488. Some of the ingredients in [1] were clustered or split inaccurately. We performed a semi-automatic correction of some of the inaccurate clusters in [1]. For example we separated tomato from tomato sauce which were originally merged, or we merged sausages that were classified as separate classes with their brand names into one category. We only maintain high frequency ingredients (top 95%) which results in 202 ingredients. After this stage we maintain 132,442 train and validation recipes and 23,602 test recipes. We further automatically cluster recipes into 32 classes (i.e. dish names) using their ingredients list and recipe titles and remove outliers to keep 67,359 train and validation recipes and 11,743 test recipes. We extract ingredients (e.g. tomato paste) and their portions (e.g. 1 spoon) from the provided text for each ingredient in the dataset [7] and remove the recipes that contain extreme portion outliers or include ingredients with missing portions. The final dataset contains 42,455 train and validation recipes and 7,575 test recipes, with a title, a list of (ingredients, portions, units) tuples, and images.

B. Implementation Details

Images were resized to 256 pixels in their shortest side and random crops of 224 × 224 were taken for training. For evaluation the central 224 × 224 pixels were select. For the transformer encoders, we use a transformer with 2 blocks and 8 multi-head attentions, each one with dimensionality 64. For the last layer of the transformer, reduced embeddings of sizes 512, and 1024 were used. To obtain image embeddings we use the last convolutional layer of ResNet-50 model which would be of size $2048 \times 7 \times 7$ (i.e. $M = 2048, n = 7$ in Section III). All the word embeddings and all transformer decoder input vectors were set to 1024. A maximum of 10 ingredients is used for each recipe. The models are trained with the Adam
optimizer \[4\] for 60 epochs. Loss hyperparameters are all set to 1 with the exception of \(\lambda_2\) being set to 0.1. All parts of the model are implemented with PyTorch. A GUI is implemented for user correction using Python and the Flask API.

C. Results

We perform ingredient generation in the first step of the pipeline. State of the art ingredient generation models [1] require much more improvements to be applicable to real world problems. Therefore, we proposed a multi-level model for ingredient generation. We also include semi-automatic user correction at each level to provide accurate ingredients for the second stage. For this, we created an interface using Flask and obtain user feedback on our results at each level of the ingredient generation stage [7].

1) Ingredient Generation: In the first step of the experiments we implemented a Resnet based CNN for dish classification and achieved near to 50% accuracy in classification of 32 dish types (e.g. omelette, cake, pizza, salad, etc). Ingredient generation is performed as suggested in Section III. The ingredient vocabulary set comprises of 202 ingredients (e.g. butter, chicken, strawberry, flour, etc). The models for the ingredient generation include the dish types in their input vocabulary (i.e. 234 input tokens). Table I shows intersection over union (IoU) results for three different experiments with or without dish types given as input. Results for a) main ingredients generation: estimation of up to five main ingredients, b) optional ingredients generation: estimation of up to 10 optional ingredients given an image and main ingredients and c) all ingredients generation is shown in the table. The results clearly show that when the model contains verbal knowledge about the dish type it estimates a more accurate ingredient list.

| Metric | Main Ingredients | Optional Ingredients | All Ingredients |
|--------|------------------|----------------------|----------------|
| Given dish | 32.2% | 49.2% | 34.1% |
| No dish given | 27.3% | 47.7% | 31.5% |

The ingredient estimates from the model for main ingredient generation is revised using user feedback. Table II shows results for estimating one ingredient at a time given the previous ingredients are revised by the user. As it can be observed in this table, the accuracy of generating main ingredients is much higher when revision happens. To evaluate revision accuracy, the revised ingredient is fed back to the model (and not the actual ground-truth ingredient at that time step). Therefore, the number of ingredients available at each time step in the test set is different for when the dish name is given in comparison to when it is not given as input. Furthermore, having the dish name as input for the model improves performance.

2) Portions and Units Estimation (meal kits): The portion encoder creates estimates of portions of the listed ingredients by providing a value and a unit. The portions and units of an ingredient can be used to generate automatic meal kits procedures for a given image. This stage of the model is evaluated based on the mean absolute error distance between the target and predicted portion and the accuracy of classification of units. In our experiments six different units as shown in Table III is used. In Table III MAEs for predicted portions for each individual unit and the prior MAE for each unit is shown. It can be observed that the calorie estimations are much better than the prior but the portions are not as good. The reasoning is that to have an accurate measurement of the amount of the ingredient an accurate combination of portion and unit is needed. The unit estimation accuracy of the model is 72.3%. In Figure 5 a few visual results of generated ingredients and their portions and calorie intakes for meal kits generation purposes is depicted.

| Predicting | Dish name |
|------------|-----------|
| Given      | Not given |
| 1st Ingredient | 67.0% | 35.8% |
| 2nd Ingredient | 55.3% | 49.1% |
| 3rd Ingredient | 52.4% | 44.4% |
| 4th Ingredient | 45.3% | 37.1% |
| 5th Ingredient | 9.2% | 21.9% |

3) Calorie Estimation: For calorie estimation, we evaluated the proposed model using mean absolute error (MAE) and percentage mean absolute error (MAE\[\%\]) on unseen test set. We compare the final model \((T_{upc})\) with a few variations of transformer based models. In one of the models we remove the ingredient based calorie training and only train the model for total recipe calories \((T_{calories})\). In another version, we maintain the same base but we only individually generate calorie values for each ingredient and a final calorie of the entire recipe \((T_{calories})\).

We also compare the final model with a simple neural network for generating a calorie for each ingredient individually and adding them up to generate the final calorie \((NN_{calories})\) and a single ingredient based neural network based on portions, units and calories of each ingredient and adding them up to generate the final calorie \((NN_{upc})\).

We compare the model with a trained CNN on recipe calories \((CNN)\), recipe calories estimated using prior calorie of each ingredient \((P_{timean})\), and recipe calories estimated using prior dish names \((P_{dish})\).

We can observe from Table IV that the transformer model which uses intermediate ingredient portion and calorie esti-
Fig. 5. Examples of results from different parts of the end-to-end pipeline which includes predicted dish name, generated ingredients, portions and calorie estimates. The total predicted calorie intake and its ground-truth value is shown in the last column (gt: ground-truth).

| Model   | Total Calorie MAE | MAE % |
|---------|-------------------|--------|
| $T_{upc}$ | 279.4             | 37.5%  |
| $P_{calorie}$ | 394.5         | 49.9%  |
| $P_{calories}$ | 283.5         | 38.1%  |
| $NN_{upc}$  | 306.7             | 39.7%  |
| $NN_{calories}$ | 310            | 40.9%  |
| CNN       | 380               | 49.8%  |
| $P_{mean}$ | 323.3             | 44.7%  |
| $P_{dish}$ | 407               | 52.3%  |

Table IV

Calorie Estimation

Our model also includes a stage (in the overall end-to-end pipeline) where portions and units (e.g. 1 spoon of oil) are generated for each ingredient using both attention between ingredients themselves and their underlying image features using transformer properties. An element in the portions generation stage that is unique to our model and beneficial is the containment of six unit types in the output which can automatically be mapped to meal kit content generation.

Another potential property of the model is the use of per ingredient unit and portion estimation to backtrack and provide re-computed ingredient amounts given a new serving amount of the meal.

To our knowledge, this work is the first work on large scale calorie estimation on images with intermediate ingredient and portions estimation where the ingredients may or may not be (e.g. salt) visually seen in the image. Also, to prepare data for portions and calorie estimation we removed instances that lacked enough data from the Recipe1M dataset and therefore the dataset used in the experiments is uniquely tailored for this application making it impossible to compare the results with any baseline methods.

VI. Conclusion and Future Work

The main objective of this paper was calorie estimation and identifying the underlying ingredients and their portions for meal kits generation. We proposed a pipeline using deep encoders to extract image features and generate ingredients (and their portions) from a given image. The ingredients are extracted using an auto-regressive encoder which captures both relative association between ingredients through self attention and ingredients and the image features through the transformer and Resnet features. The portions and furthermore calories of ingredients are also extracted with the assumption that

D. Discussion

Most state-of-the-art models focus on ingredient retrieval given an image [9], [18]. The models that generate ingredients (non-retrieval) from a given image have very low performance [11]. We incorporate a state-of-the-art method as base with a slightly modified (i.e. corrected) dataset and add semi-automatic correction into the model to enhance the ingredient generation model for meal kits generation.

Our model performs the best in both predicting ingredient calorie estimation and recipe calorie estimation. Using ingredient based neural nets performs good but because the self attention between different ingredients is not modeled it performs worse than transformer based models. The CNN based model reaches to 49.8% MAE for recipe calorie estimation showing the need for ingredient incorporation in this application. Just using the dish name ($P_{dish}$) and only knowing the ingredients ($P_{mean}$) perform relatively worse than the proposed model in estimating meal and ingredient calorie.

| dish: Muffin | sugar | cinnamon | milk | egg | apple | extract | blueberry | total |
|-------------|-------|----------|------|-----|-------|---------|-----------|-------|
| portion/    |       |          |      |     |       |         |           |       |
| unit        |       |          |      |     |       |         |           |       |
| predicted   | 0.8   | 0.6      | 1/2  | 1   | 1     | 1/2     | 1         | -     |
| target      | 2 tsp | 1 tsp    | 1 cup| 2 tsp| 1/2 tsp| 1 tsp   | 1/2 tsp   | -     |
| calorie     | predicted |       |      |     |       |         |           |       |
| target      | 114   | 12       | 103  | 156 | 41    | 14      | 106       | 548   |
knowing all ingredients contained in a recipe image can contribute to the portion knowledge base of a recipe (i.e., self-attention between portions of ingredients). The total calorie is estimated using all generated mid-level knowledge in an end-to-end manner. The current pipeline can semi-automatically generate ingredients with portions, and calories and a final calorie estimate of the entire recipe. In future work, we plan to extend experiments to a wider range of ingredients and recipes where more accurate portion estimates is available. We also plan to integrate this pipeline with robotic manipulation and use the predicted ingredients and their portions, state changes to infer manipulation tools based on the relationships between ingredients and tools. Eventually the complete system will be able to infer a robot manipulation task graph for cooking the meal in an image from its meal kit.}
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