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Abstract

We propose a federated learning method with weighted nodes in which the weights can be modified to optimize the model’s performance on a separate validation set. The problem is formulated as a bilevel optimization problem where the inner problem is a federated learning problem with weighted nodes and the outer problem focuses on optimizing the weights based on the validation performance of the model returned from the inner problem. A communication-efficient federated optimization algorithm is designed to solve this bilevel optimization problem. We analyze the generalization performance of the output model and identify the scenarios when our method is in theory superior to training a model locally and superior to federated learning with static and evenly distributed weights.

1 Introduction

Federated learning (FL) is an emerging technique for training a model using data distributed over a network of nodes without sharing data between nodes [23, 33]. In this paper, we focus on the case where data distributions across nodes are heterogeneous and each node aims at a model with an optimal local generalization performance. In the classical setting of FL, a globally shared model is learned by minimizing a weighted average loss across all nodes. However, given the heterogeneity of data distributions, a global model is likely to be sub-optimal for some node [10]. Alternatively, each node can train a model only using its local data, but such a local model may not generalize well neither when the volume of local data is small.

To achieve a good local generalization performance, each node can still exploit global training data through FL but, at the same time, identify and collaborate only with the nodes whose data distributions are similar or identical to its local distribution. One way to implement this strategy is to allow each node to solve its own weighted average loss minimization problem with weights designed based on the performance on a separate set of local (validation) data. Ideally, each node can learn a better model by allocating more weights on its peers whose data distribution is similar to its local distribution. In this paper, we formulate the choice of the weights as a bilevel optimization (BO) problem [6, 42], which can be solved by a federated bilevel optimization algorithm, and analyze the generalization performances of the resulting model.

Preprint. Under review.
We consider a standard learning problem where the goal is to learn a vector of model parameters $\theta$ from a set $\Theta$ that minimizes a generalization loss. This problem can be formulated as

$$\theta^* = \arg\min_{\theta \in \Theta} \{ L_0(\theta) := \mathbb{E}_{z \sim p_0} [l(\theta; z)] \}, \quad \text{(P)}$$

where $l(\theta; z)$ is the loss of $\theta$ on a data point $z$ from a space $Z$, and $\mathbb{E}_{z \sim p_0}$ represents the expectation taken over $z$ when $z$ follows an unknown ground truth distribution $p_0$.

Directly solving (P) is challenging as $p_0$ is unknown, and, typically, training data sampled from $p_0$ is needed for learning an approximation of $\theta^*$. In this paper, we consider the scenario where the amount of data sampled directly from $p_0$ may not be sufficient to learn a good approximation of $\theta^*$, but there exist external data distributed on $K$ nodes that can potentially help the learning on $\theta^*$. In particular, we denote the set of nodes by $K := \{1, \ldots, K\}$ and assume a training set $D_k^{\text{train}}$ is stored in node $k$. We also define $D_k^{\text{train}} := \{ D_k^{\text{train}} \}_{k=1}^K$ and assume $|D_k^{\text{train}}| = n_k$ and $D_k^{\text{train}} = \{ z_k^{(i)} \}_{i=1}^{n_k}$, where $z_k^{(i)} \in Z$ is an i.i.d. sample from an unknown distribution $p_k$ for $k \in K$.

We assume node $k$ is weighted by $w_k$ and the vector of weights $w = (w_1, \ldots, w_K) \in [0, 1]^K$ is located on the capped simplex $\Delta^b_k$ defined as

$$\Delta^b_K = \left\{ w = (w_1, \ldots, w_K) \middle| \sum_{k=1}^K w_k = 1, 0 \leq w_k \leq b, k \in K \right\},$$

where $b \in [\frac{1}{K}, 1]$ is a user-defined parameter. The FL on weighted nodes can be formulated as

$$\hat{\theta}(w) \in \arg\min_{\theta \in \Theta} \sum_{k=1}^K w_k \hat{L}_k(\theta), \quad \text{(1)}$$

where $\hat{L}_k(\theta)$ is the empirical loss of $\theta$ on $D_k^{\text{train}}$, namely,

$$\hat{L}_k(\theta) := \frac{1}{n_k} \sum_{i=1}^{n_k} l(\theta; z_k^{(i)}), \quad k \in K. \quad \text{(2)}$$

When some $p_k$’s are different from $p_0$, $w$ in (1) must be chosen adaptively to ensure $\hat{\theta}(w)$ is a good approximation of $\theta^*$ in (P). To do so, we assume that there is a validation dataset $D^{\text{valid}}$ with $|D^{\text{valid}}| = n_0 = n_{\text{valid}}$ and $D^{\text{valid}} = \{ z^{(i)} \}_{i=1}^{n_0}$, where $z^{(i)} \in Z$ is an i.i.d. sample from $p_0$. We assume $D^{\text{valid}}$ is stored in a node called node 0 or center, which may or may not be a node in $K$. Set $D^{\text{valid}}$ alone may not be sufficient for learning $\theta^*$ precisely but can be used to assist the selection of $w$. We then propose to estimate the generalization loss of $\hat{\theta}(w)$ using the loss on $D^{\text{valid}}$, i.e.,

$$\bar{L}_0(\theta) := \frac{1}{n_0} \sum_{i=1}^{n_0} l(\theta; z^{(i)}) \quad \text{and use this validation loss to guide the procedure for updating } w. \text{ Presumably, when both the training and validation sets are large enough, the weights in } w \text{ will be shifted towards the nodes where the data is helpful for learning } \theta^*. \text{ Following this idea, we formulate the federated learning problem on adaptively weighted nodes as the following bilevel optimization (BO) problem:}$$

$$\hat{\omega} \in \arg\min_{w \in \Delta^b_K} \left\{ \bar{F}(w) := \bar{L}_0(\hat{\theta}(w)) \right\} \quad \text{s.t. } \hat{\theta}(w) \text{ is defined as in (1)} \quad \text{(P)}$$

In Section 4, we will present a federated optimization algorithm for solving (P). Suppose an algorithm can find the optimal solution $\hat{\omega}$ of (P) and the corresponding model parameter $\hat{\theta}(w)$. We are interested in the optimality gap of the generalization loss of $\hat{\theta}(\hat{\omega})$, namely, $L_0(\hat{\theta}(\hat{\omega})) - L_0(\theta^*)$, where $L_0$ is defined as in (P). The main contribution of this paper is to establish a high-probability bound of this gap as a function of the sizes of $D^{\text{train}}$ and $D^{\text{valid}}$ as well as a statistical distance between $p_0$ and $p_k$’s. Moreover, we compare our generalization bound with the bound achieved by learning only locally from $D^{\text{valid}}$ and the bound achieved by solving (1) with evenly distributed weights, and identify the parameter regimes where our method is preferred in theory.

## 2 Related Work

The work most related to ours is [2] in which the authors proposed a target-aware weighted training algorithm for cross-task learning. Although their problem is completely different from FL, the bilevel
optimization model they studied contains (\( \hat{P} \)) as a special case. In fact, some steps in the proofs of the generalization bounds in the current work are borrowed from [2] with some modifications. However, our work extends their results in several valuable directions. First, the generalization bound in [2] is shown for any weight \( w \) without any small or zero components, which is not necessarily the case for the optimal solution \( \hat{w} \) of (\( \hat{P} \)). Second, their generalization bound contains a term of task distance whose convergence rate is not characterized. On the contrary, we show the convergence of the entire generalization bound for \( \hat{w} \) without any conditions on its components. Third, the generalization bound in [2] has a dominating term \( O(1/\sqrt{\text{valid}}) \), which is the same as the generalization bound obtained by directly training with the local data \( D^{\text{valid}} \). However, we show that, when there exist identical neighbors and an error bound condition holds (Assumptions 2’ and 3), the model learned by (\( \hat{P} \)) can be superior to a model trained locally when the \( p_k \)’s are similar enough to (but still different from) \( p_0 \), providing an insight on when a node with insufficient data should actively seek collaboration with others.

FL has become a prominent machine learning paradigm for training models with distributed data [23, 33]. Many federated optimization algorithms have been developed for solving (1) or its expectation form (with \( \hat{L}_k \) replaced by \( L_k \)). A well-known method is the federated averaging (FedAvg) method [33], which applies a local optimization method (e.g., stochastic gradient descend [36]) to \( \hat{L}_k \) or \( L_k \) in each node and periodically aggregates the solutions from all nodes by averaging. Many variants of FedAvg and other federated learning methods have been proposed to reduce the computation and communication complexity. A partial list includes [15, 25, 21, 31, 30, 46, 43, 47]. In our setting, (1) is a sub-problem we need to solve multiple times with different \( w \)’s. We then apply the Local-SVRG method by [15] to (1) because it has the lowest communication complexity for finite-sum problems like (1).

Most FL methods produce a globally-shared model which may not perform well on each node when data is heterogeneous across nodes. To address this challenge, many personalized FL methods, including but not limited to [38, 40, 10, 27, 9, 29], have been developed, where a global model is tailored using local data for a good local performance. However, many personalized FL methods use a fixed weight in (1) to obtain the global model. Such a global model may be dominated by the majority of the data distributions in the network and is hard to personalize for a minority group with unique data patterns. On the contrary, our method can produce a personalized weight so a node from the minority group can still find and collaborate with its peers.

BO has a long history of study in operations research and mathematical programming (see [6, 42] and references therein). It recently has also been studied actively by the machine learning community because of its application in hyper-parameter optimization [12], model-agnostic meta learning [11, 35] and data hypercleaning [37]. Many efficient optimization algorithms have been developed recently for BO, including but not limited to [4, 3, 13, 18, 17]. However, these algorithms are designed for a single-machine setting and may not be communication efficient if implemented directly in a distributed environment. There are much fewer studies on BO in a distributed setting. The recent works [28, 41] consider a BO where both the outer and inner problems are defined with the expectations over data distributed across nodes. They analyze the communication complexity of their methods in a non-convex setting. We propose a different FL algorithm based on Local-SVRG because our problem (\( \hat{P} \)) has a finite-sum structure that allows periodically going through all the data points in each node to obtain exact gradient information and achieving lower communication complexity than [28, 41].

### 3 Generalization Performance

The following assumption on (\( \hat{P} \)) is made for analyzing the generalization performance of \( \hat{\theta}(\hat{w}) \) in (\( \hat{P} \)) and the convergence property of the optimization algorithm for solving (\( \hat{P} \)) in Section 4.

**Assumption 1** (Well-behaved function). The following statements hold. (1) \( l(\theta; z) \in [0, 1] \) and \( \nabla l(\theta; z) \) is \( \ell_1 \)-Lipschitz continuous in \( \theta \) for any \( z \in Z \). (2) \( \hat{L}_k(\theta) \) and \( \nabla^2 \hat{L}_k(\theta) \) are \( \ell_0 \) and \( \ell_2 \)-Lipschitz continuous, respectively, for \( k \in K \). (3) \( \hat{L}_k(\theta) \) is \( \mu \)-strongly convex for \( k \in K \).

These are standard regularity assumptions in recent literature on bilevel optimization (e.g. [13]). Assuming the strong convexity in the lower-level problem, (1) has a unique solution so that the
We are interested in the generalization performance of

\[ L_k(\theta) := \mathbb{E}_{z \sim p_k} [l(\theta; z)] \]

for \( k \in \mathcal{K} \), and we consider the following auxiliary problem

\[ W^* = \arg \min_{w \in \Delta_K^b} \left\{ F(w) := L_0(\theta(w)) \text{ s.t. } \theta(w) \in \arg \min_{\theta} \sum_{k=1}^K w_k L_k(\theta) \right\}. \quad (P_*) \]

Problem (\( \hat{P} \)) can be viewed as an empirical approximation of (\( P_* \)) in both inner and outer problems.

Even if all \( p_k \)'s are different from \( p_0 \), it is still possible to learn \( \theta^* \) correctly by solving (\( P_* \)). A simple example on mean estimation is \( \min_{\theta \in \Delta_4} \mathbb{E}(\theta(w) - z_0)^2 \) s.t. \( \theta(w) \in \arg \min_{\theta} \sum_{k=1}^2 w_k \mathbb{E}(\theta - z_k)^2 \), where \( z_0, z_1 \) and \( z_2 \) follow normal distributions \( \mathcal{N}(0, 1) \), \( \mathcal{N}(a, 1) \) and \( \mathcal{N}(-a, 1) \), respectively, for any \( a \neq 0 \). Obviously, \( w^* = (0.5, 0.5) \) is the optimal weight and \( \theta(w^*) = 0 = \theta^* \). Throughout the paper, we assume \( \theta^* \) can be learned by solving (\( P_* \)), which is stated formally below.

**Assumption 2 (Learnability of \( \theta^* \) by (\( P_* \))).** \( \theta(w^*) = \theta^* \) for any \( w \in W^* \), where \( \theta^* \) satisfies (\( P \)).

Besides the situation like the aforementioned simple example, Assumption 2 holds obviously when \( p_k = p_0 \) for at least one \( k \in \mathcal{K} \). In fact, the latter case happens when node 0 is a node in \( \mathcal{K} \), so \( w \) equal to one on that node and zero on others is optimal. Moreover, we will later on provide a refined generalization performance analysis for the latter case, so we state the latter case as a separate assumption below.

**Assumption 2' (Existence of identical neighbors).** There exists a strict subset \( \mathcal{J} \subset \mathcal{K} \) with \( |\mathcal{J}| = J \) such that \( p_k = p_0 \) for \( k \in \mathcal{J} \). Moreover,

\[ W^* = \left\{ w \in \Delta_K^b \mid w_k = 0 \text{ for } k \in \mathcal{K} \setminus \mathcal{J} \right\}. \quad (4) \]

The first statement in Assumption 2' implies that the right-hand side of (4) is contained by the left-hand side. The second statement further assumes that they are equal. Assumption 2' implies Assumption 2 because \( \sum_{k=1}^K w_k L_k(\theta) = \mathcal{L}_0(\theta) \) for any \( \theta \in \Theta \) and any \( w \in W^* \) satisfying (4).

**Assumption 3 (Error bound condition).** There exist \( C_r > 0 \) and \( r \geq 1 \) such that

\[ \text{Dist}(w, W^*) := \min_{w' \in W^*} \|w - w'\| \leq C_r \left[ F(w) - \min_{w \in \Delta_K^b} F(w) \right]^{1/r}. \quad (5) \]

Inequality (5) means problem (\( P_* \)) satisfies the error bound condition, which has impact on the convergence property of many optimization algorithms [19, 45, 26, 34, 32]. Due to the limit of space, we refer readers to Appendix A for a practical example satisfying Assumption 3.

We are interested in the generalization performance of \( \tilde{\theta}^* \), represented by the gap \( L_0(\tilde{\theta}^*) - L_0(\theta^*) \), as both \( D^{\text{valid}} \) and \( D^{\text{ran}} \) grow. For simplicity of notation, we assume \( n_k = n_{\text{train}} \) for any \( k \in \mathcal{K} \) for some integer \( n_{\text{train}} \gg n_{\text{valid}} \). To facilitate the analysis, we need to introduce a few notations. Given a probability measure \( \mathbb{Q} \) on \( Z \), let \( \mathcal{H} = \{I(\theta, \cdot) : \theta \in \Theta\} \) be a pseudometric metric space equipped with the pseudometric metric \( \rho_\mathcal{Q} \), which is the \( L_2 \) distance metric with respect \( \mathbb{Q} \), i.e.,

\[ \rho_\mathcal{Q}(l, l') := \sqrt{\mathbb{E}_\mathcal{Q}(l(z) - l'(z))^2} \]

for \( l, l' \in \mathcal{H} \). The ball with radius \( \epsilon > 0 \) centered at \( l \in \mathcal{H} \) is defined as \( B_\mathcal{Q}(l) := \{l' \in \mathcal{H} : \rho_\mathcal{Q}(l, l') \leq \epsilon\} \). Let \( \mathcal{N}(\mathcal{H}; \rho_\mathcal{Q}, \epsilon) \) be the \( \epsilon \)-covering number of \( \mathcal{H} \) with respect to \( \rho_\mathcal{Q} \), i.e.,

\[ \mathcal{N}(\mathcal{H}; \rho_\mathcal{Q}, \epsilon) := \min\{m \mid \exists l_1, \ldots, l_m \in \mathcal{H}, \mathcal{H} \subset \cup_{i=1}^m B_\mathcal{Q}(l_i)\}. \]

Following [2], we make the following assumption, which is important for analyzing the generalization performance [22, 20].

**Assumption 4.** There exist \( C_H > 0 \) and \( \nu_H > 0 \) such that, for any probability measure \( \mathbb{Q} \) on \( Z \),

\[ \mathcal{N}(\mathcal{H}; \rho_\mathcal{Q}, \epsilon) \leq (C_H/\epsilon)^{\nu_H}, \quad \forall \epsilon > 0. \quad (6) \]

With the these assumptions, we obtain the following theorems whose proofs are in Appendix C.

**Theorem 1 (Bound independent of statistical distance).** Suppose Assumptions 1, 2 and 4 hold. There exists a universal constant \(^1\) \( C_g > 0 \) such that, with a probability of at least \( 1 - \delta \),

\[ L_0(\tilde{\theta}^*) - L_0(\theta^*) \leq C_g \left( \frac{\nu_H + \log(1/\delta)}{n_{\text{valid}}} \right)^{1/2} + C_g \frac{L_0}{\sqrt{n}} \left( \frac{\nu_H + K + \log(1/\delta)}{n_{\text{train}}/(Kb^2)} \right)^{1/2}. \quad (7) \]

\(^1\)We define a universal constant as a constant that does not depend on any parameter of the problem except \( C_\mathcal{H} \) and \( C_r \). This definition is made only to simply the constant factors in our bounds.
Under the same assumptions, the generalization bound by [2] becomes
\[
L_0(\hat{\theta}(w)) - L_0(\theta^*) \leq C'_g \left( \frac{\nu_H + \log(1/\delta)}{n_{\text{valid}}} \right)^{1/4} + C_w \frac{\sqrt{b}}{\mu} \left( \frac{\nu_H + K \log(K) + \log(1/\delta)}{K_{\text{train}}} \right)^{1/4} + L_0(\theta(w)) - L_0(\theta^*) \tag{8}
\]
for a universal constant $C'_g$ and any $w$ satisfying $\beta^{-1} \leq w_k / w_j \leq \beta$ with $k \neq j$ for some $\beta > 0$. However, it is likely that the optimal solution $\hat{w}^*$ has zero components (e.g., when $p_k = p_0$ for some $k$). If so, $\beta$ on the right-hand side of (8) needs to be arbitrarily large for $\hat{w}(\approx w^*)$ in (P) to satisfy the aforementioned condition. Moreover, when $w = \hat{w}$, the convergence of the last term $L_0(\hat{w}(w)) - L_0(\theta^*)$ in (8) is not characterized in [2]. On the contrary, Theorem 1 holds without any assumption on $\hat{w}$ (zero components are allowed), does not depend on $\beta$ and provides a generalization bound converging in every term. When $b = c/K$ with a constant $c \geq 1$, the right-hand side of (7) improves the first two terms on the right-hand side of (8) by a $\log(K)$ term.

The bounds (7) and (8) may both be dominated by the $O(1/\sqrt{n_{\text{valid}}})$ term, which is the same as the generalization bound achieved simply by learning locally with $D_{\text{valid}}$ (see Proposition 1 in Appendix D). However, if Assumption 3 holds and Assumption 2 is strengthened to Assumption 2', we can establish a generalization bound different from Theorem 1 which suggests that (P) can still outperform local training when the following statistical distance between $p_0$ and $p_k$'s is small:

\[
G := \sqrt{\max_{\theta \in \Theta} \sum_{k \in K} (L_0(\theta) - L_k(\theta))^2}. \tag{9}
\]

**Theorem 2** (Bound dependent on statistical distance). Suppose Assumptions 1, 2', 3 and 4 hold. There exists universal constants $C_c > 0$ and $C_0 > 0$ such that, with a probability of at least $1 - 3\delta$,

\[
\text{Dist}(\hat{\theta}, W^*) \leq \varepsilon(n_{\text{valid}}, n_{\text{train}}) := C_w \left( \frac{\nu_H + \log(1/\delta)}{n_{\text{valid}}} \right)^{1/4} + C_w \frac{\epsilon_0}{\sqrt{\mu}} \left( \frac{\nu_H + K \log(1/\delta)}{n_{\text{train}}/(Kb^2)} \right)^{1/4} \tag{10}
\]

and

\[
L_0(\hat{\theta}(\hat{w})) - L_0(\theta^*) \leq C_t \sqrt{\frac{\nu_H + J + \log(1/\delta)}{N_c}} + C_t \frac{\varepsilon(n_{\text{valid}}, n_{\text{train}})(K - J)}{b \sqrt{N_c}} + 2\varepsilon(n_{\text{valid}}, n_{\text{train}})G, \tag{11}
\]

where $N_c = b^2 J + \varepsilon^2(n_{\text{valid}}, n_{\text{train}})(K - J)$ and $G$ is defined in (9).

Note that $N_c = \Theta(n_{\text{train}})$. Based on the decreasing rate of $\varepsilon(n_{\text{valid}}, n_{\text{train}})$ in (10), we simplify (11) by only showing the bounds in terms of $n_{\text{valid}}, n_{\text{train}}$ and $G$ for a clear comparison with local training.

**Corollary 1.** Suppose the assumptions of Theorem 2 hold and $n_{\text{valid}}$ and $n_{\text{train}}$ are large enough such that $\varepsilon(n_{\text{valid}}, n_{\text{train}})$ defined in (10) satisfies $\varepsilon(n_{\text{valid}}, n_{\text{train}}) \leq \frac{b \sqrt{\varepsilon}}{K-1}$. With a probability of at least $1 - 3\delta$, we have $L_0(\hat{\theta}(\hat{w})) - L_0(\theta^*) \leq O \left( 1/n_{\text{train}}^2 + G \cdot \left( 1/n_{\text{valid}}^2 + 1/n_{\text{train}}^2 \right)^{1/2} \right)$.

When $G = o(1/n_{\text{valid}}^{1/4})$ and $G = o(1/n_{\text{train}}^{1/2}/n_{\text{valid}}^{1/4})$, the bound in Corollary 1 becomes $o(1/n_{\text{valid}}^{1/4})$, meaning that method (P) has a better generalization guarantee than training locally. Since $G$ is small in this case, a natural question is whether optimizing the weight in (P) is still needed because the FL with equally weighted nodes may already have a good performance with respect to $p_0$. However, we show in Proposition 2 in Appendix D that (P) is still preferred to FL with equally weighted nodes for any $G$. We show the impacts of $b$, $J$ and $K$ through Corollary 2 in Appendix C.

## 4 Federated Bilevel Optimization Algorithm

Although our main focus is the generalization performance of (P), we present a federated optimization algorithm for (P) based on the existing techniques by [15] and [13]. Different from a single-level optimization problem, the outer objective $\hat{F}(w)$ in (P) depends implicitly on $w$ through the inner optimal solution $\hat{\theta}(w)$, which makes the exact gradient $\nabla \hat{F}(w)$ difficult to compute. A commonly used solution is to exploit implicit function as shown in the following lemma, which is from Lemma 2.1 and 2.2 in [13].

\footnote{A ($\rho, C'_g$)-transferable assumption is needed in [2], which also holds in our case with $\rho = 2$ because of the Lipschitz continuity and strong convexity assumed in Assumption 1.}

\footnote{As a by-product of our analysis, we show in (38) that $L_0(\theta(\hat{w})) - L_0(\theta^*)$ also satisfies (7).}
We choose the combination of Local-SVRG and the ABA methods because it leads to the lowest Algorithms 1 and 2. Recall that we have assumed we update Algorithm 1:

\[ x^{(t)} = x^{(t-1)} + \sum_{k=1}^{K} w_k (x_k^{(t-1)} - \gamma g_k^{(t)}) \]

for \( t = 0, 1, \ldots, T - 1 \) do

for \( k = 1, \ldots, K \) in parallel do

Choose \( i_k \) from \( \{1, \ldots, n_k\} \) uniformly at random

\[ g_k^{(t)} = \nabla f_{k,i_k}(x_k^{(t)}) - \nabla f_{k,i_k}(y_k^{(t)}) + \gamma f_k(y_k^{(t)}) \]

\[ y_k^{(t+1)} = x_k^{(t)} \] with probability \( q \)

\[ y_k^{(t+1)} = x_k^{(t)} \] with probability \( 1 - q \)

if \( t + 1 \mod \tau = 0 \) then

\[ x_k^{(t+1)} = x^{(t+1)} := \sum_{k=1}^{K} w_k (x_k^{(t)} - \gamma g_k^{(t)}) \]

else

\[ x_k^{(t+1)} = x^{(t)} - \gamma g_k^{(t)} \]

end

end

end

Return: \( \bar{x}^{(T)} = U_T^{-1} \sum_{t=0}^{T} u_t x^{(t)} \) with \( u_t = (1 - \min\{\gamma \mu, q/4\})^{-t} \) and \( U_T = \sum_{t=0}^{T} u_t \).

Lemma 1. Under Assumption 1, \( \nabla \hat{F}(w) \) is \( \ell_F \)-Lipschitz continuous with

\[ \ell_F := \left( \frac{2\ell_0}{\mu} + \frac{\ell_0^2}{\mu^2} \right) \sqrt{K \ell_0} + \frac{K \ell_0^2}{\mu^2}, \]

and \( \nabla \hat{F}(w) = (\nabla_k \hat{F}(w))_{k=1,\ldots,K} \), where \( \nabla_k \hat{F}(w) \) is the partial derivative of \( \hat{F} \) w.r.t. \( w_k \) and

\[ \nabla_k \hat{F}(w) = -\nabla \dot{L}_k(\bar{\theta}(w))^\top \left( \sum_{k=1}^{K} \nabla^2 \dot{L}_k(\bar{\theta}(w)) \right)^{-1} \nabla \dot{L}_0(\bar{\theta}(w)). \]

By Lemma 1, computing \( \nabla_k \hat{F}(w) \) requires solving (1) exactly and taking the inverse of the Hessian matrix in (13), both of which are challenging. Hence, for a given \( w \), we will find an approximate solution of (1), denoted by \( \hat{\theta}(w) \approx \bar{\theta}(w) \), and approximate the matrix inversion in (13) by solving a strongly convex quadratic program. In particular, we will approximate \( \nabla \hat{F}(w) \) by

\[ \nabla \hat{F}(w) := (\nabla_k \hat{F}(w))_{k=1,\ldots,K} \] with \( \nabla_k \hat{F}(w) := -\nabla \dot{L}_k(\bar{\theta}(w))^\top \bar{h} \),

where \( \bar{h} \approx \arg \min_h \frac{1}{2} h^\top \left( \sum_{k=1}^{K} \nabla^2 \dot{L}_k(\bar{\theta}(w)) \right) h - h^\top \nabla \dot{L}_0(\bar{\theta}(w)). \)

Both (1) and (15) can be written as a distributed finite-sum minimization on \( K \) weighted nodes:

\[ \min_{x \in \mathbb{R}^d} f(x) := \sum_{k=1}^{K} w_k f_k(x), \]

where \( f_k(x) = \frac{1}{n_k} \sum_{i=1}^{n_k} f_{k,i}(x), \) \( k = 1, \ldots, K \).

When \( f_{k,i}(\theta) = l(\theta; z_{k,i}^{(s)}) \), (16) becomes (1). When \( f_{k,i}(h) = \frac{1}{2} h^\top \nabla^2 l(\bar{\theta}(w); z_{k,i}) h - h^\top \nabla \dot{L}_0(\bar{\theta}(w)) \), (16) becomes (15).

With this observation, we apply Local-SVRG by [15] to the aforementioned two instances (16) to obtain \( \bar{\theta}(w) \) and \( \bar{h} \), which are used to construct the approximate gradient \( \nabla \hat{F}(w) \) in (14). Then we update \( w \) using \( \nabla \hat{F}(w) \) based on the accelerated bilevel approximation method (ABA) by [13]. We choose the combination of Local-SVRG and the ABA methods because it leads to the lowest communication complexity in literature for solving (P). We formally present this approach in Algorithms 1 and 2. Recall that we have assumed \( D^{0\text{init}} \) is stored in node 0, which is called center in Algorithm 2.

In each iteration of Algorithm 2, in addition to the communication within Local-SVRG, constantly many rounds of communication are needed to exchange \( \theta^{(s)}, h^{(s)} \nabla \dot{L}_0(\theta^{(s)}) \) and \( \nabla \dot{L}_k(\theta^{(s)}) \) between the center and node \( k \). We present the communication complexity of Algorithm 2 which can be proved by adapting the analysis in [15] and [13] to our setting. The proofs are deferred to Sections E.1 and E.2.
Algorithm 2: Federated Learning Method for Bilevel Optimization (\(P\))

1. **Input**: initial weight \(w^{(0)}\), learning rate \(\eta\), training data \(D_{k}^{\text{train}}\) for \(k \in \mathcal{K}\), validation data \(D_{k}^{\text{valid}}\), the number of outer iterations \(S\), parameters \((\gamma, \tau, q)\) for Local-SVRG, and the number of inner iterations \(T_{s}\) for \(s = 0, 1, \ldots, S - 1\)

2. Set \(w_{ag}^{(0)} = w^{(0)}\)

3. for \(s = 0, 1, \ldots, S - 1\) do

4. Compute \(\nabla \hat{F}(w_{md}^{(s)})\) as follows:

5. Set \(f_{k,i}(\theta) = l(\theta; z_{k,i}^{(i)})\), \(i = 1, \ldots, n_{k}\), \(k = 1, \ldots, K\)

6. Compute \(\theta^{(s)} = \text{Local-SVRG}\{(f_{k,i}, w_{md}^{(s)}, \gamma, \tau, T_{s})\}\) and send it to each node.

7. Compute \(\nabla \hat{L}_{0}(\theta^{(s)})\) at center and send it to each node.

8. Set \(f_{k,i}(\bar{h}) = \frac{1}{2}h^{\top} \nabla^{2} l(\theta^{(s)}; z_{k,i}^{(i)})h - h^{\top} \nabla \hat{L}_{0}(\theta^{(s)})\), \(i = 1, \ldots, n_{k}\), \(k = 1, \ldots, K\)

9. Compute \(h^{(s)} = \text{Local-SVRG}\{(f_{k,i}, w_{md}^{(s)}, \gamma, \tau, T_{s})\}\) and send it to each node.

10. Each node computes \(\nabla \hat{L}_{k}(\theta^{(s)})\) in parallel and send it to the center.

11. Set \(\nabla \hat{k}^{(s)}_{md}(w_{md}^{(s)}) = -\nabla \hat{L}_{k}(\theta^{(s)})^{\top} h^{(s)}\) for \(k = 1, \ldots, K\)

12. 

13. \(w_{md}^{(s+1)} = \arg\min_{w} \nabla \hat{F}(w_{md}^{(s)}, w) + \frac{1}{2\eta(s+1)}\|w - w_{md}^{(s)}\|^{2}\)

14. \(w_{ag}^{(s+1)} = \arg\min_{w} \nabla \hat{F}(w_{md}^{(s)}, w) + \frac{1}{2\eta\gamma}\|w - w_{md}^{(s)}\|^{2}\)

end

Return: \(w_{ag}^{(S)}\)

---

**Theorem 3.** Suppose Assumption 1 holds and \(\hat{F}(w)\). Let \(R := \max_{w \in \Delta_{K}^{\gamma}} \|\theta(w)\|\) and

\[
\gamma_{0} := \min \left\{ \frac{3}{80t_{1}}, \frac{1}{\ell_{1} \sqrt{5e(\tau - 1)}[6(\tau - 1) + 8 + 6(1 - q)]} \frac{1}{\mu} \right\}.
\]

(17)

Suppose \(\eta = \frac{1}{\ell_{2}R}\) in Algorithm 2 with \(\ell_{2}\) defined as in (12). There exist constants \(A_{1}, A_{2}\) and \(A_{3}\) that only depend on \(\ell_{0}, \ell_{1}, \ell_{2}, \mu, R, q\) and \(K\) but not on \(\tau\) such that the following statements hold.

- Suppose \(\tau = 1, \gamma = \gamma_{0}\) and \(T_{s} = \frac{1}{\gamma_{0}\mu} \ln \left(\frac{A_{1}(s+1)\gamma_{0}}{\gamma_{0}}\right)\). Algorithm 2 finds an \(\epsilon\)-optimal solution of \((\bar{P})\) with \(\tilde{O}\left(\epsilon^{-0.5}\right)\) rounds of communication.

- Suppose \(\tau > 1, \gamma = \frac{1}{r_{0}}\) and \(T_{s} = \mu^{-1} M_{s} \ln \left(M_{s}^{3}\right)\), where

\[
M_{s} = \max \left\{ \frac{1}{\gamma_{0}}, (s + 1)^{2} \sqrt{A_{1} + A_{2}(\tau - 1) + A_{3}(\tau - 1)^{2}} \right\}, s = 0, 1, \ldots
\]

(18)

Algorithm 2 finds an \(\epsilon\)-optimal solution of \((\bar{P})\) with \(\tilde{O}\left(\epsilon^{-1.5}\right)\) rounds of communication.

When \(\hat{F}\) in \((\bar{P})\) is non-convex, we aim at finding an \(\epsilon\)-stationary point of \((\bar{P})\). Following [13], we apply a standard proximal gradient method to \((\bar{P})\) based on the approximate gradient \(\nabla \hat{F}(w)\) in (14). This method and its analysis are standard and we include them in Section E.3 due to the limit of space. In Remark 1 in Section E.3, we also show that the complexity of our method is lower than those of [28] and [41].

5 Numerical Experiment

In this section, we demonstrate the performance of our methods on image classification tasks. We compare our method, denoted by Bi-level, against four baselines, including (1) Local-train, which solves \(\min_{\theta \in \Theta} \hat{L}_{0}(\theta)\) locally; (2) FedAvg [33], which solves (1) with \(w_{k} = 1/K\); (3) Ditto [29]; and (4) pFedMe [39]. Ditto and pFedMe are two personalized FL methods. We apply all methods to train a convolutional neural network (CNN) on multiple image datasets: Fashion-MNIST [44],
MNIST [8], CIFAR-10 [24] and downsampled $32 \times 32$ ImageNet [5]. We denote Fashion-MNIST and downsampled ImageNet by F-MNist and DS-ImageNet, respectively. See Appendix F for more details on the CNN and the computing environment we use.

We use a mini batch of size 50 to construct the stochastic gradients in all methods. In the Bi-level method, Algorithm 3 is applied to ($\hat{P}$) with $\beta = \frac{1}{3}$ and five epochs are performed within each call of Local-SVRG (i.e., $T_s = \frac{5n_{\text{train}}}{50}$). We set $q = \frac{1}{50}$, choose $\gamma$ from $\{0.05, 0.02, 0.01\}$ when solving (1) and from $\{0.0005, 0.0002, 0.0001\}$ when solving (15), choose $\tau$ from $\{10, 20\}$, and $\eta$ from $\{0.025, 0.02, 0.015\}$. We choose the combination that produces the highest validation accuracy after five outer iterations. SVRG is applied to $\min_{\theta \in \Theta} \mathcal{L}_0(\theta)$ in Local-train and Local-SVRG is applied to (1) with $w_k = \frac{1}{K}$ in FedAvg. Parameters $\tau$, $q$, and $\eta$ in FedAvg and Local-train are set the same as in our method. Ditto is implemented by setting $S_t = K$, $r = \tau$, $s = 25$ and $\eta_g = \eta_l = \gamma$ in Algorithm 2 in [29], where $\tau$ and $\gamma$ are set the same as in our method. Similar to [29], we choose $\lambda$ in Ditto from $\{0.05, 0.1, 0.2\}$ to maximize the validation accuracy after five outer iterations. pFedMe is implemented by setting $\beta = 1$, $\delta = 0.005$, $R = \tau$ and $\eta = \gamma$ in Algorithm 1 in [39] with $\tau$ and $\gamma$ set the same as in our method. Each subproblem in pFedMe is solved by gradient descend with a maximum iterations of 20. Like [29], we choose $\lambda$ in pFedMe from $\{5, 10, 15\}$ to maximize the validation accuracy after five outer iterations.

We set $\mathcal{K} = \{1, \ldots, 15\}$ (i.e., $K = 15$) and partition it into two groups, a minority group $\mathcal{J}_m = \{1, \ldots, 5\}$ and a majority group $\mathcal{J}_M = \{6, \ldots, 15\}$. We then generate $D_{k_{\text{train}}}$ for $k \in \mathcal{K}$ by randomly sampling data from the training sets with some artificial distributions, such that the data distributions (i.e., $p_k$ s) are the same within each group but different between groups. In particular, we create the data distributions of $\mathcal{J}_m$ and $\mathcal{J}_M$ under four different settings. In Setting 1, we create two different distributions over the classes and use them to sample $D_{k_{\text{train}}}$ with $k \in \mathcal{J}_m$ and $k \in \mathcal{J}_M$, respectively. In Setting 2, Setting 3 and Setting 4, we first sample data in the same way as Setting 1 and, additionally, we permute the class labels among a few classes in $D_{k_{\text{train}}}$ with $k \in \mathcal{J}_M$ under Setting 2, rotate each image in $D_{k_{\text{train}}}$ with $k \in \mathcal{J}_M$ by 90 degrees in the same but random direction under Setting 3, and do both under Setting 4. This creates nodes with different levels of heterogeneity.

To compare the performances of the methods on both groups, we conduct two sets of experiments under each setting, one with $p_0$ being the distribution of $\mathcal{J}_m$ (i.e., $\mathcal{J} = \mathcal{J}_m$) and the other with $p_0$
being the distribution of $\mathcal{J}_M$ (i.e., $\mathcal{J} = \mathcal{J}_M$). $D_{\text{valid}}$ is then sampled from $p_0$. For out-of-sample evaluation, we generate testing data by sampling from the testing set of each dataset using distribution $p_0$ described above under each setting. We denote the testing set by $D_{\text{test}}$ and let $n_{\text{test}} = |D_{\text{test}}|$. We repeat all experiments five times using different random seeds. The values of $n_{\text{valid}}, n_{\text{train}}, n_{\text{test}}$ and the details of data generation are presented in Sections F.1, F.2 and F.3.

We plot the test (top-1) accuracy each method obtains during iterations for the minority group in Figure 1, where the horizontal axis represents the number of synchronizations, i.e., the rounds of communications the method performs. Since Local-train does not require any communication, we just plot a horizontal line positioned at its final accuracy. Due to space limit, we present the accuracy for the majority group in Figure 6 in Section F.4. We also report the same results in Figure 7 and Figure 8 but the horizontal axis there represents the cumulative number of data points each method processes in parallel. In each figure, we show the confidence intervals of the curves as shaded areas.

According to Figure 1, our Bi-level method performs better than the four benchmarks on the minority group on all datasets under all settings. Local-train does not perform well because it only gets access to a small amount of data. The poor performance of FedAvg is because of the heterogeneity we created across nodes. In fact, FedAvg is even worse than Local-train in many cases, especially in Settings 2, 3 and 4 where the heterogeneity is high. This is consistent with the findings in literature. Although Ditto and pFedMe are designed for heterogeneous nodes, they still use a fixed weight on each node to train a global model, which may not provide a good starting point for personalization due to the high heterogeneity. In fact, their performances drop more or less as the data heterogeneity increases from Setting 1 to Settings 2, 3 and 4. On the contrary, by updating the weights, our method filters the information in the network and help the node in the minority group to find its similar peers and produce a good model through intra-group collaboration. Comparing Figure 1 with Figure 6, we find that the performances of FedAvg, Ditto and pFedMe are improved on the majority group. This is again because they utilize the information aggregated from all nodes, which is in favor of the majority. However, our method perform similarly on both groups and is still overall the best for the majority group. Similar phenomena are found in Figure 7 and Figure 8.

In addition, we also plot in Figure 2 how the weight $w_k$ for each node evolves during the Bi-level method under Setting 1. We show the results when $p_0$ is the distribution of the majority and the minority groups separately. In each case, we call the nodes in $\mathcal{J}$ similar nodes (to node 0) and call the others dissimilar nodes. According to Figure 2, our method successfully detects similar nodes in both cases and increases their weights but decreases the weights of dissimilar nodes. We present the weights under Settings 2, 3 and 4 in Section F.4. Similar phenomenons are observed.

6 Conclusion

We propose a FL approach on a network with weighted nodes and develop a federated bilevel optimization algorithm to optimize the weights based on the model’s performance on a validation set. We analyze the generalization performance of the resulting model and identify the scenarios where our method theoretically outperforms training with local data and FL with even weights.
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A  Examples Satisfying Assumption 3

We consider \((P_\ast)\) in the setting of linear regression. Consider data \(z = (x, y)\), where \(x \in \mathbb{R}^d\) is a feature vector and \(y \in \mathbb{R}\) is a continuous target variable, and consider the quadratic loss \(l(\theta; z) = \frac{1}{2}(x^\top \theta - y)^2\). We assume \(x\) in all nodes, including node 0 (center) and the nodes in \(K\), follows the same distribution, and matrix \(\mathbb{E}[xx^\top]\) is non-singular. Moreover, we assume that there is a vector \(\theta_k^* \in \mathbb{R}^d\) associated to node \(k\), and \(y\) in node \(k\) is generated as \(y = x^\top \theta_k^* + \epsilon_k\) for \(k = 0, 1, \ldots, K\), where \(\epsilon_k\) is a zero-mean random noise independent of \(x\). In this problem, we have
\[
L_k(\theta) = \frac{1}{2} \mathbb{E}[(x^\top \theta - y)^2] = \frac{1}{2} \mathbb{E}[(x^\top \theta - x^\top \theta_k^* - \epsilon_k)^2] = \frac{1}{2} (\theta - \theta_k^*)^\top \mathbb{E}[xx^\top] (\theta - \theta_k^*) + \frac{1}{2} \mathbb{E}[\epsilon_k^2].
\]

We can easily show that \(\theta(w)\) in \((P_\ast)\) has the closed form \(\theta(w) = \sum_{k=1}^K w_k \theta_k^*\), which means
\[
F(w) = L_0(\theta(w)) = \frac{1}{2} \left(\sum_{k=1}^K w_k \theta_k^* - \theta^*_0\right)^\top \mathbb{E}[xx^\top] \left(\sum_{k=1}^K w_k \theta_k^* - \theta^*_0\right) + \frac{1}{2} \mathbb{E}[\epsilon_0^2].
\]
This is a quadratic function of \(w\) over the polyhedral set \(\Delta_K\) and thus satisfies the error bound condition (3) with \(r = 2\) according to Lemma 1 in [14].

B  Technical Lemmas

In this section, we provide some technical lemmas with proofs which are necessary for establishing the main theorems. The main steps in the proofs of Lemma 2 and 3 are borrowed from [2]. However, the generalization bound in Theorem 3.1 in [2] is for a \(w\) satisfying \(\beta^{-1} \leq w_i / w_j \leq \beta\) for some \(\beta > 0\), and their bound increases with \(\beta\). When applied to \(w = \tilde{w}\) with zero or nearly zero components (that happens when \(p_k = p_0\) for some \(k\)), such a \(\beta\) is very large or equals infinity. Therefore, we make necessary changes in the proofs to extend the results for a generic \(w\) and a \(w\) that is \(\epsilon\)-away from \(\mathcal{V}^h\) (see Lemma 3) where the components can be nearly zero. These extensions are important for proofing our main theorems.

**Lemma 2.** Suppose Assumptions 1 and 4 hold. There exists a universal constant \(C_0 > 0\) such that, with a probability of at least \(1 - \delta\),
\[
\sup_{\theta \in \Theta} \left| L_0(\theta) - \hat{L}_0(\theta) \right| \leq C_0 \sqrt{\frac{\nu + \log(1/\delta)}{n_{\text{valid}}}}.
\]

**Proof.** For simplicity of notation, we write \(n_{\text{valid}}\) as \(n\) in this proof. Let
\[
G_{\text{valid}}(D_{\text{valid}}) := \sup_{\theta \in \Theta} \left[ L_0(\theta) - \hat{L}_0(\theta) \right] \quad \text{and} \quad G'_{\text{valid}}(D_{\text{valid}}) := \sup_{\theta \in \Theta} \left[ \hat{L}_0(\theta) - L_0(\theta) \right].
\]
Consider any \(i \in \{1, 2, \ldots, n\}\). Let \(D_{\text{valid}}^i\) be the same as \(D_{\text{valid}}\) except that \(z^{(i)}\) is replaced by another data point \(z'^{(i)}\) sampled from \(p_0\). Recall (3). We have
\[
\left| G_{\text{valid}}(D_{\text{valid}}) - G_{\text{valid}}(D_{\text{valid}}^i) \right| = \sup_{\theta \in \Theta} \left[ L_0(\theta) - \hat{L}_0(\theta) \right] - \sup_{\theta \in \Theta} \left[ L_0(\theta) - \hat{L}_0(\theta) + \frac{1}{n} \left( l(\theta; z^{(i)}) - l(\theta; z'^{(i)}) \right) \right] \leq \frac{1}{n},
\]
where the inequality is because the loss is in \([0, 1]\) (Assumption 1). This inequality means we can apply the McDiarmid’s inequality to obtain that, for any \(\epsilon > 0\),
\[
\mathbb{P} \left( G_{\text{valid}}(D_{\text{valid}}) \geq \mathbb{E}[G_{\text{valid}}(D_{\text{valid}})] + \epsilon \right) \leq \exp(-2\epsilon^2 n),
\]
or equivalently, with a probability of at least \(1 - \delta\),
\[
G_{\text{valid}}(D_{\text{valid}}) \leq \mathbb{E}[G_{\text{valid}}(D_{\text{valid}})] + \sqrt{\frac{\log(1/\delta)}{2n}}.
\]
Next, we apply the standard symmetrization argument by introducing a ghost dataset
\[
D_{\text{ghost}} := \left\{ z'^{(i)} \right\}_{i=1}^n.
\]
which is independent of $D^\text{valid}$ and sampled from $p_0$. Let $\{\sigma_i\}_{i=1}^n$ be Rademacher random variables. We have

$$
\mathbb{E}[G_{\text{valid}}(D^\text{valid})] = \mathbb{E}\left[\sup_{\theta \in \Theta} \left[ L_0(\theta) - \hat{L}_0(\theta) \right] \right] = \mathbb{E}\left[ \sup_{\theta \in \Theta} \left[ \mathbb{E}[L(\theta; D^\text{valid})] - L(\theta; D^\text{valid}) \right] \right]
$$

$$
\leq \mathbb{E}\left[ \sup_{\theta \in \Theta} \left[ L(\theta; D^\text{valid}) - L(\theta; D^\text{valid}) \right] \right] = \mathbb{E}\left[ \sup_{\theta \in \Theta} \frac{1}{n} \sum_{i=1}^n \sigma_i \left( l(\theta; z(i)) - l(\theta; z(i)) \right) \right]
$$

$$
\leq 2\mathbb{E}\left[ \sup_{\theta \in \Theta} \frac{1}{n} \sum_{i=1}^n \sigma_i l(\theta; z(i)) \right] = 2\mathbb{E}\hat{R}_n(\mathcal{H}),
$$

where $\hat{R}_n(\mathcal{H}) = \mathbb{E}\left[ \sup_{\theta \in \Theta} \frac{1}{n} \sum_{i=1}^n \sigma_i l(\theta; z(i)) \right]^{D^\text{valid}}$ and $\mathcal{H} = \{l(\theta; \cdot) : \theta \in \Theta\}$.

Let $M_\theta := \frac{1}{\sqrt{n}} \sum_{i=1}^n \sigma_i l(\theta; z(i))$ for $\theta \in \Theta$. By Hoeffding’s Lemma, we have for any $\theta, \theta' \in \Theta$,

$$
\mathbb{E}\left[ \exp \left( \lambda (M_\theta - M_{\theta'}) \right) \right]^{D^\text{valid}} = \prod_{i=1}^n \mathbb{E}\left[ \exp \left( \frac{\lambda}{\sqrt{n}} \sigma_i \left( l(\theta; z(i)) - l(\theta'; z(i)) \right) \right) \right]^{D^\text{valid}}
$$

$$
\leq \prod_{i=1}^n \exp \left( \frac{\lambda^2}{2n} \left( l(\theta; z(i)) - l(\theta'; z(i)) \right)^2 \right) = \exp \left( \frac{\lambda^2}{2} d^2(\theta, \theta') \right),
$$

where

$$
d(\theta, \theta') = \sqrt{\frac{1}{n} \sum_{i=1}^n \left( l(\theta; z(i)) - l(\theta'; z(i)) \right)^2} \leq 1
$$

is the $L_2$-distance between mappings $l(\theta; \cdot)$ and $l(\theta'; \cdot)$ with respect to the empirical distribution over $D^\text{valid}$ and is a pseudometric in $\mathcal{H}$. Hence, by Dudley’s entropy integral inequality (see Corollary 13.2 in [1]), there exists a universal constant $C_d$ such that

$$
\hat{R}_n(\mathcal{H}) = \frac{1}{\sqrt{n}} \mathbb{E}\left[ \sup_{\theta \in \Theta} M_\theta \right]^{D^\text{valid}} \leq \frac{C_d}{\sqrt{n}} \int_0^1 \sqrt{\log N(\mathcal{H}; d; \epsilon)} d\epsilon
$$

According to Assumption 4, we have

$$
\mathbb{E}[G_{\text{train}}] \leq 2\hat{R}_n(\mathcal{H}) \leq \frac{2C_d}{\sqrt{n}} \int_0^1 \sqrt{\nu_\mathcal{H} \log \left( \frac{C_\mathcal{H}}{\epsilon} \right)} d\epsilon
$$

Hence, with a probability of at least $1 - \delta$,

$$
G_{\text{valid}}(D^\text{valid}) \leq \frac{2C_d}{\sqrt{n}} \int_0^1 \sqrt{\nu_\mathcal{H} \log \left( \frac{C_\mathcal{H}}{\epsilon} \right)} d\epsilon + \sqrt{\frac{\log(1/\delta)}{2n}}.
$$

Applying the same argument to $G_{\text{valid}}'(D^\text{valid})$, we can show that, with a probability of at least $1 - \delta$

$$
G_{\text{valid}}'(D^\text{valid}) \leq \frac{2C_d}{\sqrt{n}} \int_0^1 \sqrt{\nu_\mathcal{H} \log \left( \frac{C_\mathcal{H}}{\epsilon} \right)} d\epsilon + \sqrt{\frac{\log(1/\delta)}{2n}}.
$$

By a union bound, we have, with a probability of at least $1 - \delta$

$$
\sup_{\theta \in \Theta} \left| L_0(\theta) - \hat{L}_0(\theta) \right| \leq \frac{2C_d}{\sqrt{n}} \int_0^1 \sqrt{\nu_\mathcal{H} \log \left( \frac{C_\mathcal{H}}{\epsilon} \right)} d\epsilon + \sqrt{\frac{\log(2/\delta)}{2n}},
$$

which completes the proof.

\[\square\]
Given $\varepsilon > 0$, we define
\[ W^*_\varepsilon := \{ w \in \Delta_K \mid \text{Dist}(w, \mathcal{W}^*) \leq \varepsilon \} \]  
(19)
\[ N_\varepsilon := \frac{n_{\text{train}}}{b^2(J + \varepsilon^2(K - J))}. \]  
(20)

**Lemma 3.** Suppose Assumptions 1, 2 and 4 hold. There exists a universal constant $C_\alpha > 0$ such that, with a probability of at least $1 - \delta$,
\[ \sup_{\theta \in \Theta, w \in \Delta_K} \left| \sum_{k=1}^K w_k \left( \hat{L}_k(\theta) - L_k(\theta) \right) \right| \leq C_\alpha \sqrt{\frac{\nu_H + K + \log(1/\delta)}{n_{\text{train}}/(Kb^2)}}. \]  
(21)

Suppose Assumptions 1, 2', 3 and 4 hold. There exists a universal constant $C'_\alpha > 0$ such that, with a probability of at least $1 - \delta$, 
\[ \sup_{\theta \in \Theta, w \in \mathcal{W}^*_\varepsilon} \left| \sum_{k=1}^K w_k \left( \hat{L}_k(\theta) - L_k(\theta) \right) \right| \leq C'_\alpha \left( \sqrt{\frac{\nu_H + J + \log(1/\delta)}{N_\varepsilon}} + \frac{\varepsilon(K - J)}{b\sqrt{N_\varepsilon}} \right). \]  
(22)

**Proof.** We prove (22) first. Suppose Assumptions 1, 2', 3 and 4 hold. By Assumptions 2', we have $w_j^* = 0$ for $w \in \mathcal{W}^*$ and $j \in \mathcal{K} \setminus \mathcal{J}$, which means $w_j \leq \sqrt{\sum_{k \in \mathcal{K} \setminus \mathcal{J}} w_k^2} \leq \text{Dist}(w, \mathcal{W}^*) \leq \varepsilon$ for any $w \in \mathcal{W}^*_\varepsilon$ and $j \in \mathcal{K} \setminus \mathcal{J}$.

Let
\[ G_{\text{train}}(D^{\text{train}}) := \sup_{\theta \in \Theta, w \in \mathcal{W}^*_\varepsilon} \left\{ \sum_{k=1}^K w_k \left[ L_k(\theta) - \hat{L}_k(\theta) \right] \right\} \]  
(23)
\[ G'_{\text{train}}(D^{\text{train}}) := \sup_{\theta \in \Theta, w \in \mathcal{W}^*_\varepsilon} \left\{ \sum_{k=1}^K w_k \left[ \hat{L}_k(\theta) - L_k(\theta) \right] \right\}. \]  
(24)

Consider an index $j \in \{1, 2, \ldots, K\}$ and $i \in \{1, 2, \ldots, n_j\}$. Let $D^{\text{train}}_{j,i}$ be the same as $D^{\text{train}}$ except that $z^{(i)}_j$ is replaced by another data point $z'^{(i)}_j$ sampled from $\mathcal{p}_j$. Recall (2). We have
\[ \left| G_{\text{train}}(D^{\text{train}}) - G_{\text{train}}(D^{\text{train}}_{j,i}) \right| = \left| \sup_{\theta \in \Theta, w \in \mathcal{W}^*_\varepsilon} \left\{ \sum_{k=1}^K w_k \left[ L_k(\theta) - \hat{L}_k(\theta) \right] \right\} \right| \] 
\[ - \sup_{\theta \in \Theta, w \in \mathcal{W}^*_\varepsilon} \left\{ \sum_{k=1}^K w_k \left[ L_k(\theta) - \hat{L}_k(\theta) \right] + \frac{w_j}{n_j} \left( l(\theta; z^{(i)}_j) - l(\theta; z'^{(i)}_j) \right) \right\} \right| \] 
\[ \leq \frac{w_j}{n_j} \leq \left\{ \begin{array}{ll} \frac{b}{n_j} & j \in \mathcal{J} \\ \frac{n}{n_j} & j \in \mathcal{K} \setminus \mathcal{J} \end{array} \right\}. \]  
(25)

With this inequality, we can apply the McDiarmid’s inequality to show that, for any $\varepsilon > 0$,
\[ \mathbb{P} \left( G_{\text{train}}(D^{\text{train}}) \geq \mathbb{E}[G_{\text{train}}(D^{\text{train}})] + \varepsilon \right) \leq \exp \left( -\frac{2\varepsilon^2 n_{\text{train}}}{b^2(J + \varepsilon^2(K - J))} \right), \]
which implies that, with a probability of at least $1 - \delta$,
\[ G_{\text{train}}(D^{\text{train}}) \leq \mathbb{E}[G_{\text{train}}(D^{\text{train}})] + \sqrt{\frac{\log(1/\delta)}{N_\varepsilon}}. \]  
(26)

Next, we apply the standard symmetrization strategy by introducing a ghost dataset $D^{\text{train}}_{\text{ghost}} := \{ D^{\text{train}}_{k,\text{ghost}} \}_{k=1}^K$ where 
\[ D^{\text{train}}_{k,\text{ghost}} := \{ z'^{(i)}_k \}_{i=1}^{n_k} \text{ for } k = 1, \ldots, K \]
is a dataset independent of $D_{\text{train}}^k$ sampled from $p_k$. Let $\{\sigma_{k,i}\}_{i=1}^{n_k}$ for $k = 1, \ldots, K$ be Rademacher random variables. We have

$$\mathbb{E}[G_{\text{train}}(D_{\text{train}})] = \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \mathcal{W}_e} \left\{ \sum_{k=1}^{K} w_k \left[ L_k(\theta) - \hat{L}_k(\theta) \right] \right\} \right]$$

$$= \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \mathcal{W}_e} \left\{ \sum_{k=1}^{K} w_k \left( \mathbb{E} \left[ L_k(\theta; D_{\text{train}}^k) \right] - \hat{L}_k(\theta) \right) \right\} \right]$$

$$\leq \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \mathcal{W}_e} \left\{ \sum_{k=1}^{K} w_k \left( L_k(\theta; D_{\text{train}}^k) - \hat{L}_k(\theta) \right) \right\} \right]$$

$$= \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \mathcal{W}_e} \left\{ \sum_{k=1}^{K} \sum_{i=1}^{n_k} \frac{\sigma_{k,i} w_k}{n_k} \left( l(\theta; z_{k}^{(i)}) - l(\theta; z_{k}^{(i)}) \right) \right\} \right]$$

$$\leq 2\mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \mathcal{W}_e} \left\{ \sum_{k=1}^{K} \sum_{i=1}^{n_k} \frac{\sigma_{k,i} w_k}{n_k} l(\theta; z_{k}^{(i)}) \right\} \right] = 2\hat{R}_{n_{\text{train}}} (\mathcal{H}, \mathcal{W}_e^*) \quad (27)$$

where $\hat{R}_{n_{\text{train}}} (\mathcal{H}, \mathcal{W}_e^*) := \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \mathcal{W}_e^*} \left\{ \sum_{k=1}^{K} \sum_{i=1}^{n_k} \frac{\sigma_{k,i} w_k}{n_k} l(\theta; z_{k}^{(i)} \right\}) \mid D_{\text{train}} \right]$ and $\mathcal{H} = \{ l(\cdot; \cdot) : \theta \in \Theta \}$.

Let $M_{\theta,w} := \sqrt{N_{\varepsilon}} \sum_{k=1}^{K} \sum_{i=1}^{n_k} \frac{\sigma_{k,i} w_k}{n_k} l(\theta; z_{k}^{(i)} \right\})$ for $\theta \in \Theta$ and $w \in \mathcal{W}_e^*$. Hence, by Hoeffding’s Lemma, we have

$$\mathbb{E} \left[ \exp \left( \lambda (M_{\theta,w} - M_{\theta',w'}) \right) \right] \mid D_{\text{train}}$$

$$= \prod_{k=1}^{K} \prod_{i=1}^{n_k} \mathbb{E} \left[ \exp \left( \lambda \sqrt{N_{\varepsilon}} \frac{\sigma_{k,i} w_k}{n_k} \left( w_k l(\theta; z_{k}^{(i)}) - w_k' l(\theta'; z_{k}^{(i)}) \right) \right) \right]$$

$$\leq \prod_{k=1}^{K} \prod_{i=1}^{n_k} \exp \left( \frac{\lambda^2 N_{\varepsilon}}{2n_k^2} \left( w_k l(\theta; z_{k}^{(i)}) - w_k' l(\theta'; z_{k}^{(i)}) \right)^2 \right)$$

$$= \exp \left( \frac{\lambda^2}{2} d^2(\theta, w, \theta', w') \right) \quad (28)$$

where

$$d(\theta, w, \theta', w') = \sqrt{\sum_{k=1}^{K} \sum_{i=1}^{n_k} \frac{N_{\varepsilon}}{n_k} \left( w_k l(\theta; z_{k}^{(i)}) - w_k' l(\theta'; z_{k}^{(i)}) \right)^2} \leq \sqrt{\sum_{k \in \mathcal{J}} \frac{N_{\varepsilon}}{n_{\text{train}}} \sum_{k \in \mathcal{K} \setminus \mathcal{J}} \frac{N_{\varepsilon}^2}{n_{\text{train}}}} = 1$$

is a pseudo distance metric between $(l(\theta; \cdot), w)$ and $(l(\theta'; \cdot), w')$ in $\mathcal{H} \times \mathcal{W}_e^*$. Hence, by Dudley’s entropy integral inequality (see Corollary 13.2 in [1]), there exists a universal constant $C_d$ such that

$$\hat{R}_{n_{\text{train}}} (\mathcal{H}, \mathcal{W}_e^*) = \frac{1}{\sqrt{N_{\varepsilon}}} \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \mathcal{W}_e^*} M_{\theta,w} \right] \mid D_{\text{train}} \leq \frac{C_d}{\sqrt{N_{\varepsilon}}} \int_{0}^{1} \sqrt{\log (N(\mathcal{H} \times \mathcal{W}_e^*; d; \varepsilon))} d\varepsilon,$$

where $N(\mathcal{H} \times \mathcal{W}_e^*; d; \varepsilon)$ is the $\varepsilon$-covering number of $\mathcal{H} \times \mathcal{W}_e^*$ w.r.t. $d$. 

16
We next need to bound $N(\mathcal{H} \times \mathcal{W}_e^*; d; \epsilon)$. Note that
\[
d^2(\theta, w, \theta', w') = \sum_{k=1}^{n_{\epsilon}} \sum_{\epsilon} N_{\epsilon}^2 \left( w_k l(\theta; z_{(i)}^k) - w_k' l(\theta'; z_{(i)}^k) \right)^2
\]
\[
\leq \sum_{k=1}^{n_{\epsilon}} \sum_{\epsilon} N_{\epsilon}^2 \left( l(\theta; z_{(i)}^k) - l(\theta'; z_{(i)}^k) \right)^2 + \sum_{k=1}^{n_{\epsilon}} \sum_{\epsilon} 2 N_{\epsilon}^2 (w_k - w_k')^2 (\theta'; z_{(i)}^k)
\]
\[
\leq \sum_{k=1}^{n_{\epsilon}} \sum_{\epsilon} N_{\epsilon}^2 \left( l(\theta; z_{(i)}^k) - l(\theta'; z_{(i)}^k) \right)^2 + \sum_{k=1}^{n_{\epsilon}} \sum_{\epsilon} \frac{2 N_{\epsilon}}{n_k^2} \epsilon^2 \left( l(\theta; z_{(i)}^k) - l(\theta'; z_{(i)}^k) \right)^2
\]
\[
+ \sum_{k=1}^{n_{\epsilon}} \sum_{\epsilon} 2 N_{\epsilon}^2 (w_k - w_k')^2
\]
\[
\leq N_{\epsilon}^{\text{train}} \left( \sum_{k=1}^{n_{\epsilon}^{\text{train}}} \sum_{\epsilon} \frac{b^2}{n_k} \left( l(\theta; z_{(i)}^k) - l(\theta'; z_{(i)}^k) \right)^2 + \sum_{k=1}^{n_{\epsilon}^{\text{train}}} \sum_{\epsilon} \frac{\epsilon^2}{n_k^{\text{train}}} (\theta; z_{(i)}^k) - l(\theta'; z_{(i)}^k) \right)^2 \right)
\]
\[
+ \frac{2 N_{\epsilon}}{n_k^{\text{train}}} \|w - w'\|^2.
\]
(29)

We then define a probability measure
\[
Q = \frac{N_{\epsilon}}{n_k^{\text{train}}} \left( \sum_{k=1}^{n_{\epsilon}^{\text{train}}} \sum_{\epsilon} \frac{b^2}{n_k} \delta_{\epsilon_{(i)}} + \sum_{k=1}^{n_{\epsilon}^{\text{train}}} \sum_{\epsilon} \frac{\epsilon^2}{n_k^{\text{train}}} \delta_{\epsilon_{(i)}} \right)
\]
(30)
on $\mathcal{Z}$, where $\delta_{\epsilon_{(i)}}$ is a point mass at $z_{(i)}$. Then, we can construct an $\epsilon$-cover for $\mathcal{H} \times \mathcal{W}_e^*$ w.r.t. $d$ by taking the Cartesian product of an $\epsilon$-cover for $\mathcal{H}$ w.r.t. the Euclidean distance metric $d_Q(l, l') = \sqrt{\int_{\mathcal{Z}} (l(z) - l'(z))^2 dQ(z)}$ for $l, l' \in \mathcal{H}$ and a $\sqrt{\frac{n_{\text{train}}}{N_{\epsilon}}} \epsilon$-cover for $\mathcal{W}_e^*$ w.r.t. the Euclidean distance. According to Assumption 4, the former has a cardinality of $(2C_{\mathcal{H}}^e)^{\nu_{\mathcal{H}}}$.

To construct the latter, we create a $\sqrt{\frac{n_{\text{train}}}{N_{\epsilon}}} \epsilon$-cover for $[0, b]$ corresponding to a coordinate in $\mathcal{J}$ and create a $\sqrt{\frac{n_{\text{train}}}{N_{\epsilon}}} \epsilon$-cover for $[0, c]$ corresponding to a coordinate in $\mathcal{K} \setminus \mathcal{J}$. (Recall that $w_j \leq \epsilon$ for $j \in \mathcal{K} \setminus \mathcal{J}$.) Then we take the Cartesian product of these $K$ one-dimensional covers and project it to $\mathcal{W}_e^*$. This provides a $\sqrt{\frac{n_{\text{train}}}{N_{\epsilon}}} \epsilon$-cover for $\mathcal{W}_e^*$ with a cardinality of
\[
\left( \left[ \frac{b \sqrt{(J+1)N_{\epsilon}}}{\sqrt{n_{\text{train}}}} \right] \right)^J \left( \left[ \frac{\epsilon \sqrt{(K-J)(J+1)N_{\epsilon}}}{\sqrt{n_{\text{train}}}} \right] \right)^{K-J} \leq \left( \left[ \frac{2 \sqrt{K-J}}{be} \right] \right)^{K-J},
\]
(31)
where the inequality is because $N_{\epsilon} \leq \frac{n_{\text{train}}}{\epsilon^2}$ by the definition of $N_{\epsilon}$. This implies
\[
\mathbb{E}[G_{\text{train}}(D_{\text{train}})] \leq 2 \tilde{R}_{\text{train}}(\mathcal{H}, \mathcal{W}_e^*) \leq \frac{2C_d}{\sqrt{N_{\epsilon}}} \int_0^1 \frac{1}{\sqrt{N_{\epsilon}}} \sqrt{(\psi_{\mathcal{H}} + J) \log \left( \frac{1}{\epsilon} \right) + (K-J) \log \left( \left[ \frac{2 \sqrt{K-J}}{be} \right] \right)} d\epsilon
\]
\[
= O \left( \sqrt{\frac{\psi_{\mathcal{H}} + J}{N_{\epsilon}}} \right) + O \left( \sqrt{\frac{K-J}{N_{\epsilon}}} \right) = O \left( \sqrt{\frac{\psi_{\mathcal{H}} + J}{N_{\epsilon}}} \right) + O \left( \frac{\epsilon(K-J)}{b\sqrt{N_{\epsilon}}} \right),
\]
(32)
where the first equality is because
\[
\mathcal{N}(\mathcal{H} \times \mathcal{W}_e^*; d; \epsilon) \leq \left( \frac{2C_{\mathcal{H}}^e}{\epsilon} \right)^{\nu_{\mathcal{H}}} \times \left( \frac{2}{\epsilon} \right)^J \left[ \left( \frac{2 \sqrt{K-J}}{be} \right) \right]^{K-J}
\]
where which completes the proof (22).

Applying the same argument to \( G \) where \( \hat{C} \) is a pseudo distance metric between \( N \) by \( N \) Let \( \theta \) in the proof of (23) and (24) except that \( W \) replaced by \( \varepsilon \) train. Hence, by Dudley’s entropy integral inequality (see Corollary 13.2 in [11]), there exists a universal constant \( C_d \) such that

\[
\hat{R}_{\text{min}}(\mathcal{H}, \Delta_K^b) = \frac{1}{\sqrt{N_b}} \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \Delta_K^b} M_{\theta,w} \right| D_{\text{train}} \right] \leq \frac{C_d}{\sqrt{N_b}} \mathbb{E} \left[ \sum_{k \in K} \sum_{i=1}^{n_k} \frac{N_b}{n_k} \left( w_k l(\theta; z^{(i)}_k) - w'_k l(\theta'; z^{(i)}_k) \right)^2 \right] \leq \sum_{k \in K} \frac{N_b b^2}{n_{\text{train}}} = 1
\]

is a pseudo distance metric between \( l(\theta; \cdot), w \) and \( l(\theta'; \cdot), w' \) in \( \mathcal{H} \times \Delta_K^b \). Hence, by Dudley’s entropy integral inequality (see Corollary 13.2 in [11]), there exists a universal constant \( C_d \) such that

\[
\hat{R}_{\text{min}}(\mathcal{H}, \Delta_K^b) = \frac{1}{\sqrt{N_b}} \mathbb{E} \left[ \sup_{\theta \in \Theta, w \in \Delta_K^b} M_{\theta,w} \right| D_{\text{train}} \right] \leq \frac{C_d}{\sqrt{N_b}} \mathbb{E} \left[ \sum_{k \in K} \sum_{i=1}^{n_k} \frac{N_b}{n_k} \left( w_k l(\theta; z^{(i)}_k) - w'_k l(\theta'; z^{(i)}_k) \right)^2 \right] \leq \sum_{k \in K} \frac{N_b b^2}{n_{\text{train}}} = 1
\]

Next, we just need to bound \( \mathcal{N}(\mathcal{H} \times \mathcal{W}_\varepsilon^b; \mathcal{D}; \varepsilon) \). Similar to (29), we can show that

\[
da^2(\theta, w, \theta', w') \leq \frac{2N_b}{n_{\text{train}}} \left( \sum_{k \in K} \sum_{i=1}^{n_k} \frac{b^2}{n_{\text{train}}} \left( l(\theta; z^{(i)}_k) - l(\theta'; z^{(i)}_k) \right)^2 \right) + \frac{2N_b}{n_{\text{train}}} \| w - w' \|^2.
\]
Similar to (30), we define a probability measure $\mathbb{Q} = \frac{N_{\text{train}}}{n_{\text{train}}} \sum_{k \in K} \sum_{i=1}^{n_{\text{train}}} \phi^2 \delta_{z_k^{(i)}}$ on $Z$, where $\delta_{z_k^{(i)}}$ is a point mass at $z_k^{(i)}$. Then, we only need to construct an $\epsilon$-cover for $\mathcal{H} \times \Delta^b_K$ by taking the Cartesian product of an $\epsilon$-cover for $\mathcal{H}$ w.r.t. distance metric $\rho_{\phi}$ and a $\frac{n_{\text{train}}}{N_b} \epsilon$-cover for $\Delta^b_K$ w.r.t. the Euclidean distance. According to Assumption 4, the former has a cardinality of $(2C_{\mathcal{H}}/\epsilon)^{\nu_{\mathcal{H}}}$.

To construct a $\sqrt{\frac{n_{\text{train}}}{N_b}} \epsilon$-cover for $\Delta^b_K$, we first construct a $\sqrt{\frac{n_{\text{train}}}{K N_b}} \epsilon$-cover for $[0, b]$, take its $K$-fold Cartesian product, and project it to $\Delta^b_K$. This provides a $\sqrt{\frac{n_{\text{train}}}{N_b}} \epsilon$-cover for $\Delta^b_K$ with a cardinality of $\left\lceil \frac{b K N_b}{\sqrt{n_{\text{train}}}} \right\rceil^K = \left\lceil \frac{1}{\epsilon} \right\rceil^K$. This implies $\mathcal{N}(\mathcal{H} \times \Delta^b_K; \delta; \epsilon) \leq \left( \frac{2C_{\mathcal{H}}}{\epsilon} \right)^{\nu_{\mathcal{H}}} \times \left\lceil \frac{1}{\epsilon} \right\rceil^K$ and thus

$$
\mathbb{E}[G_{\text{train}}(D_{\text{train}})] \leq 2 \hat{R}_{n_{\text{train}}} (\mathcal{H}, \Delta^b_K) \leq 2 C_d \sqrt{\frac{1}{N_b}} \int_0^1 \sqrt{\nu_{\mathcal{H}} \log \left( \frac{1}{\epsilon^2} \right) + K \log \left( \frac{1}{\epsilon} \right)} \, d\epsilon
$$

$$
= O \left( \sqrt{\nu_{\mathcal{H}} + K \log(1/\delta)} \right). \tag{34}
$$

Combining (34) with (33), we have that, with a probability of at least $1 - \delta$,

$$
G_{\text{train}}(D_{\text{train}}) \leq O \left( \sqrt{\frac{\nu_{\mathcal{H}} + K + \log(1/\delta)}{N_b}} \right).
$$

Applying the same argument to $G'_{\text{valid}}(D_{\text{valid}})$, we can show that the same inequality as above holds for $G'_{\text{train}}(D_{\text{train}})$ with a probability of at least $1 - \delta$. By taking a union bound, we have that, with a probability of at least $1 - \delta$,

$$
\sup_{\theta \in \Theta, w \in \Delta^b_K} \left| \sum_{k=1}^{K} w_k \left[ \hat{L}_k(\theta) - L_k(\theta) \right] \right| \leq O \left( \sqrt{\frac{\nu_{\mathcal{H}} + K + \log(1/\delta)}{N_b}} \right),
$$

which completes the proof of (21) as $N_b = n_{\text{train}}/(K b^2)$.

C Proofs of Main Theorems and Corollaries

In this section, we provide the proofs of Theorem 1, Theorem 2 and Corollary 1.

Proof of Theorem 1. By the strong convexity of the loss function and the optimality of $\theta(w)$ and $\hat{\theta}(w)$ in the inner problems in $(P_\alpha)$ and $(\hat{P})$, we have, for any $w \in \Delta^b_K$,

$$
\frac{\mu}{2} \left\| \theta(w) - \hat{\theta}(w) \right\|^2 \leq \sum_{k=1}^{K} w_k L_k(\hat{\theta}(w)) - \sum_{k=1}^{K} w_k L_k(\theta(w)) \tag{35}
$$

$$
\frac{\mu}{2} \left\| \theta(w) - \hat{\theta}(w) \right\|^2 \leq \sum_{k=1}^{K} w_k \hat{L}_k(\theta(w)) - \sum_{k=1}^{K} w_k \hat{L}_k(\hat{\theta}(w)). \tag{36}
$$

Adding (35) and (36) on both sides leads to, with a probability of at least $1 - \delta$,

$$
\mu \left\| \theta(w) - \hat{\theta}(w) \right\|^2 \leq \sum_{k=1}^{K} w_k L_k(\hat{\theta}(w)) - \sum_{k=1}^{K} w_k \hat{L}_k(\hat{\theta}(w)) + \sum_{k=1}^{K} w_k \hat{L}_k(\theta(w)) - \sum_{k=1}^{K} w_k L_k(\theta(w)) \leq 2 C_{d} \sqrt{\frac{\nu_{\mathcal{H}} + K + \log(1/\delta)}{n_{\text{train}}/(K b^2)}}, \quad \forall w \in \Delta^b_K, \tag{37}
$$

where the second inequality is because the first conclusion in Lemma 3.
Let $w^* = \text{Proj}_{W^*}(\hat{w})$. Then we have, with a probability of $1 - 2\delta$, that
\[
F(\hat{w}) - \min_{w \in \Delta_H} F(w) = L_0(\theta(\hat{w})) - L_0(\theta(w^*)) \\
\leq L_0(\theta(\hat{w})) - L_0(\theta(w^*)) + \ell_0||\hat{\theta}(\hat{w}) - \theta(\hat{w})|| + \ell_0||\hat{\theta}(w^*) - \theta(w^*)|| \\
\leq \hat{L}_0(\theta(\hat{w})) - L_0(\theta(w^*)) + 2C_0 \sqrt{\frac{\nu_H + \log(1/\delta)}{n_{\text{valid}}}} \\
+ \ell_0||\hat{\theta}(\hat{w}) - \theta(\hat{w})|| + \ell_0||\hat{\theta}(w^*) - \theta(w^*)|| \\
\leq 2C_0 \sqrt{\frac{\nu_H + \log(1/\delta)}{n_{\text{valid}}}} + 2\ell_0 \sqrt{\frac{2C_0}{\mu} \left( \frac{\nu_H + K + \log(1/\delta)}{n_{\text{train}}/(Kb^2)} \right)^{\frac{1}{2}}},
\] (38)

where the first inequality is because of Assumption 1, the second is due to Lemma 2, and the last is due to (37) and the optimality of $\hat{w}$ for problem $\hat{P}$. Therefore, we can show that, with a probability of $1 - 2\delta$,
\[
L_0(\theta(\hat{w})) - L_0(\theta^*) = L_0(\theta(\hat{w})) - L_0(\theta(\hat{w})) + L_0(\theta(\hat{w})) - L_0(\theta(w^*)) \\
\leq \ell_0||\hat{\theta}(\hat{w}) - \theta(\hat{w})|| + L_0(\theta(\hat{w})) - L_0(\theta(w^*)) \\
\leq 2C_0 \sqrt{\frac{\nu_H + \log(1/\delta)}{n_{\text{valid}}}} + 3\ell_0 \sqrt{\frac{2C_0}{\mu} \left( \frac{\nu_H + K + \log(1/\delta)}{n_{\text{train}}/(Kb^2)} \right)^{\frac{1}{2}}},
\]

where the equality is because of Assumption 2, the first inequality is by Assumption 1 and the second by (37) and (38). This completes the proof. \(\square\)

**Proof of Theorem 2.** Since Assumption 2' implies Assumption 2, the proof and the conclusion of Theorem 1 also hold under the assumptions of Theorem 2. In particular, inequality (38) holds with a probability of $1 - 2\delta$. According to Assumption 3 and (38), we have with a probability of $1 - 2\delta$ that
\[
[C_r^{-1}\text{Dist}(\hat{w}, W^*)]^r \leq 2C_0 \sqrt{\frac{\nu_H + \log(1/\delta)}{n_{\text{valid}}}} + 2\ell_0 \sqrt{\frac{2C_0}{\mu} \left( \frac{\nu_H + K + \log(1/\delta)}{n_{\text{train}}/(Kb^2)} \right)^{\frac{1}{2}}}. \\
\]

Applying the fact that $s + t \leq (s^\frac{r}{s} + t^\frac{r}{t})^r$ for any $s > 0$ and $t > 0$ to the right-hand side of the inequality above, we obtain (10) with an appropriately defined $C_w$.

Suppose $\text{Dist}(\hat{w}, W^*) \leq \varepsilon(n_{\text{valid}}, n_{\text{train}})$, which happens with a probability of $1 - 2\delta$ according to the proof above. We have $\hat{w} \in W^*$ with $\varepsilon = \varepsilon(n_{\text{valid}}, n_{\text{train}})$ according to the definition in (19). We then decompose the optimality gap of the generalization loss as follows
\[
L_0(\theta(\hat{w})) - L_0(\theta^*) \\
= L_0(\theta(\hat{w})) - \sum_{k=1}^{K} \sum_{\tilde{w}_k} \hat{\theta}_k L_k(\hat{\theta}(\hat{w})) - \sum_{k=1}^{K} \hat{\theta}_k L_k(\hat{\theta}(\hat{w})) \\
+ \sum_{k=1}^{K} \hat{\theta}_k L_k(\hat{\theta}(\hat{w})) - \sum_{k=1}^{K} \hat{\theta}_k L_k(\theta(\hat{w})) + \sum_{k=1}^{K} \hat{\theta}_k L_k(\theta(\hat{w})) - \sum_{k=1}^{K} \hat{\theta}_k L_k(\theta(\hat{w})) \\
+ \sum_{k=1}^{K} \hat{\theta}_k L_k(\theta(\hat{w})) - \sum_{k=1}^{K} \hat{\theta}_k L_k(\theta(w^*)) + \sum_{k=1}^{K} \hat{\theta}_k L_k(\theta(w^*)) - L_0(\theta^*). \\
\] (39)

It is clear that $T_3 \leq 0$ and $T_5 \leq 0$ by the optimality of $\hat{\theta}(\hat{w})$ and $\theta(\hat{w})$ in $\hat{P}$ and $\hat{P}_+$, respectively. Moreover, by Assumption 2'; we have $w^*_j = 0$ for $w \in W^*$ and $j \in K \setminus J$. Using the fact that
\( \hat{w} \in W_{\varepsilon}^* \), we have \( \sum_{k \in K \setminus J} \hat{w}^2_k \leq \text{Dist}^2(\hat{w}, W^*) \leq \varepsilon^2 \), which implies

\[
T_1 = \sum_{k=1}^{K} \hat{w}_k \left( L_0(\hat{\theta}(\hat{w})) - L_k(\hat{\theta}(\hat{w})) \right) = \sum_{k \in K \setminus J} \hat{w}_k \left( L_0(\hat{\theta}(\hat{w})) - L_k(\hat{\theta}(\hat{w})) \right)
\leq \sqrt{\sum_{k \in K \setminus J} \hat{w}^2_k \left( \max_{\theta \in \Theta} \sum_{k \in K \setminus J} (L_0(\theta) - L_k(\theta))^2 \right) \leq \varepsilon \sqrt{\max_{\theta \in \Theta} \sum_{k \in K \setminus J} (L_0(\theta) - L_k(\theta))^2}.
\]

Using a similar argument, we can also show

\[
T_6 \leq \varepsilon \sqrt{\max_{\theta \in \Theta} \sum_{k \in K \setminus J} (L_0(\theta) - L_k(\theta))^2}.
\]

According to Lemma 3 and the fact that \( \hat{w} \in W_{\varepsilon}^* \), we have that, with a probability of at least \( 1 - \delta \),

\[
T_2, T_4 \leq C_a' \left( \sqrt{\nu_H + J + \log(1/\delta)} N_{\varepsilon} + \varepsilon (K - J) \right)
\]

Note that \( G = \sqrt{\max_{\theta \in \Theta} \sum_{k \in K \setminus J} (L_0(\theta) - L_k(\theta))^2} \) under Assumption 2'. Applying the upper bounds of the six terms to (39) and taking a union bound, we can show that

\[
L_0(\hat{\theta}(\hat{w})) - L_0(\theta^*) \leq 2C_a' \left( \sqrt{\nu_H + J + \log(1/\delta)} N_{\varepsilon} + \varepsilon (K - J) \right) + 2\varepsilon (n_{\text{valid}}, n_{\text{train}}) G
\]

with a probability of at least \( 1 - 3\delta \), which completes the proof. \( \square \)

Before we prove Corollary 1, we first present another corollary of Theorem 2 where we can see the impact of \( b \) more clearly.

**Corollary 2.** Suppose the assumptions of Theorem 2 hold and \( n_{\text{valid}} \) and \( n_{\text{train}} \) are large enough such that \( \varepsilon(n_{\text{valid}}, n_{\text{train}}) \) defined in (10) satisfies \( \varepsilon(n_{\text{valid}}, n_{\text{train}}) \leq \frac{b\sqrt{J}}{K - J} \). With a probability of at least \( 1 - 3\delta \), we have

\[
L_0(\hat{\theta}(\hat{w})) - L_0(\theta^*) \leq O \left( \sqrt{\frac{\nu_H + J + \log(1/\delta)}{n_{\text{train}}/(b^2)}} \right) + G \cdot O \left( \frac{\nu_H + K + \log(1/\delta)}{n_{\text{valid}}/(K b^2)} \right)^{\frac{1}{p'}} \leq \frac{b\sqrt{J}}{K - J},
\]

\[
\leq \frac{b\sqrt{J}}{K - J}.
\]

Proof. Theorem 2 guarantees that (11) holds with a high probability. When \( \varepsilon(n_{\text{valid}}, n_{\text{train}}) \leq \frac{b\sqrt{J}}{K - J} \), the second term on the right-hand side of (11) can be merged with the first term. Also, we have \( N_{\varepsilon} = \frac{\nu_H + J + \varepsilon(n_{\text{valid}}, n_{\text{train}}) (K - J)}{\nu_H + J + \varepsilon(n_{\text{valid}}, n_{\text{train}}) (K - J)} \geq \frac{\nu_H + J + \varepsilon}{\nu_H + J + \varepsilon (K - J)} \geq \frac{\nu_H + J + \varepsilon}{\nu_H + J}, \) where the last inequality is because \( K - J \geq 1 \). As a result, the first two terms in (11) together has the order of

\[
O \left( \sqrt{\frac{\nu_H + J + \log(1/\delta)}{n_{\text{train}}/(b^2)}} \right) + G \cdot O \left( \frac{\nu_H + K + \log(1/\delta)}{n_{\text{valid}}/(K b^2)} \right)^{\frac{1}{p'}}.
\]

Then (40) is proved by applying the definition of \( \varepsilon(n_{\text{valid}}, n_{\text{train}}) \) to the third term on the right-hand side of (11). \( \square \)

Suppose \( n_{\text{train}} \gg n_{\text{valid}} \). The first term on the right-hand side of (40) is smaller than the entire right-hand side of (7). If, in addition, \( G = o(1/n_{\text{valid}}^{\frac{1}{2p'}}) \) and \( G = o(1/n_{\text{train}}^{\frac{1}{2p'}}) \), the other two terms in (40) are also smaller than the two terms in (7), respectively, so the bound in (40) is tighter than (7).

**Proof of Corollary 1.** Corollary 1 is directly from Corollary 2 by only keeping \( G, n_{\text{train}} \) and \( n_{\text{test}} \) in the order of magnitude given in (40). \( \square \)
D Generalization Performance by Training Locally and Training with Equally Weighted Nodes

In this section, we first consider a model locally trained only with data $D^{\text{valid}}$ in node 0, namely,$\hat{\theta}^{\text{valid}} \in \arg \min_{\theta \in \Theta} \hat{L}_0(\theta) \tag{41}$

where $\hat{L}_0$ is given in (3). The generalization bound of $\hat{\theta}^{\text{valid}}$ is well-known, so we omit the proof but directly give the result.

**Proposition 1.** Suppose Assumptions 1 and 4 hold. There exists a universal constant $C_0 > 0$ such that, with a probability of at least $1 - \delta$,

$$L_0(\hat{\theta}^{\text{valid}}) - L_0(\theta^*) \leq 2C_0 \sqrt{\nu_H + \log(1/\delta)} \frac{1}{n^{\text{valid}}}.$$

For the purpose of theoretical comparison, we also consider a model trained only with data $D^{\text{train}}$ distributed over equally weighted nodes, namely,$\hat{\theta}^{\text{equal}} \in \arg \min_{\theta \in \Theta} \frac{1}{K} \sum_{k=1}^{K} \hat{L}_k(\theta) \tag{42}$

where $\hat{L}_k$ is defined as in (2). It is easy to construct an example where each $p_k$ with $k \in \mathcal{K}\setminus\mathcal{J}$ is significantly different from $p_0$ so that $L_0(\hat{\theta}^{\text{equal}})$ does not convergence to $L_0(\theta^*)$ as $n^{\text{train}}$ goes to infinity. Motivated by Corollary 1 and the discussion afterwards, it will be interesting to show the generalization bound of $\hat{\theta}^{\text{equal}}$ when each $p_k$ with $k \in \mathcal{K}\setminus\mathcal{J}$ is similar to $p_0$ with a small $G$ defined in (9).

**Proposition 2.** Suppose Assumptions 1, 2’ and 4 hold. There exists a universal constant $C_a > 0$ such that, with a probability of at least $1 - 3\delta$,

$$L_0(\hat{\theta}^{\text{equal}}) - L_0(\theta^*) \leq 2C_a \sqrt{\nu_H + K + \log(1/\delta)} \frac{1}{Kn^{\text{train}}} + \frac{2\sqrt{K - J}}{K} G,$$

where $G$ is defined in (9).

**Proof.** We first define

$$\theta^{\text{equal}} \in \arg \min_{\theta \in \Theta} \frac{1}{K} \sum_{k=1}^{K} L_k(\theta) \tag{43}$$

We first decompose the optimality gap of the generalization loss as follows

$$L_0(\hat{\theta}^{\text{equal}}) - L_0(\theta^*)$$

$$= L_0(\hat{\theta}^{\text{equal}}) - \frac{1}{K} \sum_{k=1}^{K} L_k(\hat{\theta}^{\text{equal}}) + \frac{1}{K} \sum_{k=1}^{K} L_k(\hat{\theta}^{\text{equal}}) - \frac{1}{K} \sum_{k=1}^{K} \hat{L}_k(\hat{\theta}^{\text{equal}}) \tag{T_1}$$

$$+ \frac{1}{K} \sum_{k=1}^{K} \hat{L}_k(\hat{\theta}^{\text{equal}}) - \frac{1}{K} \sum_{k=1}^{K} \hat{L}_k(\hat{\theta}^{\text{equal}}) + \frac{1}{K} \sum_{k=1}^{K} \hat{L}_k(\theta^{\text{equal}}) - \frac{1}{K} \sum_{k=1}^{K} L_k(\theta^{\text{equal}}) \tag{T_2}$$

$$+ \frac{1}{K} \sum_{k=1}^{K} L_k(\theta^{\text{equal}}) - \frac{1}{K} \sum_{k=1}^{K} L_k(\theta^{\text{equal}}) + \frac{1}{K} \sum_{k=1}^{K} L_k(\theta^*) - L_0(\theta^*) \tag{T_3}$$

$$= T_1 + T_2 + T_3 + T_4 + T_5 + T_6 \tag{44}$$
It is clear that \( T_3 \leq 0 \) and \( T_5 \leq 0 \) by the optimality of \( \hat{\theta}_{\text{eq}} \) and \( \theta_{\text{eq}} \) in (42) and (43), respectively. Moreover, we have

\[
T_1 = \frac{1}{K} \sum_{k=1}^{K} \left( L_0(\hat{\theta}_{\text{eq}}) - L_k(\hat{\theta}_{\text{eq}}) \right) = \frac{1}{K} \sum_{k \in \mathcal{K}\setminus \mathcal{J}} \left( L_0(\hat{\theta}_{\text{eq}}) - L_k(\hat{\theta}_{\text{eq}}) \right)
\]

\[
\leq \sqrt{\frac{K - J}{K^2}} \sqrt{\max_{\theta \in \Theta} \sum_{k \in \mathcal{K}\setminus \mathcal{J}} (L_0(\theta) - L_k(\theta))^2}.
\]

Using a similar argument, we can also show

\[
T_6 \leq \sqrt{\frac{K - J}{K^2}} \sqrt{\max_{\theta \in \Theta} \sum_{k \in \mathcal{K}\setminus \mathcal{J}} (L_0(\theta) - L_k(\theta))^2}.
\]

Since Assumption 2’ implies Assumption 2, by the first statement of Lemma 3 with \( b = \frac{1}{K} \), we have, with a probability of at least \( 1 - \delta \), that

\[
T_2, T_4 \leq C_a \sqrt{\frac{\nu_H + K + \log(1/\delta)}{K n_{\text{train}}}}.
\]

Applying the upper bounds of the six terms to (44) and a taking union bound, we have

\[
L_0(\hat{\theta}_{\text{eq}}) - L_0(\theta^*) \leq 2C_a \sqrt{\frac{\nu_H + K + \log(1/\delta)}{K n_{\text{train}}}} + \frac{2\sqrt{K - J}}{K} - G
\]

with a probability of at least \( 1 - 3\delta \), which completes the proof. \( \square \)

Note that the bound in Proposition 2 is strictly worse than the one we showed in Corollary 1 for any value of \( G \). In fact, the former is \( O(1/\sqrt{n_{\text{train}}}) + G \) and the latter is \( O(1/\sqrt{n_{\text{train}}} + o(G) \)

### E Communication Complexity of Algorithm 2 and Extension to Non-convex Case

In this section, we present the communication complexity of Algorithm 2 for convex problems as well as the corresponding algorithm and complexity for non-convex problems. To do so, we first present the convergence property of Algorithm 1, which is originally established by [15]. Then, we combine the analysis by [15] and [13] with some minor but necessary modifications, for example, to allow for a generic weight \( w \) instead of the uniform weight in [15], and to handle the approximation error between \( \nabla F(w) \) and \( \hat{F}(w) \), which is a little different from the one considered in [13].

#### E.1 Convergence Property of Algorithm 1

As mentioned in Section 4, we need to solve subproblems (1) and (15) in Algorithm 2, both of which are instances of (16). Because of Assumption 1, problem (16) in these two cases satisfies the following assumption with \( \ell_1 \) and \( \mu \) exactly the same as the \( \ell_1 \) and \( \mu \) in Assumption 1.

**Assumption 5.** \( f_{k,i}(x) \) is convex, \( \nabla f_{k,i}(x) \) is \( \ell_1 \)-Lipschitz continuous and \( f_k(x) \) is \( \mu \)-strongly convex for \( i = 1, \ldots, n_k \) and \( k = 1, 2, \ldots, K \).

A unified analysis is provided in [15] for a large class of FL methods including Local-SVRG given in Algorithm 1. The following proposition is obtained by applying Theorem 2.1 in [15] to Local-SVRG under our setting after minor modifications. It characterizes the convergence property of Algorithm 1. We omit their proof because it is the almost the same as the proof of Theorem G.7 in [15].

**Proposition 3.** Suppose Assumption 5 holds for (16) and \( \gamma \leq \gamma_0 \) with \( \gamma_0 \) defined in (17). Algorithm 1 guarantees

\[
\mathbb{E}[f(\pi(T)) - f(x^*)] \leq \frac{1}{\gamma} \left( 1 - \gamma \mu \right)^{T+1} \left( 4 + \frac{32\gamma^2 \ell_1^2}{3q} + 30e\gamma^4 \ell_1^2 (\tau - 1) \frac{2 + q}{q} \right) \|x^{(0)} - x^*\|^2 + \frac{45\epsilon}{2} \ell_1 \gamma^2 (\tau - 1)^2 \sum_{k=1}^{K} w_k \|\nabla f_k(x^*)\|^2,
\]

(45)
where \( x^* \) be the optimal solution of (16).

### E.2 Communication Complexity of Algorithm 2

To analyze the complexity of Algorithm 2, we need to bound the error of the approximate gradient of \( \tilde{F} \), namely, the quantity

\[
\| \nabla \tilde{F}(w_{md}^{(s)}) - \nabla \tilde{F}(w_{md}^{(s)}) \|, \quad s = 0, 1, \ldots,
\]

and then the convergence analysis in [13] can be directly applied. This error depends on the suboptimality of \( \theta^{(s)} \) and \( h^{(s)} \) in iteration \( s \) of Algorithm 2, which can be characterized using Proposition 3. To do so, we first bound \( \| \nabla f_k(x^*) \| \) and \( \| x^{(0)} - x^* \| \) appearing in Proposition 3 for these two instances. For simplicity, we assume Local-SVRG is initialized at \( x^{(0)} = 0 \) when it is applied to any instance of (16).

Suppose \( f_{k,i}(\theta) = l(\theta; z_k^{(i)}), i = 1, \ldots, n_k, k = 1, \ldots, K \) and \( x^* \) is the optimal solution of (16), namely, \( x^* = \tilde{\theta}(w) \). Because of Assumption 1, we have that \( \| \nabla f_k(x^*) \| \leq \ell_0 \) for any \( k \) in any iteration \( s \) of Algorithm 2 and \( x^* = \tilde{\theta}(w) \) is a continuous function of \( w \) on \( \Delta_K^b \), which means \( \| x^{(0)} - x^* \|^2 = \| \bar{x} \|^2 \leq \max_{w \in \Delta_K^b} \| \tilde{\theta}(w) \|^2 \) in any iteration \( s \) of Algorithm 2.

Suppose \( f_{k,i}(h) = \frac{1}{2} h \nabla^2 l(\theta^{(s)}; z_k^{(i)}) h - h \nabla \tilde{L}_0(\theta^{(s)}), i = 1, \ldots, n_k, k = 1, \ldots, K \). The optimal solution of (16) in this case is

\[
x^* = \left( \sum_{k=1}^K w_k^{(s)} \nabla^2 \tilde{L}_k(\theta^{(s)}) \right)^{-1} \nabla \tilde{L}_0(\theta^{(s)})
\]

which means \( \| x^{(0)} - x^* \|^2 = \| \bar{x} \|^2 \leq \frac{1}{\mu} \| \nabla \tilde{L}_0(\theta^{(s)}) \|^2 \leq \frac{\ell_0^2}{\mu^2} \) because of Assumption 1. Moreover,

\[
\nabla f_k(x^*) = \nabla^2 \tilde{L}_k(\theta^{(s)}) \left( \sum_{k=1}^K w_k^{(s)} \nabla^2 \tilde{L}_k(\theta^{(s)}) \right)^{-1} \nabla \tilde{L}_0(\theta^{(s)}) - \nabla \tilde{L}_0(\theta^{(s)}),
\]

so \( \| \nabla f_k(x^*) \| \leq \frac{\ell_0}{\mu} + \ell_0 \) for any \( k \) and \( s \) by Assumption 1.

Since \( f \) is \( \mu \)-strongly convex, we have \( \frac{\ell_0}{\mu^2} \| \bar{x} \|^2 \leq f(\bar{x}) - f(x^*) \). With this inequality and the discussion observations, we can derive from (45) that

\[
\mathbb{E}\left[ \| \bar{x} - x^* \|^2 \right] \leq \frac{2}{\gamma \mu} \left( 1 - \gamma \mu \right)^{T+1} \left( 4 + \frac{32 \gamma^2 \ell_1^2}{3q} + 30 \vee^3 \ell_1^3 (\tau - 1) \frac{2 + q}{q} \right) \max \left\{ R^2, \frac{\ell_0^2}{\mu^2} \right\} \\
+ \frac{45 e}{\mu} \ell_1 \gamma^2 (\tau - 1)^2 \left( \ell_1 + 1 \right)^2 \ell_0^2 (46)
\]

with \( R := \max_{w \in \Delta_K^b} \| \tilde{\theta}(w) \| \) when Local-SVRG is applied to either (1) or (15) in any iteration of Algorithm 2.

The following lemma bounds the error of the approximate gradient for \( \tilde{F} \).

**Lemma 4.** Suppose Assumption 5 holds and \( \gamma \leq \gamma_0 \) with \( \gamma_0 \) defined in (17). We have

\[
\mathbb{E}\left[ \| \nabla \tilde{F}(w_{md}^{(s)}) - \nabla \tilde{F}(w_{md}^{(s)}) \|^2 \right] \leq \frac{C_1}{\gamma} \left( 1 - \gamma \mu \right)^{T+1} \left( C_2 + C_3 (\tau - 1) \right) + C_4 \gamma^2 (\tau - 1)^2,
\]

where \( C_1, C_2, C_3 \) are constants that depend on \( \ell_0, \ell_1, \ell_2, \mu, R, q, q_0 \) and \( K \) but not \( \tau, T_s \) and \( \gamma \). Consequently,

- when \( \tau = 1, \gamma = \gamma_0 \) and \( T_s = \frac{1}{\gamma_0 \mu} \ln \left( \frac{C_1 C_2 (s+1)^{\gamma_0}}{\gamma_0} \right) \) OR
- when \( \tau > 1, \gamma = \frac{1}{M_s} \) and \( T_s = \mu^{-1} M_s \ln \left( M_s^3 \right) \),
where
\[ M_s = \max \left\{ \frac{1}{\gamma_0}, (s + 1)^2 \sqrt{\frac{C_1 C_2 C_3 C_4 (\tau - 1)}{\gamma_0 \mu}} \right\}, \]
we have \( \mathbb{E}\left[ \| \nabla \hat{F}(w_{\text{md}}^{(s)}) - \nabla \hat{F}(w_{\text{md}}^{(s)}) \|^2 \right] \leq \frac{1}{(s+1)^2} \).

Moreover,
- when \( \tau = 1, \gamma = \gamma_0 \) and \( T_s = \frac{1}{\gamma_0 \mu} \ln \left( \frac{C_1 C_2 (s+1)^2}{\gamma_0 \mu} \right) \); OR
- when \( \tau > 1, \gamma = \frac{1}{M'}, \) and \( T_s = \mu^{-1} M' \ln \left( M'_s^3 \right) \),

where
\[ M' = \max \left\{ \frac{1}{\gamma_0}, (s + 1)^2 \sqrt{\frac{C_1 C_2 C_3 C_4 (\tau - 1)}{\gamma_0 \mu}} \right\}, \]
we have \( \mathbb{E}\left[ \| \nabla \hat{F}(w_{\text{md}}^{(s)}) - \nabla \hat{F}(w_{\text{md}}^{(s)}) \|^2 \right] \leq \frac{1}{(s+1)^2} \).

**Proof.** Let \( \nabla \hat{F}(w_{\text{md}}^{(s)}) = (\nabla \hat{F}(w_{\text{md}}^{(s)}))_{k=1,\ldots,K}, \) where
\[ \nabla \hat{F}(w_{\text{md}}^{(s)}) = -\nabla \hat{L}_k(\theta^{(s)}) \top \left( \sum_{k=1}^K w_{\text{md},k} \nabla^2 \hat{L}_k(\theta^{(s)}) \right)^{-1} \nabla \hat{L}_0(\theta^{(s)}). \] (48)

Recall that
\[ \nabla \hat{F}(w_{\text{md}}^{(s)}) = -\nabla \hat{L}_k(\theta^{(s)}) \top h^{(s)}. \]

We then obtained from (46) that
\[
\mathbb{E}\left[ \| \nabla \hat{F}(w_{\text{md}}^{(s)}) - \nabla \hat{F}(w_{\text{md}}^{(s)}) \|^2 \right] \\
\leq K \ell_0^2 \mathbb{E}\left[ \left\| h^{(s)} - \left( \sum_{k=1}^K w_{\text{md},k} \nabla^2 \hat{L}_k(\theta^{(s)}) \right)^{-1} \nabla \hat{L}_0(\theta^{(s)}) \right\|^2 \right] \\
\leq 2K \ell_0^2 \left( 1 - \gamma \mu \right)^{T_s + 1} \left( 4 + \frac{32 \gamma_0^2 \ell_1^2}{3q} + 30 \gamma_0^3 \ell_1^3 (\tau - 1) \frac{2 + q}{q} \right) \max \left\{ R^2, \frac{\ell_0^2}{\mu^2} \right\} \\
+ \frac{45 \gamma \ell_0^2}{\mu} \ell_1 \gamma^2 (\tau - 1) \left( \frac{\ell_1}{\mu} + 1 \right) \ell_0^2.
\] (49)

According to Lemma 2.2 in [13] and (46), we have
\[
\mathbb{E}\left[ \| \nabla \hat{F}(w_{\text{md}}^{(s)}) - \nabla \hat{F}(w_{\text{md}}^{(s)}) \|^2 \right] \\
\leq K \left( \frac{2 \ell_0 \ell_1}{\mu} + \frac{\ell_2 \ell_0^2}{\mu^2} \right)^2 \mathbb{E}\left[ \| \theta^{(s)} - \bar{\theta}(w_{\text{md}}^{(s)}) \|^2 \right] \\
\leq K \left( \frac{2 \ell_0 \ell_1}{\mu} + \frac{\ell_2 \ell_0^2}{\mu^2} \right)^2 \left( \frac{2}{\gamma \mu} \left( 1 - \gamma \mu \right)^{T_s + 1} \left( 4 + \frac{32 \gamma_0^2 \ell_1^2}{3q} + 30 \gamma_0^3 \ell_1^3 (\tau - 1) \frac{2 + q}{q} \right) \right) \max \left\{ R^2, \frac{\ell_0^2}{\mu^2} \right\} \\
+ K \left( \frac{2 \ell_0 \ell_1}{\mu} + \frac{\ell_2 \ell_0^2}{\mu^2} \right)^2 \frac{45 \gamma \ell_0}{\mu} \ell_1 \gamma^2 (\tau - 1) \left( \frac{\ell_1}{\mu} + 1 \right) \ell_0^2
\] (50)

Combining (49) and (50) by the triangle inequality leads to (47).

When \( \tau = 1, \gamma = \gamma_0 \) and \( T_s = \frac{1}{\gamma_0 \mu} \ln \left( \frac{C_1 C_2 (s+1)^4}{\gamma_0 \mu} \right), \) it is easy to show that \( \mathbb{E}\left[ \| \nabla \hat{F}(w_{\text{md}}^{(s)}) - \nabla \hat{F}(w_{\text{md}}^{(s)}) \|^2 \right] \leq \frac{1}{(s+1)^2}. \)
Suppose $\tau > 1$, $\gamma = \frac{1}{M_\alpha}$ and $T_s = \mu^{-1} M_s \ln (M_s^3)$. We have
\[
\mathbb{E}[\|\nabla \hat{F}(w_{md}) - \nabla \hat{F}(w_{md})\|^2] \leq \frac{C_1}{\gamma} \left(1 - \gamma \mu\right)^{T_s + 1} (C_2 + C_3(\tau - 1)) + C_4 \gamma^2 (\tau - 1)^2
\leq \exp \left(-\frac{\mu T_s}{M}\right) M_s C_1 (C_2 + C_3(\tau - 1)) + \frac{C_4 (\tau - 1)^2}{M_s^2}
\leq \frac{C_1 (C_2 + C_3(\tau - 1))}{M_s^2} + \frac{C_4 (\tau - 1)^2}{M_s^2} \leq \frac{1}{(s + 1)^4}.
\]

The conclusion with $\mathbb{E}[\|\nabla \hat{F}(w_{md}) - \nabla \hat{F}(w_{md})\|^2] \leq \frac{1}{(s + 1)^4}$ can be proved in the same way except that $(s + 1)^4$ must be changed to $(s + 1)^2$, and thus we omit the proof. \qed

The complexity of Algorithm 2 when $\hat{F}(w)$ is convex can be showed using the proof in [13] with their gradient approximation error replaced by the one in Lemma 4.

**Proof of Theorem 3.** According to Lemma 2.2 in [13], $\hat{F}(w)$ is $\ell_F$-smooth with $\ell_F$ defined in (12). Let $E_s := \|\nabla \hat{F}(w_{md}) - \nabla \hat{F}(w_{md})\|$ According to (2.51) in [13], we have
\[
\hat{F}(w_{sg}^{(s+1)}) \leq \frac{s}{s+2} \hat{F}(w_{sg}^{(s)}) + \frac{2}{s+2} \hat{F}(\hat{w}) + \frac{16}{\eta(s+1)(s+2)} \left(\|\hat{w} - w^{(s)}\|^2 - \|\hat{w} - w^{(s+1)}\|^2\right)
+ \frac{4}{s+2} E_s + \frac{\eta}{2} E_s^2,
\]
where the second inequality is because $\|\hat{w} - w^{(s+1)}\| \leq 2$ as both $\hat{w}$ and $w^{(s+1)}$ are on a simplex. Subtracting $\hat{F}(\hat{w})$ from both sides of the inequality above and dividing both sides by $\frac{2}{(s+1)(s+2)}$, we have
\[
\frac{(s+1)(s+2)}{2} \left[\hat{F}(w_{sg}^{(s+1)}) - \hat{F}(\hat{w})\right]
\leq \frac{s}{2} \left[\hat{F}(w_{sg}^{(s)}) - \hat{F}(\hat{w})\right] + \frac{8}{\eta} \left(\|\hat{w} - w^{(s)}\|^2 - \|\hat{w} - w^{(s+1)}\|^2\right)
+ 2(s+1) E_s + \frac{\eta(s+1)(s+2)}{4} E_s^2.
\]
Summing up this inequality for $s = 0, 1, \ldots, S - 1$ gives
\[
\frac{S(S+1)}{2} \mathbb{E}[\hat{F}(w_{sg}^{(S)}) - \hat{F}(\hat{w})] \leq \frac{16}{\eta} + \sum_{s=0}^{S-1} 2(s+1) \sqrt{\mathbb{E}[E_s^2]} + \sum_{s=0}^{S-1} \frac{\eta(s+1)(s+2)}{4} \mathbb{E}[E_s^2],
\]
which, when $\mathbb{E}[E_s^2] \leq \frac{1}{(s+2)^4}$, implies
\[
\mathbb{E}[\hat{F}(w_{sg}^{(S)}) - \hat{F}(\hat{w})] \leq \frac{32}{\eta S(S+1)} + \frac{4 \log(S)}{S(S+1)} + \frac{\pi^2 \eta}{12S(S+1)}.
\]
This means, as long as $\mathbb{E}[E_s^2] \leq \frac{1}{(s+2)^4}$, Algorithm 2 finds an $\epsilon$-optimal solution of $(\hat{P})$ in $\tilde{O}(\epsilon^{-0.5})$ iterations.

Let $A_1 = C_1 C_2$, $A_2 = C_1 C_3$ and $A_3 = C_1 C_4$ with $C_1$, $C_2$, $C_3$ and $C_4$ defined in Lemma 4.
Suppose \( \tau = 1, \gamma = \gamma_0 \) and \( T_s = \frac{1}{\gamma_0 \mu} \ln \left( \frac{A_3(s+1)^2}{\gamma_0} \right) \). By Lemma 4, we have \( \mathbb{E}[E^2_s] \leq \frac{1}{(s+2)^2} \). In iteration \( s \) of Algorithm 2, the total number of rounds of communication needed in Local-SVRG is \( O(T_s) = O(\ln(s)) \) so that means the total number of rounds is \( \tilde{O}(e^{-0.5}) \).

Suppose \( \tau > 1, \gamma = \frac{1}{M_s} \) and \( T_s = \mu^{-1} M_s \ln \left( M_s^2 \right) \). By Lemma 4, we have \( \mathbb{E}[E^2_s] \leq \frac{1}{(s+2)^2} \). In iteration \( s \) of Algorithm 2, the total number of rounds of communication needed in Local-SVRG is \( O(T_s/\tau) = O(s^2) \) so that means the total number of rounds is \( \tilde{O}(e^{-1.5}) \).

### E.3 Algorithm and Communication Complexity for Non-Convex \( \widehat{F} \)

When \( \widehat{F} \) in \( \hat{(P)} \) is non-convex, we no long expect any algorithm to find an \( \epsilon \)-optimal solution and change our goal to finding an \( \epsilon \)-stationary point of \( \hat{(P)} \), which is defined as a solution \( \hat{w} \in \Delta_K^b \) satisfying

\[
\eta^{-1} \left\| \hat{w} - \text{Proj}_{\Delta_K^b} (\hat{w} - \eta \nabla \hat{F}(\hat{w})) \right\| \leq \epsilon.
\]

for some \( \eta > 0 \). There exist multiple numerical techniques for finding an \( \epsilon \)-stationary, among which the proximal gradient method is the simplest one. When the gradient can only be computed inexactly, there exist studies on the iteration complexity of the proximal gradient method for finding an \( \epsilon \)-stationary point, including [13] for bilevel optimization and [16] for a general problem. We will simply apply the proximal gradient method to \( \hat{(P)} \) using the approximate gradient \( \nabla \hat{F}(w) \) in (14). We formally present this approach in Algorithm 3. Again, the center is node 0, i.e., the node where \( D^{\text{valid}} \) is stored.

**Algorithm 3:** Federated Learning Method for Bilevel Optimization \( \hat{(P)} \) (Non-Convex Case)

1. **Input:** initial weight \( w^{(0)} \), learning rate \( \eta \), training data \( D^{\text{train}}_k \) for \( k \in K \), validation data \( D^{\text{valid}} \), the number of outer iterations \( S \), parameters \( (\gamma, \tau, q) \) for Local-SVRG, and the number of inner iterations \( T_s \) for \( s = 0, 1, \ldots, S - 1 \)

2. **for** \( s = 0, 1, \ldots, S - 1 \) **do**

3. Compute \( \nabla \hat{F}(w^{(s)}) \) as follows:

4. Set \( f_{k,i}(\theta) = l(\theta; z^{(i)}_k), i = 1, \ldots, n_k, k = 1, \ldots, K \)

5. Compute \( \hat{\theta}^{(s)} = \text{Local-SVRG} \left( \{ f_{k,i} \}, w^{(s)}, \gamma, \tau, q, T_s \right) \) and send it to each node.

6. Compute \( \nabla \hat{L}_0(\hat{\theta}^{(s)}) \) at center and send it to each node.

7. Set \( f_{k,i}(h) = \frac{1}{2} h^\top \nabla^2 l(\hat{\theta}^{(s)}; z^{(i)}_k) h - h^\top \nabla \hat{L}_0(\hat{\theta}^{(s)}), \quad i = 1, \ldots, n_k, k = 1, \ldots, K \)

8. Compute \( h^{(s)} = \text{Local-SVRG} \left( \{ f_{k,i} \}, w^{(s)}, \gamma, \tau, q, T_s \right) \) and send it to each node.

9. Each node computes \( \nabla \hat{L}_k(\hat{\theta}^{(s)}) \) in parallel and send it to the center.

10. Set \( \nabla \hat{F}(w^{(s)}) = -\nabla \hat{L}_k(\hat{\theta}^{(s)} \top h^{(s)}) \) for \( k = 1, \ldots, K \)

11. \( w^{(s+1)} = \arg \min_{w \in \Delta_K^b} \left\langle \nabla \hat{F}(w^{(s)}), w \right\rangle + \frac{1}{2\eta} \| w - w^{(s)} \|^2 \)

12. **end**

13. **Return:** \( w^{(s)} \) with \( \hat{s} \) sampled randomly from \( \{0, 1, \ldots, S - 1\} \).

The convergence result of Algorithm 3 can be proved in a standard way (e.g., see Theorem 2.1 in [13]). We present it below only for the sake of completeness.

**Theorem 4.** Suppose Assumption 1 holds. Let \( R := \max_{w \in \Delta_K^b} \| \widehat{\theta}(w) \| \) and \( \epsilon_F \) and \( \gamma_0 \) defined as in (12) and (17). Suppose \( \eta = \frac{1}{3\epsilon_F} \) in Algorithm 3. There exist constants \( A_1, A_2 \) and \( A_3 \) that only depend on \( \ell_0, \ell_1, \ell_2, \mu, R, q \) and \( K \) but not on \( \tau \) such that the following statements hold.

- Suppose \( \tau = 1, \gamma = \gamma_0 \) and \( T_s = \frac{1}{\gamma_0 \mu} \ln \left( \frac{A_3(s+1)^2}{\gamma_0} \right) \). Algorithm 3 finds an \( \epsilon \)-stationary solution of \( \hat{(P)} \) with \( \tilde{O}(e^{-2}) \) rounds of communication.

- Suppose \( \tau > 1, \gamma = \frac{1}{M_s} \) and \( T_s = M_s^{-1} M_s^2 \ln(M_s^2) \), where

\[
M_s' = \max \left\{ \frac{1}{\gamma_0}, (s+1) \sqrt{A_1 + A_2(\tau - 1) + A_3(\tau - 1)^2} \right\}, s = 0, 1, \ldots
\]
Algorithm 3 finds an ε-stationary solution of $\bar{\mathbf{P}}$ with $\bar{O}(\epsilon^{-4})$ rounds of communication.

Proof. Let $E_s := \| \nabla \bar{F}(w^{(s)}) - \nabla \hat{F}(w^{(s)}) \|$. Since $w^{(s+1)} = \text{Proj}_{\Delta_k} (w^{(s)} - \eta \nabla \hat{F}(w^{(s)}))$, by the property of projection mapping, we have

\[
\begin{align*}
\| w^{(s)} - \text{Proj}_{\Delta_k} (w^{(s)} - \eta \nabla \hat{F}(w^{(s)})) \| ^2 & \leq 2 \| w^{(s)} - w^{(s+1)} \|^2 + 2 \| \text{Proj}_{\Delta_k} (w^{(s)} - \eta \nabla \hat{F}(w^{(s)})) - \text{Proj}_{\Delta_k} (w^{(s)} - \eta \nabla \hat{F}(w^{(s)})) \|^2 \\
& \leq 2 \| w^{(s)} - w^{(s+1)} \|^2 + 2 \eta^2 E_s^2. \quad (52)
\end{align*}
\]

By the definition of $w^{(s+1)}$ and the $\frac{1}{\eta}$-strong convexity of function $\langle \nabla \hat{F}(w^{(s)}), w \rangle + \frac{1}{2\eta} \| w - w^{(s)} \|^2$, we have, for any $w \in \Delta_k$,

\[
\begin{align*}
\langle \nabla \hat{F}(w^{(s)}), w^{(s+1)} - w^{(s)} \rangle & \leq \frac{1}{2\eta} \| w^{(s+1)} - w^{(s)} \|^2 + \frac{1}{2\eta} \| w - w^{(s+1)} \|^2 \\
& \leq \langle \nabla \hat{F}(w^{(s)}), w - w^{(s)} \rangle + \frac{1}{2\eta} \| w - w^{(s)} \|^2. \quad (53)
\end{align*}
\]

Taking $w = w^{(s)}$ in (53) gives

\[
\langle \nabla \hat{F}(w^{(s)}), w^{(s+1)} - w^{(s)} \rangle + \frac{1}{\eta} \| w^{(s+1)} - w^{(s)} \|^2 \leq 0. \quad (54)
\]

Since $\hat{F}$ is $\ell_F$-Lipschitz continuous and $\eta \leq \frac{1}{\ell_F}$, we have

\[
\hat{F}(w^{(s+1)}) - \hat{F}(w^{(s)}) \leq \langle \nabla \hat{F}(w^{(s)}), w^{(s+1)} - w^{(s)} \rangle + \frac{1}{2\eta} \| w^{(s+1)} - w^{(s)} \|^2. \quad (55)
\]

Adding (54) and (55) gives us

\[
\begin{align*}
\hat{F}(w^{(s+1)}) - \hat{F}(w^{(s)}) + \frac{1}{\eta} \| w^{(s+1)} - w^{(s)} \|^2 & \leq \langle \nabla \hat{F}(w^{(s)}), w^{(s+1)} - w^{(s)} \rangle \\
& \leq E_s \| w^{(s+1)} - w^{(s)} \| \leq 2E_s,
\end{align*}
\]

which, together with (52), implies

\[
\frac{1}{4\eta} \| w^{(s)} - \text{Proj}_{\Delta_k} (w^{(s)}) \|^2 \leq \hat{F}(w^{(s)}) - \hat{F}(w^{(s)+1}) + 2E_s + \frac{\eta E_s^2}{2}.
\]

Summing this inequality and taking expectation give us

\[
\eta^{-2}E \left[ \| w^{(s)} - \text{Proj}_{\Delta_k} (w^{(s)}) \|^2 \right] \leq \frac{4}{\eta S} \left[ \hat{F}(w^{(0)}) - \hat{F}(\bar{w}) \right] + \frac{8}{\eta S} \sum_{s=0}^{S-1} E[E_s] + \frac{2}{S} \sum_{s=0}^{S-1} E[E_s^2].
\]

When $E[E_s^2] \leq \frac{1}{(s+1)\tau}$, the inequality above implies

\[
\eta^{-2}E \left[ \| w^{(s)} - \text{Proj}_{\Delta_k} (w^{(s)}) \|^2 \right] \leq \frac{4}{\eta S} \left[ \hat{F}(w^{(0)}) - \hat{F}(\bar{w}) \right] + \frac{8 \log(S)}{\eta S} + \frac{\pi^2}{3S}.
\]

This means, as long as $E[E_s^2] \leq \frac{1}{(s+1)\tau}$, Algorithm 3 finds an ε-stationary solution of $\bar{\mathbf{P}}$ with $\bar{O}(\epsilon^{-2})$ iterations.

Note that Lemma 4 still holds with $w^{(s)}_{\text{md}}$ replaced by $w^{(s)}$ in Algorithm 3. Let $A_1 = C_1C_2$, $A_2 = C_1C_3$ and $A_3 = C_1C_4$ with $C_1, C_2, C_3$ and $C_4$ defined in Lemma 4.

Suppose $\tau = 1$, $\gamma = \gamma_0$ and $T_s = \frac{1}{\gamma_0} \rho \ln \left( \frac{A_1(s+1)^2}{\gamma} \right)$. By Lemma 4, we have $E[E_s^2] \leq \frac{1}{(s+2)\tau^2}$. In iteration $s$ of Algorithm 3, the total number of rounds of communication needed in Local-SVRG is $O(T_s) = O(\ln(s))$ so that means the total number of rounds is $\bar{O}(\epsilon^{-2})$.

Suppose $\tau > 1$, $\gamma = \frac{1}{\gamma_0}$ and $T_s = \frac{1}{\gamma_0} \rho \ln \left( M_s^{(3)} \right)$. By Lemma 4, we have $E[E_s^2] \leq \frac{1}{(s+2)\tau^2}$. In iteration $s$ of Algorithm 3, the total number of rounds of communication needed in Local-SVRG is $O(T_s/\tau) = O(s)$ so that means the total number of rounds is $\bar{O}(\epsilon^{-4})$. \qed
**Remark 1.** The federated bilevel optimization methods by [28] and [41] can find an \( \epsilon \)-stationary point within \( O(\epsilon^{-3}) \) and \( O(\epsilon^{-4}) \) rounds of communication, respectively. In the first setting of Theorem 4 \((\tau = 1)\), Algorithm 3 has complexity of \( O(\epsilon^{-2}) \), which is better than [28] and [41]. We want to point out that the lower complexity of Algorithm 3 is because it utilizes the finite-sum structure in \((\hat{P})\), which allows computing a deterministic gradient infrequently to accelerate the convergence. However, [28] and [41] both consider objective functions given in expectation, which does not allow computing a deterministic gradient in general.

**F Additional Materials for Numerical Experiments**

In this section, we present additional details and results of our numerical experiments in Section 5. The CNN we train in the experiments consists of two layers of 2D convolution, each equipped with 2D batch normalization and ReLU activation, and followed by a fully connected layer to generate predictions. The first convolution layer is set to output the same number of channels as the input, and uses kernels with a size of 4, a stride of 4 and one padding. The second convolution layer returns two output channels for Fashion-MNIST and MNIST and five for CIFAR-10 and ImageNet, and uses kernels with a size of 2, a stride of 2 and one padding. All experiments are conducted with PyTorch 1.9.0 and CUDA 11.1 computing platform on a computer with the CPU Intel Xeon Gold 6130@2.0GHz (Turbo up to 3.1GHz) and the GPU NVIDIA GeForce RTX 2080 Ti.

**F.1 Data Generation with Different Class Distributions (Setting 1)**

In this section, we describe in details how we generate \( D^{\text{valid}} \), \( D^{\text{train}} \) and \( D^{\text{test}} \) from each original dataset for our experiments under Setting 1.

**F.1.1 Fashion-MNIST**

Fashion-MNIST [44] contains a training set of 60,000 images and a testing set of 10,000 images. Each image is in grayscale, has a size of \( 28 \times 28 \), and is associated with a label from ten classes: 0: T-shirt/top, 1: Trouser, 2: Pullover, 3: Dress, 4: Coat, 5: Sandal, 6: Shirt, 7: Sneaker, 8: Bag and 9: Ankle boot. We merge the ten classes into four classes as follows:

- **C1:** Classes 2, 4 and 6 which include long-sleeve upper-body clothes;
- **C2:** Classes 0 and 3 which include short-sleeve upper-body clothes;
- **C3:** Classes 1 and 8 which include pants and bags;
- **C4:** Classes 5, 7 and 9 which include only shoes.

Note that these four merged classes are only used for generating data. In the classification task, we still have ten classes. This is the same for the other three datasets. We set \( n^{\text{train}} = 4000 \), \( n^{\text{valid}} = 500 \) and \( n^{\text{test}} = 5000 \). Each image is sampled from one of the four merged classes with a probability distribution \((P_1, P_2, P_3, P_4)\). Once a merged class is chosen, each image in that merged class has an equal chance to be sampled. For \( D^{\text{train}}_k \) with \( k \in J \), we sample data from the training set with \( P_1 = 0.42, P_2 = 0.08, P_3 = 0.38 \) and \( P_4 = 0.12 \). For \( D^{\text{train}}_k \) for \( k \in J_M \), we sample data with \( P_1 = 0.12, P_2 = 0.38, P_3 = 0.08 \) and \( P_4 = 0.42 \). Depending on \( p_0 \) is the distribution of \( J_m \) or \( J_M \), \( D^{\text{valid}} \) and \( D^{\text{test}} \) are sampled from \( p_0 \) the corresponding distribution. Note that \( D^{\text{valid}} \) and \( D^{\text{test}} \) are sampled from the training set and testing set of the original data, respectively, although they have the same probability distribution over the four merged classes. Since \( D^{\text{valid}} \) and \( D^{\text{test}} \) are generated in the similar way for the other three datasets, we will only discuss the generation of \( D^{\text{train}}_k \)’s in the subsequent sections.

**F.1.2 MNIST**

MNIST [8] contains a training set of 60,000 images and a testing set of 10,000 images. Each image is a handwritten digit in grayscale and has a size of \( 28 \times 28 \). Since MNIST has the same number of classes, same class distribution, and same data size as Fashion-MNIST, we directly apply the same procedure in Section F.1.1 to sample data. In particular, we merge the ten digits into four classes as follows:
We then describe how the class labels in

\[ D_k^{\text{train}} \] with \( k \in J_m \),

we sample data from the four merged classes with \( P_1 = 0.42, P_2 = 0.08, P_3 = 0.38 \) and \( P_4 = 0.12 \). For \( D_k^{\text{train}} \) with \( k \in J_M \), we sample data with \( P_1 = 0.12, P_2 = 0.38, P_3 = 0.08 \) and \( P_4 = 0.42 \).

\subsection{F.1.3 CIFAR-10}

CIFAR-10 [24] contains a training set of 50,000 images and a testing set of 10,000 images. Each image is in color, has a size of \( 32 \times 32 \), and is associated with a label from ten classes: 0: airplane, 1: automobile, 2: bird, 3: cat, 4: deer, 5: dog, 6: frog, 7: horse, 8: ship and 9: truck. We merge the ten classes into four classes as follows:

- **C1**: Classes 1 and 9 which are related to ground transportation;
- **C2**: Classes 0 and 8 which are related to non-ground transportation;
- **C3**: Classes 2, 3 and 4 which are a set of animals;
- **C4**: Classes 5, 6 and 7 which form another set of animals.

We set \( n_{\text{train}} = 4000, n_{\text{valid}} = 500 \) and \( n_{\text{test}} = 5000 \). Similar to the procedure with Fashion-MNIST, for \( D_k^{\text{train}} \) with \( k \in J_m \), we sample data from the four merged classes with \( P_1 = 0.36, P_2 = 0.04, P_3 = 0.54 \) and \( P_4 = 0.06 \). For \( D_k^{\text{train}} \) with \( k \in J_M \), we sample data with \( P_1 = 0.04, P_2 = 0.36, P_3 = 0.06 \) and \( P_4 = 0.54 \).

\subsection{F.1.4 Downsampled ImageNet}

Downsampled ImageNet [5] is created by downsampling each image in ImageNet [7] to \( 32 \times 32 \) pixels without changing the class labels. Just as ImageNet, downsampled ImageNet has 1000 classes and we choose ten classes and merge them into four classes as follows. (The class labels listed below are consistent with ImageNet.)

- **C1**: Classes 7, 9, 10, 29, 54, 75, 84 and 189, which are cats or animals similar to cat;
- **C2**: Classes 61, 66, 68, 101, 114, 124, 131 and 148, which are dogs or animals similar to cat;
- **C3**: Classes 383, 397, 403, 404, 405, 406, 412, 414, 420, 426, 433 and 434, which are all birds;
- **C4**: Classes 224, 441, 442, 443, 444, 445, 449, 453, 454, 498, 499 and 500, which are either fishes or frogs.

We set \( n_{\text{train}} = 4000, n_{\text{valid}} = 1500, n_{\text{test}} = 1000 \). For \( D_k^{\text{train}} \) for \( k \in J_m \), we sample data from the four merged classes with \( P_1 = 0.36, P_2 = 0.04, P_3 = 0.54 \) and \( P_4 = 0.06 \). For \( D_k^{\text{train}} \) with \( k \in J_M \), we sample data with \( P_1 = 0.04, P_2 = 0.36, P_3 = 0.06 \) and \( P_4 = 0.54 \).

\subsection{F.2 Data Generation with Different Class Distributions and Label Permutation (Setting 2)}

In this section, we discuss in details how \( D_{\text{train}} \), \( D_{\text{valid}} \) and \( D_{\text{test}} \) are generated from each original dataset for our experiments under Setting 2. For each dataset, we first sample data \( D_{\text{train}} \), \( D_{\text{valid}} \) and \( D_{\text{test}} \) in the same way as Setting 1 described in Section F.1. Then we permute the class labels in \( D_k^{\text{train}} \) with \( k \in J_M \). For each dataset, the class labels in \( D_k^{\text{train}} \) with \( k \in J_m \) are unchanged. If \( p_0 \) is the distribution of \( J_m \), the labels of \( D_{\text{valid}} \) and \( D_{\text{test}} \) are permuted in the same way as \( D_{\text{train}} \) with \( k \in J_M \). If \( p_0 \) is the distribution of \( J_m \), the labels of \( D_{\text{valid}} \) and \( D_{\text{test}} \) are unchanged.

We then describe how the class labels in \( D_k^{\text{train}} \) for \( k \in J_M \) are permuted for each dataset. For Fashion-MNIST and MNIST, we permute the class labels in \( D_k^{\text{train}} \) for \( k \in J_M \) by changing label 2 to 0, 0 to 1, 1 to 5, and 5 to 2. For CIFAR-10, we permute the class labels in \( D_k^{\text{train}} \) for \( k \in J_M \) by changing label 1 to 0, 0 to 2, 2 to 5, and 5 to 1. For downsampled ImageNet, we permute the class labels in \( D_k^{\text{train}} \) for \( k \in J_M \) by changing label 7 to 61, 61 to 383, 383 to 224, 224 to 9, 9 to 66, 66 to 397, 397 to 441, 441 to 10, 10 to 68, 68 to 403, 403 to 442, and 442 to 7.
F.3 Data Generation with Different Class Distributions, Label Permutation and/or Random Rotation (Settings 3 and 4)

In this section, we discuss in details how we generate $D^{\text{valid}}$, $D^{\text{train}}$ and $D^{\text{test}}$ from each original dataset for our experiments under Settings 3 and 4.

Under Setting 3, we first generate data in the same way as in Setting 1 described in Section F.1. Then, we randomly choose a rotation direction, clockwise or anti-clockwise, and rotate each image in $D^{\text{train}}_k$ with $k \in J_M$ toward that direction for 90 degrees. Under Setting 4, we first generate data in the same way as in Setting 2 described in Section F.2. Then, we apply the same rotation procedure as we do in Setting 3.

F.4 Additional Numerical Results

In this section, we first plot how the weight $w_k$ for each node evolves during the Bi-level method under Setting 2, 3 and 4 respectively in Figure 3, Figure 4 and Figure 5. We show the results when $p_0$ is the distribution of the majority and the minority groups separately.

Since the performance of an algorithm may fluctuate during training, we are interested in comparing the methods in the best performance they achieved during training. To do so, we save the model generated by each method at the iteration where the highest accuracy is achieved on the validation data. Then, we report the performance of the saved model’s by each method on the testing set in Table 1. Again, we show the results when $p_0$ is the distribution of the majority and the minority groups separately. Our method outperforms the baselines in most of the cases.

At last, we plot the test (top-1) accuracy each method obtains during iterations for the minority group and the majority group in Figure 7 and Figure 8, respectively, where the horizontal axis represents the cumulative number of data points each method processes in parallel.
Figure 3: How $w$ evolves during the Bi-level method under Setting 2.

Figure 4: How $w$ evolves during the Bi-level method under Setting 3.

Figure 5: How $w$ evolves during the Bi-level method under Setting 4.
### Table 1: Test accuracy when reaching the highest validation accuracy.

| Setting | Method/Data | F-MNIST | MNIST | CIFAR-10 | DS-ImageNet | F-MNIST | MNIST | CIFAR-10 | DS-ImageNet |
|---------|-------------|---------|-------|----------|-------------|---------|-------|----------|-------------|
|         |             | Minority Model | Majority Model | Minority Model | Majority Model | Minority Model | Majority Model | Minority Model | Majority Model |
| Bi-level | 0.7578±0.0059 | 0.8824±0.0198 | 0.5175±0.0065 | 0.2668±0.0079 | 0.8364±0.0121 | 0.8431±0.0096 | 0.5928±0.0068 | 0.2630±0.0091 |
|         | 0.6961±0.0175 | 0.7838±0.0289 | 0.3936±0.0102 | 0.1108±0.0127 | 0.7427±0.0110 | 0.7550±0.0095 | 0.3568±0.0144 | 0.1150±0.0072 |
|         | 0.7507±0.0077 | 0.8297±0.0171 | 0.2965±0.0075 | 0.2094±0.0117 | 0.8327±0.0119 | 0.8464±0.0123 | 0.5705±0.0052 | 0.2612±0.0116 |
|         | 0.7297±0.0146 | 0.8358±0.0201 | 0.4361±0.0166 | 0.1582±0.0037 | 0.8086±0.0141 | 0.8059±0.0053 | 0.5021±0.0204 | 0.1874±0.0126 |
|         | 0.7418±0.0235 | 0.8566±0.0204 | 0.4860±0.0067 | 0.2084±0.0068 | 0.8297±0.0070 | 0.8520±0.0162 | 0.5588±0.0110 | 0.2324±0.0087 |

### Figure 6: Comparison in test accuracy for the majority group vs number of synchronizations.
Figure 7: Comparison in test accuracy for the minority group vs number of points processed.

Figure 8: Comparison in test accuracy for the majority group vs number of points processed.