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Rates and extents of mineral precipitation in porous media are difficult to predict, in part because laboratory experiments are problematic. It is similarly challenging to implement numerical methods that model this process due to the need to dynamically evolve the interface of solid material. We developed a multiphase solver that implements a micro-continuum simulation approach based on the Darcy–Brinkman–Stokes equation to study mineral precipitation. We used the volume-of-fluid technique in sharp interface implementation to capture the propagation of the solid mineral surface. Additionally, we utilize an adaptive mesh refinement method to improve the resolution of near interface simulation domain dynamically. The developed solver was validated against both analytical solution and Arbitrary Lagrangian–Eulerian approach to ensure its accuracy on simulating the propagation of the solid interface. The precipitation of barite (BaSO₄) was chosen as a model system to test the solver using variety of simulation parameters: different geometrical constraints, flow conditions, reaction rate and ion diffusion. The growth of a single barite crystal was simulated to demonstrate the solver's capability to capture the crystal face specific directional growth.

Mineral precipitation commonly occurs in nature and plays an important role in many energy-related applications. For instance, minerals precipitate as scale in the pore structure near wellbores and significantly reduce the permeability of the porous formation. This can lead to a rapid decrease in production and cause financial loss. The need to predict the dynamic properties of such systems has resulted in questions about the fundamental mechanisms of mineral precipitation in pores. Additionally, there is still a discrepancy between laboratory molecular scale findings and large-scale observations. To address this discrepancy, modeling methods at the pore scale started gaining interest recently due to the capability of capturing reactive and nonreactive species transport, effects of pore topology, and interface chemical reaction within the same approach, which typically is difficult to observe in experiments.

Over the last decade several numerical approaches have been developed to model mineral dissolution and precipitation processes. Some of the commonly used approaches rely on different numerical formulation such as Lattice Boltzmann method (LBM), smoothed particle hydrodynamics (SPH), computational fluid dynamics (CFD). The LBM originated from gas kinetic theory and computes the statistical functions for phenomena such as fluid flow, species transport, etc. LBM typically divides the computational domain into uniformly distributed lattices, which are populated by a set of discrete velocity vectors. Applied to the problem of reactions on mineral–water interface LBM grid cells need to be marked as belonging to the liquid and solid phase respectively. Figure 1a illustrates the assignment of the grid points: "blue area"—liquid, "yellow area"—solid. Kang and colleagues studied a wide range of dissolution and precipitation problems related to reacting flow in pores using LBM models. Later, using a similar model, Chen et al. found that the precipitation of a secondary solid phase inhibited the dissolution of the primary solid phase due to the surface coverage. Szymczak and Ladd used LBM to model fluid flow in fractures in combination with random walk algorithm for transport of dissolved species which was applied to study the wormhole formation phenomenon in natural rock. Due to the nature of LBM algorithm that is linked to the regular Cartesian grid, it is easy to implement, and its application shows a great potential at handling mineral dissolution/precipitation at mesoscale. However, LBM models are accompanied by a relatively small time step compared to other methods and in turn requires more computational resources. Moreover, in order to capture a multiphase interface, uniformly distributed lattices may require significant computational resources, which sometimes can be only obtained at Leadership Computing Center level (e.g., OLCF, ALCF).

Due to the complex geometry of mineral–water interfaces and need to reduce computational load, meshless particle-based methods were adapted to model dissolution and precipitation processes. As an example, a mineral–water interface representation within smoothed particle hydrodynamics method is shown on Fig. 1b. This method represents a physical domain by discretizing it into small particles and solving both the flow and...
transport equations. Then the fluid flow and species transport are tracked by each individual Lagrangian particle motion. The original SPH was introduced by Lucy\(^{17}\) and Gingold\(^{18}\) for simulating the fluid dynamics related to astrophysical areas. Since 2007, Tartakovsky et al. developed a model using SPH method to study the reactive transport and mineral precipitation in fractured and porous materials\(^{19,20}\). The particle-based methods do not rely on a mesh and are good at dealing with evolving geometries. However, the identification and tracking of liquid/solid interface is not trivial in SPH and requires a coupling of additional methods.

As an alternative, fluid flow and species transport can be solved using finite volume (FVM), finite element (FEM) or finite difference (FDM) methods\(^{19}\). The use of unstructured meshes (including complex geometries with curved boundaries) allows one to resolve the interface and to reduce need for computational resources. Similarly, to model processes that lead to growing (or dissolving) phases it is necessary to track the interface between those phases. The most popular approaches that allow one to model and track interfaces during multiphase CFD modeling include Volume of Fluid (VOF)\(^{21}\), Level Set (LS)\(^{22}\), and Arbitrary Lagrangian–Eulerian (ALE)\(^{23}\) methods. A boundary can be captured precisely using the ALE approach, in which the surface mesh is moved continuously following the phase evolution. However, it is hard to implement and topological changes or remeshing are needed to maintain the mesh quality after significant deformation of the initial shape. The Level Set method solves an extra level-set equation, which allows the location and curvature of the interface to evolve by advecting and re-initializing the level-set function. For instance, Jones and Detwiler have used this approach to fit the experimental observation of carbonate mineral precipitation in fractures\(^{24}\). Although the LS method allows one to capture the curvature of interface more accurately, it typically requires more computational resources and can sometimes lead to non-physical solutions if no special treatment is implemented.

Recently a micro-continuum Darcy–Brinkman–Stokes (DBS) approach has been successfully applied to model mineral dissolution\(^{25}\). The DBS model solves a single set of governing equations for liquid/solid/porous phases similar to fictitious domain method in which a penalty source term is used to switch the behavior of governing equations according to the volume fraction of certain phase within the computational cell\(^{25}\). Such treatment of phases allows one to include in the simulations a flexible geometry of different phases and the reactions at the interface between phases is captured through an immersed boundary method without explicit tracking. To include the gas phase production during solid matrix dissolution, which requires surface curvature to take into account surface tension, Soulaine et al. coupled the DBS approach with the volume of solid (VOS) interface tracking method\(^{26}\). They demonstrated that the approach captures dynamics of all three phases by comparing modeling with a microfluidic experiment. Although the DBS method has shown a great potential to model mineral phase change with interface evolution, only very limited previous research has been done to study mineral precipitation to the authors’ best knowledge. Recently, a benchmark study on the performance and robustness of different approaches (DBS, LBM, ALE, etc.) in respect to a single particle dissolution problem has shown that all methods mentioned above can achieve a good agreement\(^{27}\). However, one should take into account strength and weakness of each approach before applying it to a new problem.

Other methods such as the phase field modeling can be also used to simulate mineral precipitation from solutes\(^{28}\). In contrast to the described above methods, the evolution of solid precipitate in phase field approach is modeled using an order parameter, which follows a separate differential equation and substitutes the surface reaction rate equation by the minimization of the free energy difference between solid and liquid phases\(^{29}\). The solid–fluid interface in the phase field approach is represented by the diffuse boundary and is controlled by a parameter that is a part of the differential equation for the order parameter. Although early phase field models for mineral precipitation were developed and coupled with the diffusion equation\(^{28}\) or just as a minimization of the free energy functional\(^{31}\), recent development includes coupling with the Navier–Stokes equation\(^{32}\).

Due to the complexity of the mineral precipitation process within the porous medium, there is a great interest in improving the existing models. Unlike previous DBS studies (which mostly focused on the dissolution process), in this paper, we explore the possibility of using the DBS framework with volume of solid (VOS) that implements a sharp transition from liquid to solid for studying mineral precipitation at the micro-continuum scale. Our choice of DBS is due to its flexibility in dynamically capturing appearing and disappearing phases. To model the interface more accurately, we use adaptive mesh refinement method which was added within the newly developed solver to locally refine the mesh near the liquid–solid interface. In addition, a criterion for propagation of a sharp interface was introduced to limit the diffusion effect of the native DBS scheme, which may lead to inaccurate representation. Moreover, since precipitation of crystals typically shows different face-specific growth.
rates\textsuperscript{31}, an extra directional growth method was developed to improve the capability of the solver on modeling the realistic crystal growth. Due to the importance of the mineral barite (BaSO\textsubscript{4}) in the scale formation\textsuperscript{34}, we applied this solver to model several cases of barite crystal growth precipitation.

This manuscript starts with the mathematical details of the multiphase micro-continuum model and the sub-grid models for reactions and interface. Further, we present the adapted mesh approach for more robust capture of interface propagation. After that, the developed solver is validated against both analytical solution and an established ALE solver—dissolFoam\textsuperscript{35} that is referred in the rest of the manuscript as the ALE solver. Then, the effect of geometrical constraint, flow condition, reaction rate and ion diffusion on barite precipitation are presented followed by modeling of a single crystal growth. Finally, the directional growth of a single barite crystal with different facets, with variate growth rates, was simulated to show the potential of this solver in modeling a wide array of crystallization problems.

Method

In this section, we introduce the underlying mathematical model for the pore-scale flow and species transport through a porous medium. To represent both solid and liquid phases in the simulations we used the volume of solid (VOS) method (similar to volume of method) to include effects of solid phase on the fluid flow. The simulation domain is discretized into computational cells of a control volume, \( V_c \), which contain two scalar fields \( \varepsilon_f \) and \( \varepsilon_s \). The scalar fields represent the volume fractions of both solid (\( \varepsilon_s \)) and liquid phases (\( \varepsilon_f \)) within the cell. The following correlation holds for each computational cell,

\[
\varepsilon_f + \varepsilon_s = 1.
\]

Therefore, the cell that is fully occupied by liquid results in \( \varepsilon_f = 1 \) and \( \varepsilon_s = 0 \). The opposite holds for the cell fully occupied by solid phase. Such a method represents the liquid–solid interface through a diffuse interface model (interface exists in region where \( 0 < \varepsilon_f, \varepsilon_s < 1 \)), which does not explicitly capture a sharp interface. Instead, the interface could exist within one or multiple layers of cells depending on the implementation.

In this study, we follow the fictitious domain method for modeling the flow within a diffuse interface layer\textsuperscript{24,25,36,37} that is represented analogously to a porous region. The flow of the dilute solution is governed by one form of the Navier–Stokes/Brinkman equation,

\[
\rho_f \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) = -\nabla p + \mu_f \nabla^2 \mathbf{u} + S_p,
\]

where \( \mathbf{u} \) is the superficial velocity for each computational cell, \( \mathbf{u} = \frac{1}{V_c} \int_{V_c} \mathbf{u} dV \), \( \mu_f \) is the dynamic viscosity of solution, \( p \) is the intrinsic phase averaged pressure, \( p = \frac{1}{V_c} \int_{V_c} p dV \), \( \mu_f \) is the dynamic viscosity of solution. The non-slip boundary condition on liquid–solid interface \( \Gamma \) for the solid phase in introduced via a penalization term, \( S_p \), which vanishes in the liquid phase and forces velocity toward zero in the solid phase. Different form of this penalization term could be used according to the applications. Specifically, in this study, we follow the well-known Kozeny–Carman relation\textsuperscript{38} to estimate the local permeability in a computational cell that is represented by the precipitate,

\[
S_p = -\frac{(1 - \varepsilon_f)^2}{K\varepsilon_f^3} \mathbf{u},
\]

where \( K \) is the combined permeability constant. If \( K \to \infty \), this penalty term vanishes within the pure liquid region and the governing equation reduces to the standard incompressible Navier–Stokes equation. If \( K \to 0 \), the governing equation enforces a non-slip boundary condition at interface and freeze the motion of solid phase. However, if a porous region exists, a moderate \( K \) value can be chosen to mimic the Brinkman equation for porous medium\textsuperscript{35}. In this study, due to the relatively thin porous (or interface) region and slow growth rate of solid phase, we chose a small \( K \) value (~10\textsuperscript{-20}) to help implementing a non-slip boundary condition at interface.

During the precipitation process, the solid phase evolves along with the precipitation happening at the liquid–solid interface. By assuming only one type of mineral is precipitating, the solid volume fraction in a local cell can be found through,

\[
\frac{\partial \varepsilon_s}{\partial t} = -M_s \dot{R},
\]

where \( \dot{R} \) is the volume-based reaction rate (mol m\textsuperscript{-3} s\textsuperscript{-1}) and \( M_s \) is the molar mass for solid phase. Naturally, the continuity equation for the fluid phase reads

\[
\frac{\partial \varepsilon_f \rho_f}{\partial t} + \nabla \cdot \left( \varepsilon_f \rho_f \mathbf{u} \right) = M_s \dot{R}.
\]

The transport of chemical species is governed by the diffusion–advection equation with source terms for including the chemical reactions,

\[
\frac{\partial \varepsilon_f C_i}{\partial t} + \nabla \cdot \left( \varepsilon_f \mathbf{u} C_i \right) = \nabla \cdot \left( D_{\text{eff}} \nabla C_i \right) - \dot{R},
\]

where \( D_{\text{eff}} \) is the effective diffusion coefficient in form of \( D_{\text{eff}} = \varepsilon_f^2 D \) and \( D \) is the bulk diffusion coefficient (m\textsuperscript{2} s\textsuperscript{-1}). The precipitation of a mineral within eligible computational cell is controlled by the correlation obtained from
previous experiments in closed system reactors. In the current model we assume a precipitation of a sparingly-soluble 1:1 salt—barite (BaSO₄), where one ion of Ba²⁺ consumed corresponds to one anion of SO₄²⁻ also consumed. Thus, using the principle of electroneutrality we can assume that the averaged local concentration of both ions in a simulation cell is the same at the pore-scale and we can consider a transport of only one species. Of course, this assumption doesn’t hold if the transport is considered in nano-porous material or within the interfacial region if there is a large surface charge. However, we consider this case to be out of the scope of the current model. Although more complex expressions can be derived (e.g., Refs. [39,40]), for this initial work we use the simplified uniform precipitation was applied.

However, unlike the ALE method, no embedded boundaries (Fig. 1c) were used to represent the liquid–solid interface in the fictitious domain method. In this study, an immersed boundary method (Fig. 1d) was used to represent the interface and calculate the volume-based reaction rate in the computational cell, i.e.,

$$\dot{R} = \frac{1}{V_c} \int \dot{\epsilon} dA \approx a_v \dot{\epsilon},$$

where \(a_v \left( \text{m}^2 \text{m}^{-3} \right) \) is the area density in the eligible computation cell that is undergoing precipitation. By mapping surface area to volume-based density, this approximation is similar to the assumption of sharp transition from liquid phase to solid phase by Soulaine et al. Sharp transition assumption restricts the propagation of the solid surface area to volume-based density, this approximation is similar to the assumption of sharp transition from time defined as

$$\dot{\epsilon} = k(\Omega - 1)^n,$$

where \(k \left( \text{mol} \text{m}^{-3} \text{s}^{-1} \right) \) is a fitted rate constant from experiments, the dimensionless \(\Omega = \frac{a_{Ba}^2 a_{SO_4}^2}{K_{barite}} \) is the saturation state of the liquid with respect to barite, \(a_{i} \) represents the activity of corresponding aqueous ion, \(K_{barite} \) is the equilibrium constant for barite in liquid, \(n \) is the power for the reaction \(n = 1 \) for linear growth, \(n = 2 \) for spiral growth. Note, our current model introduces the precipitation as a reaction source term to simplify the complexity of the model. However, for high saturation index solution, the nucleation process could potentially play a very important role in the precipitation due to either heterogeneous or homogenous nucleation, which should be considered in the future studies. In this study, we are focusing more on moderate saturation index solution, hence the simplified uniform precipitation was applied.

One limitation of this combined fictitious domain method and diffuse interface model is that the interface is typically presented through a gradient of the volume fraction, which relates to the local mesh size near the interface. It is computationally expensive to reduce the mesh size in the whole computational domain in which the solid phase only appears in some regions. To address this problem and capture the interface more accurately, an adaptive mesh refinement method was proposed to limit the distance of the diffuse interface to one layer of computational cell. In another words, a computational cell was only enabled for solid growth when a nearby cell with solid volume fraction higher than the criterion (i.e., \(\epsilon_s > 0.01 \)), was imposed to limit the distance of the diffuse interface to one layer of computational cell. In other words, a computational cell was only enabled for solid growth when a nearby cell with solid volume fraction higher than the criterion (i.e., \(\epsilon_s \)) exists (see “Model validation” section for details). For results comparison we used nondimensional time, \(t^* = t/\tau \), which was scaled to the diffusion time defined as \(\tau = d^2/D \) with \(d \) as a sphere diameter.

One limitation of this combined fictitious domain method and diffuse interface model is that the interface is typically presented through a gradient of the volume fraction, which relates to the local mesh size near the interface. It is computationally expensive to reduce the mesh size in the whole computational domain in which the solid phase only appears in some regions. To address this problem and capture the interface more accurately, we employed an adaptive mesh method to refine the mesh automatically near the tracked interface (see Fig. 2). This method splits the computational cell when the volume fraction of solid bypass certain threshold, \(\epsilon_s \), and merges them when all nearby cells are occupied by the solid phase. In this study, the volume fraction of solid, \(\epsilon_s > 0.01 \), was used to automatically refined the mesh near solid–fluid interface.

Recently, a study showed that the dissolution of minerals such as gypsum (CaSO₄·2H₂O) could be affected by the additional hindrance on the ion diffusion from the interaction between neighboring ion clouds. In the current study, we also introduced an activity correction to ion diffusion to investigate its impact on the barite precipitation process

$$D(c) = D_0 \left(1 + \frac{dlny}{dlnC} \right),$$
where $\gamma$ is the ion activity coefficient, $D_0$ is the bulk diffusion coefficient and $C$ is the ion concentration. Following the extended Debye-Hückel theory\textsuperscript{33}, the activity coefficient can be linked to the barium concentration by a correlation,

$$
\ln y_{\pm} = -\frac{A\sqrt{C_{\text{sat}}}}{1 + B\sqrt{C_{\text{sat}}}},
$$

where $C_{\text{sat}}$ is the saturation concentration, $A$ and $B$ are coefficients related to the parameters in the extended Debye-Hückel theory.

Modeling growth of a single crystal is another challenging problem due to crystal face dependent reaction rates. In most past studies of mineral precipitation, the rate constant was maintained as isotropic across the whole simulation domain since the main goal was to model a volume averaged precipitate that does not resolve a shape of a single crystal\textsuperscript{27,24,27}. In this study, we explore modeling a single crystal growth by applying the anisotropy of reaction rate as a function of crystallographic orientation. Different values of the reaction constant $k_i$ were assigned to the local cell by calculating its max similarity function between surface norm, $\vec{n}_{\text{s}}$, and prescribe directional growth norms, $\vec{n}_{\text{dir}}$,

$$
\cos(\theta) = \frac{\vec{n}_{\text{s}} \cdot \vec{n}_{\text{dir}}}{||\vec{n}_{\text{s}}|| ||\vec{n}_{\text{dir}}||}.
$$

The surface norm was obtained by calculating the normalized directional gradient of the solid phase VOS, $\vec{n}_{\text{s}} = \nabla s / ||\nabla s||$. In another word, for each different $\vec{n}_{\text{dir}}$, its norm-based reaction constant $k_i$ was used for calculating precipitation if its $\cos(\theta)$ is the max among all $\vec{n}_{\text{dir}}$ for certain surface. The goal of this model is to reproduce the anisotropy growth process observed in experiments while maintaining the general shape of the crystal.

All above mathematical formulations were discretized using finite volume approach. The time step was controlled by setting Courant–Friedrichs–Levy number smaller than 0.5. The solver accuracy was setting to 1e–8, which was small enough to ensure convergence. A mesh sensitivity study was performed to ensure the precipitation process was independent of the chosen mesh size by carefully changing the mesh size and comparing results deviation for all simulation cases. We implemented the model within the solver $\text{mpFoam}$ using an open source CFD package OpenFOAM\textsuperscript{44}. The temporal discretization was handled using Crank-Nicolson method, while the spatial discretization was handled using the default OpenFOAM method (Gauss linear). The details of the numerical method can be found in the User Guide of OpenFOAM. To perform the simulations, we utilized the CADES cluster at Oak Ridge National Laboratory and Lawrence Berkeley Lab’s NERSC supercomputer.

**Model validation**

To show that the current solver is capable of simulating the fluid flow, species transport and precipitation processes, two separate validation cases were conducted. The first case was performed to validate the effectiveness of capturing moving interface and accuracy of sub-grid phase change model. This simulation was set up similar to the 1D non-linear diffusion case for SPH model developed by Taratkovsky\textsuperscript{17}. The solid phase was immersed in a supersaturated solution ($C(x, t = 0) = C_0$) and precipitation occurred only at the front surface of the solid phase. The total simulation domain had a length of $L = 32\delta$ (where $\delta$ is the unit length) and the solid phase occupied region from 0 to $\delta$. A prescribed concentration $C(L, t) = C_0$ was imposed as a boundary condition for $x = L$ and the precipitation reaction at front surface follows a first order kinetic correlation, $D\nabla C \cdot n = k_i (C_s - C_0)$, where $k_i$ is local reaction rate constant and $C_s$ is the equilibrium solution concentration at solid–liquid interface. By assuming slow growth processes, no diffusion flow, an approximate analytical form can be obtained from diffusion equation as follow,

$$
S(t) = \left(\frac{D}{k_i} + L\right) - \sqrt{\left(\frac{D}{k_i} + L - S_0\right)^2 - 2DL(C_0 - C_0)t},
$$

The other input parameters for simulation and analytical solution are $k_i = 0.001 \text{ cm}, D = 1 \text{ m}^2/\text{s}, \frac{C_0}{C_s} = 8, \rho = 16\mu$. As mentioned in “Method” section solid interface propagates only when a cell has solid volume fraction higher than $\epsilon_{\text{S}},$. To investigate the effect of this chosen criterion $\epsilon_{\text{S}}$, the solid interface propagation, we picked $\epsilon_{\text{S}} = 0.5, 0.75, 0.9, 0.99$, and compared results with the analytical solution. Figure 3 shows the comparison of the simulation results from $\text{mpFoam}$ and the analytical solution according to Eq. (9). As the results show, when $\epsilon_{\text{S}}$ was reduced from 0.99 to 0.5, the front position $S$ gradually deviated from the analytical solution. This deviation means the interface in the model became diffusive and didn’t satisfy the sharp interface analytical solution. In turn, the front of the solid phase accelerated and resulted in a porous solid, in which species transport is still possible. This scenario remains useful if modeled precipitate has, for example, nanoporous structure. In such cases an appropriate transport in porous region should be implemented. In contrast, if $\epsilon_{\text{S}}$ was maintained at a value closed to 1 ($\epsilon_{\text{S}} = 0.99$ case in Fig. 3), the current sub-grid phase change model can accurately calculate the amount of species precipitate and propagate the location of interface accordingly. Hence, in this study, as we were mainly focusing on the mineral formation of the barite crystal, a higher value of $\epsilon_{\text{S}}$ (0.99) was used.

Additionally, to take into account the fluid flow and convective transport of the species in solution, we performed a benchmark simulation of precipitation on a sphere. The dynamics of the solid precipitate interface was compared to the established ALE solver\textsuperscript{45}. Figure 4 shows the setup of the simulation. A solid sphere of 100$\mu$m
radius was placed in a computational domain of dimension 2.1 mm × 1.5 mm × 1.5 mm. The sphere was located at 700 µm away from the left-side inlet and at the center of y–z plane. At the inlet, the solution flows at a speed of $u_0 = 100 \text{ µm s}^{-1}$ and has a concentration of reactant that corresponds to $C_0 = 0.32 \text{ mol m}^{-3}$. We consider concentration of barium and sulfate ions to be equal in the simulation cell, as we explained in previous section. The saturation concentration for barium sulfate at room temperature is $C_s = 0.0105 \text{ mol m}^{-3}$. The precipitation reaction follows Eq. (7) and the reaction constant is taken from the barite precipitation study by Zhen-Wu et al. as $k = 1.479 \times 10^{-9} \text{ mol m}^{2} \text{s}^{-3}$. The viscosity of the solution is $\mu_f = 0.89 \times 10^{-6} \text{ m}^2 \text{s}^{-1}$ and diffusion coefficient for ions is $D = 1.4 \times 10^{-9} \text{ m}^2 \text{s}^{-1}$. The right-side outlet was set to open to a large reservoir (outlet boundary condition), while other boundaries were set as symmetry. In turn, barite precipitated on the surface of the sphere followed by continuous growth process. Figure 5 compares the results from the benchmarking simulations conducted in both mpFoam and ALE solver. The mpFoam simulation results show good agreement with the ALE solver for both the total volume of precipitated barite (Fig. 5a) as well as the barium sulfate concentration distribution within the domain (Fig. 5b). Note, about 1% deviation still exist due to nature difference of interface treatment between DBS and ALE, but this has a minor impact on the overall results. The snapshots of liquid–solid interface from both solvers at different times are plotted in Figure S1 (see the Supporting Information). Compared to methods like ALE, the DBS model can handle the coalescence/separation of solid phase rather naturally. An extra case of two grains merge together due to precipitation was shown in the Figure S2 (see the Supporting Information).

The validation cases described in this section allow us to assume that the mpFoam solver can capture the interface propagation, fluid flow and chemical reaction accurately. We validate our model against analytical solution and other numerical method, however, further experimental verifications for different application may still be valuable considering the application scenario.

Results and discussion
In this section we discuss the application of the solver to study the precipitation process of minerals (particularly, barite) at pore-scale. We investigated the impact of geometrical constrains and porosity on the precipitation and reactant transport at pore-scale. Then, the effects of various flow conditions, reaction rate and diffusion coefficient correction were explored to demonstrate the capability of the solver. The time in each cases was non-dimensionalized by $\tau = d^2/D$ with $d$ as characteristic length, e.g., the sphere diameter in most cases of this study.

Effect of geometrical constrains and porosity. To investigate the effects of porosity and geometrical constraints on the precipitation a 3D geometry that includes several spherical particles was constructed similar
to the previous studies by Soulaine et al.\textsuperscript{24}. The schematic representation of the simulation system is shown in Fig. 6. The height ($H$) and width ($W$) of the simulation domain were varied to adjust the porosity of the representative elementary volumes. The radius of spherical particles is $R = 100 \, \mu m$ and the length of the simulation domain ($L$) is set as $L = 3 \, mm$. Four spherical particles were arranged along the centerline of the simulation domain in the x-direction along the flow direction. The distance between two particle centers was $200 \, \mu m$. The supersaturated solution of barium sulfate flowed into the simulation domain from the left side inlet at a constant speed of $-u_0 = 5 \, \mu m \, s^{-1}$. The saturation index, $SI = \log (\Omega)$, of reactive solution at the inlet is 3 (any higher an SI has resulted in homogenous nucleation in experiments\textsuperscript{45}). The right side boundary was set as an outlet boundary condition. The other four sides of the simulation domain were set as symmetric boundary conditions to mimic a large porous medium in both $y$ and $z$-directions. All other parameters regarding the barite precipitation are the same as the ones used in the validation case.

To investigate the effect of geometrical constraints on the precipitation process, we gradually change both the ratios $H/d$ and $W/d$ simultaneously from 1.05 to 1.5 and keep the other inputs unchanged. Such constrains demonstrate the permeability/porosity changing (reduction of $H/d$) in porous materials that results in reduced transport of species. To demonstrate the results in terms of $Pe$ number we introduce $Pe_{\text{pore}} = \frac{\rho u_0}{\mu d_{\text{pore}}}$, where $d_{\text{pore}}$ is the hydraulic diameter of the pore. The total precipitated solid mass was obtained by integrating solid mass in each cell through the whole computational domain. It was observed that the total precipitated solid mass decreases as the simulation domain became narrower (see Fig. 7). The total amount of precipitated solid mass in the $H/d = 1.1$ ($W/d = 1.1$) case was only about 55% of the solid mass in the $H/d = 1.5$ case. Another observation from the simulation results is that the precipitation follows a linear growth in all cases even though the geometrical constraint was imposed by shrinking the size of simulation domain.

This difference in total amount of precipitate is likely limited by transport of species from the upstream flow. As the size of the simulation domain shrinks, the transport pathway from the inlet decreases as well. This effect correlates with the reactive species concentration distribution as shown in Fig. 8. The concentration gradually decreases downstream from the inlet due to the consumption of reactive species. For $H/d = 1.5$, the gradient of concentration is lower compared to the $H/d = 1.1$ case. Such observation demonstrates the permeability/porosity

Figure 5. (a) Volume of precipitated barite as a function of nondimensional time obtained from mpFoam simulation and ALE solver (dash lines are 5% error line). (b) Reactive species concentration along the center line of the sphere from mpFoam and ALE solver.

Figure 6. Schematic representation of a simulation setup for of reactive flow through porous medium.
changing (reduction of \( H/d \)) in porous materials that results in reduced transport of species, which in turn leads to the slower precipitation in the whole domain.

Figure 9a shows the total amount of precipitation on each particle as a function of time. Such result was expected as the Fig. 8 shows that in the vicinity of the front surface of the first spherical particle the reactant concentration was much higher compared to the particles downstream. Therefore, the precipitation on the surface of particles downstream is much slower. Additionally, the simulation shows that the precipitate downstream is more uniformly distributed compared to the first particle. Figure 10 shows the snapshots of solid/liquid interface at 200 h (\( t^* = 25,200 \)) for different particles. The depletion of the reactant downstream leads to lower reaction rates due to the surface exposure to lower concentrations. As a result, the precipitate layer on the left side is significantly thicker than on the right side for the first particle near the entrance. The precipitation rate on each particle as a
function $H/d$ is presented in Fig. 9b. As $H/d$ increases (porosity increases), the precipitation rate for all particles increases as well. However, the precipitation on the first particle dominates compared to the particles behind it. Due to limitation of scope of this study, we did not explore more complex and realistic pore geometries that include randomized channels and tortuosity. This is a possible topic for the future studies.

**Reaction and transport rates.** To demonstrate the capability of the mpFoam solver we chose to simulate the precipitation on a sphere under different flow and chemical reaction conditions. The simulation setup was identical to the validation case, i.e., a 100 $\mu$m radius sphere was submerged in a bulk solution with reactive flow ($S\bar{f} = 3$). To quantify the impacts of flow condition, reaction rate and diffusive transport, the Péclet number ($Pe = \frac{u_0 d}{D}$) and the second (diffusive) Damköhler number ($Da = \frac{\dot{r}_0 d}{DC_0}$) were adjusted for the precipitation process. The $\dot{r}_0$ is a reaction rate for Eq. (7) at saturation state calculate at $C = C_0$.

To study the effect of the Péclet number, all other parameters were kept the same as the validation case, while the inlet flow velocity was adjusted. Figure 11a shows the precipitated amount of barite on the sphere surface for $Pe = 14$, $1.4$ and $0.14$. The precipitated barite on the sphere surface linearly increases with the $Pe$ number. Figure 11b shows the precipitation rate for different $Pe$ number. As the $Pe$ number steadily increases, the convective transport became more and more important supplying the species for reaction near the sphere surface. Hence, the precipitation of barite was accelerated compared to low $Pe$ number case. However, the increase of
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**Figure 10.** Contour lines of precipitated solid phase (blue: sphere 1, orange: sphere 2, green: sphere 3, red: sphere 4) on spherical particles at 200 h ($t^* = 25,200$). Black line represents the initial shape of the sphere.

![Figure 11](image2.png)

**Figure 11.** (a) Precipitated solid phase mass as a function of nondimensional time for different Péclet number. (b) Precipitation rate on particle as a function of Péclet number.
the flow velocity also requires longer computational time as the time step decreases proportionally due to the Courant–Friedrichs–Lewy number limit, which may cause instability issue if too large. Another observation from the Fig. 11b is that the precipitation rate obtained from simulations were always lower than the rate predicted by the open solution model from experiments (dash line). Such a difference was likely due to fact that the species concentration near the reactive surface was lower than the bulk solution due to a mixture of transport and reaction limitations (depending on the flow condition), which was also observed by Molins et al.46 at pore-scale previously while modeling dissolution of calcite. Here we show the same effect during precipitation of a mineral who kinetics are much slower than that of calcite. That there is still a strong influence transport on the kinetics suggests that a “kinetics-limited” regime may be difficult to achieve for minerals of geochemical interest in porous media.

The second Damköhler number was changed by adjusting the reaction rate for the precipitation. The flow speed was kept at 10 µm/s to constrain the convection effect. As the Da number increased, the total amount of precipitated barite increased as well (see Fig. 12). Importantly, the growth of precipitated mass was not directly proportional to the Da number. For instance, as the Da number increased by tenfold from 1 to 10, the total amount of precipitated mass increased by ~ 3.5 times. Such observation is likely due to the limitation of species transport, which in turn reduces the local concentration and suppresses the precipitation process.

Figure 13 shows the diagram of precipitation regimes on a sphere in respect to Péclet and Damköhler numbers. It was observed that, for Da < 1, the precipitation on the sphere was more uniformly distributed due to the abundant transport of species and limited reaction. As the reaction rate and Da number increase, the precipitation was more limited by the diffusion, which resulted in the asymmetry distribution of solid phase45,47. At higher flow velocities (Pe > 10), the solid phase was formed in an ellipsoid shape as the left side of the sphere had more precipitation compared to right side of the sphere due to heterogeneous distribution of concentration from advection (see Fig. 8). At lower flow velocities (Pe < 10), the advection of species could not outweigh the reaction on solid surface, which resulted in an elongated shape of solid phase facing the flow direction. This was likely due to combination of limited advection and diffusion compared to reaction, which was observed by Soulaine et al.46 in dissolution process.

**Figure 12.** Precipitated solid phase mass as a function of nondimensional time for different Damköhler number at Pe = 1.4.

**Figure 13.** Regime diagram according to Péclet and Damköhler numbers.
One thing that is different from the dissolution process in precipitation is that, for extremely high $Da$ number, dendrite formation would be observed. However, such a scenario is significantly more complex and requires very detailed studies in the future.

**Activity correction to the molecular diffusion.** In this section, we study the effect of activity correction to the molecular diffusion on the precipitation process. The theory for activity correction was introduced in “Method” section. Similar to Dutka et al., the coefficient $A$ was obtained from the low-concentration limit of the activity coefficient, while the coefficient $B$ was a fitting parameter from the PHREEQC data for barium sulfate. In our study, the coefficient $A$ is 0.02984 and the coefficient $B$ is 0.0096 from fitting PHREEQC data. Using the above activity correction to the diffusion coefficient, we modeled precipitation on the spherical particle ($u_0 = 10 \, \mu m/s$). Figure 14 shows the comparison between simulations with a constant diffusion coefficient and activity corrected diffusion coefficient. As the results have shown, the activity correction only has a moderate effect on the total amount of precipitated solid mass in case of barite precipitation. Comparing to the constant diffusion coefficient case, the precipitated solid mass is about 3% lower at 100 h. Further reduce the velocity ($u_0 = 0.1 \, \mu m/s$, blue lines in Fig. 14) does not greatly affect the results either. In general, the diffusion coefficient with activity correction decreased by ~ 7% compared to the diffusion coefficient in bulk. This reflects that the precipitation process is significantly reaction limited. Figure 15 shows the normalized diffusion coefficient ($D/D_0$) contour lines around the spherical particle. The increase in diffusion coefficient towards the surface is caused by the consumption of reactive species during heterogeneous precipitation. In general, the activity correction of the diffusion coefficient was not significant enough to affect the precipitation process significantly in the current setup.

**Implications for mineral crystal growth modeling.** The goal of this part of the study is to demonstrate the capability of the developed solver on maintaining the shape of the crystal during growth while its surfaces

---

**Figure 14.** Precipitated solid phase mass as a function of nondimensional time with/without activity correction.

**Figure 15.** Normalized diffusion coefficient ($D/D_0$) contour lines around a precipitating particle (insert: Normalized diffusion coefficient along the center line of the particle).
have different growth rate, which was not studied using DBS approach in the past. The values of $k$ were fitted following the linear kinetic equation, $D\nabla C \cdot n = k_i(C_i - C_{eq})$, from barite crystal growth experiments. Figure 16a shows the shape and surface directional norms obtained from experimental observation. Three different crystallographic orientations ((100), (001), (210)) were considered for this simulation and their surface propagation rates by direction were [100] 30 ± 10 nm/h, [001] 60 ± 10 nm/h, [210] 90 ± 30 nm/h, respectively. The values of reaction rate constants obtained from surface propagation rates were $k_{100} = 1.442 \times 10^{-6}$ m/s, $k_{001} = 2.884 \times 10^{-6}$ m/s, $k_{210} = 4.325 \times 10^{-6}$ m/s. Figure 16b illustrates different reaction rate constants assigned to the different surfaces basing on their surface norms by the solver (red for (210), blue for (100)). The transport of species was controlled by diffusion from bulk, which follows Eq. (6) with $u = 0$.

The shape of the growing crystal was plotted as contours for the XY and ZY plates, which were marked out in Fig. 16a. Figure 16c shows the solid–liquid interface contours at 3 h and 6 h on the XY plate. As the results show, the (210) surface has a faster growth rate than the (100) surface and the tip sharpness pointing to the (010) was preserved quiet well. Figure 16d shows similar contours for the ZY plate. The rates of surface propagation rates obtained from simulation were [100] 31 nm/h, [001] 63 nm/h, [210] 93 nm/h, which means that the model maintains the propagation of the solid phase using surface reaction rate constant as a parameter. Overall, the mpFoam solver can capture the directional growth while maintaining the general shape of the crystal. However, it has resulted in rounding at the edges of some corners of the crystal (Fig. 16d). The DBS model shows that it is capable of maintaining the shape of the crystal during growth, while including different growth rate for surfaces from experiments. Future work will be directed towards investigating the crystal edge evolution. This may reveal the average lifetime of fast-growing facets and kinetics of crystal morphology evolution in general.

**Summary**

In this study, we developed a multiphase micro-continuum solver (mpFoam) based on the Darcy–Brinkman–Stokes equation. The solver was implemented using an open-source software package—OpenFOAM. We demonstrated solver’s capability to capture the propagation of the solid interface enhancing this capability by an adaptive mesh refinement. This solver was validated against analytical solution and currently existing ALE solver. The evolution of solid phase interface shows a good agreement with both analytical solution and ALE solver. This validation demonstrates that the developed solver is capable of simulating the precipitation process of mineral at pore scale. Also, we have shown that if the sharp interface criterion $\epsilon_{x,w}$ was too low, the interface could be diffusive (occupies several layers of cells) and deviate from the analytical solution.

We used the solver to investigate the precipitation process of barite mineral on solid sphere surfaces under different conditions. First, the effect of geometrical constrain (reduced porosity) was studied on spheres arranged as an array with a cubic symmetry. The results have shown that, as the simulation domain shrinks (lower porosity), the total precipitation of barium sulfate decreases. Second, the interplay between the transport and reaction rate were studied in a case of precipitation on a single spherical particle by varying dimensionless Pe and Da numbers. The results show that the increase in convective over diffusive transport (increasing Pe) enhances precipitation, however, not significantly. Contrastingly, the increase in reaction rate over the diffusive transport (increasing Da) resulted in significant acceleration of precipitate growth. We conclude that the flow conditions are not important in such regimes and the defining processes are happening in the interfacial layer where the diffusive flux is balanced with the reactive flux. In addition, we implemented an activity correction for the diffusion coefficient based on extended Debye–Hückel theory. The comparison of precipitation rates suggested that only moderate reduction of precipitation (~ 3%) was observed. However, under longer time-scales, such effects are critical to include. Lastly, the directional growth of different crystal planes was implemented using anisotropic growth rates. Growth of a single barite crystal was simulated to test this capability of our solver. Resulting evolution of crystal facets reproduced our previous SEM observations maintaining the shape of the crystal. This
demonstration shows the potential for future studies and development of more robust macroscopic precipitation models that take into account microscopic/atomistic phenomena.

The versatility of such a DBS model coupled with adaptive mesh method opens a way for broader applications where the motion of the interface is driven by a surface reaction or a phase transformation. However, to make the model more realistic and suitable for studying a broader range of reactant concentrations, other features such as nucleation need to be introduced. It is also expected that future studies including more realistic pore geometries may improve our understanding of the precipitation process at pore- and meso-scales.

References

Received: 6 November 2020; Accepted: 21 January 2021
Published online: 10 February 2021
38. Zhen-Wu, B. Y. et al. Experimental determination of barite dissolution and precipitation rates as a function of temperature and aqueous fluid composition. Geochem. Cosmochim. Acta 194, 193–210 (2016).
39. Stack, A. G. Next generation models of carbonate mineral growth and dissolution. Greenhouse Gases Sci. Technol. 4, 278–288 (2014).
40. Tournassat, C. & Steefel, C. I. Reactive transport modeling of coupled processes in nanoporous media. Rev. Miner. Geochem. 85, 75–109 (2019).
41. Jasak, H. Dynamic mesh handling in OpenFOAM. In 47th AIAA Aerospace Sciences Meeting including the New Horizons Forum and Aerospace Exposition (2009). https://doi.org/10.2514/6.2009-341
42. Dutka, F. et al. Time-dependent shapes of a dissolving mineral grain: Comparisons of simulations with microfluidic experiments. Chem. Geol. 540, 119459 (2020).
43. Onsager, L. & Fuoss, R. M. Irreversible processes in electrolytes. Diffusion, conductance, and viscous flow in arbitrary mixtures of strong electrolytes. J. Phys. Chem. 36, 2689–2778 (1932).
44. Jasak, H., Jemcov, A. & Tukovic, Z. OpenFOAM : A C++ library for complex physics simulations. Int. Work. Coupled Methods Numer. Dyn. 1000, 1–20 (2007).
45. He, S., Oddo, J. E. & Tomson, M. B. The nucleation kinetics of barium sulfate in NaCl solutions up to 6 m and 90 °C. J. Colloid Interface Sci. 174, 319–326 (1995).
46. Molins, S. et al. Pore-scale controls on calcite dissolution rates from flow-through laboratory and numerical experiments. Environ. Sci. Technol. 48, 7453–7460 (2014).
47. Yang, T. & Han, Y. Quantitatively relating diffusion and reaction for shaping particles. Cryst. Growth Des. 16, 2850–2859 (2016).
48. Parkhurst, D. L. & Appelo, C. A. J. Description of Input and Examples for PHREEQC Version 3—A Computer Program for Speciation , Batch-Reaction , One-Dimensional Transport , and Inverse Geochemical Calculations. U.S. Geological Survey Techniques and Methods, book 6, chapter A43 (2013). https://doi.org/10.1016/0029-6554(94)90020-5.

Acknowledgements
This material is based upon work supported by the U.S. Department of Energy, Office of Science, Office of Basic Energy Sciences, Chemical Sciences, Geosciences, and Biosciences Division. This research used resources of the Compute and Data Environment for Science (CADES) at the Oak Ridge National Laboratory, which is supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC05-00OR22725, as well as the National Energy Research Scientific Computing Center (NERSC) clusters, a U.S. Department of Energy Office of Science User Facility operated under Contract No. DE-AC02-05CH11231.

Author contributions
F.Y. and V.S. wrote the solver and performed simulations/analysis. All authors participated in the writing of the manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-82807-y.

Correspondence and requests for materials should be addressed to F.Y. or V.S.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

This is a U.S. Government work and not under copyright protection in the US; foreign copyright protection may apply 2021