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Figure 1. Comparison of clean and adversarially patched input for DETR [8]. The patch shifts a targeted key token towards the cluster of query tokens (middle column). For dot-product attention, this effectively directs the attention of all queries to the malicious token and prevents the model from detecting the remaining objects. The right column compares queries’ attention weights to the target key, marked by a red box, between clean and patched inputs and highlights large attention weights drawn by this adversarial key.

Abstract

Neural architectures based on attention such as vision transformers are revolutionizing image recognition. Their main benefit is that attention allows reasoning about all parts of a scene jointly. In this paper, we show how the global reasoning of (scaled) dot-product attention can be the source of a major vulnerability when confronted with adversarial patch attacks. We provide a theoretical understanding of this vulnerability and relate it to an adversary’s ability to misdirect the attention of all queries to a single key token under the control of the adversarial patch. We propose novel adversarial objectives for crafting adversarial patches which target this vulnerability explicitly. We show the effectiveness of the proposed patch attacks on popular image classification (ViTs and DeiTs) and object detection models (DETR). We find that adversarial patches occupying 0.5% of the input can lead to robust accuracies as low as 0% for ViT on ImageNet, and reduce the mAP of DETR on MS COCO to less than 3%.

1. Introduction

The attention mechanism plays a prominent role in recent success of transformers for different language and image processing tasks. Recent breakthroughs in image recognition using vision transformers [12, 23, 37] have inspired different architectures’ design for tackling tasks such as object detection [4, 8], semantic segmentation [35, 41, 46, 48], image synthesis [13, 17, 40], video understanding [3, 6, 15, 19, 24, 30, 36, 49], and low-level vision tasks [9, 21, 42, 47]. These different transformers use the dot-product attention mechanism as an integral component of their architectural design to model global interactions among different input or feature patches. Understanding robustness of these dot-product attention-based networks against adversarial attacks targeting security-critical vulnerabilities is important for their deployment into real-world applications.

The increasing interest of research in transformers across vision tasks has motivated several recent works [2, 5, 7, 14,
16, 27–29, 34, 43] to study their robustness against adversarial attacks. Some prior works [2, 5, 28, 34] have hypothesized that transformers are more robust than convolutional neural networks (CNNs) against these attacks. On the other hand, [14, 16, 27, 43] have shown that vision transformers are not an exception and are also prone to adversarial attacks. In particular, [43] shows that an adversarial attack can be tailored to transformers to achieve high adversarial transferability. These findings indicate that robustness evaluation protocols (attacks) designed for CNNs might be suboptimal for transformers. In the same line of work, we identify a principled vulnerability in the widely-used dot-product attention in transformers that can often be exploited by image-based adversarial patch attacks.

Dot-product attention computes the dot-product similarity of a query token with all key tokens, which is later normalized using the softmax operator to obtain per token attention weights. These attention weights are then multiplied with value tokens to control the value token’s contribution in the attention block. Gradient-based adversarial attacks backpropagate gradients through all the components in the architecture including the attention weights. We observe that on pretrained vision transformers, because of the softmax, the gradient flow through the attention weights is often much smaller than the flow through the value token (refer to Sec. 4.1). Consequently, gradient-based attacks with a standard adversarial objective are biased towards focusing on adversarial effects propagated through the value token and introduce little or no adversarial effect on the attention weights, thus limiting the attack’s potential.

Our work aims to adversarially affect the attention weights, even if those operate in a saturated regime of softmax where gradient-based adversarial attacks are impaired. Specifically, we propose losses that support the adversary in misdirecting the attention of most queries to a key token that corresponds to the adversarial patch, i.e., to increase the attention weights of the queries to the targeted key token. We further study necessary conditions (refer to Sec. 4.2) for a successful attack that misdirects attention weights: both (a) having projection matrices with large singular values and (b) having higher embedding dimensions, allows amplifying the effect of perturbations in a single token, and thus changing the embedding of a single key considerably. Moreover, (c) having less centered inputs (larger absolute value of input mean) to the dot-product attention results in distinct clusters of queries and keys that are distant from each other. Under this condition, moving a single key closer to the query cluster center can make the key most similar to the majority of queries simultaneously (see Figure 1).

We propose a family of adversarial losses and attacks called Attention-Fool that directly acts on the dot-product outputs (pre-softmax dot-product similarities). These losses optimize the adversarial patch to maximize the dot-product similarity of all the queries to a desired key (typically the key whose token corresponds to the input region with adversarial patch). This approach maximizes the number of queries that attend to the targeted key in an attention head, please refer to Figure 2 for an illustration. We apply these losses at multiple attention heads and layers in transformers to misdirect the model’s attention from the image content to the adversarial patch in order to encourage wrong predictions. We show that our Attention-Fool adversarial losses improve gradient-based attacks against different vision transformers ViTs [12] and DeiTs [37] for image classification and also significantly improve the attack’s effective on the object detection model DETR [8].

Our contributions can be summarized as follows: We

- Identify the necessary conditions for the existence of a vulnerability in dot-product attention layers weights, see Section 4.2.
- Provide reasons why this vulnerability may not be fully exploited by vanilla gradient-based adversarial attacks, see Section 4.1.
- Introduce Attention-Fool, a new family of losses which defines losses directly on the attention layers dot-product similarities, see Section 5.
- Show that transformers for image classification and object detection are highly sensitive to small adversarial patches, see Section 6.

2. Related Work

Recent successes of Vision Transformers (ViTs) [12] have inspired several works [2, 5, 14, 16, 27–29, 34, 43] that study their robustness against adversarial attacks. While some works [2, 5, 28, 29, 34] have hypothesized that ViTs are more robust than CNNs under different white- and black-box transfer attack settings (including universal adversarial patches), others [7, 27, 29, 43] have claimed that ViTs are at least as vulnerable as CNNs. In particular, [2] attributed ViT’s presumed robustness to its ability to capture global features. [5, 34] analyzed that ViTs rely on low-frequency features that are robust to adversarial perturbations. [34] have stated that ViTs have better certified robustness than CNNs and have further suggested that adversarially trained ViTs have comparable robustness to their CNN counterparts. However, they observed catastrophic overfitting for ViTs when using fast adversarial training [45], suggesting the need for improvements in adversarial training.

On the other hand, [7] have claimed that ViTs pretrained on larger datasets are at least as vulnerable as CNN counterparts. [27, 29, 43] suggested that adversarial transferability between ViTs and from ViTs to CNNs can be improved by carefully tailoring adversarial attacks to the transformer architecture. [27] explored ensembling of CNNs and ViT models to improve attack transferability. The authors of
Figure 2. Example of dot-product (self-)attention mechanism for clean (left) and adversarial patch attack (right) settings. Here, $q, k,$ and $v$ stand for projected queries, keys, and value tokens of input features. Left: dot-product attention computes dot-product similarities of a query with all keys, which is later normalized using softmax to obtain per token attention weights. These are multiplied with value tokens to control their contributions in an attention block. Right: Attention-Fool losses optimize the adversarial patch in input at $X_3$ to maximize dot-product similarity of all the queries to the key $k_3$ (marked in red/black), which corresponds to moving $k_3$ closer to the queries cluster. The increase in dot-product similarity of queries with $k_3$ misdirects the model’s attention from image content to adversarial patch.

[29] proposed a self-ensemble technique: split a single ViT model into an ensemble of networks to improve the transferability. [43] proposed an attack that skips attention gradients to generate highly transferable adversarial perturbations.

In this work, we aim to understand robustness of the widely-used dot-product attention in transformers and expose its vulnerability to adversarial patch attacks. These are constructed by tailoring adversarial objectives to specifically fool the dot-product attention mechanism. Concurrent to our work, [14, 16] also fool the attention mechanism in transformers using image patches. [16] uses a conventional adversarial patch attack to mislead the model attention to the perturbed patch to promote wrong predictions. They also show that the adversarial patch generalizes to different positions in the image. [14] optimizes the adversarial patch to increase its attention weights (post-softmax) from all other patches to attack the model. We discuss limitations of optimizing post-softmax attention weights as in [14] (refer to Section 4.1) and propose to optimize directly the pre-softmax dot-product similarities of query and keys to draw the attention to the adversarial patch.

Besides optimizing the content of the patch, there exist also methods for optimizing the location of the patch in the input. Joshi et al. [18] select the location of adversarial patches based on token saliency. Fu et al. [14] selects a salient image patch to contain the adversarial patch, based on how much attention the image patch draws in the clean image. Our work abstracts from selecting the patch location and focuses on the loss for the optimization of the patch’s content. Any patch location-selection method is orthogonal and could be combined with our Attention Fool-losses.

This work focuses on dot-product attention, widely used in transformers. We leave investigation of vulnerabilities of other attention mechanisms [20, 39, 50] to future work.

3. Preliminaries

We introduce the objective for patch robustness evaluation, summarize an optimization algorithm for finding adversarial patches, and recap scaled dot-product attention.

Generic Objective Formulation. Given a (normalized) image $x \in [0,1]^{3 \times h \times w}$ and associated label $y$, we craft an adversarial patch $p \in [0,1]^{3 \times p_h \times p_w}$ with $p_h \ll h, p_w \ll w$ that maximizes the following objective:

$$
\text{arg max}_p \mathcal{L}(f(F(x, p, L)), y),
$$

with $L$ specifying the location of the patch $p$ within the larger image $x$, $F$ a function to apply the patch onto the image (i.e., overwriting an input region for a given size), and $f$ being the target model. For classification tasks, we are interested in the 0-1 loss $\mathcal{L}(x, y) = \mathcal{L}_{0,1}(x, y) = \{0 \quad x = y \\
1 \quad x \neq y\}$, which corresponds to finding patches that maximize misclassifications. We note that the constraint $p \in [0,1]^{3 \times p_h \times p_w}$ can be rewritten as $\|p - 0.5\|_\infty \leq 0.5$.

Threat Model. We focus on a white-box threat model, where an adversary has access to the model’s internals (this includes intermediate network layers outputs). As in [10, 14], we do not consider the imperceptibility of the patch to be a requirement. We also focus on a single-patch fixed-location threat model (L in Equation 1 is fixed a priori). Note that methods for choosing the patch location [14, 18] could be combined with the proposed approach.

Optimization Algorithm. For the patch optimization, throughout the paper, we use Projected Gradient Descent (PGD) [26] for $\ell_\infty$-norm bounded perturbations:

$$
p^{t+1} = p^t + \alpha \cdot \text{sgn}(\nabla_p \mathcal{L}(f(F(x, p, L)), y)).
$$

(2)
We initialize \( p_0 \) uniform randomly from \([0, 1]^{3 \times p_h \times p_w}\). Since the 0-1 loss \( \mathcal{L}_{0,1} \) is piecewise-constant, it is not suited for gradient-based optimization. Accordingly, a surrogate loss such as the cross-entropy \( \mathcal{L} = \mathcal{L}_{ce} \) is used typically. However, we propose alternative losses in Section 5.

**Dot-Product Attention.** In its basic form, dot-product attention [25,38] computes, for every query, attention weights as the dot-product of the query to all keys. The softmax function is then applied over the key dimension. These attention weights are then multiplied by the values:

\[
\text{Attention}(Q, K, V) = \text{softmax}(QK^\top)V. 
\]  
(3)

Here, \( Q \in \mathbb{R}^{n \times d_{\text{model}}} \), \( K \in \mathbb{R}^{n \times d_{\text{model}}} \), and \( V \in \mathbb{R}^{n \times d_{\text{model}}} \) are the matrices of \( n \) queries, keys, and values, respectively. According to Vaswani et al. [38], for large values of \( d_{\text{model}} \), the dot-product between queries and keys may grow large in magnitude. This has the effect of pushing the softmax function into the saturated regime, where it has extremely small gradients. This is due to the exponentiation of individual query-key dot-products in the softmax function. Because this can be harmful for training, they introduce scaled dot-product attention, where \( QK^\top \) is scaled by \( \frac{1}{\sqrt{d_k}} \), where \( d_k \) is the dimension of the keys.

In practice, using \( H > 1 \) attention heads by linearly projecting queries, keys, and values \( H \) times to \( d_k \), \( d_k \), and \( d_k \) dimensions was found to be beneficial [38]. The output of the \( h \)-th attention head (AH) becomes:

\[
\text{AH}_h(Q, K, V) = \text{softmax}\left(\frac{QW^h_Q(KW^h_K)^\top}{\sqrt{d_k}}\right)VW^h_V,
\]  
(4)

where \( W^h_Q \in \mathbb{R}^{d_{\text{model}} \times d_k} \), \( W^h_K \in \mathbb{R}^{d_{\text{model}} \times d_k} \), \( W^h_V \in \mathbb{R}^{d_{\text{model}} \times d_k} \) are (learned) projection matrices. The outputs of individual attention heads are concatenated and multiplied by another learned projection matrix \( W_{\mathcal{A}} \in \mathbb{R}^{H \times d_k \times d_{\text{model}}} \).

A special case is self-attention with \( Q = K = V \) in \( \mathbb{R}^{n \times d_{\text{model}}} \), which is typically used in encoder layers of image recognition models. We define the attention weights of the \( h \)-th head on \( X \) via \( A_h(X) = \text{softmax}\left(\frac{XW^h_X((XW^h_X)^\top)}{\sqrt{d_k}}\right) \in \mathbb{R}^{n \times n} \). The \( h \)-th self-attention head becomes:

\[
\text{SelfAH}_h(X) = A_h(X)XW^h_V,
\]  
(5)

### 4. Robustness of Dot-Product Attention

In this section, we first discuss why (scaled) dot-product self-attention is challenging for gradient-based adversarial attacks such as PGD. We then provide an example of an adversarial vulnerability in the attention weights themselves.

#### 4.1. Gradient of Dot-Product Self-Attention

For computing \( \nabla_p \mathcal{L}(F(x, p, L), y) \) in Eq. 2, it is necessary to backpropagate through the entire model. This requires the gradient \( \nabla_X \text{SelfAH}_h(X) \) for every attention layer and head \( h \). With the product-rule we obtain:

\[
\nabla_X \text{SelfAH}_h(X) = \left[ (\nabla_X A_h(X))X + A_h(X)1_X\right]W^h_V,
\]

where \( 1_X \) is a matrix of ones with the same shape as \( X \).

An important property of the gradient \( \nabla_X \text{SelfAH}_h(X) \) is accordingly the element-wise ratio \( \left\lfloor \frac{\nabla_X A_h(X)X}{A_h(X)X} \right\rfloor \). We summarize the median value of this ratio over tokens and heads in Table 1 for different models and layers. As seen, the typical regime (that is, for \( > 50\% \) of the cases) is that \( \nabla_X A_h(X)X \) is smaller than \( A_h(X)X \) by a factor of \( \approx 20 \) for ViTs [12], DeTs [37], and for the inner encoder layers of DETR [8]. In this setting, one can approximate \( \nabla_X \text{SelfAH}_h(X) \approx (A_h(X)X)W^h_V \), that is: the gradient considers the attention weights \( A_h(X) \) as effectively constant. Accordingly, gradient-based attacks such as PGD based on an end-to-end loss such as \( \mathcal{L}_{ce} \) would be biased towards focusing on adversarial effects in \( X \) that can be propagated (linearly) via the values \( V = XW^h_V \) in self-attention, while effectively ignoring potentially adverse (and non-linear) effects of \( X \) propagated via the attention weights \( A_h(X) \). We note that also later stages of model training with gradient-based optimizers can be negatively affected by this property of dot-product attention. Studying this in more detail is left to future work.

#### 4.2. Robustness of Dot-Product Attention Weights

We now study to which extent attention weights \( A_h(X) \) of dot-product attention can be affected by an adversarial patch attack. For this, we use a controlled setting with normally distributed \( X \), where each feature has mean \( \mu \) and variance \( 1: X_j \sim \mathcal{N}(\mu \cdot 1, 1) \). Moreover, we choose \( d_k = d_{\text{model}} \) and diagonal \( W_Q = -w \cdot \mathbb{I}_{d_k} \) and \( W_K = w \cdot \mathbb{I}_{d_k} \), that is \( W_Q \) and \( W_K \) having both scale \( w \) but opposite signs.

We study a simple threat model: the adversary can only modify \( X_0 \), the first of \( n \) entries of \( X \) (\( X \) can be considered as embedding of patches and \( X_0 \) as corresponding to the embedded adversarial patch), with the constraint \( \|X^{adv}_0 - X_0\|_\infty \leq \epsilon \). Moreover, the adversaries goal is to achieve \( \left[ \frac{1}{n} \sum_j (A_h(X^{adv})_{0j} \geq 0.99) \right] > 0.95 \), that is: at
least 95% of the queries need to attend to the first key with attention weights greater or equal 0.99. By design, setting $X_{\text{adv}} = X_0 - \epsilon$ is a strong attack for $\mu > 0$ because $-1 \cdot \epsilon$ corresponds to the direction of $(W_Q - W_k)(\mu \cdot 1)$, the difference of projected query and key mean.

We study how $\epsilon$ needs to be chosen as a function of $\mu$, $w$, and $d_k$ for a successful attack with the above attack and threat model. Results are shown in Figure 3. In general, one can observe that a successful attack with a smaller perturbation amount $\epsilon$ requires: (a) increasing the scale $w$ of the projection matrices, (b) higher embedding dimensions $d_k$, and (c) less centered inputs $X$ (larger $|\mu|$). The findings (a) and (b) can be attributed to higher dimensions and larger weights allow the effect of minor perturbations in each input dimension to be amplified. Upon closer inspection (see Section B in Appendix), we can attribute finding (c) to a separation of projected keys and queries into distinct clusters for less centered inputs: all queries are close to each other, all keys are close to each other, but query-key pairs are always distant from each other. In this case, a single key can be made to be the most similar to each query, just by moving this key in the direction of the query cluster (see Figure 1 for a real data illustration).

In which regime does dot-product attention typically operate in trained image transformers? For many architectures, $d_k$ is relatively large by design. Moreover, the input of dot-product attention is typically not centered (zero-mean) due to enabled affine transformations within the normalization layers before self-attention. Many implementations, e.g. [31], also use affine rather than linear query/key projections in the heads, where different biases in the projection of key and queries will have a similar effect as non-centered inputs. Lastly, we also observe that for many vision transformers, the product of projection weight matrices $W_Q(W_K)^T$ has very large maximal singular value at convergence, compared to the randomly initialized projection weight matrices (see Table 2). Large singular values can be considered to be analogous to the “large weight scales” in our controlled setting. We thus expect that dot-product attention of trained vision transformers typically operates in a setting where the attention weights $A_h(X)$ can be a source of vulnerability to patch attacks, but gradient-based attacks such as PGD are biased towards ignoring this vulnerability (as discussed in Sec. 4.1).

5. Attention-Fool

We have discussed that attention weights $A_h(X)$ can be largely affected by adversarial patches in principle but we have also shown that gradient-based attacks are impaired in exploiting this vulnerability. In order to encourage fooling of attention weights, we introduce a family of losses that are defined directly on the pre-softmax attention logits $B_h(X) = \frac{XW_h(XW_h)^T}{\sqrt{d_k}}$. We denote attacks based on these losses as Attention-Fool. We note that Attention-Fool losses are always maximized by the attacker, regardless of whether an attack is targeted or untargeted. Moreover, while this paper focuses on self-attention, it is straightforward to extend these losses to cross-attention.

$L_{kq}^{hl}$: Attacking a single attention head. We first focus on adversarially modifying attention weights of a specific head $h$ in a specific self-attention layer $l$. We propose a loss $L_{kq}^{hl}$ that aims at maximizing the query attention to the $i^*$-th projected key, that is: maximize the number of queries that devote the majority of their attention to this key. Naturally, $i^*$ is chosen such that its token corresponds to the region in the input where the adversarial patch has been placed.

We denote projected queries by $F_Q^{hl} = X^{hl}W_Q^{hl} \in \mathbb{R}^{d_k \times n}$,

![Figure 3. Minimum $\ell_\infty$ norm perturbation $\epsilon$ required for reaching the attacker’s goal (i.e., forcing queries to attend to the first key) on the controlled setting from Section 4.2. Increased weight scale $w$, higher embedding dimension $d_k$, and larger input mean norm $\mu$ simplify the attack: as the three quantities increase, the $\epsilon$ perturbation required to fulfill the goal decreases.](image-url)
and projected keys by \( P^{bl}_h = X^{bl}_h W^{bl}_K \in \mathbb{R}^{n \times d_k} \). We have \( B^{bl} = \frac{P^{bl}_Q (P^{bl}_Q)^T}{\sqrt{d_n}} \in \mathbb{R}^{n \times n} \), where the first dimension indexes queries and the second one keys. Each element of \( B^{bl} \) quantifies the dot-product similarity between a key and a query in the respective attention head \( h \) and layer \( l \). We now set \( \ell^{hl}_{kq} = \frac{1}{n} \sum_j P^{bl}_{ji}, \) where \( j \) indexes the queries. Maximizing \( \mathcal{L}^{hl}_{kq} \) thus corresponds to maximizing average dot-product similarity between queries and the target key.

\( \mathcal{L}_{kq} \): Attacking all attention layers and heads simultaneously. In the previous paragraph, we have introduced a loss that targets a single head and layer. However, in general fooling a single head might not be sufficient and it is also a priori unclear which head would be the most vulnerable one. The same applies to the choice of the layer, when there are multiple layers using dot-product attention. Because of this, we propose applying the loss to all layers and heads simultaneously. However, simply averaging \( \mathcal{L}^{hl}_{kq} \) over all heads and layers might not be optimal because it may favour many smaller head-wise changes overall rather than successfully fooling a subset of heads and layers to a larger extent. Because of this, we will utilize a smooth maximum \( \max(x) = \log \sum_j e^{x_j} \) over \( \mathcal{L}^{hl} \). Specifically, we define \( \mathcal{L}^{l}_{kq} = \log \sum_h e^{\mathcal{L}^{hl}_{kq}} \) \( \forall l \) and \( \mathcal{L}_{kq} = \log \sum_j e^{\mathcal{L}^{lj}_{kq}}. \) We empirically compare the choice of this smooth maximum over mean and hard maximum in Section C.1 and the choice of \( l \) in \( \mathcal{L}^{l}_{kq} \) in Section C.2. We visualize \( \mathcal{L}_{kq} \)'s effect on each network layer in Figure 4.

In order to make the losses of different heads and layers commensurable, we also propose to normalize scales of projected keys and queries via \( \tilde{P}^{bl}_K = \frac{P^{bl}_K}{\sqrt{d_k} \| P^{bl}_K \|_{1,2}} \) and \( \tilde{P}^{bl}_Q = \frac{P^{bl}_Q}{\sqrt{d_n} \| P^{bl}_Q \|_{1,2}} \), where \( \| X \|_{1,2} = \sum_i \sqrt{\sum_j X_{ij}^2} \) is the \( L_{1,2} \) norm. Note that the normalization is applied per individual head and makes the average \( \ell_2 \) norm of queries and keys equal to 1. \( B^{bl} \) is then computed based on \( \tilde{P}^{bl}_Q \) and \( \tilde{P}^{bl}_K \), making the losses \( \mathcal{L}^{hl}_{kq} \) commensurable. We empirically evaluate the effect of this normalization in Section C.3 of the supplementary material.

\( \mathcal{L}_{kq}^*: \) Targeting a special class token. The \( \mathcal{L}_{kq} \) loss treats all queries equally and aims at misdirecting the attention of the majority of queries towards the adversarial key token. However, for many architectures not all queries are created equally, for instance for ViTs [12] and DeiTs [37], there exists a special class token, which is supposed to accumulate class evidence over the layers. We propose a version of the \( \mathcal{L}_{kq} \) loss that specifically targets the attention of a certain query, for instance the one corresponding to the class token. Let \( j^* \) be the index of the query that shall be targeted. We define \( \mathcal{L}^{hl}_{kq^*} = B^{hl}_{j^*}, \) and generalize to \( \mathcal{L}_{kq} \), as above using smooth maximum over heads and layers.

In the following experiments, we will use combinations of \( \mathcal{L}_{kq} \) or \( \mathcal{L}_{kq^*} \) with standard cross-entropy loss \( \mathcal{L}_{ce} \) for the adversarial patch optimization of Equation 1. We denote the resulting set of attacks leveraging the weakness in dot-product attention as Attention-Fool. Note that Attention-Fool is different from concurrent work Patch-Fool [14] that defines a loss on the post-softmax attention weights, averaged of heads \( h \) and queries \( j \): \( \mathcal{L}_{PF} = \sum_h \sum_j A_h(X)_j \). In particular, Attention-Fool (in contrast to Patch-Fool) is not affected by the small gradient issue described in Section 4.1 since it is defined on pre-softmax attention weights.

6. Evaluation of Attention-Fool

We evaluate the robustness of different vision transformers against adversarial patches generated using our proposed Attention-Fool adversarial losses. We first investigate the robustness of ViT [12] and the improved DeiT [37] in Section 6.2. Then we show how Attention-Fool generalizes to DETR [8] in Section 6.3, which uses a hybrid CNN plus Transformer architecture to perform object detection.

6.1. Evaluation Setup

We use PGD as the optimizer to solve Equation 1. We set PGD’s initial step size \( \alpha^0 = 8/255 \) and schedule it with a cosine decay: \( \alpha^{(t+1)} = \alpha^{(0)} \frac{1}{2} (1 + \cos(\pi \frac{t}{T})) \). Additional-
ally, we add a stronger baseline to the adversarial patch robustness evaluation, we use an improved version of PGD by adding normalized-momentum in the optimization \[11\]:

\[m^{(t)} = \beta m^{(t-1)} + (1 - \beta) \nabla_{\theta} f(\theta; \mathbf{x}) / ||\nabla_{\theta} f(\theta; \mathbf{x})||_2,\]

and use \(m^{(t)}\) instead of the gradient \(\nabla_{\theta} f(\theta; \mathbf{x})\) in PGD.

### 6.2. Attention-Fool on Vision Transformer

We use the new Attention-Fool attack described in Section 5 to compare the effectiveness of adversarial patches optimized with the new losses \(\mathcal{L}_{kq}\) and \(\mathcal{L}_{kq^*}\) with adversarial patches optimized using cross-entropy loss \(\mathcal{L}_{ce}\). We use 1,000 images from the ImageNet 2012 [33] dataset and perform an untargeted attack, where \(y\) in Eq. 1 is the image ground truth. We also report the results on a targeted attack in Section D in Appendix. For the experiment, we place an adversarial patch of 16×16 pixels in the top left corner, whereas placing the patch in the center could have a larger effect on a CNN.

We include additional comparisons with the “Attention-Aware Loss” of Patch-Fool (Section 4.4 in [14]). For a controlled comparison with Patch-Fool, we perform two adjustments: (i) we disregard the saliency-based selection of the patch location (Section 4.3 in [14]) and (ii) we replace Adam with PGD (momentum = 0.9). This abstracts from attack specifics and allows us to compare losses directly. The results show that Patch-Fool’s Attention-Aware loss underperforms the Attention Fool losses; confirming the limitations of optimizing post-softmax attention weights (discussed in Sec. 4.1). Moreover, we compare to Patch-RS [10], a random-search based black-box patch attack. The inferior results of Patch-RS indicate that gradient-free attacks are no viable alternative for exploiting the existent vulnerabilities in attention weights.

### 6.3. Attention-Fool on DETR

Since Attention-Fool targets dot-product attention layers, it can be adapted to target various tasks and architectures that use this attention. Here, we apply Attention-Fool to object detection with DETR [8], which combines a CNN backbone with a Transformer encoder-decoder.

**Attention-Fool Configuration.** While \(\mathcal{L}_{kq}\) showed superior results for ViT/DeiT in Section 6.2, it is not applicable to DETR due to the absence of a class token in DETR. In contrast, we use \(\mathcal{L}_{kq}^{(1)}\), a loss targeting all queries and heads but only the first transformer encoder layer \((l = 1)\) rather than all at once. We focus on \(l = 1\) because we hypothe-
size that the transition from CNN to transformer encoder in DETR is specifically brittle due to large activations from the CNN backbone. For a similar reason, we aggregate losses across attention heads using the maximum function rather than $\text{smax}$ used in Section 4.

Evaluation Setup. We evaluate a targeted Attention-Fool attack on DETR by choosing the target to be the background class, which effectively forces missed detections (i.e., false negatives). We evaluate four pretrained DETR models from the official repository [1], with backbone either ResNet50 or ResNet101, and with or without a dilation in the ResNet layer 5 convolution (DC5). Note that DC5 models have twice the resolution in the backbone-extracted feature map, which is used as the encoder input. We select 100 images from the MS COCO 2017 validation set [22], and use the default DETR validation image loader which obtained mAP as we combine it with the Attention-Fool loss $L_{kq}^{(1)}$. We test three different patch sizes, $64 \times 64$, $56 \times 56$, and $48 \times 48$, which occupy $<0.64\%$, $<0.49\%$ and $<0.36\%$ of the input image, respectively. Given the higher complexity of DETR (compared to ViT), we increase the number of PGD iterations to 1000 in this experiment. We report the resulting mAPs in Table 4: baseline mAP on clean images, mAP under a targeted attack which uses $L_{ce}$, and the mAP change when we use the combined Attention-Fool $L_{ce} + L_{kq}^{(1)}$ loss. Table 4 shows that the addition of $L_{kq}^{(1)}$ reduces the mAP performance across all models and all patch sizes. We find that larger models with DETR101 are more vulnerable to Attention-Fool, where the mAP can be reduced down to 2.07 – this corresponds to suppressing the detection of the vast majority of objects. See Figure 1 for an illustration.

Table 4 also presents a setting where we do not use any loss on the model’s output but solely focus on misdirecting the first encoder layer’s attention (“$L_{kq}^{(1)}$ only”). In most cases, this results in considerably lower robust accuracy than using $L_{ce}$ directly, indicating that for DETR “fooling attention is all you need” for misclassification.

7. Conclusion

We revisited the robustness of transformers for image recognition against patch attacks. We identified properties of the dot-product attention’s gradient that bias vanilla patch attacks to mostly ignore a core vulnerability of these attention weights. This presumably caused prior works to overestimate robustness. We propose Attention-Fool, which directly targets the dot-product attention weights and allows much tighter robustness estimates. In summary, Attention-Fool improves vanilla robustness evaluation across all considered vision transformers, and is able to fool DETR’s global object detection with a tiny remote patch.

Limitations. We focused on dot-product attention. Other attention mechanisms [20, 39, 50] are likely not affected to the same degree by the identified weakness. However, since dot-product attention is the predominant attention mechanism in transformers, our approach is broadly applicable.

Potential negative societal impact. Adversarial attacks such as ours can be used for benign purposes like reliably evaluating robustness of ML systems as well as malign ones like exploiting weaknesses of these systems. Our research provides the basis for future work on more robust attention mechanisms that can mitigate the identified vulnerability and the resulting potential for negative societal impact.
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