HOMOGENEOUS EIGENVALUE PROBLEMS IN ORLICZ-SOBOLEV SPACES
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ABSTRACT. In this article we consider a homogeneous eigenvalue problem ruled by the fractional $g$–Laplacian operator whose Euler-Lagrange equation is obtained by minimization of a quotient involving Luxemburg norms. We prove existence of an infinite sequence of variational eigenvalues and study its behavior as the fractional parameter $s \uparrow 1$ among other stability results.

1. INTRODUCTION AND MAIN RESULTS

Eigenvalue problems are among the most widely studied problems in Partial Differential Equations; this stems in part for their natural appearance in the description of numerous natural phenomena (from vibrating membranes to quantum physics, passing through signal processing and many others) and in part from their intrinsic mathematical interest. In that sense, a rather natural question that arises when dealing with a class of operators is that of existence of eigenvalues.

The aim of this paper is precisely to (affirmatively) answer the question of existence for a class of homogeneous eigenvalue problems posed in fractional Orlicz-Sobolev spaces, more precisely to prove the existence of a sequence of variational eigenvalues for such operators. Furthermore, we study asymptotic stability of these eigenvalues with respect to the fractional parameter that governs the operators.

Fractional (or integro-differential) operators have received much interest from the PDE community in the past decade or so; such operators arise naturally in the context of stochastic Lévy processes with jumps and have been studied thoroughly both from the point of view of Probability and Analysis as they proved to be accurate models to describe different phenomena in physics, finance, image processing, or ecology; see for instance [1, 11, 35] and references therein. For the mathematical background from the PDE perspective taken in this paper, see for instance [7] or [21].

In this manuscript we will be interested in a class of integro-differential operators defined as follows: given a fractional parameter $s \in (0, 1)$ and a Young function $G$ with $g = G'$ (see Section 2 below for this and forthcoming definitions), the fractional
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The $g-$Laplacian operator is defined as

$$(-\Delta_g)^s u := \text{p.v.} (1-s) \int_{\mathbb{R}^n} g(|D_s u|) \frac{D_s u}{|D_s u| |x-y|^{n+s}} dy,$$

where $D_s u(x, y) := \frac{u(x)-u(y)}{|x-y|^s}$ and p.v. stands for principal value, needed due to the singularity of the integrand. This operator, as well as the natural fractional Orlicz-Sobolev spaces where to define it, were introduced and studied in [12] (see also [2]).

This fractional $g-$Laplacian, $(-\Delta_g)^s$ is the natural operator to consider when studying non-local problems with a behavior more general than a power, and it has shown to be of much interest in the recent years, see for instance [16, 22, 29]. In particular, the articles [4, 33, 34, 17] deal with the eigenvalue problem associated to $(-\Delta_g)^s$ for $s \in (0, 1)$ in a bounded domain $\Omega \subset \mathbb{R}^n$, i.e.

$$\begin{cases} (-\Delta_g)^s u = \lambda^s g(|u|) \frac{u}{|u|} & \text{in } \Omega \\ u = 0 & \text{in } \mathbb{R}^n \setminus \Omega. \end{cases} \tag{1.1}$$

(The superscript $s$ in $\lambda^s$ refers to the order of differentiation, it is not a power.)

The natural variational approach to study problems as (1.1) is to consider critical points of the non-homogeneous Rayleigh type quotient

$$\frac{(1-s) \int_{\mathbb{R}^n \times \mathbb{R}^n} G(|D_s u|) d\mu}{\int_{\Omega} G(|u|) dx}, \tag{1.2}$$

where $d\mu = |x-y|^{-n} dx \, dy$.

One of the main difficulties when dealing with eigenvalue problems in Orlicz-Sobolev spaces is precisely the lack of homogeneity and, as a consequence, the fact that multiplication by constants is not a closed operation (see for instance [4, 20, 23, 33, 34] and compare with [13, 26, 27, 30] for the homogeneous counterpart). This leads to the loss of the simplicity property of eigenvalues, and in general, an eigenfunction times a constant may not be an eigenfunction. In particular, eigenvalues in (1.2) may not be simple and they highly depend on the energy level of the normalization, $\int_{\Omega} G(|u|) dx = \alpha$; different normalizations may lead to different eigenvalues which are not easily compared. The behavior with respect to $\alpha$ for such problems is in fact an intriguing open question even for local operators.

In order to recover some of these spectral properties of homogeneous operators such as the fractional $p-$Laplacian, Franzina and Lindqvist proposed in [19] minimizing a quotient of norms instead of one involving modulars for the case of the variable exponent Sobolev spaces $W^{1,p(x)}_0(\Omega)$. 


In this manuscript we propose to study the following nonlocal (1−homogeneous) Rayleigh-type quotient:

\[
\mathcal{J}_s(u) := \begin{cases} 
[u]_{s,G} / \|u\|_G & \text{if } s \in (0,1) \\
\|\nabla u\|_G / \|u\|_G & \text{if } s = 1,
\end{cases}
\]  

(1.3)

where \(\| \cdot \|_G\) and \([\cdot]_{s,G}\) stand for the Luxemburg norm in \(L^G(\Omega)\) and seminorm in \(W^{s,G}_0(\Omega)\), respectively. See Section 2 for a precise definition.

Notice that the homogeneity of the quotient in (1.3) implies that eigenvalues are independent of the energy level chosen to perform the minimization (in particular, we can and often will assume \(\|u\|_G = 1\)).

In fact, one of our main results (Theorem 4.1) is that a sequence of eigenvalues given by critical points of \(\mathcal{J}_s\) actually exists.

The choice of the quotient that makes the problem homogeneous derives in an eigenvalue problem for an operator different than the usual fractional \(g\)-Laplacian studied in the upper cited papers. Here, we are lead to consider the non-local non-standard growth homogeneous operator \(\mathcal{L}_s : W^{s,G}_0(\Omega) \to \left(W^{s,G}_0(\Omega)\right)^*\) defined as

\[
\mathcal{L}_s u := \begin{cases} 
(1 - s) \int_{\mathbb{R}^n} g \left( \frac{|D_s u|}{[u]_{s,G}} \right) \frac{D_s u}{|D_s u|} \frac{dy}{|x - y|^{n+s}} & \text{when } s \in (0,1), \\
- \text{div} \left( g \left( \frac{|\nabla u|}{\|\nabla u\|_G} \right) \frac{\nabla u}{|\nabla u|} \right) & \text{when } s = 1
\end{cases}
\]  

(1.4)

and, given a bounded Lipschitz domain \(\Omega \subset \mathbb{R}^n\), we consider the homogeneous counterpart of (1.1) given by

\[
\begin{cases} 
\mathcal{L}_s u = \lambda^s g \left( \frac{|u|}{\|u\|_G} \right) \frac{u}{|u|} & \text{in } \Omega \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega.
\end{cases}
\]  

(1.5)

Therefore, we say that \(\lambda^s\) is an eigenvalue of (1.5) with eigenfunction \(u \in W^{s,G}_0(\Omega)\) if \(u\) is a nontrivial weak solution to (1.5). We prove in Theorem 3.1 that critical points of \(\mathcal{J}_s\) are precisely the (weak) solutions of (1.5) and hence eigenvalues of (1.5) are the critical values of \(\mathcal{J}_s\).

A further interesting question when dealing with fractional operators and/or spaces is the asymptotic behavior as the fractional parameter \(s\) approaches 1; this was the main point of interest in the seminal paper by Bourgain, Brezis and Mironescu [5] and was one of the issues tackled in [12], and has been a widely studied in different scenarios, see for instance [3, 6, 15, 31].
In this direction, we prove stability of solutions of equations involving the operator \( \mathcal{L}_s \) as the fractional parameter \( s \) goes to 1 (see Theorem 5.1). More precisely, if we assume that \( u_s \in W^{s,G}_0(\Omega) \) is a weak solution of the problem
\[
\begin{align*}
\mathcal{L}_s u &= f_s(x, \frac{u}{\|u\|_G}) & \text{in } \Omega \\
u &= 0 & \text{in } \mathbb{R}^n \setminus \Omega,
\end{align*}
\]
with \( f_s(x, z) \) satisfying a suitable growth behavior on \( |z| \) and converging to some \( f = f(x, z) \), we show that any accumulation point \( u \) of the family \( \{u_s\}_s \) in the \( L^G(\Omega) \)-topology (as \( s \uparrow 1 \)) verifies that \( u \in W^{1,G}_0(\Omega) \) and it is a weak solution of the limit equation
\[
\begin{align*}
\mathcal{L}_1 u &= f(x, \frac{u}{\|u\|_G}) & \text{in } \Omega \\
u &= 0 & \text{on } \partial \Omega,
\end{align*}
\]
where \( \mathcal{L}_1 \) is the operator defined (1.4) with \( g \) replaced by \( \bar{g} = \bar{G}' \) and \( \bar{G} \) is a suitable limit Young function (equivalent to \( G \)). See (5.3) for the precise definition of \( \bar{G} \).

As a consequence, this enables us to deal with the stability of Dirichlet eigenvalues of \( \mathcal{L}_s \); if \( \lambda^s \) is an eigenvalue of (1.5) and \( \lambda^1 \) is an accumulation point of the family \( \{\lambda^s\}_{s>0} \) when \( s \uparrow 1 \), then in Corollary 5.6 we prove that \( \lambda^1 \) is an eigenvalue of the limit equation
\[
\begin{align*}
\mathcal{L}_1 u &= \lambda^1 \, g \left( \frac{|u|}{\|u\|_G} \right) \frac{u}{|u|} & \text{in } \Omega \\
u &= 0 & \text{on } \partial \Omega.
\end{align*}
\] (1.6)

To complete the stability results we refine this result on eigenvalues and analyze the behavior of each variational eigenvalue \( \lambda^s_k \) when the fractional parameter \( s \uparrow 1 \). The techniques needed for this analysis involve some Gamma-convergence results for the corresponding Rayleigh quotients (see Theorem 5.7) and we are able to show that \( \lambda^s_k \to \lambda^1_k \) as \( s \uparrow 1 \) where the \( \lambda^s_k \) is the \( k^{th} \) variational eigenvalue of (1.5) and \( \lambda^1_k \) is the \( k^{th} \) variational eigenvalue of (1.6). This is the content of Corollary 5.8.

A technical but somewhat interesting remark on this theorem is the following: our hypotheses in Lemma 4.3 would constraint the cases in which the existence of a sequence eigenvalues for local operators (\( s = 1 \)) can be obtained; indeed in that lemma we require \( G(\sqrt{t}) \) to be convex for \( s = 1 \), whereas in the fractional scenario we include the case where \( g' \) is decreasing as well, which is an exclusive (although not complementary) requirement. However, the stability result ensures that taking the limit over the existent fractional eigenvalues we get the existence local eigenvalues, thus bypassing this technical difficulty.

The paper is organized as follows: in Section 2 we give some preliminary definitions. The Euler-Lagrange equation (Theorem 3.1) is derived in Section 3. Section 4 is devoted to the proof of the existence of a sequence of variational eigenvalues, that is Theorem 4.1. Finally, we dedicate Section 5 to prove the stability results.
2. Preliminaries

In this section we present some preliminary definitions needed for the rest of the paper.

2.1. Young functions. Throughout this article $G$ will denote a so-called Young function, that is, an application from $[0, \infty)$ into itself such that $G'(t) = g(t)$ where $g$ is a right-continuous function defined on $[0, \infty)$ and which is positive in $(0, \infty)$, vanishes at zero, is non-decreasing on $(0, \infty)$, and diverges when $t \to \infty$.

In fact, we will further assume that Young functions satisfy the following growth condition: there exist constants $1 < p^- < p^+ < \infty$

$$p^- - 1 \leq \frac{t g'(t)}{G(t)} \leq p^+ - 1, \quad t > 0. \quad (2.1)$$

From this inequality we immediately get

$$p^- \leq \frac{t g(t)}{G(t)} \leq p^+, \quad (2.2)$$

and these two inequalities together in turn give

$$p^-(p^- - 1)G(t) \leq t^2 g'(t) \leq p^+(p^+ - 1)G(t), \quad (2.3)$$

which will be used later.

Further, condition (2.2) ensures that both a Young function $G$ and its complementary function $\tilde{G}$ defined as

$$\tilde{G}(t) := \sup\{tw - G(w) : w > 0\}$$

satisfy the so-called $\Delta_2$ condition, i.e.,

$$G(2t) \leq C G(t), \quad \tilde{G}(2t) \leq C \tilde{G}(t), \quad t \geq 0.$$

We note also that the Young inequality

$$tw \leq G(t) + \tilde{G}(w)$$

holds for $t, w > 0$. It can further be shown that equality holds when $w = g(t)$. From this, the following inequality is easy to show:

$$\tilde{G}(g(t)) \leq (p^+ - 1)G(t). \quad (2.4)$$

Finally, a structural (technical) condition is needed to ensure the uniform monotonicity of the functionals, needed for proving existence: either

$G(\sqrt{t})$ is a convex function or $g'(t)$ is a decreasing function.

Observe that in the case of powers, i.e., $G(t) = t^p$, these conditions correspond to $p \geq 2$ or $1 < p < 2$, respectively. For a general Young function, although these conditions are exclusive, they are not complementary. This issue is left as a rather subtle open question.
2.2. Fractional Orlicz-Sobolev spaces. The functional setting in this manuscript will be the suitable fractional Orlicz-Sobolev spaces $W^{s,G}_0(\Omega)$ which were recently defined by the first and second authors, see [12]. In this context, we have the modulars

$$\Phi_G(u) := \int_\Omega G(|u|) \, dx$$

$$\Phi_{s,G}(u) := (1 - s) \int \mathbb{R}^n \times \mathbb{R}^n G(|D_s u(x, y)|) \, d\mu, \ s \in (0, 1)$$

$$\Phi_{1,G}(u) := \int_\Omega G(|\nabla u|) \, dx$$

with

$$D_s u(x, y) := \frac{u(x) - u(y)}{|x - y|^s} \quad \text{and} \quad d\mu := \frac{dxdy}{|x - y|^n}.$$

Moreover, $\| \cdot \|_G$ will denote the Luxemburg norm

$$\|u\|_G := \inf \left\{ \tau > 0 : \Phi_G \left( \frac{u}{\tau} \right) \leq 1 \right\}$$

and the Gagliardo seminorm $[ \cdot ]_{s,G}$ is given by

$$[u]_{s,G} := \inf \left\{ \tau > 0 : \Phi_{s,G} \left( \frac{u}{\tau} \right) \leq 1 \right\}.$$

We refer the reader to [12] for the common structural properties of such spaces (see also [2]).

3. The Euler-Lagrange equation

In this section we derive the Euler-Lagrange equation satisfied by the critical points of $\mathcal{J}_s$. We introduce some notations that will be helpful in this section and in the remaining of the paper. Given an Orlicz function $G$, and a fractional parameter $s \in (0, 1]$, we define the functionals

$$\mathcal{I}(u) = \|u\|_G,$$

$$\mathcal{H}_s(u) = \begin{cases} [u]_{s,G} & \text{if } s \in (0, 1) \\ \|\nabla u\|_G & \text{if } s = 1. \end{cases}$$

Observe that the (homogeneous) Rayleigh quotient $\mathcal{J}_s$ can then be written as

$$\mathcal{J}_s(u) = \frac{\mathcal{H}_s(u)}{\mathcal{I}(u)}.$$

The main result of this section is the following

**Theorem 3.1.** Let $G$ be an Orlicz function satisfying (2.2) and let $s \in (0, 1]$ be a fractional parameter. Then $u \in W^{s,G}_0(\Omega)$ is a critical point of $\mathcal{J}_s$ if and only if $u$ is a weak solution to the Euler-Lagrange equation (1.5).
We first give some non-rigorous heuristic: for $s \in (0, 1]$ let $u$ be critical point of $J_s$ and define $w_\varepsilon := u + \varepsilon v$ for $v \in C^\infty_c(\Omega)$. We compute

\[
0 = \left. \frac{d}{d\varepsilon} J_s(w_\varepsilon) \right|_{\varepsilon=0} = \left. \frac{d}{d\varepsilon} \mathcal{H}_s(w_\varepsilon) \right|_{\varepsilon=0} = \mathcal{I}(w_\varepsilon) \langle \mathcal{H}'_s(w_\varepsilon), v \rangle - \mathcal{H}_s(w_\varepsilon) \langle \mathcal{I}'(w_\varepsilon), v \rangle \left(\mathcal{I}(w_\varepsilon)\right)^2
\]

so the necessary condition is

\[
\frac{\langle \mathcal{H}'_s(u), v \rangle}{\mathcal{H}_s(u)} = \frac{\langle \mathcal{I}'(u), v \rangle}{\mathcal{I}(u)}.
\] (3.3)

To formalize (3.3) we have to show that $\mathcal{H}_s, s \in (0, 1]$ and $\mathcal{I}$ are Fréchet differentiable and compute their derivatives.

**Proposition 3.2.** Let $G$ be an Orlicz function satisfying (2.2) and $s \in (0, 1]$ be a fractional parameter. Let $\mathcal{I} : L^G(\Omega) \to \mathbb{R}$ and $\mathcal{H}_s : W^{s,G}_0(\Omega) \to \mathbb{R}$ be the functionals defined in (3.1) and (3.2) respectively. Then $\mathcal{I}$ and $\mathcal{H}_s$ are differentiable away from 0 and their derivatives are given by

\[
\langle \mathcal{I}'(u), v \rangle = \int_{\Omega} g \left( \frac{|u|}{\|u\|_G} \right) \frac{uv}{|u|} \, dx,
\]

\[
\langle \mathcal{H}'_s(u), v \rangle = \begin{cases} 
(1 - s) \int_{\mathbb{R}^n \times \mathbb{R}^n} g \left( \frac{|D_s u|}{|u|_{s,G}} \right) \frac{D_s u}{|D_s u|} D_s v \, d\mu, & \text{if } s \in (0, 1) \\
\int_{\Omega} g \left( \frac{|
abla u|}{\|
abla u\|_G} \right) \frac{\nabla u \cdot \nabla v}{|
abla u|} \, dx, & \text{if } s = 1
\end{cases}
\] (3.4) (3.5)

**Proof.** Let us deal first with the case $s = 1$.

Observe that for $a, b \in \mathbb{R}$ we have that

\[
G(|b|) - G(|a|) = \int_0^1 \frac{d}{dt} G\left(|t(b - a) + a|\right) \, dt
\]

\[
= (b - a) \int_0^1 g\left(|t(b - a) + a|\right) \frac{t(b - a) + a}{|t(b - a) + a|} \, dt.
\] (3.6)

Moreover, by definition of the Luxemburg norm (see [24]), for all $\varepsilon \geq 0$

\[
\int_{\Omega} G\left( \frac{|
abla w_\varepsilon|}{H_1(w_\varepsilon)} \right) \, dx = 1, \quad \int_{\Omega} G\left( \frac{|w_\varepsilon|}{I(w_\varepsilon)} \right) \, dx = 1
\] (3.7)

Let us first prove the expression for $\langle \mathcal{I}'(u), v \rangle$. 

Using this with $b := \frac{w_e}{\mathcal{I}(w_e)}$ and $a := \frac{u}{\mathcal{I}(u)}$ together with (3.7) we can compute

$$0 = \int_{\Omega} G \left( \frac{|w_e|}{\mathcal{I}(w_e)} \right) dx - \int_{\Omega} G \left( \frac{|u|}{\mathcal{I}(u)} \right) dx$$

$$= \int_{\Omega} \left( \frac{w_e}{\mathcal{I}(w_e)} - \frac{u}{\mathcal{I}(u)} \right) A(x, \varepsilon) dx$$

with

$$A(x, \varepsilon) := \int_{0}^{1} \left( t \left( \frac{w_e}{\mathcal{I}(w_e)} - \frac{u}{\mathcal{I}(u)} \right) + \frac{u}{\mathcal{I}(u)} \right) \frac{t \left( \frac{w_e}{\mathcal{I}(w_e)} - \frac{u}{\mathcal{I}(u)} \right) + \frac{u}{\mathcal{I}(u)}}{t \left( \frac{w_e}{\mathcal{I}(w_e)} - \frac{u}{\mathcal{I}(u)} \right) + \frac{u}{\mathcal{I}(u)}} dt.$$ 

From (3.8) and the definition of $v_\varepsilon$ we get

$$\int_{\Omega} \left( \frac{u}{\mathcal{I}(w_\varepsilon)} - \frac{u}{\mathcal{I}(u)} \right) A(x, \varepsilon) dx = -\varepsilon \int_{\Omega} \frac{\varphi}{\mathcal{I}(w_\varepsilon)} A(x, \varepsilon) dx$$

from where

$$\int_{\Omega} \left( \frac{\mathcal{I}(w_\varepsilon) - \mathcal{I}(u)}{\varepsilon} \right) \frac{u}{\mathcal{I}(u)} A(x, \varepsilon) dx = \int_{\Omega} \varphi A(x, \varepsilon) dx. \quad (3.9)$$

Now, since $v_\varepsilon \to u$ a.e. as $\varepsilon \to 0^+$, we deduce that

$$A(x, \varepsilon) \to g \left( \frac{|u|}{\mathcal{I}(u)} \right) \frac{u}{|u|} \text{ a.e. as } \varepsilon \to 0^+$$

so (3.9) implies

$$\frac{\langle \mathcal{I}'(u), v \rangle}{\mathcal{I}(u)} \int_{\Omega} g \left( \frac{|u|}{\mathcal{I}(u)} \right) |u| dx = \int_{\Omega} g \left( \frac{|u|}{\mathcal{I}(u)} \right) \frac{uv}{|u|} dx$$

that is

$$\frac{\langle \mathcal{I}'(u), v \rangle}{\mathcal{I}(u)} = \frac{\int_{\Omega} g \left( \frac{|u|}{\|u\|_G} \right) \frac{uv}{|u|} dx}{\int_{\Omega} g \left( \frac{|u|}{\|u\|_G} \right) |u| dx}.$$

We can reason similarly to get the expression for $\mathcal{H}'$. Indeed,

$$0 = \int_{\Omega} G \left( \frac{\nabla w_\varepsilon}{\mathcal{H}_1(w_\varepsilon)} \right) dx - \int_{\Omega} G \left( \frac{\nabla u}{\mathcal{H}_1(u)} \right) dx$$

$$= \int_{\Omega} \left( \frac{\nabla u + \varepsilon \nabla v}{\mathcal{H}_1(w_\varepsilon)} - \frac{\nabla u}{\mathcal{H}_1(u)} \right) B(x, \varepsilon) dx \quad (3.10)$$

with

$$B(x, \varepsilon) := \int_{0}^{1} \left( t \left( \frac{\nabla w_\varepsilon}{\mathcal{H}_1(w_\varepsilon)} - \frac{\nabla u}{\mathcal{H}_1(u)} \right) + \frac{\nabla u}{\mathcal{H}_1(u)} \right) \frac{t \left( \frac{\nabla w_\varepsilon}{\mathcal{H}_1(w_\varepsilon)} - \frac{\nabla u}{\mathcal{H}_1(u)} \right) + \frac{\nabla u}{\mathcal{H}_1(u)}}{t \left( \frac{\nabla w_\varepsilon}{\mathcal{H}_1(w_\varepsilon)} - \frac{\nabla u}{\mathcal{H}_1(u)} \right) + \frac{\nabla u}{\mathcal{H}_1(u)}} dt.$$
From (3.10) we deduce that

\[
\frac{1}{\mathcal{H}_1(u)} \int_{\Omega} \left( \frac{|\nabla u + \varepsilon \nabla v| - |\nabla u|}{\varepsilon} \right) B(x, \varepsilon) \, dx = \int_{\Omega} \frac{|\nabla u + \varepsilon \nabla v|}{\varepsilon} \left( \frac{1}{\mathcal{H}_1(u)} - \frac{1}{\mathcal{H}_1(w_\varepsilon)} \right) B(x, \varepsilon) \, dx. \tag{3.11}
\]

As before

\[ B(x, \varepsilon) \rightarrow g \left( \frac{|\nabla u|}{\mathcal{H}_1(u)} \right) \quad \text{a.e. as } \varepsilon \to 0^+ \]

and

\[ \frac{|\nabla u + \varepsilon \nabla v| - |\nabla u|}{\varepsilon} \rightarrow \frac{\nabla u \cdot \nabla v}{|\nabla u|} \quad \text{a.e. as } \varepsilon \to 0^+ \]

For the right hand side of (3.11), observe that

\[
\frac{|\nabla u + \varepsilon \nabla v|}{\mathcal{H}_1(w_\varepsilon) \mathcal{H}_1(u)} \left( \frac{\mathcal{H}_1(w_\varepsilon) - \mathcal{H}_1(u)}{\varepsilon} \right) \rightarrow \frac{|\nabla u|}{(\mathcal{H}_1(u))^2} \langle \mathcal{H}_1'(u), v \rangle
\]

da.e. as \( \varepsilon \to 0^+ \) so taking limits in (3.11) we get

\[
\frac{1}{\mathcal{H}_1(u)} \int_{\Omega} \frac{\nabla u \cdot \nabla \varphi}{|\nabla u|} g \left( \frac{|\nabla u|}{\mathcal{H}_1(u)} \right) \, dx = \int_{\Omega} \frac{|\nabla u|}{(\mathcal{H}_1(u))^2} \langle \mathcal{H}_1'(u), v \rangle g \left( \frac{|\nabla u|}{\mathcal{H}_1(u)} \right) \, dx
\]

from where

\[
\langle \mathcal{H}_1'(u), v \rangle = \frac{\mathcal{H}_1(u)}{\mathcal{H}_1'(u, v)} = \int_{\Omega} g \left( \frac{|\nabla u|}{\|\nabla u\|_G} \right) \frac{\nabla u \cdot \nabla v}{|\nabla u|} \, dx
\]

Finally, notice that replacing in (3.6) \( \mathbf{b} \) and \( \mathbf{a} \) by \( D_s u \) and \( D_s w_\varepsilon \), respectively, and using that

\[
\int_{\mathbb{R}^n \times \mathbb{R}^n} G \left( \frac{|D_s w_\varepsilon|}{\mathcal{H}_s(w_\varepsilon)} \right) \, d\mu = 1,
\]

by repeating the previous steps we get

\[
\langle \mathcal{H}_s'(u), v \rangle = \int_{\mathbb{R}^n \times \mathbb{R}^n} g \left( \frac{|D_s u|}{\|u\|_s,G} \right) \frac{u(x) - u(y)}{|u(x) - u(y)|} D_s v \, d\mu \quad \forall v \in W_0^{s,G}(\Omega).
\]

The proof is now completed. \( \square \)

**Remark 3.3.** Observe that from the previous Proposition, \( \mathcal{H}_s' = \mathcal{L}_s \) for \( s \in (0,1] \).

We are now in position to give the
Proof of Theorem 3.1. Let \( u \) be a critical point of \( \mathcal{J}_1 \). Gathering (3.3), (3.4) and (3.5) we get
\[
\int_{\Omega} g \left( \frac{|\nabla u|}{\|\nabla u\|_G} \right) \nabla u \cdot \nabla v \frac{|\nabla u|}{\|\nabla u\|_G} \, dx = \lambda_1 \int_{\Omega} g \left( \frac{|u|}{\|u\|_G} \right) \frac{uv}{|u|} \, dx \quad \forall v \in W_0^{1,G}(\Omega),
\]
giving the result by a density argument.

An analogous expression for \( \lambda_s \) is obtained in a similar fashion. \( \square \)

4. Existence of a Sequence of Variational Eigenvalues

This section is devoted to the proof of a general existence result for variational eigenvalues, namely Theorem 4.1. The proof is based on the Ljusternik-Schnirelman theory, although we point out that existence of the first variational eigenvalue \( \lambda_1^s \), \( s \in (0,1] \) could be easily achieved by the direct method of the Calculus of Variations.

The main result in this section reads as follows:

**Theorem 4.1.** Let \( G \) be a Young function satisfying (2.1). Assume one of the following scenarios:

(i) \( s \in (0,1) \) and \( G \) additionally satisfies that \( G(\sqrt{t}) \) is convex or \( g' \) is decreasing;
(ii) \( s = 1 \) and \( G(\sqrt{t}) \) is convex.

Then there exists a sequence \( \{\lambda_k^s\}_{k \in \mathbb{N}} \) of critical points of \( \mathcal{J}_s, \lambda_k^s \to \infty \) as \( k \to \infty \). Moreover, these critical points have the following variational characterization
\[
\lambda_k^s = \inf_{K \in \mathcal{C}_k} \sup_{u \in K} \mathcal{H}_s(u) \tag{4.1}
\]
where, for any \( k \in \mathbb{N} \),
\[
\mathcal{C}_k := \{ K \subset M \text{ compact, symmetric with } \mathcal{H}_s(u) > 0 \text{ on } K \text{ and } \gamma(K) \geq k \},
\]
\[
M := \{ u \in W_0^{s,G}(\Omega) : \mathcal{I}(u) = 1 \}
\]
and \( \gamma \) is the Krasnoselskii genus of \( K \).

**Remark 4.2.** See [32] for the definition and properties of \( \gamma \).

A first fundamental ingredient for the proof of Theorem 4.1 is the uniform monotonicity of the operator \( \mathcal{L}_s \), which can be deduced from the following key lemma.

**Lemma 4.3.** Let \( G \) be a Young function satisfying (2.1). Then, for any \( a,b \in \mathbb{R} \) there exists a positive constant \( C \) independent of \( a \) and \( b \) such that
\[
\left( g(|b|) \frac{b}{|b|} - g(|a|) \frac{a}{|a|} \right) (b - a) \geq \begin{cases} 
CG(|b - a|) & \text{if } G(\sqrt{t}) \text{ is convex,} \\
C(b - a)^2g'(|b - a|) & \text{if } g' \text{ is decreasing.}
\end{cases}
\]

Moreover, when \( G(\sqrt{t}) \) is convex, the first inequality holds for \( a,b \in \mathbb{R}^n \).
Proof. Denote

\[ I_{a,b} := \left( g(|b|) \frac{b}{|b|} - g(|a|) \frac{a}{|a|} \right). \]

We first assume that \( G(\sqrt{t}) \) is convex. The result in this case for \( a, b \in \mathbb{R}^n \) can be found in [9, Lemma 3.1], nevertheless, we put forward here a simple proof for \( a, b \in \mathbb{R} \) based on the convexity of \( G \). Indeed,

\[
G(|b|) \leq G \left( \left| \frac{a+b}{2} \right| \right) + g(|b|) \frac{b-a}{2}, \quad G(|a|) \leq G \left( \left| \frac{a+b}{2} \right| \right) + g(|a|) \frac{a-b}{2}.
\]

Adding the above two relations we find that

\[
\frac{1}{2} \left( g(|b|) \frac{b}{|b|} - g(|a|) \frac{a}{|a|} \right) (b-a) \geq G(|b|) + G(|a|) - 2G \left( \left| \frac{a+b}{2} \right| \right).
\]

Then, by using [25, Lemma 2.1] it follows that

\[
I_{a,b}(b-a) \geq 4G \left( \left| \frac{b-a}{2} \right| \right) \geq 2^{2-p^+} G \left( |b-a| \right).
\]

Assume now that \( g' \) is decreasing. Without loss of generality we can take \( b > a \). If \( a, b > 0 \) a straightforward computation gives that

\[
I_{a,b} = g(b) - g(a) = \int_a^b g'(t) \, dt \geq (b-a)g'(b) \geq (b-a)g'(b)
\]

so

\[
I_{a,b}(b-a) \geq (b-a)^2 g'(b-a)
\]

and the result holds with \( C = 1 \).

If \( a = 0 \), by using (2.1) we get

\[
I_{a,b} = g(b)b \geq \frac{1}{p^+ - 1} b^2 g'(b).
\]

Finally, if \( b > 0 \) and \( a < 0 \), then \( b = |b|, a = -|a| \). In this case, using (2.2) and (2.1) we get

\[
I_{a,b} = (g(|b|) + g(|a|))(|a| + |b|) \geq Cg(|a| + |b|)(|a| + |b|)
\]

\[
\geq \frac{C}{p^+} (|a| + |b|)^2 g'(|a| + |b|)
\]

\[
= \frac{C}{p^+} (b-a)^2 g'(b-a),
\]

which concludes the proof. \( \square \)

As a direct consequence of the previous lemma we get the desired monotonicity property:

**Proposition 4.4.** Let \( G \) be a Young function satisfying (2.1). Then
(i) If $G(\sqrt{t})$ is convex
\[
\left\langle \mathcal{H}'(u) - \mathcal{H}'(v), \frac{u}{[u]_{s,G}} - \frac{v}{[v]_{s,G}} \right\rangle \geq C \Phi_{s,G} \left( \frac{u}{[u]_{s,G}} - \frac{v}{[v]_{s,G}} \right),
\]
\[
\left\langle \mathcal{H}'(u) - \mathcal{H}'(v), \frac{\nabla u}{\|\nabla u\|_G} - \frac{\nabla v}{\|\nabla v\|_G} \right\rangle \geq C \Phi_{s,G} \left( \frac{\nabla u}{\|\nabla u\|_G} - \frac{\nabla v}{\|\nabla v\|_G} \right).
\]

(ii) If $g'$ is decreasing
\[
\left\langle \mathcal{H}'_s(u) - \mathcal{H}'_s(v), \frac{u}{[u]_{s,G}} - \frac{v}{[v]_{s,G}} \right\rangle \geq C \int \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( \frac{|D_s u|}{[u]_{s,G}} + \frac{|D_s v|}{[v]_{s,G}} \right)^2 g' \left( \frac{|\nabla u|}{\|\nabla u\|_G} - \frac{|\nabla v|}{\|\nabla v\|_G} \right) d\mu.
\]

The following proposition gives the structural properties of $\mathcal{I}$ and $\mathcal{H}_s$ needed to apply the so-called Ljusternik-Schnirelman theory:

**Proposition 4.5.** The functionals $\mathcal{I}$ and $\mathcal{H}_s$ satisfy the following conditions:

(h1) $\mathcal{I}$ and $\mathcal{H}_s$ are $C^1(W^{s,G}_0(\Omega) \setminus \{0\}, \mathbb{R})$ even functionals with $\mathcal{I}(0) = \mathcal{H}_s(0) = 0$ and the level set
\[ M := \{u \in W^{s,G}_0(\Omega): \mathcal{H}_s(u) = 1\} \]
is bounded.

(h2) $\mathcal{I}'$ is strongly continuous, i.e.,
\[ u_k \rightharpoonup u \text{ in } W^{s,G}_0(\Omega) \implies \mathcal{I}'(u_k) \rightharpoonup \mathcal{I}'(u). \]
Moreover, for any $u \in W^{s,G}_0(\Omega)$ it holds that
\[ \langle \mathcal{I}'(u), u \rangle = 0 \iff \mathcal{I}(u) = 0 \iff u = 0. \]

(h3) $\mathcal{H}'_s$ is continuous, bounded and, as $k \to \infty$, it holds that
\[ u_k \rightharpoonup u, \quad \mathcal{H}'_s(u_k) \rightharpoonup v, \quad \langle \mathcal{H}'_s(u_k), u_k \rangle \to \langle v, u \rangle \implies u_k \to u \text{ in } W^{s,G}_0(\Omega). \]

(h4) For every $u \in W^{s,G}_0(\Omega) \setminus \{0\}$ it holds that
\[ \langle \mathcal{H}'_s(u), u \rangle > 0, \quad \lim_{t \to +\infty} \mathcal{H}_s(tu) = +\infty, \quad \inf_{u \in M} \langle \mathcal{H}'_s(u), u \rangle > 0. \]

**Proof.** Let us check (h1)–(h4).

(h1) Clearly, the maps $\mathcal{I}$ and $\mathcal{H}_s$ are even and $\mathcal{I}(0) = \mathcal{H}_s(0) = 0$. The differentiability away from 0 of $\mathcal{I}$ and $\mathcal{H}_s$ was proved in Proposition 3.2. The boundedness of the level set $M$ is a direct consequence of Poincaré’s inequality (see for instance [14, Theorem 2.12]).

(h2) From (2.1) we get
\begin{align*}
\langle I'(u), u \rangle & \leq \|u\|_G \int_\Omega g \left( \frac{|u|}{\|u\|_G} \right) \frac{|u|}{\|u\|_G} \, dx \leq p^+ \|u\|_G \int_\Omega G \left( \frac{|u|}{\|u\|_G} \right) \, dx = p^+ \|u\|_G.
\end{align*}

An analogous argument yields
\begin{align*}
p^- I(u) &= p^- \|u\|_G \leq \langle I'(u), u \rangle \leq p^+ \|u\|_G = p^- I(u).
\end{align*}

Then immediately it follows that
\begin{align*}
\langle I'(u), u \rangle = 0 \iff I(u) = 0 \iff u = 0.
\end{align*}

Let us check that $I'$ is strongly continuous. Let $u_k \rightharpoonup u$ in $W_0^{s,G}(\Omega)$, we need to show that $I'(u_k) \rightharpoonup I'(u)$ in $W^{-s,\tilde{G}}(\Omega)$. We will achieve this by showing that any subsequence of $I'(u_k)$ has a further subsequence that converges to $I'(u)$. For the sake of simplicity of notation subsequences will still be denoted by the same index). Given any subsequence of $I'(u_k)$ the corresponding $u_k$ converges weakly to $u$ in $W^{s,G}_0(\Omega)$ so that, up to a further subsequence, we may assume that $u_k \rightarrow u$ in $L^G(\Omega)$ and a.e.

Next, observe that
\begin{align*}
|\langle I'(u_k) - I'(u), v \rangle| &= \left| \int_\Omega \left( g \left( \frac{|u_k|}{\|u_k\|_G} \right) \frac{u_k}{|u_k|} - g \left( \frac{|u|}{\|u\|_G} \right) \frac{u}{|u|} \right) v \, dx \right| \\
&\leq \left\| g \left( \frac{|u_k|}{\|u_k\|_G} \right) \frac{u_k}{|u_k|} - g \left( \frac{|u|}{\|u\|_G} \right) \frac{u}{|u|} \right\| \|v\|_G.
\end{align*}

Since both $G$ and $\tilde{G}$ satisfy the $\Delta_2$ condition, the last expression goes to 0 when $k \rightarrow \infty$ if
\begin{align}
\lim_{k \rightarrow \infty} \int_\Omega \tilde{G} \left( g \left( \frac{|u_k|}{\|u_k\|_G} \right) \frac{u_k}{|u_k|} - g \left( \frac{|u|}{\|u\|_G} \right) \frac{u}{|u|} \right) \, dx = 0. \tag{4.2}
\end{align}

Since, as mentioned above, $u_k \rightarrow u$ in $L^G(\Omega)$ and $u_k \rightarrow u$ a.e. we have that there exists $h \in L^1(\Omega)$ such that $|u_k| \leq h$ a.e. in $\Omega$ (see [8, Theorem 4.9]). This, together with (2.4) and the $\Delta_2$ condition allows to bound (4.2) by
\begin{align*}
C \int_\Omega \left[ G \left( \frac{|u_k|}{\|u_k\|_G} \right) + G \left( \frac{|u|}{\|u\|_G} \right) \right] \, dx \leq \int_\Omega \left[ G \left( \frac{|h|}{\|h\|_G} \right) + G \left( \frac{|u|}{\|u\|_G} \right) \right] \, dx
\end{align*}

where we have used also the lower semicontinuity of the $L^G$ norm. Therefore, (4.2) follows from the dominated convergence theorem and $I'(u_k)$ converges to $I'(u)$ as desired.
(h3) • $\mathcal{H}'_s$ is bounded: in light of equation (2.4)

$$|\langle \mathcal{H}'_s(u), v \rangle| \leq [v]_{s,G} \int_{\mathbb{R}^n \times \mathbb{R}^n} g \left( \frac{|D_s u|}{[u]_{s,G}} \right) \frac{|D_s v|}{[v]_{s,G}} d\mu$$

$$\leq 2[v]_{s,G} \sup g \left( \frac{|D_s u|}{[u]_{s,G}} \right) \frac{|D_s v|}{[v]_{s,G}}_{\tilde{G},d\mu}$$

$$\leq 2(p^+ - 1)[v]_{s,G} \left( \frac{u}{[u]_{s,G}} \right)_{s,G} \left( \frac{v}{[v]_{s,G}} \right)_{s,G}$$

$$\leq 2(p^+ - 1)[v]_{s,G}$$

from where

$$\|\mathcal{H}'_s(u)\|_{-s,G} = \sup \left\{ \frac{|\langle \mathcal{H}'_s(u), v \rangle|}{[v]_{s,G}} : v \in W^{s,G}(\mathbb{R}^n), v \neq 0 \right\}$$

is bounded. Notice further that that the bound is independent of $u$.

• $\mathcal{H}'_s$ is continuous: let $\{u_k\}_{k \in \mathbb{N}} \subset W^{s,G}_0(\Omega)$ be such that $u_k \to u$ in $W^{s,G}_0(\Omega)$.

By using Hölder’s inequality

$$|\langle \mathcal{H}'_s(u_k) - \mathcal{H}'_s(u), v \rangle| = \left| \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( g \left( \frac{|D_s u_k|}{[u_k]_{s,G}} \right) \frac{D_s u_k}{[D_s u_k]} - g \left( \frac{|D_s u|}{[u_k]_{s,G}} \right) \frac{D_s u}{[D_s u]} \right) D_s v d\mu \right|$$

$$\leq \left\| g \left( \frac{|D_s u_k|}{[u_k]_{s,G}} \right) \frac{D_s u_k}{[D_s u_k]} - g \left( \frac{|D_s u|}{[u_k]_{s,G}} \right) \frac{D_s u}{[D_s u]} \right\|_{\tilde{G},d\mu} [v]_{s,G}.$$ 

The proof from here proceeds similarly to that of the continuity of $\mathcal{I}'$ after Equation (4.2).

• It remains to be shown that if $\{u_k\}_{k \in \mathbb{N}}$ is a sequence in $W^{s,G}_0(\Omega)$ such that $u_k \to u$ in $W^{s,G}_0(\mathbb{R}^n)$, $\mathcal{H}'_s(u_k) \to v$ in $W^{-s,G}(\mathbb{R}^n)$, $\langle \mathcal{H}'_s(u_k), u_k \rangle \to \langle v, u \rangle$ (4.3) then $u_k \to u$ in $W^{-s,G}_0(\Omega)$.

If we assume that $G(\sqrt{t})$ is convex, from Proposition 4.4 we get

$$I_k := \left\langle \mathcal{H}'_s(u) - \mathcal{H}'_s(u_k), \frac{u}{[u]_{s,G}} - \frac{u_k}{[u_k]_{s,G}} \right\rangle \geq C\Phi_{s,G} \left( \frac{u}{[u]_{s,G}} - \frac{u_k}{[u_k]_{s,G}} \right).$$

If otherwise, $g'$ is increasing, again Proposition 4.4 together with (2.3) gives that

$$I_k \geq C \int_{\mathbb{R}^n \times \mathbb{R}^n} \left( \frac{|D_s u|}{[u]_{s,G}} + \frac{|D_s v|}{[v]_{s,G}} \right) \frac{2}{g'} \left( \frac{|D_s \left( \frac{u}{[u]_{s,G}} - \frac{v}{[v]_{s,G}} \right)}{[u]_{s,G}} \right) d\mu$$

$$\geq Cp^{-p^+ - 1}\Phi_{s,G} \left( \frac{u}{[u]_{s,G}} - \frac{u_k}{[u_k]_{s,G}} \right).$$
Therefore, since modulars and norms are comparable, both whether $G(\sqrt{t})$ is convex or $g'$ is an increasing function we have that

$$I_k \geq C \left( \frac{u}{u_{s,G}} - \frac{u_k}{|u_k|_{s,G}} \right)^p_{s,G}$$

for some exponent $p$ depending on $p^+$ and $p^-$.

Assume that $I_k \to 0$ as $k \to \infty$. Then, as a consequence $v_k = \frac{u_k}{|u_k|_{s,G}} \to v := \frac{u}{|u|_{s,G}}$ in $W_{0}^{s,G}(\Omega)$. We claim that this implies that $u_k \to u$ in $W_{0}^{s,G}(\Omega)$, as desired. If $|u_k|_{s,G} \to \alpha \geq |u|_{s,G}$, since $u_k \to u$ in $L^G(\Omega)$,

$$u_k = [u_k]_{s,G} v_k \to \infty \Rightarrow u = \alpha v = \frac{\alpha}{|u|_{s,G}}$$

from where $\alpha = [u]_{s,G}$.

Now, let us see that $I_k \to 0$ as $k \to \infty$. For this end, we split the limit as follows

$$
\lim_{k \to \infty} I_k = \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u) - \mathcal{H}'_s(u_k), \frac{u}{[u]_{s,G}} - \frac{u}{[u_k]_{s,G}} \right\rangle 
+ \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u) - \mathcal{H}'_s(u_k), \frac{u}{[u_k]_{s,G}} - \frac{u_k}{[u_k]_{s,G}} \right\rangle 
= (A) + (B).
$$

If the sequence $\{u_k\}_{k \in \mathbb{N}}$ converges to $u$ in $W_{0}^{s,G}(\mathbb{R}^n)$, there is nothing to prove, so we assume that $[u_k]_{s,G} \to \alpha \geq [u]_{s,G}$ as $k \to \infty$.

Let us deal with the first term

$$(A) = \left( \frac{1}{[u]_{s,G}} - \frac{1}{\alpha} \right) \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u) - \mathcal{H}'_s(u_k), u - u_k \right\rangle 
= \left( \frac{1}{u_{s,G}} - \frac{1}{\alpha} \right) \left[ \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u), u \right\rangle - \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u_k), u \right\rangle 
- \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u), u_k \right\rangle + \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u_k), u_k \right\rangle \right] 
:= (A_1) + (A_2) + (A_3) + (A_4).$$

The first assumption in (4.3) gives that $(A_1) + (A_3) = 0$. By the the second assumption, $(A_2) = -\langle v, u \rangle$ and by the third one, $(A_3) = \langle v, u \rangle$. As a consequence, $(A) = 0$.

For the second term we have

$$(B) \cdot \alpha = \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u) - \mathcal{H}'_s(u_k), u - u_k \right\rangle 
= \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u), u - u_k \right\rangle - \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u_k), u \right\rangle + \lim_{k \to \infty} \left\langle \mathcal{H}'_s(u_k), u_k \right\rangle 
:= (B_1) + (B_2) + (B_3).$$
The first assumption in (4.3) implies that \((B_1) = 0\). From the second condition in (4.3), \((B_2) = -\langle v, u \rangle\), but the third assumption implies that \((B_3) = \langle v, u \rangle\). Thus, \((B) = 0\).

\((h_4)\) It is clear that, for any \(u \in W^{s,G}_0(\Omega) \setminus \{0\}\),
\[
\langle \mathcal{H}'_s(u), u \rangle > 0, \quad \lim_{t \to +\infty} \mathcal{H}_s(tu) = +\infty, \quad \inf_{u \in M} \langle \mathcal{H}'_s(u), u \rangle > 0.
\]
The proof is now concluded.

We are now in position to prove Theorem 4.1.

Proof of Theorem 4.1. With the notation of Proposition 4.5, we apply the so-called Lusternik-Schnirelman theory to the functionals \(I\) and \(\mathcal{H}_s\) on the level sets \(M\).

In light of Proposition 4.5, by [28, Theorem 9.27] there exist a sequence of numbers \(\{\mu_k\}_{k \in \mathbb{N}} \searrow 0\) and functions \(\{u_k\}_{k \in \mathbb{N}} \in W^{s,G}_0(\Omega)\) normalized such that \(I(u_k) = 1\) for which
\[
\langle \mathcal{H}'_s(u_k), v \rangle = \mu_k^{-1} \langle I'(u_k), v \rangle \quad \forall v \in W^{s,G}_0(\Omega).
\]
Moreover,
\[
\mu_k = \sup_{K \in C_k} \min_{u \in K} \mathcal{H}_s(u)
\]
where, for any \(k \in \mathbb{N}\),
\[
C_k := \{K \subset M \text{ compact, symmetric with } I(u) > 0 \text{ on } K \text{ and } \gamma(K) \geq k\},
\]
and the \(\gamma\) is the Krasnoselskii genus of \(K\).

From the last expressions it follows that \(\lambda_k = \mu_k^{-1}\) is an eigenvalue of (1.5) with eigenfunction \(u_k\); moreover, the \(1\)-homogeneity of equation (1.5) yields (4.1) and the proof concludes. \(\square\)

5. Stability results

This section is dedicated to prove some stability results for eigenvalues and eigenfunctions, when \(s \uparrow 1\) in (1.5). First we prove a general convergence result for solutions of

\[
\begin{cases}
\mathcal{L}_s u = f_s(x, \frac{u}{\|u\|_G}) & \text{in } \Omega \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega,
\end{cases}
\]

when \(s \uparrow 1\) that, in the eigenvalue case, i.e. when
\[
f_s(x, t) = \lambda^s g(t) \frac{t}{|t|},
\]
will give us the convergence of any sequence of eigenvalues (and eigenfunctions) to some eigenvalue (and eigenfunction) of the limit problem.
Then we specialize in the sequence of variational eigenvalues constructed in the previous section. We show that the \( k \)'th eigenvalues \( \lambda^s_k \) converge as \( s \uparrow 1 \) to the \( k \)'th variational eigenvalue of the corresponding limit problem.

5.1. Stability of solutions. In order to analyze the stability of solutions to (5.1) we impose the following hypotheses on \( f \) that are standard in the literature:

1. \( f : \Omega \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function, i.e. \( f(\cdot, z) \) is measurable for any \( z \in \mathbb{R} \) and \( f(x, \cdot) \) is continuous a.e. \( x \in \Omega \);
2. there exist a constant \( C > 0 \) such that \( |f(x, z)| \leq C(1 + h(|z|)) \), where \( h = H' \) with \( H \) a Young function such that \( H \ll G^\ast \).

Given \( f_s \) and \( f \) functions satisfying (f1) and (f2) such that \( f_s(x, z) \to f(x, z) \) uniformly on compacts sets of \( z \in \mathbb{R} \) as \( s \uparrow 1 \), we show that weak solutions of (5.1) converge as \( s \uparrow 1 \), in a suitable sense, to weak solutions of

\[
\begin{aligned}
\bar{L}_1 u = f(x, u) & \quad \text{in } \Omega \\
u = 0 & \quad \text{on } \partial \Omega,
\end{aligned}
\]

(5.2)

In (5.2) the differential operator \( \bar{L}_1 \) is given by

\[
\bar{L}_1 u := -\text{div} \left( \bar{g} \left( \frac{|\nabla u|}{\|\nabla u\|_G} \right) \frac{\nabla u}{|\nabla u|} \right)
\]

where \( \bar{g} = G' \) and the Young function \( G \) (which is equivalent to \( \bar{G} \), see [12]) is given by

\[
\bar{G}(t) = \lim_{s \uparrow 1} (1 - s) \int_0^1 \int_{S^{n-1}} G(t|z_n| r^{1-s}) dS_z \frac{dr}{r}.
\]

(5.3)

See [12] for the appearance of \( \bar{G} \) and some examples.

The main result of this subsection is:

**Theorem 5.1.** Let \( \Omega \subset \mathbb{R}^n \) be a Lipschitz domain. Let \( G \) be a Young function satisfying either that \( G(\sqrt{t}) \) is convex or that \( g' \) is decreasing. Let \( f \) and \( f_s \) be functions satisfying (f1) and (f2) and let \( 0 < s_k \uparrow 1 \) and \( u_k \in W^{1,G}_0(\Omega) \) be a sequence of solutions of (5.1) such that \( \sup_{k \in \mathbb{N}} \| u_k \|_{s_k,G} < \infty \). Then, any accumulation point \( u \) of the sequence \( \{ u_k \} \) in the \( L^G(\Omega) \)-topology verifies that \( u \in W^{1,G}_0(\Omega) \) and it is a weak solution of (5.2).

In order to prove Theorem 5.1 we prove some auxiliary lemmas. We begin with the next result that gives an uniform asymptotic behavior of the functional \( \mathcal{H}_s \).

**Lemma 5.2.** Let \( u \in W^{1,G}_0(\Omega) \) be fixed and for any \( s \in (0, 1] \), let \( v_s \in W^{s,G}_0(\Omega) \) be such that \( [v_s]_{s,G} \leq C \) for any \( s \in (0, 1] \). Then

\[
\mathcal{H}_s(u + \varepsilon v_s) = \mathcal{H}_s(u) + \varepsilon \langle L_s u, v_s \rangle + o(\varepsilon) \text{ as } \varepsilon \to 0,
\]

where \( o(\varepsilon) \) depends only on \( C \).
Proof. It is a direct consequence of Proposition 3.2. □

The following proposition is the key to study the behavior of sequences as $s \uparrow 1$.

**Proposition 5.3.** Let $0 \leq s_k \uparrow 1$ and $\{u_k\}_{k \in \mathbb{N}} \subset L^G(\mathbb{R}^n)$ be such that

$$\sup_{k \in \mathbb{N}} [u_k]_{s_k, G} < \infty \quad \text{and} \quad \sup_{k \in \mathbb{N}} \|u_k\|_G < \infty.$$  

Then there exists $u \in L^G(\mathbb{R}^n)$ and a subsequence $\{u_{k_j}\}_{j \in \mathbb{N}} \subset \{u_k\}_{k \in \mathbb{N}}$ such that $u_{k_j} \rightarrow u$ in $L_{loc}^G(\mathbb{R}^n)$. Moreover, $u \in W^{1,G}(\mathbb{R}^n)$ and the following estimate holds

$$\|\nabla u\|_{\bar{G}} \leq \liminf_{k \rightarrow \infty} [u_k]_{s_k, G}.$$  

**Proof.** First, notice that bounded modulars are equivalent to bounded norms and seminorms since we are assuming the $\Delta_2$ condition. Then, by [12, Theorem 5.1], up to a subsequence if necessary, there exists $u \in L^G(\mathbb{R}^n)$ such that $u_k \rightarrow u$ in $L_{loc}^G(\mathbb{R}^n)$ and further

$$\Phi_{1,G}(u) \leq \liminf_{k \rightarrow \infty} \Phi_{s_k,G}(u_k).$$

This implies that for any $k \in \mathbb{N}$

$$\int_{\mathbb{R}^n} G \left( \frac{|\nabla u|}{[u_k]_{s_k, G}} \right) dx \leq \liminf_{k \rightarrow \infty} (1 - s_k) \int_{\mathbb{R}^n \times \mathbb{R}^n} G \left( \frac{|D_{s_k} u_k(x,y)|}{[u_k]_{s_k, G}} \right) d\mu = 1$$

and by definition of the Luxemburg norm

$$\|\nabla u\|_{\bar{G}} \leq [u_k]_{s_k, G}.$$  

Taking lim inf as $k \rightarrow \infty$ we obtain the desired inequality. □

**Remark 5.4.** A similar argument as in the proof of Proposition 5.3 gives the convergence

$$[u]_{s_k, G} \rightarrow \|\nabla u\|_{\bar{G}},$$

using [12, Theorem 4.1] instead of [12, Theorem 5.1]. The details are left to the reader.

**Lemma 5.5.** Assume $\Omega$ that is Lipschitz. Let $s_k \uparrow 1$ and $v_k \in W_{0}^{s_k,G}(\Omega)$ be such that $\sup_{k \in \mathbb{N}} [v_k]_{s_k, G} < \infty$. Assume, without loss of generality, that $v_k \rightarrow v$ strongly in $L^G(\Omega)$. Then, for every $u \in W_{0}^{1,G}(\Omega)$, we have

$$\langle L_{s_k} u, v_k \rangle \rightarrow \langle \bar{L}_{1} u, v \rangle.$$  

**Proof.** First, observe that from Proposition 5.3 it follows that $v \in W^{1,G}(\mathbb{R}^n)$ and $v = 0$ a.e. in $\mathbb{R}^n \setminus \Omega$. Therefore, since $\Omega$ is Lipschitz, $v \in W_{0}^{1,G}(\Omega)$ and so everything is well defined.

Now, it is enough to show that

$$\langle \bar{L}_{1} u, v \rangle \leq \liminf_{k \rightarrow \infty} \langle L_{s_k} u, v_k \rangle.$$  

(5.4)
In fact, if (5.4) holds for every \( u \in W^{1,G}_0(\Omega) \), then apply (5.4) to \(-u\) to get the reverse inequality.

Now, by Proposition 5.3 we have
\[
H_{1,G}(u + \varepsilon v) \leq \liminf_{k \to \infty} H_{s_k}(u + \varepsilon v_k).
\]
The previous expression together with Remark 5.4 gives that
\[
H_{1,G}(u + \varepsilon v) - H_{1,G}(u) \leq \liminf_{k \to \infty} (H_{s_k}(u + \varepsilon v_k) - H_{s_k}(u)).
\]
Then, from Lemma 5.2 we obtain
\[
\langle \bar{L}_1 u, v \rangle + o(1) \leq \liminf_{k \to \infty} \langle L_{s_k} u, v_k \rangle + o(1),
\]
from where (5.4) follows. \(\square\)

We are now in position to prove Theorem 5.1.

**Proof of Theorem 5.1.** Assume that \( u_k \to u \) strongly in \( L^G(\Omega) \). Then, since \( \{u_k\}_{k \in \mathbb{N}} \) is uniformly bounded in \( W^{s_k,\bar{G}}_0(\Omega) \), by Proposition 5.3 we have that \( u \in L^G(\Omega) \) and, up to a subsequence if necessary, we can assume that \( u_k \to u \) a.e. in \( \Omega \).

On the other hand, if we define \( \eta_k := L_{s_k} u_k \in W^{-s_k,\bar{G}}(\Omega) \subset W^{-1,(p')}(\Omega) \), then \( \{\eta_k\}_{k \in \mathbb{N}} \) is bounded in \( W^{-1,(p')}(\Omega) \) and hence, up to a subsequence, there exists \( \eta \in W^{-1,(p')}(\Omega) \) such that \( \eta_k \rightharpoonup \eta \) weakly in \( W^{-1,(p')}(\Omega) \).

Since \( u_k \) solves (5.1), for any \( v \in C^\infty_c(\Omega) \)
\[
0 = \langle L_{s_k} u_k, v \rangle - \int_\Omega f \left( x, \frac{u_k}{\|u_k\|_G} \right) v \, dx
\]
using the convergences, taking the limit \( k \to \infty \) we get
\[
0 = \langle \eta, v \rangle - \int_\Omega f \left( x, \frac{u}{\|u\|_G} \right) v \, dx.
\]
Now, we identify \( \eta \): we will prove that
\[
\langle \eta, v \rangle = \langle \bar{L}_1 u, v \rangle \quad \text{for any } v \in C^\infty_c(\Omega).
\] (5.5)
For that purpose we use the monotonicity of \( L_{s_k} \) (see Proposition 4.4) and the fact that \( u_k \) is solution of (5.1). Indeed,
\[
0 \leq \langle L_{s_k} u_k, u_k - v \rangle - \langle L_{s_k} v, u_k - v \rangle
\]
\[
= \int_\Omega f \left( x, \frac{u_k}{\|u_k\|_G} \right) (u_k - v) \, dx - \langle L_{s_k} v, u_k - v \rangle.
\]
Hence taking the limit \( k \to \infty \) and using Lemma 5.5 one finds that
\[
0 \leq \int_\Omega f \left( x, \frac{u}{\|u\|_G} \right) (u - v) - \langle \bar{L}_1 v, u - v \rangle
\]
\[
= \langle \eta, u - v \rangle - \langle \bar{L}_1 v, u - v \rangle.
\]
Consequently, if we take \( v = u - tw, \) \( w \in W_0^{1,G}(\Omega) \) given and \( t > 0, \) we obtain that
\[
0 \leq \langle \eta, w \rangle - \langle \bar{L}_1(u - tw), w \rangle
\]
and taking \( t \to 0^+ \) gives that
\[
0 \leq \langle \eta, w \rangle - \langle \bar{L}_1u, w \rangle.
\]
From this it is easy to see that (5.5) holds and the proof concludes.

As mentioned in the beginning of the section, a consequence of the Theorem 5.1 (and for technical reasons of Proposition 5.3) is the stability as \( s \uparrow 1 \) for our eigenvalues problem:

**Corollary 5.6.** Let \( \{\lambda^s\}_{s \in (0,1)} \) be a family of eigenvalues of (1.5) and assume for some subsequence \( \{s_k\}_{k \in \mathbb{N}} \) such that \( s_k \uparrow 1 \) that there exists \( \lambda^1 \) with \( \lambda^{s_k} \to \lambda^1 \). Then \( \lambda^1 \) is an eigenvalue of
\[
\begin{cases}
\bar{L}_1 u = \lambda^1 g \left( \frac{|u|}{|u| G} \right) \frac{u}{|u|} & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\tag{5.6}
\]

Moreover, if \( \{u_{s_k}\}_k \) is the sequence of eigenfunctions of (1.5) corresponding to \( \lambda^{s_k} \) and \( \|u_{s_k}\|_G = 1 \), then there exists \( u \in W_0^{1,G}(\Omega) \) such that \( u \) accumulation of the sequence \( \{u_k\}_{k \in \mathbb{N}} \) in the \( L^G(\Omega) \)--topology and it is an eigenfunction with eigenvalue \( \lambda^1 \).

### 5.2. Stability of variational eigenvalues.

The purpose of this section is to investigate further the result obtained in Corollary 5.6 and specialize the case where the eigenvalue sequence \( \lambda^s \) in Corollary 5.6 is given by the \( k^{th} \) variational eigenvalue of (1.5). We show in this subsection that if one considers \( \{\lambda^{s_k}\}_{s > 0} \) and let \( s \uparrow 1 \), then the limit eigenvalue (which is an eigenvalue of (5.6) by Corollary 5.6) is in fact the \( k^{th} \) variational eigenvalue of (5.6).

The result in this subsection are inspired by [18] and the main ideas can be traced back to [10].

Let us define, for \( 0 < s \leq 1 \),
\[
\mathcal{A}^k_{s,G} = \left\{ A \subset W_0^{s,G}(\Omega) : A = -A, \text{ is closed and bounded in } W_0^{s,G}(\Omega), \|u\|_G = 1, \forall u \in A \text{ and } \gamma(A) \geq k \right\}.
\]

Here \( \gamma(A) \) stands for the genus of \( A \), see [32].

Next, we define the functional \( J^k_s : \mathcal{K}_{\text{sym}}(\Omega) \to [0, \infty], \mathcal{K}_{\text{sym}}(\Omega) \) being the symmetric compact subsets of \( L^G(\Omega) \), given by
\[
J^k_s(A) = \begin{cases}
\sup_{v \in A} \mathcal{H}_s(v) & \text{if } A \in \mathcal{A}^k_{s,G}(\Omega) \\
\infty & \text{otherwise}.
\end{cases}
\]
With these notations, observe that the $k^{th}$ variational eigenvalue of (1.5) is then given by

$$
\lambda_k^s = \inf_{A \in K_{sym}(\Omega)} J_k^s(A).
$$

**Theorem 5.7.** For any $k \in \mathbb{N}$, the sequence $\{J_k^s\}_{s>0}$ is equicoercive, $\Gamma - \lim \inf_{s \uparrow 1} J_k^s \geq \bar{J}_k$ and

$$
\lim_{s \uparrow 1} \left( \inf_{A \in K_{sym}(\Omega)} J_k^s(A) \right) = \inf_{A \in K_{sym}(\Omega)} \bar{J}_k(A),
$$

where

$$
\bar{J}_k(A) = \begin{cases} 
\sup_{v \in A} \mathcal{H}_{1,G}(v) & \text{if } A \in \mathcal{A}_{1,G}^k(\Omega) \\
\infty & \text{otherwise}
\end{cases}
$$

and $\bar{G}$ is the Young function given in (5.3).

**Proof.** The proof is divided into three steps.

**Step 1:** equicoercivity.

Let $A \subset \{J_k^s \leq \mu\}$, then $A \in \mathcal{A}_{s,G}^k$ and

$$
\mathcal{H}_s(v) \leq \mu \quad \text{for all } v \in A.
$$

Take now $s_0 \in (0, 1)$ fixed, we can assume that $s_0 < s < 1$. Then, by [12, Theorem 5.2 and Theorem 6.1], we have that

$$
\mathcal{H}_{s_0}(v) \leq C \mathcal{H}_s(v)
$$

with $C$ independent of $s$.

From (5.8) and (5.9) we have $\mathcal{H}_{s_0}(v) \leq C$ for every $v \in A$ where $C$ depends only on $\mu$, $s_0$, $G$ and $\Omega$. We define

$$
K := \{v \in L^G(\Omega) : \mathcal{H}_{s_0}(v) \leq C\}.
$$

By the Sobolev embedding (see [12, Theorem 3.1]), we obtain that $K$ is compact in $L^G(\Omega)$, so $\{J_k^s \leq \mu\} \subset \{A \in K(\Omega) : A \subset K\}$ which is a compact subset of $K(\Omega)$, so that the family $J_k^s$ is equicoercive.

**Step 2:** $\Gamma - \lim \inf$.

Let $A_0 \in K(\Omega)$ and $\{A_s\}_{s>0} \subset K(\Omega)$ be a sequence such that $A_s \rightarrow A_0$ ($s \uparrow 1$) in Hausdorff distance. We shall prove that

$$
\lim \inf_{s \uparrow 1} J_k^s(A_s) \geq \bar{J}_k(A_0).
$$

Without loss of generality, we may assume that there exists a constant $C > 0$ such that $J_k^s(A_s) < C$ for every $s \in (0, 1)$. Observe that this implies that $A_s \in \mathcal{A}_{s,G}^k$. 

We will show $\gamma(A_0) \geq k$. To this end, take an open neighborhood $N$ of $A_0$ in $L^G(\Omega)$ such that $\gamma(A_0) = \gamma(N)$. Since $A_s \to A_0$ in Hausdorff distance, $A_s \subset N$ for any $s$ sufficiently close to 1. Therefore, by the monotonicity of the genus we get

$$k \leq \gamma(A_s) \leq \gamma(N) = \gamma(A_0).$$

Now, for any $u \in A_0$ there exists a sequence $u_s \in A_s$ such that $u_s \to u$ in $L^G(\Omega)$. By Proposition 5.3 we have that

$$H_{1,G}(u) \leq \liminf_{s \uparrow 1} [u_s]_{s,G} \leq \liminf_{s \uparrow 1} \sup_{v \in A_s} [v]_{s,G} = \liminf_{s \uparrow 1} J_k^s(A_s)$$

for all $u \in A_0$. Taking supremum we obtain the desired result.

**Step 3:** In light of the previous two steps, it is easy to see that it only remains to prove that

$$\limsup_{s \uparrow 1} \left( \inf_{A \in \mathcal{K}(\Omega)} J_k^s(A) \right) \leq \inf_{A \in \mathcal{K}(\Omega)} \bar{J}_k(A).$$

We fix $\delta > 0$ small and let $A_0 \in \mathcal{K}(\Omega)$ be such that

$$\inf_{A \in \mathcal{K}(\Omega)} \bar{J}_k(A) \geq \bar{J}_k(A_0) - \delta$$

Since $A_0$ is compact in $L^G(\Omega)$, there exist $u^1, u^2, \ldots, u^m \in A_0$ such that

$$A_0 \subset \bigcup_{i=1}^m B_{L^G(\Omega)}(u^i; \delta).$$

Recall that $W^{1,G}_0(\Omega) = W^{1,G}_0(\Omega) \subset W^{s,G}_0(\Omega)$ and that $\|u^i\|_{s,G} \to \|\nabla u^i\|_G$ as $s \uparrow 1$ for every $i = 1, \ldots, m$.

Next, for every $n \in \mathbb{N}$, we define

$$C = \overline{\text{Co}\{\pm u^i; i = 1, \ldots, m\}},$$

where $\text{Co}(A)$ is the convex hull of the set $A$.

Note that $C \subset L^G(\Omega)$ is compact.

We denote by $\Pi$ the projection onto $C$, for the norm of $L^G(\Omega)$. That is $\Pi: L^G(\Omega) \to L^G(\Omega)$ such that $\Pi v \in C$ and

$$\|\Pi v - v\|_G \leq \inf_{u \in C} \|u - v\|_G.$$  

Observe that $\Pi$ is well defined since $C$ is compact and $\|\cdot\|_G$ is uniformly convex. Moreover, $\Pi$ is Lipschitz with Lipschitz constant 1.

Now, we want to prove that $\Pi(A_0)$ is far from 0. To this end, if $v \in A_0$, we have that there exists $i \in \{1, \ldots, m\}$ such that $\|v - u^i\|_G < \delta$. Therefore

$$\|\Pi v\|_G \geq \|u^i\|_G - \|\Pi u^i - u^i\|_G - \|\Pi v - \Pi u^i\|_G \geq 1 - \delta.$$
So, \( \Pi(A_0) \subset C - B(0, 1 - \delta) \) and, since \( C \in K(\Omega) \), it follows that \( \Pi(A_0) \in K(\Omega) \) and \( \gamma(\Pi(A_0)) \geq k \), therefore if we define

\[
A_0 := \left\{ v / \| v \|_G : v \in \Pi(A_0) \right\},
\]

we get that \( \bar{A}_0 \in \mathcal{A}_{s,G}^k(\Omega) \).

Now, for every \( v \in \Pi(A_0) \subset C \), we obtain

\[
\mathcal{H}_s \left( \frac{v}{\| v \|_G} \right) = \frac{1}{\| v \|_G} \mathcal{H}_s(v) \leq \frac{1}{1 - \delta} \sup_{v \in C} \mathcal{H}_s(v) \leq \frac{1}{1 - \delta} \max_{1 \leq i \leq m} \mathcal{H}_s(u^i).
\]

So,

\[
J^k_s(\bar{A}_0) \leq \frac{1}{1 - \delta} \max_{1 \leq i \leq m} \mathcal{H}_s(u^i).
\]

As a consequence,

\[
\limsup_{s \uparrow 1} (\inf J^k_s) \leq \limsup_{s \uparrow 1} J^k_s(\bar{A}_0) \leq \frac{1}{1 - \delta} \max_{1 \leq i \leq m} \mathcal{H}_{1,G}(u^i) \leq \frac{1}{1 - \delta} \sup_{A_0} \mathcal{H}_{1,G} \leq \frac{1}{1 - \delta} (\inf \bar{J}^k + \delta).
\]

The conclusion of step 3 follows by letting \( \delta \to 0 \). \( \square \)

**Corollary 5.8.** An immediate corollary of Theorem 5.7 is the fact that for any fixed \( k \in \mathbb{N} \) the \( k \)th variational eigenvalue \( \lambda^s_k \) of (1.5) converges as \( s \uparrow 1 \) to the \( k \)th variational eigenvalue of the limit equation (1.6).
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