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SUMMARY We propose a novel threshold-free salient object detection approach which integrates both saliency density and edge response. The salient object with a well-defined boundary can be automatically detected by our approach. Saliency density and edge response maximization is used as the quality function to direct the salient object discovery. The global optimal window containing a salient object is efficiently located through the proposed saliency density and edge response based branch-and-bound search. To extract the salient object with a well-defined boundary, the GrabCut method is applied, initialized by the located window. Experimental results show that our approach outperforms the methods only using saliency or edge response and achieves a comparable performance with the best state-of-the-art method, while being without any threshold or multiple iterations of GrabCut.

key words: salient object detection, maximum saliency density and edge response, branch-and-bound search

1. Introduction

The human visual system always automatically attends to salient objects. This ability enables us to allocate limited processing resources on important parts of an image. Salient object detection has many applications in machine vision [1], [2]. Recently, many studies have been published concerning it, and these can be divided into two categories.

The first category intends to find the most possible rectangle window containing a salient object. Liu et al. [3] used exhaustive search to find the optimal window from the thresholded saliency map. To avoid the brute force search, Valenti et al. [4] applied efficient sub-window search (ESS) [5] to speed up the search process. Nevertheless, the results of the both methods [3], [4] highly rely on the threshold choice. To get rid of threshold, Luo et al. [6] used the maximum saliency density as the quality function of ESS method to locate the salient object. Shi et al. [7] iteratively performed ESS with an objective function of region diversity maximization (RDM) on the raw saliency map to detect the salient object. This achieves more precise results.

The second category employs object segmentation to obtain the salient object with a well-defined boundary. Achanta et al. [8] selected the regions with higher saliency than an adaptive threshold as the salient object. For more accurate results, Cheng et al. [9] employed the GrabCut [10] method to segment salient object, initialized with the binary saliency map using a fixed threshold. However, owing to the not very appropriate input for initializing GrabCut, multiple iterations of GrabCut and extra dilation and erosion operations to update the input for each iteration are necessary for Cheng’s method [9] to help an accurate segmentation.

The above review of the literature reveals that several specific issues remain to be addressed. First, only saliency information is used to guide the salient object location. However, much information in the original image is inevitably lost during the saliency computation, which may include the important cues providing support for salient object detection. Second, to refine the salient object extraction results, multiple iterations of GrabCut and extra operations (dilation and erosion) are necessarily performed in [9], which sacrifices efficiency. Third, a threshold is indispensable in these methods [3], [4], [9] to generate the binary saliency map, from which the salient object is further detected. Hence the performance of those methods deeply depends on the threshold choice and it is difficult to select an appropriate threshold value.

To address the above mentioned issues, we propose a novel threshold-free salient object detection method which simultaneously uses saliency and edge response to guide the salient object detection. In the proposed approach, the salient object is located by searching an optimal window of maximum saliency density and edge response on the raw saliency map rather than the binary saliency map. Then, for further extracting the salient object with a well-defined boundary, the GrabCut method is applied, after being initialized by the located window, without any threshold, multiple iterations of GrabCut, or extra operations to update the input for each iteration.

In this letter, the limitations of existing methods are described in Sect. 2. Section 3 introduces the proposed salient object detection approach. Sections 4 and 5 are respectively devoted to experimental results and conclusion.

2. Limitations of Existing Methods

Salient objects are regarded as the foreground objects which attract more visual attention. Saliency, representing visual attention, is an important cue to direct the salient object detection. Existing methods [3], [4], [6], [7] only using saliency have achieved promising results, especially RDM [7]. However, due to the insufficiency of saliency models, salient object regions are not completely highlighted or background regions are not sufficiently suppressed in the saliency maps [7]. It leads to saliency
misguiding the salient object detection (Fig. 1 (1)).

Gu et al. [11] observed that objects are always surrounded by more elongated edges than they have in their interior. Based on the observation, they addressed the object detection problem by searching for the frame-like region that contains the most edge responses (MER). However, only using edge response to detect salient object, MER can’t effectively handle the case where background regions have strong edge responses (Fig. 1 (2)). In addition, edge responses are computed from the grayscale intensity image of the truecolor image in MER. It tends to weaken the edge responses around the boundary of salient object, when the intensity values of salient object and image background are similar (Fig. 1 (3) and Fig. 2 (b)).

To solve the above-mentioned problems, saliency and edge response are simultaneously taken into consideration to perform window search in our approach, and the saliency map generated by our previous work [12] is considered as the input to compute edge responses. The salient objects are highlighted from background on our saliency maps, which helps to get stronger edge responses around the boundary of salient object.

3. Salient Object Detection

Different from the aforementioned methods, a novel threshold-free salient object detection approach based on saliency density and edge response is presented in this Section. In the proposed approach, a new quality function integrating saliency density and edge response is devised to guide the salient object detection. Based on the quality function, the optimal window containing a salient object is located by performing branch-and-bound search. Then the located window is used to initialize GrabCut and the salient object with a well-defined boundary is extracted after running GrabCut.

3.1 Maximum Saliency Density and Edge Response (MSDER)

1) Problem Formulation: We model salient objects in images as having higher saliency density within their interior than other regions, while being surrounded by more elongated edges than they have in their interior. The salient object is detected by searching a rectangle window, which simultaneously satisfies the two requirements.

Let I be the image, W ⊂ I be the searching window, W′ ⊂ W be the inner rectangle of W (the sides of W′ live at a certain distance to W) and S be the saliency map. The optimal window ˆW is searched with

\[
\hat{W} = \arg \max_{W \subset I} F(W)
\]

where \(F(W) = F_e(W) \times F_d(W)\) and the saliency density computed by Eq. (4), \(p\) denotes a pixel, \(f(p)\) expresses edge response for each pixel, \(A(W')\) represents the area of \(W'\). Inspired by Gu et al. [11], we also use the frame-like region bounded by two nested windows \(\{W, W'\}\) to represent the region occupied by the salient object boundary. So the edge response scores are computed within the border region between \(W\) and \(W'\) by Eq. (3). The inner window is regarded as the interior region of salient object. Thus the saliency density is computed from \(W'\).

2) Edge Response of Saliency Map (ERSM): We use the saliency map generated by our previous work [12] as the input to compute edge response. In [12], global color contrast and spatial distribution of color are used as the saliency measures. Under this scheme, salient objects are effectively highlighted from image background on the saliency maps (Fig. 2 (d)). Thus the intensity values of salient object and background in the saliency maps [12] tend to be significantly different, which is beneficial to enhance the edge responses of salient object (Fig. 2 (e)).

Given saliency map \(S\) and a bank of 15 Gabor filters \(\{G_i\}_{i=1}^{15}\), then the edge response for each pixel \(f(p)\) is computed with:

\[
f(p) = \max_{i=1}^{15} |(S \ast G_i)(p)|^2
\]

where \(\ast\) is the convolution operator and \(|\cdot|\) is the norm of a complex number. The edge responses obtained from saliency maps [12] better represent the boundary of salient object than the ones of grayscale intensity images (Fig. 2).
3.2 Window Search Algorithm

Recently, ESS [5] based on branch-and-bound search scheme is used to replace the exhaustive search for speeding up the salient object detection process. Though ESS is a general search tool, the formulated objective function for optimization is the key to affect the search accuracy. A novel quality function different from that in original ESS method is proposed in our approach. Thus to execute the subsequent branch-and-bound search process, we need to construct the upper bound of our quality function $F(W)$.

For a set of rectangles $\mathcal{W}$, we denote by $W_{\text{max}}$ the largest rectangle and by $W_{\text{min}}$ the smallest in $\mathcal{W}$. The upper bound $\hat{F}(\mathcal{W})$ of Eq. (1) can be estimated as:

$$\hat{F}(\mathcal{W}) = \left[ \sum_{p \in W_{\text{max}}} f(p) - \sum_{p \in W_{\text{min}}} f(p) \right] + \sum_{p \in W_{\text{min}}} \frac{S(p)}{A(W'_{\text{min}})}$$

where $W_{\text{max}}$ and $W_{\text{min}}$ respectively are the inner windows of $W_{\text{max}}$ and $W_{\text{min}}$. A salient object always accounts for a significant portion of the image. We assume that salient object covers one quarter of the whole image, and the side of object bounding window is one half of the image side. So the distance between the searching window and its inner window is set to one eighth of the image maximum side in our approach. The upper bound $\hat{F}(\mathcal{W})$ has the desired properties [5]: i) $\hat{F}(\mathcal{W}) \geq F(W), \forall W \in \mathcal{W}$ and ii) $\hat{F}(\mathcal{W}) = F(W)$, if $W$ is the only element in $\mathcal{W}$. It guarantees our window search algorithm, according to the search scheme of ESS, converges to a globally optimal solution.

3.3 Salient Object Extraction

After executing the above window search, the optimal window containing a salient object is located. However, the window cannot specify the exact shape of salient object. To get the salient object with a well-defined boundary, the GrabCut method is applied in our approach.

We initialize GrabCut using the located window, rather than the binary saliency map generated by a threshold. More specifically, the region inside the located window is set to possible foreground and the remaining areas are set to background. After initializing, GrabCut is performed (one iteration in our approach) to extract the salient object with a well-defined boundary, without multiple iterations of GrabCut or extra operations to update the input for each iteration.

4. Experimental Results

We perform experiments on a publicly available dataset provided by Achanta et al. [8]. The dataset provides 1000 images and associated ground truth in the form of accurate human-labeled masks for salient objects. We compare our approach (MSDER) with four state-of-the-art salient object detection methods, including RDM [7], FTMS [8], RCC [9] and MER [11]. Average precision, recall, and $F_\alpha (\alpha = 0.5)$ are used as the performance measures.

1) Comparison of MSDER with RDM: First of all, we compare MSDER with RDM [7]. Saliency map has great impact on the accuracy of salient object detection [6], [7]. RDM gets better performance on Hou’s saliency map (SR) [13] than on Achanta’s [8] and Bruce’s [14] saliency maps. To make a fair comparison, we evaluate RDM on both Hou’s (SR) and our saliency maps (DR) [12], and apply our proposed salient object extraction method to detect the salient object with a well-defined boundary. Due to good performance of DR, RDM (DR) obtains more accurate results than RDM (SR) as shown in Fig. 3 and Fig. 6. Furthermore, our approach MSDER, simultaneously taking into account the saliency density and edge response, outperforms both RDM (SR) and RDM (DR) (see Fig. 3 and Fig. 6).

2) Comparison of MSDER with MER: We compare MSDER with MER [11]. Since background regions have stronger edge responses than salient objects (Fig. 4 b), MER does not precisely detect the salient object (Fig. 4 c and d). Compared with MER, our results are more consistent with ground-truth (Fig. 4 g). It is further validated by the precision, recall and $F_\alpha$ results on Fig. 6.

3) Comparison of MSDER with FTMS and RCC: FTMS [8] and RCC [9] share the same purpose with our approach, detecting salient object with a well-defined boundary. For comprehensive comparison, our method is not only compared with RCC (multiple iterations of GrabCut are performed), but also with RCC_{oneiter} (only one iteration of GrabCut is performed). As we can see in Fig. 5 and Fig. 6, our approach (MSDER) performs better than FTMS and RCC_{oneiter}. And our approach yields a comparable performance with RCC, without any threshold, multiple iterations.
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Comparison of salient object detection results generated using RDM [7] and our approach (MSDER). (a) input image, (b) Hou’s saliency map (SR), (c) window detection result (executing RDM on (b)), (d) object detection result (extracting salient object based on (d)), (e) our saliency map (DR), (f) window detection result (executing RDM on (e)), (g) object detection result (executing salient object extraction on (f)), (h) window detection result using our approach (MSDER), (i) object detection result of our approach (MSDER), (j) ground truth.
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Comparison of salient object detection results generated using MER [11] and our approach (MSDER). (a) input image, (b) edge response map generated by MER [11], (c) window detection result of MER, (d) object extraction result of MER, (e) edge response map generated by our approach (MSDER), (f) window detection result of our approach (MSDER), (g) object extraction result of our approach (MSDER), (h) ground truth.
of GrabCut, or extra operations to update the input for each iteration. Furthermore, we compare the average and standard deviation of processing times taken by our method (MSDER), $RCC_{oneiter}$ and RCC to detect salient object for images in the dataset [8] (see Table 1). The average processing time of our method is near to $RCC_{oneiter}$, and only one half of that needed by RCC. Since the proposed window search algorithm is carried out in our approach, our approach is slightly slower than $RCC_{oneiter}$.

5. Conclusions

A novel threshold-free approach is proposed to detect the salient object with a well-defined boundary. We formulate the problem as an optimization problem to find a window with maximum saliency density and edge response scores. Then the global optimal window is located by applying the

proposed saliency density and edge response based branch-and-bound search. After initializing GrabCut with the located window, it is performed to detect the salient object with a well-defined boundary. The experiments demonstrate that the proposed approach outperforms them only using saliency or edge response. Meanwhile, it achieves a comparable performance with the best state-of-the-art method, without any threshold, multiple iterations of GrabCut, or extra operations.
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