Adiabatic Joule Heating of Copper from 4 K to the Melting Temperature.
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Abstract:
Considering a copper wire heated by Joule effect and the variation of its resistivity and specific heat with temperature, we established numerical and analytical solutions (between 293 and 1356 K for the latter) for the evolution of its temperature over time. The Temperature vs. Time evolution follows a Lambertian function. The calculations are based on the assumption of adiabatic heating and uniform current distribution within the wire. We demonstrate that at very low temperature the heating rate is strongly dependent on copper purity.
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When an electric current flows through a metallic conductor its temperature increases due to Joule effect, the knowledge of which is important in a number of scientific and technical fields. Consider, for examples, the copper matrix composites used for the winding of coils for the production of very high magnetic fields¹-⁴, the development of electromagnetic gunnery⁵, the electrical explosion of wires⁶,⁷ and the thermal ageing of solders in electronic components due to Joule heating⁸. Ohmic heating could also be an energy saving solution for metals heat treatment and a new route to investigate the influence of very high electrical heating rate on microstructures⁹-¹⁶. The temperature evolution of a conductor during electrical heating is an old problem¹⁷. It requires to solve numerically a differential equation which takes into account the energy losses due to convection, conduction and possibly radiancy¹⁸-²⁰. However, if the current density is high and the annealing time short, adiabatic conditions are generally assumed, with the exception of Zielinska et al.²¹. Therefore, the heating rate and the temperature increase are numerically
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calculated by solving equation (1) which derives from an energy balance$^{22,23}$, but the analytical solution of equation (1) is lacking:

$$\int_0^t J^2 dt = \int_{T_0}^{T_f} \frac{D C_p(T)}{\rho(T)} dT.$$  \hspace{1cm} (1)

Where, $T$ is the temperature, $t$ the time, $J(t)$ the current density, $D$ the material density, $C_p(T)$ the specific heat at constant pressure and $\rho(T)$ the electrical resistivity. $T_0$ and $T_f$ are the initial and final temperature, respectively. Solving equation (1) either numerically or analytically necessitates to take into account the temperature dependence of the materials properties $D$, $C_p$ and $\rho$. Surprisingly, some authors$^{13-16}$, consider $D$, $C_p$ and $\rho$ as constants, under these assumptions according to equation (1), the heating rate is given by (2):

$$\frac{dT}{dt} = \frac{\rho}{D C_p} J^2(t).$$  \hspace{1cm} (2)

Then, following integration of (2) the temperature increase with time is given by equation (3):

$$T = T_0 + \frac{\rho}{D C_p} \int_0^t J^2(t') dt',$$  \hspace{1cm} (3)

However, since $C_p$ and $\rho$ increase significantly between 4 K and the melting temperature of the metal, this is a gross approximation, although the temperature dependence of the density $D$, due to the thermal expansion, can be neglected. Indeed, according to the authors own calculations, not detailed here, the density variation of copper between 4 and 1356 K is only 6.5% even if the temperature dependence of the volumetric coefficient of thermal expansion is taken into account. We show below that $C_p$ and $\rho$ variations are indeed much greater than $D$ variation. In this work we first calculate numerically the temperature dependence of the heating rate during Joule heating of copper by taking into account the temperature dependence of the materials properties $\rho$ and $C_p$. Then, we establish the heating time required to reach the melting temperature starting from three different initial temperatures : 4 K (boiling of liquid helium), 77K (boiling of liquid nitrogen) and 293K (ambient temperature). Finally, equation (1) is first solved numerically and then analytically for $T_0 > 293$ K. A constant current density of $J=10^9$ A/m$^2$ was chosen, typical, for example, of
the load of a truck battery (I≈1000 A) applied to a 1 mm² cross-section wire. The copper properties required for the calculations are given in Table I.

| M² (kg/mole) | θ_D b,(24) (K) | T_m c (K) | ρ_{293K} d,(25) (10^8 Ω.m) | α°(25) (K⁻¹) | C_p(293K) e (J/kg/K) | D f (kg/m³) |
|--------------|----------------|-----------|--------------------------|-------------|---------------------|------------|
| 0.0635       | 315            | 1356      | 1.724                    | 0.00393     | 393                 | 8920       |

*a* is the atomic mass, *b* is the Debye temperature, *c* is the melting temperature, *d* is the temperature coefficient of resistivity, *e* is the specific heat at T=293 K, *f* is the density.

For metals, both free electrons and phonons contribute to the specific heat, although the latter is largely preponderant at high temperature. The phonons contribution to the specific heat at constant volume (in J/mole/K) is given by equation (4):

\[
C_v(T) = 9R \left( \frac{T}{\theta_D} \right)^{\frac{3}{2}} \left( \int_0^{\theta_D} \frac{x^4 e^x}{(e^x - 1)^2} dx \right). \tag{4}
\]

There is no exact solution for this integral, which must be solved numerically. However, at high temperature the molar specific heat is close to \(C_V \approx 3R\) (Dulong and Petit Law). At low temperature \((T/\theta_D<<1)\) a \(T^3\) law is obeyed, then equation (5) follows:

\[
C_v^{ph}(J/mole/K) = 1450 \left( \frac{T}{\theta_D} \right)^3 = 4.65 \times 10^{-5} T^3. \tag{5}
\]

Furthermore, there is also an electronic contribution to the specific heat which is only significant at low temperature (equation 6):

\[
C_v^{el}(J/mole/K) = 5.06 \times 10^{-4} T. \tag{6}
\]

However, solving (1) requires the knowledge of \(C_P\), the molar specific heat at constant pressure. At low temperature the difference between \(C_P\) and \(C_V\) is small but it cannot be neglected *a priori* for these calculations. The relationship between \(C_V\) and \(C_P\) is given by (7):

\[
C_P - C_V = \frac{9e^2 \rho T}{\beta}. \tag{7}
\]
with:

$\alpha$: linear thermal expansion coefficient

$V$: molar volume

$T$: Temperature

$\beta$: Bulk modulus

According to Newham$^{26}$ the quantity $A$ for copper ($A=1.55\times10^{-5}$ mole/J) being constant over the temperature range 100-1200K, then equation (7) can be written as (8),:

$$C_P - C_V = A T C_P^2.$$  \hfill (8)

Solving (8) for $C_P$, there is only one positive solution (9):

$$C_P = \frac{1 - \sqrt{1 - 4 A T C_V}}{2 A T}.$$ \hfill (9)

Finally, the total specific heat at constant pressure in J/kg/K is simply obtained by dividing (9) by the atomic mass $M$ (in kg/mole) of copper (Table I). The evolution of $C_P$ and $C_V$ from 4K to the melting temperature of copper appears in Fig. 1. Clearly, $C_P$ becomes significantly different from $C_V$ only above 300K.
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**FIG. 1.** Specific heat of copper at constant pressure ($C_P$) and at constant volume ($C_V$).
Furthermore, Fig. 1 reveals that between 293 K and the melting point, the specific heat varies linearly with temperature and can be approximated by equation (10):

\[ C_P = \frac{3R}{M} \left[ 1 + \beta (T - 293) \right] = 393.1 \left[ 1 + 1.9 \times 10^{-4} (T - 293) \right]. \tag{10} \]

For copper, between 77 and 1356K, the resistivity varies linearly with temperature and is classically written as (11), where \( \rho_{293K} \) and \( \alpha \) are given in Table 1:

\[ \rho(T) = \rho_{293K} \left[ 1 + \alpha (T - 293) \right]. \tag{11} \]

Matula used the following variant (Eq. 12) of the Bloch-Gr"{u}nensein equation to calculate the phonons contribution to the resistivity between 4K and the melting temperature:

\[ \rho_{ph}(T) = A \left[ 1 + \frac{BT}{\theta_D - CT} + D \left( \frac{\theta_D - CT}{T} \right)^p \right] \Phi \left( \frac{\theta_D - CT}{T} \right). \tag{12} \]

With:

\[ \Phi(x) = \frac{4}{x^5} \int_0^x z^5 e^z \left( e^z - 1 \right)^2 \, dz. \tag{13} \]

And, for copper:

\[ A = 1.809.10^{-8} \, \Omega \cdot m, \ B = -6.0 \times 10^{-3}, \ C = 0.0456, \ D = -6.476.10^{-4}, \ p = 1.84. \]

According to the Matthiassen rule, impurities and defects (atoms in solid solution, dislocations, vacancies) contribute also to the resistivity through \( \rho_i \). Then, the total resistivity can be written as (14):

\[ \rho(T) = \rho_{ph}(T) + \rho_i. \tag{14} \]

The defects contribution is independent of temperature and led to a plateau at low temperature called Residual Resistivity. The resistivity-temperature curves between 4 and 1356 K copper with different purities are shown in Fig. 2 on a log-log scale which highlights the low temperature region. These data were extracted from\(^{29,30}\). The phonon contribution
was calculated with equations (12) and (13) to which a residual resistivity of $\rho_i = 2.10^{-11}\Omega.m$ was added\textsuperscript{29}.

![Resistivity of copper with different purities.](image)

FIG. 2. Resistivity of copper with different purities.

There is no significant difference between the experimental work of Jensen \textit{et al.}\textsuperscript{30}, Matula calculations\textsuperscript{29}, and, for $T>293K$, the temperature coefficient of resistivity given by Delomel\textsuperscript{25}. At low temperature ($T<60$ K) linearity is no more observed, rather it decreases with a $T^N$ variation with $3<N<5$\textsuperscript{28}. Then, resistivity varies according to equation (15):

$$\rho(T) = KT^N + \rho_i.$$  \hspace{2cm} (15)

Then, between 4 and 60 K, best fit for the data of Fig. 2 is given by equation (16):

$$\rho(T) = 7.88.10^{-17}T^4 + \frac{1.724.10^{-8}}{RRR}.$$  \hspace{2cm} (16)

Where RRR is the Residual Resistivity Ratio, i.e. $RRR = \rho_{293K}/\rho_i$. According to the differential form of equation (1), if the current density $J$ is kept constant, the temperature dependence of the heating rate (HR) is given by (17):

$$\frac{dT}{dt} = \frac{J^2 \rho(T)}{DC_p(T)}.$$  \hspace{2cm} (17)
The heating rate versus temperature curves are shown Fig. 3, revealing three interesting features. First, it demonstrates that even if \( J \) is constant, the heating rate is not constant over the duration of the current pulse when the temperature dependence of the materials properties \( C_p \) and \( \rho \) are taken into account. Second, the heating rate between 4 and 60 K, the amplitude of the HR variations is several orders of magnitudes and is strongly dependant on the copper purity. Third, in this temperature range, the heating rate decreases to a minimum and then increases up to the melting temperature.
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FIG. 3. Heating rate vs. temperature curves of copper during joule Heating. \((J=10^9\, \text{A/m}^2)\).

Equation (17) can be written as (18) which highlights the respective contribution of phonons and impurities to the heating rate:

\[
\frac{dT}{dt} = J^2 \left( \frac{\rho_{ph}(T)}{C_p(T)} + \frac{\rho_i}{C_p(T)} \right). \tag{18}
\]

With (19):

\[
\left( \frac{dT}{dt} \right)_{ph.} = \frac{J^2 \rho_{ph}(T)}{D \, C_p(T)}. \tag{19}
\]

and (20):

...
Fig. 4 reveals the influence of each contribution to the heating rate. Above 77K, the influence of impurities is clearly negligible.

![Diagram of heating rate vs. temperature curve of copper during adiabatic Joule heating.](image)

**FIG. 4.** Heating rate vs. temperature curve of copper during adiabatic Joule heating. This figure highlights the respective contribution of phonons and impurities ($\rho_i=0.002 \ \mu\Omega\cdot\text{cm}$) to the heating rate.

The temperature increase during annealing is calculated by solving equation (21). If $J$ is independent of time it follows:

$$
\int_{T_0}^{T_f} \frac{DC_p(T)}{\rho(T)} dT = \int_0^t J^2 dt = J^2 t. \quad (21)
$$

The numerical solution of (21) is given in Fig. 5 with three initial temperatures: 4 K, 77 K and 293 K and $J=10^9 \ \text{A/m}^2$. 

$$
\left( \frac{dT}{dt} \right)_{\text{imp.}} = \frac{J^2}{D} \frac{\rho_i}{C_p(T)}
$$

(20)
FIG. 5. Temperature vs. time curves of copper during Joule heating.

considering three different initial temperatures ($\rho_0=0.002 \mu\Omega\cdot\text{cm}$).

On a semi-log scale, it is clear that if 77 K$<T_0<$293 K, the temperature vs. time curves are linear. Then, for practical purpose, the following fit can be used to calculate the temperature evolution during Joule heating (22):

$$T = T_0 \exp(kt).$$

The best fit for $T_0=77$K and 293K is $k=16.28$ s$^{-1}$ and 16.47 s$^{-1}$, respectively.

We can search for an analytical solution of (21) for $T>293$K by considering the temperature variation of $C_p$ and $\rho$. Introducing $C_p(T)$ (eq. 10) and $\rho(T)$ (eq. 11) in the left hand side of equation (21), one obtains (23):

$$\int_{293}^{T} \frac{DC_p(T)}{\rho(T)} dT = \int_{293}^{T} 3RD[1+\beta(T-293)] dT = \frac{3RD}{M\rho_{293}} \int_{293}^{T} \frac{[1+\beta(T-293)]}{[1+\alpha(T-293)]} dT.$$  

(23)

Setting $x=T-293$, we integrate (24):

$$\int_{0}^{\Delta T} \frac{1+\beta x}{1+\alpha x} dx = \frac{\beta \Delta T}{\alpha} + \left[ \frac{\alpha - \beta}{\alpha^2} \right] \ln(1+\alpha \Delta T).$$

(24)

Inserting (24) in (23) and considering the right hand side of equation (21) we obtain (25):

$$\int_{293}^{T} \frac{DC_p(T)}{\rho(T)} dT = \frac{3RD}{\alpha^2 M\rho_{293}} \left[ \frac{\alpha \beta \Delta T + (\alpha - \beta) \ln(\alpha \Delta T + 1)}{\alpha^2} \right] = J^2 t.$$  

(25)

Then setting (26):
\[
X = \frac{\alpha^2 M \rho_{293K}}{3R \beta} J^2 t + 1, \quad (26)
\]

and (27):

\[
Y = \alpha \Delta T + 1, \quad (27)
\]

and (28):

\[
A = \left( \frac{\alpha - \beta}{\beta} \right), \quad (28)
\]

we have (29):

\[
X = \left[ Y + A \ln(Y) \right] = \ln(Y^A e^Y) \quad (29)
\]

The inverse function of (29) can be found using Mathematica (30):

\[
Y = AW \left( \frac{X}{e^A} \right), \quad (30)
\]

Where \( W(z) \) is the Lambert function which satisfies, \( W(z) \exp(W(z)) = z \), this function have several applications in physics\(^3\). The temperature-time equation can be written as (31):

\[
\alpha \Delta T + 1 = \left( \frac{\alpha - \beta}{\beta} \right) W \left\{ \left( \frac{\beta}{\alpha - \beta} \right) \exp \left\{ \left( \frac{\alpha^2 M \rho_{293}}{3RD \beta} J^2 t + 1 \right) \left( \frac{\beta}{\alpha - \beta} \right) \right\} \right\}, \quad (31)
\]

Finally, we have (32):

\[
T(K) = 293 + \left( \frac{\alpha - \beta}{\alpha \beta} \right) W \left\{ \left( \frac{\beta}{\alpha - \beta} \right) \exp \left\{ \left( \frac{\alpha^2 M \rho_{293}}{3RD \beta} J^2 t + 1 \right) \left( \frac{\beta}{\alpha - \beta} \right) \right\} \right\} - \frac{1}{\alpha}. \quad (32)
\]

However, if the temperature variation of \( C_p \) is neglected (\( \beta = 0 \) in eq. (10)), the integration of (21) leads to a much simpler equation (33):
\[ T(K) = 293 + \frac{1}{\alpha} \left( \exp \left[ \frac{\alpha M \rho_{293K}}{3RD} \int_0^t J(t)^2 \, dt \right] - 1 \right). \] (33)

If \( J \) is constant during the electrical pulse, (33) can be expressed as (34):

\[ T(K) = 293 + \frac{1}{\alpha} \left( \exp \left[ \frac{\alpha M \rho_{293K}}{3RD} J^2 t \right] - 1 \right). \] (34)

The heating rate is therefore (35):

\[ \frac{dT}{dt} = \frac{M \rho_{293}}{3RD} \left[ \frac{d}{dt} \left( \int_0^t J(t)^2 \, dt \right) \right] \exp \left[ \frac{\alpha M \rho_{293}}{3RD} \int_0^t J(t)^2 \, dt \right]. \] (35)

Then, knowing the temperature dependence of the materials properties and the current density, the temperature evolution during Joule heating can be calculated. These calculations can be extended to others materials than copper with the exception of ferromagnetic metals (Fe, Ni, Co) which display a strong discontinuity of the specific heat at the Curie temperature.
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