Interplay between jamming and MIPS in persistent self-propelling particles
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In living and engineered systems of active particles, self-propulsion induces an unjamming transition from a solid to a fluid phase and phase separation between a gas and a liquid-like phase. We demonstrate an interplay between these two nonequilibrium transitions in systems of persistent active particles. The coexistence and jamming lines in the activity-density plane meet at the jamming transition point in the limit of hard particles or zero activity. This interplay induces an anomalous dynamic in the liquid phase and hysteresis at the active jamming transition.

Giant density fluctuations and collective phenomena reminiscent of equilibrium phase transitions such as flocking [1], motility induced phase separation (MIPS) [2–5] and active crystallization [6] characterize living and engineered systems of particles able to self-propel. These phenomena emerge on increasing the strength of the self-propelling forces at the expense of other collective phenomena. For instance, in the prototypical hard-disk system, active forces affect equilibrium melting by first suppressing liquid/hexatic coexistence and then inducing a MIPS between a low-density gas-like phase and a higher density liquid, hexatic or crystalline phase [7–9]. In three dimensions, the motility induced gas/liquid transition occurs within the gas/crystal MIPS coexistence region [10].

Active forces influence the glass and jamming transitions in systems that do not crystallize due to structural or energetic disorder, including cell aggregates [11–19], bacteria colonies [20–22] and polydisperse active Brownian particles [11, 23–25]. The interplay between MIPS and jamming depends on the persistence time of the active force, that influences MIPS [26]. In two dimensional systems of soft, bi-disperse active Brownian disks [11, 27] with a ‘small’ persistence time, jamming and MIPS appears unrelated as occurring in different regions of the density/activity plane. Recent works [25, 28] investigated the limit of high persistence in models differing in polydispersity, thermal noise and active velocity dynamics, reporting contrasting results. In [25], MIPS and jamming (glass) stay separate in the limit of high persistence, while in [28], they approach each other. The possible connection between MIPS and jamming thus remain elusive.

In this Letter, we demonstrate an interplay between MIPS and jamming in a two-dimensional system of active, purely repulsive particles. We focus on the limit of persistent particles [29–31] and investigate MIPS and jamming as active forces, density, and stiffness of the particles vary. We find that the high-density gas/liquid MIPS coexistence curve and the jamming line are separated by a small volume fraction range of liquid phase that vanishes in the limits of small activities or hard particles. In these limits, MIPS and jamming occur together. In the liquid phase, particle motion is correlated over the whole system for a long, size-dependent transient, during which particles do not preferentially move along the direction of their self-propelling force. Correlations in the direction of the active forces that build up in the liquid phase induce hysteresis at the jamming transition.

We simulate a A:B 65 : 35 binary mixture [32] of N = 16000 particles of unit mass m and diameters d_{AA} and d_{BB} = d_{AA}/1.4, interacting via a LJ-like n-m potential with m = n/2.

\[ V_{n,m}(r) = \frac{c_{\alpha\beta}}{n-m} \left[ \frac{m (d_{\alpha\beta})^n}{r} - n \left( \frac{d_{\alpha\beta}}{r} \right)^m \right] \]  

truncated in its minimum d_{\alpha\beta}. Hence, the interaction is purely repulsive. We fix \( c_{\alpha\alpha} = 1, c_{\beta\beta} = 0.5c_{\alpha\alpha} \) and \( c_{\alpha\beta} = 1.5c_{\alpha\alpha}, \) and set \( d_{AB} = 1/2(d_{AA} + d_{BB}) \) and \( n = 12 \) if not otherwise stated. The area fraction is \( \phi = NL^{-2}(a), \) with \( (a) \) the average particle area [33] and \( L \) the linear size of our square simulation domain. The equation of motion for particle \( i \) is

\[ m\ddot{\mathbf{r}}_i = \sum_j f_{ij} - \gamma \dot{\mathbf{r}}_i + \mathbf{F}_{A,i}, \]  

where \( f_{ij} \) is the interaction force between particles \( i \) and \( j, \gamma = 1 \) is a damping parameter, and \( \mathbf{F}_{A,i} = \mathbf{F}_A e_i \) the self-propelling force acting on the particle. In the range of parameters we consider, the damping parameter \( \gamma \) is large enough for inertial effect to be negligible, as we will explicitly demonstrate.

The active forces have magnitude \( F_A \) and fixed random orientations \( e_i \) which we chose with the constraint \( \sum e_i = 0 \) to avoid the motion of the centre of mass. We indicate with \( v_A = F_A/\gamma \) and \( \tau_A = d_{AA}/v_A \) the typical velocity and time scale set by the active force dynamics and particle size.
investigating the distribution of the local volume fraction $\sigma$ grid with edge length 4 particles. Pressure is not well defined for persistent self-propelling boundary via the study of the equation of state as the primary material to be like phase. Here, we cannot determine the MIPS phase. Forces also induce MIPS between a gas and a liquid-active force at jamming.

We estimate the jamming volume fraction (not shown) four times at each considered force. We estimate the jamming volume fraction (not shown) to be $\phi_J \simeq 0.828$.

**Interplay between MPIS and jamming** — In the presence of active forces, the system transitions from a flowing to a jammed regime as the density increases or the magnitude of the active forces decreases. We locate this transition by determining the state point $(\phi, F_A)$ at which the kinetic energy of the system vanishes as $F_A$ slowly decreases at a constant $\phi$, as illustrated in Fig. 1. We repeat this study four times at each considered $\phi$ to estimate the average active force at jamming.

Besides controlling the jamming transition, active forces also induce MIPS between a gas and a liquid-like phase. Here, we cannot determine the MIPS phase boundary via the study of the equation of state as the pressure is not well defined for persistent self-propelling particles. Henceforth, we assess phase separation by investigating the distribution of the local volume fraction $\phi_1$ obtained by coarse-graining the system on a square grid with edge length $4\sigma_{AA}$. We summarize the result of this standard investigation [8, 26, 38] in the supplementary material [39].

The investigation of the jamming transition and the motility induced phase separation leads to the $F_A$–$\phi$ phase diagram of Fig. 2(a). The jamming line $F_J(\phi)$ separating the fluid and the jammed phase and the high-density branch of the coexistence line scales as $(\phi - \phi_J)^2$. The MIPS low-density branch (not shown) is at $\phi \simeq 0.2$ and depends weakly on $F_A$. (b) Points on the coexistence (blue) and jamming (red) lines for potentials differing in their stiffness exponent $n$, in the relative compression area fraction phase diagram. The coexistence (dashed) and jamming (full) lines refer to $n = 12$ as in panel (a).

### Figures

**FIG. 1.** Dependence of the velocity fluctuations on the active force as this decreases (blue) or increases (red) at force rates $|dF_A/dt| = 10^{-6}$ (circles), $5 \cdot 10^{-7}$ (triangles), $2 \cdot 10^{-6}$ (squares). The volume fraction is $\phi = 0.98$, and the stiffness exponent is $n = 12$. The abrupt variation of the kinetic energy upon jamming/unjamming illustrated in the inset allows for the unambiguous identification of the active force values of the jamming and unjamming transitions.

**FIG. 2.** (a) Phase diagram for stiffness exponent $n = 12$. Squares identifying phase separated (full) and homogeneous (empty) states are coloured according to the value of a scaled kinetic energy. White circles identify jammed configurations, and the black diamond marks the jamming volume fraction, $\phi_J$. The jamming transition and the high-density branch of the coexistence line scales as $(\phi - \phi_J)^2$. The MIPS low-density branch (not shown) is at $\phi \simeq 0.2$ and depends weakly on $F_A$. (b) Points on the coexistence (blue) and jamming (red) lines for potentials differing in their stiffness exponent $n$, in the relative compression area fraction phase diagram. The coexistence (dashed) and jamming (full) lines refer to $n = 12$ as in panel (a).
To assess the role of particles’ stiffness we determine the activity/volume fraction phase diagram for interaction potentials differing in their stiffness exponent $n$. We identify the jamming density as that at which the kinetic energy drops to zero as the active force slowly decreases in magnitude, and the coexistence density as the highest density at which the local volume fraction distribution is unimodal, at the considered $F_A$ value. To compare these potentials, we evaluate the relative particle deformation induced by the active forces, which in the harmonic approximation is $\Gamma \propto \frac{F_A d}{\sigma^2}$. In the limit of small $\Gamma$, the harmonic approximation holds, and the coexistence and jamming curve of potentials with different stiffness collapse in the $\Gamma$-$\phi$ plane, as shown in Fig. 2(b). As $\Gamma$ increases, the harmonic approximation breaks down, leading to an increase of the volume fraction range where the liquid phase occurs as the potential softens ($n$ decreases).

Our investigation demonstrates that, for persistent particles, the fluid phase vanishes at the jamming point in the $F_A \to 0$ limit, or equivalently, in the limit of hard spheres, $n \to \infty$. In these limits, MIPS and jamming meet at the jamming transition point. To explain this result, we consider in the high-density coexistence region our system appears as a dense liquid punctuated by empty cavities (see Fig. S1 [39]), as previously observed [40, 41]. The shrinking of these cavities with the active force’s magnitude drives the convergence of the high-density coexistence curve to the jamming point.

The convergence of jamming and MIPS has significant consequences for the speculated analogy [30, 42, 43] between sheared amorphous solids and dense active matter. While both the increase of shear stress and activity induces an unjamming transition, the unjamming phase is homogeneous in the case of shear forces while it is phase-separated in the limit of small persistent active forces. Furthermore, in the case of shear [44] the jamming transition line scales linearly with the overcompression $\phi - \phi_J$, in the harmonic regime, while we find it here to scale quadratically.

**Anomalous dynamics in the liquid phase** – The fluid phase enclosed between the coexistence and the jamming line exhibits anomalous dynamical features which we highlight by decomposing a particle’s displacement in components parallel and orthogonal to its active force, $\Delta r_{i,t} = \Delta r_{i,t}^p \mathbf{u}_i = \Delta r_{i,t}^p \mathbf{e}_i + \Delta r_{i,t}^o \mathbf{o}_i$. This decomposition allows us to investigate the parallel $\langle \Delta r_{i,t}^p(t) \rangle$ and $\langle \Delta r_{i,t}^o(t) \rangle$ orthogonal mean square displacements (MSD). In the gas phase, the parallel MSD reflects ballistic dynamics with an effective volume fraction dependent velocity, while the orthogonal MSD reveals diffusive dynamics induced by the interparticle collisions [26], as we illustrate in Fig. 3(a).

Surprisingly, in the high-density liquid phase parallel and orthogonal dynamics are ballistic and identical for a long transient. During this transient, displacements are not aligned to the self-propelling forces and $\langle \mathbf{u}_i \cdot \mathbf{e}_i \rangle < 1$, as in Fig. 3(a, bottom). The orthogonal MSD transitions to a diffusive regime only after reaching order $L^2$, as we verified via a finite-size investigation (not shown). These results originate from the transient organization of the flow pattern in large structures with a size comparable to that of the system, as in Fig. 3(b)-(d). These structures are not the turbulent-like vortices of other active matter systems [45], as their dimension is fixed by the system size rather than by motility and interaction parameters.

**Jamming vs unjamming** – A liquid configuration jams as the magnitude of the active forces becomes smaller than a threshold. Similarly, a jammed configuration starts flowing if the magnitude of randomly oriented active forces overcomes an unjamming threshold. Surprisingly, the unjamming threshold is larger than the jamsing one, as apparent in Fig. 1. The difference between these two thresholds decreases with the volume fraction and vanishes at the jamming point, where the jamming and unjamming lines meet, as illustrated in Fig. 4(a). While this distinction between jamming and unjamming resembles the inertia induced hysteresis occurring in sheared granular media [44], inertia in our system is negligible. Henceforth, the observed distinction
implies differences in the configurations on the jamming and unjamming lines, which we unveil by investigating the features of their force network.

We find that configurations on the jamming and unjamming line have the same interparticle forces distribution, once the forces are scaled by their average magnitude, as we illustrate in Fig. 4(b). Active forces do not influence the force distribution as their value on the jamming/unjamming lines is a small fraction ($\simeq 1/10$) of the typical interparticle force. We investigate correlations in the interparticle forces by considering that each force $\mathbf{f}$ act at the contact point $\mathbf{r}_c$ of our extended interacting particles. We then study the correlation function between interaction forces at a distance $r = |\mathbf{r}_c - \mathbf{r}_c'|$, $C_f(r) = \langle |\mathbf{f}(\mathbf{r}_c)||\mathbf{f}(\mathbf{r}_c')|^q \cos(2\theta) \rangle$, where $\theta$ the angle between the two forces and $q$ a parameter used to weight the contribution of forces of different magnitude to the correlation function. The factor of 2 in the cosine accounts for the fact that a contact force $\mathbf{f}(\mathbf{r})$ is defined up to a sign, as it could act on one of the two interacting particles. For $q = 0$, $C_f(r)$ reduces to the two-dimensional nematic correlation function. The inset of Fig. 4(c) reveals that $C_f(r)$ for $q = 1$ is the same on the jamming and unjamming lines. Analogous results occur at different $q$ values, proving the absence of two-body correlations between the interaction forces.

We rationalize the difference between configurations on the jamming and unjamming lines considering that spatial correlations between the active forces build up in the liquid phase [28, 40]. If these correlations persist as the system jams, then they induce correlations in the interparticle forces as in a jammed configuration $\mathbf{F}_{A,i} = -\sum_j \mathbf{f}_{ij}$. We check this possibility by investigating the correlation function of the active force direction, $C(r) = \langle \mathbf{e}_i(0) \cdot \mathbf{e}_j(r) \rangle$ in Fig. 4(c). At the unjamming threshold, forces are uncorrelated, so that $C(r) = 0$. Conversely, on the jamming line $C(r)$ only approaches zero at large distances. As an alternative measure of correlations of the interparticle forces, we investigate the fluctuations $\sigma_f^2$ of $|\sum_i \mathbf{F}_{A,i}|$, where the sum is over all particles located in square regions of linear size $l$. At the unjamming threshold, forces are uncorrelated, and in Fig. 2(d) we find $\sigma_f^2 \propto l^2$ at all $l$, as dictated by the central limit theorem. Conversely, on the jamming line the above scaling signalling the absence of correlations only occurs for large $l$. The results of panels (b) and (d) consistently show the existence of many-body [46] correlations extending up to $r \simeq 30$ in the considered configuration. We have not observed clear variations of this correlation length along the jamming line. Henceforth, while forces on the unjamming line are uncorrelated, those on the jamming line possess many-body correlations.

**Discussion** — Our results demonstrate an interplay between jamming and motility induced phase separation in systems of persistent self-propelling particles. In the $\Gamma$-$\phi$ plane, with $\Gamma$ a measure of the relative particle deformation induced by the active force, the MIPS and jamming lines meet in the $\Gamma \rightarrow 0$ limit (hard sphere or zero activity) at the jamming point. This interplay induces surprising size effects in the dynamics of the liquid phase separating MIPS and jamming at finite $\Gamma$. Particle motion is collective on a length comparable to that of the system for a long transient also scaling with the system size. During this transient, particle displacements do not correlate with the directions of the self-propelling forces. In this liquid phase, active forces develop spatial correlations that persist as the system jam, inducing many-body correlations in the interparticle forces of jammed configurations. In the presence of a finite and large persistent time, at high density the system evolves through an intermittent avalanche dynamics [23]. The huge many-body correlations in the interparticle forces we have reported may explain why these avalanches are extensive.
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MOTILITY INDUCED PHASE SEPARATION

We consider the system to be phase-separated when $P(\phi_l)$ has a bimodal distribution or has a long tail extending to low densities. Indeed, the direct visualization of the system clarifies that long tails occur in the presence of tiny ‘gas bubbles’ within the system, as in Fig. S1. We consider these bubbles a signal of phase separation as we expect them to merge and make the area fraction distribution bimodal via a coarsening process. At the considered high-density values, this coarsening dynamics is too slow to be numerically followed.

![Figure S1](image_url)

**FIG. S1.** (a) Probability distribution of the local volume fraction at $\phi = 0.89$ and different $F_A$ values. We consider the system as phase separated when this distribution is bimodal, e.g., $F = 0.485$ or when it possesses an extended left tails, e.g., $F = 0.31$. Conversely, the system in in the homogeneous phase, e.g., $F = 0.30$. (b) Illustration of a fraction of the systems with particles color coded according to their local volume fraction, $a_i/s_i$, where $a_i$ is the particle area, and $s_i$ the area of its Voronoi cell evaluated via a radical tessellation of the system. The peak in zero of $P(\phi)$ (panel a) and the system’s illustrations (panel b) clarify that the coexisting phases are a dense liquid and an empty gas with $\phi = 0$. 
FROM MIPS TO UNJAMMING/JAMMING

We clarify how a phase-separated system becomes unjammed or jammed as the magnitude of the active force decreases by illustrating the force dependence of the distribution of the local volume fraction for densities below and above the jamming transition, respectively in Fig. S2(a) and (b).

Regardless of the density value, at high values of the active force in the MIPS region, the density distribution is bimodal and in the gas phase $\phi \approx 0$. At the considered densities, the system appears as a liquid with cavities, e.g., like the one illustrated in Fig. S1(b) for $F_A = 0.485$.

For $\phi < \phi_J$, the system reaches the hard-sphere limit as the magnitude of the active force decreases. Consistently, the density distributions of Fig. S2(a) become active-force independent, and in the $F_A \to 0$ limit, the system converges to an unjammed inhomogeneous state.

For $\phi > \phi_J$, cavities shrink as the active force decreases. Indeed, we see a drop in the $\phi \approx 0$ peak of the density distribution as $F_A$ varies from 0.15 to 0.10. Cavities disappear for small enough forces, and the system becomes jammed and homogeneous ($F = 0.05$).

![FIG. S2. Active force dependence of the probability distribution of the local volume fraction at (a) $\phi = 0.82 < \phi_J$ and (b) $\phi = 0.845 > \phi_J$.](image)

DYNAMICS WITHIN THE COEXISTENCE REGION

Within the coexistence region the system phase separates in a dilute and a dense phase. In monodisperse systems of active persistent particle, previous results showed the dense phase to be crystalline (C. Reichhardt and C.J. O. Reichhardt, Soft Matter 19, 7502, 2014). We have investigated the dynamics of the dense phase and found it to be of liquid type. To this end, we identify the particles of the dense phase via a threshold criterion on a particle-defined local density, at time $t = 0$. An example of this approach is in Fig. S3(a), where particles are color coded if belonging to dense phase, and grey if belonging to the gas phase.

We have then investigated the cage-relative mean square displacement of the particles of the dense phase. Fig. S3(b) illustrates results at $\phi = 0.41$, for different values of the active force (see inset) in the coexistence region. Time is in unit of the characteristic time scale fixed by the active velocity, $\tau_A$. The mean square displacement exhibits a crossover towards an asymptotic ballistic behavior, which is apparent at large enough $F_A$. This crossover signals the disruption of the dense cluster. The behavior of the mean square displacement proves that the dense phase is of liquid type.

Fig. S3(b) further shows that the active force does not simply set the time scale of the system. Indeed, if $F_A$ were only affecting the typical time scale $\tau_A$, then data for different $F_A$ values would collapse when plotted versus $t/\tau_A$. In Fig. S3(b), we see that this occurs at large enough $F_A$. Conversely, as $F_A$ decreases, the slowing down of the dynamics is faster than that of $1/\tau_A$. This result is apparent from the $F_A$ dependence of the mean square displacement evaluated at $t = 10\tau_A$ illustrated in the inset of (b). The direct visualization of the magnitude of the cage-relative square displacements at $t = 10\tau_A$ and different values of the active force in Fig. S3(a) confirms this finding.
FIG. S3. We identify particles of the dense phase in the coexistence region via thresholding criterion on the local density. Panel (a) shows maps of their cage-relative mean square displacement at time $t = 10\tau_A$ and different values of $F_A$. Gas-like particles are in grey. Panel (b) illustrates the cage-relative mean square displacement of the dense phase for different $F_A$ values as a function of $t/\tau_A$. The inset shows the $F_A$ dependence of the mean-square displacement at $t = 10\tau_A$. 