A Parametric Perceptual Deficit Modeling and Diagnostics Framework for Retina Damage using Mixed Reality

Abstract

Age-related Macular Degeneration (AMD) is a progressive visual impairment affecting millions of individuals. Since there is no current treatment for the disease, the only means of improving the lives of individuals suffering from the disease is via assistive technologies. In this paper we propose a novel and effective methodology to accurately generate a parametric model for the perceptual deficit caused by the physiological deterioration of a patient’s retina due to AMD. Based on the parameters of the model, a mechanism is developed to simulate the patient’s perception as a result of the disease. This simulation can effectively deliver the perceptual impact and its progression to the patient’s eye doctor. In addition, we propose a mixed-reality apparatus and interface to allow the patient recover functional vision and to compensate for the perceptual loss caused by the physiological damage. The results obtained by the proposed approach show the superiority of our framework over the state-of-the-art low-vision systems.
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1 Introduction

There are several age-related eye diseases and conditions that drastically affect one’s quality of life by causing permanent vision loss [1], [2]. These include: Age-related Macular Degeneration (AMD), Diabetic Eye Diseases, and Glaucoma, to name a few. According to the National Eye Institute an estimated 37 million adults in the U.S. over the age of 40 suffer from an age-related eye condition, such as, age-related Macular Degeneration (AMD), Glaucoma, Diabetic Retinopathy, and Cataracts [3]. The leading condition affecting people over 40 is cataract (24.4 million cases), followed by AMD (20 million cases), Diabetic Retinopathy (7.7 million cases), and Glaucoma (2.7 million cases). The total number of AMD, Diabetic Retinopathy, Cataract, and Glaucoma cases in the U.S. is expected to double between 2010 and 2050, according to the data from the National Eye Institute [4].

There is an effective surgical procedure to remove cataracts and treat patients. However, for other age-related conditions, such as AMD and other retinal diseases, there are no effective treatments to completely recover lost vision. Diabetic Retinopathy is the most common cause of vision loss in people with diabetes [5], while advanced AMD is the leading cause of irreversible blindness and visual impairment in otherwise healthy individuals in the U.S. [6]. The blindness caused by AMD or Diabetic Retinopathy is due to the damage to the patient’s retina that result in central vision loss [7].
However, the damage caused to the optic nerve as a result of Glaucoma produces gradual loss of peripheral vision in one or both eyes [7]. In this paper, our main focus is on central vision loss but the methodologies developed within this project can easily be expanded to cover peripheral vision loss.

1.1 Motivations

As mentioned above, central vision loss is caused by the gradual deterioration of the center of the retina [8]. Currently several tests, including, Humphrey Visual Field (HVF) Testing, Fluorescein Angiography, Visual Acuity Testing, and Optical Coherence Tomography (OCT), are administered by eye care professionals to determine the affected area on the patient’s retina. While these tests could provide physicians with physiological impacts of the affected area within the eye, they fall short of providing a measurement of the perceptual impact on the patient’s vision. Although the location and the physiological extent of the damage can be determined, the current assistive technologies such as NuEyes [9], eSight [10], [11], and Vivid Vision [12], do not utilize this information to provide site specific visual aid.

Current research indicates that there are a number of barriers that prevent the current technologies to provide each individual patient with specialized assistance in enhancing the remaining vision, [13]. For example, there is a need to systematically examine how acuity level and visual field loss is associated with specific eye conditions, and how to utilize this connection to deliver specialized visual aid. There is also a need to utilize computer vision to enhance the provided visual aid to specific areas where the deficit in vision occurs. In this paper we address this gaps in the literature and develop a framework to significantly improve the current state of visual aid technologies for patients suffering from central vision loss.

2 Literature Review

Fundus photography is typically a great diagnostic tool for determining the physiological damage caused to the retina as a result of Age-related Macular Degeneration (AMD) – Fig. 1(a). In conjunction with visual field perimetry results (shown in Fig. 1(b)), physicians determine the physiological damage caused by the disease and track the progression of the condition.

The main problem is the difficulty in interpreting the perceptual impact of the physical damage. For example, AMD can cause a number of different perceptual effects in patient’s vision, as shown in Fig. 2. Therefore, the main question to address in developing a model of perceptual deficit is, what does the patient see as a result of the physical damage to the retina, and can we correct it?
Many commercially available kits try to simulate various vision loss phenomenons \[14, 15\]. Usually they make use of goggles with easily changeable lenses to simulate different anomalies. Almutleb et al. used contact lenses to simulate central scotoma \[16\]. Although these techniques, specially the ones that use goggles, are inexpensive, their setup is rather cumbersome with each disease requiring a different hardware setup. Moreover they cannot be modified anymore once built and therefore will lose their effectiveness as the disease progresses.

Thus, software-based simulation techniques could be employed to obtain more flexibility. In recent years, many software simulators have been developed. Lewis et al. developed a simulation inside Unreal Engine 3 to visualize six impairments including AMD \[17\]. Currently a multitude of websites also provide interactive ways to simulate various impairments online, \[18–20\]. However, these simulations work on a regular monitor. Moreover, they fall short of providing a complete binocular and stereoscopic simulation, thus are not an accurate and immersive representation of the visual loss.

Augmented Reality (AR) environments could be employed to deliver a more accurate simulation of the visual impairment. Velázquez et al. developed a simulator of several visual impairments for the normally sighted individuals \[21\]. However, the system used camera feed from a single camera and therefore is not stereoscopic in nature. SimViz solved this problem by mounting two PlayStation eye cameras \[22\] on an Oculus VR HMD to create a see-through AR display \[23\].

Most of the above mentioned simulators are capable of visualizing central vision loss. However, none can accurately model the perceptual loss caused by actual physiological damage impacting an individual’s retina. Therefore, although the state-of-the-art simulators may be used as tools, for example assisting in development of other applications with accessibility in mind \[24\], they cannot be employed to model a patient’s perceptual vision loss nor are they capable of recovering functional vision caused by the disease.

Wearable AR HMD technology is still in its infancy and most traditional approaches to low-vision, such as SimVis, deliver ad-hoc solutions. The Microsoft Hololens \[25\] and the Magic Leap One \[26\] are among promising AR technologies on the horizon. However, while the potential is there, these devices are quite expensive and potentially out of reach for many patients \[27\].

In order to alleviate the current roadblocks in the software and hardware technology for developing a unified infrastructure to allow for both simulation and vision recovery, we propose the computation of a parameterised model for the perceptual deficit generated by the patients themselves. In order to accomplish this, there needs to be an easy way to integrate various parameters of the model into an intuitive interface for patients, most of whom are advanced in age.

Current literature on interaction techniques in VR deals with 3D movement. Chatterjee et al. describe a hand gesture based interaction technique for desktop environments \[28\] and Pfeuffer et al. take a similar approach but introduce a VR environments \[29\]. Both of these techniques, however, rely on eye gaze to focus on objects of interest. This can potentially cause problems for patients suffering from central vision loss, since fixation could be difficult for this population. Thus, in this paper, we focus on the development of a hand gesture based mechanism as a more appropriate design for our application.

### 3 The Proposed Approach

In this paper we utilize advances in the fields of Virtual Reality (VR) and Computer Vision (CV) in conjunction with the knowledge from current practices in the field of Ophthalmology to deliver transformative contributions to answer these questions. Specifically, this paper solves the problem of parameterizing the perceptual impairment and vision deficit in different AMD types based on the localized physiological damage. We will utilize the locus of the physiological damage to create parametric models for the visual deficit. This will lead to a VR central vision loss simulator for a variety of impairments associated with AMD.

#### 3.1 Modeling Perceptual Deficit

We propose a parametric model for the perceptual loss as a 4-tuple of the following form:

\[
\mathcal{P} = (\Gamma, \Omega_\lambda, R_\theta, \Psi)
\]  

where \(\Gamma\) represents luminance degradation, \(\Omega_\lambda\) represents a parametrization of the visual field loss region with \(\lambda\) as the cut-off value for the degradation determining the boundaries of \(\Omega_\lambda\), \(R_\theta\) is the rotational distortion matrix within \(\Omega_\lambda\), and \(\Psi\) is the a Sinusoidal mapping function representing the spatial distortion.
3.1.1 Modeling Luminance Degradation Effects

We propose a Gaussian Mixture Model (GMM) [30] as a representative model for the degradation in luminance caused as a result of damage to the cone photoreceptors. Therefore, the proposed model for luminance degradation, $\Gamma$, will be of the following form:

$$\Gamma = \sum_{i=1}^{N} \omega_i \cdot \mathcal{N}(\mu_i, \sigma_i) \quad (2)$$

where $u$ and $v$ are the coordinate locations on the 2-D visual field, $N$ is the number of Gaussian kernels (Normal distributions) modeling the deficit in the luminance perception in the visual field, and $\omega_i$ is the amount of luminance deficit caused by each Gaussian kernel. Each Gaussian is represented by $\mathcal{N}(\mu_i, \sigma_i)$, where $\mu_i = [\mu_{ui}, \mu_{vi}]^T$ represents the center and $\sigma$ represents the standard deviation of the distribution.

![Figure 3: Illumination Degradation $\Gamma$, represented by the proposed parametric model.](image)

Fig. 3 shows the results of the proposed illumination degradation model in affecting the vision on the Amsler grid (Fig. 3(a)). Fig. 3(b) shows the illumination degradation modeled by a single Gaussian. A significant advantage of the proposed parametric model is in its ability to represent complex illumination degradations caused by the progressive retina damage. As shown in Fig. 3(c) and Fig. 3(d), with the progression of the disease a complex mathematical formulation than a single Gaussian will be needed to model the degradation. Note that for each Gaussian kernel, the luminance deficit is the highest at the central location of that kernel ($\mu_i$).

3.1.2 Modeling Perceptual Deficit Region

Once the luminance degradation model is established in eq.(2), it will be easy to determine the region in the visual field in which the perceptual impact is significant (see Fig. 4). Let’s call this region $\Omega$. Setting a cutoff value $0 < \lambda < 1$, the region $\Omega$ can be determined as the following:

$$\Omega = \left\{ (u, v) \in \mathbb{R}_2^2 \mid \Gamma(u, v) \leq \lambda \right\} \quad (3)$$

![Figure 4: Perceptual deficit region $\Omega$, represented by the proposed parametric model. The area within the solid blue region represents illumination degradation of more than $\lambda$ percent.](image)

The solid blue area in Fig. 4(b) shows the perceptual deficit region $\Omega$ for the modelled illumination degradation of Fig. 4(a). Note that since $\lambda$ is a free parameter, it can control the boundary of the perceptual deficit region $\Omega$. The larger the
value of $\lambda$, the broader the regions $\Omega$ will be. We can also visualize multiple regions with different prominent levels of illumination degradation (Fig. 5).

![Figure 5: Different perceptual deficit region $\Omega$ at various levels of degradation prominence $\lambda$. The area within the solid blue, green, and red regions represents illumination degradation of more than $\lambda = 18\%$, $\lambda = 12\%$, and $\lambda = 5\%$, respectively.](image)

3.1.3 Modeling Rotational Distortion

With the Loci of the perceptual damage determined by the central positions ($\vec{\mu}_i$) of each Gaussian distribution in eq.(2), we can model the rotational distortion as a result of physiological damage. Recall from eq.(1) that rotational distortion, $R_\theta$, is one of the components of the perceptual loss model, $P$. Let $\theta$ be the angle of rotation, each point in the visual field will be rotated by the following rotation matrix:

$$\hat{R}_\theta = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix}$$

However, since the perceptual impact decreases as we get farther away from the central location of each Gaussian kernel, the rotational distortion becomes less and less prominent. Therefore, we model the rotational distortion within the damaged region $\Omega$ for each of the Gaussian kernels as:

$$R_\theta = \sum_{i=1}^{N} \omega_i N_{\vec{\mu}_i, \sigma_i}(u, v) \hat{R}_\theta_i$$

![Figure 6: Modeling rotational distortion: (a) A single Gaussian kernel illumination degradation. (b) The perceptual impact regions with $\lambda = 0.5$. (c) the Rotational distortion with $\frac{\pi}{2}$ angle. (d) Both illumination degradation and rotational distortion.](image)

The effects of this rotational distortion within the affected region of the visual field may be observed from Fig. 6. In Fig. 6(a) the model utilizes a single Gaussian kernel with its impact region shown in Fig. 6(b) at $\lambda = 0.5$. A rotation of $\theta = \frac{\pi}{2}$ will cause the rotational distortion shown in Fig. 6(c). The effects of both the illumination degradation and rotational distortion can be observed in Fig. 6(d).

Fig. 7 shows the advantage of the proposed parameterized framework in modelling the progression of both the illumination degradation and rotational distortion as a result of the disease progression.
3.1.4 Modeling Spatial Distortion

The final component of the perceptual deficit is the spatial distortion model $\Psi$. This model represents the spatial shift perceived by the patient as a result of the damage to the retina that is not captured by the rotational distortion model described in section 3.1.3. This model is represented by a vector field dictating the spatial translation of points within the visual field. The complete spatial distortion vector field $\Psi$ is defined as:

$$
\Psi = \sum_{i=1}^{N} \mathcal{N}_{\bar{\mu}_i, \sigma_i}(u, v) * I_2 * \begin{bmatrix}
(u - \mu_u) \\
(v - \mu_v)
\end{bmatrix}
$$

(6)

where $\mathcal{N}_i$ represents each of the Gaussian deficit models with the mean of $\bar{\mu}_i$ and standard deviation of $\sigma_i$. $I_2$ represents the $2 \times 2$ identity matrix, and $u$ and $v$ are coordinates within the visual field. To illustrate this spatial distortion effect, suppose we have a single scotoma at the central location of the visual field (i.e., $[u, v]^T = 0$). The vector field representing the spatial distortion model will be of the following form (and shown in Fig. 8(a)):

$$
\Psi \approx \begin{bmatrix}
\frac{e^{-\frac{(u-\mu_u)^2 + (v-\mu_v)^2}{2\sigma^2}}}{e^{-\frac{(u-\mu_u)^2 + (v-\mu_v)^2}{2\sigma^2}}} * (u - \mu_u) \\
\frac{e^{-\frac{(u-\mu_u)^2 + (v-\mu_v)^2}{2\sigma^2}}}{e^{-\frac{(u-\mu_u)^2 + (v-\mu_v)^2}{2\sigma^2}}} * (v - \mu_v)
\end{bmatrix}
$$

(7)

Fig. 8 shows the vector fields representing the spatial distortion maps, as modeled by: (a) a single Gaussian kernel, and (b) multiple Gaussian kernels.

Fig. 8 shows the vector fields representing spatial transformations that the visual field undergoes as a result of the physiological damage. A single Gaussian kernel will generate a simple vector field shown in Fig. 8(a), while a more complex spatial distortion will require a Gaussian Mixture Model as seen in Fig. 8(b).

The strength of the proposed model for representing the spatial distortions caused by the disease can be seen from Fig. 9. At the early stages of the disease a single Gaussian kernel may be sufficient to model the distortions (Fig. 9(a)), but as the disease progresses more complex models will be required. The proposed mixture model shows the flexibility to represent the distortion changes as the disease progresses without the need to fundamentally change the model, but rather increase the number of Gaussian kernels (Fig. 9(b)-Fig. 9(c)).

Figure 7: Rotational distortion and illumination degradation as the disease progresses.

Figure 8: Vector fields representing the spatial distortion maps, as modeled by: (a) a single Gaussian kernel, and (b) multiple Gaussian kernels.
4 Experimental Results

The proposed framework is a comprehensive diagnostic and vision recovery system. Therefore, the patients will utilize the system in two phases: The VR Diagnostic Mode, and the AR Vision Compensation Mode.

In the first mode (shown in Fig. 10(a)) the Amsler grid is shown to the patient in a neutral VR environment with the proposed user interfaces to allow the patient to interact with parameters of their perceptual deficit model. Changing the parameters updates the material being rendered for the patient's eyes in real-time. Our goal here is to have the user closely mimic what they see with their affected eye in order to populate the parameters of their perceptual deficit model in the affected eye.

Once the patient accurately model their perceptual deficit, the remainder of the operation for recovering functional vision will take place in the AR mode. In this mode the VR HMD works as an AR glass, by presenting the patient with the live video of the environment captured through the stereoscopic video cameras. The images in the video feed shown to the unaffected eye is, however, distorted by with the perceptual loss model that the user came up in the Amsler grid mode. This gives the user an opportunity to test how the distortion looks in real life. Fig. 10(b) shows the uncorrected vision of a patient as observed by a physician. The inverse of the parametric model is applied and the patient sees the environment as if their eye were not affected.

Based on the model generated by the proposed framework in the VR Diagnostics mode, an inverse function for the perceptual vision loss is calculated. This inverse model is then applied in the AR mode to the live-stream videos recorded and rendered to each individual eye. The process is shown in Fig. 11. As seen in the figure, the inverse function for the parametric vision loss will compensate for the perceptual impact of the vision loss to recover as much functional vision as possible.
5 Conclusions and Future Work

In this paper we presented a parametric model for the perceptual deficit caused by Age-related Macular Degeneration (AMD). This model bridges the gap between our current state of knowledge about the physiological damage caused to the retina and its perceptual effect on the patient’s vision. We developed a mixed-reality system that allows the patient to configure and update the parameters of their perceptual deficit in a VR mode. Once the patient’s unique vision loss is modeled, the system is employed in AR mode to perform the inverse model on the affected eye to compensate for the perceptual deficit and recover functional vision. The experiments show that the proposed system captures the patient’s vision loss and allows for significant recovery of the functional vision. One future direction to this work includes modeling other vision loss and visual anomalies such as Glaucoma, Diabetic Retinopathy, etc. Our team is also conducting human trails in order to validate the usability, efficacy, and acceptability of the proposed system.
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