LOCAL MAXIMIZERS OF ADJOINTE FOURIER RESTRICTION
ESTIMATES FOR THE CONE, PARABOLOID AND SPHERE
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Abstract. We show that, possibly after a compactification of spacetime, constant functions are local maximizers of the Tomas-Stein adjoint Fourier restriction inequality for the cone and paraboloid in every dimension, and for the sphere in dimension up to 60. For the cone and paraboloid we work from the PDE framework, which enables the use of the Penrose and the Lens transformations, which map the conjectured optimal functions into constants.

1. Introduction

We consider the Fourier adjoint restriction inequality in the Tomas-Stein endpoint. The general framework is the following; letting \( \mathcal{M} \subset \mathbb{R}^{d+1} \) denote a smooth surface with at least \( k \) non-vanishing principal curvatures and natural measure \( \mu \), and \( p = 2 + \frac{4}{k} \), there is a \( C > 0 \) such that

\[
\| \widehat{\mu f} \|_{L^p(\mathbb{R}^{d+1})} \leq C \| f \|_{L^2(\mathcal{M})}
\]

for every smooth \( f : \mathcal{M} \to \mathbb{C} \), where

\[
\widehat{\mu f}(x) = \int_{\mathcal{M}} f(y) e^{-ix \cdot y} d\mu(y).
\]

See [12, 19, 23]. Only for a few surfaces \( \mathcal{M} \), in specific dimensions, the smallest possible constant \( C \) in (1.1) and the functions that attain it are known; for many other cases, these are merely conjectured.

In this paper, we establish a local version of some of these conjectures, according to the following general strategy. We let \( \mathcal{E} \subset L^2(\mathcal{M}) \) denote the set of the conjectured extremizers of (1.1) and we prove that, for all \( f \) in a neighborhood of \( \mathcal{E} \),

\[ c \text{dist}(f, \mathcal{E})^2 \leq C_*^2 \| f \|_{L^2(\mathcal{M})}^2 - \| \widehat{\mu f} \|_{L^p(\mathbb{R}^{d+1})}^2, \]

where \( c > 0 \) and \( C_* \) is the conjectured sharp constant. In a few cases, we can prove that this last inequality holds for all \( f \in L^2(\mathcal{M}) \), thus establishing a sharpened version of (1.1).

It is well known that estimate (1.1) is intrinsically connected with dispersion estimates for PDEs, known as Strichartz inequalities; for instance, the Fourier extension operators on the double cone and the paraboloid are connected with solutions of the Wave and Schrödinger equations respectively. For more on this see the survey [9].

We proceed by stating our main results.
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1.1. Wave equation - Cone adjoint Fourier restriction. For \( p := \frac{2d+1}{d-1} \), we consider the estimate
\[
\left\| \cos(t\sqrt{-\Delta}) f_0(x) + \frac{\sin(t\sqrt{-\Delta})}{\sqrt{-\Delta}} f_1(x) \right\|_{L^p(\mathbb{R}^{1+d})} \leq C \| f_0, f_1 \|_{\dot{H}^{\frac{d}{2}} \times \dot{H}^{-\frac{1}{2}}(\mathbb{R}^d)},
\]
where \( t \in \mathbb{R}, x \in \mathbb{R}^d \) denote the standard coordinates on \( \mathbb{R}^{1+d} \), and
\[
\| f_0 \|_{\dot{H}^{1/2}}^2 := \int_{\mathbb{R}^d} \mathcal{F}_0 \sqrt{-\Delta} f_0 \, dx, \quad \| f_1 \|_{\dot{H}^{-1/2}}^2 := \int_{\mathbb{R}^d} \mathcal{F}_1 \frac{1}{\sqrt{-\Delta}} f_1 \, dx.
\]
In [7], Foschi proved that, for \( d = 3 \), the smallest possible value of the constant \( C \) is
\[
\mathcal{C}_* := \| \cos(t\sqrt{-\Delta}) f_* \|_{L^p} = \sqrt{\frac{2}{d-1}} \pi^\frac{1}{2} |\mathcal{S}|^{\frac{1}{2}}, \quad \text{where} \quad f_*(x) = c(1 + |x|^2)^{-\frac{d-1}{2}},
\]
and \( c > 0 \) is chosen so that \( \| f_* \|_{\dot{H}^{1/2}} = 1 \) (see the forthcoming section 3.1 for the computation of the explicit value of \( \mathcal{C}_* \)). He conjectured that the same should be true for all dimensions \( d \geq 2 \), and he also conjectured what the functions \( f_0, f_1 \) that attain this sharp constant should be.

Before stating our result, we observe that, in the forthcoming Proposition 3.1, we will prove that there is no loss of generality in assuming that \( f_0, f_1 \) are real-valued. This is relevant to our purposes, because letting
\[
f := f_0 - \frac{1}{\sqrt{-\Delta}} f_1, \quad \text{where} \quad f_0, f_1 \text{ are real-valued},
\]
it holds that
\[
\cos(t\sqrt{-\Delta}) f_0 + \frac{\sin(t\sqrt{-\Delta})}{\sqrt{-\Delta}} f_1 = \Re(e^{it\sqrt{-\Delta}} f), \quad \text{and} \quad \| f_0, f_1 \|_{\dot{H}^{\frac{d}{2}} \times \dot{H}^{-\frac{1}{2}}} = \| f \|_{\dot{H}^{\frac{d}{2}}}.
\]
We can thus define the deficit functional of (1.2) to be
\[
\psi(f) := \mathcal{C}_*^2 \| f \|_{\dot{H}^{\frac{d}{2}}}^2 - \| \Re(e^{it\sqrt{-\Delta}} f) \|_{L^p}^2,
\]
observing that the conjecture of Foschi is equivalent to
\[
\psi \geq 0, \quad \text{and} \quad \psi(f) = 0 \quad \text{if and only if} \quad f \in \mathfrak{M},
\]
where \( \mathfrak{M} \subset \dot{H}^{1/2} \) is the manifold of Foschi’s conjectured maximizers, namely
\[
\mathfrak{M} := \left\{ r \Gamma(e^{i\theta} f_*) : r > 0, \; \theta \in \mathbb{R}, \; \Gamma \in \mathcal{G} \right\},
\]
where \( \mathcal{G} \) is a Lie group of unitary transformations of \( \dot{H}^{1/2} \), which we will describe in Section 3. The following is our first main result.

**Theorem 1.1.** Let \( d \) be an odd integer. There exist \( \delta \in (0, 1) \) and \( C > 0 \), depending only on \( d \), and such that
\[
\psi(f) \geq C \text{dist}(f, \mathfrak{M})^2,
\]
provided that
\[
\text{dist}(f, \mathfrak{M}) < \delta \| f \|_{\dot{H}^{1/2}(\mathbb{R}^d)},
\]
(1.4)
where \( \text{dist}(f, \mathcal{M}) := \inf \{ \|g - f\|_{H^{\frac{d}{2}}} : g \in \mathcal{M} \} \). If \( d = 3 \), condition (1.4) can be removed.

An immediate corollary is that the conjecture of Foschi is true, for all odd \( d \geq 3 \), in an open neighborhood of \( \mathcal{M} \). The method of proof is based on the study of the first and second derivatives of \( \psi \) on \( \mathcal{M} \), using in an essential way the conformal compactification of \( \mathbb{R}^{1+d} \) provided by the Penrose transform. The case \( d = 3 \) is special, because it is already known that \( f_* \) is a global minimizer for \( \psi \). Because of this, we can extend the local analysis of the derivatives to a global result, and Theorem 1.1 holds without the condition (1.4). This is done via a concentration-compactness method dating back to Bianchi and Egnell [2], as already observed in [16]. We remark that, unfortunately, the method of Bianchi and Egnell can only be applied to inequalities for which the extremizers are previously known.

If \( d \geq 2 \) is even, then \( f_* \) is not a critical point of \( \psi \); see the aforementioned [16]. Thus the conjecture of Foschi fails in this case. However, Theorem 1.1 does hold for arbitrary \( d \geq 2 \) if \( \psi \) is replaced by the half-wave functional

\[
\psi_h(f) := C_h^2 \|f\|_{H^{\frac{d}{2}}}^2 - \|e^{it\sqrt{-\Delta}} f\|_{L^p}^2,
\]

where \( C_h := \|e^{it\sqrt{-\Delta}} f_*\|_{L^p} \).

For this functional, the condition (1.4) can be removed for \( d = 2 \) and \( d = 3 \), the cases for which Foschi already proved that \( f_* \) is a global minimizer to \( \psi_h \). The propagator \( e^{it\sqrt{-\Delta}} \) corresponds to the half-wave equation \( \partial_t u = i\sqrt{-\Delta} u \), or, equivalently, to Fourier adjoint restriction to the one-sheeted cone. It is interesting to note that the distinction between even and odd dimensions, needed for the study of maximizers to the wave Strichartz estimate (1.2), does not seem to be needed for the case of the half-wave. To the best of our knowledge, the application of the Penrose transform to the half-wave propagator has not previously appeared in the literature.

1.2. Schrödinger equation - Paraboloid adjoint Fourier restriction. We consider here the following estimate (see, for example [21, Theorem 2.3])

\[
\|u\|_{L^{2+4/d}(\mathbb{R}^{d+1})} \leq C \|f\|_{L^2(\mathbb{R}^d)},
\]

which holds true for some constant \( C > 0 \), where \( u : \mathbb{R}^{d+1} \mapsto \mathbb{C} \) is the solution of the Schrödinger equation

\[
\partial_t u = i\Delta u \quad \text{and} \quad u|_{t=0} = f.
\]
with initial data $f$. The smallest possible value of $C$ is given by the supremum
\[
\sup_{f \neq 0} \frac{\|u\|_{L^{2+4/d}(\mathbb{R}^{d+1})}}{\|f\|_{L^2(\mathbb{R}^d)}},
\]
and it is a long standing conjecture that $f$ attains this supremum if and only if it is a Gaussian, that is, $f(x) = \exp(a|x|^2 + b \cdot x + c)$, where $c, a \in \mathbb{C}$, $b \in \mathbb{C}^d$ and $\text{Re} \ a < 0$. If that is the case, a simple calculation shows that such supremum equals
\[
A_d = 4^{-d/8 + a} \left( 1 + \frac{2}{d} \right)^{-d/8 + a}.
\]
We define the deficit functional of (1.5) to be
\[
\phi(f) = A_d^2 \|f\|_{L^2(\mathbb{R}^d)}^2 - \|u\|_{L^{2+4/d}(\mathbb{R}^{d+1})}^2,
\]
and the manifold of Gaussians to be
\[
\mathcal{G} = \{ e^{a|x|^2 + b \cdot x + c} : a, c \in \mathbb{C}, b \in \mathbb{C}^d \text{ and } \text{Re} \ a < 0 \} \subset L^2(\mathbb{R}^d).
\]
We can now state our result.

**Theorem 1.2.** There are $\delta, C > 0$, depending only on $d$, and such that
\[
\phi(f) \geq C \text{dist}(f, \mathcal{G})^2
\]
provided that
\[
\text{dist}(f, \mathcal{G}) < \delta \|f\|_{L^2}.
\]  
(1.6)
If $d = 1$ or $d = 2$ condition (1.6) can be removed.

The method of proof is analogous to the one of the previous section; in this case, the compactifying transformation is a variant of the Lens transform (see, for example, [22]), and we describe it in Section 4.1. For $d = 1, 2$ the removal of the condition (1.6) is done via the aforementioned method of Bianchi and Egnell; the concentration-compactness tools in this case are due to Bégout and Vargas [3].

1.3. **Sphere adjoint Fourier restriction.** The Tomas-Stein adjoint Fourier restriction inequality asserts that if $p = 2(d+1)/d-1$ then
\[
\sup_{0 \neq f \in L^2} \frac{\|\hat{f}\sigma\|_{L^p(\mathbb{R}^d)}}{\|f\|_{L^2(\mathbb{S}^{d-1})}} < \infty,
\]
where $\sigma$ is the surface measure of the sphere $\mathbb{S}^{d-1}$. It is conjectured that the only real-valued functions attaining the supremum above are constants, or more generally, functions of the form $f(x) = ae^{i x \cdot v}$, where $a \in \mathbb{C} \setminus \{0\}$ and $v \in \mathbb{R}^d$. In particular, a simple computation shows that constant functions are maximizers if and only if the supremum above equals
\[
S_d := (2\pi)^{d/2} |\mathbb{S}^{d-1}|^{-1/p} \left( \int_0^\infty |J_{d/2-1}|^p \frac{dr}{r^{d+1}} \right)^{1/p};
\]  
(1.7)
see the forthcoming [5,1]. This conjecture is still widely open and solved only in dimension 3 in a remarkable paper by Foschi [8]. Establishing that constants are locally optimal is usually a more treatable problem, however only in dimension 2 this was proven [4]. All these results rely heavily on the fact that \( p \) is an even integer, a nuance that only happens in dimensions 2 and 3.

We define the deficit function

\[
\zeta(f) = S^2_0 \|f\|_{L^2(S^{d-1})}^2 - \|f\|_{L^p(R^d)}^2
\]

and let

\[
\mathcal{C} := \{ae^{ix} : a \in \mathbb{C}\setminus\{0\} \text{ and } v \in \mathbb{R}^d\}.
\]

**Theorem 1.3.** Let \( d \leq 60 \). There is \( \delta, C > 0 \), depending only on \( d \), and such that

\[
\zeta(f) \geq C \text{dist}(f, \mathcal{C})^2
\]

provided that

\[
\text{dist}(f, \mathcal{C}) < \delta \|f\|_{L^2(S^{d-1})}.
\]

This last condition can be removed for \( d = 3 \).

The removal of the condition (1.8) uses the concentration-compactness tools due to Christ and Shao [6].

Our proof method involves a numerical part that becomes harder as the dimension grows. With more computational power and delicate estimates the threshold on the dimension could possibly be extended to something like \( d \leq 200 \) and we provide a systematic way of doing so.

### 2. Method of proof

The outline of the proof is common to all cases, so we describe it here in general terms. Let \( \mathcal{H} \) be a Hilbert space whose scalar product and norm we denote by \( \langle \cdot | \cdot \rangle \) and \( \|\cdot\| \) respectively, and consider the bounded linear operator

\[ S : \mathcal{H} \to L^p(R^N), \text{ where } p \in (2, \infty) \text{ and } N \in \mathbb{N}, \]

Let moreover

\[ \mathcal{G} := \{\Gamma_{\theta} : \mathcal{H} \to \mathcal{H} : \theta \in \mathbb{R}^k\} \]

denote a group of linear transformations depending smoothly on \( \theta \), where \( \theta = 0 \). We assume that the following invariance properties are satisfied

\[
\|\Gamma_{\theta}f\| = \|f\|, \text{ and } \|S\Gamma_{\theta}f\|_{L^p} = \|Sf\|_{L^p}, \forall f \in \mathcal{H}, \forall \theta \in \mathbb{R}^k.
\]  

(2.1)

Finally, we also assume that \( \Gamma_{\theta} \) vanishes at infinity, in the sense that

\[
\lim_{|\theta| \to \infty} \langle \Gamma_{\theta}f | g \rangle = 0, \forall f, g \in \mathcal{H}.
\]

(2.2)

This concludes the list of the needed assumptions.
We can now let $f_* \in \mathcal{H}\{0\}$ be fixed and define the deficit functional
\[
\psi(f) := C^2 \|f\|^2 - \|Sf\|_{L^p}^2,
\]
where $C_* := \frac{\|Sf_*\|_{L^p}}{\|f_*\|}$.

By definition, $\psi(f_*) = 0$; hence, by (2.1), $\psi$ vanishes on the set
\[
M := \{ z \Gamma \theta f_* : z \in \mathbb{C}\{0\}, \theta \in \mathbb{R}^k \} \subset \mathcal{H}.
\]

By construction, $M$ is a smooth manifold parametrized by the map
\[
(z, \theta) \in \mathbb{C}\{0\} \times \mathbb{R}^k \mapsto z \Gamma \theta f_*;
\]
so, for each $f \in M$, the corresponding tangent space is
\[
T_f M = \text{span}_\mathbb{R} \left\{ f, i f, \frac{\partial}{\partial \theta_j} \bigg|_{\theta_j = 0} \Gamma_{(0, \ldots, \theta_j, \ldots, 0)} f : j = 1, \ldots, k \right\},
\]
and we denote its orthogonal complement by
\[
(T_f M)^\perp := \{ g \in \mathcal{H} : \langle g, h \rangle = 0, \forall h \in T_f M \}.
\]

We remark that $\psi$ is twice real-differentiable, and we denote
\[
\psi'(f) g := \frac{d}{d \epsilon} \bigg|_{\epsilon = 0} \psi(f + \epsilon g), \quad \psi''(f)(g, g) := \frac{d^2}{d \epsilon^2} \bigg|_{\epsilon = 0} \psi(f + \epsilon g), \quad \forall f, g \in \mathcal{H}.
\]

**Theorem 2.1.** Assume that $\psi'(f_*) = 0$ and that there is a $\rho > 0$ such that
\[
\psi''(f_*)(f_\perp, f_\perp) \geq \rho \| f_\perp \|^2, \quad \forall f_\perp \in (T_f M)^\perp. \tag{2.3}
\]
Then there is a $\delta \in (0, 1)$, depending only on $\rho$, and such that
\[
\psi(f) \geq \frac{\rho}{3} \text{dist}(f, M)^2,
\]
for all $f \in \mathcal{H}$ such that
\[
\text{dist}(f, M) < \delta \| f \|. \tag{2.4}
\]

**Remark 2.2.** If $S$ is a real-linear operator, as will be the case in Section 3, the theorem still holds true, with the same proof, provided that, for all $\theta \in \mathbb{R}$, it holds that $\psi'(e^{i \theta} f_*) = 0$ and that (2.3) is replaced by
\[
\psi''(e^{i \theta} f_*)(f_\perp, f_\perp) \geq \rho \| f_\perp \|^2, \quad \forall f_\perp \in (T_{e^{i \theta} f_*} M)^\perp. \tag{2.5}
\]

**Proof.** By the vanishing property (2.2), every $f \in \mathcal{H}$ has a metric projection on $M \cup \{0\}$; that is, there is at least one $P(f) \in M$, or $P(f) = 0$, such that
\[
\| f - P(f) \| = \text{dist}(f, M).
\]
If $\text{dist}(f, M) < \| f \|$, then $P(f) \neq 0$, thus $P(f) \in M$ and there is the orthogonality
\[
f - P(f) \in (T_P(f) M)^\perp.
\]

The proof is standard and can be found, for example, in [10].
We let \( f_\perp := f - P(f) \), so that \( \|f_\perp\| = \text{dist}(f, M) \). By the invariances \((2.1)\), there is no loss of generality in assuming that \( P(f) = z f_\perp \) for a \( z \in \mathbb{C} \setminus \{0\} \). Thus, since \( \psi(f_\perp) = 0 \) and \( \psi'(f_\perp) = 0 \), we can Taylor expand and use \((2.3)\) to obtain

\[
\psi(f) = \psi(z f_\perp + f_\perp) = |z|^2 \psi \left( f_\perp + \frac{f_\perp}{z} \right) = |z|^2 \left( \frac{1}{2} \psi''(f_\perp) \left( \frac{f_\perp}{z} \cdot \frac{f_\perp}{z} \right) + o \left( \frac{\|f_\perp\|^2}{|z|^2} \right) \right) \\
\geq |z|^2 \left( \frac{1}{2} \|f_\perp\|^2 |z|^2 + o \left( \frac{\|f_\perp\|^2}{|z|^2} \right) \right) \\
\geq \frac{\rho}{3} \|f_\perp\|^2,
\]

where the last inequality holds provided that \( \frac{\|f_\perp\|^2}{|z|^2} \) is sufficiently small.

We claim that this smallness is provided by the condition \((2.4)\). Indeed, \( f_\perp \in (T_f M)^\perp \), so in particular \( \langle f_\perp, f_\perp \rangle = 0 \) and so \( \|f_\perp\|^2 = \|f\|^2 - |z|^2 \|f_\perp\|^2 \). Therefore

\[
\frac{\|f_\perp\|^2}{|z|^2} = \frac{\|f_\perp\|^2 (\|f_\perp\|/\|f\|^2)^2}{1 - (\|f_\perp\|/\|f\|^2)^2}.
\]

Now, since \( x \in [0,1) \mapsto \frac{x^2}{1-x} \) is increasing, the left-hand side of \((2.6)\) is small if and only if \( \|f_\perp\| \) is, and this is the case, provided that \((2.4)\) is satisfied with a sufficiently small \( \delta \in (0,1) \). This concludes the proof.

The condition \((2.4)\) makes the previous result a local one. In some cases, we will be able to upgrade it to a global one, at the cost of some more assumptions.

**Definition 2.3.** We say that maximizing sequences are pre-compact up to symmetries if, for each sequence \( f_n \in \mathcal{H} \) such that \( \|f_n\| = 1 \) for all \( n \), and such that \( \|Sf_n\|_{L_p} \rightarrow C_\ast \), there are \( f, r_n \in \mathcal{H} \) such that, up to passing to a subsequence,

\[
f_n = \Gamma_{b_n} f + r_n, \quad \text{and} \quad \|r_n\| \rightarrow 0.
\]

**Definition 2.4.** We say that \( f_\ast \) is a unique maximizer up to symmetries if

\[
\frac{\|Sf_\ast\|_{L_p}}{\|f_\ast\|} = \sup \left\{ \frac{\|Sf\|_{L_p}}{\|f\|} : f \neq 0 \right\},
\]

and, moreover, for any \( g_\ast \in \mathcal{H} \) such that

\[
\frac{\|Sg_\ast\|_{L_p}}{\|g_\ast\|} = \frac{\|Sf_\ast\|_{L_p}}{\|f_\ast\|},
\]

it holds that

\[
g_\ast = z \Gamma f_\ast, \quad \text{for some} \ \Gamma \in \mathcal{G} \ \text{and} \ z \in \mathbb{C} \setminus \{0\}.
\]

**Theorem 2.5** (Sharpened inequalities). Assume that the operator \( S \) admits pre-compact maximizing sequences and a unique maximizer \( f_\ast \), up to symmetries. If there is \( \rho > 0 \) such that

\[
\psi''(f_\ast)(f_\perp, f_\perp) \geq \rho \|f_\perp\|^2, \quad \forall f_\perp \in (T_f M)^\perp,
\]

then \( f_\ast \) is a unique maximizer up to symmetries.
then there is a $C > 0$ such that

$$\psi(f) \geq C \text{dist}(f, M)^2, \text{ for all } f \in \mathcal{H}.$$ 

**Proof.** Assume, aiming for a contradiction, that there is a sequence $f_n \in \mathcal{H}$ such that

$$\frac{\psi(f_n)}{\text{dist}(f_n, M)^2} \to 0.$$ (2.7)

By homogeneity, we can assume that $\|f_n\| = 1$. Since $\text{dist}(f_n, M) \leq \|f_n\|$, the denominator in (2.7) is bounded; thus $\psi(f_n) \to 0$, which implies that $f_n$ is a maximizing sequence in the sense of Definition 2.3 so

$$f_n = \Gamma_{\theta_n} f + r_n, \quad \text{where } \|r_n\| \to 0.$$ (2.8)

This immediately implies that $f$ is a maximizer for $S$; so by Definition 2.3 $f = z \Gamma_{\theta} f_\ast$ for some $z \in \mathbb{C}$ and $\theta \in \mathbb{R}^k$. Thus, (2.8) is equivalent to

$$\text{dist}(f_n, M) \to 0.$$

Now, since $\|f_n\| = 1$, for all sufficiently large $n$ it holds that $\text{dist}(f_n, M) < \delta \|f_n\|$, where $\delta > 0$ is the parameter that appears in Theorem 2.1. But then

$$\psi(f_n) \geq \frac{\rho}{3} \text{dist}(f_n, M)^2,$$

for a $\rho > 0$, contradicting (2.7). The proof is complete. \qed

### 3. Cone Adjoint Restriction - Wave Equation

We now want to apply the methods of the previous section to the Hilbert space

$$\mathcal{H} = H^{1/2} \times H^{-1/2}(\mathbb{R}^d)$$

to the operator

$$S: \mathcal{H} \to L^p(\mathbb{R}^{1+d}), \quad \text{where } p = \frac{2d+1}{d-1},$$
given, for $t \in \mathbb{R}$ and $x \in \mathbb{R}^d$, by

$$S f(t, x) := \cos(t \sqrt{-\Delta}) f_0(x) + \frac{\sin(t \sqrt{-\Delta})}{\sqrt{-\Delta}} f_1(x), \quad \text{where } f = (f_0, f_1).$$

Before we start the study of the deficit functional, we remark that, if $f$ is real-valued, then $Sf$ also is real-valued. Thus, there will be no loss of generality in limiting ourselves to the real-valued case, as the following proposition shows.

**Proposition 3.1.** Suppose that $f, g$ are real-valued and $f + ig \neq 0$. Then either $f = 0$, or $g = 0$, or

$$\frac{\|S(f + ig)\|_{L^p}}{\|f + ig\|_{\mathcal{H}}} \leq \max \left\{ \frac{\|Sf\|_{L^p}}{\|f\|_{\mathcal{H}}}, \frac{\|Sg\|_{L^p}}{\|g\|_{\mathcal{H}}} \right\}.$$ (3.1)

**Proof.** We assume that $f \neq 0$ and $g \neq 0$, and moreover

$$\frac{\|Sf\|_{L^p}^2}{\|f\|_{\mathcal{H}}^2} \geq \frac{\|Sg\|_{L^p}^2}{\|g\|_{\mathcal{H}}^2}. \quad (3.1)$$
Using that $\|f + ig\|_H^2 = \|f\|_H^2 + \|g\|_H^2$ and
\[
\|S(f + ig)\|_{L^p}^2 \leq \|S f\|_{L^p}^2 + \|S g\|_{L^p}^2 \leq \frac{1}{(1 + \|S f\|_{L^p}^2 + \|S g\|_{L^p}^2)} \frac{\|S f\|_{L^p}^2}{\|f\|_H^2} \frac{\|S g\|_{L^p}^2}{\|g\|_H^2},
\]
we infer from (3.1)
\[
\frac{\|S(f + ig)\|_{L^p}^2}{\|f + ig\|_H^2} \leq \frac{\|S f\|_{L^p}^2}{\|f\|_H^2} + \frac{\|S g\|_{L^p}^2}{\|g\|_H^2} \leq \frac{1}{(1 + \|S f\|_{L^p}^2 + \|S g\|_{L^p}^2)} \frac{\|S f\|_{L^p}^2}{\|f\|_H^2} \frac{\|S g\|_{L^p}^2}{\|g\|_H^2}.
\]

As stated in the Introduction, for real-valued $f = (f_0, f_1)$, we let $f := f_0 - \frac{i}{\sqrt{-\Delta}} f_1$, so
\[
S f = \Re(e^{it\sqrt{-\Delta}} f), \quad \|f\|_{\dot{H}^{1/2} \times \dot{H}^{-1/2}} = \|f\|_{\dot{H}^{1/2}};
\]
thus, the deficit functional to study reads
\[
\psi(f) = C^2 \|f\|_{\dot{H}^{1/2}}^2 - \|\Re(e^{it\sqrt{-\Delta}} f)\|_{L^p(\mathbb{R}^{1+d})}^2. \tag{3.2}
\]
We recall from (1.3) that
\[
f_\ast(x) = c(1 + |x|^2)^{-\frac{d-1}{2}}, \quad C^2 = \|\Re(e^{it\sqrt{-\Delta}} f_\ast)\|_{L^p(\mathbb{R}^{1+d})},
\]
where $c > 0$ is such that $\|f_\ast\|_{\dot{H}^{1/2}} = 1$.

We now describe the symmetry group. As in Foschi [7], we let $G$ denote the Lie group generated by the following transformations of $\dot{H}^{1/2}(\mathbb{R}^d)$;
\[
f \mapsto \lambda^{\frac{d-1}{4}} e^{it\sqrt{-\Delta}} f(\lambda R x + h), \quad f \mapsto (e^{i(t \gamma \alpha \xi_1 + \gamma \alpha \xi_1 \xi_2 + \gamma \alpha \xi_2 + \cdots + \xi_d)} f) \circ L^\alpha|_{t=0}, \tag{3.3}
\]
where $L^\alpha(\gamma, \xi) = (\gamma 
abla - \gamma \alpha \xi_1, \gamma \xi_1 - \gamma \alpha \xi_1 \xi_2, \ldots, \xi_d)$, for $\gamma := (1 - \alpha^2)^{-1/2}$, denotes the Lorentzian boost. The parameters in (3.3) are
\[
t_0 \in \mathbb{R}, \quad h \in \mathbb{R}^d, \quad R \in SO(d), \quad \lambda > 0, \quad |\alpha| < 1. \tag{3.4}
\]
The manifold of conjectured maximizers is, thus,
\[
\mathcal{M} = \left\{ r \Gamma(e^{i\theta} f_\ast) : r \geq 0, \theta \in \mathbb{R}, \Gamma \in G \right\}. \tag{3.5}
\]
Differentiating $r \Gamma(e^{i\theta} f_\ast)$ with respect to $r, \theta$ and the parameters in (3.3), we compute that the tangent space at $e^{i\theta} f_\ast$ is
\[
T_{e^{i\theta} f_\ast} \mathcal{M} = \text{span}_{\mathbb{R}} \left( f_\ast, i f_\ast, i \sqrt{-\Delta} e^{i\theta} f_\ast, \partial_x e^{i\theta} f_\ast, (\nu_d + x \cdot \nabla) e^{i\theta} f_\ast, i x_j \sqrt{-\Delta} e^{i\theta} f_\ast \right).
\]
The group $G$ satisfies the invariances
\[
\|\Re(e^{i(t \gamma \alpha \xi_1 + \gamma \alpha \xi_1 \xi_2 + \gamma \alpha \xi_2 + \cdots + \xi_d)} f)\|_{L^p} = \|\Re(e^{i(t \gamma \alpha \xi_1 + \gamma \alpha \xi_1 \xi_2 + \gamma \alpha \xi_2 + \cdots + \xi_d)} f)\|_{L^p}, \quad \|f\|_{\dot{H}^{1/2}} = \|f\|_{\dot{H}^{1/2}}, \quad \forall f \in \dot{H}^{1/2}, \quad \forall \Gamma \in G,
\]
which are needed to apply the method of Section 2. We remark that, on the other hand, the property
\[
\|\Re(e^{i(t \gamma \alpha \xi_1 + \gamma \alpha \xi_1 \xi_2 + \gamma \alpha \xi_2 + \cdots + \xi_d)} f)\|_{L^p(\mathbb{R}^{1+d})} = \|\Re(e^{i(t \gamma \alpha \xi_1 + \gamma \alpha \xi_1 \xi_2 + \gamma \alpha \xi_2 + \cdots + \xi_d)} f)\|_{L^p(\mathbb{R}^{1+d})} \tag{3.6}
\]
which is true for \( p = 4 \) (see [1]), does not seem to hold for any other value of \( p \). Thus, the deficit functional \( \psi \) is generally not invariant under the transformation \( f \mapsto e^{i\theta} f \). However, we will prove in the forthcoming (3.21) that the invariance (3.6) does hold for \( f = f_* \); in particular, \( f_* \) is an extremizer if and only if \( e^{i\theta} f_* \) is. Because of this, we have to include this transformation in the definition (3.5).

As pointed out in Section 2, since \( \mathcal{G} \) is not a compact group, we need the vanishing at infinity property (2.2), which in the present case prescribes that, for each \( f, g \in \mathcal{H} \),

\[
|\langle \Gamma f, g \rangle_{\mathcal{H}^{1/2}}| \to 0 \quad \text{if} \quad |t_0| + |h| + |\log \lambda| + |\arctanh(\alpha)| \to \infty.
\]

This property holds true; see [18, Lemmas 3.2 and 4.1]. For \( d = 3 \), the propagator \( \mathcal{R}(e^{it\sqrt{-\Delta}}) \) admits pre-compact maximizing sequences (see Definition 2.3), as proven in the aforementioned [18], and a unique maximizer (see Definition 2.4), as proven in [7]. Consequently, Theorem 1.1 holds in the stronger, global form. See [16] for more details.

Finally, we record a remark that won’t be needed in the sequel but that can be interesting elsewhere.

**Remark 3.2.** Letting \( \mathcal{F} \) denote the Fourier transform, we have

\[
\mathcal{F}(\mathcal{R}) = \left\{ e^{-A|\xi|+b|\xi|+c} \right\} : \mathcal{R}(A) > 0, \, b \in \mathbb{C}^n, \, c \in \mathbb{C} \right\}.
\]

3.1. **The Penrose transform.** Recall that

\[
p = \frac{2d+1}{d-1} \quad \text{and} \quad \nu_d = \frac{d-1}{2}.
\]

We consider the sphere \( S^d \), with Lebesgue measure \( dS \), and we use \( X = (X_0, X_1, \ldots, X_d) \) to denote its points; so,

\[
X_0^2 + X_1^2 + \ldots + X_d^2 = 1.
\]

We use the following measures on \( T := \mathbb{R}/(2\pi\mathbb{Z}) \) and on \( S^d \) respectively;

\[
\frac{dT}{C_d}, \quad \frac{dS}{|S^d|} \quad \text{where} \quad C_d := \int_T |\cos(\nu_d T)|^p \, dT.
\]

We define a Sobolev norm on the sphere \( S^d \) by

\[
\|F\|_{H^{1/2}(S^d)}^2 := \nu_d \int_{S^d} \sqrt{\nu_d^2 - \Delta_{S^d}}(F) \mathcal{F} dS.
\]

With these normalizations, we have for the constant function 1 that

\[
\|1\|_{H^{1/2}(S^d)} = \|\mathcal{R}(e^{it\sqrt{\nu_d^2 - \Delta_{S^d}}})\|_{L^p(T \times S^d, dT \times dS)} = 1.
\]

The following is the main theorem of this subsection.

**Theorem 3.3.** There is a surjective \( \mathbb{C} \)-linear isometry

\[
\mathcal{I} : H^{1/2}(S^d) \to \mathcal{H}^{1/2}(\mathbb{R}^d)
\]

such that
(i) $\mathcal{I}(1) = f_*$.

(ii) if $d$ is odd, the deficit functional (3.2) satisfies

\[
(\psi \circ \mathcal{I})(F) = C_2^2 \left( \|F\|_{H^{1/2}(\mathbb{S}^d)}^2 - \|\Re(e^{iT\sqrt{\nu^2 - \Delta}F})\|_{L^2(T \times \mathbb{S}^d, dT \times dS)}^2 \right).
\]

(iii) for each $\theta \in \mathbb{R}$, the tangent space to $\mathcal{M}$ satisfies

\[
\mathcal{I}^{-1}(T_{e^{i\theta}f_*}\mathcal{M}) = \{ b + a_0X_0 + \ldots + a_dX_d \mid b, a_1, \ldots, a_d \in \mathbb{C} \},
\]

We remark that, as a consequence of (iii), the tangent space $T_{e^{i\theta}f_*}\mathcal{M}$ is in fact independent of $\theta \in \mathbb{R}$. In the proof of Theorem 3.3 we will also compute the exact value of $C_* = \|\cos(t\sqrt{-\Delta})f_*\|_{L^p}$:

\[
C_* = \sqrt{\frac{2}{d-1}} \pi^\frac{d}{2} |\mathbb{S}^d|^{\frac{d}{2}} - \frac{1}{2}.
\]

3.1.1. Proof of Theorem 3.3 We define the polar coordinates on $\mathbb{R}^d$ as

\[
x = r\omega, \text{ where } r = |x| \text{ and } \omega \in \mathbb{S}^{d-1},
\]

and the polar coordinates on $\mathbb{S}^d$ as

\[
(X_0, X_1, \ldots, X_d) = (\cos(R), \sin(R)\omega), \text{ where } R \in [0, \pi], \omega \in \mathbb{S}^{d-1}.
\]

We consider the Penrose map $\mathcal{P} : \mathbb{R}^{1+d} \rightarrow (-\pi, \pi) \times \mathbb{S}^d$, defined as

\[
\mathcal{P}(t, r\omega) = (T, \cos(R), \sin(R)\omega),
\]

where

\[
T = \arctan(t + r) + \arctan(t - r), \quad R = \arctan(t + r) - \arctan(t - r).
\]

We remark that the restriction of $\mathcal{P}$ to $\{0\} \times \mathbb{R}^d$, which we denote by $\mathcal{P}|_{t=0}$, is a bijective map onto $\{0\} \times \mathbb{S}^d \setminus \{(-1,0,\ldots,0)\}$, and it coincides with the usual stereographic projection. We denote

\[
\Omega := \cos T + \cos R, \quad \Omega_0 := 1 + \cos R, \quad \nu_d := \frac{d-1}{2}.
\]

The functions $\Omega$ and $\Omega_0$ are important here, because they are the conformal factors of $\mathcal{P}$ and $\mathcal{P}|_{t=0}$ respectively; by this we mean that

\[
dt^2 - dr^2 - r^2 d\omega^2 = \Omega^{-2}(dT^2 - dR^2 - \sin^2 R d\omega^2),
\]

\[
dr^2 + r^2 d\omega^2 = \Omega_0^{-2}(dR^2 + \sin^2 R d\omega^2),
\]

where the change of coordinates (3.7) is implicit. The left-hand sides are the metric tensors of the Minkowski space $\mathbb{R}^{1+d}$ and of the Euclidean space $\mathbb{R}^d$ respectively, while the terms in brackets in the right-hand sides are the metric tensors of $\mathbb{R} \times \mathbb{S}^d$ and of $\mathbb{S}^d$ respectively; thus $\mathcal{P}$ and $\mathcal{P}|_{t=0}$ are conformal maps. Now, a straightforward computation shows that

\[
\Omega_0 \circ \mathcal{P}|_{t=0} = \frac{2}{1 + |x|^2}.
\]
so, in particular, \( f_\ast = c 2^{-\nu_d} \Omega_0^{\nu_d} \circ \mathcal{P}|_{t=0} \); this proves (i). We turn to the proof of (ii).

**Remark 3.4.** The image of the Penrose map is

\[
\mathcal{P}(\mathbb{R}^{1+d}) = \{(T, \cos(R), \sin(R)\omega) \mid R \in [0, \pi), |T| < \pi\},
\]

which is an open submanifold of \([-\pi, \pi] \times S^d\); see Figure 2.

**Lemma 3.5 (The Penrose transform).** The linear map \( \mathcal{I} : F \mapsto f \), defined by

\[
f = \frac{1}{\sqrt{\nu_d|S^d|}} (\Omega_0^{\nu_d} F) \circ \mathcal{P}|_{t=0}
\]

maps \( H^{1/2}(S^d) \) onto \( H^{1/2}(\mathbb{R}^d) \) isometrically, that is

\[
\|f\|_{H^1_+(\mathbb{R}^d)} = \|F\|_{H^1_+(S^d)}, \quad \forall f \in \dot{H}^{1/2}(\mathbb{R}^d),
\]

and it satisfies

\[
e^{it\sqrt{-\Delta}} f = \frac{1}{\sqrt{\nu_d|S^d|}} \left( \Omega_0^{\nu_d} e^{i T \sqrt{\nu_d^{-1} - \Delta}} F \right) \circ \mathcal{P}.
\]

**Proof.** Since the conformal factor of \( \mathcal{P}|_{t=0} = \Omega_0 \), the volume element \( dx \) of \( \mathbb{R}^d \) and the volume element \( dS \) of \( S^d \) transform under \( \mathcal{P}|_{t=0} \) as follows;

\[
dx = \Omega_0^{-d} dS.
\]

We also have the conformal fractional Laplacian formula of [15, eq. (2)], which, in our notation, reads

\[
\sqrt{-\Delta}(G \circ \mathcal{P}|_{t=0}) = \Omega_0^{\nu_d+1} \sqrt{\nu_d^{-1} - \Delta} (\Omega_0^{-\nu_d} G) \circ \mathcal{P}|_{t=0}, \quad \forall G \in L^2(S^d).
\]

So, if \( f \) and \( F \) are related by (3.8), then

\[
\|f\|^2_{H^{1/2}(\mathbb{R}^d)} = \int_{\mathbb{R}^d} \sqrt{-\Delta}(f) f \ dx = \frac{1}{\nu_d |S^d|} \int_{\mathbb{R}^d} \sqrt{-\Delta}( (\Omega_0^{\nu_d} F) \circ \mathcal{P}|_{t=0} ) \circ \mathcal{P}|_{t=0} \ dx
\]

\[
= \frac{1}{\nu_d |S^d|} \int_{S^d} \sqrt{\nu_d^{-1} - \Delta} (F) dS
\]

\[
= \|F\|^2_{H^{1/2}(S^d)},
\]
which proves (3.9).

We now turn to the proof of (3.10). For notational convenience, we let $C := \sqrt{\nu_d |\mathbb{S}^d|}$, so that

$$C f = \Omega^d_0 F \circ \mathcal{P}|_{t=0}.$$ 

We denote

$$\square := \partial_t^2 - \Delta, \quad \square_{\mathbb{S}^d} := \partial_T^2 - \Delta_{\mathbb{S}^d} - \nu_d^2,$$

and we let $u := C e^{it\sqrt{-\Delta}} f$, noting that $\square u = 0$. Now we define a function on $\mathcal{P}(\mathbb{R}^{1+d})$ by

$$U := (\Omega^{-\nu_d} u) \circ \mathcal{P}^{-1}.$$ 

The conformality of $\mathcal{P}$ implies the formula

$$\square (\square u) \circ \mathcal{P}^{-1} = \Omega^{\nu_d+2} \square_{\mathbb{S}^d} U,$$

see, e.g., [13] eq. (A.3.7)]; in particular,

$$\square_{\mathbb{S}^d} U = 0, \quad \text{on} \quad \mathcal{P}(\mathbb{R}^{1+d}). \quad (3.12)$$

To complete the proof of Lemma 3.5, we need to show that $U = e^{iT} \sqrt{\nu_d^2 - \Delta_{\mathbb{S}^d}} F$. Since both functions solve the PDE (3.12), it will be enough to prove that

$$U|_{T=0} = F, \quad \partial_T U|_{T=0} = i\sqrt{\nu_d^2 - \Delta_{\mathbb{S}^d}} F. \quad (3.13)$$

The first of these identities is manifestly true. To compute $\partial_T U|_{T=0}$, we begin by differentiating (3.7), yielding

$$\frac{\partial}{\partial t}|_{t=0} = \frac{2}{1+r^2} \frac{\partial}{\partial T}|_{T=0} = \Omega_0 \frac{\partial}{\partial T}|_{T=0}. \quad (3.14)$$

By the definition of $u$, we have that $\partial_t u|_{t=0} = Ci \sqrt{-\Delta} f$. So, by (3.14) and (3.11),

$$\partial_T U|_{T=0} = \Omega_0^{-1-\nu_d} Ci \sqrt{-\Delta} f \circ \mathcal{P}|_{t=0}^{-1} = i\sqrt{\nu_d^2 - \Delta_{\mathbb{S}^d}} F,$$

which concludes the proof of (3.13) and of Lemma 3.5. 

Now we discuss integration. Similarly to what we observed in the proof of the previous theorem, the volume element $dtdx$ of $\mathbb{R}^{1+d}$ and the volume element $dTdS$ of $\mathbb{R} \times \mathbb{S}^d$ transform under the conformal map $\mathcal{P}$ as

$$dtdx = \Omega^{-(d+1)}dTdS.$$ 

Thus, for each $u : \mathbb{R}^{1+d} \to \mathbb{C}$,

$$\int \int_{\mathbb{R}^{1+d}} u dtdx = \int \int_{\mathcal{P}(\mathbb{R}^{1+d})} (u \circ \mathcal{P}) \Omega^{-(d+1)} dTdS \quad (3.15)$$
The domain of integration in the right-hand side of (3.15) is the triangular region \( P(R^{1+d}) \) (see Figure 2), which is not a Cartesian product, and this is a nuisance. We will see that we can in fact integrate on a more symmetric region.

We now introduce the spherical harmonics. For each \( \ell \in \mathbb{N}_{\geq 0} \), we let \( N_d(\ell) \) denote the number of spherical harmonics of degree \( \ell \) on the sphere \( S^d \). We fix, once and for all, a complete orthonormal system of \( L^2(S^d, dS) \)

\[ \{ Y_{\ell,m} : \ell \in \mathbb{N}_{\geq 0}, m = 1, \ldots, N_d(\ell) \}, \]

with the property that

\[ -\Delta_{S^d} Y_{\ell,m} = \ell(\ell + 2\nu_d) Y_{\ell,m}. \]

We remark that

\[ \sqrt{\nu_d^2 - \Delta_{S^d}} Y_{\ell,m} = \sqrt{\nu_d^2 + \ell^2 + 2\ell \nu_d} Y_{\ell,m} = (\ell + \nu_d) Y_{\ell,m}. \]

(3.16)

In particular,

\[ \| F \|_{H^{1/2}(S^d)}^2 = \sum_{\ell \geq 0} \sum_{m=1}^{N_d(\ell)} (\ell + \nu_d)^2 |\hat{F}(\ell, m)|^2, \]

where

\[ \hat{F}(\ell, m) := \int_{S^d} F(X) Y_{\ell,m}(X) \, dS. \]

Finally, as it is well-known, \( Y_{\ell,m}(X) \) is a homogeneous harmonic polynomial of degree \( \ell \). Thus, in particular,

\[ Y_{\ell,m}(-X) = (-1)^\ell Y_{\ell,m}(X), \quad \forall X \in S^d. \]

We can now prove the point (ii).

**Lemma 3.6.** Let \( p = 2^{d+1}_{-d} \), \( F \in H^{1/2}(S^d) \) and \( f = \mathcal{I}(F) \). For each integer \( d \geq 2 \),

\[ \int_{\mathbb{R}^{d+1}} \left| e^{it \sqrt{\Delta - \Delta_{S^d}}} f \right|^p \, dt \, dx = \frac{1}{2} C \int_{-\pi}^{\pi} \int_{S^d} \left| e^{iT \sqrt{\nu_d^2 - \Delta_{S^d}}} F \right|^p \, dT \, dS. \]

(3.17)

and each odd integer \( d \geq 3 \),

\[ \int_{\mathbb{R}^{d+1}} \left| \mathcal{R}(e^{it \sqrt{\Delta - \Delta_{S^d}}} f) \right|^p \, dt \, dx = \frac{1}{2} C \int_{-\pi}^{\pi} \int_{S^d} \left| \mathcal{R}(e^{iT \sqrt{\nu_d^2 - \Delta_{S^d}}} F) \right|^p \, dT \, dS. \]

(3.18)

where \( C = C(d) \nu_d^{-\frac{p}{2}} |S^d|^{1-\frac{p}{2}} \).

**Remark 3.7.** Only the formula (3.18) is needed for the proof of Theorem 3.3. However, (3.17) will allow us to discuss the case of the half-wave propagator, mentioned in the Introduction; see the forthcoming Remark 3.8.
Proof. Combining Lemma 3.5 and the integration formula (3.15), we get
\[
\int_{\mathbb{R}^{1+d}} \left| e^{it\sqrt{-\Delta} f} \right|^p dt dx = 2C \int \int_{\mathcal{P}(\mathbb{R}^{1+d})} \left| e^{iT\sqrt{e_d^2-\Delta} F} \right|^p \Omega^{\nu_d-(d+1)} \frac{dT dS}{2}.
\]
(3.19)
where we used that \( p \nu_d = d + 1 \). Now, by (3.16),
\[
e^{iT\sqrt{e_d^2-\Delta} F} = \sum_{\ell \geq 0} \sum_{m=1}^{N(\ell)} e^{iT(\ell+\nu_d)} \hat{F}(\ell, m) Y_{\ell,m},
\]
and so the following crucial simplification occurs;
\[
\left| e^{iT\sqrt{e_d^2-\Delta} F} \right| = \sum_{\ell \geq 0} \sum_{m=1}^{N(\ell)} e^{iT\ell} \hat{F}(\ell, m) Y_{\ell,m}.
\]
Thus, in particular, \( U(T, X) := \left| e^{iT\sqrt{e_d^2-\Delta} F} \right|^p \) satisfies
\[
U(T + 2\pi, X) = U(T, X), \quad U(T + \pi, -X) = U(T, X),
\]
for all \((T, X) \in \mathbb{R} \times S^d\). As observed in [16], the symmetries (3.20) imply
\[
\int_{-\pi}^{\pi} \int_{S^d} U(T, X) \frac{dT dS}{2} = 2 \int \int_{\mathcal{P}(\mathbb{R}^{1+d})} U(T, X) \frac{dT dS}{2}.
\]
Applying this to (3.19), we complete the proof of (3.17).

To prove (3.18) it suffices to show that
\[
U(T, X) := \left| \Re(e^{iT\sqrt{e_d^2-\Delta} F}) \right|^p
\]
satisfies the symmetries (3.20). This is true only if \( d \) is an odd integer; see the aforementioned [16].

One immediate consequence of the previous lemma is that \( \| \Re(e^{it\sqrt{-\Delta} e^{i\theta} f_*}) \|_{L^p} \) is independent of \( \theta \in \mathbb{R} \). Indeed,
\[
\| \Re(e^{it\sqrt{-\Delta} e^{i\theta} f_*}) \|_{L^p} = \frac{1}{2} \int_{-\pi}^{\pi} \int_{S^d} |\Re e^{iT\nu_d + \theta}| \frac{dT dS}{2},
\]
and the last integral is independent of \( \theta \). The previous lemma and Lemma 3.5 immediately imply point (ii) of Theorem 3.3; we remark that (ii) is false if \( d \) is an even integer.

We turn to a sketchy proof of the remaining point (iii). We recall that
\[
\mathfrak{M} = \{ r \Gamma(e^{i\theta} f_*) : r \geq 0, \theta \in \mathbb{R}, \Gamma \in \mathcal{G} \},
\]
and that the tangent space at \( e^{i\theta} f_* \) is
\[
T_{e^{i\theta} f_*} \mathfrak{M} = \text{span}_\mathbb{R} (f_*, i f_*, i \sqrt{-\Delta} e^{i\theta} f_*, \partial_x i e^{i\theta} f_*, (\nu_d + x \cdot \nabla) e^{i\theta} f_*, i x_j \sqrt{-\Delta} e^{i\theta} f_*),
\]
where \( j = 1, 2, \ldots, d \). All these derivatives can be explicitly computed, and recalling that \( f_\star = C 2^\nu d \mathcal{I}(1 + X_0) \), the computation is elementary, except for the use of (3.11), which yields

\[
\sqrt{-\Delta}(\Omega_d^{\nu_d}) = \nu_d \Omega_d^{\nu_d+1}.
\]

The result is

\[
\mathcal{I}^{-1}(T_{e^{i\theta}f_\star,\mathfrak{M}}) = \text{span}_\mathbb{R} (1, i, X_0, iX_0, \ldots, X_d, iX_d),
\]

which completes the proof of the point (iii). Theorem 3.3 is now completely proven.

3.2. Proof of Theorem [1.1] We consider the functional

\[
\tilde{\psi}(F) := \frac{(\psi \circ \mathcal{I})(F)}{C_2^2},
\]

where \( \mathcal{I} \) is the Penrose isometry of \( H^{1/2}(\mathbb{S}^d) \) onto \( \dot{H}^{1/2}(\mathbb{R}^d) \) defined in Lemma 3.5 thus, as we proved in the previous subsection,

\[
\tilde{\psi}(F) = \| F \|^2_{H^{1/2}(\mathbb{S}^d)} - \| \Re \left( e^{iT \sqrt{\nu_d^2 - \Delta_d}F} \right) \|_{L^2(p\mathcal{I}dS)},
\]

where we recall that \( dT \) and \( dS \) are the Lebesgue measures on \( \mathbb{T} \) and \( \mathbb{S}^d \) with the normalization

\[
\frac{dT}{\pi} := \frac{dT}{\cos(\nu_d T)^p}, \quad \frac{dS}{|\mathbb{S}^d|} := \frac{dS}{|\mathbb{S}^d|},
\]

and the norm on the Sobolev space \( H^{1/2}(\mathbb{S}^d) \) is

\[
\| F \|^2_{H^{1/2}(\mathbb{S}^d)} := \frac{1}{\nu_d} \int_{\mathbb{S}^d} \sqrt{\nu_d^2 - \Delta_d(F)} dS.
\]

In order to apply Theorem 2.1 and Remark 2.2, where now \( f_\star \) has to be interpreted as the constant function 1 on \( \mathbb{S}^d \), we need to verify that \( \tilde{\psi}'(e^{i\theta})(F) = 0 \) for all \( F \in H^{1/2}(\mathbb{S}^d) \) and all \( \theta \in \mathbb{R} \). This is equivalent to showing that there is \( \mu \in \mathbb{R} \) such that

\[
\int_{-\pi}^{\pi} \int_{\mathbb{S}^d} | \Re(e^{i\theta} e^{i\nu_d T}) |^{p-2} \Re(e^{i\theta} e^{i\nu_d T}) \Re(e^{i\sqrt{\nu_d^2 - \Delta_d}F} dT dS = \mu \Re \langle F \| 1 \rangle_{H^{1/2}},
\]

for all \( F \in H^{1/2}(\mathbb{S}^d) \). Now, expanding in spherical harmonics,

\[
e^{iT \sqrt{\nu_d^2 - \Delta_d}F} = \sum_{\ell=0}^{N_d} \sum_{m=1}^{N_d(\ell)} e^{iT(\ell + \nu_d)} \hat{F}(\ell, m) Y_{\ell,m},
\]

so, by using the \( L^2(\mathbb{S}^d) \) orthonormality of \( Y_{\ell,m} \) we see that the left-hand side of (3.22) reduces to

\[
\left( \int_{-\pi}^{\pi} | \cos(\nu_d T + \theta) |^{p-2} \cos(\nu_d T + \theta) e^{i\nu_d T} dT \right) \Re \hat{F}(0, 0),
\]

while the right-hand side is \( \Re \hat{F}(0, 0) \). Thus (3.22) is satisfied.
We now turn to the verification of the second-order condition (2.5) of Remark 2.2. Using Appendix A, this amounts to the proof that the quadratic form
\[ Q(F, F) = 2(p - 1) \int_{-\pi}^{\pi} \int_{S^d} |\cos(\nu_d T + \theta)|^{p-2} \left| \sum_{\ell \geq 2} \sum_{m=0}^{N_{\ell}(\ell)} \Re[e^{i\ell \nu_d} \hat{F}(\ell, m)] Y_{\ell,m} \right|^2 dT dS, \]
satisfies, for some \( \rho > 0 \), the following bound, uniform in \( \theta \in \mathbb{R} \),
\[ Q(F, F) \leq (2 - \rho) \| F \|_{H^{1/2}(S^d)}^2. \] (3.23)
Here \( F \) is such that, letting \( f = \mathcal{I}(F) \), we have the orthogonality \( f \in (T_{e^{i\theta}} M)^\perp \). By the point (iii) of Lemma 3.5 and recalling that the polynomials of first degree are precisely the spherical harmonics of degree 1, we see that this is equivalent to
\[ \hat{F}(\ell, m) = 0, \quad \text{for} \; \ell = 0, 1. \]

To prove (3.23), we use the change of variable \( T \to T - \theta/\nu_d \), we let \( \phi := \frac{\theta}{\nu_d} + \nu_d \), and we use again the \( L^2(S^d) \) orthonormality of \( Y_{\ell,m} \) to obtain
\[ 2(p - 1) \sum_{\ell \geq 2} \sum_{m=0}^{N_{\ell}(\ell)} \int_{-\pi}^{\pi} |\cos(\nu_d T)|^{p-2} \left[ \Re[e^{i\phi} e^{i\ell \nu_d} \hat{F}(\ell, m)] \right]^2 dT \] (3.24)
Up to replacing \( F \to e^{-i\phi} F \), we can assume that \( \phi = 0 \) without loss.

3.2.1. The \( d = 3 \) case. In this case, \( p = 4 \) and \( \nu_3 = 1 \), so (3.24) reduces to
\[ \frac{6 \sum_{\ell \geq 2} \sum_{m=0}^{N_{\ell}(\ell)} \int_{-\pi}^{\pi} \left[ \Re(\cos T e^{i\ell \nu_d} \hat{F}(\ell, m)) \right]^2 dT}{\int_{-\pi}^{\pi} (\cos T)^4 dT} = \frac{4 \sum_{\ell \geq 2} \sum_{m=0}^{N_{\ell}(\ell)} \left| \hat{F}(\ell, m) \right|^2}{4 \sum_{\ell \geq 2} \sum_{m=0}^{N_{\ell}(\ell)} (\ell + 1) \left| \hat{F}(\ell, m) \right|^2}, \]
And so we conclude that
\[ \frac{Q(F, F)}{\| F \|_{H^{1/2}(\mathbb{R}^3)}^2} = \frac{4 \sum_{\ell \geq 2} |\hat{F}(\ell, m)|^2}{\sum_{\ell \geq 2} (\ell + 1)|\hat{F}(\ell, m)|^2} \leq \frac{4}{3}, \]
thus, (3.23) is satisfied with \( \rho = \frac{2}{3} \). By Theorem 2.1 we can therefore conclude that there are \( C > 0 \) and \( \delta \in (0, 1) \) such that
\[ \psi(f) \geq C\text{dist}(f, \mathcal{M})^2, \] (3.25)
provided that
\[ \text{dist}(f, \mathcal{M}) < \delta \| f \|_{H^{1/2}(\mathbb{R}^3)}. \]
As stated in the Introduction, the inequality (3.25) actually holds even without this condition, up to possibly replacing \( C \) with a smaller constant; this follows from the general Theorem 2.5 and has been already observed in 16.
3.2.2. The general case \( d \geq 5 \). We need the following Fourier series

\[
|\cos(\beta T)|^{2a} = \frac{\Gamma(\alpha + \frac{1}{2})}{\sqrt{\pi} \Gamma(\alpha + 1)} + \frac{2}{\sqrt{\pi}} \sum_{h=1}^{\infty} \left( \frac{\alpha}{h} \right) \frac{\Gamma(h + 1)\Gamma(\alpha + \frac{1}{2})}{\Gamma(\alpha + h + 1)} \cos(2h\beta T).
\]

for all \( \alpha > 0 \) and \( \beta \in \mathbb{R} \). Recall that \( dT = \frac{dT}{\sum_{k=0}^{\infty} |\cos(\nu_k T)|^p dT} \). Thus, letting \( \alpha = p/2, \beta = \nu_d \), we compute

\[
dT = \frac{\Gamma\left(\frac{p+2}{2}\right)}{2\sqrt{\pi}\Gamma\left(\frac{p+1}{2}\right)} dT,
\]

while letting \( \alpha = (p - 2)/2 \) and \( \beta = \nu_d \), we compute

\[
|\cos(\nu_d T)|^{p-2} = a_0 + \sum_{h=1}^{\infty} a_h \cos(2h\nu_d T),
\]

where the coefficients are given by

\[
a_0 := \frac{\Gamma\left(\frac{p-1}{2}\right)}{\sqrt{\pi}\Gamma\left(\frac{p}{2}\right)}, \quad a_h := \frac{2}{\sqrt{\pi}} \frac{\Gamma\left(\frac{h}{2}\right)\Gamma\left(\frac{p-1}{2}\right)}{\Gamma\left(\frac{h+1}{2}\right)\Gamma\left(\frac{p+1}{2}\right)}, \quad h \geq 1;
\]

We will also need the formulas

\[
\int_{-\pi}^{\pi} (\Re(e^{iT\ell}))^2 dT = \frac{\sqrt{\pi}\Gamma\left(\frac{p+2}{2}\right)}{2\Gamma\left(\frac{p+1}{2}\right)} |z|^2,
\]

\[
\int_{-\pi}^{\pi} \cos(2h\nu_d T)(\Re(e^{iT\ell}))^2 dT = \frac{\sqrt{\pi}\Gamma\left(\frac{p+2}{2}\right)}{4\Gamma\left(\frac{p+1}{2}\right)} \Re(z^2) \delta_{\ell, h\nu_d}.
\]

Using all of this, we obtain from (3.24) (we omit the sums in \( m \) from now on)

\[
Q(F, F) = \frac{(p - 1)\sqrt{\pi}\Gamma\left(\frac{p+2}{2}\right)}{\Gamma\left(\frac{p+1}{2}\right)} \left[ a_0 \sum_{\ell \geq 2} |\hat{F}(\ell, m)|^2 + \frac{1}{2} \sum_{h=1}^{\infty} a_h \Re(\hat{F}(h\nu_d, m)^2) \right]
\]

\[
= \frac{(p - 1)\Gamma\left(\frac{p+2}{2}\right)\Gamma\left(\frac{p-1}{2}\right)}{\Gamma\left(\frac{p+1}{2}\right)\Gamma\left(\frac{p}{2}\right)} \left[ \sum_{\ell \geq 2} |\hat{F}(\ell, m)|^2 + \sum_{h=1}^{\infty} \Gamma\left(\frac{h}{2}\right) \Re(\hat{F}(h\nu_d, m)^2) \right],
\]

and now we notice, using the property \( \Gamma(\beta + 1) = \beta \Gamma(\beta) \), that

\[
\frac{(p - 1)\Gamma\left(\frac{p+2}{2}\right)\Gamma\left(\frac{p-1}{2}\right)}{\Gamma\left(\frac{p+1}{2}\right)\Gamma\left(\frac{p}{2}\right)} = p.
\]

We thus have the inequality

\[
Q(F, F) \leq C \sum_{\ell \geq 2} |\hat{F}(\ell, m)|^2,
\]

where

\[
C = \max_{h \geq 1} \left( p + p \left\lfloor \frac{\Gamma\left(\frac{h}{2}\right)^2}{\Gamma\left(\frac{h}{2} + h\right)\Gamma\left(\frac{h}{2} - h\right)} \right\rfloor \right).
\]

We claim that the maximum is attained at \( h = 1 \), so

\[
C = p + \frac{p - 2}{p}.
\]
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Once this is proven, the proof of Step 2 will be completed by observing that
\[
\frac{Q(F, F)}{\|F\|^2_{H^{1/2}}} \leq \frac{C \sum_{\ell \geq 2} \left| \hat{F}(\ell) \right|^2}{\nu_d \sum_{\ell \geq 2} (\ell + \nu_d) |\hat{F}(\ell)|^2} \leq \frac{2(\nu_d + 1) + \nu_d}{2 + \nu_d} = \frac{2\nu_d + 1}{\nu_d + 1},
\]
and \(\frac{2\nu_d + 1}{\nu_d + 1} = 2 - \frac{1}{\nu_d + 1}\), so (3.23) holds with
\[
\nu_d + 1 = \frac{1}{\nu_d + 1}.
\]

To prove that the maximum in (3.26) is attained at \(h = 1\), we introduce the notation \(\alpha = \frac{p}{2}, \quad \alpha \in (1, \frac{3}{2}]\),
and we get rid of the Gamma functions with negative arguments via the following computation, in which \((a)_n\) denotes the rising factorial;
\[
\frac{\Gamma(\alpha)}{\Gamma(\alpha - h)} = (\alpha - h)_h = (-1)^h (2 - \alpha)_{h-1} (\alpha - 1) = (-1)^h (\alpha - 1) \frac{\Gamma(h - \alpha + 1)}{\Gamma(2 - \alpha)},
\]
so we conclude that
\[
\left| \frac{\Gamma(\alpha)^2}{\Gamma(\alpha + h)\Gamma(\alpha - h)} \right| = \frac{\Gamma(\alpha)(\alpha - 1) \Gamma(h - \alpha + 1)}{\Gamma(2 - \alpha) \Gamma(\alpha + h)}.
\]

We notice now that the function
\[
g(\alpha, h) := \frac{\Gamma(h - \alpha + 1)}{\Gamma(\alpha + h)}
\]
is decreasing in \(h \geq 1\) for each fixed \(\alpha > 1/2\), thus in particular it is decreasing for fixed \(\alpha \in (1, \frac{3}{2}]\); indeed,
\[
\frac{\partial}{\partial h} \log g(\alpha, h) = (\log \Gamma)'(h - \alpha + 1) - (\log \Gamma)'(\alpha + h) \leq 0,
\]
because the derivative \((\log \Gamma)'\) is an increasing function, since \(\Gamma\) is log-convex. This proves that the maximum in (3.26) is attained at \(h = 1\) and concludes the proof.

**Remark 3.8.** As announced in the introduction, Theorem 1.1 holds for the functional
\[
\psi_h(f) := C_h^2 \|f\|^2_{H^{1/2}(\mathbb{R}^d)} - \|e^{it\sqrt{-\Delta}} f\|^2_{L^p}, \quad \text{where } C_h := \|e^{it\sqrt{-\Delta}} f\|_{L^p(\mathbb{R}^{1+d})},
\]
for each \(d \geq 2\), regardless of its parity. Via a Penrose transform, the proof amounts to studying the functional
\[
\tilde{\psi}_h(F) = \|F\|^2_{H^{1/2}(\mathbb{S}^d)} - \|e^{iT\sqrt{-\Delta_d}} F\|^2_{L^p(\mathbb{S}^d)},
\]
with the normalization
\[
\frac{dTdS}{2\pi |\mathbb{S}^d|}.
\]
This can be done with computations analogous to, but simpler than the ones of the present section.
4. PARABOLOID ADJOINT FOURIER RESTRICTION - SCHRÖDINGER EQUATION

We now turn to the proof of Theorem 1.2. The functional that we will study here is

\[ \phi(f) := A_d^2 \| f \|_{L^2(\mathbb{R}^d)}^2 - \| e^{it\Delta} f \|_{L^p(\mathbb{R}^{d+1})} \cdot \ p := 2 + \frac{4}{d}, \]

where \( A_d = 4^{-\frac{d^2}{4\pi}} \left( 1 + \frac{2}{d} \right)^{-\frac{d^2}{2}} \) and \( e^{it\Delta} \) is the Schrödinger propagator. We want to apply the method of Section 2. To this end, we note that the manifold of Gaussians

\[ \mathcal{G} = \{ e^{a|x|^2 + b|x|^2 + c} : a, c \in \mathbb{C}, b \in \mathbb{C}^d \ and \ \Re a < 0 \} \subset L^2(\mathbb{R}^d), \]

can be written in the form

\[ \mathcal{G} = \{ z \Gamma(f) : z \in \mathbb{C} \setminus \{0\}, \Gamma \in \mathcal{T} \}, \]

where \( \mathcal{T} \) denotes the group of transformations of \( L^2(\mathbb{R}^d) \) generated by:

- Space translations \( f(x) \mapsto f(x - x_0), x_0 \in \mathbb{R}^d \);
- Frequency translations \( f(x) \mapsto e^{ib \cdot x} f(x), b \in \mathbb{R}^d \);
- Finite time propagation (or time translation) \( f(x) \mapsto e^{it \Delta}(f)(x) \);
- Rotations \( f(x) \mapsto f(Rx), R \in SO(d) \);
- Scaling \( f(x) \mapsto \lambda^{-d/2} f(\lambda x), \lambda > 0 \).

Using this symmetry group one can show that

\[ T_{e^{-|.|^2}} \mathcal{G} = \text{span}_c \{ e^{-|x|^2}, x_1 e^{-|x|^2}, x_2 e^{-|x|^2}, \ldots, x_d e^{-|x|^2}, |x|^2 e^{-|x|^2} \}. \quad (4.1) \]

It is also not difficult to show the vanishing at infinity property (2.2) of \( \mathcal{T} \); see, for example, Béguin and Vargas [3]. For \( d = 1, 2 \), Theorem 1.2 holds in its stronger, global form, as a consequence of the general Theorem 2.3. The necessary pre-compactness of maximizing sequences, as in Definition 2.3, has been proven in the aforementioned [3], while the uniqueness up to symmetries of the maximizer is due to Foschi [7].

4.1. Lens transform. To define and also give context to the Lens transform we will need to use the Hermite and Laguerre orthogonal functions of \( L^2(\mathbb{R}^d) \) and for this we follow the set up of [10] Sections 2.1, 2.2 and 3.1. For a given vector \( n \in \mathbb{Z}^d_+ \) we let

\[ F_n(x) = H_{n_1}(\sqrt{4\pi} x_1) \ldots H_{n_d}(\sqrt{4\pi} x_d) e^{-|x|^2}, \]

where \( H_n(z) \) are the monic Hermite polynomials orthogonal with respect to the Gaussian normal distribution (above \( | \cdot | \) stands for the euclidean norm). The functions \( \{ F_n \}_{n \in \mathbb{Z}^d_+} \) form an orthogonal basis of \( L^2(\mathbb{R}^d) \) and are eigenfunctions of the Fourier transform

\[ \hat{F}_n(\xi) = \int_{\mathbb{R}^d} F_n(x) e^{-2\pi i x \cdot \xi} dx = (-i)^{|n|} F_n(\xi), \]

where \( |n| = n_1 + n_2 + \ldots + n_d \). Similarly, for a given parameter \( \nu > -1 \) we let \( \{ L_{\nu}^m(r) \}_{m \geq 0} \) be the generalized Laguerre polynomials. These are the orthogonal polynomials with
Lemma 4.1. For all $n \in \mathbb{Z}_+^d$ and $m \in \mathbb{Z}_+$ we have

$$e^{it\Delta}(F_n)(x) = (1 + 4\pi it)^{-\frac{d}{2}} \binom{1 - 4\pi it}{1 + 4\pi it}^{\frac{|n|}{2}} F_n \left( \frac{x}{\sqrt{1 + 16\pi^2 t^2}} \right) \exp \left[ \frac{4\pi^2 t |x|^2}{1 + 16\pi^2 t^2} \right].$$

and

$$e^{it\Delta}(G_m)(x) = (1 + 4\pi it)^{-\frac{d}{2}} \binom{1 - 4\pi it}{1 + 4\pi it}^{m} G_m \left( \frac{x}{\sqrt{1 + 16\pi^2 t^2}} \right) \exp \left[ \frac{4\pi^2 t |x|^2}{1 + 16\pi^2 t^2} \right].$$

Proof. This is [10] Lemma 11. \hfill \Box

We now are ready to define the Lens transform. For a given function $u : \mathbb{R}^d \times \mathbb{R} \to \mathbb{C}$ and a given $p > 0$ we define the Lens transform of $u$ by

$$L u(y, s) = u \left( \frac{y}{\cos(\pi s) \sqrt{2\pi p}}, \frac{\tan(\pi s)}{4\pi} \right) (1 + i \tan(\pi s))^{\frac{p}{2}} e^{\frac{-i\tan(\pi s)}{4p} |y|^2}. $$

Define the measures

$$d\beta(s) = 1_{[-1/2, 1/2]}(s) ds$$

and the normal Gaussian distribution in $\mathbb{R}^d$

$$d\gamma(y) = (2\pi)^{-\frac{d}{2}} e^{-|y|^2/2} dy.$$ 

Using the change of variables $y = (2\pi p)^{\frac{1}{2}} \cos(\pi s) x$ and $s = \pi^{-1} \arctan(4\pi t)$, a routine computation shows that

$$\|u(x, t)\|_{L^p(\mathbb{R}^d \times \mathbb{R})} = p^{-\frac{d}{2}} 2^{-\frac{d}{2}} \|Lu(y, s)\|_{L^p(d\gamma(y)d\beta(s))}. $$

We also define a radial version of the Lens transform for any function $u(|x|, t)$, radial in the variable $x$, by

$$L_{\text{rad}} u(r, s) = u \left( \frac{\sqrt{r}}{\cos(\pi s) \sqrt{2\pi p}}, \frac{\tan(\pi s)}{4\pi} \right) (1 + i \tan(\pi s))^{\frac{p}{2}} e^{\frac{-i\tan(\pi s)}{4p} r}. $$
A similar change of variables coupled with integration in radial coordinates shows
\[ \|u(x, t)\|_{L^p(\mathbb{R}^d \times \mathbb{R})} = p^{-\frac{d}{2}} 2^{-\frac{d}{p}} \|L_{\text{rad}} u(r, s)\|_{L^p(\mathbb{R}^d, \mu(r) d\theta(s))}. \]

The reason why these definitions are useful and well adapted to our paper (and differ slightly from previous definitions; see [22]) is the following identities, which are implicit in the proofs of [10, Theorems 1 and 5]

\[ \mathcal{L}(e^{it\Delta}(F_n)(x))(y, s) = H_n(\sqrt{\frac{2}{\pi}} y) e^{-\pi|n|_1 s}, \]

where \( H_n(x) = H_{n_1}(x_1)...H_{n_d}(x_d) \), and

\[ \mathcal{L}_{\text{rad}}(e^{it\Delta}(G_m))(r, s) = L^\nu_r(\frac{2}{p} r) e^{-2\pi i m s}. \]

In particular,
\[ \mathcal{L}(e^{-|\cdot|^2}) = \mathcal{L}_{\text{rad}}(e^{-|\cdot|^2}) = 1. \]

We note that the first author derived the Lens transform in [10] (without previous knowledge of it) as a way of transforming the Schrödinger propagator, in view of Lemma 4.1, via a change of variables, into a flow over polynomials. Moreover, the fact that the orthonormal basis \( \{e^{-2\pi i m s}\} \) appears in the above identity (not quite in (4.3)) and that \( d\beta(s) \) is the indicator functions of the interval \([-1/2, 1/2]\) is what makes this version of the Lens transformation a useful tool, it introduces a very convenient orthogonality.

The following lemmas are crucial.

**Lemma 4.2.** For
\[ f(x) = \sum_{n \in \mathbb{Z}^d_+} a(n) F_n(x) \in L^2(\mathbb{R}^d) \]
let
\[ \mathcal{J} f(y) = \sum_{n \in \mathbb{Z}^d_+} (-i)|n|_1 a(n) H_n(y) \in L^2(d\gamma) \]
\[ 2^{-\frac{d}{4}} \mathcal{J} : L^2(\mathbb{R}^d) \to L^2(d\gamma) \] is an isometry and
\[ \mathcal{J}(T_{e^{-\pi \cdot^2}} \mathfrak{G}) = \text{span}_\mathbb{C}\{1, x_1, x_2, ..., x_d, |x|^2\}. \]
Moreover, if \( u(x, t) \) solves the Schrödinger equation with initial data \( f \) then
\[ \phi(f) = 2^{-\frac{d^2}{4\pi}} (2 + 4/d)^{-\frac{d^2}{4\pi d^2}} \left( \| \mathcal{J} f \|^2_{L^2(d\gamma)} - \| \mathcal{L}(u)(y, 2s) \|^2_{L^p(d\gamma d\theta(s))} \right) \]

**Proof.** This is [10] Theorem 1 together with (4.3) and (4.4). \( \square \)

**Lemma 4.3.** For
\[ f(x) = \sum_{m \in \mathbb{Z}_+} a(m) G_m(x) \in L^2(\mathbb{R}^d) \]
let
\[ \mathcal{J}_{\text{rad}} f(r) = \sum_{m \in \mathbb{Z}_+} a(m) L^\nu_m(r) \in L^2(d\mu). \]
Then $2 \frac{d}{d} \mathcal{J}_{\text{rad}} : L^2_{\text{rad}}(\mathbb{R}^d) \to L^2(d\mu)$ is an isometry and
\[
\mathcal{J}_{\text{rad}}(T_{e^{-|\cdot|^2}}(\mathfrak{g} \cap L^2_{\text{rad}}(\mathbb{R}^2))) = \text{span}_{\mathbb{C}}\{1, |x|^2\}.
\]
Moreover, if $u(x,t)$ solves the Schrödinger equation with initial data $f$ then
\[
\phi(f) = 2 \frac{d}{d} \frac{d}{d} \mathcal{J}_{\text{rad}}(2 + 4/d) \frac{d^2}{d\tau^2} \left( \| \mathcal{J}_{\text{rad}} f \|_{L^2(d\mu)} - \| \mathcal{J}_{\text{rad}}(u)(r,s) \|_{L^p(d\mu(r)d\bar{\beta}(s))}^2 \right)
\]
Proof. This is [10] Theorem 5 in conjunction with (4.4) and (4.1).

4.2. Proof of Theorem [1.2]

Proof. Step 1. First we show that Gaussians satisfy the Euler-Lagrange equations, that is, Gaussians are critical points of the deficit function $\phi$. For a given $g \in L^2(d\gamma)$ let $f = \mathcal{J}^{-1}(g)$ and $u$ solve Schrödinger’s equation with initial data $f$. Define
\[
\mathcal{F}^g(y) = \mathcal{L}(u)(y, 2s)
\]
and
\[
\phi_{\text{tens}}(g) = \| g \|_{L^2(d\gamma)}^2 - \| \mathcal{F}^g \|_{L^p(d\mu(r)d\bar{\beta}(s))}^2.
\]
Due to (4.3) and Lemma 4.2 we have
\[
\mathcal{F}^g(H_n)(y) = H_n(\sqrt{\frac{2}{\pi}} y)e^{-2\pi|n|s}.
\]
and
\[
\phi_{\text{tens}}(g) = 2 \frac{d}{d} \frac{d}{d} (2 + 4/d) \frac{d^2}{d\tau^2} \phi(f).
\]
We can now use Appendix A to obtain
\[
2 \frac{d}{d} \frac{d}{d} (2 + 4/d) \frac{d^2}{d\tau^2} \phi'(e^{-|\cdot|^2}) f = \phi_{\text{tens}}(1)(g, g)
\]
\[
= 2\mathbb{R} \int_{\mathbb{R}^d} g(y) d\gamma(y) - \mathbb{R} \int_{\mathbb{R}^d} \mathcal{F}^g(y)(y) d\gamma(y) ds = 2\mathbb{R} a(0) - 2\mathbb{R} a(0) = 0.
\]
Step 2: Reduction to radial. By Theorem 2.1 it suffices to show
\[
\phi''(e^{-|\cdot|^2})(f, f) \geq \| f \|_{L^2(\mathbb{R}^d)}^2
\]
for all $f \in L^2(\mathbb{R}^d)$ orthogonal to the tangent space of $\mathfrak{g}$ at $e^{-|\cdot|^2}$. We will now show that the minima of
\[
f \mapsto \| f \|_{L^2(\mathbb{R}^d)}^2 \phi''(e^{-|\cdot|^2})(f, f)
\]
over all $(T_{e^{-|\cdot|^2}}(\mathfrak{g}))^\perp$ is the same as the minima over $(T_{e^{-|\cdot|^2}}(\mathfrak{g}))^\perp \cap L^2_{\text{rad}}(\mathbb{R}^d)$. Let $f \in (T_{e^{-|\cdot|^2}}(\mathfrak{g}))^\perp$. We can apply Lemma 4.4 in conjunction with Appendix A to obtain
\[
\phi''(e^{-|\cdot|^2}) (f, f) = 2 A^2_d \| f \|_{L^2(\mathbb{R}^d)}^2 - C \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} w(|x|, t) e^{it\Delta} f(x)^2 dxdt,
\]
for some $C > 0$, where $w(r, t) = (1 + 16\pi^2t^2)^{-d/4} e^{-\frac{2}{16\pi^2t^2}}$. Note that a priori there are two missing terms in the above calculation, however is not hard to show they vanish. It
is now enough to show the quadratic form

\[ Q(f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} w(|x|, t) |e^{it\Delta} f(x)|^2 dx dt \]

is maximized when \( f \) is radial and for that we use the decomposition \( \mathbb{R}^d = \mathbb{S}^{d-1} \times \mathbb{R}_+ \).

We let

\[ H_k = \{ g(|x|)Y_k(x) \in L^2(\mathbb{R}^d) : Y_k \text{ is a spherical harmonic of degree } k \}, \]

where a spherical harmonic of degree \( k \) is an homogeneous polynomial of degree \( k \) in the kernel of \( \Delta \). Let \( N_{d-1}(k) \) be the dimension of the spherical harmonics of degree \( k \) and \( \{Y_{k,m}\}_{m=1}^{N_{d-1}(k)} \) an orthonormal basis. Then it is classical that the functions

\[ \Psi_{k,m,n}(x) := L_{\nu+k}^\nu(2\pi |x|^2)e^{-\pi |x|^2}Y_{k,m}(x), \quad (m = 1, \ldots, N_{d-1}(k); \ n \geq 0) \]

form an orthogonal basis of \( H_k \), where \( \nu = d/2 - 1 \) and \( L_{\nu+k}^\nu(z) \) is the Laguerre polynomial.

Note that \( H_0 = L^2_{\text{rad}}(\mathbb{R}^d) \) and \( \Psi_{0,0,n} = G_n \), where \( G_n \) is the Laguerre basis defined in \((1.2)\).

Moreover, an application of the Hecke-Bochner formula \((5.1)\) and identity \([11, 7.421-4]\) shows that

\[ \widehat{\Psi}_{k,m,n} = (-i)^k (-1)^n \Psi_{k,m,n}. \]

Using \((4.1)\) in conjunction with the orthogonality properties of Laguerre polynomials one can deduce that

\[ \tilde{H}_k := \left( T_{e^{-|x|^2} G} \right)^\perp \cap H_k = \text{span} \{ \Psi_{k,m,n} : k + n \geq 2 \}. \]

Let \( T^* T f \in L^2(\mathbb{R}^d) \) be the Bochner formula (5.1) one can show that \( T^* T (\tilde{H}_k) \subset H_k \), which implies that

\[ \sup_{f \in (T_{e^{-|x|^2} G})^\perp \cap \{0\}} \frac{\|f\|_{L^2(\mathbb{R}^d)}^2}{\|f\|_{H_0}^2} \leq \frac{\|Q(f)\|_{L^2(\mathbb{R}^d)}^2}{\|Q(f)\|_{H_0}^2}. \]

Now for \( k \geq 1 \) fix \( f_k(x) = g_k(|x|)Y_k(x) \in \tilde{H}_k \setminus \{0\} \), where \( Y_k \) is some spherical harmonic of degree \( k \) and unit \( L^2(\mathbb{S}^{d-1}) \)-norm. Let

\[ f_0^\varepsilon(x) = g_k(|x|)|x|^k|\mathbb{S}^{d-1}|^{-1/2} + \varepsilon \Psi_{0,0,2}(x) \in H_0, \quad (\text{for small } \varepsilon > 0) \]

and note \( \|f_k\|_{L^2(\mathbb{R}^d)} = \|f_0^\varepsilon\|_{L^2(\mathbb{R}^d)} + O(\varepsilon) \). Apriori, \( f_0^\varepsilon \) may not be in \( \tilde{H}_0 \), but in Step 4 below we show that \( Q \) further decomposes over \( H_0 \) in the form

\[ Q \left( \sum_{n \geq 0} a(n) \Psi_{0,0,n} \right) = \sum_{n \geq 2} |a(n)|^2 Q(\Psi_{0,0,n}). \]

Therefore, if \( P : H_0 \to \tilde{H}_0 \) is the orthogonal projection, \( P(\Psi_{0,0,n}) = \Psi_{0,0,n} \) if \( n \geq 2 \) and \( P(\Psi_{0,0,n}) = 0 \) otherwise, we see that \( Q \circ P = Q \) in \( \tilde{H}_0 \). We obtain that \( P(f_0^\varepsilon) \neq 0 \), for small \( \varepsilon > 0 \), and

\[ \frac{Q(f_0^\varepsilon)}{\|f_0^\varepsilon\|_{L^2(\mathbb{R}^d)}^2} = \frac{Q(P(f_0^\varepsilon))}{\|f_0^\varepsilon\|_{L^2(\mathbb{R}^d)}^2} \leq \frac{Q(P(f_0^\varepsilon))}{\|P(f_0^\varepsilon)\|_{L^2(\mathbb{R}^d)}^2} \leq \frac{Q(f_0^\varepsilon)}{\|f_0^\varepsilon\|_{L^2(\mathbb{R}^d)}^2} Q(f). \]
Taking $\varepsilon \to 0$ we conclude that for $\|f_0\|_{L^2(\mathbb{R}^d)}^{-2} Q(f_0) \leq \sup_{f \in \mathcal{F}_0 \setminus \{0\}} \|f\|_{L^2(\mathbb{R}^d)}^{-2} Q(f)$, where $f_0 = f_0^0$. Since $\|f_k\|_{L^2(\mathbb{R}^d)} = \|f_0\|_{L^2(\mathbb{R}^d)}$ is now enough to show that $Q(f_k) \leq Q(f_0)$.

**Step 3: Reduction to radial continued.** By the Hecke-Bochner formula (5.1) we have $\hat{f}_k(x) = h_k(|x|) Y_k(x)$. We first observe that

$$Q(f_k) = \int_{\mathbb{R}} \int_{\mathbb{R}^d} w(|x|, t) t^{p-2} |e^{it \Delta} f_k(x)|^2 dx dt$$

$$= \int_{\mathbb{R}} \int_{\mathbb{R}^d} (w(|x|, t) t^{p-2} e^{-4 \pi^2 t |x|^2} \hat{f}_k(x)) e^{4 \pi^2 t |x|^2} \overline{\hat{f}_k(x)} dx dt$$

$$= \int_{\mathbb{R}} \left(1 + 16 \pi^2 t^2 \right) \frac{1}{\pi(p-2)} dt \int_{\mathbb{R}^d} e^{-\frac{1+16 \pi^2 t^2}{p-2} |x|^2} e^{-4 \pi^2 t |x|^2} \hat{f}_k(x) e^{4 \pi^2 t |x|^2} \overline{\hat{f}_k(x)} dx dt$$

$$= \int_{\mathbb{R}} \frac{1}{4 \pi(p-2)} dt \int_{\mathbb{R}^d} e^{-\frac{1+16 \pi^2 t^2}{p-2} |x|^2} e^{-4 \pi^2 t |x|^2} \hat{f}_k(x) e^{4 \pi^2 t |x|^2} \overline{\hat{f}_k(x)} dx dt$$

$$= \int_{\mathbb{R}} \frac{1}{4 \pi(p-2)} \frac{d}{dt} \int_{\mathbb{R}^d} e^{-\frac{1+16 \pi^2 t^2}{p-2} |x|^2} e^{-4 \pi^2 t |x|^2} \hat{f}_k(x) e^{4 \pi^2 t |x|^2} \overline{\hat{f}_k(x)} dx dt$$

where

$$Q_t(\hat{f}_k) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{-\frac{1+16 \pi^2 t^2}{p-2} |x|^2} e^{-4 \pi^2 t |x|^2} \hat{f}_k(x) e^{4 \pi^2 t |x|^2} \overline{\hat{f}_k(x)} dx dt.$$

We will now proceed by showing that in fact $Q_t(\hat{f}_k) \leq Q_t(\hat{f}_0)$ for all $t \in \mathbb{R}$, which straightforwardly implies $Q(f_k) \leq Q(f_0)$. At this point we recall the Funk-Hecke Formula

$$\int_{\mathbb{S}^d-1} u(\eta \cdot \xi) Y_k(\xi) d\sigma(\xi) = \frac{Y_k(\eta) |\mathbb{S}^{d-2}|}{C_k^\nu(1)} \int_{-1}^1 C_k^\nu(\alpha) u(\alpha) (1-\alpha^2)^{-1/2} d\alpha, \quad (4.5)$$

where $C_k^\nu(\alpha)$ is the Gegenbauer polynomial, $\nu = d/2 - 1$ and $|\eta| = 1$. We obtain

$$\int_{\mathbb{R}^d} e^{-\frac{1+16 \pi^2 t^2}{p-2} |x|^2} \frac{1}{4 \pi(p-2)} \frac{d}{dt} \int_{\mathbb{R}^d} e^{-\frac{1+16 \pi^2 t^2}{p-2} |x|^2} e^{-4 \pi^2 t |x|^2} \hat{f}_k(x) e^{4 \pi^2 t |x|^2} \overline{\hat{f}_k(x)} dx dt$$

$$= \frac{|\mathbb{S}^{d-2}| Y_k(\hat{x}_k/|\hat{x}_k|)}{C_k^\nu(1)} \int_{0}^\infty \int_{-1}^1 e^{-\frac{1+16 \pi^2 r^2}{p-2} |x|^2} e^{-4 \pi^2 t |x|^2} h_k(r_2) e^{\frac{1+16 \pi^2 r_2 |x|^2}{p-2}} C_k^\nu(\alpha) (1-\alpha^2)^{-1/2} d\alpha dr_2,$$

which implies

$$Q_t(f_k) = \frac{|\mathbb{S}^{d-2}|}{C_k^\nu(1)} \int_{0}^\infty \int_{0}^\infty h_k(r_1) h_k(r_2) (r_1 r_2)^{k+d-1} a_k(t, r_1, r_2) dr_1 dr_2,$$

where

$$a_k(t, r_1, r_2) = \int_{-1}^1 e^{-\frac{1+16 \pi^2 r^2}{p-2} |x|^2} e^{-\frac{1+16 \pi^2 r^2}{p-2} |x|^2} e^{\frac{1+16 \pi^2 r_2 |x|^2}{p-2}} \frac{C_k^\nu(\alpha)}{C_k^\nu(1)} (1-\alpha^2)^{-1/2} d\alpha.$$

A similar computation leads to

$$Q_t(f_0) = \frac{|\mathbb{S}^{d-2}|}{C_k^\nu(1)} \int_{0}^\infty \int_{0}^\infty h_k(r) h_k(s) (r s)^{k+d-1} a_0(t, r, s) dr ds,$$
where
\[
a_0(t, r_1, r_2) = \int_{-1}^{1} e^{-(\frac{1}{2}r_1^2 + \pi it)r_2^2 - (\frac{1}{2}r_2^2 - \pi it)r_1^2 + \frac{i\pi^2}{4} r_1 r_2} (1 - \alpha^2)^{\nu - 1/2} d\alpha.
\]

It is now enough to show that for every \( t \in \mathbb{R} \) the kernel
\[
b_k(t, r_1, r_2) := a_0(t, r, s) - a_k(t, r, s)
\]
\[
= \int_{-1}^{1} e^{-(\frac{1}{2}r_1^2 + \pi it)r_2^2 - (\frac{1}{2}r_2^2 - \pi it)r_1^2 + \frac{i\pi^2}{4} r_1 r_2} \left[ 1 - \frac{C_k^\nu(\alpha)}{C_k(1)} \right] (1 - \alpha^2)^{\nu - 1/2} d\alpha
\]
is positive semi-definite for \((r_1, r_2) \in \mathbb{R}_+^2\). It is well-known that \( \left| \frac{C_k^\nu(\alpha)}{C_k(1)} \right| \leq 1 \) for \(-1 < \alpha < 1\), and thus \( b_k(t, r_1, r_2) \) is a continuous positive linear combination (in the parameter \( \alpha \)) of the kernels
\[
e^{-(\frac{1}{2}r_1^2 + \pi it)r_2^2 - (\frac{1}{2}r_2^2 - \pi it)r_1^2} \times e^{\frac{i\pi^2}{4} r_1 r_2} \]
and these are visibly positive definite for \((r_1, r_2) \in \mathbb{R}_+^2\) (being a product of positive definite kernels). Thus \( b_k(t, r_1, r_2) \) is positive definite as desired.

**Step 4.** By the Step 2 and 3 it is sufficient to show that
\[
\phi''(e^{-|x|^2})(f, f) \geq c \| f \|_{L^2(\mathbb{R}^d)}^2
\]
for all \( f \in L^2_{\text{rad}}(\mathbb{R}^d) \) orthogonal to the tangent space of \( \mathcal{G} \) at \( e^{-|x|^2} \) and for that we use the radial Lens transform. For a given \( f \in L^2_{\text{rad}}(\mathbb{R}^d) \) with expansion
\[
f(x) = \sum_{m \geq 0} a(m) L^\nu_m(2\pi |x|^2) e^{-\pi |x|^2},
\]
where \( \nu = \frac{d}{2} - 1 \), let
\[
g(r) = \mathcal{J}_{\text{rad}}(f)(r) = \sum_{m \geq 0} a(m) L^\nu_m(r) \in L^2(d\mu).
\]
Let \( u \) solve \( \text{Schrodinger's equation with initial data } f \). Define
\[
\mathcal{R}^s g(r) = \mathcal{L}_{\text{rad}}(u)(r, s)
\]
and
\[
\phi_{\text{rad.lens}}(g) = \| g \|_{L^2(d\mu)}^2 - \| \mathcal{R}^s g \|_{L^2(d\mu)}^2.
\]
Due to (4.4) and Lemma 1.3 we have
\[
\mathcal{R}^s \left( L^\nu_m \right)(r) = L^\nu_m(\frac{2}{p} r) e^{-2\pi ims},
\]
and
\[
\phi_{\text{rad.lens}}(g) = 2\frac{2^d}{\pi} (2 + 4/d) \frac{2^d}{\pi^d} \phi''(e^{-|x|^2})(f, f).
\]
Using Lemma 1.3 in conjunction with Appendix A we deduce
\[
2\frac{2^d}{\pi} (2 + 4/d) \frac{2^d}{\pi^d} \phi''(e^{-|x|^2})(f, f) = \phi_{\text{rad.lens}}(1)(g, g)
\]
\[
= 2 \| g \|_{L^2(d\mu)}^2 - p \int_{-1/2}^{1/2} \int_0^\infty |\mathcal{R}^s g|^2 d\mu
\]
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\[
= 2 \sum_{m \geq 2} (1 - c_m)|a(m)|^2 L_n'(0),
\]
where
\[
c_m = L_n'(0)^{-1} \frac{p}{2} \int_0^\infty L_m''(\frac{2r}{p})^2 d\mu(r).
\]
Note that by Appendix A there are some other terms in the second variation that did not show up above, but they can easily be shown to be zero. All we now need to prove is that
\[
c_m \leq 1 - \varepsilon
\]
for all \(m \geq 2\) and some \(\varepsilon > 0\), which is the content of the next step.

**Step 5.** First we use the following identity
\[
\frac{L_n'(\lambda r)}{L_n'(0)} = \sum_{j=0}^n \binom{n}{j} (1 - \lambda)^{n-j} \lambda^j \frac{L_j'(r)}{L_j'(0)}
\]
(4.6)
to obtain
\[
c_m = \frac{p}{2} \sum_{j=0}^m \binom{m + \nu}{m - j} \binom{m}{j} (1 - 2/p)^{2m-2j} (2/p)^{2j}.
\]
(4.7)
Identity (4.6) can be easily derived using the generating function
\[
\sum_{n \geq 0} w^n L_n'(r) = \frac{e^{-rw/(1-w)}}{(1-w)^{\nu+1}}.
\]
To obtain an asymptotic expansion for \(c_m\) we separate the cases \(p \neq 4\) and \(p = 4\). If \(p = 4\) (hence \(d = 2\)) we obtain
\[
c_m = 4^{-m} p \frac{p+\nu}{2} \sim \frac{p2^{\nu-1}}{\sqrt{\pi m}}
\]
hence \(c_m = O(m^{-1/2})\). For \(p \neq 4\) we observe that the series in (4.7) coincides with the series of a Jacobi polynomial, that is,
\[
c_m = \frac{p}{2} Z^{-m} P_m^{(\nu,0)}(X),
\]
where \(P_m^{(\nu,0)}(X)\) is the a Jacobi polynomial, \(Z = (1 - 4/p)^{-1}\) and \(X = \frac{1}{2}Z + \frac{1}{2}Z^{-1}\). Noticing that \(|Z| > 1\), we can then apply [20, Theorem 8.21.9] to obtain
\[
Z^{-m} P_m^{(\nu,0)}(X) \sim \frac{\kappa}{\sqrt{m}}
\]
for some explicit \(\kappa > 0\) depending only on \(Z\) and \(\nu\). We again obtain \(c_m = O(m^{-1/2})\).

To finish the proof is now enough to show that \(c_m < 1\) for all \(m \geq 2\). First we introduce the variable \(Y = \nu + 1\). Using that
\[
\binom{m + \nu}{m - j} = \frac{1}{(m - j)!} \sum_{\ell=0}^{m-j} \sigma_{m-j,\ell}(j, \ldots, m-1) Y^{m-j-\ell},
\]
(4.8)
where \( \sigma_{m-j,\ell} \) is the \( \ell \)-th symmetric function in \( m-j \) variables we obtain

\[
Y(1 + Y)^{2m-1-c_m} = \sum_{j=0}^{m} \sum_{\ell=0}^{m-j} \binom{m}{j} \frac{1}{(m-j)!} \sigma_{m-j,\ell}(j, \ldots, m-1) Y^{m+j-\ell} - \sum_{k=1}^{2m} \sigma_k \min(0,m-k/2) \left( \binom{m}{j} \frac{1}{(m-j)!} \sigma_{m,j+m+k}(j, \ldots, m-1) \right)
\]

Above we used that \( \sigma_{a,b}(x_1, \ldots, x_a) \leq x_a \cdots x_{a-b+1} \binom{a}{b} \) if \( x_a \geq x_{a-1} \geq \cdots \geq x_1 \) and that \( m \geq 2 \), so we get only strict inequalities. This shows \( c_m < 1 \) and finishes the proof. \( \square \)

### 5. Sphere adjoint Fourier restriction

Here we prove Theorem [1.3] concerning the functional

\[
\zeta(f) = S_d^2 \| f \|_{L^2(S^{d-1})}^2 - \| \hat{\sigma} \|_{L^2(\mathbb{R}^d)}^2, \quad p := 2 + \frac{4}{d-1},
\]

where \( S_d := (2\pi)^{d/2} |S^{d-1}|^{-1} \left( \int_{0}^{\infty} |\mathcal{F}_d f|^{p} \frac{dx}{x} \right)^{1/p} \) and \( \sigma \) is the surface measure on \( S^{d-1} \). As before, we apply the method of Section [2]. The relevant manifold is now

\[
\mathcal{C} := \{ a e^{i\pi v} : a \in \mathbb{C} \setminus \{0\} \text{ and } v \in \mathbb{R}^d \} \subset L^2(S^{d-1}),
\]

and it can be written in the form \( \mathcal{G} = \{ z \Gamma(f) : z \in \mathbb{C} \setminus \{0\}, \Gamma \in \mathcal{F} \} \), by letting \( \mathcal{F} \) denote the group of symmetries generated by the frequency translations \( f(x) \mapsto e^{ib \cdot x} f(x), b \in \mathbb{R}^d \), and letting \( f \) denote the constant function 1. The tangent space is

\[
T_1 \mathcal{C} = \text{span}_{\mathbb{R}} \{ 1, i, ix_j : j = 1, \ldots, d \}.
\]

The vanishing at infinity property (2.2) of \( \mathcal{F} \) is easy to prove. Finally, for \( d = 2 \), Theorem [1.3] holds in its stronger, global form, as a consequence of the general Theorem [2.5]. The necessary pre-compactness of maximizing sequences, as in Definition [2.3], has been proven by Christ and Shao [6], while the uniqueness up to symmetries of the maximizer is due to Foschi [5].
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5.1. Proof of Theorem 1.3. Step 1. An application of the Funk-Hecke formula (4.5) in conjunction an integral representation of Bessel functions via Fourier transform one can show that for every spherical harmonic $Y_k$ we have

$$\overline{\sigma Y_k(r \xi)} = \int_{S^{d-1}} Y_k(\eta)e^{-i\eta \cdot r}d\sigma(\eta) = (2\pi)^{d/2}(-i)^k A_{\nu+k}(r) r^k Y_k(\xi), \quad (5.1)$$

where $|\xi| = 1$, $r > 0$, $\nu = d/2 - 1$, $A_{\nu}(z) = J_{\nu}(z)/z^{\nu}$ and $J_{\nu}$ is the Bessel function of the first kind. By Appendix A we conclude that

$$\zeta'(1)(f) = 2\mathcal{S}_d^2\Re\langle 1 | f \rangle_{L^2(S^{d-1})} - 2\|\sigma\|_{L^p(\mathbb{R}^d)}^2\mathcal{R}\int_{\mathbb{R}^d} |\hat{\sigma}(x)|^{p-2}\sigma(x)\overline{f(x)}dx = 0 - 0,$$

if $f \in (T_1 \mathcal{C})^\perp$ (note 1 \in T_1 \mathcal{C})$, where $p = \frac{2d+1}{d-1}$. We also have that $f = v \cdot x$ belongs to $T_1 \mathcal{C}$ for any $v \in \mathbb{R}^d$, as the function $f(x) = e^{i\varepsilon x \cdot v}$ belongs to $\mathcal{C}$ for all $\varepsilon \in \mathbb{R}$ and $\zeta(f) = 0$. This implies a remarkable identity

$$\int_0^\infty |A_{\nu}(r)|^2 r^{2\nu+1}dr = (p-1)\int_0^\infty |A_{\nu}(r)|^{p-2}A_{\nu+1}(r)^2 r^{2\nu+3}dr.$$

Recalling that $Y_1$ is a multiple of $x_1 + \ldots + x_d$, the proof of the above identity spoils the excitement since it just amounts to compute $\frac{d}{d\varepsilon}\zeta'(1)\zeta(\varepsilon(x_1 + \ldots + x_d))|_{\varepsilon=0} = \zeta''(1)(Y_1, Y_1) = 0$, which vanishes since $\zeta(\varepsilon(x_1 + \ldots + x_d)) = 0$ for all $\varepsilon \in \mathbb{C}$. In fact, by the same argument the above identity must be true as long as both sides are finite, that is, $p > \frac{2d}{d-1}$.

Theorem 2.1 now amounts to show that the quadratic form $\zeta''(1)$ is coercive on $(T_1 \mathcal{C})^\perp$. It is easy to see that this quadratic form is naturally in block form because of formula (5.1). Let $f = \sum_{k \geq 2} a_k Y_k \in (T_1 \mathcal{C})^\perp$, where $Y_k$ is an orthonormal set (for the surface measure of $S^{d-1}$) of real spherical harmonics. Define the numbers

$$c_k = \int_0^\infty |A_{\nu}(r)|^{p-2}A_{\nu+k}(r)^2 r^{2\nu+1+2k}dr.$$

Noticing that by (1.7) we have $\|\sigma\|_{L^p(\mathbb{R}^d)}^2 = (2\pi)^{d/2}c_0^{-1}\mathcal{S}_d^2$, we can use Appendix A to obtain

$$c_0\mathcal{S}_d^{-2} \zeta''(1)(f, f)$$

$$= 2c_0\|f\|_{L^2(S^{d-1})}^2 - 2(2\pi)^{-pd/2}\left[p\int_{\mathbb{R}^d} |\sigma f|^2 \left(\int_{\mathbb{R}^d} |\sigma f|^p |\overline{\sigma f}|^2 + (p-2)\mathcal{R}\int_{\mathbb{R}^d} |\sigma|^4 |\overline{\sigma|^2 f}|^2\right)\right]$$

$$= 2c_0 \sum_{k \geq 2} |a_k|^2 - \sum_{k \geq 0} c_k(p|a_k|^2 + (p-2)(-1)^k\mathcal{R}(a_k^2))$$

$$\geq 2 \sum_{k \geq 2} (c_0 - (p-1)c_k)|a_k|^2$$

Therefore we have to show that $(1-\varepsilon)c_0 > (p-1)c_k$ for all $k \geq 2$ and some $0 < \varepsilon < 1$. **Step 2.** The strategy now amounts to derive a decreasing upper bound for $c_k$ and showing that $(p-1)c_k < c_0$ for $k \geq k_0$, where $k_0$ is small but depends on $d$, and then verify each case $k < k_0$ by numerical integration.
\[
\begin{array}{ccc}
\hline
\text{d} & (p-1)b_k < \text{c}_0 \\
2 & 0.33677 \\
3 & 0.29767 \\
4 & 0.25084 \\
5 & 0.18775 \\
\hline
\end{array}
\]

The only inequality we need to use is due to Landau [14]:

\[ L := 0.7857468705 > r^{1/3} |J_\alpha(r)|, \text{ for all } r, \alpha \geq 0. \]

We obtain

\[ c_k < L^{p-2} \int_0^\infty \nu^{\alpha+k}(r) \frac{dr}{r^{\lambda}} = \frac{L^{p-2} \Gamma(\lambda) \Gamma(\nu + k + (1 - \lambda)/2)}{2^\lambda \Gamma((1 + \lambda)/2)^2 \Gamma(\nu + k + (1 + \lambda)/2)} =: b_k \]

where \( \lambda = \frac{3d-5}{3d-3} \) and the last identity is [11] Eq. 6.574-2. It is not hard to show, using the properties of the Gamma function, that \( \frac{\lambda}{\lambda^2} b_k \) < 0, and therefore \( b_k \) is a decreasing sequence. Also, a routine application of Stirling’s asymptotic formula shows that \( b_k \approx k^{-\lambda} \) as \( k \to \infty \), and therefore we only need to show that \( (p-1)c_k < c_0 \) for all \( k \geq 2 \). We obtain

\[ \frac{(p-1)c_k}{c_0} < \frac{(p-1)b_k}{c_0}, \quad (2 \leq k' \leq k) \]
Table 2. We use the bound $|J_{\nu}(r)| \leq r^{-\frac{1}{2}}$ for $r \geq \frac{3}{2}\nu$ and $\nu \geq \frac{1}{2}$, and $|J_0(r)| \leq r^{-\frac{1}{4}}$ for $r > 0$ (see [5] Lemma 8 and [17] Corollary 2.8(a) respectively), which shows that $\int_{2000}^\infty |A_{\nu}(r)|^{p-2}A_{\nu+k}^2(r)r^{2\nu+1+2k}dr \leq \int_{2000}^\infty r^{-2}dr = 5 \times 10^{-4}$ if $d \geq 2$ and $k \geq 2$. We then numerically evaluate the integral $\tilde{c}_k := \int_0^{2000} |A_{\nu}(r)|^{p-2}A_{\nu+k}^2(r)r^{2\nu+1+2k}dr$ with error $\leq 10^{-5}$, and thus

$$(p-1)c_k \leq (p-1)(\tilde{c}_k^{\text{numeric}} + 10^{-5} + 5 \times 10^{-4}).$$

We then round up the right hand side quantity to 5 digits. Column $\tilde{c}_0$ is copied from Table 1 to make the inequalities visible.

| $d$ | $(p-1) \times c_2, c_3, c_4 \times c_6 < c_0$ | $< \tilde{c}_0$ |
|-----|---------------------------------|---------|
| 6   | 0.13163, 0.10454, 0.17776       | 0.01776 |
| 7   | 0.11744, 0.09536, 0.15265       | 0.02685 |
| 8   | 0.10583, 0.08754, 0.13347       | 0.03167 |
| 9   | 0.09621, 0.08084, 0.11842       | 0.03768 |
| 10  | 0.08815, 0.07505, 0.10632       | 0.04362 |
| 11  | 0.08130, 0.07002, 0.09641       | 0.05021 |
| 12  | 0.07541, 0.06561, 0.08815       | 0.05717 |
| 13  | 0.07031, 0.06171, 0.08117       | 0.06427 |
| 14  | 0.06585, 0.05824, 0.07520       | 0.07142 |
| 15  | 0.06191, 0.05514, 0.07003       | 0.07863 |
| 16  | 0.05841, 0.05325, 0.06551       | 0.08584 |
| 17  | 0.05529, 0.04982, 0.06154       | 0.09305 |
| 18  | 0.05248, 0.04753, 0.05801       | 0.10026 |
| 19  | 0.04994, 0.04544, 0.05486       | 0.10747 |
| 20  | 0.04763, 0.04353, 0.05203       | 0.11467 |
| 21  | 0.04553, 0.04176, 0.04948       | 0.12187 |
| 22  | 0.04361, 0.04014, 0.04716       | 0.12907 |
| 23  | 0.04184, 0.03864, 0.04505       | 0.13627 |
| 24  | 0.04021, 0.03725, 0.04311       | 0.14347 |

where

$$\tilde{c}_0 = \int_0^{2000} |J_{\nu}(r)|^p \frac{dr}{r^{p-1}}.$$
APPENDIX A. FIRST AND SECOND VARIATION OF THE ABSTRACT DEFICIT FUNCTIONAL

We consider here the abstract deficit functional, introduced in Section 2,
\[ \psi(f) = C^2 \langle f \mid f \rangle - \left( \int_{\mathbb{R}^N} |Sf|^p \right)^{\frac{2}{p}}, \quad \text{where } C_* = \frac{\|Sf\|_{L^p}}{\|f\|_2}. \]

Here \( p > 2 \) and \( S: \mathcal{H} \rightarrow L^p(\mathbb{R}^N) \) is a bounded operator on the Hilbert space \( \mathcal{H} \), whose scalar product we have denoted by \( \langle \cdot, \cdot \rangle \), and whose norm is given by \( \|f\| = \sqrt{\langle f, f \rangle} \).

Also, \( f_* \) is a fixed element of \( \mathcal{H} \). We want to compute the following linear and quadratic forms;
\[ \psi'(f_*)f := \frac{d}{d\epsilon} \psi(f_* + \epsilon f) \bigg|_{\epsilon=0}, \quad \psi''(f_*)(f, f) := \frac{d^2}{d\epsilon^2} \psi(f_* + \epsilon f) \bigg|_{\epsilon=0}, \quad \forall f \in \mathcal{H}. \]

Now, since
\[ \langle f_* + \epsilon f \mid f_* + \epsilon f \rangle = \|f_*\|^2 + 2\epsilon \Re \langle f_* \mid f \rangle + \epsilon^2 \|f\|^2, \]
and
\[ \left( \int_{\mathbb{R}^N} |S(f_* + \epsilon f)|^p \right)^{\frac{2}{p}} \]
\[ = \|Sf_*\|_{L^p}^2 + 2\epsilon \|Sf_*\|_{L^p}^{2-p} \Re \int_{\mathbb{R}^N} |Sf_*|^{p-2} Sf Sf \]
\[ + \frac{\epsilon^2}{2} \|Sf_*\|_{L^p}^{2-2p} \left( p \int_{\mathbb{R}^N} |Sf_*|^{p-2} |Sf|^2 + (p - 2) \Re \int_{\mathbb{R}^N} |Sf_*|^{p-4} (Sf_*)^2 (Sf)^2 \right) \]
\[ + \frac{\epsilon^2}{2} \|Sf_*\|_{L^p}^{2-2p} 2(2-p) \left( \Re \int_{\mathbb{R}^N} |Sf_*|^{p-2} Sf Sf \right)^2 \]
\[ + o(\epsilon^2), \]
we conclude that
\[ \psi'(f_*)f = 2C_*^2 \Re \langle f_* \mid f \rangle - 2\|Sf_*\|_{L^p}^{2-p} \Re \int_{\mathbb{R}^N} |Sf_*|^{p-2} Sf Sf, \]
and that
\[ \psi''(f_*)(f, f) \]
\[ = 2C_*^2 \|f\|^2 - p\|Sf_*\|_{L^p}^{2-p} \int_{\mathbb{R}^N} |Sf_*|^{p-2} |Sf|^2 - (p - 2)\|Sf_*\|_{L^p}^{2-p} \Re \int_{\mathbb{R}^N} |Sf_*|^{p-4} (Sf_*)^2 (Sf)^2 \]
\[ - 2(2-p)\|Sf_*\|_{L^p}^{2-2p} \left( \Re \int_{\mathbb{R}^N} |Sf_*|^{p-2} Sf Sf \right)^2. \]  \( \text{(A.1)} \)

We immediately see from these two equations that, if \( \psi'(f_*)f = 0 \) and \( \Re \langle f_* \mid f \rangle = 0 \), then the last term in \( \text{(A.1)} \) vanishes.
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