Scenes facilitate associative memory and integration
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How do we form mental links between related items? Forming associations between representations is a key feature of episodic memory and provides the foundation for learning and guiding behavior. Theories suggest that spatial context plays a supportive role in episodic memory, providing a scaffold on which to form associations, but this has mostly been tested in the context of autobiographical memory. We examined the memory boosting effect of spatial stimuli in memory using an associative inference paradigm combined with eye-tracking. Across two experiments, we found that memory was better for associations that included scenes, even indirectly, compared to objects and faces. Eye-tracking measures indicated that these effects may be partly mediated by greater fixations to scenes compared to objects, but did not explain the differences between scenes and faces. These results suggest that scenes facilitate associative memory and integration across memories, demonstrating evidence in support of theories of scenes as a spatial scaffold for episodic memory. A shared spatial context may promote learning and could potentially be leveraged to improve learning and memory in educational settings or for memory-impaired populations.

Episodic memories encode particular moments in our lives, and the flexible integration of such memories allows us to detect patterns, form knowledge and even imagine the future. In this way, episodic memory provides the foundation for the formation of more abstract forms of memory and knowledge, and shapes how we behave in the world. The ability to link related memories is a crucial component of these higher cognitive abilities, dependent on the hippocampus (Preston et al. 2004; Shohamy and Wagner 2008; Zalesak and Heckers 2009; Zeithamova and Preston 2010; Olsen et al. 2012; Ryan et al. 2016; Pajkert et al. 2017). While episodic memories can involve the association of entities, actions, contexts and mental states, spatial features, in particular, may facilitate associative memory formation and integration by efficiently binding elements in memory (Hassabis and Maguire 2009; Maguire and Mullally 2013; Robin et al. 2016, 2018; Robin 2018).

Mnemonic techniques like the “method of loci” demonstrate that people have intuited the important role of spatial context in forming memories for centuries (Yates 1966; O’Keefe and Nadel 1978; Rolls 2017). In the present study, we use the term spatial context to refer to the setting where an event takes place, including its visuospatial details as well as semantic content related to that setting. More recently, intuitions about the importance of spatial context have been formalized into theories proposing that spatial context serves as a scaffold for the construction of memories (Byrne et al. 2007; Hassabis and Maguire 2007, 2009; Maguire and Mullally 2013; Maguire et al. 2016; Robin 2018). In support of these views, studies of autobiographical episodic memory and imagination report that a familiar spatial setting elicits more detailed and vivid remembered and imagined events, as compared to less familiar scenes or familiar people (Arnold et al. 2011; de Vito et al. 2012; Robin and Moscovitch 2014; Robin et al. 2016; Sheldon and Chu 2017; Hebscher et al. 2018). Other studies have demonstrated how shared spatial context can help to organize memory and structure recall (Hupbach et al. 2011; Miller et al. 2013; Horner et al. 2016; Merriman et al. 2016; Pacheco et al. 2017).

Despite these demonstrations of the importance of spatial context in memory, it is unknown if the mnemonic benefits of spatial context carry over to simpler spatial stimuli such as images of scenes. In autobiographical episodic memory, spatial context is necessarily present, since events in our lives always unfold in a location and spatial context occupies much of the visual field. In contrast, in an associative memory paradigm, when scenes, objects and faces are displayed as images on a screen, it may be the case that the role of scenes is equal to other memory components. A few previous studies have compared associative memory formation including scenes compared to objects or faces, but have not reported any differences in memory performance (Zeithamova et al. 2012; Koster et al. 2018), or have found better memory for object–face associations compared to scene–face associations (Tambini et al. 2010). Even when displayed on a screen, scenes have been shown to automatically evoke broader spatial representations (Mullally et al. 2012; Chadwick et al. 2013), so displaying an image of a scene may generate a mental simulation of spatial context, serving as a setting in which to place other associations. If images of scenes evoke spatial processing that supports memory formation, we predict that associations and inferences including a scene will be more memorable than those involving other types of information, such as objects or faces. This could relate to increased hippocampal activity for scenes, which may strengthen related associations (Hassabis et al. 2007a,b; Zeidman et al. 2015b; Hodgetts et al. 2016, 2017; Robin et al. 2019). If scenes are found to support more effective memory formation and integration, this has implications for how we understand the mechanisms of nonautobiographical, arbitrary, associative memories, and for the conditions which promote more efficient learning and knowledge formation.

While scenes may promote memory formation and integration by virtue of evoking representations of spatial context, it is also possible scenes may evoke differences in eye movements, which may also have consequences on memory formation. Increased eye movements are known to relate to better memory,
and have recently been linked to increased hippocampal activity (Loftus 1972; Hannula et al. 2010, 2012; Olsen et al. 2016; Liu et al. 2017; Voss et al. 2017; Lucas et al. 2019). Thus, we predict that better associative memory and integration for associations including scenes may relate to increased eye movements to scene stimuli. If scenes offer an integrative advantage beyond the effect of eye movements, memory differences should still be obtained when eye movements are equated across stimulus types.

To test these predictions, we adapted a well-studied associative inference paradigm (Preston et al. 2004; Zeithamova and Preston 2010; Schlichting et al. 2014). This paradigm involves single-trial episodic memory learning, and has been shown to recruit the hippocampus for successful integration (Preston et al. 2004; Zeithamova and Preston 2010; Schlichting et al. 2014). Participants learn overlapping pairs of associations, and are subsequently tested on them (Fig. 1). In addition, participants must infer the connection between indirectly linked items, never seen together at study but linked by a common associate. By varying the type of linking item, we probed whether scenes resulted in better memory for associations (for directly studied pairs) and inferences (for indirectly linked items) as compared to objects in Experiment 1. To control for the novelty of the scene stimuli as the linking item, in Experiment 2 we compared associations between objects and scenes, and objects and faces. We predict that if scenes serve as superior integrators in memory, a scene will enhance direct associations as well as inferences, in which the scene serves as a common associate but is unseen at test. We also monitored eye movements to measure differences in viewing of the different stimuli. Thus, we were able to determine if memory advantages related to increased visual sampling of scenes compared to other stimuli. This study provides new insight into the role of scenes in the association and integration of items in memory, and examines the links between these memory effects and visual sampling behavior.

Results

Experiment 1

Memory accuracy

A 2 × 4 repeated-measures ANOVA with factors of Condition (object, scene) and Trial Type (AB, BC, AC, XY) was conducted to compare logit-transformed memory accuracy scores across conditions. The ANOVA revealed significant main effects of Condition, $F_{1,31} = 13.12, P = 0.001, \eta^2_p = 0.21$ and Trial Type, $F_{3,93} = 51.80, P < 0.001, \eta^2_p = 0.61$. The interaction between Condition and Trial Type was not significant, $F_{3,93} = 1.92, P = 0.13$. The significant main effect of Condition indicated that memory was significantly better for associations including scenes compared to those that only included objects.

To directly test whether accuracy differed on indirect AC test trials, which contained only object stimuli as the cue item and memory associates (see Fig. 1), we compared accuracy on AC test trials for trials in which both the AB and BC premise pairs were correct, to minimize the contribution of memory differences for the premise pairs to measures of AC inference. This resulted in the inclusion of a mean of 21.22 (SD = 8.74) object trials and 24.94 (SD = 8.13) scene trials per subject, out of a possible 36 trials. Accuracy was higher for AC trials in the scene condition compared to the object condition, even when controlling for the accuracy of the premise pairs, $t_{31} = 2.47, P = 0.019, M_{diff} = 0.34, 95\% CI_{diff} = [0.06, 0.61]$.

Fixations at study

We compared the number of fixations directed toward the study items using a 2 × 2 × 4 repeated-measures ANOVA, with factors of Study Item, Condition (object, scene), and Trial Type (AB, BC, X, XY).
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Figure 2. Experiment 1—Memory accuracy. Accuracy, measured by proportion correct answers at test, for each condition and trial type for Experiment 1 (comparing object–object and object–scene conditions). Error bars are within-subjects 95% confidence intervals of the means.

For each trial, we calculated the number of fixations to the study item that varied in category (i.e., the B items for AB and BC trials, and the X items for XY trials). For AC trials, we included fixations to the B item at AB and BC study. For each trial type, we fitted a generalized linear mixed-effects model with fixed factors of condition (object vs. scene) and fixation count, and random factors of participant and condition. We compared statistical models with and without the fixation count factor and the interaction of fixation count and condition to determine if the number of fixations related to memory performance independently from, or in interaction with, the effect of condition.

For AB trials, memory accuracy was positively related to fixations to B items at study, \( \chi^2(1) = 13.26, P < 0.001 \), and there was no interaction between fixations and condition, \( \chi^2(1) = 0.99, P = 0.32 \). For BC trials, fixations to B items at study were not significantly related to memory accuracy, \( \chi^2(1) = 0.02, P = 0.88 \), and there was no interaction between fixations and condition, \( \chi^2(1) = 0.03, P = 0.86 \). Similarly, for XY trials, fixations to X items at study were not significantly related to memory accuracy, \( \chi^2(1) = 2.19, P = 0.14 \), and there was no interaction between fixations and condition, \( \chi^2(1) < 0.01, P = 0.98 \). See Figure 4 for a summary of the mean number of fixations for remembered and forgotten trials, by condition.

For AC trials, we tested the relationship between fixations to B items at AB study and BC study with AC memory accuracy. We found a significant relationship between fixations at AB study and AC accuracy, \( \chi^2(1) = 12.45, P < 0.001 \), but not between fixations at BC study and AC accuracy, \( \chi^2(1) = 0.21, P = 0.65 \). The effect of AB fixations did not interact with condition, \( \chi^2(1) = 1.09, P = 0.30 \) (see Fig. 4, AB/(AC memory panel), and there was no interaction between BC fixations and condition, \( \chi^2(1) = 0.29, P = 0.59 \). In summary, the number of fixations to the B item at first viewing (i.e., AB study) was related to memory for AB and AC pairs, while fixation numbers to B and X items at BC and XY study were not related to memory success.

Experiment 1 summary
To summarize, we found that associations between scenes and objects were better remembered than associations between two objects. Critically, participants were better at inferring an indirect relationship between two objects associated with a common scene, even when the scene was not shown at test. Qualifying these results, however, were the findings of increased fixations to scenes compared to objects in every condition. Linear mixed-effects models demonstrated that increased fixations at study were predictive of subsequent memory at test for AB and XY trials, and AB fixations

Figure 3. Experiment 1—Fixations at study. Mean number of fixations made to each item at study, by condition and trial type for Experiment 1. A, C, and Y items were objects in all conditions. B and X items were objects or scenes, depending on condition. In X trials, only one item was displayed on the screen. Error bars are within-subjects 95% confidence intervals of the means.
were also predictive of AC memory, suggesting that increased fixations to scenes may have contributed to their memory advantages. In Experiment 2, we sought to better control for these differences in visual attention by comparing scenes to another visually salient stimulus category, human faces.

**Experiment 2**

**Memory accuracy**

A 2 × 4 repeated-measures ANOVA with factors of Condition (face, scene) and Trial Type (AB, BC, AC, XY) revealed significant main effects of Condition, $F_{(1,31)} = 42.32, P < 0.001$, $\eta^2_G = 0.11$, Trial Type, $F_{(3,93)} = 46.02, P < 0.001$, $\eta^2_G = 0.12$, and a significant interaction between Condition and Trial Type, $F_{(3,93)} = 3.38, P = 0.022$, $\eta^2_G = 0.01$ (see Fig. 5). Follow-up paired t-tests revealed that for AB test trials, memory accuracy was significantly higher in the scene condition than in the face condition, $t_{(31)} = 5.42, P < 0.001$, $M_{\text{diff}} = 0.74, 95\% CI_{\text{diff}} = [0.46, 1.02]$. Similarly, for BC trials, memory accuracy was significantly higher for the scene condition than the face condition, $t_{(31)} = 6.34, P < 0.001$, $M_{\text{diff}} = 0.86, 95\% CI_{\text{diff}} = [0.58, 1.13]$. Notably, for AC test trials, accuracy was significantly higher for the face condition than the scene condition, even though neither scenes nor faces were displayed at test, $t_{(31)} = 4.80, P < 0.001$, $M_{\text{diff}} = 0.59, 95\% CI_{\text{diff}} = [0.34, 0.84]$. Finally, for the XY test trials, the difference in accuracy between the conditions was marginal following Bonferroni correction, $t_{(31)} = 2.56, P = 0.06$, $M_{\text{diff}} = 0.39, 95\% CI_{\text{diff}} = [0.08, 0.70]$.

We compared accuracy on AC test trials for trials in which both the AB and BC premise pairs were correct. This resulted in the inclusion of a mean of 18.81 (SD = 7.43) face trials and 25.66 (SD = 8.81) scene trials per subject, out of a possible 36 trials. Accuracy was still higher for AC trials in the scene condition compared to the face condition, $t_{(31)} = 5.90, P < 0.001$, $M_{\text{diff}} = 0.71, 95\% CI_{\text{diff}} = [0.47, 0.96]$.

**Fixations at study**

A 2 × 2 × 4 repeated-measures ANOVA, with factors of Study Item, Condition (face, scene), and Trial Type (AB, BC, X, XY) revealed significant main effects for all three factors, as well as significant two-way and three-way interactions (all $P$s < 0.005), except for the two-way interaction between Condition and Trial Type, $F_{(3,93)} = 0.9, P = 0.44$ (see Fig. 6). Given the significant three-way interaction, $F_{(3,93)} = 6.07, P < 0.001$, $\eta^2_G = 0.03$, we conducted follow-up repeated-measures ANOVAs for each Trial Type comparing the effects of Study Item and Condition.

For AB study trials, there was a significant main effect of Study Item (A vs. B), $F_{(1,31)} = 170.42, P < 0.001$, $\eta^2_G = 0.49$, but no main effect of Condition, $F_{(1,31)} = 1.03, P = 0.32$, or interaction between Condition and Study Item, $F_{(1,31)} = 3.23, P = 0.082$. The main effect of Study Item reflected significantly more fixations to the B items (faces and scenes) in both conditions ($M = 5.02, SD = 1.42$) compared to the A items (objects; $M = 2.83, SD = 0.73$).

For BC study trials, there was a significant main effect of Condition, $F_{(1,31)} = 4.81, P = 0.036$, $\eta^2_G = 0.05$, and of Study Item (B vs. C), $F_{(1,31)} = 96.39, P < 0.001$, $\eta^2_G = 0.23$, and a significant interaction of Condition and Study Item, $F_{(1,31)} = 5.88, P = 0.021$, $\eta^2_G = 0.02$. For both conditions, participants made significantly more fixations to the B item (scene/face) than the C item (a novel object), Scene condition: $t_{(31)} = 5.99, P < 0.001$, $M_{\text{diff}} = 0.86, 95\% CI_{\text{diff}} = [0.57, 1.15]$, Face condition: $t_{(31)} = 7.59, P < 0.001$, $M_{\text{diff}} = 1.44, 95\% CI_{\text{diff}} = [1.05, 1.83]$. Comparing B items across conditions revealed that participants made more fixations to scenes than faces, $t_{(31)} = 3.30, P = 0.009$, $M_{\text{diff}} = 0.43, 95\% CI_{\text{diff}} = [0.17, 0.70]$, but there was no difference between the C items (both objects) in the two conditions, $t_{(31)} = 1.06, P = 0.30$.

For X study trials, in which only one item was presented, there was no significant difference between fixations to faces compared to scenes, $t_{(31)} = 1.44, P = 0.16$.

For XY study trials, there was a significant main effect of Condition, $F_{(1,31)} = 9.52, P = 0.004$, $\eta^2_G = 0.01$, of Study Item (X vs. Y), $F_{(1,31)} = 66.78, P < 0.001$, $\eta^2_G = 0.23$, and a significant interaction of Condition and Study Item, $F_{(1,31)} = 14.82, P < 0.001$, $\eta^2_G = 0.05$. Similar to the BC condition, for both conditions, participants made significantly more fixations to the X item (scene/face) than the Y item (a novel object), Scene condition: $t_{(31)} = 4.70, P < 0.001$, $M_{\text{diff}} = 0.67, 95\% CI_{\text{diff}} = [0.38, 0.95]$, Face condition: $t_{(31)} = 7.38, P < 0.001$, $M_{\text{diff}} = 1.58, 95\% CI_{\text{diff}} = [1.14, 2.01]$. Comparing X items across conditions revealed that participants made more fixations to faces than scenes, $t_{(31)} = 4.10, P < 0.001$, $M_{\text{diff}} = 0.68, 95\% CI_{\text{diff}} = [0.34, 1.02]$, but there was no difference between the Y items (both objects) in the two conditions, $t_{(31)} = 2.20, P = 0.14$.
Fixations and subsequent memory

Memory accuracy on AB trials was related to fixations to B items (which were either faces or scenes) at study, $\chi^2(1) = 18.96$, $P < 0.001$, and there was no interaction between fixation count and condition, $\chi^2(1) = 0.11$, $P = 0.74$. For BC trials, fixations to B items at study were not significantly related to memory accuracy, $\chi^2(1) = 0.24$, $P = 0.62$, and the interaction between fixations at study and condition was not significant, $\chi^2(1) = 1.90$, $P = 0.17$. For XY trials, there was a significant relationship between fixations to X items at study and memory accuracy, $\chi^2(1) = 4.74$, $P = 0.029$, and no interaction between fixations and condition, $\chi^2(1) = 0.98$, $P = 0.32$. See Figure 7 for a summary of the mean number of fixations to B/X items for remembered and forgotten trials, by condition.

For AC trials, we tested the relationship between fixations to B items at AB study and BC study with AC memory accuracy. We found marginal evidence for a relationship between fixations to B items at AB study and AC accuracy, $\chi^2(1) = 2.92$, $P = 0.09$, and no relationship between fixations to B items at BC study and AC accuracy, $\chi^2(1) = 0.07$, $P = 0.79$ (see Fig. 7, AB/AC memory and BC/AC memory panels). There was a significant interaction between fixations to B items at AB study and condition, $\chi^2(1) = 8.03$, $P = 0.005$, but not between fixations to B items at BC study and condition, $\chi^2(1) = 0.80$, $P = 0.37$. Follow-up testing on the scene and face conditions revealed that fixations to B items at AB study were significantly related to AC accuracy at test in the scene condition, $\chi^2(1) = 9.78$, $P = 0.002$, but not in the face condition, $\chi^2(1) = 0.28$, $P = 0.60$ (see Fig. 7, AB/AC memory panel). In summary, the number of fixations to B items at AB study was related to memory for AB associations, but only for AC associations when the B item was a scene, not a face. In addition, fixations to X items at XY study were also related to XY memory success.

Experiment 2 summary

We found that associations between scenes and objects were better remembered than associations between faces and objects. Again, participants were better at inferring an indirect relationship between two objects associated with a common scene, even when the scene was not shown at test. These results were found despite equal fixations to scenes and faces at initial study, and increased fixations to faces compared to scenes on second presentation. Linear mixed-effects models demonstrated that increased fixations at study were predictive of subsequent memory at test for AB and XY trials for both faces and scenes, but that AB fixations were only predictive of AC memory for scenes, suggesting that differences in fixations cannot fully explain the memory differences in this experiment.

Discussion

In two experiments, we found that associations between scenes and objects were better remembered than associations between two objects and associations between objects and faces. Critically, participants were better at inferring an indirect relationship between two objects associated with a common scene (compared to a common object or face), even when the scene was not shown at test. This was true when both premise pairs were accurately remembered, minimizing the influence of memory differences for the direct associations on the indirect association performance. Together, these findings suggest that scenes form more memorable associations in memory and allow for more successful integration across associations. These findings are consistent with theories of scenes serving as a scaffold for forming and integrating other associations, but demonstrate these effects in a nonautobiographical, associative memory paradigm (Hassabis and Maguire 2007, 2009; Maguire and Mullally 2013; Robin et al. 2016, 2018; Robin 2018). Viewing images of scenes may evoke representations of spatial context that provide the cognitive and/or neural architecture to form novel direct and indirect linkages in memory.

Qualifying these results, however, were the findings of increased fixations to scenes compared to objects in Experiment 1. Participants made more fixations to scenes even when the scenes were familiar and paired with a novel object, in contrast to the expected novelty effects seen in the object-only condition (Althoff and Cohen 1999; Ryan et al. 2000; Hannula et al. 2010). Linear mixed-effects models demonstrated that increased fixations to B items at study was predictive of subsequent memory for AB associations and even indirect AC associations, suggesting that increased fixations to scenes on first viewing may have contributed to their...
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memory advantages (Liu et al. 2017). Thus, in Experiment 1, it was difficult to disentangle the memory advantages for scenes from differences in visual attention (Voss et al. 2017). Scenes may have disproportionately drawn attention due to their novelty or visual complexity. In Experiment 2, we sought to better control for these differences in visual attention by comparing scenes to another visually salient stimulus category, human faces.

In Experiment 2, participants made equivalent numbers of fixations to novel scenes and faces, and increased fixations to faces as compared to scenes when viewed for a second time. Increased fixations to scenes and faces at study were predictive of subsequent memory success for AB and XY trials. Increased fixations to scenes at AB study were also associated with better AC memory, but this was not the case for faces. Overall, despite matched or even increased fixation counts to faces compared to scenes, memory advantages for scenes persisted, providing evidence that differences in visual sampling do not alone explain the memory effects (Loftus 1972; Voss et al. 2017).

Despite the finding that increased fixations related to better memory for some trial types, fixations to faces seemed to be less predictive of successful memory formation, as suggested by the significant relationship between AB fixations and AC memory success for scenes but not faces. Thus, increased fixations to faces did not appear selective to trials or items that were successfully remembered. It may be the case that increased fixations to faces served a different function than fixations made toward the scenes. For example, participants’ fixations might have been directed toward distinguishing each face from the other faces in the experiment, as the faces were not as readily nameable as scenes or objects. We used faces from a well-studied stimulus set (Althoff and Cohen 1999; Ryan et al. 2007; Hannula and Ranganath 2009; Heisz and Ryan 2011; Hannula et al. 2012; Liu et al. 2017), but further studies are needed to explicitly test if differences in the discriminability of the stimuli contributed to memory differences found in the present results.

The finding that greater visual sampling of the faces did not contribute to better memory for face-associations highlights how increased fixations can contribute to memory advantages in some cases, but not others. We examined the number of fixations made to the stimuli, which has been shown to be related to recognition memory for single faces and hippocampal activity in previous studies (Olsen et al. 2016; Liu et al. 2017). It is possible that other measures of eye movement behaviors may relate to memory more strongly in associative memory paradigms, such as the number and pattern of transitions between items, or reinstatement of these patterns during delay periods (Olsen et al. 2014; Kamp and Zimmer 2015; Lucas et al. 2019). The number of transitions between items did not differ between stimulus conditions in this study, and we did not collect eye movements during delay periods, so further research is needed to reveal how different eye movement measures contribute to memory formation and whether various types of memory (e.g., recognition memory versus associative memory) are differentially related to visual behavior. Recent studies have suggested that eye movements may mediate the link between hippocampal activity and memory formation (Olsen et al. 2016; Ringo et al. 1994; Liu et al. 2017, 2018), but these results suggest that there may be important differences in how eye movements contribute to memory formation depending on the category or memorability of the stimuli.

If viewing behavior does not fully explain the memory and integration advantages associated with scenes, what other aspects of scenes may promote memory? Following predictions made by scene construction and spatial scaffold theories (Kumaran et al. 2007; Hassabis and Maguire 2009; Maguire and Mullyall 2013; Maguire et al. 2016; Robin 2018), we suggest that scenes provide a stronger basis for forming associations in memory due to their ability to bind other items by evoking a spatial context, a possibility that has not been tested in previous experiments. In postexperimental debriefing interviews, 94% of participants in Experiment 1 and 84% of participants in Experiment 2 reported attempting to remember associations by imagining a scenario or creating a mental story involving the items. Creating stories or scenarios would likely involve the generation of mental imagery, though this was not explicitly measured in the present study. Scenes may provide a rich source of imagery and more easily form a stable background setting for imagined scenarios, conducive to nesting associations with objects. Objects and faces, treated as items rather than contexts, may be less efficient at binding other associations (Davachi 2006).

Other factors that differed across the stimuli included that scenes were nameable, each depicting a unique setting, while faces were unfamiliar and not as easily named, which may have made the faces more difficult to distinguish from one another or generated more interference. Objects were also semantically distinct and nameable, however, and scenes still maintained memory advantages compared to objects, so nameability cannot fully explain the memory advantages for scenes in this study. The scenes also contain more visual detail, on average, than the faces or the objects, since scenes often included objects and filled the square frame of the image entirely, while faces and objects were on black and white backgrounds, respectively. This difference may relate to the increased fixations to scenes compared to objects, but more fixations were nevertheless made to faces compared to scenes, so again this did not fully underlie the memory effects. As noted above, it is possible that the increased fixations to faces reflected difficulty in distinguishing the faces and did not relate as closely to memory formation. Future studies could use simplified or less nameable scenes to better control for these factors.

While we compared memory integration based on scenes, faces, and objects while controlling for the accuracy of the premise pairs, this cannot completely account for differences in memorability of the component stimuli and direct associations. Among remembered pairs, if the scene associations were more strongly remembered, this could carry over to better performance on the inferential memory test. Future work should test and control for differences in item memory as well as associative memory. While the stimuli in the present study were drawn from databases of widely used object, scene and face stimuli (Althoff and Cohen 1999; Ryan et al. 2007; Brady et al. 2008; Hannula and Ranganath 2009; Konkle et al. 2010; Heisz and Ryan 2011), there may be differences in stimulus sets that contribute to memory differences. For example, in the present study, each scene was drawn from a unique semantic category, which may have helped lead to distinctive contextual representations. A previous study comparing associative memory for objects and faces compared to scenes and faces found better memory for object–face pairs (Tambini et al. 2010), seemingly inconsistent with our findings (though we never tested scene–face pairs), but it was unclear how distinctive the scenes and objects were in that study. Other associative memory studies with varying stimulus categories including faces, objects and scenes do not report on memory differences between conditions (Zeithamova et al. 2012; Koster et al. 2018), so more research is needed to compare scene effects across paradigms and stimulus sets.

We speculate that the scene conditions in this study may have led to improved memory performance by eliciting increased hippocampal activity. Previous work demonstrates increased hippocampal activity for successfully remembered associations and, especially, formation of indirect inferences (Zeithamova and Preston 2010; Zeithamova et al. 2012; Schlichting et al. 2014). Perceiving, remembering and imagining scenes are also associated with increased hippocampal activity compared to similar tasks involving objects, and to some extent, faces (Hassabis et al. 2007a; Zeidman et al. 2015a; b; Hodgetts et al. 2016; Ross et al. 2018;
Materials and Methods

Experiment 1

Participants
Thirty-five participants participated in this experiment. Three participants’ data were excluded from the reported analyses: two due to technical problems resulting in incomplete data, and one due to not making any responses in at least one condition. This resulted in a remaining 32 participants (25 female; 7 male; Mean age = 23.34; SD = 3.55). A sample size of 32 was chosen as this was similar to previous experiments using the associative inference paradigm (Zeithamova and Preston 2010; Zeithamova et al. 2012; Schlichting et al. 2014), and to have two subjects in each of 16 unique counterbalanced versions of the experiment. All participants were native or fluent speakers of English, with a mean 15.90 yr of education (SD = 1.79). All participants reported normal or corrected-to-normal vision and no psychological or neurological disorders. This study was approved by the Research Ethics Board at Baycrest Health Sciences. All participants consented to participate in the study in accordance with a protocol approved by the Research Ethics Board at Baycrest Health Sciences. Participants were provided monetary compensation for their participation in the study.

Materials
Experiment 1 included an object-only condition and a scene-object condition (Fig. 1). Stimuli for the study consisted of color pictures of objects and scenes. Two hundred and eighty-eight object images were chosen from the Massive Visual Memory Stimuli database (Brady et al. 2008). Images were of unique everyday objects (e.g., watch, basketball) and did not include multiple exemplars of the same object. Seventy-two scene images were chosen from the Massive Visual Memory Stimuli database (Konkle et al. 2010), and from online searching for additional scene images. Scene images depicted indoor and outdoor scenes from distinct categories (e.g., office, museum) and did not include multiple exemplars of the same scene category. All images were resized and displayed at 256 x 256 pixels, subtending ~8.3° x 8.3° of visual angle.

Objects and scenes were combined to create overlapping (AB, BC) and nonoverlapping (XY) pairs of images. All A, C, and Y items were objects. In half of the blocks, B and X items were objects, and in the other half, they were scenes. The pairings of objects and scenes, and whether they were part of an overlapping or nonoverlapping pair, were shuffled across counterbalanced versions of the experiment so that the same items were not paired together for all participants.

Apparatus

The experiment was programmed and run using Experiment Builder software (SR Research). Participants were seated at a distance of ~60 cm from the computer monitor. Participants completed a nine-point calibration and validation prior to the experiment, and after each break. Monocular eye movements were recorded during study and test trials with a head-mounted EyeLink II eye tracker (sample rate = 500 Hz; SR Research). Online drift correction (<5°) was performed during the fixation cross between trials, if needed. Saccades were determined using the built-in EyeLink saccade-detector heuristic; acceleration and velocity thresholds were set to detect saccades >0.5° of visual angle. Blinks are defined as periods in which the saccade-detector signal was missing for ≥3 samples in a sequence. Fixations are defined as the samples remaining after the categorization of saccades and blinks.

Procedures

The study design was based on the associative inference paradigm (Preston et al. 2004; Zeithamova and Preston 2010; Schlichting et al. 2014). Participants completed 12 study-test blocks of the experiment with opportunities for breaks between blocks. Each block included 24 study trials and 24 test trials. Study trials consisted of a 2-sec fixation cross, and then a pair of images (or single image) was displayed on the left and right sides of the screen for 3 sec. Participants were instructed to view and memorize the pairs of images (or a single image, on X trials). After 3 sec, a judgment of learning (JOL) scale appeared on the screen in addition to the images for an additional 1.5 sec, and participants were asked to select “1—won’t remember,” “2—may remember,” or “3—will remember” to promote engagement with the task and memory formation. Study blocks consisted of 6 AB pairs and 6 BC pairs, which shared an overlapping (B) item. Each block also included 6 X items (presented alone) and 6 XY items, as a control condition with no overlapping association, in keeping with previous studies (Zeithamova and Preston 2010; Schlichting et al. 2014). Each pair was viewed only once, and images were not repeated across blocks. The order of trials within these categories was random, but the order of the trial categories was either AB–BC–X–XY or X–XY–AB–BC to ensure that AB and X learning always preceded BC and XY learning. The two orders alternated across blocks and the order of these blocks was counterbalanced across participants.

After each block of 24 study trials, a screen indicated the start of the test period. Test trials consisted of a 2-sec fixation cross, and then three images were displayed on the screen, testing memory for the associations using a two-alternative forced choice procedure. The cue image was displayed at the top centre of the screen, and two possible associates were displayed on the bottom half of the screen, on the left and right sides. Participants had 4 sec to view the images and to indicate which image on the bottom of the screen was associated with the test image at the top of the screen by pressing the associated key. Lure images were always from the same category as the target image (i.e., on an AB test trial, another B image from the same study block would be used as a
Experiment 2

Participants

Thirty-seven participants participated in this version of the study. Five participants’ data were excluded from analyses: Two due to technical problems resulting in incomplete data, one due to participation in Experiment 1, one due to the diagnosis of a psychological disorder, and one due to not responding on more than 50% of trials. This resulted in a remaining 32 participants (25 female, 7 male; Mean age = 22.06, SD = 3.12). All participants were native or fluent speakers of English, with a mean 15.48 yr of education (SD = 2.15), and reported normal or corrected-to-normal vision (SD = 2.15), and reported normal or corrected-to-normal vision.

A priori strategies were taken for each participant. Prior to the experiment, participants had practiced the eight practice study trials and eight practice test trials with instructions and were given the opportunity to ask questions about the procedure. AC trials were included in the practice and the indirect nature of the AC associations was explained to participants, as in previous studies (Zeithamova and Preston 2010; Schlichting et al. 2014).

After completing the study, participants completed an informal debriefing interview to assess the strategies used during the experiment. In the debriefing interview, participants were asked if they noticed the two conditions in the study, and if so, which condition they found to be easier, if either. Next, participants were asked what strategies they used, if any, to remember the participants, including whether they imagined scenarios linking the items or created verbal stories including the items.

Data analysis

Accuracy of responses was analyzed by calculating proportion correct for test trials by condition. Trials in which the incorrect image was chosen or no response was made were considered incorrect. Repeated-measures ANOVAs with factors of condition (object vs. scene) and trial type (AB, BC, AC, XY) were used to compare logit-transformed accuracy (logit = log(p / 1 − p)) for the nonnormal distribution of proportion scores. Effect sizes are reported via generalized eta-squared (η²). Follow-up Bonferroni-corrected paired t-tests, with 95% confidence intervals (CI) for the difference between the means, were used to further test significant effects, when applicable.

We measured visual sampling by counting the number of fixations made to each item during study and test. Fixations were defined as the samples omitting blinks and saccades, as described above. In order to determine the number of fixations to each image on the screen, regions of interest (ROIs) were defined as square boxes of 300 × 300 pixels surrounding the images (256 × 256 pixels), capturing all fixations made to each image or in a border region just outside the image. For study trials, fixations were counted from the onset of the trial until the JOL scale appeared (3 sec). For test trials, fixations were counted for the full test image display (4 sec). Fixations within the ROIs were counted per trial and analyzed using repeated-measures ANOVAs and follow-up Bonferroni-corrected paired t-tests, when applicable. Analyses of fixations at test are included in the Supplemental Material.

The relationship between fixations at study and memory performance was modeled using generalized linear mixed-effects modeling (logistic regression with a binomial distribution), using the lme4 package in R (Bates et al. 2015). Models included fixed effects of condition and the number of fixations at study to B and X items (i.e., those that varied in category), with random intercepts for subject and trial, and memory accuracy at test as the dependent variable. The significance of effects was determined by comparing full models including the number of fixations and the interaction between fixation number and condition to reduced models without eye movement measures, using χ² likelihood ratio tests to evaluate statistical significance.

All data and analysis scripts are available on the Open Science Framework (doi: 10.17605/OSF.IO/4AF69).
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