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The melting temperature of a nanoscaled particle is known to decrease as the curvature of the solid-melt interface increases. This relationship is most often modelled by a Gibbs–Thomson law, with the decrease in melting temperature proposed to be a product of the curvature of the solid-melt interface and the surface tension. Such a law must break down for sufficiently small particles, since the curvature becomes singular in the limit that the particle radius vanishes. Furthermore, the use of this law as a boundary condition for a Stefan-type continuum model is problematic because it leads to a physically unrealistic form of mathematical blow-up at a finite particle radius. By numerical simulation, we show that the inclusion of nonequilibrium interface kinetics in the Gibbs–Thomson law regularises the continuum model, so that the mathematical blow up is suppressed. As a result, the solution continues until complete melting, and the corresponding melting temperature remains finite for all time. The results of the adjusted model are consistent with experimental findings of abrupt melting of nanoscaled particles. This small-particle regime appears to be closely related to the problem of melting a superheated particle.

The size-dependent nature of melting nanoscaled metal particles has received attention from a number of experimental studies. A well accepted model for the melting temperature \( T_{\text{melt}} \) is given by the Gibbs–Thomson formula

\[
T_{\text{melt}} = T_{\text{bulk}}^* \left(1 - \frac{\omega}{R^*}\right),
\]

\[
\omega = \frac{2\sigma^*}{\rho L},
\]

where \( R^* \) is the radius of the spherical particle and \( T_{\text{bulk}}^* \) is the bulk melting temperature, which is the temperature at which the material would melt if the interface was flat. The behaviour \( T_{\text{melt}} - T_{\text{bulk}}^* \sim -\text{const} / R^* \) has been verified experimentally for a number of different metals including silver, gold, lead, tin, and aluminium (see Mei and Lu for a more complete summary of experimental results). The physical constants \( \rho, L \) and \( \sigma^* \) are, respectively, the density of the material in the solid phase, the latent heat of fusion, and a parameter proportional to surface energy effects acting on the solid-melt interface.

The effect of equation (1) is that for small \( R^* \), the melting temperature of the spherical particle is significantly reduced. This size dependence on melting temperature is a consequence of nanoparticles having a much larger surface-to-volume ratio than bulk materials, and occurs for both for round and faceted particles. Since both the solid and liquid molecules on a curved surface are more weakly bonded than their counterparts in the solid and liquid bulk, the difference between the binding of liquid and solid molecules on the surface is a driving factor for this reduced melting temperature. Thus, ultimately the size dependence on melting temperature of a nanoscaled spherical particle is due to the very high surface-to-volume ratio and lower interfacial energy of the liquid phase. We note that there is no observable reduction in melting temperature for macrosized particles; this is a small-scale phenomenon only, as the length scale \( \omega \) in equation (1) is typically of the order of nanometres (see data in Table 1 for various metals).

The constant \( \sigma^* \) in equation (2) is a measure of the surface energy effects, also referred to as surface tension. One long-standing model for \( \sigma^* \) is
the melting temperature must drop below 0 K. Thus any use of
and indeed implies that for a sufficiently small radius (\(r < R_{\text{critical}}\)), which are well known. The constant \(\omega\) has been calculated with equations (1)–(3), except when values for \(\sigma_{s*}\) and \(\sigma_{v*}\) could not be found. The column \(\omega_c\) reproduces the values of Guiisbiers et al. for an alternative model to equation (2).

\[
\sigma^*=\sigma_{s*}-\sigma_{v*} \left(\frac{\rho_s}{\rho_v}\right)^{2/3},
\]

where \(\sigma_{s*}\) and \(\sigma_{v*}\) are the surface energies of the particle in the solid and liquid states, respectively.\(^{14,15}\) The Gibbs–Thomson relation (1)–(3) has been shown to be consistent with the experimental data for a variety of metals\(^{2,4,16}\). To take one example, in Fig. 1 we show a comparison of this model against melting temperatures of gold particles, measured by Dick et al.\(^2\). Note that gold particles with a radius of 10 nm have a melting temperature of approximately 1250 K, which is noticeably lower than the bulk melting temperature \(T_{\text{melt}} = 1337\text{ K for gold}\). For smaller particles we see the agreement in Fig. 1 is still quite good, even down to a radius of less than 1 nm.

There are several other models for \(\sigma^*\) (including Kofman et al.\(^5\), Semchenko\(^6\) and Wronske\(^8\)) with some agreeing better with the experimental data than others\(^13\). These different models can lead to varying values of \(\omega^*\). For example, equation (3) for lead gives \(\omega^* = 0.11\text{ J m}^{-2}\) (using the values provided in Table 1), while other models\(^9,10\) give \(\omega^* = 0.031\text{ J m}^{-2}\) or \(0.046\text{ J m}^{-2}\). In fact, there is a whole series of theoretical models for \(\omega^*\) in equation (1) (see the summary by Guiisbiers\(^21\)), some of which do not follow equation (2). To take one example, there is a model due to Guisbiers, Wautlet and coworkers\(^10,22,23\) which predicts higher values of \(\omega^*\) as demonstrated in Table 1. We revisit the uncertainty in these measures in the Discussion section.

In a continuum model for the melting of a free-standing nanoparticles, the Gibbs–Thomson rule (1) acts as a boundary condition on the moving solid-melt interface \(R^* = R^*(t)^{22,23}\). This approach brings with it a number of issues that need addressing. First, as it is, the melting temperature (1) is singular as \(R^* \to 0\), and indeed implies that for a sufficiently small radius \((R^* < \omega^*)\), the melting temperature must drop below 0 K. Thus any use of equation (1) must be applied with the understanding that there is a limiting radius below which equation (1) can never hold. Second, one must question the reliability of a continuum model that involves classical notions of melting and thermodynamics for very small radii, especially when the particle size is of the order of a couple of nanometres. Lastly, the continuum model for melting a spherical particle is known to exhibit a form of mathematical blow-up, which predicts that the speed of the solid-melt interface increases without bound as the radius reaches a critical value \(R_c > 0\). According to the model, the flux of heat into the interface also blows up in this limit. Mathematical solutions of this form may be interpreted as modelling a type of abrupt melting that has been observed when melting non-spherical particles\(^7\). Here, when the particle's radius reaches a critical value, the melting process for the remaining core appears to occur instantly. This phenomenon is known to occur for particles of lead\(^13\) and gold\(^10\), for example. Despite this natural phenomenon, a more satisfactory output from a continuum model should be that solutions are mathematically well behaved for all time.

The Gibbs–Thomson effect (1) can be derived by considering the temperature at which a solid sphere of radius \(R^*\) is in equilibrium with its melt\(^12,22\), but this derivation requires the system to be in equilibrium; that is, a key assumption behind equation (1) is that the interface is not moving. In practice this implies that equation (1) is valid when the departure from equilibrium is small, while in reality, equation (1) should include a correction for nonequilibrium kinetic effects. The most simple form of this correction is a linear additive term so that the adjusted Gibbs–Thomson rule becomes

\[
T_{\text{melt}}^* = T_{\text{bulk}}^* \left(1 - \frac{\omega^*}{R^*}\right)^{-c^*} \frac{dR^*}{dt},
\]

where the length scale \(\omega^*\) is given in equation (2) (or calculated using one of the many other models\(^21\)) and we may refer to the parameter \(c^*\) as the kinetic coefficient\(^22,23\). Note that a more general correction term which is not linear in the interface speed is discussed in a number of studies\(^24-26\).

Given the material properties of a particular metal, we are unable to simply plot the melting temperature \(T_{\text{melt}}^*\) against the particle radius \(R^*\) with equation (4) without information about the speed of the solid-melt interface \(dR^*/dt\), which itself will have some complicated dependence on the size of the particle and other experimental conditions. For moderate interface speeds we may expect the kinetic parameter \(c^*\) to be sufficiently small that the magnitude of the second term on the right-hand side of equation (4) is much smaller than the first, so that in practice the melting temperature will be well approximated by equation (1). However, as noted above, solutions to the continuum model with equation (1) have interface speeds that continue to grow without bound\(^26\), and on the experimental side there are observations of particularly high interface speeds for very small particles\(^13,15\). Thus, regardless of how small \(c^*\) is, there is a small-particle regime in which the full condition (4) appears more appropriate than equation (1).
In this paper, we consider a continuum model for melting a sphere that imposes equation (4) as the relevant boundary condition on the solid-melt interface, and find that the resulting solutions exhibit features that shed light upon the issues listed above. By numerical simulation, we show that including a nonzero kinetic term ($\epsilon' > 0$ in equation (4)) in the model acts to suppress the mathematical blow-up, so that the solution naturally continues for all time until the particle is completely melted. By treating the regime in which the nondimensional kinetic parameter is much less than one, we show that solutions are consistent with the notion of abrupt melting. Further, with numerical solutions to the full continuum model, we are able to plot equation (4) and show that, even with a small kinetic parameter, the melting temperature is well behaved for all particle radii; in particular, with $\epsilon' > 0$ we no longer have the unphysical prediction that $T_{\text{melt}} \to -\infty$ as $R^* \to 0$. Thus when we include the correction term for nonequilibrium interface kinetics, we no longer need to cut off the model at an arbitrary particle radius.

The present study is similar in nature to the recent work of the authors\textsuperscript{24}, which also considers the effect of interface kinetics on the melting of a sphere. Two minor differences are that the problem in Back et al.\textsuperscript{24} is formulated on a finite domain, which is slightly artificial from an experimental perspective, and the nondimensionalisation is not the same. However, the key difference is that the mathematical model in Back et al.\textsuperscript{24} is a simplified one-phase approximation that arises under the assumption that heat conduction occurs much more easily in the liquid phase than the solid phase. This assumption is not appropriate for melting nanoparticles (especially metals such as gold, leads, silver, etc.). While the results in that paper are instructive as they deal with regularising mathematical blow-up via a kinetic term, it is important to treat the full two-phase problem formulated without unrealistic simplifications.

In the Results section, we outline the continuum model for melting a spherical particle. This model includes the linear heat conduction equation in both the liquid and solid phases, and a dimensionless version of equation (4) imposed on the moving boundary $r^* = R^*(t^*)$. We then document numerical results for the cases in which the kinetic term is zero and nonzero. These results demonstrate how the inclusion of nonequilibrium kinetic effects in the Gibbs–Thomson rule acts to prevent the mathematical blow-up, mentioned above, from occurring. In the Discussion section, we summarise the implications of our results on the use of the Gibbs–Thomson rule and, more generally, in terms of mathematical modelling of nanoscaled particles. Finally, we discuss how abrupt melting is driven by a counter-intuitive heat flux from the particle into the solid-melt interface. We argue that this process is closely related to melting a superheated particle, even without the effects of surface tension or interface kinetics.

**Results**

**Continuum model.** We consider a single radially symmetric solid nanoparticle of radius $r = R^*_{\text{init}}$, initially at a temperature $T_{\text{init},s}(r^*) < T_{\text{melt}}$. This particle is suspended in an infinite liquid with the temperature at infinity held at a constant $T_{\infty,t}$. For all time. The liquid has an initial temperature $T_{\infty,\text{init},s}(r^*) < T_{\text{melt}}$ with the property $T_{\infty,\text{init},s} \to T_{\infty,t}$ as $r^* \to \infty$. If $T_{\infty,t} > T_{\text{melt}}$, the particle will melt. In this model, we assume that the inner solid core and the outer semi-infinite liquid region are separated by a distinct boundary, the solid-melt interface $r^* = R^*(t^*)$, which moves inwards towards the centre of the sphere as the particle melts. We seek to solve for the temperatures in the solid and liquid regions, $T_{s}(r^*,t^*)$ and $T_{l}(r^*,t^*)$, respectively, as well as for the position of the interface $R^*(t^*)$.

A dimensional continuum model for this idealised scenario is as follows. Assuming the heat diffuses through each phase via conduction only, we have

$$R^* < r^* < \infty: \quad \frac{\partial T_{s}^*}{\partial t^*} = \frac{k_t}{\rho c_t r^2} \left( r^2 \frac{\partial T_{s}^*}{\partial r^*} \right),$$

$$0 < r^* < R^*: \quad \frac{\partial T_{l}^*}{\partial t^*} = \frac{k_t}{\rho c_t r^2} \left( r^2 \frac{\partial T_{l}^*}{\partial r^*} \right),$$

where, despite the use of equation (3) to compute $\sigma^*$, we now assume the density $\rho$ is constant during the phase change process. On the solid-melt interface $r^* = R^*$ we have the boundary condition

$$k_t \frac{\partial T_{s}^*}{\partial r^*} - k_t \frac{\partial T_{l}^*}{\partial r^*} = \rho \frac{dR^*}{dt^*} [c_s - c_l] (T_{\text{melt}}^* - T_{\text{bulk}}^*).$$

referred to as the Stefan condition\textsuperscript{31}, which models how the solid at the interface absorbs latent heat to phase change into liquid. This coupling of the temperature gradient on the interface and the speed of the moving front shall be important later when we discuss finite-time blow-up and abrupt melting. The thermodynamic constants in each phase are the thermal conductivity $k_{ts,ls}$, specific heat $c_{ts,ls}$, and latent heat of fusion $\Delta L$. A second boundary condition on the moving interface is that the temperature is continuous between the two phases, and that the temperature here is equal to the melting temperature. That is, $T_{s}^* = T_{l}^* = T_{\text{melt}}^*$, on $r^* = R^*$, where $T_{\text{melt}}^*$ comes from the Gibbs–Thomson law (4). Lastly, we have a no-flux boundary condition at the centre of the sphere and the condition at infinity, as well as initial condition for the position of the moving front, which we write as $r^* = R^*_{\text{init}}$ at $t^* = 0$.

It proves particularly insightful to scale the problem using the following dimensionless variables:

$$r = \frac{r^*}{\omega}, \quad R = \frac{R^*}{\omega}, \quad t = \frac{k_t \omega}{\rho c_t \omega^2}; \quad \frac{T_{s}^*}{T_{\text{melt}}}.$$  

With these new variables, equations (5)–(6) become

$$0 < r < R: \quad \frac{\partial T_{s}}{\partial t} = \frac{1}{r^2} \left( r^2 \frac{\partial T_{s}}{\partial r} \right),$$

subject to the Stefan condition

$$r = R: \quad \frac{\partial T_{l}}{\partial t} - \frac{\partial T_{s}}{\partial r} = -\frac{dR}{dt} [(1 - \beta) (T_{l} - 1) - \beta],$$

and the remaining relevant initial and boundary conditions

$$r = 0: \quad \frac{\partial T_{s}}{\partial r} = 0,$$

$$r \to \infty: \quad T_{s} \to T_{\infty,\text{init}}, \quad T_{l} \to T_{\infty,t},$$

$$t = 0: \quad T_{s} = T_{\text{init},s}, \quad T_{l} = T_{\text{init},l}; \quad R = R_{\text{init}}.$$  

Here, the dimensionless parameters

$$k = \frac{k_t}{k_{ts}}, \quad c = \frac{c_t}{c_s}, \quad \beta = \frac{\Delta L}{c_s T_{\text{bulk}}},$$

are the ratio of thermal conductivity, the ratio of specific heat, and the Stefan number, which is a measure of the latent heat absorbed by the solid phase during melting. By nondimensionalising our continuum model according to equation (8), in which the representative length, time and temperature scales are unique for each material, the result-
ing dimensionless parameters in equation (16) can be determined using available data such as that listed in Table 1 and do not depend on the boundary or initial conditions. This property will be important later, when we discuss universal features of the model.

The final parameter in the model (9)–(13) is the dimensionless kinetic parameter

\[ \epsilon = \frac{\epsilon^* k_0}{\rho c \sigma a T_{\text{bulk}}} \]  

(17)

A nonzero value of \( \epsilon \) in the model is required to implement the adjusted Gibbs–Thomson rule (4), which accounts for nonequilibrium kinetic effects. While, in principle, values of the parameter \( \epsilon \) may be determined for a given material, we shall argue in what follows that, regardless of its value, solutions to the continuum model that include nonequilibrium kinetic effects have a number of appealing features. A further important remark on the scalings (8) is that, since the standard Gibbs–Thomson law (1) can never hold for \( R^* < \sigma \), our dimensionless continuum model with \( \epsilon = 0 \) cannot ever be used for the dimensionless regime \( R < 1 \) (see equation (12)). On the other hand, with \( \epsilon > 0 \), the boundary condition (12) does not necessarily lead to the same restriction. Indeed, provided the magnitude of \( \epsilon \) is large enough, mathematical solutions for \( \epsilon > 0 \) can continue until the particle is completely melted.

The model governed by equations (9)–(15) is commonly known as a two-phase Stefan problem with surface tension and a kinetic term (referred to as ‘kinetic undercooling’ in the Stefan problem literature). Without the effects of interface kinetics (setting \( \epsilon = 0 \) but keeping \( \sigma > 0 \)), variations of this spherically-symmetric melting problem have been studied mathematically by a number of authors using a variety of numerical and analytical techniques.\(^{12,25–29,37,38} \) Neglecting both the kinetic term and surface tension leads to the classical problem of melting a macroscaled sphere (see McCue et al.\(^{39} \) and the references therein). One-dimensional Stefan problems with kinetic undercooling (\( \epsilon > 0 \)) but without surface tension (\( \sigma = 0 \)) have also received attention in the applied mathematics literature, both to model solidification or melting processes\(^ {35,36,40,41} \) and in the context of diffusion through glassy polymers\(^ {42,43} \). In numerical studies of two- and three-dimensional models for instabilities and pattern formation in crystal growth phenomena, it is common to include both surface tension and nonequilibrium interface kinetics in the Gibbs–Thomson law\(^ {44–46} \). As far as we are aware, with the exception of the recent work of Myers and coworkers\(^ {47–49} \), there has been no in-depth discussion in the physics literature on the use of two-phase models like equations (9)–(15) for melting nanoscaled metal particles. While we acknowledge that metal particles are not always spherical (nanoscaled particles can be polyhedral in shape\(^ {46–48} \)), our radially-symmetric model is significantly easier to handle than its three-dimensional counterpart (cf. the detailed asymptotic study of melting a three-dimensional body\(^ {50} \)), and we expect the key results will carry over.

**Numerical results.** The dimensionless problem (9)–(15) is solved computationally using the numerical scheme detailed in the methods section. To illustrate our numerical results, we have chosen to use the (dimensionless) parameter values \( \beta = 0.30 \), \( k = 0.46 \) and \( \epsilon = 1.16 \), which corresponds to melting a pure lead nanoparticle. Temperature profiles are shown in Fig. 2, while the dependence of the solid-melt interface on time is illustrated in Fig. 3. As we argue below, there are universal features of the model (9)–(15) that are independent of the initial conditions and far-field condition. With this in mind, we note that for the results shown in Figs. 2 and 3, we have chosen to use \( T_{\text{init}} = 0.9 \) and \( T_{\text{init}} = T_{\text{inc}} = 1.25 \), which correspond to the dimensional temperatures \( T_{\text{init}} = 540 \text{K} \) and \( T_{\text{inc}} = T_{\text{inc}} = 750 \text{K} \). Further, we use \( R_{\text{init}} = 23.65 \), which is chosen to correspond to \( R_{\text{init}} = 20 \text{nm} \) if we use the length scale \( \omega \) from equations (2)–(3). However, as discussed in the Introduction, using other models for \( \omega \) would provide different dimensional lengths (for example, the model of Guisbiers and Wautelet\(^ {10,22,23} \) would lead to the larger initial radius \( R_{\text{init}} = 34.3 \text{nm} \).

No kinetic term, \( \epsilon = 0 \). Before considering the effects of interface kinetics, it proves useful to summarise the results found by setting \( \epsilon = 0 \) in equation (12) (see also McCue et al.\(^ {39} \)). These are represented in Figs. 2 and 3 by the (green) solid curves.

The solutions for \( \epsilon = 0 \) are well described qualitatively by dividing the dimensionless time domain into two regimes: \( 0 < t < t_i \) and \( t_i < t < t_c \). Here \( t_i \) is defined to be the time at which heat ceases to flow from the solid-melt interface into the solid, while \( t_c \) is the critical time at which finite-time blow-up occurs. Regime I \( (0 < t < t_i) \) can be thought of as ‘normal melting’: heat flows from the outer liquid phase \( R(t) < r < \infty \) into the solid-melt interface \( r = R(t) \), providing enough latent energy there to transform the solid into liquid. This behaviour is demonstrated by schematic (a) in Fig. 2 (top). The surplus of heat energy then flows from the solid-melt interface into the solid \( 0 < r < R(t) \), raising the temperature of the solid. Temperature profiles for Regime I are shown in Fig. 2 (top).

At early times, the radius of the particle is large enough such that the Gibbs–Thomson effect is relatively small and the size-dependent melting temperature is approximately equal to the bulk melting temperature (which is consistent with the experimental data in Fig. 1). As time increases and the particle size decreases, the Gibbs–Thomson effect lowers the melting temperature on the moving boundary, which in turn decreases the temperature gradient in the inner solid phase at the interface. This trend continues until \( \partial_T/\partial r(R(t), t) = 0 \) at the time we define to be \( t_i \). Thus, at the precise moment \( t = t_i \), there is no flux of heat from the interface into the solid (see the inset in Fig. 2 (top), as well as schematic (b)).

In Regime II \( (t_i < t < t_c) \), we have that the temperature gradient \( \partial_T/\partial r(R(t), t) < 0 \) (see Fig. 2 (bottom) and schematic (c)), which means that now heat is flowing from the solid phase into the solid-melt interface and that the temperature in the solid phase in the neighbourhood of the interface is higher than the melting temperature itself. In this sense the solid can be thought of as being locally superheated (although the temperature here is still less than the bulk melting temperature). As heat is still flowing into the interface from the liquid phase, the melting process accelerates quickly, leading to a dramatic increase in interface speed \( \partial R/\partial t \) via equation (11) (see Fig. 3). The reduced melting temperature results in an ever decreasing temperature gradient \( \partial_T/\partial r(R(t), t) < 0 \), until the solution blows up at the critical time \( t_c \). This form of mathematical blow-up is characterised by \( \partial_T/\partial r(R(t), t) \rightarrow -\infty, \partial R/\partial t \rightarrow -\infty \text{ and } R \rightarrow R_c \) as \( t \rightarrow t_c^- \), where \( R_c > 0 \) is the critical radius (see schematic (d)). As a consequence, according to the continuum model (9)–(15) with \( \epsilon = 0 \), the particle does not melt completely.

An interesting and insightful feature of this mathematical model (for \( \epsilon = 0 \)) is that the behaviour of the solutions near blow-up appears to be largely independent of the initial and boundary conditions. As a means to test this idea, for a fixed set of parameter values for \( c, k \) and \( \beta \), we ran many simulations for a variety of different initial temperature profiles \( T_{\text{init}} \) and \( T_{\text{init}} \), including constant values and spatially-dependent functions. Further, we have used a number of different values for the initial radius \( R_{\text{init}} \). Performing this exercise leads to vastly different temperature profiles for sufficiently small times, as would be expected, since small time behaviour is heavily dependent on initial conditions. However, for times close to the blow-up time \( t_c \), we found that regardless of the initial or boundary conditions, the temperature profiles appear almost identical. Thus, for example, the temperature profiles for Fig. 2 (top) would not be replicated if the initial or boundary conditions were different. On the other hand, we found that the profiles in Fig. 2 (bottom), especially those near the blow-up time \( t = t_c \), were essentially reproduced (with some very small quantitative differences) for a large number of initial and boundary conditions. This apparently universal near blow-up behaviour for \( \epsilon = 0 \) was not observed by McCue et al.\(^ {39} \) because the
The lead particle is initially at $T_{s,\text{init}} = 0.9$, while the surrounding liquid melt is at $T_{l,\text{init}} = T_{\text{fog}} = 1.25$, except near $R_{\text{init}}$ where the initial condition is chosen such that the temperature is continuous, as discussed in the methods section. The (green) solid lines are for $\varepsilon = 0$ while the (black) dashed lines are for $\varepsilon = 0.012$, and the (red) thin solid lines and the (red) thin dashed lines are the melting temperatures calculated from equation (4) for each case. (top) Temperature profiles for Regime I, $0 < t < t_1 \approx 103.34$, are shown (from right to left) for times corresponding to $R = 22$ and $R(t_1) = 18.26$. The inset gives a magnified view of the temperature near the moving boundary, where $\frac{\partial T_s}{\partial r} \rightarrow 0$ as $t \rightarrow t_1^-$. (bottom) Temperature profiles for Regime II, $t_1 < t < t_c$, are shown (right to left) for times equivalent to $R(t)$, $R = 8, 4, 2$ and the critical radius $R_c = 1.32$. Finite-time blow-up occurs for the $\varepsilon = 0$ case at $t_c = 400.98$. From the inset we see that finite-time blow-up is avoided for the $\varepsilon > 0$ case at the time $t_c$, as the flux $\frac{\partial T_s}{\partial r}$ is finite.

**Discussion**

This work concerns the use of a standard Stefan-type continuum model for melting a sphere, but with a non-classical size-dependent melting temperature that is motivated by experiments on melting nanoscaled metal particles. This form for the melting temperature is often taken to be the Gibbs–Thomson law (1). One obvious limitation of equation (1) is that it is unphysical for $R^* < \omega$ (predicting negative temperatures), thus results from any mathematical model with equation (1) must be invalid for some small-particle regime. Further, the continuum model itself will lose its validity for very small particles, as we discuss below.

It turns out that the two-phase Stefan problem with equation (1) undergoes a form of mathematical blow-up before melting is completed, so the issue of cutting off the model at some arbitrary $R^*$ does not necessarily arise. This form of blow-up is interesting as it appears...
to be universal in the sense that the behaviour of the mathematical solution at times just before blow-up is essentially independent of boundary or initial conditions. In addition, this blow-up behaviour involves the speed of the solid-melt interface increasing without bound, which appears to be consistent with experimental observations and results from molecular-dynamics simulations of nanoscaled metal particles melting abruptly.

In order to appreciate the physics behind this form of blow-up, it is worth comparing with the idealised problem of melting a superheated solid. Using the language of the subsection “No kinetic term, \( \epsilon > 0 \),” we see that once the melting process has entered Regime II, there is a counter-intuitive heat flux from the bulk of the particle into the solid-melt interface, which is acting like a heat sink. This is precisely what occurs when one melts a superheated solid, even on a macroscopic scale, without the effects of nanoscale without the effects of surface tension. A very simple model for melting a superheated solid is,\textsuperscript{41,42,43}

\[ 0 < r < R : \quad \frac{\partial T_s}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial T_s}{\partial r} \right). \]  

\[ r = R : \quad \frac{\partial T_s}{\partial r} = \frac{\beta}{r} \frac{dR}{dt}, \]  

\[ r = 0 : \quad \frac{\partial T_s}{\partial r} = 0, \]  

\[ t = 0 : \quad T_s = T_{s,\text{init}}(r) > 1, \quad R = R_{\text{init}}. \]  

For this well-studied problem one can consider the quantities

\[ Q_1(t) = 4\pi \int_0^R (T_s(r,t) - T_{\text{melt}}(t)) r^2 \, dr, \]  

\[ Q_2(t) = \frac{4\pi}{3} \beta R(t)^3. \]  

The term \( Q_1 \) describes the amount of dimensionless heat energy that needs to be removed from the superheated ball in order to reduce the temperature from \( T_s(r,t) \) to the melting temperature (which, for the idealised problem, is \( T_{\text{melt}} = 0 \)). The second term, \( Q_2 \), is the dimensionless latent heat energy required to melt the solid ball. If \( Q = Q_1(0) - Q_2(0) > 0 \), then there is initially more heat energy in the solid than it is required to melt it. There is nowhere for this heat to escape and, as such, the condition \( Q > 0 \) necessarily leads to finite-time blow-up\textsuperscript{39} with \( R \to R_c^+ \), \( R \to -\infty \), as \( t \to t_c \).

Returning to our problem, equations (9)–(15) with \( \epsilon = 0 \), we can construct a similar argument, although the details are slightly more complicated. In this case we use \( T_{\text{melt}}(r) = 1 - 1/r \) in our definition of \( Q_1 \). From the time \( t = t_1 \), the melting proceeds with \( T_s > 1 - 1/R(t) \) for \( 0 < r < R(t) \), and so have the lower bound \( Q_1 > 2\pi R(t)^3/3 \). Now, some straightforward algebra shows that \( Q_2 < 2\pi R(t)^3/3 \) for \( R(t) < 1/(2\beta) \), so we conclude that there is a finite particle radius \((1/(2\beta))\) below which it is certain that \( Q_1 > Q_2 \). This excess in heat energy is amplified by the additional heat that is conducting in from the liquid phase. Thus we see that, while it is likely that \( Q_1 < Q_2 \) initially, and even for much of the melting process, it is unavoidable that \( Q_1 > Q_2 \) at some point in time. Therefore, for the problem (9)–(15) with \( \epsilon = 0 \), blow-up is inevitable.

With all this in mind, our main result from the full model (9)–(15) with \( \epsilon > 0 \) is that including interfacial kinetic effects in the Gibbs–Thomson equation regularises the singularity at \( R = R_c \) so that the solution does not blow-up, but is instead regular for all time up until complete melting.

In practice, it is likely to be difficult to measure the precise value of \( \epsilon \), however we can assume that it is small, and so its effects only come into play when the interface speed is very large. In terms of mathematical modelling, the key point is that the unphysical singular behaviour that occurs in the model for \( \epsilon = 0 \) can be regularised by including some kinetic term, no matter how small. Thus by including some \( \epsilon \ll 0 \) in the model, we find results that are physically acceptable for all time, but are still consistent with observations of abrupt melting.

This regularisation is reminiscent of what happens when equivalent kinetic effects are included in the simple model (18)–(22) described above\textsuperscript{41}. From a mathematical perspective, we expect the formal asymptotics of the singular limit \( \epsilon \to 0^- \) to follow the work of King & Evans\textsuperscript{46}, although the details are likely to be even more cumbersome. We do not pursue these issues further here.

---

**Figure 3** | The radius of the particle \( R(t) \) versus time \( t \) for the same parameter values as in Fig. 2. The (green) solid line is for the case \( \epsilon = 0 \), while the (black) dashed line is \( \epsilon = 0.012 \). For the \( \epsilon = 0 \) case, we have that the speed of the boundary blows up at \( R_c = 1.32 \), corresponding to \( t_c = 400.98 \). The solution with a nonzero kinetic term \( \epsilon > 0 \) follows that for \( \epsilon = 0 \) very closely, except for times near the blow-up (inset). Here, the solution deviates away from the \( \epsilon = 0 \) case, so that the moving boundary propagates inwards past the critical radius and through the blow-up regime. The speed of the boundary increases dramatically until the boundary reaches the centre, and complete melting is achieved.

\( R_m(t) \) is the melting radius, \( R_m(t) = R(t) \). The (green) solid line is for the case \( \epsilon = 0 \), while the (black) dashed line is \( \epsilon = 0.012 \). For the \( \epsilon = 0 \) case, we have that the speed of the boundary blows up at \( R_c = 1.32 \), corresponding to \( t_c = 400.98 \). The solution with a nonzero kinetic term \( \epsilon > 0 \) follows that for \( \epsilon = 0 \) very closely, except for times near the blow-up (inset). Here, the solution deviates away from the \( \epsilon = 0 \) case, so that the moving boundary propagates inwards past the critical radius and through the blow-up regime. The speed of the boundary increases dramatically until the boundary reaches the centre, and complete melting is achieved.
Much of the predictive capability of using the continuum model considered here relies on the accurate measurement of the quantity $\phi$ in the Gibbs–Thomson rule (1), which depends on the surface tension $\sigma^*$ if using the model (2). We use this quantity as our representative length scale, so each dimensionless unit of length in our results is equivalent to the dimensional length $\phi$. Our time scale defined in equation (8) is proportional to $\phi^2$. As mentioned in the Introduction, there are a range of models for $\sigma^*$ that are used in the literature, not all of which agree with the others (for lead there are suggested values for $\sigma^*$ between $0.031 \text{ Jm}^{-2}$ and $0.145 \text{ Jm}^{-2}$). Indeed, there are many other models for $\sigma$ that do not follow equation (1). A welcome advance would be experimental procedures to refine our quantitative understanding of equation (1) (and $\phi$), especially for metal particles.

This point also goes to the issue of whether it is appropriate to apply our continuum model to nanoscaled phenomena. While it is obvious that a continuum model cannot hold when the metal particles contain only a few atoms, it is not clear what the minimum number of atoms or molecules needs to be. Arguments about which factors affect the limitations of continuum models are summarised by Font & Myers, who themselves choose to truncate their results for gold particles at $R^* = 1$ nm. Detailed discussion about the validity of thermodynamic arguments is provided in Guisbergs et al., while Aguado & Jarrold contains a review of the physics of melting metal clusters on a very small scale (a couple of hundred of atoms or less per cluster). The precise relationship between our dimensionless results and real dimensional quantities depends heavily on the measured values of $\phi$. More certainty about these measurements will inform the applicability of our predictions regarding abrupt melting, and so on.

We close by mentioning the effects of density on our model. Instead of including kinetic effects in the Gibbs–Thomson rule, we may attempt to regularise the singular behaviour by allowing the model to account for different densities in the liquid and solid phases. In this case, the governing equations are generalised to include an advective term in equation (9) and an additional term in the Stefan condition (11). The Gibbs–Thomson condition (1) remains the same. Indeed, a very recent study focuses on such a generalised model with different densities, but does not elaborate on temperature profiles or consider the near blow-up regime. We may expect that the density difference would regularise the blow-up described in this study, however such a model with equation (1) (and no kinetic term) would still carry with it the same limiting features, such as predicting negative melting temperatures, and the need to cut off the model at an arbitrary particle radius. We leave the study of these issues for further research.

Methods

The dimensionless problem defined by equations (9)–(15) is solved numerically by first applying front-fixing transformations, and then using the method of lines with finite difference spatial discretisations. We approximate the semi-infinite liquid domain $R < r < \infty$ with the finite domain $R < r < r_{\text{max}}$ making sure that $r_{\text{max}}$ is large enough such that all results are independent of it (typically, if $r_{\text{max}} = 24$ then we choose $r_{\text{max}} \geq 80$), and the far field condition (14) is approximated with

$$r = r_{\text{max}}, \quad T = T_{\text{enc}}.$$  

The initial conditions $T_{\text{init}} \leq 0 \leq r < r_{\text{max}}$ and $T_{\text{init}} < r \leq r_{\text{max}}$ can lead to unusual effects, such as the development of a ‘chilled region’ where the solid region first stiffens. While interesting, this phenomenon is not the focus of the current study, and we choose an initial condition such that this does not occur. The initial temperature is chosen to be as follows: in the inner and outer phases, the temperatures are predominantly at the constant temperatures $T_{\text{init}}$ and $T_{\text{init}}$, respectively, except in the interior layer $[r < R(t)]$ where we choose the temperature to smoothly transition to the melting temperature (12).

The Landau-type transformations

$$\xi = \frac{r}{R(t)}, \quad \zeta = \frac{r - R(t)}{r_{\text{max}} - R(t)}$$

with

$$\phi(T,\xi) = T(r, t), \quad \psi(T,\zeta) = T(r, t)$$

have the effect of fixing the shrinking solid domain $0 \leq r < r_{\text{map}}$ to $0 \leq \xi \leq 1$ and the expanding liquid domain $R(t) < r \leq \infty$ to $0 \leq \zeta \leq 1$. Next, a uniform mesh is introduced in each domain, and we replace the spatial derivatives in the new transformed system with second order finite difference approximations. We use one-sided differences to discretise the spatial derivatives at the centre of the solid core $\xi = 0$ and on the moving boundary $\xi = 1$, $\zeta = 0$. The Dirichlet boundary condition at $r_{\text{map}}$ provides the temperature at $\xi = 1$.

The result is a semidiscrete system of coupled nonlinear ordinary differential equations in time, which is solved using the built in fully implicit MATLAB solver ode15s for the temperature at the mesh points, as well as the position of the moving interface. Typically the temporal stepsize is approximately $\Delta t = 10^{-4}$, but the solver allows for a variable stepsize. This is particularly useful for later times where the solver can decrease the stepsize to $\Delta t = 10^{-11}$ if need be, such as near blow-up where large rates of change are encountered. While we are solving for the transformed temperatures $\phi$ and $\psi$ in the fixed domains $0 \leq \xi \leq 1$ and $0 \leq \zeta \leq 1$, recall that the original temperatures $T_s$ and $T_l$ are on the time varying domains $0 < r < R(t)$ (shrinking) and $R(t) < r < r_{\text{max}}$ (expanding). This means that as time progresses, the mesh in the inner shrinking domain will become more fine, which is important as it is this inner phase which encounters rapid changes in temperature and large spatial derivatives, particularly during the onset of finite-time blow-up. For these reasons, all results were generated with 10000 nodes in each phase, and the solutions were observed to have converged within visual accuracy for both the temperature and interface profiles. The solver ode15s allows the user to specify the sparsity pattern of the Jacobian matrix, so that it may be formed efficiently using shifted evaluations and forward difference quotients. With this option in place, accurate simulations with tens of thousands of mesh nodes can be performed with less than two minutes of runtime on a standard desktop machine.

1. Castro, T., Reifenberger, R., Choi, E. & Andres, R. P. Size-dependent melting temperature of individual nanometer-sized metallic clusters. Phys. Rev. B 42, 8553–8556 (1990).
2. Dick, K., Dhanasekaran, T., Zhang, Z. & Meisel, D. Size-dependent melting of silica-encapsulated gold nanoparticles. J. Am. Chem. Soc. 124, 2312–2317 (2002).
3. Lai, S. L., Guo, J. Y., Petrova, V., Ramanath, G. & Allen, L. H. Size-dependent melting properties of small tin particles: Nanocalorimetric measurements. Phys. Rev. Lett. 77, 99–102 (1996).
4. Buffat, P. & Borel, J. P. Size effect on the melting temperature of gold particles. Phys. Rev. A 13, 2287–2298 (1976).
5. Kofman, R. et al. Surface melting enhanced by curvature effects. Surf. Sci. 303, 231–246 (1994).
6. Jiang, H., Moon, K.-S., Dong, H., Hua, F. & Wong, C. P. Size-dependent melting properties of tin nanoparticles. Chem. Phys. Lett. 429, 492–496 (2006).
7. Rachels, T. & Güntherodt, H.-J. Melting of isolated tin nanoparticles. Phys. Rev. Lett. 85, 1250–1253 (2000).
8. Sun, J. & Simon, S. L. The melting behavior of aluminum nanoparticles. Thermochimica Acta 463, 32–40 (2007).
9. Mei, Q. S. & Lu, K. Melting and superheating of crystalline solids: From bulk to nanocrystals. Prog. Mater. Sci. 52, 1175–1262 (2007).
10. Guisbiers, G., Kazan, M., Van Overschelde, O., Wautelet, M. & Peetea, S. Mechanical and thermal properties of metallic and semiconductor nanostructures. J. Phys. Chem. B 112, 4079–4103 (2008).
11. Mills, K. C., Monaghan, B. J. & Keene, B. J. Thermal conductivities of molten metals: Part 1 pure metals. Int. Mat. Rev. 41, 209–242 (1996).
12. Font, F. & Myers, T. G. Spherically symmetric nanoparticle melting with a variable phase change temperature. J. Nanopart. Res. 15, 2086–2098 (2013).
13. Kofman, R., Chryssopoulos, P., Lereah, Y. & Stella, A. Melting of clusters approaching 0D. Eur. Phys. J. D 9, 441–444 (1999).
14. Hanszen, K. J. Theoretische untersuchungen über den schmelzpunkt kleiner Körper. Z. Phys. Chem. 157, 523–533 (1920).
15. Pávlov, P. The dependence of the melting point on the surface energy of a solid body. Z. Phys. Chem. 65, 545–548 (1909).
16. Coombes, C. J. The melting of small particles of lead and indium. J. Phys. F: Metal Phys. 2, 441–449 (1972).
17. Semenchenko, V. K. Surface Phenomena in Metals and Alloys (Pergamon, New York, 1961).
18. Wronski, C. R. M. The size dependence of the melting point of small particles of tin. Br. J. Appl. Phys. 18, 1731–1737 (1967).
19. Peters, K. F., Chung, Y.-W. & Cohen, J. B. Surface melting on small particles. Appl. Phys. Lett. 71, 2391–2393 (1997).
20. Peters, K. F., Cohen, J. B. & Chung, Y.-W. Melting of Pb nanocrystals. Phys. Rev. B 57, 13430–13438 (1998).
21. Guisbergs, G. Review on the analytical models describing melting at the nanoscale. J. Nanosci. Nanotechnol. Lett. 2 (2012).
22. Guisbergs, G. & Buchallot, L. Modeling the melting enthalpy of nanomaterials. J. Phys. Chem. C 113, 5566–5568 (2009).
