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This paper presents ThielSort, a practical implementation of the Diverting Fast Radix (DFR) Algorithm. The theoretical improvements over classical radix sorts are outlined and implementation details are specified to demonstrate that the algorithm is competitive with the state of the art. The effectiveness of this implementation of the DFR algorithm is shown by considering a variety of standard distributions of data and input sizes.
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1 INTRODUCTION

Exactly how Radix Sort came to be is unclear. Knuth cite’s Hollerith’s sorting and tabulating machines that were used in the US Census Office of the late 1800s and into the early 1900s[11, p.384] as a solid early example of sorting, but Cormen et al. summarizes it well with the following[5, p.211]:

Knuth credits H.H. Seward with inventing counting sort in 1954, as well as with the idea of combining counting sort with radix sort. Radix sorting starting with the least significant digit appears to be a folk algorithm widely used by operators of mechanical card-sorting machines.

Its origins as a folk algorithm, often referenced to the 1880s in terms of mechanical use, the fact that there are both most and least significant flavors of the algorithm and even changes in use of language over time lead to some confusion. In [7], care is taken to distinguish the term digit used in the “Internal Digital Sorting” as separate from the radix, which need not be 10-based, but they note that it is “...important to recognize that the positions in the control field must be considered in order from “least significant” to “most significant” with each one requiring[sic] a separate pass”[7, p.18]. In [23] the standard 8-bit radix is used and the terms least/most-significant-bit (LSB/MSB) first radix sort are considered, which appears to be easily interpreted as least or most-significant-byte, so that form occurs regularly. After 2000, least/most-significant-digit (LSD/MSD) radix sort, the terms we use in this paper, becomes more common in spite of Friend’s careful admonishment on the use of language; in particular Cormen et al.’s analysis of the linear time of LSD radix sort (though they do not call it exactly that) refers to “d-digit numbers in which each digit can take on up to k possible values.”
Table 1. This table identifies literature where improvements have been made or discussed, organized by parts of the radix sort where improvements have been applied and specific areas of research that affect the radix sort as a whole. Whether the improvement was specific to LSD or MSD radix sorts was specified for clarity.

| Topic                  | Source                                                                 |
|------------------------|------------------------------------------------------------------------|
| Count                  | [7], [23], [28], [27], [14], [8]                                      |
| Deal                   | LSD: [15], [23], [24], [1] MSD: [9], [12], [13], [8]                 |
| Diversion              | LSD: [25], [2], [27] MSD: [18], [9], [12], [13]                      |
| Parallelization        | [16], [24], [6], [1]                                                  |
| Variable Radix Size    | [15], [18]                                                            |
| Variable Key Size      | [22], [20], [3], [4], [21], [10]                                     |

There is occasional conflation with counting sort, though when only one pass is involved, they are the same. Bucket sort is occasionally conflated with MSD radix sort. In some works, for example [16], one sees the terms “left-to-right” or “right-to-left” sort that appear to be based on a big-endian interpretation of the actual encoding. [18] refers to MSD radix sort as also being “top down radix sort”, with the “left radix” (again, big-endian) variety being a “bottom up radix sort.” [16] and [2] both refer to LSD radix sort as a “straight radix sort”. [17] and [3] use the term “lexicographic sort,” though this is implied as being for variable key sized inputs (e.g. variable length strings), and it is generally of the MSD variety, as [3] also refer to it as “forward radix sort” and note that it is often best to divert to comparison-based-sorts when buckets become small.

The terminology used for the components of a radix sort is more consistent, with most variance being early on or based on the appearance of terms when they are considered important, and their absence otherwise. Pass is used consistently going as far back as [7]. [7] refers to the ”recipient area” for a particular position, but this is synonymous to what is called the buffer in most latter papers; they do note that the “sending area” (what is now referred to as input, in general) and the “recipient area” alternate with each pass in out-of-place implementations, which are the dominant variety of radix sort. [5] refers to bins. The majority of other papers refer to the specific target area for elements with like digits as buckets.

Counting, or frequency counting is quite consistent. Where terminology around counting varies is in consideration of performance impacts of those counts, so papers that concern themselves with these issues include mention of more details related to the counting, such as the initialization of the counts and the “prefix sum” of the counts [23], and not just the count itself, which is their primary focus.

The term for dealing varies significantly across papers. [7, p.18] uses the term disbursement. [23] calls this a permutation phase, what appears to be a nod to in-place MSD radix sort’s unstable approach to dealing. There are also some papers that refer to the dealing phase as the distribution phase, as radix sorts fall into the class of distribution sorts; [5] describes how mechanical card-sorting machines would “… examine a given column of each card in a deck and distribute the card…” [5, p.197] though they do not use the term deal that one might readily associate with deck and card. It is difficult to say if the term deal is the most common term in the literature, but it is in the running.

2 PRELIMINARIES

A key subset of sorting algorithms are those that sort based on the radix of data instead of by using comparisons. Each element in an input has a key that is considered in terms of a radix to break it into digits. These sorts achieve linear
asymptotic complexity in all cases, and are thus generally more favorable when dealing with data that can be broken conveniently into digits.

The four common terms used by this approach are pass, bucket, deal and count. We pass through our input. During a pass we process each element, and this process is either a count or a deal, with both the dealing and the counting based on a specific digit of the key. During a single pass we only deal based on one digit. The count gathers information about the occurrence of a digit in the data in order to build buckets that we will deal into during a subsequent pass. We deal records into buckets, which means somehow moving them into a different location. Our initial input can be considered a single bucket, but after the first pass where we deal, the input is organized into buckets, and we will process the records in subsequent passes based on which buckets they are in.

A simple form of radix sort is a counting sort, sometimes referred to as a bucket sort, though Knuth does not make the distinction between radix and bucket (or digital) sorts [11, p.169]. In this algorithm, we consider that there is a single digit and we can pass through the input twice, counting the occurrence of each key in the first pass, and dealing into buckets during the second pass. In between the two passes, we convert the count into indices where records should be placed. With the indices established, a second pass through the input places everything in order. The areas where records will be placed, where the indices point, are referred to as buckets.

Consider an input whose contents were N records with random keys between 0 and 9. To put this in order one could create an array count[10], initialize its contents to zero, then examine each element in N, increasing the count count[N[i].key] ++ for each element in N. This set of counts could then be converted into a set of indices where records with the same keys would be directed to the same index. The 0th index would point to enough space to hold all the records that have a 0 for the given digit, the next index would point to enough space to hold all the records that have a 1 and so forth. Passing through the input once more, each record would be placed into the space allocated based on the counts, incrementing the corresponding index so it is pointing to the next free space buf[buffer][index[N[i].key] ++] = N. When complete, the records would be sorted based on their keys, and each index would point to the space immediately following the records that had been placed.

2.1 Least Significant Digit (LSD) Radix Sorts

LSD sorts stably process data from the least significant digit to the most significant digit, performing fewer additional operations per input value, relative to a Most Significant Digit (MSD) approach that does not divert. This is how most people sort a deck of playing cards, dealing into piles with like face values before stacking those up in order and dealing into piles of like suit.

Historically, improvements to LSD radix sorts focus on improving cache-locality and skipping unneeded passes. Cache-locality improvements are generally architecture dependent, whereas pass-skipping is dependent on data distribution. Modern work on LSD radix sorts, particularly out of NVIDIA, focuses on the application of LSD radix sorts parallelized across GPUs [1, 24].

The pseudocode in Algorithm 1 shows a traditional approach to LSD radix sort. An initial counting pass is performed (lines 2 - 5). For each digit but the last, each record is dealt into its identified space in the buffer, counting the subsequent digit and prepare the next round of counts (lines 6 - 11). The final digit is dealt back into the original space (line 14).

2.2 Most Significant Digit (MSD) Radix Sorts

MSD radix sorts process each digit, starting at the most significant digit. For each digit processed, each record will be passed over twice. In the first pass, the digits being considered are counted in order to create buckets of the appropriate
Algorithm 1 Least Significant Digit (LSD) Radix Sort

1: initialize space, including a buffer the same size as the input
2: for each record do
3: count the occurrence of the least significant digit
4: end for
5: convert counts of first digit into bucket indices in the empty buffer space
6: for each digit save the last, starting with the least significant do
7: for each record do
8: count the occurrence of the next least significant digit
9: deal into buckets specified for the current digit
10: end for
11: convert counts for the next digit into bucket indices in available space
12: end for
13: for each record do
14: deal into buckets specified for the last digit
15: end for

size for dealing. In the second pass, the digit being considered is used to identify the properly sized bucket to deal the record into. After all digits are dealt, each bucket is sorted recursively. After each digit is processed anything in a bucket will be greater than anything in all buckets to its left and less than anything in all buckets to its right. By the time the least significant digit is processed, each bucket for that digit will either be empty or will have one or more records with the same key, and thus is entirely sorted.

A common variant on MSD radix sort is to apply diversion, what we describe as a diverting MSD radix sort. Unless all records are dealt into the same bucket, when each bucket is processed recursively it will be smaller than the original input. Processing smaller buckets is more cache efficient as buckets fit into ever more local levels of cache. Further, if buckets become small enough, diverting to another algorithm can be efficient, with anywhere from 10 to 50% of total time of the sort involving the sorting of these tiny buckets Kokot et al. [13]. Adinets and Merrill also identify that diversion allows parallel variants of MSD radix sort to perform significantly fewer passes as opposed to their proposed LSD algorithm[1].

MSD radix sort can be implemented in-place, but will not be stable due to the way records are swapped around. The in-place process swaps records from the free spots in identified buckets, from left to right, into the first free spots in their destination buckets. The next record from the first free spot in the left-most bucket with free spots is then processed. The savings in space come at a potential increase in cost to access records and a guaranteed increase in swaps. Ska Sort, implemented by Skarupke [26], is an example of a diverting MSD radix sort that makes use of many technical optimizations and ease-of-use measures to demonstrate that this type of sort is still relevant when memory must be conserved. As the performance times of in-place implementations are generally slower than corresponding Θ(n) space implementations, and we will not consider in-place algorithms any further.

MSD radix sorts can be stable when implemented using an extra buffer of the same size as the input. However, diverting using a non-stable algorithm removes the stability guarantee. Kokot et al. [13] uses sorting networks to divert in their RADULS2 implementation, and thus give up stability for the performance gains of their diversion algorithm.
Algorithm 2 Diverting Most Significant Digit (MSD) Radix Sort

if this is the initial call then
  initialize buffer the same size as the input
  use the most significant digit as the current digit and the input as the current bucket
end if

initialize space for counters/indices

if the current bucket is small enough to divert then
  run a diversion algorithm on the current bucket
  return
else
  for each record in the current bucket do
    count the occurrence of the current digit
  end for
  convert counts for the current digit into bucket indices in available space
  for each record in the current bucket do
    deal into buckets specified for the current digit
  end for
  if the current digit is the least significant digit then
    return
  end if
  for each bucket do
    recurse using the current bucket, the next most significant digit and the available space
  end for
{Ensuring the details of where the sorted values end up is an implementation detail.}

Using a Merge Sort as a diversion algorithm would be stable, and would take advantage of the already existing buffer space. Using Insertion Sort would be stable and would perform very well, but only on the smallest buckets.

Algorithm 2 shows diverting MSD radix sort pseudocode given records in input, a suitably sized extra buffer in buf and a set of digits ordered least-to-most significant in digits. The pseudocode starts with a check for the input being smaller than the diversion threshold (line 6), in which case it diverts to Insertion Sort (line 7) or some other diversion algorithm. For the current most-significant digit, the algorithm counts the different values for that digit in the input and then deals into buckets located in buf (lines 10–12). The algorithm is then recursively called on each bucket, using the now available space in the original input and no longer considering the now-counted digit (lines 20–22). The recursion ends all digits have been processed (lines 17–19).

For simplicity sake, the pseudocode in Algorithm 2 hides some details that are less immediately relevant to the general flow of the algorithm. The pseudocode leaves out the creation and management of buckets between the count and deal functions (lines 10–12). The pseudocode hides any fiddling with offsets which may need to be done when reusing the buffer during recursion (lines 20–22). Lastly, the pseudocode of Algorithm 2 hides the assumption that there are an even number of digits, though an actual implementation would account for either possibility.

Historically, improvements to MSD radix sorts focus on parallelization, improving cache-locality and effective diversion algorithms, with examples of all these improvements in Kokot et al. [13], and an example of diversion with an in-place and broadly usable implementation in Skarupke [26]. Parallelization and cache-locality improvements are generally architecture dependent, whereas diversion is more dependent on data distribution.
Algorithm 3 Fast Radix Sort

1: initialize space, including a buffer the same size as the input
2: estimate bucket sizes for each digit but the most significant
3: for each digit but the last, starting at the least significant do
4:   for each record, in bucket order do
5:     if this is the next to last digit then
6:       count the occurrence of the most significant digit
7:     end if
8:     if the bucket this record would be dealt to is full then
9:       deal into overflow space
10:      count the occurrence for the overflown digit
11:     else
12:       deal into the estimated bucket
13:     end if
14:   end for
15:   if the existing overflow space is not large enough then
16:     create more overflow space
17:   end if
18: convert counts for overflown digits into bucket indices in available overflow space
19: for for each overflown record do
20:   deal into buckets specified for the overflown digits [virtually extending overflown buckets]
21: end for
22: end for
23: convert counts for the most significant digit into bucket indices in available space
24: for each record in bucket order do
25:   deal into buckets specified for the last digit
26: end for

3 DIVERTING FAST RADIX

In previous work, Thiel et al. [28], we have demonstrated the improvements of Simple Fast Radix (referred to as “Fast Radix” in that work) over radix sorts, showing that omitting the first counting pass leads to faster performance. Here we will show how this approach can be extended and how diversion can reliably be applied to any LSD radix sort in order to create a competitively performant algorithm.

Fast Radix performs its dealing passes using estimations instead of counting for all but the last pass, including an overflow processing step in between passes. Each pass estimates bucket sizes, deals into buckets or the overflow and then processes overflow. Subsequent passes deal from each predicted bucket and then from its overflow counterpart if necessary, such that the algorithm still performs the next deal in stable, bucket order. The algorithm counts the last digit in the penultimate pass to ensure exact buckets in the last pass, avoiding an extraneous copy pass and putting everything in order.

Fast Radix differs from Simple Fast Radix in that only the last pass gets exact counts, with all other passes using estimates. While Simple Fast Radix could deal overflow directly to the beginning of input during its initial estimation pass, as there was no opportunity for conflict, Fast Radix cannot make that assumption on subsequent passes. When overflow found on a pass exceeds the overflow space already available in overflow, the Fast Radix algorithm creates
Algorithm 4 Diverting Fast Radix (DFR) Sort

1: if this is the initial call then
2: initialize buffer the same size as the input
3: end if
4: estimate the top passes to yield advantageous diversion
5: initialize space for counters/indices
6: perform LSD radix sort only on top passes using the existing buffer/counter space
7: while there are more records in the input do
8: scan for large buckets
9: if we find a large bucket then
10: perform a simple diversion sort on previous small buckets
11: recurse on the large bucket
12: end if
13: end while
14: perform a simple diversion sort on previous small buckets

{Ensuring the details of where the sorted values end up is an implementation detail.}

A new overflow buffer that can hold twice the amount of overflow found. The algorithm can then assign overflow buckets to the first half of overflow and overflow from the subsequent pass can be dealt into the second half, with the algorithm dealing any excess safely into the beginning of input. The algorithm avoids a conflict where dealing overflow would overwrite parts of input that it had not yet dealt out by first dealing overflow into an overflow space that is at least as big as the existing overflow buckets.

Diverting LSD radix sort estimates the number of most significant digits over which an LSD radix sort must run to achieve optimal diversion for the remaining partially ordered records. After an LSD radix sort runs on those high-order digits, the diverting LSD radix sort will determine if any large buckets remain. Small buckets are sorted in bulk using a simple, stable sort, most readily Insertion Sort. Any large buckets are sorted recursively with diverting LSD radix sort.

Diverting LSD radix sort differs from diverting MSD radix sort. It estimates the number of passes required to reach optimal diversion and then performs an LSD radix sort on those passes, recursing on remaining large buckets or diverting on runs of small buckets. Conversely, diverting MSD Radix sort runs recursively on each level at an ever-increasing cost before diverting. Suppose the algorithms use the same diversion threshold. In that case, we have shown that diverting LSD radix sort can accurately estimate the average number of passes for input with random records from a uniform distribution.

3.1 Analysis

In considering the average number of passes performed by diverting radix sorts, we will consider diverting MSD Radix Sort and our proposed diverting LSD Radix Sort. Current research on MSD Radix Sorts consider diversion as a means to reduce cost[13]. There is limited occurrence of any diverting LSD Radix Sorts, with the summary consideration of diversion after a constant number of passes[25, Ch.10] and a more recent approach involving LSD Radix Sorting floating point numbers that proposed diverting after “Math.min(\(\log 2n + 9, 32\))”[19] hits. A consideration of the model for passes performed by both diverting MSD Radix Sort and our diverting LSD Radix Sort, where diversion is based on bucket size, shows that the average number of passes performed is the same in either case.
The concept of diversion is relevant to hybrid sort algorithms which utilise multiple sort algorithms at the different passes during recursion [13]. Diversion strategies in radix sort are predicated on a threshold of a bucket size $N_d$. If the size is below the threshold then the recursive call to radix sort on that bucket defaults to a different sort algorithm. For our analysis, we will assume the diverting sort algorithm is non-recursive so does not involve further passes. We deal with the non-diverting case by regarding it as adopting a null diversion strategy which never diverts from the radix sort.

With respect to the cost of counting, we note that traditionally it must be done for each $N$ for every pass, with the cost of managing counting in MSD radix sorts growing exponentially with $M$, a significant cost noted in [1]. Conversely, estimating bucket sizes and considering overflow as a fraction of $N$, which avoids the cost of counting, can be modeled recursively as $g_0(N, M)$ for random inputs with uniform distributions. $N$ is the size of the input and $M$ is the number of different buckets one might deal into (the digit size).

\[
g_0(N, M) = g_0(N - 1, M) - \frac{1}{M} g_0(N - 1, M, \left\lfloor \frac{N}{M} \right\rfloor - 1) \tag{1}
\]

Where $g_0(N, M, k)$ is defined as:

\[
g_0(N, M, k) = \left( \frac{N}{M} - k \right) \frac{M}{N} \binom{N}{k} \left( \frac{1}{M} \right)^k \left( 1 - \frac{1}{M} \right)^{N-k} \tag{2}
\]

The overflow fraction $g_0(N, M)$ is clearly monotonically decreasing and can experimentally be shown to be a very close to zero even while $N$ is on the order of $10^3$. Those passes that use estimation, on average, save effectively the
entire cost of counting, and the final pass that does count, allowing records to be placed in their sorted positions, costs no more than it would in traditional LSD or MSD radix sorts. We note also that in the event that overflow estimation is entirely wrong, it still only performs a glorified counting pass, costing comparably to traditional LSD and MSD counting passes.

While MSD radix sorts do not readily allow counting to be replaced, these results demonstrate that counting is superfluous for all passes but the last for LSD radix sorts with inputs whose least significant digits are effectively randomized according to a uniform distribution.

Considering the Marsaglia polar method (or the Knuth polar implementation) for generating values from a normal distribution, we make the conjecture that each digit of subsequently lower significance comes closer to being uniformly distributed, making estimation naturally more effective on the least significant digits even with normal distributions so long as they do not have very small standard deviations.

4 IMPLEMENTATION

In implementing ThielSort, optimizations were made to render it competitive with RADULS2\[12\], the current fastest radix sort. Cache-sensitive random writes, block writes and a reduction on overflow checks were the three main technical optimizations applied.
As in most current radix sort research, tackling the cost of random writes during the dealing pass of when inputs are large was required. While ThielSort does have approaches that make use of SIMD "non-temporal" writes, similarly to RADULS2[12], in the primary range of data presented, we have found that simple pre-fetching (for writes) was sufficient to yield the desired performance gains. There are still ranges of very large \( n \) greater than 1 billion on many machines tested where the non-temporal write strategy is more effective than pre-fetching. As well, with smaller input sizes, the cost of pre-fetching renders it slower than a vanilla deal. ThielSort’s current implementation focuses on the performance in the 10s of millions to one billion range to demonstrate that with such technical optimizations DFR can outclass diverting MSD radix sorts.

In managing overflow, some dealing is performed on blocks of elements. While in uniform distributions of data and even many other distributions, very little time is spent on this process, in the cases were overflow is a more significant issue, taking advantage of faster block-writing significantly reduces the cost of these writes and modern processors have operations that support this. ThielSort makes use of this within its “ladle” system for dynamic destinations to further reduce the overhead cost of managing overflow.

A significant concern noted with DFR was that it replaced counting with an overflow check for each record on each pass. This cost can be significantly amortized across a large number of attempts by noting that if each bucket starts with \( \frac{N}{256} \) empty space, one can deal that many records before performing 256 bucket checks. Each subsequent round of dealing would be able to deal without checks so long as the dealing amount did not exceed the smallest bucket noted in the last round of bucket checks. When the smallest amount of space is sufficiently reduced that this trade-off is no longer advantageous, either counting every time or using some other technique can finish off. ThielSort uses this approach, using its dynamic "ladle" system and block writes when overflow becomes common. As overflow is rare, the vast majority of data is processed with a constant number of checks, rendering this cost at least constant for most data and vanishingly small for the rest for buckets with good overflow estimates. On the order of only \( \frac{2N}{256} < 1\% \) records would remain after 256 such amortized checks if bucket estimates were accurate.

5 EXPERIMENTS

The experiment examines the average case performance of ThielSort, our current implementation of the Diverting Fast Radix. Results contrast ThielSort with the RADULS2 implementation of their corresponding algorithm, as it is currently the fastest published radix sort available for large \( n \) on a single processor. std::sort is orders of magnitude worse and not shown.

Tests were run on inputs of varying sizes from \( N \sim 10^3 \) to \( N \sim 10^9 \). Uniform distributions and a variety of normal distributions were considered, reflecting common testing approaches. Zipf distributions were also considered as Kokot et al. have demonstrated their implementation’s performance against those distributions, and the results reflect the narrow normal distributions shown in Figure 3 while generating their input sequences much more rapidly.

While the performance reported by the RADULS2 implementation, as provided by their authors, does not include setup steps that are traditionally included in timing tests, such as allocating the extra buffer, results presented herein have included these steps in RADULS2 timings by adjusting where timings start to reflect all this work.

Tests were run on a variety of available platforms, including HPC computing systems, with Concordia’s speed HPC system being used for the test results shown here. This implementation of the Diverting Fast Radix is single-threaded and thus results are compared against RADULS2 running using a single thread. In the experimental results presented here, for each input size, three random inputs were generated and the timing results were averaged for each sort. Jobs were queues on the HPC system with sufficient ram to avoid paging to disk and each job ran alone on a single thread.
Fig. 3. A comparison of ThielSort and RADULS2 on normally distributed integers with random inputs ranging from \( N = 256^3 \approx 16 \) million to \( N \approx 256^{3.75} \approx 1 \) billion. The average values for the random inputs is \( \sim 2^{32} \) with a standard deviation of \( \sim 2^{30} \), what we consider a narrow normal distribution. The y-axis is time in seconds and the x-axis is \( \log_{256}(N) \). At \( N \approx 1 \) billion, RADULS takes \( \sim 23\% \) longer.

For larger input sizes, ThielSort performed significantly better in all distributions. While a wide normal distributions adversely affect ThielSort, it similarly adversely affects any other radix sort, as shown here with RADULS2. On uniform distributions, RADULS2 took \( \sim 50\% \) longer with inputs of size 1 billion. On wide normal distributions, RADULS2 took \( \sim 25\% \) longer with inputs of size 1 billion, which we interpret as a benefit from more early diversion, but still not making up for the extra work of an MSD radix sort. On narrow normal distributions RADULS2 took \( \sim 25\% \) longer with inputs of size 1 billion, with both implementations taking longer as the distribution effectively forcing both sorts to perform more passes.

While RADULS2 still performed well on smaller input sizes, this is a function of the difference in technical optimizations used at those input-sizes; ThielSort presents a practical demonstration that the implementation of the Diverting Fast Radix can yield the predicted benefits over diverting MSD radix sorts.

6 CONCLUSION AND FUTURE RESEARCH

We presented ThielSort, an implementation of the Diverting FastRadix algorithm. The experimental results comparing ThielSort with RADULS2, the current fastest radix sort, show that the Diverting Fast Radix algorithm can be effectively implemented with technical optimizations in the same class as existing diverting MSD radix sorts to outperform
them. The algorithmic improvements offered by Diverting Fast Radix are independent of hardware and exploring the affordances of the Diverting Fast Radix algorithm should allow for even more effective implementations.

Current literature highlights that current radix sort optimization focuses on parallel implementations and writing in cache efficient manners. We have already demonstrated some cache efficient approaches with this implementation, but determining optimal approaches for a given system at compile-time is an interesting avenue of future work. Parallel implementations would be advantageous, and applying previous advances in the area of LSD Radix Sorts to the Diverting Fast Radix algorithm is an obvious future target. Adinet's and Merrill's recent pre-print highlights how actively pursued parallel LSD radix sorts are and their work represents an optimal avenue to bring ThielSort and the Diverting Fast Radix algorithm into mainstream usage.

The Diverting Fast Radix algorithm performs estimations to achieve some of its gains. Even the trivial estimations currently used offers very tangible improvements. However, approaches like sampling should be provably and efficiently able to increase performance further with non-uniform distributions. Strategies, including sampling, for dealing with smaller input sizes would make implementations of this algorithm even more broadly applicable.

Even while considering future improvements relating to implementations of our algorithm, we argue that these results already conclusively identify that LSD radix sorts are superior to MSD radix sorts when sorting data that is randomized according to a uniform distribution. Future research may support the conjecture that Diverting LSD radix sorts are superior to Diverting MSD radix sorts in all cases, i.e. there exists a corresponding LSD radix sort algorithm that provides a faster result, on average, for any MSD radix sort algorithm. We hope that this returns the attention of those researchers developing technical optimizations in this area to LSD radix sorts.
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