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Abstract

Background: Reconstruction of protein-protein interaction or metabolic networks based on expression data often involves in silico predictions, while on the other hand, there are unspecific networks of in vivo interactions derived from knowledge bases.

We analyze networks designed to come as close as possible to data measured in vivo, both with respect to the set of nodes which were taken to be expressed in experiment as well as with respect to the interactions between them which were taken from manually curated databases.

Results: A signaling network derived from the TRANSPATH database and a metabolic network derived from KEGG LIGAND are each filtered onto expression data from breast cancer (SAGE) considering different levels of restrictiveness in edge and vertex selection.

We perform several validation steps, in particular we define pathway over-representation tests based on refined null models to recover functional modules. The prominent role of the spindle checkpoint-related pathways in breast cancer is exhibited. High-ranking key nodes cluster in functional groups retrieved from literature. Results are consistent between several functional and topological analyses and between signaling and metabolic aspects.

Conclusions: This construction involved as a crucial step the passage to a mammalian protein identifier format as well as to a reaction-based semantics of metabolism. This yielded good connectivity but also led to the need to perform benchmark tests to exclude loss of essential information. Such validation, albeit tedious due to limitations of existing methods, turned out to be informative, and in particular provided biological insights as well as information on the degrees of coherence of the networks despite fragmentation of experimental data.

Key node analysis exploited the networks for potentially interesting proteins in view of drug target prediction.

Background

The structure of cell signaling is governed by complex patterns of interaction. In the past decades, great progress toward understanding networks of protein interactions and the metabolic flow of matter has been made. There are many ways of computational network reconstruction, differing fundamentally in the nature of the underlying data’s organization and interpretation. Networks derived from single gene expression profiles often take advantage of sophisticated mathematical methods, thus providing a wealth of information on actual biological conditions. However, they necessarily involve prediction of interactions. On the other hand, semantically controlled extraction of database cross-sections leads to networks based on carefully organized knowledge gathered in a great many in vitro and in vivo experiments. Hence, the static nature of databases may be contrasted with the snapshot nature of gene expression data. Reconciling these different approaches is important for obtaining a unified view on gene expression.

There is vast literature on network inference from expression data (see for instance [1-9]).

Since databases contain little tissue- or disease-specific information, they are concerned with a theoretical whole genome-stem cell. (In a few cases, taxa- or species-specific networks have been reconstructed though [10,11].) Furthermore, such theoretically derived networks do not allow for definition of environmental or histological conditions or time-dependent processes such as signal-triggered events. Hence, it is often impossible to determine if a given set of reactions with matching substrates gives a
biologically plausible chain. In particular, in database-derived networks molecules can be connected although they are in no tissue simultaneously highly expressed.

Both methods of network inference, the one based on expression time-series and the other on databases carry a high probability of inferring undesirable links. Thus, tissue- or disease-related information is concealed in plenty of unspecific data. Several approaches to link both methods have been proposed. However, this has often been done on an ad hoc-basis, taking knowledge only for selected molecules into account [12,13]. A concept for the extraction of tissue- and cell type-specific transcription factor-gene networks based on EST abundance of transcription factor-encoding genes has been proposed recently [14].

It is the goal of the present paper to set up networks whose nodes are expressed in a single tissue while the interactions are taken from prior knowledge, contained in manually curated databases. We thus aim at coming as close as possible to data measured in vivo by excluding any prediction in network inference. Precisely, we filter the reference networks defined in [15] onto expression data from breast cancer tissue samples and analyze the results. Specifically, we map the detectable expression set’s genes onto database-derived networks and prune the latter by retaining only those vertices which are mapped to detectable genes and their edges. A second filtering method includes the shell defined by the latter network’s 1-neighborhood in the complete network. These two methods are called strict and 1-extended, respectively.

The reference networks’ protein identifier format is abstracted in order to be coarse enough to identify very similar proteins. On the one hand, this leads to good network connectivity properties, on the other hand, this implies the need to perform “benchmark tests” for network validation. Thus, we pay particular attention to assessing the degree to which this coarseness leads to information loss; in fact, we show that tissue-specificity properties are retained and that, similarly, the suspicious pathways are over-represented. This is done by performing statistical hypothesis tests against refined null models; these become necessary because quite often common null models are biologically unfeasible. The next step is to extract new information from the filtered networks. Precisely, we analyze the networks for key nodes and show that this yields information which fits well to the findings of the pathway over-representation analysis in the sense that both analyses often hint independently at the same or closely related underlying molecular mechanisms. In particular, these mechanisms turn out to be those around cell cycle regulation.

The databases we rely upon are the TRANSPATH database on signal transduction [16] and the KEGG biochemical database [10].

Methods
Overview
The workflow is depicted in Figure 1. We associated to a fixed reference network and to several gene expression sets sub-networks of the reference network by means of mapping the expression data on the reference network’s vertices. The procedure’s potential to yield tissue-specific information on biological functions was assessed, involving tissue-specificity analysis, pathway analysis, and key node analysis. We propose modified methods for assessment of pathway over-representation whereas the key node algorithms and tissue-specificity checks we employed have been published.

Data acquisition
Network extraction
The reference network used in our study was retrieved from the TRANSPATH database (release 2008.4) by extracting all semantic molecular reactions which take
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**Figure 1 Workflow scheme for the analysis of the filtered networks**. We obtain publicly available expression sets from breast cancer data (CGAP SAGE libraries); these are mapped to TRANSPATH signaling molecules and KEGG metabolic activities. Strict resp. 1-extended filtering yields 4 networks per disease condition.
part in signal transduction. The network’s vertices are proteins with signaling function and small signaling molecules while edges are created by the semantic syntax as described in [17] and used in [15], yielding a network with 1843 vertices and 3931 edges with a largest strongly connected component of 328 vertices, 454 in the bow-tie-analysis’ in-component, and 546 in the out-component [18]. All information available on orthologous (in most cases, mouse, human and rat) proteins and their reactions was merged, giving rise to the so-called ortho-level of gene identifiers. Similarly, information about tissue- or cell type-specificity was ignored. We studied the molecular networks defined by leaving out information on transcription regulation, in contrast to the (usually larger) gene regulatory networks. The reason for focusing on the former is to ensure network consistency, i.e. to stay within the same level of molecular biology and on the narrower time-scale of mere protein-protein interaction; moreover, there is considerable uncertainty about the complete target pool of a single or even the compound of several transcription factors.

The KEGG-LIGAND-based (release 40.0) metabolic reference network was designed in an enzyme-centered way in order to be comparable with the protein-centered view of the TRANSPATH-derived network. Each node is an EC number representing a metabolic enzyme activity with edges standing for a common substrate which is the product of the reaction catalyzed by the enzyme on the tail and the educt of the reaction catalyzed by the enzyme on the head. Substrates such as ATP or water taking part in more than 100 reactions were discarded. This is the gene-family equivalent to the network extraction method presented and used in [19]. The metabolic reference network is included in Additional File 1.

**Expression data**

Breast cancer expression data were downloaded from NCBI CGAP database using the Sage Digital Gene Expression Displayer (DGED) [20]. We considered the union of normal and disease tissue, thus retaining silenced or induced genes for consideration.

**Mapping**

The SAGE data’s UNIGENE identifiers were mapped on TRANSPATH, resp. KEGG, gene entries and subsequently to the encoded proteins as well as restricted to those which are contained in the reference network. Due to the fact that this new network’s vertex set only consists of those vertices of the reference network that reflect the expression data, the corresponding subnetwork of the reference network was called strictly filtered. Additionally, we considered for each such subset of the reference graph a larger variant, called 1-extended filtering, which includes all nodes adjacent by an edge in either direction to a node in the strict subset. This graph includes more prior knowledge since it is slightly closer to the reference network.

**Global network analysis**

**ExPlain**

Functional analysis is done with ExPlain 3.0 (BIOBASE GmbH, Germany) [21] to provide further information on tissue-specificity and disease marker over-representation. In this context, an advantage of the ExPlain tool is that no further information loss by gene format mapping occurs since the signaling reference graph is already given in TRANSPATH identifier format. These identifiers are internally mapped by ExPlain onto species-specific level from human. Nevertheless this analysis is used to tell how much information is already present on the ortho-level. Internal FDR control methods were used throughout (see below for general information on the FDR).

**Pathway over-representation**

In order to exhibit those TRANSPATH resp. KEGG pathways which are differentially expressed with respect to all other tissues than the one of the probe’s origin.

In order to integrate quantitative information, we pursued an approach based on the BioGPS expression data U133A/GNF1H [http://biogps.gnf.org/downloads/, download date 05/17/2010, [22]], which provides tissue-specific information in the form of a matrix \( A \) where \( A_{ij} \) is the GCMA-normalized intensity of gene spot \( i \) for tissue \( j \).

We used the BioGPS matrix as is because none of the 84 tissues is super- or subordinate to lactiferous duct. The overall expression value \( E_i \) of spot \( i \) was then taken to be the sum \( \Sigma_j A_{ij} \) over all these 84 in the data set, and the drawing probability for the reference network entry that corresponds to spot \( i \) was set to be the ratio \( E_i / \Sigma_n E_n \) of the latter value to the sum over all rows which correspond to such gene identifiers that could be mapped to the reference graph, where “average” corresponds to the pathway resp. non-pathway but mappable group. Thus, the null hypothesis was that the subset of the reference graph’s vertices was chosen from a gene pool where the amount of a certain gene corresponds to its expression in any different tissue. As described by [23], the resulting distribution is the univariate non-central Fisher distribution, contained in the R-package BiasedUrn. The distribution was extended to a non-central Fisher test as described in [24] defining the \( p \)-value as the sum of the probabilities with an outcome at least as extreme as the observed one, i.e. in this case, as the sum over all those contingency tables’ probabilities which have the same marginal counts (i.e. row and columns sums) as the observed event.

We assumed independence of genes in the case of the strict network. This assumption is reasonable in this context and commonly applied. (Remark D in [25] gives an account of to what degree this hypothesis is justified.)

For the 1-extended networks, we performed Monte Carlo sampling of overlap sizes by drawing \( 10^4 \) samples in the associated strict network and subsequently applying the strict-to-1-extended mapping procedure to each
single one of these samples. This procedure gave the matrices which were taken as the basis for the pathway over-representation analyses of the extended networks. Monte Carlo p-values were calculated as done in [26] (where they are called empirical p-values; see the same article also for more references on the different ways of calculating them). Their convergence for our sample sizes was verified. A one-tailed test was used in order to test for over-representation only rather than for over- and under-representation simultaneously.

For comparison, the filtered networks were tested for over-representation of pathways using the usual Fisher’s exact test against the respective reference network as background set; results were corrected for FDR as described below. The tests’ source codes are included in Additional file 2.

Also for comparison, gene set enrichment analysis (GSEA, [27]) was performed. The first way this was done relied on the pure expression sets as such, the results can be found in the supplementary data, Additional file 1. The second was to perform GSEA on the reference as well as on the filtered networks with respect to the canonical pathways of the MsigDB, namely the BioCarta, the genmap and the KEGG pathway sets as gene sets. We limited the expression data set to those entries which could be linked to the filtered or reference networks’ vertices mapped form the ortho-level to gene symbols, and performed GSEA with standard parameters while permuting the gene set rather than the phenotype.

False discovery rate control
For all tests, correction for multiple hypothesis testing was necessary. Multiplicity issues arose by performing hypothesis tests for each one out of several pathways or tissues. For this purpose, we used the method developed by (FDR) [24] controlling the positive false discovery rate as measured by q-values. As written, Storey’s methods only apply to the case of continuous test statistics, where the p-values are equidistributed. However, the p-values computed from overlap sizes are discrete-valued. Indeed, this is not a problem since discrete p-values are always greater than corresponding continuous p-values which fully exhaust the level. The q-values are monotone in the p-values, thus for discrete p-values they are never too liberal and FDR control is achieved.

Key node analysis
The pairwise disconnectivity index (Dis) [15] is a vertex scoring defined as the fraction of nodes of the whole network that become disconnected after the removal of a given vertex. As such, it is a “non-local bottleneck” or “non-local degree” measure.

Each filtered network was compared with the reference network by plotting the filtered node’s normalized Dis against the corresponding value in the reference network.

In order to describe the far-from-diagonal outliers, we defined the Dis-increase of a vertex v as

\[
\Delta \text{Dis}(v) = \frac{\text{Dis}_{\text{filtered}}(v)}{\max_w \text{Dis}_{\text{filtered}}(w)} - \frac{\text{Dis}_{\text{reference}}(v)}{\max_w \text{Dis}_{\text{reference}}(w)}
\]

obtaining the increase resp. decrease of a vertex’ influence in the filtered compared with its influence in the reference network.

Orphan vertices were discarded due to the fact that removing vertices without edges yields no changes in the connectivity of the network. Additionally, we performed GO-term over-representation analysis with Onto-Express [28,29] on the metabolic networks.

Differential expression values were tested for equal variances using Levene’s test [30] due to its aptitude for symmetric, moderate-tailed, distributions [30].

Biological functions were retrieved from TRANSPATH unless mentioned otherwise.

Results
Mapping
The basic data which underlies the procedure is a reference network. Here, we chose to consider signaling network derived from the TRANSPATH database by the “semantic network syntax” [17]; this means that an arrow stands for a process of active forwarding of information, a typical edge A → B may therefore stand for the process “kinase A phosphorylates protein B”. The metabolic reference network is the KEGG network with enzymatic activities as nodes. Each reference network was filtered with the SAGE breast cancer (BC) expression data from CGAP. In turn, the resulting networks were considered in two variants. The first one, called strictly filtered network, is the set of detected and mapped protein identifiers, while the second one includes their in- and out-neighbors in the underlying reference network. In both cases, all TRANSPATH resp. KEGG edges were drawn between the chosen vertices. We used the union of normal and disease sample sets in order to treat both conditions in a unified framework, retaining the information on the difference sets (the union minus the intersection) for detailed analysis on a case-to-case basis. This approach has the advantage of minimizing fragmentation and maximizing the number of vertices. For instance, we have 183 weakly connected components in the disease sample’s strictly filtered network (585 vertices), 190 in the normal tissue sample (606 vertices), 168 in the strict union (609 vertices) but 43 in the 1-extended union (1410 vertices). Another reason for choosing the union rather than the normal resp. disease set or the intersection was to prioritize tissue- over disease-specificity. The symmetric difference set (i.e. the set of nodes detected in either disease or normal tissue but
not in both) of the breast cancer networks was found to be relatively small.

For over-representation analyses, the whole vertex set including the orphans was used, whereas the orphans were discarded for topological analyses.

The sizes of the resulting networks are given in Table 1 ranging between 170 and 609 nodes with an average degree between 1.2 and 1.3 in the first and 1.82 in the second filtering step. The numbers of vertices of the 1-extended networks are between 2.3 and 6.4 times those of the strict ones.

ExPlain
It is of interest to assess to which extent tissue-specificity is retained in the filtered networks, due to possible information loss inferred by the mapping procedure. The ExPlain tool [21] is the only one designed for this purpose and appropriate for the TRANSPATH gene identifier format. However, the ExPlain and tissue analysis was only performed on the signaling network; a similar analysis of the metabolic network would be severely hampered by an unavoidable explosion of the numbers of genes due to the fact that enzyme identifiers are linked to a huge set of genes, which would render any over-representation analysis virtually meaningless.

It turned out that in most cases the sample tissue or tissues in their anatomical proximity can be recovered. In fact, ExPlain confirmed the mammary origin in four out of the six cases given by the three top-ranked networks in each of the two signaling networks, and inferred lymph tissue characteristics in the 1-extended case.

Likewise, tissues of the mammary gland occurred, showing that also the 1-extended filtered network retains very tissue-specific information. Moreover, the male reproductive organs figured among the least significant tissues in both networks with $p > 0.5$ which may be seen as a negative control (data not shown).

Additionally, we found that the most over-represented disease in both networks is breast neoplasms ($p = 2.8 \times 10^{-27}$ in the strict, $p = 1.8 \times 10^{-44}$ in the 1-extended, ExPlain disease category over-representation analysis).

Pathways
Over-representation analysis was carried out on grounds of TRANSPATH and KEGG pathways as underlying databases. We tested the resulting strict and 1-extended networks’ gene sets for pathway over-representation against the null hypothesis that genes are drawn at random from the reference network with probabilities which correspond to overall expression values across all tissues, i.e. we consider the situation where it is more likely to draw a ubiquitously expressed gene such as beta-actin than to draw a highly specialized one such as alpha-synuclein. A significant test result will then imply the presence of highly specialized genes.

For the strict case, samples are drawn without replacement from the pool of reference vertices with probabilities given by the portion of expression level, averaged over all tissues, among all expression averages of the reference network, leading to a test whose null distribution is the non-central hypergeometric distribution [23], in contrast to the central one occurring in Fisher’s exact test. For the 1-extended network, dependence of the genes caused by the construction is accounted for by means of Monte Carlo sampling of the resulting 1-extended overlap sizes, leading to empirical $p$-values.

Since over-representation analysis would favor large TRANSPATH orthofamilies, the pathways were mapped to the reference graph identifiers, yielding 137 pathways with 48 members on average, and subsequently the latter to the human Affymetrix identifiers.

Spindle checkpoint
In most cases, we found that it is possible to interpret and group the pathways by assigning them to superordinate functional categories. There were 53 pathways overlapping with the strictly filtered breast cancer signaling network in at least two vertices (see supplement). Among them, six have significantly larger overlap than predicted by the null model ($q < 0.05$), “Aurora-B cell cycle regulation”, the “TGF-beta pathway”, the “metaphase to anaphase transition”, the “wnt pathway”, the “cyclosome regulatory network” and the “PDGF pathway”. Among those, Aurora-B, metaphase to anaphase and cyclosome are cell-cycle-related, and in fact several of the filtered networks’ proteins belong to all of them. We compared those vertices which belong to at least one of these three pathways with the neighborhood in the 1-extended network (Figure 2). Several functional relationships between the strict vertices became visible only upon the network’s extension. One of the core proteins regulating the metaphase-anaphase transition and exit from mitosis is cyclosome. In fact, interactions of cyclosome with other
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Table 1 The filtered networks’ sizes.

| Network | Data | Strict | 1-extended |
|---------|------|--------|------------|
|         | # V  | # E   | # WCC     | # V  | # E   | # WCC |
| Signaling | Ref. | 1843  | 3931  | 54 |
|          | Filtered | 609  | 770   | 168 | 1410 | 2564  | 43 |
| Metabolic | Ref. | 1793  | 5711  | 21 |
|          | Filtered | 172  | 225   | 71 | 1091 | 1983  | 16 |

This table shows the two reference networks (Ref.) and their filtered subnetworks with their number of vertices (# V), number of edges (# E) and their number of weakly connected components (# WCC). The expression data was obtained from experiments comparing breast cancer with normal breast tissue. The number of weakly connected components is reduced drastically between strict and 1-extended filtering.
crucial cell-cycle regulators such as Aurora-B, p53 and the prominent breast cancer related protein BRCA1 could only be observed in the 1-extended network. The metaphase to anaphase transition is characterized on the molecular level by separation of the sister chromatides which is controlled by the mentioned proteins crucially involved in the spindle checkpoint of the cell-cycle. For instance, Aurora-B regulates the correct bi-orientation of the chromatides and prevents the next cell-cycle phase if the microtubules bind incorrectly [31]. In general, passing the spindle checkpoint is necessary for cell proliferation, clearly increased in breast cancer cells. In fact, inhibitors for Aurora proteins, thus inhibitors for mitosis, have been proposed to be candidates for future chemotherapies [31]. Aurora-B, BRCA1 as well as other cell-cycle regulators, such as securin and MAD2B are not part of the strict but included in the 1-extended network.

In general, the complex interactions of crucial pathways in the reference network resolved into a manageable situation in the strictly filtered one while the principal molecular agents are completely listed in the 1-extended one. Moreover, the clear interactions of the mentioned pathways were obscured in the reference network by the high connectivity of p53 with 20.94% of all reference vertices being reached in its 2-neighborhood (defined by applying the extension procedure twice), cyclosome (65 vertices in the 2-neighborhood) and ERK2 (339 vertices in 2-neighborhood).

Monte Carlo pathways over-representation analysis yields that the two over-represented pathways of the 1-extended breast cancer network are the "cyclosome regulatory network" and the "alpha IIb beta3 pathway" having both the maximal overlap. Receptors of the integrin family are on top of signaling cascades targeting proliferation, differentiation and apoptosis. Thus, the analysis of the 1-extended network added the valuable piece of supplementary information.

The situation in the strict metabolic network case was similar, with the set of significantly over-represented pathways being very small. Only “chondroitin sulfate biosynthesis” and “sphingolipid metabolism” were significant. The chondroitin sulfate forms “melanoma-associated chondroitin sulfate proteoglycan” involved in cell motility of cancer cells [32].

Figure 2 Neighborhood of over-represented pathways in the breast cancer signaling networks

The three significantly over-represented cell-cycle-related pathways’ strict overlaps and the corresponding 1-extended nodes in the breast cancer signaling networks are connected, and a selected neighborhood of them is depicted in this figure. The pathways are "metaphase to anaphase transition", "cyclosome regulatory network" and "Aurora B cell cycle regulation". Those nodes of the strict network which belong to at least one of these pathways are depicted in green, those strict nodes which do not belong to a pathway are depicted in yellow, and those which belong to the 1-extended but not to the strict one in red. Inhibitory arcs are depicted in red, blue-colored arcs comprise non-inhibitory semantics such as activation and binding. The red nodes strongly enhance the network’s connectivity. All paths from cyclosome to p53 pass at least one red node. The interaction between the three nodes Aurora B, cyclosome and p53, and thus the metaphase/anaphase-cell cycle-functional module only appears in the 1-extended network since securin, MAD2B and BRCA1, crucially involved in spindle assembly and spindle checkpoint, are not part of the strict but included in the 1-extended network.
The second pathway shows consistency with the signal transduction network analysis, allowing for analysis from an integrated viewpoint. In fact, sphingolipids gain their pro-and anti-survival effect by activation of ERK1/ERK2 [33,34].

Passing to the 1-extended metabolic network, seven pathways were significantly over-represented with respect to the 1%-significance level. These pathways can be grouped into three functional categories, namely signal molecule biosynthesis (“sphingolipid metabolism” and “chondroitin sulfate biosynthesis”), energy metabolism-related pathways (“starch and sucrose metabolism”, “glycolysis/glyconeogenesis”), and essential metabolite-producing pathways (“Methionine metabolism”, “pantothenate and CoA biosynthesis”, “pyrimidine metabolism”).

For comparison, GSEA yields only two enriched pathways, namely “glycolysis” (q = 0.026) and “gluconeogenesis” (q = 0.042) on the genmap gene set for the BC phenotype (supplementary data), restricting the expression data to the metabolic reference network’s nodes. The detailed result sets are included in Additional file 3.

### Key nodes

In this section, we aim at the extraction of biological insights in the form of predictive information on the networks’ key nodes, defined as those vertices whose knock-out is predicted to influence the network’s functioning in the most harmful way. This concept is made precise by the Pairwise Disconnectivity Index, henceforth called Dis, established by [15]. It measures the fraction of connected pairs of nodes which become disconnected after the node’s removal. As our main focus is on filtering, we shall also be interested in the increase in a node’s disconnectivity inferred by passing from the reference to the filtered network (see Table 2).

The nodes with the highest Dis-increase turned out to often belong to over-represented pathways. In the signaling network (see Figure 3), most of the nodes with highest Dis-increase between the reference and strict situations were part of the EGF pathway, with all of its kinases, namely MEK1, ERK1, ERK2, Src, PKC and PDK1, appearing among the first eight entries with respect to Dis-rank. Thus, the EGF pathway plays a crucial role, detected by topological features rather than by mere over-representation. The second-ranked vertex SHP-2 shares with EGF’s ErbB1 and Grb-2 the close common downstream molecule RAS. Additionally, it is part of the PDGF-pathway which has been identified as the sixth-ranked over-represented pathway. Remarkably, members of the top-ranked pathways, especially those of the “metaphase to anaphase transition” have small or even decreasing Dis, which is explained by the fact that none of its members belong to the bow-tie-model’s LSCC which tends to assemble the nodes with high Dis (Figure 4A).

In total, the PDGF and EGF pathways’ impacts on the breast cancer networks added to pathway analysis. The scatter plot of the scaled disconnectivity values of the 1-extended network differed drastically from the one in the strictly filtered network (Figure 3) in the sense that they form a large cluster consisting of nodes with small Dis before as well as after filtering, and a distinct outlier, the transcription factor p53. This is explained by the fact that on average single nodes have lower overall disconnectivity weights in large networks while adding all neighbors of p53 increases its influence.

The plot of differential expression against disconnectivity (Figure 4A) shows that the central molecules, i.e. those with highest disconnectivity, remain stably expressed or induced in cancer with the exception of ERK1 and PDK1, both up-regulated in breast cancer. In fact, it has been described that both kinases regulate RSK1 activation through distinct events; RSK1, in turn, regulates proto-oncogene and transcription factor c-Fos. Both phosphorylations together have been shown to be required for full activation of RSK1 [35].

Furthermore, visual inspection of Figure 4A suggests that the amplitude of variation of differential expression varies between the compartments of the bow-tie model; in particular, differential expression of the in-components seems to be larger than that of the LSCC (Figure 4B). This

### Table 2 Summary of the disconnectivity key node analysis.

| Network          | Method   | 1st Key node     | 2nd Key node     | 3rd Key node     | 4th Key node     | 5th Key node     |
|------------------|----------|------------------|------------------|------------------|------------------|------------------|
| Signaling Network| strict   | MEK1 (0.21)      | SHP-2 (0.20)     | Abl (0.18)       | ERK1 (0.14)      | MEK1 (0.13)      |
|                  | 1-ext.   | p53 (0.16)       | SHP (0.06)       | PIAS1 (0.06)     | Fyn (0.06)       | PAK2 (0.04)      |
| Metabolic Network| strict   | Nucleoside-diphosphate kinase (0.39) | Hexokinase (0.32) | Phosphatidate phosphatase (0.26) | Glucosylceramidase (0.25) | Glucosyl-ceramide synthase (0.24) |
|                  | 1-ext.   | Lipoprotein lipase (0.22) | Nucleoside-diphosphate kinase (0.14) | Succinate-CoA ligase (GDP-forming) (0.14) | 5'-nucleotidase (0.12) | Hexokinase (0.11) |

The five Dis-top-ranked vertices are shown for each filtered network. Most prominent vertices in the signaling networks are related to the “EGF network”. The proteins hexokinase, lipoprotein lipase and further high-ranking nodes of breast cancer metabolism indicate that energy supply and conversion play the major role.
is confirmed by the Levene test for inhomogeneity of variances, \( p = 0.01615 \). Thus, there is a remarkable correlation between topological features of the filtered signaling network and differential expression: Constituents of the LSCC are more vital for cellular functioning, and hence more stably expressed than the tendrils.

Expanding the signaling network to the 1-extended filtered one, the set of high-ranked nodes fell into two functional categories, an apoptosis-related one and an EGF-related one (Figure 3). The latter consisted of the proteins SHIP, PIAS1, Fyn, PAK2 and ERK2 [36,37]. Thus while the EGF network’s constituents themselves appeared in the strictly filtered network, some positively and negatively acting crucial regulatory elements on top of it emerged in the 1-extended network’s analysis. The apoptosis subset was made of p53, Bcl-B, Caspase-9, Bak and Bid. Among these, p53 and Caspase-9 are well-known apoptosis regulators, while Bcl-B and Bid are biomarkers for frequent cancers such as breast neoplasms [38]. Those members of the apoptosis group which belonged already to the strict network showed a drastic \( \text{Dis} \)-increase between strict and 1-extended; similarly, the apoptosis-related functional group of over-represented pathways mostly increased in significance-ranking between strict and 1-extended (Figure 3).

The top ten \( \text{Dis} \)-high-ranked enzymes of the strictly filtered metabolic network can be clustered into four groups, namely purine and pyrimidine metabolism, energy metabolism, sphingolipid metabolism and fatty acid metabolism.

The members of top-ranked pathways were recognized by pairwise disconnectivity analysis as a core component of the strictly filtered breast cancer metabolic network’s cancer-affected metabolism.

All top-ranked and top-increased vertices of the 1-extended network clustered in purine and pyrimidine metabolism, energy metabolism or fatty acid metabolism.

**Discussion**

Construction of the reference network and its mapping properties are crucial for subsequent analysis. We could show that the TRANSPATH signaling network provides the right compromise between coarseness and specificity. The KEGG-derived network did not have this well-balanced property, leading to difficulties in large-scale interpretation.
Network validation is strongly dependent on theoretical tools. However, it seems that so far no such tool has turned out to provide the gold standard for this purpose. The tools at hand did not recognize in all cases the initial expression data’s origin (tissue resp. disease) to a satisfactory level of significance. Although it is doubtlessly not possible to recover all characteristics of the initial data, we determined a reason for the limited analytical power of the tools at hand to be related to a problematic choice of the null hypotheses. This was shown by the lack of over-represented pathways in the Fisher’s exact test-analysis (supplementary data) involving the hypergeometric distribution as the standard null distribution with the drawbacks described above. Here, we proposed two different approaches. First, we proposed for each the strict and 1-extended networks a test for over-represented pathways based on an adjusted null distribution. Therefore, we replaced in the strict case the standard Fisher’s exact test by a non-central Fisher’s exact test, in order to include the expression levels of the present and non-present genes. This test performed better than the standard test in terms of smaller p-values and biological interpretability (supplementary data).

There are a few obstacles for comparison with GSEA. First, GSEA’s focuses on the identification of enriched sets on the basis of differential gene expression. Subramanian et al. explicitly mentioned [26] that “GSEA considers all of the genes in an experiment, not only those above an arbitrary cut-off in terms of fold-change or significance”. In contrast, our approach is deliberately non-quantitative—we are merely interested in presence or non-presence. The reason is that for the signaling network even small but hard-to-detect changes in expression may have impact on transduction, and for the metabolic network that we are interested in the enzymes whose expression is not well correlated with reaction rates. Moreover, there is some difficulty in relation with gene identifier mapping. In fact, the signaling networks are given in terms of TRANSPATH identifiers and these would have to be mapped backwards to UniGene identifiers, inferring a considerable loss of specificity. Moreover, the data obtained from CGAP is rather unsuitable for GSEA’s.
for GSEA analyses since the samples’ expression values are pooled, leading to class permutation being impossible. In general, it is hard to compare our pathway analysis methods basing on network membership and additional expression information, with a tool implementing different statistical tests on qualitative gene expression data. Thus, information from GSEA was hard to interpret; moreover, there were few significant gene sets. This may also be explained by the fact that GSEA relies on differential expression; however, most of the strictly filtered signaling networks’ members were not differentially expressed (see Figure 4).

All proposed tests show that it is well feasible to develop approaches to overcome the drawbacks of the standard tools. The problem of correction for multiple hypothesis testing turned out to be important even for the relatively small numbers of tests. The standard procedure for this purpose is the Benjamini-Hochberg correction. However, recent literature points out that the BH procedure is in many situations too conservative and suggests replacing the control of the false positive rate performed by the p-values by that of the false discovery rate performed by q-values. A technical issue concerns the problem of the statistical dependency of different tests, meaning that it is hard to take account for the fact that often test statistics are correlated. For instance, overlap counts with different pathways are statistically dependent whose impact on the multiple hypothesis testing problem is nearly impossible to estimate; in particular it is unclear to what extent Benjamini and Yekutieli’s notion of positive regression dependency is applicable [39]. However, the problem has already been recognized and discussed in the literature [24].

There are some recently proposed approaches to reconstruct networks combining database knowledge with expression data, namely for instance Cytoscape [40] or TS-REX [14]. Nevertheless, our proposed gene expression analysis work-flow differs fundamentally from the one implemented in these tools. Cytoscape is designed as a platform enabling the user to create plug-ins to manipulate and visualize networks by attributing external data to its entities. TS-REX scopes at reducing false-positive edges in a predicted TF-Network by using tissue-specific expression probabilities derived from EST libraries and known interactions from the TRANSPATH database. In contrast, we focus on reliable database-derived networks limited to expressed genes and their neighbors. We presented a set of consistent analysis methods to identify the filtered networks’ core components.

The pipeline we have described is rather sensitive to the choice of the underlying gene set; first, one has to find a detection threshold, second, there is the ambiguity which samples of the expression data, i.e. their intersection, union or both are preferable. In our cases, we chose the union of both samples each, however, any set of genes can be applied in our approach. For SAGE data it clearly lends itself to use all genes whose corresponding tags occurred in the resulting set. Whenever another type of data source, for instance microarrays, is used, an appropriate way of classification of active genes has to be considered.

Mapping of gene identifiers, being a potential source of ambiguity, was resolved due to the good cross-links to the used expression data’s TRANSPATH identifiers, while the mapping possibilities of the KEGG-Ligand database were sparse, resulting in smaller strict networks. For instance, whenever an enzyme activity is linked to many genes, it is often unclear whether all genes are necessary for building this enzyme, all genes encode for different proteins with the same enzymatic activity, or something in between.

Subsumingly, we obtained better and biologically more meaningful results in the analysis of the TRANSPATH-derived signaling network than in that of the metabolic one.

The most satisfactory and meaningful information could be extracted from the filtered networks whenever it was possible to find common entities between pathway analysis and the key node set. For instance, both analyses hinted independently to cell cycle regulation in the signaling networks. Passing from metaphase to anaphase, i.e. the spindle checkpoint, was the most significant recurring molecular event hinted at by pathway analysis, whereas most of the nodes from the EGF network were among the top-ranked and top-increased ones. Likewise, the metabolic networks comprised sphingolipid metabolism as well as energy producing metabolism within its significantly over-represented pathways and key nodes.

Conclusions
We have shown that in the filtered signaling networks cell cycle regulation plays an important role. Therefore, we suggest to turn experimental attention to those genes whose vertices showed the highest Dis-increase and are part of cell cycle-related pathways with a view toward their drug target potential. In fact, vertices showing a very high Dis-increase have small influence on the reference network’s topology, indicating that their inactivation might have less side effects than vertices with high Dis but small Dis-increase.

We could demonstrate a tendency of differential expression to happen off the topologically central parts of the networks. Key node interpretability is increased when combining their scoring value with expression data.

The procedure can be easily adapted for further analysis with other networks and other data. In any case, it should be advantageous not to focus on just one type of reference network in order to find the most consistent
elements of the underlying disease by integration of signal-transduction and metabolic aspects.

It is necessary to explore the extent to which the proposed pipeline can be synthesized with the numerous non-prior knowledge based approaches in microarray analysis and network inference. For instance, it should be possible to extend the mapping procedure to use Bayesian networks as the reference network or the starting point for validation. Due to the binary nature of data-based derived networks, it would clearly be beneficial to integrate the Bayesian networks’ quantitative information.

Availability and requirements
The programs which are available in the Additional file 2 are written in Perl (v5.10.0) and R (2.7.1). The Perl scripts require local implementations of the TRANSPATH and KEGG database and the BioGPS U133GNF1B.gcrma table.

Additional material

Additional file 1: Data collection (compressed). This zip-file contains the networks and the background data. Further information is given in a README file. The TRANSPATH derived signaling network’s adjacency list is excluded due to license agreements.

Additional file 2: Code collection (compressed). This zip-file contains the code for all pathway over-representation tests. Further information is given in a README file.

Additional file 3: Summary of the pathway over-representation analysis (compressed). For each pathway analysis, the corresponding Fisher’s exact p- and q-values are included. GSEA was performed on the pure expression data set as well as those subsets of the gene identifier which could be mapped to the reference networks’ or the lifted networks’ vertices. Further information is given in a README document.

Acknowledgements
MA was funded by European Union Net2Drug project grant LSHB-CT-2007-037590, MF by European Regional Development Funds grant “Molekulare Repräsentation von Krankheitszuständen in biologischen Regelnetzwerken”. The authors would like to thank Björn Goermann and Anatolij P.Potapov for sharing their expertise on the TRANSPATH database and signaling networks, and Torsten Crass for his help in extracting the KEGG network.

Authors’ contributions
EW conceived the initial idea and participated in coordination. MF developed the validation methods and supervised the research. MF and MA jointly designed, developed and implemented the algorithms and wrote the manuscript. All authors have read and approved this manuscript.

Competing interests
The authors declare that they have no competing interests.

Received: 30 December 2010 Accepted: 28 November 2011 Published: 28 November 2011

References
1. Dhaeseleer P, Liang S, Somogyi R: Genetic network inference: from co-expression clustering to reverse engineering. Bioinformatics 2000, 16:707-726.

2. Cosgrove EJ, Zhou Y, Gardner TS, Kolaczyk ED: Predicting gene targets of perturbations via network-based filtering of mRNA expression compendia. Bioinformatics 2008, 24:2482-2490.

3. Basso K, Margolin AA, Stolovitzky G, Klein U, Dalla-Favera R, Califano A: Reverse engineering of regulatory networks in human B cells. Nat Genet 2005, 37(4):382-390.

4. Steinke F, Steger M, Tsuda K: Experimental design for efficient identification of gene regulatory networks using sparse Bayesian models. BMC Syst Biol 2007, 1:1-16.

5. Kim SY, Imoto S, Miyano S: Inferring gene networks from time series microarray data using dynamic Bayesian networks. Briefings in Bioinformatics 2003, 4:228-235.

6. Markowetz F, Bloch J, Spang R: Non-transcriptional pathway features reconstructed from secondary effects of RNA interference. Bioinformatics 2005, 21(21):4026-4032.

7. Fuhrläch H, Fellmann M, Sältmann H, Pouska A, Beissbarth T: Estimating large-scale signaling networks through nested effect models with intervention effects from microarray data. Bioinformatics 2008, 24(22):2650-2656.

8. Waddell PJ, Steel MA: General time-reversible distances with unequal rates across sites: mixing gamma and inverse Gaussian distributions with invariant sites. Mol Phylogenet Evol 1997, 8(3):388-414.

9. Dobra A, Hans C, Jones B, Nevins JR, Yoo Y, West M: Sparse graphical models for exploring gene expression data. J Multivariate Anal 2004, 90:196-212.

10. Kanekis H, Goto S, Hattori M, Okita-Kinosita KF, Itoh M, Kawasaki S, Katayama T, Araki M, Hikawa M: From genomics to chemical genomics: new developments in KEGG. Nucleic Acids Res 2006, 34 Database: D354-D357.

11. Potapov AP, Voss N, Sasse N, Wingender E: Topology of mammalian transcription networks. Genome Inform 2005, 16:270-278.

12. Geier F, Timmer J, Fleck C: Reconstructing gene regulatory networks from time series, knock-out data, and prior knowledge. BMC Systems Biology 2007, 1:11.

13. Mukherjee S, Speed TP: Network inference using informative priors. Proc Natl Acad Sci USA 2008, 105(38):14313-14318.

14. Colechica F, Kottwitz D, Wagner M, Pfenninger CV, Fleck C: Reconstructing gene regulatory networks from time series, knock-out data, and prior knowledge. Bioinformatics 2005, 21(21):4026-4032.

15. Potapov AP, Goermann B, Wingender E: The pairwise connectivity index as a new metric for the topological analysis of regulatory networks. BMC Bioinformatics 2008, 9:227.

16. Krull M, Pistor S, Voss N, Kel A, Reuter I, Kronenberg D, Michael H, Schwarzer K, Potapov A, Choc C, Kel-Margoulis O, Wingender E: TRANSPATH™: an information resource for storing and visualizing signaling pathways and their pathological aberrations. Nucleic Acids Res 2008, 36:546-551.

17. Choi C, Crass T, Kel A, Kel-Margoulis O, Krull M, Pistor S, Potapov A, Voss N, Wingender E: Consistent re-modeling of signaling pathways and their implementation in the TRANSPATH database. Genome Inform 2004, 15:244-254.

18. Kitano H: Biological robustness. Nat Rev Genet 2004, 5(11):826-837.

19. Goermann B, Potapov AP, Ante M, Wingender E: Comparative Analysis Of Topological Patterns In Different Mammalian Networks. Genome Inf. Ser 2009, 23:32.

20. Boon J: An anatomy of normal and malignant gene expression. Proc Natl Acad Sci USA 2002, 99:11287-11292.

21. Kel A, Voss N, Fleck C, Stüker S, Pistor S, Potapov A, Kel-Margoulis O, Wingender E: ExPlain™: finding upstream drug targets in disease gene regulatory networks. SAR and QSAR Environ Res 2008, 19:481-494.

22. Su AI, Tatalov T, Batalov S, Lapp H, Ching KA, Block D, Zhang J, Soden R, Hayakawa K, Kreiman G, Cooke MP, Walker JR, Hogenesch JB: A gene atlas of the mouse and human protein-encoding transcriptsomes. Proc Natl Acad Sci USA 2004, 101:6862-6867.

23. Agresti A: A survey of exact inference for contingency tables. Statist Sci 1992, 7:131-177.

24. Fog A: Sampling methods for Wallenius’ and Fisher’s noncentral hypergeometric distributions. Comm Statist. Simulation Comput 2008, 37(1-2):241-257.
25. Storey JD, Tibshirani R: Statistical significance for genomewide studies. Proc Natl Acad Sci USA 2003, 100(16):9440-944.

26. Boyden SE, Kunkel LM: High-Density Genomewide Linkage Analysis of Exceptional Human Longevity Identifies Multiple Novel Loci. PLoS ONE 2010, 5(8):e12432.

27. Subramanian A, Tamayo P, Mootha VK, Mukhejee S, Ebert BL, Gillette MA, Paulovich A, Pomeroy SL, Golub TR, Lander ES, Mesirov JP: Gene set enrichment analysis: a knowledge-based approach for interpreting genomewide expression profiles. Proc Natl Acad Sci USA 2005, 102(43):15545-15550.

28. Khatri P, Draghici S, Ostermeier GC, Krawetz SA: Profiling Gene Expression Using Onto-Express. Genomics 2002, 79(2):266-270.

29. Draghici S, Khatri P, Martins RP, Ostermeier GC, Krawetz SA: Global functional profiling of gene expression. Genomics 2003, 81(2):98-104.

30. Levene H: Robust tests for equality of variances 1960, 278-292.

31. Carvajal RD, Tse A, Schwartz Gk: Aurora Kinases: New Targets for Cancer Therapy. Clin Cancer Res 2006, 12(23):6869-6875.

32. Makaijaniasr FT, Williams S, Dahlin-Huppe K, Fukushima Ji, Mustelin T, Stallcup WB: Phosphorylation of NG2 Proteoglycan by Protein Kinase C-a Regulates Polarized Membrane Distribution and Cell Motility. J Biol Chem 2004, 279(53):55262-55270.

33. Pitson SM, Moretti PAB, Zebal JR, Lynn HE, Xia P, Vadas MA, Wattenberg BW: Activation of sphingosine kinase 1 by ERK1/2-mediated phosphorylation. EMBO J 2003, 22(20):5491-5500.

34. Hannun Y, Obied L: The Ceramide-centric universe of lipid-mediated cell regulation: stress encounters of the lipid kind. J Biol Chem 2002, 277:5847-50.

35. Richards SA, Fu J, Romanelli A, Shimamura A, Blenis J: Ribosomal S6 kinase (RSK1) activation requires signals dependent on and independent of the MAP kinase ERK. Current Biology 1999, 9(12):810-20.

36. Prasad N, Decker S: SH2-containing 5'-inositol phosphatase, SHIP2, regulates cytoskeleton organization and ligand-dependent down-regulation of the epidermal growth factor. J Biol Chem 2005, 280:13129-36.

37. Abe Ji, Berk BC: Fyn and JAK2 Mediate Ras Activation by Reactive Oxygen Species. J Biol Chem 1999, 274(30):21003-21010.

38. Callagy GM, Pharoah PD, Pinder SE, Hsu FD, Nielsen TO, Ragaz J, Ellis IO, Huntsman D, Caldas C: Bcl-2 is a prognostic marker in breast cancer independently of the Nottingham Prognostic Index. Clin Cancer Res 2006, 12(8):2468-2475.

39. Benjamini Y, Yekutieli D: The Control of the False Discovery Rate in Multiple Testing under Dependency. The Annals of Statistics 2001, 29(4):1165-1188.

40. Cline MS, Smoot M, Cerami E, Kuchinsky A, Landys N, Workman C, Christmas R, Avila-Campilo J, Creech M, Gross B, Hanspers K, Isserlin R, Kelley R, Killcoyne S, Lotia S, Maere S, Morris J, Ono K, Pavlovic V, Pico AR, Vailaya A, Wang PL, Adler A, Conklin BR, Hood L, Kupper M, Sander C, Schmulevich I, Schultkowsky K, Warner G, Ideker T, Bader GD: Integration of biological networks and gene expression data using Cytoscape. Nat Protocols 2007, 2(10):2366-2382.

doi:10.1186/1756-0500-4-520
Cite this article as: Ante et al.: Integration of gene expression data with prior knowledge for network analysis and validation. BMC Research Notes 2011 4:520.