Abstract: To develop processing lines, it is necessary to calculate the level of integrity of technological systems and determine the stability of subsystems at a certain level of stability. The complex analysis allows us to study a change in the entropy of the system (the growth of system stability) by describing the mechanism of structural information accumulation. Identifying the ranges of variation of adjustable operating parameters using the proposed approach for energy and resource saving and predicting the stability of the line at the design stage, reducing the subjectivity of estimation of technologies and their hardware design, is original and, in this regard, relevant. The studies were conducted to justify the estimation of the stability of the technological flow as a system and its subsystems in their interconnection at a certain level of stability using the method for estimating fuzzy entropy on the basis of analysis of material and technical flows. The study objects are the integrity of technological and technical systems, the stability of processes, operations and equipment operation. As a result of the analysis of technological flows and a change in the entropy of the technical system, the mechanism of accumulation of structural information entropy has been studied. The carried out analytical and experimental studies have confirmed the possibility of predicting the stability of the operation of technical and technological systems, as well as the expediency of determining the ranges of variation in the parameters of operation of the lines, technological limits and the quality indicators of the finished and semi-finished products. Thus, this method is recommended for use in the food industry.
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INTRODUCTION

The progressive development of processing lines is due to the calculation of the level of integrity of the existing technological systems by experimentally determining the stability of the specific subsystems that have been established at a certain level of stability [1, 2, 6, 8]. The concept of stability of a subsystem (the level of its organization or integrity) has a broader meaning in comparison with the stability that characterizes the quality of functioning of a system.

The known methods for analyzing complex technological flows are only related to the use of information entropy to estimate the efficiency of the existing processing lines in order to modernize them and do not allow us to use system approaches in their design and layout, which leads to the subjectivity of estimation of technologies and their hardware design. It is possible to solve the situation by predicting the stability of operation of technical and technological subsystems and systems as a whole on the basis of making out material and energy balances to minimize energy and material losses. In addition, it is reasonable to determine the ranges of variation in the parameters of the operation of lines, technological limits and the
quality indicators of the finished and semi-finished products. At the same time, the systemic complex analysis of technological flows can be carried out on the basis of studying the process of a change in the entropy of a technical system (the growth of system stability) by describing the processes of accumulation of the structural information calculated as the difference between the maximum and the real value of fuzzy entropy.

**STUDY OBJECTS AND METHODS**

The objects of the study are the integrity of technological and technical systems in general and their subsystems and the stability of their operation, that is, specific technologies, processes, operations and equipment items. The studies were carried out using the physico-mathematical methods of entropy estimation of the stability of a technological flow as a system and its subsystems in their interconnection at a certain level of stability.

An original method for assessing the integrity and stability of technological systems has been used based on the concept of fuzzy entropy [3, 7, 9, 10, 11] in analyzing material and technical flows for energy and resource saving purposes.

**RESULTS AND DISCUSSION**

One of the characteristics of the stability of subsystems is an entropy information function:

\[ H = \sum \mu_i \log \mu_i , \]

where \( \mu_i \) is a quantitative measure of states of a system \( (i = 1,2,...) \).

In the information theory, entropy is formed by a known amount of data about a certain phenomenon. Let \( P \) be the preliminary probability of the result of the experiment, that is, the a priori probability of an event, \( P_i \) is the obtained probability of the occurred event and let us assume \( P_i = 1 \). According to Shannon, information can be accurately a posteriori quantitatively estimated using the value \( I = K \log P \).

For example, there are two possible answers when playing chuck-farthing, i.e. \( P = 2 \). Rolling the dice, there will be 1 out of 6 possible variants, i.e. \( P = 6 \). With the base of logarithm 2 and \( K = 1 \) we have some information for the first case: \( I = \log_2 2 = 1 \) which is equal to one bit.

In fact, \( I \), which is called information entropy, is the measure of ignorance or the information obtained when solving a task. This suggests that the quantitative estimation of information and entropy \( S \) is analogous according to Boltzmann, because by equating the factor \( K \) and the Boltzmann constant \( k_B \), a natural logarithm can be used.

For the existing technological flows, the method for calculating the integrity level is recommended [4, 5, 7, 10], which is based on the analogy of determination of information and thermodynamic entropies due to their additivity and the properties characteristic only thereof [8, 9]. The definitions of entropy function and information entropy are often identical, i.e. \( \mu_i \) are characterized by a probability measure defined as a set \( (P_i, i = 1,2,...) \). The entropy function is determined by the equation:

\[ H = \sum_{i=1}^{n} P_i \log P_i, \text{ where } \sum_{i=1}^{n} P_i = 1. \]

The state of the system with the maximum entropy function \( H_{\text{max}} \) is represented by the "structureless" set of elements of a certain aggregate, as a result of which the measure of systemic organization is equal to the difference between the maximum entropy of the system and the entropy of the set of elements of a certain structure, i.e. \( \Delta H = H_{\text{max}} - H \). Normalizing \( H \), i.e. referring it to \( H_{\text{max}} \), we have \( \eta = 1 - H / H_{\text{max}} \) where: \( \eta \) is process stability, \( H \) is the entropy that corresponds to the distribution of the values of the qualitative indicators of the intermediate material, \( H_{\text{max}} \) is the maximum entropy according to the law of uniform distribution.

Then the entropy function is determined from the characteristic:

\[ H = -\sum P(x_i) \log P(x_i). \]

For 2 possible results, the a priori probability of an event is determined using the equation:

\[ P = P \log_2 P - (1 - P) \log_2 (1 - P). \]

This indicates that entropy varies from zero to maximum, moreover, there is a zero value with \( P = 0 \) and \( P = 1 \), when the distribution is insignificant and there is no uncertainty in the system. The entropy becomes maximum in the case of the equal probability of separate observations (\( P = 0.5 \)), and the distribution is totally uncertain:

\[ H_{\text{max}} = -0.5 \log_2 0.5 - 0.5 \log_2 0.5 = 1 \text{ bit}. \]

To calculate the entropy function for the process, the control parameters that affect the subsequent subsystem and the entire system should be distinguished in each of the subsystems using expert estimates. In subsystems, along with a number of control parameters, the weight coefficient of each of them is determined using expert estimates.

The basic, as well as the allowable values of the parameters that correspond to their requirements are chosen from standards, technical specifications, process instructions, etc. Then, the standard value of the complex quality indicator is calculated within the range from 0 to 1. Within a certain time interval, testing is carried out fixing the values of the parameters for a given interval in the stationary mode of operation of the equipment.

The concept of process stability is applicable to study the qualitative and quantitative variability of the study object. With the system analysis of a quality change, the task is simplified, because the boundary of two intervals is determined, the properties of the entire
set of samples that satisfy and do not satisfy the standard requirements can be split into. The study of the quantitative estimation of the variability of products requires the determination of the range boundaries, if they are not provided in the regulatory and technical documentation.

Summarizing, we note that the stability of the subsystem can be estimated using the indicator \( \eta_i = 1 - \frac{H_i}{H_{\text{max}}} \) where \( \eta_i \) and \( H_i \) are, respectively, the stability and entropy of the \( i \)-th subsystem, which in the case of a binary subsystem with 2 possible regime process states related to certain parameters is significant for the subsequent subsystem. This method is applicable for the growth of stability of a lot of technologies of animal and vegetable products. The analysis of the existing technologies of yogurt products and preparation of tobacco is given below as an example [7, 10].

In the 1st case, the processing chain was divided into 4 subsystems: \( A \) – milk standardization and compounding a mixture; \( B \) – processing a mixture and preparing a starter; \( C \) – forming a ready clot; \( D \) – packaging and cooling the finished product. As a result, the characteristics of the subsystems presented in Table 1 (\( P_i \) is the probability of yield of a product of a standard complex quality level from the subsystem) were obtained.

In this case, the integrity level is -0.8882. The characteristic curves that connect the averaged stability of subsystems, their number in the system and the level of its integrity have been plotted in [7]. It has been established based on the characteristics obtained that the integrity level of the technological flow considered in the example is low and is in the area of cumulative systems, which leads to the need to change the existing technologies and their hardware.

In the second case [10], the technology was divided into three subsystems: \( A \) – the preparation of cut tobacco for the production of cigarettes; \( B \) – cutting tobacco; \( C \) – the formation of leaf tobacco of various commercial varieties. As a result of the calculations, the characteristics of the subsystems presented in Table 2 (\( P_i \) is the probability of yield of a product of a standard complex quality level from the subsystem) were also obtained.

The integrity level for the given production system is 0.22; 0.12; 0.09. As it can be seen from the calculations, the levels of integrity of the technological system under study in all time intervals have positive values and range from 0.09 to 0.22, and therefore one can conclude about the integrity of its nature.

It should be noted that the above method is related to the narrow use of only information entropy for the system analysis of complex technological flows, which leads to the possibility of estimating the efficiency of the existing processing lines for their modernization and does not allow us to use system approaches in their development, arrangement and final designing. This disadvantage that leads to the subjectivity of estimation of the existing technological flows can be eliminated by predicting the stability of subsystems and the system as a whole based on making out material and energy balances to determine energy costs and material losses. In addition, it is reasonable to determine the ranges of variation in the parameters of the operation of the lines, technological limits and the quality indicators of the finished and semi-finished products that can be obtained by comparing the calculated and empirical estimates to correlate the obtained data. Herewith, the process of a change in the entropy of a technical system (the growth of system stability) can be described by the process of accumulation of the structural information calculated as the difference between the maximum and the real value of fuzzy entropy.

**Table 1.** Calculation of the values of stability of technology subsystems and the levels of its integrity

| Subsystem | \( P_i \) | \( 1 - P_i \) | \( -P_i \log_2 P_i \) | \( -(1 - P_i) \log_2 (1 - P_i) \) | \( H_i \) | \( \eta_i \) |
|-----------|-----------|----------------|----------------|----------------|--------|--------|
| A         | 0.84      | 0.16           | 0.2266         | 0.4245         | 0.6511 | 0.3489 |
| B         | 0.88      | 0.12           | 0.1629         | 0.0442         | 0.2071 | 0.7929 |
| C         | 0.87      | 0.13           | 0.1754         | 0.3840         | 0.5594 | 0.4406 |
| D         | 0.90      | 0.10           | 0.1373         | 0.3333         | 0.4706 | 0.5294 |

**Table 2.** Calculation of the values of stability of technology subsystems and the levels of its integrity

| Subsystem | \( P_i \) | \( 1 - P_i \) | \( -P_i \log_2 P_i \) | \( -(1 - P_i) \log_2 (1 - P_i) \) | \( H_i \) | \( \eta_i \) |
|-----------|-----------|----------------|----------------|----------------|--------|--------|
| A         | 1         | 0              | 0              | 0              | 0      | 1      |
| 0.96      | 0         | 0.04           | 0.06           | 0.19           | 0.25   | 0.75   |
| 0.94      | 0         | 0.06           | 0.08           | 0.24           | 0.32   | 0.68   |
| B         | 1         | 0              | 0              | 0              | 0      | 1      |
| 1         | 0         | 0              | 0              | 0              | 0      | 1      |
| 1         | 0         | 0              | 0              | 0              | 0      | 1      |
| 0.77      | 0         | 0.23           | 0.29           | 0.49           | 0.78   | 0.22   |
| 0.84      | 0         | 0.16           | 0.21           | 0.42           | 0.63   | 0.37   |
| 0.86      | 0         | 0.14           | 0.19           | 0.40           | 0.59   | 0.41   |
The structure of the flow is determined by connections between its separate operations. Any technological flow can be referred to one of three types: with a rigid, semi-rigid and with a non-rigid connection [1, 8]. In the flows with a semi-rigid and especially a non-rigid (flexible) connection, a "softer" production organization is allowed, which is due to imperfect technologies, the unstable properties of raw materials and semi-finished products, lack of machines with the required technical characteristics, various technological reliability of operations and constructive reliability of machines, etc. Taking into account the fact that there are mainly flows with a semi-rigid connection organized in the food enterprises of the most diverse sectors [7, 10, 13–18], let us describe for clarity a technological system that consists of three subsystems $A$, $B$ and $C$ with a semi-rigid connection (Fig.1).

The concept of process stability can be used to study the qualitative and quantitative variability of a product obtained as a result of a process. When studying the qualitative variability of the entire set of samples, the problem is simplified, since it is enough to determine the boundaries of two intervals that satisfy and do not satisfy the requirements of a standard. In this case, the system analysis of the aggregate of material and energy losses when the product goes through subsystems $A$, $B$ and $C$ is of interest.

The theoretical and experimental studies of technology subsystems are related to the determination of the adjustable operating parameters of equipment and are aimed at the objective justification of their rational values. Let us assume that the adjustable operating parameters for subsystems $A$, $B$ and $C$ are, for example, the parameters given in Table 3.

Material $M_p$ and energy $Q_p$ losses when the product goes through subsystems $A$, $B$ and $C$ are functionally dependent on the operating parameters $\pi_1, \pi_2, \ldots, \pi_n$ introduced into the technology, then:

$$M_p(A) = f_A(\pi_1, \pi_2, \ldots, \pi_n); \quad Q_p(A) = f_A(\pi_1, \pi_2, \ldots, \pi_n); \quad M_p(B) = f_B(f_A(\pi_1, \pi_2, \ldots, \pi_n), \pi_1, \pi_2, \ldots, \pi_n);$$

$$Q_p(B) = f_B(f_A(\pi_1, \pi_2, \ldots, \pi_n), \pi_1, \pi_2, \ldots, \pi_n);$$

$$M_p(C) = f_C(f_B(f_A(\pi_1, \pi_2, \ldots, \pi_n), \pi_1, \pi_2, \ldots, \pi_n), f_A(\pi_1, \pi_2, \ldots, \pi_n), \pi_1, \pi_2, \ldots, \pi_n);$$

$$Q_p(C) = f_C(f_B(f_A(\pi_1, \pi_2, \ldots, \pi_n), \pi_1, \pi_2, \ldots, \pi_n), f_A(\pi_1, \pi_2, \ldots, \pi_n), \pi_1, \pi_2, \ldots, \pi_n).$$

If the actual operating parameters or equipment condition indicators do not give an opportunity to provide the expected or prescribed losses, it destabilizes the technology. In this case, for the integrity of the system, it is necessary to set and solve a management task that requires decisions at the level of introducing corrected operating parameters $\pi_1, \pi_2, \ldots, \pi_n$ into the technological flow.

This task is understood as the arrangement of a sequence of software and (or) hardware procedures that provide additional information. Decisions are made on the basis of the analysis of possible options for the operating parameters of process equipment that provide an output for the technological process from an uncontrolled state. At the same time, the technical personnel as a component of the system formalize the thinking, and it can behave programmed in accordance with the chosen rational mode of a technological process, which does not require high qualification.

Figure 2 presents the block diagram of the algorithm for solving the management task for minimizing losses by calculating the necessary options for the operating parameters of process equipment. Based on the system analysis and the implementation of the presented algorithm, it is possible to optimize a complex parameter that takes into account material and energy losses depending on the range of variable factors in each subsystem on the basis of their interrelation. An indicator $K_{st}$ equal to the product of $Q_{relative common}$ and $M_{P common}$ or their sum can be taken as a complex parameter.

| Subsystem | Operating parameters | Adjustable range |
|-----------|----------------------|------------------|
| A         | $\pi_1, \pi_2, \ldots, \pi_n$ | $\pi_{min}^n \leq \pi_n \leq \pi_{max}^n$ |
| B         | $\pi_1, \pi_2, \ldots, \pi_n$ | $\pi_{min}^n \leq \pi_n \leq \pi_{max}^n$ |
| C         | $\pi_1, \pi_2, \ldots, \pi_n$ | $\pi_{min}^n \leq \pi_n \leq \pi_{max}^n$ |

Fig. 1. Schematic structure of a technological flow with a semi-rigid connection.
Fig. 2. Block diagram of the algorithm for minimizing losses when implementing the technology.

For interval undefined characteristics, which may also be the indicators of losses when processing food raw materials (by waste size), in the absence of any additional conditions, the undefined entropy is a rectangle $B \in [A_{\min}; A_{\max}]$, $p \in [0; \ln(2)^{-1}]$.

The presented system, consisting of three subsystems (Fig. 1), is not indicative and is only given to illustrate the proposed algorithm, because such an approach is inexpedient with three consecutive operations. In this case, it is possible to quickly determine the weak link by simply comparing the losses. However, in complex technologies, where the number of operations is significant and at the same time there is waste recycling by returning it to the flow, and also heat recovery, simple comparison is clearly not enough. In addition, the ranges of mass and energy losses can enter one into another or be significantly shifted from one another for different operations.

In particular, an increase in mass or energy losses in the previous operations may lead to their decrease in the subsequent operations. For example, the fine grinding of the raw material is more energy-intensive compared with coarse grinding, leads to a decrease in the duration of thermal and mass-exchange processing of products and, as a consequence, a decrease in energy losses. In this case, it is necessary to optimize the operation of a technological flow on the basis of a system analysis and the probabilistic entropy approach, which, in fact, is based on determining the number of degrees of freedom of each subsystem and the system as a whole.

Virtually any technological operation can be characterized as a set of parameters that are at certain levels of development of machine-hardware design of technology. To estimate the level of stability and integrity using a fuzzy entropy component, it is possible to take the material and energy losses of each
subsystem, given that the expert is able to distinguish them among a set of parameters that significantly affect a technological operation.

As for the material characteristics $A_i$ of food products, there are always preferences based on their minimal losses when implementing technological operations, which indicates a more complex (non-rectangular) form of the preference function for the fuzzy value $A_i$.

Let $f_i(x)$ be the membership function of the characteristic $A_i$. In view of the conceptual meaning of the preference function, if $f(B_i) > f(B_j)$, then the value $B_i$ is more preferable (more desirable) than the value $B_j$ by a factor of $\lambda = f(B_j)/f(B_i)$, and then with sufficiently high values of $n$ and the equal lengths of the intervals $A_i$ and $A_j$, the following proportion is valid: $n_i/n_j = f(B_i)/f(B_j)$ or $n_i/f(B_i) = n_j/f(B_j) = \mu$.

Since the last relation is valid for any pairs of the indices $i$ and $j$, we arrive at the conclusion that for all values of $i$ the equalities $n_i = \mu f(B_i)$ are valid, from which it is not difficult to deduce that $p_i = \lim_{n\to\infty} n_i/n = k f(B_i)$ is valid for all $i$. Consequently, fuzzy entropy is a curvilinear trapezoid of the values of the argument $x$ of which vary from $A_{min}$ to $A_{max}$ (along the abscissa axis), and for each fixed value of $x$ along the ordinate axis is equal to $kf(x)\log_2(kf(x))$. To complete the analysis, it is necessary to estimate the value of the coefficient $k$. If the preference function is of rectangular type, then, as follows from the result obtained above, the maximum value of entropy is reached if the following condition has been fulfilled:

$$kf(x) = kf_{max} = 1/e,$$

from where $k = (f_{max}e)^{-1}$ follows, where $f_{max}$ is the maximum value of the preference function.

Preference functions of a trapezoidal type with an additional selected range of more preferable values are of greatest interest. In the case of a trapezoidal type function without a selected range of preferred values, the entropy value at the maximum point will be lower, since two buffer zones of a triangular shape with a base width $\alpha_{min}$ from the left and $\alpha_{max}$ from the right are added to the rectangular section. We assume that the decrease is characterized by the ratio of the corresponding horizontal sections of the domain of variation of the argument $x$ corresponding to the rectangular zone and the entire domain of definition of the preference function, that is:

$$k = (f_{max}e)^{-1} \frac{A_{max} - A_{min}}{(A_{max} + \alpha_{max}) - (A_{min} - \alpha_{min})} \frac{f_{max}}{\delta_{left} + \delta_{right}}.$$

In the presence of the selected ranges, another coefficient is added for similar reasons:

$$\delta_{left} = \delta \quad \text{and} \quad \delta_{right} = \delta$$

However, in some cases, not only the interval of changes in its possible values, but also the most desirable value of the indicator or its interval can be indicated for the loss indicator. In this case, instead of the trapezoidal membership function, it is proposed to use its modification, taking into account the specified additional condition (Fig. 3).

![Fig. 3. Membership function with the selected range of preferences, where $A_{min,i} = 1$, $A_{max,i} = 8$, $\alpha_i = 1$, $\gamma_i = 1$, $R_i = 4$, $\delta_{left} = 0.6$, $\delta_{right} = 0.4$, $\alpha_{min,i} = 6$, $A_{max,i} = 6.5$.](image-url)
This modification of the membership function, shown in Figure 3, is defined as the ratio:

\[
f_i(x) = \begin{cases} 
0, & \text{if } x < A_{\min,i} \text{ or } x > A_{\max,i}, \\
(R_i - \delta_i)(\alpha_i)^{-1}(x - A_{\min,i}), & \text{if } x \in [A_{\min,i}; A_{\min,i} + \alpha_i], \\
(R_i + \delta_i)\frac{x - A_{\min,i} - \alpha_i}{A_{\max,i} - A_{\min,i} - \alpha_i}, & \text{if } x \in [A_{\min,i} + \alpha_i; A_{\min,i}], \\
R_i, & \text{if } x \in [A_{\min,i}; A_{\max,i}], \\
R_i - \hat{\delta}_i\frac{x - A_{\max,i}}{A_{\max,i} - A_{\min,i} - \gamma_i}, & \text{if } x \in [A_{\max,i}, A_{\max,i} - \gamma_i], \\
R_i - \hat{\delta}_i(R_i - \hat{\delta}_i)(\gamma_i)^{-1}(x - A_{\max,i} + \gamma_i), & \text{if } x \in [A_{\max,i} - \gamma_i; A_{\max,i}].
\end{cases}
\]

Thus, for the calculated and empirical estimates of energy costs, material losses, ranges of variation of line parameters, technological limits and quality indicators of the finished and semi-finished products, as well as to eliminate the subjectivity of estimating the existing technological flows and predicting the stability of subsystems and the system as a whole at the design stage, it is reasonable to use the conditional entropy of a subsystem (the level of losses when implementing a technological operation) specified by fuzzy entropy. In this case, the process of a change in the initial entropy of a technical system can be described as the process of accumulation of the structural information calculated as the difference between the maximum and the real values of entropy, i.e. the growth of stability.

As an example, let us describe a technological system that consists of two subsystems \( A \) and \( B \) with a semi-rigid connection (Fig. 4).

In this case, we are interested in material and energy losses when the product goes through subsystems \( A \) and \( B \). Let there be \( M_p \) and \( Q_p \) versus operating parameters \( \pi_1, \pi_2, \ldots, \pi_n \) functional characteristics and their adjustable range the data of which are presented in Table 4.

Let us find such values of the operating parameters \( \pi_1, \pi_2 \) in subsystem \( A \) for which the values \( M_p(A) \) and \( Q_p(A) \) are minimal and denote these values as \( M_p(A1) \) and \( Q_p(A1) \).

\[
M_p(A1) = 4.4 \quad \text{for} \quad (\pi_1 = 8; \pi_2 = 80), \\
Q_p(A1) = 4.3 \quad \text{for} \quad (\pi_1 = 3; \pi_2 = 40).
\]

Then let us find the values of the operating parameters and \( \pi_3 \) in subsystem \( B \) for which the values \( M_p(B) \) and \( Q_p(B) \) are minimal and denote these values as \( M_p(B1 - 2) \) and \( Q_p(B1 - 2) \).

\[
M_p(B1) = 5.01 \quad \text{for} \quad (\pi_1 = 3; \pi_2 = 40; \pi_3 = 1.2), \\
M_p(B2) = 20.4 \quad \text{for} \quad (\pi_1 = 8; \pi_2 = 80; \pi_3 = 1.2),
\]
Given that total of material losses is:

$$M_{P,\text{common}} = 1 - \prod_{i=1}^{n} (1 - M_i),$$

where \(n\) is the number of subsystems, \(M_i\) are losses for the \(i\)-th subsystem, referred to the mass of the initial material of the \(i\)-th operation, and also that the total energy losses are:

$$Q_{P,\text{common}} = 1 - \prod_{i=1}^{n} (1 - Q_i),$$

where \(n\) is the number of subsystems, \(Q_i\) are the losses for the \(i\)-th subsystem, referred to the total losses, we obtain the values of total losses:

$$M_{P,\text{common}} = 13.8 \text{ for } (\pi_1 = 3; \pi_2 = 40; \pi_3 = 1.2),$$
$$M_{P,\text{common}} = 23.9 \text{ for } (\pi_1 = 8; \pi_2 = 80; \pi_3 = 1.2),$$
$$M_{P,\text{common}} = 23.6 \text{ for } (\pi_1 = 3; \pi_2 = 80; \pi_3 = 0.8),$$
$$M_{P,\text{common}} = 18.4 \text{ for } (\pi_1 = 3; \pi_2 = 40; \pi_3 = 0.8),$$
$$Q_{P,\text{common}} = 14.4 \text{ for } (\pi_1 = 3; \pi_2 = 40; \pi_3 = 1.2),$$
$$Q_{P,\text{common}} = 27.1 \text{ for } (\pi_1 = 8; \pi_2 = 80; \pi_3 = 1.2),$$
$$Q_{P,\text{common}} = 9.3 \text{ for } (\pi_1 = 3; \pi_2 = 80; \pi_3 = 0.8),$$
$$Q_{P,\text{common}} = 10.7 \text{ for } (\pi_1 = 3; \pi_2 = 40; \pi_3 = 0.8).$$

It is important to determine which of the subsystems reduces the stability of the technological system. It becomes clear from the obtained values that subsystem \(A\) is stable, because with \(\pi_1 = 3; \pi_2 = 40\) the losses are minimal, and subsystem \(B\) is unstable in view of the high spread of the parameter \(\pi_3\). The determination of the stable variation range of the parameter \(\pi_3\) of the problem subsystem depends on the fuzzy entropy component the calculation method of which is presented above.

The fuzzy entropy of the system is expressed through material and energy fuzzy entropies for each of the operations. Figures 5 and 6 present the obtained graphs of the entropy component.

It is known that entropy changes from zero to a certain maximum value, moreover, the value "0" will be when the a priori probability \(P = 0\) and \(P = 1\), i.e. when there is practically no distribution and there is no uncertainty in the system. Let us assume such values \(Q_{P,\text{common}}\) and \(M_{P,\text{common}}\) that the values of their entropies asymptotically approach zero, for example: \(Q_{P,\text{common}} = 11.73\) and \(M_{P,\text{common}} = 17.89\).

Knowing the values of the total energy and material losses (\(M_{P,\text{common}} = 17.89\), \(Q_{P,\text{common}} = 11.73\)), as well as rational operating parameters of subsystem \(A (\pi_1 = 3; \pi_2 = 40)\), let us find the rational range of the parameter \(\pi_3\). After a simple calculation, we obtain the desired range of the parameter \(\pi_3\) with which subsystem \(B\) is stable: \(0.82 \leq \pi_3 \leq 0.91\).

**CONCLUSIONS**

By predicting the stability of technical and technological subsystems and systems as a whole by making out material and energy balances, minimizing energy and material losses is possible, as well as determining the ranges of variation in the parameters of line operation, technological limits and quality indicators of the finished and semi-finished products. At the same time, the systemic complex analysis of technological flows allows us to study the processes of an entropy change in a technical system (the growth of system stability) by describing the processes of accumulation of structural information, calculated as the difference between the maximum and the real value of fuzzy entropy.

Thus, the use of the conditional fuzzy entropy of the system to identify the ranges of variation of adjustable operating parameters for the stable operation of lines and the elimination of subjectivity of estimates for the operating technological flows and the prediction of stability of operation of subsystems and the system as a whole at the design stage is original and competitive.
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