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1. Introduction

In the past decade, ideas from game-theoretic probability (see the books [SV01, SV19]) have led to various related notions of outer measures based on the concept of pathwise super-hedging coming from mathematical finance, see e.g. [Vov09, TKT09, Vov12, PP16]. These outer measures allow to use arbitrage considerations to examine which path properties are satisfied by “typical (price) paths”, that is, which path properties hold except null sets with respect to these outer measures. For instance, V. Vovk proved that non-constant typical continuous paths have infinite $p$-variation for $p < 2$ and finite $p$-variation for $p > 2$, see [Vov08]. Additionally, due to the financial nature of these outer measures, they found many applications in mathematical finance under model uncertainty, like robust versions of the pricing-hedging duality [BCH+17, BKPT19, BKN20, CKPS19], the role of measurability to avoid arbitrage [Vov17] and game-theoretic portfolio theory [SV19, Chapter 17].

Since typical paths are too irregular to apply classical calculus, a novel approach to work with typical paths is required. This motivated the development of a game-theoretic Itô calculus, which can be viewed as a robust version of the stochastic Itô calculus developed for (semi-)martingales like the Brownian motion, cf. for instance [KS88, RY99]. Game-theoretic ideas coming in particular from mathematical finance, indeed, allowed to set up a rather mature game-theoretic (or model-free) Itô integration for typical paths, see [PP16, Vov16, LPP18]. Since the stochastic Itô integration was originally motivated by stochastic differential equations, it rose the natural question whether the game-theoretic Itô integration is sufficiently powerful to treat differential equations driven by typical paths. A first affirmative answer to this question was given by [BKN19]. Assuming the coefficients of the differential equations are Lipschitz continuous, [BKN19] introduces an outer measure allowing to show existence and uniqueness results for differential equations driven by typical paths even in a Hilbert space setting. Based on an alternative outer measure, the work [CGLM18] provides also existence and uniqueness results for multi-dimensional differential equations with Lipschitz coefficients driven by typical paths.
The general interest to gain a deeper understanding of differential equations driven by typical paths stems from their benefits on a theoretical as well as on an applied level. To illustrate these benefits, let us recall that differential equations perturbed by random noises are frequently used as mathematical models for real-world evolutions. As commonly observed, mathematical modeling comes with the issue of model uncertainty. One approach in mathematical finance to treat such model uncertainty is to simultaneously work under a family of probability measures instead of under one fixed probability measure, cf. e.g. [STZ11]. The solution theory for differential equations driven by typical paths allows immediately to simultaneously work under sensible families of probability measures, see Proposition 2.2, and such represents in this direction a more general approach to (stochastic) differential equations than the classical Itô theory.

In the present work we study one-dimensional differential equations driven by typical paths. Similarly to the theory of stochastic differential equations, we shall see that the one-dimensional case is special in certain aspects. For instance, it allows to treat stochastic differential equations with non-Lipschitz continuous diffusion coefficients, like the Cox–Ingersoll–Ross process, cf. Example 4.4, which is a frequently used model for the evolution of interest rates and of the volatility on financial markets.

First, we show the existence of a unique solution to differential equations driven by typical paths with Hölder continuous diffusion coefficients of order $1/2$, see Subsection 4.2. This corresponds to the famous Yamada–Watanabe theorem [YW71] from probability theory, which is only known to hold true in a basically one-dimensional setting. Like for the classical Yamada–Watanabe result, it is remarkable that differential equations driven by typical paths possess unique solutions under a non-Lipschitz assumption while usually uniqueness results for differential equations require the involved vector fields to be almost Lipschitz continuous. Intuitively, this demonstrates the regularizing effect of typical paths similar to the one of a Brownian motion.

Secondly, we show a stability result between ordinary differential equations and differential equations driven by typical paths, see Subsection 4.3, saying that suitable ordinary differential equations can approximate a differential equation driven by typical paths. This result can be viewed as a game-theoretic version of the Doss–Sussmann theorem [Dos77, Sus78] from probability theory. The stability theorem of Doss and Sussmann can be again motivated by questions regarding the suitable mathematical model for a real-world evolutions. While for example stochastic differential equations driven by a Brownian motion form convenient mathematical models, the underlying real-world evolutions might be actually more suitably represented by a differential equation perturbed by a non-Markov noise process of bounded variation. Hence, a stability result like the Doss-Sussmann theorem is of upmost importance from a modeling perspective.

**Organization of the paper:** Section 2 introduces the game-theoretic outer measure and the notion of typical paths. In Section 3 we present the essential results regarding game-theoretic integration and provide an Itô type formula. Section 4 treats one-dimensional differential equations driven by typical paths.
A property (P) holds for $\Omega$ if the set $\{ \omega \in \Omega : (P) \text{ holds for } \omega \}$ is of the form $\{ \omega \in \Omega : C \text{ holds for } \omega \}$ where $C$ is a closed convex subset of $\mathbb{R}^d$. The previous definitions come all with natural interpretation from a game-theoretic and a financial perspective. The sample space $\Omega$ can be interpreted as the set of all possible price processes $(S_t)_{t \in [0, \infty]}$ and every $\omega \in \Omega$ is a typical sample path of the price process $(S_t)_{t \in [0, \infty]}$. The admissible condition can be understood as a maximal credit limit as it is commonly imposed in mathematical finance. Like in classical mathematical finance, to consider trading only with respect to simple strategies is often not sufficient. Therefore, we need to work with all capital processes in the limitinf-closure of capital processes generated by simple strategies. This is comparable with the Itô integral, which is an operator on the $L^2$-closure of simple integrands, except that we need to work in the present setting with a pointwise closure instead of a closure with respect to a probability measure. For this purpose, we introduce $\mathcal{H}_\lambda$ for the set of $\lambda$-admissible simple strategies and the set of capital gain processes by

$$V_\lambda := \{ C. = \liminf_{n \to \infty} (H^n \cdot S) : (H^n)_{n \in \mathbb{N}} \subset \mathcal{H}_\lambda \}$$

for $\lambda \geq 0$. This allows us to introduce an outer measure and the notion of typical paths, as initiated by Vovk [Vov05]. While Vovk’s original definition was based on a closure of simple strategies using countable convex combinations of them, we rely here on the set $V_\lambda$. Of course, both ways to introduce an outer measure are naturally justified, see e.g. [PP16] Section 2.3. The following definition presents the modified Vovk’s outer measure as introduced by [PP15 PP16].

**Definition 2.1.** Let $\tilde{\Omega} \subset \Omega$ be a non-empty set. The outer measure $\overline{P}(\cdot ; \tilde{\Omega})$ of the set $A \subseteq \tilde{\Omega}$ is defined as the cheapest super-hedging price for $1_A$, that is

$$\overline{P}(A; \tilde{\Omega}) := \inf \left\{ \lambda \geq 0 : \exists C \in V_\lambda \text{ s.t. } \forall \omega \in \tilde{\Omega} \lambda + \liminf_{t \to \infty} C_t(\omega) \geq 1_A(\omega) \right\}.$$
Furthermore, we set $P(A) := P(A; \Omega)$ and say a property $(P)$ holds for typical paths if it holds for typical paths in $\Omega$.

Keeping the financial interpretation of the above definitions in mind, the outer measure $P$ represents the cheapest super-hedging price, essentially as in the classical setting of mathematical finance but with one important difference: we require here super-hedging for all $\omega \in \Omega$ and not just almost surely. An additional reason leading to the great interest of the outer measure $P$ in mathematical finance under model uncertainty is that it dominates all local martingale measures on the space $\Omega$. Recall, a probability measure $Q$ is called a (local) martingale measure if the coordinate process $(S_t)_{t \in [0, \infty)}$ is a (local) martingale w.r.t. $Q$. Local martingale measures appear in mathematical finance to characterize arbitrage-free market models and as “pricing” measures for financial derivatives.

Furthermore, a null set can essentially be viewed as a model-independent arbitrage opportunity of the first kind, cf. [PP15, Lemma 3.2]. Let us recall that, given a probability measure $P$ on $(\Omega, F)$, we say that $(S_t)_{t \in [0, \infty)}$ satisfies no arbitrage of the first kind (NA1) under $P$ if the set

$$W_1^\infty := \left\{ 1 + \int_0^\infty H_u dS_u : H \in H_1 \right\}$$

is bounded in probability, that is if $\lim_{n \to \infty} \sup_{X \in W_1^\infty} P(X \geq n) = 0$. Here $H_1$ stands for the set of all integrable processes w.r.t. $P$.

The following proposition collects properties of the outer measure $P$ and presents its link to mathematical finance, which we discussed vaguely in the previous paragraph.

**Proposition 2.2** (Proposition 3.3 in [PP15]).

(i) $P$ is an outer measure with $P(\Omega) = 1$, i.e. $P$ is non-decreasing, countably sub-additive, and $P(\emptyset) = 0$.

(ii) Let $P$ be a probability measure on $(\Omega, F)$ such that the coordinate process $(S_t)_{t \in [0, \infty)}$ is a local martingale under $P$, and let $A \in F$. Then $P(A) \leq P(A)$.

(iii) Let $A \in F$ be a null set, and let $P$ be a probability measure on $(\Omega, F)$ such that the coordinate process $(S_t)_{t \in [0, \infty)}$ satisfies (NA1) under $P$. Then $P(A) = 0$.

2.1. Dambis–Dubins–Schwarz theorem. A very remarkable result in the context of game-theoretic probability is the Dambis–Dubins–Schwarz theorem due to Vovk [Vov12]. It connects the outer measure $P$ with the Wiener measure $W$ on $(\Omega, F)$, in a similar spirit like the classical Dambis–Dubins–Schwarz theorem connects (local) martingale measures with the Wiener measure relying on suitable time-changes, see e.g. [KS88, Chapter 3, Theorem 4.6]. In order to give the precise formulation of Vovk’s game-theoretic Dambis–Dubins–Schwarz theorem, we recall the definition of time-superinvariant sets, cf. [Vov12, Section 3].

**Definition 2.3.** A continuous non-decreasing function $\phi : [0, \infty) \rightarrow [0, \infty)$ satisfying $\phi(0) = 0$ is said to be a time-change. The set of all time-changes will be denoted by $G_0$ and the group of all time-changes that are strictly increasing and unbounded will be denoted by $G$. A subset $A \subset \Omega$ is called time-superinvariant if for each $\omega \in \Omega$ for all $\phi \in G_0$ it holds that

$$\omega \circ \phi \in A \Rightarrow \omega \in A.$$  

A set $A \subset \Omega$ is called time-invariant if (2.1) holds true for all $\phi \in G$. 


For a comprehensive and intuitive explanation of time-superinvariance we refer the interested reader to \cite[Remark 3.3]{Vov12}. With these definitions at hand, we can present Vovk’s game-theoretic Dambis–Dubins–Schwarz theorem.

**Theorem 2.4** (Theorem 3.1 in \cite{Vov12}). Each time-superinvariant set $A \subset \Omega$ satisfies $P(A) = W(A)$.

Of course, since we consider here a slight modification of Vovk’s original outer measure, one needs to verify that the game-theoretic Dambis–Dubins–Schwarz theorem due to Vovk still holds for $P$, see \cite[Theorem 2.6]{BCH}. Keeping in mind Theorem 2.4, we observe the following regarding time-superinvariant sets: the definition of time-superinvariance ensures that all martingale measures on $\Omega$ assign a time-superinvariant set exactly the same probability. This also motivates the name “Dambis–Dubins–Schwarz theorem”, which roughly says that every one-dimensional martingale is a time-changed Brownian motion.

If one considers only sets of nowhere constant and divergent paths, the notions of time-superinvariance and time-invariance turn out to be equivalent.

**Definition 2.5.** A path $\omega \in \Omega$ is said to be nowhere constant if there is no interval $(s, t) \subset [0, \infty)$ such that $\omega$ is constant on $(s, t)$ and $\omega$ is said to be divergent if there is no $c \in \mathbb{R}$ such that $\lim_{t \to \infty} \omega(t) = c$. The set $DS \subset \Omega$ denotes the set of all $\omega \in \Omega$ that are nowhere constant and divergent.

**Lemma 2.6** (Lemma 3.5 in \cite{Vov12}). A set $A \subset DS$ is time-superinvariant if and only if it is time-invariant.

3. **Itô integration w.r.t. typical paths**

In the spirit of stochastic Itô integration, it is possible to develop a game-theoretic integration theory for typical paths, see \cite{PP16, Vov16, LPP18} and also \cite[Chapter 14]{SY19}. Like the classical Itô integration (\cite[Chapter IV]{RY99}), the game-theoretic integration requires as a fundamental ingredient the existence of quadratic variation for typical paths.

3.1. **Quadratic variation.** For a continuous path $\omega : [0, \infty) \to \mathbb{R}$ and $n \in \mathbb{N}$ we introduce the Lebesgue stopping times

\[ \sigma^n_0(\omega) := 0 \quad \text{and} \quad \sigma^n_k(\omega) := \inf \{ t \geq \sigma^n_{k-1} : \omega(t) \in 2^{-n}\mathbb{Z} \text{ and } \omega(t) \neq \omega(\sigma^n_{k-1}) \}, \]

for $k \in \mathbb{N}$ and $\omega \in \Omega$. For $n \in \mathbb{N}$ the discrete quadratic variation of $\omega$ is given by

\[ V^n_t(\omega) := \sum_{k=0}^{\infty} (\omega(\sigma^n_{k+1}(\omega) \wedge t) - \omega(\sigma^n_k(\omega) \wedge t))^2, \quad t \in [0, \infty). \]

To establish the convergence of the sequence $(V^n(\omega))_{n \in \mathbb{N}}$ of discrete quadratic variations, we recall the concept of locally uniform convergence in $C([0, \infty); \mathbb{R})$. A sequence $(f_n)_{n \in \mathbb{N}} \subset C([0, \infty); \mathbb{R})$ is said to converge locally uniformly to $f \in C([0, \infty); \mathbb{R})$ if

\[ \lim_{n \to \infty} \sup_{x \in [0,T]} \| f_n(x) - f(x) \| = 0, \quad \text{for every } T > 0. \]

In this case, $f$ is called the locally uniform limit of $(f_n)_{n \in \mathbb{N}}$. 
Proposition 3.1. For typical paths \( \omega \in \Omega \), the quadratic variation

\[
(S)_t(\omega) := \lim_{n \to \infty} V^n_t(\omega), \quad t \in [0, \infty),
\]

exists as a locally uniform limit in \( C([0, \infty); \mathbb{R}) \). Moreover, for typical paths \( \omega \in \Omega \), the quadratic variation \( \langle S \rangle(\omega) : [0, \infty) \to \mathbb{R} \) is a non-negative and non-decreasing function.

Proposition 3.1 can be found, for instance, in [Vov12, Lemma 8.1] and was generalized to typical paths in the space of càdlàg functions with mildly restricted jumps (see Vov15, Theorem 1) and to typical paths in the space of càdlàg functions satisfying a mild restriction on the jumps directed downwards (see LPP18, Theorem 3.2).

Remark 3.2. The existence of quadratic variation \( \langle S \rangle \) provided in Proposition 3.1 ensures the existence of quadratic variation in the sense of Föllmer, see [Fol81]. Hence, typical paths can be used as integrators in the purely pathwise Itô calculus initiated by Föllmer [Fol81].

Similarly to the quadratic variation in probability theory, the existence of quadratic variation of a (typical) path is stable under time-changes.

Lemma 3.3. Let \( \phi : [0, \infty) \to \mathbb{R} \) be a time-change in \( \mathcal{G}_0 \) and \( \omega \in \Omega \). If the quadratic variation

\[
(S)_t(\omega) := \lim_{n \to \infty} V^n_t(\omega), \quad t \in [0, \infty),
\]

exists as a locally uniform limit in \( C([0, \infty); \mathbb{R}) \), then

\[
\langle S \rangle_t(\omega \circ \phi) = \lim_{n \to \infty} V^n_t(\omega \circ \phi), \quad t \in [0, \infty),
\]

exists as a locally uniform limit in \( C([0, \infty); \mathbb{R}) \) and

\[
\langle S \rangle_{\phi(t)}(\omega) = (S)_t(\omega \circ \phi), \quad t \in [0, \infty).
\]

Proof. Keeping in mind the definition of the Lebesgue stopping times \( (\sigma^n_k) \) in (3.1), we notice that

\[
V^n_t(\omega \circ \phi) = \sum_{k=0}^{\infty} (\omega \circ \phi(\sigma^n_{k+1}(\omega \circ \phi) \land t) - \omega \circ \phi(\sigma^n_k(\omega \circ \phi) \land t))^2 \leq \sum_{k=0}^{\infty} (\omega(\sigma^n_{k+1}(\omega) \land \phi(t)) - \omega(\sigma^n_k(\omega) \land \phi(t)))^2. 
\]

for all \( t \in [0, \infty) \) and every \( n \in \mathbb{N} \). Hence, \( (V^n(\omega))_{n \in \mathbb{N}} \) converges locally uniformly if and only if \( (V^n(\omega \circ \phi))_{n \in \mathbb{N}} \) converges locally uniformly, and for \( t \in [0, \infty) \) we get

\[
(S)_t(\omega \circ \phi) = \lim_{n \to \infty} V^n_t(\omega \circ \phi) = \lim_{n \to \infty} V^n_{\phi(t)}(\omega) = (S)_{\phi(t)}(\omega).
\]

\( \square \)

3.2. Game-theoretic integration. Based on the existence of quadratic variation for typical paths, one can derive Itô’s isometry type estimates w.r.t. the outer measure \( \overline{P} \), see [PP16, Lemma 3.4] or [LPP18, Lemma 4.5 or 4.8]. While this allows to develop a comprehensive integration theory for typical paths (see [PP16, Vov16, LPP18] and [SV19, Chapter 14]), we shall review here only the essential basics to treat differential equations driven by typical paths. To that end, we need to introduce some concepts concerning processes.

A process \( X : \Omega \times [0, \infty) \to \mathbb{R} \) is called adapted if the game-theoretic variable \( X_t \) is \( \mathcal{F}_t \)-measurable for all \( t \in [0, \infty) \). The process \( X \) is said to be continuous if the sample path
Lemma 3.4. \( \text{sequences of } \{PP16, \text{Theorem 3.5 and Corollary 3.6}\}. \)

and 

\( F \) which is well-defined for every \( \omega \in \Omega \) for all but finitely many \( n \).

\( T > 0 \). Now we identify two processes \( X, Y \) if

\[
d_T(X, Y) := \mathbb{E} \left[ \|X - Y\|_{\infty;[0,T]} \wedge 1 \right] = 0 \quad \text{for all} \quad T \in [0, \infty).
\]

The resulting space of equivalent classes of processes is denoted by \( \mathcal{T}^0_{\text{loc}}((0, \infty); \mathbb{R}) \).

In order to construct a game-theoretic Itô integration, we start to define the integral of step functions and then extend the construction to a more general class of integrands. A process \( F : \Omega \times [0, \infty) \rightarrow \mathbb{R}^d \) is called a \textit{step function} if there exist stopping times \( 0 = \tau_0 \leq \tau_1 \leq \ldots \), and \( \mathcal{F}_{\tau_n} \)-measurable functions \( F_n : \Omega \rightarrow \mathbb{R}^d \), such that for every \( \omega \in \Omega \) we have \( \tau_n(\omega) = \infty \) for all but finitely many \( n \), and such that

\[
F_t(\omega) = \sum_{n=0}^{\infty} F_n(\omega) \mathbf{1}_{[\tau_n(\omega), \tau_{n+1}(\omega))}(t), \quad (\omega, t) \in \Omega \times [0, \infty).
\]

The corresponding integral of \( F \) w.r.t. \( (S_t)_{t \in [0, \infty)} \) is given by

\[
(F \cdot S)_t := \sum_{n=0}^{\infty} F_n(S_{\tau_{n+1} \wedge t} - S_{\tau_n \wedge t}), \quad t \in [0, \infty),
\]

which is well-defined for every \( \omega \in \Omega \).

The following lemma (Lemma 3.4) and the next corollary (Corollary 3.5) are direct consequences of [PP16] Theorem 3.5 and Corollary 3.6.

Lemma 3.4 (Model-free Itô integration). Let \( X : \Omega \times [0, \infty) \rightarrow \mathbb{R} \) be an adapted and continuous process. Then, there exists a process \( \int X \, dS \in \mathcal{T}^0_{\text{loc}}([0, \infty); \mathbb{R}) \) with the following continuity property: for every \( T > 0 \), if \( (X^{(n)})_{n \in \mathbb{N}} \) is a sequence of simple functions and \( (c_n)_{n \in \mathbb{N}} \subset \mathbb{R} \)

is a sequence of real numbers such that \( \|X^{(n)}(\omega) - X(\omega)\|_{\infty;[0,T]} \leq c_n \) for all \( \omega \in \Omega \)

and all \( n \in \mathbb{N} \), then for typical paths \( \omega \in \Omega \) there exists a constant \( C(\omega) > 0 \) such that

\[
\left\| (X^{(n)} \cdot S)(\omega) - \int X \, dS(\omega) \right\|_{\infty;[0,T]} \leq C(\omega)c_n \sqrt{\log n}
\]

for all \( n \in \mathbb{N} \).

The integral process \( \int X \, dS \) is continuous for typical paths, and there exists a representative \( \int X \, dS \) which is adapted, although it may take the values \( \pm \infty \). We usually write \( \int_t^t X_s \, dS_s := \int X \, dS(t) \), and we call \( \int X \, dS \) the model-free Itô integral of \( X \) w.r.t. \( S \).

One of fundamental properties of Itô integrals in probability theory is that they can be approximated by left-point Riemann sums if one considers sufficiently regular integrands and a sufficiently strong concept of convergence. An example of this property is formulated in the next corollary for the model-free Itô integral.
Corollary 3.5. Suppose we are in the setting of Lemma 3.4. If $c_n = o((\log n)^{-1/2})$, then for typical paths $((X^{(n)}_t, S)_t)_{n \in \mathbb{N}}$ converges locally uniformly to $\int X \, dS$.

A more general integration theory for typical paths was developed in [PP16], [Vov16] and [LPP18] providing, e.g., more sophisticated continuity estimates for the model-free Itô integral and integration for not necessarily continuous integrands, and not necessarily continuous typical paths as integrators.

3.3. Itô’s formula. It is known that typical paths are as irregular as the sample paths of martingales. More precisely, typical paths have finite $p$-variation only for $p > 2$, see [Vov08, Theorem 1]. Therefore, the model-free Itô integral from Lemma 3.4 cannot satisfy the fundamental theorem of calculus but it does satisfy an Itô type formula, as we shall show.

Let $A: \Omega \times [0, \infty) \to \mathbb{R}$ and $B: \Omega \times [0, \infty) \to \mathbb{R}$ be adapted and continuous processes. We consider the integral process $Y: \Omega \times [0, \infty) \to \mathbb{R}$ given by

\[ Y_t := \int_0^t A_u \, dS_u + \int_0^t B_u \, du, \quad t \in [0, \infty), \]

where the first integral denotes the model-free Itô integral, as defined in Lemma 3.4, and the second integral a classical Riemann–Stieltjes integral. For this type of integral processes we can derive the following Itô type formula.

Proposition 3.6. If $(Y_t)_{t \in [0, \infty)}$ has the representation (3.2) and $f: \mathbb{R} \to \mathbb{R}$ is a twice continuously differentiable function, then the Itô type formula

\[ f(Y_t) = f(Y_0) + \int_0^t f'(Y_u) B_u \, du + \int_0^t f'(Y_u) A_u \, dS_u + \frac{1}{2} \int_0^t f''(Y_u) A_u^2 \, d\langle S \rangle_u, \]

for $t \in [0, \infty)$, holds for typical paths.

Note, since $(S)(\omega)$ exists and is a non-decreasing and continuous function for typical paths $\omega \in \Omega$, the integral $\int_0^t f''(Y_u) A_u^2 \, d\langle S \rangle_u$ in (3.3) can be defined as a Riemann–Stieltjes integral.

Proof of Proposition 3.6. Since $A: \Omega \times [0, \infty) \to \mathbb{R}$ and $B: \Omega \times [0, \infty) \to \mathbb{R}$ are adapted and continuous processes, we can locally uniformly approximate them by

\[ A^{(n)}_t := \sum_{k=1}^{\infty} A_{\rho^{(n)}_{k-1}} 1_{[\rho^{(n)}_{k-1}, \rho^{(n)}_k)}(t) \quad \text{and} \quad B^{(n)}_t := \sum_{k=1}^{\infty} B_{\rho^{(n)}_{k-1}} 1_{[\rho^{(n)}_{k-1}, \rho^{(n)}_k)}(t), \]

for $n \in \mathbb{N}$, respectively, where

\[ \rho^{(n)}_0 := 0 \quad \text{and} \quad \rho^{(n)}_k := \inf \{ t \geq \rho^{(n)}_{k-1} : |A_t - A_{\rho^{(n)}_{k-1}}| \geq 2^{-n} \ \text{or} \ |B_t - B_{\rho^{(n)}_{k-1}}| \geq 2^{-n} \}, \]

for $k \in \mathbb{N}$. The corresponding approximation $(Y^{(n)}_t)_{n \in \mathbb{N}}$ of $(Y_t)_{t \in [0, \infty)}$ is defined by

\[ Y^{(n)}_t := \int_0^t A^{(n)}_u \, dS_u + \int_0^t B^{(n)}_u \, du, \quad t \in [0, \infty). \]

By the continuity of the model-free Itô integration (use e.g. Corollary 3.5) with $c_n := 2^{-n}$, we have

\[ \lim_{n \to \infty} \sup_{t \in [0, T]} \left\| \int_0^t A^{(n)}_u \, dS_u - \int_0^t A_u \, dS_u \right\| = 0 \]
for every $T > 0$, for typical paths. Furthermore, by the continuity of Riemann–Stieltjes integration (see e.g. [FV10 Proposition 2.7]), we know that

$$\lim_{n \to \infty} \sup_{t \in [0,T]} \left\| \int_0^t B_{\omega}^{(n)}(u) \, du - \int_0^t B_{\omega}(u) \, du \right\| = 0$$

for every $T > 0$ and all $\omega \in \Omega$. Hence, $(Y_{t}^{(n)})_{n \in \mathbb{N}}$ converges locally uniformly to $(Y_{t})_{t \in [0,\infty)}$ for typical paths.

We also notice that, for typical paths $\omega \in \Omega$, by the definition of quadratic variation, by the Cauchy–Schwarz inequality and Proposition 3.1, the quadratic variation of $(Y_{t}^{(n)})_{t \in [0,\infty)}$ exists and is given by

$$\langle Y_{t}^{(n)} \rangle(\omega) := \lim_{n \to \infty} \sum_{k=0}^{\infty} (Y_{\sigma_{k+1}^{(n)}}^{(n)}(\omega) - Y_{\sigma_{k}^{(n)}}^{(n)}(\omega))^2$$

$$= \lim_{n \to \infty} \sum_{k=0}^{\infty} \left( \int_0^{\sigma_{k+1}^{(n)}} A_{u}^{(n)}(\omega) \, du - \int_0^{\sigma_{k}^{(n)}} A_{u}^{(n)}(\omega) \, du \right)^2$$

$$= \int_0^t (A_{u}^{(n)}(\omega))^2 \, d\langle S \rangle_u(\omega), \quad t \in [0,\infty),$$

where the convergence takes place locally uniformly and $(\sigma_{k}^{(n)})_{k \in \mathbb{N}}$ denotes again the Lebesgue stopping times as defined in (3.1). Using Remark 3.2 and Föllmer’s pathwise Itô formula ([För81 THÉORÈME]), we observe that

$$f(Y_{t}^{(n)}) - f(Y_{0}^{(n)}) = \int_0^t f'(Y_{u}^{(n)}) \, dY_{u}^{(n)} + \frac{1}{2} \int_0^t f''(Y_{u}^{(n)}) \, d\langle Y_{u}^{(n)} \rangle_u$$

$$= \int_0^t f'(Y_{u}^{(n)}) B_{u}^{(n)} \, du + \int_0^t f'(Y_{u}^{(n)}) A_{u}^{(n)}(\omega) \, du + \frac{1}{2} \int_0^t f''(Y_{u}^{(n)}) (A_{u}^{(n)}(\omega))^2 \, d\langle S \rangle_u,$$

where we used the definition of $(Y_{t}^{(n)})_{t \in [0,\infty)}$ and the previous identity for $(\langle Y_{t}^{(n)} \rangle_t)_{t \in [0,\infty)}$ in the last line. Since $(Y_{t}^{(n)})_{n \in \mathbb{N}}$ converges locally uniformly to $(Y_{t})_{t \in [0,\infty)}$ for typical paths, we can conclude the following as $n \to \infty$:

- $f(Y_{t}^{(n)})$, $f'(Y_{t}^{(n)})$, $f''(Y_{t}^{(n)})$ converge locally uniformly to $f(Y)$, $f'(Y)$, $f''(Y)$, respectively, since $f$ is twice continuously differentiable;
- $\int_0^t f'(Y_{u}^{(n)}) B_{u}^{(n)} \, du$ and $\int_0^t f''(Y_{u}^{(n)}) (A_{u}^{(n)})^2 \, d\langle S \rangle_u$ converge locally uniformly to the limits $\int_0^t f'(Y_u) B_{u} \, du$ and $\int_0^t f''(Y_u) (A_t)^2 \, d\langle S \rangle_u$, respectively, by the continuity of Riemann–Stieltjes integration;
- $\int_0^t f'(Y_{u}^{(n)}) A_{u}^{(n)} \, dS_{u}$ converges locally uniformly to $\int_0^t f'(Y_u) A_{u} \, dS_{u}$ by the continuity of the model-free Itô integration.

Due to these observations about the convergence behavior, the identity (3.4) reveals the assertion by sending $n \to \infty$. ☐
4. Game-theoretic differential equations

One of the main motivations to develop classical stochastic Itô integration was to set up a well-posedness theory for stochastic differential equations. In a related manner, game-theoretic integration can be used to treat differential equations driven by typical paths, cf. \cite{BKN19} and \cite{CGLM18}.

**Remark 4.1.** The work \cite{BKN19} provides existence and uniqueness results for differential equations on a finite time horizon $[0, T]$ driven by typical paths in a Hilbert space setting (the typical paths attain their values in some Hilbert space), assuming that the coefficients are Lipschitz continuous. This approach relies on an extended path space. As a result one obtains a smaller outer measure than the outer measure defined in Definition 2.1. By the extension of the path space we mean that together with the coordinate process $(S_t)_{t \in [0, T]}$ the investor is allowed to buy or sell assets, whose prices at the moment $t \in [0, T]$ are equal to $\|S\|^2 - \langle S \rangle_t$, where here $\| \cdot \|$ denotes the Hilbert space norm and $\langle \langle S \rangle_t \rangle_{t \in [0, T]}$ denotes the quadratic variation process of the coordinate process $(S_t)_{t \in [0, T]}$ but defined in a different way than the usual tensor quadratic variation of a Hilbert space-valued semi-martingale, see \cite{BKN19} Remark 2.7. Additionally, the measure $d \langle S \rangle$ is supposed to be absolutely continuous with respect to the Lebesgue measure $dt$ and the density $d \langle S \rangle/dt$ is supposed to be globally bounded.

The work \cite{CGLM18} obtains existence and uniqueness results for multi-dimensional differential equations driven by typical paths on a finite time horizon $[0, T]$ under Lipschitz assumptions. In order to obtain a Burkholder–Davis–Gundy type inequality, \cite{CGLM18} is based on a modified outer expectation which may be interpreted as the super-hedging cost of not only the terminal value of some process $(Z_t)_{t \in [0, T]}$, i.e. $Z_T$, but of the value $Z_\tau$ for any stopping time $\tau$ such that $\tau \in [0, T]$. As a result one obtains a possibly greater outer measure than the outer measure defined in Definition 2.1.

While the case of multi-dimensional differential equations driven by typical paths was already studied, we focus here on one-dimensional differential equations. The one-dimensional case is in various ways special and allows to obtain results which do not hold in general in a multi-dimensional setting. A famous example is the Yamada–Watanabe theorem providing the existence and uniqueness of a solution for differential equations with non-Lipschitz diffusion coefficients, see \cite{YW71}. For examples and a more comprehensive discussion about the different necessary regularity assumptions on the coefficients in a one- and multi-dimensional setting, respectively, we refer to \cite{YW71} Remark 2 and 3.

In this section we consider one-dimensional differential equations driven by typical paths of the form

\begin{equation}
X_t = x_0 + \int_0^t b(X_u) \, d\langle S \rangle_u + \int_0^t \sigma(X_u) \, dS_u, \quad t \in [0, \infty),
\end{equation}

where $x_0 \in \mathbb{R}$, $b: \mathbb{R} \to \mathbb{R}$ and $\sigma: \mathbb{R} \to \mathbb{R}$ are continuous functions and $X: \tilde{\Omega} \times [0, \infty) \to \mathbb{R}$ is supposed to be an adapted and continuous process. Thanks to Lemma 3.4 the model-free Itô integral $\int_0^t \sigma(X_u) \, dS_u$ exists in $L^0_{\text{loc}}([0, \infty); \mathbb{R})$.

**Definition 4.2.** Let $\tilde{\Omega} \subset \Omega$ be a set.

(i) We say that $X = (X_t)_{t \in [0, \infty)}$ is a solution to (4.1) in $\tilde{\Omega}$ if $X: \tilde{\Omega} \times [0, \infty) \to \mathbb{R}$ is an adapted and continuous process and (4.1) holds for typical paths $\omega \in \tilde{\Omega}$. For $\Omega = \tilde{\Omega}$ we usually omit “in $\Omega$” and just call $(X_t)_{t \in [0, \infty)}$ a solution to (4.1).
Lemma 4.6. Suppose Assumption 4.3 holds true. For all
which only depends on \( W \)
under the Wiener measure

\[
X(t) = \left( X_t \right)_{t \in [0, \infty)} \text{ is the unique solution to (4.1) in } \tilde{\Omega} \text{ if } (X_t)_{t \in [0, \infty)} \text{ is a}
\]
solution to (4.1) in \( \hat{\Omega} \) and, for every solution \( Y = (Y_t)_{t \in [0, \infty)} \) in \( \hat{\Omega} \) we have \(|X(\omega) - Y(\omega)|_{[0, T]} = 0 \) for all \( T \in [0, \infty) \), for typical paths \( \omega \in \Omega \). For \( \Omega = \hat{\Omega} \) we usually
omit “in \( \hat{\Omega} \)” and just call \((X_t)_{t \in [0, \infty)}\) the unique solution to (4.1).

We shall study the differential equation (4.1) assuming the following regularity assumptions
on the coefficients.

Assumption 4.3. Suppose that \( b: \mathbb{R} \to \mathbb{R} \) and \( \sigma: \mathbb{R} \to \mathbb{R} \) are continuous and bounded functions satisfying the conditions

\[
|b(x) - b(y)| \leq C_b |x - y| \quad \text{and} \quad |\sigma(x) - \sigma(y)| \leq C_\sigma |x - y|^{1/2},
\]

for all \( x, y \in \mathbb{R} \), where \( C_b \) and \( C_\sigma \) are positive constants.

Example 4.4. In mathematical finance the Cox–Ingersoll–Ross (CIR) process serves as a
frequently applied model for the evolution of interest rates or volatility on financial market.
The CIR process \((r_t)_{t \in [0, \infty)}\) can be described by the stochastic differential equation

\[
\text{d}r_t = a(b - r_t) \text{d}t + \sigma \sqrt{r_t} \text{d}W_t, \quad t \in [0, \infty),
\]

where \((W_t)_{t \in [0, \infty)}\) denotes a standard Wiener process and \(a, b, \sigma\) are constants.

While the diffusion coefficient \( x \mapsto \sigma \sqrt{x} \) is not Lipschitz continuous, it satisfies the regularity assumption Assumption 4.3.

4.1. Existence theorem. To prove the existence of a solution to the differential equation (4.1) driven by typical paths, we introduce the following Euler type approximation:

For \( n \in \mathbb{N} \) we set \( X^{(n)}_t = x_0 \) and

\[
X^{(n)}_t := X^{(n)}_{\tau_k} + b(\langle S \rangle_{\tau_k}) (\langle S \rangle_t - \langle S \rangle_{\tau_k}) + \sigma(\langle S \rangle_{\tau_k}) (S_t - S_{\tau_k})
\]

for \( t \in (\tau_k, \tau_{k+1}] \) where \( \tau_0 := 0 \) and, for \( k \in \mathbb{N} \),

\[
\tau_k(\omega) := \inf \{ t \geq \tau_{k-1} : (S_t \in 2^{-n} \mathbb{Z} \text{ and } S_t \neq S_{\tau_{k-1}}) \text{ or } ((S)_t \in 2^{-n} \mathbb{Z} \text{ and } (S)_t \neq (S)_{\tau_{k-1}}) \}.
\]

Proposition 4.5. Suppose Assumption 4.3 holds true. For typical paths \( \omega \in \Omega \), the limit

\[
X_t := \lim_{n \to \infty} X^{(n)}_t, \quad t \in [0, \infty),
\]

exists as locally uniform limit and \((X_t)_{t \in [0, \infty)}\) is a solution to the differential equation (4.1).

As a preparation for the proof of Proposition 4.5 we show that the assertion holds true under the Wiener measure \( \mathbb{W} \) on \((\Omega, \mathcal{F})\).

Lemma 4.6. Suppose Assumption 4.3 holds true. For all \( T > 0 \) there exists a constant \( C \) which only depends on \( T, C_b, C_\sigma \) and, such that

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} |X^{(n)}_t - X_t| \right] \leq \frac{C}{n^{1/2}}, \quad n \in \mathbb{N},
\]

where \( \mathbb{E} \) denotes the expectation operator with respect to the Wiener measure \( \mathbb{W} \) on \((\Omega, \mathcal{F})\).

In particular, \((X^{(n)})_{n \in \mathbb{N}}\) converges almost surely locally uniformly to \((X_t)_{t \in [0, \infty)}\), where \( X = (X_t)_{t \in [0, \infty)} \) denotes the strong solution to (4.1) under the Wiener measure \( \mathbb{W} \), that is \((X_t)_{t \in [0, \infty)}\) is an adapted process on the filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, \infty)}, \mathbb{W})\) such that \((X_t)_{t \in [0, \infty)}\) satisfies (4.1) almost surely and \( \mathbb{W}(\int_0^T |b(X_u)| \text{d}(S)_u + \int_0^T \sigma^2(X_u) \text{d}S_u < \infty) = 1 \) for every \( t \in [0, \infty) \).
Proof. We define

\[ \kappa_n(t) := \sum_{k=0}^{\infty} 1_{(\tau^n_k, \tau^n_{k+1})}(t) \tau^n_k, \quad t \in [0, \infty). \]

Notice that

\[ X_t^{(n)} = x_0 + \int_0^t b(X_{\kappa_n(u)}) \, d\langle S \rangle_u + \int_0^t \sigma(X_{\kappa_n(u)}) \, dS_u, \quad t \in [0, \infty), \]

and that by the definition of \( \tau^n_k \) we have

\[ |X_t^{(n)} - X_t^{(n)}| \leq C_{b,\sigma} 2^{-n}, \]

where \( C_{b,\sigma} \geq 1 \) is a positive constant depending on the bounds of \( b \) and \( \sigma \). Moreover, recall that there exists a strong solution \((X_t)_{t \in [0,\infty)}\) to the stochastic differential equation

\[ X_t = x_0 + \int_0^t b(x_u) \, d\langle S \rangle_u + \int_0^t \sigma(x_u) \, dS_u, \quad t \in [0, \infty), \]

under the Wiener measure \( \mathbb{W} \) by classical results from probability theory, see e.g. [KSSS 1988, Section 5.2 C]. For \( n \in \mathbb{N} \) we introduce the process \((Y_t^{(n)})_{t \in [0,\infty)}\) with \( Y_t^{(n)} := X_t - X_t^{(n)} \).

Step 1: Analogously to [GR11, Proposition 2.2] we claim: there exists \( C > 0 \), depending on \( C_b, C_{\sigma} \) and \( C_{b,\sigma} \) only, such that

\[ |Y_t^{(n)}| \leq \frac{1 + C(S)_t}{n} + C_b \int_0^t |Y_u^{(n)}| \, d\langle S \rangle_u + M_t^{(n)}, \quad t \in [0, \infty), \]

where \((M_t^{(n)})_{t \in [0,\infty)}\) is some continuous local martingale with quadratic variation

\[ \langle M^{(n)} \rangle_t \leq 2C_b^2 C_{b,\sigma} \int_0^t |Y_u^{(n)}| + 2^{-n} \, d\langle S \rangle_u, \quad t \in [0, \infty). \]

For \( \delta > 1 \) and \( \varepsilon > 0 \) let \( \Psi_{\varepsilon,\delta} \) be the same function as in the proof of [GR11, Proposition 2.2], i.e. \( \Psi_{\varepsilon,\delta}(x) \leq \frac{2}{x \log(\delta)} \) and \( \Psi_{\varepsilon,\delta} \) is non-negative and supported on \([\varepsilon,\delta, \varepsilon]\), and \( \int_{\varepsilon}^{\delta} \Psi_{\varepsilon,\delta}(x) \, dx = 1 \). Let \( \Phi_{\varepsilon,\delta}(x) = \int_{0}^{|x|} 0 \Psi_{\varepsilon,\delta}(z) \, dz \, dy \). Then, \( \Phi_{\varepsilon,\delta} \) is twice continuously differentiable and we have \( |x| \leq \varepsilon + \Phi_{\varepsilon,\delta}(x) \), \( |\Phi'_{\varepsilon,\delta}(x)| \leq 1 \) and

\[ \Phi''_{\varepsilon,\delta}(x) = \Psi_{\varepsilon,\delta}(|x|) \leq \frac{2}{|x| \log(\delta)} 1_{[\varepsilon,\delta]}(|x|) \leq \frac{2\delta}{\varepsilon \log(\delta)}. \]

For \( t \in [0, \infty) \), Itô’s formula (cf. Proposition 3.3) yields

\[ \Phi_{\varepsilon,\delta}(Y_t^{(n)}) = \Phi_{\varepsilon,\delta}(Y_0^{(n)}) + \int_0^t \left( \Phi'_{\varepsilon,\delta}(Y_u^{(n)})(b(X_u) - b(X_{\kappa_n(u)})) + \frac{1}{2} \Phi''_{\varepsilon,\delta}(Y_u^{(n)})(\sigma(X_u) - \sigma(X_{\kappa_n(u)}))^2 \right) \, d\langle S \rangle_u \]

with

\[ M_t^{(n)} := \int_0^t (\Phi'_{\varepsilon,\delta}(Y_u^{(n)})(\sigma(X_u) - \sigma(X_{\kappa_n(u)}))) \, dS_u. \]
Hence, by the properties of $\Phi_{\varepsilon,\delta}$ we get

$$|Y^{(n)}_t| \leq \varepsilon + \Phi_{\varepsilon,\delta}(Y^{(n)}_t)$$

$$= \varepsilon + \int_0^t \left( \Phi_{\varepsilon,\delta}(Y^{(n)}_u)(b(X_u) - b(X^{(n)}_{\kappa_n(u)})) + \frac{1}{2} \Phi_{\varepsilon,\delta}'(Y^{(n)}_u)|\sigma(X_u) - \sigma(X^{(n)}_{\kappa_n(u)})|^2 \right) d\langle S \rangle_u$$

$$+ M^{(n)}_t.$$ 

The contribution from the drift is

$$\int_0^t \Phi_{\varepsilon,\delta}'(Y^{(n)}_u)(b(X_u) - b(X^{(n)}_{\kappa_n(u)})) d\langle S \rangle_u$$

$$= \int_0^t \Phi_{\varepsilon,\delta}'(Y^{(n)}_u)(b(X_u) - b(X^{(n)}_{\kappa_n(u)})) d\langle S \rangle_u + \int_0^t \Phi_{\varepsilon,\delta}'(Y^{(n)}_u)(b(X_u) - b(X^{(n)}_{\kappa_n(u)})) d\langle S \rangle_u$$

$$\leq C_b \int_0^t |Y^{(n)}_u| d\langle S \rangle_u + C_b C_{b,\sigma} 2^{-n} \langle S \rangle_t,$$

where we used that $|\Phi_{\varepsilon,\delta}'| \leq 1$. The contribution from the quadratic variation is

$$\int_0^t \frac{1}{2} \Phi_{\varepsilon,\delta}''(Y^{(n)}_u)|\sigma(X_u) - \sigma(X^{(n)}_{\kappa_n(u)})|^2 d\langle S \rangle_u$$

$$\leq \int_0^t \Phi_{\varepsilon,\delta}''(Y^{(n)}_u)|\sigma(X_u) - \sigma(X^{(n)}_{\kappa_n(u)})|^2 d\langle S \rangle_u + \int_0^t \Phi_{\varepsilon,\delta}''(Y^{(n)}_u)|\sigma(X_u) - \sigma(X^{(n)}_{\kappa_n(u)})|^2 d\langle S \rangle_u$$

$$\leq C_\sigma \int_0^t \Phi_{\varepsilon,\delta}''(Y^{(n)}_u)|X_u - X^{(n)}_{\kappa_n(u)}| d\langle S \rangle_u + C_\sigma^2 \int_0^t \Phi_{\varepsilon,\delta}''(Y^{(n)}_u)|X_u - X^{(n)}_{\kappa_n(u)}| d\langle S \rangle_u$$

$$\leq C_\sigma^2 \frac{2}{\log(\delta)} \langle S \rangle_t + C_\sigma \frac{2\delta}{\varepsilon \log(\delta)} 2^{-n} \langle S \rangle_t,$$

where we used Assumption 4.3 in the second last line and the estimate (14.4) is the last one. So overall

$$|Y^{(n)}_t| \leq \varepsilon + C_b \int_0^t |Y^{(n)}_u| d\langle S \rangle_u + C_b C_{b,\sigma} 2^{-n} \langle S \rangle_t + C_\sigma^2 \frac{2}{\log(\delta)} \langle S \rangle_t + C_\sigma \frac{2\delta}{\varepsilon \log(\delta)} 2^{-n} \langle S \rangle_t + M^{(n)}_t.$$

Choosing $\varepsilon = 1/n$ and $\delta = 2^{n/2}$ this becomes

$$|Y^{(n)}_t| \leq \frac{1}{n} + C_b \int_0^t |Y^{(n)}_u| d\langle S \rangle_u + C_\sigma \frac{2}{\log(\delta)} \langle S \rangle_t + C_\sigma \frac{2\delta}{\varepsilon \log(\delta)} 2^{-n} \langle S \rangle_t + M^{(n)}_t$$

for some $C > 0$ which depends on $C_b, C_\sigma$ and $C_{b,\sigma}$ only.

The quadratic variation of $(M^{(n)}_t)_{t \in [0, \infty)}$ is

$$\langle M^{(n)} \rangle_t = \int_0^t |\Phi_{\varepsilon,\delta}'(Y^{(n)}_u)(\sigma(X_u) - \sigma(X^{(n)}_{\kappa_n(u)}))|^2 d\langle S \rangle_u$$

$$\leq 2C_\sigma^2 \int_0^t |Y^{(n)}_u| d\langle S \rangle_u + 2C_\sigma^2 C_{b,\sigma} \int_0^t 2^{-n} d\langle S \rangle_u,$$

for $t \in [0, \infty)$, as claimed.
Step 2: Under the Wiener measure \( \mathbb{W} \) we have \( \langle S \rangle_t = t \). Using the estimate (4.3) and a standard localization argument gives
\[
\mathbb{E}[|Y^{|n|}_t|] \leq \frac{1+Ct}{n} + C_b \int_0^t \mathbb{E}[|Y^{(n)}_u|] \, du, \quad t \in [0, \infty).
\]
Hence, applying Gronwall’s inequality leads to
\[
(4.5) \quad \mathbb{E}[|Y^{(n)}_t|] \leq \frac{1+Ct}{n}, \quad t \in [0, \infty),
\]
where \( C > 0 \) depends on \( C_b, C_\sigma \) and \( C_{b,\sigma} \) only, but may differ from the constant denoted by \( C \) in Step 1. The Burkholder–Davis–Gundy inequality together with the estimate (4.3) and (4.5) yields
\[
\mathbb{E}\left[\sup_{u \in [0,t]} |Y^{(n)}_u|\right] \leq \frac{1+Ct}{n} + C_b \int_0^t \mathbb{E}[|Y^{(n)}_u|] \, du + C_{BDG} 2C_\sigma^2 C_{b,\sigma} \int_0^t (\mathbb{E}[|Y^{(n)}_u|] + 2^{-n}) \, du^{1/2} \leq \frac{1+Ct}{n} + C \left( \sup_{u \in [0,t]} |Y^{(n)}_u| \right) \, du + (C_{BDG} 2C_\sigma^2 ((1+Ct) + t))^{1/2} n^{-1/2},
\]
for a new constant \( C > 0 \) which depends on \( C_b, C_\sigma \) and \( C_{b,\sigma} \). So the claimed estimate (4.2) follows by applying again Gronwall’s inequality.

Step 3: After having established (4.2), the almost sure locally uniform convergence of \( (X^{(n)})_{n \in \mathbb{N}} \) to \( (X_t)_{t \in [0,\infty)} \) follows by a routine argument: For any \( T > 0 \) we have
\[
\mathbb{E}\left[\sum_{n=1}^{\infty} \sup_{t \in [0,T]} |X^{(n)}_t - X_t| \right] \leq C^3 \sum_{n=1}^{\infty} n^{-3/2} < \infty,
\]
and therefore almost surely \( \sum_{n=1}^{\infty} \sup_{t \in [0,T]} |X^{(n)}_t - X_t| < \infty \). Hence, \( (X^{(n)})_{n \in \mathbb{N}} \) converges almost surely uniformly on \( [0,T] \) to \( (X_t)_{t \in [0,\infty)} \). By choosing a countable sequence \( T_m \to \infty \), we obtain, almost surely, the locally uniform convergence of \( (X^{(n)})_{n \in \mathbb{N}} \) to \( (X_t)_{t \in [0,\infty)} \). \( \square \)

Proof of Proposition 4.3 Consider the event
\[
E_1 := \left\{ \omega \in \Omega : X^{(n)}(\omega) \text{ converges locally uniformly} \right\}
\]
and denote by \( E_1^c \) the complement of the set \( E_1 \). We want to show that \( E_1^c \) is time-supernonvariant in the sense of Definition 2.3 in order to apply the pathwise Dambis–Dubins–Schwarz theorem (Theorem 2.4). For this purpose, it is sufficient to show that \( \omega \in E_1 \) implies \( \omega \circ \phi \in E_1 \) for every \( \phi \in \mathcal{G}_0 \).

Let \( \omega \in E_1 \) and \( \phi \in \mathcal{G}_0 \) be a time-change. Thanks to Lemma 3.3 and the definition of the stopping times \( (\tau^k) \), for \( n, k \in \mathbb{N} \), we have
\[
S_{\tau^k_n(\omega \circ \phi)}(\omega \circ \phi) = S_{\tau^k_n}(\omega) \quad \text{and} \quad \langle S \rangle_{\tau^k_n(\omega \circ \phi)}(\omega \circ \phi) = \langle S \rangle_{\tau^k_n}(\omega). \]
Furthermore, we have \( X^{(n)}_0(\omega) = x_0 = \langle S \rangle_{\tau^k_n(\omega \circ \phi)}(\omega \circ \phi) = \langle S \rangle_{\tau^k_n}(\omega) \).

Suppose now that \( \omega \in E_1 \) implies \( \omega \circ \phi \in E_1 \) for every \( \phi \in \mathcal{G}_0 \).
for some \( k \in \mathbb{N} \) and let us apply an induction argument over \( k \in \mathbb{N} \). For \( t \in (\tau_k^n(\omega \circ \phi), \tau_{k+1}^n(\omega \circ \phi)] \) we observe that

\[
X_t^{(n)}(\omega \circ \phi) = X_{\tau_k^n(\omega \circ \phi)}^{(n)}(\omega \circ \phi) + b(X_{\tau_k^n(\omega \circ \phi)}^{(n)}(\omega \circ \phi))((S)_t(\omega \circ \phi) - (S)_{\tau_k^n(\omega \circ \phi)}(\omega \circ \phi)) \\
+ \sigma(X_{\tau_k^n(\omega \circ \phi)}^{(n)}(\omega \circ \phi))(S_t(\omega \circ \phi) - S_{\tau_k^n(\omega \circ \phi)}(\omega \circ \phi)) \\
= X_{\tau_k^n(\omega)}^{(n)}(\omega) + b(X_{\tau_k^n(\omega)}^{(n)}(\omega))((S)_{\phi(t)}(\omega) - (S)_{\tau_k^n(\omega)}(\omega)) \\
+ \sigma(X_{\tau_k^n(\omega)}^{(n)}(\omega))(S_{\phi(t)}(\omega) - S_{\tau_k^n(\omega)}(\omega)) \\
= (X^{(n)})_{\phi(t)}(\omega).
\]

This implies \( X_t^{(n)}(\omega \circ \phi) = X_{\phi(t)}^{(n)}(\omega) \) for all \( t \in [0, \infty) \). Hence, if \( (X^{(n)}(\omega))_{n \in \mathbb{N}} \) converges locally uniformly, then \( (X^{(n)}(\omega \circ \phi))_{n \in \mathbb{N}} \) converges locally uniformly. This means \( \omega \circ \phi \in E_1 \) implies \( \overline{\omega} \in E_1 \), that is \( E_1^\infty \) is time-superinvariant. Combining Theorem 2.4 and Lemma 4.6 ensure that \( \overline{P}(E_1^\infty) = 0 \). Hence, for typical paths, the process \( (X_t)_{t \in [0, \infty)} \) defined by \( X_t := \lim_{n \to \infty} X_t^{(n)} \) exists as locally uniform limit. Furthermore, by Lemma 3.4 and the continuity property of Riemann–Stieltjes integration, we deduce that \( (X_t)_{t \in [0, \infty)} \) is a solution to (4.1), which completes the proof.

4.2. Yamada–Watanabe theorem. In probability theory, a famous theorem of Yamada–Watanabe states that there exists a unique solution to one-dimensional stochastic differential equations driven by a Wiener process assuming that the diffusion coefficient is Hölder continuous of order 1/2, see [YW71, WY71]. This is a very deep insight as usually differential equations require basically Lipschitz continuous coefficients to ensure the uniqueness of solutions.

In this subsection we prove a Yamada–Watanabe type theorem (Theorem 4.7) for the differential equation (4.1), which is driven by typical paths. In order to recall the definition of the set DS, we refer to Definition 2.5.

**Theorem 4.7.** Suppose that Assumption 4.3 holds. Then, there exists a unique solution \( X = (X_t)_{t \in [0, \infty)} \) in DS to the differential equation (4.1).

Before we proceed to the proof of Theorem 4.7 we will prove some preparatory results. Let \( (X_t)_{t \in [0, \infty)} \) be the solution to the differential equation (4.1). From Corollary 3.5 we know that if the stopping times \( (\rho_k^n) \) are given by \( \rho_0^n := 0 \) and

\[
\rho_k^n := \inf\{t > \rho_{k-1}^n : |\sigma(X_t) - \sigma(X_{\rho_{k-1}^n})| \geq 2^{-n} \text{ or } |S_t - S_{\rho_{k-1}^n}| \geq 2^{-n}\}
\]

for \( n, k \in \mathbb{N} \), then for typical paths

\[
\int_0^t \sigma(X_u) \, dS_u := \lim_{n \to \infty} \sum_{k=0}^{\infty} \sigma(X_{\rho_k^n})(S_{\rho_{k+1}^n \wedge t} - S_{\rho_k^n \wedge t}), \quad t \in [0, \infty),
\]

and the convergence in (4.6) is locally uniform, for typical paths, since the stopping times \( (\rho_k^n) \) ensure that the integrand \( \sigma(X_u) \) is uniformly approximated. From this approximation one can also derive the behaviour of the model-free Itô integral under time-changes.
Lemma 4.8. Let $\phi: [0, \infty) \to [0, \infty)$ be a time-change in $\mathcal{G}_0$ and $\omega \in \Omega$. If the limit

$$
\int_0^t \sigma(X_u) \, dS_u(\omega) := \lim_{n \to \infty} \sum_{k=0}^\infty \sigma(X_{\rho_k^n}(\omega)) \left( S_{\rho_k^n + 1}(\omega) \wedge t - S_{\rho_k^n}(\omega) \wedge t \right), \quad t \in [0, \infty),
$$

exists as locally uniform limit, then

$$
\int_0^t \sigma((X \circ \phi)_u) \, d(S \circ \phi)_u(\omega), \quad t \in [0, \infty),
$$
as defined in (4.10), exists as locally uniform limit and

$$
\int_0^\phi(t) \sigma(X_u) \, dS_u(\omega) = \int_0^\phi(t) \sigma((X \circ \phi)_u) \, d(S \circ \phi)_u(\omega).
$$

Furthermore, if $\omega \in \Omega$ is such that the quadratic variation $((S)_t(\omega))_{t \in [0, \infty)}$ exists, then

$$
\int_0^\phi(t) b(X_u(\omega)) \, d(S)_u(\omega) = \int_0^\phi(t) b(X_u(\omega \circ \phi)) \, d(S)_u(\omega \circ \phi), \quad t \in [0, \infty).
$$

Proof. By the definition of the stopping times $(\rho_k^n)$, for $n \in \mathbb{N}$ and $t \in [0, \infty)$ we observe that

$$
\int_0^\phi(t) \sigma(X_u) \, dS_u(\omega) := \lim_{n \to \infty} \sum_{k=0}^\infty \sigma(X_{\rho_k^n}(\omega)) \left( S_{\rho_k^n + 1}(\omega) \wedge t - S_{\rho_k^n}(\omega) \wedge t \right)
$$

where the last equality holds for the new stopping times $(\tilde{\tau}_k^n)$ defined by $\tilde{\tau}_k^n := 0$ and

$$
\tilde{\tau}_k^n := \inf\{t > \tilde{\tau}_{k-1}^n : \sigma((X \circ \phi)_t) - \sigma((X \circ \phi)_{\tilde{\tau}_{k-1}^n}) \geq 2^{-n} \text{ or } |(S \circ \phi)_t - (S \circ \phi)_{\tilde{\tau}_{k-1}^n} | \geq 2^{-n} \}
$$

for $n, k \in \mathbb{N}$. Hence,

$$
\int_0^\phi(t) \sigma((X \circ \phi)_s) \, d(S \circ \phi)_s(\omega) = \lim_{n \to \infty} \sum_{k=0}^\infty \sigma(X_{\tilde{\tau}_k^n}(\omega)) \left( S_{\tilde{\tau}_k^n + 1}(\omega) \wedge t - S_{\tilde{\tau}_k^n}(\omega) \wedge t \right)
$$

which reveals the first assertion.

The second assertion follows by Lemma 3.3. \hfill \square

With this preparatory results at hand we are in a position to prove Theorem 4.7.

Proof of Theorem 4.7. Since the existence of a solution $(X_t)_{t \in [0, \infty)}$ to (4.1) in DS follows by Proposition 4.5 it remains to show uniqueness in DS.

Let us suppose that there are two continuous and adapted processes $X^{(1)} = (X_t^{(1)})_{t \in [0, \infty)}$ and $X^{(2)} = (X_t^{(2)})_{t \in [0, \infty)}$ solving the differential equation (4.1) driven by typical paths. Let us consider the event

$$
E_2 := \left\{ \omega \in \text{DS} : \sup_{t \in [0, \infty)} \|X_t^{(1)}(\omega) - X_t^{(2)}(\omega)\| > 0 \right\}.
$$
We shall show that the event $E_2$ is time-superinvariant in the sense of Definition 2.3. Let $\phi \in G$ and $\omega \in DS$. Without loss of generality we may assume that for $\omega$ the quadratic variation $(\langle S_t \rangle_t)_{t \in [0,\infty)}$ in the sense of Proposition 3.1 and $(X^{(1)}_t(\omega))_{t \in [0,\infty)}$ and $(X^{(2)}_t(\omega))_{t \in [0,\infty)}$ satisfy equation (4.1) together with (4.6). Due to Lemma 4.8 for $i = 1, 2$ we observe that

$$X^{(i)}_t(\omega \circ \phi) = x_0 + \int_0^t b(X^{(i)}_u(\omega \circ \phi)) \, d\langle S \rangle_u(\omega \circ \phi) + \int_0^t \sigma(X^{(i)}_u) \, dS_u(\omega \circ \phi)$$

for $t \in [0, \infty)$. This reveals that $\omega \circ \phi \in E_2$ implies $\omega \in E_2$. Hence, $E_2$ is time-invariant and by Lemma 2.6 $E_2$ is also time-superinvariant. By Vovk’s pathwise Dambis–Dubins–Schwarz theorem (Theorem 2.4 and Vov12 Corollary 3.7) and the classical uniqueness result of Yamada and Watanabe for stochastic differential equations driven by a Brownian motion (KS88 Chapter 5.2, Proposition 2.13), we obtain $P(E_2; DS) = W(E_2) = 0$. □

**Remark 4.9.** The boundedness assumption on $b$ and $\sigma$ made in Assumption 4.3 is not needed for the uniqueness result provided in Theorem 4.7. However, it is required by Proposition 4.5 to provide the existence of a solution.

### 4.3. Doss–Sussmann approximation

While differential equations of the form (4.1) appear frequently in the mathematical modeling of random phenomena, the actual “noise” term $(S_t)_{t \in [0,\infty)}$ in many applications is represented by a process of bounded variation. This led to the natural question how ordinary differential equations, perturbed by random noises of bounded variation, and stochastic differential equations are linked. A first answer to this fundamental question was given by Doss [Dos77] and Sussmann [Sus78], stating that a suitably chosen sequence of ordinary differential equations can approximate a differential equation driven by typical paths.

For $n \in \mathbb{N}$ let $(S^{(n)}_t)_{t \in [0,\infty)}$ be a process such that function $t \mapsto S^{(n)}_t(\omega)$ is continuous and of locally bounded variation for every $\omega \in \Omega$. Let us consider the differential equation

$$X^{(n)}_t = x_0 + \int_0^t b(X^{(n)}_u) \, d\langle S \rangle_u + \int_0^t \sigma(X^{(n)}_u) \, dS_u, \quad t \in [0, \infty),$$

where $x_0 \in \mathbb{R}$, $b: \mathbb{R} \to \mathbb{R}$ and $\sigma: \mathbb{R} \to \mathbb{R}$ are Lipschitz functions and $X^{(n)}: \Omega \times [0, \infty) \to \mathbb{R}$. Notice that the differential equation (4.7) possesses a unique solution $(X^{(n)}_t(\omega))_{t \in [0,\infty)}$ for all $\omega \in \Omega$ such that $(\langle S_t \rangle_t(\omega))_{t \in [0,\infty)}$ exists in the sense of Proposition 3.1. Under suitable assumptions, if the sequence $(S^{(n)}_t)_{n \in \mathbb{N}}$ uniformly approximates the coordinate process $(S_t)_{t \in [0,\infty)}$, it turns out that the corresponding sequence $(X^{(n)}_t)_{n \in \mathbb{N}}$ of solutions indeed converges to an adapted and continuous process $(X_t)_{t \in [0,\infty)}$ solving a differential equation driven by typical paths.

**Remark 4.10.** A natural and most straightforward way to approximate uniformly the coordinate process $(S_t)_{t \in [0,\infty)}$ with continuous processes $(\hat{S}^{(n)}_t)_{n \in \mathbb{N}}$ of locally bounded variation is to choose $(\hat{S}^{(n)}_t)_{n \in \mathbb{N}}$ as a piecewise linear approximation along the sequence of Lebesgue stopping times, cf. (3.1). While these approximations may be not adapted, one can use the concept of truncated variation, as in LM13, to obtain uniform, continuous and adapted approximations of $(S_t)_{t \in [0,\infty)}$, which have locally bounded variation.
The following theorem formulates precisely the indicated convergence result for typical paths and can be seen as a game-theoretic version of the Doss–Sussmann approximation result in probability theory.

**Theorem 4.11.** Suppose that \( b: \mathbb{R} \to \mathbb{R} \) is Lipschitz continuous and \( \sigma: \mathbb{R} \to \mathbb{R} \) is twice continuously differentiable with bounded first and second derivative. Let \((S^{(n)})_{n \in \mathbb{N}}\) be a sequence of processes such that the function \( t \mapsto S^{(n)}_t(\omega) \) is continuous and of locally bounded variation for every \( \omega \in \Omega \), and denote by \((X^{(n)})_{n \in \mathbb{N}}\) the sequence of corresponding solutions to (4.7).

If \( \lim_{n \to \infty} \|S^{(n)} - S\|_{\infty;[0,T]} = 0 \), then

\[
\lim_{n \to \infty} \|X^{(n)} - X\|_{\infty;[0,T]} = 0, \quad \text{for typical paths,}
\]

where \( X = (X_t)_{t \in [0,\infty)} \) denotes the solution to

\[
X_t = x_0 + \int_0^t \left[ b(X_u) + \frac{1}{2} \sigma(X_u)\sigma'(X_u) \right] d\langle S \rangle_u + \int_0^t \sigma(X_u) dS_u, \quad t \in [0,\infty),
\]

for typical paths, which is unique for typical paths in DS.

The proof adapts the classical probabilistic arguments, cf. e.g. [KSS88, Section 5.2 D].

**Proof.** Without loss of generality, we consider \( \omega \in \Omega \) such that \((\langle S \rangle_t(\omega))_{t \in [0,\infty)}\) exists in the sense of Proposition 3.1, recalling that the complement of this set has outer measure zero.

**Step 1:** Let \( g: \mathbb{R}^2 \to \mathbb{R} \) be the solution to the ordinary differential equation

\[
\frac{\partial g}{\partial x} = \sigma(g) \quad \text{and} \quad g(0, y) = y, \quad y \in \mathbb{R}.
\]

Hence, for \( x, y \in \mathbb{R} \) we get

\[
\frac{\partial^2 g}{\partial x^2} = \sigma(g)\sigma'(g), \quad \frac{\partial^2 g}{\partial x \partial y} = \sigma'(g) \frac{\partial g}{\partial y} \quad \text{and} \quad \frac{\partial}{\partial y} g(0, y) = 1,
\]

which gives that

\[
\rho(x, y) := \frac{\partial}{\partial y} g(x, y) = \exp \left\{ \int_0^x \sigma'(g(z, y)) \, dz \right\} > 0.
\]

As shown in the proof of [KSS88, Chapter 5, Proposition 2.21], the continuous function

\[
f(x, y) := \rho(x, y)b(g(x, y)), \quad x, y \in \mathbb{R},
\]

is locally Lipschitz continuous in \( y \), bounded in \( x \) and has locally linear growth in \( y \). Hence, due to [FV10, Corollary 3.9], there exists a unique solution \((Y_t(\omega))_{t \in [0,\infty)}\) to the ordinary differential equation

\[
Y_t(\omega) = x_0 + \int_0^t f(S_u(\omega), Y_u(\omega)) \, d\langle S \rangle_u(\omega), \quad t \in [0,\infty),
\]

since the coefficient \( f \) is a locally Lipschitz continuous function of linear growth. This allows us to define the process \( X_t := g(S_t, Y_t) \) for \( t \in [0, \infty) \). Using Föllmer’s pathwise Itô
Let in that case we can apply the Lamperti transform rather than the Doss–Sussmann transform: holds due to Remark 4.9. Moreover, we get that \(Y_t(\omega)\) is locally Lipschitz continuous as concatenation of locally Lipschitz continuous maps. If \(t\) is bounded, of course also \(b(g(\cdot, x_0))\) is bounded. Therefore, it follows again from [FV10] formula \([\text{Fo81}]\), we see that

\[
X_t(\omega) = g(S_0(\omega), Y_0(\omega)) + \int_0^t \frac{\partial}{\partial x} g(S_u(\omega), Y_u(\omega)) \, dS_u(\omega) \\
+ \frac{1}{2} \int_0^t \frac{\partial^2}{\partial x^2} g(S_u(\omega), Y_u(\omega)) \, d\langle S \rangle_u(\omega) + \int_0^t b(X_u(\omega)) \, d\langle S \rangle_u(\omega)
= x_0 + \int_0^t \sigma(X_u(\omega)) \, dS_u(\omega) + \int_0^t \left[ \frac{1}{2} \sigma(\dot{X}_u(\omega)) \dot{\sigma}(X_u(\omega)) + b(X_u(\omega)) \right] \, d\langle S \rangle_u(\omega),
\]
for \(t \in [0, \infty)\). Hence, \((X_t(\omega))_{t \in [0, \infty)}\) is the unique solution to \((4.8)\). Note that the uniqueness holds due to Remark 4.9.

**Step 2:** Similar to Step 1, since \((S_t^{(n)}(\omega))_{t \in [0, \infty)}\) is of locally bounded variation, there exists a unique solution \((Y_t^{(n)}(\omega))_{t \in [0, \infty)}\) to the differential equation

\[
(4.10) \quad Y_t^{(n)}(\omega) = x_0 + \int_0^t f(S_u^{(n)}(\omega), Y_u^{(n)}(\omega)) \, d\langle S \rangle_u(\omega), \quad t \in [0, \infty).
\]

Moreover, we get that \(X^{(n)} := g(S^{(n)}(\omega), Y^{(n)}(\omega))\) is the unique solution to \((4.7)\). Indeed, by classical calculus, for \(t \in [0, \infty)\), we have

\[
X_t^{(n)}(\omega) = x_0 + \int_0^t \frac{\partial}{\partial x} g(S_u^{(n)}(\omega), Y_u^{(n)}(\omega)) \, dS_u^{(n)}(\omega) + \int_0^t \frac{\partial}{\partial y} g(S_u^{(n)}(\omega), Y_u^{(n)}(\omega)) \, dY_u^{(n)}(\omega)
= x_0 + \int_0^t \sigma(Y_u^{(n)}(\omega)) \, dS_u^{(n)}(\omega) + \int_0^t b(Y_u^{(n)}(\omega)) \, d\langle S \rangle_u(\omega).
\]

**Step 3:** Recall that \(X = g(S, Y)\) and \(X^{(n)} = g(S^{(n)}, Y^{(n)})\). Hence, since \(g\) is a continuous function and \((S^{(n)}(\omega))_{n \in \mathbb{N}}\) converges locally uniformly to \((S_t(\omega))_{t \in [0, \infty)}\), it is sufficient to prove that \((Y^{(n)}(\omega))_{n \in \mathbb{N}}\) converges locally uniformly to \((Y_t(\omega))_{t \in [0, \infty)}\) in order to show that \((X^{(n)}(\omega))_{n \in \mathbb{N}}\) converges locally uniformly to \((X_t(\omega))_{t \in [0, \infty)}\). Furthermore, notice that \((Y^{(n)}(\omega))_{n \in \mathbb{N}}\) and \((Y_t(\omega))_{t \in [0, \infty)}\) are solutions to the ordinary differential equations \((4.10)\) and \((4.9)\), respectively, which are both driven by processes of locally bounded variation. Therefore, the locally uniform convergence of \((S^{(n)}(\omega))_{n \in \mathbb{N}}\) to \((S_t(\omega))_{t \in [0, \infty)}\) implies the locally uniform convergence of \((Y^{(n)}(\omega))_{n \in \mathbb{N}}\) to \((Y_t(\omega))_{t \in [0, \infty)}\), which is a classical stability result for ordinary differential equations, see for instance [FV10] Theorem 3.15.

**Remark 4.12.** If the drift term is of the form \(b(x) = \sigma(x) \tilde{b}(x)\) for a locally Lipschitz continuous function \(\tilde{b}\) of linear growth, then it suffices to assume that \(\sigma\) is continuously differentiable and of linear growth, and that at least one of the two functions \(\tilde{b}\) or \(\sigma\) is bounded. Indeed, in that case we can apply the Lamperti transform rather than the Doss–Sussmann transform: Let \(g\) be as in the previous proof. Note that \(\frac{\partial}{\partial x} g(x, y) = \sigma(g(x, y))\), and since \(\sigma\) is continuously differentiable, we get \(\frac{\partial}{\partial x} g(x, y) = \sigma'(g(x, y)) \sigma(g(x, y))\), so \(g(\cdot, y)\) is twice continuously differentiable even if \(\sigma\) is only continuously differentiable. In particular, the map \(\tilde{b}(g(\cdot, x_0))\) is locally Lipschitz continuous as concatenation of locally Lipschitz continuous maps. If \(\sigma\) is bounded, then \(\tilde{b}(g(\cdot, x_0))\) is of linear growth as concatenation of maps of linear growth, while if \(\tilde{b}\) is bounded, of course also \(\tilde{b}(g(\cdot, x_0))\) is bounded. Therefore, it follows again from [FV10]
Corollary 3.9] that, for typical path $\omega \in \Omega$, there is a unique pathwise solution $(Z_t(\omega))_{t \in [0, \infty)}$ to the equation

$$Z_t(\omega) = \int_0^t \beta(g(Z_s(\omega) + S_s(\omega), x_0)) \, d\langle S \rangle_s(\omega), \quad t \in [0, \infty).$$

Then, we obtain from Föllmer’s pathwise Itô formula that (X_t(\omega))_{t \in [0, \infty)}, given by $X_t(\omega) := g(Z_t(\omega) + S_t(\omega), x_0)$, solves

$$X_t(\omega) = g(0, x_0) + \int_0^t \sigma(u(Z_s(\omega) + S_s(\omega), x_0)) \beta(g(Z_s(\omega) + S_s(\omega), x_0)) \, d\langle S \rangle_s(\omega)$$

$$+ \int_0^t \sigma(g(Z_s(\omega) + S_s(\omega), x_0)) \, dS_s(\omega)$$

$$+ \frac{1}{2} \int_0^t \sigma'(g(Z_s(\omega) + S_s(\omega), x_0)) \sigma(g(Z_s(\omega) + S_s(\omega), x_0)) \, d\langle S \rangle_s(\omega)$$

$$= x_0 + \int_0^t \left[ \sigma(X_s(\omega)) \beta(X_s(\omega)) + \frac{1}{2} \sigma'(X_s(\omega)) \sigma(X_s(\omega)) \right] \, d\langle S \rangle_s + \int_0^t \sigma(X_s(\omega)) \, dS_s(\omega).$$

Uniqueness of solutions and the approximation via the solutions $(X^{(n)}_t)_{n \in \mathbb{N}}$ of (47) follow exactly as in the previous proof.

See also the recent paper [KR16] for closely related results on pathwise solutions of one-dimensional SDEs via Doss–Sussmann and Lamperti transforms in a semi-martingale context.
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