Wave turbulence for the BBM equation: Stability of a Gaussian statistics under the flow of BBM
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Abstract

This paper introduces a measure or statistics invariant through the flow of the Benjamin-Bona-Mahony equation and studies its stability, regarding a specific class of perturbation and in the idea of the wave turbulence theory.
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1 Introduction

Wave turbulence studies the evolution of some particular statistics under the flow of non linear equations with a weak non linearity. An early reference on the subject is the one by Peierls in [15] in 1929. The theory has known important developments during the sixties thanks to Zakharov, Filonenco, or Musher see [10] [19] [12], who have described the invariance of particular spectra known as the Kolmogorov-Zakharov (KZ) spectra which represents the average amplitudes to the square of waves, or the number of particles given a wavelength. In more recent works such as [1], the stability of the KZ spectrum has also been studied.

The purpose of these works is to consider each possible wavenumber of the linearised around the zero solution equation (that is to say, the non linear equation which the non linearity has been removed of) and assume what is called the random phase approximation (RPA) which presumes that the phases of the waves corresponding to these wavenumbers are initially independent from each other and taken uniformly distributed over the circle $S^1$.

A review of general KZ spectra, that is, of the statistics such that the average of the amplitudes to the square are invariant under the flow of some PDEs can be found in [9].

Moreover, different time scales have been observed between the studied PDE and the evolution of average quantities such as the energy, [14] [13].

Another question that arises is how does the law of the statistics itself evolve. This question appeared since the beginning of the theory in [15] and was later developed by Brout and Prigogine in [4].

In more recent papers, not only the phases are supposed independent but also the modulus of the amplitudes (Random phase and amplitude assumption). One can thus wonder whether the waves remain independent as they evolve in time and as they interact due to the non linearity of the equation. A general investigation leads to the preservation of the independence and the distribution of the phases under some conditions up to corrections of order 2 wrt a small parameter controlling the non linearity, [7].

To be more precise, what is called a statistics is a random variable with value in $L^2$, or a space linearly spanned by the eigenmodes of the linear equation corresponding to the non linear PDE. This random variable induces a measure on $L^2$. It can also be seen as two sequences of random variables with values in $\mathbb{R}^+$ and $S^1$, $A_n \in \mathbb{R}^+$ (for the modulus of the amplitude) and $\varphi_n \in S^1$ for the phase. Then, the random initial data is given by :

$$\sum_n A_n \varphi_n e_n$$

where $e_n$ are the eigenfunctions of the linear operator involved in the studied PDE.

Under the random phase approximation, the $\varphi_n$ are supposed initially independent from each other and from the $A_n$, and are supposed uniformly distributed over $S^1$. Under the random phase and amplitude assumption, the $A_n$ are also supposed independent from each other. The quantity introduced in [7] to study the stability of the statistics is :

$$Z^N\{A, \mu, t\} = \langle \prod_{i=1}^N e^{\lambda A_i \varphi_i (t)^2} \varphi_i(t)^\mu \rangle$$

where $\langle . \rangle$ denotes the mean value wrt te initial measure induced by the statistics. The integer $N$ corresponds to a certain (large) number of waves and the behaviour of $Z^N$ is studied as $N$ goes to $\infty$. As time passes by, the values of the random variable $A_n$ and $\varphi_n$ evolve and interact with
Theorem 1. There exists a measure \( \mu \) on \( L^2 \) invariant under the flow of BBM. The measure \( \mu \) is a Gaussian vector in infinite dimension. For all \( A \subseteq L^2 \) measurable (in the sense of the topological \( \sigma \) algebra),

\[
\mu(\psi(t)A) = \mu(A).
\]
This statistics $\mu$ is taken such that all eigenmodes are independent from each other. The measure $\mu$ is of Gibbs type, in the spirit of the works by Lebowitz-Rose-Speer, [11] and Bourgain, [3].

Now a small parameter $V$ is introduced, and the statistics $\mu$ is changed into a statistics $\mu_V$ which allows covariance (of order $V$) between the modes. As it happens, $\mu_V$ is built in a way that involves a slightly different linear operator $D_V = (1 + V)^{-1/2}(1 - \partial_x^2)^{-1}\partial_x(1 + V)^{1/2}$ from the operator of BBM $((1 - \partial_x^2)^{-1}\partial_x)$ and the perturbed eigenmodes (the projections onto the eigenfunctions of $D_V$) are independent from each other.

In fact, the change of statistics corresponds to a change of the equation, and the statistics $\mu_V$ is invariant under the perturbed flow, the new equation being:

$$\partial_t \mu_V + D_V(\mu_V + \frac{(1 + V)^{1/2}u_V^2}{2}) = 0$$

as BBM is

$$\partial_t u + (1 - \partial_x^2)^{-1}\partial_x\left(u + \frac{u^2}{2}\right) = 0.$$ 

The flow of this equation globally exists and is noted $\psi_V$. The measure $\mu_V$ is an infinite dimensional Gaussian vector on $L^2$ with covariance operator $\sqrt{1 + V}(1 - \partial_x^2)^{-1}\sqrt{1 + V}$.

In the end, there is an estimate regarding the characteristic functions [3].

**Theorem 2.** Let $\epsilon \in ]0, \frac{1}{2}[,$ there exist two constants $C$ and $c$ such that for all $\lambda \in L^2$ and all $t \in \mathbb{R}$,

$$|Z_V(\lambda, t) - Z_V(\lambda, 0)| \leq C||V||_{\infty}||\lambda||_{L^2}^6 e^{-\epsilon\delta ||V||_{\infty}^2}$$

where $||V||_{\infty}$ controls the smallness of the perturbative parameter $V$ and $Z_V(\lambda, t)$ is defined by [3].

**Remark 1.1.** This result leads to the stability of the so-called KZ spectrum for this equation, that is, the mean values of the amplitudes to the square differ from their initial values only with order $||V||_{\infty}$ and with the same behaviour in time : for $\epsilon \in ]0, 1/2[,$ there exist $C, c$ such that for all $n \in \mathbb{N}$ $t \in \mathbb{R}$,

$$|E_V(|\langle \psi(t)u_0, \cos(nx) \rangle|^2) - E_V(|\langle u_0, \cos(nx) \rangle|^2)| \leq C||V||_{\infty}^6 e^{C||\epsilon||_{\infty}^2/2}.$$

Remark that $x \mapsto e^{\epsilon x}$ can be replaced by any $F$ as long as $F$ is smooth enough, for instance if $F$ is differentiable and its derivative is bounded.

**Plan of the paper** In Section 2, the existence and invariance under the BBM flow of the measure $\mu$ is proved. For that, the techniques used are the same as in [3]. The BBM flow is approached by finite dimensional flows, and the measure by other measures onto finite dimensional spaces, such that the conservation of the approached measures under the approached flows can be actually computed. Then, the limit is taken.

In Section 3, the meaning of the phrase “perturbation of the statistics” is given. The measure $\mu$ is a Gaussian vector of diagonal covariance matrix, the perturbed measure $\mu_V$ is also a Gaussian vector whose covariance matrix coefficients depend on the Fourier coefficients of the small $C^2$ parameter $V$, such that it tends to the covariance of $\mu$ when $V$ goes to 0. The measure $\mu_V$ is built in a way such that it is a priori invariant under the flow $\psi_V$ of a $V$ perturbed equation. Section 3 also introduces this equation, its invariant and a method to approach it by finite dimensional equations.
Section 4 provides a proof of local well posedness of the perturbed equation, which is mainly a verification that the operator $D_V$ has properties in common with $(1 - \partial_x^2)^{-1}\partial_x$. Then, the almost sure global well posedness is exposed along with the invariance of $\mu_V$ under the flow $\psi_V(t)$ which leads to the invariance of

$$Z'(\lambda, t) = E^V \left( e^{i(\lambda, \psi_V(t)u_0)} \right).$$

In Section 5, the same techniques as in the first sections of [2] are used to get bounds on the $L^2$ norms of $\psi(t)u_0$ and $\psi_V(t)u_0 - \psi(t)u_0$ in order to finally prove theorem (2).

2 Invariance of the independent Gaussian statistics

Consider a system which can be seen as a statistical repartition of waves. In particular, look at the case when the repartition is a Gaussian onto each mode of the linear equation and those Gaussians are independent. It means that two different wavelengths are statistically independent. It evolves through the flow of the BBM equation. As it evolves, the different wavelengths interfere but the statistical repartition remains the same. Namely, the statistics is represented by a measure that is invariant through the flow.

The plan of this section comes as follow : first, the measure is defined, then, its invariance through the linear flow is proved, and then, its invariance through the BBM equation.

2.1 Linear invariance

The measure constructed here is a infinite dimensional Gaussian w.r.t. the Laplacian. In finite dimension, it is a Gaussian vector with a covariance matrix representing $(1 - \partial_x^2)^{-1}$. This also corresponds to a Brownian motion conditionned by $2\pi$ periodicity, $u(2\pi) = u(0)$. Then, the limit is taken.

The equation (2) admits

$$\frac{1}{2} \int u \left( 1 - \partial_x^2 \right) u dx$$

as an invariant.

Then, there exists a measure invariant through the flow of (2), as the action of the covariance matrix to the solution is independent from time.

Definition 2.1. Let $(c_n)_{n \geq 0}$ and $(s_n)_{n \geq 1}$ be the orthonormal basis of real $L^2$ with periodic conditions:

$$c_0(x) = \frac{1}{\sqrt{2\pi}}, \quad c_n(x) = \frac{1}{\sqrt{\pi}} \cos(nx) \quad \text{and} \quad s_n(x) = \frac{1}{\sqrt{\pi}} \sin(nx).$$

Let $(g_n)_{n \geq 0}$ and $(h_n)_{n \geq 1}$ be real independent centred normalized Gaussian variables on a probability space $\Omega, \mathcal{A}, P$. For all $M \leq N \in \mathbb{N}$, call

$$\varphi_M^N : \Omega \times [0, 2\pi] \to \mathbb{R}, \quad \omega, x \mapsto \sum_{n=M}^{N} \frac{g_n(\omega)}{\sqrt{1+n^2}} c_n(x) + \frac{1}{\sqrt{1+n^2}} h_n(x)$$

with the convention $s_0 = 0$ and $h_0 = 0$.

Define $\mu^N_M$ the measure onto $E^N_M$ the Hilbert subspace of $L^2$ linearly spanned by $\{c_n, s_n \mid n = M, \ldots, N\}$ that is the image of $\varphi^N_M$. 


In [18], some helpful properties for the $\varphi^N_M$ and $\mu^N_M$ are given.

**Proposition 2.2.** For any $M \geq 0$, the sequence $(\varphi^N_M)_N$ converges in $L^2(\Omega, L^2([0, 2\pi]))$.

Call $\varphi_M$ its limit, and $\mu_M$ the measure on $E_M$ the subset of $L^2$ linearly spanned by $\{e_n, s_n \mid n \geq M\}$.

As a convention, $\mu_0$ is noted $\mu$.

The following statement holds:

**Proposition 2.3.** For any open set $U \subseteq E_M$ (for the trace topology of $L^2$),

$$
\mu_M(U) \leq \liminf_{N \to \infty} \mu^N_M(U \cap E^N_M).
$$

What is more, for any $s \in [0, \frac{1}{2}]$, calling $B^s_R$ the closed ball of centre $0$ and radius $R$ in $H^3$, which is a compact set in $L^2$ when $s > 0$, it comes that:

$$
\mu(B^s_R) \leq e^{-a_s R^2}
$$

where $a_s = \frac{1}{4}(1 + 2 \sum_{n \geq 1} \frac{1}{(1+n^2)^s})$ is a constant wrt $R$.

This is enough to show the invariance of the measures $\mu_M$ through the linear flow.

**Definition 2.4.** Let $S(t), t \in \mathbb{R}$ be the linear flow of (2), that is the flow of:

$$
\partial_t (1 - \partial_x^2) u + \partial_x u = 0.
$$

(5)

This flow is isometric in $L^2$, but as a matter of fact, it is also isometric in $H^3$ for all $s$ and in particular, for the $s$ that have an interest regarding the measure $\mu$, that is $s \in [0, \frac{1}{2}]$.

What is more, for all $M, N$, $S(t)E^N_M = E^N_M$ and $S(t)E_M = E_M$, and it is reversible since $S(t_1 + t_2) = S(t_1) \circ S(t_2)$.

Then, thanks to stability, one can acknowledge the fact that the measure on the finite dimensional subspace $E^N_M$ is invariant under the linear flow. If $u$ is written:

$$
u = \sum_{n=M}^{N} (a_n(t)c_n + b_n(t)s_n)
$$

then

$$
\begin{align*}
  a_n(t) &= a_0^n \cos \left(\frac{nt}{1 + n^2}\right) - b_0^n \sin \left(\frac{nt}{1 + n^2}\right) \\
  b_n(t) &= b_0^n \cos \left(\frac{nH}{1 + n^2}\right) + a_0^n \sin \left(\frac{nH}{1 + n^2}\right).
\end{align*}
$$

Hence, the measure $e^{-(a^2 + b^2)(1+n^2)/2} dadb$ is invariant under the change of variable $a_0^n, b_0^n \mapsto a_n(t), b_n(t)$.

As

$$
d_{M}^N \mu_{M}(u) = d_{M}^N e^{-\sum_{n=M}^{N} (a_0^n + b_0^n)(1+n^2)/2} \prod_{k=M}^{N} da_k db_k,
$$

the measure $\mu^N_M$ is invariant under the linear flow.

Making a parallel with the proof of the invariance of the measure under the linear flow in [8], one can see that the proposition (2.2), the reversibility of $S(t)$ and the fact that it is isometric in $L^2$ are sufficient to prove the invariance. Hence,
Proposition 2.5. For all $M$, the measure $\mu_M$ on $E_M$ is invariant under the flow of (5).

Remark 2.1. For all $M$, $\mu$ is the measure generated by $\mu_0^{M-1}$ and $\mu_M$ on the Cartesian product $E_0^{M-1} \times E_M = L^2$.

2.2 Approaching the non linear flow thanks to finite dimension

Using now the approach by Burq-Thomann-Tzvetkov [5] and by Burq-Tzvetkov [6], it is possible to prove the invariance of $\mu$ under the flow of (2). For that, the non linear flow is approached by flows in finite dimensional spaces instead of $L^2$. The idea is that it is possible to compute functionals and measurements in finite dimension, not in $L^2$. Then, to get results on the whole space, compact convergence arguments are used.

Definition 2.6. Let $\Pi_N$ be the orthogonal (on $L^2$) projector on $E_0^N$ and consider the non linear equation:

$$
\left\{
\begin{array}{l}
\partial_t \left(1 - \partial_x^2\right) u + \partial_x \left(u + \Pi_N \left(\frac{\Pi_N u^2}{2}\right)\right) = 0 \\
u(0) = u_0 \in L^2
\end{array}
\right.
$$

(6)

Writing $u_0 = \Pi_N u_0 + (1 - \Pi_N) u_0 = v_N^0 + w_N^0$, with $v_N^0 \in E_0^N$ and $w_N^0 \in E_{N+1}$, one sees that the problem (6) can be reduced to a linear problem with infinite dimension on $w_N^0$ and a non linear one with finite dimension on $v_N^0$, that is $u = v_N + w_N$, $v_N \in E_0^N$, $w_N \in E_{N+1}$ satisfying:

$$
\partial_t \left(1 - \partial_x^2\right) v_N + \partial_x \left(v_N + \Pi_N \left(\frac{v_N^2}{2}\right)\right) = 0
$$

and

$$
\partial_t \left(1 - \partial_x^2\right) w_N + \partial_x w_N = 0
$$

Proposition 2.7. The equation

$$
\partial_t \left(1 - \partial_x^2\right) v_N + \partial_x \left(v_N + \Pi_N \left(\frac{v_N^2}{2}\right)\right) = 0
$$

has a unique global solution on $E_0^N$ and $\mu_0^N$ is invariant under its flow, noted $\phi_N$.

Proof. The local uniqueness and existence of the solution is due to the fact that the non linearity is Lipschitz continuous in finite dimension. The global uniqueness and existence comes from the invariance of the $H^1$-Sobolev norm (equivalent to the $L^2$ norm in finite dimension) and then, the invariance of the Lebesgue measure from Liouville’s theorem for ODEs, see [17] for the proof and further properties of Hamiltonian flows). Indeed, write $F_N(u) = (1 - \partial_x^2)^{-1} \partial_x \left(u + \Pi_N \frac{u^2}{2}\right)$. This function (on $E_0^N$) derive from a Hamiltonian, see the work of Roumégoux, [16] for the details of the proof, of the form

$$
F_N(u) = J \nabla f_N(u)
$$

where $J$ is an antisymmetric operator

$$
J = (1 - \partial_x^2)^{-1} \partial_x
$$
and $f_N$ is the function:
\[
  f_N(u) = \int \frac{u^3}{6}.
\]

From this Hamiltonian form, it appears that $F_N$ is divergence free. Indeed, indexing some basis of $E_0^N$ by $i$ and writing $F_N = (F_N^i)_i$ in this basis, it comes
\[
  \text{div } F_N = \sum_i \partial_i F_N^i = \sum_i (J \nabla f_N)^i = \sum_{i,j} \partial_i J^i_j (\nabla f_N)^j
\]
and $J$ being antisymmetric, this sum is zero, $F_N$ is divergence free.

Now, since $F_N$ is divergence free, the Jacobian of $\phi_N(t)$ does not depend on $t$, and so it is 1, the Lebesgue measure is invariant under the flow, which is the Liouville theorem. Indeed, its proof gives
\[
  D_t (\text{jac } \phi_N(t)(u_0)) = D_t (\det (d_{u_0} \phi_N(t))) = (D_{d_{u_0} \phi_N(t)} \det) \circ (D_t (d_{u_0} \phi_N(t)))
\]
and $D_t$ and $d_{u_0}$ commute so
\[
  D_t (d_{u_0} \phi_N(t)) = d_{u_0} (D_t \phi_N(t)) = d_{u_0} F_N \circ \phi_N(t) = d_{\phi_N(t) u_0} F \circ d_{u_0} \phi_N(t)
\]
\[
  D_t (\text{jac } \phi_N(t)(u_0)) = \text{Tr} \left( (d_{u_0} \phi_N(t))^{-1} \circ d_{\phi_N(t) u_0} F \circ d_{u_0} \phi_N(t) \right)
  = \text{Tr} \left( d_{\phi_N(t) u_0} F \right) = \text{div } F(\phi_N(t) u_0) = 0.
\]

Then, as the $H^1$ norm is invariant under the flow,
\[
  d\mu_0^N(u) = d_0^N e^{-\frac{1}{2} \int u(1-\partial^2_u)u} dL(u)
\]
is also invariant under the flow. \hfill \Box

**Proposition 2.8.** The measure $\mu = \mu_0^N \otimes \mu_N$ is invariant under the flow of (6), noted $\psi_N$.

**Proof.** Let $A \subseteq E_0^N$ and $B \subseteq E_{N+1}^N$ and $\mu_N$ measurable respectively. Then,
\[
  \mu(\psi_N(A \times B)) = \mu((\phi_N(t)A) \times (S(t)B))
  = \mu_0^N(\phi_N(t)A) \mu_{N+1}((S(t)B) = \mu_0^N(A) \mu_{N+1}(B)
  = \mu(A \times B)
\]
thanks to the invariance of $\mu_0^N$ under $\phi_N$ and of $\mu_{N+1}$ under $S(t)$.

As the proposition holds for every Cartesian products, it holds on all measurable sets. \hfill \Box
2.3 Invariance under the non linear flow

Definition 2.9. For all \( T \in \mathbb{R}_+ \), set

\[
X_T^s = \mathcal{C}([-T, T], H^s)
\]

normed by \( \| \cdot \|_{L^\infty_H^s} \).

The following lemma comes from [16]:

Lemma 2.10. Let \( s \geq 0 \). There exists a constant \( C_s \) depending only on (and increasing with) \( s \) such that the flow \( \psi \) of the BBM equation (2) is defined on \([-T, T] \times B_R^s\), as long as \( T < \frac{1}{C_s R} \). Moreover, if \((t, u_0) \in [-T, T] \times B_R^s\), then

\[
\|\psi(t)(u_0)\|_{H^s}, \|\psi_N(t)(u_0)\|_{H^s} \leq 2R
\]

and, calling, for \( \|u\|_{X_T^s} \leq 2R \),

\[
A(u)(t) = S(t)u_0 - \frac{1}{2} \int_0^t S(t-s)(1-\partial_x^2)^{-1} \partial_x u^2 ds,
\]

for all \( u, v \),

\[
\|A(u) - A(v)\|_{X_T^s} \leq 2C_s R t \|u - v\|_{X_T^s}.
\]

The sequence \( \psi_N(t)(u_0) \) converges uniformly in \( u_0 \in B_R^s \), \( s > 0 \) for the topology of \( X_T^0 \) with a suitable \( T \).

Lemma 2.11. Let \( s \in ]0, \frac{1}{s}\] and \( R > 0 \). Let \( \epsilon > 0 \), there exists \( N_0 \in \mathbb{N} \) such that for all \( N \geq N_0 \), all \( u_0 \in B_R^s \) and all \( t \in [-\frac{1}{3C_s R}, \frac{1}{3C_s R}] \),

\[
\|\psi(t)u_0 - \psi_N(t)u_0\|_{L^2} \leq \epsilon.
\]

Proof. Let \( u_0 \in B_R^s \). Call \( u = \psi(t)u_0 \) and \( u_N = \psi_N(t)u_0 \). Then, \( u \) is a fix point for \( A \) and \( u_N \) for \( A_N \) such that :

\[
A_N(v)(t) = S(t)u_0 - \frac{1}{2} \int_0^t S(t-s)(1-\partial_x^2)^{-1} \partial_x \Pi_N(\Pi_N v(s))^2 ds
\]

that is

\[
A_N(v)(t) - S(t)u_0 = \Pi_N(A(\Pi_N v)(t) - S(t)u_0).
\]

Thus,

\[
u - u_N = A(u) - A_N(u_N) = A(u) - S(t)u_0 - (A_N(t)u_N - S(t)u_0) = A(u) - A(\Pi_N u_N) + (1 - \Pi_N)(S(t)u_0).
\]

Hence, with \( T = \frac{1}{3C_s R} \),

\[
\|u - u_N\|_{X_T^0} \leq \|(1 - \Pi_N)S(t)u_0\|_{L^2} + \|A(u) - A(\Pi_N u)\|_{X_T^0} \leq N^{-1}\|S(t)u_0\|_{H^s} + 2C_s R T \|u - \Pi_N u_N\|_{X_T^0}.
\]

Then,
\[ \|S(t)u_0\|_{H^s} = \|u_0\|_{H^s} \leq R \]

and
\[ \|u - \Pi_N u_N\|_{X_T^0} \leq \|u - u_N\|_{X_T^0} + \|u_N - \Pi_N u_N\|_{X_T^0} \leq \|u - u_N\|_{X_T^0} + N^{-\frac{s}{2}} \|u_N\|_{X_T^0} \].

Finally,
\[ \|u - u_N\|_{X_T^0} \leq \frac{2}{3} \|u - u_N\|_{X_T^0} + N^{-\frac{s}{2}} \left( \frac{2}{3} + R \right) \]

so there exists \( N_0 \) depending only on \( s \) and \( R \) such that for all \( N \geq N_0 \):
\[ \|u - u_N\|_{X_T^0} \leq \epsilon . \]

\[ \square \]

**Lemma 2.12.** Let \( s \in ]0, \frac{1}{2} [ \) and \( R > 0 \). Let \( A \) be a measurable set of \( L^2 \) included in \( B_R^s \). Let \( T = \frac{1}{3 \sqrt{s}} \), for all \( t \in [-T, T] \).

\[ \mu(\psi(t)A) = \mu(A) . \]

**Proof.** Suppose that \( A \) is closed. There exists \( N_0 \) such that for all \( N \geq N_0 \) and all \( u_0 \in A \),
\[ \| \psi(t)u_0 - \psi_N(t)u_0 \|_{L^2} \leq \epsilon . \]

for all \( N \geq N_0 \), \( \psi(t)A \subseteq \psi_N(t)A + B^0_{\epsilon} \). Then, \( \psi_N \) satisfies, thanks to the continuity and the reversibility of the local flow.
\[ \psi_N(t)A + B^0_{\epsilon} = \psi_N(t)\psi(-t)(\psi_N(-t)A + B^0_{\epsilon}) \subseteq \psi_N(t)(\psi_N(-t)\psi_N(t)A + B^0_{\epsilon}) \]
\[ \psi_N(t)A + B^0_{\epsilon} \subseteq \psi_N(t)(A + B^0_{\epsilon}) \]

with a constant \( C \) independent from \( N \). So,
\[ \mu(\psi(t)A) \leq \mu \left( \psi_N(t)(A + B^0_{\epsilon}) \right) = \mu(A + B^0_{\epsilon}) \]
and, with \( \epsilon \to 0 \), thanks to the dominated convergence theorem
\[ \mu(\psi(t)A) \leq \mu(A) . \]

For the reverse inequality, \( \psi_N(t)A \subseteq \psi(t)A + B^0_{\epsilon} \), so
\[ \mu(\psi(t)A + B^0_{\epsilon}) \geq \mu(\psi(t)A) = \mu(A) . \]

If \( A \) is open, then \( A^c \) the complementary of \( A \) in \( B^0_{\epsilon} \) is closed and included in \( B^0_{R^c} \). So, the local invariance is true for open sets. Then, the flow being unique and reversible, it is also true for countable disjoint unions, and so for all measurable sets. \[ \square \]

Build now a set set onto which \( \mu \) is invariant under the BBM flow and prove that it is of full measure. Then, as it is of full measure, \( \mu \) is invariant under the flow of BBM.
Definition 2.13. Let \( s \in \left[0, \frac{1}{2}\right] \) and \( R > 0 \). Let \( R_k = \sqrt{k+1}R \) and \( t_k = \frac{1}{3C_\sqrt{k+1}R} \) and \( T_0 = 0 \), \( T_{n+1} = \sum_{k=0}^n t_k \). Call \( A_n^R(R) = \psi_N(T_n)^{-1}(B_{R_n}^s) \cup \psi_N(-T_n)^{-1}(B_{R_n}^s) \),

\[
A_N(R) = \bigcap_{n \geq 0} A_n^R(R)
\]

\[
A(R) = \limsup_{N \to \infty} A_N(R)
\]

Proposition 2.14. There exists two constants \( C > 0 \) and \( a > 0 \) such that for all \( R > 2 \), \( \mu(A(R)^c) \leq Ce^{-aR^2} \).

Proof. Indeed,

\[
A(R)^c = \liminf A_N(R)^c
\]

\[
\mu(A(R)^c) \leq \liminf \mu(A_N(R)^c)
\]

then,

\[
\mu(A_N(R)^c) \leq \sum_{n \geq 0} \mu(A_n^R(R)^c)
\]

and

\[
\mu(A_n^R(R)^c) = \mu(\psi_N(T_n)^{-1}(B_{R_n}^s)^c) + \mu(\psi_N(-T_n)^{-1}(B_{R_n}^s)^c) \leq 2\mu(B_{R_n}^s)^c \leq 2e^{-a(n+1)R^2}
\]

thanks to the invariance of \( \mu \) under \( \psi_N \).

\[
\mu(A_N(R)^c) \leq 2 \sum_{n \geq 0} (e^{-aR^2})^{(n+1)} \leq Ce^{-aR^2}
\]

with \( C \) independent from \( R \). Hence,

\[
\mu(A(R)^c) \leq Ce^{-aR^2}
\]

\( \Box \)

Theorem 2.15. Let \( C \) be a \( \mu \) measurable set of \( L^2 \). Then, for all \( t \in \mathbb{R} \),

\[
\mu(\psi(t)C) = \mu(C)
\]

Proof. Let \( C_R = C \cap A(R) \). As \( A(R) \) is \( \mu \) measurable, \( C_R \) is also measurable and included in \( A(R) \).

By induction over \( n \), \( \psi(\pm T_n)C_R \subseteq B_{R_n}^s \) and for all \( t \in [-T_n, T_n] \),

\[
\mu(\psi(t)C_R) = \mu(C_R)
\]

Indeed, for \( n = 0 \), \( T_n = 0 \), so \( \mu(\psi(0)C_R) = \mu(C_R) \). Then, as \( C_R \subseteq A(R) \), for all \( u \in C_R \), there exits a sequence \( N_k \to \infty \) such that \( u \in A_{N_k}(R) \), that is \( \psi_{N_k}(T_n)(u) \in B_{R_n}^s \) for all \( n \). In particular, for \( n = 0 \),

\[
u = \psi_{N_k}(0)(u) \in B_{R_0}^s
\]
and it will also appear by induction that for all \( n \), \( \psi_{N_k}(T_n)u \) converges in \( L^2 \) toward \( \psi(T_n)(u) \) when \( k \) goes to \( \infty \).

For \( n \to n+1 \), suppose that \( \psi(T_n)|_{C_R} \subseteq B^s_{R_n} \) and for all \( t \in [-T_n, T_n] \), \( \mu(\psi(t)C_R) = \mu(C_R) \). As \( \psi(T_n)C_R \supseteq B^s_{R_n} \) and \( \psi(-T_n)C_R \subseteq B^s_{R_n} \), thanks to lemma (2.12), for all \( t \in [0, T_n] \),

\[
\mu(\psi(t)\psi(T_n)C_R) = \mu(\psi(T_n)C_R) = \mu(C_R)
\]

and

\[
\mu(\psi(-t)\psi(-T_n)C_R) = \mu(\psi(-T_n)C_R) = \mu(C_R),
\]
as \( T_{n+1} = T_n + t_n \), the invariance is true for \( t \in [-T_{n+1}, T_{n+1}] \). Then for all \( u \) in \( C_R \),

\[
\|\psi(T_{n+1})(u) - \psi_{N_k}(T_{n+1})(u)\|_{L^2} = |\psi(t_n)\psi(T_n)(u) - \psi_{N_k}(t_n)\psi(T_n)(u)|_{L^2} +
\]

\[
\|\psi_{N_k}(t_n)(\psi(T_n)(u)) - \psi_{N_k}(t_n)(\psi_{N_k}(T_n)(u))\|_{L^2}.
\]

Thanks to lemma (2.10), there exists a constant independent from \( N \) such that \( \|\psi_{N_k}(t_n)(u) - \psi_{N_k}(t_n)(v)\|_{L^2} \leq C\|u - v\|_{L^2} \) as long as \( u, v \in B^0_{R_n} \subset B^s_{R_n} \), so

\[
\|\psi_{N_k}(t_n)(\psi(T_n)(u)) - \psi_{N_k}(t_n)(\psi_{N_k}(T_n)(u))\|_{L^2} \leq C\|\psi(T_n)(u) - \psi_{N_k}(T_n)(u)\|_{L^2} \to 0
\]

by induction hypothesis and

\[
\|\psi(t_n)\psi(T_n)(u) - \psi_{N_k}(t_n)\psi(T_n)(u)\|_{L^2} \to 0
\]
when \( k, N_k \to \infty \) thanks to lemma (2.11). So, \( \psi_{N_k}(T_{n+1})(u) \in B^s_{R_{n+1}} \) converges toward \( \psi(T_{n+1})(u) \) in \( L^2 \) and as \( B^s_{R_{n+1}} \) is compact in \( L^2 \), \( \psi(T_{n+1})(u) \in B_{R_{n+1}} \).

The induction is proved.

Then, for all \( t \in \mathbb{R} \), as \( T_n = \sum_{k=1}^{n} \frac{1}{3} \to \infty \), there exists \( n \) such that \( t \in [-T_n, T_n] \), so

\[
\mu(\psi(t)C_R) = \mu(C_R).
\]

Finally,

\[
\mu(\psi(t)C) \geq \mu(\psi(t)C_R) = \mu(C_R)
\]
and

\[
\mu(C) \leq \mu(C_R) + \mu(A(R)^c) \leq \mu(C_R) + Ce^{-\alpha R^2} \leq \mu(\psi(t)C) + Ce^{-\alpha R^2}
\]
it comes

\[
\mu(\psi(t)C) \geq \mu(C)
\]
and

\[
\mu(C) = \mu(\psi(-t)\psi(t)C) \geq \mu(\psi(t)C);
\]
hence

\[
\mu(\psi(t)C) = \mu(C).
\]
\[\Box\]
3 A new measure and new equations

Now that the statistics $\mu$ has been proved to remain invariant through the BBM flow, perturb it a little bit and see if $\mu$ is stable. That is, build a statistics $\mu_V$ depending on a small parameter $V$ close to 0 and analyse the evolution in time of $\mu_V$, see that it remains close to its initial statistics, and so close to $\mu$.

The new statistics $\mu_V$ will admit two different interpretations, depending on the point of view. First, regarding the measure itself, it adds some correlations between the wavelengths. With the statistics $\mu$, the different wavelengths were all independent from each other (the Gaussians had been taken independent), with $\mu_V$ two different wavelengths will be all the more depending on each other that their wavelengths are close.

The statistics $\mu_V$ are also the invariant statistics for the BBM equation onto which the unknown $u$ has been replaced by $\sqrt{1 + Vu}$. Developing this expression to the first order in $V$, one gets a new equation corresponding to adding some external potential or a dispersive term, like frictional or shearing resistance.

3.1 Perturbation of the measure

The measure $\mu$ shall now be perturbed.

Definition 3.1. Let $V$ be a $C^2$ periodic function. Set $|| . ||_\infty = || . ||_{L^\infty} + ||\partial_x . ||_{L^\infty} + ||\partial_x^2 . ||_{L^\infty}$ and suppose that $||V||_\infty \leq 1/2$. The operator multiplication by $V$, also noted $V$, is defined from $L^2$ to $L^2$ and its norm satisfies:

$$||V||_0 = ||V||_{L^2(L^2)} \leq ||V||_{L^\infty}.$$

Proposition 3.2. As $||V||_\infty$ is strictly less than 1 and self adjoint, the operator on $L^2$

$$(1 + V)^{-1/2}$$

is well defined and its norm is less than

$$|| (1 + V)^{-1/2} ||_0 \leq \frac{1}{\sqrt{1 - ||V||_{L^\infty}}} \leq \sqrt{2}.$$

Remark 3.1. The function $V$ is the small parameter by definition, but if one looks at $g = \sqrt{1 + V} - 1$, it is also a small parameter in the same norm.

Definition 3.3. Let $B_N$ be the matrix of $\Pi_N(1 + V)^{-1/2}H^{-1}\Pi_N$ in the orthonormal basis

$$(c_0, c_n, s_n)_{1 \leq n \leq N}$$

where $H = (1 - \partial_x^2)^{1/2}$, that is the coefficients of $B_N$ are given by

$$(B_N)_{n,m} = \begin{cases} 
\langle c_n, (1 + V)^{-1/2}H^{-1}c_m \rangle & \text{if } n, m \leq N \\
\langle c_n, (1 + V)^{-1/2}H^{-1}s_{m-N} \rangle & \text{if } n \leq N, \ m \geq N + 1 \\
\langle s_{n-N}, (1 + V)^{-1/2}H^{-1}s_{m-N} \rangle & \text{otherwise.}
\end{cases}$$

where $\langle \cdot, \cdot \rangle$ is the scalar product in $E_N$. 
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Definition 3.4. Call $g^N = (g_0, \ldots, g_N, h_1, \ldots, h_N)$ and let $\alpha^N = B_N g^N = (\alpha_0^N, \ldots, \alpha_N^N, \beta_0^N, \ldots, \beta_N^N)$. The vector $\alpha^N$ is a real centred Gaussian vector of covariance matrix:

$$B_N B_N^*.$$ 

Definition 3.5. Set

$$\varphi^N = \sum_{n=0}^{N} \alpha_n^N c_n + \sum_{n=1}^{N} \beta_n^N s_n.$$ 

The map $\varphi^N$ defines a measure $\mu^N_V$ on $E_0^N$.

Proposition 3.6. Let $0 \leq s < \frac{1}{2}$. The sequence $\varphi^N$ converges in $L^2(\Omega, H^s)$. Its limit is called $\varphi_V$ and induces a measure on $L^2$ called $\mu_V$. Besides, calling $E_V$ the mean value wrt $\mu_V$, $E_V(||u||_{L^2}^2)$ is uniformly (in $V$) bounded.

Proof. Let $N \geq M > 0$. The norm of $\varphi^N_V - \varphi^M_V$ is such that:

$$\|\varphi^N_V - \varphi^M_V\|^2_{L^2_\omega, H^s} = E(||\varphi^N_V - \varphi^M_V||^2_{H^s}).$$

The first sum corresponds to the trace:

$$Tr((1 - \Pi_M)H^s B_N^* B_N H^s (1 - \Pi_M)) = Tr((1 - \Pi_M)H^{s-1} \Pi_N (1 + V)^{-1/2} \Pi_N (1 + V)^{-1/2} H^{s-1} (1 - \Pi_M))$$

$$= Tr((1 - \Pi_M)H^{2(s-1)} \Pi_N (1 + V)^{-1/2} \Pi_N (1 + V)^{-1/2})$$

$$\leq Tr((1 - \Pi_M)H^{2(s-1)}) ||\Pi_N (1 + V)^{-1/2} \Pi_N (1 + V)^{-1/2}||$$

$$\leq \sum_{n=M+1}^{N} \frac{1}{(1 + n^2)^{1-s}} \frac{2}{1 - ||V||_{L^\infty}}$$

$$\leq 4 \sum_{n=M+1}^{N} \frac{1}{(1 + n^2)^{1-s}},$$

which goes to 0 when $M \to \infty$.

The second is:

$$Tr(\Pi_M H^s (B_N - B_M)^* (B_N - B_M) H^s \Pi_M) =$$

$$Tr(\Pi_M H^{s-1}(1 + V)^{-1/2}(\Pi_N - \Pi_M)(1 + V)^{-1/2} \Pi_M) H^{s-1} \Pi_M)$$

since $H^{-1}, \Pi_N$ and $\Pi_M$ commute.

Then, use the fact that $\Pi_M = (\Pi_M - \Pi_{M/2}) + \Pi_{M/2}$ to get that the trace is less than:
\[ \|(1 + V)^{-1/2}\|_{L^2}^2 \text{Tr}((\Pi_N - \Pi_{M/2})H^{2(s-1)}) + \text{Tr}(\Pi_{M/2}((1 + V)^{-1/2}(\Pi_N - \Pi_M)(1 + V)^{-1/2}\Pi_{M/2})). \]

The first trace is less than
\[ C \sum_{m > M/2} \frac{1}{(1 + m^2)^{1-s}} \]
which goes to 0 when \( M \to \infty \), the second is less than the sum to the square of the Fourier coefficients of \((1 + V)^{-1/2}\) of wavelengths bigger than \( M/2 \). Indeed, if \( g \in E_{0}^{m/2} \) and \( h \in E_{M} \) then \( hg \in E_{M/2+1} \). As \((1 + V)^{-1/2}\) is \( C^1 \), the series of its Fourier coefficients is absolutely convergent and thus the sum of its Fourier coefficients of wavelengths bigger than \( M/2 \) goes to 0 when \( M \) goes to \( \infty \).

So, the sequence \( \varphi_{\nu}^N \) is a Cauchy sequence in \( L^2(\Omega, H^s) \), hence it converges toward a certain \( \varphi_{\nu} \) in \( H^s \).

What is more,
\[ E_{\nu}(\|u\|_{L^2}^2) = E(\|\varphi_{\nu}\|_{L^2}^2) \leq 4 \sum_{1 + n^2}. \]

\[ \square \]

**Example 3.7.** The covariance between two waves is given by \( E(\alpha_{\nu}^N \alpha_{\mu}^N) \) or the mean value of any combination of \( \alpha_{\nu}^N \) and \( \beta_{\mu}^N \) with \( k = n \) or \( m \). In particular,
\[ E(\alpha_{\nu}^N \alpha_{\mu}^N) = (B_{\nu}^N B_{\mu}^N)_{n,m} = \sum_{k=0}^{2N+1} (B_{n,k}^N)(B_{m,k}^N) \]
\[ = \sum_{k=0}^{N} \frac{1}{1 + k^2} \langle c_{nk}, (1 + V)^{-1/2} \rangle \langle c_{mk}, (1 + V)^{-1/2} \rangle + \sum_{k=1}^{N} \frac{1}{1 + k^2} \langle c_{nk}, (1 + V)^{-1/2} \rangle \langle s_{mk}, (1 + V)^{-1/2} \rangle \]
which involves \( k \) bigger than \( |n - m|/2 \) or Fourier coefficients of \((1 + V)^{-1/2}\) of wavelengths bigger than \( |n - m|/2 \). So, the dependence between two waves decreases quite quickly when the difference between the wavelengths increases.

Remark that as \((1 + V)^{-1} = \sum(-V)^k\) since \( V \) is small, then, for \( n \neq m \), \( E(\alpha_{\nu}^N \alpha_{\mu}^N) \) has no zero order in \( V \), it is at least as small as \( V \) itself.

### 3.2 Perturbation of the flow

Now, there is an equation whose flow is invariant under the perturbed measure. In finite dimensional approximation, the linear operator \((1 - \partial_x^2)\) is replaced by \((B_{\nu}^{-1})^* B_{\nu}^{-1}\) (the matrix that appears in the law of \( \alpha_{\nu}^N \) as \( \Pi_N(1 - \partial_x^2)\Pi_N \) was the matrix that appeared in the law of \( g^N \) on \( E_0^N \) and \((1 - \Pi_N)(1 - \partial_x^2)(1 - \Pi_N)\) on its orthogonal.

**Definition 3.8.** Let \( W_N \) be the operator on \( E_0^N \) whose matrix is \((B_{\nu}^{-1})^* B_{\nu}^{-1}\) in the basis
\[ \{c_0, \ldots, c_N, s_1, \ldots, s_N\} \]
and \( V_N \) the operator \( \Pi_N \sqrt{1 + V} \Pi_N \) on \( E_0^N \) such that \( W_N = V_N(1 - \partial_x^2)V_N \).

On \( E_0^N \), the law of \( \mu_{\nu}^N \) is given by:
\[ d\mu_N^V(u) := \sum a_n c_n + b_n s_n = d_N^V e^{-1/2 \int u W_N u} \prod da_n db_n \]

where

\[ d_N^V = \sqrt{\text{det } W_N (2\pi)^{-N+1}/2} \]

is a normalization factor.

**Remark 3.2.** The operator \( V_N \) has an inverse on \( E_0^N \) and satisfies for all \( s, N, V, u \in E_0^N \):

\[ \|V_N u\|_{H^s} \leq 2\|u\|_{H^s} \text{ and } \|V_N^{-1} u\|_{H^s} \leq 4\|u\|_{H^s}. \]

**Proof.** Call \( I_N \) the identity of \( E_0^N \) and remark that

\[ \| (V_N - I_N) u \|_{H^s} \leq \| \Pi_N \sqrt{1 + V} - 1 \|_{L^{\infty}} \| u \|_{H^s} \]

and that

\[ \| \Pi_N \sqrt{1 + V} - 1 \|_{L^{\infty}} \leq \frac{\| V \|_{L^{\infty}}}{\sqrt{1 - \| V \|_{L^{\infty}}}} \leq \sqrt{2} \| V \|_{L^{\infty}} \]

so

\[ \|V_N u\|_{H^s} \leq \left( 1 + \frac{\sqrt{2}}{2} \right) \| u \|_{H^s} \leq 2 \| u \|_{H^s} \]

and

\[ \|V_N^{-1} u\|_{H^s} \leq \frac{1}{1 - \sqrt{2}/2} \| u \|_{H^s} \leq 4 \| u \|_{H^s}. \]

\[ \Box \]

**Proposition 3.9.** The equation

\[
\left\{ \begin{array}{l}
\partial_t W_N u + V_N \partial_x (V_N u + \Pi_N \frac{(V_N u)^2}{2}) = 0 \\
u|_{t=0} = u_0 \in E_0^N
\end{array} \right.
\]

admits a unique global solution \( u(t) = \phi_N^V(t)(u_0) \) and

\[ E_N(t) = \frac{1}{2} \int u(t) W_N u(t) \]

is invariant under this flow, it does not depend on time \( t \).

**Proof.** The existence and uniqueness of the local flow is given by Cauchy-Lipschitz theorem, as

\[ W_N^{-1} = V_N^{-1} H^{-2} V_N^{-1} \]

and the derivation of \( E_N \) gives

\[ \dot{E}_N = \int u \partial_t (W_N u(t)) = -\int u V_N \partial_x (V_N u + \Pi_N \frac{(V_N u)^2}{2}) \]
\[
\int \partial_s(V_Nu) \left( V_Nu + \frac{(V_Nu)^2}{2} \right) = \int \partial_s \left( \frac{(V_Nu)^2}{2} + \frac{(V_Nu)^3}{6} \right) = 0
\]

since \( W_N \) and \( V_N \) are self-adjoint and \( \partial_t \) and \( W_N \) commute.

What is more, as \( \|V\|_\infty \leq 1/2 \), \( W_N \) is strictly positive, then \( \sqrt{E_V} \) is a norm on \( E_0^N \) equivalent to all other norms on \( E_0^N \), so the flow is global. \( \square \)

**Proposition 3.10.** The measure \( \mu_N^V \) is invariant under \( \phi_N^V \).

To prove this proposition, Liouville’s theorem is used and so it is required to give the equation (7) its Hamiltonian form.

**Lemma 3.11.** The equation (7) admits a Hamiltonian formulation.

**Proof.** Call \( J_N \) the operator on \( E_0^N \) :

\[
J_N = W_N^{-1}V_N\partial_s V_N^{-1} = V_N^{-1}H^{-2}\partial_s V_N^{-1}.
\]

This operator is antisymmetric, since \( V_N \) and \( H \) are self-adjoint, \( \partial_s \) is antisymmetric and \( H \) and \( \partial_x \) commute.

The equation (7) can be written :

\[
\partial_t u + J_N \left( V_N^2u + V_N\Pi_N \frac{(V_Nu)^2}{2} \right) = 0.
\]

Writing \( u = \frac{1}{\sqrt{2\pi}} \sum_{n=-N}^N u_ne^{inx} \) and \( (V_N)_{k} = \frac{1}{2\pi} \int e^{-ikx}V_N(e^{jx}) = \frac{1}{2\pi} \int e^{-i(k-j)x} \sqrt{1+V} \), call

\[
H(u_{-N}, \ldots, u_{N}) = H_1 + H_2
\]

with

\[
H_1 = \frac{1}{2} \int (V_Nu)^2 \text{ and } H_2 = \int \frac{1}{6} \int (V_Nu)^3,
\]

and

\[
F^n(u_{-N}, \ldots, u_{N}) = F_1^n + F_2^n
\]

with

\[
F_1^n = \frac{1}{\sqrt{2\pi}} \int e^{-inx}V_N^2u \text{ and } F_2^n = \frac{1}{\sqrt{2\pi}} \int e^{-inx}V_N\Pi_N \frac{(V_Nu)^2}{2}.
\]

The function \( H_1 \) can be rewritten :

\[
H_1 = \frac{1}{2} \sum_{k+l=0} \sum_{n,m=-N}^N 1_{|k| \leq N} 1_{|l| \leq N}(V_N)_{n}^k(V_N)_{m}^lu_nu_m
\]

so its complex derivative wrt \( u_n \) is :

\[
\frac{dH_1}{du_n} = \sum_{k+l=0} \sum_{m=-N}^N 1_{|k| \leq N} 1_{|l| \leq N}(V_N)_{n}^k(V_N)_{m}^lu_m.
\]
As $V_N$ is self-adjoint : $(V_N)^k_n = \overline{(V_N)^n_k}$. As $V_N$ and $u$ are real, $(V_N)^l_m = \overline{(V_N)^{-l}_{-m}}$ and $u_m = \overline{u_{-m}}$ so

$$\frac{dH_1}{du_n} = \sum_{k,m=-N}^N (V_N)^k_n (V_N)^l_m u_m = F^1_n$$

or

$$\frac{dH_1}{du_n} = F^1_n$$

therefore $F_1 = V_N^2 u = \nabla H_1$. The function $H_2$ can be rewritten

$$H_2 = \frac{1}{6} \sum_{k+l+j=0, m, y = -N}^N (V_N)^k_n (V_N)^l_m (V_N)^j_y u_n u_m u_y$$

so its complex derivative wrt $u_n$ is :

$$\frac{dH_2}{du_n} = \frac{1}{2} \sum_{k+l+j=0, m, y = -N}^N (V_N)^k_n (V_N)^l_m (V_N)^j_y u_m u_y$$

$$= \frac{1}{2} \sum_{k+l+j=0, m, y = -N}^N (V_N)^k_n (V_N)^{-l}_{-m} (V_N)^{-j}_y u_m u_y$$

$$= \frac{1}{2} \sum_{k+l+j=0}^N (V_N)^k_n (V_N u)_{-l} (V_N u)_{-j} = \frac{1}{2} \sum_{k+l+j=0}^N (V_N)^k_n (V_N u)_{-l-j}^2 = F_2^n.$$

Therefore, the equation (7) is written :

$$\partial_t u = -J_N \nabla_u H$$

it has a Hamiltonian form.

□

Proof of the Proposition 3.10

Proof. The equation being Hamiltonian, the Lebesgue measure on $E_0^N$ that is, $\prod da_n db_n$ when $u \in E_0^N$ is written $a_0 c_0 + \sum_{n=1}^N a_n c_n + b_n s_n$ is invariant through its flow $\phi^N_V$, see the proof of proposition (2.7).

Then, the measure $\mu^N_V$ is given by

$$d\mu^N_V(u) = d_V^n e^{-\int u W_N u} da_0 \prod_{n=1}^N da_n db_n$$

with $d_V^n$ a normalisation factor that depends only on the eigenvalues of $W_N$ and thus does not depend on time. What is more

$$E_V = \int \phi^N_V(t) u_0 W_N \phi^N_V(t) u_0$$

does not either depend on time. So the measure $\mu^N_V$ is invariant through the flow of the equation (7). □
Definition 3.12. Let $\nu^N_V$ the measure on $L^2$ defined as $\mu^N_V \otimes \mu_{M+1}$.

Proposition 3.13. The equation
\[
\begin{cases}
  \partial_t((1-\Pi_N)H^2(1-\Pi_N) + W_N)u + \partial_x(1-\Pi_N)u + V_N \partial_x \left( V_N u + \frac{(V_N u)^2}{2} \right) = 0 \\
  u|_{t=0} = u_0 \in L^2
\end{cases}
\]
admits a unique global solution $\psi^N_V(t)(u_0)$.

What is more, $\nu^N_V$ is invariant under $\psi^N_V$.

Proof. If $u$ is decomposed as $u = v + w = \Pi_N u + (1 - \Pi_N)u$ then the equation (8) is equivalent to
\[
\partial_t H^2 w + \partial_x w = 0 \text{ with } w|_{t=0} = (1 - \Pi_N)u_0
\]
and \[
\partial_t W_N v + V_N \partial_x \left( V_N v + \Pi_N \frac{(V_N v)^2}{2} \right) \text{ with } v|_{t=0} = \Pi_N u_0 .
\]

Hence the flow $\psi^N_V(t) = \phi^N_V(t) + S(t)$ globally exists and is unique and the measures of the Cartesian products are invariant under the flow, so the measure $\nu^N_V$ is invariant for all measurable sets. \qed

3.3 Properties of the new measure

In order to prove the invariance of the perturbed measure under the infinite dimensional perturbed flow, first estimate the measure of some compact sets in $L^2$ (the same as for $\mu$). The proof of the following proposition is greatly resembling what have been done by Tzvetkov in [18].

Proposition 3.14. Let $U$ be an open set of $L^2$. The measures of $U$ satisfy :
\[
\mu_V(U) \leq \liminf_{N \to \infty} \nu^N_V(U) .
\]

Proof. Let
\[
\varphi^N_V = \varphi^N + \varphi - \varphi^N_0 .
\]
This sequence converges in $L^2$ and thus almost surely in $\omega$ toward $\varphi_V$. Indeed,
\[
E(\|\varphi_V - \varphi^N_V\|_{L^2}^2) \leq C \left( E(\|\varphi_V - \varphi^N_V\|_{L^2}^2) + E(\|\varphi - \varphi^N_0\|_{L^2}^2) \right) \to_{N \to \infty} 0 .
\]
Let $Z$ be the set included in $\Omega$ such that $\varphi^N_V$ converges.

Let \[
A = \{ \omega \in Z \mid \varphi_V(\omega) \in U \} = (\varphi_V)^{-1}(U) \cap Z
\]
and \[
A^N = \{ \omega \in Z \mid \varphi^N_V(\omega) \in U \} = (\varphi^N_V)^{-1}(U) \cap Z .
\]
As $P(Z) = 1$,
\[
\mu_V(U) = P(A) \text{ and } \nu^N_V(U) = P(A^N) .
\]
If \( \omega \in A \), as \( U \) is open, there exists \( \varepsilon > 0 \) such that \( \varphi_V(\omega) + B_\varepsilon \subseteq U \). Then, there exists \( N_0 \), such that for all \( N \geq N_0 \),

\[
\bar{\varphi}_V^N(\omega) \in \varphi_V(\omega) + B_\varepsilon \subseteq U
\]
as the sequence \( \bar{\varphi}_V^N \) converges toward \( \varphi_V \) in \( L^2 \). So, for all \( N \geq N_0 \),

\[
\omega \in A^N \quad \omega \in \lim \inf A^N
\]

\( A \subseteq \lim \inf A^N \).

Hence, thanks to Fatou lemma,

\[
\mu_V(U) = P(A) \leq P(\lim \inf A^N) \leq \lim \inf P(A^N) = \lim \inf \nu_V^N(U).
\]

□

The same property also holds for the \( \mu_V^N \):

**Proposition 3.15.** Let \( U \) be an open set of \( L^2 \). The measures of \( U \) satisfy :

\[
\mu_V(U) \leq \lim \inf_{N \to \infty} \mu_V^N(U \cap E^N_0).
\]

**Proof.** The proof is very similar to the one above. It uses the convergence of the \( \varphi_V^N \) toward \( \varphi_V \). □

**Proposition 3.16.** Let \( s \in [0, \frac{1}{2}] \). There exists \( C, c \) two constants such that for all \( R \geq 0 \), the measure of the complementary of the closed ball in \( H^s \) of radius \( R \) satisfies :

\[
\mu_V((B^s_R)^c) \leq Ce^{-cR^2}.
\]

**Proposition 3.17.** There exist \( C, c \) two constants such that for all \( N_0 \in \mathbb{N} \) and \( R \geq 0 \):

\[
\mu_V(|u_0| \mid \|(1 - \Pi_{N_0})u_0\|_{L^2} > R) \leq Ce^{-cN_0R^2}.
\]

The proofs of the previous propositions are very similar, hence they shall be proved in parallel. For this, the following lemma should prove itself useful.

**Lemma 3.18.** Let \( (a_n)_{n \in \mathbb{Z}} \) such that \( \sum_n \frac{a_n^2}{1+n^s} < \infty \). Then

\[
P(|a_0^N c_0 + \sum_{n=1}^{N} a_n a_n + \beta a_m| > \lambda) \leq 2e^{-c_1 t^2/(\sum a_n^2)}.
\]

**Proof.** If \( \sum_n \frac{a_n^2}{1+n^s} = 0 \) then the inequality is satisfied. Else, for all \( t > 0 \),

\[
P(a_0^N c_0 + \sum_{n=1}^{N} a_n a_n + \beta a_m > \lambda) = P(e^{a_0^N c_0 + \sum_{n=1}^{N} a_n a_n + \beta a_m} > e^{\lambda})
\]

\[
\leq e^{-\lambda} E(e^{a_0^N c_0 + \sum_{n=1}^{N} a_n a_n + \beta a_m} > e^{\lambda}).
\]
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Compute this average.

\[ E(e^{i\alpha_0 N + \sum_{n=1}^{N} \alpha_n^{(2N)} a_n + \beta_n^{(2N)} a_n}) = \int d\alpha d\beta e^{i\langle H, \alpha_n^{(2N)} a_n + \beta_n^{(2N)} a_n \rangle} e^{-\langle x', x' \rangle / 2} \]

where \( x' \) is of size \( 2N + 1 \). So,

\[ E(e^{i\alpha_0 N + \sum_{n=1}^{N} \alpha_n^{(2N)} a_n + \beta_n^{(2N)} a_n}) = e^{\frac{1}{2} \langle B_N^* a, B_N^* a \rangle} \]

Then, \( B_N \) corresponds to the operator \( \Pi_N(1 + V)^{-1/2} H^{-1} \Pi_N \) so, writing \( u_0 = a_0 \) and for all \( n > 0 \),

\[ u_n = \frac{a_n - i a_n}{2}, \quad u_n = \frac{a_n + i a_n}{2} \]

such that:

\[ a_0 + \sum_{n=1}^{N} a_n c_n + a_{-n} s_n = \sum_{n} u_n e^{i a_n} \]

and

\[ (1 + V)^{-1/2} = \sum_{n} V_n e^{i a_n} \]

\( B_N^* a_N \) corresponds to

\[ \sum_{n} \frac{1}{\sqrt{1 + n^2}} \left( \sum_k V_k u_n - k \right) 1_{|n - k| \leq N} \]

\[ \langle B_N^* a, B_N^* a_N \rangle = \sum_{n,k_1,k_2} \frac{1}{\sqrt{1 + n^2}} \sum_{|k_1|,|k_2|,|n - k_1|,|n - k_2| \leq N} \]

\[ \leq \sum_{k_1,k_2,n} \frac{|V_{k_1}|}{\sqrt{1 + n^2}} \frac{|V_{k_2}|}{\sqrt{1 + n^2}} \frac{|u_n - k_1|}{\sqrt{1 + n^2}} \frac{|u_n - k_2|}{\sqrt{1 + n^2}} \]

Then, use that for all \( n \) and all \( k \)

\[ \frac{1}{\sqrt{1 + n^2}} \leq \frac{\sqrt{2(1 + k^2)}}{\sqrt{1 + (n - k)^2}} \]

\[ \langle B_N^* a_N, B_N^* a_N \rangle \leq \sum_{n,k_1,k_2} \frac{|u_n - k_1|}{\sqrt{1 + (n - k_1)^2}} \frac{|u_n - k_2|}{\sqrt{1 + (n - k_2)^2}} \]

\[ \sum_{n} \frac{|u_n - k_1|}{\sqrt{1 + (n - k_1)^2}} \frac{|u_n - k_2|}{\sqrt{1 + (n - k_2)^2}} \leq \sum_{n} \frac{a_n^2}{1 + n^2} = \sum_{n} \frac{a_n^2}{1 + n^2} \]

\[ \langle B_N^* a, B_N^* a_N \rangle \leq \sum_{n} \frac{c_n^2}{1 + n^2} \left( \sum_{k} |V_k| \sqrt{2(1 + k^2)} \right)^2 \]

Now, as \( V \) is \( C^2 \) and its norm \( ||V||_{\infty} \leq 1/2 \), \( (1 + V)^{-1/2} \) is also \( C^2 \) so the sum:
\[
\sum_k |V_k| \sqrt{2(1 + k^2)} \leq \sqrt{2} \left( \frac{V_k^2}{V_k^2 + 2} \right)^{1/2} \left( \sum_k \frac{1}{1 + k^2} \right)^{1/2} \leq C\|V\|_\infty
\]

converges and is bounded uniformly in \( V \).

\[
\langle B_N^* a^N, B_N^* a^N \rangle \leq C \sum_n \frac{a_n^2}{1 + n^2}
\]

\[
P(\alpha_0^N a_0 + \sum_{n=1}^N \alpha_n^N a_n + \beta_n^N a_{-n} > \lambda) \leq e^{-\lambda t^2} e^{C t^2 \Sigma \frac{a_n^2}{1 + n^2}}
\]

With \( t = \frac{1}{C \Sigma(a_n^2/(1 + n^2))} \),

\[
P(\alpha_0^N a_0 + \sum_{n=1}^N \alpha_n^N a_n + \beta_n^N a_{-n} > \lambda) \leq e^{-\frac{\lambda^2}{2C \Sigma \frac{a_n^2}{1 + n^2}}},
\]

and with the same kind of arguments,

\[
P(\alpha_0^N a_0 + \sum_{n=1}^N \alpha_n^N a_n + \beta_n^N a_{-n} < -\lambda) \leq e^{-\frac{\lambda^2}{2C \Sigma \frac{a_n^2}{1 + n^2}}},
\]

so

\[
P(|\alpha_0^N a_0 + \sum_{n=1}^N \alpha_n^N a_n + \beta_n^N a_{-n}| > \lambda) \leq 2e^{-\frac{\lambda^2}{2C \Sigma \frac{a_n^2}{1 + n^2}}},
\]

\[\square\]

**Lemma 3.19.** There exists \( C_1 \) such that for all \( q \geq 1 \), and all sequence \( a_n \) and all \( N \),

\[
\|a_0^N a_0^N + \sum_{n=1}^N a_n^N a_n^N + a_{-n}^N \beta_n^N \|_{\ell^q} \leq C_1 q \sum_n \frac{a_n^2}{1 + n^2}.
\]

**Proof.**

\[
\|a_0^N a_0^N + \sum_{n=1}^N a_n^N a_n^N + a_{-n}^N \beta_n^N \|_{\ell^q}^q = \int q^q \lambda^{q-1} P(|\alpha_0^N c_0 + \sum_{n=1}^N \alpha_n^N a_n + \beta_n^N a_{-n}| > \lambda) d\lambda
\]

\[
\leq \int q^q \lambda^{q-1} 2e^{-\lambda t^2} e^{C t^2 \Sigma \frac{a_n^2}{1 + n^2}}
\]

By a change a variable \( y = \frac{\sqrt{\lambda t^4}}{\sqrt{\Sigma_n a_n^2/(1 + n^2)}} \),

\[
\leq 2 \left( \sum_n \frac{(a_n)^2}{c_1(1 + n^2)} \right)^{q/2} \int q^q y^{q-1} e^{-y^2/2} dy
\]

\[
\|a_0^N a_0^N + \sum_{n=1}^N a_n^N a_n^N + a_{-n}^N \beta_n^N \|_{\ell^q} \leq \left( 4 \sum_n \frac{(a_n)^2}{c_1(1 + n^2)} \right)^{1/2} \left( \int q^q y^{q-1} e^{-y^2/2} dy \right)^{1/q}
\]
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For all $q \in [1, 3]$,

$$
\frac{2}{\sqrt{c_1}} \left( \int q y^{q-1} e^{-y^2/2} dy \right)^{1/q} \leq \frac{2}{\sqrt{c_1}} 6 \sqrt{2\pi} = C'_1
$$

If $q \geq 3$

$$
\int q y^{q-1} e^{-y^2/2} dy = q(q-2) \int y^{q-3} e^{-y^2/2}
$$

With $K = \left\lfloor \frac{q-3}{2} \right\rfloor$, and by recurrence,

$$
\int q y^{q-1} e^{-y^2/2} dy = \prod_{k=0}^{K-1} (q - 2k)(q - 2K) \int y^{q-2K-1} e^{-y^2/2} dy
$$

$$
\leq q^K C_1 \leq q^{q/2} C'_1
$$

as $q - 2K \in [1, 3]$.

$$
\|a_0 \alpha_0^N + \sum_{n=1}^{N} a_n \alpha_n^N + a_n \beta_n^N \|_{L^q_{\text{loc}}} \leq C_1 q \sum_{n} \frac{(a_n)^2}{(1 + n^2)} \left( \frac{1}{2} \right)
$$

\[\square\]

Proof of the propositions \((3.16), (3.17)\).

Proof. For all $q \geq 2$,

\[
\mu_N^V((B_0^N \cap E_0^N) = P(\|\varphi_N^V(\omega)\|_{H^s} > R) = P(\|H^s \varphi_N^V(\omega)\|_{L^q} > R)
\]

\[
= P(\|H^s \varphi_N^V(\omega)\|^q_{L^q} > R^q) \leq R^{-q} \mathbb{E}(\|H^s \varphi_N^V(\omega)\|^q_{L^q}) = R^{-q} \|H^s \varphi_N^V(\omega)\|^q_{L^q_{\text{loc}},L^q_{\text{loc}}}
\]

thanks to Minkowski inequality.

Similarly,

\[
\mu_N^V((u_0 \ | \ ||(1 - \Pi_{N_0})u_0||_{L^2} > R)) \leq R^{-q} \|1 - \Pi_{N_0}\|_{L^2_{\text{loc}},L^q_{\text{loc}}}.
\]

\[
H^s \varphi_N^V = \alpha_0^N c_0(x) + \sum_{n} \left( (1 + n^2)^{s/2} c_n(x) \alpha_n^N + (1 + n^2)^{s/2} s_n(x) \beta_n^N \right)
\]

so

\[
\|H^s \varphi_N^V(x)\|_{L^q_{\text{loc}}} \leq \sqrt{C_1 q \left( c_0(x)^2 + \sum_{n} \frac{c_n(x)^2 + s_n(x)^2}{(1 + n^2)^{1-s}} \right)}
\]

\[
\|H^s \varphi_N^V(x)\|_{L^q_{\text{loc}},L^q_{\text{loc}}} \leq \sqrt{C_1 q \left( 1 + \sum_{n} \frac{2}{(1 + n^2)^{1-s}} \right)}
\]
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\[
(1 - \Pi_{N_0})\varphi_N^{\mu} \leq \sqrt{C_1q \sum_{n>N_0} \frac{2}{1+n^2}} \leq \sqrt{\frac{2C_1}{N_0}}.
\]

As \( s < \frac{1}{2}, 1 - s > \frac{1}{2} \) so the series converges.

\[
\|H^t\varphi_N^{\mu}(x)\|_{L^2_x, L^q_x} \leq \sqrt{C_2q}
\]

where \( C_2 \) depends on \( s \) but not on \( N \).

\[
\mu_N^N((B^s_R)^c \cap E^N_0) \leq \left( \frac{C_2q}{R^2} \right)^{q/2}
\]

Also,

\[
\mu_N((u_0 | \|(1 - \Pi_{N_0})u_0\|_{L^2} > R)) \leq \left( \frac{2C_1q}{N_0R^2} \right)^{q/2}.
\]

For \( R \leq \sqrt{2eC_2} \), see that with \( c = \frac{1}{2eC_2} \),

\[
\mu_N^N((B^s_R)^c \cap E^N_0) \leq e^{1/2}e^{-cR^2} = Ce^{-cR^2}
\]

and if \( R \geq \sqrt{2eC_2} \), by replacing \( q \) with \( \frac{R^2}{C_2} \geq 2 \),

\[
\mu_N^N((B^s_R)^c \cap E^N_0) \leq e^{-q/2} = e^{-R^2/(2eC_2)} = e^{-cR^2} \leq Ce^{-cR^2}
\]

definite for all \( R \) and all \( N \)

\[
\mu_N^N((B^s_R)^c \cap E^N_0) \leq Ce^{-cR^2}.
\]

With the same kind of arguments,

\[
\mu_N^N((u_0 | \|(1 - \Pi_{N_0})u_0\|_{L^2} > R)) \leq Ce^{-cR^2}.
\]

Now see that \( B^s_R \) is closed in \( L^2 \) so \( (B^s_R)^c \) and \( \{u_0 | \|(1 - \Pi_{N_0})u_0\|_{L^2} > R\} \) are open in \( L^2 \),

\[
\mu((B^s_R)^c) \leq \liminf \mu_N^N((B^s_R)^c \cap E^N_0) \leq Ce^{-cR^2}
\]

and

\[
\mu((u_0 | \|(1 - \Pi_{N_0})u_0\|_{L^2} > R)) \leq Ce^{-cN_0R^2}.
\]

\[\square\]

4 Convergence of the flows

To study the invariance of the perturbed measure, the property of local uniform convergence of the “finite dimensional” flows on compacts is needed.
4.1 Properties of the finite dimensional operators

First, investigate on the different operators involved.

Lemma 4.1. Let $s < \frac{1}{2}$ and $s_1 > 0$. Let $K$ be the operator defined as:

$$K = (1 - \partial_x^2)^{-1} \partial_x .$$

There exists $C$ such that for all $u, v$ in $L^2$ and $g$ a linear operator defined on $L^1$ such that

$$\|g\| := \sup_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} |g^n_m| = \sup_{n \in \mathbb{Z}} \sum_{m} \left| \frac{1}{2\pi} \int e^{-inx} (e^{imx}) \right|$$

is finite, and for all $N \geq 1$,

1. $\|K(g(uv))\|_{H^s} \leq C\|g\| \|u\|_{L^2} \|v\|_{L^2}$,

2. if $u, v$ are in $H^{s_1}$, $\|K(g(1 - \Pi_N)uv)\| \leq CN^{-s_1} \|g\| \|u\|_{H^{s_1}} \|v\|_{H^{s_1}}$.

Proof. Write

$$u(x) = \frac{1}{\sqrt{2\pi}} \sum_{k \in \mathbb{Z}} u_k e^{ikx}$$

and

$$v(x) = \frac{1}{\sqrt{2\pi}} \sum_{k \in \mathbb{Z}} v_k e^{ikx}$$

their Fourier series. As $uv$ belongs to $L^1$,

$$uv(x) = \frac{1}{2\pi} \sum_{k \in \mathbb{Z}} \left( \sum_{l} u_{k-l} v_l \right) e^{ikx}$$

$$g(uv)(x) = \frac{1}{\sqrt{2\pi}} \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} g^n_m \sum_{l \in \mathbb{Z}} u_{k-l} v_l .$$

Now, give an upper bound of the $n$-th Fourier coefficient $c_n$ of $g(uv)$, reversing the sums over $k$ and $l$ gives:

$$|c_n| \leq \sum_{l} |v_l| \sum_{k} |g^n_k u_{k-l}|$$

and by a Cauchy-Schwartz inequality

$$|c_n| \leq \|v\|_{L^2} \left( \sum_{l} \left( \sum_{k} |g^n_k u_{k-l}| \right)^2 \right)^{1/2} .$$

Now

$$\sum_{l} \left( \sum_{k} |g^n_k u_{k-l}| \right)^2 = \sum_{l,k_1,k_2} |g^n_{k_1}| |g^n_{k_2}| |u_{k_1-l} u_{k_2-l}|$$
$$= \sum_{k_1, k_2} |g_{k_1}^n| |g_{k_2}^n| \sum_l |u_{k_1-l}| |u_{k_2-l}|.$$ 

Use Cauchy-Schwartz inequality a second time to get:

$$\sum_l |u_{k_1-l}| |u_{k_2-l}| \leq \|u\|_{L^2}^2$$

so

$$|c_n| \leq \|u\|_{L^2} \|v\|_{L^2} \sqrt{\sum_{k_1, k_2} |g_{k_1}^n| |g_{k_2}^n|}$$

but

$$\sum_{k_1, k_2} |g_{k_1}^n| |g_{k_2}^n| = \left( \sum_k |g_k^n| \right)^2 \leq \|g\|^2$$

hence the result. Indeed,

$$\|K(g(uv))\|_{H^1} = \left( \sum_n \frac{n^2}{(1 + n^2)^{2-\gamma}} |c_n|^2 \right)^{1/2} \leq \|u\|_{L^2} \|v\|_{L^2} \|g\| \sqrt{\sum_k \frac{k^2}{(1 + k^2)^{2-\gamma}}}$$

and the series converges.

For the third one, $c_k$ the $k$-th Fourier coefficient of $g((1 - \Pi_N)(uv))$ is given by

$$c_k = \sum_{l,m} g_{k,m} 1_{|m| > N} u_{l,m-l} v_l.$$ 

See that if $|m| > N$ then $|m - l| > N/2$, or $|l| > N/2$, so $1_{|m| > N} \leq 1_{|m-l| > N/2} + 1_{|l| > N/2}$ and

$$|c_k| \leq \sum_{l,m} |g_{k,m}| 1_{|m-l| > N/2} |u_{l,m-l}| |v_l| + \sum_{l,m} |g_{k,m}| |u_{l,m-l}| 1_{|l| > N/2} |v_l|.$$ 

Estimate the second sum as the two of them are symmetrical.

$$\sum_{l,m} |g_{k,m}| |u_{l,m-l}| |v_l| \leq \|(1 - \Pi_{N/2}) v\|_{L^2} \left( \sum_l \left( \sum_m |g_{k,m}| |u_{l,m-l}| \right)^2 \right)^{1/2}$$

$$\leq (N/2)^{-\gamma} \|v\|_{H^1} \|u\|_{L^2} \|g\| \leq (N/2)^{-\gamma} \|v\|_{H^1} \|u\|_{H^1} \|g\|.$$ 

Hence the result.

\[ \square \]

**Definition 4.2.** Let $W = \sqrt{1 + V} \|H^2 \sqrt{1 + V}$ and $D = W^{-1} (1 + V)^{1/2} \partial_x (1 + V)^{1/2} = (1 + V)^{-1/2} K (1 + V)^{1/2}$. Call also $D_N = V_N^{-1} K V_N$ and $K_N = \Pi_N K \Pi_N$.

**Lemma 4.3.** Let $s < 1/2$. The operators $D$ and $D_N$ are defined and continuous from $L^2$ to $L^2$ and there exists $C$ such that for all $V, N$:

1. for all $u, v \in L^2$, $\|K_N(uv)\|_{H^s} \leq C \|u\|_{L^2} \|v\|_{L^2}$. 
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2. for all $u, v \in L^2$, $\|D_N V_N^{-1}(\Pi_N(uv))\|_{H^1} \leq C \|u\|_{L^2} \|v\|_{L^2}$,

3. for all $u \in H^s$, $t \in \mathbb{R}$, $\|e^{-iD_N} u\|_{L^2} \leq e^{\varepsilon|t|} \|u\|_{H^s}$,

4. for all $u, v \in L^2$, $\|D((1 + V)^{-1/2} uv)\|_{H^s} \leq C \|u\|_{L^2} \|v\|_{L^2}$,

5. for all $u \in H^s$, $t \in \mathbb{R}$, $\|e^{-iD} u\|_{H^s} \leq e^{\varepsilon|t|} \|u\|_{H^s}$.

**Proof.** The first, second and fourth inequalities are consequences of the previous lemma with $g = \Pi_N$ or $g = Id_{L^2}$, using the fact that the norms of the operators $V_N, V_N^{-1}, (1 + V)^\alpha$ are uniformly bounded in $V$ and $N$.

To obtain the third or the fifth one, observe that

$$D_N = V_N^{-1} K \Pi_N$$

and $D = (1 + V)^{-1/2} K (1 + V)^{1/2}$ so the norm of $D_N$ as an operator is uniformly bounded in $V$ and $N$.

The main problem is that $D_N$ or $D$ are not antisymmetric, so $e^{-iD_N}$ or $e^{-iD}$ can not be an isometry. Nevertheless setting $f(t) = \|e^{-iD_N} u\|_{H^s}$ and using Gronwall lemma, as

$$f(t) \leq \int_{t=0}^t \|D_N e^{-iD_N} u\|_{H^s} dt' \leq C \int_0^t f(t') dt'$$

$$f(t) \leq f(0) e^{\varepsilon|t|} = \|u\|_{H^s} e^{\varepsilon|t|}$$.

\[\Box\]

### 4.2 Local existence and convergence of the finite dimensional perturbed flows

Show now the local well posedness of the perturbed equations and the uniform convergence of the $2N + 1$ dimensional solutions toward the infinite dimensional one on compact sets.

**Definition 4.4.** Let $u_0 \in L^2$ and $A_N^N$ and $A_V$ be defined on $X_T^0$ as

$$A_N^N(u) = e^{-i(1-\Pi_N)K} u_0 + e^{-iD_N} u_0 + \int_0^t e^{-i(t-s)D_N} D_N V_N^{-1} \Pi_N \frac{(V_N \Pi_N u(s))^2}{2} ds$$

and

$$A_V(u) = e^{-iD} u_0 + \int_0^t e^{-i(t-s)D} D(1 + V)^{-1/2} (\frac{(1 + V)^{1/2} u(s)^2}{2}) ds.$$  

**Proposition 4.5.** There exists $C$ independent from $u_0 \in H^s$ and $N$ such that for all $T \leq 1$, $u, v \in X_T^s$, $s < 1/2$,

1. $\|A_N^N(u)\|_{X_T^s} \leq C \left(\|u_0\|_{H^s} + T \|u\|_{X_T^s}^2\right)$.

2. $\|A_V(u)\|_{X_T^s} \leq C \left(\|u_0\|_{H^s} + T \|u\|_{X_T^s}^2\right)$.

3. $\|A_N^N(u) - A_V^N(v)\|_{X_T^s} \leq C T \left(\|u\|_{X_T^s} + \|v\|_{X_T^s}\right) \|u - v\|_{X_T^s}$.

4. $\|A_V(u) - A_V(v)\|_{X_T^s} \leq C T \left(\|u\|_{X_T^s} + \|v\|_{X_T^s}\right) \|u - v\|_{X_T^s}$.
Proof. Write $A^N_V(u) = I + II + III$ with

$$I = e^{-i(t-\Pi_N)K}u_0, \quad II = e^{-itD_N}u_0$$

and

$$III = \int_0^t e^{-(t-s)D_N}D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_Nu(s))^2}{2}ds.$$ 

$$||I||_{X_T} \leq ||(1-\Pi_N)u_0||_{H^s} \leq ||u_0||_{H^s}$$

$$||II||_{X_T} \leq e^{CT}||u_0||_{H^s} \leq C||u_0||_{H^s}$$

$$||III||_{H^s} = \left(\int_x^t ||H^s \int_0^s e^{-(t-s)D_N}D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_Nu(s))^2}{2}ds||^2ds\right)^{1/2}$$

$$\leq \left(\int_x^t \int_0^s ||e^{-(t-s)D_N}D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_Nu(s))^2}{2}ds||^2ds\right)^{1/2}$$

$$\leq T^{1/2} \left(\int_0^t ||e^{-(t-s)D_N}D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_Nu(s))^2}{2}||_{H^s}^2ds\right)^{1/2}$$

But,

$$||e^{-(t-s)D_N}D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_Nu(s))^2}{2}||_{H^s} \leq C||D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_Nu(s))^2}{2}||_{H^s}$$

$$\leq C||V_N\Pi_Nu(s)||_{L^2}^2 \leq C||u||_{X_T}^2$$

$$||III||_{H^s} \leq CT||u||_{X_T}^2$$

so

$$||A^N_V(u)||_{X_T} \leq C(||u_0||_{H^s} + T||u||_{X_T}^2).$$

The same proof holds for (2).

For (3) and (4), compute $A^N_V(u) - A^N_V(v)$:

$$A^N_V(u) - A^N_V(v) = \int_0^t e^{-(t-s)D_N}D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_Nu(s))}{2} - \frac{(V_N\Pi_Nv(s))}{2}ds$$

$$= \int_0^t e^{-(t-s)D_N}D_NV_N^{-1}\Pi_N \frac{(V_N\Pi_N(u+v))(V_N\Pi_N(u-v))}{2}ds$$

Hence, with the same computation as before for $III$:

$$||A^N_V(u) - A^N_V(v)||_{X_T} \leq CT||u + v||_{X_T}||u - v||_{X_T} \leq CT\left(||u||_{X_T} + ||v||_{X_T}\right)||u - v||_{X_T}.$$
Proposition 4.6. Let $R > 0$, and $0 \leq s < 1/2$, there exists $C_s$ such that for all $u_0 \in B^s_R$, the flows $\psi^N_V$ of (8) and $\psi_V$ of:

\[
\begin{aligned}
&\partial_t \left( (1 + V)^{1/2} (1 - \partial_x^2) (1 + V)^{1/2} \right) u + (1 + V)^{1/2} \partial_x \left( (1 + V)^{1/2} u + \frac{((1 + V)^{1/2} u)^2}{2} \right) = 0 \\
&u|_{t=0} = u_0
\end{aligned}
\]

are defined for $t \in [-T, T]$ with $T = \frac{1}{8C_s^2R}$ and satisfy

\[
\|\psi_V(u_0)\|_{C_1} , \|\psi^N_V(u_0)\|_{C_1} \leq 2C_s R.
\]

Proof. For all $u_0 \in B^s_R$ and $u, v \in X^s_T$ with $\|u\|_{X^s_T}, \|v\|_{X^s_T} \leq 2C_s R$,

\[
\|A_V(u)\|_{X^s_T}, \|A^N_V(u)\|_{X^s_T} \leq C_s (R + T(2C_s R)^2) \leq 2C_s R
\]

and

\[
\|A_V(u) - A_V(v)\|_{X^s_T} , \|A^N_V(u) - A^N_V(v)\|_{X^s_T} \leq C_s (4C_s R) T \|u - v\|_{X^s_T} = \frac{1}{2} \|u - v\|_{X^s_T}
\]

so both $A^N_V$ and $A_V$ have a unique fix point in the ball of radius $2C_s R$ in $X^s_T$. \qed

As for BBM, there is a property of uniform convergence on compacts:

Lemma 4.7. Let $\epsilon > 0$ and $R > 0$. There exists $N_0 \in \mathbb{N}$ such that for all $u_0 \in B^s_R$, for all $N \geq N_0$, and $T \leq \frac{1}{C^2_s R}$,

\[
\|\psi_V(u_0) - \psi^N_V(u_0)\|_{X^0_T} \leq \epsilon .
\]

Proof. Let $u = \psi_V(u_0)$ and $u^N = \psi^N_V(u_0)$,

\[
\|u - u^N\|_{X^0_T} = \|A_V(u) - A^N_V(u^N)\|_{X^0_T} = \|I + II + III + IV + V\|_{X^0_T}
\]

with

\[
I = (1 - \Pi_N) S(t) u_0
\]

\[
II = (e^{-tD} - e^{-tD_N}) u_0
\]

\[
III = \int_0^t \left( e^{-(t-s)D} D(1 + V)^{-1/2} - e^{-(t-s)D_N} D_N V^{-1} \Pi_N \right) \left( \frac{(1 + V)^{1/2} u^2(s)}{2} \right) ds ,
\]

\[
IV = \int_0^t e^{-(t-s)D_N} D_N V \Pi_N \left( \frac{(1 + V)^{1/2} u^2(s)}{2} - \frac{(V_N u^N)^2(s)}{2} \right) ds
\]

and

\[
V = \int_0^t e^{-(t-s)D_N} D_N V \Pi_N \left( \frac{(V_N u)^2(s)}{2} - \frac{(V_N u^N)^2(s)}{2} \right) ds .
\]

First, remark that
\[\|(D - DN)(uv)\|_{L^2} \leq C_s N^{-s}\|u\|_{H^s}\|.\]

Indeed, \(D - DN\) can be written,\[D - DN = ((1 + V)^{-1/2} - V_N^{-1})K((1 + V)^{1/2} + V_N^{-1} K((1 - \Pi_N)(1 + V)^{1/2})\]
\[+ V_N^{-1} K(1 - \Pi_N)(1 + V)^{1/2}(1 - \Pi_N)\]

As operators, the multiplication by \((1 + V)^{1/2}\) and \(V_N\) are quite close. Computing the difference between their inverse gives
\[
\|(1 + V)^{-1/2} - V_N^{-1}\|_{H^s \to L^2} \leq \|1 - \Pi_N\|_{H^s \to L^2} \left(1 + \sum_k k\|(1 + V)^{-1/2} - 1\|_{H^s \to H^s}\right) \leq CN^{-s}
\]
as \[\|(1 + V)^{-1/2} - 1\|_{H^s \to H^s} \leq \|(1 + V)^{-1/2} - 1\|_{L^\infty} \leq \frac{1}{\sqrt{2}}.\]

Therefore, it appears that:
\[
\|(1 + V)^{-1/2} - V_N^{-1}\|_{H^s \to L^2} \leq \|1 - \Pi_N\|_{H^s \to L^2} \left(1 + \sum_k k\|(1 + V)^{-1/2} - 1\|_{H^s \to H^s}\right) \leq CN^{-s}
\]
and as \(\sum_m (1 + V)^{1/2} \mu_m = \sum_m (1 + V)^{1/2} \mu_{-m}\) is the sum of the Fourier coefficients of \(\sqrt{1 + V}\), which is \(C^2\) with a uniform bound on its second derivative, it comes that
\[
\|K(1 + V)^{1/2}(uv)\|_{H^s} \leq C_s \|u\|_{L^2}\|v\|_{L^2} \leq C_s \|u\|_{H^s}\|v\|_{H^s}
\]
with \(C_s\) a constant that does not depend on \(N\) nor on \(V\):
\[
\|(1 + V)^{-1/2} - V_N^{-1}\|_{H^s \to L^2} \leq \|1 - \Pi_N\|_{H^s \to L^2} \left(1 + \sum_k k\|(1 + V)^{-1/2} - 1\|_{H^s \to H^s}\right) \leq CN^{-s}\|u\|_{H^s}\|v\|_{H^s}.\]

As the norm of \(V_N\) as an operator from \(H^s\) to \(H^s\) is bounded uniformly in \(V\) and \(K\) and \(\Pi_N\) commute,
\[
\|V_N^{-1} K((1 - \Pi_N)(1 + V)^{1/2})\|_{H^s} \leq C\|K((1 - \Pi_N)(1 + V)^{1/2})(uv)\|_{H^s}
\]
\[
\leq C_s N^{-s}\|u\|_{L^2}\|v\|_{L^2} \leq C_s N^{-s}\|u\|_{H^s}\|v\|_{H^s}.\]

The same goes for \(V_N^{-1} K(1 - \Pi_N)(1 + V)^{1/2}(1 - \Pi_N)\) as the sum of the Fourier coefficients of \((1 + V)^{1/2}\) are uniformly bounded in \(V\) so
\[
\|(D - DN)(uv)\|_{L^2} \leq C_s N^{-s}\|u\|_{H^s}\|v\|_{H^s}.\]

After what the \(I\) and \(II\) are less than \(C_s N^{-s} R\), \(III\) and \(IV\) are less than \(C_s N^{-s} R^2\) and \(V\) by
\[
V \leq C_s TR\|u - u_N\|_{X^0_T}.\]

Indeed,
\[
\|II\|_{X^0_T} \leq T\|(D - DN)e^{-tD}u_0\|_{L^2} + T\|D_NII\|_{X^0_T}
\]
\[
\leq CT N^{-s}\|u_0\|_{H^s} + CT \|II\|_{X^0_T}\]
so for \(T\) small enough, \(T \leq \frac{1}{2C_R}\), the uniform convergence is satisfied. \(\square\)
4.3 Invariance of the perturbed measure under the perturbed flow

Show now that the perturbed measure is invariant trough the perturbed flow. For that, the techniques used are basically the same as in the first section, in particular regarding the local invariance.

Lemma 4.8. Let \( s \in]0,\frac{1}{4} [ \) and \( R > 0 \). Let \( A \) be a measurable set of \( L^2 \) included in \( B^s_R \). Let \( T = \frac{1}{2R} \) with \( C \) depending on \( s \) big enough, for all \( t \in [\!-T, T] \).

\[
\mu(\psi_V(t)A) = \mu(A) .
\]

Proof. Use the invariance of \( \psi^N_V \) through \( \psi^N_V \), the uniform convergence of \( \psi^N_V \) toward \( \psi_V \), the uniform continuity of the flows \( \psi^N_V \) and \( \psi_V \) and the fact that for all open set \( U \) :

\[
\mu_V(U) \leq \lim \inf \nu^N_V(U) .
\]

Indeed, if \( A \) is closed, as \( A + B'_e \) is open (the \( B'_e \) denotes the open ball in \( L^2 \)) :

\[
\mu_V(\psi_V(t)(A + B'_e)) \leq \mu_V(\psi_V(t)(A) + B'_e) \leq \lim \inf \nu^N_V(\psi_V(t)A + B'_e)
\]

Then, use that \( \psi_V(t)A \subseteq \psi^N_V(t)A + B'_e \) above a certain \( N \).

\[
\mu_V(\psi_V(t)(A + B'_e)) \leq \lim \inf \nu^N_V(\psi^N_V(t)A + B'_e) \leq \lim \sup \nu^N_V(\psi^N_V(t)A + B'_e)
\]

and as the flow is locally continuous in \( L^2 \),

\[
\mu_V(\psi_V(t)(A + B'_e)) \leq \lim \sup \nu^N_V(\psi^N_V(t)(A + B'_e))
\]

and as \( \nu^N_V \) invariant through \( \psi^N_V \),

\[
\mu_V(\psi_V(t)(A + B'_e)) \leq \lim \sup \nu^N_V(A + B'_e) \leq \mu_V(A + B'_e)
\]

and by DCT when \( e \) goes to 0,

\[
\mu_V(\psi_V(t)(A)) \leq \mu_V(A) .
\]

For the reverse inequality, consider that above a certain \( N, \psi^N_V(t)A \subseteq \psi_V(t)A + B'_e \), so

\[
\mu_V(A + B'_e) \leq \lim \inf \nu^N_V(A + B'_e) \leq \lim \inf \nu^N_V(\psi^N_V(t)A + B'_e)
\]

\[
\mu_V(A + B'_e) \leq \lim \inf \nu^N_V(\psi_V(t)A + B'_e) \leq \lim \sup \nu^N_V(\psi_V(t)A + B'_e) \leq \mu_V(\psi_V(t)A + B'_e)
\]

and by DCT when \( e \) goes to 0, as \( A \) is closed and thus \( \psi_V(t)A = (\psi(-t))^{-1}A \) is closed too:

\[
\mu_V(A) \leq \mu_V(\psi_V(t)A) .
\]

Hence the lemma is true for closed sets. For all the measurable sets, see that \( B^s_R \) is closed in \( L^2 \) so the property passes to the complementary and the countable unions thanks to the uniqueness of the local flow. \( \square \)

Then, define the sets where the solution exists globally in time in quite the same way as in the first section.
**Definition 4.9.** Let $R > 1$ and $R_n = \sqrt{n+1}R$ for $n \geq 0$ and $t_n = \frac{1}{3c_1 \sqrt{nR}}$ for $n \geq 1$, $T_n = \sum_{k=1}^{n} t_n$. Call

$$A_{N,V}^N(R_n) = \{ \varphi_V(\omega) \in \phi_N^V(T_n)^{-1}(B_{R_n}^s) \}$$

and then

$$A_{V,n}^N(R) = \bigcap_{n \in \mathbb{Z}} A_{V,n}^N(R_n)$$

$$A_V(R) = \limsup_{N \to \infty} A_{V}^N(R)$$

and even

$$A_V = \bigcup_{M \geq 2} A_V(M) .$$

**Proposition 4.10.** The set $A_V(R)$ is such that its complementary satisfies:

$$\mu_V(A_V(R)^c) \leq Ce^{-cR^2}$$

and thus

$$\mu_V(A_V^c) = 0 .$$

**Proof.** Consider the sets restricted to the $\omega$ such that $\varphi_V^N$ converges in $H^s$, given that the sequence converges in $L^2(\Omega, H^s)$ and thus almost surely.

It appears that

$$\mu_V(A_{V,n}^N(R_n)^c) = P(\varphi_V^N(\omega) \notin \phi_N^V(T_n)^{-1}(B_{R_n}^s))$$

$$\mu_V(A_{V,n}^N(R)^c) = \mu_V(\phi_V^N(T_n)^{-1}(B_{R_n}^s)^c)$$

$$\mu_V(A_{V,n}^N(R_n)^c) \leq \mu_V(\phi_V^N(T_n)^{-1}(B_{R_n}^s)^c)$$

and $\mu_V^N$ is invariant through the flow $\phi_V^N$ so

$$\mu_V(A_{V,n}^N(R_n)^c) \leq 2\mu_V^N(B_{R_n}^s) \leq Ce^{-cR^2} \leq Ce^{-(n+1)R^2} .$$

Then,

$$\mu_V(A_{V,n}^N(R_n)^c) \leq \liminf \mu_V(A_{V,n}^N(R_n)^c) \leq Ce^{-(n+1)R^2}$$

$$\mu_V(A_V(R)^c) \leq C \sum_{n \geq 1} 2e^{-cnR^2} \leq C'e^{-cR^2}$$

and

$$\mu_V(A_V(R)^c) \leq \liminf \mu_V(A_V(N)^c) \leq Ce^{-cR^2}$$
Proposition 4.11. The flow $\psi_V$ is unique and globally defined as long as the initial data is taken in $A_V$ and the measure $\mu_V$ is invariant through this flow.

Proof. As it happens, the proof is roughly the same as in (2.15). It uses however the fact that $\psi^{N+1}_V + \psi^{N+1}_V$ converges almost surely toward $\psi_V$. Indeed, to study the convergence in $H^s$ at the times $T_n \to \infty$, see that

$$
\psi_V(T_n)(\varphi_V(\omega))
$$

is the $H^s$ limit when $N \to \infty$ of

$$
\phi^N_V(T_n)(\varphi^N_V(\omega))
$$

as

$$
\psi_V(T_n)(\varphi_V(\omega)) - \phi^N_V(T_n)(\varphi^N_V(\omega)) = \psi_V(T_n)(\varphi_V(\omega)) - \psi^N_V(\varphi_V(\omega)) + \psi^N_V(\varphi_V(\omega)) - \phi^N_V(T_n)(\varphi^N_V(\omega))
$$

$$
= \psi_V(T_n)(\varphi_V(\omega)) - \psi^N_V(\varphi_V(\omega)) + \psi^N_V(\varphi_V(\omega)) - \psi^N_V(\varphi_V(\omega) + \varphi_{N+1}(\omega)) + S(t)\varphi_{N+1}(\omega)
$$

and as $\psi^N_V(T_n)$ is continuous the sequence converges in $H^s$. □

5 Evolution of characteristic functionals

The statistics $\mu_V$ are not too much changed by the flow of the original BBM equation. Though, to investigate about those changes, build the characteristic functional of $\psi(t)(\mu_V)$. Estimations on the characteristic functionals seem relevant, in the sense that they contain all the information about the image measure, and they give precise estimates regarding the small parameter $V$.

5.1 Definition of the generating functionals

Introduce now the definition of the generating functionals.

Definition 5.1. Let $\lambda \in L^2$ and let $\langle \lambda, u \rangle$ the scalar product in $L^2$ of $u$ and $\lambda$. Call then $Z_V(\lambda)$ the quantity :

$$
Z_V(\lambda) = E_V\left(e^{i\langle \lambda, u \rangle}\right)
$$

where $E_V$ denotes the average over $\mu_V$.

Remark 5.1. This functional is the characteristic function of $\mu_V$.

When $V$ is equal to 0, this functional is equal to

$$
Z_{V=0}(\lambda) = e^{-\|\lambda\|_{H^{-1}}^2/2}
$$
Proposition 5.4. \[ \| \lambda \|_{H^{-1}} = \left( \frac{1}{2\pi} \langle \lambda, c_0 \rangle^2 + \frac{1}{2\pi} \sum_{n \geq 1} \frac{1}{1+n^2} (\langle \lambda, c_n \rangle^2 + \langle \lambda, s_n \rangle^2) \right)^{1/2}. \]

When \( V \) is different from 0,
\[ Z_V(\lambda) = e^{-\| (1+V)^{-1/2} \lambda \|_{H^{-1}}}. \]

Introduce now the generating functional monitoring the behaviour of the BBM flow.

Definition 5.2. Let \( Z_V(t, \lambda) \) be the quantity:
\[ Z_V(t, \lambda) = E_V(e^{i(\lambda, \psi(t))}). \]

Remark 5.2. First, see that if \( \psi \) is replaced by \( \psi_V \), this quantity remains the same in time, as \( \mu_V \) is invariant through \( \psi_V \) and \( \psi_V(t) \) is almost surely defined. Then, it is sufficient to study the interaction between the different waves since the covariance between two modes is given by the behaviour of \( Z \) as:
\[ E_V(\langle \psi_V(t)u_0, c_n \rangle \langle \psi_V(t)u_0, c_m \rangle) = -\sigma^2 Z_{\lambda=0}(c_n)(c_m). \]
where the right hand term is the second order differential of \( Z \) at the point \( \lambda = 0 \) under the directions \( c_n \) and \( c_m \). And those quantities are well defined.

5.2 Closeness of the flows

First, prove the global existence of the BBM and the perturbed flow, as in \([2]\), along with some useful estimates.

Definition 5.3. For all \( u_0 \in L^2 \) and \( T \in \mathbb{R} \) call
\[ N(u_0, T) = \min \{ N \in \mathbb{N} \mid \| (1 - \Pi_N)u_0 \|_{L^2} \leq \frac{1}{C(1+|T|)} \} \]
where \( C \) is the constant involved in the \( L^2 \) local well posedness of the BBM and the perturbed flow.

Proposition 5.4. Let \( s \in [0, \frac{1}{4}] \) and \( \sigma \in [\frac{1}{4}, 1] \). There exists \( C \) such that for all \( u_0 \in H^s \), the flows \( \psi \) and \( \psi_V \) are globally defined in \( L^2 \), and for all \( T \in \mathbb{R} \),
\[ \| \psi(t)u_0 \|_{L^2} + \| \psi_V(t)u_0 \|_{L^2} \leq C + CN(u_0, T)^{(1+\sigma-2s)/2} \| u_0 \|_{H^s}. \]

Proof. Fix \( T \in \mathbb{R} \) and let \( v_0 = (1 - \Pi_N)u_0 \) and \( w_0 = \Pi_N u_0 \). Thanks to LWP, \( \psi(t)v_0 \) and \( \psi_V(t)v_0 \) are defined in \([-T, T]\) in \( L^2 \) and they satisfy
\[ \| \psi(t)v_0 \|_{X_p^p} + \| \psi_V(t)v_0 \|_{X_p^p} \leq C \| v_0 \|_{L^2} \leq \frac{C}{1 + |T|}. \]
Call \( v = \psi(t)v_0 \) and \( v_V = \psi_V(t)v_0 \). Consider now the equations
\[ \partial_t (1 - \partial_x^2) w = -\partial_x \left( w + v w + \frac{w^3}{2} \right) \quad (10) \]
where $N$ is the perturbed flow with initial datum $v + w$ and $v_V$ so Proposition 5.5. Indeed, calling

$$f(t) = \|w(t)\|_{H^{s}}\|w(t)\|_{H^{1}}$$

and $f_V(t) = \|w_V(t)\|_{H^{s}}\|w_V(t)\|_{H^{1}}$, it comes that for $t \in [-T, T],$

$$f(t) \leq \|w(t)\|_{H^{1}}^{2} \leq \int_{0}^{t} \int_{x} v(\partial_x w) w \leq \|v\|_{X^0} \int_{0}^{t} \|w\|_{H^{1}} \|w\|_{L^{\infty}}$$

and thanks to Sobolev embedding theorem ($\sigma > 1/2$)

$$f(t) \leq \|v\|_{X^0} \int_{0}^{t} f(t)$$

also, with $C$ a constant independent from $V,$

$$f_V(t) \leq 2 \int_{0}^{t} \int_{x} w_V w_V \leq C\|w\|_{X^0} \int_{0}^{t} f_V(t).$$

Since $w_0$ is in $H^{1},$ the equations (10) and (11) are well posed on $[-T, T]$ with initial datum $w_0$ and

$$f(t), f_V(t) \leq e^{C\int_{0}^{t} f(t)\|w_0\|_{H^{1}}\|w_0\|_{H^{s}}}.$$

Now, it appears that

$$\|w_0\|_{H^{1}} \leq N(u_0, T)^{1-s}\|u_0\|_{H^{s}} \text{ and } \|w_0\|_{H^{s}} \leq N(u_0, T)^{s-1}\|u_0\|_{H^{s}}^{2}$$

so

$$f(t), f_V(t) \leq CN(u_0, T)^{1+s-2\sigma}\|u_0\|_{H^{s}}.$$ 

The functions $u = v + w$ and $u_V = v_V + w_V$ are solution respectively of the BBM and the perturbed flow with initial datum $u_0$ and

$$\|u(T)\|_{L^{2}} \leq \|v\|_{X^0} + \|w(T)\|_{L^{2}} \leq \frac{C}{1 + |T|} + f(t)^{1/2} \leq C + CN(1+/-2\sigma)/2\|u_0\|_{H^{s}}$$

so

$$\|\psi(t)u_0\|_{L^{2}}, \|\psi_V(t)u_0\|_{L^{2}} \leq C + CN(1+/-2\sigma)/2\|u_0\|_{H^{s}}.$$ 

\□

**Proposition 5.5.** Let $s \in [0, \frac{3}{2}$ and $\sigma \in [\frac{1}{2}, 1]$. There exist $C$ such that for all $u_0 \in H^{s}$ and $T \in \mathbb{R},$

$$\|\psi_V(T)u_0 - \psi(T)u_0\|_{L^{2}} \leq C\|V\|_{\infty}(1 + N^{1+/-2\sigma}\|u_0\|_{H^{s}}^{2} + \|u_0\|_{L^{2}})e^{(1+N^{1+/-2\sigma})\|u_0\|_{H^{s}}/|T|}$$

where $N = N(u_0, T)$ has been defined at the beginning of the subsection, by definition 5.3.
Proof. First, compute \(\| (K - D)(uv) \|_{L^2} \) for all \( u, v \in L^2 \).

\[
K - D = (1 - (1 + V)^{-1/2})K + (1 + V)^{1/2}K(1 - (1 + V)^{1/2}) .
\]

As \(\| (1 + V)^{-1/2} - I \|_{L^\infty} \leq C\| V \|_{\infty} \) and \(\| (1 + V)^{1/2} - I \|_{L^\infty} \leq C\| V \|_{\infty} \), the following result is ensured: for all \( u, v \in L^2 \),

\[
\| (K - D)(uv) \|_{L^2} \leq C\| V \|_{\infty}\| u \|_{L^2}\| v \|_{L^2} .
\]

Then, let \( v \in L^2 \) and \( g(t) = \| e^{-itD}v - e^{-iK}v \|_{L^2} \), then

\[
g'(t) = \| (K - D)e^{-iK}v + D(e^{-iK}v - e^{-itD}v) \|_{L^2} \leq \| K - D \|_0\| v \|_{L^2} + \| D \|_0g(t)
\]

and \( g(0) = 0 \). So, the following inequality applies: there exist \( C, c \) two constants such for all \( v \in L^2 \), all \( V \in C^1 \), and all \( t \in \mathbb{R} \),

\[
\| e^{-itD}v - e^{-iK}v \|_{L^2} \leq C\| V \|_{\infty}\| v \|_{L^2}e^{\| D \|_0t} .
\]

Write

\[
uv = \psi V(t)u_0 = e^{-itD}u_0 + \int_0^t e^{(s-t)D} \frac{(1 + V)^{1/2}u^2_v(s)}{2} ds
\]

and

\[
u = \psi(t)u_0 = e^{-iK}u_0 + \int_0^t e^{(s-t)K} \frac{2}{2}(\psi(s)u^0_0)^2(s) ds .
\]

Let now

\[
f(t) = \| uv - u \|_{L^2}
\]

\[
f(t) \leq \| e^{-iD}u_0 - e^{-iK}u_0 \|_{L^2} + \| \int_0^t \left( e^{(s-t)D} \frac{(1 + V)^{1/2}u^2_v(s)}{2} - e^{(s-t)K} \frac{u^2_v(s)}{2} \right) ds \|_{L^2}
\]

The integral term is less than:

\[
\| \int_0^t \left( e^{(s-t)D} \frac{(1 + V)^{1/2}u^2_v(s)}{2} - e^{(s-t)K} \frac{(1 + V)^{1/2}u^2_v(s)}{2} \right) ds \|_{L^2} = \left( I \right)
\]

\[
+ \| \int_0^t \left( e^{(s-t)K} \frac{(1 + V)^{1/2}u^2_v(s)}{2} - e^{(s-t)K} \frac{2}{2} u^2_v(s) \right) ds \|_{L^2} = \left( II \right)
\]

\[
+ \| \int_0^t \left( e^{(s-t)K} \frac{u^2_v(s)}{2} - e^{(s-t)K} \frac{Ku^2_v(s)}{2} \right) ds \|_{L^2} = \left( III \right)
\]

\[
+ \| \int_0^t \left( e^{(s-t)K} \frac{u^2_v(s)}{2} - e^{(s-t)K} \frac{2u^2_v(s)}{2} \right) ds \|_{L^2} = \left( IV \right)
\]

Estimate now the different terms. For all \( t \in [-T, T] \),

\[
I \leq \int_0^T C\| V \|_{\infty} \| D \|_0 \| (1 + V)^{1/2}u^2_v(s) \|_{L^2} e^{\| D \|_0t} ds \leq C\| V \|_{\infty}(1 + N^{1+\sigma - 2}\| u_0 \|_{H^2})e^{\| D \|_0t}
\]
As $K$ is antisymmetric, $e^{tK}$ is isometric in $L^2$ so:

$$II \leq \int_0^\infty \| (D-K) \left( \frac{\sqrt{1 + V} u'_V(s)}{2} \right) \|_{L^2} ds \leq C \| V \|_{\infty} \| t(1 + N^{1+\sigma-2s}\|u_0\|_{H^s})^2 \|$$

$$II \leq C \| V \|_{\infty} (1 + N^{1+\sigma-2s}\|u_0\|_{H^s}) e^{c|t|}$$

$$III \leq \int_0^\infty \left\| K \left( \frac{(1 + V)^{1/2} - 1} u'_V(s) \right) \right\|_{L^2} \leq C \| V \|_{\infty} \| t(1 + N^{1+\sigma-2s}\|u_0\|_{H^s})^2 \|$$

$$III \leq C \| V \|_{\infty} (1 + N^{1+\sigma-2s}\|u_0\|_{H^s}) e^{c|t|}$$

$$IV \leq \int_0^\infty C \| u(s) + u_V(s) \|_{L^2} \| u(s) - u_V(s) \|_{L^2} \leq C(1 + N^{(1+\sigma-2s)/2}\|u_0\|_{H^s}) \int_0^T f(s) ds.$$

To sum up, for all $t \in [-T, T]$, $f(t)$ is less than:

$$f(t) \leq C \| V \|_{\infty} \left( \| u_0 \|_{L^2} + 1 + N^{1+\sigma-2s}\|u_0\|_{H^s} \right) e^{c|t|} + C(1 + N^{(1+\sigma-2s)/2}\|u_0\|_{H^s}) \int_0^T f(s) ds$$

so

$$f(t) \leq C \| V \|_{\infty} \left( \| u_0 \|_{L^2} + 1 + N^{1+\sigma-2s}\|u_0\|_{H^s} \right) e^{c(1 + N^{(1+\sigma-2s)/2}\|u_0\|_{H^s})|t|}$$

$$f(t) \leq C \| V \|_{\infty} \left( \| u_0 \|_{L^2} + 1 + N^{1+\sigma-2s}\|u_0\|_{H^s} \right) e^{c(1 + N^{(1+\sigma-2s)/2}\|u_0\|_{H^s})|t|}.$$

\[\square\]

### 5.3 Evolution of the perturbed statistics

Now see that the law of $\psi(t)u_0$ is not too different from the law of $u_0$. For this use the generating functional

$$Z_V(\lambda, t) = E_V (e^{i(\lambda, \psi(t)u_0)})$$

and prove that it is quite close to its initial data.

**Theorem 5.6.** Let $\epsilon \in ]0, \frac{1}{2}[$. There exists $C, c$ such that for all $V \in C^1$ with $\|V\|_{\infty} < \frac{1}{2}$, all $\lambda \in L^2$, and all $t \in \mathbb{R}$,

$$|Z_V(\lambda, t) - Z_V(\lambda, 0)| \leq C \| V \|_{\infty} \| \lambda \|_{L^2} e^{c|t|^{\sigma-3}}.$$

**Remark 5.3.** The function $x \mapsto e^{i\lambda}$ used in the generating functional could have been replaced by any $C^1$ function $f$ whose derivative is bounded.
Proof. First using the invariance of the measure \( \mu_V \) through the flow \( \psi_V \), it comes that for all \( t \in \mathbb{R} \),

\[
Z_V(\lambda, 0) = E_V(e^{i(\lambda, u_0)}) = E_V(e^{i(\lambda, \psi_V(t)u_0)})
\]

so

\[
|Z_V(\lambda, t) - Z_V(\lambda, 0)| = |E_V\left(e^{i(\lambda, \psi_V(t)u_0)} - e^{i(\lambda, \psi_V(t)u_0)}\right)|.
\]

It appears then that

\[
|Z_V(\lambda, t) - Z_V(\lambda, 0)| \leq E_V\left(|(\lambda, \psi(t)u_0 - \psi_V(t)u_0)|\right) \leq ||\lambda||_{L^2}E_V\left(||\psi(t)u_0 - \psi_V(t)u_0||_{L^2}\right).
\]

As \( \epsilon < \frac{1}{4} \), one can take \( s \) in \( \left] \frac{1}{4}, \frac{1}{2} \right[ \) and \( \sigma = 2s - \epsilon > \frac{1}{2} \) such that \( 1 + \sigma - 2s = 1 - \epsilon \). Apply then the proposition (5.5) with such \( \sigma \) and \( s \):

\[
|Z_V(\lambda, t) - Z_V(\lambda, 0)| \leq C||\lambda||_{L^2}\|V\|_{\infty}E_V\left((1 + N^{1-\epsilon})\|u_0\|^2_{H^s} + ||u_0||_{L^2})e^{c(1+N^{(1-\epsilon)/2}\|u_0\|_{H^s})|t|}\right).
\]

with

\[
1.1 = E_V(e^{2\|u_0\|^2_{H^s}}|t|), 1.1 = E_V(||u_0||^4_{H^s} e^{2c||u_0||^2_{H^s} |t|}), III.1 = E_V(||u_0||^2_{L^2} e^{c||u_0||^2_{H^s} |t|})
\]

and

\[
1.2 = III.2 = E_V(e^{2cN^{1-\epsilon/2}}|t|), II.2 = E_V(N^{2-2\epsilon} e^{2cN^{1-\epsilon/2}}|t|).
\]

First, remember that there exists \( \epsilon' > 0 \) and \( C' \) such that

\[
\mu_V\left(\{u_0 \mid \|u_0\|_{H^s} > R\}\right) \leq C'e^{-cR^2}
\]

so

\[
1.1, II.1, III.1 \leq C'e^{c|t|^\frac{\epsilon}{1-\epsilon/2}}.
\]

Then,

\[
P(N > N_0) = \mu_V\left(\{u_0 \mid \|(1 - \Pi_{N_0})u_0\|_{L^2} \geq \frac{1}{C(1 + |t|)}\}\right) \leq C'e^{-c'N_0(1+|t|)^2}
\]

so

\[
1.2, II.2, III.2 \leq C'e^{c|t|^{\frac{\epsilon}{1-\epsilon/2}}}. 
\]

38
Since \( \epsilon < \frac{1}{2} \), it appears that \( \frac{3}{\epsilon} - 3 > \frac{2}{\epsilon} \), so in the end, there exist two constants \( C_\epsilon, c_\epsilon \) such that
\[
|Z_V(\lambda, t) - Z_V(\lambda, 0)| \leq C_\epsilon \|\lambda\| L^2 \|V\|_\infty \epsilon^{c_\epsilon} |t|^{\frac{2}{\epsilon} - 3}.
\]
\( \Box \)

**Remark 5.4.** The averages of the products of the amplitudes admit the same kind of estimates. For instance, calling
\[
(\alpha^2 V)_{n,m}(t) = E_V(\langle c_n, \psi(t) u_0 \rangle \langle c_m, \psi(t) u_0 \rangle),
\]
it appears that
\[
|(\alpha^2 V)_{n,m}(t) - (\alpha^2 V)_{n,m}(0)| \leq C'_\epsilon \|V\|_\infty \epsilon^{c'_\epsilon} |t|^{\frac{2}{\epsilon} - 3}
\]
only with different constants.
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