ASYMPTOTIC BEHAVIOR OF AN INHOMOGENEOUS FLEXIBLE STRUCTURE WITH CATTANEO TYPE OF THERMAL EFFECT
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Abstract. We consider vibrations of an inhomogeneous flexible structure modeled by a 1D viscoelastic equation with Kelvin-Voigt, coupled with an expected dissipative effect: heat conduction governed by Cattaneo’s law (second sound). We establish the well-posedness of the system and we prove the stabilization to be exponential for one set of boundary conditions, and at least polynomial for another set of boundary conditions. Two different methods are used: the energy method and another more original, using the semigroup approach and studying the Resolvent of the system.
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1. Introduction and main results

One of the main issues concerning the vibrations in models of flexible structural systems is the question of the stabilization of the structure. Indeed, one expects to prevent a system from resonance effects, and wants to ensure a decay of the total energy, at least polynomial, and hopefully exponential. It is therefore of interest to investigate the theory behind the stabilization processes in flexible structural systems and to control their vibrations. One way to obtain a dissipative effect, and so a decay of the energy of the system, is to add a damping force. There exist various types of damping, such as boundary dampings, internal dampings and localized dampings (see for example [1, 3, 4, 9, 10, 11] and references therein).

In these kinds of problems, the best stability that one can expect is the so-called uniform stability. For example, in 2013, G. C. Gorain [7] has established uniform exponential stability of the problem

\[ m(x) u_{tt} - (p(x) u_x + 2 \delta(x) u_{xt}) x = f(x), \quad \text{on} \quad (0, L) \times \mathbb{R}^+, \]

which describes the vibrations of an inhomogeneous flexible structure with an exterior disturbing force \( f \). More recently, M. Siddhartha et. al. [12] showed the exponential stability of the vibrations of a inhomogeneous flexible structure with thermal effect governed by the Fourier law,

\[
\begin{align*}
\mathcal{L} u - \theta_{xx} - \kappa \theta_t & = f, \\
\theta_t - \theta_{xx} - \kappa u_{xt} & = 0.
\end{align*}
\]

Indeed, it is physically relevant to take into account thermal effects in flexible structures (see for example [2]). However, in the above model, the temperature has an infinite velocity of propagation (heat equation): this property of the model is not consistent with the reality, where the heating or cooling of a flexible structure
will usually take some time. Many researches have thus been conducted in order to modify the model of thermal effect. In the present paper, we will investigate a problem of vibrations for an inhomogeneous material of viscoelastic type (Kelvin-Voigt damping) subject to a thermal effect, now modeled by the so-called Cattaneo’s law [16]:

\[
\begin{align*}
\rho(x) \ddot{u} - (p(x) u_x + 2 \delta(x) u_{xt})_x + \eta \theta_x &= 0, \\
\theta_t + \kappa q_x + \eta u_{xt} &= 0, \\
\tau q_t + \beta q + \kappa \theta_x &= 0
\end{align*}
\]

where \( x \in [0, L] \) and \( t \geq 0 \). Here, \( \eta > 0 \) is the coupling constant. \( \beta, \kappa > 0 \). \( q = q(x, t) \) is the heat flux and the parameter \( \tau > 0 \) is the relaxation time describing the time lag in the response for the temperature. Now the model of heat conduction is of hyperbolic type so that we have a finite speed of propagation. (Note that when taking formally \( \tau = 0 \) in the above system, we recover the viscothermoelastic system with the Fourier law (1.1)-(1.2).)

The functions \( m(x), \delta(x), p(x) \) are responsible for the inhomogeneous structure of the beam, and respectively denote mass per unit length of structure, coefficient of internal material damping, and a positive function related to the wave velocity at the vibrations at a point \( x \in \mathbb{R}^* = (0, +\infty) \). We will assume, in the rest of the paper:

\[
m, \delta, p \in W^{1,\infty}(0, L), \quad m(x), \delta(x), p(x) > 0, \quad \forall x \in [0, L].
\]

The initial conditions are given by

\[
\begin{align*}
u(x, 0) &= u_0(x), \quad u_t(x, 0) = u_1(x), \quad \theta(x, 0) = \theta_0(x), \quad q(x, 0) = q_0(x).
\end{align*}
\]

But concerning the boundary conditions, several choices are possible, depending on the physical situation one wants to deal with. Unfortunately, in general some lead to more tedious computations. Therefore, in the present paper we will deal with two sets of boundary conditions for system (1.3)-(1.5). The first ones, corresponding to a rigidly clamped structure with temperature held constant at both extremities:

\[
\begin{align*}
u(0, t) &= \nu(L, t) = 0, \quad \theta(0, t) = \theta(L, t) = 0, \quad t \geq 0,
\end{align*}
\]

and the other one corresponding to a rigidly clamped structure with zero heat flux on the boundary:

\[
\begin{align*}
u(0, t) &= \nu(L, t) = 0, \quad q(0, t) = q(L, t) = 0, \quad t \geq 0.
\end{align*}
\]

For smooth solutions, this system enjoys natural energy functionals \( \mathcal{E}_1, \mathcal{E}_2 : \mathbb{R}^+ \to \mathbb{R}^+ \), given by:

\[
\mathcal{E}_1(t) = \frac{1}{2} \left[ \int_0^L p(x) |u_x|^2 \, dx + \int_0^L m(x) |u_t|^2 \, dx + \int_0^L |\theta|^2 \, dx + \tau \int_0^L |q|^2 \, dx \right],
\]

\[
\mathcal{E}_2(t) = \frac{1}{2} \left[ \int_0^L p(x) |u_x|^2 \, dx + \int_0^L m(x) |u_t|^2 \, dx + \int_0^L |\theta|^2 \, dx + \tau \int_0^L |q|^2 \, dx \right],
\]

\[
\mathcal{E}_3(t) = \frac{1}{2} \left[ \int_0^L p(x) |u_x|^2 \, dx + \int_0^L m(x) |u_t|^2 \, dx + \int_0^L |\theta|^2 \, dx + \tau \int_0^L |q|^2 \, dx \right].
\]
and taking the time derivative of \((1.3)-(1.7)\), we build:

\[
E_2(t) = \frac{1}{2} \left[ \int_0^L p(x) |(u_x)_t|^2 \, dx + \int_0^L m(x) |(u_t)_t|^2 \, dx \right] + \int_0^L |\theta_t|^2 \, dx + \tau \int_0^L |q_t|^2 \, dx.
\]

For smoother solutions we may generalize these energies up to the order \(n \in \mathbb{N}\), as follows:

\[
E_n(t) = \frac{1}{2} \left[ \int_0^L p(x) |(u_x)_{t...t}|^2 \, dx + \int_0^L m(x) |(u_t)_{t...t}|^2 \, dx \right] + \int_0^L |(h_{t...t})|^2 \, dx + \tau \int_0^L |(q_{t...t})|^2 \, dx,
\]

where \(h_{t...t} = \frac{\partial^n}{\partial t^n} h\) for \(h = u_x, u_t, \theta,\) or \(q\). Moreover, it is straightforward to establish, for strong solution to \((1.3)-(1.4)\) the dissipation of the energies, given in the following lemma.

**Lemma 1.1.** For any strong solution to system \((1.3)-(1.8)\) or \((1.3)-(1.7)-(1.9)\), smooth enough to define the energy functions \((1.10), (1.11),\) or \((1.12)\), then we have, for all \(t > 0:\)

\[
\frac{dE_1}{dt}(t) = -2 \int_0^L \delta(x) |u_{xt}|^2 \, dx - \beta \int_0^L |q|^2 \, dx,
\]

\[
\frac{dE_2}{dt}(t) = -2 \int_0^L \delta(x) u_{xtt}^2 \, dx - \beta \int_0^L |q_t|^2 \, dx,
\]

\[
\frac{dE_n}{dt}(t) = -2 \int_0^L \delta(x) |u_{xt...t}|^2 \, dx - \beta \int_0^L |q_{t...t}|^2 \, dx.
\]

The first energy estimate will allow us to investigate well-posedness with the point of view of semigroups \([13]\). While the two last ones will be necessary to study the asymptotic behaviour. Actually, we expect the system to be exponentially stable, no matter the boundary conditions, but it appears that, depending on the boundary conditions chosen, the proof of such a result is more technical because of the second sound effect modeled by the Cattaneo law (see for example the discussion in \([16]\)).

The main results of the present work are concerned with the asymptotic behaviour of the system with either boundary conditions \((1.8)\) or \((1.9)\) and may be stated as follows.

**Theorem 1.2.** For any \(n \in \mathbb{N} - \{0\}\), for suitable initial data (to be made explicit later, depending on \(n\)), the strong solution to system \((1.3)-(1.7)\) complemented by boundary conditions \((1.8)\) satisfies, for all \(t > 0:\)

\[
E_n(t) \leq \frac{[\mathcal{E}_n(0) + \mathcal{E}_{n+1}(0)]}{t},
\]

that is to say the semigroup associated to the initial boundary value problem is (at least) polynomially stable, with a decay rate of \(t^{-1}\).
The proof of this Theorem will use the energy method, and a suitable Lyapunov functional.

**Theorem 1.3.** For suitable initial data (to be made explicit later), the semigroup generated by system (1.3)–(1.7) complemented by boundary conditions (1.9) is exponentially stable.

The proof will not use the second order energy, as it is generally done, but rather a semigroup point of view, with a result due to Prüss [15] and Huang [8]:

**Theorem 1.4.** (Prüss) Let \((S(t))_{t \geq 0}\) be a \(C_0\)-semigroup on a Hilbert space \(H\) generated by an operator \(A\). The semigroup is exponentially stable if and only if
\[ i \mathbb{R} \subset \sigma(A), \quad \text{and} \quad \| (i \lambda I - A)^{-1} \|_{L(H)} \leq C, \quad \forall \lambda \in \mathbb{R}. \]

Let us conclude the introduction by an important remark, related to the structure of system (1.3)–(1.7).

**Remark 1.5.** By formally integrating equation (1.4) over \((0, L)\), we get, for all \(t > 0\):
\[
\frac{d}{dt} \int_0^L \theta(x, t) dx = \kappa(q(0, t) - q(L, t)) + \eta(u_t(0, t) - u_t(L, t)).
\]

Therefore, we note that for boundary conditions (1.9), the mean of \(\theta\) is conserved in time, so that we may only study the problem for functions such that \(\int_0^L \theta dx = 0\). Moreover, note that this can be required at least for \(L^2\) functions since \((0, L)\) is bounded \((L^1 \subset L^2)\). This will be useful to investigate the exponential stability of the semigroup associated.

However, for the other boundary conditions (1.8), we would need observability estimates on the boundary terms for the unknown \(q\) in order to control the term \(\int |\theta|^2\).

The rest of the paper is organized as follows: Section 2 outlines briefly the notations and the well-posedness of the system is established with the semigroup approach. In Section 3 we consider the boundary conditions (1.8) and show the polynomial stability of smooth solutions, using the energy method, and multiplier technique. Finally, in Section 4, we show that for the boundary conditions (1.9), the semigroup is exponentially stable, by studying the resolvent system.

## 2. Setting of the Semigroup

In this section, we obtain existence and uniqueness of the solution to the coupled system (1.3)–(1.7), with either boundary conditions (1.8) or (1.9), using the semigroup approach.

### 2.1. Notations

Denote by \(L^2(0, L)\) the classical set of \(L^2\) functions over the interval \((0, L)\), equipped with the inner product and induced norm:
\[
\langle u, v \rangle_{L^2} = \int_0^L u v dx, \quad \| u \|_{L^2}^2 = \int_0^L |u|^2 dx,
\]
where we omit in the definition of the scalar product and norm the spatial space, here the interval \((0, L)\), for sake of clarity. Denote too by \(H^1_0(0, L)\) the Sobolev space of homogeneous \(H^1\) functions over \((0, L)\), equipped with its standard inner product. Let us now introduce the phase space
\[
\mathcal{H} = H^1_0(0, L) \times L^2(0, L) \times L^2(0, L) \times L^2(0, L).
\]
We define an inner product on $\mathcal{H}$: for $U^i = (u^i, w^i, \theta^i, q^i)$, $i = 1, 2$, let

\[
\langle U^1, U^2 \rangle_{\mathcal{H}} = \int_0^L p(x) u^1_x u^2_x \, dx + \int_0^L m(x) w^1 w^2 \, dx \\
+ \int_0^L \theta^1 \theta^2 \, dx + \int_0^L q^1 q^2 \, dx.
\]

Indeed, due to the hypothesis on $m, \delta, p, \eta$ (1.6), this provides an inner product on $\mathcal{H}$ and makes it a Hilbert space, equipped with the induced norm:

\[
\|U\|_{\mathcal{H}}^2 = \|\sqrt{p(x)} u_x\|_{L^2}^2 + \|\sqrt{m(x)} w\|_{L^2}^2 + \|\theta\|_{L^2}^2 + \tau \|q\|_{L^2}^2.
\]

Taking $u_t(x, t) = w(x, t)$, the initial boundary value problem can be reduced to the following abstract Cauchy problem for a first-order evolution equation

\[
\frac{dU}{dt} = AU, \quad U(0) = U_0, \quad \forall \ t > 0,
\]

with the initial data $U_0 = (u_0, w_0, \theta_0, q_0) \in \mathcal{D}(A)$, where the operator (formal up to now) $A : \mathcal{D}(A) \subseteq \mathcal{H} \to \mathcal{H}$ is given by

\[
A \begin{pmatrix}
    u \\
    w \\
    \theta \\
    q
\end{pmatrix} = \begin{pmatrix}
    \frac{1}{m(x)} (p(x) u_x + 2 \delta(x) w_x - \eta \theta)_x \\
    -\kappa q_x - \eta w_x \\
    \frac{1}{\kappa} (\kappa \theta_x + \beta q)
\end{pmatrix}.
\]

The domain of the operator, $\mathcal{D}(A)$, depends on the boundary conditions under consideration. For the boundary conditions (1.8), we define:

\[
\mathcal{D}(A) = \mathcal{D}_1 = \{U = (u, w, \theta, q) \in \mathcal{H} : w \in H^1_0(0, L), p(x) u_x + 2 \delta(x) w_x \in H^1(0, L), \theta \in H^1_0(0, L), q \in H^1(0, L)\}.
\]

For the boundary conditions (1.9), we define:

\[
\mathcal{D}(A) = \mathcal{D}_2 = \{U = (u, w, \theta, q) \in \mathcal{H} : w \in H^1_0(0, L), p(x) u_x + 2 \delta(x) w_x \in H^1(0, L), \theta \in H^1(0, L), q \in H^1_0(0, L)\}.
\]

We will now establish the well-posedness of the abstract Cauchy problem (2.2) thanks to the semigroup theory, in particular the Lumer-Phillips lemma (see for example [3]).

2.2. Well-posedness.

**Theorem 2.1.** For any $U_0 \in \mathcal{H}$, there exists a unique solution $U(t)$ to the system (1.3)-(1.7) with boundary conditions (1.8) (resp. (1.9)), satisfying

\[
U \in C([0, \infty[ : \mathcal{H}.
\]

If moreover, $U_0 \in \mathcal{D}_1$, given by (2.4) (resp. $U_0 \in \mathcal{D}_2$, given by (2.5)), then

\[
U \in C^1([0, \infty[ : \mathcal{H}) \cap C([0, \infty[ : \mathcal{D}_1)
\]

(resp. $C^1([0, \infty[ : \mathcal{H}) \cap C([0, \infty[ : \mathcal{D}_2)$).
Proof: It suffices to show that the operator $A$ is the generator infinitesimal of a $C_0$-semigroup of contractions on $H$. Let us first show that $A$ is dissipative. For $U \in \mathcal{D}(A)$ (either $\mathcal{D}_1$ or $\mathcal{D}_2$), we compute:

$$
(AU, U)_H = \int_0^L p(x) w_x \eta \eta dx + \int_0^L (p(x) u_x + 2 \delta(x) w_x - \eta \theta) x \bar{w} dx
$$

$$
= 2 i \text{Im} \int_0^L p(x) w_x \eta \eta dx - 2 i \eta \text{Im} \int_0^L \theta w_x dx + 2 i \kappa \int_0^L \eta \bar{q} x dx
$$

$$
- 2 \int_0^L \delta(x) |w_x|^2 dx - \beta \int_0^L |q|^2 dx.
$$

Note that the same result is obtained whatever the boundary conditions under consideration. Taking the real part we obtain

$$
\text{Re} (AU, U)_H = -2 \int_0^L \delta(x) |w_x|^2 dx - \beta \int_0^L |q|^2 \leq 0.
$$

Thus the operator $A$ is dissipative. Next, $\mathcal{D}_i$, $i = 1, 2$ are obviously dense in $H$ and $A$ is a closed operator. It remains to show that $0 \in \rho(A)$, the resolvent of the operator $A$. Given $F = (f_1, f_2, f_3, f_4) \in H$, we must show that there exists a unique $U = (u, w, \theta, q)$ in $\mathcal{D}(A)$ such that $AU = F$, that is,

$$
w = f_1 \quad \text{in} \quad H_0^1(0, L)
$$

$$
|p(x) u_x + 2 \delta(x) w_x - \eta \theta|_x = m(x) f_2 \quad \text{in} \quad L^2(0, L)
$$

$$
\kappa q_x + \eta w = f_3 \quad \text{in} \quad L^2(0, L)
$$

$$
\kappa \theta_x + \beta q = f_4 \quad \text{in} \quad L^2(0, L).
$$

We do the proof for the domain given by (2.4), that is for boundary conditions (1.8), since the other case can be done in a similar way, even easier. First, replacing (2.7) into (2.9) we have

$$
\kappa q_x = \eta f_1 x + f_3 \quad \text{in} \quad L^2(0, L).
$$

Therefore there is a unique $q \in H^1(0, L)$ satisfying (2.11) given by

$$
\kappa q(x) = \kappa q(0) + \eta f_1(x) + \int_0^x f_3(s) ds \quad \text{in} \quad [0, L]
$$

where

$$
q(0) = -\eta L \int_0^L f_1(s) ds - \frac{1}{L} \int_0^L \left( \int_0^y f_3(s) ds \right) dy - \frac{\tau \kappa}{\beta L} \int_0^L f_4(s) ds.
$$

Moreover replacing (2.12) into (2.10) we have

$$
\kappa \theta_x = \beta q(0) + \frac{\beta \eta}{\kappa} f_1 + \frac{\beta}{\kappa} \int_0^x f_3(s) ds + \tau f_4
$$

and it results that

$$
\kappa \theta = \frac{\beta}{\kappa} q(0) x + \frac{\beta \eta}{\kappa} \int_0^x f_1(s) ds + \frac{\beta}{\kappa} \int_0^x \left( \int_0^y f_3(s) ds \right) dy + \tau \int_0^x f_4(s) ds
$$

belongs to $H_0^1(0, L) \cap H^2(0, L)$. On the other hand, replacing (2.7) into (2.8) we have

$$
- \eta \theta_x + (p(x) u_x + 2 \delta(x) w_x) x = m(x) f_2 \quad \text{in} \quad H_0^{-1}(0, L).
$$
Moreover, it is easy to verify that $\|U\|_H \leq \|F\|_H$. Therefore $0 \in \rho(A)$. Then, applying the well known Lumer-Phillips theorem \cite{Lumer Phillips}, $A$ generates a semigroup of contraction and the proof of Theorem 2.1 is achieved. \hfill $\Box$

3. Asymptotic behaviour for the clamped structure with constant temperature on the boundary.

With the notations of the previous section, we can reformulate precisely Theorem 1.2 as follows.

**Theorem 3.1.** For any $n \in \mathbb{N} - \{0\}$, let an initial datum $U_0 \in D(A^{n+1})$, the strong solution to system (1.3)–(1.7) complemented by boundary conditions (1.8) satisfies, for all $t > 0$:

$$E_n(t) \leq \frac{[E_n(0) + E_{n+1}(0)]}{t}. \quad (3.1)$$

Note that we need to require more regularity on the initial datum than for the existence, in order to study the asymptotic behavior. A result with weaker hypothesis on the initial data is an on-going work.

**Remark 3.2.** We expect actually to obtain a better result, that is an exponential decay. But up to now, we did not find the adequate Lyapunov function for the boundary conditions, and it is also an ongoing work. Indeed, the Kelvin-Voigt damping in the wave equation, as well as the fact that we consider a non homogeneous material, prevent us to find a Lyapunov function similar to the one proposed in \cite{16} for example.

Before proving Theorem 3.1 we introduce some notations and classical Lemmas that we will need.

3.1. Notations and preliminary lemma.

**Lemma 3.3.** (Poincaré type Scheffer’s inequality, see \cite{13}) Let $h \in H^1_0(0,L)$. Then it holds,

$$\int_0^L |h|^2 \, dx \leq \frac{L^2}{\pi^2} \int_0^L |h_x|^2 \, dx. \quad (3.2)$$

**Lemma 3.4.** (Mean value theorem) Let $(u, u_t, \theta, q)$ be the strong solution to (1.3)–(1.7), with an initial datum in $D(A)$. Then, for any $t > 0$, it exist a sequence of real numbers (depending on $t$), denoted by $\xi_i \in [0, L]$ ($i = 1, \ldots, 6$) such that:

$$\int_0^L p(x) u_x^2 \, dx = p(\xi_1) \int_0^L u_x^2 \, dx, \quad \int_0^L m(x) u^2 \, dx = m(\xi_2) \int_0^L u^2 \, dx,$$

$$\int_0^L m(x) u_x^2 \, dx = m(\xi_3) \int_0^L u_x^2 \, dx, \quad \int_0^L \delta(x) u^2 \, dx = \delta(\xi_4) \int_0^L u^2 \, dx,$$

$$\int_0^L \delta(x) u_x^2 \, dx = \delta(\xi_5) \int_0^L u_x^2 \, dx, \quad \int_0^L \delta(x) u_{xt}^2 \, dx = \delta(\xi_6) \int_0^L u_{xt}^2 \, dx.$$

**Proof.** Since $m(x)$, $\delta(x)$, and $p(x)$ are continuous function on $x \in [0, L]$, the conclusion is straightforward using the Mean Value Theorem. Moreover, it is obvious that $p(\xi_1)$, $m(\xi_2)$, $m(\xi_3)$, $\delta(\xi_4)$, $\delta(\xi_5)$ and $\delta(\xi_6)$ all are positive and bounded from above and below. \hfill $\Box$
We will now define some auxiliary functionals that will help in the proof of Theorem 3.1. Let \((u, u_t, \theta, q)\) be the strong solution to (1.3)-(1.7), with an initial datum in \(D(A) = D_1\) (given by (2.4)). We define

\[
F_1(t) = \int_0^L m(x) u_t u \, dx + \int_0^L \delta(x) u_x^2 \, dx,
\]
and a Lyapunov functional

\[
L_1 = \mathcal{E}_1 + \mathcal{E}_2 + \varepsilon F_1,
\]
where \(\varepsilon\) is a non negative constant that will be adjusted later.

Recalling the definitions of the first and second order energies (1.10) and (1.11), we obtain:

Lemma 3.5. Let \((u, u_t, \theta, q)\) be the strong solution to (1.3)-(1.8), with an initial datum in \(D_1\). Then, for all \(t > 0\),

\[
F_1'(t) = -2 \mathcal{E}_1(t) + \mathcal{R}_1(t),
\]
where \(\mathcal{R}_1\) is a remainder defined by:

\[
\mathcal{R}_1(t) = \int_0^L \theta^2 + \tau \int_0^L q^2 + 2 \int_0^L m u_t^2 - \eta \int_0^L u \theta_x.
\]

Proof. Differentiating (3.3) in \(t\), and using (1.3) (1.4) and the boundary conditions (1.8), the result is straightforward. \(\square\)

We end this subsection by a lemma that gives an estimate from above and from below of the Lyapunov function \(F_1\) in terms of the energy \(\mathcal{E}_1\).

Lemma 3.6. Let \(T > 0\), and Let \((u, u_t, \theta, q)\) be the strong solution to (1.3)-(1.8) on \((0, T)\), with an initial datum in \(D(A)\). Then, there exist two constants \(\mu_0, \mu_1 > 0\), that depends only on the parameters of the problem, such that, for all \(t \leq T\),

\[
-\mu_0 \mathcal{E}_1(t) \leq F_1(t) \leq (\mu_0 + \mu_1) \mathcal{E}_1(t).
\]

Proof. On the one hand, From the Young inequality, Lemma 3.4 and the definition of \(\mathcal{E}_1\), we have for all \(\alpha > 0\):

\[
\left| \int_0^L m u_t \right| \leq \left| \int_0^L \left( \sqrt{m} u_t \right) \left( \sqrt{m} u \right) \right| \leq \alpha m(\xi_2) \int_0^L u^2 + \frac{1}{\alpha} \mathcal{E}_1(t).
\]

Next, applying the Poincaré Scheffer type inequality (3.2), and once again Lemma 3.4, we get:

\[
\left| \int_0^L m u_t \right| \leq \alpha \|m\|_{\infty} \frac{4L^2}{\pi^2 \inf |p|} \int_0^L p u_x^2 + \frac{1}{\alpha} \mathcal{E}_1(t).
\]

Hence, since \(\int_0^L p u_x^2 \leq \mathcal{E}_1\), we now choose \(\alpha > 0\) such that

\[
\alpha \|m\|_{\infty} \frac{4L^2}{\pi^2 \inf |p|} = \frac{1}{2\alpha},
\]

namely \(\alpha = \frac{\pi}{2L} \sqrt{\frac{\inf |p|}{2\|m\|_{\infty}}}\). We thus define

\[
\mu_0 = \frac{2L}{\pi} \sqrt{\frac{2\|m\|_{\infty}}{\inf |p|}}.
\]
This gives immediately the first (left) inequality of estimate (3.6) since the other part of $F_1$ is non negative. On the other hand, from Lemma 3.4 once again:

$$\int_0^L \delta u_x^2 = \delta(\xi) \int_0^L u_x^2 \leq \mu_1 E_1(t),$$

with $\mu_1 = \frac{\|\delta\|_{\text{inf}}}{|p|}$. And this concludes the proof of Lemma 3.6.

We are now ready to prove the polynomial decay of the energy of our system with Dirichlet conditions for $\theta$.

3.2. Proof of Theorem 3.1 (Theorem 1.2 in the introduction). We first prove the result for $n = 1$. Let $U_0$ be an initial datum in $\mathcal{D}(A^2)$, and $(u, u_t, \theta, q)$ the strong solution to system (1.3)-(1.7) with boundary conditions (1.8).

Lemma 3.7.

(3.7) \( F'_1(t) \leq -C_1E_1 + C_2 \left( \int_0^L q^2 + \int_0^L q_t^2 + \int_0^L \delta u_{x,t}^2 \right), \)

where $C_1, C_2 > 0$ will be made explicit in the proof.

Proof. From the equality (3.5) from Lemma 3.5, we have to estimate the remainder $R_1$. First, from the Poincaré estimate applied to $\theta$ (recall that we consider the boundary conditions (1.8)) and $u$, together with the Young inequality for the last term, we have, for all $\alpha > 0$:

(3.8) \( R_1 \leq \left( \frac{L^2}{\pi^2} + \frac{\eta}{2\alpha} \right) \int_0^L \theta_x^2 + \frac{\eta L^2}{2\pi^2 \inf(p)} \int_0^L p u_x^2 + \frac{2L^2|m|}{\pi^2 \inf(\delta)} \int_0^L \delta u_{x,t}^2 + \tau \int_0^L q^2. \)

Chosing $\alpha > 0$ small enough so that:

$$C_1 := 2 - \frac{\eta L^2}{2\pi^2 \inf(p)} > 0,$$

we absorb the term in $\int p u_x^2$ and get the first part of the inequality. Next, from equation (1.5) of our system, we get:

$$\theta_x^2 = \frac{\tau^2}{\kappa^2} q_t^2 + \frac{2\beta \tau}{\kappa^2} q q_t + \frac{\beta^2}{\kappa^2} q^2.$$

Hence:

(3.9) \( \int_0^L \theta_x^2 \leq \frac{(\beta + \tau)^2}{\kappa^2} \left( \int_0^L q_t^2 + \int_0^L q^2 dx \right). \)

Therefore, injecting (3.9) into (3.8) and combining with (3.5), we get (3.7), where $C_1$ has already been defined, while $C_2$ is given by:

$$C_2 = \max \left\{ \tau + \left( \frac{L^2}{\pi^2} + \frac{\eta}{2\alpha} \right) \frac{(\beta + \tau)^2}{\kappa^2}; \left( \frac{L^2}{\pi^2} + \frac{\eta}{2\alpha} \right) \frac{(\beta + \tau)^2}{\kappa^2}; \frac{2L^2|m|}{\pi^2 \inf(\delta)} \right\}.$$

This ends the proof. Note that the parameter $\alpha > 0$ in $C_2$ is fixed. \( \square \)
Now, we are almost done. Coming back to our Lyapunov $L_1$, differentiating with respect to time and using Lemma 3.7 and the energy equalities (1.13) and (1.14):

$$\frac{d}{dt} L_1 \leq -(2 - \varepsilon C_2) \int_0^L \delta u^2_{xt} - 2 \int_0^L \delta u^2_{xtt} - (\beta - \varepsilon C_2) \left( \int_0^L q_t^2 + \int_0^L q^2 \right) - \varepsilon C_1 E_1.$$  

Hence, since $C_1$ and $C_2$ are already fixed, from the previous Lemma, we now choose $\varepsilon > 0$ so that:

$$2 - \varepsilon C_2 > 0, \quad \beta - \varepsilon C_2 > 0.$$  

It yields:

$$\frac{d}{dt} L_1 \leq -\varepsilon C_1 E_1.$$  

Now we choose $\varepsilon > 0$ such that, moreover:

$$1 - \varepsilon \mu_0 \geq 0,$$

in order to ensure positivity of the Lyapunov $L_1$ thanks to Lemma 3.6. Finally, integrating (3.11) over $(0, t)$ and using that $E_1$ is non increasing, we obtain

$$t E_1 \leq \int_0^t E_1(s) \, ds \leq \frac{1}{\varepsilon C_1} (L(0) - L(t)) \leq \frac{L(0)}{\varepsilon C_1}. $$

Letting $C = 1/(\varepsilon C_1) + \varepsilon (\mu_0 + \mu_1)$ (with the $\mu_i$ given by Lemma 3.6) we have

$$E_1(t) \leq \frac{C (E_1(0) + E_2(0))}{t}, \quad \forall \ t > 0.$$  

Now for $n \geq 2$, we define:

$$F_n(t) = \int_0^L m(x) u_{tt} u_t \, dx + \int_0^L \delta(x) u^2_{x} \, dx,$$

and the Lyapunov functional

$$L_n = E_n + E_{n+1} + \varepsilon F_n,$$

and proceed exactly as above. This ends the proof of Theorem 3.1.

4. Asymptotic behaviour for the clamped structure with zero flux on the boundary

In this section, we will prove Theorem 1.3 given in Section 1. Precisely, we study the asymptotic behaviour of the solution to system (1.3)–(1.7) with boundary conditions (1.9).

**Theorem 4.1.** For initial data (1.7) within $D_2$ (given by (2.5)), the semigroup generated by system (1.3)–(1.7) complemented by boundary conditions (1.9) is exponentially stable.

We will prove this result thanks to Theorem 1.3. But recalling Remark 1.5 and since the problem is linear, we can simplify the problem and assume that

$$\int_0^L \theta_0 = 0,$$
so that the temperature $\theta$ has zero mean value for every time. (if not, we have to consider the function $\tilde{\theta}$). From now on, we thus suppose that for all $t \geq 0$,
\[
\int_0^L \theta(t, x) \, dx = 0.
\]
Let us consider the resolvent system on the imaginary axis, for $F = (f_1, \ldots, f_4) \in \mathcal{H}$, $\lambda \in \mathbb{R}$:
\[
\begin{align*}
(4.1) & \quad i\lambda u - w = f_1, \\
(4.2) & \quad i\lambda mw - (pu_x + 2\delta w_x)_x + \eta \theta_x = mf_2, \\
(4.3) & \quad i\lambda \theta + (\kappa q + \eta w)_x = f_3, \\
(4.4) & \quad i\lambda \tau q + \kappa \theta_x + \beta q = \tau f_4.
\end{align*}
\]
We will prove that the solution $U \in \mathcal{D}_2$ to this system (which exists, thanks to the previous section) satisfies: there exists a constant $C > 0$, independent of $U$ such that
\[
\|U\|_{\mathcal{H}} \leq C \|F\|_{\mathcal{H}}.
\]
Theorem 1.3 will then follow immediately from the characterization of exponentially stable semigroups given by Theorem 1.4.
Let $U \in \mathcal{D}_2$. We first notice that, from the dissipativity of the operator $A$, (2.6), we have, taking the inner product of (4.1)-(4.4) together with $U$ and taking the real part:
\[
2 \int_0^L \delta(x)|w_x|^2 + \beta \int_0^L |q|^2 = \text{Re}(\langle F, U \rangle),
\]
so that we have two first estimates on the solution to the resolvent system, using Lemma 3.4:
\[
\int_0^L m(x)|w_x|^2 + \tau \int_0^L |q|^2 \leq C \|F\|_{\mathcal{H}} \|U\|_{\mathcal{H}}.
\]
Next, let us multiply (4.2) by $u$, use (4.1) to eliminate $\lambda$ and integrate by parts. We obtain, since $u \in H_0^1(0, L)$:
\[
\int_0^L p(x)|u_x|^2 \, dx = -2 \int_0^L \delta(x)w_x \overline{u}_x + \eta \int_0^L \theta \overline{u}_x + \int_0^L |w|^2 + \int_0^L (w \overline{f_1} + \overline{um}(x)f_2) \, dx.
\]
Hence, using the Young inequality, the mean value lemma and the Holder inequality, we get for $\alpha > 0$ small enough, there exists a constant $C_\alpha > 0$ such that:
\[
\int_0^L p(x)|u_x|^2 \leq C_\alpha \left( \int_0^L |\theta|^2 + \int_0^L |w_x|^2 + \|U\|_{\mathcal{H}} \|F\|_{\mathcal{H}} \right).
\]
Hence, using the estimate (4.5), we get:
\[
\int_0^L p(x)|u_x|^2 \leq C \left( \|F\|_{\mathcal{H}} \|U\|_{\mathcal{H}} + \int_0^L |\theta|^2 \right).
\]
Next, we multiply \((4.4)\) by \(\int_0^L \theta(y)dy\) (which is well defined since in the domain, \(\theta \in H^1 \subset C(0,L)\)), and use \((4.3)\) to eliminate \(\lambda\). It yields:

\[
\kappa \int_0^L |\theta|^2 = \kappa \int_0^L |q|^2 + \beta \int_0^L q \left( \int_0^x \theta \, dy \right)
+ \left[ \kappa \theta(x) \left( \int_0^x \theta \, dy \right) \right]_0^L
- \int_0^L \left( \int_0^x \bar{\theta} \, dy \right) + \kappa \int_0^L \theta \, dy
\]

Now, since \(\theta\) has zero mean value over \((0,L)\), we can eliminate the boundary terms appearing from the integrations by parts. Hence, by using again the Young inequality, together with Lemma 3.4 and Holder: for \(\alpha > 0\) small enough, there exists \(C_\alpha > 0\), such that

\[
\kappa \int_0^L |\theta|^2 \leq C_\alpha \left( \int_0^L |q|^2 + \int_0^L |w|^2 + \|F\|_H \|U\|_H \right).
\]

We conclude, thanks to the Poincaré estimates for \(w \in H^1_0\) given by Lemma 3.3 as well as the estimate \((4.5)\), that:

\[
(4.7) \int_0^L |\theta|^2 \leq C \|F\|_H \|U\|_H.
\]

Hence, combining \((4.5)\), \((4.6)\) and \((4.7)\), we get the wanted estimate and the proof of Theorem 4.1 is complete.

5. CONCLUSION

In this study, we investigated the mathematical stability of the vibrations of an inhomogeneous viscoelastic structure subject to a Cattaneo type law of heat conduction. We obtained exponential stability for Dirichlet conditions on the flux \(q\) at the extremities, and polynomial stability when it is the temperature which satisfies Dirichlet conditions at the boundary. Indeed, these boundary conditions prevent us, up to now, to achieve exponential stability. However, we would expect the problem to be exponentially stable, no matter the boundary conditions, so that our result is a first step towards full stability analysis, even with mixed boundary conditions.
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