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Abstract

Short introduction to the gauge gravity duality.

In this chapter we explain the gauge/gravity duality [1, 2, 3] which is one of the motivations for studying black hole solutions in various numbers of dimensions. The gauge/gravity duality is an equality between two theories: On one side we have a quantum field theory in $d$ spacetime dimensions. On the other side we have a gravity theory on a $d+1$ dimensional spacetime that has an asymptotic boundary which is $d$ dimensional. It is also sometimes called AdS/CFT, because the simplest examples involve anti-de-Sitter spaces and conformal field theories. It is often called gauge-string duality. This is because the gravity theories are string theories and the quantum field theories are gauge theories. It is also referred to as “holography” because one is describing a $d+1$ dimensional gravity theory in terms of a lower dimensional system, in a way that is reminiscent of an optical hologram which stores a three dimensional image on a two dimensional photographic plate. It is called a “conjecture”, but by now there is a lot of evidence that it is correct. In addition, there are some derivations based on physical arguments.

The simplest example involves an anti-de-Sitter spacetime. So, let us start describing this spacetime in some detail. Anti-de-Sitter is the simplest solution of Einstein’s equations with a negative cosmological constant. It is the lorentzian analog of hyperbolic space, which was historically the first example of a non-Euclidean geometry. In a similar way, AdS/CFT gives the simplest example of a quantum mechanical spacetime.

The metric in AdS space can be written as

$$ds^{2}_{AdS_{d+1}} = R^2 \left[ - (r^2 + 1) dt^2 + \frac{dr^2}{r^2 + 1} + r^2 d\Omega_{d-1}^2 \right]$$  (0.1)
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where the last term is the metric of a unit sphere, $S^{d-1}$. $R$ is the radius of curvature. Note that near $r = 0$ it looks like flat space. As we go to larger values of $r$ we see that $g_{00}$ and the metric on the sphere grow. The growth of $g_{00}$ can be viewed as a rising gravitational potential. In fact, a slowly moving massive particle feels a gravitational potential $V \sim \sqrt{-g_{00}}$.

If a particle is set at rest at a large value of $r$, it will execute an oscillatory motion in the $r$ direction, very much like a particle in a harmonic oscillator potential. A massive particle with finite energy cannot escape to infinity, $r = \infty$. A massless geodesic can go to infinity and back in finite time. One way to see this is to look at the Penrose diagram of $AdS$. We can factor out a factor of $1 + r^2$ in the metric (0.1), and define a new radial coordinate, $x$, via $dx = dr/(1 + r^2)$ which now has a finite range. Thus, the Penrose diagram of $AdS$ space is a solid cylinder, see figure 1(a). The vertical direction is time, the boundary is at $r = \infty$, which is a finite value of $x$. The $S^{d-1}$ is the spatial section of the surface of the cylinder. The metric in (0.1) has an obvious $R \times so(d)$ symmetry algebra. $AdS$ has more symmetries. The full symmetry algebra is $so(2, d)$. These symmetries can be made more manifest by viewing $AdS$ as the hyperboloid

$$- Y_{-1}^2 - Y_0^2 + Y_1^2 + \cdots Y_d^2 = -R^2$$

in $R^{2,d}$. This description is useful for realizing the symmetries explicitly. However, in this hyperboloid, the time direction, $t$ in (0.1), is compact (it is
just the angle in the \([-1, 0]\) plane). However, in all physical applications we want to take this time direction to be non-compact.

These isometries of \(AdS\) are very powerful. Let us recall the situation in flat space. If we have a massive geodesic in flat space we can always boost to a frame where it is at rest. In \(AdS\) it is the same, if we consider the oscillating trajectory of a massive particle, then we can “boost” to a frame where that particle is at rest. Thus, the moving particle does not know that it is moving and, despite appearances, there is no “center” in \(AdS\). The Hamiltonian is part of the symmetry group (as in the Lorentz group) and there are several choices for a Hamiltonian. Once we choose one Hamiltonian, for example the one that shifts \(t\) in (0.1), then we choose a “center” and a notion of lowest energy state, which is a particle sitting at this “center”.

In some applications it is useful to focus on a small patch of the boundary and treat it as \(R^{1,d}\). In fact, there is a choice of coordinates where the \(AdS\) metric takes the form

\[
ds^2 = R^2 \frac{-dt^2 + d\vec{x}^2_{d-1} + dz^2}{z^2}
\]

Here the boundary is at \(z = 0\) and we have slices that display the Poincare symmetry group in \(d\) dimensions (one time and \(d-1\) spatial dimensions). In fact, if we take \(t \rightarrow i\epsilon_0\) we get hyperbolic space, now sometimes called Euclidean \(AdS\). In these coordinates we can also see clearly another isometry which rescales the coordinates \((t, \vec{x}, z) \rightarrow \lambda(t, \vec{x}, z)\). These coordinates have a horizon at \(z = \infty\) and cover only a portion of (0.1). These coordinates are convenient when we want do consider a CFT on living in Minkowski space, \(R^{1,d-1}\).

The \(AdS/CFT\) relation postulates that all the physics in an asymptotically anti-de-Sitter spacetime can be described by a local quantum field theory that lives on the boundary. The boundary is given by \(R \times S^{d-1}\). The isometries of \(AdS\) act on the boundary. They send points on the boundary to points on the boundary. This action is simply the action of the conformal group in \(d\) dimensions, \(so(2,d)\). Thus, the quantum field theory is a conformal field theory. In fact, the rescaling symmetry of (0.3) translates into a dilatation on the boundary. The boundary theory is thus scale invariant. It has no dimensionfull parameter. Usually theories that are scale invariant are also conformal invariant. These are theories where the stress energy momentum tensor is traceless. The conformal group includes the poincare group, the dilatation, and “special conformal transformations”, which will not be too important for us here. Notice that the conformal symmetry makes sure that we can choose an arbitrary radius for the boundary \(S^{d-1}\), so we can
set it to one. In fact, if we have a conformal field theory, the tracelessness of the stress tensor implies that a field theory on a space with a metric $g^b_{\mu\nu}$ or $\omega^2(x)g^b_{\mu\nu}$ is basically the same (up to a well understood conformal anomaly). Here we are talking about the metric on the boundary, where the field theory lives. This metric is not dynamical, it is fixed.

How can it be that a $d+1$ dimensional bulk theory is equivalent to a $d$ dimensional one? In fact, let us attempt to disprove it. A skeptic would argue as follows. Let us do a simple count of the number of degrees of freedom. Since the bulk has one extra dimension, we seem to have a contradiction. In fact, we could consider the number of degrees of freedom at large energies, in the microcanonical ensemble. To compute it we can introduce an effective temperature. In a theory with massless fields (or a theory with no scale) we expect that the entropy should go like $S \sim V^{d-1}$ β^{d-1}. So if the boundary theory is a CFT on $R \times S^3$, then for large temperatures compared to the radius of $S^3$ ($\beta \ll 1$), we expect that the entropy should grow like

$$S \propto c \frac{1}{\beta^{d-1}}$$

(0.4)

where $c$ a dimensionless constant that measures the effective number of fields in the theory. For free fields it can be explicitly computed, as we will do later in an example. On the other hand, from the bulk point of view it seems that we also have a theory with massless particles, which are the gravitons. We could also have extra fields, but, for the time being, let us include only the gravitons, which give a lower bound to the entropy. The entropy of these gravitons is certainly bigger than the entropy from the region where $r \sim 1$. In that region which has a volume of order one, we get

$$S_{\text{gas of gravitons}} > \frac{1}{\beta^d}$$

(0.5)

because it has $d$ spatial dimensions. For small enough $\beta$ we see that (0.5) is bigger than (0.4). So we appear to have a contradiction with the basic claim of $AdS/CFT$. However, we are forgetting something essential: It is crucial that the bulk theory contains gravity. And gravity gives rise to black holes. And black holes give rise to bounds on entropy. Black holes in $AdS$ have the form

$$ds^2_{AdS_{d+1}} = R^2 \left[ -\left(r^2 + 1 - \frac{2gm}{r^{d-2}}\right)dt^2 + \frac{dr^2}{r^2 + 1 - \frac{2gm}{r^{d-2}}} + r^2 d\Omega_d^2 \right]$$

(0.6)
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where $g$ is the Newton constant in units of the AdS radius

$$g \propto \frac{G_{N,d}^{d+1}}{R_{AdS}^{d-1}}$$

(0.7)

The gas of gravitons extends up to $r_z \sim 1/\beta$ and has a mass of the order of $m \sim 1/\beta^{d+1}$. For small $\beta$ we can neglect the 1 in (0.6) when computing the Schwarschild radius: $r_s^d \sim gm \sim g/\beta^{d+1}$. We see that the Schwarschild radius is bigger than the size of the system for temperatures that are big enough, $1/\beta > 1/g$. Thus, the computation in (0.4) breaks down for such large temperatures. At large enough energies we compute the entropy in terms of the black hole entropy. This entropy grows like the area of the horizon $S \sim \frac{r_s^{d-1}}{g}$. One can see that the Hawing temperature for big black holes is $\beta \propto 1/r_s$. The entropy of the black hole is $S_{BH} \sim \frac{1}{g} \frac{1}{\beta^{d+1}}$. This is now of the expected form, (0.4), with

$$c \propto \frac{1}{g} \propto \frac{R_{AdS}^{d-1}}{G_{N,d+1}}$$

(0.8)

Thus, AdS/CFT connects the entropy of a black hole with the ordinary thermal entropy of a field theory. This has two very important applications.

First, for conceptual issues about the entropy of black holes, it gives a statistical interpretation for black hole entropy. In addition, since it displays the black hole as an ordinary thermal state in a unitary quantum field theory, we see that these black holes are consistent with quantum mechanics and unitary evolution. Second, it allows us to compute the thermal free energy, and other thermal properties, in quantum field theories that have gravity duals.

The number of fields scales like the inverse Newton constant. Notice that $g$, (0.8), measures the effective gravitational coupling at the AdS scale. It is the dimensionless constant measuring the effective non-linear interactions among gravitons. Thus, if we want a weakly coupled bulk theory we need that the field theory has a large number of fields.. This is a necessary, but not sufficient, condition. One important feature of a weakly coupled theory is the existence of a Fock space structure in the Hilbert space. Namely, we can talk about a single particle, two particles, etc. Their energies are, up to small corrections, proportional to the sum of the energies of each of the particles. The dual quantum field theory has to have a similar structure. In fact, this structure emerges quite naturally in large $N$ gauge theories. A large $N$ gauge theory is a gauge theory based on the gauge group $SU(N)$ (or $U(N)$) with fields in the adjoint representation. In this case we can form gauge invariant operators by taking traces of the fundamental fields, such
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Figure 2. (a) A conformal field theory on the Euclidean plane, $R^d$. We can act with various operators at $r = 0$. These create certain states on $S^{d-1}$ which are given by performing the path integral of the field theory in the interior of the $S^{d-1}$ with the operators inserted. (b) Due to the Weyl symmetry of the theory we can rescale the metric and view it as the metric on a cylinder $R \times S^{d-1}$. States of the theory on this cylinder are the same as in one to one correspondence to operators on the plane. This is a general property of CFT’s and completely independent of $AdS/CFT$.

as $Tr[F_{\mu\nu}F^{\mu\nu}]$ or $Tr[F_{\mu\nu}D_\rho D_\sigma F^{\mu\nu}]$, etc. These are all local operators where the fields are all evaluated at the same point in spacetime. In addition, one could have double trace operators, such as the product of the two operators we mentioned above. When we act with one such operator on the the field theory vacuum we create a state in the field theory. In a general CFT (even if it does not have a known gravity dual) we have a map between states on the cylinder, $R \times S^{d-1}$, and operators on the plane, $R^d$. The dimension of the operator is equal to the energy of the corresponding state. (The scaling dimension tells us how the operator scales under the scaling transformation we mentioned after (0.3).) This follows from the fact that we can go to a Euclidean cylinder. The Euclidean cylinder and the plane differ by an overall Weyl transformation of the metric $d[(\log r)^2 + d\Omega^2] = \frac{1}{r^2}[dr^2 + r^2 d\Omega^2]$. Thus, they are equivalent in a CFT. An operator at the origin of the plane creates a state at fixed $r$ which can be viewed as a state of the field theory on the cylinder, see figure 2. This state-operator mapping is valid for any conformal field theory. AdS/CFT relates a state of the field theory on the cylinder with a state of the bulk theory in global coordinates (0.1). Since the symmetries on both sides are the same, we can divide the states, or operators, according to their transformation laws under the conformal group. Such representations are characterized by the spin of the operator and its scaling dimension, $\Delta$. A simple example is the stress tensor operator, $T_{\mu\nu}$. This operator creates a graviton in $AdS$. The dimension of the stress tensor is $d$. Single trace operators are associated to single particle states in the bulk. Multitrace operators correspond to multiparticle states in the bulk. There exists a general argument, based on a simple analysis of Feynman diagrams, that shows that the dimensions of multitrace operators are the sum of the
dimensions of each single trace component, up to $1/N^2$ corrections. In fact, the same analysis of Feynman diagrams shows that the large $N$ limit of general gauge theories gives a string theory [4]. The argument does not specify precisely the kind of string theory we are supposed to get, it only says that we can organize the diagrams in terms of diagrams we can draw on a sphere plus the ones on the torus, etc. Each time we increase the genus of the surface, we get an additional power of $1/N^2$. This looks like a string theory with a string coupling $g_s \sim 1/N$. The strings we have in the bulk are precisely the strings that are suggested by this argument.

In string theory the graviton is the lowest oscillation mode of a string. The gravitational coupling we discussed above is related to the interaction strength between strings. However, we have another condition for the validity of the gravity approximation. In gravity we treat the graviton as a pointlike particle and we ignore all the massive string states. The typical size of the graviton is given by the string length, $l_s$, an additional parameter beyond the planck scale. In order to ignore the rest of the string states we need

$$\frac{R_{AdS}}{l_s} \gg 1,$$

for gravity to be a good approximation \hfill (0.9)

This condition is simply saying that the typical size of the space should be much bigger than the intrinsic size of the graviton in string theory. This condition is important because in many concrete examples, we have to make sure that this condition is met, otherwise gravity will give the wrong answers, even if we have a large number of fields!. If (0.9) is not valid, then we should consider the full string theory in $AdS$. A salient feature of string theory is that there are massive string states of higher spin, $S > 2$. In fact, in a large $N$ gauge theory we can easily write down single trace operators with higher spin, such as $\text{Tr}[F_{\mu \nu} D_3^S F^{\mu \nu}]$. Such operators have relatively small scaling dimensions at weak coupling, in this case $\Delta = 4 + S$. These give rise to particles of spin $S$ whose bulk mass is comparable to the inverse $AdS$ radius. Such light string states render the Einstein gravity approximation invalid. Thus, in order to trust the gravity approximation, the field theory should necessarily be strongly interacting. This is a necessary, but not sufficient, condition. The coupling should be strong enough to give a large dimension to all the higher spin single trace operators of the theory. Such masses are set by the parameter (0.9). In concrete examples we find that this quantity, (0.9), is proportional to a positive power of the effective ’t Hooft coupling of the theory $g_{YM}^2 N$. Here $g_{YM}$ is the coupling constant of the gauge theory. The extra factor of $N$ comes in because color correlated particles can exchange $N$ gluons, which enhances their interactions at large $N$. By taking a large
value of $g^2_Y M^2 N$ it is possible to give a large dimension to the higher spin states. We are left with a light graviton, and other lower spin states. In this cases, we expect that their interactions are those of Einstein gravity.

1 Scalar field in AdS

In order to be more precise about the correspondence between states in AdS and states in the boundary it is necessary to do the quantum mechanics of a particle in AdS. Equivalently, we quantize the corresponding field in AdS. In this subsection we consider a massive scalar field in AdS with an action

$$S = \int d^{d+1}x \sqrt{g} \left[ (\nabla \phi)^2 + m^2 \phi^2 \right]$$

(1.1)

Let us compute the energy spectrum in AdS in global coordinates. Let us only focus on the ground state. We expect that it should have zero angular momentum. So we make an ansatz for the wavefunction $\phi = e^{-i\omega t} F(r)$, with the boundary condition that $F(r) \to 0$ at infinity. By setting $\nabla^2 \phi - m^2 \phi = 0$ we get an $\omega$ dependent equation for $F(r)$ with two boundary conditions, one at infinity and one at the origin. It is an eigenvalue problem which gives quantized frequencies. It is possible to check that

$$\phi = e^{-i\Delta t} \frac{1}{(1 + r^2)^{\frac{d}{2}}}$$

(1.2)

with

$$\Delta = \frac{d}{2} + \sqrt{\frac{d^2}{4} + (mR)^2}$$

(1.3)

is a solution of the equation of motion with the right boundary conditions. We identify this solution as the ground state, since it has no oscillations in the radial direction. The energy is $\omega = \Delta$. The energies of all other states differ from this by an integer, $\omega_n = \Delta + n$. This is due to the fact that we can get all the other states from the action of the conformal generators, thus, their energies are determined by the conformal algebra.

We get a wavefunction localized near the center of AdS. In the large mass limit $mR \gg 1$, we see that it becomes localized at $r = 0$, decaying like $e^{-mRr}$ away from zero. This is what we expect for a classical particle in AdS. For $mR$ of order one, the wavefunction is extended over a region of order one in $r$, which corresponds to proper distances of order the AdS radius. A particle of zero mass, $m = 0$, has an integer energy $\Delta = d$. The case of the graviton gives an equation which is similar to that of a massless field, and also leads to $\Delta = d$, as expected from the dimension of the stress tensor.
It seems from (1.3) that the dimensions of operators are bounded below by \( d \), which is the dimension of a marginal operator in the field theory. However, there are two effects that allow us to go to lower dimensions. First, there are some allowed “tachyons” in \( \text{AdS} \). Namely, it is possible for a field to have \(-d^2/4 \leq (mR)^2 < 0\). In other words, if a field is only slightly tachyonic, it is allowed [5]. The reason that it does not lead to an instability is due to the boundary conditions. These boundary conditions force the field to have some kinetic energy in the radial direction which overwhelms the negative energy of the mass term. In fact, we can check from (1.3) that such states have positive energies. A second fact, is that in the range \(-d^2/4 \leq (mR)^2 < 1 - d^2/4\) we can have a second quantization prescription [6]. To understand that, note that if we choose the other sign for the square root in (1.3), then (1.2) is another solution of the equation of motion. For tachyons, both solutions decay as \( r \to \infty \). So we can set boundary conditions that removes any of these. The quantization leading to (1.3) corresponds to removing the solution that decays more slowly as \( r \to \infty \).

Let us now do a different computation that will further elucidate the relation between bulk fields and boundary operators. It is convenient to go to Euclidean space and to choose the Poincare coordinates (0.3). We can consider the problem of computing the path integral of this scalar field theory with fixed boundary conditions at the boundary. The quantum gravity problem in \( \text{AdS} \) contains such a problem: we have to do this for all the fields of the theory, including the graviton.

Let us consider the classical, or semiclassical, contribution to this problem. This is given by finding the classical solution that obeys the boundary condition and evaluating the action for this solution. If we set zero boundary conditions, then the field is zero and the action is zero. If we set non-zero boundary conditions, the classical action gives us something interesting. Since we have translation symmetry along the boundary directions we go to Fourier space and write \( \phi = e^{ikx} f(k,z) \). The wave equation becomes

\[
\frac{d^2 f}{dz^2} + (1 - d)\frac{1}{z} \frac{df}{dz} - \left( k^2 + \frac{(mR)^2}{z^2} \right) f = 0
\]  

(1.4)

Near the boundary, for small \( z \), there are two independent solutions behaving as \( f = z^\Delta \), or \( f \sim z^{d-\Delta} \). We will put a boundary condition on the largest component of the solution. Since that component of the solution depends on \( z \), we put a boundary condition at \( z = \epsilon \) and set the boundary condition to

\[
\phi(x, z) \big|_{z=\epsilon} = \phi_0(x) \epsilon^{d-\Delta}
\]  

(1.5)
The solution of (1.4) that decays at \( z \to \infty \) is
\[
f(k, z) = e^{ikz} z^{d/2} K_\nu(kz), \quad \nu = \sqrt{\frac{d^2}{4} + (mR)^2}
\] (1.6)
where \( K \) is a BesselK function. In order to obey the boundary conditions we set
\[
\phi(k, z) = \phi_0(k)e^{d-\Delta} f(k, z) f(k, \epsilon) \tag{1.7}
\]
We now insert this into the action (1.1). We can integrate by parts and use the equations of motion. The computation then reduces to a boundary term. For each Fourier mode we get [7]
\[
S = \phi_0(-\vec{k})e^{d-\Delta} \frac{1}{\epsilon^d} z d_z \phi(k, z)|_{\epsilon=\epsilon} = \phi_0(-k)\phi_0(\vec{k})e^{d-2\Delta} z d_z f(k, z) f(k, \epsilon)
\]
\[
S = \phi_0(-k)\phi_0(\vec{k}) \left[ e^{-\nu\text{Polynomial}[k^2\epsilon^2]} - |k|^{2\nu-2\nu} \frac{\Gamma(-\nu)}{\Gamma(\nu)} 2\nu \right] \tag{1.8}
\]
Note that the first term contains divergent terms when \( \epsilon \to 0 \). These terms are analytic in momentum and, upon Fourier transformation, give terms that are local in position space. These terms were to be expected since the boundary conditions we are considering are such that the field grows towards the boundary. From the field theory point of view these divergencies can be viewed as UV divergencies. On the other hand, the last term in (1.8) gives a non-local contribution in position space and represents the interesting part of the correlator. Transformed back to position space this gives
\[
S = -\frac{2\nu\Gamma(\Delta)}{\pi^{d/2}\Gamma(\nu)} \int d^dx d^d y \frac{\phi_0(x)\phi_0(y)}{|x - y|^{2\Delta}} \tag{1.9}
\]
The AdS/CFT dictionary states that this computation with fixed boundary conditions is related to the generating function of correlation functions for the corresponding operator in the field theory [2, 3]. In other words, for a field \( \phi \) related to the single trace operator \( \mathcal{O} \) we have the equality
\[
Z_{\text{Gravity}}[\phi_0(x)] = Z_{\text{Field Theory}}[\phi_0(x)] = \langle e^{\int d^3x \phi_0(x)\mathcal{O}(x)} \rangle \tag{1.10}
\]
The leading approximation to the gravity answer is given by evaluating the classical action and it is given by \( e^{-S} \), with \( S \) in (1.9). Correlation functions of operators are then given by
\[
\langle \mathcal{O}(x_1) \cdots \mathcal{O}(x_n) \rangle = \frac{\delta}{\delta \phi_0(x_1)} \cdots \frac{\delta}{\delta \phi_0(x_1)} Z_{\text{Gravity}}[\phi_0(x)] \tag{1.11}
\]
In the quadratic approximation the gravity answer is given by (1.9) and the
correlation functions factorize into products of two point functions. We can include interactions in the bulk. For example, we can have a $\phi^3$ bulk interaction. Then the leading approximation is given by considering the classical, but non-linear solution with these boundary conditions and evaluating the corresponding action. This can be computed perturbatively by evaluating Feynman-Witten diagrams in the bulk [3].

For each single trace operator we have a corresponding field in the bulk with a certain boundary condition. Among these fields is the graviton, associated to the stress tensor. The generating function of correlation functions of the stress tensor is obtained by considering the field theory on a general boundary geometry $g^b_{\mu\nu}(x)$. At the classical level we find a solution of Einstein’s equations, $R_{\mu\nu} \propto g_{\mu\nu}$, with $g^b_{\mu\nu}$ as a boundary condition. We insert this in the action and obtain the quantity $Z_{\text{Gravity}}[g^b_{\mu\nu}(x)] \sim e^{-S_E[g^b]}$. We can also view this quantity as the Hartle-Hawking wavefunction of the universe in the Euclidean region. As a first step, one can expand Einstein’s equations to quadratic order and compute the two point function. The action for each polarization component is similar to that of a massless scalar field. In this case, the $\epsilon$ dependent factor in (1.5) drops out. So it makes sense to compute the absolute normalization of the two point function. This two point function of the stress tensor is another measure of the degrees of freedom of the theory. It is proportional to the overall coefficient in the Einstein action, which is the quantity $c$ introduced earlier, (0.8). In other words, we schematically have $T_{\mu\nu}(x)T_{\sigma\delta}(0) = c^T_{\mu\nu\sigma\delta}$ where $t_{\mu\nu\sigma\delta}$ is an $x$ dependent tensor taking into account the fact that the stress tensor is traceless and conserved. In fact, since the classical gravity action contains $c$ as an overall factor we conclude that to leading order in $1/c$, and in the gravity approximation, all stress tensor correlators are proportional to $c$. They are universal for any field theory that has a gravity dual, for each spacetime dimension. Such correlators are not universal in quantum field theory (except in two dimensions, or $d = 2$). The universality arises only in the gravity approximation and it is removed by higher derivative corrections to the action. Stringy corrections give rise to these higher derivative corrections. Similarly, the coefficient that appears in this computation is equal to the coefficient appearing in the computation of the thermal free energy (up to universal constants). Again, this does not hold for general field theories in $d > 2$. It does hold in $d = 2$.

Another interesting case is a gauge field in $AdS$. This corresponds to a conserved current on the boundary theory. Thus a gauge symmetry in the bulk corresponds to a global symmetry on the boundary. We have an exactly
conserved charge in the boundary theory. Due to black holes, the only way to ensure that we have a conserved charge is to have a gauge symmetry in the bulk.

2 The $\mathcal{N} = 4$ Super Yang Mills/$AdS_5 \times S^5$ example

The previous discussion was completely general. In order to be specific, let us discuss one particular explicit example of a dual pair. We will first discuss the field theory, then the gravity theory. We will show how various objects match on the two sides.

We consider a four dimensional field theory that is similar to quantum chromodynamics. In quantum chromodynamics we have a gauge field $A_{\mu}$ which is a (traceless) $3 \times 3$ matrix in the adjoint representation of $SU(3)$. The action is

$$S = -\frac{1}{4g_{YM}^2} \int d^4 x Tr[F_{\mu\nu}F^{\mu\nu}] , \quad F_{\mu\nu} = [\partial_{\mu} + A_{\mu}, \partial_{\nu} + A_{\nu}]$$

We can consider the generalization of this theory to a gauge group $SU(N)$, or $U(N)$, where $A_{\mu}$ is now an $N \times N$ matrix. In QCD we also have fermions which transform in the fundamental representation. Here we will do something different. We add fermions that transform in the adjoint representation. The reason is that we would like to construct a theory that is supersymmetric. Supersymmetry is a powerful tool to check many of the predictions of the duality. The existence of the duality does not rely on supersymmetry, but is easier to find a dual pair when we have supersymmetry. Supersymmetry is a symmetry that relates bosons and fermions. In a supersymmetric theory the bosons and their fermionic partners are in the same representation of the gauge group. If we simply add a majorana fermion in the adjoint we get an $\mathcal{N} = 1$ supersymmetric theory. This theory is not conformal quantum mechanically, it has a beta function, as in the theory with no fermions. If instead we add four fermions, $\chi_\alpha$, and six scalars, $\phi^I$, all in the adjoint, and with special couplings, we get a theory which has maximal supersymmetry, an $\mathcal{N} = 4$ supersymmetric theory $[8]$. The lagrangian of this theory is completely determined by supersymmetry and the choice of the gauge group. It has the schematic form

$$S = -\frac{1}{4g_{YM}^2} \int d^4 x Tr \left[ F^2 + 2(D_\mu \Phi^I)^2 + \chi \mathcal{D}\chi + \chi [\Phi, \chi] - \sum_{IJ} [\Phi^I, \Phi^J]^2 \right] +$$

$$+ \frac{\theta}{8\pi^2} \int Tr[F \wedge F]$$

(2.2)
We have two constants which are the coupling constant, $g_{YM}^2$, and the $\theta$ angle. All relative coefficients in the lagrangian are determined by supersymmetry. The fields are all in a single supermultiplet under supersymmetry. This theory is classically and quantum mechanically conformal invariant. In other words, its beta function is zero. Thus, unlike QCD, it does not become more weakly coupled as you go to high energies. The coupling is set once and for all. If it is weak, it is weak at all energies, if it is strong it is strong at all energies. The effective coupling constant is

$$\lambda = g_{YM}^2 N$$  \hfill (2.3)

The extra factor of $N$ arises as follows. If we have two fields whose color and anticolor are entangled, or summed over, then there are $N$ gluons that can be exchanged between them that preserve this entanglement. The theory has an $SO(6)$, or $SU(4)$, R-symmetry that rotates the six scalars into each other, and also rotates the fermions. An “R” symmetry is a symmetry that does not commute with supersymmetry. This is the case here because bosons and fermions are in different representations of $SU(4)$.

Now let us discuss the gravity theory. It is a string theory, which gives rise to a quantum mechanically consistent gravity theory. Since we started from a supersymmetric gauge theory, we also expect to have a supersymmetric string theory. There are well known supersymmetric string theories in ten dimensions. In particular, there is one theory that contains only closed oriented strings called type IIB. This string theory reduces at long distances to a gravity theory. It is a supergravity theory called, not surprisingly, type IIB supergravity \[9\]. This is a theory that contains the metric, plus other massless fields required by supersymmetry. In particular, this theory contains a five form field strength $F_{\mu_1 \cdots \mu_5}$, completely antisymmetric in the indices. It is also constrained to be self dual $F_5 = *F_5$. It is analogous to the two form field strength $F_{\mu \nu}$ of electromagnetism. In four dimensions we can have charged black hole solutions which involve the metric and the electric (or magnetic) two form field strength. In particular, the near horizon solution of an extremal black hole has the geometry $AdS_2 \times S^2$ with a two form flux on the $AdS_2$ (or the $S^2$) for an electrically (or a magnetically) charged black hole. Something similar arises in ten dimensions. There is a solution of the equations of the form $AdS_5 \times S^5$ with a five form along both the $AdS_5$ and $S^5$ directions. We have both electric and magnetic fields due to the self duality constraint on $F_5$. The Dirac quantization condition says that magnetic fluxes on an $S^2$ is quantized. In the string theory case, the flux on the $S^5$ is
also quantized
\[ \int_{S^5} F_5 \propto N \]  
   
This number is the same as the number of colors of the gauge theory.

The equations of motion of ten dimensional supergravity that are relevant for us follow from the action
\[ S = \frac{1}{(2\pi)^7 l_p^8} \int d^{10} x \sqrt{g} (R + F_5^2) \]  

plus the self duality constraint, \( F_5 = *F_5 \). The equations of motion relate the radius of \( AdS_5 \) and \( S^5 \) to \( N \). In fact, we find that both radii are given by \( \frac{R^4}{l_s^4} = 4\pi N \). In string theory we also have the string length given by \( l_s = g_s^{-1/4} l_p \). This sets the string tension, \( T = \frac{1}{2 \pi l_s^2} \). \( g_s \) determines the interaction strength between strings. It is given by the vacuum expectation value of one of the massless fields of the ten dimensional theory, \( g_s = \langle e^\phi \rangle \).

The gravity theory has another massless scalar field \( \chi \). This second field is an axion, with a periodicity \( \chi \rightarrow \chi + 2\pi \). These two fields are associated to the two parameters \( g_{YM}^2 \) and \( \theta \) that we had in the lagrangian. It is natural to identify \( \theta \) with the expectation value, or boundary condition, for \( \chi \) and \( g_{YM}^2 \) to the string coupling \( g_s \), \( g_{YM}^2 = 4\pi g_s \). The precise numerical coefficient can be set by the physics of D-branes \[10\], or by using the S-duality of both theories. After doing this, one can write the \( AdS_5 \) and \( S^5 \) radii in terms of the Yang Mills quantities
\[ \frac{R^4}{l_s^4} = 4\pi g_s N = g_{YM}^2 N = \lambda , \quad \frac{R^4}{l_p^4} = 4\pi N \]  

As we discussed in general, in order to have a weakly coupled bulk theory we need, \( N \gg 1 \). In addition, in order to trust the Einstein gravity approximation, we need a large effective coupling. Thus, we have the following situation:

\[ g_{YM}^2 N \gg 1 : \quad \text{Gravity is good, gauge theory is strongly coupled} \]
\[ g_{YM}^2 N \ll 1 : \quad \text{Gravity is not good, gauge theory is weakly coupled} \]

In these two extreme regimes it is easy to do computations using one of the two descriptions.

The ‘t Hooft limit \[11\], which gives planar diagrams, corresponds to \( N \rightarrow \infty \) with \( g_{YM}^2 N \) fixed. It is sometimes useful to take the ‘t Hooft limit first and obtain a free string theory in the bulk and then vary the ‘t Hooft coupling \( \lambda \) from weak to strong, so that we change the \( AdS \) radius in string units.
The string is governed by a two dimensional field theory whose target space is AdS (plus the $S^5$ and some fermionic dimensions). This two dimensional field theory is weakly coupled if the $AdS$ radius is large and strongly coupled when the radius is small or the gauge theory is weakly coupled. For values of order one, $g_{YM}^2 N \sim 1$, one needs to use the full string theory description or solve the full planar gauge theory.

The $\mathcal{N} = 4$ super Yang Mills theory has an S-duality symmetry which exchanges weak and strong coupling. One is tempted to go to strong coupling and then use S-duality in order to get a weakly coupled theory again. This does not work. The bulk theory also has an S-duality symmetry. These two S-duality symmetries are in one to one correspondence. So in order to test whether we can trust the gravity description, first we do S-duality on both sides to send $g_s < 1$ and then we apply the criterium stated above.

It is interesting to return to the problem of comparing the thermal free energy of the gauge theory and the gravity theory. This time we keep track of the numerical coefficients. We consider the field theory in $R^3 \times S^1$. The free energy at weak coupling is given by the usual formula

$$- \beta F = V \int \frac{d^3k}{(2\pi)^3} \left[ n_{\text{bosons}} \log \frac{1}{1 - e^{-\beta |k|}} + n_{\text{fermions}} \log (1 + e^{-\beta |k|}) \right]$$

$$- \beta F = \frac{\pi^2}{6} \frac{V}{\beta^3} N^2 \tag{2.7}$$

where we used $n_{\text{bosons}} = n_{\text{fermions}} = 8N^2$. At strong coupling we consider the Euclidean black brane solution, with $\tau \sim \tau + \beta$,

$$ds^2 = R^2 \left[ z^2 (1 - \frac{z^2}{z_0^2}) d\tau^2 + \frac{dz^2}{z^2 (1 - \frac{z^2}{z_0^2})} + \frac{dx^2}{z^2} \right] \tag{2.8}$$

which is simply related to the large mass limit of (0.6). We can relate $\beta = \pi z_0$ by demanding no singularity at $z = z_0$, as usual. The entropy is given by the usual Bekenstein-Hawking formula [11]

$$S = \frac{\text{Area}}{4G_N} = \frac{R^8 V_{S^5}}{4G_{N,10} \pi^2} = \frac{\pi^2}{2} \frac{V}{\beta^3} N^2 \tag{2.9}$$

From the entropy we can simply compute the free energy. We get

$$- \beta F = S/4 = \frac{\pi^2}{8} \frac{V}{\beta^3} N^2 \tag{2.10}$$

We see that there is a factor of $3/4$ difference between (2.10) and (2.7). This does not represent a disagreement with AdS/CFT. On the contrary, it is a prediction for how the free energy changes between weak and strong coupling.
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coupling. Under general large $N$ arguments we expect the free energy to have the form

$$\frac{F(\lambda, N)}{F(\lambda = 0, N)} = f_0(\lambda) + \frac{1}{N^2} f_1(\lambda) + \cdots$$

(2.11)

We expect that $f_0(\lambda)$ goes smoothly between $f_0 = 1$ at $\lambda = 0$ and $f_0 = \frac{3}{4}$ at $\lambda \gg 1$. In fact, the leading corrections from both values has been computed and they go in the naively expected direction \cite{12,13}. In this example, the function $f_0$ constant at large $\lambda$. There are examples where this function goes as $f_0 \sim \frac{1}{\sqrt{\lambda}}$ for large $\lambda$, \cite{14,15}.

If we are interested in computing the free energy of super Yang Mills at strong coupling, we can do it by using the gravity result (2.10).

The existence of the $S^5$ is related to the $SO(6)$ symmetry of the theory. The killing vectors generating the $S^5$ isometries give rise to gauge fields in $AdS_5$. These are the gauge fields associated to global symmetries that we expected in general. Of course, in other gauge/gravity duality examples, one can also have global symmetries which are not associated to a Kaluza Klein gauge field.

There are many observables that have a simple geometric description at strong coupling. In fact, the strings (and the branes) of string theory can end on the boundary and they correspond to various types of operators in the boundary theory. For example, a Wilson loop operator $Tr[Pe^{\oint C A}]$ can be computed in terms of a string in the bulk that ends on the boundary along the contour $C$. At strong coupling, the leading approximation is given just by the area of the surface that ends on this contour. At finite coupling, we need to do the worldsheet quantization of this theory. In other words, we need to sum over all surfaces that end on this contour. Certain Wilson loops can be computed exactly using techniques that rely on supersymmetry, confirming the predictions of the duality \cite{16}.

The gauge theory contains scalar fields. The potential for these scalar fields have flat directions. Namely, it is possible to give expectation values to the fields in such a way that the vacuum energy continues to be zero. This spontaneously breaks the conformal symmetry. At high energies the conformal symmetry is restored, but it is broken at low energies. These flat directions corresponds to expectation values for the scalar fields which are diagonal matrices. As a simple example we can set $\Phi^i = \text{diag}(a, 0, \cdots, 0)$ and all the rest to zero. This breaks the gauge group from $U(N) \rightarrow U(1) \times U(N - 1)$. In the gravity dual, it corresponds to setting a D3 brane at a position $z \sim 1/a$ in the Poincare coordinates \cite{UM3}. One would expect that the gravitational potential pushes the brane towards the horizon. This
force is precisely balanced by an electric repulsion which is provided by the presence of the electric five form field strength. The massless fields living on this D3 brane correspond to the fields in the $U(1)$ factor. The massive $W$ bosons arising from the Higgs mechanism correspond to strings that go from the brane to the horizon. It is interesting that one can write the solutions that correspond to general vacuum expectation values. We write

$$ds^2 = f^{-1/2}(-dt^2 + d\vec{x}^2) + f^{1/2}(d\vec{y}^2)$$

$$f = 4\pi \sum_i \frac{l_p^4}{|\vec{y} - \vec{y}_i|^4}$$

Here $\vec{x}$ is a three dimensional vector and $\vec{y}$ is a six dimensional vector. The $\vec{y}_i$ are related to the vacuum expectation values of the scalar fields, $\Phi = \text{diag}(\vec{y}_1, \vec{y}_2, \cdots, \vec{y}_N)$. This solution looks like a multicentered black brane. In principle we cannot trust the solution near a single center since the curvature is very large. However, in situations where we have many coincident centers, we can trust the solution. For example, if we break $U(2N) \rightarrow U(N) \times U(N)$ by giving the expectation value $\Phi^1 = \text{diag}(a, \cdots, a, 0, \cdots, 0)$, with $N$ a’s, we can trust the solution everywhere. In the UV, for large $|\vec{y}|$, we have a single $AdS$ geometry which splits into two $AdS$ throats with smaller radii as we go to lower values of $|\vec{y}|$. This describes the corresponding flow in the gauge theory from the UV to the IR where we have two decoupled conformal field theories. This is an example of a geometry which is only asymptotically $AdS$ near the boundary but it is different in the interior.
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It is instructive to consider the solution (2.12) with \( f = 1 + \frac{4\pi N l_p^4}{|y|^4} \) (2.13)

This enables us to give a physical derivation of the gauge-gravity duality for this example \([1]\). This solution goes to ten dimensional flat space for \(|\vec{y}| \gg N^{1/4} l_p\). It represents an extremal black three brane, see figure \([3]\). It is extended along 1+3 of the spacetime dimensions, labelled by \(t, \vec{x}\), and it is localized in six of them, labelled by \(\vec{y}\). The near horizon geometry of this black D3 brane is obtained by going to small values of \(y\) and dropping the 1 in (2.13). When the string coupling is very small, \(g_s N \ll 1\), this system can be described as a set of \(N\) D3 branes. D3 branes are solitonic defects that exist in string theory \([18]\). They are described in terms of an extremely simple string theory construction. This construction tells us that we get \(N = 4\) super Yang Mills at low energies. In fact, it is easy to understand the scalar fields: they come from the motion of the branes in the six transverse dimensions. We can view the gauge fields as arising from supersymmetry. A system of \(N\) identical branes is expected to have an ordinary \(S_N\) permutation symmetry. However, for these branes, this symmetry is enlarged into a full \(U(N)\) gauge symmetry. Thus, we have two descriptions for the brane: first as a black brane and second as a set of D-branes. We can now take the low energy limit of each of these descriptions. The low energy limit of the D-branes gives us the \(N = 4\) \(U(N)\) super Yang Mills theory. The low energy limit on the gravity side corresponds to going very close to the horizon of the black three brane. There, the large redshift factor (the fact that \(f^{-1/2} \to 0\)) gives a very low energy to all the particles living in that near horizon region. This region is simply \(AdS_5 \times S^5\). Assuming that these two descriptions are equivalent we get the gauge-gravity duality.

3 The spectrum of states or operators

In this case we can make a complete dictionary between the massless fields in the bulk and operators in the field theory. The massless ten dimensional fields can be expanded in spherical harmonics on the \(S^5\). In addition, they fill supermultiplets. It is interesting to note that we have 32 supercharges in the bulk theory. With this large amount of supercharges a generic supermultiplet would contain states with spins bigger than two. However, we can have special BPS multiplets with spins only up to two. Thus all the massless particles of the ten dimensional theory should be in special BPS multiplets. In ten flat dimensions this is only possible if the particles are massless. In
AdS$_5 \times S^5$, this is only possible if the AdS energy is fixed in terms of the SO(6) charge. In the field theory these are in multiplets that contain the operators $Tr[\Phi^{I_1}\Phi^{I_2} \cdots \Phi^{I_J}]$ where the SO(6) indices are symmetrized and the traces extracted. These operators are in the same representation as the spherical harmonics on $S^5$ with angular momentum $J$. Their dimension is $\Delta = J$, at all values of the coupling because it is a BPS state. Here we see the power of supersymmetry allowing us to compute these dimensions for all values of the coupling. These operators correspond to a special field in the bulk theory, which is a deformation of the $S^5$ and the 5-form field strength. The rest of the supergravity fields are related to this one by supersymmetry.

It is interesting to consider the fate of other operators. As we mentioned above we can consider higher spin operators. It is simpler to understand the mechanism that gives them a large dimension by considering operators with large charges. Let us consider $Z = \Phi^1 + i\Phi^2$, and the operator $Tr[Z^J]$. If we now add some derivatives, such as $Tr[D_+ZZD_+ZZ \cdots ]$, then at weak coupling the dimension of the operator is the same independently of the order. As we turn on the coupling, the Hamiltonian, or the dilatation operator starts moving these derivatives. In some sense, we can view the chain of $Z$s as defining a lattice. The fact that only planar diagrams contribute implies that the interactions are short range on this lattice. The range increases as we increase the order in perturbation theory. So the derivatives start moving around and they gain a kinetic energy that depends on their “momentum” along the chain of $Z$’s. More explicitly, the operators that diagonalize the Hamiltonian (of the dilatation operator) have the schematic form

$$O \sim \sum_l e^{ipl}Tr[D_+ZZ^lD_+ZZ^{J-l-2}] + \cdots$$  \hspace{1cm} (3.1)

We used the cyclicity of the trace to set the first derivative on the first spot. The dots represent extra terms that can appear when $l$ or $J - l - 2$ are small, and are important to precisely quantize the momentum. The momentum $p$ is quantized with an expression of the form $p_n \sim 2\pi n/J + o(1/J^2)$ where the subleading term depends on the extra terms that appear when the two derivatives “cross” each other. A derivative with zero momentum, is a derivative which can be pulled out of the trace and acts as an ordinary derivative. This is just an element of the conformal group and it does not give rise to spin, but to ordinary orbital angular momentum in AdS. Thus, in order to get spin, we need derivatives which have some momentum, and thus some kinetic energy. This kinetic energy increases as $\lambda$ increases. Thus, for large $\lambda$, all the states that have non-zero momentum get a large energy. This is specially true for a short string (small $J$), where the momentum has
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to be relatively large, due to the momentum quantization condition. This was just a qualitative argument. The exact computation of these energies requires considerable technology and it employs a deep “integrability” symmetry of the planar gauge theory, or the corresponding string theory [19]. For the lightest spin four state (Konishi multiplet), these energies have been computed for any $\lambda$ in [20]. They behave as expected and are in complete agreement with $AdS/CFT$. Namely, they go from an order one value at weak coupling to the strong coupling answer which is $\Delta = 2\lambda^{1/4}$. This strong coupling answer is computed as follows. When the AdS radius is large in string units the massive string states feel almost as if they were in flat space. The lightest massive string state in flat space has mass $m^2 = 4/l_s^2$. Using (1.3) and (2.6) this gives $\Delta \sim Rm \sim 2\lambda^{1/4}$.

4 The radial direction

One of the crucial elements of the gauge gravity duality is the emergence of an extra “radial” dimension, the $z$ coordinate in (0.3). Let us discuss this in more detail and in some generality. In ordinary physics we are used to particles that are typically massive. These particles have a quantum state described by the three spatial positions. Even if they have internal constituents, like the proton or an atom (ignoring spin), we can describe the state by simply giving its spatial momentum or position. Of course, its energy is determined by its mass. In a scale invariant theory we cannot have massive particles. Naively we would say that all the particles are massless. On the other hand these massless particles interact in a non-trivial way and they cannot be viewed as good asymptotic states. This is true even in large $N$ gauge theories. However, in large $N$ gauge theories we have some weakly interacting excitations. They are the objects that are created by acting with single trace operators on the vacuum. These objects are characterized by the 4-momentum of the operator. Notice that we have one more component of the momentum, as compared to an ordinary massive particle. For a simple operator, such as $Tr[F_{\mu\nu}F^{\mu\nu}]$ the state created at zero coupling with a given four momentum is a pair of gluons which sum up to the total four momentum. As we increase the coupling we start producing more and more gluons via a showering process. For these CFT states we can specify arbitrarily the value of $k^2 = k_\mu k^\mu$. In the CFT we can view these as objects that have a position and, in addition, a size. The size is one more continuous variable that we need to specify the characterize the state. This is the reason that we need to give four continuous quantum numbers to specify a state in the four dimensional CFT. These states are not particles in the CFT, they are...
Figure 4. The size/radius correspondence. In the CFT we have excitations which have a size. We see the same object with two different sizes, related by a dilatation. They correspond to two particles with the same proper size in $AdS$ but located at different values of the radial position of $AdS$.

particles in $AdS$. We can say that the size of the state in the CFT is related to the position along the radial direction in $AdS$, see figure 4. In the coordinates $(0.3)$, the size is proportional to $z$. In fact, particles in $AdS$ are a simple way to parametrize the representations of the conformal group. In other words, unitary representations of the conformal group correspond, in a one to one mapping, to particles, or fields, in $AdS$ together with a boundary condition. This is a completely general mathematical result. We saw this explicitly above for the case of a scalar field. A representation is characterized by the value of the scaling dimension, which in turn determines the mass of the field.

Now, if this is so general, why don’t all theories have gravity duals? Well, to some extent we can say that they do. However, the gravity dual could be a strongly coupled theory in the bulk. Large $N$ theories give weakly coupled string duals. However, they can be highly stringy. We need some additional conditions that ensure an approximate locality of the interactions in the bulk. In particular we need locality within an $AdS$ radius. A necessary condition is that all the higher spin fields have large anomalous dimensions. It might be that this is a sufficient condition, but this has not been clearly demonstrated from the axioms of conformal field theories. Though, of course, this is expected to hold if we assume bulk locality.

Even though we focused on conformal field theories, the gauge gravity duality is also valid for non-conformal theories [22, 23, 24]. In those cases the metric has the form $ds^2 = w(z)^2(dx^2 + dz^2)$ where $w(z)$ is a function that rises rapidly as we approach the boundary, see figure 5. In these cases the
Figure 5. (a) The behavior of the warp factor, or gravitational potential in the $AdS$ case. It rises to infinity at the boundary and it goes to zero towards the interior. A particle is pushed towards ever larger values of $z$. In the field theory this corresponds to an excitation expanding in size. (b) Warp factor in a theory with a mass gap. The warp factor has a minimum and excitations minimize their energy by sitting at $z_0$. In the dual field theory excitations have a preferred size, like the size of a proton in QCD.

Size is also related to the $z$ direction. However, since we do not have a precise scaling symmetry, the physical behavior of boundary objects of different sizes is different. The same happens in the bulk. In boundary theories with a mass gap, the warp factor has a minimum value at some position $z_0$ and a massive particle minimizes its energy by sitting at $z_0$. Of course, its wavefunction is concentrated around $z_0$, see [5]. The precise shape of the warp factor has to be computed by solving the equations. In several examples one finds that the space ends at $z_0$ because some other dimensions (similar to the $S^5$, above) are shrinking smoothly at $z = z_0$. 
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