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Due to the difficulty in solving combinatorial optimization problems, it is necessary to improve the performance of the algorithms by improving techniques to deal with complex optimizations. This research addresses the metaheuristics of marriage in honeybees optimization (MBO) based on the behavior of bees. The current study proposes a technique for solving combinatorial optimization problems within proper computation times. The purpose of this study focuses on the travelling salesperson problem and the application of chaotic methods in important sections of the MBO metaheuristic. Three experiments were conducted to measure the efficiency and quality of the solutions: (1) MBO with chaos to generate initial solutions (MBO2); (2) MBO with chaos in the workers (MBO3); and (3) MBO with chaos to generate initial solutions and the workers (MBO4). The application of chaotic functions in MBO was significantly better at solving the travelling salesperson problem.

1. Introduction

The term metaheuristics was first introduced by Glover [1] in 1986. Establishing a mathematical model for complex systems is often a difficult task [2]. Classical methods depend on the type of objective function and constraint and on the type of variable used in modeling the problem. In addition, the effectiveness of classical algorithms is highly dependent on the solution section (convex or nonconvex), the number of decision variables, and the number of constraints in the modeling of the problem [3]. However, classical optimization algorithms are insufficient for large-scale combinational and nonlinear problems [4]. According to Bingol and Alatas [5], artificial intelligence-based metaheuristic methods are generally categorized as physics-based, biologically-based, socially-based, music-based, sport-based, swarm-based, plant-based, chemistry-based, light-based, mathematics-based, and water-based. Efficient hybrid methods have also been proposed by combining these algorithms. Based on a single solution (direct search algorithms), the following algorithms can be found: simulated annealing (SA) [6], taboo search (TS) [7, 8], random walk (RW) [9], and hill climbing (HC) [10], among others, and population-based algorithms such as spider monkey optimization (SMO) [11]; particle swarm optimization (PSO) [12–14]; ant colony optimization (ACO) [15]; artificial immune system (AIS) [16]; whale optimization [17]; genetic algorithm (GA) [18, 19]; firefly algorithm [20]; grey wolf optimizer (GWO) [21]; bee algorithm (BA) [22]; artificial bee colony (ABC) [23]; queen bee evolution (QBE) [24]; bee system (BS) [25, 26]; bee colonies optimization (BCO) [27]; BeeAdHoc [28, 29]; and marriage in honey bees optimization (MBO) [30, 31] and its different versions such as honey bees mating optimization (HBMO) [32, 33] fast marriage in honey bees optimization (FMHBO) [34], and honey bees optimization (HBO) [35].
MBO is a metaheuristic proposed by Abbass [30] in 2001, where queens, drones, larvae, and workers interact to solve different problems. The genetic material of queens and drones gives rise to larvae cared for by the workers, and the latter heuristics improve the solution [36]. According to Shamsaldin et al. [37], MBO has advantages over GA when performing a local search by iteration.

Alfaro et al. [38, 39] researched dynamic systems to find new heuristic techniques that generated better solutions or improved the convergence speed. They proposed using chaos theory as an optimization tool. Chaos is a nonlinear deterministic phenomenon, sensitive to initial conditions and capable of determining all states within a range without repetition [40, 41]. It is used in optimization because it is easy to traverse the search space and avoids local minimums.

Other studies [42–46] related to evolutionary algorithms enhanced by chaotic maps have been described. In those algorithms, the generation of random values for the different parameters in the model is replaced by the application of chaotic maps for generating those parameters. The performance of these metaheuristics with evolutionary operators generated with chaotic numbers is better than that with evolutionary operators with random numbers. Evolutionary algorithms reduce premature convergence and increase performance optimization. Numerous chaotic systems, such as the Henon map, Logistic map, Rossler map, Tent map, and Zaslavskii map, can be used. The Lorenz system results in the most efficient one [47].

Fuertes et al. [47] have studied the performance of chaotic numbers used with a raw genetic algorithm. Their work proposes a new edge for the chaotic genetic algorithm (CGA) and the importance of entropy in the initial population. CGA uses chaotic maps to modify the stochastic parameters of the genetic algorithm. The algorithm modifies the parameters of the initial population using chaotic series and then analyzes the entropy of such a population. The numerical experiment demonstrates a correlation between entropy and the performance of the algorithm. The study concludes that the chaotic series with larger entropy used in CGA has better performance optimization than random series.

Vargas et al. [48] studied the effect of entropy on the performance of the genetic algorithm modified using a time series of earthquakes and winds. In this study, the genetic algorithm modifies the stochastic parameters of the genetic algorithm with the chaotic sequences of numbers from the earthquake and wind time series. The experiment demonstrates better optimization performance compared to the stochastic genetic algorithm.

The purpose of this study is to analyze and evaluate whether chaos theory improves solution quality in MBO for the travelling salesperson problem (TSP) using chaotic methods in essential MBO sections. This research measured this technique’s efficiency and solution quality.

To measure the obtained result, all experiments will be carried out using TSP. TSP is difficult to solve and requires a lot of computational time to find optimal solutions, so most prefer to use heuristic techniques [49–51]. Therefore, TSP was chosen to measure the efficiency of chaos in MBO.
observation errors eventually converged in a small region using fractional stability criteria, and their proposed observers were robust.

Chen et al. [62] proposed a new multiheating dynamic PSO framework that combines the chaotic grouping mechanism (CGM) and the dynamic regrouping strategy (DRS), which they named CGPSO-DRS. Their method improved the convergence speed and time to find the global optimum compared to similar population-based approaches and next-generation PSO variants.

Rosalie et al. [63] proposed a Bayesian optimization model to select Rössler system parameters used in chaotic ant colony optimization for coverage (CACOC). They developed this model to manage the movements of an unmanned aerial vehicle swarm (UAVs), and their approach improved the UAV swarm coverage speed.

Tummala et al. [64] proposed a new algorithm called “war strategy optimization” (WSO) where the war strategy is modeled as an optimization process where each soldier moves dynamically toward the optimal value. The performance of the algorithm is compared with the other ten popular metaheuristic algorithms. Experimental results for several optimization problems demonstrate the superiority of WSO.

Alatas [65] developed a computational method inspired by the types and occurrence of chemical reactions called the artificial chemical reaction optimization algorithm (ACROA). The method is based on the principles of chemical reactions. These chemical reactions transform reactants through a sequence of reactions into products. The initial reactants are distributed in the feasible search region, obtaining high-quality partial solutions and achieving optimal solutions in a few cycles. This method includes global and local search capabilities and does not require a local search method to refine the search.

The proposed Chaotic MBO technique is based on a well-known metaheuristic-type method with more than a decade of research. The calibration of the MBO metaheuristic has been extensively studied, and it allows us to start the research from a very robust state-of-the-art. The research took advantage of this knowledge to implement chaotic determinism in the metaheuristic and to search for improvements in the optimization technique.

Compared to other techniques presented by many authors, the chaotic deterministic characteristics of the phenomena used for this study, such as chemical processes, human behavior, chaotic maps, or quantum phenomena, establish a nonlinear search for viable solutions. The results of these techniques have presented sustainably robust and high-quality solutions. Therefore, the selection of the MBO metaheuristic and its modification with chaotic determinism allows us to quickly obtain results of high accuracy.

1.2. Limitations and Contributions. The development of this new computational method was inspired by the behavior of honeybees through the interaction of the different members of the hive. This method establishes the global search capability through crossover cycles of the best partial solutions.

The proposed research improves the performance of the metaheuristic methodology by applying chaotic determinism for creating drones and the process of worker bees. The workers improve the solution quality with chaotic modifications like chaos simulated annealing (CSA), chaotic tabu search neural network based on a path (CTSNN), or chaotic swap local search (CSLS). Previous research has demonstrated the robustness of the MBO method for discarding partial optimal solutions; the proposed modification improves the ability to search for optimal solutions.

The metaheuristic method was used to solve the TSP problem; the results show an improvement in the performance of the chaotic MBO metaheuristics for this problem. For other engineering problems, it is necessary to replicate the experiment with new parameters.

Finally, this metaheuristic method does not require many parameters for its implementation; the search time does not increase quite significantly; and it can be adapted for multiobjective optimization models or parallel distributions.

2. Research Methodology

2.1. The Travelling Salesman Problem. TSP is a well-studied problem in combinatorial optimization because it is difficult to solve. A vendor wants to visit \( n \) cities only once and finally return to the city where they started their journey. The idea is to minimize the journey cost, where the cost of a city \( i \) to a city \( j \) corresponds to the distance travelled between said cities \( (c_{ij}) \). Computer scientists call it an NP-complete problem [66], because it cannot be solved by an algorithm in polynomial time.

Mathematically, TSP can be expressed as follows:

**Objective function:**

\[
\min \sum_{i,j} c_{ij} \cdot x_{ij},
\]

**Subject to:**

\[
\sum_{i} x_{ij} = 1 \quad \forall j \neq i,
\]

\[
\sum_{j} x_{ij} = 1 \quad \forall i \neq j,
\]

\[
u_i = 1,
\]

\[
2 \leq u_i \leq n \quad \forall i \neq 1,
\]

\[
u_i - u_j + 1 \leq (n-1)(1-x_{ij}) \quad \forall i \neq 1, \forall j \neq 1,
\]

\[
u_i \geq 0 \quad \forall i,
\]

\[
x_{ij} \in \{0,1\} \quad \forall i, j.
\]

Constraints (2)–(5) reach together to eliminate the subpaths in the solution.

TSP can be used to solve different problems. Robotics can minimize the number of machine movements, where each movement has an associated cost [67]. Distribution logistics can find the minimum path from the point of origin,
passing through known places and finally returning to the point of origin [68]. This happens in a dispatch system that minimizes fuel usage and ensures that the products are delivered as quickly as possible.

2.2. Honeybee Optimization Metaheuristics. Among the methods inspired by nature is the artificial bee colony (ABC) algorithm, which belongs to the swarm intelligence family. Within the bee colony methods, there are two distinct types of metaheuristics. The first approach is the bee collecting pollen algorithm (BCPA), where bees seek to obtain the maximum amount of nectar [69].

MBO is based on the social behavior of bees in which queens, drones, larvae, and workers interact to solve overly complex combinatorial problems.

2.2.1. Description of the Metaheuristics. A bee colony can be formed in two different ways. The first method is called independent foundation, in which the colony is created by one or more queens that build a nest, produce eggs, and feed the larvae. Later, the queens only take charge of laying eggs, and the workers conduct the work in the hive. The second method is called swarming, in which one or more queens and workers create the colony from the original colony, and the division of labor begins immediately; therefore, the queens are only responsible for laying eggs. Colony formation by a single queen is called haplometrosis; otherwise, it is called pleometrosis. Additionally, if the hive has only one queen during its life cycle, it is monogynous, and if it has many queens, it is polygyinous [70].

Colonies are made up of queens, drones, larvae, and workers. Queens lay eggs, and male drones are haploid and can only affect the queen’s genotype via mutations. Fertilization occurs in the air, and the queen interbreeds 7 to 20 drones in one session. The drone’s genetic material is stored in the queen’s spermatheca, and a random mixture of the stored sperm fertilizes the queen’s eggs. The workers who care for the larvae also occasionally lay eggs.

Our model randomly creates an initial population of queens, and its solutions are improved using workers. Each queen initiates a mating flight with initial energy and speed. The mating flight is a set of transitions where the queen moves in the air and mates (or does not mate) with a drone according to a probabilistic function. If mating occurs, the drone’s sperm is stored within the queen’s spermatheca. The drone’s fitness is equivalent to the queen’s. As mentioned above, after each transition, speed and energy must be reduced. The speed must be adjusted according to the equation:

\[
s(t + 1) = \alpha \cdot s(t),
\]

where \( \alpha \) is a factor in the interval \([0, 1]\).

When energy is reduced, the following equation is used:

\[
e(t + 1) = e(t) - \text{step},
\]

where step corresponds to the energy reduction, whose value is calculated according to the following equation:

\[
\text{step} = \frac{0.5 \cdot e(0)}{M}.
\]

\( M \) is the capacity of the spermatheca.

Figure 1 shows the five main stages of MBO: (1) mating flight in which the queen probabilistically selects the drones she will mate with and adds their sperm to her spermatheca; (2) creation of larvae by crossing between the genes of the queen and the drones; (3) using workers (heuristics) to improve the solution represented by the larvae; (4) update the worker’s fitness according to how well they improve the larvae; and (5) replace the worst queens with the best larvae.

Abbass [31, 71] only considered a single queen and a single worker to solve a particular class of the satisfaction problem (3-SAT) and compared the results obtained with the WalkSAT and GSAT heuristics. MBO with the worker WalkSAT was more satisfying than WalkSAT alone, and so was MBO with the GSAT worker. The whole experiment was developed with parameters taken from biology.

Teo and Abbass [72] changed the accepted trajectory between the drone and the queen. This time, the drone was accepted, and its sperm was added to the queen’s spermatheca if it was fitter than the queen or fulfilled the new annealing function which is given as follows:

\[
p(q, d) = e^{\Delta(f)/s(q)},
\]

where \( \Delta(f) \) corresponds to the difference between the fitness of the new trajectory and the queen and \( s(q) \) is the speed of the queen at that instant.

Later, Abbass and Teo [36] changed the annealing function. Instead of using the difference between the queen’s
fitness and the drone, they used the difference between the drone trajectories’ fitness to ensure that a trajectory was only accepted if it was better than the previous ones used. The new annealing function was determined by the following equation:

\[ p(q, d) = e^{-(f(t) - f(t-1))/s(q)}, \]

where \( f(t) - f(t-1) \) corresponds to the difference in the fitness of the current trajectory and the previous trajectory and \( s(q) \) is the speed of the queen at that instant.

The study addressed the 3-SAT problem using five workers: GSAT, random walk, probabilistic greedy, one-point crossover, and WalkSAT. The tests were conducted by taking each heuristic separately, using MBO with each worker, and using the workers together in MBO. The results showed that MBO behaves better when all the workers are used together and that the new modification \([36]\) provides better results than the original version \([31, 71]\) and the one proposed by \([72]\).

2.2.2. State of the Art MBOs. Phu-Ang and Thammano \([73]\) proposed a new MBO-based memetic algorithm to solve the flexible workshop scheduling problem. They introduced four new features to the standard MBO algorithm to move the search away from the local optimum. Their proposed algorithm maintained two populations: the female and male, and their performance was compared with the dispersion search algorithms using path linkage, hybrid differential evolution, hybrid harmony search algorithms, and hybrid GA. MBO outperformed others on large and complex problem cases.

Wen et al. \([74]\) proposed a modified HBMO (MHBMO) to integrate process planning and scheduling (IPPS) with uncertain processing time and due date based on the fuzzy set by designing an uncertainty measurement objective calculation method. Their method solves the IPPS of multiple objectives effectively.

Palominos et al. \([75]\) proposed a new MBO metaheuristic to deal with shop flow scheduling problems by designing different mating flight spaces and achieved excellent results over the 120 instances they tested.

Solgi and Loáiciga \([76]\) identified seven algorithms for solving continuous optimization problems and showed that ABC, bee evolution for genetic algorithms (BEGA), and MBO were the most efficient.

Vakil-Baghmisheh and Salim \([77]\) proposed a modified version of MFMHBO and compared it with ABC, QBE, and FMHBIO in four reference functions for various variables up to 100. MFMHBO was faster than the others in most cases, especially for the Griewank and Schwefel functions, and increased precision and the number of variables. In general, their modified algorithm is comparable to the other algorithms.

Prabhakar and Lee \([78]\) studied different MBO techniques for transformation-based three-level character selection using wavelets for prostate cancer classification.

Çelik and Ulker \([79]\) tried to solve TSP using MBO. TSP had previously been solved using heuristic methods (GA and SA), but their MBO algorithm converged toward the optimal solution in fewer iterations.

Nayak and Naik \([80]\) presented a hybrid metaheuristic pi-sigma neural network (PSNN) based on honey bee mating that successfully solved the data mining classification problem. Their approach combined HBMO with PSNN and compared it with other techniques such as GA, differential evolution (DE), and PSO. Their approach was stable and reliable and provided better classification precision than others.

Yin et al. \([81]\) designed an accurate and stable MBO algorithm for programming a scorching machine to minimize the weighted sum of work completion times.

Zanbouri and Jafari Navimipour \([82]\) proposed creating cloud computing services where services were selected based on trust and quality (QoS). They used the media grouping algorithm \( k \) to reduce the search space and HBMO to achieve global optimization. Their method worked efficiently in terms of computational time, producing more reliable services, although it was not efficient for large-scale data sets.

Arun and Vijay Kumar \([83]\) proposed a modified MBO for a view selection algorithm (MBOVSA) to select views with the lowest total cost and information processing time in a large data warehouse. MBOVSA selected better quality views than HRUA, one of the important greed-based view selection algorithms.

2.3. Experimental Settings

2.3.1. TSP Modelling using MBO. Our technique is based on \([30]\). We implemented Abbass’ proposal with some modifications in TSP. The MBO metaheuristic is described in Algorithm 1.

2.3.2. Defining Parameters. The proposed algorithm requires a series of parameters: (1) number of queen bees; (2) number of drones; (3) capacity of the queen’s spermatheca; (4) number of flights; (5) number of larvae; (6) initial energy; and (7) initial speed of the queen. Particular care was taken when choosing (7) (defined experimentally) because the speed influences the annealing function, which selects the genetic material of the drone. When (7) is low, it is more likely that a drone will not be chosen for a flight, and if it is high, it is more likely that all drones will be accepted. Additionally, since the fitness range can be broad in TSP, one should not select a fixed speed for all instances to avoid the above-mentioned problems. Therefore, (7) must be calculated considering the difference between the best and the worst queen when starting the algorithm. For parameter (6), values from previous studies published in \([30]\) were used for the energy reduction and speed factors. Table 1 shows the parameter values used for the proposed MBO algorithm.

2.3.3. Representing the Solution. The genotype stereotype will be the same for queens, drones, and larvae and corresponds to a sequence of cities to be visited by the traveler. The genotype length is the number of cities that must be
Define the number of queens $Q$, Workers $W$, larvae $B$, mating flights $G$, and spermatheca size
Define the energy and speed of the queens
Assign each worker with a different heuristic
Assign the genotype of the queens randomly
Choose a worker randomly and apply its genotype to the queen’s genotype
While the number of mating flights $\leq G$
For queen $= 1$ through $Q$
Assign queen power and speed
Assign path randomly
As long as energy $> 0$ and the spermatheca is not full
The queen moves between different states and probabilistically chooses drones
If a drone is selected, then
Add your sperm to the queen’s spermatheca
End
Upgrade energy and speed of the queen
While
Generate larva by crossing and mutation
Use workers to improve larva
Update the fitness of the workers
While the best of larvae is better than the worst of queens
Replace the worst queen with the best larva
Remove the best larva from the larvae list
End while
Remove all larva
End While

**Algorithm 1: MBO Metaheuristics.**

**Table 1: Algorithm parameters.**

| Parameters               | Source of obtaining | Value                           |
|--------------------------|---------------------|---------------------------------|
| Number of queen bees     | Experimental        | 3                               |
| Drone quantity           | Experimental        | 200                             |
| Spermatheque capacity    | Experimental        | 50                              |
| Number of flights        | Experimental        | 100                             |
| Number of larvae         | Experimental        | 30                              |
| Initial energy           | [84]                | 0.9                             |
| Initial velocity         | Experimental        | Difference between the best and the worst queen at the start of the algorithm. |
| Energy reduction factor  | [30]                | $step = (0.5 \cdot e_0)/M$       |
| Speed reduction factor   | [30]                | $\alpha = 0.9$                  |

stopped by and varies according to the problem. Each gene contains the cities and the corresponding order. For example, if there is a three in position four, the city three will be after the fourth.

Figure 2 shows an example solution for a problem with six cities where the optimal order must be 1, 3, 6, 2, 5, and 4.

Each genotype has an associated fitness that corresponds to the tour distance.

2.3.4. Generating an Initial Population of Bees, Queens, and Drones. The initial generation of queens can be selected in three diverse ways. The first two queens are generated on the basis of two tour construction heuristics for TSP: the nearest neighbor [85] and the closest insertion [86]. The remaining queens and drones are randomly generated to introduce diversity [36].

2.3.5. Selection of Drone Genetic Material. Drone genetic material is selected by the MBO annealing function [30]. Drone ($d$) selection is more likely when its fitness is like the queen ($q$) and when the queen begins her flight.

A random number between 0 and 1 is generated to select the drone. When this number is less than or equal to the one provided by the annealing function, the drone’s genetic material is added to the queen’s spermatheca (if the random number $\leq p(q, d)$, then add genetic material from the drone to the queen’s spermatheca).

2.3.6. Mating. After completing a flight, each queen returns to the nest to lay eggs. When all the queens have returned, the genetic materials used to generate larvae are selected. The number of larvae to be generated is an algorithm parameter,
and each larva can come from any queen and any drone possessed by the chosen queen.

Queens are chosen by fitness, i.e., fitter queens are more likely to be selected. Drone genetic material is picked up randomly, and larvae are generated by crossing.

The crossing steps are as outlined below:

1. Drones can only contribute half their genetic material because they are haploid [30, 87, 88]. Half of the drone’s genes tag like this to ensure.
2. A random interval and segment \((i, j)\), where \(i < j\). \(i\) represents the beginning of the segment, and \(j\) represents the end.
3. Each queen’s genes are checked, and they will be selected if they were not considered in the marked drone’s interval. The set of genes chosen by the queen generates a list.
4. The first selected \(i - 1\) queen genes become part of the first \(i - 1\) genes of the larva.
5. The unlabeled genes in the marked drone segment \((i, j)\) become part of the larva at the same position as the original gene.
6. The queen’s gene that has not been considered goes back in the same position as the larva.
7. From position \(j + 1\) the larva contains all other non-considered queen genes in the same order.

Figure 3 shows an example of the crossing process between a drone and a queen.

2.3.7. Larva Mutation. The larva mutates after being formed by the following steps:

1. Each gene is visited, and a random number between 0 and 1 is generated.

2. The gene is marked if the random number is less than or equal to a mutation probability.
3. Marked genes are mutated.

We defined the mutation probability defined as 1% per [71].

2.3.8. Breeding Larvae Using Workers. We considered three types of workers corresponding to SA [89], path-based tabu search neural network (TSNN) [90], and swap local search (SLS) [91]. TSP created crossovers in our solutions, so we included an additional worker called the 2-opt [92] heuristic to avoid them. The assignment of this worker offers the solutions provided by the other three workers who were not chosen.

2.3.9. Updating the Queen Bee Population. The queen population is updated after a flight is finished. We use the same process as the original MBO algorithm (Algorithm 2).
While the best of larvae is better than the worst of queens
Replace the worst queen with the best larva
Remove the best larva from the larvae list
End while

**Algorithm 2:** Update the original queen population.

---

The solutions with the fittest queens and larvae generate new queens. The remaining solutions are discarded but can be considered in the next iteration. A new flight begins after the queen population has been updated, unless the stop criterion is met.

2.3.10. Chaotic MBO Modeling. Chaos can be a useful tool for finding better solutions, but which MBO processes would benefit from chaos theory?

The parts of the MBO metaheuristic (Algorithm 1) must be considered, and a proposal to introduce chaos must be defined to answer this question. Chaos has successfully created initial solutions in other heuristics [93, 94].

Drones are generated like queens, for which chaos better explores the solution space.

In MBO, the workers improve the solutions. The effect of chaos cannot be evaluated if new chaotic heuristics replace MBO ones. Instead, chaos must be introduced into specific parts of the workers.

We carried out different types of tests to measure the performance of chaos in the different MBO stages: (1) tests with traditional MBO; (2) tests with the use of chaos only in the generation of initial solutions (queens and drones); (3) tests with the use of chaos only in the workers; and (4) tests with the use of chaos in the generation of initial solutions and the workers.

2.3.11. Chaotic Generation of Initial Queen and Drone Populations. The initial populations of queen bees and the generation of the drone population are generated using chaos. One queen is born using the nearest neighbor heuristic, and another uses the closest insertion heuristic. There are two heuristics in both versions to ensure good solutions.
Define parameters
Generate queen by nearest insertion heuristic
Generate queen by closest neighbor heuristic
Generate queens using the logistic map
Choose the Q best queens
Apply chaotic worker in a probabilistic way on queens
Apply 2-opt heuristics
Initialize fitness of workers

Flight start
Select queen and initialize her energy and speed
Generate drone using the logistic map
Add genetic material of the drone according to the probability of annealing
Upgrade energy and speed of the queen

Is the energy finished or spermathecae filled, or has the number of drones to be generated been fulfilled?

Have all the queens made the mating flight?

Generate larvae by crossing and mutation
Use chaotic workers in a probabilistic way on the larvae
Use 2-opt heuristics
Between queens and larvae, select the best, and they become the next generation of queens. Discard the remaining

Has the number of flights been met?

The end of the solution is the queen with the best fitness

Figure 4: Chaotic MBO algorithm flow chart.
The remaining queens are born using chaotic maps from a randomly initialized solution vector where each gene takes a value between 0 and 1 for each value within the logistic map solution as shown in the following equation:

\[ X_{n+1} = r X_n (1 - X_n), \]

where \( r \) is the control parameter (in this case, \( r = 4 \)), whose value ensures that the system will enter a state of chaos. \( r \) has values between 0 and 1, except for the fixed points of 0.25, 0.5, and 0.75.

When a queen starts her flight, the first drone drops randomly and has a value between 0 and 1. The remaining drones are on the logistic map the same way as the queens.

2.3.12. Chaotic Breeding of Larvae using Workers. After generating the queens and larvae by crossing and mutations, the workers improve the solution quality.

We use the same three workers with chaotic modifications (chaos simulated annealing (CSA), chaotic tabu search neural network based on a path (CTSSNN), and chaotic swap local search (CSLS)). Each worker performs a job that leads to better solutions.

We included a chaotic version of the traditional MBO to avoid crossing TSPs in the solutions. This 2-opt heuristic uses the output of any chaotic worker mentioned above. The chaotic workers use the same fitness value at the beginning of the algorithm.

2.3.13. Chaos Simulated Annealing (CSA) Heuristic. The first chaotic worker follows the same idea of simulated annealing (SA) in the traditional MBO modeling but with chaotic alterations (CSA).

CSA was created by Mingjun and Huan Wen [95] to take advantage of SA in combinatorial optimization problems and the improvements it brings to chaos theory.

The problem:

\[
\begin{aligned}
\min f(x), \\
x_i \in [a_i, b_i], \quad i = 1, 2, \ldots, n.
\end{aligned}
\]

CSA and SA have the same structure but differ in two ways. The first difference is when creating an initial solution \( x_0 = (x_{01}, x_{02}, \ldots, x_{0m}) \) using the logistic map to obtain \( z_{ki} \), according to following equation:

\[
x_{ki} = a_i + (b_i - a_i) \cdot z_{ki}, \quad i = 1, \ldots, n.
\]

The second difference is when selecting a neighboring solution \( y_m = (x_{m1}, x_{m2}, \ldots, x_{mm}) \), where one of the current solution variables is random and it’s modified using the following logistic map again:

\[
y_{mi} = x_{mi} + \alpha \cdot (b_i - a_i) \cdot \leq z_{km},
\]

where \( \alpha \) is a chaos weighting parameter.

Algorithm 3 shows the CSA heuristic proposed by [95].

We worked on chaotic genotypes where each gene has a chaotic variable between 0 and 1. However, not all solutions have a chaotic genotype, such as the larvae born after applying the crossover and mutation operators, which generate a solution based on the traditional MBO. The genotype is a chaotic solution.

Furthermore, chaotic MBO uses the same parameters as traditional MBO. Still, it is necessary to define the value of the chaos weighting \( (\alpha) \), which we determined as one by experimentation.

It is also essential to define the chaotic function used, which is determined by the original CSA study and corresponds to the logistic map:

\[
z_{k+1} = 4z_k (1 - z_k).
\]

2.3.14. Path-Based Chaotic Tabu Search Neural Network Heuristic. The second worker used for traditional MBO is path-based TSNN. Aono et al. [96] proposed a method based on the studies of [90], which incorporates chaotic noise into the equations.

The new algorithm also relies on 2-opt moves to generate its TSP solutions. The new chaotic noise procedure is based on equations (17)–(19).

\[
\Delta_{ij}(t + 1) = \beta \Delta_{ij}(t),
\]

\[
\zeta_{ij}(t + 1) = -\alpha \sum_{d=0}^{t-1} k_d^t x_{ij}(t - d),
\]

\[
x_{ij}(t + 1) = \xi_{ij}(t + 1) + \zeta_{ij}(t + 1) + \gamma \zeta_{ij}(t + 1),
\]

where \( \Delta_{ij} \) is the difference between the fitness of the current solution \( (D_b) \) and the solution with a 2-opt movement between cities \( i \) and \( j \) \((D_{ij})\): \( \Delta_{ij}(t) = D_{ij}(t) - D_{ij}(t), \beta \) is the weight given to \( \Delta_{ij}(t) \), \( \alpha \) is the weighting parameter of the
2.3.15. Chaotic Swap Local Search Heuristic. Like the chaotic heuristic described above, chaotic noise gets the worker to swap local search and creates the chaotic swap local search.

To develop this new method, all swap movements \((i, j)\), where \((i, j) = (j, i)\) \(i \neq j\), as in the following equation:

\[
z_{ij}(t + 1) = 3.828z_{ij}(t)(1 - z_{ij}(t)).
\]

(20)

The same parameters can be used for both the path-based TSNN and its chaotic version (CTSNN). The tests show different values of \(\gamma\) in the interval \([20, 30000]\), generating the best results for \(\gamma = 10000\).

2.3.16. Chaotic MBO Flow Chart. Figure 4 shows a flow chart describing the chaotic MBO metaheuristic procedure described above to solve TPS.

\[
z_{ij}(t + 1) = 3.828z_{ij}(t)(1 - z_{ij}(t)).
\]

(22)

We selected the chaos weighting experimentally, taking values of \(\gamma\) in the interval \([20, 100]\) and obtaining the best results for \(\gamma = 40\).

3. Results

We carried out the computational experiment in the programming language C and extracted the used instances from the TSPLIB database \([97]\) (Table 2). We solved each instance using the traditional MBO (MBO\(_1\)) using a common
pseudorandom number generator (PRNG) in the evolutionary operators and three chaotic MBO variants: (1) MBO with chaos in the initial solution generation (MBO2); (2) MBO with chaos in the workers (MBO3); and (3) MBO with chaos in the initial solution generation and the workers (MBO4). We executed each instance five times under the parameters already described in the previous points to find an average error for each one.

The solution quality is in equation (7), which is the percentage error between the average value of the solutions found (PSE) for the pure MBO and the three chaotic variants with the best-known solutions (BKS) of the TSPLIB as shown in the following equation:

\[
\text{Percent Error} = \frac{(\text{PSE} - \text{BKS})}{\text{BKS}} \times 100. \tag{23}
\]

The results for the four metaheuristics are shown in Table 3. MBO3 and MBO4 provided the best results. However, ANOVA and Tukey statistical analyzes (with a 95% confidence interval) revealed that 30% of the instances were significantly different across the four methods applied.

Additionally, we found the chaotic modifications improved convergence speed (Figure 5). MBO3 and MBO4 converged faster than MBO1.

### 3.1. Discussion of the Results

The calculated percentage error of pure MBO was 1.07% when it was compared with the results of 20 instances with the best values found in the literature [98]. When generating solutions, MBO with chaos in the workers and MBO with chaos in both have percentage errors of 1.05%, 0.88%, and 0.91%, respectively.

In the pure MBO, the TSNN worker had the highest efficiency based on routes, followed by SA and later SLS. The CTSNN worker-generated the best results in the versions with chaos based on routes, then CSLS and CSA.

At first sight, chaos improves solution quality when analyzed. The ANOVA analysis revealed six instances of significant differences between the four methods. The six TSP instances compared with the TSPLIB library are kroE100, d198, a280, pr299, fl417, and pcb442. Twenty experiments per metaheuristic were performed for each one.

Following the results of the ANOVA test, the Tukey nonparametric evaluation was used to compare the two groups of metaheuristics. The results of the Tukey nonparametric test in five out of six instances show a statistical difference between metaheuristics with chaos and metaheuristics with MBO1. The results of the ANOVA test and the Tukey nonparametric test are shown in Tables 4–15.
Table 8: ANOVA for the a280 instance.

| Origin of variations | Sum of squares | Degrees of freedom | Average of the squares | F     | P value | Critical value for F |
|----------------------|----------------|--------------------|------------------------|-------|---------|---------------------|
| Between groups       | 1081,4057      | 3                  | 360,468567             | 39,0980787 | 1,3599E – 07 | 3,23887152           |
| Within groups        | 147,513567     | 16                 | 9,21959795             | —     | —       | —                   |
| Total                | 1228,91927     | 19                 | —                      | —     | —       | —                   |

Table 9: Tukey’s test for the a280 instance.

| Type      | N | Subset for alpha = 0.05 |
|-----------|---|------------------------|
|           |   | 1                      |
| MBO3      | 5 | —                      |
| MBO4      | 5 | —                      |
| MBO1      | 5 | 2602,98                |
| MBO2      | 5 | 2603,46                |
| p value   |   | 0,99999957             |

Table 10: ANOVA for the pr299 instance.

| Origin of variations | Sum of squares | Degrees of freedom | Average of the squares | F     | P value | Critical value for F |
|----------------------|----------------|--------------------|------------------------|-------|---------|---------------------|
| Between groups       | 107695,484     | 3                  | 35898,4947             | 3,5938604 | 0,03703161 | 3,23887152           |
| Within groups        | 159821,432     | 16                 | 9988,83951             | —     | —       | —                   |
| Total                | 267516,916     | 19                 | —                      | —     | —       | —                   |

Table 11: Tukey’s test for the pr299 instance.

| Type      | N | Subset for alpha = 0.05 |
|-----------|---|------------------------|
|           |   | 1                      |
| MBO4      | 5 | 48389,56               |
| MBO3      | 5 | 48409,5                |
| MBO2      | 5 | 48467,78               |
| MBO1      | 5 | 48578,2                |
| p value   |   | 0,61333354             |

Table 12: ANOVA for the fl417 instance.

| Origin of variations | Sum of squares | Degrees of freedom | Average of the squares | F     | P value | Critical value for F |
|----------------------|----------------|--------------------|------------------------|-------|---------|---------------------|
| Between groups       | 3678,40891     | 3                  | 1226,1363              | 11,7611591 | 0,00025472 | 3,23887152           |
| Within groups        | 1668,04826     | 16                 | 104,253016             | —     | —       | —                   |
| Total                | 5346,45717     | 19                 | —                      | —     | —       | —                   |

Table 13: Tukey’s test for the fl417 instance.

| Type      | N | Subset for alpha = 0.05 |
|-----------|---|------------------------|
|           |   | 1                      |
| MBO3      | 5 | 11931,1                |
| MBO4      | 5 | 11940,04               |
| MBO1      | 5 | —                      |
| MBO2      | 5 | —                      |
| p value   |   | 0,52713516             |
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The results show that chaotic functions applied to the MBO metaheuristic significantly improve solutions regarding the TSP. All the solutions are equal to or greater than those obtained with pure MBO.

4. Conclusions

The research and analysis of new methods for solving difficult optimization problems are of great significance for this type of concern. When introduced, chaos theory in MBO metaheuristics, specifically when generating solutions and in the workers, created four algorithms. The first considers traditional MBO without chaos; the second only uses chaos when generating solutions; the third uses chaos in the workers; and the fourth uses chaos when generating solutions and in the workers. In this study, TSP was used to measure the performance of each method.

This research demonstrates the ability to improve performance using chaos theory. However, it is impossible to extrapolate the results obtained with this chaotic MBO heuristic to all engineering problems. The performance of each heuristic is closely related to the solution area of the problem; for the TSP problem, the results show better performance by introducing chaos to the general MBO model. The technique improved the global search capability of the MBO3 heuristic with a chaotic modification of the worker bees by concentrating on the highest number of high-performance solutions.

Future work should focus on connecting MBO with chaos theory and using it in other stages of MBO, such as the mutation that increases larvae, the drone quality of life before mating, and new chaotic heuristics in the workers. New versions can be used by the technique using parallel distributions or by hybridizing with different chaotic mappings to improve performance.
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