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Abstract

In a previous work, we proved an index theorem for families of asymptotically hyperbolic discrete dynamical systems and obtained applications to bifurcation theory. A weaker and far more common assumption than asymptotic hyperbolicity is the existence of an exponential dichotomy. In this paper we generalize all our previous results to the latter setting, which requires substantial modifications of our arguments. In addition, we generalize previous results on continuity and differentiability of Nemitski operators for discrete dynamical systems to obtain even better bifurcation results.

1 Introduction

Let $\Lambda$ be a compact metric space and $f_n : \Lambda \times \mathbb{R}^d \to \mathbb{R}^d$, $n \in \mathbb{Z}$, a sequence of continuous maps such that $f_n(\lambda, 0) = 0$ for all $n \in \mathbb{Z}$ and $\lambda \in \Lambda$. We consider the discrete dynamical systems

$$\phi(n + 1) = f_n(\lambda, \phi(n)), \quad n \in \mathbb{Z},$$

and study bifurcation from the trivial branch $\Lambda \times \{0\}$ of homoclinic solutions, i.e., solutions of (1) that converge to 0 for $n \to \pm \infty$. If each $f_n$ is differentiable in the second variable with a continuous derivative, then the linearizations of (1) at 0 are the family

$$\phi(n + 1) = A_n(\lambda) \phi(n), \quad n \in \mathbb{Z},$$

of linear discrete dynamical systems, where $A_n(\lambda) = D_2 f_n(\lambda, 0)$.

In our previous work \cite{SW17} we imposed assumptions from \cite{PS13} on $f$ that allow to study the bifurcation problem of (1) by topological methods in the Banach space $\ell_0(\mathbb{R}^d)$ of all sequences converging to 0 for $n \to \pm \infty$. A fundamental assumption in \cite{SW17} is that the matrices $A_n(\lambda)$ in (2) are asymptotically hyperbolic, i.e., they converge for $n \to \pm \infty$ uniformly to families of hyperbolic matrices.

The most powerful concept for studying homoclinic trajectories of dynamical systems are so-called exponential dichotomies (ED for short), which generalize the concept of hyperbolicity from autonomous to nonautonomous linear equations (c.f., e.g., \cite{Pa84, Pa88, Po10, Po11a, Po11b}). As it can be shown that every asymptotically hyperbolic system (2) has an ED, it is a natural question whether our assumptions in \cite{SW17} can be weakened to this far more common setting.

The aim of this article is to give an affirmative answer.

Naturally, discrete dynamical systems are studied in a suitable sequence space and, as we will...
recall below, an ED comes by definition with a bounded projection in that Banach space. As continuous families of projections induce vector bundles, this suggests that parametrized difference equations should be studied by $KO$-theory, which is a cohomology theory whose groups are built by equivalence classes of vector bundles. Consequently, the problem of existence of a continuous family of projections satisfying the conditions of an exponential dichotomy becomes important for our approach. A part of this work is concerned with this existence question and its stability under perturbations. Let us note that this problem has been studied before (see [BV11, Po15] and the references therein), however the obtained results were not suitable for applicable $KO$-theoretic methods. The crucial novelty in our approach is that, in contrast to [AMZ94, AM96], we only need the existence of projections on semi-axis and not on all of $\mathbb{R}$. We adapt the spectral theory from [AMZ94, AM96] in order to obtain a direct construction of continuous families of projections on both semi-axes for perturbed parametrized difference equations.

The central concept that we need to link the families of projections with the difference equations (1) and (2) is the index bundle of Atiyah and Jänich, which is a generalization of the index of Fredholm operators to families. The index bundle is a $KO$-theory class of the underlying parameter space, which formally shares all properties of the integer-valued index of a single operator. The main theorem of this article is a formula that computes the index bundle for discrete dynamical systems (2) having an ED in terms of the associated projections. In the special case that (2) is asymptotically hyperbolic, we reobtain the family index theorem that we proved in [SW17], where we need the perturbation theory for EDs that we previously established.

In the final part of this work, we apply the obtained index theorem to bifurcation theory along the lines of our previous work [SW17], which substantially widens its applicability. Indeed, the only example that we could give in [SW17] was a two dimensional system parametrized by a torus that was adapted from an example of [Pe08a]. Here we use our new approach to construct a whole class of examples for general parameter spaces by perturbing simple systems. Finally, as we are dealing with nonlinear systems in the bifurcation setting, we in particular need to consider differentiability of Nemitski operators for (generally) non-invertible difference equations, where we also generalize previous results from [SW17] to make our theory more applicable.

The paper is organized as follows. We first fix some notations and recall some preliminaries in the following second section. Section 3 is devoted to continuity and differentiability of the Nemitski operator in our setting. In Section 4 we recall the classical concept of exponential dichotomy and compare it to asymptotically hyperbolic systems which we considered in our previous work [SW17]. Moreover, we shall provide a direct construction of the continuous family of projections for given parametrized discrete dynamical systems. The mentioned family of projections plays a crucial role in the applications of $KO$-theory to discrete dynamical systems. In Section 5 we study Fredholm properties of the linearized equations and prove the index theorem for (2), which is the main result of this work. In the final Section 6, we use the results of the Sections 3-5 to obtain generalizations of the bifurcation results from [SW17] including a whole class of new and non-trivial examples.

2 Notation and Preliminaries

The aim of this section is to recall some basic concepts and notations that we use throughout the paper. We denote by $\mathcal{L}(X)$ the space of bounded linear operators on a Banach space $X$ with the operator norm, and by $GL(X)$ the open subset of all invertible elements. The symbol $I_X$ stands for the identity operator on $X$. If $X = \mathbb{K}^d$ for $\mathbb{K} = \mathbb{C}$ or $\mathbb{K} = \mathbb{R}$ and some $d \in \mathbb{N}$, then we use instead the common notation $M(d, \mathbb{K})$, $GL(d, \mathbb{K})$ and $I_d$, respectively. The norm in the Euclidean space $\mathbb{K}^d$ will also be denoted by the symbol $| \cdot |$. As usual, $\mathbb{Z}$ denotes the ring of
The symbol $P$ is isomorphic to $\Lambda$ subspaces of $R^n$ (resp. closed) ball of radius $\kappa$. In what follows, the symbol $P$ denote the closed and open ball around $n$.

Given a metric space $\Lambda$, we introduce some notions from K-theory. Let $\nu_0$ be the set of all hyperbolic matrices by $|||\kappa\nu|||$ (and hence $|||\kappa\nu|||$ is an equivalence relation. The set of stable equivalence classes of vector bundles of finite $n$ is of the form $\nu_0\nu_0$ for all $n \in \nu_0$.

For any linear bounded map $T: E \to E$, where $E$ is a normed space and $v \in E$, we define $|||T^{-k}v||| := \inf\{\|w\| \mid T^k(w) = v\}$, where $k > 0$. If $T^{-k}(v) = 0$, then we put $|||T^{-k}v||| := \infty$ (and hence $\sqrt{|||T^{-k}v|||} = \infty$). We shall justify that if $v \neq 0$ and $T^{-k}(v) \neq 0$, then $|||T^{-k}v||| > 0$.

Given a metric space $(X, d(x))$, $A \subset X$, we will denote the closure, interior and the boundary of $A$ in $X$ by $\operatorname{cl}A$, $\operatorname{int}A$ and $\operatorname{bd}A$, respectively. Furthermore, by $D_X(x, r)$ and $B_X(x, r)$ we denote the closed and open ball around $x$ of radius $r$ in $X$, respectively, and, for $\varepsilon > 0$, $O_\varepsilon(A) := \{x \in X \mid d(x, A) < \varepsilon\}$ is the $\varepsilon$-neighborhood of $A$. For $X = R^n$, an open (resp. closed) ball of radius $r > 0$ centred in $x \in R^n$ is denoted by $B_d(x, r)$ (resp. $D_d(x, r)$).

Now we introduce some notions from K-theory. Let $A$ stand for a path-connected and compact metric space. Recall that the trivial vector bundle over $\Lambda$ with fiber $V$ is the product $\Lambda \times V$ with the projection onto the first component. It will be denoted by the symbol $\Theta(V)$. Define two vector bundles $E_1$ and $E_2$ over $\Lambda$ to be stably isomorphic, written $E_1 \approx E_2$, if $E_1 \oplus \Theta(R^n)$ is isomorphic to $E_2 \oplus \Theta(R^n)$ for some non-negative integer $n$. It is an easy exercize to check that $\approx_n$ is an equivalence relation. The set of stable equivalence classes of vector bundles of finite rank over $\Lambda$ forms a commutative semigroup with respect to direct sum $\oplus$. Now by applying the Grothendieck construction to this semigroup we obtain an abelian group $KO(\Lambda)$ consisting of formal differences $[E] - [F]$ of isomorphism classes $[E], [F]$ of vector bundles $E$ and $F$ over $\Lambda$, with the equivalence relation $[E] - [F] = [E'] - [F']$ if and only if $E \oplus F' \approx E' \oplus F$. Furthermore, the addition rule on $KO(\Lambda)$ is defined by $[E] - [F] + ([E'] - [F']) = [E \oplus E'] - [F \oplus F']$. Note that the zero element in $KO(\Lambda)$ is of the form $[E] - [E]$, for any class $[E]$, and the inverse element of $[E] - [F]$ is $[F] - [E]$. The elements of $KO(\Lambda)$ are called virtual bundles. One can show that each virtual bundle can be represented as a difference $[E] - [\Theta(R^n)]$ for some $[E]$ and $n \in \nu_0$. Moreover, $KO$-theory can be regarded as a contravariant functor from the category of compact topological spaces to the category of abelian groups. This follows from the fact that
every continuous function \( f: \Lambda \to \Lambda' \) induces a group homomorphism \( f^*: KO(\Lambda') \to KO(\Lambda) \) sending \([E] - [E'] \) to \([f^*(E)] - [f^*(E')]\), where \( f^*(E) \) and \( f^*(E') \) are the pullback bundles. The reduced \( KO \)-group of \( \Lambda \), denoted by \( \widetilde{KO}(\Lambda) \), is defined to be the kernel of the homomorphism \( KO(\Lambda) \to \widetilde{KO}(\ast) \) induced by the inclusion \( \ast \hookrightarrow \Lambda \), where \( \ast \) denotes any point of \( \Lambda \). Notice that this definition does not depend on the choice of the point \( \ast \) of \( \Lambda \) since \( \Lambda \) is connected. Furthermore, it is easy to see that \( \widetilde{KO}(\Lambda) \) consists of all \([E] - [F] \in KO(\Lambda)\) such that \( E \) and \( F \) both have the same dimension, and we have a splitting \( KO(\Lambda) = \widetilde{KO}(\Lambda) \oplus \mathbb{Z} \).

Two vectors bundles \( E \) and \( F \) over \( \Lambda \) are called fiberwise homotopy equivalent if there is a fibre preserving homotopy equivalence between their sphere bundles \( S(E,1) \) and \( S(F,1) \). In addition, \( E \) and \( F \) are stably fiberwise homotopy equivalent if \( E \oplus \Theta(\mathbb{R}^n) \) and \( F \oplus \Theta(\mathbb{R}^m) \) are fiberwise homotopy equivalent for some non-negative integers \( n, m \). Letting \( T(\Lambda) \) be the subgroup of \( \widetilde{KO}(\Lambda) \) generated by elements \([E] - [F] \) such that \( E \) and \( F \) are stably fiberwise homotopy equivalent, we define the group \( J(\Lambda) \) as the quotient of \( \widetilde{KO}(\Lambda) \) by the subgroup \( T(\Lambda) \). The generalized \( J \)-homomorphism \( J: \widetilde{KO}(\Lambda) \to J(\Lambda) \) is the projection to the quotient (cf. [At89]). Recall that the group \( J(\Lambda) \) was introduced by Atiyah in [At61], where it is also proved that \( J(\Lambda) \) is a finite group provided \( \Lambda \) is a finite CW-complex.

We conclude our recap of \( K \)-theory by the following simple example: \( \widetilde{KO}(S^1) \) is a cyclic group of order two and the generator for this group is the Möbius bundle. This is because the direct sum of two copies of the Möbius bundle is the trivial bundle \( S^1 \times \mathbb{R}^2 \), and hence it is readily seen that \( T(S^1) \) is the trivial subgroup of \( \widetilde{KO}(S^1) \). Consequently, \( J: \widetilde{KO}(S^1) \to J(S^1) \) is an isomorphism.

Finally, let us explain more precisely what we mean by bifurcation from the trivial branch. Let \( X, Y \) be normed spaces and let \( \Lambda \) be a path-connected and compact metric space. Let \( f: \Lambda \times \mathcal{O} \to Y \) be a continuous map, where \( \mathcal{O} \) is a subset of \( X \) containing \( 0 \in X \). We will assume that \( f(\lambda, 0) = 0 \) for all \( \lambda \in \Lambda \). Solution of the equation \( f(\lambda, x) = 0 \) of the form \( (\lambda, 0) \) will be called trivial and the set \( \Lambda \times \{0\} \) will be called the trivial branch. If the equation \( f(\lambda, x) = 0 \) has a nontrivial solution \( (\lambda, x) \in \Lambda \times \mathcal{O}, x \neq 0 \), in every neighborhood of \( (\lambda, 0) \), then \( (\lambda, 0) \) is said to be a bifurcation point for \( f(\lambda, x) = 0 \) (in what follows \( (\lambda, 0) \) will be frequently identified with the point \( \lambda \)). The set of bifurcation points will be denoted by the symbol \( \mathcal{B}_f \).

### 3 Nemitski operators for noninvertible difference equations

In this section we are going to present continuity and differentiability properties of functional operators associated with difference equations, which are usually called Nemitski operators. Let us first introduce the type of difference equations that will be in the center of our interest. Namely, we focus on the parametrized difference equations

\[
\phi(n + 1) = f_n(\lambda, \phi(n)), \quad n \in \mathbb{Z},
\]  

where \( \lambda \in \Lambda \) is a parameter, the right-hand side \( f_n: \Lambda \times \mathbb{R}^d \to \mathbb{R}^d \) is continuous for all \( n \in \mathbb{Z} \) and \( f_n(\lambda, 0) = 0 \) for all \( n \in \mathbb{Z} \) and \( \lambda \in \Lambda \). A doubly infinite sequence of maps \( f_n \) will be denoted by the symbol \( f: \Lambda \times \mathbb{Z} \times \mathbb{R}^d \to \mathbb{R}^d \).

For a fixed parameter \( \lambda \in \Lambda \), a solution of the difference equation \( (E) \), or a trajectory of \( f \), is a sequence \( \phi = (\phi(n))_{n \in \mathbb{Z}} \) with \( \phi(n) \in \mathbb{R}^d \) satisfying the recursion \( (E) \). A trajectory \( (\phi(n))_{n \in \mathbb{Z}} \) of \( (E) \) will be called homoclinic to 0, or simply a homoclinic trajectory, if \( \phi(n) \to 0 \) as \( |n| \to \infty \), while a constant trajectory of \( (E) \) will be called stationary. Since \( f_n(\lambda, 0) = 0 \) for all \( n \in \mathbb{Z} \), the constant sequence \( 0 = (0)_{n \in \mathbb{Z}} \) is a stationary trajectory of \( f \) and homoclinic to 0. In what follows, we will be interested in nontrivial trajectories homoclinic to 0.
In order to study the parametrized difference equations \([\mathbf{L}]\) in the context of Fredholm and bifurcation theory, we will additionally suppose the following assumptions:

\[(F0)\]  
\(f_n\) is differentiable in the second variable with the derivative \(D_2 f_n\) depending continuously on \(\Lambda \times \mathbb{R}^d\),

\[(F1)\]  
there exists \(r_0 > 0\) such that the family \(\{f_n : \Lambda \times D_d(0, r_0) \to \mathbb{R}^d\}_{n \in \mathbb{Z}}\) is equicontinuous and the family \(\{D_2 f_n : \Lambda \times D_d(0, r_0) \to \mathbb{L}(\mathbb{R}^d)\}_{n \in \mathbb{Z}}\) is equicontinuous and pointwise bounded.

Before proceeding, let us make some comments about these assumptions.

- \((F1)\) is weaker than the corresponding assumption in \([SW17]\). Indeed, in the paper \([SW17]\) it was assumed that the families \(\{f_n\}_{n \in \mathbb{Z}}\) and \(\{D_2 f_n\}_{n \in \mathbb{Z}}\) are equicontinuous on all subsets of the form \(\Lambda \times K\), where \(K\) is a compact subset of \(\mathbb{R}^d\). Here we merely assume that the families \(\{f_n\}_{n \in \mathbb{Z}}\) and \(\{D_2 f_n\}_{n \in \mathbb{Z}}\) are equicontinuous on a set of the form \(\Lambda \times D_d(0, r_0)\) for an arbitrarily small closed ball \(D_d(0, r_0) \subset \mathbb{R}^d\).

- Since \(\Lambda \times D_d(0, r_0)\) is compact, \((F1)\) implies that \(\{f_n\}_{n \in \mathbb{Z}}\) and \(\{D_2 f_n\}_{n \in \mathbb{Z}}\) are uniformly equicontinuous on \(\Lambda \times D_d(0, r_0)\), and \(\{D_2 f_n\}_{n \in \mathbb{Z}}\) is uniformly bounded on \(\Lambda \times D_d(0, r_0)\).

- If \(\Lambda\) is a smooth compact manifold and \(f_n : \Lambda \times \mathbb{R}^d \to \mathbb{R}^d\) is differentiable on \(\Lambda \times \mathbb{R}^d\) for all \(n \in \mathbb{Z}\), then Assumption \((F1)\) can be formulated as follows: there exists \(r_0 > 0\) such that the family \(\{D f_n : \Lambda \times D_d(0, r_0) \to \mathbb{L}(\mathbb{R}^d)\}_{n \in \mathbb{Z}}\) is equicontinuous and pointwise bounded, where the symbol \(D f_n\) denotes the derivative of \(f_n\).

In what follows, we also consider linear difference equations

\[\phi(n + 1) = A_n(\lambda) \phi(n), \quad n \in \mathbb{Z},\]

where the right-hand side \(A : \Lambda \times \mathbb{Z} \to \mathbb{L}(\mathbb{R}^d)\) satisfies the assumption

\[(L0)\]  
the family \(A = \{A_n : \Lambda \to \mathbb{L}(\mathbb{R}^d)\}_{n \in \mathbb{Z}}\) is equicontinuous and pointwise bounded.

Note that the compactness of the parameter space \(\Lambda\) implies that the family \(A\) from \((L0)\) is uniformly equicontinuous and uniformly bounded. The maps \(A : \Lambda \times \mathbb{Z} \to \mathbb{L}(\mathbb{R}^d)\) and \(f : \Lambda \times \mathbb{Z} \times \mathbb{R}^d \to \mathbb{R}^d\) will be called a parametrized linear discrete vector field and a parametrized nonlinear discrete vector field, respectively.

We will see below that the assumptions \((F0)\), \((F1)\) and \((L0)\) in particular imply that the difference equations \([\mathbf{L}]\) and \([\mathbf{E}]\) induce functional operators

\[N_A : \Lambda \to \mathbb{L}(\mathbb{C}^\infty(\mathbb{R}^d)), \quad N_A(\lambda) \phi(n) := A_n(\lambda) \phi(n), \quad (3)\]

\[N_f : \Lambda \times \ell_0(\mathbb{R}^d) \to \ell_0(\mathbb{R}^d), \quad N_f(\lambda, \phi)(n) := f_n(\lambda, \phi(n)), \quad (4)\]

that are called Nemitski operators. In what follows, we will also consider the restriction

\[N_f(\lambda) : \ell_0(\mathbb{R}^d) \to \ell_0(\mathbb{R}^d), \quad N_f(\lambda) \phi = N_f(\lambda, \phi).

Note that the homoclinic solutions of \([\mathbf{E}]\) are strictly related to the nonlinear functional operator \(S_l - N_f : \Lambda \times \ell_0(\mathbb{R}^d) \to \ell_0(\mathbb{R}^d)\), where \(S_l : \Lambda \times \ell_0(\mathbb{R}^d) \to \ell_0(\mathbb{R}^d)\) is the left shift operator given by \((S_l(\lambda, \phi))(n) = \phi(n + 1)\) for all \(\lambda \in \Lambda\) and \(\phi \in \ell_0(\mathbb{R}^d)\). Indeed, given a parameter \(\lambda, \phi \in \ell_0(\mathbb{R}^d)\) is a solution to \([\mathbf{E}]\) if and only if

\[(S_l - N_f)(\phi) = S_l(\phi) - N_f(\lambda, \phi) = 0,

what explains why it is worth to study the Nemitski operators. Consequently, in the remaining part of this section we consider continuity and differentiability properties of \(N_A\) and \(N_f\). We begin with the following simple result that we leave to the reader.
Finally, letting $\delta > 0$ be such that $|f_n(\lambda, \phi(n)) - f_n(\lambda, \psi(n))| < \varepsilon/2$, for all $n \in \mathbb{N}$. Hence, since this family is finite, there is $\delta > 0$ such that

$$d_\Lambda(\lambda_0, \lambda_1) < \delta \wedge \|\phi_0 - \psi\|_\infty < \delta_1 = \sup_{n \in \mathbb{N}}|f_n(\lambda_0, \phi_0(n)) - f_n(\lambda_1, \psi(n))| < \varepsilon/2, \text{ for } |i| \leq m_0.$$ 

By Assumption $(F0)$, the function $f_i : \Lambda \times \mathbb{R}^d \to \mathbb{R}^d$ is continuous at the point $(\lambda_0, \phi_0(i))$ for any $|i| \leq m_0$. Hence, since this family is finite, there is $\delta_2 > 0$ such that

$$d_\Lambda(\lambda_0, \lambda_1) < \delta_2 \wedge \|\phi_0 - \psi\|_\infty < \delta_2 = \sup_{n \in \mathbb{N}}|f_n(\lambda_0, \phi_0(n)) - f_n(\lambda_1, \psi(i))| < \varepsilon/2, \text{ for } |i| \leq m_0.$$ 

Finally, letting $\delta$ be the minimum of $\delta_1$ and $\delta_2$, we obtain

$$d_\Lambda(\lambda_0, \lambda_1) < \delta \wedge \|\phi_0 - \psi\|_\infty < \delta \implies \sup_{n \in \mathbb{N}}|f_n(\lambda_0, \phi_0(n)) - f_n(\lambda_1, \psi(n))| \leq \varepsilon/2 < \varepsilon,$$

which shows that $\mathcal{N}_f$ is continuous at $(\lambda_0, \phi_0)$ because of

$$\|\mathcal{N}_f(\lambda_0, \phi_0) - \mathcal{N}_f(\lambda_1, \psi)\|_\infty = \sup_{n \in \mathbb{N}}|f_n(\lambda_0, \phi_0(n)) - f_n(\lambda_1, \psi(n))|.$$
For (b), we introduce a map \( A : \Lambda \times \ell_0(\mathbb{R}^d) \rightarrow \mathcal{L}(\ell_0(\mathbb{R}^d)) \) by
\[
(A(\lambda, \phi)\psi)(n) := (D_2f_n)(\lambda, \phi(n))\psi(n), \quad n \in \mathbb{Z},
\]
which is readily seen to be well-defined. Indeed, fix \( \lambda_0 \in \Lambda \) and \( \phi_0 \in \ell_0(\mathbb{R}^d) \). Since \( \phi_0 \in \ell_0(\mathbb{R}^d) \), there exists \( m_0 \in \mathbb{N} \) such that \( \phi_0(n) \in D_d(0, r_0) \) for \( |n| > m_0 \). Thus Assumption (F1) induces that for \( |n| > m_0 \) one has
\[
|((A(\lambda_0, \phi_0)\psi)(n)| = |(D_2f_n)(\lambda_0, \phi_0(n))\psi(n)| \leq \|(D_2f_n)(\lambda_0, \phi_0(n))\| \cdot |\psi(n)| \leq \left( \sup_{x \in D_d(0, r_0)} \|(D_2f_n)(\lambda_0, x)\| \right) |\psi(n)|,
\]
which converges to 0 as \( n \rightarrow \pm \infty \). Moreover, it follows as in part (a) that \( A \) is continuous. Our aim is now to show that \( D_2N_f(\lambda, \phi) = A(\lambda, \phi) \) for every fixed \( \lambda \in \Lambda \) and \( \phi \in \ell_0(\mathbb{R}^d) \). As \( A \) is continuous, this shows that \( N_f \) is differentiable in the second variable and \( D_2N(\lambda, \phi) \) depends continuously on \( (\lambda, \phi) \). Fix \( \phi \in \ell_0(\mathbb{R}^d) \) and \( \lambda \in \Lambda \). As above, there exists \( m_0 \in \mathbb{N} \) such that \( \phi(n) \in B_d(0, r_0/2) \) for all \( |n| > m_0 \). Now take any \( h \in \ell_0(\mathbb{R}^d) \). Then we have
\[
r_\lambda(\phi, h) := \|N_f(\lambda, \phi + h) - N_f(\lambda, \phi) - A(\lambda, \phi)h\|_\infty
= \sup_{n \in \mathbb{Z}} \left| \int_0^1 (D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - f_n(\lambda, \phi(n)) - (D_2f_n)(\lambda, \phi(n))h(n) \, ds \right|
\leq \sup_{n \in \mathbb{Z}} \left( \int_0^1 \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\| \, ds \right) \sup_{n \in \mathbb{Z}} |h(n)|
\leq \|h\|_\infty \int_0^1 \sup_{n \in \mathbb{Z}} \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\| \, ds
\leq \|h\|_\infty \sup_{n \in \mathbb{Z}} \sup_{0 \leq s \leq 1} \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\|.
\]
Hence
\[
0 \leq \frac{r_\lambda(\phi, h)}{\|h\|_\infty} \leq \sup_{n \in \mathbb{Z}} \sup_{0 \leq s \leq 1} \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\|
\leq \sup_{|n| > m_0} \sup_{0 \leq s \leq 1} \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\| + \sum_{i = -m_0}^{m_0} \sup_{0 \leq s \leq 1} \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\|.
\]
Note that if \( \|h\| < r_0/2 \), then \( \phi(n) + h(n) \in D_d(0, r_0) \) for all \( |n| > m_0 \). Since, by Assumption (F1), the family \( \{D_2f_n : \Lambda \times D_d(0, r_0) \rightarrow \mathcal{L}(\mathbb{R}^d)\}_{|n| > m_0} \) is uniformly equicontinuous, it follows that
\[
\sup_{|n| > m_0} \sup_{0 \leq s \leq 1} \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\| \xrightarrow{b \rightarrow 0} 0.
\]
On the other hand, as the finite family \( \{D_2f_i : \Lambda \times \mathbb{R}^d \rightarrow \mathcal{L}(\mathbb{R}^d)\}_{|i| \leq m_0} \) of continuous functions is uniformly equicontinuous on any subset \( \Lambda \times K \), where \( K \) is a compact subset of \( \mathbb{R}^d \), and hence in particular on \( \Lambda \times D_d(0, \|\phi\|_\infty + r_0) \), it follows that
\[
\sum_{i = -m_0}^{m_0} \sup_{0 \leq s \leq 1} \|(D_2f_n)(\lambda, \phi(n) + s \cdot h(n)) - (D_2f_n)(\lambda, \phi(n))\| \xrightarrow{b \rightarrow 0} 0.
\]
Finally, taking into account (7), (8) and (9), we see that
\[
\lim_{\|h\| \to 0} \frac{r_\lambda(\phi, h)}{\|h\|_\infty} = 0,
\]
which completes the proof of the differentiability of \(N_f\). \(\square\)

Assumption \((F0)\) allows us to consider the linearization of \((F)\) at 0, i.e., the linear discrete vector field \(A: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) given by
\[
A_n(\lambda) := D_2 f_n(\lambda, 0), \quad \text{for all } n \in \mathbb{Z} \text{ and } \lambda \in \Lambda. \quad (10)
\]

Further to \((F0)\)–\((F1)\) above, we will introduce in Section 4 the following assumptions about the family \(A\) in \((10)\) that will be required in our main theorems:

\begin{itemize}
  \item \((F2)\) The linear vector field \(A: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) has an ED both on \(\mathbb{Z}_+^\kappa\) and on \(\mathbb{Z}_-^\kappa\) for some \(\kappa < 0 < \kappa\).
  \item \((F3)\) There exists \(\lambda_0 \in \Lambda\) such that \(A(\lambda_0)\) has an ED on all of \(\mathbb{Z}\).
\end{itemize}

Let us emphasize that we assumed in our previous work [SW17] that the parametrized linear vector field \(A: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) is asymptotically hyperbolic (with invertible limits), which means:

\begin{itemize}
  \item As \(n \to \pm \infty\), the sequence \((A_n(\lambda))_{n \in \mathbb{Z}}\) converges uniformly with respect to \(\lambda \in \Lambda\) to a family of matrices \(A(\lambda, \pm \infty) \in H(d, \mathbb{R}) \cap GL(d, \mathbb{R})\).
\end{itemize}

Note that \((L0)\) together with the asymptotic hyperbolicity in particular implies that the functions \(\Lambda \ni \lambda \mapsto A(\lambda, \pm \infty)\) are continuous. In the following section we will explain the assumptions \((F2)\) and \((F3)\), and we will show that they are weaker than the required asymptotic hyperbolicity in [SW17].

4 Exponential dichotomy versus asymptotic hyperbolicity

We begin this section by recalling the concept of an exponential dichotomy which was introduced by Palmer, Aulbach, Kalkbrenner and others. It was invented to extend the idea of hyperbolicity for autonomous discrete dynamical systems to explicitly non-autonomous non-invertible discrete dynamical systems. Below we will also discuss the relation to asymptotically hyperbolic systems that we considered in our previous work [SW17]. We begin with the concept of an invariant projector.

Definition 4.1. A projector \(P: I \to \mathcal{L}(X)\) is said to be invariant with respect to a discrete vector field \(A: \mathbb{Z} \to \mathcal{L}(X)\) if the diagram

\[
\cdots \to X \xrightarrow{A_n} X \xrightarrow{A_{n+1}} X \xrightarrow{P_{n+1}} \cdots
\]

is commutative and \(\sup_{n \in I} \|P_n\| < \infty\).
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Remark 4.3. It is readily seen that if all $n$-subspace of $E$ exist. Then the system $A$ with respect to $A$ we shall now recall some non-trivial examples to illustrate that invariant projectors appear quite naturally in our setting.

Example 4.4 (Isomorphic discrete systems). Assume that $A: \mathbb{Z} \to \text{GL}(d, \mathbb{R})$ and let $E_0$ be a subspace of $\mathbb{R}^d$. We consider the sequence of subspaces $(E_n)$ given by $E_{n+1} := A_n(E_n)$ and $E_{n-1} := A_{n-1}^\perp(E_{n-1})$ for all $n \geq 0$. Then we can define a projector $P_n: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ by

$$P_n(x) = \begin{cases} x & \text{if } x \in E_n, \\ 0 & \text{if } x \in E_n^\perp, \end{cases}$$

where $E_n^\perp$ stands for the orthogonal complement of $E_n$ in $\mathbb{R}^d$. It is easy to see that $A: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is regularly $P$-invariant. It is clear that the above projector $P: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ can be considered on any discrete interval $I$.

The above example can be extended as follows.

Example 4.5 (Asymptotically isomorphic systems). We say that a linear discrete dynamical system $A: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is asymptotically isomorphic provided the two limits

$$\lim_{n \to \pm \infty} A_n = \Lambda(\pm \infty) \in \text{GL}(d, \mathbb{R})$$

exist. Then the system $A: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is $P$-invariant on both $\mathbb{Z}^-\kappa$ and $\mathbb{Z}^+\kappa$ for some integers $\kappa < \pi$ as follows. Since $\Lambda(\pi) \in \text{GL}(d, \mathbb{R})$ (resp. $\Lambda(-\pi) \in \text{GL}(d, \mathbb{R})$), there exists $\pi \in \mathbb{Z}$ such that $A(k) \in \text{GL}(d, \mathbb{R})$ for all $k \geq \pi$ (resp. $A(k) \in \text{GL}(d, \mathbb{R})$ for all $k \leq \pi$). Thus one can construct a projector $P_+$ on the set $\mathbb{Z}_\pi$ (resp. $P_-$ on the set $\mathbb{Z}_{\pi}$) as in the previous example.

A discrete vector field $A: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ induces for $I \subset \mathbb{Z}$ an operator $\Phi_A: I \otimes I \to \mathcal{L}(X)$ by

$$\Phi_A(k, n) := \begin{cases} A_{k-1} \circ A_{k-2} \circ \cdots \circ A_n & \text{if } k > n, k, n \in I, \\ \text{id} & \text{if } k = n, k \in I, \end{cases}$$

where $I \otimes I := \{(k, l) \in I \times I | l \leq k\}$. In what follows, we will usually omit the symbol index $A$ from $\Phi_A$. Now we are ready to introduce the concept of an exponential dichotomy with the aim to generalize the notion of hyperbolicity.
**Definition 4.6** (Exponential dichotomy on $I$). A linear discrete vector field $k: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is said to admit an exponential dichotomy (for short, ED) on $I$ if there exists an invariant regular projector $P: I \to \mathcal{L}(\mathbb{R}^d)$ and real numbers $K \geq 1$, $\alpha \in (0, 1)$ such that for $k \geq n$ with $k, n \in I$, $x \in \mathbb{R}^d$

$$|\Phi(k, n)P(n)x| \leq K \alpha^{k-n}|P(n)x|.$$  

(12)

$$|\Phi(k, n)(I_d - P(n))x| \geq (1/K)(1/\alpha)^{k-n}|(I_d - P(n))x|.$$  

(13)

In order to obtain interesting examples of projections yielding an ED for a discrete vector field $\mathfrak{h}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$, we first need to recall some facts about spectral projections for hyperbolic matrices. For any hyperbolic matrix $A \in M(d, \mathbb{C})$, the spectral projection $P_A: \mathbb{C}^d \to \mathbb{C}^d$ is defined by

$$P_A = \frac{1}{2\pi i} \oint_{S^1} R(z, A) \, dz,$$

(14)

where $R(\cdot, A): \mathbb{C} \setminus \sigma(A) \to \mathcal{L}(\mathbb{C}^d)$ is the resolvent of $A$ given by $R(z, A) := (zI_d - A)^{-1}$ for $z \in \mathbb{C} \setminus \sigma(A)$. Note that $P_A$ and $A$ commute. Let us recall the following important fact, which can be found, e.g., in [P116].

**Lemma 4.7.** If $A \in H(d, \mathbb{R})$, then $P_A x \in \mathbb{R}^d$ for all $x \in \mathbb{R}^d$.

Thus for $A \in H(d, \mathbb{R})$ we can set

$$P_A^s x := P_A x \in M(d, \mathbb{R}), \quad P_A^u x := x - P_A x \in M(d, \mathbb{R}), \quad x \in \mathbb{R}^d.$$  

(15)

It is well-known that the image of $P_A^s$ is the stable space $E^s$ of $A$, i.e., the space of real parts of all generalized eigenvectors with respect to eigenvalues inside the unit circle $S^1$. Analogously, the image of $P_A^u$ is the unstable space $E^u$ of $A$, i.e., the space of real parts of all generalized eigenvectors having eigenvalues outside $S^1$. It is clear that $\ker P_A^s = \im P_A^u$. We obtain a first interesting example of an ED.

**Example 4.8.** We assume that $\mathfrak{h}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is autonomous and hyperbolic, i.e., $\mathfrak{h}(n) = A$ for all $n \in \mathbb{Z}$, where $A$ is a hyperbolic matrix. Then $\Phi(k, n) = A^{k-n}$, and we see that (12) and (13) for $I = \mathbb{Z}$ and $P(n) = P_A^n$, $n \in \mathbb{Z}$, are equivalent to

$$|A^{k-n}x| \leq K \alpha^{k-n}|x|, \quad \text{for all } k \geq n \text{ with } k, n \in \mathbb{Z}, \ x \in E^s,$$

$$|A^{k-n}y| \geq (1/K)(1/\alpha)^{k-n}|y|, \quad \text{for all } k \geq n \text{ with } k, n \in \mathbb{Z}, \ y \in E^u.$$  

As this is satisfied for any hyperbolic matrix $A$, and as $P(n) = P_A^n$, $n \in \mathbb{Z}$, is a regular invariant projector, we see that autonomous systems have an ED as long as they are hyperbolic.

We now consider spectral projections for linear bounded operators $T: \ell^\infty(\mathbb{C}^d) \to \ell^\infty(\mathbb{C}^d)$ such that $\sigma(T) \cap S^1 = \emptyset$. In this case the spectral projections are analogously defined by

$$P_T = \frac{1}{2\pi i} \oint_{S^1} R(z, T) \, dz.$$  

(16)

As $\sigma(T) \cap S^1 = \emptyset$, it follows that $\sigma(T_1) \subset \{z \in \mathbb{C} \mid |z| < 1\}$ and $\sigma(T_2) \subset \{z \in \mathbb{C} \mid |z| > 1\}$, where $T_1 := T|\im(P_T)$ and $T_2 := T|\ker(P_T)$ (see Theorem 2.2 in [GGK90], pp. 10-11). Moreover, $T_2: \ker(P_T) \to \ker(P_T)$ is an isomorphism, and all these properties of course also hold for the finite-dimensional hyperbolic operators $T = A: \mathbb{C}^d \to \mathbb{C}^d$.

For the following discussion, we need that the spectrum of the composition of a shift operator with any linear bounded operator on $\ell^\infty(\mathbb{C}^d)$ has a considerable property.
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Lemma 4.9. [AM96] Theorem 1] If $L : \ell^\infty(\mathbb{C}^d) \to \ell^\infty(\mathbb{C}^d)$ is a linear bounded operator, then the spectrum $\sigma(S_r \circ L)$ of $S_r \circ L$ is rotationally symmetric, i.e., $\exp(i\mu)\lambda \in \sigma(S_r \circ L)$ for all $\mu \in \mathbb{R}$ and $\lambda \in \sigma(S_r \circ L)$, where $S_r : \ell^\infty(\mathbb{C}^d) \to \ell^\infty(\mathbb{C}^d)$ is the right shift operator given by $(S_r \phi)(n) := \phi(n-1)$ for all $\phi \in \ell^\infty(\mathbb{C}^d)$.

Let us now consider as in Example 1.8 the equation (L) with constant coefficients meaning that $\lambda(n) = A \in M(d, \mathbb{R})$ is constant for all $n \in \mathbb{Z}$ and the spectrum $\sigma(A)$ of $A$ does not intersect the unit circle. Note that we have already seen in Example 1.8 that (L) has an ED with respect to the projection on the stable subspace of $A$. It is well-known that an autonomous hyperbolic system

$$\phi(n+1) = A \phi(n),$$

where $\phi : \mathbb{Z} \to \mathbb{R}^d$ is bounded, admits only the trivial solution in the space $\ell^\infty(\mathbb{R}^d)$. This implies that $1 \notin \sigma(S_r \circ N_A)$, where $N_A : \ell^\infty(\mathbb{R}^d) \to \ell^\infty(\mathbb{R}^d)$ is the substitution operator given by $(N_A \phi)(n) := A \phi(n)$, for all $\phi \in \ell^\infty(\mathbb{R}^d)$. Consequently, taking into account Lemma 4.9, we can conclude that if $A$ is hyperbolic, then

$$\sigma(S_r \circ N_A) \cap S^1 = \emptyset.$$  

Hence $S_r \circ N_A$ induces a spectral projection $P_{S_r \circ N_A} : \ell^\infty(\mathbb{C}^d) \to \ell^\infty(\mathbb{C}^d)$ by

$$P_{S_r \circ N_A} = \frac{1}{2\pi i} \oint_{S^1} R(z, S_r \circ N_A) \, dz.$$  

Our next aim is to show that there exists a connection between $P_{S_r \circ N_A} : \ell^\infty(\mathbb{C}^d) \to \ell^\infty(\mathbb{C}^d)$ and $P_A : \mathbb{C}^d \to \mathbb{C}^d$. Observe that $P_{S_r \circ N_A}$ allows us to define a linear operator $P_A : \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ by

$$P_A(n)x := (P_{S_r \circ N_A} \phi_{n,x})(n),$$

for all $x \in \mathbb{R}^d$, $n \in \mathbb{Z}$, where $\phi_{n,x} : \mathbb{Z} \to \mathbb{R}^d$ is given by $\phi_{n,x}(m) := 1_{\{m\}}(n)x$. It is easy to see that $P_A : \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is a projector (see [AM96] p. 255), and the next result states that both constructions (17) and (19) coincide. Note that this implies by Example 1.8 that (17) also has an ED with respect to $P_A(n)$, $n \in \mathbb{Z}$.

Proposition 4.10. If $A \in H(d, \mathbb{R})$, then $P_A(n) = P_A^*$, for all $n \in \mathbb{Z}$.

Proof. It follows from [AMZ91, AM96] that (L) has an ED with respect to $P_A(n)$, $n \in \mathbb{Z}$ (c.f. Proposition 4.11 below). Now, if (17) has an ED on $\mathbb{Z}$ with respect to two projections $P_1, P_2 : \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$, then $P_1$ and $P_2$ coincide (see [Rut] Lem. 2.1 and Lem. 2.9 or [Polt10a] Rem. 3.4.17 and Rem. 3.4.18)].

Our next aim is to show that the projection from (19) for a single hyperbolic matrix $A$ can be extended to the non-autonomous case. For this purpose, assume that the linear non-autonomous difference equation

$$\phi(n+1) = A_n \phi(n), \quad n \in \mathbb{Z},$$

admits a spectral dichotomy with respect to $\ell^\infty(\mathbb{R}^d)$, i.e., the spectrum $\sigma(S_r \circ N_A)$ of $S_r \circ N_A$ does not intersect the unit circle in the complex plane, where $N_A : \ell^\infty(\mathbb{R}^d) \to \ell^\infty(\mathbb{R}^d)$ is defined by $(N_A \phi)(n) := A_n \phi(n)$ for all $\phi \in \ell^\infty(\mathbb{R}^d)$ and $n \in \mathbb{Z}$. Then $\sigma(S_r \circ N_A) \cap S^1 = \emptyset$ by Lemma 4.9 which implies that the spectral projection $P_{S_r \circ N_A} : \ell^\infty(\mathbb{C}^d) \to \ell^\infty(\mathbb{C}^d)$

$$P_{S_r \circ N_A} = \frac{1}{2\pi i} \oint_{S^1} R(z, S_r \circ N_A) \, dz$$
is defined. Moreover, $P_{S \circ N_m}(\ell^\infty(\mathbb{R}^d)) \subset \ell^\infty(\mathbb{R}^d)$, which can be seen as in the proof Lemma 4.7. The above projection $P_{S \circ N_m}$ allows us to define the family of operators $P_{\mathbb{A}}^n: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ by

$$P_{\mathbb{A}}^n(x) := (P_{S \circ N_m} \phi_{n,x})(n) \quad (20)$$

for all $n \in \mathbb{Z}$ and $x \in \mathbb{R}^d$, where $\phi_{n,x}$ is defined as before. The following remarkable result shows that this projection is another example of an exponential dichotomy.

**Proposition 4.11** ([AMZ29], [AM98]). Let $P_{\mathbb{A}}^n: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ be defined as in (20), where $\mathbb{A}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is a discrete vector field admitting an ED on $\mathbb{Z}$. Then

- $P_{\mathbb{A}}^n$ is a regular projector commuting with $\mathbb{A}$, i.e., $\mathbb{A}_n \circ P_{\mathbb{A}}^n(n) = P_{\mathbb{A}}^n(n + 1) \circ \mathbb{A}_n$, for all $n \in \mathbb{Z}$,

- $\mathbb{A}$ admits an exponential dichotomy on $\mathbb{Z}$ with respect to the projector $P_{\mathbb{A}}^n$.

Assume that the invariant projector $P: \mathbb{I} \to \mathcal{L}(\mathbb{R}^d)$ is regular, and $k \geq n$ with $k, n \in \mathbb{I}$. Since $\Phi(k,n) \ker(P(n)) : \ker(P(n)) \to \ker(P(k))$ is an isomorphism for all $k \geq n$ with $k, l \in \mathbb{I}$, we can define $\Phi(k,n) : \ker(P(k)) \to \ker(P(n))$ as the inverse of $\Phi(k,n) \ker(P(n))$. Moreover, one can show that in this case (13) is equivalent to

$$|\Phi(k,n)(I_d - P(k))x| \leq K\alpha^{k-n}|(I_d - P(k))x| \text{ for all } x \in \mathbb{R}^d. \quad (21)$$

As $\ker(I_d - P(m)) = \ker(P(m))$, this allows to define Green’s function, which is the map $G_{\Phi} : \mathbb{I} \times \mathbb{I} \to \mathcal{L}(\mathbb{R}^d)$ given by

$$G_{\Phi}(m,n) = \begin{cases} \Phi(n,m)(P)(m) & \text{if } m \leq n, \\ -\Phi(n,m)(I_d - P(m)) & \text{if } n < m. \end{cases} \quad (22)$$

We note for later reference the following result about (12).

**Lemma 4.12.** Assume that the linear discrete vector field $\mathbb{A}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ has an invariant regular projector $P: \mathbb{I} \to \mathcal{L}(\mathbb{R}^d)$. Then

$$|\Phi(k,n)P(n)x| \leq K\alpha^{k-n}|P(n)x| \iff |||\Phi(k,n)^{-1}(P(k)x)||| \geq (1/K)(1/\alpha)^{k-n}|P(k)x|$$

for all $k \geq n$ with $k, n \in \mathbb{I}$, where $|||\Phi(k,n)^{-1}y||| := \inf\{|z| \mid z \in \Phi(k,n)^{-1}y\}$ and $K \geq 1$.

**Proof.** For showing the implication from left to right, we take $x \in \mathbb{R}^d$ such that $P(k)x \neq 0$ and $z \in \Phi(k,n)^{-1}(P(k)x)$. Then $\Phi(k,n)z = P(k)x$ and $z \in \ker(P(n))$, where the latter holds as $\Phi(k,n)\ker(P(n)) \subset \ker(P(k))$ and $\Phi(k,n)\ker(P(n)) : \ker(P(n)) \to \ker(P(k))$ is an isomorphism. Thus

$$1 = |P(k)x|^{-1}|P(k)x| = |P(k)x|^{-1}|\Phi(k,n)z| \leq |P(k)x|^{-1}K\alpha^{k-n}|z|$$

and hence $|z| \geq (1/K)(1/\alpha)^{k-n}|P(k)x|$, which implies that

$$|||\Phi(k,n)^{-1}(P(k)x)||| = \inf\{|z| \mid z \in \Phi(k,n)^{-1}(P(k)x)\} \geq (1/K)(1/\alpha)^{k-n}|P(k)x|.$$ 

To show the implication from right to left, we note that since $P(n)x \in \Phi(k,n)^{-1}(\Phi(k,n)P(n)x)$ and $\Phi(k,n)P(n)x = P(k)\Phi(k,n)x$, it follows that

$$|P(n)x| \geq |||\Phi(k,n)^{-1}(\Phi(k,n)P(n)x)||| \geq (1/K)(1/\alpha)^{k-n}|\Phi(k,n)P(n)x|.$$ 

Hence $K\alpha^{k-n}|P(n)x| \geq |\Phi(k,n)P(n)x|$, which completes the proof. \qed
Next we introduce the dichotomy spectrum of $\mathcal{A}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ which is strictly related to an ED. We set

- $\Sigma(\mathcal{A}) := \{ \gamma > 0 \mid \gamma^{-1} \mathcal{A} \) does not have an ED on $\mathbb{Z} \}$,
- $\Sigma^\pm(\mathcal{A}) := \{ \gamma > 0 \mid \gamma^{-1} \mathcal{A} \) does not have an ED on $\mathbb{Z}^\pm \}$,

where $\gamma^{-1} \mathcal{A}: \to \mathcal{L}(\mathbb{R}^d)$ is given by $(\gamma^{-1} \mathcal{A})(n) = \gamma^{-1} \cdot \mathcal{A}(n)$ for $n \in \mathbb{Z}$. The following result from [AM96, Po09] summarizes the main properties of $\Sigma(\mathcal{A})$ and shows that it is closely related to $\sigma(\mathcal{S}_t \circ \mathcal{N}_\lambda)$.

**Theorem 4.13.**

1. $\mathcal{A}$ has an ED on $\mathbb{Z} \iff 1 \notin \Sigma(\mathcal{A})$.
2. $\Sigma(\mathcal{A}) = \sigma(\mathcal{S}_t \circ \mathcal{N}_\lambda) \cap (0, \infty)$, and hence $\sigma(\mathcal{S}_t \circ \mathcal{N}_\lambda) \cap S^1 = \emptyset$ if and only if $1 \notin \Sigma(\mathcal{A})$ (cf. Lemma 4.3).
3. If $1 \notin \Sigma(\mathcal{A})$, then there exists $\gamma_\lambda > 0$ such that $1 \notin \Sigma(\mathcal{A} + \mathcal{B})$ for any $\mathcal{B}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ with $\|\mathcal{B}(n)\| \leq \gamma_\lambda$, for all $n \in \mathbb{Z}$.
4. If $\mathcal{A}$ is autonomous, i.e., there exists $\mathcal{A} \in M(d, \mathbb{R})$ such that $\mathcal{A}(n) = \mathcal{A}$ for all $n \in \mathbb{Z}$, then
   $$\Sigma(\mathcal{A}) := \Sigma(\mathcal{A}) = \{ |\lambda| \mid \lambda \in \sigma(\mathcal{A}) \} \setminus \{0\}.$$

Let us note that the projection yielding an ED in (2) is the one from Proposition 4.11.

The previous theorem suggests the following definitions. Let $\mathcal{A}: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ be a linear parametrized discrete vector field. We will say that

a. $\mathcal{A}$ is hyperbolic provided $1 \notin \Sigma(\mathcal{A}(\lambda))$ for all $\lambda \in \Lambda$,
b. given $\gamma > 0$, $\mathcal{B}: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is $\gamma$–small if $\|\mathcal{B}(\lambda, n)\| \leq \gamma$ for all $n \in \mathbb{Z}$ and $\lambda \in \Lambda$.

c. given $\gamma_\pm > 0$, $\mathcal{B}_\pm: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is $\gamma_\pm$–small at $\pm \infty$ if there exists $\kappa_\pm \in \mathbb{Z}^\pm$ such that
   $$\|\mathcal{B}_\pm(\lambda, n)\| \leq \gamma_\pm$$
   for all $n \in \mathbb{Z}_\pm$ and $\lambda \in \Lambda$.

Let us recall from Example 4.3 that [17] has an ED which is given by the projection on the stable space of $\mathcal{A}$. Note that if $\mathcal{A}: \Lambda \to H(d, \mathbb{R})$ is a continuous family of hyperbolic matrices, then the corresponding family of projections [16] is continuous as well. The following perturbation theorem of Pötzsche can be found in [Po15].

**Proposition 4.14.** For any continuous family of hyperbolic matrices $\mathcal{A}: \Lambda \to H(d, \mathbb{R})$ there exists $\gamma_\lambda > 0$ such that if $\mathcal{B}: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is $\gamma_\lambda$–small, then there is a parametrized projector $\mathcal{P}: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ such that

- $\mathcal{P}(\lambda): \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is regular and commutes with $\mathcal{A}(\lambda) + \mathcal{B}(\lambda)$ for all $\lambda \in \Lambda$,
- $\mathcal{A}(\lambda) + \mathcal{B}(\lambda): \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ admits an ED on $\mathbb{Z}$ with respect to $\mathcal{P}(\lambda)$ for all $\lambda \in \Lambda$.

As final result of this section, we use Pötzsche’s theorem to show that an ED extends the notion of an asymptotically hyperbolic system. A consequence of this observation will be that our index theorem in Section 4 as well as our bifurcation theorems in Section 5 generalize the corresponding results that we previously obtained in [SW17].

**Theorem 4.15.** Let $\mathcal{A}: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ be asymptotically hyperbolic. Then there exists $\gamma_\pm > 0$ such that if $\mathcal{D}: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is $\gamma_\pm$–small at $\pm \infty$, then for the perturbed system $\mathcal{A} + \mathcal{D}$ there is a parametrized projector $\mathcal{P}_\pm: \Lambda \times \mathbb{Z}_\pm \to \mathcal{L}(\mathbb{R}^d)$ for some $\kappa_\pm \in \mathbb{Z}$ such that
We define uniformly with respect to the parameter \( \lambda \). The aim of this section is to discuss Fredholm properties of certain functional operators and where the indices are.

Let now \( \gamma_{A_{\pm}} > 0 \) be as in Proposition \(\text{[4.14]}\) for \( A_{\pm} \). Our aim is to show that the assertion of our theorem holds for \( A_{\pm} \).

We begin by showing a technical property which is of independent interest.

**Proof.** We recalled in the final paragraph of Section \(\text{[3]}\) that, if \( \mathcal{A} \) is asymptotically hyperbolic, then there are two continuous families of hyperbolic matrices \( A_{\pm} : A \to H(d, \mathbb{R}) \) such that

\[
A_{\pm}(\lambda) = \lim_{n \to \pm \infty} \mathcal{A}(\lambda, n)
\]

uniformly with respect to the parameter \( \lambda \in \Lambda \). Let now \( \gamma_{A_{\pm}} > 0 \) be as in Proposition \(\text{[4.14]}\) for \( A_{\pm} \). Our aim is to show that the assertion of our theorem holds for \( A_{\pm} \).

It is clear that \( B_{\pm} \) is \( \gamma_{A_{\pm}} \)-small. Consequently, Proposition \(\text{[4.14]}\) implies the existence of a parametrized projector \( P_{\pm} : A \times Z \to L(\mathbb{R}^d) \) such that

- \( P_{\pm}(\lambda) : Z \to L(\mathbb{R}^d) \) is regular and commutes with \( A_{\pm} \) and \( B_{\pm} \) for all \( \lambda \in \Lambda \),
- \( A_{\pm}(\lambda) + B_{\pm}(\lambda) : Z \to L(\mathbb{R}^d) \) admits an ED on \( Z \) with respect to \( P_{\pm}(\lambda) \) for all \( \lambda \in \Lambda \).

We set \( \kappa_{\pm} := n_{\pm} \) and note that the restrictions \( P_{\pm}(\lambda) : Z_{\kappa_{\pm}}^+ \to L(\mathbb{R}^d) \) of \( P_{\pm}(\lambda) : Z \to L(\mathbb{R}^d) \) to \( Z_{\kappa}^+ \) are projections with the desired properties. This completes the proof. \(\blacksquare\)

## 5 Fredholm properties of Nemitski operators and a family index theorem

The aim of this section is to discuss Fredholm properties of certain functional operators \( L : \ell_0(\mathbb{R}^d) \to \ell_0(\mathbb{R}^d) \) which are induced by linear discrete vector fields \( \mathcal{A} : \mathbb{Z} \to L(\mathbb{R}^d) \). We give a new proof of a well known index theorem, which we afterwards generalize to families of operators and where the indices are \( KO \)-theory classes following a construction of Atiyah and Jänich. This latter result generalizes the main theorem of [SW17] for asymptotically hyperbolic systems to systems which merely have an ED.

We begin by showing a technical property which is of independent interest.

**Lemma 5.1** (Silverman-Toeplitz Theorem for sequences of matrices). Assume that \( f : \mathbb{Z} \times \mathbb{Z} \to M(d, \mathbb{R}) \) satisfies the following conditions:

1. \( f(n, \cdot) \in \ell_1(M(d, \mathbb{R})) \) for all \( n \in \mathbb{Z} \) and \( \sup_{n \in \mathbb{Z}} \| f(n, \cdot) \|_{\ell_1(M(d, \mathbb{R}))} < \infty \),

2. \( f(\cdot, k) \in \ell_0(M(d, \mathbb{R})) \) for all \( k \in \mathbb{Z} \).

Then \( f \ast \phi \in \ell^\infty(\mathbb{R}^d) \) (resp. \( f \ast \phi \in \ell_0^\infty(\mathbb{R}^d) \)) if \( \phi \in \ell^\infty(\mathbb{R}^d) \) (resp. \( \phi \in \ell_0^\infty(\mathbb{R}^d) \)), where \( f \ast \phi : \mathbb{Z} \to \mathbb{R}^d \) is defined by

\[
(f \ast \phi)(n) := \sum_{k \in \mathbb{Z}} f(n, k) \phi(k) \text{ for all } n \in \mathbb{Z}.
\]
Proof. Throughout the proof we set \( c_0 := \sup_{n \in \mathbb{Z}} \|f(n, \cdot)\|_{\ell_1(M(d,\mathbb{R}))} \) which is finite by assumption.

We first assume that \( \phi \in \ell^\infty(\mathbb{R}^d) \). Then
\[
|((f \ast \phi)(n)| = \left| \sum_{k \in \mathbb{Z}} f(n, k) \phi(k) \right| \leq \sum_{k \in \mathbb{Z}} |f(n, k)\phi(k)| \leq \sum_{k \in \mathbb{Z}} \|f(n, k)\| \cdot |\phi(k)| \leq \sum_{k \in \mathbb{Z}} \|f(n, k)\| \cdot \|\phi\| \leq \sum_{k \in \mathbb{Z}} \|f(n, k)\| \cdot \|\phi\| \leq c_0 \|\phi\|_\infty
\]
and hence \( f \ast \phi \in \ell^\infty(\mathbb{R}^d) \).

Now assume that \( \phi \in \ell^+_0(\mathbb{R}^d) \). We aim to show that \( f \ast \phi \in \ell^+_0(\mathbb{R}^d) \). For any \( m \in \mathbb{N} \) we set
\[
\mathcal{D}_m := \{(i, k) \mid i \geq m \text{ and } k \geq m\}, \quad \mathcal{D}_m^c := \mathbb{N} \times \mathbb{N} - \mathcal{D}_m
\]
and
\[
f^m(n, k) := 1_{\mathcal{D}_m}(n, k)f(n, k).
\]
Then, for \( n \geq m \),
\[
|((f^m \ast \phi)(n)| = \left| \sum_{k \in \mathbb{Z}} f^m(n, k) \phi(k) \right| = \left| \sum_{k \in \mathbb{Z}} 1_{\mathcal{D}_m}(n, k)f(n, k)\phi(k) \right| = \sum_{k=0}^{m} 1_{\mathcal{D}_m}(n, k)f(n, k)\phi(k) \leq \sum_{k=0}^{m} |f(n, k)\phi(k)| \leq \sum_{k=0}^{m} |\phi(k)| \leq \|\phi\|_\infty \left( \sum_{k=0}^{m} \|f(n, k)\| \right) \rightarrow 0
\]
and \( (f^m \ast \phi)(n) = 0 \) for all \( n \leq 0 \). Thus
\[
f^m \ast \phi \in \ell^+_0(\mathbb{R}^d) \text{ for all } \phi \in \ell^+_0(\mathbb{R}^d), \quad m \in \mathbb{N}.
\]
As \( f \ast \phi - f \ast f^m \ast \phi = (f - f^m) \ast \phi \), we obtain
\[
|((f - f^m) \ast \phi)(n)| = \left| \sum_{k \in \mathbb{Z}} (f - f^m)(n, k)\phi(k) \right| = \left| \sum_{k \in \mathbb{Z}} (1 - 1_{\mathcal{D}_m}(n, k))f(n, k)\phi(k) \right| = \left| \sum_{k \in \mathbb{Z}} 1_{\mathcal{D}_m}(n, k)f(n, k)\phi(k) \right| \leq \sum_{k=0}^{m} |f(n, k)\phi(k)| \leq \sum_{k=0}^{m} \|f(n, k)\| \leq \sum_{k=0}^{m} \sup_{k \geq m} |\phi(k)| 
\]
and so
\[
\|((f - f^m) \ast \phi)\|_\infty \leq c_0 \left( \sup_{k \geq m} |\phi(k)| \right) \rightarrow 0.
\]
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Consequently, we have proved that

\[ f^m \ast \phi \xrightarrow{m \to \infty} f \ast \phi \text{ in } \ell_+^\infty(\mathbb{R}^d). \]

As \( \ell_0^+(\mathbb{R}^d) \) is a closed subspace of \( \ell_+^\infty(\mathbb{R}^d) \) and \( f^m \ast \phi \in \ell_0^+(\mathbb{R}^d) \), we obtain that \( f \ast \phi \in \ell_0^+(\mathbb{R}^d) \).

As the proof for \( \phi \in \ell_0^+(\mathbb{R}^d) \) is very similar to the case \( \phi \in \ell_0^+(\mathbb{R}^d) \), we leave this remaining case to the reader. This completes the proof. \( \square \)

Now we are beginning our discussion of Fredholm properties.

**Proposition 5.2.** Assume that the bounded linear discrete vector field \( \mathbf{A}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d) \) admits an ED on \( \mathbb{N} \) (with regular projector \( \mathbb{P}: \mathbb{N} \to \mathcal{L}(\mathbb{R}^d) \)). Then the operator \( L^+: \ell_+^\infty(\mathbb{R}^d) \to \ell_+^\infty(\mathbb{R}^d) \) given by

\[ (L^+ \phi)(n) := \mathbb{1}_N(n) \cdot ((\mathbb{S}_t - \mathbf{A}_t)\phi)(n), \]  

for \( \phi \in \ell_+^\infty(\mathbb{R}^d) \) and \( n \in \mathbb{Z} \), is surjective and

\[ \ker(L^+) = \{ \phi \in \ell_0^+(\mathbb{R}^d) \mid \phi(n) = \Phi(n, 0)x, \ n \in \mathbb{N}, \ x \in \text{im}(\mathbb{P}(0)) \}. \]  

Moreover, \( L^+(\ell_0^+)(\mathbb{R}^d) \subset \ell_0^+(\mathbb{R}^d) \) and \( L^+|\ell_0^+(\mathbb{R}^d) : \ell_0^+(\mathbb{R}^d) \to \ell_0^+(\mathbb{R}^d) \) is surjective as well \( \square \).

**Proof.** Let us first observe that \( L^+: \ell_+^\infty(\mathbb{R}^d) \to \ell_+^\infty(\mathbb{R}^d) \) is well-defined, which follows from

\[ |(L^+ \phi)(n)| = |\phi(n + 1) - \mathbf{A}(n)\phi(n)| \leq |\phi(n + 1)| + \|\mathbf{A}(n)\| ||\phi(n)|| \leq \|\phi||_\infty + \left( \sup_{n \in \mathbb{N}} ||\mathbf{A}(n)|| \right) \|\phi||_\infty < \infty. \]

We now define \( M: \ell_+^\infty(\mathbb{R}^d) \to \ell_+^\infty(\mathbb{R}^d) \) by

\[ (M\phi)(n) = \sum_{k=0}^{\infty} \mathbb{1}_N(n)G_F(n, k + 1)\phi(k) = \begin{cases} - \sum_{k=0}^{n-1} \Phi(0, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) & \text{if } n = 0, \\ \Phi(n, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) - \sum_{k=n}^{\infty} \Phi(n, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) & \text{if } n > 0, \\ 0 & \text{if } n < 0. \end{cases} \]

where \( G_F \) is Green’s function from \( \text{[22]} \). Our first aim is to show that \( M \) is well-defined. For \( n > 0 \) we have

\[ |M\phi(n)| = \left| \sum_{k=0}^{\infty} \mathbb{1}_N(n)G_F(n, k + 1)\phi(k) \right| \leq K \frac{1 + \alpha}{1 - \alpha} \left( 1 + \sup_{k \in \mathbb{N}} \|\mathbb{P}(k)\| \right) \|\phi\|_\infty. \]

This result in the autonomous case (i.e., when \( \mathbf{A}(n) = \mathbf{A} \) for all \( n \in \mathbb{Z} \), where \( \mathbf{A} \) is a hyperbolic matrix) was proved in the paper \( \text{[AM06]} \) Lemma 2.1. Moreover, it should be noted that a similar result was also considered by Baklavich in the paper \( \text{[Bas00]} \). However, he considered the slightly modified operator \( (L\phi)(n) = \phi(n) - \mathbf{A}(n)\phi(n - 1) \), in contrast to the operator \( L^+ \) defined in \( \text{[23]} \) which is harder to handle.
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\[
\begin{align*}
\sum_{k=0}^{\infty} \mathbb{I}_n(n) G_\Phi(n, k + 1) \phi(k) &\leq \sum_{k=0}^{\infty} \mathbb{I}_n(n) G_\Phi(n, k + 1) \phi(k) \\
&= \left| \sum_{k=0}^{n-1} \Phi(n, k + 1) \mathbb{P}(k + 1) \phi(k) \right| + \sum_{k=n}^{\infty} \left| \Phi(n, k + 1)(I_d - \mathbb{P}(k + 1)) \phi(k) \right|.
\end{align*}
\]  
(26)

and, by using the exponential dichotomy,

\[
egin{align*}
|M\phi(0)| &= \sum_{k=0}^{n-1} K\alpha^{n-k-1} |\mathbb{P}(k + 1)\phi(k)| + \sum_{k=n}^{\infty} K\alpha^{k+1-n} |(I_d - \mathbb{P}(k + 1))\phi(k)| \\
&\leq \sum_{k=0}^{n-1} K\alpha^{n-k-1} \left( \sup_{k \in \mathbb{N}} \|\mathbb{P}(k)\| \right) \|\phi\|_\infty + \sum_{k=n}^{\infty} K\alpha^{k+1-n} \left( 1 + \sup_{k \in \mathbb{N}} \|\mathbb{P}(k)\| \right) \|\phi\|_\infty \\
&\leq K \left( 1 + \sup_{k \in \mathbb{N}} \|\mathbb{P}(k)\| \right) \|\phi\|_\infty \left( \sum_{i=0}^{\infty} \alpha^i + \sum_{i=0}^{\infty} \alpha^{i+1} \right) = K \frac{1 + \alpha}{1 - \alpha} \left( 1 + \sup_{k \in \mathbb{N}} \|\mathbb{P}(k)\| \right) \|\phi\|_\infty.
\end{align*}
\]  
(27)

Moreover, for \( n = 0 \) we have

\[
|M\phi(0)| = \sum_{k=0}^{\infty} \mathbb{I}_n(n) G_\Phi(0, k + 1) \phi(k) = \left| \sum_{k=0}^{\infty} -\Phi(0, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) \right| \leq \sum_{k=0}^{\infty} |\Phi(0, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k)| \leq \sum_{k=0}^{\infty} K\alpha^{k+1} |(I_d - \mathbb{P}(k + 1))\phi(k)| \leq K \left( 1 + \sup_{k \in \mathbb{N}} \|\mathbb{P}(k)\| \right) \|\phi\|_\infty,
\]

and finally \( |M\phi(n)| = 0 \) for \( n < 0 \), which proves that the operator \( M : \ell^\infty_+ (\mathbb{R}^d) \to \ell^\infty_+ (\mathbb{R}^d) \) is indeed well-defined.

Next we aim to show that \( (L^+ M)\phi = \phi \). Observe that for \( n = 0 \) we have

\[
(L^+ M)\phi(0) = S_t(M\phi)(0) - \mathbb{A}(0)(M\phi)(0) = (M\phi)(1) - \mathbb{A}(0)(M\phi)(0) = \\
P(1)\phi(0) - \sum_{k=1}^{\infty} \Phi(1, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) + \sum_{k=0}^{\infty} \mathbb{A}(0)\Phi(0, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) = \\
P(1)\phi(0) - \sum_{k=1}^{\infty} \Phi(1, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) + \sum_{k=0}^{\infty} \Phi(1, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) = \\
P(1)\phi(0) + (I_d - P(1))\phi(0) = \phi(0),
\]

and for \( n > 0 \)

\[
(L^+ M)\phi(n) = S_t(M\phi)(n) - \mathbb{A}(n)(M\phi)(n) = (M\phi)(n + 1) - \mathbb{A}(n)(M\phi)(n) = \\
\sum_{k=0}^{n} \Phi(n + 1, k + 1)\mathbb{P}(k + 1)\phi(k) - \sum_{k=n+1}^{\infty} \Phi(n + 1, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k) - \\
\sum_{k=0}^{n-1} \mathbb{A}(n)\Phi(n, k + 1)\mathbb{P}(k + 1)\phi(k) + \sum_{k=n}^{\infty} \mathbb{A}(n)\Phi(n, k + 1)(I_d - \mathbb{P}(k + 1))\phi(k).
\]  
(28)
As \( H(n) \Phi(n, k + 1) = \Phi(n + 1, k + 1) \),

\[
\mathcal{L} = \sum_{k=0}^{n} \Phi(n + 1, k + 1)(P(k + 1)\phi(k)) - \sum_{k=n+1}^{\infty} \Phi(n + 1, k + 1)(I_d - P(k + 1))\phi(k) - \sum_{k=0}^{n-1} \Phi(n + 1, k + 1)(I_d - P(k + 1))\phi(k) + \sum_{k=n}^{\infty} \Phi(n + 1, k + 1)(I_d - P(k + 1))\phi(k) =
\]

\[
P(n + 1)\phi(n) + (I_d - P(n + 1))\phi(n) = \phi(n),
\]
as well as \( (L^{+} M \phi)(n) = 0 \) for \( n < 0 \). Thus \( L \) is surjective.

Now we are going to describe the kernel of \( L^{+} : \ell^{\infty}_{\mathbb{R}}(\mathbb{R}^d) \rightarrow \ell^{\infty}_{\mathbb{R}}(\mathbb{R}^d) \). Let \( \phi \in \ker(L^{+}) \). Then

\[
\phi(n) = \Phi(n, 0)\phi(0)
\]
for all \( n \geq 0 \). Since \( \mathbb{R}^d = \text{im}(P(0)) \oplus \ker(P(0)) \), we need to consider the two cases \( \phi(0) \in \text{im}(P(0)) \) and \( \phi(0) \in \ker(P(0)) \). If \( \phi(0) \in \text{im}(P(0)) \) with \( \phi \in \ker(L) \), then

\[
|\phi(0)| = |\Phi(n, 0)\phi(0)| \leq K\alpha^n|\Phi(0)|\phi(0)| = K\alpha^n|\phi(0)| \xrightarrow{\text{n} \to \infty} 0,
\]
while if \( \phi(0) \in \ker(P(0)) \), then we would get

\[
|\phi(n)| = |\Phi(n, 0)\phi(0)| = |\Phi(n, 0)(I_d - P(0))\phi(0)| \geq (1/K)(1/\alpha)^n|\Phi(n, 0)|\phi(0)| \xrightarrow{\text{n} \to \infty} \infty,
\]
which contradicts the fact that \( \phi \in \ell^{\infty}_{\mathbb{R}}(\mathbb{R}^d) \). Thus we see that if \( \phi \in \ker(L^{+}) \), then \( \phi(0) \in \text{im}(P(0)) \). Hence \( (24) \) is shown.

It is not hard to see that \( L^{+}(\ell^{1}_{\mathbb{R}}(\mathbb{R}^d)) \subset \ell^{1}_{\mathbb{R}}(\mathbb{R}^d) \). Indeed, let \( \phi \in \ell^{1}_{\mathbb{R}}(\mathbb{R}^d) \). Then, for \( n \geq 0 \),

\[
|\phi(n)| = |\phi(n) - \Phi(n)\phi(0)| \leq |\phi(n)| + |\Phi(n)|\phi(0) | \leq |\phi(n)| + \left( \sup_{n \in \mathbb{N}} |\Phi(n)| \right) |\phi(0)| \xrightarrow{\text{n} \to \infty} 0.
\]

For the surjectivity of \( L|\ell^{1}_{\mathbb{R}}(\mathbb{R}^d): \ell^{1}_{\mathbb{R}}(\mathbb{R}^d) \rightarrow \ell^{1}_{\mathbb{R}}(\mathbb{R}^d) \), it is enough to show that the operator \( M \) defined in \( (25) \) satisfies

\[
|(M\phi)(n)| \xrightarrow{\text{n} \to \infty} 0
\]
for all \( \phi \in \ell^{1}_{\mathbb{R}}(\mathbb{R}^d) \). Define \( f : \mathbb{Z} \times \mathbb{Z} \rightarrow M(d, \mathbb{R}) \) by

\[
f(n, k) := I_{\mathbb{N}}(n)I_{\mathbb{N}}(k)G_{\Phi}(n, k + 1).
\]

It is easy to see that \( f \) satisfies

1. \( f(n, \cdot) \in \ell_{1}(M(d, \mathbb{R})) \), for all \( n \in \mathbb{Z} \), with \( \sup_{n \in \mathbb{Z}} \| f(n, \cdot) \|_{\ell_{1}(M(d, \mathbb{R}))} < \infty \),

2. \( f(\cdot, k) \in \ell_{0}(M(d, \mathbb{R})) \) for all \( k \in \mathbb{Z} \).

Indeed, taking into account \( (26) - (27) \), we have

\[
\| f(n, \cdot) \|_{\ell_{1}(M(d, \mathbb{R}))} = \sum_{k \in \mathbb{Z}} \| I_{\mathbb{N}}(n)I_{\mathbb{N}}(k)G_{\Phi}(n, k + 1) \| \leq K \frac{1 + \alpha}{1 - \alpha} \left( \sup_{k \in \mathbb{N}} \| P(k) \| \right), \text{ for } n \in \mathbb{N},
\]

\[
\| f(n, \cdot) \|_{\ell_{1}(M(d, \mathbb{R}))} = \sum_{k \in \mathbb{Z}} \| I_{\mathbb{N}}(n)I_{\mathbb{N}}(k)G_{\Phi}(n, k + 1) \| = \sum_{k \in \mathbb{Z}} 0 = 0, \text{ for } n < 0
\]
and
\[
\|f(n,k)\| = \|1_N(n)1_N(k)G_{\Phi}(n,k+1)\| = \|G_{\Phi}(n,k+1)\| = \|\Phi(n,k+1)P(k+1)\|
\leq K\alpha^{-n-k}\|P(k+1)\| \leq K\alpha^{-n-k}\left(\sup_{k\in\mathbb{N}}\|P(k+1)\|\right) \xrightarrow{n\to\infty} 0, \text{ for } k \geq 0, n \geq k,
\]
\[
\|f(n,k)\| = \|1_N(n)1_N(k)G_{\Phi}(n,k+1)\| = 0 \xrightarrow{n\to\infty} 0, \text{ for } k \geq 0, n < 0,
\]
\[
\|f(n,k)\| = \|1_N(n)1_N(k)G_{\Phi}(n,k+1)\| = 0 \xrightarrow{n\to\infty} 0, \text{ for } k < 0, n \in \mathbb{Z}.
\]
Finally, since
\[
M\phi = f*\phi \text{ for all } \ell^+_0(\mathbb{R}^d),
\]
(20) follows from Lemma [5.1]. This completes the proof. \(\square\)

**Corollary 5.3.** Assume that the bounded dynamical system \(\mathcal{A}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) admits an ED on \(\mathbb{Z}_+^\kappa\) with a regular projector \(P: \mathbb{Z}_+^\kappa \to \mathcal{L}(\mathbb{R}^d)\) for some \(\kappa \geq 0\). Then the operator \(L^+_\kappa: \ell^+_{0\kappa}(\mathbb{R}^d) \to \ell^+_{0\kappa}(\mathbb{R}^d)\) given by
\[
(L^+_\kappa \phi)(n) := 1_{\mathbb{Z}_+^\kappa}(n) \cdot ((S_t - \mathcal{A})\phi)(n)
\]
for all \(\phi \in \ell^+_{0\kappa}(\mathbb{R}^d)\) and \(n \in \mathbb{Z}_+\), is surjective and \(\ker(L^+_\kappa) = \{\phi \in \ell^+_{0\kappa}(\mathbb{R}^d) \mid \phi(n) = \Phi(n,\kappa)x, n \in \mathbb{Z}_+^\kappa, x \in \text{im}(P(\kappa))\}\). (30)
In particular, \(\ker(L^+_\kappa)\) is isomorphic to \(\text{im}(P(\kappa))\) and so \(\dim \ker(L^+_\kappa) = \dim \text{im}(P(\kappa))\).

**Proof.** First, observe that \(\mathcal{A}_\kappa: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) given by \(\mathcal{A}_\kappa(n) := \mathcal{A}(n + \kappa), n \in \mathbb{Z}\), admits an ED on \(\mathbb{N}\) with respect to \(P_0: \mathbb{N} \to \mathcal{L}(\mathbb{R}^d)\) defined by \(P_0(n) := P(n + \kappa), n \in \mathbb{Z}\). Consider the commutative diagram
\[
\begin{array}{ccc}
\ell^+_{0\kappa}(\mathbb{R}^d) & \xrightarrow{L^+_\kappa} & \ell^+_{0\kappa}(\mathbb{R}^d) \\
\mathcal{J} & \cong & \mathcal{J} \\
\ell^+_0(\mathbb{R}^d) & \xrightarrow{L^+_0} & \ell^+_0(\mathbb{R}^d),
\end{array}
\]
where \(L^+_0\) and \(\mathcal{J}\) are defined by
\[
(L^+_0 \phi)(n) = 1_\mathbb{N}(n) \cdot ((S_t - \mathcal{A}_\kappa)\phi)(n) \text{ and } (\mathcal{J}\phi)(n) = \phi(n + \kappa),
\]
for \(n \in \mathbb{Z}\). Now Proposition [5.2] implies that \(L^+_\kappa\) is surjective with kernel as in (24). Since \(\mathcal{J}\) is an isomorphism, it follows from the commutativity of the diagram (31) that \(L^+_\kappa\) has the required properties. Finally, (30) shows that
\[
\text{im}(P(\kappa)) \ni x \mapsto \phi(n) := 1_{[\kappa,\infty)}(n)\Phi(n,\kappa)x \in \ker(L^+_\kappa)
\]
is an isomorphism, which of course implies that \(\dim \ker(L^+_\kappa) = \dim \text{im}(P(\kappa))\). This completes the proof. \(\square\)

**Proposition 5.4.** Assume that the bounded linear discrete vector field \(\mathcal{A}: \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) admits an ED on \(\mathbb{Z}_+^\kappa\) with a regular projection \(P: \mathbb{Z}_+^\kappa \to \mathcal{L}(\mathbb{R}^d)\). Then the operator \(L^-_\kappa: \ell^+_{0\kappa-1}(\mathbb{R}^d) \to \ell^+_{0\kappa-1}(\mathbb{R}^d)\) given by
\[
(L^-_\kappa \phi)(n) := 1_{\mathbb{Z}_-^\kappa}(n) \cdot ((S_t - \mathcal{A})\phi)(n),
\]
for \(n \in \mathbb{Z}_-\). Now Proposition [5.2] implies that \(L^-_\kappa\) is surjective with kernel as in (24). Since \(\mathcal{J}\) is an isomorphism, it follows from the commutativity of the diagram (31) that \(L^-_\kappa\) has the required properties. Finally, (30) shows that
\[
\text{im}(P(\kappa)) \ni x \mapsto \phi(n) := 1_{[\kappa,\infty)}(n)\Phi(n,\kappa)x \in \ker(L^-_\kappa)
\]
is an isomorphism, which of course implies that \(\dim \ker(L^-_\kappa) = \dim \text{im}(P(\kappa))\). This completes the proof. \(\square\)
for all \( n \in \mathbb{Z} \) and \( \phi \in \ell_0^\kappa(\mathbb{R}^d) \), is surjective and

\[
\ker(L^-_\kappa) = \{ \phi \in \ell_0^\kappa(\mathbb{R}^d) \mid \phi(n) = \Phi(n, \kappa)x, \ n \leq \kappa, \ x \in \ker(\mathbb{P}(\kappa)) \}.
\]

In particular, \( \ker(L^-_\kappa) \) is isomorphic to \( \ker(\mathbb{P}(\kappa)) \) and so \( \dim \ker(L^-_\kappa) = \dim \ker(\mathbb{P}(\kappa)) \).

**Proof.** Despite that this proposition looks similar to Proposition 5.2, there are some crucial differences which we want to point out.

First, repeating the arguments from the proof of Proposition 5.2, one can see that

\[
\text{ker}(L^-_\kappa) = \{ \phi \in \ell_0^\kappa(\mathbb{R}^d) \mid \phi(n) = \Phi(n, \kappa)x, \ n \leq \kappa, \ x \in \ker(\mathbb{P}(\kappa)) \}.
\]

In particular, \( \ker(L^-_\kappa) \) is isomorphic to \( \ker(\mathbb{P}(\kappa)) \) and so \( \dim \ker(L^-_\kappa) = \dim \ker(\mathbb{P}(\kappa)) \).

where \( G_{\Phi} \) again is Green’s function from (22). Similarly as in the proof of Proposition 5.2 one can show that \( \ker(L^-_\kappa) \) is isomorphic to \( \ker(\mathbb{P}(\kappa)) \) and so \( \dim \ker(L^-_\kappa) = \dim \ker(\mathbb{P}(\kappa)) \).
As $\mathcal{A}(n)\Phi(n, k + 1) = \Phi(n + 1, k + 1)$, it follows that
\[\begin{align*}
\mathcal{A}(n)\Phi(n, k + 1) &= \Phi(n + 1, k + 1)P(k + 1)\phi(k) - \sum_{k=-\infty}^{n-1} \Phi(n + 1, k + 1)\phi(k) - \\
&- \sum_{k=n+1}^{\infty} \Phi(n + 1, k + 1)\phi(k) + \sum_{k=n}^{\infty} \Phi(n + 1, k + 1)(I_d - P(k + 1))\phi(k) = \\
P(n + 1)\phi(n) + (I_d - P(n + 1))\phi(n) = \phi(n).
\end{align*}\]

Finally, we note that $(L_{\kappa}^\infty M)\phi(n) = 0$ for $n > \kappa$, which completes the proof that $L_{\kappa}^\infty$ is surjective. It remains to describe the kernel of $L_{\kappa}^\infty : \ell_p^\infty(\mathbb{R}^d) \to \ell_p^\infty(\mathbb{R}^d)$. To this aim, recall that by (20) and Lemma 4.12
\[\begin{align*}
|\Phi(n, \kappa)(I_d - P(\kappa))x| &\leq K\alpha^{\kappa-n}(|I_d - P(\kappa))x|, \\
|||\Phi(n, \kappa)^{-1}(P(\kappa)x)||| &\geq (1/K)(1/\alpha)^{\kappa-n}|P(\kappa)x|,
\end{align*}\]
for all $x \in \mathbb{R}^d$ with $n \leq \kappa$, $K \geq 1$ and $\alpha \in (0, 1)$. If now $\phi \in \ker(L_{\kappa}^\infty)$, then
\[\Phi(n, \kappa)\phi(n) = \phi(n)\]
for all $n \leq \kappa$. Consequently,
\begin{itemize}
\item if $\phi(n) \in \ker(P(\kappa))$, then $\phi(n) = \Phi(n, \kappa)\phi(n)$ for all $n \leq \kappa$,
\item if $\phi(n) \in \im(P(\kappa))$, then $\phi(n) \in \Phi(n, \kappa)^{-1}(\phi(n))$ for all $n \leq \kappa$.
\end{itemize}
Since $\mathbb{R}^d = \im(P(\kappa)) \oplus \ker(P(\kappa))$, it suffices to consider the two cases $\phi(n) \in \im(P(\kappa))$ and $\phi(n) \in \ker(P(\kappa))$. If $\phi(n) \in \ker(P(\kappa))$, then $(I_d - P(\kappa))\phi(n) = \phi(n)$ and
\[|\phi(n)| = |\Phi(n, \kappa)(I_d - P(\kappa))\phi(n)| = |\Phi(n, \kappa)(I_d - P(\kappa))\phi(n)| \leq K\alpha^{\kappa-n}(|I_d - P(\kappa))\phi(n)| \xrightarrow{n \to -\infty} 0.\]
If, on the other hand, $\phi(n) \in \im(P(\kappa))$, then $P(\kappa)\phi(n) = \phi(n)$ and $\phi(n) \in \Phi(n, \kappa)^{-1}(\phi(n))$ for all $n \leq \kappa$. Consequently, we get by Lemma 4.12
\[|\phi(n)| \geq |||\Phi(n, \kappa)^{-1}(P(\kappa)\phi(n)||| \geq (1/K)(1/\alpha)^{\kappa-n}|P(\kappa)\phi(n)| \xrightarrow{n \to -\infty} \infty,\]
which contradicts the fact that $\phi \in \ell_p^\infty(\mathbb{R}^d)$. Consequently, we have shown that if $\phi \in \ker(L_{\kappa}^\infty)$, then $\phi(n) \in \ker(P(\kappa))$. Finally, it follows that
\[\ker(P(\kappa)) \ni x \mapsto \phi(n) := 1_{(-\infty, \kappa]}(n)\Phi(n, \kappa)x \in \ker(L_{\kappa}^\infty)\]
is an isomorphism, which of course implies that $\dim \ker(L_{\kappa}^\infty) = \dim \ker(P(\kappa))$. This completes the proof.

Now we shall extend the concept of an ED to the case of linear parametrized discrete vector fields $\mathcal{A} : \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$, keeping in mind that $\mathcal{A}$ satisfies (L0).

**Definition 5.5.** A linear parametrized discrete vector field $\mathcal{A} : \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is said to possess an ED on $I$ if there exists a parametrized projector $P : \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$, $K \geq 1$ and $\alpha \in (0, 1)$ such that for all $\lambda \in \Lambda$ one has:

- $P(\lambda) : \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is invariant and regular with respect to $\mathcal{A}(\lambda) : \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$. 
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the pair \((\Lambda(\lambda), P(\lambda))\) has an ED on \(\mathbb{T}\) (with respect to \(K\) and \(\alpha\)).

The next lemma explains why we assume that the projector \(P: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) is continuous with respect to the first variable.

**Lemma 5.6.** Assume that \(A: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) has an ED on \(\mathbb{Z}_\kappa^\pm\) with a projector \(P^\pm: \Lambda \times \mathbb{Z}_\kappa^\pm \to \mathcal{L}(\mathbb{R}^d)\). Then

\[
\begin{align*}
\text{Ker} P^\pm(\kappa) &:= \{ (\lambda, x) \in \Lambda \times \mathbb{R}^d \mid x \in \ker(P^\pm(\lambda, \kappa)) \}, \\
\text{Im} P^\pm(\kappa) &:= \{ (\lambda, x) \in \Lambda \times \mathbb{R}^d \mid x \in \text{im}(P^\pm(\lambda, \kappa)) \}
\end{align*}
\]

are vector bundles over \(\Lambda\) such that \(\text{Ker} P^\pm(\kappa) \oplus \text{Im} P^\pm(\kappa) = \Theta(\mathbb{R}^d)\).

**Proof.** Since \(\mathbb{P}^\pm_\kappa: \Lambda \to \mathcal{L}(\mathbb{R}^d)\) are continuous and \(\Lambda\) is connected, \([\text{Kat80}, \text{Chapter 1, Lemma 4.10}]\) implies that the functions \(\Lambda \ni \lambda \mapsto \dim(\text{im}(\mathbb{P}^\pm(\lambda, \kappa)))\) are constant. Consequently, the assertion follows from \([\text{Di08}, \text{Prop. 14.2.3, p. 337}]\).

It follows from the previous lemma and Corollary 5.4 that

\[
\left\{ (\lambda, x) \in \Lambda \times \mathbb{R}^d \mid \lim_{n \to \infty} \Phi_X(n, \kappa)x = 0 \right\}
\]

is a vector bundle over \(\Lambda\) which is isomorphic to \(\text{Im} \mathbb{P}^+(\kappa)\). Moreover, we obtain from Proposition 5.4 that

\[
\left\{ (\lambda, x) \in \Lambda \times \mathbb{R}^d \mid x \in \ker \mathbb{P}^-(\lambda, \kappa), \lim_{n \to -\infty} \Phi_X(n, \kappa)x = 0 \right\}
\]

is a vector bundle over \(\Lambda\) which is isomorphic to \(\text{Ker} \mathbb{P}^-(\kappa)\).

**Definition 5.7.** Let \(k: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)\) be as in Definition 5.5. If \(\mathbb{I} = \mathbb{Z}_\kappa^+,\) then the stable vector bundle \(\mathbb{E}^s\) is defined by (35). If \(\mathbb{I} = \mathbb{Z}_\kappa^-\), then the unstable vector bundle \(\mathbb{E}^u\) is defined by (36).

Now we recall some concepts from Fredholm theory. A bounded operator \(T: X \to Y\) acting between Banach spaces \(X, Y\) is called Fredholm if it has finite dimensional kernel and cokernel. The Fredholm index of \(T\) is the integer

\[
\text{ind}(T) = \dim \ker(T) - \dim \text{coker}(T).
\]

Note that if \(\dim X < \infty\) and \(\dim Y < \infty\), then

\[
\text{ind}(T) = \dim X - \dim Y.
\]

The subspace of \(\mathcal{L}(X, Y)\) consisting of all Fredholm operators will be denoted by \(\Phi(X, Y)\). Moreover, \(\Phi_k(X, Y), k \in \mathbb{Z}\), stands for the subset of all operators in \(\Phi(X, Y)\) having index \(k\).

In this paper we need the concept of the index bundle for families \(L: \Lambda \to \Phi(X, Y)\) of Fredholm operators parametrized by a compact topological space \(\Lambda\) that generalizes the integral Fredholm index (37) to families. Given a family \(L: \Lambda \to \Phi(X, Y)\), we can define a map \(L: \Lambda \times X \to Y\) by \(L(\lambda, x) = L(\lambda)x\). By a composition of two families \(L: \Lambda \to \Phi(X, Y)\) and \(S: \Lambda \to \Phi(Y, Z)\), denoted by \(S \circ L\), we shall mean the family \(S \circ L: \Lambda \to \Phi(X, Z)\) defined by \((S \circ L)(\lambda)x := (S \circ (\text{pr}_\Lambda, L))(\lambda, x)\), where \(S\) and \(L\) are induced as above by \(S\) and \(L\), respectively, and \(\text{pr}_\Lambda: \Lambda \times X \to \Lambda\) is the projection.
Let us now recall the construction of the index bundle for families $L: \Lambda \to \Phi(X,Y)$ of Fredholm operators (cf. e.g. [At89], [Wa11]). By the compactness of $\Lambda$, there is a finite dimensional subspace $V \subset Y$ such that
\[ \text{im}(L_\lambda) + V = Y, \quad \lambda \in \Lambda, \] i.e. $V$ is transversal to the images of $L_\lambda$. As $V$ is finite dimensional, there is a projection $P$ onto $V$, and we obtain a family of exact sequences
\[ X \xrightarrow{L_\lambda} Y \xrightarrow{I_Y - P} \text{im}(I_Y - P). \]
This yields a vector bundle $E(L,V)$ consisting of the union of the kernels of the maps $(I_Y - P)\circ L_\lambda$, $\lambda \in \Lambda$ (cf. [La95, §III.3]), and the fibres of $E(L,V)$ are given by $L_\lambda^{-1}(V)$. Now, if $\Theta(V)$ stands for the product bundle $\Lambda \times V$, then we obtain a $KO$-theory class
\[ \text{ind}(L) := [E(L,V)] - [\Theta(V)] \in KO(\Lambda), \]
which is called the index bundle of $L$. It is easy to check that if $\Lambda$ is connected, then
\[ \dim E(L,V) = \dim(V) + \text{ind}(L_\lambda), \quad \lambda \in \Lambda. \]
Consequently, we see that
- $\text{ind}(L) \in \widetilde{KO}(\Lambda)$ if and only if the operators $L_\lambda$ are Fredholm of index 0,
- if $\Lambda = \{\lambda_0\}$ is a singleton, then
\[ \text{ind}(L) = \dim(E(L,V)) - \dim(V) = \text{ind}(L_{\lambda_0}) \in KO(\Lambda) \cong \mathbb{Z}, \]
which implies that the definitions [III] and [37] coincide in this case.

Let us recall the following properties of the index bundle (cf. [Wa11]):

1. (Normalization) If $L_\lambda$ is invertible for all $\lambda \in \Lambda$, then $\text{ind}(L) = 0$.

2. (Functoriality) If $f: \Lambda' \to \Lambda$ is a continuous map between compact spaces and $L: \Lambda \to \Phi(X,Y)$ is a family of Fredholm operators, then $f^*L: \Lambda' \to \Phi(X,Y)$ defined by $(f^*L)(\lambda) = L(f(\lambda))$, $\lambda \in \Lambda'$, is a family of Fredholm operators and $\text{ind}(f^*L) = f^*(\text{ind}(L))$, where $f^*: KO(\Lambda) \to KO(\Lambda')$ is the group homomorphism induced by $f$.

3. (Homotopy invariance) If $H: [0,1] \times \Lambda \to \Phi(X,Y)$ is a homotopy of Fredholm operators, then
\[ \text{ind}(H(0,\cdot)) = \text{ind}(H(1,\cdot)) \in KO(\Lambda). \]

4. (Compact perturbation) If $K: \Lambda \to \mathcal{L}(X,Y)$ is a family of compact operators, then
\[ \text{ind}(L) = \text{ind}(L + K) \in KO(\Lambda). \]

5. (Logarithmic property) If $S: \Lambda \to \Phi(Y,Z)$ and $L: \Lambda \to \Phi(X,Y)$ are two families of Fredholm operators, then
\[ \text{ind}(S \circ L) = \text{ind}(S) + \text{ind}(L) \in KO(\Lambda). \]
(6) (Additivity) If \( L : \Lambda \to \Phi(X, Y) \) and \( \tilde{L} : \Lambda \to \Phi(\tilde{X}, \tilde{Y}) \) are two families of Fredholm operators, then

\[
\text{ind}(L \oplus \tilde{L}) = \text{ind}(L) + \text{ind}(\tilde{L}) \in KO(\Lambda) \in KO(\Lambda).
\]

(7) (Finite-dimensional property) If \( L : \Lambda \to \mathcal{L}(X, Y) \) with \( \dim(X) = p \) and \( \dim(Y) = q \), then

\[
\text{ind}(L) = [\Theta(\mathbb{R}^p)] - [\Theta(\mathbb{R}^q)].
\] (41)

Let us emphasize that the following result is well-known (comp. [Po10]). However, we present a new proof, which is essential for the argument of Theorem 5.10 below.

**Lemma 5.8.** If \( \Lambda : \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d) \) admits an ED both on \( \mathbb{Z}^+ \) and on \( \mathbb{Z}^- \) with respective (regular) projectors \( \mathbb{P}^+ : \mathbb{Z}^+ \to \mathcal{L}(\mathbb{R}^d) \) and \( \mathbb{P}^- : \mathbb{Z}^- \to \mathcal{L}(\mathbb{R}^d) \), for some \( \kappa < 0 < \pi \), then the linear operator \( L := S_I - N_\kappa : \ell_0(\mathbb{R}^d) \to \ell_0(\mathbb{R}^d) \) is Fredholm and

\[
\text{ind}(L) = \dim \text{im}(\mathbb{P}^+ (\mathbb{R})) - \dim \text{im}(\mathbb{P}^- (\mathbb{R})) \in \mathbb{Z}.
\]

**Proof.** We first note that

\[
\ell_0(\mathbb{R}^d) = \ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^+}(\mathbb{R}^d)
\]

and consider the commutative diagram

\[
\begin{array}{c}
\ell_0(\mathbb{R}^d) \\
\downarrow L \\
\ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \\
\end{array}
\]

\[
\begin{array}{c}
\ell_0(\mathbb{R}^d) \\
\downarrow I \\
\ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \\
\end{array}
\]

(42)

where \( I(\phi, \psi, \varphi) = \phi + \psi + \varphi \) and \( J(\phi) = (\mathbb{I}_{\mathbb{Z}^-(-\infty, \kappa)} \phi, \mathbb{I}_{\mathbb{Z}^+(\kappa, \infty)} \phi, \mathbb{I}_{\mathbb{Z}^-(\pi, \kappa)} \phi) \), i.e.,

\[ J\phi = (\ldots, \phi(\kappa - 1), \phi(\kappa), \phi(\kappa), \phi(\kappa + 1), \ldots, \phi(\pi), \phi(\pi), \phi(\pi + 1), \ldots) \]

with

\[
L^- : \ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d), \quad L^+ : \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d),
\]

\[
L^c : \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d), \quad L^c : \ell_{\mathbb{Z}^-}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d),
\]

\[
L^c : \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d), \quad L^c : \ell_{\mathbb{Z}^-}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d),
\]

\[
L^c : \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^+ - 1}(\mathbb{R}^d), \quad L^c : \ell_{\mathbb{Z}^-}(\mathbb{R}^d) \to \ell_{\mathbb{Z}^- - 1}(\mathbb{R}^d),
\]

Clearly, \( I \) is an isomorphism, and hence \( I \) is Fredholm with \( \text{ind}(I) = 0 \). Moreover, \( J \) is injective with \( \text{Im}(J) = \text{Ker}(R) \), where \( R : \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^-}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \to \mathbb{R}^d \times \mathbb{R}^d \) is given by

\[
R(\phi, \psi, \varphi) = (\phi(\kappa) - \psi(\kappa), \psi(\pi) - \varphi(\pi)),
\]

for \( \phi \in \ell_{\mathbb{Z}^+}(\mathbb{R}^d), \psi \in \ell_{\mathbb{Z}^-}(\mathbb{R}^d) \) and \( \varphi \in \ell_{\mathbb{Z}^+}(\mathbb{R}^d) \). Since \( \text{Im}(R) = \mathbb{R}^d \times \mathbb{R}^d \), it follows that

\[
\ell_{\mathbb{Z}^+}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^-}(\mathbb{R}^d) \oplus \ell_{\mathbb{Z}^+}(\mathbb{R}^d) / \text{Ker}(R) \simeq \mathbb{R}^d \times \mathbb{R}^d.
\]
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Hence there exists a finite dimensional subspace \( V \subset \ell^\infty_0(\mathbb{R}^d) \oplus \ell^\infty_\Sigma(\mathbb{R}^d) \oplus \ell^{\infty}_{\kappa}(\mathbb{R}^d) \) such that

\[
\ell^\infty_0(\mathbb{R}^d) \oplus \ell^\infty_\Sigma(\mathbb{R}^d) \oplus \ell^{\infty}_{\kappa}(\mathbb{R}^d) = \text{Im}(J) \oplus V \quad \text{and} \quad \dim V = 2d,
\]

which implies that \( \text{Coker}(J) \cong \mathbb{R}^{2d} \). Consequently, \( J \) is a Fredholm operator with \( \text{ind}(J) = -2d \).

Moreover, Corollary 5.3 and Proposition 5.4 imply that \( L_+^\kappa \) and \( L_-^\kappa \) are Fredholm maps with

\[
\text{ind}(L_+^\kappa) = \dim \ker(L_+^\kappa) - \dim \text{coker}(L_+^\kappa) = \dim \ker(L_+^\kappa) = \dim \ker(L_+^\kappa) = \dim \ker(L_+^\kappa) = \dim \ker(L_+^\kappa) = \dim \ker(L_+^\kappa).
\]

Finally, for \( L^\kappa: \ell^\infty_\Sigma(\mathbb{R}^d) \to \ell^\infty_{\kappa-1}(\mathbb{R}^d) \), note that

\[
\ell^\infty_\Sigma(\mathbb{R}^d) \cong \prod_{i=1}^{\kappa-1} \mathbb{R}^d \quad \text{and} \quad \ell^\infty_{\kappa-1}(\mathbb{R}^d) \cong \prod_{i=1}^{\kappa-2} \mathbb{R}^d.
\]

Consequently, taking into account (43) and (44), we infer that

\[
\text{ind}(L^\kappa) = \dim(\ell^\infty_\Sigma(\mathbb{R}^d)) - \dim(\ell^\infty_{\kappa-1}(\mathbb{R}^d)) = (\kappa - \kappa + 1)d - (\kappa - \kappa)d = d.
\]

As the composition of Fredholm operators is Fredholm and \( L = I \circ (L_+^\kappa + L^\kappa + L_+^\kappa) \circ J \), it follows that \( L \) is Fredholm and

\[
\text{ind}(L) = \text{ind}(I \circ (L_+^\kappa + L^\kappa + L_+^\kappa) \circ J) = \text{ind}(I) + \text{ind}(L_+^\kappa + L^\kappa + L_+^\kappa) + \text{ind}(J)
\]

\[
= 0 + \text{ind}(L_+^\kappa + L^\kappa + L_+^\kappa) - 2d = \text{ind}(L_+^\kappa) + \text{ind}(L^\kappa) + \text{ind}(L_+^\kappa) - 2d
\]

\[
= \dim \ker(\text{Im}(L_+^\kappa)) + d + \dim \text{im}(\text{Im}(L^\kappa)) - 2d = \dim \ker(\text{Im}(L_+^\kappa)) - (d - \dim \ker(\text{Im}(L_+^\kappa))
\]

\[
= \dim \ker(\text{Im}(L_+^\kappa)) - \dim \ker(\text{Im}(L_+^\kappa)),
\]

where we have used the rank-nullity theorem in the final equality. This completes the proof.

\[\square\]

**Lemma 5.9** ([Po11b]). \( 1 \notin \Sigma(\Lambda) \iff L_\Lambda: \ell^\infty_0(\mathbb{R}^d) \to \ell^\infty_0(\mathbb{R}^d) \) is an isomorphism.

Now we carry over Lemma 5.8 to the case of parametrized linear vector fields.

**Theorem 5.10.** Assume that \( \Lambda: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d) \) admits an ED both on \( \mathbb{Z}_+^\kappa \) and on \( \mathbb{Z}_-^\kappa \) with projectors \( \text{P}^+: \Lambda \times \mathbb{Z}_+^\kappa \to \mathcal{L}(\mathbb{R}^d) \) and \( \text{P}^-: \Lambda \times \mathbb{Z}_-^\kappa \to \mathcal{L}(\mathbb{R}^d) \), where \( \kappa < 0 < \kappa \). Then the map \( L_\Lambda: \ell^\infty_0(\mathbb{R}^d) \) defined by \( L_\Lambda(\Lambda) := S_\Lambda - N_\Lambda(\Lambda), \Lambda \in \Lambda \), has the following properties:

(a) \( L_\Lambda \) is a continuous family of Fredholm operators,

(b) the index bundle of \( L_\Lambda \)

\[
\text{ind}(L_\Lambda) = [\text{Im P}^+(\Sigma)] - [\text{Im P}^-(\kappa)] \in K\Omega(\Lambda),
\]

where the bundles on the right hand side are defined in (44).

**Proof.** Note that (a) follows immediately from Lemma 5.2 and Lemma 5.8. To prove (b) we...
Furthermore, Corollary 5.3 and Proposition 5.4 show that given as in (43). From the proof of Lemma 5.8 it follows that there exists a finite-dimensional
\[ \text{ind} (I) = 0 \]

which is an isomorphism, while \( J_\lambda \), \( \lambda \in \Lambda \), is injective with \( \text{Im}(J_\lambda) = \text{Ker}(R) \), where \( R \) is given as in (33). From the proof of Lemma 5.8 it follows that there exists a finite-dimensional subspace \( V \subset \ell_0^\ast(\mathbb{R}^d) \oplus \ell_\infty^\ast(\mathbb{R}^d) \oplus \ell_0^\ast(\mathbb{R}^d) \) such that for all \( \lambda \in \Lambda \) it holds
\[ \text{Im}(J_\lambda) \oplus V = \ell_0^\ast(\mathbb{R}^d) \oplus \ell_\infty^\ast(\mathbb{R}^d) \oplus \ell_0^\ast(\mathbb{R}^d). \] (47)

The commutativity of the above diagram implies that \( I \circ (L_\infty^- \oplus L_\infty^+ \oplus L_0^-) \circ J = L \), where
\[ \begin{align*}
J : \Lambda \to \mathcal{L} (\ell_0(\mathbb{R}^d), \ell_0^\ast(\mathbb{R}^d) \oplus \ell_\infty^\ast(\mathbb{R}^d) \oplus \ell_0^\ast(\mathbb{R}^d)), \\
\mathcal{J}(\lambda) & = (\lambda, J^\ast(\phi)), \quad (\lambda, J^\ast(\phi)), \quad (\lambda, J^\ast(\phi)) \end{align*} \]
\[ \begin{align*}
I : \Lambda \to \mathcal{L} (\ell_0(\mathbb{R}^d), \ell_\infty^\ast(\mathbb{R}^d)), \\
I(\lambda, \phi, \psi, \varphi) & = \phi + \psi + \varphi, \\
L_\infty^- : \Lambda \to \mathcal{L} (\ell_0(\mathbb{R}^d), \ell_\infty^\ast(\mathbb{R}^d)), \\
L_\infty^- (\lambda, \phi) & = \mathbb{I}_{\mathcal{L}_\infty(-\infty, \infty)} (\mathcal{S}_\lambda \phi - \mathcal{N}_\lambda (\lambda, \phi)), \\
L_\infty^+ : \Lambda \to \mathcal{L} (\ell_0(\mathbb{R}^d), \ell_\infty^\ast(\mathbb{R}^d)), \\
L_\infty^+ (\lambda, \phi) & = \mathbb{I}_{\mathcal{L}_\infty(\infty, \infty)} (\mathcal{S}_\lambda \phi - \mathcal{N}_\lambda (\lambda, \phi)).
\end{align*} \]

Since \( I \) is a family of isomorphisms, the normalization property of the index bundle implies that \( \text{ind}(I) = 0 \). Moreover, (17) implies that \( E(J, V) = \Theta(\{0\}) \) and hence
\[ \text{ind}(J) = [E(J, V)] - [\Theta(V)] = [\Theta(\{0\})] - [\Theta(\mathbb{R}^d)]. \]

Furthermore, Corollary 5.3 and Proposition 5.4 show that \( L_\infty^- \) and \( L_\infty^+ \) are families of epimorphism and hence we see that the trivial subspace \( \{0\} \) is transversal to the images of \( L_\infty^- \) and \( L_\infty^+ \) as in (39). Consequently, we have
\[ \text{ind}(L_\infty^-) = [E(L_\infty^-, \{0\})] - [\Theta(\{0\})], \quad \text{ind}(L_\infty^+) = [E(L_\infty^+, \{0\})] - [\Theta(\{0\})]. \]
In addition, as the fibres of $E(L_{-}^c, \{0\})$ and $E(L_{+}^c, \{0\})$ are the kernels of $L_{-}^c$ and $L_{+}^c$, respectively, Corollary 5.3 and Proposition 5.4 imply that the vector bundles $E(L_{-}^c, \{0\})$ and $E(L_{+}^c, \{0\})$ are isomorphic to $\text{Ker}P^{-}(\xi)$ and $\text{Im}P^{+}(\xi)$ given by (31), respectively. Thus we obtain
\[
\text{ind}(L_{-}^c) = [\text{Ker}P^{-}(\xi)] - [\Theta(\{0\})], \quad \text{ind}(L_{+}^c) = [\text{Im}P^{+}(\xi)] - [\Theta(\{0\})],
\]
while the index bundle of $L^c: \Lambda \to \mathcal{L}(\ell_{\infty}(\mathbb{R}^d), \ell_{\infty}(\mathbb{R}^d))$, by the finite-dimensional property formulated in (13) and (15), is equal to
\[
\text{ind}(L^c) = \lbrack \Theta(\mathbb{R}^{d+1}) \rbrack - \lbrack \Theta(\mathbb{R}^{d}) \rbrack = \lbrack \Theta(\mathbb{R}^d) \rbrack - \lbrack \Theta(\{0\}) \rbrack.
\]
Finally, taking all this into account, we obtain
\[
\text{ind}(L_{\lambda}) = \text{ind}(\mathcal{I} \circ (L_{-}^c \oplus L_{+}^c \oplus L_{\pi}^c) \circ \mathcal{J}) = \text{ind}(\mathcal{I}) + \text{ind}(L_{-}^c \oplus L_{+}^c \oplus L_{\pi}^c) + \text{ind}(\mathcal{J}) = \text{ind}(L_{-}^c) + \text{ind}(L_{+}^c) + \text{ind}(L^c) + \text{ind}(\mathcal{J}) = ([\text{Im}P^{+}(\xi)] - [\Theta(\{0\})]) + ([\text{Ker}P^{-}(\xi)] - [\Theta(\{0\})]) +
\]
\[
+ ([\Theta(\mathbb{R}^d)] - [\Theta(\{0\})]) + ([\Theta(\mathbb{R}^d)] - [\Theta(\mathbb{R}^d)]) = ([\text{Im}P^{+}(\xi)] - [\Theta(\{0\})]) + ([\text{Ker}P^{-}(\xi)] - [\Theta(\{0\})]) + ([\Theta(\mathbb{R}^d)] - [\Theta(\mathbb{R}^d)]) + ([\Theta(\mathbb{R}^d)] - [\Theta(\mathbb{R}^d)]) = ([\text{Im}P^{+}(\xi)] - [\Theta(\{0\})]) + ([\text{Ker}P^{-}(\xi)] - [\Theta(\mathbb{R}^d)]) + ([\Theta(\mathbb{R}^d)] - [\Theta(\mathbb{R}^d)]) = ([\text{Im}P^{+}(\xi)] - [\Theta(\{0\})]) + ([\Theta(\mathbb{R}^d)] - [\text{Im}P^{-}(\xi)]) = ([\text{Im}P^{+}(\xi)] - [\Theta(\{0\})]) + ([\Theta(\mathbb{R}^d)] - [\text{Im}P^{-}(\xi)]) = \text{ind}(L_{\lambda}) = \text{ind}(L_{\lambda}) \in KO(\Lambda),
\]
as claimed in (b).

**Remark 5.11.** It follows from Lemma 5.7 that the family $\Lambda$ in Theorem 5.10 satisfies the assumption (F3) if and only if $L_{\Lambda(\lambda_{0})}$ is an isomorphism. As isomorphisms are Fredholm operators of index 0, and $\Lambda$ is connected, $L_{\lambda}$ is a family of Fredholm operators of index 0 in this case.

We conclude this section by two corollaries of the previous theorem and Theorem 4.15.

**Corollary 5.12.** Let $\Lambda: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ be asymptotically hyperbolic and $D: \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ $\gamma_{\pm}$-small at $\pm \infty$, where $\gamma_{\pm}$ is as in Theorem 4.15. Then $L_{\Lambda + D}: \Lambda \to \mathcal{L}(\ell_{0}(\mathbb{R}^d))$ is a continuous family of Fredholm operators and
\[
\text{ind}(L_{\Lambda + D}) = \text{ind}(L_{\lambda}) \in KO(\Lambda),
\]
where $L_{\lambda}$ and $L_{\Lambda + D}$ are defined as in Theorem 5.10.

**Proof.** We consider the homotopy $H: [0, 1] \times \Lambda \to \mathcal{L}(\ell_{0}(\mathbb{R}^d))$ given by $H(t, \lambda) = L_{\Lambda + tD}$. As $H$ is continuous by Lemma 5.3 and each $H(t, \lambda)$ is a Fredholm operator by Theorem 4.15 and Lemma 5.8, the assertion follows from the homotopy invariance property of the index bundle.

The following corollary is a generalization of the main theorem of our previous work [SW17], where we considered asymptotically hyperbolic systems having invertible limits. Let us recall from Section 4 that $P_{\lambda}^{A}$ denotes the spectral projection of a hyperbolic matrix $A$ with respect to eigenvalues inside the unit circle. For families of hyperbolic matrices, the images of the projections are vector bundles over the parameter space, which follows by the same argument as Lemma 5.6.
Corollary 5.13. If $A : \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ is asymptotically hyperbolic with uniform limits $A_\pm : \Lambda \to H(d, \mathbb{R})$, then
\[
\text{ind}(L_A) = \text{ind}(L_{A+} + (A_+ - A_-)) = \text{ind}(L_{A+}) = \text{ind}(L_{A-}) = [\text{Im} P_{A+}^\ast - \text{Im} P_{A-}^\ast] 
\in KO(\Lambda).
\]

Proof. We define $A : \Lambda \times \mathbb{Z} \to \mathcal{L}(\mathbb{R}^d)$ by
\[
A(\lambda, n) = \begin{cases} 
A_+ (\lambda) & \text{if } n \geq 0, \\
A_- (\lambda) & \text{if } n < 0,
\end{cases}
\]
and note that
\[
A = A + (A - A)
\]
uniformly in $\lambda \in \Lambda$. By the latter observation, $A - A$ is $\gamma_{\pm}$-small at $\pm \infty$ for any $\gamma_{\pm} > 0$. Hence we obtain from Theorem 5.10 and Corollary 5.12 that
\[
\text{ind}(L_A) = \text{ind}(L_{A+} + (A - A)) = \text{ind}(L_A) = [\text{Im} P_{A+}^\ast - \text{Im} P_{A-}^\ast] = [\text{Im} P_{A+}^\ast - \text{Im} P_{A-}^\ast],
\]
where $\pi \in \mathbb{Z}$ is sufficiently large, $\zeta \in \mathbb{Z}$ is sufficiently small, and the last equality follows from Proposition 4.10. $\blacksquare$

6 Bifurcation results for discrete dynamical systems with examples

The aim of this section is to weaken the assumptions of the bifurcation results from [PS13, SW17] for which we use the material developed in the previous sections. As most of the results follow from Theorem 5.10 and Lemma 3.2 with similar arguments as in [SW17], we will just give precise references instead of full arguments. In the second part of this section we give examples to show how the following theorems generalise our previous results for asymptotically hyperbolic systems from [SW17].

Theorem 6.1. If the system $\{E\}$ satisfies the assumptions (F0)–(F3) and
\[
J(\text{Im} P_{A+}^\ast (\pi)) \neq J(\text{Im} P_{A-}^\ast (\zeta)) \in J(\Lambda),
\]
then there is a bifurcation point.

Proof. The argument follows the proof of Theorem 2.2 in [SW17], which can be found in §4 of that reference. Indeed, the analytic properties of the nonlinearity in $\{E\}$ that were before obtained in [SW17] §4.1 now follow from the more general Lemma 5.2. The second part of the proof in [SW17] §4.2 carries over verbatim. Note that we are indeed dealing with Fredholm operators of index 0 by Remark 5.11. Finally, in the third part [SW17] §4.3 we just have to replace the index formula from [SW17] Thm. 3.2 by our new Theorem 5.10. $\blacksquare$

It is well known that the non-triviality of the J-homomorphism can be obtained from Stiefel-Whitney classes, i.e., if $w_1(E) \neq w_1(F)$, then $J(E) \neq J(F)$ for any bundles $E, F$ over $\Lambda$. Thus, denoting by
\[
w(E) = 1 + w_1(E) + w_2(E) + \ldots \in H^*(\Lambda; \mathbb{Z}_2)
\]
the total Stiefel-Whitney class of $E$, we obtain the following corollary of Theorem 6.1.
Corollary 6.2. If the system \( [F] \) satisfies the assumptions (F0)–(F3) and
\[
\omega(\text{Im} \mathbb{P}^+(\mathcal{F})) \neq \omega(\text{Im} \mathbb{P}^-(\mathcal{F})) \in H^*(\Lambda; \mathbb{Z}_2),
\]
then there is a bifurcation point.

As in [FP91], [Pe11b] and [Wa18], the non-vanishing of a Stiefel-Whitney class actually can show more than just the existence of a single bifurcation point.

**Theorem 6.3.** If \( \Lambda \) is a compact connected topological manifold of dimension \( k \geq 2 \), the system \( [F] \) satisfies the assumptions (F0)–(F3) and
\[
\omega_i(\text{Im} \mathbb{P}^+(\mathcal{F})) \neq \omega_i(\text{Im} \mathbb{P}^-(\mathcal{F})) \in H^i(\Lambda; \mathbb{Z}_2)
\]
for some \( 1 \leq i \leq k-1 \), then the covering dimension of \( \mathcal{B} \) is at least \( k-i \) and \( \mathcal{B} \) is not contractible as a topological space.

**Proof.** This follows from Theorem 6.1 as in [SW17, Theorem 2.7]. \( \square \)

Let us note that if we assume instead of (F2) the more restrictive assumption that the linear vector field \( \Lambda \) is asymptotically hyperbolic, then we obtain from Theorem 6.1 Theorem 6.3 and Corollary 6.13 the bifurcation theorems of our previous work [SW17]. We provided in [SW17] an example showing that the bifurcation theorems obtained in that reference are not true without assuming that the linearized operators are invertible for one parameter value \( \lambda_0 \in \Lambda \). Consequently, by Remark 5.11 (F3) cannot be lifted in Theorem 6.1 and Theorem 6.3.

The following results prepare the examples at the end of this section.

**Lemma 6.4.** For any \( k \)-dimensional subbundle \( \mathbb{E} \) of the trivial bundle \( \Theta(\mathbb{R}^d) \) over a compact space \( \Lambda, 0 < k < d \), and \( q \in (0, 1) \) there exists a continuous family \( \mathbb{H}_q : \Lambda \to GL(d, \mathbb{R}) \cap H(d, \mathbb{R}) \) such that
\[
E_q^+(\mathbb{H}_q) := \{ (\lambda, v) \in \Theta(\mathbb{R}^d) \mid \mathbb{H}_q(\lambda)v = q^n v \text{ for } n \geq 0 \} = \mathbb{E},
\]
\[
E_q^-(\mathbb{H}_q) := \{ (\lambda, v) \in \Theta(\mathbb{R}^d) \mid \mathbb{H}_q(\lambda)v = q^{-n} v \text{ for } n \geq 0 \} = \mathbb{E}_q^-,\]
where \( \mathbb{E}_q^+ := \{ (\lambda, w) \in \Lambda \times \mathbb{R}^d \mid w \perp v \text{ for all } v \in \mathbb{E}_\lambda \subset \mathbb{R}^d \} \).

**Proof.** The fiberwise orthogonal complement \( \mathbb{E}_q^+ \) is a \( (d-k) \)-dimensional vector subbundle of \( \Theta(\mathbb{R}^d) \) such that \( \mathbb{E} \oplus \mathbb{E}_q^+ \approx \Theta(\mathbb{R}^d) \) (cf. [Di08, p. 354] or [Ha09]). Consequently, every vector \( v \in \mathbb{R}^d \) can be represented in the unique form
\[
v = v_\lambda + v_\lambda^+, \text{ where } v_\lambda \in \mathbb{E}_\lambda \subset \mathbb{R}^d \text{ and } v_\lambda^+ \in \mathbb{E}_\lambda^+ \subset \mathbb{R}^d.
\]
(50)

Moreover, the two maps \( \Theta(\mathbb{R}^d) \ni (\lambda, v) \mapsto v_\lambda \in \mathbb{E}_\lambda \subset \mathbb{R}^d \) and \( \Theta(\mathbb{R}^d) \ni (\lambda, v) \mapsto v_\lambda^+ \in \mathbb{E}_\lambda^+ \subset \mathbb{R}^d \) are continuous, and hence uniformly continuous on the set \( \{ (\lambda, v) \in \Theta(\mathbb{R}^d) \mid |v| = 1 \} \).

We define \( \mathbb{H}_q : \Lambda \to GL(d, \mathbb{R}) \cap H(d, \mathbb{R}) \) by
\[
\mathbb{H}_q(\lambda)v := q \cdot v_\lambda + (1/q) \cdot v_\lambda^+,
\]
(51)
for all \( \lambda \in \Lambda \) and \( v \in \mathbb{R}^d \), where \( q \in (0, 1) \) is a fixed constant.

Now
\[
|\mathbb{H}_q(\lambda_1) - \mathbb{H}_q(\lambda_2)| = \sup_{|v|=1} |\mathbb{H}_q(\lambda_1)v - \mathbb{H}_q(\lambda_2)v| = \sup_{|v|=1} |q \cdot (v_\lambda_1 - v_\lambda_2) - (1/q)(v_\lambda^+_1 - v_\lambda^+_2)|
\]
\[
\leq \sup_{|v|=1} |q \cdot (v_\lambda_1 - v_\lambda_2)| + \sup_{|v|=1} |(1/q)(v_\lambda^+_1 - v_\lambda^+_2)|,
\]
which implies that \( \mathbb{H}_q \) is continuous. Finally, it is easy to see that the defined map \( \mathbb{H}_q \) has the required properties. This completes the proof. \( \square \)
The Atiyah–Jänich Theorem states that for every Hilbert space $H$ and compact topological space $\Lambda$, the index bundle induces a bijection from the homotopy classes $[\Lambda, \Phi(H)]$ to $KO(\Lambda)$. Using a classical theorem of Arlt from [Ar66], we have noted in [SW17] that the same assertion is true for $\ell_0(\mathbb{R}^d)$.

**Theorem 6.5 ([SW17]).** The index bundle induces a bijection

$$\text{ind}: [\Lambda, \Phi(\ell_0(\mathbb{R}^d))] \to KO(\Lambda).$$

A new observation is that we can reprove the surjectivity of (52) by using the operators ($L$).

This will be important for the construction of non-trivial examples below.

**Theorem 6.6.** For any two finite-dimensional subbundles $\mathbb{E}$ and $\mathbb{F}$ of the trivial bundle $\Theta(\mathbb{R}^d)$ over a compact space $\Lambda$, there exists a linear parametrized vector field $\kappa: \Lambda \times \mathbb{Z} \to GL(d, \mathbb{R})$ such that $L: \Lambda \to \mathcal{L}(\ell_0(\mathbb{R}^d))$ given by $L(\lambda) = S_\lambda - N(\lambda)$ is a continuous family of Fredholm operators with

$$\text{ind}(L) = [\mathbb{E}] - [\mathbb{F}] \in KO(\Lambda).$$

**Proof.** At the beginning of the proof, let us observe that Lemma 6.4 implies the existence of two functions $A_\mathbb{E}: \Lambda \to GL(d, \mathbb{R})$ and $A_\mathbb{F}: \Lambda \to GL(d, \mathbb{R})$ such that

$$E_q^a(A_\mathbb{E}) = \mathbb{E}, \quad E_q^a(A_\mathbb{F}) = \mathbb{F}^\perp$$

where $q \in (0, 1)$ is fixed. Moreover, arguing as in the proof of Lemma 6.4, we find for $\kappa_+ > 0$ and $\kappa_- < 0$ two continuous projectors

$$\mathbb{P}^+: \Lambda \times \mathbb{Z}_{\kappa_+} \to \mathcal{L}(\mathbb{R}^d) \quad \text{and} \quad \mathbb{P}^-: \Lambda \times \mathbb{Z}_{\kappa_-} \to \mathcal{L}(\mathbb{R}^d)$$

by

$$\mathbb{P}^+(\lambda, n)v = v_\lambda \in \mathbb{E}_\lambda \quad \text{and} \quad \mathbb{P}^-(\lambda, n)w = w_\lambda \in \mathbb{F}_\lambda,$$

where $v = v_\lambda + v_\lambda^\perp \in \mathbb{E}_\lambda \oplus \mathbb{E}_{\lambda}^\perp$ and $w = w_\lambda + w_\lambda^\perp \in \mathbb{F}_\lambda \oplus \mathbb{F}_{\lambda}^\perp$. Note that $(I_d - \mathbb{P}^+(\lambda, n))v = v_\lambda^\perp$ and $(I_d - \mathbb{P}^-(\lambda, n))w = w_\lambda^\perp$. Let now $A: \Lambda \times \mathbb{Z} \to GL(\mathbb{R}^d)$ be defined by

$$A(\lambda, n) := \mathbb{1}_{(-\infty, \kappa_-]}(n)\mathbb{H}_\mathbb{E}(\lambda) + \mathbb{1}_{[\kappa_-, \kappa_+)}(n)T(\lambda, n) + \mathbb{1}_{(\kappa_+, \infty)}(n)\mathbb{H}_\mathbb{F}(\lambda),$$

where $\mathbb{H}_\mathbb{E}$ and $\mathbb{H}_\mathbb{F}$ are given as in (51) and $T: \Lambda \times (\mathbb{Z} \cap [\kappa_-, \kappa_+]) \to GL(\mathbb{R}^d)$ is a finite family of continuous functions. We will show that $A$ with the two projectors $\mathbb{P}^-$ and $\mathbb{P}^+$ admits an ED both $\mathbb{P}^-$ and $\mathbb{P}^+$. For $\lambda \in \Lambda$, let $k > n$ with $k, n \in \mathbb{Z}_{\kappa_+}$. Then

$$|\Phi_\lambda(k, n)(\mathbb{P}^+(\lambda, n))v| = |A_{\mathbb{E}}(\lambda)^{k-n}v_\lambda| = |q^{k-n}|\mathbb{P}^+(\lambda, n)v|,$$

$$|\Phi_\lambda(k, n)(I_d - \mathbb{P}^+(\lambda, n))v| = |A_{\mathbb{E}}(\lambda)^{k-n}v_\lambda^\perp| = |(1/q)^{k-n}v_\lambda^\perp| = (1/q)^{k-n}|(I_d - \mathbb{P}^+(\lambda, n))v|,$$

which proves that $A$ admits an ED on $\mathbb{Z}_{\kappa_+}^+$ with respect to $\mathbb{P}^+$. The same arguments can be repeated in order to show that $A$ admits an ED on $\mathbb{Z}_{\kappa_-}^-$ with respect to $\mathbb{P}^-$. Consequently, Theorem 5.10 implies that $L: \Lambda \to \mathcal{L}(\ell_0(\mathbb{R}^d))$ is a continuous family of Fredholm maps and

$$\text{ind}(L) = [\text{Im} \mathbb{P}^+(\kappa_+)] - [\text{Im} \mathbb{P}^-(\kappa_-)] = [\mathbb{E}] - [\mathbb{F}] \in KO(\Lambda).$$

This completes the proof. 

\[\square\]
Let us now give the announced class of examples. Assume that $E$ and $F$ are subbundles of the trivial bundle $\Theta(\mathbb{R}^d)$ over the compact space $\Lambda$ having different total Stiefel-Whitney classes, i.e., $w(E) \neq w(F) \in H^*(\Lambda; \mathbb{Z}_2)$. We consider as in the proof of Theorem 6.6 the asymptotically hyperbolic family $\Lambda: \Lambda \times \mathbb{Z} \to L(\mathbb{R}^d)$ given by

$$A(\lambda, n) := I_{(-\infty, \kappa_-)}(n)H_F(\lambda) + I_{[\kappa_-, \kappa_+]}(n)T(\lambda, n) + I_{(\kappa_+, \infty)}(n)H_F(\lambda),$$

where $\kappa_- < 0 < \kappa_+$ and $\{T_n: \Lambda \to GL(\mathbb{R}^d) \mid \kappa_- \leq n \leq \kappa_+\}$ is a finite family of continuous functions. We now take $\gamma_{\pm}$ as in our Theorem 6.6 and assume that $D: \Lambda \times \mathbb{Z} \to L(\mathbb{R}^d)$ is $\gamma_{\pm}$ small for some $\tilde{\kappa}_{\pm} \in \mathbb{Z}^\pm$.

Further, let $R: \Lambda \times \mathbb{Z} \times \mathbb{R}^d \to \mathbb{R}^d$ satisfy $(F0)$, $(F1)$ and

1. $R(\lambda, n, 0) = 0$ for all $\lambda \in \Lambda$ and $n \in \mathbb{Z}$,
2. $(D_2R)(\lambda, 0) \to 0$ as $n \to \pm \infty$ uniformly in $\lambda \in \Lambda$.

We now consider the discrete dynamical systems

$$\phi(n + 1) = (A + D)(\lambda, n)\phi(n) + R(\lambda, n, \phi(n)), \quad n \in \mathbb{Z}. \quad (53)$$

The linearization of $(53)$ at $0$ is $\Lambda + D$ and it follows from Corollary 6.12 and Theorem 6.6 that $L_{\Lambda + D}: \Lambda \to \ell(\ell_0(\mathbb{R}^d))$ is a continuous family of Fredholm operators such that

$$\text{ind}(L_{\Lambda + D}) = \text{ind}(L_\Lambda) = [E] - [F] \in \hat{KO}(\Lambda).$$

As $w(E) \neq w(F)$, we obtain from Theorem 6.1 that if there exists $\lambda_0 \in \Lambda$ such that $1 \notin \Sigma((\Lambda + D)(\lambda_0))$ (comp. Lemma 5.30), then there is a bifurcation point of $(53)$. Moreover, if $\Lambda$ is a manifold of dimension $m$ and $w_i(E) \neq w_i(F)$ for some $1 \leq i < m - 1$, then we get from Theorem 6.6 that the covering dimension of the set $B$ of all bifurcation points of $(53)$ is at least $m - i$ and $B$ is not contractible as a topological space. Finally, let us emphasize that we could not have got these results from the bifurcation theory developed in [SW17] as the family $\Lambda + D$ is in general not asymptotically hyperbolic.

Let us recall that $w_1(E) = 0 \in H^1(\Lambda; \mathbb{Z}_2)$ if and only if $E$ is orientable. For example, if $\Lambda = S^1$, $E \subset \Theta(\mathbb{R}^2)$ is the Möbius bundle and $F = S^1 \times \mathbb{R} \subset \Theta(\mathbb{R}^2)$, then $\Theta(\mathbb{R}^2)$ has a bifurcation point. An often used setting in nonlinear analysis is that $\Lambda = G_n(\mathbb{R}^{2n})$ is the Grassmannian of all $n$-dimensional subspaces of $\mathbb{R}^{2n}$ and $\gamma_n(\mathbb{R}^{2n})$ is the tautological bundle (cf. e.g., [PP91], [Bar91], [Wa18]). As $\gamma_n(\mathbb{R}^{2n})$ is not orientable, we obtain from Theorem 6.3 that the set of bifurcation points of $(53)$ is non-contractible and at least of dimension $n^2 - 1$. Similarly, if $\Lambda$ is a smooth non-orientable $m$-manifold, $m \geq 2$, $E = TA \subset \Theta(\mathbb{R}^d)$ and $F = \Theta(\mathbb{R}^m)$, then the set of bifurcation points of $(53)$ is non-contractible and at least of dimension $m - 1$.

Finally, let us point out that there are various results ensuring the non-triviality of Stiefel-Whitney classes $w_k(TA)$, $k \geq 2$, for orientable manifolds $\Lambda$ of dimension $m$. For example, if $\Lambda$ has an odd Euler characteristic, then $w_0(TA) \neq 0$ (c.f. [MS74, Cor. 11.12]) and we again obtain the existence of a bifurcation point of $(53)$ for $E = TA$ and $F = \Theta(\mathbb{R}^m)$. Note that Theorem 6.6 cannot be applied in this case as we would need that $w_k(TA) \neq 0$ for some $1 \leq k \leq m - 1$, however the recent paper [Ho17] indicates that there might very well be non-trivial lower Stiefel-Whitney classes in this case. Hence Theorem 6.6 can yield better results than just the existence of a single bifurcation point. For example, if $\Lambda$ has a CW-structure of the type

$$K = e^0 \cup e^r \cup e^{2r} \cup \cdots \cup e^{nr}, \quad (54)$$

for $r = 1, 2$ or $4$ and some $n \geq 1$, then $H^*(\Lambda; \mathbb{Z}_2) \approx \mathbb{Z}_2[\alpha]/(\alpha^{n+1})$, where $\alpha$ is the non-zero class in $H^r(\Lambda; \mathbb{Z}_2)$, and the total Stiefel-Whitney class is given by $w(TA) = (1 + \alpha)^{n+1}$. This applies
in particular to real, complex and quaternionic projective spaces. Note that apart from even dimensional real projective spaces, all these manifolds are orientable and hence have vanishing first Stiefel-Whitney classes.
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