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The focus of this paper is a Bayesian framework for solving a class of problems termed multi-agent inverse reinforcement learning (MIRL). Compared to the well-known inverse reinforcement learning (IRL) problem, MIRL is formalized in the context of stochastic games, which generalize Markov decision processes to game theoretic scenarios. We establish a theoretical foundation for competitive two-agent zero-sum MIRL problems and propose a Bayesian solution approach in which the generative model is based on an assumption that the two agents follow a minimax bi-policy. Numerical results are presented comparing the Bayesian MIRL method with two existing methods in the context of an abstract soccer game. Investigation centers on relationships between the extent of prior information and the quality of learned rewards. Results suggest that covariance structure is more important than mean value in reward priors.
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I. INTRODUCTION

Learning from demonstrations (LD) is a traditional line of research in behavior learning, and is particularly useful in game design. In LD, policy learning directly from observations has achieved remarkable success in large part because it can benefit from advanced supervised learning techniques. Examples of this point can be seen in [1], where preference learning is used for policy learning, and in [2], where a deep convolutional neural network is adopted as the basis for policy learning. In recent years, reinforcement learning (RL) has attracted the interest of game designers because it aligns with the belief that behavior is mainly reward-driven (see, e.g., [3, 4]). Inverse reinforcement learning (IRL), which aims to recover reward (equivalently, payoff or cost) functions given measurements of an agent’s behavior over time as well as a model of the environment, was introduced in [5] and then formalized in [6] in the context of several linear programming algorithms. One can view the IRL problem as being that of learning the reward structure for a game given observations of the play of an expert. One major advantage of IRL, as pointed out in [6], is that in many applications, the reward function provides a parsimonious description of behavior that is succinct, robust, and transferable with respect to changes in the environment. In comparison to policy learning, the benefit of IRL to the game community is that it has the potential to yield insights into the value systems driving player behavior, which in turn might help designers balance the difficulty of the game play and tune the user experience.

One shortcoming of IRL that is particularly relevant to games is that it assumes no other adaptive agents exist in the environment. However, many games are multi-agent, mutually influential systems. To jointly consider the decision making processes of interacting rational agents requires different models and techniques. In the forward direction, multi-agent reinforcement learning (MRL), proposed by Littman [7], extends RL to a multi-agent framework. Littman makes use of stochastic games (see, e.g., [8]) to model MRL, limiting consideration to the special case of two-player zero-sum games, in which one agent’s gain is always the other’s loss, and applies this algorithm in a simple grid-world soccer game. Hu and Wellman [9] extend Littman’s work, proposing a two-player general-sum stochastic game framework for the MRL problem. They point out that the concept of optimality loses its meaning in MRL problems since any agent’s payoff depends on the action choices of others. Consequently, they adopt as a solution concept the Nash equilibrium, in which each agent’s choice is the best response to other agents’ choices. Later MRL work has focused on the development of solution concepts and methods, in competing games as well as cooperative games, including [10, 11, 12, 13]. Representative applications include traffic control [14] and robotics [15].

The inverse learning problem for MRL, or multi-agent inverse reinforcement learning (MIRL), is more complicated than IRL. In the context of a stochastic game being played by two or more agents, the problem is that of estimating the game payoffs given observations of the actions taken by the players and the state transitions. Games bring two primary challenges relative to the Markov decision processes (MDPs) used in IRL. First, as Hu and Wellman [9] note, the concept of optimality, central to MDPs, must be replaced with an equilibrium solution concept, such as the Nash equilibrium. Second, the non-uniqueness of equilibrium strategies (especially for two-player non-zero sum games) means that in MIRL, in addition to multiple reasonable solutions for a given inversion model, theoretically there may be multiple inversion models that are all equally sensible approaches to solving the problem.

This paper proposes a novel Bayesian approach to MIRL. We establish a theoretical foundation for competitive two-agent zero-sum MIRL problems and describe Bayesian MIRL...
(BMIRL), a Bayesian solution approach in which the generative model is based on an assumption that the two agents follow a minimax bi-policy. To our knowledge, this topic has not been deeply studied in the literature. Natarajan et al. [16] present an inverse reinforcement learning model for multiple agents. However, that paper does not consider competing agents or game-theoretic models, a key characteristic of our work. Waugh et al. [17] do consider a form of the inverse equilibrium problem. However, that paper considers simultaneous one-stage games, rather than the sequential stochastic games we consider here. A similar method, termed decentralized MIRL (d-MIRL), is a decentralized linear IRL approach based off work by Reddy et al. [18], while our work is centralized and set in a Bayesian framework.

Several numerical experiments are performed in the setting of an abstract soccer game with simple grid structure and movement actions and probability models governing ball exchange and the outcomes of ball kicks at the goal (the agents’ shoot action). For the inverse learning problem, the unknown rewards correspond to location of goals and player perception of a successful shot from each position on the field. Investigation centers on relationships between the extent of prior information and the quality of learned rewards. The quality of learned rewards is measured by distance metrics in reward and probability space and by the game playing success of agents that use the rewards as the basis for an equilibrium policy. The weakest priors result in learned rewards that would give an agent using them no chance of winning the game, while the strongest priors result in learned rewards essentially as good as ground truth. Additionally, results suggest that covariance structure is more important than mean value in reward priors.

The remainder of the paper is structured as follows: Section II introduces notation, terminology, definitions, and some basic properties needed for later work. Section III provides the main technical results, including a Bayesian framework for MIRL and formulation of a convex optimization problem for learning rewards. Section IV and V extend the BIRL and d-MIRL approaches to the case where reward is also action dependent. Section VI introduces the soccer model and compares the results generated from the three methods. Section VII provides evaluation of learned rewards of our BMIRL method in terms of game playing success in simulations of the soccer game. Section VIII and IX offer concluding remarks and a discussion of future work, respectively.

II. PRELIMINARIES

A. Stochastic Games

A two-player discounted stochastic game is played as follows. The game begins in one of finitely many states. There is a reward for each player. In each state, each player simultaneously selects one of finitely many actions, and hence receives a reward that associates with current state and sometimes, as well as the actions selected by one or both players. The game then makes a stochastic transition to a new state, where the transition is dependent on the starting state and the jointly selected actions. This process is repeated over an infinite time horizon, where geometrically discounted rewards are accrued additively.

Under these rules, we can specify an instance of a two-person zero-sum discounted stochastic game in terms of the state space \( S = \{1, 2, \ldots, N\} \), the action spaces \( A_1 = A_2 = \{1, 2, \ldots, M\} \), two reward vectors \( r^1 \) and \( r^2 \) of the two agents involved, state transition probabilities \( p(s'|s, a^1, a^2) \), and a reward discount factor \( \gamma \in (0, 1) \). Reward values are assumed to be dependent on state and the actions taken by the two agents. Hence, the dimension of \( r^1(r^2) \) depends on the the size of \( S, A_1 \) and \( A_2 \). We will use \( r^1(\cdot)(r^2(\cdot)) \) to denote a scalar; e.g., \( r^1(s, a^1, a^2) \) represents the reward value gained by agent 1 when the two agents take actions \( a^1 \) and \( a^2 \), respectively, in state \( s \).

A solution to a stochastic game is a bi-policy, which provides the rules that each player follows when selecting actions at each state. Without loss of generality, a bi-policy can be specified by a collection of conditional probability mass functions \( \pi^1 \) and \( \pi^2 \), where player \( k \) selects action \( a^k \) in state \( s \) with probability \( \pi^k(a^k|s) \). Each \( \pi^k(\cdot|s) \) is referred to as the strategy played by player \( k \) in state \( s \).

Given that each player can select from among \( M \) actions, the strategy followed by player \( k \) in state \( s \) can be represented by the \( M \times 1 \) vector \( \pi^k(s) \). The \( si \) for state \( s \) is the set of two column vectors that denote the strategies employed by player 1 and player 2 in state \( s \),

\[
\pi(s) = \{\pi^1(s), \pi^2(s)\}.
\]

In this notation, the bi-policy is defined as the set of all bi-strategies over all states,

\[
\pi = \{\pi(1), \pi(2), \ldots, \pi(N)\}.
\]

B. Zero-sum Case

A two-player zero-sum discounted stochastic game is a special case of the game defined above for which \( r^1(s, a^1, a^2) = -r^2(s, a^1, a^2) \). The symmetry of rewards between the two players allows to use \( r \) to denote \( r^1 \). Attention is restricted to the zero-sum case throughout the remainder of the paper.

We use \( \tilde{r}_\pi(s) \) to denote the single-stage expected reward value received by agent 1 at state \( s \) under bi-policy \( \pi \). Then \( \tilde{r}_\pi \) is a column vector with its \( i \)th component \( \tilde{r}_\pi(s) \). Define \( \tilde{r}_\pi(s) \) to be

\[
\tilde{r}_\pi(s) = \sum_{a^1, a^2} \pi^1(a^1|s) \pi^2(a^2|s) r(s, a^1, a^2),
\]

where \( r(s) \) is a \( M \times M \) matrix, whose entries are independent of \( \pi(s) \). We can express this relationship in matrix notation as

\[
\tilde{r}_\pi = B_\pi r,
\]

where \( B_\pi \) is a \( N \times N M^2 \) matrix constructed from bi-policy \( \pi \), whose \( k \)th row is:

\[
[\Phi^n_{1,1}(k), \Phi^n_{1,2}(k), \ldots, \Phi^n_{M,M}(k)],
\]
where
\[ \Phi^\pi_{i,j} (k) = \begin{bmatrix} 0, \ldots, 0, \phi^\pi_{i,j} (k), 0, \ldots, 0 \end{bmatrix} \]
and
\[ \phi^\pi_{i,j} (k) = \pi^1 (i|k) \pi^2 (j|k). \]

The concepts of the value function and Q-function in MDPs have natural analogs in zero sum stochastic games. In particular, let us define the value function to be the bi-policy-dependent, discounted expected sum of rewards of player 1 as a function of the initial state \( s \):
\[ V_\pi (s) = \sum_{t=0}^{\infty} \gamma^t E (\tilde{r}_\pi (s_t) | s_0 = s), \quad (3) \]
where \( s_t \) denotes the state of the game at stage \( t \) and \( \tilde{r}_\pi \) denotes player 1’s expected reward under bi-policy \( \pi \) at that stage. Note that the superscript \( c \) can be removed because of the Markov property. \( V_\pi \) denotes the column vector with \( i \)th component \( V_\pi (i) \).

In addition, we define player 1’s Q-function of state \( s \) and action pair \((a^1, a^2)\), under bi-policy \( \pi \), as
\[ Q_\pi (s, a^1, a^2) = r (s, a^1, a^2) + \gamma \sum_{s'} p (s'|s, a^1, a^2) V_\pi (s'). \quad (4) \]

Over all states and actions, we can write equation (4) in matrix notation as
\[ Q_\pi = r + \gamma PV_\pi, \quad (5) \]
where \( P \) is a \( NM \times N \) matrix with \( p (s'|s, a^1, a^2) \) as its elements.

Let \( G_\pi \) denote transition matrix under bi-policy \( \pi \). Specifically, \( G_\pi \) is the \( N \times N \) matrix with elements
\[ g_\pi (s'|s) = \sum_{a^1, a^2} \pi^1 (a^1|s) \pi^2 (a^2|s) p (s'|s, a^1, a^2). \quad (6) \]

Note that
\[ V_\pi (s) = \tilde{r}_\pi (s) + \sum_{t=1}^{\infty} \gamma^t E (\tilde{r}_\pi (s_t) | s_0 = s) = \tilde{r}_\pi (s) + \gamma \sum_{s'} g_\pi (s'|s) V_\pi (s'). \quad (7) \]

This equation can be written in matrix notation as
\[ V_\pi = \tilde{r}_\pi + \gamma G_\pi V_\pi. \quad (8) \]

Thus
\[ V_\pi = (I - \gamma G_\pi)^{-1} B_\pi r, \quad (9) \]
where \((I - \gamma G_\pi)\) is always invertible for \( \gamma \in [0, 1) \) since \( G_\pi \) is a transition matrix. The value function \( V_\pi (s) \) can be expressed in terms of the Q-function as
\[ V_\pi (s) = [\pi^1 (s)]^T Q_\pi (s) \pi^2 (s), \quad (10) \]
where \( Q_\pi (s) \) is a \( M \times M \) matrix for agent 1, whose \((i, j)\) element is given by \( Q_\pi (s, i, j) \). Note that while \( Q_\pi (s) \) is a matrix, the \( Q_\pi \) introduced in (5) is an \( N M \times 1 \) vector. We will use this relationship between the Q-function and the value function to define a minimax bi-policy for a stochastic game.

We will assume that rational agents playing two-player zero-sum stochastic games seek a minimax bi-policy. A minimax bi-policy is an equilibrium, in that it has the property that neither player can change the game value in their favor given that the other player holds their policy fixed. To give a precise definition of a minimax bi-policy, we will start by reviewing the notion of a minimax bi-strategy for a static game [19].

First consider a static (single-stage) zero-sum game, where two players simultaneously choose an action and both players receive a reward determined by the joint choice of actions. The minimax theorem states that for every two-person zero-sum game with finitely many actions, there exists a value \( V \) and a mixed strategy for each player such that
- Given player 2’s strategy, the best expected reward possible for player 1 is \( V \).
- Given player 1’s strategy, the best expected reward possible for player 2 is \(-V\).

As before, the strategies played by both players in a certain state \( s \) can be expressed in terms of probability mass functions \( \pi^1 (s) \) and \( \pi^2 (s) \). Expressing the reward received by player 1 as an \( M \times M \) matrix \( Q_\pi (s) \), the value of the game for player 1 under a minimax bi-strategy is given by
\[ value (Q_\pi (s)) = \max_{\pi^1 (s)} \min_{\pi^2 (s)} \left\{ [\pi^1 (s)]^T Q_\pi (s) \pi^2 (s) \right\}. \]

A pair \( \pi^1 (s) \) and \( \pi^2 (s) \) that achieves this value is called a minimax bi-strategy. For zero-sum games, a minimax bi-strategy is also a Nash equilibrium.

The concept of a minimax bi-strategy can be extended to two-player discounted stochastic games via the following theorem [20].

\textbf{Theorem 1 (Shapley’s Theorem). There exists a bi-policy \( \pi \) such that}
\[ V_\pi (s) = value (Q_\pi (s)) \quad (11) \]
\textit{for all} \( s \in S \).

A bi-policy that satisfies Theorem 1 is called a minimax bi-policy. For a minimax bi-policy, \( V_\pi (s) \) gives the game value from each initial state \( s \in S \). Throughout the following sections it is assumed that agents are observed playing a game according to a minimax bi-policy and that the complete bi-policy is observable. The minimax nature of the bi-policy can then be used to infer the reward structure of the game.

\section{III. Bayesian MIRL}

We will formulate two-agent MIRL problems in a Bayesian setting. Bayesian methods have been widely adopted for IRL problems [21, 22, 23, 24, 25, 26, 27]. In a Bayesian setting, we assign a prior distribution to the reward functions. This prior distribution encodes the learner’s initial belief about the reward functions before any observations are made.

Given an observed bi-policy, we can generate a point estimate of the reward function from the posterior distribution over reward functions. To construct this point estimate, we must know the likelihood of observing each bi-policy for each
given reward function. So, consideration must be given to determining the appropriate likelihood function for the MIRL problem and to the development of optimization models that can be used to generate point estimates of the reward function.

The BMIRL approach we propose is a maximum a posteriori probability (MAP) estimate of reward under a likelihood function that encodes the notion of a minimax equilibrium. Let \( f(r) \) denote the prior distribution on the reward of agent 1 (recalling that we denote \( r = r^1 \) and \( r^1 = -r^2 \) for zero-sum games). We will discuss the selection of prior distributions further in Section 3.1. Also, let \( p(\pi|r) \) denote the likelihood of observing bi-policy \( \pi \) when the true reward is \( r \). Hence now our objective is to maximize \( f(r|\pi) \), the posterior of rewards given an observing bi-policy, as follows,

\[
f(r|\pi) \propto p(\pi|r) f(r).
\]

A. Prior Distributions on Rewards

In BMIRL, we use prior distributions over reward functions to model our initial uncertainty in the reward. Although any prior may be used, in this paper we prefer Gaussian priors for rewards. Gaussians are a reasonable choice of prior since they provide a straightforward model for representing uncertainty around a nominal choice of reward function, and have the added benefit of leading to analytically tractable inference procedures.

Specifically, we model \( r \sim N(\mu_r, \Sigma_r) \), where \( \mu_r \) is the mean of \( r \) and \( \Sigma_r \) is the covariance matrix. The probability density function of \( r \) is

\[
f(r) = \frac{1}{(2\pi)^{N/2} |\Sigma_r|^{1/2}} \exp \left( -\frac{1}{2} (r - \mu_r)^T \Sigma_r^{-1} (r - \mu_r) \right).
\]

B. Likelihood Function (Unique Minimax bi-policy)

To model the likelihood function \( p(\pi|r) \), we assume that the bi-policy which the two agents follow is a unique minimax bi-policy given \( r \). The likelihood is then a probability mass function given by

\[
p(\pi|r) = \begin{cases} 1, & \text{if } \pi \text{ is minimax for } r \\ 0, & \text{otherwise}. \end{cases}
\]

C. MAP Estimation Model

The posterior distribution of rewards for a given observed bi-policy is now

\[
f(r|\pi) \propto p(\pi|r) f(r) = \begin{cases} f(r), & \text{if } \pi \text{ is minimax for } r \\ 0, & \text{otherwise}. \end{cases}
\]

The MAP estimate of rewards is the vector \( r \) that maximizes \( f(r|\pi) \). Thus we wish to solve the problem

\[
\text{maximize: } f(r) \\
\text{subject to: } p(\pi|r) = 1.
\]

In these games, minimax strategies satisfy the conditions of the following theorem [15, 28].

**Theorem 2 (Minimax Theorem).** Consider a two-person zero-sum game with \( M \times M \) payoff matrix \( A \). There exists a value \( V \), a mixed strategy \( p \) for player 1, and a mixed strategy \( q \) for player 2 such that

\[
A^T p \geq V1_M \\
Aq \leq V1_M,
\]

where \( 1_M \) is the \( M \times 1 \) vector in which every element is 1. Moreover, \( p \) and \( q \) are an equilibrium bi-strategy and \( V \) is the game value if and only if \([15]\) holds.

This theorem has direct implications for inverse learning problems. Consider a static game as a special case of the MIRL problem, where the goal is to recover a \( A \) such that the given bi-strategy \((p, q)\) is a minimax bi-strategy. Hence, the linear constraints \([15]\) give a characterization of the desired constraint set for a two-person zero-sum static game.

We will now extend this approach to a multi-stage stochastic game. Combining Theorem 1 with Theorem 2 a bi-policy \( \pi \) is a minimax bi-policy if and only if

\[
[Q_\pi(s)]^T \pi^1(s) \geq V_\pi(s)1_M \\
Q_\pi(s)\pi^2(s) \leq V_\pi(s)1_M,
\]

for all \( s \in S \). The linear inequalities \([16]\) provide conditions that must hold for the \( Q \)-function and value function of a stochastic game if \( \pi \) is a minimax bi-policy.

Since our ultimate goal is to estimate the reward function of a stochastic game, we must introduce additional constraints relating the \( Q \)-function and value function to rewards. From \([5]\) and \([2]\), recall that

\[
Q_\pi = r + \gamma PV_\pi \\
V_\pi = (I - \gamma G_\pi)^{-1} B_\pi r,
\]

and from \([1], [2] \) and \([10]\), we can deduce that

\[
V_\pi = B_\pi Q_\pi.
\]

Let \( B_{\pi^1|a^2=j} \) denote the \( B_{\pi} \) obtained when \( \pi^1 \) is used as player 1’s policy, and player 2 selects action \( a^2 = j \) in all states. In this notation, the inequalities \([16]\) can be expressed as

\[
B_{\pi^1|a^2=j} Q_\pi \geq B_\pi Q_\pi, \forall j \in A_2 \\
B_{\pi^2|a^1=i} Q_\pi \leq B_\pi Q_\pi, \forall i \in A_1.
\]

Substituting the expression for \( V_\pi \) into the expression for \( Q_\pi \) in \([17]\), we obtain

\[
Q_\pi = r + \gamma P(I - \gamma G_\pi)^{-1} B_\pi r \\
= \left( I + \gamma P(I - \gamma G_\pi)^{-1} B_\pi \right) r.
\]

Finally, letting

\[
D_\pi = \left( I + \gamma P(I - \gamma G_\pi)^{-1} B_\pi \right),
\]

the inequalities \([19]\) can be expressed as

\[
(B_{\pi^1|a^2=j} - B_\pi) D_\pi r \geq 0, \forall j \in A_2 \\
(B_{\pi^2|a^1=i} - B_\pi) D_\pi r \leq 0, \forall i \in A_1.
\]
Now we can formulate a convex quadratic program equivalent to (14). Recall that we use a Gaussian prior in this paper, so the objective function in (14) is log-concave. To obtain an equivalent convex optimization problem, we will instead minimize \(- \ln (f(r))\). Combining (23) with the negative log-prior objective, the optimization problem (14) can be solved as the following equivalent convex quadratic program:

\[
\text{minimize: } - \frac{1}{2} \langle r - \mu_r, \Sigma^{-1} (r - \mu_r) \rangle \\
\text{subject to: } (B_{\pi^* | a_i = 1} - B_\pi) D_r r \leq 0 \\
(B_{\pi^* | a_j = 2} - B_\pi) D_r r \geq 0,
\]

for all \(i \in A_1\) and \(j \in A_2\).

The optimization problem (24) is specific to two-person zero-sum MIRL problems, which is a class of problems in which the reward value depends on both state and bi-actions. The equivalent problem for the case where reward values only depend on state is as follows:

\[
\text{minimize: } - \frac{1}{2} \langle r - \mu_r, \Sigma^{-1} (r - \mu_r) \rangle \\
\text{subject to: } (G_\pi - G_{\pi^* | a_i = 1}) (I - \gamma G_{\pi^*})^{-1} r \geq 0 \\
(G_\pi - G_{\pi^* | a_j = 2}) (I - \gamma G_{\pi^*})^{-1} r \leq 0
\]

for all \(i \in A_1\) and \(j \in A_2\).

It is worth discussing the scalability of the optimization problem. When the problem size, \(n\), is large, the inversion of the covariance matrix, which is usually sparse, is computationally expensive \(O(n^3)\). Even if we obtain the inverse of the covariance matrix (which generally will not be sparse), the objective of this problem includes \(O(n^2)\) quadratic monomials, which may not fit into memory. One way to tackle this problem is to first compute the Cholesky upper-triangle factorial \(R\) of \(\Sigma\), which often is sparse as \(\Sigma\) itself is sparse. Then let \(e = R^T (r - \mu_r)\) and add it to the constraints. Finally, we rewrite our objective as \(\frac{1}{2} e^T e\). This reformulation helps avoid the memory issue.

D. Discussion on Nonunique bi-policies

In the definition of the likelihood function and the convex program (24) we have implicitly assumed that the stochastic game has a unique minimax bi-policy. It is important to note that this assumption need not hold. Indeed for a static two-person zero-sum games there may exist an infinite number of minimax bi-strategies, even though each such game has a unique Nash equilibrium value. In (28), a sufficient condition for the existence of unique bi-strategy for a matrix game is given: the square game matrix \(A\) is nonsingular and \(A^{-1} A^{-1} \neq 0\). Note that this is not the necessary condition for the existence of unique minimax bi-strategy. Rudelson and Vershynin (29) show that a perturbation of any fixed square matrix by a random unitary matrix is well invertible with high probability. From these findings, we can come to conclusion that in a real world two-person zero-sum MIRL problem, a unique bi-policy exists with high probability.

IV. LINEAR D-MIRL

In (18), Reddy et al. consider a decentralized version of MIRL, assuming that the reward of any agent in the multi-agent system only depends on state. Here we extend their approach to a two-person zero-sum MIRL problem in which each agent’s reward depends on state and the actions of both agents. As before, let \(r\) denote player 1’s reward vector.

In (13), the assumption is made that in a multi-agent system all agents reach a Markov Perfect Equilibrium (MPE). This implies that, for all \(s \in S\) and all \(i \in A_1\),

\[Q_\pi (s) \geq Q_{\pi^* | a_i = 0} (s)\]

In (18), rewards are selected to maximize the difference between the \(Q\) value of the observed policy and those of pure strategies, which is analogous to the classical approach to single-agent IRL given in (6). For our notation, the equivalent problem for agent 1 is the following linear program:

\[
\text{maximize: } \sum_{s=1}^{N} \min_{i \in A_1} (\tilde{r}_\pi (s) - \tilde{r}_{\pi^* | a_i = 1} (s)) + \gamma (G_\pi (s) - G_{\pi^* | a_i = 1} (s)) (I - \gamma G_{\pi^*})^{-1} B_\pi r \\
- \Lambda \| r \|_1
\]

subject to: \((B_{\pi^* | a_i = 1} - B_\pi) D_r r \leq 0\),

- \(M (U (r))\): the optimization problem (24) where \(r \in U (r)\).
- \(M (U^* (r))\): a subproblem of (24) constrained by \(r \in U^* (r)\).

We would like to solve the MAP problem for \(G (r)\) that accounts for the possibility of multiple minimax strategies. Even with a generative notion such as the idea that agents will select among equal-value equilibrium strategies with uniform probability, however, it is difficult to develop a likelihood for this problem because we cannot easily characterize the set of minimax equilibrium strategies as a function of \(r\). As a surrogate, one might adopt \(M (U^* (r))\), but again this problem is difficult to define directly. An alternate approach is to first solve \(M (U (r))\). Let \(\tilde{r}\) be the optimal solution to this problem. If \(\tilde{r} \in U^*\) then \(\tilde{r}\) is optimal for \(M (U^* (r))\). If \(\tilde{r} \notin U^*\) then form \(\tilde{r} = \tilde{r} + \epsilon\), for small random perturbation \(\epsilon\). With high probability \(\tilde{r} \in U^* (r)\) (cf. (29)) and will be nearly optimal for \(M (U^* (r))\).
where $\lambda$ is an adjustable penalty coefficient for having too many non-zero values in the reward vector.

V. BAYESIAN IRL

In this section, we will model the two-person zero-sum multi-agent inverse problem as an IRL problem, by focusing on one agent, which can be called the agent of interest and regarding the other agent as part of the inadaptive environment. We extend the BIRL approach developed in [26], which is only applicable to state-dependent reward recovery, to our case where the reward depends on both state and the action of the agent of interest. Note that the reward we want to recover is $r(s, a)$ instead of $r(s, a_1, a_2)$, or $r(s, a_1, j) = r(s, a_1)$ for all $j \in \mathcal{A}_2$. Although we now turn to the MDP framework, the terminology and notation introduced in Section II will be used here, unless otherwise specified.

In [26], rewards are selected to maximize the posterior of the observed state-action pairs given a reward vector $r$, with the likelihood being $1$ if the observed actions are optimal and $0$ otherwise for $r$. For our notation, the equivalent problem for agent 1 is the following linear program:

$$
\begin{aligned}
&\text{minimize:} & & \frac{1}{2} (r - \mu_r)^T \Sigma_r^{-1} (r - \mu_r) \\
&\text{subject to:} & & \left( F_{a_1=1}^r - C_{a_1=1} \right) r \geq 0,
\end{aligned}
$$

for all $i \in \mathcal{A}_1$, where

$$
F_{a_1=1}^r = \left[ \gamma \left( G_{\pi} - G_{\pi^2(a_1=1)} \right) (I - \gamma G_{\pi^2})^{-1} + I \right] C_{\pi^1},
$$

and where $C_{\pi^1}$ is a $N \times NM$ sparse matrix constructed from $\pi^1$, whose $i$th row is,

$$
\begin{bmatrix}
0, \cdots, \pi^1(i, 1), \cdots, 0, \\
\cdots, 0, \cdots, \pi^1(i, M), \cdots, 0,
\end{bmatrix}
$$

and $C_{a_1=1}$ is conceptually similar to $C_{\pi^1}$, except for being constructed from a pure policy.

In the above formulation, $\mu_r$ is the mean of the unknown reward vector as a prior, and $\Sigma_r$ is its covariance matrix. Note here we use the notation introduced in Section VI-B.

VI. NUMERICAL EXAMPLE

In this section, we illustrate the BMIRL method developed in the previous sections on a two-player stochastic game modeled on soccer, and compare results with those obtained from d-MIRL and IRL. Though styled after soccer abstractions in [27], the game considered here is richer in that it models an action shoot, which is a direct attempt to score through a ball kick.

A. Game and Model

The game is played on a $4 \times 5$ grid as depicted in Figure 1. We use A and B to denote two players, and the circle in the figures to represent the ball. Each player can either stay unmoved or move to one of its neighborhood squares by taking one of 5 actions in each turn: $N$ (north), $S$ (south), $E$ (east), $W$ (west), and stand. If both players land on the same square in the same time period, the ball is exchanged between the two players with some probability. In addition, the player who has the ball can shoot, which is to kick the ball toward their opponent’s goal, with a probability of successful shot (PSS) distribution shown in Table I. A shot can be taken from any field position, and the PSS is independent of opponent’s position. It is worth noting that the PSS at one spot is the probability that the agent believes she would make a successful shot if she kicked the ball at that spot, rather than the actual probability of success she achieves during the play. Otherwise the PSS can be statistically calculated easily through observations once we have inferred the goal area by applying an appropriate MIRL approach.

In the game setting, both players act simultaneously in each time period. Player A attempts to score by reaching with the ball or shooting the ball into squares 6 or 11, and player B attempts to score by reaching with the ball or shooting the ball into squares 10 or 15. Once a point is scored or a shooting is missed, the players take the positions shown in Figure 1 and ball possession is assigned randomly.

As a third-party observer, we have very limited knowledge about the game they play. We know that this is a zero-sum game. We also know that both players aim to score points by taking or kicking the ball to somewhere in the field. Assume that we watch their playing sufficiently long so that we can statistically calculate their complete policies and their ball exchange rate $\beta = 0.6$ with a perfect accuracy. We will infer which squares each player must reach in order to score a point (the goal squares), as well as the PSS of each player, by means of recovering their reward vector. For example, the PSS of A in position pos (pos $= 1, 2, \cdots, 20$) equals the corresponding reward value because

$$
r(s, a_1 = \text{kick}, a_2) = 0 \times (1 - \text{PSS}_{\text{pos}}^1) + 1 \times \text{PSS}_{\text{pos}}^1
$$

where $s$ is the state where A’s position is pos. There are in total 800 states in this model, corresponding to the positions of the players and ball possession. Since each player has 6 different actions to choose, each one has a reward vector with a length of $800 \times 6 \times 6 = 28800$. Both players aim to maximize their own total expected points scored, subject to discount factor of $\gamma = 0.9$.

![Fig. 1: Soccer game: initial board](image-url)
It is worth mentioning that in the simulations done in Section VII the PSS of the two agents happens to be symmetric. As there is some possibility this structure might give rise to confusion with the negative symmetry property of rewards, note that reward symmetry is due to the precondition of zero-sum and is unrelated to the PSS distributions of the agents. The experiments could be performed with arbitrary PSS and ball exchange probabilities.

### B. Specification of Prior Information

Recall that the MIRL optimization program requires the specification of two Gaussian prior parameters for A, the mean of the rewards vector \( \mu_r \) and the covariance matrix \( \Sigma_r \). Below we define a concept of strength for prior information that can be expressed independently in the mean and covariance matrix. Later subsections focus on the impact of different priors on the quality of learned rewards.

1) Mean of the Prior

We will use three types of mean reward vectors, namely weak mean, median mean and strong mean, respectively. Note that since this is a zero-sum game, the rewards assigned to B are the negatives of these rewards assigned to A.

- **Weak Mean**: we assign 0.8 point to player A in every state where A has possession of the ball and −0.8 point in every state where player B has possession of the ball;
- **Median Mean**: guessing that A’s goal might be among the rightmost squares, or squares 5, 10, 15 and 20, and symmetrically, B’s goal might be among the leftmost squares, or squares 1, 6, 11 and 16, we assign 1 point to A whenever A has the ball and is in the four leftmost squares, and −1 point to A whenever B has the ball and is in four rightmost squares. Also, when A has the ball and takes a shot, no matter where she is, we assign 0.5 point to A. Similarly, we assign −0.5 point to A when B has the ball and takes a shot. Otherwise, no points will be assigned to A.
- **Strong Mean**: we have a foresight to predict where the goals are for both players, but cannot make a good guess of their PSS distributions. So comparing to median mean, the only difference is that now the potential goal area includes only 2 squares (square 6 and 11 for A and square 10 and 15 for B), rather than 4 squares, for both players.

2) Covariance Matrix

The covariance matrix of the reward vector encodes our belief of the structure of the prior. Based off of our knowledge of this soccer game, we can develop two types of covariance matrices.

- **Weak Covariance Matrix**: an identity matrix, indicating that the reward vector is assumed independently distributed. This is a universal covariance matrix suitable for those MIRL problems in which we neither have knowledge of the structure of unknowns, nor want to make a guess.
- **Strong Covariance Matrix**: a more complex matrix encapsulating some internal information of the reward structure subject to our following beliefs.

1) When A has the ball and takes a shot, the PSS depends only on A’s position in the field; likewise for B.
2) In any state, the reward for A for any non-shoot action is a state-dependent constant; likewise for B.

Note that the strong covariance matrix can be constructed from the correlation matrix, by assuming that the standard deviation of each random variable in the unknown reward vector is the same. In order to avoid singularity, we will add a small perturbation \( \alpha \) to the diagonal of the covariance matrix.

### C. Results Evaluation Metric

To evaluate a recovered result, we simply compute its average reward distance (ARD), which is the average Euclidean distance from the true rewards as follows:

\[
ARD = \left\{ \frac{1}{2NM^2} \left[ (r_i^{\text{rec}} - r_i^\star)^T (r_i^{\text{rec}} - r_i^\star) + (r_j^{\text{rec}} - r_j^\star)^T (r_j^{\text{rec}} - r_j^\star) \right] \right\}^{1/2},
\]

where the \( NM^2 \times 1 \) column vector \( r_i^{\text{rec}} \) and \( r_i^\star \) denote the recovered and original reward of player \( k \). Obviously, the smaller the ARD is, the more accurate the result is.

If only the players’ PSS distributions are of interest, a similar version of the evaluation metric, termed Average PSS Distance (APD) can be defined as

\[
APD = \left\{ \frac{1}{40} \sum_{i=1}^{20} (\theta_i^{\text{rec}}(i) - \theta_0^\star(i))^2 + (\theta_j^{\text{rec}}(i) - \theta_0^\star(i))^2 \right\}^{1/2},
\]

where the \( 20 \times 1 \) column vector \( \theta_i^{\text{rec}} \) and \( \theta_0^\star \) denote the recovered and original PSS of player \( k \), respectively.

### D. Results

Experiments were performed on 6 different priors formed by combining 3 different means and 2 different covariance matrices. A perturbation \( \alpha = 10^{-4} \) was used in the construction of the strong covariance matrices. In all cases, the bi-policy followed by the players (the observed input to MIRL) was computed iteratively from Shapley’s Theorem, discussed in Section II-B. Experiments on Bayesian IRL (we can also specify 6 different priors similar to those introduced in Section VII-B) and d-MIRL were also carried out. Note that the reward vector recovered from IRL can be extended to a MIRL reward vector by letting \( r(s,a^1,j) = r(s,a^1) \) for all \( j \in A_2 \).

Results are shown in Figures 2-7. Take Figure 3 as an example. Recall that we aim to recover 28800 reward values. In each subfigure in (a), the x-axis represents the reward value index (from 1 to 22800) and the y-axis denotes the reward value. The inferred rewards of BMIRL, BIRL and d-MIRL are shown in blue stars, green triangles and black crosses, respectively, with the benchmark ground truth drawn in red.
Fig. 2: Inferred rewards and PSS: weak mean & weak covariance

Fig. 3: Inferred rewards and PSS: weak mean & strong covariance

Fig. 4: Inferred rewards and PSS: median mean & weak covariance

circles in each subfigure. The right three subfigures in (b) show the results of A’s PSSs corresponding to each case. Note that although no shots will be taken at goal positions, for convenience, we set $PSS = 1$ for each player in their goal positions. Table II sorts each experiment with a case number, maps each case to a figure and computes the corresponding
Fig. 5: Inferred rewards and PSS: median mean & strong covariance

Fig. 6: Inferred rewards and PSS: strong mean & weak covariance

Fig. 7: Inferred rewards and PSS: strong mean & strong covariance

APD of the BMIRL rewards. In Case 4, we are also interested in whether the three methods can recover the actual goals for A. We calculate the average reward A receives when A is in square 1, 6, 11 and 16. Results are shown in Figure 8. Now focus on the BMIRL method. It is interesting to consider how the ball exchange rate $\beta$ affects the PSS recovery result. We
E. Analysis of Results

From Figures 4-7 and Table II, we can easily come to a conclusion that generally, among the three methods, BMIRL performs much better than the other two. For BMIRL,

• The closer the mean is to the actual rewards, the better the quality of learned rewards will be, and likewise for the covariance matrix.

• The covariance matrix has a greater influence on the quality of learned than does the mean.

From Figure 8 we see that BMIRL successfully learns the goals for A, while the other two methods fail to do so. Finally, Figure 9 shows that the smaller the $\beta$ is, the less accurate the recovered PSS will be. The reason is that players are inclined to dribble the ball rather than shoot it toward their opponents’ goal when $\beta$ is small, and consequently, observing the strategy of dribbling will not generate constraints that substantially alter the mode of the priors on shooting rewards. For example, when $\beta = 0.2$, the probability of successfully dribbling the ball to the destination for each player is, at worst, $(1-\beta)^4 = 0.407$, which means that a shot will never be taken in positions where the agent’s PSS is 0.3 or 0.1.

VII. MONTE CARLO SIMULATION USING RECOVERED REWARDS

In the previous section, distance metrics in reward and PSS space are used to evaluate the quality of learned rewards. In this section we measure the reward quality in terms of the quality of the forward solution that would be based on the rewards. IRL is often set in the context of apprenticeship learning, in which learned rewards form the basis for anticipating or mimicking the response of agents to unknown situations. In MIRL, the analogous notion is to use learned rewards as the basis for game play in different environmental settings. In this section, we will simulate a series of games, by letting different agents use different rewards generated from the three methods discussed above and play against each other. Being rational, all agents will employ a minimax policy based off of which is the rewards they learned. Specifically, define the following agents:

- A, which uses true rewards;
- B, which uses BMIRL rewards;
- C, which uses BIRL rewards;
- D, which uses d-MIRL rewards.

A full set of agent-to-agent competition then includes the following scenarios:

• B against A;
• B against C;
• B against D.

All those games are simulated in three different environmental settings, where the the ball exchange rates $\beta$ are 0, 0.4 and 1, respectively. Note that the symmetry of PSS values means that the two agents are equally skillful and are supposed to be an equal in match both of them follow reasonable policies generated from learned rewards.

The simulation results are presented in Table III-V. In each table, the first column is the different sets of BMIRL rewards that B employs to develop her minimax policy, where $WM$, $MM$, $SM$, $WC$ and $SC$ stand for weak mean, median mean, strong mean, weak covariance matrix and strong covariance matrix, respectively. The remaining columns are the win or lose (W/L) outcomes of 10000 rounds of games between B and other agents in cases where $\beta$ being 0, 0.4 and 1. For example, in Table III 24.69/25.10 means B beats A with probability 24.69% and loses with probability 25.10%. It indicates that the remaining 50.21% rounds end in a tie. A tie occurs when neither player scores a point. For a more clear comparison, we only count those game episodes ending in win-lose outcomes. Each column except for the first presents B’s winning percentage. Note that in Table IV since there are also 6 sets of BIRL rewards, comparisons are between corresponding sets, e.g., SM-SC BMIRL vs SM-SC BIRL.

Let us coin the term Application Metric (AM) to refer to B’s probability of winning in the soccer example. Table III
| Base Rewards | W/L% (β = 0.4) | W/L% (β = 1) | W/L% (β = 0) |
|--------------|----------------|--------------|--------------|
| WM & WC      | 0.24/0.80      | 0.62/5.33    | 0.50/0.30    |
| WM & SC      | 24.69/25.10    | 25.10/25.30  | 50.66/49.34  |
| MM & WC      | 15.28/25.34    | 14.36/24.69  | 28.44/49.43  |
| MM & SC      | 24.73/25.03    | 24.12/25.18  | 49.84/50.30  |
| SM & WC      | 14.85/24.52    | 14.94/25.50  | 49.31/50.69  |
| SM & SC      | 24.77/25.32    | 24.55/25.43  | 49.84/50.16  |

**TABLE III: B vs A games simulation results**

| Base Rewards | W/L% (β = 0.4) | W/L% (β = 1) | W/L% (β = 0) |
|--------------|----------------|--------------|--------------|
| WM & WC      | 0/0            | 13.50/0      | 0/0          |
| WM & SC      | 23.36/0        | 26.36/0      | 49.98/0      |
| MM & WC      | 12.52/0        | 16.75/0      | 50.26/0      |
| MM & SC      | 22.73/6.74     | 27.30/0      | 49.20/0      |
| SM & WC      | 12.24/0        | 13.26/0      | 49.46/0      |
| SM & SC      | 23.36/0        | 26.48/0      | 49.90/0      |

**TABLE IV: B vs C games simulation results**

shows that A outperforms or ties B in general. This result is reasonable because A uses true rewards. In addition, we compare AM with the previous numerical metric ARD in Figure 10. As expected, a larger ARD results in a smaller probability of winning. What is notable is the sudden crash in probability of winning experienced when ARD becomes sufficiently large. Equivalently, the probability of B’s winning drops sharply when both the mean and covariance are weak. The implication is that inferring the structure of the unknowns is much more crucial than inferring their true values. As for the other two methods, Tables IV-V show that B generally outperforms C or D.

| Base Rewards | W/L% (β = 0.4) | W/L% (β = 1) | W/L% (β = 0) |
|--------------|----------------|--------------|--------------|
| WM & WC      | 0/0            | 0/0          | 0/0          |
| WM & SC      | 25.52/0        | 26.36/0      | 49.98/0      |
| MM & WC      | 12.52/0        | 16.75/0      | 50.26/0      |
| MM & SC      | 24.60/0        | 27.30/0      | 49.20/0      |
| SM & WC      | 12.24/0        | 13.26/0      | 49.46/0      |
| SM & SC      | 25.22/0        | 26.48/0      | 49.90/0      |

**TABLE V: B vs D games simulation results**

then to infer the response in a new environment. Note that normalization is needed before applying the regression. The second experiment is to re-design the game on a 5 * 5 grid, as shown in Figure 11 where A and B’s starting positions are 19 and 7, and their goals are 1 and 25, respectively. The PSS distributions are also re-assigned. Other settings and rules of this new game remain as they are in the old one.

Performance evaluations in these two experiments are conducted through Monte-Carlo simulation as in Section VII. Specifically, in the first experiment, we define agent $B_p$ as using policy-learning method and simulate the scenario of $B$ against $B_p$. In the second experiment, we investigate $B_{5*5}$ against $A_{5*5}$, where $B_{5*5}$ and $A_{5*5}$ denote agents using BMIRL rewards and true rewards in the new game, respectively.

The results of the first experiment, presented in Table VII, show that BMIRL generally outperforms the policy-learning method when a strong covariance matrix is applied in the prior, and generates comparable results with those of the policy-learning method in other cases with the exception of the worst prior condition. In the second experiment, we offer more combinations of mean and covariance as prior information is very critical in the performance of BMIRL. Specifically, we provide one more median covariance matrix, denoted as $MC$, subject to our beliefs that: (1) when A has the ball and takes a shot, the PSS depends only on A’s position in the field; and (2) the reward for A for any non-shoot action is generally strongly correlated. As shown in Table VII results are similar to those from the experiments reported in Table III and confirm the associated conclusions.

![Fig. 10: Two evaluation metrics comparison](image)

**VIII. ADDITIONAL EXPERIMENTS**

Thus far we have demonstrated the performance of our BMIRL algorithm through a numerical experiment. There remain, however, two important questions to address. First, how does our BMIRL approach compare to supervised/semi-supervised learning based policy learning approaches? Second, can we still expect good performance if the game is played on a larger size grid, say, 5 * 5?

This section is dedicated to addressing these two questions through two more experiments in the context of the soccer game. The first experiment is to use multivariate linear regression to learn a linear relationship between predictors (state and the ball exchange rate) and the response (bi-strategies) and then to infer the response in a new environment. Note that normalization is needed before applying the regression. The second experiment is to re-design the game on a 5 * 5 grid, as shown in Figure 11, where A and B’s starting positions are 19 and 7, and their goals are 1 and 25, respectively. The PSS distributions are also re-assigned. Other settings and rules of this new game remain as they are in the old one.

Performance evaluations in these two experiments are conducted through Monte-Carlo simulation as in Section VII. Specifically, in the first experiment, we define agent $B_p$ as using policy-learning method and simulate the scenario of $B$ against $B_p$. In the second experiment, we investigate $B_{5*5}$ against $A_{5*5}$, where $B_{5*5}$ and $A_{5*5}$ denote agents using BMIRL rewards and true rewards in the new game, respectively.

The results of the first experiment, presented in Table VII, show that BMIRL generally outperforms the policy-learning method when a strong covariance matrix is applied in the prior, and generates comparable results with those of the policy-learning method in other cases with the exception of the worst prior condition. In the second experiment, we offer more combinations of mean and covariance as prior information is very critical in the performance of BMIRL. Specifically, we provide one more median covariance matrix, denoted as $MC$, subject to our beliefs that: (1) when A has the ball and takes a shot, the PSS depends only on A’s position in the field; and (2) the reward for A for any non-shoot action is generally strongly correlated. As shown in Table VII results are similar to those from the experiments reported in Table III and confirm the associated conclusions.

![Fig. 11: Soccer game: 5*5 board](image)
In an optimization setting, since deterministic policies are the complete bi-policy of two players is observed, it is more games emerge. While the model in this paper assumes that inverse learning for optimization and inverse learning for in simple static games two important distinctions between Bayesian inference. Although it seems that MIRL is a natural zero-sum stochastic games and presents a solution based on change. Such insight may be useful in game design and will behave if the game environment, rules, or dynamics settings is that the approach offers insight into how agents in the numerical examples. Fortunately, in many real problems would be multi-player, stochastic iterated Prisoners’ Dilemma, management, such as balance adjustment. Effective supervised methods exist for learning policies from observed actions, but policies learned in this fashion do not project into new game environments. The reason is that the optimal policy often changes with environment and hence learning from an old policy may not help to infer a new policy. To see this, consider the abstract soccer game. In Section VII three additional agents B, C and D come up with their own minimax policies by using rewards learned from three different methods, and compete with A in three different environmental settings; the ball exchange rate \( \beta = 0, 0.4 \) and 1. Recall that rewards were learned when \( \beta = 0.6 \). The similarity of two policies, say \( p_1 \) and \( p_2 \), can be measured using the Frobenius distance \( F \), defined as: \( F(p_1, p_2) = \sqrt{\text{tr}((p_1 - p_2)(p_1 - p_2)^T)} \). Table VIII shows the similarity of player B’s policies as a function of \( \beta \). The conclusion to be drawn is that as the environment changes, so does the policy.

| Base Rewards | W/L% (\( \beta = 0.4 \)) | W/L% (\( \beta = 1 \)) | W/L% (\( \beta = 0 \)) |
|--------------|--------------------------|--------------------------|--------------------------|
| WM & WC      | 0.14/1.91                | 0.21/1.80                | 0.36/40                  |
| WM & SC      | 22.54/21.16              | 19.19/18.11              | 47.15/56.45              |
| MM & WC      | 20.82/23.38              | 19.70/17.90              | 40.55/56.85              |
| MM & SC      | 28.89/24.46              | 27.98/16.86              | 49.48/40.08              |
| SM & WC      | 19.79/23.61              | 19.52/17.88              | 50.15/35.65              |
| SM & SC      | 29.04/23.56              | 30.94/20.76              | 50.26/35.44              |

TABLE VI: \( B \) vs \( B\_p \) games simulation results

| Base Rewards | W/L% (\( \beta = 0.4 \)) | W/L% (\( \beta = 1 \)) | W/L% (\( \beta = 0 \)) |
|--------------|--------------------------|--------------------------|--------------------------|
| WM & WC      | 20.90/20.60              | 5.07/4.93                | 25.42/49.78              |
| WM & MC      | 20.90/21.20              | 4.44/4.46                | 24.46/50.34              |
| WM & SC      | 20.12/21.19              | 24.89/25.80              | 43.60/50.24              |
| MM & WC      | 19.41/18.79              | 4.17/4.23                | 24.19/49.11              |
| MM & MC      | 20.94/20.86              | 5.32/5.28                | 25.56/49.94              |
| MM & SC      | 21.02/20.60              | 24.7/24.62               | 43.60/49.98              |
| SM & WC      | 20.02/20.88              | 5.23/5.27                | 25.06/51.34              |
| SM & MC      | 20.03/20.07              | 4.23/4.37                | 26.14/51.06              |
| SM & SC      | 24.81/25.78              | 25.32/24.72              | 49.84/50.16              |

TABLE VII: \( B_{5x5} \) vs \( A_{5x5} \) games simulation results

IX. CONCLUSIONS

This paper introduces the MIRL problem in the setting of zero-sum stochastic games and presents a solution based on Bayesian inference. Although it seems that MIRL is a natural extension of IRL, it in fact presents more challenges. Even in simple static games two important distinctions between inverse learning for optimization and inverse learning for games emerge. While the model in this paper assumes that the complete bi-policy of two players is observed, it is more likely that only actions of the individual players are observed. In an optimization setting, since deterministic policies are assumed, strategies can be inferred exactly from finitely many observations of actions. In the case of games, strategies are often mixed, and so strategies cannot be inferred exactly from finitely many observations of the actions taken in each state. Therefore, we cannot model a player’s strategy as an observation as it can be done in IRL. In the setting of games, strategies must be treated as latent variables that are not observed directly, but bridge the gap between reward functions and observable actions.

Though ideally structured, the numerical examples considered in this section serve to demonstrate the ill-specified nature of the MIRL problem. Neither BIRL nor d-MIRL perform satisfactorily on the numerical examples. The rationale underlying this phenomenon is that there always exist multiple feasible solutions that are consistent with the observations. It is extremely difficult to select a reward function that is closest to the ground truth without a certain amount of domain knowledge. Our proposed BMIRL approach makes use of domain knowledge expressed as priors on the reward function. That distinction, new to the literature of MIRL methods, is why our Bayesian method is superior to the d-MIRL method in the numerical examples. Fortunately, in many real problems domain knowledge would be available to observers.

A principal motivation for the study of MIRL in game settings is that the approach offers insight into how agents will behave if the game environment, rules, or dynamics change. Such insight may be useful in game design and

management, such as balance adjustment. Effective supervised methods exist for learning policies from observed actions, but policies learned in this fashion do not project into new game environments. The reason is that the optimal policy often changes with environment and hence learning from an old policy may not help to infer a new policy. To see this, consider the abstract soccer game. In Section VII three additional agents B, C and D come up with their own minimax policies by using rewards learned from three different methods, and compete with A in three different environmental settings; the ball exchange rate \( \beta = 0, 0.4 \) and 1. Recall that rewards were learned when \( \beta = 0.6 \). The similarity of two policies, say \( p_1 \) and \( p_2 \), can be measured using the Frobenius distance \( F \), defined as: \( F(p_1, p_2) = \sqrt{\text{tr}((p_1 - p_2)(p_1 - p_2)^T)} \). Table VIII shows the similarity of player B’s policies as a function of \( \beta \). The conclusion to be drawn is that as the environment changes, so does the policy.

| \( \beta = 0 \) | \( \beta = 1 \) | \( \beta = 0 \) |
|----------------|----------------|----------------|
| 5.71           | 8.53           | 20.49          |

TABLE VIII: Policy difference w.r.t. \( \beta \)

X. FUTURE WORK

Several directions are suggested for future work. First, generative models are needed for more general scenarios, such as those where a full bi-policy is unobservable. Such scenarios have been discussed in [18], under the assumption that the agents have reached a minimax equilibrium. There is room for methods that can incorporate domain knowledge and informative priors. Second, an extension of our method to those MIRL problems where the state transition matrix is difficult to obtain or estimate is needed. The approach in this paper requires the state transition matrix to be known. It is well known, however, that RL problems can be addressed without knowing the state transition matrix, and this is true for IRL as well [30]. An extension of MIRL to such setting may be worthwhile. Third, an extension is needed to the \( n \)-player, general-sum case. This will likely be challenging, because in general-sum games, multiple equilibria may be associated with different game values. Moreover, the specific assumptions imposed on equilibrium selection will affect the nature of the reward functions recovered from an inverse learning procedure. A good starting point for study of general sum games would be multi-player, stochastic iterated Prisoners’ Dilemma, as the MIRL perspective might allow the interpretation of learned rewards in terms of the dynamics of strategy evolution.
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