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ABSTRACT: We initiate a systematic study of one-loop integrals by investigating the connection between their singularity structures and geometric configurations in the projective space associated to their Feynman parametrization. We analyze these integrals by two recursive methods, which leads to two independent algebraic algorithms that determine the symbols of any one-loop integrals in arbitrary spacetime dimensions. The discontinuities of Feynman diagrams are shown to arise from taking certain “spherical contour” residues in Feynman parameter space, which is geometrically interpreted as a projection of the quadric surface (associated to the Symanzik polynomial at one loop) through faces of the integration region (which is a simplex). This geometry also leads to a manifestly Lorentz-invariant understanding for perturbative unitarity at one loop.
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1 Introduction and Summary

Recent years have seen the surprising emergence of novel mathematical structures, in combinatorics and geometry, underlying the physics of scattering amplitudes. At loop level, much of this progress has been made at the level of the “integrand” of amplitudes [1–3], with comparatively less understanding about the final “integrated” amplitudes themselves (see, e.g., [4–11] for some more recent explorations). One reason for this is that the way in which locality, causality and unitarity are encoded in scattering is not yet properly understood even in perturbation theory at the level of the amplitude itself. This physics is supposed to be encoded in the analytic structure of scattering amplitudes, especially in their intricate structure of branch cuts and discontinuities. In the simplest cases, the integrated amplitudes are polylogarithmic functions of kinematical variables, and the fantastic control of this intricate branch cut structure offered by “symbology” [12–15] has led to a great deal of progress in understanding this structure, but while many important consistency conditions and patterns have been uncovered, especially for $\mathcal{N}=4$ SYM amplitudes, there is still no first-principle understanding of what the symbol for general amplitudes should be.

Indeed, there are still many simple, qualitative questions about integrated amplitudes even at one-loop. Consider some general one-loop integral in $D$ dimensions. It is well-known that the integrals are polylogarithms of weight at most $D/2$ (for $D$ even). Why are they polylogarithms at all? After all, loop integrals are non-compact integrals with poles quadratic in loop momenta, whereas polylogs are integrals over simplices of forms with linear poles. Why is the transcendentality $1/2$ of the number of loop integration variables? And why are the obvious discontinuities of the amplitudes associated with cutting two propagators at a time? For instance for the box integral in four dimensions, the first discontinuity is the unitarity cut, which puts two propagators on shell, while the second discontinuity is given by the leading singularity of the integrand, which puts four propagators on shell. Related to this, how can we understand unitarity even in Lorentz-invariant way, even at 1-loop? The textbook understanding of the cutting rules picks out a special time direction and makes use of the largest time equation, but obviously the final relation between discontinuities and cuts is completely Lorentz invariant, and it would be nice to have a manifestly Lorentz-invariant understanding of it. Finally, and of course most practically, how can we compute loop integrals without actually doing any integrals? It is by now very clear that loop amplitudes are associated with deep algebraic and geometric structures, most extensively seen at low enough loop orders (and for special enough amplitudes) that are polylogarithmic. It is clear that the symbols of these polylogs are answering geometric questions, but which questions precisely, and how can we use the algebra and geometry to write down the answer?
In this paper we will undertake a systematic analysis of one-loop integrals in Feynman parameter space, with a goal of giving a conceptual answer to these qualitative questions. We will find a geometric characterization of the integrals, via “spherical projections” of quadrics and planes naturally arising in the problem. In this introduction we highlight some of the novel points in our presentation, before embarking on a more detailed exposition in the main body of the paper.

We will understand the symbol of the (polylogarithmic) functions that appear from two perspectives; the “differentiation” and the “discontinuity” points of view. Our understanding of the discontinuities in particular involves taking a novel kind of residue of rational functions, which we associate with a “spherical contour”. This will lead to a completely algebraic operation for extracting the symbols, including any rational prefactors, without any need for first carrying out integral reduction to a canonical basis.

Polylogarithms are characterized by “simplification” under differentiation, and taking discontinuities across branch cuts. A (pure) polylogarithmic function of weight \( n \) has the property that its derivative simplifies to a sum over weight \((n-1)\) polylogs as

\[
\frac{d}{d \alpha} F_n = \sum \log(g_\alpha) F_{\alpha,n-1}.
\]  

(1.1)

We can express the \( d \) of all the lower weight polylogs in a similar way, and the entire content of this chain of derivatives is captured by the symbol:

\[
S F_n = \sum g_{\alpha_1 \alpha_2 \ldots \alpha_n} \otimes g_{\alpha_1 \alpha_2 \ldots \alpha_{n-1}} \otimes \cdots \otimes g_{\alpha_1} \otimes g_{\alpha_1}.
\]

(1.2)

By (1.1) obviously the symbols admit of algebraic properties

\[
\cdots \otimes (ab) \otimes = \cdots \otimes a \otimes \cdots + \cdots \otimes b \otimes \cdots, \quad \cdots \otimes \text{(constant)} \otimes \cdots = 0.
\]

(1.3)

The length of each term in \( SF_n \) is identical to its weight, since the differentiation terminates after acting \( n \) times. At the level of the symbols, the differentiation \( d \) acts from the right to the left: chopping off a last symbol entry at each time, and the remaining part associated to it is the symbol of the corresponding lower-weight polylog

\[
d : SF_n \equiv \sum_\alpha SF_{\alpha,n-1} \otimes g_\alpha \longrightarrow \sum d \log(g_\alpha) SF_{\alpha,n-1}.
\]

(1.4)

The operation of taking discontinuities, on the other hand, acts in the opposite direction: the zero or pole of a first entry represents a branch point, and the discontinuity around that branch point itself has a symbol given by dropping off that entry.

\[
\text{Disc}_{\alpha'} : SF_n \equiv \sum g_{\beta'} \otimes SF_{\beta',n-1} \longrightarrow SF_{\alpha',n-1}.
\]

(1.5)
where $\alpha', \beta'$ instead label specific branch cuts.

The “differentiation” and “discontinuity” understanding of polylogarithms is familiar from the standard presentation of polylogs as integrals of forms with linear poles over simplices, as already encountered in the simplest example of the logarithm, which we can express as

$$I = \int_{c}^{d} \frac{dz}{z - a} - \frac{dz}{z - b} = \log \left( \frac{(d - a)(c - b)}{(d - b)(c - a)} \right).$$

(1.6)

For the integral to be well-defined we imagine that the poles $a, b$ are not inside the interval $(c, d)$ on which the integral is defined. The “differentiation” method notes that this (one-dimensional) integral simplifies to a one-lower (zero-dimensional) integral upon taking a derivative with respect to the “external data” $a, b, c, d$. This is especially obvious for the derivatives wrst the boundary points $c, d$. For derivatives wrst $a, b$, we also observe that the derivative of the integrand wrst external data is itself a total derivative: $\frac{\partial}{\partial a} \frac{1}{z - a} = -\frac{\partial}{\partial z} \frac{1}{z - a}$, and thus $\partial_a I$ also localizes to the boundaries of the integration region. The integral expression also makes it clear that $I$ has branch cuts and tells us how to compute the discontinuity across the cut. Suppose we carry $a$ through a closed loop, such that along the way $a$ does path through the integration region $(c, d)$. To keep the integral well-defined we have to deform the integration contour. By the time $a$ returns to its original location, the contour differs from the original one, by a small circle enclosing the pole at $z = a$. This shows that $I$ has a discontinuity, and this discontinuity is computed by the residue of the integrand. Note that the discontinuity itself is a “simpler” function—just the constant “$2\pi i$”.

This integral representation of the logarithm is naturally generalized to “Aomoto Polylogs”, which are a function of two simplices $\Sigma$ and $\Delta$ in an $n$-dimensional projective space [13, 16]. The integrand is a form with simple poles on the boundaries of the simplex $\Delta$, and the integral is performed over the interior of the simplex $\Sigma$. We will find it illuminating to describe the most general object of this type, where the simplices above are replaced by general convex polytopes $P$ and $P'$:

$$\Lambda(P, P') = \int_{P} \Omega_{P'}.$$  

(1.7)

Here $\Omega_{P}$ is the canonical form with logarithmic singularities on the boundaries of $P$, and the integration contour is $P$. It is useful to specify $P$ by giving its faces $H_\iota$, i.e. if the co-ordinates on the projective space are $X^I$, the interior of $P$ is specified by the equations $H_\iota X^I \geq 0$. It is similarly useful to specify the $P'$ by giving the vertices of the polytope $Z_{a_1}'$.

The differentiation method naturally leads to a beautiful geometric expression for the symbol of $\Lambda(P, P')$. We define an admissible sequence $\{Z_{a_1}, Z_{a_2}, \cdots, Z_{a_n}\}$ by the
following property: for each \( \alpha \), \( Z_{a_\alpha} \) must be the pre-image of a vertex of the polytope obtained by projecting \( P \) through the vertices \( Z_{a_1}, \ldots, Z_{a_{n-1}} \). Similarly, we define an admissible sequence of facets of \( \mathcal{P} \), \( \{H_{i_1}, H_{i_2}, \ldots, H_{i_a}\} \) by the property that \( H_{i_\alpha} \) is a face of the polytope restricted sequentially to the boundaries \( H_{i_1}, \ldots, H_{i_{a-1}} \). Note that any allowed sequence \( \{Z_{a_1}, \ldots, Z_{a_n}\} \) can be thought of projecting the entire polytope down to one dimension. A one-dimensional polytope is just an interval, so all of \( \{Z_{a_1}, \ldots, Z_{a_n}\} \) are projected to one boundary. Thus, all the other vertices of the original polytope have either been projected down to the same boundary or are all on the same side of this boundary. In other words, for all the vertices \( Z_b \notin \{Z_{a_1}, \ldots, Z_{a_{n-1}}\} \) for which \( \langle Z_{a_1} \cdots Z_{a_{n-1}} Z_b \rangle \neq 0 \), all the signs of \( \langle Z_{a_1} \cdots Z_{a_{n-1}} Z_b \rangle \) are the same. We call this sign \( s[Z_{a_1} \cdots Z_{a_{n-1}} Z_b] \). There is a similar sign associated with the admissible sequence of hyperplanes, \( s[H_{i_1} \cdots H_{i_n}] \). With these definitions, the symbol is given by

\[
\mathcal{S}_\Lambda(\mathcal{P}, P) = \sum s[Z_{a_1} \cdots Z_{a_n}] s[H_{i_1} \cdots H_{i_n}] \times \times (Z_{a_1} \cdots Z_{a_n}, H_{i_1} \cdots H_{i_n}) \otimes \cdots \otimes (Z_{a_1} Z_{a_2}, H_{i_1} H_{i_2}) \otimes (Z_{a_1}, H_{i_1}).
\] (1.8)

Here the summation is over all the admissible sequences \( \{Z_{a_1}, \ldots, Z_{a_n}\} \) and \( \{H_{i_1}, \ldots, H_{i_n}\} \), and the pairing, e.g., \( (Z_1 Z_2, H_1 H_2) = (Z_1 Z_2)^{[H_1 I_2]} (H_1 H_2)^{[I_1 I_2]} \), where the group of indices on both sides are antisymmetrized. It is easy to intuitively understand how this form emerges from the “differentiation” method. For instance, clearly when differentiating with respect to the planes \( H_i \) of \( \mathcal{P} \), the integral localizes to the corresponding boundary. Similarly, as we will see the derivative of the form \( \Omega \) with respect to one of the vertices \( Z_{a_\alpha} \) of \( P \) is related to an \( X \) derivative of the one-lower canonical form of the \((n-1)\) dimensional polytope obtained by projecting through \( Z_{a_\alpha} \).

Quite beautifully, we can see explicitly that exactly the same symbol, read from the left to the right, captures the discontinuities of \( \Lambda(\mathcal{P}, P) \), with the role of faces and vertices of the polytopes interchanged. As with the example of the logarithm, the discontinuities are associated with the residues of the integrand. Now a residue of \( \Omega(X, P) \) is associated with a face \( G \) of \( P \), and as we move the external data through a closed cycle, there is a discontinuity when this hyperplane “slices off” one of the vertices \( V \) of the integration region polytope \( \mathcal{P} \). Thus the branch point (and so a first symbol entry) is given by \( (G \cdot V) \), and the discontinuity itself is evaluated by computing the integral of the (one-lower-dimensional residual form taking the residue of \( \Omega \) on \( X \cdot G \to 0 \)) over the projection of the integration region polytope \( \mathcal{P} \) through the vertex \( V \). But this is exactly reproduced by reading the expression we have given for the symbol forwards! This is due to a simple geometric fact about the sequences \( \{Z_{a_1}, \ldots, Z_{a_n}\} \). An equivalent characterization of this sequence is that for all \( \alpha \), \( \{Z_{a_{\alpha+1}}, \ldots, Z_{a_n}\} \) is a face of the polytope, contained in the face \( \{Z_{a_\alpha} Z_{a_{\alpha+1}} \cdots Z_{a_n}\} \). It is this simple
geometric duality between “projection through points” and “inclusion in faces” that underlies the dual, “backwards-forwards” interpretation of the symbol as keeping track of “derivatives” and “discontinuities”.

Note that, given the expression for the “standard” Aomoto polylogs associated with a pair of simplices \((\Delta, \Delta)\), we could of course obtain the formula for general polytopes \((P, P)\) simply by triangulating each of \(P, P\) as a sum over simplices. But such an expression would have spurious contributions to the symbol that only cancel in the sum. The expression we have given is instead completely intrinsic and invariant, and is independent of any triangulations\(^1\).

The above example will be the template with which we will attempt to understand one-loop integrals. Working in Feynman parameter space, one-loop integrals have the general form of an integral over a simplex in some \(n\)-dimensional projective space, where the integral has quadratic poles in the coordinate \(X\), so that we will be interested in general integrals of the form

\[
\int_{\Delta} \frac{\langle X d^n X \rangle T_{I_1 \cdots I_2 \cdots n-1} X^{I_1} \cdots X^{I_2 \cdots n-1}}{(Q_{IJ} X^I X^J)^p},
\]

where \(\langle \cdots \rangle\) denotes the contraction by the Levi-Civita symbol. It will be convenient to think of the simplex as given in a canonical form with facets given by basis vectors, i.e. a point \(X^I\) is in the simplex if \(X = [x_0 : x_1 : \cdots : x_n]\) with \(x_i/x_0 \geq 0\) (\(\forall i = 1, \ldots, n\)).

For completely generic one-loop integrals in \(D\) dimensions, the tensor \(T\) and the quadric \(Q\) are not completely generic, but our methods will apply to all the interesting degenerate cases as well. For clarity of presentation, we begin be discussing the special case with integrals over odd-dimensional spaces with trivial numerator, which we can naturally normalize as

\[
\epsilon_{2n} = \int_{\Delta} \frac{\langle X d^{2n-1} X \rangle \sqrt{-\det Q}}{(Q X X)^n}.
\]

With this normalization this integral will turn out to be a pure polylog of weight \(n\). Of course this integral has been computed in antiquity, but we will describe it in a way that will be useful for the most general case. The differentiation method is quite straightforward. Once again we find that derivatives of the integrand wrst the external data \(Q\) is itself a total derivative, and we localize to a one-lower dimensional boundaries of the original simplex. But the new integrand on the boundaries turns out to be a total derivative by itself, and so we further localize to co-dimension 2 boundaries of the original simplex, which is guaranteed to be an integral of the same type but with

\(^1\)An application of this understanding of “polytope” polylogarithms to the computation of cosmological correlators associated with “cosmological polytopes” has been given in [17]
\( n \to (n - 1) \), and with a new simplex and new quadric. The final expression for the symbol takes an interesting form:

\[
S_{e2n} = C \sum_\rho \rho_{2n-1} \rho_{2n} \otimes \cdots \otimes \rho_{3} \rho_{4} \otimes \rho_{1} \rho_{2},
\]

where \( C \) is merely some overall constant, and the summation \( \rho \) is over all ordered partition of the \( 2n \) labels into \( n \) symmetric pairs. Let us explain the notation for a specific partition \( \rho \). To compute the entry \( \rho_{2k-1} \rho_{2k} \) for some \( k \), we first truncate the quadric \( Q \) into \( \hat{Q}_{\{\rho_1, \ldots, \rho_{2k-2}\}} \) by deleting its rows and columns labeled by \( \{\rho_1, \ldots, \rho_{2k-2}\} \), and then pick out the \( 2 \times 2 \) submatrix of its inverse that are labeled by \( \{\rho_{2k-1}, \rho_{2k}\} \). This submatrix specifies a quadric in a one-dimensional projective space and naturally induces a log whose argument become the corresponding entry \( \rho_{2k-1} \rho_{2k} \). Explicitly we have that

\[
\rho_{2k-1} \rho_{2k} = r\left((Q_{\{\rho_1, \ldots, \rho_{2k-2}\}})^{-1}_{\{\rho_{2k-1}, \rho_{2k}\}}\right),
\]

where the function \( r(M) \) of a \( 2 \times 2 \) matrix \( M \) is defined to be

\[
r(M) = \frac{M_{12} - \sqrt{(M_{12})^2 - M_{11}M_{22}}}{M_{12} + \sqrt{(M_{12})^2 - M_{11}M_{22}}}. \tag{1.13}
\]

We name this as the \textit{ratio of roots} of \( M \), as it is obviously the ratio of the two roots of the corresponding 1d quadric.

Let us now discuss the “discontinuity” understanding of the same integral. Here we have a basic obstruction: the integrand \( \langle X d^n X \rangle / (XXQ)^n \) clearly does not have any ordinary residues at all! Fortunately, there a different notion of “residue” is relevant. In order to motivate it, consider the 1-form with a double-pole in one variable, \( dz/z^2 \). Clearly, any integral of this form over a closed contour gives zero. A fancier way of saying this is to think of this as a 1-form with a double-pole on \( P^1 \), \( \langle \lambda d\lambda \rangle / (a^2) \). Any “integral” of this form would have to give us a function of weight \(-2\) in \( a \), but no such invariant exists since \( \langle aa \rangle = 0 \). But let’s now consider a 2-form with a double pole in two variables, \(-dwdy/(y-w)^2 \). Putting \( y = -1/z \), the form becomes \( dzdw/(zw+1)^2 \). But now there is a natural “spherical” contour on which we can integrate this form to get something non-zero:

\[
\int_{w=\bar{z}} \frac{dzdw}{(wz+1)^2} = 2\pi \int_0^\infty dr \frac{r}{(r^2+1)^2} = \pi \tag{1.14}
\]

We can again say this in a fancier way, thinking in terms of a form on \( P^1 \times P^1 \). This time, there is a natural “residue” that we can algebraically associate with the form,
with the correct projective weights:

$$\int_{\text{spherical contour}} \frac{\langle \lambda d\lambda | \tilde{\lambda} d\tilde{\lambda} \rangle}{\langle \lambda | Q | \tilde{\lambda} \rangle^2} = \pi \times \frac{1}{\det Q}$$

(1.15)

Indeed, just as ordinary residues can be defined simply as an algebraic operation on the form, similarly spherical contours can be defined on any form on $\mathbb{P}^1 \times \mathbb{P}^1$. Either by computing the integral on the same contour with $w = \bar{z}$, or by same algebraic logic as the above, we can define the spherical contour for a general form as

$$\int_{\text{spherical contour}} \frac{\langle \lambda d\lambda | \tilde{\lambda} d\tilde{\lambda} \rangle}{\langle \lambda | Q | \tilde{\lambda} \rangle^2} \lambda_{\alpha_1} \ldots \lambda_{\alpha_m} \tilde{\lambda}_{\tilde{\alpha}_1} \ldots \tilde{\lambda}_{\tilde{\alpha}_m} \propto \pi \times \frac{Q^{-1}_{\alpha_1 \tilde{\alpha}_1} \ldots Q^{-1}_{\alpha_m \tilde{\alpha}_m}}{\det Q}$$

(1.16)

Now, given any quadric $Q$ in any number of variables, with poles given by powers of $(XQX)$, for generic $Q$ we can always take a spherical residue in pairs of variables. We pick a pair of the variables $x_i, x_j$. By a linear transformation we can always put the quadric in the form $XQX = ax_i^2 + b$, and then we can take the $\mathbb{P}^1 \times \mathbb{P}^1$ spherical residue on this pair of variables. We can say this more invariantly by defining a natural $\mathbb{P}^2$ notion of spherical residue. Consider a general quadric in two variables $x_i$ of the form $x_i x_j q_{ij} + x_i c_i + d$. Let’s group these variables into $X^I = (1, x_1, x_2)$, we also have a natural plane at infinity $L_I = (1, 0, 0)$. Then, the spherical residue is defined as

$$\int_{X \cdot L > 0} \frac{\langle \lambda d^2 X | \tilde{\lambda} d\tilde{\lambda} \rangle}{\langle \lambda | Q | \tilde{\lambda} \rangle^2} (XQX)^2 \propto \pi \times \frac{(Q^{-1} L)_I}{\sqrt{\epsilon_{I_1 I_2 J_3} \epsilon_{I_1 J_2 J_3} Q_{i_1 j_1} Q_{i_2 j_2} L_{I_1} L_{J_1}} L_{I_2} L_{J_3}}$$

(1.17)

and we can obtain the most general spherical contour integral with extra numerator factors by differentiating with respect to $q$. Note that the spherical contour is well-defined so long as the quadric is non-degenerate.

Armed with the notion of spherical contours and residues, we can now discuss the “discontinuity” method for computing the symbol of general integrals with powers of quadric poles, as usual reading the symbol in the opposite direction as the “differentiation” method. This method will allow us to compute the symbol even for “non-pure” integrals. We again pick a pair of Feynman parameters $x_i, x_j$, and first consider setting all other parameters to zero. This is (projectively) a 1-dimensional space $V_{ij}$. Now, the choice of $(ij)$ is associated with a natural block decomposition of the full quadric $Q$ as

$$Q = \begin{pmatrix} Q_{(i,j)} & P^T_{(i,j)} \\ P_{(i,j)} & Q_{(i,j)} \end{pmatrix}$$

(1.18)

Said geometrically, $Q_{(i,j)}$ is the restriction of the quadric to the projective line $V_{ij}$. This quadric associates to a log, whose argument is a first entry of the symbol. Explicitly,
it is again computed by the ratio of roots

$$r(Q_{(i,j)}^{-1}),$$

(1.19)

following the same formula (1.13). Moving on to the next entry, we encounter a new quadric $Q^{(ij)}$ resulting from the spherical contour integral discussed above. Geometrically, this is understood to be the original quadric $Q$, \textit{projected through} the line $V_{(ij)}$. Algebraically, we have that

$$Q^{(ij)} = Q_{\{i,j\}} - P_{\{i,j\}}(Q_{\{i,j\}})^{-1}P_{\{i,j\}}^T.$$  

(1.20)

We then begin with this new quadric, choose another pair $(i', j')$, and following the same prescription the second entry following the one worked out above is

$$r[(Q^{(ij)}_{(i',j')})^{-1}].$$

(1.21)

We then continue taking spherical contours in any way we can, recording the symbol entries as we go. The process ultimately terminates when we can no longer take any spherical contours, when the quadric is degenerate to a certain degree. There may still be many integration variables left at this point, but it is guaranteed that the final integral yields just a rational expression, and this rational is exactly the coefficient of the symbol term obtained in this way. For pure integrals, this way of determining the symbol coincides precisely with the “differentiation” picture read in the opposite direction, for a similar geometric reason as seen for Aomoto polylogs.

Let us illustrate how the spherical contour computation of the symbol works with a simple example familiar from $\mathcal{N} = 4$ SYM computations: the finite one-loop hexagon integral with “mixed numerator”.

![Hexagon Diagram]

It is conveniently expressed as an integral over lines $(AB)$ in momentum-twistor space, and we can easily go to Feynman parameter space:

$$I = \int_{AB} \frac{\langle AB(612) \cap (234) \rangle \langle AB46 \rangle}{\langle AB12 \rangle \langle AB23 \rangle \langle AB34 \rangle \langle AB45 \rangle \langle AB56 \rangle \langle AB61 \rangle}$$

$$= \frac{\langle 6124 \rangle \langle 2346 \rangle}{\langle 6134 \rangle \langle 1245 \rangle \langle 2356 \rangle \langle XQX \rangle^4} \int_0^\infty \frac{\langle XdX^5 \rangle T[X^2]}{(XQX)^4},$$

(1.22)
where the quadric

\[
Q = \frac{1}{2} \begin{pmatrix}
0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & u_1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & u_2 & 1 \\
u_1 & 1 & 0 & 0 & 0 & u_3 \\
1 & 1 & u_2 & 0 & 0 & 0 \\
0 & 1 & 1 & u_3 & 0 & 0
\end{pmatrix}
\]  \hspace{1cm} (1.23)

only depends on the crossratios

\[
u_1 = \frac{\langle 1234 \rangle \langle 4561 \rangle}{\langle 1245 \rangle \langle 3461 \rangle}, \quad u_2 = \frac{\langle 2345 \rangle \langle 5612 \rangle}{\langle 2356 \rangle \langle 4512 \rangle}, \quad u_3 = \frac{\langle 3456 \rangle \langle 6123 \rangle}{\langle 3461 \rangle \langle 5623 \rangle}.
\]  \hspace{1cm} (1.24)

And the numerator is a degree-2 polynomial

\[
T[X^2] = XQX - 6 \left( \frac{u_2}{\langle 2346 \rangle} x_5 - \frac{\langle 1256 \rangle}{\langle 2345 \rangle} \langle 5612 \rangle x_6 \right) \left( -\frac{\langle 6124 \rangle \langle 2345 \rangle}{\langle 1245 \rangle} u_2 x_2 + \langle 2346 \rangle x_3 \right).
\]  \hspace{1cm} (1.25)

This integral is known to have uniform transcendental weight 2 but is not pure.

Let’s now work out one of its symbol terms together with the corresponding rational coefficient using spherical contours. To be specific, let us project through the (46) direction. The corresponding first symbol entry is determined by the 2 × 2 submatrix

\[
Q_{\{4,6\}} = \begin{pmatrix} 0 & u_3 \\
u_3 & 0 \end{pmatrix}
\]

is \(u_3^2 \otimes \cdots\) (in the computation the quadric under consideration is a bit special, such that the ratio of roots is not directly applicable, and one needs to refer to the general formula (6.23)). To obtain the integral associated to the projection, we perform an affine transformation to block diagonalize \(Q\) such that entries labeled by \(\{4,6\}\) are isolated from the rest, i.e.,

\[
x_4 \mapsto \frac{\sqrt{u_3 x_4 - x_2 - x_3}}{u_3}, \quad x_6 \mapsto \frac{\sqrt{u_3 x_6 - x_1 - u_1 x_2}}{u_3},
\]  \hspace{1cm} (1.26)

and then assign \(x_4 = re^{i\theta}, x_6 = re^{-i\theta}\) and integrate over \(r \in [0, \infty), \theta \in [0, 2\pi]\). The resulting projected quadric reads

\[
- \frac{1}{u_3} x_1 x_2 - \frac{u_1}{u_3} x_2^2 + \left(1 - \frac{1}{u_3}\right) x_1 x_3 - \frac{u_1}{u_3} x_2 x_3 + x_1 x_5 + x_2 x_5 + u_2 x_3 x_5 + x_4 x_6.
\]  \hspace{1cm} (1.27)

Next we do another projection through the (12) direction. The analysis is the same as what we did just now. The first two entries are thus determined as \(u_3^2 \otimes u_1 u_3 \otimes \cdots\). As a result of these two projections we obtain the integral

\[
\frac{\langle 6124 \rangle \langle 2346 \rangle}{8 \langle 6134 \rangle \langle 1245 \rangle \langle 2356 \rangle} \int_0^\infty \frac{\left( u_1 x_3 - x_5 + u_1 x_5 + u_5 x_5 \right) \left( u_5^{-1} u_2 x_3 - x_3 + u_3 x_3 + u_3 x_5 \right)}{(u_1 (u_3 - u_1) x_3^2 + (1 - u_1 - u_2 - u_3 + 2u_1 u_3) x_3 x_5 + u_3 (u_1 - 1) x_5^2)^2}.
\]  \hspace{1cm} (1.28)
with \( u_5 = \frac{(1246)(2345)}{(2346)(1245)} \). This remaining one-dimensional integral turns out to be a rational function \( \frac{1}{4} \frac{(1346)}{(1345)(1356)} \). This indicates that the symbol term terminates at length two, and the integral above computes exactly the rational coefficient in front. Hence from this sequence of projections we read out the term

\[
\frac{1}{2} \frac{(1346)}{(1345)(1356)} u_3 \otimes (u_1 u_3).
\]

(1.29)

This can be decomposed into two terms \( u_3 \otimes u_1 \) and \( u_3 \otimes u_3 \). The former indeed appears in the symbols for this diagram with the expected coefficient, the latter cancel away with some other terms from other choices of projections.

The picture of spherical contours also give us a transparent connection with cuts of the loop integrand. Indeed, taking a spherical contour on a pair of Feynman parameters \( x_i, x_j \) corresponds precisely to cutting the corresponding propagators in the loop integrand! In other words, the new Feynman parameter integrand obtained by taking the \((i, j)\) spherical contour, exactly corresponds to the Feynman parametrization of the cut integral putting the \((i, j)\) propagators on shell.

We have now seen two integral representations for polylogarithms: the apparently more “obviously” polylogarithmic Aomoto form, with discontinuities computed by ordinary residues, and the form with integrals over forms with quadric poles, associated with the apparently more exotic spherical contours. But in fact quite beautifully, the “quadric” form is in fact more fundamental, and reproduce the Aomoto polylogs as a special case! This is seen in the by-now familiar expression of the canonical form \( \Omega_P \) with logarithmic singularities on the polytope \( P \), as a volume integral over the dual polytope \( \tilde{P} \). This gives us a more fundamental expression for the Aomoto polylog

\[
\Lambda(\tilde{P}, P) = \int_{X \subset \tilde{P}, Y \subset P} \frac{\langle X d^n X \rangle \langle Y d^n Y \rangle}{(X \cdot Y)^{1+n}}
\]

(1.30)

Note that this is exactly of the general form of an integral over a \((2n)\) dimensional projective space, with a pole given by a power of the quadric \((X \cdot Y)!\) Thus the story of spherical projections through quadrics and planes also gives an understanding for the “standard” presentation of polylogarithms as well.

We hope that this kind of geometric characterization and algebraic determination of one-loop integrals will extend in a natural way beyond one-loop, the exploration of which we leave to future work. But let us conclude this high-level summary of some of the main results of the present paper with an invitation to the subsequent sections. The main contents of the paper divide into two relatively independent parts. The first part (Section 2 to 5) investigates the differentiation method, while the second part (Section 6 to 9) introduces the discontinuity method.
In Section 2, we inspect two elementary classes of quadric integrals, which we denote as $E_n$ and $E_{n,1}$. With these integrals we present the general features in using the differentiation method to determine symbols. In particular, as mentioned above for quadric integrals every differentiation reduces the (effective) number of integrations by 2, and each specific symbol entry is shown to be identical to the ratio of two roots of some quadratic polynomial, for which we derive the general formula. Technical details of some derivations and proofs in this section are collected in Appendix C and D.

In Section 3, we apply the technique in Section 2 to scalar Feynman diagrams with $n < d + 2$. Explicit examples include massive and massless diagrams in 4d and 6d. Among these, the complete result for 6d scalar hexagon is listed in Appendix E.

In Section 4, we generalize the above method to arbitrary quadric integrals, including situations when the Feynman parametrization involves non-trivial tensor structure, as well as when the quadric is degenerate. General structural patterns of the quadric integrals are commented at the end of this section.

In Section 5, we analyze more general Feynman diagrams at one loop following the discussion in Section 4. To illustrate the technical details we provide two examples of finite hexagons in 4d, one with and the other without unit leading singularities, as well as example of parity-odd diagrams, and diagrams that give rise to a summation of transcendental functions with different weights.

In Section 6, we switch to the discontinuity analysis. We motivate and define the basic tool in extracting discontinuities of quadric integrals: what we referred to above as spherical contours. Correspondingly we provide a new prescription for determining the symbols of elementary quadric integrals, where the discontinuities play the essential role. We prove the equivalence between this discontinuity algorithm and that from the differentiation as discussed in Section 2. At the end we also present a duality among $E_n$ integrals, with a detailed proof contained in Appendix G.

In Section 7, we generalize the analysis of spherical contours to arbitrary quadric integrals. Some features in this analysis are further illustrated by applying the method explicitly to the same set of examples as in Section 5.

In Section 8, we explain in detail the geometric interpretation of the spherical contours, as projections. We also discuss about a new notion of $S^1$ contours, which leads to a fibration of the spherical contours, and also makes properties of integrals in odd spacetime dimensions transparent. We then generalize these discussions to arbitrary projections and explain their connections to contours and discontinuities of the quadric integrals. A general proof for the integrability of the resulting symbols is provided at the end.

In Section 9, we explain the equivalence between the representation of discontinuities from the spherical contours and the Feynman parametrization of unitarity cut
of diagrams, which leads to a proof for unitarity of Feynman diagrams at one loop that is manifestly Lorentz-invariant. Feynman parametrization for more general cuts is discussed in Appendix H.

In both the differentiation and the discontinuity method situations with degenerate quadric call for extra care. While we collect some results in Section 2, 4 and 8, and detailed discussion on this is provided in Appendix F.

Finally in Appendix B we present a detailed account on the Aomoto polylogarithms using both the differentiation and the discontinuity analysis, together with their geometric interpretation, and explain their connection to the quadric integrals.

A brief summary of some notational conventions used in this paper is collected in Appendix A for easy look-up.

2 Differentiation I: Basic Quadric Integrals

2.1 The basic quadric integrals

We begin with two basic families of integrals, indexed by an integer $n$

$$E_n \equiv E_{n,0} \equiv \int_{\Delta} \frac{\langle X^{d-1}X \rangle}{(XQX)^{\frac{n}{2}}},$$

$$E_{n,1} \equiv \int_{\Delta} \frac{\langle X^{d-1}X \rangle \langle LX \rangle}{(XQX)^{\frac{n+1}{2}}},$$

where

$$\langle X^{d-1}X \rangle = \frac{\epsilon_{I_1 \ldots I_n}}{(n-1)!} X^{I_1} dX^{I_2} \wedge \cdots \wedge dX^{I_n}, \quad \epsilon_{1 \ldots n} = 1,$$

and $\Delta$ denotes a simplex contour in $\mathbb{CP}^{n-1}$, specified by its vertices $\{V\}$ or boundary hyperplanes $\{H\}$. Whenever there is no ambiguity we omit explicit tensor contractions but write according to the sequence in which the indices are contracted, e.g., $XQX \equiv X^I Q_{IJ} X^J$ and $LX \equiv L_I X^I$. More about the conventions used in this paper are summarized in Appendix A.

By definition these are projective integrals in $\mathbb{CP}^{n-1}$, invariant under an arbitrary $\text{PGL}(n)$ action on the coordinates $X$. This implies that whatever function arising from such an integral has to be a function only of the invariants constructed out of $\{\Delta, Q, L\}$, e.g., $V_i Q V_j$.

In practice one can always transform into a frame where the simplex is canonical, i.e., the $i$th boundary is defined by $x_i = 0$, so that $Q_{ij} \equiv V_i Q V_j$. We call this frame the canonical frame, and throughout the paper we will assume to always work in it, unless otherwise stated. This frame is also what one naturally lands on from a straightforward Feynman parametrization.
For physical applications, \(d\)-gons and \((d+1)\)-gons in \(d\) dimensions are of the type \(E_d\) and \(E_{d+1,1}\), respectively. But to generalize the discussion we consider arbitrary \(\{Q, L\}\), which do not necessarily originate from an actual Feynman integral.

More generally, we refer the name “quadric integral” to any projective integral whose integrand singularity only comes from a single quadric and whose contour is a simplex, i.e., integrals of the form

\[
E_{n,k} = \int_{\Delta} \frac{\langle Xd^{n-1}X \rangle T[X^k]}{(XQX)^{\frac{n+k}{2}}},
\]

where \(T[X^k] \equiv T_{I_1 \ldots I_k}X^{I_1} \cdots X^{I_k}\) denotes some symmetric tensor of rank \(k\).

The family of \(E_n\) integrals stand out as essential objects in our discussion. On the one hand, they are “minimal”: as we will show later, an arbitrary quadric integral is a linear combination of \(E_n\) integrals. Also every quadric \(Q\) uniquely defines an \(E_n\) integral. On the other hand, they are “maximal”: the symbol of an arbitrary quadric integral is in a sense always embedded inside the symbols for the \(E_n\) integral defined by the quadric \(Q\) therein. Hence it is crucial to understand in great detail the structure of these objects.

For the time being we assume that the quadric is non-degenerate, i.e.,

\[
Q \neq 0.
\]

### 2.2 \(E_{n,1}\)

Any \(E_{n,1}\) integral involves an obviously trivial integration, because its integrand is always exact

\[
\frac{\langle Xd^{n-1}X \rangle (LX)}{(XQX)^{\frac{n+1}{2}}} = \frac{1}{n-1} \frac{\langle (Q^{-1}L)Xd^{n-2}X \rangle}{(XQX)^{\frac{n+1}{2}}},
\]

which can be verified using the Schouten identity

\[
dX^I \langle AXd^{n-2}X \rangle + A^I \langle Xd^{n-1}X \rangle - X^I \langle Ad^{n-1}X \rangle = 0, \quad \forall A^I.
\]

Thus we are able to localize the integral on each of the codim-1 boundaries \(\{H_i\}\).

Since we work in the canonical frame, each boundary \(H_i\) is defined by \(x_i = 0\); the localization onto \(H_i\) is merely to set to zero the \(i^{th}\) component of \(X\) (denote it as \(X_{(i)}\)), and correspondingly we obtain a new integral in one lower dimensions, with the new quadric \(Q_{(i)}\) obtained by deleting entries labeled by \(i\). Explicitly, we have

\[
E_{n,1} = \sum_{i=1}^{n} H_i \frac{1}{n-1} \int_{\Delta_{(i)}} \frac{\langle X_{(i)}d^{n-2}X_{(i)} \rangle}{(X_{(i)}Q_{(i)}X_{(i)})^{\frac{n-1}{2}}},
\]
In the above \((H_iQ^{-1}L)\) merely extracts the \(i\)th component of the vector \(Q^{-1}L\). \(\Delta_{(i)}\) denotes the facet on the hyperplane \(H_i\), which is again canonical in \(\mathbb{C}P^{n-2}\). This confirms that each \(E_{n,1}\) integral is merely a linear combination of \(E_{n-1}\)’s.

Before we move on, note that the decomposition obtained above is not unique, since one can always add some exact \((n-2)\)-form inside \(d\)X in (2.6). However, it is special because the coefficients in the decomposition constitute a vector \(Q^{-1}L\), which is actually the intersection point of all hyperplanes tangent to \(Q\) at points in the intersection of \(Q\) and \(L\), because

\[
AQ(Q^{-1}L - A) = 0, \quad \forall A \text{ s.t. } AQA = LA = 0. \tag{2.9}
\]

This simplest case in 2d is illustrated in Figure 1.

![Figure 1. Geometric interpretation of \(Q^{-1}L\).](image)

### 2.3 \(E_n\)

To make the analysis clean, we properly normalize \(E_n\) integrals into

\[
e_n = \sqrt{-q} E_n, \quad q \equiv \det Q. \tag{2.10}
\]

We choose to study the structure of \(e_n\) using the differentiation method. In order to quickly observe the expected structure, it is convenient to differentiate wrt the boundaries \(H_i\). Note that there always exists a frame where \(Q\) is purely an identity, so that the information about the integral is fully pushed to the definition of the integration region. Hence it suffices to check the differentiation wrt \(H_i\). Explicitly we have

\[
d_H e_n = \int_{-\infty}^{+\infty} \frac{\sqrt{-q} \langle X d^{n-1} X \rangle}{(X Q X)^{\frac{n}{2}}} (dH_i X) \delta(H_i X) \prod_{k \neq i} \theta(H_k X)
\]

\[
= - \int_{\Delta_{(i)}} \frac{\sqrt{-q} \langle X_{(i)} d^{n-2} X_{(i)} \rangle ((dH_i)_{(i)} X_{(i)})}{(X_{(i)} Q_{(i)} X_{(i)})^{\frac{n}{2}}}, \tag{2.11}
\]
where $d_{H_i} \equiv dH_i \partial_{H,i}$ (no summation on $i$). This explicitly becomes an $E_{n-1,1}$ integral on the codim-1 boundary $\Delta_i$. Following the previous discussion it can be further localized onto the set of codim-2 boundaries bordering $\Delta_i$, giving rise to

$$d_{H_i} e_n = \sum_{j \neq i} \frac{-1}{n-2} \sqrt{\frac{q}{q(i,j)}} (dH_i)_{(i)} Q^{-1}_i (H_j)_{(i)} \int_{\Delta(i,j)} \sqrt{-q(i,j)} \langle X(i,j) q^{n-3} X(i,j) \rangle \langle (X(i,j) Q(i,j) X(i,j))^{n-2} \rangle. \quad (2.12)$$

So differentiation turns the original $e_n$ into a linear summation of $e_{n-2}$'s. It can further be verified that each coefficient above is actually a dlog. However, let us work this out by differentiating wrst $Q$. (If we consider generalizing the integral to polynomials of higher degrees in the denominator, then the data cannot be fully passed to the contour by a PGL($n$), so that the differentiation wrst the curve is not just a necessity by actually a must.)

Applying $d_Q \equiv dQ_{ij} \partial_{Q_{ij}}$, although not obvious, we observe that the integrand turns into an exact form

$$d_Q e_n = -\frac{\sqrt{-q}}{2} \int_{\Delta} dX \left[ \frac{\langle (Q^{-1}dQX)Xd^{n-2}X \rangle}{(XQX)^{\frac{n}{2}}} \right] = -\frac{\sqrt{-q}}{2} \sum_{i=1}^{n} \int_{\Delta(i)} \langle X(i)q^{n-2}X(i) \rangle \langle H_i Q^{-1}dQ P(i) X(i) \rangle \langle (X(i) Q(i) X(i))^{\frac{n}{2}} \rangle, \quad (2.13)$$

where $P(i)^{I'}_J \equiv \delta^{I'}_J$ is inserted just to account for the mismatch between the range of indices $I = 1, \ldots, n$ and $I' = 1, \ldots, \hat{i}, \ldots, n$ contracted on the two sides.

Now in the second line each term is explicitly an $E_{n-1,1}$ integral, so that we can further localize onto the set of codim-2 boundaries (again let us assume $Q(i)$ is non-degenerate for any $i$)

$$d_Q e_n = \sum_{1 \leq i < j \leq n} \frac{C_{ij}}{2(n-2)} \int_{\Delta(i,j)} \sqrt{-q(i,j)} \langle X(i,j) q^{n-3} X(i,j) \rangle \langle (X(i,j) Q(i,j) X(i,j))^{n-2} \rangle, \quad (2.14)$$

with all the subscripts $(ij)$ symmetric in its labels. Correspondingly the explicit expression of the coefficient is

$$C_{ij} = -\frac{\sqrt{q}}{\sqrt{q(i,j)}} \left( H_i Q^{-1}dQ P(i) Q^{-1}_i P^T(i) H_j + (i \leftrightarrow j) \right). \quad (2.15)$$

Note that each term associated to a codim-2 boundary $\Delta_{(ij)}$ (residing on the intersection of hyperplanes $H_i \cap H_j$) receives two contributions via localizations, one via the codim-1 boundary $\Delta(i)$ and the other via $\Delta(j)$.
Despite of the complicated appearance, the coefficient $C_{ij}$ turns out to be exactly a dlog associated to a $2 \times 2$ symmetric matrix

$$C_{ij} = \sqrt{-1} Q \log \left( r(H_{i,j}) \right), \quad H_{ij} = H_i Q^{-1} H_j,$$  \hspace{1cm} (2.16)

where the subscript $\{i,j\}$ indicates the entries to be extracted in the submatrix (for both rows and columns). Here the function $r(M)$ of a $2 \times 2$ symmetric matrix $M$ is defined as

$$r(M) = \frac{M_{12} - \sqrt{(M_{12})^2 - M_{11}M_{22}}}{M_{12} + \sqrt{(M_{12})^2 - M_{11}M_{22}}},$$  \hspace{1cm} (2.17)

Obviously $r(M)$ is the ratio of the two roots of the quadratic polynomial $(\vec{t})^T M (\vec{t})$. The detailed derivation for (2.16) is provided in Appendix C.1. While we have an extra constant factor $\sqrt{-1} \frac{1}{2(n-2)}$ in front of the dlog, it is universal to all the codim-2 boundaries, thus not essential.

The remaining integral in each term of (2.14) is again of the type $e$ but with its index reduced by two. This immediately reveals a recursive structure for each $e$ integral: we repeat the differentiation for the induced integral on each codim-2 boundary, and then further on each codim-4 boundary, etc. In each step the index of the remaining $e$ integral drops by two, and it is guaranteed that a pure dlog coefficient is produced in front of each term in the localization (apart from an overall constant factor).

In order that the integral has a well-defined transcendental weight, this iteration has to properly terminate at a rational function. Since the ratio of roots is always algebraically related to $Q$, the integral clearly stays inside the regime of iterated integrals / multiple polylogarithms.

If $n$ is even, the recursion goes all the way down to $e_2$ integrals, which in our convention explicitly have the form

$$e_2 = -\frac{1}{2} \log r(Q^{-1}).$$  \hspace{1cm} (2.18)

Of course a further differentiation is trivially a $dQ$ log. So in this case $e_n$ has weight $\frac{n}{2}$. If $n$ is odd, the recursion terminates at $e_1$ integrals, which are by definition trivially $\sqrt{-1}$, and so $e_n$ has weight $\frac{n-1}{2}$. Hence any $e_n$ integral is a pure function of weight $\lfloor \frac{n}{2} \rfloor$.

Furthermore, the recursion of differentiation straightforwardly determines the entire symbol for a given $e_n$ integral, and organize it in the form

$$S_{e_n} = -\frac{(\sqrt{-1})^{n-2}}{2^n(n-2)!!} \sum_{\rho} \rho_1 \rho_2 \otimes \rho_3 \rho_4 \otimes \cdots \otimes \rho_{n-1} \rho_n, \quad \text{even } n,$$  \hspace{1cm} (2.19)

where the summation $\rho$ runs over all ordered partitions of labels $\{1,2,\ldots,n\}$ into $\frac{n}{2}$ pairs, and the notation $\rho_{2k-1} \rho_{2k} \equiv \rho_{2k} \rho_{2k-1}$ is defined to be symmetric (see below). We
also have

\[ S_{\epsilon_n} = \frac{(\sqrt{-1})^{\frac{n+1}{2}}}{2^{\frac{n+1}{2}}(n-2)!!} \sum_{\rho} \rho_2 \rho_3 \otimes \rho_4 \otimes \cdots \otimes \rho_{n-1} \rho_n, \quad \text{odd } n, \quad (2.20) \]

where \( \rho \) runs over all partitions into one label followed by ordered sequence of symmetric pairs. Hence in general this is a summation of \( n!/2^{\lfloor \frac{n-1}{2} \rfloor} \) symbol terms.

The above summation structure inherits the stratification of the simplex contour \( \Delta \) into its facets, as is obvious from the contour for the induced integral associated with each of the dlog coefficient. Specifically, let us refer the notation \( \Delta_{(i_1, \ldots, i_k)} \) to the \( \text{codim-}k \) face of \( \Delta \) that lies in the intersection of the \( k \) hyperplanes \( \{H_{i_1}, \ldots, H_{i_k}\} \) (thus symmetric in the labels in the subscript; equivalently speaking this is the face excluding vertices \( \{V_{i_1}, \ldots, V_{i_k}\} \)), then each term in \( S_{\epsilon_n} \) is uniquely associated to one incidence relation

\[ \rho_1 \rho_2 \otimes \rho_3 \rho_4 \otimes \cdots \otimes \rho_{n-1} \rho_n \iff \Delta_{(\rho_1, \ldots, \rho_n)} \subset \Delta_{(\rho_3, \ldots, \rho_n)} \subset \cdots \subset \Delta_{(\rho_{n-1}, \rho_n)}, \quad (2.21) \]

in the case of even \( n \), and similarly for odd \( n \). Correspondingly, the entry \( \rho_{2k-1} \rho_{2k} \) is computed by deleting the rows and columns in \( Q \) labeled by \( \{\rho_{2k+1}, \ldots, \rho_n\} \), calculating the inverse of the remaining matrix, and then extracting the submatrix labeled by \( \{\rho_{2k-1}, \rho_{2k}\} \), i.e.,

\[ \rho_{2k-1} \rho_{2k} = r \left( (Q_{\{\rho_{2k+1}, \rho_{2k+2}, \ldots, \rho_n\}})^{-1}_{\{\rho_{2k-1}, \rho_{2k}\}} \right), \quad (2.22) \]

(we use hat to denote entries that are deleted).

We see that the ratio of roots is a universal recurring algebraic structure in the symbols of the \( E \) integrals. The only content that differs between symbol entries is the specific \( 2 \times 2 \) symmetric matrix induced from \( Q \). Due to the projective nature of this quantity, the ratio of roots \( r(M) \) remains invariant under an \( \mathbb{R}_+ \times \mathbb{R} \times \mathbb{Z}_2 \) action on \( M \). Explicitly we have

\[ r(M) = r(S^T MS) = r(T^T MT), \quad S = \begin{pmatrix} s_1 & 0 \\ 0 & s_2 \end{pmatrix}, \quad T = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad s_1 s_2 > 0. \quad (2.23) \]

In practice this allows us to simplify \( M \) before computing the ratio \( r(M) \).

The discussion so far already equips us with the necessary tools for understanding a large class of Feynman integrals: arbitrary \( d \)-gons and \((d+1)\)-gons in \( d \) dimensions, with arbitrary massive loop propagators. Readers who are eager to get a taste of actual applications can directly jump to Section 3.2.

Before ending this subsection, we would like to point out here that the above result for \( d \)-gons in \( d \) dimensions with \( d \) even has been worked out in previous literature
[18], by applying the mixed Tate motives introduced in [12]. In the above we provided a straightforward derivation for it, where the basic method is equally applicable to general one-loop integrals, as will be developed later on.

2.4 Divergence in the localization

So far in the discussion we have been assuming generic $Q$ and actually implicitly also generic $M$ for every symbol entry. In actual computations $r(M)$ may produce singular symbol entries even when $Q$ itself is non-degenerate, and so this generic rule does not straightforwardly apply.

When this happens, of course one can always regularize it by slightly deforming $Q$ with some infinitesimal parameter $\varepsilon$, and then after determining the entire symbols take the limit $\varepsilon \to 0$. In the limit, what one explicitly observe is that some of the symbol entries approximates to

$$\varepsilon^{-1}(w + O(\varepsilon)) \quad \text{or} \quad \varepsilon w + O(\varepsilon^2),$$

(2.24)

where $w$ is some expression that remains finite. This indicates that the induced integrals on the corresponding boundaries from the localization procedure actually diverge.

However, even though an individual induced integral may diverge, it does not necessarily mean that the original integral diverges. To understand why this is possible. Let us consider some $e_n$ integral with one of the integrand vertex, say $Z_i$ sitting on the quadric, $Z_i Q Z_i = 0$. This is a situation when the singularity of the integrand start to touch the integration contour, which potentially may generates a divergence. In the vicinity of this corner, controlled by a scale $\delta$, we see that the measure $\langle X dX^{n-1} \rangle$ scales as the volume $\delta^{n-1}$ while the denominator $(X Q X)^{n/2} \sim \delta^{n/2}$. So the integral can remain finite as long as we have $n > 2$. However, from the previous discussions we see that each of the induced integral corresponds to slicing the geometric configuration by some boundary hyperplanes. So once we localize onto the dim-1 boundaries, correspondingly $n = 2$, we observe a log divergence from the $Z_i$ corner for those induced integrals.

Such geometric configuration occurs frequently in Feynman integrals. As we see from the Feynman parametrization, whenever some loop propagator $i$ is massless, the Symanzik polynomial is free of the $x_i^2$ terms, leading to the situation discussed above.

If the original integral actually stay finite, one should explicitly observe that the leading divergence piece in the $\varepsilon \to 0$ limit cancel away, as a result of algebraic properties of the symbols, and the remaining terms recover the correct symbols for the integral. However, it is good to gain a better understanding of whether any issue occurs with the localization procedure in this case, and further how to determine the result without the need of a regularization. It suffices to focus only on the last symbol
entries, correspondingly a specific matrix $H_{(i,j)}$, since the other entries always come as the last entries of the induced $e$ integrals on some faces of $\Delta$.

$r(H_{(i,j)})$ becomes singular whenever $H_{ii} \equiv H_iQ^{-1}H_i$ or $H_{jj} \equiv H_jQ^{-1}H_j$ or both of them vanish. Geometrically

$$HQ^{-1}H = 0 \iff H \text{ is tangent to } Q.$$ (2.25)

To understand this, recall that the point $Q^{-1}H$ is a common point for all hyperplanes that are tangent to $Q$ at some point $A$ belonging to the intersection of $Q$ and $H$. When this special point itself lies on the quadric, i.e., $(HQ^{-1})Q(Q^{-1}H) \equiv HQ^{-1}H = 0$, $H$ is obviously tangent to $Q$ at $Q^{-1}H$.

When $H_iQ^{-1}H_i = 0$ for some $i$, it turns out that in localizing $e_n$ onto its codim-1 boundaries we obtain an $E_{n-1,1}$ integral with a degenerate quadric on the boundary $H_i$, because

$$\det Q(i) \equiv (\det Q)(H_{ii}) = 0.$$ (2.26)

This forbids us to directly apply a further localization for the $E_{n-1,1}$ induced on $\Delta(i)$ in the way as described before.

Let us first deviate a little bit to discuss a generic $E_{n-1,1}$ with degenerate $Q$ in the following subsection, and then return to this problem.

### 2.5 Case of degenerate $Q$

For simplicity, in the case of a degenerate $Q$ we only focus only the $E_{n-1,1}$ integrals where $\text{corank}Q = 1$ in this section, and postpone a general analysis to Appendix F.

Given that $\text{corank}Q = 1$ can be treated as a special limit of a generic $Q$, it is expected that an $E_{n-1,1}$ integral should again directly localize onto codim-1 boundaries of $\Delta$. Regardless of the specific properties of $Q$, for an arbitrary vector $W$ the following identity always holds

$$dX\left[\frac{\langle WXd^{n-3}X \rangle}{(XQX)^{\frac{n+2}{2}}}\right] = (n - 2)\frac{\langle WQX \rangle \langle Xd^{n-2}X \rangle}{(XQX)^{\frac{n+2}{2}}}.$$ (2.27)

If we are able to identify $WQ \equiv L$, then the integrand of $E_{n-1,1}$ is explicitly exact. Differing from the discussions before, here we are not able to simply inverse the relation since $\det Q = 0$. Correspondingly the collection of hyperplanes tangent to $Q$ at the intersection points of $Q$ and $L$ exactly intersect at the unique null point $N$ of $Q$, and so we cannot simply identify $W$ as this point either (since that means $(WQ)L \equiv 0$).

If fact it is not hard to see the above ansatz does not apply to arbitrary $L$. The reason is $WQN \equiv 0$, but $LN \neq 0$ for a generic $L$. When this does not hold, we
necessarily have to seek for more involved ansatz. But for our purpose in the previous subsection it suffices to assume the condition

\[ LN = 0 \]  \hspace{1cm} (2.28)

on \( L \), in other words, the hyperplane \( L \) contains the null space of \( Q \).

To solve the ansatz, note that given some reference covector \( R \) we can construct a non-vanishing invariant \( \hat{q} \) of \( Q \) together with its associated modified inverse \( \hat{Q}^{-1} \) (this inverse depends on the choice of \( R \))

\[
\hat{q} = \frac{1}{(n-1)!} \begin{vmatrix} Q & \cdots & Q & R \end{vmatrix}, \quad \hat{Q}^{-1} = \frac{\hat{q}^{-1}}{(n-2)!} \begin{vmatrix} Q & \cdots & Q & R \end{vmatrix}.
\]  \hspace{1cm} (2.29)

Here to simplify notation we use a half-ladder graph to denote contractions with each Levi-Civita symbol; details are explained in Appendix A. In order that \( \hat{q} \neq 0 \) and \( \hat{Q}^{-1} \) well-defined, we only require that \( RN \neq 0 \), because

\[
N \propto \begin{vmatrix} Q & \cdots & Q & R \end{vmatrix}.
\]  \hspace{1cm} (2.30)

Under the condition (2.28) we then have the identification

\[
W = \hat{Q}^{-1}L.
\]  \hspace{1cm} (2.31)

This leads to the decomposition of \( E_{n-1,1} \) into

\[
E_{n-1,1} = \sum_{i=1}^{n-1} \frac{1}{(n-2)} \frac{H_i \hat{Q}^{-1}L}{\sqrt{-q(i)}} \int_{\Delta(i)} \frac{\sqrt{-q(i)} \langle X(i) d^{n-3}X(i) \rangle}{(X(i)Q(i)X(i))^{\frac{n-2}{2}}}.
\]  \hspace{1cm} (2.32)

Note that in general \( \det Q(i) \neq 0 \). Also by construction \( W \equiv \hat{Q}^{-1}L \) is independent of the choice of \( R \), but in each term of the above decomposition the coefficient is in general \( R \) dependent.

2.6 The tangent configurations

Let us now go back to the situation when \( Q \) itself is non-degenerate, but without loss of generality assume the tangency condition \( H_i Q^{-1}H_i = 0 \) for some \( i \).

In such singular configuration when we deform the quadric in doing differentiation we naturally desire to maintain the tangency, and so the actual conditions under consideration are

\[
H_i Q^{-1}H_i = 0, \quad \text{and} \quad d_Q(H_i Q^{-1}H_i) \propto \begin{vmatrix} H_i \end{vmatrix} \begin{vmatrix} Q & \cdots & Q \end{vmatrix} \delta Q = 0.
\]  \hspace{1cm} (2.33)
He we encounter an $E_{n-1,1}$ integral on $\Delta_{(i)}$ where $\text{corank} Q_{(i)} = 1$. Before applying the technique in the previous subsection we need to verify the condition (2.28). In this specific case the LHS of (2.28), i.e., $H_i Q^{-1} dQ P(i) N(i)$, is proportional to $\int_{\Delta_{(i)}} Q \cdots Q \frac{H_i}{H_i} R dQ \frac{H_i}{H_i} Q \cdots Q = (n-3) Q \cdots Q \frac{H_i}{H_i} R Q H_i Q \cdots Q dQ$, where the expression on RHS is obtained by a Schouten identity (on the red legs shown in LHS, following (A.10)). Applying a further Schouten identity (on the red legs on RHS) decomposes it into two terms, each of which is proportional to each of the tangency conditions in (2.33), and thus the condition (2.28) is satisfied.

The localization onto the codim-2 boundaries is then straightforward following (2.32). We do not bother to write out the resulting $e_{n-2}$ integral in this case, which is the same as what we obtained before. However, its coefficient changes to

$$C_{ij} = -\sqrt{-1} \text{sign}(H_{ij}) \left[ d_Q \log(q H_{ij}) - d_Q \log \left( Q \cdots Q \frac{H_i}{H_i} R \right) \right],$$

which is already a pure dlog by itself. However, the second term looks worrisome as it explicitly depends on $R$, which we originally introduced as an arbitrary reference.

It turns out that the second term above is redundant. It is eliminated after we sum up all the codim-2 contributions bordering the same codim-1 boundary. This is achieved by noticing that

$$\sum_{\Delta_{(ik)} \subset \Delta_{(i)}} \text{sign}(H_{ik}) \int_{\Delta_{(ik)}} \sqrt{-q_{(ik)}} \frac{X_{(ik)} d^{n-3} X_{(ik)}}{(X_{(ik)} Q_{(ik)} X_{(ik)})^{n-2}} = 0.$$ 

The proof for (2.37) is provided in Appendix D. The only point to be emphasized here is that this identity always holds, regardless of whether any of the $H_k (k \neq i)$ is tangent to $Q$ or not. As a result, we have

$$C_{ij} = \sqrt{-1} \text{sign}(H_{ij}) d_Q \log(q H_{ij}).$$

At this point, one might worry whether the other contribution to the same integral on the codim-2 boundary $\Delta_{(ij)}$ (for some $j$) could cause trouble, because in the case
when none of the \( H \)'s are tangent to \( Q \) it is only the sum of the two contributions that turns into a dlog. It turns out that

\[
C_{ji} = \sqrt{-1} \text{sign}(H_{ij}) \begin{cases} 
\frac{d}{dQ} \log(q H_{ij}), & H_{jj} \neq 0, \\
\frac{d}{dQ} \log(q^2 H_{ij}), & H_{jj} = 0.
\end{cases} 
\] (2.39)

Details are provided in Appendix C.2.

Collecting all the situations we conclude that

\[
C_{(ij)} = \sqrt{-1} \begin{cases} 
\frac{d}{dQ} \log(r(H_{(i,j)})), & H_{ii} \neq 0, H_{jj} \neq 0, \\
\frac{d}{dQ} \log\left(\frac{(q H_{ij})^2}{q(j)}\right)^{\text{sign}(H_{ij})}, & H_{ii} = 0, H_{jj} \neq 0, \\
\frac{d}{dQ} \log\left(\frac{(q H_{ij})^2}{q(i)}\right)^{\text{sign}(H_{ij})}, & H_{ii} \neq 0, H_{jj} = 0, \\
\frac{d}{dQ} \log(q H_{ij})^{2 \text{sign}(H_{ij})}, & H_{ii} = H_{jj} = 0.
\end{cases} 
\] (2.40)

2.7 Summary of the general results

The above result is for the last symbol entries. Most generally, we may encounter similar issue with other symbol entries. Without loss of generality, let us focus on some \( \rho_{2k-1} \rho_{2k} \). Again working in the canonical frame, the corresponding quadric is then \( Q_{\{\rho_1,\rho_2,\ldots,\rho_{2k}\}} \). Let us abbreviate

\[
h_{11} \equiv (Q_{\{\rho_1,\rho_2,\ldots,\rho_{2k}\}})_{\rho_{2k-1} \rho_{2k}}^{-1}, \quad h_{22} \equiv (Q_{\{\rho_1,\rho_2,\ldots,\rho_{2k}\}})_{\rho_{2k} \rho_{2k}}^{-1}, \quad h_{12} \equiv (Q_{\{\rho_1,\rho_2,\ldots,\rho_{2k}\}})_{\rho_{2k-1} \rho_{2k}}^{-1}.
\] (2.41)

The tangency condition is then encoded in \( h_{11} \) and \( h_{22} \). We have

\[
\rho_{2k-1} \rho_{2k} = \begin{cases} 
\frac{r((Q_{\{\rho_1,\ldots,\rho_{2k}\}})_{\rho_{2k-1} \rho_{2k}}^{-1})}{(q_{\rho_{2k+1} \rho_{2k+1} \rho_{2k}})_{h_{12}}^{2 \text{sign}(h_{12})}}, & h_{11} \neq 0, h_{22} \neq 0, \\
\frac{(q_{\rho_{2k+1} \rho_{2k+1} \rho_{2k}})_{h_{12}}^{2 \text{sign}(h_{12})}}{(q_{\rho_{2k-1} \rho_{2k}})_{h_{12}}^{2 \text{sign}(h_{12})}}, & h_{11} = 0, h_{22} \neq 0, \\
\frac{(q_{\rho_{2k+1} \rho_{2k+1} \rho_{2k}})_{h_{12}}^{2 \text{sign}(h_{12})}}{(q_{\rho_{2k-1} \rho_{2k}})_{h_{12}}^{2 \text{sign}(h_{12})}}, & h_{11} \neq 0, h_{22} = 0, \\
\frac{r((Q_{\{\rho_1,\ldots,\rho_{2k}\}})_{\rho_{2k-1} \rho_{2k}}^{-1})}{(q_{\rho_{2k+1} \rho_{2k+1} \rho_{2k}})_{h_{12}}^{2 \text{sign}(h_{12})}}, & h_{11} = h_{22} = 0.
\end{cases} 
\] (2.42)

If we choose to work instead in a generic frame, we just need to first construct \( H_{ij} = H_{II}(Q^{-1})^{IJ} H_{JI} \), and then use the matrix \( H \) in the above formula.

2.8 Integrability of the symbols

In general an arbitrary combination of abstract tensor expressions made of \( \otimes \) may not be the symbol for some actual function. Consider an expression of depth \( r \)

\[
\sum_i w_{i,1} \otimes w_{i,2} \otimes \cdots \otimes w_{i,r},
\] (2.43)
where \( i \) labels the symbol term. In order that it is an actual symbol, it has to meet the integrability condition

\[
\sum_{l=1}^{r-1} \sum_{i}(d \log(w_{i,l}) \wedge d \log(w_{i,l+1})) w_{i,1} \otimes \cdots \otimes \hat{w}_{i,l} \otimes \hat{w}_{i,l+1} \otimes \cdots \otimes w_{i,r} = 0. \quad (2.44)
\]

It is not obvious that the expressions for the symbols that we determined automatically satisfy this condition, and so we need to check it. Here we just focus on a generic \( e_n \), because the singular cases can always be treated as a certain limit of a generic one and also a general quadric integral always admits an expansion on them (as we will show in later discussions).

One-loop Feynman integrals are actually very special functions, in the sense that a finer condition for their symbols is satisfied, as follows

\[
\sum_{S_4} d \log(\rho_{2k-1}\rho_{2k}) \wedge d \log(\rho_{2k+1}\rho_{2k+2}) = 0, \quad \forall k, \quad (2.45)
\]

where the summation is over any permutation of the labels in a fixed cardinality-4 subset \( \{\rho_{2k-1}, \rho_{2k}, \rho_{2k+1}, \rho_{2k+2}\} \) of \( \{1, 2, \ldots, n\} \), given that \( \{\rho_{2k+1}, \ldots, \rho_n\} \) is also fixed. We postpone the proof to Section 8.6.

3 Scalar Diagrams: \( n < d + 2 \)

In this section we apply the results in the previous section to the scalar integrals in \( d \) dimensions with \( n \) external lines. Without loss of generality we assume a planar ordering of the external line as shown in Figure 2. Here we assume that the \( i \)th propagator can have mass \( m_i \). It is convenient to introduce the region variables \( y_i^\mu (i = 1, 2, \ldots, n) \) such that the momenta \( k_i^\mu = y_i^\mu - y_{i+1}^\mu \). In deriving Feynman parametrization we put the kinematics data in the Euclidean region.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Figure2.pdf}
\caption{Scalar \( n \)-gon.}
\end{figure}
We further use the embedding formalism by mapping arbitrary \( y^\mu \) to the projective light cone in an ambient space of two higher dimensions

\[
y^\mu \mapsto Y^M = (1, y^2, y^\mu),
\]

(3.1)

where we use the light-cone coordinates, i.e., the metric \( \eta_{+-} = \eta_{++} = -\frac{1}{2}, \eta_{\mu\nu} = 1 \) \((\forall \mu)\) while all other entries vanish. Then we have

\[
(y_1 - y_2)^2 = -2Y_1 \cdot Y_2.
\]

(3.2)

With these we set the convention of the scalar integrals to

\[
I_{\phi}^{n,d} = \int \frac{d^d y}{\prod_{i=1}^n ((y - y_i)^2 + m_i^2)} = \int [d^d Y] \frac{(-2Y \cdot Y_{\infty})^{n-d}}{\prod_{i=1}^n (-2Y \cdot Y_i)},
\]

(3.3)

where in the last expression we use the notation \( \int [d^d Y] \equiv \int \frac{d^{d+2}Y \delta(Y^2)}{\text{vol. GL}(1)} \) (GL(1) acts as an overall rescaling of the \( Y \) coordinates), and we use the notation

\[
Y_i^M = (1, y_i^2 - m_i^2, y_i^\mu),
\]

(3.4)

for the “mass-deformed” vector (outside of the light cone), to distinguish it from the one obtained from the map (3.1). Obviously \( Y_i \rightarrow Y_i \) in the limit \( m_i \rightarrow 0 \). Furthermore

\[
Y_{\infty}^M = (0, 1, 0, \ldots, 0),
\]

(3.5)

denotes a point at “infinity”. The factor \((Y \cdot Y_{\infty})^{n-d}\) is necessary in order that the last expression is genuinely an integral over the projective light cone.

Introducing the Feynman parameters we obtain

\[
I_{\phi}^{n,d} = \int_0^{\infty} \langle X d^{n-1} X \rangle \int [d^d Y] \frac{(Y \cdot Y_{\infty})^{n-d}}{(-2)^d(Y \cdot W)^n} = (-1)^n \Gamma(d) \left( Y_{\infty}^M \frac{\partial}{\partial W^M} \right)^{n-d} \int_0^{\infty} \langle X d^{n-1} X \rangle \int [d^d Y] \frac{1}{(Y \cdot W)^d},
\]

(3.6)

where \( W = \sum_{a=1}^n x_a Y_a \). By the constraint of conformal weight we directly observe that up to an overall constant (not relevant for the discussion) \( \int d^d Y \frac{1}{(Y \cdot W)^d} = (W \cdot W)^{-d/2} \). As a consequence

\[
I_{\phi}^{n,d} = \int_0^{\infty} \langle X d^{n-1} X \rangle \frac{(Y_{\infty} \cdot W)^{n-d}}{(W \cdot W)^{n-\frac{d}{2}}} \equiv \int_0^{\infty} \langle X d^{n-1} X \rangle \frac{(L X)^{n-d}}{(XQX)^{n-\frac{d}{2}}},
\]

(3.7)

where \( L = [1 : 1 : \ldots : 1] \) and

\[
Q_{I,J} = Y_I \cdot Y_J, \quad I, J = 1, 2, \ldots, n.
\]

(3.8)
The above result has an immediate important consequence. As we see the entries of $Q$ as a matrix is always a Lorentz product of two $\mathcal{Y}$’s in the ambient space, with the labels for the $\mathcal{Y}$’s those corresponding to the row and the column respectively. In $(d + 2)$-dimensional spacetime we cannot have more than $d + 2$ independent vectors. This indicates that

$$\text{rank} Q = \begin{cases} n & n \leq d + 2, \\ d + 2 & n > d + 2. \end{cases}$$

Especially, $\det Q = 0$ whenever $n > d + 2$.

### 3.1 Case of $n < d + 2$

If $n < d$, we have extra linear factors in the denominator. This can be brought to $E$ integrals by lifting to higher dimensions (as will be discussed in Section 4.4).

In the case $n = d$, $I_{d,d}$ is exactly an $E_d$ integral, which has transcendental weight $\left\lfloor \frac{d}{2} \right\rfloor$. Up to an overall coefficient it is a pure function.

In the case $n = d + 1$, $I_{d+1,d}$ is an $E_{d+1,1}$ integral, which also has the uniform transcendental weight $\left\lfloor \frac{d}{2} \right\rfloor$, but in general is not pure.

### 3.2 E.g. 1: massive scalar box in 4d

For simplicity we assume the external legs to be massless, but all the four loop propagators have mass $m$. This integral depends on two ratios

$$u = \frac{4m^2}{-s}, \quad v = \frac{4m^2}{-t}. \quad (3.10)$$

The Feynman parametrization of this integral is of the $E_4$ type, and so can be made pure by a proper normalization factor. Explicitly we have

$$I_{\text{e.g.1}} = \frac{1}{4} \int_0^\infty \frac{\sqrt{st(st - 4m^2(s + t))} \langle X d^3 X \rangle}{(-sx_1x_3 - tx_2x_4 + m^2(x_1 + x_2 + x_3 + x_4)^2)^2}. \quad (3.11)$$

The symbol of this integral is $[19, 20]$

$$S I_{\text{e.g.1}} = \frac{\sqrt{1 + u - 1}}{\sqrt{1 + u + 1}} \otimes \frac{\sqrt{1 + u + v - \sqrt{1 + u}}}{\sqrt{1 + u + v + \sqrt{1 + u}}} + (u \leftrightarrow v). \quad (3.12)$$

Since the integral only depends on $u$ and $v$ we can first rescale all the Feynman parameters by $m^2$ to bring the quadric to

$$Q = \begin{pmatrix} 1 & 1 & 1 + \frac{2}{u} & 1 \\ 1 & 1 & 1 & 1 + \frac{2}{u} \\ 1 + \frac{2}{v} & 1 & 1 & 1 \\ 1 & 1 + \frac{2}{v} & 1 & 1 \end{pmatrix}. \quad (3.13)$$
The contour is the canonical one. So in determining the last symbol entries the corresponding matrix $H = Q^{-1}$.

Let us work in the region where both $u$ and $v$ are positive. None of the diagonal entries of $H$ vanishes, and so the ratio of roots applies to all the last symbol entries. Given that $\det Q > 0$, applying the symmetries of the ratio of roots as discussed before, we can simplify the submatrices of $H$. Specifically we have

$$H_{\{1,2\}} \sim H_{\{3,4\}} \sim H_{\{1,4\}} \sim H_{\{2,3\}} \sim \begin{pmatrix} -1 & -1 \\ 1 & -1 \end{pmatrix},$$

$$H_{\{1,3\}} \sim \begin{pmatrix} -u & 2 + u + 2v \\ 2 + u + 2v & -u \end{pmatrix}, \quad H_{\{2,4\}} \sim \begin{pmatrix} -v & 2 + 2u + v \\ 2 + 2u + v & -v \end{pmatrix}.$$  \quad (3.14)

The matrices in the first line only lead to ratios of roots that are constants, which we can directly throw away. So the structure of the symbols simplifies to

$$SI_{e.g.1} = 24 \otimes 13 + 13 \otimes 24,$$  \quad (3.15)

where in the last entries

$$13 = \left( \frac{\sqrt{1 + u + v} - \sqrt{1 + v}}{\sqrt{1 + u + v} + \sqrt{1 + v}} \right)^2, \quad 24 = \left( \frac{\sqrt{1 + u + v} - \sqrt{1 + u}}{\sqrt{1 + u + v} + \sqrt{1 + u}} \right)^2,$$  \quad (3.16)

as can be worked out from the matrices $H_{\{1,3\}}$ and $H_{\{2,4\}}$. Then for the first entry 24 we take

$$Q_{\{2,4\}} = \begin{pmatrix} 1 & 2 + \frac{2}{v} \\ \frac{1}{1 + \frac{2}{v}} & 1 \end{pmatrix},$$  \quad (3.17)

and determine the ratio of roots from $(Q_{\{2,4\}})^{-1}$, which is

$$24 = \left( \frac{\sqrt{1 + v} - 1}{\sqrt{1 + v} + 1} \right)^2.$$  \quad (3.18)

Obviously the 13 in the first entry shares the same expression but with $v$ replaced by $u$. Recall the algebraic properties obeyed by generic symbols, all the square exponent can be brought in front, resulting in an overall factor 4. Hence we recover the well-known result (3.12).

Note here the region of kinematics in which we did the computation is chosen just for a matter of convenience. In principle one can work in other regions and they all lead to the same result.
3.3 E.g. 2: massless scalar hexagon in 6d

As was discussed before when a loop propagator \( i \) is massless the decomposition of the symbols resulted from the generic differentiation method suffers from divergence, essentially because the corresponding Feynman parameter \( x_i \) enters only linearly in the quadratic Symanzik polynomial.

Here we illustrate this by the massless scalar hexagon in 6d. We assume here that all the external legs are massless as well. After normalizing to a pure function, it depends only on three variables, which are (Here we adopt the convention in [21], for the convenience of comparison in later examples.)

\[
\begin{align*}
  u_1 &= \frac{s_{23}s_{56}}{s_{234}s_{123}}, & u_2 &= \frac{s_{34}s_{61}}{s_{345}s_{234}}, & u_3 &= \frac{s_{45}s_{12}}{s_{123}s_{345}}. \\
\end{align*}
\]

So as in the previous case we can first rescale the parameters to get

\[
I_{\text{e.g.2}} = \frac{1}{8} \int_0^\infty \sqrt{D} \langle X d^5 X \rangle \frac{\partial}{\partial x_1} \frac{\partial}{\partial x_2} \frac{\partial}{\partial x_3} \frac{\partial}{\partial x_4} \frac{\partial}{\partial x_5} \frac{\partial}{\partial x_6} \end{align*}
\]

with \( D \equiv (-1 + u_1 + u_2 + u_3)^2 - 4u_1u_2u_3 \). For notational convenience we also define

\[
x_{\pm} = \frac{-1 + u_1 + u_2 + u_3 \pm \sqrt{D}}{2u_1u_2u_3}. \]

When working out the symbol \( S I_{\text{e.g.2}} \), it is good to assume a certain range of the variables, in order to unambiguously determine the relative signs between different symbol terms. Here for convenience we assume \( 0 < u_i < 1 \) (\( i = 1, 2, 3 \)) and \( D < 0 \).

For the last symbol entries, none of the diagonals of \( H \) is zero, and so we apply the generic algorithm, computing the ratio of roots, finding that

\[
\begin{align*}
14 &= 25 = 36 = \frac{x_+}{x_-}, \\
13 &= 46 = \frac{1 - u_3x_+}{1 - u_3x_-}, \\
15 &= 24 = \frac{1 - u_1x_+}{1 - u_1x_-}, \\
26 &= 35 = \frac{1 - u_2x_+}{1 - u_2x_-}, \\
12 &= 45 = \frac{1 - u_2u_3x_+}{1 - u_2u_3x_-} \equiv \frac{x_+(1 - u_1x_-)}{x_-(1 - u_1x_+)}, \\
16 &= 34 = \frac{1 - u_1u_2x_+}{1 - u_1u_2x_-} \equiv \frac{x_+(1 - u_3x_-)}{x_-(1 - u_3x_+)}, \\
23 &= 56 = \frac{1 - u_1u_3x_+}{1 - u_1u_3x_-} \equiv \frac{x_+(1 - u_2x_-)}{x_-(1 - u_2x_+)}. \\
\end{align*}
\]
Let us then directly look at the first entries. There the diagonals are always zero, and so
\[ i,j = (\det Q_{i,j})(Q_{i,j}^{-1})_{i,j}. \]
The only non-trivial symbol entries are
\[ 24 = u_1^2, \quad 35 = u_2^2, \quad 46 = u_3^2. \] (3.29)

Here a direct computation yields an extra factor 1/4, which we throw away since they makes no contribution to the symbols. Consequently \(SI_{\text{e.g.2}}\) reduces to a summation of 18 terms, starting with the above three first entries.

Let us just focus on details of the terms starting with 24 \(\otimes\) \(\cdots\), which are
\[ 24 \otimes (13 \otimes 56 + 15 \otimes 36 + 16 \otimes 35 + 35 \otimes 16 + 36 \otimes 15 + 56 \otimes 13). \] (3.30)
To study the second entries, we compute the relevant matrices
\[
(q_{(56)}Q_{(56)}^{-1})_{\{1,3\}} = \begin{pmatrix}
0 & u_1^2/8 \\
u_1^2/8 & 0
\end{pmatrix}, \quad (q_{(36)}Q_{(36)}^{-1})_{\{1,5\}} = \begin{pmatrix}
0 & u_1(u_1-1)/8 \\
u_1(u_1-1)/8 & 0
\end{pmatrix},
\]
\[
(q_{(35)}Q_{(35)}^{-1})_{\{1,6\}} = \begin{pmatrix}
u_1u_3/4 & u_1/8 \\
u_1/8 & -u_18
\end{pmatrix}, \quad (q_{(16)}Q_{(16)}^{-1})_{\{3,5\}} = \begin{pmatrix}
0 & u_1^2u_2/8 \\
u_1^2u_2/8 & 0
\end{pmatrix},
\]
\[
(q_{(15)}Q_{(15)}^{-1})_{\{3,6\}} = \begin{pmatrix}
u_1u_3/4 & u_1/8 \\
u_1/8 & -u_18
\end{pmatrix}, \quad (q_{(13)}Q_{(13)}^{-1})_{\{5,6\}} = \begin{pmatrix}
0 & u_1^2u_3/8 \\
u_1^2u_2/8 & 0
\end{pmatrix}.
\] (3.31)

The submatrices associated with second entries 13, 15 and 35 have both diagonal entries vanishing, and so the symbol entries are square of their off-diagonal elements
\[ 13 = u_1^4, \quad 15 = \frac{1}{u_1^2(1-u_1)^2}, \quad 35 = u_1^4u_2^2, \] (3.32)
where again we drop the trivial factors. The expression for 15 is inversed since the element \((Q_{(36)}^{-1})_{\{1,5\}}\) is negative. For the other second entries, their associated submatrices involve one non-vanishing diagonal, and so applying (2.42)
\[ 16 = \frac{1}{q_{(35)}^2(Q_{(35)}^{-1})_{1,6}^2}, \quad 36 = \frac{u_3^2}{u_1} \quad \frac{q_{(15)}^2(Q_{(15)}^{-1})_{3,6}^2}{q_{(13)}}, \quad 56 = \frac{1}{u_1u_3}. \] (3.33)
Using the identity
\[ \prod_{i=1}^{3} \frac{1-u_i x_+}{1-u_i x_-} = \frac{x_-^2}{x_+^2}, \] (3.34)
the above six terms thus simplifies to
\[ 2 \left( u_1 \otimes (1-u_1) \otimes \frac{x_-}{x_+} + u_1 \otimes u_2 \otimes \frac{x_+(1-u_3 x_-)}{x_-(1-u_3 x_+)} + u_1 \otimes u_3 \otimes \frac{x_+(1-u_2 x_-)}{x_-(1-u_2 x_+)} \right). \] (3.35)
Note in particular that at first sight there should be the factor $u_1$ sitting in the second entry, but one can explicitly check those contributions sum up to

$$u_1 \otimes u_1 \otimes \frac{x^6}{x^6} \prod_i (1 - u_i x_i)^3, \quad (3.36)$$

and so by the identity (3.34) these contributions completely drop away.

The terms starting with 35 and with 46 works similarly, and it can be checked that the corresponding results are related to the above one by cyclic permutations. They sum up to the correct $\mathcal{S}I_{\text{e.g.2}}$ as has be computed in previous literature, e.g., [22].

For later reference, we list in Appendix E the expression for each of the 18 contributing symbol terms.

### 3.4 E.g. 3: pentagon in 4d

Next let us look at a pentagon in 4d to illustrate the $E_{n,1}$ integrals. This time we assume that the loop propagators are all massless while the external legs can be massive. Its Feynman parametrization is an $E_{5,1}$, with its $Q$ and $L$ as

$$Q_{IJ} = (x_I - x_J)^2 \equiv x_{IJ}^2, \quad L = [1 : 1 : \ldots : 1]. \quad (3.37)$$

Its integrand is exact, and so the integrals can be localized onto the five codim-1 boundaries of the canonical simplex in $\mathbb{C}P^4$. It is easy to observe that upon the boundary $\Delta_{(i)}$ the reduced integral becomes exactly the $e_4$ integral coming from the box obtained by deleting the $i$th loop propagator from the pentagon. And so the localization leads to a box expansion.

Here we are not going to work out the entire result but just focus on the coefficient in front of each $e_4$ integral. From previous discussions the coefficient for the boundary $\Delta_{(i)}$ is

$$\frac{H_i Q^{-1} L}{\sqrt{q_{(i)}}} = \frac{\sum_{j=1}^5 (Q^{-1})_{ij}}{\sqrt{\det Q_{(i)}}}. \quad (3.38)$$

### 4 Differentiation II: Integrals with Tensor Numerators

#### 4.1 Integrals with a tensor numerator

We now extend our previous analysis to a general quadric integral, with arbitrary tensor numerator

$$E_{n,k} = \int_\Delta \frac{\langle X^{d^n-1}X \rangle T[X^k]}{(XQX)^{\frac{n+k}{2}}}. \quad (4.1)$$
Since $T$ is always contracted with $k$ $X$’s, without loss of generality we assume it is completely symmetric. Still, $Q$ is non-degenerate in the present discussion.

From the experience with $e_n$ integrals we see that the integral representation we start with in general contains more integrals than the number that is necessary to lift the transcendental weight to the actual value. The extra integrals are trivial ones, in the sense that they should always be cleanly localized via Stokes’ theorem.

This phenomenon is expected to occur for the more general integrals with tensor. Especially, as pointed out before, case $E_{n,1}$ with a rank-1 tensor is always fully localized, and so for higher rank tensors it is good to check to what extent this is still true.

First we can observe the following relation

$$
\langle Xd^{n-1}X \rangle_T [X^k] = \frac{1}{n + k - 2} \frac{dX}{(XQX)^{\frac{n+k}{2}}} \left\{ \frac{(Q^{-1}T)[X^{k-1}]Xd^{n-2}X}{(XQX)^{\frac{n+k-2}{2}}} \right\} + \frac{k-1}{n + k - 2} \langle Xd^{n-1}X \rangle (\text{tr} Q_T) [X^{k-2}] \frac{1}{(XQX)^{\frac{n+k-2}{2}}}.
$$

In the above $(Q^{-1}T)$ is to contract one index of $Q^{-1}$ with one index of $T$ to make up a rank-(1, $k-1$) tensor, still completely symmetric in its lower indices; and

$$(\text{tr} Q_T)_{I_3...I_k} := (Q^{-1})^{I_1I_2} T_{I_1...I_k},$$

which can be regarded as taking trace of $T$ wrst to $Q^{-1}$. The RHS of the above identity consists of a total derivative and an additional piece of the same type as the LHS but with a lower-rank tensor numerator. Moreover, the total derivative piece becomes the integrand for $E_{n-1,k-1}$ after localized onto the codim-1 boundaries. This indicates that schematically

$$E_{n,k} \sim E_{n-1,k-1} + E_{n,k-2},$$

(“$\sim$” refers to “equal to a linear combination of”).

Apart from tr$_Q$, let us introduce some more notations for operations on a completely symmetric tensor. First we define

$$(c_Q^{(i)} T)_{I_2...I_k} \equiv (Q^{-1})^{iI_1} T_{I_1I_2...I_k}, \quad I_2, \ldots, I_k \neq i.
$$

Note that here while the dummy index $I_1$ runs over the full label set, we defined the operation $c_Q^{(i)}$ to also restrict every other index to run in a smaller range excluding $i$. Using tr$_Q$ and $c_Q^{(i)}$ we further define two composite operations

$$cc_Q^{(ij)} T \equiv c_Q^{(j)} (c_Q^{(i)} T) + c_Q^{(i)} (c_Q^{(j)} T),
$$

$$ct^{p} c_Q^{(ij)} T \equiv c_Q^{(j)} (tr Q_{(i)})^p (c_Q^{(i)} T) + c_Q^{(i)} (tr Q_{(j)})^p (c_Q^{(j)} T),
$$

(4.6) (4.7)
and we abbreviate, e.g., $c(tc_Q^{ij}) \equiv ct^1c_Q^{ij}$, and of course $cc_Q^{ij} \equiv ct^0c_Q^{ij}$. Both operations are symmetric w.r.t. $i$ and $j$, and both restrict the remaining indices to a smaller range excluding \{i, j\} (hence they induce tensors on $\Delta_{(ij)}$). While $cc_Q^{ij}$ brings $T$ down to a rank-$(0, k - 2)$ tensor, $ct^p c_Q^{ij}$ brings it down to rank $(0, k - 2p - 2)$.

With the above notations the localization can be conveniently written as

$$
\int_{\Delta} T^k = \sum_{i} \int_{\Delta(i)} \frac{(c_Q^{ij})[X_{(i)}^k]}{n + k - 2} + \frac{k - 1}{n + k - 2} \int_{\Delta} (\text{tr}Q[T][X_{(i)}^{k-2}])
$$

$$= \sum_{i < j} \int_{\Delta(ij)} \frac{(c_Q^{ij})[X_{(ij)}^{k-2}]}{(n + k - 2)(n + k - 4)} + \sum_{i} \int_{\Delta(i)} \frac{(k - 2)}{(n + k - 2)(n + k - 4)} (\text{tr}Q[T][X_{(i)}^{k-3}])
$$

$$+ \sum_{i} \int_{\Delta(i)} \frac{(k - 1)}{(n + k - 2)(n + k - 4)} (c_Q^{ij}[Q])^{i}[T][X_{(ij)}^{k-3}] + \int_{\Delta} \frac{(k - 2)(k - 3)}{(n + k - 2)(n + k - 4)} (\text{tr}Q[T][X_{(ij)}^{k-4}])
$$

$$= \cdots \quad (4.8)
$$

In the above we avoided explicitly writing out the factor $\frac{X^{d-1}(X)}{(XQ)^p}$ or $\frac{X^{d-p}(X)}{(QX)^p}$ in the integrand, which can be easily recovered from the context. Repeating the decomposition we can fully localize the original integral onto the codim-2 boundaries plus some remaining $e$ integral in higher dimensions. Specifically, when $k$ is even we have

$$
\int_{\Delta} T^k = \sum_{0 \leq p_1 \leq p_2 \leq \frac{k-2}{2}} \frac{(k - 1)!!(n + k - 2p_2 - 6)!! \sum_{i < j} \int_{\Delta(ij)} (ct^{p_2 - p_1}c_Q^{ij}([\text{tr}Q[T][X_{(ij)}^{k-2}]})}{(k - 2p_2 - 3)!!(n + k - 2)!!(k - 2p_1 - 1)}
$$

$$+ \frac{(k - 1)!!(n - 2)!!}{(n + k - 2)!!} \frac{([\text{tr}Q[T])^{\frac{k}{2}}e_n}{\sqrt{q}} \quad \text{even } k.
$$

$$
(4.9)
$$

The case with odd $k$ is a bit more involved, as the highest weight terms starts with $e_{n-1}$, which at least requires one localization. We have

$$
\int_{\Delta} T^k = \sum_{0 \leq p_1 \leq p_2 \leq \frac{k-3}{2}} \frac{(k - 1)!!(n + k - 2p_2 - 6)!! \sum_{i < j} \int_{\Delta(ij)} (ct^{p_2 - p_1}c_Q^{ij}([\text{tr}Q[T][X_{(ij)}^{k-2}]})}{(k - 2p_2 - 3)!!(n + k - 2)!!(k - 2p_1 - 1)}
$$

$$+ \sum_{0 \leq p \leq \frac{k-1}{2}} \frac{(k - 1)!!(n - 3)!!}{(n + k - 2)!!(k - 2p - 1)!!} \int_{\Delta(i)} ((\text{tr}Q[T])^{\frac{k-1-p}{2}}c_Q^{ij}(\text{tr}Q[T])^{p}e_{(i)} \quad \text{odd } k.
$$

$$
(4.10)
$$
To proceed further we then leave the $e$ integrals aside and perform the same computation on the $E_{n-2,k-2p_2-2}$ integrals, landing on integrals schematically of the form

$$
\int_{\Delta_{ij',j'}} (\text{ct}^{p_2'-p_1'}_{i'j'}(\text{tr}_{Q^{(ij)}})^{p_1'}\text{ct}^{2-p_1'}_{i'j'}(\text{tr}_{Q})^{p_1'}T) \left[ X^{k-2p_2-2p_2'-4} \right]
$$

(4.11)

and so on. In the case when $n > k$ we in the end have both

$$
E_{n,k<n} \sim \begin{cases} 
  e_n + e_{n-2} + \cdots + e_{n-k}, & \text{even } k, \\
  e_{n-1} + e_{n-3} + \cdots + e_{n-k}, & \text{odd } k,
\end{cases}
$$

(4.12)

where the explicit coefficients in the linear combination can be worked out using the above identities together with the discussion in Section 2. When $k \geq n$, in the case of even $nk$ the recursion will in general ultimately land on some $E_{2,p}$ with $p \leq k - m + 1$, whose localization generates a rational function (apart from possibly some log terms) and terminates; and in the case of odd $nk$ it terminate at some $E_{1,p}$, which is already a rational function. And so

$$
E_{n,k\geq n} \sim \begin{cases} 
  e_n + e_{n-2} + \cdots + e_2 + \text{(rational)}, & \text{even } n, \text{ even } k, \\
  e_{n-1} + e_{n-3} + \cdots + e_3 + \text{(rational)}, & \text{even } n, \text{ odd } k, \\
  e_n + e_{n-2} + \cdots + e_3 + \text{(rational)}, & \text{odd } n, \text{ even } k, \\
  e_{n-1} + e_{n-3} + \cdots + e_2 + \text{(rational)}, & \text{odd } n, \text{ odd } k.
\end{cases}
$$

(4.13)

As a consequence, we see that the integrals with higher rank tensor numerators in general lead to a mixture of functions with different transcendental weights, with the highest weight related to the dimension of integrals we start with (in the same way as the $E_n$ and $E_{n,1}$ integrals).

In the situation when a rational piece is present its determination is a little bit different in the last step. The rational contributions can always be treated as arising from some one dimensional integral

$$
\int_{\Delta} \frac{\langle XdX \rangle T[X^k]}{(XQX)^{\frac{k-1}{2}}} = \frac{1}{k} \int_{\Delta} dx \left[ \frac{\langle (Q^{-1}T)[X^{k-1}]X \rangle}{(XQX)^{\frac{k}{2}}} \right] + \frac{k-1}{k} \int_{\Delta} \frac{\langle XdX \rangle (\text{tr}_{Q^T})[X^{k-2}] }{(XQX)^{\frac{k}{2}}} .
$$

(4.14)

It suffices to focus just on the first term on RHS. Localizing this terms yields two contributions from the boundary points $V_1$ and $V_2$, which are

$$
\frac{1}{k} \left( \sum_{i_1=1,2} \frac{(Q^{-1})^{11}T_{12,\ldots,2}}{(Q^{22})^{\frac{k}{2}}} + (1 \leftrightarrow 2) \right).
$$

(4.15)
This seems to cause some confusion, because a generic scalar \( n \)-gon in \( d \) dimensions has the form
\[
\int_0^\infty \frac{\langle Xd^{n-1}X \rangle (LX)^{n-d}}{(XQX)^{\frac{n-d}{2}}},
\]
but we expect it to always have uniform transcendental weight \( \frac{d}{2} \) for \( n \geq d \) and even \( d \), which is only the lowest weight we can get from the above analysis. Of course, the data \( Q \) and \( L \) we obtain from actual Feynman integrals cannot be random ones, and this indicates that they have to always kill the coefficients of the parts with higher transcendental weights. We will explain why this is true in detail later on. Before that we need to also understand what happens when the quadric is indeed degenerate.

### 4.2 An alternative analysis

Instead of doing explicit decomposition of the tensor numerator, we can alternatively choose to relate a generic tensor integral to the elementary integrals \( E_n \) and \( E_{n,1} \) we studied in Section 2. As usual this is achieved by observing
\[
E_{n,k} = \begin{cases} 
\frac{(-1)^\frac{k}{2} \Gamma(\frac{n+k}{2})}{\Gamma(\frac{n+1}{2})} \int_\Delta T[\partial_{Q_i}^k, Xd^{n-1}X] \langle XQX \rangle^{\frac{n-d}{2}}, & \text{even } k, \\
\frac{(-1)^{\frac{k-1}{2}} \Gamma(\frac{n+k}{2})}{\Gamma(\frac{n+1}{2})} \int_\Delta T[\partial_{Q_i}^{\frac{k-1}{2}}, X] \langle Xd^{n-1}X \rangle \langle XQX \rangle^{\frac{n-d+1}{2}}, & \text{odd } k.
\end{cases}
\]

Here in actual computation we only require \( T \) to be expressed in the form that is symmetric in each pair of indices that are contracted to the same \( \partial Q \). We can then pull the derivatives outside of the integral. Note that the differentiation directly applies to symbols as well; this allows us to first determine the symbol for the remaining \( E_n \) or \( E_{n,1} \) integral and they apply the derivative on it to further obtain the result for \( E_{n,k} \).

When the quadric is non-degenerate, specifically the case with odd \( k \) further decompose into
\[
E_{n,k} = \frac{(-1)^{\frac{k-1}{2}} \Gamma(\frac{n+k}{2})}{\Gamma(\frac{n+1}{2})} \sum_{i=1}^n T[\partial_{Q_i}^{\frac{k-1}{2}}, Q^{-1}H_i] \int_{\Delta(i)} \langle Xd^{n-2}X \rangle \langle XQX \rangle^{\frac{n-d+1}{2}}.
\]

In the above particular attention should be paid that \( \partial Q_i \)'s also acts on the vector \( Q^{-1}H_i \) contracted with \( T \) in each term.

### 4.3 Integrals with a degenerate quadric

In the discussions so far we have always assumed that the the quadric inside the integrals is non-degenerate, \( q \equiv \det Q \neq 0 \). For the application of Feynman integrals, the
quadric actually becomes degenerate every time when the particle number exceeds the spacetime dimensions by more than 2, \( n > d + 2 \), as will be discussed in more detail in Section 5.1. So we also need to understand how to handle this case.

In our discussion of the case \( \det Q = 0 \) we always assume that \( \text{corank} Q = r > 0 \).

### 4.3.1 General expectations

When \( \det Q = 0 \), \( Q \) admits of a non-trivial null space \( \mathcal{N}_Q \cong \mathbb{CP}^{r-1} \). Clearly there is a risk for the integrals to run into divergence. Here we avoid this issue by requiring that the integration contour has empty overlap with this null space.

We can already make an estimation on some quantitative aspects of the resulting function. Since \( \text{corank}(Q) = r \), we can always PGL\((n)\) transform into a frame such that \( XQX \) is manifestly free of the variables \( \{x_{n-r+1}, x_{n-r+2}, \ldots, x_n\} \). So the integrals associated to these variables are just integration of a polynomial over certain bounded region, which can be straightforwardly completed, resulting in another polynomial of the remaining variables with \( r \) higher degrees. So an \( E_{n,k} \) integral turns into

\[
E_{n,k} = \sum_{\Delta'} \frac{\langle X' d^{n-r-1} X' \rangle T'[X^{k+r}]}{(X' Q' X')^{\frac{n+k}{2}}} ,
\]

where \( Q' \) is now non-generic, so that the techniques we discussed before can be further applied. Note that even though we start from a single simplex, the integration region along the null directions can change depending on the values of the remaining variables, and so the result above is generically a summation over different simplices \( \Delta' \) and the numerator \( T' \) also varies with \( \Delta' \). Despite of this, we immediately learn that any \( E_{n,k} \) with \( \text{corank} Q = r \) cannot have transcendental weight higher than \( \lfloor \frac{n-r}{2} \rfloor \).

As a simple illustration, consider the following \( E_{3,1} \) toy integral

\[
\int_{\Delta} \frac{\langle X d^2 X \rangle (x_3)}{(x_1 - ax_3)^2(x_1 - bx_3)^2} ,
\]

where the simplex contour is defined by the three vertices \( V_i = [u_i : v_i : 1] \) \( (i = 1, 2, 3) \), assuming \( u_1 < u_2 < u_3 \) and \( v_2 < v_1 < v_3 \). The quadric has corank-1 and its null space is a unique point \( [0 : 1 : 0] \), which is obvious since the denominator is independent of \( x_2 \). These are depicted in Figure 3. Very conveniently we can fix \( x_3 = 1 \) and first perform the \( x_2 \) integral to obtain

\[
\frac{\det(V_1 V_2 V_3)}{u_1 u_2 u_3} \int_{u_1}^{u_2} dx_1 \frac{(x - u_1)}{(x_1 - a)^2(x_1 - b)^2} - \frac{\det(V_1 V_2 V_3)}{u_3 u_1 u_2} \int_{u_2}^{u_3} dx_1 \frac{(x - u_3)}{(x_1 - a)^2(x_1 - b)^2} .
\]
where \( u_{ij} = u_i - u_j \). Hence the original integral is brought into two \( E_{2,2} \) integrals (the fact we only see degree one in the numerator is merely a consequence of gauge-fixing), which can be easily performed.

More generally, the procedure of first integrating away the null directions is in correspondence to projecting through \( \mathcal{N}_Q \). In other words, we slice the space by \( r \)-planes passing through \( \mathcal{N}_Q \), and integrate over the intersection of the \( r \)-plane with the original simplex contour. In the above example the triangle projects into two simplices in \( \mathbb{C}P^1 \), and the resulting integrand differs between the two image simplices.

While in principle this procedure applies to higher dimensions and more complicated integrals, it can become tedious in practice, mainly due to the need of figuring out the image of the simplex under the projection (which is in general a particular triangulation of some complex). Moreover, the result it directly produces does not admits a nice geometric organization and can even hinder certain properties. For example, it is not at all obvious that the above toy integral is only a combination of log functions. Each of the \( E_{2,2} \) integrals contains a rational part, and they turn out to cancel away between the two integrals. In fact, the entire result is as simple as

\[
\frac{\det(V_1 V_2 V_3)}{(a - b)^3} \left( \frac{a + b - 2u_1}{u_{12} u_{13}} \log \left( \frac{a - u_1}{b - u_1} \right) + \text{permutations} \right). \tag{4.22}
\]

Altogether it decomposes into three terms, each of which seems to naturally locate on one of the codim-1 boundary of the triangle \( (V_1 V_2 V_3) \).

Consequently, it is better to find out a more constructive procedure.
4.3.2 Summary of the analysis

We consider an $E_{n,k}$ with corank $Q = r$. In order to avoid too many technical details for a complete generality and to quickly move on to physical applications in the next section, here we only provide a summary for a slightly special situation that is sufficient for the examples we discuss later on. A complete discussion on the degenerate quadrics is contained in Appendix F.

So for the present discussion we assume that the numerator in $E_{n,k}$ satisfy a “tangency” condition (treating $T$ as a symmetric tensor)

$$(TN)_{I_1I_2...I_{k-1}} = 0, \quad \forall N \in \mathfrak{N}_Q, \quad (4.23)$$

which is a natural generalization of the condition (2.28) discussed before. In practice, to check this condition it suffices to pick up a basis for $\mathfrak{N}_Q$. A convenient choice is to choose an arbitrary set of reference covectors \( \{R_1, \ldots, R_r\} \), and then

$$N_a := \underbrace{R_a \cdots Q}_{I_1} \cdots \underbrace{\hat{a} \cdots R_r}_{I_{k-1}}, \quad a = 1, \ldots, r \quad (4.24)$$

provide such a basis, where $\hat{a}$ indicates that we omit $R_a$ in the corresponding contraction. The ladders denote contraction using Levi-Civita symbols. More details of the null space is discussed in Appendix F.1.

The same references allow us to define a modified determinant and inverse of $Q$

$$\tilde{q} = \underbrace{Q \cdots Q}_{I_1} \cdots \underbrace{R_1 \cdots R_r}_{I_{k-1}}, \quad \tilde{Q}^{-1} = \underbrace{Q \cdots Q}_{I_1} \cdots \underbrace{R_1 \cdots R_r}_{I_{k-1}} / \tilde{q}. \quad (4.25)$$

Under the condition (4.23) these objects make it manifest that the integrand of $E_{n,k}$ can be decomposed into a part with a lower degree numerator plus a part that is exact. This leads to the following decomposition

$$E_{n,k} = \frac{(n-r)}{n+k-2} \sum_{i=1}^{n} \int_{\Delta(i)} \frac{\langle X(i) d^{n-2}X(i) \rangle (H_i \tilde{Q}^{-1}T)[(P(i)X(i))^{k-1}]}{(X(i)Q(i)X(i))^{\frac{n+k-2}{2}}} + \frac{(k-1)(n-r)}{n+k-2} \int_{\Delta} \frac{\langle X d^{n-1}X \rangle (tr \tilde{Q}^{-1}T)[X^{k-2}]}{(XQX)^{\frac{n+k-2}{2}}}, \quad (4.26)$$

which is structurally the same as the decomposition (4.2) of $T_{n,k}$ in the case of non-degenerate quadric, except for the difference in coefficients. So the discussions there can equally apply in this case. In particular, we should expect to repeat this decomposition for the resulting integrals with lower-degree numerators. The only subtlety here is that
it is not obvious that the numerators in the induced integrals on the boundaries still satisfy the condition (4.23). As we show in Appendix F.2, this actually holds after any sequence of repeated decomposition using (4.26), as long as the quadric in the induced integral is still degenerate.

4.4 Integrals with additional linear factors in the denominator

We can also study integrals which involves linear factors in the denominator, in addition to the quadric. These are essentially the same type of integrals as we have studied in previous subsections. To illustrate it, let us consider the situation with a single linear factor

\[
\int_0^\infty \langle Xd^n X \rangle T[X^k] \frac{dX}{(LX)(XQX)^{\frac{n+k}{2}}}.
\] (4.27)

where we assume an arbitrary tensor in the numerator, and to simplify the discussion we already pick up a frame where the contour becomes the standard simplex. Here we can work in the affine patch, say \( x_1 = 1 \), and lift the integral to one higher dimension

\[
\int_0^\infty \prod_{a=2}^{n+1} dx_a T[X^k] = -\frac{2}{n+k} \int_0^\infty \prod_{a=2}^{n+2} dx_a T[X^k] \frac{dX}{(XQX + (LX)_{x_{n+2}})^{\frac{n+k+1}{2}}}.
\] (4.28)

The new integral above is just a projective integral in \( \bar{X} = [x_1 : x_2 : \ldots : x_{n+1} : x_{n+2}] \in \mathbb{C}P^{n+1} \) as expressed in the affine patch \( x_1 = 1 \)

\[
\int_0^\infty \langle \bar{X}d^{n+1} \bar{X} \rangle \bar{T}[\bar{X}^k] \frac{d\bar{X}}{(\bar{X}Q\bar{X})^{\frac{n+k}{2}+1}},
\] (4.29)

where \( T_{a_1 \ldots a_k} = T_{a_1 \ldots a_k} \) if \( a_i < n+2 \) (\( \forall i \)) and zero otherwise, and

\[
\bar{Q} = \begin{pmatrix}
Q & L^T
\end{pmatrix}.
\] (4.30)

The procedure is directly generalized to more general situations when we have several linear factors \( (XQX) \prod_{i=1}^l (L_i X) \), where we lift the integral in \( \mathbb{C}P^n \) to an integral in \( \mathbb{C}P^{n+l} \), with the new quadric

\[
\bar{Q} = \begin{pmatrix}
Q & L_1^T & \cdots & L_l^T
L_1 & 0 & \cdots & 0
\vdots & \vdots & \ddots & \vdots \\
L_l & 0 & \cdots & 0
\end{pmatrix}.
\] (4.31)
4.5 Some general aspects of the symbols

Let us summarize some general properties of the structure of symbols for the quadric integrals $E_{n,k}$, where the quadric may or may not be degenerate, corank$Q \geq 0$. We have seen from previous analysis that in general the integral is mixture of parts with different transcendental weights, each of which can associates to a linear summation of $e$ integrals.

By extracting exact rational forms from the integrand and Stokes’ theorem, any $E_{n,k}$ can always be fully decomposed into $e_m$ integrals. Hence in a sense the $e$ are minimal. Especially, if $Q$ is non-degenerate, $r = 0$, then there exists a canonical decomposition using the operations defined in (4.3), (4.6) and (4.7). There are some quantitative properties that holds for any decomposition:

- For a given triple $(n, k, r)$ the highest transcendental weight of $E_{n,k}$ cannot be greater than $\left\lfloor \frac{n-r}{2} \right\rfloor$. While this bound is generically saturated, special configuration of the integrand numerator can actually turn it smaller.

- If $k$ is even, the decomposition of $E_{n,k}$ into $e$ starts with $e_{n-r}$, plus $e$’s of lower degrees; while if $k$ is odd, it begins with $e_{n-r-1}$.

- Regardless of the value of $r$, when $n + k$ is even, the decomposition only involves $e_m$’s with even $m$ (apart from possibly a rational piece); while when $n + k$ is odd, it only involves $e_m$’s with odd $m$.

From the specific algorithm for the determination of symbols, it is also obvious that the $e$ integrals are in a sense maximal, when $r = 0$. First of all, every $Q$ uniquely defines an $e$ integral. Then in the case $k > 0$, all the $e$ integrals in the decomposition with lower degrees are uniquely associated to the induced quadric from $Q$ on some boundaries. Consequently their symbols are embedded as part of the symbol of the top $e$ associated to $Q$. When viewing $E_{n,k}$ as a single object, we see that every term in $S E_{n,k}$ comes from the $e_n$ integral defined by its quadric, while the only difference from $S e_n$ lies in the specific coefficients in front of the symbol terms.

This is a manifestation of the general expectation that all the singularities of an integral are tied to the singularities of its integrand. The advantage here is that the structure of the symbols terms are always completely fixed by the quadric itself, and for a specific integral $E_{n,k}$ the only remaining task is to work out the coefficients from the integrand numerator.

There exists a linear map from the integrand numerator to the coefficients of the term, which can be worked out systematically following the analysis prescribed before, but in general this map can be very non-trivial. Despite of this, there always exist
specific numerators such that the entire integral is restricted to some uniform transcendental weight, or even to a specific symbol term (as we will also see in some examples). Such configurations can be highly non-unique. Anyway it could potentially be interesting to work out the explicit constraints on the numerator for such special situations. We leave this for the future.

Regarding the elementary quadric integrals $e_n$ themselves, we observed a essential structural difference between the $e_n$ with even $n$ and the ones with odd $n$. In the case of odd $n$ there is always a specific label which does not enter the partition labeling a specific symbol term, although any symbol term itself appears to be a term belonging to some $S e_{n-1}$. While not obvious from the differentiation analysis, it is in fact true that

$$e_n = \sum_{i=1}^{n} e_n^{(i)}, \quad \text{odd } n,$$

where $e_n^{(i)}$ is some $e$ integral defined on $\Delta_{(i)}$. This relation is going to be discussed in more detail in Section 8.4.

As a consequence, any $S E_{n,k}$ is a linear summation of $S e_m$’s with $m$ valued in even integers, and all the $e_m$’s appearing are induced from the unique $e_n$ defined by the quadric in $E_{n,k}$ on the boundaries of the integration contour. Hence any quadric integral can be equally represented by the unique $e_n$ together with a set of rational functions specified for each boundary of $\Delta$, which indicates the coefficients in the expansion. This imposes non-trivial constraints on the structure of quadric integrals.

5 More Feynman Integrals

Now let us apply the discussions in the previous section to general one-loop Feynman integrals.

We almost do not put any assumptions on the Feynman integrals we look at. This can be in any integral spacetime dimensions, involve any number of external line which are either (massless or massive) on-shell or off-shell, include loop propagators with no assumptions on their mass. For the time being, in order to make the discussion clean we only assume that we are studying integrals in even dimensions and are finite. We also only focus on planar objects; since at one loop everything can directly decompose into planar integrals, this does not put any extra restriction.
5.1 Scalar integrals

5.1.1 Case of $n = d + 2$

One-loop scalar diagrams $I_{n,d}^\phi$ with $n = d + 2$ are the first non-trivial case where we have to take care, as they are $E_{d+2,2}$ integrals, and

$$E_{d+2,2} \sim e_d + e_{d+2}. \quad (5.1)$$

At first sight this object has mixed weights. However, the $e_{d+2}$ part is dressed with a vanishing coefficient $(LQ^{-1}L)$, and so that they again uniform weight $\frac{d}{2}$.

To confirm that indeed $LQ^{-1}L = 0$, note that

$$LQ^{-1}L = \det Q \equiv \det \left( \begin{array}{cc} 0 & L \\ L^T & Q \end{array} \right), \quad (5.2)$$

where $Q$ is now a $(d+3) \times (d+3)$ matrix. Let us label the extra row and column by 0, and define $Y_0 = Y_\infty$, then we have

$$Q_{IJ} = Y_I \cdot Y_J, \quad I, J = 0, 1, \ldots, n. \quad (5.3)$$

By the same argument as the one for rank $Q$ in Section 3, we immediately see that $\det Q = 0$ when $n > d + 1$.

As a side comment, if we view $L_I L_J$ as a symmetric rank-(0,2) tensor, then the above identity is nothing but the statement that the numerator tensor is traceless wrt $Q^{-1}$, i.e., $\text{tr}_{Q^{-1}}(LL) = 0$.

5.1.2 Case of $n > d + 2$

When the multiplicity $n$ is even bigger, $I_{n,d}^\phi$ is of the type $E_{n,n-d}$, and by recursively applying (4.26) it should again decompose into

$$e_d + e_{d+2} + \cdots + e_n. \quad (5.4)$$

Pay attention that rank $Q = d + 2 < n$, so the subscripts above do not necessarily indicates the actual transcendental weights (here the weight has to be $\lfloor \frac{d+2}{2} \rfloor$ at most). Recall from (4.23) that in order the decomposition (4.26) is applicable we need an extra tangency condition for the tensor in the numerator. For the integrals $I_{n>d+2,d}^\phi$ this condition explicitly reduces to

$$(QN)_I = 0 \quad \Rightarrow \quad LN = 0 \quad \forall N. \quad (5.5)$$
Let us first show this is true. Again it is sufficient to introduce a basis for the null space of $Q$ (now it has dimension $r = n - d - 2$) as what we did before, and the condition is equivalent to

$$\begin{bmatrix} R_a & \cdots & Q & \cdots & R_1 & \cdots & \hat{a} & \cdots & R_r \end{bmatrix} = 0, \quad \forall a = 1, 2, \ldots, r, \quad (5.6)$$

where $R$’s are some independent random covectors.

To see why this is true, we square the LHS, and after applying a Schouten identity the expression becomes

$$\begin{bmatrix} Q & \cdots & Q & N_1 & \cdots & N_r \end{bmatrix} \times \begin{bmatrix} L & \cdots & Q & \cdots & L & \cdots & N_1 & \cdots & N_r \end{bmatrix} + \begin{bmatrix} Q & \cdots & Q & \cdots & N_1 & \cdots & \hat{a} & \cdots & N_r \end{bmatrix} L Q \begin{bmatrix} \cdots & Q & \cdots & N_1 & \cdots & N_r \end{bmatrix}. \quad (5.7)$$

Let us first look at the second term. Note that there are in total $d + 2$ $Q$’s in the front. By applying a Schouten identity on the legs colored red, each of the resulting terms factorize into two parts, of which the first is always a contraction involving $d + 3$ $Q$’s, thus vanishing due to the rank of $Q$.

In the first term above, its second factor involves the substructure

$$\begin{bmatrix} L & \cdots & Q & \cdots \end{bmatrix}, \quad (5.8)$$

which has $2(r - 1)$ upper indices and contains $d + 2$ $Q$’s. This tensor is zero in every component. We can actually prove a stronger statement: a rank-2$^r$ tensor constructed in the same way as above but with $d + 1$ $Q$ is zero. The reason is that

$$L_{I_1} L_{J_1} Q_{I_2 J_2} \cdots Q_{I_{d+2} J_{d+2}} \varepsilon^{I_1 \ldots I_n} \varepsilon^{J_1 \ldots J_n} \propto \det \left( Q_{I_{d+3} J_{d+4} \cdots I_n}^{I_{d+3} J_{d+4} \cdots I_n} \right), \quad \forall I_{d+3}, \ldots, I_n, J_{d+3}, \ldots, J_n, \quad (5.9)$$

where the factor of proportionality is just some none-zero constant. In the above the hats indicate the rows and columns deleted from $Q$. Recall that by our construction (5.2) the indices of $Q$ runs from 0 to $n$, and so the submatrix $Q_{I_{d+3} J_{d+4} \cdots I_n}^{I_{d+3} J_{d+4} \cdots I_n}$ always keeps the row and column with entries $L$. Since this submatrix is of size $(d + 3) \times (d + 3)$ but at most rank $d + 2$, our tensor vanishes.

As a result (5.7) vanishes, and hence the entire null space of $Q$ is contained in the hyperplane defined by $L$, verifying the condition under which we perform the decomposition (4.26).
In fact, the proof above has a further remarkable consequence. First note it directly indicates that
\[ L \dot{Q}^{-1} L = 0. \]  
(5.10)
From the explicit decomposition procedure, it is not hard to observe that apart from the first term \( e_d \) each of the rest terms in (5.4) is dressed with a coefficient that is proportional to the numerator tensor \( T_{I_1 \ldots I_n} \equiv L_{I_1} L_{I_2} \cdots L_{I_{n-d}} \) contracted with one or more \( \dot{Q}^{-1} \) (with both indices of \( \dot{Q}^{-1} \) contracted). Since this is always proportional to \( L \dot{Q}^{-1} L \), we conclude that the scalar integrals in the case \( n > d + 2 \)
\[ I_{n>d+2,d}^f \sim e_d, \]  
(5.11)
and so have uniform transcendental weight \( \lfloor \frac{d}{2} \rfloor \).

In actual computations, what the above conclusion specifically mean is that in every step of the decomposition procedure (4.26) we directly throw away the trace term, and so, e.g., in the first step
\[ I_{n>d+2,d}^f = \frac{(n-1)(d+2)}{2n-d-2} \sum_{H_i \in \partial \Delta} (H_i \dot{Q}^{-1} L) \int_{\Delta(i)} \frac{\langle X \rangle_d \langle X \rangle_{n-2}}{(X \dot{Q}(i) X)^{n-d-1}}. \]  
(5.12)

5.2 Integrals with tensor numerator

When the Feynman diagrams themselves involves tensor numerators depending on the loop momentum, as usual they can be traded off by replacing each loop momentum with a derivative. Without loss of generality let us assume a numerator of degree \( k \) in the loop momentum; specifically in our setup for the Feynman parametrization it has the form
\[ \int_0^\infty \langle X \rangle_d \langle X \rangle_{n-2} \frac{N_k[Y]}{(Y \cdot W)^n} = \int_0^\infty N_k \left[ \partial_W \right] (Y \cdot W)^{n-d} \frac{\langle X \rangle_{n-1}}{(W \cdot W)^{\frac{d}{2}}}. \]  
(5.13)
We do not consider the case with \( n - k - d < 0 \) as it has a bad power counting of loop momentum at infinity. It is easy to see that the result is always a linear combination of the following integrals
\[ I_{n,g}^{(m,t)}[U] = \int_0^\infty \langle X \rangle_d \langle X \rangle_{n-1} \frac{U[W^{d-n+2m-l}]}{(W \cdot W)^{\frac{d}{2}+m}}, \quad 0 \leq t \leq d - n + 2m. \]  
(5.14)
This defines a quadric by \( W \cdot W \equiv XQX \), i.e., \( Q_{IJ} = \mathcal{Y}_I \cdot \mathcal{Y}_J \) as before. We can treat the entire numerator as a symmetric rank-\((d - n + 2m)\) tensor, but here it is more convenient to study it directly. In particular we would like to check whether the numerator as a symmetric tensor is again traceless wrt \( Q^{-1} \) (if it is non-degenerate)
or \( \hat{Q}^{-1} \) (if it is degenerate). The explicit expression above suggests that this condition is equivalent to the following conditions

\[
Y^M Q^{-1} Y^N = Y^M Q^{-1} L = L Q^{-1} L = 0, \quad \forall M, N.
\]

(5.15)

Note that in the above again \( L = [1:1:\ldots:1] \), and \( Y^M \) is the covector made from the \( M^{th} \) Lorentz component of each \( \mathcal{Y}_I \) (\( I = 1,\ldots,n \)). The last condition \( L Q^{-1} L = 0 \) is exactly the same as the case of scalar integrals, which we have verified before. Following the same logic there using the rank of an extended matrix \( Q \), we have

\[
Y^M Q^{-1} Y^N \propto \det \left( \begin{array}{ccc} 0 & Y^N \\ (Y^M)^T Q \\ \end{array} \right), \quad Y^M Q^{-1} L \propto \det \left( \begin{array}{ccc} 0 \\ (Y^M)^T L \\ \end{array} \right). \quad (5.16)
\]

Hence we only need to check whether each \( Y^M \) can be written as

\[
(Y^M)_I = Y_{(M)} \cdot \mathcal{Y}_I, \quad \forall I = 1,2,\ldots,n \quad (5.17)
\]

for some embedding space vector \( Y_{(M)} \). This is obviously true since (with the light cone metric) we can assign

\[
Y_{(1)}^N = -2 \delta_{N,2}, \quad Y_{(2)}^N = -2 \delta_{N,1}, \quad Y_{(M)}^N = \delta_{M,N} \quad N > 2. \quad (5.18)
\]

In particular \( Y_{(1)} \cdot \mathcal{Y}_I = L \). Similar arguments also hold for degenerate \( Q \)'s. Hence we see the numerator tensor is again always traceless wrst the inversed quadric.

5.3 More examples

Now let us study several explicit examples of diagrams with non-trivial numerators, to further illustrate the discussion so far. The first three examples, together with the notations used, are from [21].

5.3.1 E.g. 4: a finite hexagon in 4d

In the fourth example we study the finite hexagon in 4d (expressed in terms of momentum twistors)

\[
I_{\text{e.g.4}} = \int_{AB} \frac{\langle AB13 \rangle \langle AB46 \rangle \langle 5612 \rangle \langle 2345 \rangle}{\langle AB12 \rangle \langle AB23 \rangle \langle AB34 \rangle \langle AB45 \rangle \langle AB56 \rangle \langle AB61 \rangle}. \quad (5.19)
\]

\[
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In the embedding formalism and turn into Feynman parametrization we have

\[
\frac{I_{\text{e.g.4}}}{\langle 5612 \rangle^{\langle 2345 \rangle}} = \int_0^{\infty} \langle Xd^5X \rangle (Y_{[13]} \cdot \partial_W)(Y_{[46]} \cdot \partial_W) \frac{1}{(W \cdot W)^2} \\
= 4(Y_{[13]} \cdot Y_{[46]}) \int_0^{\infty} \langle Xd^5X \rangle \frac{1}{(W \cdot W)^3} - 12 \int_0^{\infty} \langle Xd^5X \rangle \frac{2(Y_{[13]} \cdot W)(Y_{[46]} \cdot W)}{(W \cdot W)^4}.
\]

(5.20)

This is a summation of an \(E_6\) and an \(E_{6,2}\). In both integrals we have the same quadric which in terms of components is \(Q_{IJ} = Y_I \cdot Y_J = \frac{(I-I \cdot J-J)}{(J-J \cdot I-I)}\), and the tensor in \(E_{6,2}\) is \(T_{IJ} = (Y_{[13]} \cdot Y_I)(Y_{[46]} \cdot Y_J) + (Y_{[13]} \cdot Y_J)(Y_{[46]} \cdot Y_I)\).

We first check the \(Q^{-1}\) trace of \(T\). In the case of a hexagon this is particularly simple. regarding \(Y^M_i\) as a non-degenerate matrix \(Y\) and the flat metric \(\eta\), we have \(Q = Y \eta Y^T\), and so

\[
\text{tr}_{Q^{-1}}T = 2 \bar{Y}_{[13]} \eta Y^T Q^{-1} Y \eta \bar{Y}_{[46]} = 2 Y_{[13]} \cdot Y_{[46]}.
\]

(5.21)

Recall that in the decomposition of an \(E_{6,2}\) integral there is an extra constant factor \(\frac{1}{6}\) for the trace part (which reduces to an \(E_6\)), we see that the weight-3 part of the above \(E_{6,2}\) exactly cancels the \(E_6\) in the first term, hence \(I_{\text{e.g.4}}\) has a uniform weight 2.

To work out the explicitly result, let us write \(E_{6,2}\) back into the momentum twistor space

\[
-\frac{1}{12} I_{\text{e.g.4}} \bigg|_{E_{6,2}} = \langle 5612 \rangle^{\langle 2345 \rangle} \int_0^{\infty} \langle Xd^5X \rangle \frac{2((1345)x_5 + (1356)x_6)((1246)x_2 + (2346)x_3)}{(XQX)^4},
\]

with \(Q_{IJ} = (I-I \cdot J-J)\). The integral \(I_{\text{e.g.4}}\) is just the weight-2 part of this integral, which can be decomposed into localized contribution from each of the codim-2 boundaries, i.e., a linear combination of \(E_4\) integrals

\[
I_{\text{e.g.4}} = \sum_{i<j} C_{(ij)} \int_0^{\infty} \frac{\langle X_{(ij)} d^3X_{(ij)} \rangle \sqrt{\det Q_{(ij)}}}{(X_{(ij)}Q_{(ij)}X_{(ij)})^2}.
\]

(5.23)

We can simplify the problem by rescaling the variables to bring the integral into the form

\[
-\frac{1}{12} I_{\text{e.g.4}} \bigg|_{E_{6,2}} = \frac{1}{16} \int_0^{\infty} \langle Xd^5X \rangle \frac{(u_2(u_1 - 1)x_2x_5 + u_2^2(u_4 - 1)x_3x_5 + u_1u_3 - u_2^2x_2x_6 + u_2(u_3 - 1)x_3x_6)}{(x_1x_3 + x_1x_4 + u_1x_2x_4 + x_1x_5 + x_2x_5 + u_2x_3x_5 + x_2x_6 + x_3x_6 + u_3x_4x_6)^4}.
\]

(5.24)
with the crossratios
\[ u_1 = \frac{\langle 1234 \rangle \langle 4561 \rangle}{\langle 1245 \rangle \langle 3461 \rangle}, \quad u_2 = \frac{\langle 2345 \rangle \langle 5612 \rangle}{\langle 2356 \rangle \langle 4512 \rangle}, \quad u_3 = \frac{\langle 3456 \rangle \langle 6123 \rangle}{\langle 3461 \rangle \langle 5623 \rangle}, \quad u_4 = \frac{\langle 1234 \rangle \langle 3456 \rangle}{\langle 3461 \rangle \langle 2345 \rangle}. \] (5.25)

Depending on specific data \( u_4 = u_1 u_3 x \pm \). Here the crossratios \( \{u_1, u_2, u_3\} \) and \( x \pm \) are the same as those defined in the hexagon in 6d. We again assume to work in the region where \( 0 < u_i < 1 \ (i = 1, 2, 3) \).

To work out the coefficients, following the standard procedure we described before, they are given by the following matrix operations
\[ C_{ij} = (\det \hat{Q}_{\{i,j\},\{i,j\}})^{-\frac{1}{2}} \left[ ((Q^{-1}T)_{i,i}(Q_{\{i\},\{i\}})^{-1})_j + (i \leftrightarrow j) \right]. \] (5.26)

In this example it turns out that
\[ C_{(12)} = C_{(16)} = C_{(26)} = C_{(34)} = C_{(35)} = C_{(45)} = 0, \]
\[ C_{(13)} = -C_{(14)} = C_{(15)} = -C_{(23)} = C_{(24)} = -C_{(25)} = -C_{(36)} = C_{(46)} = -C_{(56)} = 8, \] (5.27)

and so \( I_{e.g.4} \) is also a pure function.

Since we are starting from an integral in \( \mathbb{CP}^5 \), this means that in studying the above induced \( E_4 \) integrals on the codim-2 boundaries we can directly borrow the symbol for the unique \( E_6 \) integral defined by the same quadric and truncate it. In the present example this \( E_6 \) integral is exactly identical to the case of scalar hexagon in 6d that we investigated before, the detailed result of whose symbol is collected in Appendix E.

As an example, consider the integral \( I_{e.g.4}^{(12)} \) induced on the boundary \( \Delta_{(12)} \). Its symbol is obtained by collecting terms in \( S I_{e.g.2} \) ended with \( 12 \) and chop off the last entry, i.e.,
\[ S I_{e.g.4}^{(12)} = 35 \otimes 46 \otimes 12 + 46 \otimes 35 \otimes 12 \]
\[ = 8 u_2 \otimes u_2 + 8 u_3 \otimes u_3 + 4 u_2 \otimes u_3 + 4 u_3 \otimes u_2. \] (5.28)

In fact, since the symbol terms associated with induced integrals on different codim-2 boundaries have no overlaps at all, all what we need is to sum up all the symbol terms of \( I_{e.g.2} \), dropping the last entry in each term and dressing it with the coefficient indicated by the two labels therein
\[ S I_{e.g.4} = \sum_{\rho} C_{(\rho_5 \rho_6)} \rho_1 \rho_2 \otimes \rho_3 \rho_4 \otimes \rho_5 \rho_6. \] (5.29)
This reduces the expression to 11 symbol terms

\[
24 \otimes (-13 \otimes \hat{56} - 15 \otimes \hat{36} + 36 \otimes \hat{15} + 56 \otimes \hat{13}) \\
+35 \otimes (12 \otimes \hat{46} + 16 \otimes \hat{24} - 26 \otimes \hat{14}) \\
+46 \otimes (-13 \otimes \hat{25} - 15 \otimes \hat{23} + 23 \otimes \hat{15} + 25 \otimes \hat{13}).
\]

(5.30)

Substituting the result for each symbol term collected in Appendix E, the expression reduces to

\[-4 \left(u_1 \otimes u_3 + u_3 \otimes u_1 - \sum_{i=1}^{3} u_i \otimes (1 - u_i)\right),\]

(5.31)

which matches the previous result in [21].

5.3.2 E.g. 5: another finite hexagon in 4d

The fifth example is another finite hexagon in 4d, defined as

\[I_{e.g.5} = \int_{\mathcal{A}\mathcal{B}} \frac{\langle \mathcal{A}\mathcal{B}(612) \cap (234) \rangle \langle \mathcal{A}\mathcal{B}46 \rangle}{\langle \mathcal{A}\mathcal{B}12 \rangle \langle \mathcal{A}\mathcal{B}23 \rangle \langle \mathcal{A}\mathcal{B}34 \rangle \langle \mathcal{A}\mathcal{B}45 \rangle \langle \mathcal{A}\mathcal{B}56 \rangle \langle \mathcal{A}\mathcal{B}61 \rangle}.\]

(5.32)

Its Feynman parametrization is the same as the one for the previous example, but

with out the prefactor \(\langle 5612 \rangle \langle 2345 \rangle\) and with

the vector \(Y_{[13]}\) substituted by \(Y_{(612) \cap (234)}\).

Following the same logic this immediately indicates that the weight-3 parts cancel away,

and we conclude again that the function has uniform weight 2.

The numerator in the \(E_{6,2}\) part of this integral is proportional to

\[(\langle 6124 \rangle \langle 2345 \rangle x_5 + \langle 6125 \rangle \langle 2346 \rangle x_6)(\langle 1246 \rangle x_2 + \langle 2346 \rangle x_3)\]

(5.33)

In analogy to the previous case, we can first rescale the Feynman parameters to bring

the quadric into the same form, and then compute the coefficients \(C_{(ij)}\)'s in the decom-

position (5.29), where it turns out that \(C_{(14)} = C_{(25)} = C_{(36)} = 0\). We can re-organize
the remaining terms into
\[
2(4C_{(56)} - C_{(35)} + 4C_{(16)} + 3C_{15} - C_{(13)})u_1 \otimes u_1 \\
+ 2(-C_{(46)} + 3C_{(26)} - C_{(24)} + 4C_{(16)} + 4C_{(12)})u_2 \otimes u_2 \\
+ 2(-C_{(35)} + 4C_{(23)} - C_{(15)} + 3C_{(13)} + 4C_{(12)})u_3 \otimes u_3 \\
+ 4C_{(16)}(u_1 \otimes u_2 + u_2 \otimes u_1) \\
+ 4C_{(12)}(u_2 \otimes u_3 + u_3 \otimes u_2) \\
+ 2(C_{(35)} - C_{(15)} - C_{(13)})(u_3 \otimes u_1 + u_1 \otimes u_3).
\] (5.34)

Explicit computation shows that the coefficients in front of the $u_i \otimes u_i$ terms all vanish. Furthermore we have
\[
4C_{(16)} = 16 \frac{(1234)}{(1345)(1235)}, \quad (5.35)
\[
4C_{(12)} = 16 \frac{(1236)}{(1235)(1356)}, \quad (5.36)
\[
2(C_{(35)} - C_{(15)} - C_{(13)}) = 16 \frac{(3461)}{(1345)(1356)}. \quad (5.37)
\]

This also perfectly matches the existing result in [21].

5.3.3 E.g. 6: parity-odd diagrams

Parity-odd diagrams has to integrate to zero. It is interesting to see how this occur explicitly in Feynman parametrization.

The simplest case is parity-odd pentagon in 4d, which is
\[
I_{e.g.6a} = \int AB \left( \langle AB13 \rangle \langle 2345 \rangle \langle 4512 \rangle - \langle AB(512) \cap (234) \rangle \langle 3451 \rangle \right) \frac{\langle AB12 \rangle \langle AB23 \rangle \langle AB34 \rangle \langle AB45 \rangle \langle AB51 \rangle}{\langle AB12 \rangle \langle AB23 \rangle \langle AB34 \rangle \langle AB45 \rangle \langle AB51 \rangle}. \quad (5.38)
\]

Its Feynman parametrization, working again in the ambient space, is
\[
\int_0^\infty \langle X d^4 X \rangle \frac{(Y_3 \cdot Y_5)(Y_2 \cdot Y_5)(Y_{[13]} \cdot W) - (Y_1 \cdot Y_4)(Y_{(512) \cap (234)} \cdot W)}{(W \cdot W)^3}. \quad (5.39)
\]

Note that the numerator is proportional to
\[
\langle 2345 \rangle \langle 4512 \rangle (\langle 1345 \rangle x_4) - \langle 3451 \rangle (\langle 4512 \rangle \langle 5234 \rangle x_4) = 0, \quad (5.40)
\]
hence the parity-odd pentagon has a trivial Feynman parametrization.
We can also check the parity-odd combination of hexagons in 4d. For example

\[
I_{\text{e.g.6b}} = \int_{AB} \langle AB(612) \cap (234) \rangle \langle AB(345) \cap (561) \rangle - \langle AB13 \rangle \langle AB46 \rangle \langle 5612 \rangle \langle 2345 \rangle
\]

\[
= (\langle 1234 \rangle \langle 3456 \rangle \langle 5612 \rangle - \langle 2345 \rangle \langle 4561 \rangle \langle 6123 \rangle) \int_{0}^{\infty} \langle X d^{5} X \rangle \left( \sum_{i<j} \langle i-1 \rangle \langle j-1 \rangle \rangle x_{i} x_{j} \rangle \right) \cdot
\]

(5.41)

It turns out that their Feynman parametrizations are non-trivial. What one can observe there is that the weight-3 part of the expression is again trivially zero due to the tracelessness of the numerator, so that the integrand is again a total derivative. When localized to the codim-1 boundaries the integrals still have a non-trivial integrand, but the further localized contributions on each codim-2 boundary cancel away (between each pair of codim-1 boundaries adjacent to it). Hence this is actually a non-trivial expression that evaluates to zero.

5.3.4 E.g. 7: a box in 4d with mixed weights

We use a seventh example to illustrate tensor integrals that give rise to functions with mixed weights. These could arise even from scalar Feynman diagram, as long as the degrees of some propagators are higher than one. For example, consider again the massive box diagram in 4d but we assign the integral

\[
I_{\text{e.g.7}} = \int \langle X d^{5} X \rangle \left( \sum_{i<j} \langle i-1 \rangle \langle j-1 \rangle \rangle x_{i} x_{j} \rangle \right) \cdot
\]

(5.42)

Since the first propagator has degree 2, its Feynman parametrization acquires an extra factor \(x_{1}\). As a result

\[
I_{\text{e.g.7}} = \int_{0}^{\infty} \langle X d^{5} X \rangle x_{1} x_{3} (x_{1} + x_{2} + x_{3} + x_{4})^{2}
\]

(5.43)

where we have performed the same rescaling \(x_{i} \mapsto x_{i}/m\) so as to bring the quadric \(Q\) into the same form as in our first example.

Let us denote the rank-4 tensor in the numerator as \(T[X^{4}]\). It can be easily verified that this integral contains a weight-2 piece whose symbol is exactly the same as \(SI_{\text{e.g.1}}\), dressed with a coefficient

\[
\frac{4-1}{4+4-24+2-2} \left( \langle \text{tr} Q \rangle^{2} T \right) \cdot
\]

(5.44)

\[
\frac{u^{2} v (4 u + u^{2} + 2 v + 3 u v + 2 v^{2})}{384 (1 + u + v)^{3}}
\]
Apart from the above highest-weight piece, the fact that we start with a rank-4 tensor indicates there is in general also a weight-1 piece and a rational piece. The weight-1 piece comes from three contributions, as follows

\[
\begin{align*}
\int \Delta [X^4] & \quad \rightarrow \quad -\frac{1}{6} \left( \int_{\Delta(i)} (c_Q^{(i)} T)[X^3_{(i)}] + (i \leftrightarrow j) \right) \\
\frac{1}{2} \int \Delta (\text{tr}_Q T)[X^2] & \quad \rightarrow \quad -\frac{1}{12} \left( \int_{\Delta(i)} (\text{tr}_Q c_Q^{(i)} T)[X_{(i)}] + (i \leftrightarrow j) \right) \\
& \quad \rightarrow \quad -\frac{1}{8} \left( \int_{\Delta(i)} (c_Q^{(i)} \text{tr}_Q T)[X_{(i)}] + (i \leftrightarrow j) \right) \\
& \quad \rightarrow \quad C_{(ij)} e_{(ij)}
\end{align*}
\]

Altogether the coefficient \( C_{(ij)} \) above reads

\[
C_{(ij)} = \frac{1}{\sqrt{q_{(ij)}}} \left( \frac{c_Q^{(ij)} \text{tr}_Q T}{16} + \frac{ctc_Q^{(ij)} T}{24} + \frac{\text{tr}_Q c_Q^{(ij)} T}{48} \right).
\tag{5.45}
\]

Since \( S_{I_{e,g.1}} \) receives non-trivial contributions from only \( \Delta_{(13)} \) and \( \Delta_{(24)} \), again we only need to consider these two boundaries. Hence the weight-1 piece is

\[
S_{I_{e,g.1}} \bigg|_{\text{weight } 1} = C_{(13)} 24 \otimes 13 + C_{(24)} 13 \otimes 24, \tag{5.46}
\]

where

\[
C_{(13)} = -\frac{i u^2 v \sqrt{1 + v} (2 - u - v)}{384(1 + u + v)^2}, \tag{5.47}
\]

\[
C_{(24)} = -\frac{i u^2 v (2 + u + u^3 + 2v + 2uv + u^2 v)}{384(1 + u)^{3/2}(1 + u + v)^2}. \tag{5.48}
\]

To work out the rational piece, we just need to further localize each of the integrals \( \int_{\Delta_{(ij)}} (c_Q^{(ij)} T)[X^2_{(ij)}] \) and further localize according to (4.15), i.e.,

\[
-\frac{1}{48} \left( \sum_{l=2,4} \frac{(Q_{(13)}^{-1})^{2l} (c_Q^{(13)} T)_{l4}}{((Q_{(13)})_{44})^2} - (2 \leftrightarrow 4) \right) - \frac{1}{48} \left( \sum_{l=1,3} \frac{(Q_{(24)}^{-1})^{1l} (c_Q^{(24)} T)_{l3}}{((Q_{(24)})_{33})^2} - (1 \leftrightarrow 3) \right).
\tag{5.49}
\]
This yields
\[ S_{\text{I.e.g.7}} \bigg|_{\text{weight 0}} = \frac{u^2v}{192(1 + u)(1 + u + v)}. \] (5.50)

6 Discontinuity I: Spherical Contours and \( e_n \)

We can study the functions produced by Feynman integrals by analyzing their branching points and the corresponding discontinuities. When represented as contour integrals in the complexified space (no matter whether its is the original loop momentum space or the Feynman parameter space or some other space) these properties are always encoded by the relations between the contour and the singularity points of the integrand under the deformation of data defining the integral. An actual singular point (in the data space) of the function is produced whenever it forces the contour to be pinched by some singular points of the integrand.

6.1 A toy example

This relation becomes very explicit for iterated integrals. As the simplest example, let us consider the log function
\[ \log(z) = \int_0^\infty \frac{(z - 1) \, dx_1}{(x_1 + z)(x_1 + 1)}. \] (6.1)

The contour is the positive real axis in the \( x_1 \) plane, and the integrand has a pole at \( x_1 = -z \). We can freely deform \( z \) so as to move this pole, and let it travel along a \( S^1 \) contour on the complex plane. At long as its path has a trivial winding number around \( z = 0 \) or \( z = \infty \), we can always deform the integration contour to avoid hitting the pole. If the path winds around \( z = 0 \) once, however, the final integral we obtain can only be identical to the original one by a residue at \( x_1 = -z \). This tells us that the function has branch points at \( z = 0 \) and at \( z = \infty \), and that the discontinuity across the cut stretching between these two points is
\[ \text{Disc } \log(z) = -2\pi i \, \text{Res}_{x_1 = -z} \frac{(z - 1) \, dx_1}{(x_1 + z)(x_1 + 1)} = 2\pi i. \] (6.2)

Note that the extra minus sign in front of the residue is because as we move \( z \) counterclockwise around 0 the extra contour for \( x_1 \) winds clockwise around \( z \).

The situation with integrals involving a single quadric denominator is different. Already, we see that for iterated integrals every time we compute a discontinuity (thus reducing the transcendentality by one) we obtain an integration in one lower dimensions, and correspondingly the transcendental weight of the function is the same as the
dimensions in which the integral is defined. But this is no longer true for the integrals with a quadric. To seek for the right prescription for the discontinuity contour, here let us use the same \( \log(z) \) example but first lift it to one higher dimensions

\[
\log(z) = \int_0^\infty dx_1 \int_0^\infty dx_2 \frac{z - 1}{(x_2(x_1 + 1) + (x_1 + z))^2} = \int_0^\infty \frac{\langle X d^2 X \rangle (LX)}{(XQX)^2},
\]

which now is explicitly identified with an \( E_1 \) integral, with

\[
L = [0 : 0 : z - 1], \quad Q = \frac{1}{2} \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 2z \end{pmatrix}.
\]

Note that the denominator can be written into the form \((x_1 + x_3)(x_2 + x_3) + (z - 1)x_3^2\), and so we first do a shift \( x_1 = y_+ - x_3, \quad x_2 = y_- - x_3 \) to bring it into the form \((y_+ y_- + (z - 1)x_3^2)\) and then integrate over the two dimensional contour

\[
y_+ = w, \quad y_- = \overline{w}, \quad \text{the entire } w \text{ plane.} \quad (6.5)
\]

With a point compactification this is just an \( S^2 \) contour; explicitly we can also assign \( y_\pm = re^{\pm i\phi}, \ r \in [0, +\infty], \ \phi \in [0, 2\pi] \). Integration over this contour also reproduces the same discontinuity

\[
- \int_0^{+\infty} dr (-2ir) \int_0^{2\pi} d\phi \frac{(z - 1)x_3^2}{(r^2 + (z - 1)x_3^2)^2} = 2\pi i. \quad (6.6)
\]

Here apart from the above definition of the contour we have inserted an extra factor \((-1)\) by hand, in accord with the extra minus sign we put for the ordinary residue computation in (6.2), and the results match.

We call the two-dimensional contour used in the above computation a spherical contour. Though different in natural for an ordinary residue contour (as we observed in computing discontinuities of a multiple polylogarithm as represented by iterated integrals, or Aomoto polylogarithms, see Appendix B.2), it manages to extract the desired discontinuities of \( \log(z) \) starting from a representation using quadric integrals (6.3). While the way it works here may look a bit accidental, it turns out to work for discontinuities in generic quadric integrals, as will be presented in the next subsection. The connection between this contour and the more familiar residue contours will be further explained in Section 8.3.

### 6.2 Discontinuities of \( e \) integrals and spherical contours

The computation for discontinuities presented above is in fact naturally expected from our understanding of the symbol structure as learned from the differentiation method.
There the symbol of an $e$ integral is organized as a summation over ordered partition of the Feynman parameter label sets into symmetric pairs. In particular, each of the first symbol entry, which encodes the location of the branch points, associates to certain pair of labels. Hence each computation of the discontinuity across certain branch cut should be a two-fold contour integral.

This expectation leads to a prescription for extracting the symbols of the functions purely from the study of discontinuities. Of course this involves two tasks

1. Derive the explicit expression in each symbol entry;

2. Identify a new integral whose symbol is the same as that obtained by chopping off the first symbol entry.

For computational convenience the procedure is best illustrated in the canonical frame. The general picture will be discussed in detail later.

In this subsection we focus on the $e_n$ integrals with even $n$. The case of odd $n$ has some qualitative difference, and we postpone their analysis to later discussions Section 8.4.

For these integrals the symbols are again organized into ordered partitions

$$S_{e_n} = C_n \sum \rho_1 \rho_2 \otimes \rho_3 \rho_4 \otimes \cdots \otimes \rho_{n-1} \rho_n, \quad \text{even } n. \quad (6.7)$$

However, the labels $\{\rho_i\}$ here are labels for vertices (instead of the codim-1 boundaries as in the differentiation method), and correspondingly we switch the notation into an overline. There is also an overall factor $C_n$ which is going to be determined.

Given the intuition from the previous subsection, it is straightforward to first deal with the second target above. We begin with the integral $e_n$ to determine the first symbol entries. The objects playing the same role for the second symbol entries are the various discontinuities computed from $e_n$, and similarly for the third entries and so on. To compute the discontinuity of $e_n$ across a branch cut associated to a pair of labels, say $(ij)$, we introduce a corresponding spherical contour. This is done by first performing an affine transformation to the variables $\{x_i, x_j\} \mapsto \{w_i, w_j\}$

$$\begin{pmatrix} x_i \\ x_j \end{pmatrix} = R \begin{pmatrix} w_i \\ w_j \end{pmatrix} - Q_{\{i,j\}, \{i,j\}} X_{(ij)}, \quad \text{with } R^T Q_{\{i,j\}, \{i,j\}} R = \begin{pmatrix} 0 & 1/2 \\ 1/2 & 0 \end{pmatrix}. \quad (6.8)$$

The specific form of the transformation matrix $R$ depends on the configuration of $Q$ and there is not a unique choice, but this does not affect the result yielded by the $S^2$ contour integration described below.
Along the way we also have acquired a list of objects for the determination of each symbol entry. The above brings the quadric to the form

\[ w_i w_j + X_{(ij)} Q^{(ij)} X_{(ij)}, \]  

with

\[ Q^{(ij)} = Q_{\{ij\},\{ij\}} - Q_{\{ij\},\{ij\}} (Q_{\{ij\},\{ij\}})^{-1} Q_{\{ij\},\{ij\}}. \]  

In the integration, we preserve the contour for the remaining \( x \) variables (i.e., over \([0, +\infty)\) in the canonical frame), but switch the \( \{w_i, w_j\} \) integration to the same \( S^2 \) contour: \( w_i = w, w_j = \bar{w} \), and integrate over the entire \( w \) plane (in correspondence to the usual definition of residues, we further divide by a factor \( \frac{1}{2\pi i} \)). Completing this \( S^2 \) integration yields a new integral in two lower dimensions

\[ \epsilon_n^{(ij)} = \frac{\sqrt{-1}}{2(n-2)} \int_{\Delta^{(ij)}} \frac{\sqrt{-\det Q^{(ij)}} \langle X_{(ij)} d^{n-3} X_{(ij)} \rangle}{(X_{(ij)} Q^{(ij)} X_{(ij)})^{\frac{n-2}{2}}}, \]  

with the \( Q^{(ij)} \) given in (6.10), and \( \Delta^{(ij)} \) the codim-2 boundary excluding vertices \( V_i \) and \( V_j \) (note the difference from \( \Delta^{(ij)} \)). This is exactly an \( e_{n-2} \) integral. We then have

\[ S\epsilon_n^{(ij)} = C_n \sum_{\rho, \rho_1 = i, \rho_2 = j} \frac{\sim_{ij}}{\rho_1 \rho_2} \otimes \cdots \otimes \rho_n^{n-1} \rho_n. \]  

Given the \( \epsilon_n^{(ij)} \) integral for each choice of \((ij)\), we can then go to compute its own discontinuities \( \epsilon_n^{(ij;kl)} \) in the same way, with \((kl)\) a pair chosen from the remaining labels. This is iterated \( \frac{n-2}{2} \) times, until we land on a one-fold integral that produces a log corresponding to the last symbol entry. There is no more spherical contour applicable to this remaining integral, but it can be straightforwardly computed anyway.

At this stage, its is obvious what the overall factor is. It equals the product of the factors from each previous \( S^2 \) integral, times an additional factor from the last integral (which is the same as for a generic \( e_2 \) integral shown in (2.18)), and so

\[ C_n = \frac{-\sqrt{-1}^{\frac{n-2}{2}}}{2^n (n-2)!!}. \]  

Along the way we also have acquired a list of objects for the determination of each symbol entry

\[ S\epsilon_n = C_n \sum_{\rho} \rho_1 \rho_2 \otimes \rho_3 \rho_4 \otimes \cdots \otimes \rho_{n-3} \rho_{n-2} \otimes \rho_{n-1} \rho_n, \quad \text{even } n. \]  
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6.3 Determination of symbol entries

The remaining question is how to actually determine each symbol entry. Already from the last symbol entries we see that they are naturally associated with an $e_2$ integral. How can we identify such $e_2$ integral for every of the previous entries?

Take the first entry $ij_{(\text{first entry})} = 0$ as an example. Observe that when we compute the discontinuity, the structure of the spherical contour that we do in the $(ij)$ direction does not rely at all on what other directions we have, or even the total dimensions of the space. This indicates that the existence of this particular branch cut and its local behavior is a property that solely arises from the system as restricted to the (complex) line $\bigcap_i V_j$. This suggests that we focus on the $e_2$ integral obtained by setting $x_k = 0$ ($\forall k \neq i, j$)

$$\int_{\bigcap_i V_j} \sqrt{-\det Q_{\{ij\},\{ij\}}} \langle X_{\{ij\}} dX_{\{ij\}} \rangle.$$  \hspace{1cm} (6.15)

Here $Q_{\{ij\},\{ij\}}$ is the submatrix of $Q$ labeled by $\{i, j\}$ for both columns and rows. The quadric in this 1d system factorizes into two linear factors as usual, and the effect of the spherical contour integration we performed above can be understood exactly in the same way as we did for the toy integral in the previous section. This analogy suggests the first symbol entry is again computed by

$$ij_{(\text{first entry})} = r(Q^{-1}_{\{ij\},\{ij\}}),$$  \hspace{1cm} (6.16)

where the ratio of roots $r(M)$ follows the same definition as in (2.17). This expression indicates a branch point at $ij_{(\text{first entry})} = 0$ and at $1/ij_{(\text{first entry})} = 0$.

The other intermediate symbol entries follow exactly the same prescription (6.16), since they all associate to some $e$ integral. The only difference is that we need to submit the quadric $Q$ by the corresponding projected quadric.

Here let us point out one simplification. Note that any $e$ is uniquely specified by the quadric in it. This means that for the $e$ integrals the $S^2$ contour integration is equivalent to a purely algebraic operation, e.g., in the first step,

$$p_{(ij)} : Q \rightarrow Q^{(ij)},$$  \hspace{1cm} (6.17)

which is defined by (6.10). The next spherical contour is equivalent to another operation, say $Q^{(ij)} \mapsto p_{(kl)}Q^{(ij)} = Q^{(ij;kl)}$. The operator $p$ is actually commutative in the sense that $Q^{(ij;kl)} = Q^{(kl;ij)}$, or in other words, $p_{(kl)}p_{(ij)} = p_{(ij)}p_{(kl)}$ for any $\{ij, kl\}$. In fact we have a larger identity

$$p_{(kl)}p_{(ij)} = p_{(jl)}p_{(ik)} = p_{(jk)}p_{(il)} = p_{(ij)}p_{(kl)} = p_{(ik)}p_{(jl)} = p_{(il)}p_{(jk)}, \hspace{1cm} \forall i, j, k, l.$$  \hspace{1cm} (6.18)
Hence after completing any sequence of two $S^2$ contour integrals, as long as they together involve the same set of four variables $\{x_i, x_j, x_k, x_l\}$, we land on a unique quadric depending on the remaining $(n - 4)$ variables, which we can denote as $Q^{ijkl}$ (where the parentheses indicate that the ordering is irrelevant).

This holds more generally for any sequence of $S^2$ contours (of any size). Starting with the original quadric $Q$, suppose we have completed a specific sequence of such integrals where the set of variables we get rid of is $S$, then we have

$$Q^{(S)} = p(S)Q = Q_{\bar{S}\bar{S}} - Q_{\bar{S},S}(Q_S)^{-1}Q_{\bar{S},\bar{S}}, \quad \text{even} |S|.$$  

(6.19)

This $Q^{(S)}$ can then be directly used to determine the next symbol entry. Explicitly, in (6.7) each entry is computed by

$$\rho_{2k-1}\rho_{2k} = r \left( (Q^{(\rho_1...\rho_{2k-2})})^{-1}_{\{\rho_{2k-1}\rho_{2k}\}\{\rho_{2k-1}\rho_{2k}\}} \right).$$

(6.20)

In particular, this applies to the last symbol entries as well, thus putting all entries on an equal footing.

The above prescription is for a generic $Q$ whose diagonals are all none-zero. When some of the diagonal elements are zero, again we face the issue that the ratio of roots is not well-defined. Geometrically, $Q_{ii} = 0$ indicates that the vertex $V_i$ resides on the quadric, and so from our experience with the differentiation method we know there are naive divergences in the contributions from the boundaries that have to cancel out after summation.

Here we directly work on this “singular” case by a limiting procedure. Consider, say $Q_{ii} = 0$. We approach this by taking $Q_{ii} \to 0$ so that the first entry $\bar{i}\bar{j}$ approximates to

$$\bar{i}\bar{j}_{\text{first entry}} \to \left( \frac{Q_{ii}Q_{jj}}{4Q_{ij}^2} \right)^{\text{sign}(Q_{ij})},$$

(6.21)

and similarly if $Q_{jj} \to 0$ or both of them vanish. Due to the algebraic properties of symbols we can now unambiguously separate the divergence piece

$$Q_{ii}^{\text{sign}(Q_{ij})} \otimes \ldots$$

(6.22)

(and similarly if $Q_{jj} \to 0$) from the rest. The remaining finite piece is the actual contribution to the symbol of the integral. In consequence, the general prescription for the first symbol entries of a non-degenerate quadric integral is

$$\bar{i}\bar{j}_{\text{first entry}} = \begin{cases} 
  r(Q_{\{i,j\},\{i,j\}}^{-1}), & Q_{ii} \neq 0, Q_{jj} \neq 0, \\
  (Q_{ii}^2)^{-\text{sign}(Q_{ij})}, & Q_{ii} = 0, Q_{jj} \neq 0, \\
  (Q_{jj}^2)^{-\text{sign}(Q_{ij})}, & Q_{ii} \neq 0, Q_{jj} = 0, \\
  Q_{ij}^{-2\text{sign}(Q_{ij})}, & Q_{ii} = Q_{jj} = 0.
\end{cases}$$

(6.23)
Its generalization to other symbol entries is obvious.

Of course we need to confirm that the divergent parts indeed cancel away. From the above discussion we see that the cancellation explicitly require the following identity to hold, e.g., associating to the first symbol entry

$$\sum_{j \neq i} \text{sign}(Q_{ij})e_n^{(ij)} = 0, \quad \text{iff } Q_{ii} = 0. \quad (6.24)$$

Structurally this resembles the cancellation identity (2.37) we encountered in the differentiation method. We do not provide a complete proof for this cancellation in this paper, but just point out that this has to come as a consequence of the equivalence between the discontinuity and differentiation methods that we are going to discuss in the next subsection.

6.4 Equivalence of the discontinuity and the differentiation methods

So far we have introduced two different methods to determine the symbol of any $e_n$ integral with even $n$, which is a pure function of transcendental weight $\frac{n}{2}$. The result from both methods are organized into ordered partitions of the label sets into symmetric pairs

$$S e_n = \sum_{\rho} (\rho_1 \rho_2) \otimes (\rho_3 \rho_4) \otimes \cdots \otimes (\rho_{n-1} \rho_n). \quad (6.25)$$

In the differentiation method we have $(\rho_{2k-1} \rho_{2k}) = \rho_{2k-1} \rho_{2k}$ and in the discontinuity method $(\rho_{2k-1} \rho_{2k}) = \rho_{2k-1} \rho_{2k}$. We now show that

$$\rho_{2k-1} \rho_{2k} = \rho_{2k-1} \rho_{2k}, \quad \forall k. \quad (6.26)$$

In the differentiation method $\rho_{2k-1} \rho_{2k}$ is obtained by computing the inverse of the submatrix $Q_{\{1,\ldots,2k\}\{1,\ldots,2k\}}$ and extracting its $2 \times 2$ submatrix $M$ labeled by $\{2k-1,2k\}$, and then computing the ratio of its two associated roots. Note that

$$M \det Q_{\{1,\ldots,2k\}\{1,\ldots,2k\}} \equiv M' =$$

$$\left( \begin{array}{cc} \det Q_{\{1,\ldots,2k-2,2k\}\{1,\ldots,2k-2,2k\}} & -\det Q_{\{1,\ldots,2k-2,2k\}\{1,\ldots,2k,2k-2\}} \\ -\det Q_{\{1,\ldots,2k-2,2k-1\}\{1,\ldots,2k-2,2k\}} & \det Q_{\{1,\ldots,2k-2,2k-1\}\{1,\ldots,2k,2k-1\}} \end{array} \right), \quad (6.27)$$

and so

$$\rho_{2k-1} \rho_{2k} = r(M) = r(M')^{\text{sign}(\det Q_{\{1,\ldots,2k\}\{1,\ldots,2k\})}. \quad (6.28)$$

In the discontinuity method we first compute the projected matrix $Q^{\{1,2,\ldots,2k-2\}}$ and then extract its submatrix $\overline{M}$ labeled by $\{2k-1,2k\}$

$$\overline{M} = \left( \begin{array}{cc} Q^{(1,2,\ldots,2k-2)}_{2k-1,2k-1} & Q^{(1,2,\ldots,2k-2)}_{2k-1,2k} \\ Q^{(1,2,\ldots,2k-2)}_{2k,2k-1} & Q^{(1,2,\ldots,2k-2)}_{2k,2k} \end{array} \right), \quad (6.29)$$
and $\rho_{2k-1}\rho_{2k} = r(M^{-1})$.

Note that, for example
\[
Q^{(1,2,\ldots,2k-2)}_{2k-1,2k-1} \det Q_{\{1,\ldots,2k-2\},\{1,\ldots,2k-2\}} \\
= Q_{2k-1,2k-1} \det Q_{\{1,\ldots,2k-2\},\{1,\ldots,2k-2\}} \\
- \sum_{I,J=1}^{2k-2} (-1)^{I+J} Q_{2k-1,I} \det Q_{\{1,\ldots,I,2k-2\},\{1,\ldots,J,2k-2\}} Q_{J,2k-1} \\
= \det Q_{\{1,\ldots,2k-2,2k-1\},\{1,\ldots,2k-2,2k-1\}}.
\]

Similar identities hold also for the other three entries. Altogether we obtain
\[
M^{-1} \det M \equiv \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \times M \times \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \frac{M'}{\det Q_{\{1,\ldots,2k-2\},\{1,\ldots,2k-2\}}}.
\] (6.31)

Recall the basic property of determinant
\[
\det Q_{\{1,\ldots,2k\},\{1,\ldots,2k\}} = \det Q_{\{1,\ldots,2k-2\},\{1,\ldots,2k-2\}} \times \det M,
\] (6.32)
we thus have
\[
M^{-1} = \bar{M}.
\] (6.33)

This indicates the validity of (6.26) for every symbol entry, and so the two methods are equivalent for $e_n$ integrals with even $n$.

Before we end this subsection, let us quickly point out that obviously the proof of the matrix identity (6.33) also holds for half-integral $k$ and $n$ being any integer. This in particular indicates an algebraic way to determine the symbol $S_{e_n}$ with odd $n$, much like the discontinuity method prescribed before. This is going to be discussed in more detail in Section 8.4.

### 6.5 A duality among $e_n$ integrals with even $n$

To better understand the relation between the differentiation and the discontinuity operations on the $e_n$ integrals with even $n$, let us present a duality among these objects, as revealed by these methods. This “duality” refers to the correspondence between an object in the original space and its counterpart in the dual space. The precise statement is the following.

Consider an $e_n$ integral with even $n$, specified by an arbitrary non-degenerate quadric $Q$ and an arbitrary simplex contour $\Delta$ (defined by its vertices $\{V_i\}$ or boundaries $\{H_i\}$). In the dual space we construct another integral
\[
\tilde{e}_n = \int_\Delta \sqrt{\det \tilde{Q}(\tilde{X}d^{n-1}\tilde{X})} (\tilde{X}Q\tilde{X})^{\frac{n}{2}}.
\] (6.34)
where $\tilde{Q} = Q^{-1}$, and we define the contour $\tilde{\Delta}$ by specifying its vertices to be $\{H_i\}$ or equivalently its boundaries to be $\{V_i\}$. Then we have the following identity between the symbols

$$S e_n = (S \tilde{e}_n)^R,$$

where $R$ is the operation that reverses the entries in each symbol term

$$R : w_1 \otimes w_2 \otimes \cdots \otimes w_{\frac{n}{2}} \mapsto w_{\frac{n}{2}} \otimes w_{\frac{n}{2}-1} \otimes \cdots \otimes w_1.$$  

Since $Q$ is non-degenerate, we can regard it as a $\text{PGL}(n)$ transformation, and so the $e_n$ integral can as well be defined by setting $\tilde{Q} = Q$, and setting the contour’s vertices to be $\{Q^{-1}H_i\}$ or its boundaries to be $\{QV_i\}$.

We provide a proof in Appendix G.

7 Discontinuity II: Tensor Integrals

The spherical contour that we introduced in the previous section has the advantage that it directly applies to integrals with arbitrary tensor numerators as well.

7.1 Spherical contour on tensor integrals

Let us now work out the explicit result for the action of the spherical contour on a generic tensor integral

$$E_{n,k} = \int_{\Delta} \frac{\langle X d^{n-1} X \rangle T[X^k]}{(X Q X)^{\frac{n+k}{2}}}.$$  

In this whole section we assume $n + k$ is even.

It is sufficient to look at a specific component ($R$ being the transformation in (6.8))

$$E_{n,(i,j)} = \int_{\Delta_{(ij)}} \frac{\langle X_{(ij)} d^{n-3} X_{(ij)} \rangle \int_{S^2} dx_i dx_j}{2} \frac{\pi p_i p_j}{(X Q X)^{\frac{n+k}{2}}}$$

$$= \sum_{m=0}^{p_i + p_j} \left( \frac{p_i}{m} \left( \frac{p_j}{p_i + p_j} - m \right) \pi R_{ii} R_{jj}^{p_i + p_j - m} R_{ji}^{p_i + p_j + m} R_{ij}^{p_i + p_j - m} \right) \times$$

$$\times \int_{\Delta_{(ij)}} \frac{\langle X_{(ij)} d^{n-3} X_{(ij)} \rangle \int_0^{\infty} dr \sqrt{r^2 + X_{(ij)} Q_{(ij)} X_{(ij)}}}{(r^2 + X_{(ij)} Q_{(ij)} X_{(ij)})^{\frac{n+k}{2}}}$$.
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with $p_i + p_j \leq k$. Completing the $r$ integral yields

$$E_{n,\{i,j\}} = \pi \sum_{m=0}^{\frac{p_i+p_j}{2}} \binom{p_i}{m} \binom{p_j}{m} \frac{\Gamma\left(\frac{p_i+p_j}{2}\right) \Gamma\left(\frac{n+k-p_i-p_j+2}{2}\right)}{\Gamma\left(\frac{n}{2}\right) \sqrt{Q_{ij}^2 - Q_{ii}Q_{jj}}} \times$$

$$\times \int \Delta_{(ij)} \frac{\langle X_{(ij)}^n d^3 X_{(ij)} \rangle}{(X_{(ij)}Q_{ij}X_{(ij)})^{\frac{n+k-p_i-p_j}{2} - 1}}.$$

(7.3)

### 7.2 General integrals

The discontinuity analysis directly generalizes to integrals with arbitrary tensor numerators, and also to the case when $Q$ itself is degenerate. In general, as concluded in the differentiation discussion, the functions produced by these integrals have mixed transcendental weights, and even when they turn out to have a uniform weight they can be a linear combination of pure functions with non-trivial coefficients.

In such situations the discontinuity analysis does not directly obtain the information about the entire singularity structure of the integral, mainly due to the fact that the computation of a discontinuity vanishes if a potential branch point turns out not to be an actual one. Here what one can expect to directly extract from the integral representation using by the method are

1. Highest transcendental weight of the function.
2. Symbols of the highest-weight part, including the coefficients in front.

More precisely, starting from a generic $E_{n,k}$ integral, one applies the following algorithm:

1. Bring the integral to the frame where the contour is canonical.
2. List out all possible pairs of labels in the set $\{1, 2, \ldots, n\}$.
3. For each pair $(i_1i_2)$, do an affine transformation to the variables $\{x_{i_1}, x_{i_2}\}$ according to (6.8) to bring the quadric to the standard form (6.9), and perform the corresponding $S^2$ contour integral, which in general yields another integral $E_{n,k}^{(i_1i_2)}$ in two lower dimensions and depends on the remaining $x$ variables.
4. It can happen that $E_{n,k}^{(i_1i_2)}$ already vanishes, or that the affine transformation to the standard form does not exist. In this case we do nothing, as it just means that a branch point associated to $i_1i_2$ does not exist. However, in the case when
it is non-zero, it indicates that we should include symbol terms that start with $i_1t_2$ in the first entry
\[ SE_{n,k} \supset i_1t_2 \otimes (SE_{n,k}'). \] (7.4)

At this stage the coefficients in front are not yet determined.

5. For nonvanishing $E_{n,k}^{(i_1i_2)}$, we repeat the analysis 1 to 4 on it, extracting the expressions in latter symbol entries.

6. For every sequence of $S^2$ contour integral computations, it has to terminate after a finite number of steps, in the sense that in the last step for whatever choice of pairs from the remaining label set the $S^2$ integral always generates zero or does not exist. Suppose this occurs at the $s^{th}$ step, then this indicates that there exist a specific symbol term
\[ SE_{n,k} \supset E_{n,k}^{(last)} (i_1t_2 \otimes i_3t_4 \otimes \cdots \otimes i_{2s-3}t_{2s-2}) . \] (7.5)

Here the coefficient $E_{n,k}^{(last)}$ is exactly the integral expression we obtain before the last $S^2$ integral, which is guaranteed to be rational.

7. In the end, we collect all these terms and simply sum them up.

The result we obtain from this algorithm might possibly contain symbol terms of various lengths. It is obvious from the above discussion that, suppose there is a term of length $s_1$ that is not the maximal length in the entire result, it can never be embedded in any other symbol term of greater length as the first $s_1$ entries. Here the phrase “embedded” has to be understood in a generalized sense. For example, from some integral in $\mathbb{CP}^7$ we might extract some terms with the structure
\[ c_1 \overline{12} \otimes 34 \otimes 56 \ + \ c_2 \overline{13} \otimes 57 \ + \ \cdots . \] (7.6)

In this case, of course we should not expect to see other terms with the structure, e.g., $\overline{13} \otimes 57 \otimes 48$, in which the second term above can be directly embedded, since this obviously violates the above algorithm. In fact, we cannot expect any other terms with length $k > 2$ such that the $2k$ labels in it contains $\{1, 3, 5, 7\}$ as a subset, e.g., $\overline{14} \otimes 35 \otimes 78$. This is because if there is such a term, then the fact that the symbol of an integral always decomposes into those of $e$ integrals indicates there necessarily exist other terms related to this by permutation of labels (unless those terms trivially vanishes due to trivial entries), which in particular means that the term $\overline{13} \otimes 57 \otimes \cdots$ cannot terminate at length 2.

In consequence, the result from this algorithm is organized in terms of a linear combination of $Se_m$’s with possibly various $m$ values, each of which corresponds to
an induced quadric integral on some codim-$(n - m)$ boundaries, and furthermore, each lower-dim boundary is not a boundary of any other higher-dim boundaries that appear. This result as a whole is contained in the symbol of the $E_{n,k}$ integral under study.

However, it is not necessary that this produces the entire $SE_{n,k}$. For example, consider again the above integral in $\mathbb{CP}^7$. In principle there could possibly exist a term $\mathfrak{T}2 \otimes 34$, but such term cannot be detected as a further spherical integration in the (56) direction will ignore it.

In order to analyze the terms ignored by the above algorithm, we need to first reconstruct a function corresponding to the symbol terms (as well as their coefficients) that has been worked out and subtract it from $E_{n,k}$ and repeat the same analysis again. In principle the construction of this function can be directly read off from the symbol terms already worked out, since their corresponding $e$ integrals always descend from the same quadric in the original integral.

Even though the discontinuity analysis is not very straightforward in fully extracting the singularity structure in the case of mixed transcendental weights, it can become very convenient in special situations. It is in particular useful when the quadric is highly degenerate, where the differentiation analysis could potentially becomes complicated. Also, if the integral vanishes on every choice of $S^2$ contour, one immediately concludes it has to be a rational function. Furthermore, if a function has a uniform transcendental weight but is not pure, the non-trivial coefficients can be easily obtained by the iterated $S^2$ contour integrals. These will be illustrated in the Feynman integral examples in the following.

7.3 Application to Feynman integrals

Since we have shown that for $e_n$ integrals with even $n$ the discontinuity analysis is equivalent to the differentiation method, we do not provide any further example of this type. Here we illustrate how the discontinuity method works in the last three examples of tensor integrals discussed in Section 5.3.

7.3.1 Finite hexagon in 4d

First let us return to our previous example 5

$$I_{e.g.5} = \int_{AB} \frac{\langle AB(612) \cap (234) \rangle \langle AB46 \rangle}{\langle AB12 \rangle \langle AB23 \rangle \langle AB34 \rangle \langle AB45 \rangle \langle AB56 \rangle \langle AB61 \rangle}.$$  

(7.7)

There using the differentiation analysis we observe that it has uniform weight 2 but is not pure. We thus should expect to extract the non-trivial coefficients after computing two spherical integrals.
The total numerator in the Feynman parametrization of this integral is
\[ \langle 6124 \rangle \langle 2346 \rangle \left( \sum_{i<j} \langle i-1 \, i \, j-1 \, j \rangle x_i x_j \right) - 6(\langle 6124 \rangle \langle 2345 \rangle x_5 + \langle 6125 \rangle \langle 2346 \rangle x_6)(\langle 1246 \rangle x_2 + \langle 2346 \rangle x_3). \] \tag{7.8}

The determination of each specific symbol entry can be worked out purely algebraically and was previously shown to yield the same result as is obtained from differentiation, and so we skip this step and merely refer to the result listed in Appendix E. In particular, this indicates that in the first step we only need to consider \( S^2 \) contour in the direction (24), (35) and (46). Take the direction (46) as an example; the spherical contour yields an \( E_{4,2} \) on \( \Delta^{(46)} \). Upon that we can further choose an \( S^2 \) contour. It turns out that the contour along (13) yields
\[ I_{e.g.5}^{(4613)} = 0, \] \tag{7.9}
indicating there is not contribution from \( \overline{16} \otimes \overline{13} \otimes \cdots \). This is desired since this symbol term generates \( u_3 \otimes (1 - u_3) \), which only resides in this term but is absent in \( S I_{e.g.4} \). On the other hand, e.g., the contour along (12) leads to
\[ I_{e.g.5}^{(4612)} = \frac{-\langle 1246 \rangle \langle 2346 \rangle}{8\langle 6134 \rangle \langle 1245 \rangle \langle 2356 \rangle} \times \int_{\Delta^{(4612)}} \frac{(u_1 x_3 - x_5 + u_1 x_5 + u_5 x_5)(u_5^{-1} u_2 x_3 - x_3 - u_3 x_3 + u_3 x_5)}{(u_1 u_3 - u_1) x_3^2 + (1 - u_1 - u_2 - u_3 + 2u_1 u_3) x_3 x_5 + u_3 (u_1 - 1) x_5^2}, \] \tag{7.10}
with \( u_5 = \frac{\langle 1246 \rangle \langle 2345 \rangle}{\langle 2346 \rangle \langle 1245 \rangle} \). This remaining one-dimensional integral turns out to be a rational function
\[ I_{e.g.4}^{(4612)} = \frac{1}{4} \frac{\langle 1346 \rangle}{\langle 1345 \rangle \langle 1356 \rangle}. \] \tag{7.11}

Similarly, we also have
\[ I_{e.g.4}^{(4615)} = -I_{e.g.4}^{(4612)}, \quad I_{e.g.4}^{(4623)} = I_{e.g.4}^{(4635)} = \frac{1}{4} \frac{\langle 1236 \rangle}{\langle 1235 \rangle \langle 1356 \rangle}, \quad I_{e.g.4}^{(4625)} = -\frac{1}{4} \frac{\langle 1234 \rangle}{\langle 1345 \rangle \langle 1235 \rangle}. \] \tag{7.12}

All these integrals account for symbol terms starting with \( u_3 \otimes \cdots \) and they confirm this part uniformly has length 2. Note that the rational functions generated in the end already match those worked out in the differentiation analysis. Here again we need to observe the cancellation of \( u_3 \otimes u_3 \), which is guaranteed by the identity
\[ \frac{\langle 1346 \rangle}{\langle 1345 \rangle \langle 1356 \rangle} + \frac{\langle 1236 \rangle}{\langle 1235 \rangle \langle 1356 \rangle} + \frac{\langle 1234 \rangle}{\langle 1345 \rangle \langle 1235 \rangle} = 0. \] \tag{7.13}

The other sequences of \( S^2 \) can be analyzed similarly and we do not go into further details.
7.3.2 The parity-odd diagrams

The spherical contours can usually help quickly detect the highest weight of the integral. An extreme case are the parity-odd diagram in our example 6, which are simply zero. Here the spherical contours cannot tell that the result is exactly zero. However, it has a sharp characterization of these integrals being rational: in any choice of directions \((ij)\) the spherical contour either is not well-defined, or leads to zero.

7.3.3 The massive box with mixed weights

We now illustrate how the discontinuity method works in the case when the integral involves mixed weights. We again take the previous example

\[
I_{\text{e.g.7}} = \int_0^\infty \frac{\langle Xd^3X \rangle x_1x_3(x_1 + x_2 + x_3 + x_4)^2}{(\frac{1}{u}x_1x_3 + \frac{1}{v}x_2x_4 + (x_1 + x_2 + x_3 + x_4)^2)^4},
\]

so as to compare with the differentiation method.

First of all the spherical contours are well-defined only in the directions \((13)\) and \((24)\), as the \(2 \times 2\) submatrix of \(Q\) in all the other choices are singular. Correspondingly the first symbol entries only choose between

\[
\begin{align*}
\d13 &= r(Q_{\{1,3\}}) = \left(\frac{\sqrt{1 + u - 1}}{\sqrt{1 + u + 1}}\right)^2, \\
\d24 &= r(Q_{\{2,4\}}) = \left(\frac{\sqrt{1 + v - 1}}{\sqrt{1 + v + 1}}\right)^2.
\end{align*}
\]

Now we compute the \(S^2\) contour, say in the \((13)\) direction. This yields an \(E_2,4\) integral on \(\Delta^{(13)}\), whose quadric reads

\[
vx_2^2 + (4 + 4u+2v)x_2x_4 + vx_4^2.
\]

This is a one-dimensional integral and the spherical contours no longer applies. But here the discontinuity problem reduces to the usual one as that for a logarithm, so all what we need is a further \(S^1\) wrapping one of the two roots of the quadric. Thus the corresponding second symbol entry is again just the ratio of the two roots (as is for an ordinary log)

\[
\d21 = \left(\frac{\sqrt{1 + u + v} - \sqrt{1 + u}}{\sqrt{1 + u + v} + \sqrt{1 + u}}\right)^2.
\]

The result of the two contour integrals yields

\[
-\frac{\pi^2 u^2v(4u + u^2 + 2v + 3uv + 2v^2)}{2\cdot 384(1 + u + v)^{\frac{3}{2}}}.
\]

Taking into consideration the extra factors coming from the integrations, this produces the correct coefficient of the weight-2 part of the integral. The same result can be
obtained by starting with the (24) direction as well. With these two computations we also manage to recover the correct symbols for this part.

From the above, we explicitly see that in the case of mixed transcendental weights the direct application of the discontinuity method can only reveal information of the highest-weight part of the integral, while all the lower-weight pieces are discarded by the intermediate computations.

In order to recover the lower-weight pieces, a simple (though indirect) practice to follow is to subtract from the original integral the $e$ integrals for the highest-weight piece dressed by its corresponding coefficient. In this particular example we thus go to

$$I_{e.g.7}' = I_{e.g.7} \left[ - \frac{u^2v(4u + u^3 + 2v + 3uv + 2v^2)}{384(1 + u + v)^2} \int_\Delta \sqrt{q} (XdX^3)^2 \right].$$

(7.19)

Combine the two terms yields a new tensor numerator $T'[X^4]$. Now we can repeat the same discontinuity analysis in exactly the same way as before: compute the spherical contour integrals in the (13) and (24) and detect the first symbol entries. However, as we try to further apply an $S^1$ contour integral on the induced integrals, say $I_{e.g.7}'^{(13)}$, the result is simply zero. This indicates that $I_{e.g.7}'^{(13)}$ is purely rational. Moreover, this rational function (after chopping of the extra overall factor from the $S^2$ contour) is exactly the coefficient in front of the corresponding weight-1 piece. It can be easily worked out that

$$I_{e.g.7}'^{(13)} = \frac{\pi u^2v(2 + u + u^3 + 2v + 2uv + u^2v)}{384(1 + u + v)^2(1 + u + v)^2},$$

(7.20)

$$I_{e.g.7}'^{(24)} = \frac{\pi u^2v\sqrt{1 + u}(2 - u - v)}{384(1 + u + v)^2}.$$

(7.21)

We see these match (5.47) and (5.48) perfectly.

In order to work out the rational piece, we need to find out integrals $E_{4,2}$ that purely yields a logarithm matching $I_{e.g.7}'^{(13)}$ and $I_{e.g.7}'^{(24)}$, respectively, and then dress them with $I_{e.g.7}'^{(13)}$ and $I_{e.g.7}'^{(24)}$ and subtract from $I^{(13)}$ to obtain yet another new integral $I''^{(13)}$. The choice is not unique, but for any such choice $I''^{(13)}$ is guaranteed to be rational (and the way to observe it is to see that the $S^2$ contours in (13) and (24) both leads to zero). This rational function is exactly the weight-0 piece of $I_{e.g.7}'$.

To make this explicit, for example, we can choose $E_{4,2}$ integrals

$$U_{24} = \int_\Delta \frac{8\sqrt{q(24)}}{(XQX)^3} \left( - \frac{4}{u} x_1 x_3 + \frac{2 + 3v}{v} x_1 x_3 + x_1 x_3 + x_4 + \frac{4 + 3v}{v} x_2 x_4 \right),$$

(7.22)

$$U_{13} = \int_\Delta \frac{8\sqrt{q(13)}}{(XQX)^3} \left( - \frac{4(1 + u)}{u^2} x_1 x_3 + \frac{2 + 3v}{v} x_1 x_3 + x_4 + \frac{4 + 2u + 2v + 3uv}{uv} x_2 x_4 \right).$$

(7.23)
Though not very obvious, it can be verified that
\[
SU_{24} = \overline{13}, \quad SU_{13} = \overline{24}.
\] (7.24)
So we can construct a new integral by subtraction
\[
I''_{e.g.7} = I'_{e.g.7} - \frac{1}{\pi i} I''_{e.g.7} U_{24} - \frac{1}{\pi i} I''_{e.g.7} U_{13}.
\] (7.25)
As we perform the spherical contour integral in the (13) and (24) directions, although
the resulting integral may appear to be non-trivial and dependent on the choice of
the \( U \) integrals, it actually vanishes (as can be seen by explicitly doing the remaining
one-fold integration). Hence \( I''_{e.g.7} \) is identical to the rational part of the original integral
\[
I''_{e.g.7} = I_{e.g.7}|_{\text{rational}}.\] (7.26)

8 Discontinuity III: Hypercontours

In Section 6 we introduced a method based on discontinuities to determine the singu-
rality structure of non-degenerate \( e_n \) integrals with even \( n \), and in Section 7 showed
its applicability to a generic \( E_{n,k} \) integral such that \( n + k \) is even. As we are going to
explain in this section, this prescription has an intrinsic geometric interpretation as a
projection, which is manifestly frame-independent. We also generalize this prescription
to arbitrary projections, so as to account for arbitrary integrals.

8.1 Geometries of the spherical contour

Previously we showed that for an \( e_n \) integral, the \( S^2 \) integral associated to labels, say
\( (ij) \), generates \( e_n^{(ij)} \), which is an \( e_{n-2} \) integral associated to a quadric \( Q^{(ij)} \). This was
derived in the canonical frame.

In fact the new quadric \( Q^{(ij)} \) admits a frame-independent definition, geometrically,
as a projection of the original quadric \( Q \) through the line that passes the two vertices
\( V_i \) and \( V_j \) of the simplex contour in \( e_n \).

To be more explicit, let us denote \( H_{(P_1...P_l)} \) has an \( (l-1) \)-plane \( \mathbb{CP}^{l-1} \in \mathbb{CP}^{n-1} \) which
is specified by \( l \) non-degenerate points \( \{P_1, \ldots, P_l\} \) contained in it. In this notation, for
example the codim-1 boundaries of the contour \( H_i \equiv H_{(12...i...n)} \). \( H_{(ij)} \) is the line passing
through \( V_i \) and \( V_j \). To do the projection through \( H_{(ij)} \), we consider the collection of
all planes (dim-2) \( H_{(ij)P} \), which are indexed by certain point \( P \) up to equivalence. In
particular we can consider \( P \) to be inside some codim-2 hyperplane \( H' \cong \mathbb{CP}^{n-3} \) as
long as \( H' \) does not contain \( H_{(ij)} \). Also note that \( H' \cap H_{(ij)P} = \{P\} \ (\forall P \in H') \) (just
Figure 4. Spherical contour as a projection, viewed through the line $H_{ij}$.

by counting of equations), hence there is a one-to-one correspondence between $P \in H'$ and $H_{ijP}$. Now the new quadric $Q^{(ij)}$ is

$$Q^{(ij)} : \{ P \in H' | H_{ijP} \text{ is tangent to } Q \}.$$  \hspace{1cm} (8.1)

This is visualized in Figure 4.

At first sight it may not even be obvious why the set of $P$ in $H'$ satisfy the tangent condition has to form a quadric. To confirm this, note that we can parametrize points on $H_{ijP}$ by

$$X = P + \alpha_i V_i + \alpha_j V_j.$$  \hspace{1cm} (8.2)

Then the tangent condition is equivalent to

$$XQX = \partial_{\alpha_i}(XQX) = \partial_{\alpha_j}(XQX) = 0,$$  \hspace{1cm} (8.3)

for some choice of $\{\alpha_i, \alpha_j\}$. Eliminating $\{\alpha_i, \alpha_j\}$ results in a unique quadratic equation of $P$, which is

$$PQ'P \equiv P^T \left( Q_{IJ} - \begin{pmatrix} (V_iQ)_I \\ (V_jQ)_J \end{pmatrix}^T \begin{pmatrix} V_iQV_i & V_iQV_j \\ V_jQV_i & V_jQV_j \end{pmatrix}^{-1} \begin{pmatrix} (V_iQ)_I \\ (V_jQ)_J \end{pmatrix} \right) P_J = 0.$$  \hspace{1cm} (8.4)

Hence the projection leads to a quadric in $H'$.

Correspondingly, we define a new simplex integration contour $\Delta'$ in $H'$, by the set of points $P$ such that $H_{ijP}$ intersects $\Delta$ at points other than $H_{ij}$. This together with $Q'$ uniquely defines an $e_{n-2}$ integral in $H'$, which is related to $e^{(ij)}_n$ by some $\text{PGL}(n-2)$ transformation, thus identical.
The above PGL($n - 2$) transformation is tied to different choices of $H'$. In particular, the choice $H' = H_{(1...i...j...n)}$ sets the system in the canonical frame, where the new quadric exactly becomes the expression $Q^{(ij)}$ we obtained in (6.10), and the new contour is the facet $\Delta_{(ij)}$.

As a result, we see that for the $e_n$ integrals with even $n$ the discontinuity is literally a projection through a line in the Feynman parameter space.

8.2 An alternative $S^1$ contour

In Section 6.3 we showed that the spherical contours are commutative to each other. There are two aspects of this property:

1. At the level of the quadrics, a spherical contour in $(ij)$ direction corresponds to an algebraic operation $p_{(ij)}$ on the quadric, as defined in (6.10) and more invariantly in (8.4). These algebraic operations commute to each other.

2. At the level of the integrals, for any generic $E_{n,k}$ integral, if we apply spherical contour integrations twice, say in the $(i_1j_1)$ and $(i_2j_2)$ directions respectively, the result does not rely on in which direction we perform the integration first. Hence we are allowed to denote these integral-level operations abstractly using the same notation $p$ as above.

While as originally defined the projection associated to the algebraic operation $p$ is always through some $m$-plane with $m$ odd, projections through even planes are equally natural, hence in general

$$Q^{(S)} \equiv p_{(S)}Q = Q_{S\bar{S}} - Q_{S,S}(Q_{S})^{-1}Q_{S\bar{S}}$$

(8.5)

is well-defined for any cardinality $|S|$. In particular $S$ can be a single point. Meanwhile, as mentioned in (6.18) the commutativity actually holds for arbitrary permutation of individual labels but not just permutation of the label pairs. These suggests there should exist some corresponding notion of $S^1$ contours respecting the above mentioned properties, and it is interesting and important to understand their effects.

In fact such $S^1$ contour can be defined in natural analogy to the $S^2$ contour we did in Section 6: starting from an integral as expressed in the canonical frame, for a given label $i$ we affine transform the variable $x_i$ to $\chi_i$ such that

$$XQX \mapsto \chi_i^2 + X_{(i)}Q^{(i)}X_{(i)},$$

(8.6)

with $Q^{(i)}$ given in (8.5), and then we integrate $w_i$ over $(-\infty, +\infty)$. The “$S^1$” is, as was the $S^2$ contour, the point compactification of the real axis, or in other words, the real
slice of \( \mathbb{C}P^1 \) for \( w_i \). Note that the second term above is also identical to the discriminant of the original quadric wrst \( x_i \)

\[
X^{(i)}Q^{(i)}X^{(i)} = \text{Dis}(XQX, x_i). \tag{8.7}
\]

This \( S^1 \) integration can be generically written into a linear summation of the form

\[
\int_{-\infty}^{+\infty} \frac{d\chi_i \chi_i^m}{(\chi_i^2 + X^{(i)}Q^{(i)}X^{(i)})^{\frac{n+k-m}{2}}} \equiv (X^{(i)}Q^{(i)}X^{(i)})^{\frac{n+k-m-1}{2}} \int_{-\infty}^{+\infty} \frac{d\chi_i \chi_i^m}{(\chi_i^2 + 1)^{\frac{n+k}{2}}}. \tag{8.8}
\]

(Here we assume \( \sqrt{X^{(i)}Q^{(i)}X^{(i)}} \) is real.) The remaining integral on RHS is merely some constant, and vanishes for odd \( m \). The case of even \( m \) divides into two situations. When \( n + k \) is even it is a rational number times \( \pi \). When \( n + k \) is odd it is merely a rational constant. These seem to indicate that the \( S^1 \) contour integration is computing certain discontinuity in the case of even \( n + k \), but some part of the original integral in the case of odd \( n + k \).

By definition the action of the \( S^1 \) contour on the quadric is guaranteed to be the projection of \( Q \) through the vertex \( V_i \), following similar argument as in the previous subsection. It is also true in general that

\[
p^{(i)}p^{(j)} = p^{(j)}p^{(i)} = p^{(ij)} = p^{(ji)}, \quad \forall i, j, \tag{8.9}
\]
either as algebraic operations on the matrix or as geometric projections of the curve. It turns out that this composition relation also holds as operations on the integrals. In other words, for a generic \( E_{n,k} \) integral the result from first applying a \( S^1 \) contour integration in the \( (i) \) direction and then another in the \( (j) \) direction (or alternatively first \( (j) \) and then \( (i) \)) is the same as that from a single \( S^2 \) contour in the \( (ij) \) direction. In particular, this implies the following relations for the symbols of the elementary integrals

\[
\begin{cases}
S e_n \supset S e_n^{(i)} \supset S e_n^{(ij)}, & \text{even } n, \\
S e_n \supset S e_n^{(i)} \supset S e_n^{(ij)}, & \text{odd } n,
\end{cases}
\tag{8.10}
\]

where \( e_n^{(i)} \equiv p^{(i)}e_n \).

Let us now have a more careful look at what this \( S^1 \) really does. This can be very explicitly illustrated by the toy example of \( \log(z) \) we started with in Section 6. Recall that there the integrand has two poles, located at \( x_1 = -1 \) and \( x_1 = -z \) respectively, and the discontinuity \( 2\pi i \) can be computed, e.g., by an ordinary \( S^1 \) contour wrapping around \( x_1 = -z \) clockwise. As illustrated in figure 5, in this simple example we can
in fact continuously deform the contour into a semi-circle in the lower half of the $x_1$ complex plane. Since the integrand falls off as $|x_1|^{-2}$ as $|x_1| \to \infty$, the contribution from the infinity vanishes, and so the original integration is identical to a contour along the real axis. Of course since the poles of the integration locates on the real axis as well, we need to take care of what side of the poles the contour passes by, which is analogous to the role of the $i\epsilon$ prescription in the usual Feynman integrals in momentum space.

In actual computation this contour is very similar to that of the original simplex contour, since we are just evaluating

$$\log \left( \frac{x_1 + 1}{x_1 + z} \right) \bigg|_{-\infty}^{+\infty}$$

but the non-trivial result arises from the monodromy that the deformed contour picks up. Now it is obvious that this contour is equivalent to the $S^1$ contour we defined previously, in this particular case of $e_2$ integral, since they are just related by a further shift of the variable $x_1 \mapsto x_1 - \frac{z+1}{2}$.

The virtue of our prescribed $S^1$ contour is that in practice it allows us to ignore the detailed profile of the poles of the integrand as well as the slight deformation of the contour around them, as these are automatically taken careful of by the property of a resulting arctan function, so that the computation can be performed very straightforwardly (assuming that the parameters are in a proper range). This also make the contour specification less confusing as we deals with integrals in higher dimensions. Furthermore, as we already observed in the explicit definition of the $S^2$ contours, the resulting prescription directly generalizes.

For integrals where $n + k$ is odd, in analogy with the above example let us assume the integrand again contains singular points at $x_1 = -1$ and at $x_1 = -z$. But these are not branch points instead of the poles. The resulting analogue of the $S^1$ contour is not an actual $S^1$ but a curve whose ends are anchored at the infinity located at different Riemann sheets, as shown in Figure 6. Correspondingly the integration yields another algebraic function.

![Figure 5. Deformation of the ordinary residue contour into the new $S^1$ contour.](image)
8.3 $S^2$ fibrated over $S^1$

As mentioned in (8.9) a sequence of two $S^1$ contours in general leads to the same result as produced by a single $S^2$ contour. This is simple to understand by showing how the contours are connected.

Consider an $S^1$ in direction $(i)$ followed by an $S^1$ in direction $(j)$. This is equivalent to first affine transform $x_i, x_j$ to bring the integral into

$$\int_{\Delta_{(ij)}} \langle X_{(ij)} q^{n-3} X_{(ij)} \rangle \int dw_i dw_j \frac{T[\chi_i, \chi_j, X_{(ij)}]}{(\chi_i^2 + \chi_j^2 + X_{(ij)} Q^{(ij)} X_{(ij)})^{n+k}}. \quad (8.12)$$

And then the total integration contour for $\chi_i, \chi_j$, according to the definition for the $S^1$ contours, is just the entire real slice associated to these two variables. Of course in the region where $X_{(ij)} Q^{(ij)} X_{(ij)} < 0$ one has to avoid singularities along the contour using the prescription provided in the previous subsection; this is also equivalent to introducing an $i\epsilon$ deformation to the integration denominator

$$\chi_i^2 + \chi_j^2 + X_{(ij)} Q^{(ij)} X_{(ij)} - i\epsilon. \quad (8.13)$$

As directly defined, the topology of this contour is $S^1 \times I$ (since the second “$S^1$” does not really close into a circle as pointed out previously). However, it is obvious that the contribution from the infinity is trivial, and so we can identify the entire region where $\chi_i, \chi_j \to \infty$, resulting in an $S^2$. From this point of view, the two $S^1$ contours exactly provides a fibration of the $S^2$, with a fixed point at infinity.

By a further coordinate transformation $\chi_i = \frac{w_i + w_j}{2}$, $\chi_j = \frac{w_i - w_j}{2i}$, the above expression obvious equals that for our original definition of the $S^2$ contour.

8.4 Feynman integrals in odd dimensional spacetime

The discussion in the previous subsection immediately allows us to generalize the discontinuity analysis to Feynman integrals in odd spacetime dimensions, or more generally, any $E_{n,k}$ integral with odd $n + k$.

Here let us illustrate this for $e_n$ integrals with odd $n$. Apart from the scalar $d$-gons in $d$ dimensions, all the other cases necessarily involve a non-trivial tensor numerator.
in the Feynman parametrization. But this adds no more difficulty, because the decomposition procedure we discussed before applies regardless of the specific exponent in the denominator, and hence the decomposition on to $o$ integrals is always valid.

The strategy is to start by applying a single $S^1$ contour in some direction $(i)$. We have confirmed previously that this leads to a new integral $e_n^{(i)}$ whose symbol $S_{e_n^{(i)}}$ can be determined using the method prescribed in Section 6. The quadric $Q^{(i)} = p_{(i)}Q$ comes as the projection of $Q$ through $V_i$. Recall that the equivalence relation $\rho_{2k-1}\rho_{2k} = \rho_{2k-1}\rho_{2k}$ proved in Section 6.4 obviously holds for half-integral $k$ as well. This indicates that $S_{e_n^{(i)}}$ has to be contained inside $Se_n$. Hence we conclude that

$$Se_n = \frac{1}{n-1} \sum_{i=1}^{n} S_{e_n^{(i)}}, \quad \text{odd } n. \quad (8.14)$$

Very explicitly, we observe that the $S^1$ contour in this case not only computes no discontinuities but also performs the role as extracting part of the original integral. This relation strongly suggests that there should be a corresponding geometric identity between the original simplex contour and the summation of the $n S^1$ contours.

Here we provide an intuitive illustration for how this happens (without being completely rigorous), in the simple case of integrals in $\mathbb{CP}^2$. Figure 7 shows the entire real slice of $\mathbb{CP}^2$, which divides into four regions according to the relative signs of the three homogeneous variables $[x_1 : x_2 : x_3]$, and the original simplex contour covers the region with $[+ : + : +]$.

Let us consider an $e_3$ integral. In order to make the integrals itself straightforwardly well-defined we assume that the quadric $Q$ imposes no singularities in the region $[+; +; +]$. For simplicity we temporarily focus on the case such that the quadric intersects every real axis at two generic positions. Without loss of generality this means that the real slice of the singularities should look like the dashed curves in Figure 7.

Obviously the red region denotes the $S^1$ contour in $x_1$ (together with the original contour for the remaining variables), and the blue one for $x_2$ and the green one for $x_3$ respectively. The aim is to show that their summation is equivalent to the original simplex contour, which is exactly their overlap.

To verify this, let us first observe that the integrand of $e_n$ with odd $n$ is actually the differentiation of a lower form that is algebraic. This is essentially because a quadric is always rational, which mean we can always find a reparametrization of the coordinates such that the integrand is rationalized. Since the denominator of this new integrand has an integral power, it necessarily has the form

$$\frac{<Xd^{n-1}X> (L'X)}{(XQ'X)^{n+1/2}}, \quad (8.15)$$
and so it is explicitly exact. Back in the original coordinate the lower form contains square root again imposed by the same quadric $Q$, and so still has branch cuts. Nevertheless, by Stokes’ theorem we can localized the integrals on to the closed boundary of each colored region.

By a careful inspection of the boundary contours, we can easily observe, e.g., the overlap of the red boundary contour and the green one in region $[-: +: +]$ (i.e., the negative $x_1$ real axis) share the same orientation. Naively this two integrals does not cancel each other. However, note that the they are continued from the region $[+ : + : +]$ from different directions: the red one is continued from $x_1 > 0$ to $x_1 < 0$, while the green one from $x_3 > 0$ to $x_3 < 0$, as indicated by the red and green arrows respectively. In the region $[- : + : +]$ as we pass through the singularities the integrand travels to a different Riemann sheet. Hence it is obvious that at every point of the overlap between the red and green contours in this region the integrand can be tuned to have exactly the opposite phase. As a result, although the two contours share the same orientation, the integrals turns out to cancel by phase.

The same phenomena holds similarly for all the other overlaps in $[- : + : +]$, $[- : - : +]$ and $[+ : - : +]$. And so as we sum up the three terms the only contribution that remains are the boundary contours to the region $[+ : + : +]$, which doubles the
boundary for the original simplex contour. Thus we verify the relation (8.14).

The above arguments obviously generalize to $e_n$ with higher $n$, where the prefactor $\frac{1}{n-1}$ can be easily understood. In the more general situation when the real slice of the quadric does not necessarily intersect with the real axis, the branch cuts still exist in the corresponding region, and so the above arguments remain valid.

8.4.1 An example

To illustrate the above observations let us study an explicit $e_3$ example

$$I = \int_\Delta \frac{\sqrt{-q} \langle Xd^2X \rangle}{(x_1^2 + x_2^2 + x_3^2 + u_1x_2x_3 + u_2x_3x_1 + u_3x_1x_2)^{\frac{3}{2}}},$$

(8.16)

where $q = \frac{1}{4}(4 - u_1^2 - u_2^2 - u_3^2 + u_1u_2u_3)$. Here we choose values $u_1, u_2, u_3 > 2$ such that $q < 0$, e.g., $u_1 = 29, u_2 = 3, u_3 = 11$. The result is

$$I = \frac{1}{2} \left( \log \left( \frac{-2u_1 + u_2u_3 - 4\sqrt{-q}}{-2u_1 + u_2u_3 + 4\sqrt{-q}} \right) + \text{permutations} \right),$$

(8.17)

as one can check numerically.

Let us try the $S^1$ contours. An $S^1$ contour in the (1) direction leads to

$$\int_{\Delta_{(1)}} \langle X_{(1)}dX_{(1)} \rangle \int_{-\infty}^{+\infty} dx_1 \frac{\sqrt{-q}}{(x_1^2 + (1 - u_1^2)x_2^2 + (1 - u_2^2)x_3^2 + (u_1 - u_2u_3)x_2x_3)^\frac{3}{2}} \left( -2u_1 + u_2u_3 - 4\sqrt{-q} \right),$$

(8.18)

$$\quad = \log \left( \frac{-2u_1 + u_2u_3 - 4\sqrt{-q}}{-2u_1 + u_2u_3 + 4\sqrt{-q}} \right).$$

We have similar results for the other two choices of $S^1$ contours. Explicitly, we find in this case that

$$e_3 = \frac{1}{2} \sum_{i=1}^{3} e_3^{(i)}. \quad (8.19)$$

8.5 Generalized projection contours

The previous discussions on the $S^2$ and $S^1$ contours immediately suggest an investigation of the generalization of projections $p$ to that through any boundaries of the simplex contour with codimension higher than 1.

8.5.1 As algebraic operations

Focusing on the $e_n$ integrals, the generalized projection contours continue to play as algebraic operations on the quadric $Q$. In general we specify a subset of labels $S \subset \{1, 2, \ldots, n\}$, of cardinality $|S| < n - 1$, and consider a projection through the boundary
$H_{(S)}$, which has dimension $|S| - 1$. For convenience we can use the hyperplane defined by the remaining vertices, i.e., $H_{(S^c)}$, to parametrize the space after projection, which is of dimension $n - |S| - 1$. Again the projection leads to a configuration where the new contour $\Delta^{(S)}$ is just the corresponding boundary of the original simplex in $H_{(S^c)}$, and the new quadric

$$p_{(S)}Q \equiv Q^{(S)} : \{ P \in H_{(S^c)} |H_{(S\cup\{P\})} \} \text{ is tangent to } Q \}. \quad (8.20)$$

Here we use $p_{(S)}$ to refer to both the projection and the corresponding algebraic operation (6.19) on the matrix $Q$ (in the canonical frame). This leads to an integral

$$e_{n(S)} \equiv p_{(S)}e_n = \int_{\Delta^{(S)}} \frac{\langle X_{(S^c)}d^{n-1-|S|}X_{(S^c)} \rangle}{(X_{(S^c)}Q^{(S)}X_{(S^c)})^{\frac{n-|S|}{2}}} , \quad (8.21)$$

where we use $X_{(S^c)}$ to denote coordinates on $H_{(S^c)}$. Obviously, the projection $p$ enjoys the property

$$p_{(S_1)}p_{(S_2)} = p_{(S_2)}p_{(S_1)} = p_{(S_1\cup S_2)}, \quad (8.22)$$

for arbitrary subsets $S_1$ and $S_2$ such that $S_1 \cap S_2 = \emptyset$.

At the level of explicit symbols the effects of these projections are all certain truncation of $Se_n$. When $n$ is even

$$Sp_{(S)}e_n = \begin{cases} \sum_{\rho : \rho = \{\rho_1, \ldots , \rho_{|S|}\} = S} \rho_{|S|+1}\rho_{|S|+2} \otimes \cdots \otimes \rho_{n-1}\rho_n & |S| \text{ even}, \\ \sum_{\rho : \rho = \{\rho_1, \ldots , \rho_{|S|+1}\} > S} \rho_{|S|+2}\rho_{|S|+3} \otimes \cdots \otimes \rho_{n-1}\rho_n & |S| \text{ odd}. \end{cases} \quad (8.23)$$

When $n$ is odd

$$Sp_{(S)}e_n = \begin{cases} \sum_{\rho : \rho = \{\rho_1, \ldots , \rho_{|S|}\} > S} \rho_{|S|+2}\rho_{|S|+3} \otimes \cdots \otimes \rho_{n-1}\rho_n & |S| \text{ even}, \\ \sum_{\rho : \rho = \{\rho_1, \ldots , \rho_{|S|}\} = S} \rho_{|S|+1}\rho_{|S|+2} \otimes \cdots \otimes \rho_{n-1}\rho_n & |S| \text{ odd}. \end{cases} \quad (8.24)$$

### 8.5.2 As integral operations

For a generic quadric integral also with a non-trivial numerator, generalized projection contours can be explicitly defined such that the commutation relation (8.22) is satisfied. The construction is straightforward given the definition for the $S^2$ contour prescribed before. Although in the case when we have $|S| > 2$ variables there is no unique way to pick out complex conjugate pairs, we can always affine transform the variables $x_i$ ($i \in S$) such that

$$XQX \rightarrow \sum_{i \in S} x_i^2 + X(S)Q^{(S)}X(S) \quad (8.25)$$
(as long as \( Q \) is generic), and then the generalized projection contour is specified by integrating the \( \chi \) variables over \( \mathbb{R}^{[S]} \) while preserving the original contours for the remaining variables (i.e., \( \Delta_{(S)} \)). In the special case of \( |S| = 2 \) this is identical to (8.12) and thus explicitly reduces to the \( S^2 \) contours for the discontinuity computations.

This operation is particularly useful in extracting non-trivial coefficients in front of different symbol terms when the given integral has uniform transcendental weight but is not pure. For this purpose, in the case of generic \( Q \), all what is needed is to study all possible sets of labels of maximal size such that the corresponding projection contours still produce a non-vanishing result. Note that although naively the maximal size is \( n - 1 \), the integral can turn out to vanish, but it that case it just means the actual transcendental weight has to be lower, because as we saw in the differentiation analysis the naive highest weight part may vanish if the tensor numerator is traceless wrst \( Q^{-1} \).

8.5.3 Case of degenerate quadric

When the quadric is degenerate, it is not possible to project it all the way through \( n - 1 \) vertices, as the quadric is doomed to degenerate into lines at some intermediate steps, beyond which the projection contour is no longer well-defined. As a result there exists some non-trivial maximal set of labels for the generalized projections. The integrals arising from such maximal projections are guaranteed to give results that are rational, and similar to the case of generic \( Q \) these are the coefficients appearing in the original integral. Readers interested in the detailed analysis can refer to Appendix F.5.

8.6 Geometry of individual symbol entries and integrability

By definition each symbol entry reflects certain logarithmic singularity. This fact can manifestly be visualized as a single log in the geometry. Consider some \( a_m \) integral, and assume that we just want to extract the expression at the \( k^{th} \) entry of some symbol term, labeled by \( (i_1 i_2) \), which is preceded by entries with labels in a subset \( S \) (\(|S| \) being even for integral \( m \) and odd otherwise). For this purpose we do a \( p_{(S)} \) projection as prescribed before, landing on a quadric \( Q^{(S)} \) and simplex \( \Delta^{(S)} \) which is the boundary of \( \Delta \) in \( H_{(S^c)} \). Upon this we further quotient the configuration to the line passing through the images \( p_{(S)} V_{i_1} \) and \( p_{(S)} V_{i_2} \) (which in the current setup are just \( V_{i_1}, V_{i_2} \) themselves when embedded in the original space), resulting in a configuration of four points \( \{v_{i_1}, v_{i_2}, q_1, q_2\} \) in \( \mathbb{CP}^1 \). \( v_{i_1}, v_{i_2} \) are the positions of \( p_{(S)} V_{i_1}, p_{(S)} V_{i_2} \), which defines a simplex in \( \mathbb{CP}^1 \), and \( q_1, q_2 \) are the two intersection points of \( Q^{(S)} \) with \( H_{(p_{(S)} V_{i_1}, p_{(S)} V_{i_2})} \), which defines a new quadric. We then have the identification

\[
\log(i_1 i_2) = \int_{v_{i_1}}^{v_{i_2}} \frac{\sqrt{\det(q_1 q_2)} \langle XdX \rangle}{(q_1 X)(q_2 X)}. \tag{8.26}
\]
Now we can provide a simple proof of the integrability of the symbols as computed from either the differentiation or the discontinuity method, by associating it to quadric integrals in $\mathbb{C}P^3$. It suffices to just focus on the elementary integrals $e_n$. Recall that previously we pointed out in (2.45) the integrability is actually seeded in a finer condition

$$\sum_{S_4} d\log(\rho_{2k-1}\rho_{2k}) \wedge d\log(\rho_{2k+2}\rho_{2k+2}) = 0,$$

(8.27)

for each choice of fixed set of labels $\{\rho_{2k-1}, \rho_{2k}, \rho_{2k+1}, \rho_{2k+2}\}$. Note that for any such choice, the combination

$$\sum_{S_4} d\rho_{2k-1}\rho_{2k} \otimes \rho_{2k+2}\rho_{2k+2}$$

(8.28)

is exactly the symbol of an $e_4$ integral, induced by a projection $p(S) \equiv p(\rho_1 \ldots \rho_{2k-2})$ and then restricting to the subspace $H_{(p(S)\nu_{2k-1} p(S)\nu_{2k} p(S)\nu_{2k+1} p(S)\nu_{2k+2})}$. Hence the refined condition (2.45) reduces to the integrability condition for a generic $e_4$ integral.

Work again in the canonical frame. Note that the symbols remain invariant under overall rescaling of any individual row and corresponding column (which is a simple consequence of the rescaling invariance of the ratio of roots), and so without loss of generality that the $Q_{ii} = 1$ ($i = 1, 2, 3, 4$) for the quadric in a generic $e_4$. One can verify that

$$\frac{1}{4} d\log(12) \wedge d\log(34) = dQ_{12} \wedge \left( - \frac{\det Q_{14}}{\det Q_{44}} dQ_{13} + \frac{\det Q_{34}}{\det Q_{33}} dQ_{14} \\
+ \frac{\det Q_{24}}{\det Q_{22}} dQ_{23} - \frac{\det Q_{24}}{\det Q_{33}} dQ_{24} + dQ_{34} \right),$$

(8.29)

while the other terms can be easily obtained by permuting the labels. It is then obvious that each $dQ_{ij} \wedge dQ_{kl}$ receives contribution from only two symbol terms, which cancel purely due to the antisymmetry of the wedge product. This confirms the integrability of the symbols for generic $e_4$ integrals, thus proving (2.45).

9 Unitarity

In the last three sections we have been discussing the discontinuities of Feynman integrals as arising from spherical contours and their generalizations, as well as their corresponding geometric interpretation as projections in the Feynman parameter space. In this section we explore their connection to the (generalized) unitarity cut on Feynman diagrams. Here we focus on the scalar diagrams $I_{n,d}^\phi$. 
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9.1 Feynman parametrization of the cut scalar \( n \)-gon in \( d \) dimensions

We first derive the Feynman parametrization of an arbitrary scalar \( n \)-gon in \( d \) dimensions, possibly with massive loop propagators.

Working in the embedding space \( \mathbb{R}^{1,d+1} \), we introduce one parameter for each uncut propagator. Assume that we cut the propagators labeled by \( i \) and \( j \). Here we assume that the cut propagators are massless. The cut integral reads

\[
I_{n,d}(ij) = \int_0^\infty \langle X \rangle^d \frac{(Y \cdot Y_\infty)^{n-d}}{(Y \cdot \sum_{k \neq i,j} x_k Y_k)^{n-2}} \delta(Y \cdot Y_i) \delta(Y \cdot Y_j)
\]

where

\[
W = \sum_{k \neq i,j} x_k Y_k
\]

and

\[
I_{n,d}(ij) = \int_0^\infty \langle X \rangle^d \frac{\delta(Y \cdot Y) (Y_i \cdot Y_j)^{d-3}}{(Y \cdot W)^{d-2}}
\]

Note that the integrand in \( I_{n,d}(ij) \) manifestly rescaling, and so it is expected that the result has to be a combination of \( \{ W \cdot W, W \cdot Y_1, W \cdot Y_2, Y_2^1, Y_2^2 \} \) with correct weights.

To work out the detailed result, note that the operator

\[
Y_i Y_J + Y_j Y_I - \delta_J Y_i \cdot Y_j
\]

projects any vector onto the subspace constrained by \( \delta(Y \cdot Y_i) \delta(Y \cdot Y_j) \) (recall that \( Y_i^2 = Y_j^2 = 0 \)). So the above integral can be equally written as

\[
I_{n,d}(ij) = \int \frac{d^{d+2}Y}{\text{vol.GL}(1)} \frac{\delta(Y \cdot Y) (Y_i \cdot Y_j)^{d-3}}{(Y \cdot W)^{d-2}}
\]

where the numerator as well as the exponent in the denominator is uniquely fixed by conformal weights. Borrowing the result for a \( d \)-gon in \( d \) dimensions we conclude

\[
I_{n,d}(ij) = \frac{(Y_i \cdot Y_j)^{d-4}}{(Y_i \cdot Y_j W \cdot W - 2W \cdot Y_i W \cdot Y_j)^{d-2}}
\]

Then \( I_{n,d}(ij) \) is easily obtained by repeatedly applying differential operators on \( I_{n,d}(ij) \).

More generally when the two cut propagators have arbitrary masses, correspondingly we use \( Y_i = (1, y_i^2 + m_i^2, y_i^2) \) instead of \( Y_i \) and similarly for the \( j \)th propagator. In
this case we \( Y_i^2 \) and \( Y_j^2 \) are non-zero. Correspondingly the projection operator has to be modified, and we have

\[
\dot{I}^{(ij)}_{n,d} = \int \frac{d^{d+2}Y}{\text{vol.GL}(1)} \frac{\delta(Y \cdot Y)((Y_i \cdot Y_j)^2 - Y_i \cdot Y_j)^{2d-5}}{(Y \cdot W)^{d-2}}, \tag{9.6}
\]

where

\[
\hat{W} = Y_i Y_i \cdot Y_j Y_j \cdot W - Y_i Y_j Y_i Y_i \cdot W + Y_j Y_i Y_j Y_i \cdot W
- Y_j Y_i Y_i Y_j \cdot W + W Y_i Y_i Y_j Y_j \cdot W - W (Y_i \cdot Y_j)^2.
\tag{9.7}
\]

In the end we obtain

\[
\dot{I}^{(ij)}_{n,d} = \frac{((Y_i \cdot Y_j)^2 - Y_i^2 Y_j^2)^{d+3}}{(W \cdot W ((Y_i \cdot Y_j)^2 - Y_i^2 Y_j^2) + (W \cdot Y_i)^2 Y_j^2 + (W \cdot Y_j)^2 Y_i^2 - 2 W \cdot Y_i W \cdot Y_j Y_i \cdot Y_j)^{d+2}}.
\tag{9.8}
\]

\[9.2 \quad \text{Comparison with the projection of Feynman parametrization}\]

For simplicity let us return to the cases with massless cut propagators. We can actually rewrite the above expression in a slightly better way, into

\[
\dot{I}^{(ij)}_{n,d} = \frac{1}{(Y_i \cdot Y_j)(W^M \tilde{\eta}^N W M N)^{d+2}},
\tag{9.9}
\]

with

\[
\tilde{\eta}^{MN} = \eta^{MN} - \frac{Y_i^M Y_j^N + Y_i^N Y_j^M}{Y_i \cdot Y_j},
\tag{9.10}
\]

where \( \eta^{MN} \) is the flat space metric, and \( Y_{iM} = \eta^{MN} Y_i^N \). Inserting this into (9.1) we obtain the explicit Feynman parametrization of a generic scalar diagram

\[
\dot{I}^{(ij)}_{n,d} = \int_{\Delta^{(ij)}} \frac{\langle X^{(ij)} \rangle d^{n-3}X^{(ij)}}{Y_i \cdot Y_j} \sum_{k=0}^{\frac{n-d}{2}} \frac{(n-d)^{n-d-k} \Gamma(n - \frac{d}{2} - k - 1)(\frac{2}{Y_i Y_j})^k (-Y_\infty \tilde{\eta} W)^{n-d-2k}}{\Gamma(\frac{d}{2} - 1)(W \tilde{\eta} W)^{n-\frac{d}{2}-k-1}}.
\tag{9.11}
\]

On the other hand, we start from the Feynman parametrization for the \( n \)-gon in \( d \) dimensions, and perform an \( S^2 \) contour integral in the \((ij)\) directly. We first do the transformation

\[
x_i \mapsto \frac{x_i}{\sqrt{Y_i \cdot Y_j}} - \sum_{k \neq i,j} \frac{Y_i \cdot Y_k}{Y_i \cdot Y_j} x_k, \quad x_j \mapsto \frac{x_j}{\sqrt{Y_i \cdot Y_j}} - \sum_{k \neq i,j} \frac{Y_j \cdot Y_k}{Y_i \cdot Y_j} x_k.
\tag{9.12}
\]
which brings the Feynman parametrization into the form

\[ \int_{\Delta_{ij}} \langle X_{ij} \rangle d^{n-3} X_{ij} \int d_{x_i} d_{x_j} \frac{\left( x_i + x_j \right)}{\sqrt{y_i \cdot y_j}} \frac{Y_\infty \eta W}{x_i x_j + W \eta W}^{n-d}, \]

where the vector \( W \) is the same as before. For the spherical contour we do the parametrization \( x_i = re^{i\phi} \) and \( x_j = re^{-i\phi} \). Obviously the only dependence on \( \phi \) in the integrand is in the term \( \frac{x_i + x_j}{\sqrt{y_i \cdot y_j}} \). Integrating \( \phi \) away we obtain

\[ 2\pi \int_{\Delta_{ij}} \frac{\langle X_{ij} \rangle d^{n-3} X_{ij} \rangle}{Y_i \cdot Y_j} \int_0^\infty d(r^2) \sum_{k=0}^{\frac{n-d}{2}} \frac{\left( n-d \right) \left( 2k \right) (Y_\infty \eta W)^{n-d-2k}}{(r^2 + W \eta W)^{n-d}} r^{2k} \]

\[ = 2\pi \int_{\Delta_{ij}} \frac{\langle X_{ij} \rangle d^{n-3} X_{ij} \rangle}{Y_i \cdot Y_j} \sum_{k=0}^{\frac{n-d}{2}} \frac{\left( n-d \right) \left( 2k \right) \Gamma(n - \frac{d}{2} - k - 1) \Gamma(k + 1)}{(Y_i \cdot Y_j)^k (W \eta W)^{n-d-2k}} \]

\[ = (-1)^{n-d} d \frac{\Gamma(\frac{d}{2} - 1)}{\Gamma(n - \frac{d}{2})} I_{n,d}^{(ij)}. \]

(9.14)

So up to an overall constant we explicitly verified that the discontinuity computed by the \( S^2 \) contour matches the Feynman parametrization of the cut diagram for any choice of unitarity cut.
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**A Notations and Conventions**

In this appendix we collect some notations and conventions that are used throughout this paper.

The integrals under study are in a complex projective space of arbitrary dimensions, \( \mathbb{CP}^{n-1} \), parametrized by the homogeneous coordinates \( X \equiv [x_1 : x_2 : \ldots : x_n] \). We also frequently consider subspace formed by intersections of hyperplanes \( x_i = 0, \ i \in S \subset \mathbb{C} \).
\{1, 2, \ldots, n\}, with 0 < |S| < n; such subspace is a $\mathbb{C}P^{n-|S|-1}$, whose coordinates are naturally induced from the ambient space
\[
X(S) \equiv [x_1 : \ldots : \hat{x}_{i_1} : \ldots : \hat{x}_{i_{|S|}} : \ldots : x_n], \quad S \equiv \{i_1, \ldots, i_{|S|}\}, \quad (A.1)
\]
where the hats indicate the absence of the corresponding entries.

A top form in $\mathbb{C}P^{n-1}$ is always proportional to
\[
\langle X^d X^{n-1} \rangle \equiv \frac{\epsilon_{I_1 \ldots I_n}}{(n-1)!} X^{I_1} dX^{I_2} \wedge \cdots \wedge dX^{I_n}, \quad \epsilon_{12 \ldots n} = 1. \quad (A.2)
\]
More generally, to construct lower forms we also use a similar notation
\[
\langle W_1 \ldots W_k d^{n-k} X \rangle \equiv \frac{\epsilon_{I_1 \ldots I_n}}{(n-k)!} W_{1}^{I_1} \cdots W_{k}^{I_k} dX^{I_{k+1}} \wedge \cdots \wedge dX^{I_n}. \quad (A.3)
\]
Note that this convention leads to an extra factor in the exterior derivative, e.g., in
\[
d_X \langle WX d^{n-2} X \rangle = (n-1) \langle W d^{n-1} X \rangle. \quad (A.4)
\]

It is natural to generalize this notation to the subspace defined in (A.1). There the indices run in a subset $S$, and we choose the convention that the corresponding Levi-Civita symbol is positive for ascending indices; for example, if $S = \{1, 3, 4, 7\}$, then $\epsilon_{1347} = +1$. This fixes the sign of localizing a lower form to a subspace, e.g.,
\[
\langle WX d^{n-2} X \rangle \bigg|_{x_i = 0} = (-1)^{i-1} W_i \langle X_{(i)} d^{n-2} X_{(i)} \rangle. \quad (A.5)
\]

In most of our discussions the integration contour is some generic simplex, denoted as $\Delta$ (or $\Delta_{n-1}$ if the dimension is to be emphasized). This is specified either by a set of $n$ vectors $V_i^I$ for its vertices or by a set of $n$ covectors $H_i I$ for its codim-1 boundaries. The vertices and codim-1 boundaries satisfy the relation (note the homogeneous coordinates are defined up to an overall scale)
\[
V_i^I = \langle H_1 \ldots \hat{H}_i \ldots H_n \rangle^I, \quad H_i I = \langle V_1 \ldots \hat{V}_i \ldots V_n \rangle_I. \quad (A.6)
\]

We encode the orientation of the simplex contour in the ordered sequence of its vertex labels and we assume the ascending sequence $[12 \ldots n]$ to be the canonical one. We denote the codim-$k$ boundary lying on the intersection of $k$ hyperplanes $\{H_{i_1}, \ldots, H_{i_k}\}$ by $\Delta_{(i_1 \ldots i_k)}$, and we always assume the canonical orientation on it (and so we treat the subscripts to be symmetric). With this convention the bordism operator acts, e.g.,
\[
\partial \Delta = \sum_{i=1}^{n} (-1)^{i-1} \Delta_{(i)}, \quad (A.7)
\]
and $\partial^2 \equiv 0$.

A projective integral in $\mathbb{CP}^{n-1}$ is by definition invariant under an arbitrary PGL(n) action. For an integral with a simplex contour we can thus always transform it into a frame where the contour is canonical, in the sense that its $i^{th}$ boundary is defined by $x_i = 0$. We call this frame the canonical frame.

To make some computations more transparent, we also utilized a graphical notation for the Levi-Civita symbol, e.g.,

$$\langle A_1 \ldots A_n \rangle \equiv \epsilon_{I_1 \ldots I_n} A^I_1 \cdots A^I_n \equiv A_1 A_2 \cdots A_n,$$

where each leg denotes a contraction between a covariant index and a contravariant index. While we keep in mind that the legs attached to each half-ladder are antisymmetric under exchange, we will leave the resulting possible overall sign implicit, which can be relatively easily fixed at the end. With this notation, for example, the usual determinant and inverse of a non-degenerate matrix $Q$ is represented as

$$q \equiv \det Q \equiv \frac{1}{n!} \underbrace{Q \cdots Q}_{Q^{-1} = \frac{1}{(n-1)!} \det Q}.$$  \hfill (A.9)

Also, the Schouten identity reads

$$A_0 A_1 A_2 \cdots A_n = \sum_{i=1}^{n} \Delta_i A_1 A_{i-1} A_{i+1} A_i \cdots A_n.$$  \hfill (A.10)

Equivalently we also say we apply a Schouten identity on the red legs on LHS above to obtain the RHS. Here again we are not keeping track of the signs.

### B Aomoto Polylogarithms

This appendix is devoted to the study of a generalization of polylogarithms, the Aomoto polylogarithms [13, 16]. The purpose is to show how a generic Aomoto polylogarithm comes about as a special case of the quadric integrals that we analyzed in the main body of the note.

First let us quickly review the definition and basic properties of these objects.

Consider in $\mathbb{CP}^{n-1}$ a pair of simplices $\Delta$ and $\Delta$, $\Delta$ specified by its vertices $\{V_i\}$ or boundaries $\{H_i\}$, and $\Delta$ by its vertices $\{Z_i\}$ or boundaries $\{G_i\}$. The pair $(\Delta, \Delta)$ is called admissible if they do not share any common faces of the same dimension.

Now for an admissible pair $(\Delta, \Delta)$ we take $\overline{\Delta}$ to be the integration contour as we did for the quadric integrals, and assign a top form $\Omega_{\Delta}$ to $\Delta$ that has logarithmic
The Aomoto polylogarithm associated to this pair $\Delta, \Delta$ is defined as

$$
\Lambda(\Delta, \Delta) = \int_{\Delta} \Omega_{\Delta}.
$$

This is known to be a pure function of transcendental weight $n - 1$. The requirement of admissibility is to avoid divergence so as to guarantee that $\Lambda(\Delta, \Delta)$ is well-defined.

$\Lambda(\Delta, \Delta)$ is invariant under $(\Delta, \Delta) \mapsto \Lambda(g\Delta, g\Delta), g \in \text{PGL}(n)$. It is skew-symmetric in the orientation of both $\Delta$ and $\Delta$, and vanishes as long as any of them is degenerate. Also, due to the additive nature in both the contour simplex and the integrand simplex, the definition can naturally be extended to any pair of polytopes $(P, P)$ in $\mathbb{CP}^{n-1}$. For the time being we focus on a pair of simplices.

In particular, all the classical polylogarithms are special Aomoto polylogarithms. As a simple example, consider the dilog

$$
\text{Li}_2(z) = \int_{0 \leq x_1 \leq x_2 \leq z} \frac{dx_1}{x_1} \wedge \frac{dx_2}{x_2}.
$$

This can be represented by an Aomoto polylogarithm where

$$
\overline{\Delta}: \quad V_1 = [1:0:1], \quad V_2 = [1:z:1] \quad V_3 = [1-z:z:1],
\Delta: \quad Z_i^l = \delta_i^l.
$$

These are depicted in Figure 8, where the red shaded region indicates the contour $\overline{\Delta}$, while the blue lines indicates the boundaries of $\Delta$.

### B.1 Differentiations

To analyze the structure, without loss of generality let us vary the vertex $Z_1$

$$
d_{Z_1} \Lambda(\Delta, \Delta) = \int_{\Delta} \frac{\langle Xd^{n-1}X \rangle \langle Z_1 Z_2 \cdots Z_n \rangle^{n-1}}{\langle XZ_2 \cdots Z_n \rangle \cdots \langle XZ_1 \cdots Z_{n-1} \rangle} \times \left( (n-1) \frac{\langle \delta Z_1 Z_2 \cdots Z_n \rangle}{\langle Z_1 \cdots Z_n \rangle} - \frac{\langle X\delta Z_1 Z_3 \cdots Z_n \rangle}{\langle XZ_1 Z_3 \cdots Z_n \rangle} - \cdots - \frac{\langle X\delta Z_1 Z_2 \cdots Z_{n-1} \rangle}{\langle XZ_1 Z_2 \cdots Z_{n-1} \rangle} \right).
$$

(B.6)
We split the first term into \( n - 1 \) parts and combine with each of the latter terms. Such combination can be simplified, e.g.,

\[
\langle \delta Z_1 Z_2 \cdots Z_n \rangle - \langle X \delta Z_1 Z_3 \cdots Z_n \rangle = \frac{\langle \delta Z_1 Z_1 Z_3 \cdots Z_n \rangle \langle X Z_2 \cdots Z_n \rangle}{\langle X Z_1 Z_3 \cdots Z_n \rangle} \langle Z_1 \cdots Z_n \rangle, \tag{B.7}
\]

and similarly for other combinations. Note there is a common factor \( \langle X Z_2 \cdots Z_n \rangle \langle Z_1 \cdots Z_n \rangle \), and so the expression reduces to

\[
d_{Z_1} \Lambda(\overline{\Delta}, \Delta) = \int_X \frac{\langle X d^{n-1} X \rangle}{\langle X Z_1 Z_3 \cdots Z_n \rangle} \langle Z_1 Z_2 \cdots Z_n \rangle^{n-2} \sum_{i=2}^{n} \frac{\langle \delta Z_1 Z_1 Z_2 \cdots \tilde{Z}_i \cdots Z_n \rangle}{\langle X Z_1 Z_2 \cdots \tilde{Z}_i \cdots Z_n \rangle} \langle X Z_2 \cdots \tilde{Z}_i \cdots Z_n \rangle. \tag{B.8}
\]

In particular, the integrand now explicitly has no \( \langle X Z_2 \cdots Z_n \rangle \) pole. By Schouten identity we further have

\[
\frac{\langle X d^{n-1} X \rangle}{\langle X Z_1 Z_2 \cdots \tilde{Z}_i \cdots Z_n \rangle} \langle \delta Z_1 Z_1 Z_2 \cdots \tilde{Z}_i \cdots Z_n \rangle = \langle \delta Z_1 d X^{n-1} \rangle - (n-1) \langle \delta Z_1 X d^{n-2} X \rangle \langle d X Z_1 Z_2 \cdots \tilde{Z}_i \cdots Z_n \rangle \tag{B.9}
\]

Substituting this into the previous expression, we observe that the integrand is a total derivative

\[
d_{Z_1} \Lambda(\overline{\Delta}, \Delta) = (n - 1) \int_{\Delta} d_X \frac{\langle \delta Z_1 X d^{n-2} X \rangle}{\langle X Z_1 Z_3 \cdots Z_1 \cdots Z_1 \cdots Z_n \rangle} \langle Z_1 Z_2 \cdots Z_n \rangle^{n-2} \langle X Z_3 \cdots Z_1 \cdots \rangle \langle X Z_3 \cdots Z_1 \cdots \rangle. \tag{B.10}
\]

When we localize the integral onto the boundaries, for each boundary \( H_i \) each invariant reduces as

\[
\langle Z_1 \cdots \rangle = \langle Z_1 H_i \rangle \langle \cdots \rangle, \tag{B.11}
\]

and similarly when \( Z_1 \) is substituted by \( \delta Z_1 \), where “\( \cdots \)” denotes the insertions of other points (on RHS the inserted points are projected points on \( H_i \)). And so by a
simple counting of the powers we see that upon each boundary we have a dlog times a lower-dim integral of the same type

\[ dZ_1 \Lambda(\Delta, \Delta) = (n - 1) \sum_{i=1}^{n} dZ_1 \left[ \log(Z_1 H_i) \right] \int_{\Delta_{(i)}} \frac{\langle Y d^{n-2} Y \rangle \langle W_2 \cdots W_n \rangle^{n-2}}{\langleYW_3 \cdots W_n\rangle \cdots \langleYW_2 \cdots W_{n-1}\rangle}, \]

where the new integrand simplex \( \Delta_{(i)} \) is specified by the vertices \( \{W_i\} \), where each \( W_i \) the projection of \( Z_i \) through \( Z_1 \) onto the chosen hyperplane of \( H_i \).

Iterating this procedure for other vertices of \( \Delta \) as well as the lower weight Aomoto polylog induced on each boundary (and boundaries of boundaries, etc) result in the following structure of the symbols

\[ SA(\Delta, \Delta) = \sum_{\rho, \sigma \in S_n} \text{sgn}(\rho)\text{sgn}(\sigma) \times \]

\[ \times \langle V_{\rho(2)}Z_{\sigma(2)} \cdots Z_{\sigma(n)} \rangle \otimes \langle V_{\rho(2)}V_{\rho(3)}Z_{\sigma(3)} \cdots Z_{\sigma(n)} \rangle \otimes \langle V_{\rho(2)} \cdots V_{\rho(n)}Z_{\sigma(n)} \rangle, \]

where \text{sgn} denotes the sign of the permutation.

**B.2 Discontinuities**

We now discuss how to understand the above structure of the symbols from the geometry setup. Here we try to make the presentation pedagogical.

Whenever a function is expressed in terms of a contour integral the singularity of the function is always encoded in the relation between the shape of the integral contour and the singularities of the integrand. Both of these may depend on the complex variables entering the function. As we vary the variables, the singularity of the integrand may hit the contour such that a potential singularity of the function is produced, which can in general be avoided by deforming the contour away from the integrand singularity. When such deformation does not exist, an actually singularity of the function is produced.

To illustrate this, consider the log function

\[ \log(z) = \int_1^{\infty} \frac{dx}{x}. \]

As usual the integral on RHS makes sense when \( z \) is some positive real number. In fact the contour can be chosen arbitrarily as long as it is homologous to the interval \([1, z]\) on the real axis. The integrand contains a pole at \( x = 0 \) (and also one at \( x = \infty \)). As
we change \( z \), when \( z \to 0 \) or \( z \to \infty \) we see that the poles necessarily hit (the end of) the contour, indicating that the function contains singularities at \( z = 0 \) and at \( z = \infty \), which is indeed the case for \( \log(z) \). To see why these are branch points, we bring \( z \) from its original value to a negative value from one side of 0 and then return to the original value from the other side. As a result the contour is only homologous to the original one up to an addition of a circle wrapping around \( x = 0 \), which computes the corresponding discontinuity across the cut. On the other hand, this \( S^1 \) contour exactly computes a residue of the integrand at \( x = 0 \).

View this toy example from a slightly different angle. Let us restrict the data to the real slice of \( \mathbb{CP}^1 \). The integrand simplex has its two boundaries located as \( x = 0 \) and \( x = \infty \), and the contour simplex is the segment \([1, z] \). It is easy to see that the branch cut is detected if and only if the boundaries of \( \Delta \) has a non-trivial intersection with \( \overline{\Delta} \), as follows

Furthermore, once the branch cut is encountered, its corresponding discontinuity is identical to the residue of the integrand at the intersection.

The above picture immediately generalizes to arbitrary Aomoto polylogarithms. Let us temporarily return to the integral representation of \( \text{Li}_2(z) \) given previously. It is well-known this has a branch cut at \([1, \infty) \). Applying the above logic, we see this again detected by the intersection of the boundaries of \( \Delta \) with the contour, depending on the value of \( z \).

To compute the discontinuity, we correspondingly calculate the residue of the integrand at the boundary \( H_1 \). This generates a one form and there is still one integration to be
down, and the corresponding contour is defined exactly by the intersection. Hence
\[
\text{Disc } \operatorname{Li}_2(z) = \int_{z>1}^z \frac{\operatorname{Res} \omega_{\Delta}}{x_1} \int_1^z \frac{dx_2}{x_2} = 2\pi i \log(z).
\]

(B.15)

In general, when the two simplices are at generic positions, the intersection is a
union of several components, each of which corresponds to the intersection of \( \Delta \) and
one specific codim-1 boundary of \( \Delta \), e.g.,

\[
\text{Following the above prescription, the discontinuity can always be decomposed into}
\]
\[
\text{Disc } \Lambda(\Delta, \Delta) = \sum_{i \in S} \int_{\Delta \cap G_i} \operatorname{Res}_{G_i} \omega_{\Delta},
\]

(B.16)

where \( S \) is the set of all labels for which the corresponding boundary hyperplane \( G \) of
\( \Delta \) has non-trivial intersection with \( \Delta \). Note that generically each intersection \( \Delta \cap G_i \)
is some polytope in \( \mathbb{CP}^{n-2} \).

In fact there is a refined decomposition of the discontinuity that identifies the
 discontinuity as projections. For this purpose it is convenient to got to the canonical
frame (though not necessary). Let us begin by consider one particular contribution to
the discontinuity from some \( \Delta \cap G_i \) such that the hyperplane \( G_i \) separates one vertex \( V_j \)
of \( \Delta \) from the other vertices. When we compute the residue, we can explicitly specify
the \( S^1 \) contour by integrating \( x_j \) around the pole \( G_j X = 0 \). The contribution is then
obtained by integrating the resulting form over \( \Delta(ij) \), since the integration region of the
remaining variables obviously remain the same. Here the lower form from the residue
computation is manifestly identical to the image of projecting the face \( \Delta(ij) \) through the
vertex \( V_j \). To understand why this, note that in the canonical frame we can write
\[
\text{Disc } \frac{\omega_{\Delta}}{G_i X=0} = \frac{\langle X_{(ij)} \rangle^{n-2} X_{(ij)}}{\prod_{k \neq i} (G_i G_k V_j X)},
\]

(B.17)

where
\[
(G_i G_k V_j X) \equiv (G_i X)(G_k V_j) - (G_i V_j)(G_k X) \propto (G_{i I_1} G_{k I_2} \epsilon^{I_1 \ldots I_n}) V_j X^{J_1} \epsilon_{J_1 \ldots J_2 I_3 \ldots I_n}.
\]

(B.18)
Each such factor \((G_i G_k V_j X)\) thus defines a codim-1 hyperplane inside \(H_j\) that is coplanar with both \(V_j\) and \(\Delta_{(ik)}\) (which is the codim-1 boundary of \(\Delta_{(i)}\)).

As an example to illustrate, consider the following example

which illustrates a boundary hyperplane \(G_1\) of \(\Delta\) isolating the vertex \(V_3\) from the rest vertices of \(\Delta\). To compute the contribution from the intersection \(\Delta \cap G_1\), we project the face \(\Delta_{(1)}\) through \(V_3\), whose image can be treated as the segment \((Z_2'Z_3')\) on line at infinity \(H_3 X = 0\). The residue is identical to the integrand associated to this image simplex, and we integrate it over \(\Delta_{(3)}\), which is also the projection of \(\Delta\) through \(V_3\).

As pointed out before, in general we expect the intersection \(\Delta \cap G_i\) to be some complex instead of a single simplex. However, there is a combinatorically canonical way to decompose it into projections as described above. Here instead of a rigorous proof we just provide an example in \(\mathbb{CP}^3\) to illustrated this.

Consider, for example \(G_i\) separates the vertices \(\{V_1, V_2\}\) from \(\{V_3, V_4\}\), then the intersection \(\overline{\Delta} \cap G_i\) is some 4-gon on \(G_i\). Of course one can straightforwardly compute the residue at the singularity \(G_i X = 0\) and integrate over this 4-gon to obtain the corresponding discontinuity. Despite of this, a more systematic treatment is to observe that this is identical to a summation of two projections of \(\{\overline{\Delta}, \Delta_{(i)}\}\), one through \(V_1\) and the other through \(V_2\) (one can also do it for \(V_3\) and \(V_4\) instead). This is easy to see as illustrated in Figure 9. Here we visualize both projections using the hyperplane \(G_i\), on which the face \(\Delta_{(i)}\) already leaves, hence we did not explicitly draw it. However, the contour \(\overline{\Delta}\) has a non-trivial projection in this setup: it maps to the triangle \((V_2'V_3'V_4')\) when projected through \(V_1\), and to \((V_2''V_4''V_1'')\) through \(V_2\). Note that \(V_2'\) and \(V_1''\) are the same point. It is then explicit that when the orientations are properly taken care of, the two image contours add up to the intersection \(\overline{\Delta} \cap G_i\), which in this case is the 4-gon \((V_3'V_4'V_3'')\). Since the integrand on \(G_i\) from both projections is the same, we confirm that the contribution to the discontinuity from \(\overline{\Delta} \cap G_i\) is decomposed into a projection through \(V_1\) and another from \(V_2\).
It is now obvious that in the most general situation, every time when we focus on a boundary hyperplane $G_i$ of $\Delta$, by taking the set of $\overline{\Delta}$ vertices that fall on one side of $G_i$, the corresponding discontinuity is then the sum of projections through each of the vertices in the set (taking orientations into consideration).

B.3 Symbols from the branch cuts and discontinuities

From the elementary projection through a single vertex $V_j$, we see that whether such projection contributes to the discontinuity depends on whether the vertex $V_j$ is deformed to pass the hyperplane $G_i$ so that $G_i$ intersects $\overline{\Delta}$ non-trivially. This indicates that every pair $(V_j, G_i)$ indicates a possible branch point at $G_iV_j = 0$, or equivalently, at $\langle V_jZ_1 \ldots \hat{Z}_i \ldots Z_n \rangle = 0$. As a result the first entries of $\mathcal{S}(\overline{\Delta}, \Delta)$ can be obtained by enumerating all these pairs.

As we move on to the second symbol entries, since the discontinuity is always a summation of elementary projections, it suffices to focus on a specific projection, say associated to the pair $(V_{j_1}, G_{i_1})$. After projection the new $\overline{\Delta}'$ is defined by images of $\{V_1, \ldots, \hat{V}_{j_1}, \ldots, V_n\}$ and the new $\Delta'$ by images of $\{Z_1, \ldots, \hat{Z}_{i_1}, \ldots, Z_n\}$. Again we enumerate all possible pairs extracted from $(\overline{\Delta}', \Delta')$. Since these are projected through $V_{j_1}$, the corresponding second symbol entries thus consist of invariants of the form $\langle V_{j_1}V_{j_2}Z_1 \ldots \hat{Z}_{i_1} \ldots \hat{Z}_{i_2} \ldots Z_n \rangle$, for some $i_2 \neq i_1$ and $j_2 \neq j_1$.

Iterating this procedure for the third entries and so on, we see that every time we should include the $V$ vertex we project through in the previous step into the contractions, and correspondingly exclude the $Z$ vertex (whose image is) dual to the hyperplane under consideration. When orientations are properties taken care of, this recovers the
symbols of a generic Aomoto polylogarithm
\[ S\Lambda(\Delta, \bar{\Delta}) = \sum_{\rho, \sigma \in S_n} \text{sgn}(\rho)\text{sgn}(\sigma) \times \langle V_{\rho(1)}Z_{\sigma(1)} \ldots Z_{\sigma(n-1)} \rangle \otimes \langle V_{\rho(1)}V_{\rho(2)}Z_{\sigma(2)} \ldots Z_{\sigma(n-1)} \rangle \otimes \langle V_{\rho(1)}V_{\rho(n-1)}Z_{\sigma(n-1)} \rangle, \]  
(B.19)
which up to an overall constant, is the same as that obtained from the differentiation method.

Note that in the discussion of differentiations we observed that the variation of each integrand vertex \( Z_i \) corresponds to a projection through \( Z_i \), while in the above we conclude that the discontinuities are always treated as projections through some contour vertex \( V_j \). This is analogy is made more explicit by the detailed structure of the symbols we worked out in both methods. This can be quoted as a duality between Aomoto polylogarithms under the exchange of the contour and the integrand simplices
\[ S\Lambda(\Delta, \bar{\Delta}) = (S\Lambda(\bar{\Delta}, \Delta))^R, \]  
(B.20)
where \( R \) is the same reversion of symbols that we defined in the discussion of duality among \( e_n \) integrals (with even \( n \)).

**B.4 Generalizing Aomoto to polytopes**

The notion of Aomoto polylogarithms can be generalized by taking both \( \Delta \) and \( \bar{\Delta} \) to be some polytopes. We again specify their data by vertices \( V \)'s and \( Z \)'s respectively. To obtain the corresponding symbols we can of course always start by triangulating \( \bar{\Delta} \) and \( \Delta \) and sum up the symbols for each resulting pair of simplices. In fact, for these “polytope polylogarithms” we can apply the projection picture to obtain a more unified description.

Since as discussed before the projection can be defined individually for \( \bar{\Delta} \) and for \( \Delta \) and both are on the same footing in the symbols, it suffices to just focus on, e.g., the contour \( \bar{\Delta} \). In order to illustrate, let us study an example in three dimensions, as depicted by the polytope in Figure 10 with vertices \( \{V_1, \ldots, V_6\} \). Here we first choose to project through \( V_1 \), which results in a triangle in 2d, with vertices \( \{V'_2, V'_3, V'_5\} \), which are the images of \( \{V_2, V_3, V_5\} \) respectively. This is in correspondence to the fact that in the original polytope \( V_1 \) is incident to three codim-1 faces. The image of \( V_4 \) (and \( V_6 \)) lies within the face \( (V'_2V'_3) \) (and \( (V'_2V'_5) \)), and thus do not characterize the new polytope from the projection. We then further choose to project through \( V'_3 \), obtaining a 1d polytope, which is just a segment with boundary points \( V''_2 \) and \( V''_5 \). These two points are images of \( V'_2 \) and \( V'_5 \) respectively. Then a third projection, e.g., through \( V''_5 \), further project it to a single point.
In the above example we chose the projecting point sequentially as \( \{ V_1, V'_3, V''_5 \} \), which are tracked back to the vertices \( \{ V_1, V_3, V_5 \} \) in the original contour polytope. This sequence of projections then maps to a particular set of symbol terms of the common form (recall the symbols of such case has length three)

\[
\pm \langle V_1 \cdots \rangle \otimes \langle V_1 V_3 \cdots \rangle \otimes \langle V_1 V_3 V_5 \cdots \rangle. \quad (B.21)
\]

The relative sign in front is determined by the ordering \((V_1 V_3 V_5)\) relative to the one induced by \(\overline{\Delta}\) on its boundary, or more explicitly, \(\text{sgn}(V_1 V_3 V_5 V_2)\), which is the sign of the invariant made from the preimages of the sequence of vertices we collected from the projections. In the above the three ellipses refer to some combination of \(Z\) vertices for the integrand \(\overline{\Delta}\) that follow from projections similarly, but their ordering in the symbol entries are reversed. For example, if we first project \(\overline{\Delta}\) through some \(Z'_2\) and further some \(Z''_3\). Then it leads to symbol terms of the form

\[
\pm \langle \cdots Z_3 Z_2 Z_1 \rangle \otimes \langle \cdots Z_2 Z_1 \rangle \otimes \langle \cdots Z_1 \rangle. \quad (B.22)
\]

Each pair of legal patterns \((B.21)\) and \((B.22)\) allowed by the projections of \(\overline{\Delta}\) and \(\Delta\) determine a particular symbol term that appears (where the sign is the product of those in \((B.21)\) and \((B.22)\)). \(S\Lambda(\overline{\Delta}, \Delta)\) is then the summation of all such pairs. This holds for any pair of generic polytopes. By taking the dual of \((B.21)\), it is easy to observe that the resulting expression is the same as \((1.8)\) presented in the introduction.

Note that in \((B.21)\) the combinations in each entry, i.e., \((V_1)\), \((V_1 V_5)\) and \((V_1 V_3 V_5)\), corresponds to the actual dim-0, dim-1 and dim-2 faces of the original polytope. This is expected, as each particular symbol entry should admit of the interpretation is a pairing between some dim-\(k\) face of \(\overline{\Delta}\) and some codim-\(k\) face of \(\Delta\) in order to capture
the information about possible branch point of $\Lambda(\Delta, \Delta)$. The novelty in polytopes is that the same face can in general be represented by different subset of vertices incident to it, e.g., in Figure 10 ($V_1V_3V_5$) and ($V_3V_4V_5$) represents the same face. The projection picture exactly determines which subset of vertices have to enter each particular symbol term.

### B.5 Aomoto as a quadric

In fact, the Aomoto polylogarithms can be treated just as special cases of the quadric integrals, because its integrand is explicitly a volume form, in the sense that we can switch it to an integral on another simplex $\tilde{\Delta}$ dual to $\Delta$ (hence the vertices of $\tilde{\Delta}$ are specified by $\{G_i\}$)

$$\Lambda(\tilde{\Delta}, \Delta) = \int_{\tilde{\Delta}} \langle X d^{n-1}X \rangle \int_{\tilde{\Delta}} \langle Y d^{n-1}Y \rangle \frac{1}{(XY)^n}, \quad \text{(B.23)}$$

By construction $Y$ is a covector and $X$ and $Y$ live in different $\mathbb{CP}^{n-1}$, but we can identify both $X$ and $Y$ as components in an ambient $\mathbb{CP}^{2n-2}$, for which we denote the coordinates as $\mathcal{X} = [\chi_1 : \ldots : \chi_{2n-1}]$. Naively the integration contour is a certain complex (as was already obvious in the case of $n = 1$). However, we can play a trick so as to identify the entire integral as an $E_{2n-1,1}$ integral (i.e., even with a simplex contour).

Since $\Lambda(\tilde{\Delta}, \Delta)$ enjoys invariance under arbitrary PGL($n$) actions, we can first apply such an action to put the $Y$ integral into the canonical frame. Note that the PGL($n$) action acts inversely on $X$, and so we have

$$\Lambda(\tilde{\Delta}, \Delta) = \int_{\Delta} \langle X d^{n-1}X \rangle \int_{0}^{\infty} \langle Y d^{n-1}Y \rangle \frac{1}{(XY)^n}, \quad \text{(B.24)}$$

where the new simplex contour $\Delta$ is defined by the vertices

$$[V_iG_1 : V_iG_2 : \ldots : V_iG_n], \quad i = 1, 2, \ldots, n. \quad \text{(B.25)}$$

Now let us fix $x_n = y_n = 1$ and identify

$$x_i \equiv \chi_i, \quad y_i \equiv \chi_{i+n-1}, \quad i = 1, 2, \ldots, n-1. \quad \text{(B.26)}$$

In the ambient space this corresponds to fixing $\chi_{2n-1} = 1$, and we have

$$\Lambda(\tilde{\Delta}, \Delta) = \int_{\Delta_{\text{ext}}} \frac{\langle X d^{2n-2}\mathcal{X} \rangle (L\mathcal{X})}{(XQ\mathcal{X})^n}, \quad \text{(B.27)}$$
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where the contour $\Delta_{\text{ext}}$ is defined by its vertices $\{V_i\}$ specified as

$$V_i^I = \begin{cases} [V_iG_1 : \ldots : V_iG_{n-1} : 0 : \ldots : 0 : V_iG_n], & i = 1, \ldots, n, \\ \delta^I_{i-1}, & i = n + 1, \ldots, 2n - 1. \end{cases}$$ (B.28)

In the integrand we have $L = [0 : \ldots : 0 : 1]$, and

$$Q = \begin{pmatrix} 0 & \frac{1}{2} \mathbf{1}_{n-1} & 0 \\ \frac{1}{2} \mathbf{1}_{n-1} & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$ (B.29)

with $\mathbf{1}_{n-1}$ an identity matrix of size $n-1$.

We can make this nicer by transform to the canonical frame in the ambient $\mathbb{CP}^{2n-2}$. In the canonical frame

$$L = [V_1G_n : \ldots : V_nG_n : 0 : \ldots : 0],$$ (B.30)

while the new quadric is

$$Q = \begin{pmatrix} \mathbf{1}_n & \mathbf{R} \\ \mathbf{R}^T & 0_{n-1} \end{pmatrix}, \quad \mathbf{R}_{IJ} = \frac{1}{2} V_i G_j.$$ (B.31)

As we apply the localization procedure to the $E_{2n-1,1}$ integral above, from the structure of $L$ we see it only receives contributions from boundaries $\Delta_{(i)}$ for $i = 1, 2, \ldots, n$. Furthermore, only each $\Delta_{(i)}$ the coefficients is trivial and we are left we purely an $e_{2n-2}$ integral, where the quadric is obtained from $Q$ by deleting the $i$th row and column (hence completely independent of $V_i$)

$$\Lambda(\Delta_1, \Delta_2) = \sum_{i=1}^n \int_{\Delta_{(i)}} \sqrt{\det Q(i)} \frac{\langle (X(i)^{q-3}X(i)^2 \rangle}{(X(i)^{q-1}X(i)^{q-1})^{n-1}}.$$ (B.32)

C Detailed Derivation of the dlog Coefficients

In this appendix we provide a detailed derivation of how the coefficients we obtained from localizing the $e_n$ integrals turn out to have dlog form.

C.1 Coefficients for generic boundaries

In the case when the boundaries we localize to are at generic positions, i.e., not tangent to the quadric, we concluded in (2.15) that the coefficient associated to the contribution from $\Delta_{(ij)}$ is

$$C_{(ij)} = -\sqrt{q_{(ij)}} \left( H_i Q^{-1} dQ P(i) Q^{-1} P^T(i) H_j + (i \leftrightarrow j) \right).$$ (C.1)
Instead of doing a pure derivation, here we just perform an analytic check that the above expression matches

\[ d_Q \log r(H_{(i,j)}) \equiv d_Q \log \frac{H_{ij} - \sqrt{H_{ij}^2 - H_{i}H_{jj}}}{H_{ij} + \sqrt{H_{ij}^2 - H_{i}H_{jj}}}, \quad H_{ij} \equiv H_iQ^{-1}H_j. \quad (C.2) \]

First of all note that

\[ \frac{q_{ij}}{q} = H_{ii}H_{jj} - H_{ij}^2, \quad (C.3) \]

which can be easily verified using Schouten identities. We thus can rewrite (C.2) as

\[ d_Q \log r(H_{(i,j)}) = \sqrt{-1} \sqrt{\frac{q_{ij}}{q}} \left( 2 d_Q H_{ij} - \frac{H_{ij}}{H_{ii}} d_Q H_{ii} - \frac{H_{ij}}{H_{jj}} d_Q H_{jj} \right). \quad (C.4) \]

Hence we only need to check that the terms in the big parentheses of both (C.1) and (C.4) are identical. Let us focus on the first term in (C.1). We have

\[
(n - 1)! (n - 2)! q q_{(i)} (H_iQ^{-1}dQP(i)Q_{(i)}^{-1}P^{T(i)}H_j) \\
= \overbrace{Q \cdots Q}^{(n - 1)!} H_i dQ \overbrace{Q \cdots Q}^{n - 1} H_i H_j \\
= (n - 1) \overbrace{Q \cdots Q}^{(n - 1)!} dQ \overbrace{H_i}^{Q_{(i)}} \overbrace{Q \cdots Q}^{n - 1} H_i H_j \\
= \overbrace{Q \cdots Q}^{n - 1} dQ \overbrace{H_i}^{Q_{(i)}} \overbrace{Q \cdots Q}^{n - 1} H_i H_j, \quad (C.5)
\]

where the third line is obtained from the second line by a Schouten identity on the red legs therein, and similarly from the third line to the last line. This indicates that

\[
H_iQ^{-1}dQP(i)Q_{(i)}^{-1}P^{T(i)}H_j = \frac{1}{q} d_Q(qH_{ij}) - \frac{H_{ij}}{q_{(i)}} d_Q(qH_{ii}) \\
= d_Q H_{ij} - \frac{H_{ij}}{H_{ii}} d_Q H_{ii}, \quad (C.6)
\]

where in the second line we have used the fact that \( q_{(i)} = qH_{ii} \). The second term in (C.1) is related to the above just by switching the labels \( i \) and \( j \), which together with (C.4) shows that

\[ C_{(ij)} = \sqrt{-1} d_Q \log r(H_{(i,j)}). \quad (C.7) \]
C.2 Coefficients for boundaries tangent to $Q$

When $H_i Q^{-1} H_i = 0$, we first focus on the contribution (2.35)

$$C_{ij} = -\sqrt{q_{(ij)}} H_i Q^{-1} dQ P(i) \hat{Q}_i^{-1} P(i)^T H_j.$$  \hfill (C.8)

In this case we have

$$\hat{q}_{(i)} \equiv 1 \left[ Q_{(i)} \cdots Q_{(i)} R_{(i)} \right] \equiv 1 \left[ Q \cdots Q R H_i H_j \right].$$  \hfill (C.9)

First from the generic identity (C.3) we have $q_{(ij)}/q = -H_{ij}^2$. Expressed in terms of contractions in the original space we have

$$(n - 1)! (n - 3)! q \hat{q}_{(i)} (H_i Q^{-1} \delta Q P(i) \hat{Q}_i^{-1} P(i)^T H_j)$$

\[= \left[ Q \cdots Q H_i \delta Q \cdots Q R \right] \equiv (n - 1) \left[ Q \cdots Q \delta Q H_i Q \cdots Q R H_i H_j \right], \]  \hfill (C.10)

where the third line is obtained by applying Schouten identity among the red legs in the second line. Then a further Schouten identity among the red legs in the third line, together with the tangent condition, leads to two pieces

$$\frac{n - 1}{n - 2} \left( \left[ Q \cdots Q H_i H_j \right] (n - 2)! \hat{q}_{(i)} - \left[ Q \cdots Q H_i H_j \right] (n - 2)! \right).$$ \hfill (C.11)

Note that taking the extra factors into consideration the first term above already has the $dQ \log$ form. For the second term, note that

$$\hat{q} \left[ Q \cdots Q H_i H_j \right] = (n - 2)!,$$ \hfill (C.12)

as can be verified by a Schouten identity on the red legs. This turns the second term into a dlog as well. Altogether we thus obtain

$$C_{ij} = \sqrt{-1} \text{sign}(H_{ij}) \left( dQ \log(q H_{ij}) - dQ \log \left( Q \cdots Q \frac{H_i}{R} \right) \right),$$ \hfill (C.13)
which is (2.36).

Now let us switch to the other contribution $C_{ji}$ to the same boundary $\Delta_{(ij)}$ but obtained by localization via $\Delta_{(j)}$. In the case when $H_j Q^{-1} H_j = 0$ also holds, then the result is the same as (C.13) by with the labels $i$ and $j$ switched

$$C_{ji} = \sqrt{-1} \text{sign}(H_{ij}) \left( d_Q \log(q H_{ij}) - d_Q \log \left( \frac{Q \cdots Q H_j}{R} \right) \right). \quad (C.14)$$

As we are going to argue in Appendix D, when a hyperplane is tangent to $Q$ the second $d\log$ above can always be dropped, because this coefficient is universal to all codim-2 boundaries in this hyperplane, the induced integrals on which however cancel away. Thus we conclude that when both $H_i$ and $H_j$ are tangent to $Q$, we have

$$C_{(ij)} \equiv C_{ij} + C_{ji} = -\sqrt{-1} \text{sign}(H_{ij}) d\log((q H_{ij})^2). \quad (C.15)$$

If instead $H_j$ is at generic positions, then we have

$$C_{ji} = -\sqrt{-q_{(ij)}} H_j Q^{-1} dQ P(j) Q^{-1} P^T(j) H_i \quad (C.16)$$

The last contraction above is

$$(n-1)! (n-2)! q q_{(ij)} (H_j Q^{-1} dQ P(j) Q^{-1} P^T(j) H_i)$$

$$= \left( Q \cdots Q \frac{H}{H_j} H_j (n-1)! q_{(ij)} - Q \cdots Q \frac{H_j H_j}{Q} Q \cdots Q \frac{H}{H_j} \right), \quad (C.17)$$

which directly follows from (C.5). This shows that

$$C_{ji} = \sqrt{-1} \text{sign}(H_{ij}) (d_Q \log(q H_{ij}) - d_Q \log q_{(ij)}). \quad (C.18)$$

Hence in the case when $H_i$ is tangent to $Q$ but $H_j$ is not, we have

$$C_{(ij)} = \sqrt{-1} \text{sign}(H_{ij}) d_Q \log \left( \frac{(q H_{ij})^2}{q_{(ij)}} \right). \quad (C.19)$$

**D Proof of Cancellations**

In this appendix we verify the cancellation (2.37)

$$\sum_{\Delta_{(ik)} \subset \Delta_{(i)}} \text{sign}(H_{ik}) \int_{\Delta_{(ik)}} \sqrt{-q_{(ik)}} \left( \frac{X_{(ik)} d^{n-3} X_{(ik)}}{X_{(ik)} Q_{(ik)} X_{(ik)}} \right)^{\frac{n-2}{2}} = 0. \quad (D.1)$$
First recall the form of the expression in the normalization factor

\[
q_{(ik)} = \frac{1}{(n-2)!} \frac{Q}{Q} H_i H_k. 
\]  
\( \text{(D.2)} \)

Under the condition \( H_i Q^{-1} H_i = 0 \), it is easy to verify that

\[
\sqrt{q_{(ik)}} q = \frac{1}{(n-1)!} \frac{Q}{Q} H_i H_k, 
\]  
\( \text{(D.3)} \)

by applying Schouten identity twice. Similarly we also have the following identity

\[
\frac{1}{((n-1)!)^2} \frac{Q}{Q} H_i H_k \frac{Q}{Q} H_i H_k = \frac{q}{(n-2)!} \frac{Q}{Q} H_i H_k H_i H_k \equiv \frac{q}{(n-2)!} \frac{Q}{Q} H_i H_i H_k R, 
\]  
\( \text{(D.4)} \)

for an arbitrary covector \( R \). The expression in the second line can be treated exactly as being pulled out of the measure in localizing to the codim-2 boundaries, and so we are now able to lift the LHS of (D.1) back into a single integral on the codim-1 boundary \( H_i \), which is

\[
\left( \frac{Q}{Q} H_i H_i \right)^{-1} \sqrt{-q} \int_{\Delta_{(i)}} dX \left[ \frac{\left( Q_{(i)} \cdots Q_{(i)} R_{(i)} \right) X_{(i)} d^{n-3}X_{(i)}}{X_{(i)} Q_{(i)} X_{(i)}} \right]. 
\]  
\( \text{(D.5)} \)

Calculating the total derivative leads to the standard integrand on the codim-1 boundary times the coefficient

\[
Q_{(i)} \cdots Q_{(i)} R_{(i)} X_{(i)} = 0, 
\]  
\( \text{(D.6)} \)

which obviously vanishes since \( \det Q_{(i)} = 0 \).

**E  Details of the Symbol Terms for Scalar Hexagon**

In this appendix we list out all the non-vanishing symbol terms for the scalar hexagon in 6d discussed in Section 3.3.
Terms starting with 24 are

\[
24 \otimes 13 \otimes 56 = u_1^2 \otimes u_1^4 \otimes \frac{x_+ (1 - u_2 x_-)}{x_- (1 - u_2 x_+)}, \quad (E.1)
\]

\[
24 \otimes 15 \otimes 36 = u_1^2 \otimes \frac{1}{u_1^2 (1 - u_1)^2} \otimes \frac{x_+}{x_-}, \quad (E.2)
\]

\[
24 \otimes 16 \otimes 35 = u_1^2 \otimes \frac{u_3}{u_1} \otimes \frac{1 - u_2 x_-}{1 - u_3 x_+}, \quad (E.3)
\]

\[
24 \otimes 35 \otimes 16 = u_1^2 \otimes \frac{u_1 u_2}{u_3} \otimes \frac{x_+ (1 - u_3 x_-)}{x_- (1 - u_3 x_+)}, \quad (E.4)
\]

\[
24 \otimes 36 \otimes 15 = u_1^2 \otimes \frac{u_3^2}{u_3} \otimes \frac{1 - u_1 x_-}{1 - u_1 x_+}, \quad (E.5)
\]

\[
24 \otimes 56 \otimes 13 = u_1^2 \otimes \frac{1}{u_1 u_3} \otimes \frac{1 - u_3 x_-}{1 - u_3 x_+}. \quad (E.6)
\]

Terms starting with 35 are

\[
35 \otimes 12 \otimes 46 = u_2^2 \otimes \frac{1}{u_2} \otimes \frac{1 - u_3 x_-}{1 - u_3 x_+}, \quad (E.7)
\]

\[
35 \otimes 14 \otimes 26 = u_2^2 \otimes \frac{u_3^2}{u_2} \otimes \frac{1 - u_2 x_-}{1 - u_2 x_+}, \quad (E.8)
\]

\[
35 \otimes 16 \otimes 24 = u_2^2 \otimes \frac{1}{u_2} \otimes \frac{1 - u_1 x_-}{1 - u_1 x_+}, \quad (E.9)
\]

\[
35 \otimes 24 \otimes 16 = u_2^2 \otimes \frac{u_1^4}{u_2} \otimes \frac{x_+ (1 - u_3 x_-)}{x_- (1 - u_3 x_+)}, \quad (E.10)
\]

\[
35 \otimes 26 \otimes 14 = u_2^2 \otimes \frac{1}{u_2^2 (1 - u_2)^2} \otimes \frac{x_+}{x_-}, \quad (E.11)
\]

\[
35 \otimes 46 \otimes 12 = u_2^2 \otimes \frac{u_3^2}{u_2} \otimes \frac{x_+ (1 - u_1 x_-)}{x_- (1 - u_1 x_+)}. \quad (E.12)
\]
Terms starting with $46$ are

\begin{align}
46 \otimes 12 \otimes 35 &= u_2^2 \otimes \frac{u_1}{u_3} \otimes \frac{1 - u_2 x_-}{1 - u_2 x_+}, \quad (E.13) \\
46 \otimes 13 \otimes 25 &= u_3^2 \otimes \frac{1}{u_3^2(1 - u_3)^2} \otimes \frac{x_+}{x_-}, \quad (E.14) \\
46 \otimes 15 \otimes 23 &= u_2^2 \otimes u_4^4 \otimes \frac{x_+(1 - u_2 x_-)}{x_-(1 - u_2 x_+)}; \quad (E.15) \\
46 \otimes 23 \otimes 15 &= u_3^2 \otimes \frac{1}{u_1 u_3} \otimes \frac{1 - u_1 x_-}{1 - u_1 x_+}; \quad (E.16) \\
46 \otimes 25 \otimes 13 &= u_3^2 \otimes \frac{u_3^2}{u_1} \otimes \frac{1 - u_3 x_-}{1 - u_3 x_+}; \quad (E.17) \\
46 \otimes 35 \otimes 12 &= u_3^2 \otimes u_2 u_3^4 \otimes \frac{x_+(1 - u_1 x_-)}{x_-(1 - u_1 x_+)}; \quad (E.18)
\end{align}

\section{F Integrals with a Degenerate Quadric}

In this appendix we provide a detailed account on integrals where the quadric is degenerate. We have already encountered in Section 2.6 a simple case in the discussion of $e$ integrals where the boundaries are tangent to the quadric, such that a degenerate quadric of corank-1 is induced on the boundaries. Here we discuss the most general situations.

\subsection{F.1 The null space of $Q$}

When $Q$ is degenerate $q \equiv \det Q = 0$; the first non-trivial invariant we can possibly construct is to do the same contraction with Levi-Civita but with $r$ $Q$’s replaced by $r$ reference covectors $R_a$

\[
\hat{q} = \begin{bmatrix} Q & Q & \cdots & Q \end{bmatrix} \begin{bmatrix} R_1 & \cdots & R_r \end{bmatrix}. \quad (F.1)
\]

Associated with it is a modified inverse

\[
\hat{Q}^{-1} = \begin{bmatrix} Q & \cdots & Q \end{bmatrix} \begin{bmatrix} R_1 & \cdots & R_r \end{bmatrix} / \hat{q}. \quad (F.2)
\]

The reference covectors $\{R_1, \ldots, R_r\}$ also induce a set of null vectors of $Q$

\[
N_a := \begin{bmatrix} R_a & Q & \cdots & Q \end{bmatrix} \begin{bmatrix} \hat{R}_1 & \cdots & \hat{R}_r \end{bmatrix} \quad (F.3)
\]
where \( \hat{a} \) indicates that we omit \( R_a \) in the corresponding contraction. To see why this is true, we contract the remaining index above with \( Q \), then we have (by applying Schouten identity on the red indices below)

\[
(QN_a)_I = \sum_{b=1}^{r} \frac{R_{bl}}{n-r} N_a^I \to 
\]

where each contraction on RHS contains \( n-r+1 \) \( Q \)'s and thus vanishes.

It is easy to observe the orthogonality

\[
R_{ai}N_b^I = \delta_{ab}.
\]

Hence we see that a necessary condition for \( \delta \) to be nonzero is that none of the \( R \)'s induces a hyperplane that fully contains the null space of \( Q \) as a subspace. When this is the case the null space \( \mathcal{N}_Q \) of \( Q \) is the set of all linear combinations of \( \{N_1, \ldots, N_r\} \) quotienting an overall scaling

\[
\mathcal{N}_Q = \{ \sum_{a=1}^{r} \alpha_a N_a | [\alpha_1 : \ldots : \alpha_r] \in \mathbb{C}^{r-1} \}.
\]

Correspondingly this naturally leads to a projection onto the null space

\[
\tilde{P}_j = \tilde{q}^{-1} \sum_{a=1}^{r} N_a^j R_{aj}, \quad \tilde{P}^2 = \tilde{P}.
\]

Furthermore, we have

\[
\tilde{Q}^{-1}Q = \frac{1}{n-r}(1 - \tilde{P}).
\]

**F.2 Tensor integrals with a degenerate \( Q \), special case**

We first study the integrals \( E_{n,k} \) with nontrivial tensor numerators, \( k > 0 \), under the assumption that \( \mathcal{N}_Q \) is null to \( T \), i.e.,

\[
(TN)_{I_1I_2 \ldots I_{k-1}} = 0, \quad \forall N \in \mathcal{N}_Q.
\]

Equivalently this means that \( T\tilde{P}W = 0 \) for arbitrary vector \( W \). This null condition is sufficient for all our physical applications, as it turns out to be satisfied by any one-loop Feynman integrals.

As with the case of non-degenerate \( Q \), here it is natural to use the modified inverse \( \tilde{Q}^{-1} \), with which we have the following identity

\[
d \left[ \frac{(\tilde{Q}^{-1}T)[X^{k-1}]Xd^{n-2}X}{(XQX)^{\frac{n+k-2}{2}}} \right] = - (k-1) \frac{\langle Xd^{n-1}X \rangle (\text{tr}_{\tilde{Q}^{-1}T}[X^{k-2}])}{(XQX)^{\frac{n+k-2}{2}}} + (n+k-2) \frac{\langle Xd^{n-1}X \rangle (XQ\tilde{Q}^{-1}T)[X^{k-1}]}{(XQX)^{\frac{n+k}{2}}}. \]

\( - 100 - \)
Using Shouten identity we can verify that

\[(n - r)(XQ\hat{Q}^{-1}T)[X^{k-1}] = T[X^k] + (T\hat{P}X)[X^{k-1}], \tag{F.11}\]

where the second term on RHS vanishes due to the null condition. Hence the integrand again decomposes into a total derivative plus a term of the same form but with a new tensor numerator with its rank lowered by two. This second term vanishes for $E_{n,1}$ integrals (as is obvious by its coefficient).

We can now localized the total derivative part to the codim-1 boundaries, and the original integral decomposes into

\[E_{n,k} = \frac{(n - r)}{n + k - 2} \sum_{i=1}^{n} \int_{\Delta(i)} \frac{\langle X_{(i)}d^{n-2}X_{(i)} \rangle (H_i\hat{Q}^{-1}T)[(P(i)X_{(i)})^{k-1}]}{(X_{(i)}Q_{(i)}X_{(i)})^{\frac{n+k-2}{2}}} \]

\[+ \frac{(k - 1)(n - r)}{n + k - 2} \int_{\Delta} \frac{\langle Xd^{n-1}X \rangle (\text{tr}\hat{Q}^{-1}T)[X^{k-2}]}{(XQX)^{\frac{n+k-2}{2}}} \tag{F.12}\]

In principle we should be able to repeat this analysis to fully decompose the integral $I$ into $e$ integrals. For example, if both $n$ and $k$ are even, obviously the decomposition contains the highest weight term (up to a constant factor)

\[((\hat{Q}^{-1})^{I_1I_2}\ldots(\hat{Q}^{-1})^{I_{k-1}I_1}T_{I_1I_2\ldots I_k})e_n. \tag{F.13}\]

In practice, however, we need to make sure that the null condition (F.9) is preserved for each of the new integrals on the codim-1 boundaries.

In general we expect the corank of $Q_{(i)}$ reduces by one as compared to corank$Q$. Without loss of generality we can choose the reference covectors in the new space to be $\{P(i)R_1, P(i)R_2, \ldots, P(i)R_{r-1}\}$ (these references can be different from the ones in the first decomposition). They induce a basis of $\mathfrak{N}_{Q_{(i)}}$. We can easily see that for any $a = 1, \ldots, r - 1$

\[T_{(i)}N_{a(i)} = \begin{array}{cccc}
R_a & Q & \cdots & Q \\
T & H_i & R_1 & \cdots & \hat{a} & \cdots & R_{r-1} \\
H_i & R_1 & \cdots & \hat{a} & \cdots & \end{array} \tag{F.14}\]

where the RHS is equivalent to $T$ contracted with a null vector in the original space, thus equaling to zero. This guarantees that we can continue to drop off the second term on RHS of (F.11) as we repeatedly apply the decomposition.

As a result, we see that under the null condition on the numerator, the structure of the decomposition of an $E_{n,k}$ integral onto the $E_n$ integrals follows similarly with the cases with non-degenerate $Q$. The actual behavior of the transcendental weights of course has to depend on whether the induced quadric in each $E_n$ in the decomposition is still degenerate, which we will discuss later.
F.3 Tensor integrals with a degenerate $Q$, generic case

Now let us consider the situation when the tensor numerate is generic. Although these are not directly needed for the study of Feynman integrals, we keep the general discussion here, having in mind that they might as well find applications in other physical objects.

The aim is again to localize a given tensor integral to the boundaries of the contour, but here we cannot directly follow the procedure discussed in the previous subsection, due to the absence of the null condition.

To acquire some intuition, let us start with the simplest case $E_{m,1}$, with corank $Q = 1$. As was argued in Section 2.5, if we were to use the ansatz of the form $\langle WX^d X^2 \rangle$ for the lower form inside the exterior derivative, then it necessarily implies that the numerator $L$ under study have to satisfy the null condition. This forces us to go to the next simplest ansatz. Consider the identity

$$d \left[ \langle S[X^2]X^d X^2 \rangle \right] = -2 \frac{\langle X^d X \rangle (\text{tr}S)[X]}{(XQX)^{n+1/2}} + (n+1) \frac{\langle X^d X \rangle (XQS)[X^2]}{(XQX)^{n+3/2}},$$

where $S$ is a rank-(1,2) tensor symmetric in its two lower indices, and $\text{tr}S$ a covector obtained from $S$ by contracting its upper index and a lower one. (Naively there is a simpler ansatz, where $S$ is instead a rank-(1,1) tensor, but that cannot work simply due to the mismatch in the exponent of the denominator when comparing with $E_{m,1}$.)

Observe that if we manage to find an $S$ such that

$$(\text{tr}S)_I = L_I, \quad (XQS)_{IJ} = 0, \quad \forall I,J,$$

then it allows to localize the $E_{n,1}$ integral. We are indeed able to construct such a solution, even without the need of any reference vector, which is

$$S = \overset{Q \cdots Q L L L}{L Q \cdots Q L}.$$  \hspace{1cm} (F.17)

We thus obtain the decomposition

$$E_{n,1} = \sum_{i=1}^{n} \frac{H_i}{\overset{Q \cdots Q L L L}{L Q \cdots Q L}} \int_{\Delta_{i}} \frac{\langle X_{(i)}^d X_{(i)} \rangle (LP(i)X_{(i)})^2}{(X_{(i)}Q_{(i)}X_{(i)})^{n+3/2}}.$$  \hspace{1cm} (F.18)

Note that the decomposition discussed here for integrals with a generic tensor and a degenerate quadric is qualitatively different from the cases we analyzed before, where
either the quadric is non-degenerate or the numerator meets the null condition. In this
decomposition the rank of the numerator increases instead of decreases as we localize
to the boundaries.

Now let us generalize the above result to higher-rank tensors as well as high-corank
$Q$. In fact we can make the above observation more systematic. Let us first still focus
on $T_{n,1}$ but assume $Q$ to have arbitrary corank $r$. Then we can apply the following
identity
\[
\begin{align*}
\tilde{d} \left[ \frac{(LX) \langle (\hat{Q}^{-1}Q)Xd^{n-2}X \rangle}{(XQX)^{\frac{n+1}{2}}} \right] &= -\frac{\text{tr}(\hat{Q}^{-1}Q)}{(XQX)^{\frac{n+1}{2}}} \frac{(LQ^{-1}QX) \langle Xd^{n-1}X \rangle}{(XQX)^{\frac{n+1}{2}}} \\
&\quad + (n+1) \frac{(XQ\hat{Q}^{-1}Q)(LX) \langle Xd^{n-1}X \rangle}{(XQX)^{\frac{n+1}{2}}}.
\end{align*}
\]

(F.19)

Given the fact that
\[
\text{tr}\hat{Q}^{-1}Q = 1, \quad (XQ\hat{Q}^{-1}Q) = \frac{1}{n - r} (XQX),
\]

(F.20)

we see the first and the third term are both proportional to the integrand of $E_{n,1}$ up to
a constant. While the second term still leads to some other $E_{n,1}$, its linear numerator
\[(LQ^{-1}QX) \langle Xd^{n-1}X \rangle\] obviously satisfies the null condition, and so can be further analyzed with
the method described before. Hence we have
\[
\frac{(LX) \langle Xd^{n-1}X \rangle}{(XQX)^{\frac{n+1}{2}}} = \frac{n - r}{r + 1} \left( \frac{\text{d} \left[ (LX) \langle (\hat{Q}^{-1}Q)Xd^{n-2}X \rangle \right]}{(XQX)^{\frac{n+1}{2}}} - \frac{(LQ^{-1}QX) \langle Xd^{n-1}X \rangle}{(XQX)^{\frac{n+1}{2}}} \right)
\]
\[
= \frac{n - r}{r + 1} \left( \frac{(LX) \langle (\hat{Q}^{-1}Q)Xd^{n-2}X \rangle}{(XQX)^{\frac{n+1}{2}}} - \frac{(\hat{Q}^{-1}Q\hat{Q}^{-1}L)Xd^{n-2}X}{(XQX)^{\frac{n+1}{2}}} \right).
\]

(F.21)

In particular, when corank $Q = 1$ the expression reduces to the solution we previously
found.

It is straightforward to generalize the above construction to higher-rank tensors.
Here it is helpful to temporarily treat all the indices of $T$ to be distinct, some of which
might satisfy the null condition while some other not. Then most generally we have
\[
\frac{T[X^k] \langle Xd^{n-1}X \rangle}{(XQX)^{\frac{n+k}{2}}} = \frac{n - r}{r + 1} \left( \frac{T[X^k] \langle (\hat{Q}^{-1}Q)Xd^{n-2}X \rangle}{(XQX)^{\frac{n+k}{2}}} - \frac{n - r}{r + 1} \sum_{a=1}^{k} \frac{(XQ\hat{Q}^{-1}T)_{\hat{a}}[X^{k-1}] \langle Xd^{n-1}X \rangle}{(XQX)^{\frac{n+k}{2}}} \right),
\]

(F.22)
where \((XQ\hat{Q}T)_{a}\) denotes the tensor obtained by contracting the \(a^{th}\) index of \(T\) with \(XQQ\). This means that in each of the remaining term we are projecting one leg of \(T\) to a subspace that satisfies the null condition. Furthermore, note that

\[
\hat{Q}^{-1}QQ^{-1} = \frac{1}{n - r}QQ^{-1},
\]

which indicates that the null condition on any leg of \(T\) is preserved by the above operation. As a result, applying the same operation at most \(k\) times will yield, apart from a total derivative, a remaining \(E_{n,k}\) integral that completely satisfies the null condition, which then can be treated by the method in the previous subsection.

**F.4 \(E_n\) with a degenerate \(Q\)**

With the above tools we are able to further simplify the \(E_n\) integrals with corank \(Q = r\) by localizing into lower dimensional space. This is achieved by picking up any pair \((R_a, N_a)\) with a specific label \(a \in \{1, 2, \ldots, r\}\), and applying the following identity

\[
\frac{\langle Xd^{n-1}X \rangle}{(XQQ)^{\frac{n}{2}}} = -\frac{n - 1}{q} d\left[\frac{(R_aX) \langle N_aXd^{n-2}X \rangle}{(XQQ)^{\frac{n}{2}}}\right],
\]

which is a consequence of \(N_aXQ = 0\), following (F.9). Hence when \(Q\) is degenerate the integral potentially has lower weight than the case of a non-degenerate \(Q\).

**F.5 Projection of the degenerate quadric**

Previously when we described the discontinuity prescription for the \(e_n\) integrals (with even \(n\)) we implicitly assumed that the procedure of carrying out the \(S^2\) contour integrations can be performed \(\frac{n}{2}\) times until it leads to 1, so that correspondingly we obtain a symbol of length \(\frac{n}{2}\). Although we did not verify this directly, it is indirectly guaranteed by its connection to the differentiation method as was discussed in 6.4.

However, more generally when the quadric is degenerate this no longer holds and some new features arise. We assume corank \(Q = r\). Since \(\det Q = 0\) we do not normalize the \(E_n\) integrals to \(e_n\).

Let us first check the behavior of \(Q\) under the projection \(p_{(S)} : Q \mapsto Q^{(S)}\). Obviously this map is well-defined only when the cardinality \(|S| \leq n - r\), since otherwise we necessarily have \(\det Q_{S,S} = 0\).

There are three special situations that we need to take care.

**F.5.1 Extreme projection**

In the extreme case the projection is trivial

\[
p_{(S)}Q = 0, \quad \text{iff } |S| = n - r.
\]
This is a direct consequence of the identity $Q\hat{Q}^{-1}Q = Q$ (for $\hat{Q}^{-1}$ associated to any set of $r$ independent covectors). Correspondingly the affine transformation brings the original quadric into merely a product $w_iw_j$, and so the spherical contour is not well-defined.

This indicates that once the rank of the quadric is no bigger than 2, we are not able to use the spherical contours to detect the properties of $E_n$, and they have to be treated separately.

F.5.2 Next-to-extreme projection

When we have instead $|S| = n - r - 1$, the projection leads to a matrix of rank 1, i.e., the direct product of a covector

$$Q^{(S)} \equiv Q_{\bar{S},\bar{S}} - Q_{\bar{S},S}Q_{S,S}^{-1}Q_{S,\bar{S}} = L^{(S)}L^{(S)}.$$  \hspace{1cm} \text{(F.26)}

To see this, note that for any null vector $N_a$ of $Q$, in components we have

$$Q_{i,\bar{S}}N_{\bar{S}} + Q_{i,S}N_S = 0, \quad \forall i,$$  \hspace{1cm} \text{(F.27)}

and so

$$Q^{(S)}N_{\bar{S}} = Q_{\bar{S},\bar{S}}N_{\bar{S}} + Q_{\bar{S},S}Q_{S,S}^{-1}Q_{S,\bar{S}}N_S = 0, \quad \forall N \in \mathfrak{V}_Q.$$  \hspace{1cm} \text{(F.28)}

This indicates that $\mathfrak{V}_Q \cap \Delta^{(S)}$ forms the null space of $Q^{(S)}$, which carves out a $\mathbb{CP}^{r-1}$ in $\mathbb{CP}^r$.

In this case the original quadric projects to a linear factor squared. Hence the remaining integral only produces a rational function and our discontinuity analysis can properly terminate. Explicitly

$$p^{(S)} E_n \propto \int_{\Delta^{(S)}} \left( \frac{X_{\bar{S}} \{dx \} X_{\bar{S}}^r}{(L^{(S)}X_{\bar{S}})^{r+1}} \right) = \frac{1}{r! \prod_{I \in \hat{S}} L_I^{(S)}}.$$  \hspace{1cm} \text{(F.29)}

The product in the final answer can be easily written in terms of $Q$, although there is not a unique way. Note that $Q^{(S)}_{ij} = L_i^{(S)}L_j^{(S)}$. Specifically, if $r$ is odd, we can pick up any partition $\sigma$ of $\hat{S}$ into $\frac{r+1}{2}$ pairs, and then

$$\prod_{I \in \hat{S}} L_I^{(S)} = Q_{\sigma_1\sigma_2}^{(S)} \cdots Q_{\sigma_r\sigma_{r+1}}^{(S)}, \quad \text{odd } r, \quad \forall \sigma.$$  \hspace{1cm} \text{(F.30)}

If $r$ is even instead, we can pick out any label $I \in \hat{S}$ and then

$$\prod_{I \in \hat{S}} L_I^{(S)} = \prod_{I \in \hat{S}, J \neq I} \frac{Q_{IJ}^{(S)}}{(Q_{II}^{(S)})^{\frac{1}{2}}}, \quad \text{even } r, \quad \forall I \in \hat{S}.$$  \hspace{1cm} \text{(F.31)}
F.5.3 Next-to-next-to-extreme projection

When we have $|S| = n - r - 2$, the projected quadric degenerates into two linear factors. This is true because we can further compute the discriminant of the projected quadric wrst any remaining variables, say some $x_i$, which associates to an additional projection $p_i Q(S) = Q(S \cup \{i \})$, but from the above discussion $X(S \cup \{i \}) Q(S \cup \{i \}) X(S \cup \{i \})$ is just a perfect square. Hence we can identify in this case

$$Q_{IJ}(S) = \frac{1}{2} \left( L_i^{(S),1} L_j^{(S),2} + L_i^{(S),2} L_j^{(S),1} \right).$$  \tag{F.32}$$

As commented before the spherical contours are not well-defined for $Q(S)$. Fortunately the resulting integrals

$$p(S) E_n \propto \int_{\Delta(S)} \frac{\langle X(S) dX^{r+1}(S) \rangle}{(L(S),1 X(S))^{r+2} (L(S),2 X(S))^{r+2}}.$$

can be easily computed.

To easily see this, we introduce one more Feynman parameter to turn the above expression into

$$\int_0^\infty d\alpha \alpha^{\frac{r}{2}} \int_{\Delta(S)} \frac{\langle X(S) dX^{r+1}(S) \rangle}{((L(S),1 + \alpha L(S),2) X(S))^{r+2}}.$$

The integration over $\Delta(S)$ is performed in the same way as in the case of next-to-extreme projection, resulting in

$$\int_0^\infty d\alpha \frac{\alpha^{\frac{r}{2}}}{\prod_{i \in S} (L(S),1 + \alpha L(S),2)}.$$

The situation now divides into two cases. When $r$ is odd, the $\alpha$ integration leads to a rational function, which is

$$(-1)^{\frac{r+1}{2}} \pi \sum_{i=1}^{r+2} \frac{(L_i^{(S),1} L_i^{(S),2})^{\frac{r}{2}}}{\prod_{j \neq i} (L_i^{(S),1} L_j^{(S),2} - L_j^{(S),1} L_i^{(S),2})},$$

odd $r$. \hspace{1cm} (F.36)

When $r$ is even, the $\alpha$ integration leads to a weight-1 function, which is

$$(-1)^{\frac{r}{2}} \sum_{i=1}^{r+2} \frac{(L_i^{(S),1} L_i^{(S),2})^{\frac{r}{2}} \log \left( L_i^{(S),1} \right)}{\prod_{j \neq i} (L_i^{(S),1} L_j^{(S),2} - L_j^{(S),1} L_i^{(S),2})},$$

even $r$. \hspace{1cm} (F.37)
Proof of the Duality

To understand why this is true, it is sufficient to focus on an arbitrary symbol entry, say, some \((\rho_{2k-1}\rho_{2k})\) in a partition \(\rho\). From previous discussions in the differentiation method we know that in the original space the relevant \(2 \times 2\) matrix for this symbol entry has the form

\[
\begin{pmatrix}
Q & H_{2k+1} & H_{2k+2} & \cdots & H_n & H_\alpha \\
H_{2k+1} & H_{2k+2} & \cdots & H_n & H_\beta
\end{pmatrix}, \quad \alpha, \beta \in \{2k-1, 2k\}. \tag{G.1}
\]

As we go to the dual space, and again use the differentiation method, since each symbol term expected to be reversed, the relevant matrix is now

\[
\begin{pmatrix}
Q^{-1} & V_1 & V_2 & \cdots & V_{2k-2} & V_\alpha \\
V_1 & V_2 & \cdots & V_{2k-2} & V_\beta
\end{pmatrix}, \quad \alpha, \beta \in \{2k-1, 2k\}. \tag{G.2}
\]

In the first expression we feed in \(2k-1\) \(Q\)'s and in the second we feed in \(n-2k+1\) \(Q^{-1}\)'s.

In order that the statement (6.35) holds, we need these two matrices to be identical up to an overall factor and a possible simultaneous exchange between rows and columns. To prove this, start from the second expression and we apply the relation

\[
V_1^{I_1} \cdots V_{2k-2}^{I_{2k-2}} V_\alpha^{I_{2k-1}} = H_{\alpha^c,I_{2k-1}} H_{2k+1,I_{2k+1}} \cdots H_n,I_n \epsilon^{I_1 \cdots I_{2k-2} I_{2k-1} \cdots I_n} \in \{2k-2, 2k\}. \tag{G.3}
\]

where \(\alpha^c\) denotes the label other than \(\alpha\) in the set \(\{2k-2, 2k\}\). This turns the expression into

\[
\begin{pmatrix}
Q & Q \cdots Q
\end{pmatrix} \times \begin{pmatrix}
Q^{-1} & Q \cdots Q^{-1}
\end{pmatrix}
\]

In the above we have inserted a factor \(\det Q\), which of course does no harm. We can then apply a Schouten identity to merge the two factors into

\[
\begin{pmatrix}
Q & Q \cdots Q \end{pmatrix} \times \begin{pmatrix}
Q^{-1} & Q \cdots Q^{-1}
\end{pmatrix}
\]

By further applying Schouten identities twice, one can show that this is actually proportional to

\[
\begin{pmatrix}
Q^{-1} & Q \cdots Q^{-1}
\end{pmatrix} \times \begin{pmatrix}
Q & Q \cdots Q
\end{pmatrix}
\]
So we have one more $Q^{-1}$ and one more $Q$ contracting with $H$’s via the Levi-Civita, but one less contractions between two Levi-Civita symbols. Now the idea is clear: we can keep multiplying the expression but more det $Q$ and apply the same operations. After iterating this procedure $2k$ times in total, we manage to recover the relevant submatrix \((G.1)\) in the original space, but with the label $\alpha, \beta$ substituted by $\alpha^c, \beta^c$, and so this resulting matrix is related to \((G.1)\) exactly by a simultaneous exchange of rows and columns, thus yielding the same ratio of roots.

\section{Feynman Parametrization of Generic Number of Cuts}

In this appendix we generalize the discussion in Section 9.1 to arbitrary cuts and derive their corresponding Feynman parametrization. Again the essential object under study is the $d$-gon in $d$ spacetime dimensions, but here we consider cutting some $c$ propagators labeled by $\{i_1, \ldots, i_c\}$. We use the same notation $\mathcal{Y}$ for the associated region variables to keep in mind that they can be massive propagators. Generically the cut integral reads

$$
\hat{I}^{(i_1 \ldots i_c)}_d = \int_{0}^{\infty} \langle X_{(i_1 \ldots i_c)} \rangle \frac{d^{d+2}Y \delta(Y \cdot Y) \delta(Y \cdot \mathcal{Y}_{i_1}) \cdots \delta(Y \cdot \mathcal{Y}_{i_c})}{\text{vol.GL}(1) (Y \cdot W_{(i_1 \ldots i_c)})^{d-c}}, \quad (H.1)
$$

where

$$
W_{(i_1 \ldots i_c)} = \sum_{j \notin \{i_1, \ldots, i_c\}} x_j \mathcal{Y}_j. \quad (H.2)
$$

We first integrate against the delta constraints $\prod \delta(Y \cdot \mathcal{Y})$. Let us reparametrize the loop momentum as follows

$$
Y^I = \sum_{j=1}^{d+2-c} \alpha_j K'_j Z_j^I + \sum_{j=1}^{c} \beta_j \mathcal{Y}_{i_j}, \quad (H.3)
$$

Here $K$ is an operator projecting any vector to the hyperplane constrained by $\{\mathcal{Y}_{i_1}, \ldots, \mathcal{Y}_{i_c}\}$, constructed as

$$
K_{IJ} = \frac{\eta \cdots \eta \mathcal{Y}_{i_1} \cdots \mathcal{Y}_{i_c}}{(d-c-1)! G(\{\mathcal{Y}_{i_1}, \ldots, \mathcal{Y}_{i_c}\})}, \quad (H.4)
$$

where $G$ denotes the Gram determinant. The Levi-Civita symbols above takes Lorentz indices, and $\eta$ denotes the inverse metric of the ambient space. Obviously $K \mathcal{Y}_j = 0$ $(\forall j \in \{i + 1, \ldots, i_c\})$, and satisfies

$$
KK = K, \quad (H.5)
$$
and one can check this reduces to the expressions for the projector in the previous subsection in the case of unitarity cuts. \{Z_j\} are some reference vectors, and for convenience they can be chosen to be orthonormal wrt the projector \(K\), i.e.,

\[
Z_iKZ_j = \delta_{ij}.
\] (H.6)

With the above setup the integral turns into

\[
j_d^{(i_1...i_c)} = \int_0^\infty \langle X_{(i_1...i_c)} \rangle d^{d-c-1} X_{(i_1...i_c)} \int \frac{d^{d+2-c} \alpha \ d^c \beta \ \delta((\sum \alpha_j^2 + (\sum \beta_j Y_{i_j})^2)}{\text{vol.GL}(1)}
\times \frac{\delta((\sum \beta_j Y_{i_j}) \cdot Y_{i_1}) \cdots \delta((\sum \beta_j Y_{i_j}) \cdot Y_{i_c})}{((\sum \alpha_j Z_j)KW_{(i_1...i_c)} + (\sum \beta_j Y_{i_j}) \cdot W_{(i_1...i_c)})^{d-c}}
\times \sqrt{G(\{Y_{i_1},...,Y_{i_c}\})} \frac{1}{(\sum \alpha_j Z_j)KW_{(i_1...i_c)}^2} \ d^{d-c}. \] (H.7)

The remaining \(\alpha\) integrals are the same as the one for the Feynman parametrization of an \((d + 2 - c)\)-gon in \(d + 2 - c\) dimensions, and so we immediately obtain

\[
j_d^{(i_1...i_c)} = \int_0^\infty \langle X_{(i_1...i_c)} \rangle d^{d-c-1} X_{(i_1...i_c)} \int \frac{1}{\sqrt{G(\{Y_{i_1},...,Y_{i_c}\})}} \left(\sum \alpha_j Z_j \right) \left(\sum \alpha_j \right)^{d-c} \frac{1}{(\sum \alpha_j Z_j)KW_{(i_1...i_c)}^2} \ d^{d-c}. \] (H.8)

Note that the operator \(K' \equiv \sum_j (KZ_j)(Z_jK)\) satisfies

\[
K'K' = K',
\] (H.9)

and for arbitrary vector \(Y\)

\[
K'Y = \sum_{j=1}^{d+2-c} \alpha_j KZ_j = KY,
\] (H.10)

and so it is the same projector \(K' = K\). Hence we conclude

\[
j_d^{(i_1...i_c)} = \int_0^\infty \langle X_{(i_1...i_c)} \rangle d^{d-c-1} X_{(i_1...i_c)} \int \frac{1}{\sqrt{G(\{Y_{i_1},...,Y_{i_c}\})}} \left(\sum \alpha_j \right) \left(\sum \alpha_j \right)^{d-c} \frac{1}{(\sum \alpha_j Z_j)KW_{(i_1...i_c)}^2} \ d^{d-c}. \] (H.11)
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