Using deep learning to model the hierarchical structure and function of a cell

Jianzhu Ma, Michael Ku Yu, Samson Fong, Keiichiro Ono, Eric Sage, Barry Demchak, Roded Sharan & Trey Ideker

Nature Methods 15, 290–298 (2018)

Abstract

Although artificial neural networks are powerful classifiers, their internal structures are hard to interpret. In the life sciences, extensive knowledge of cell biology provides an opportunity to design visible neural networks (VNNs) that couple the model’s inner workings to those of real systems. Here we develop DCell, a VNN embedded in the hierarchical structure of 2,526 subsystems comprising a eukaryotic cell (http://d-cell.ucsd.edu/). Trained on several million genotypes, DCell simulates cellular growth nearly as accurately as laboratory observations. During simulation, genotypes induce patterns of subsystem activities, enabling in silico investigations of the molecular mechanisms underlying genotype–phenotype associations. These mechanisms can be validated, and many are unexpected; some are governed by Boolean logic. Cumulatively, 80% of the importance for growth prediction is captured by 484 subsystems (21%), reflecting the emergence of a complex phenotype. DCell provides a foundation for decoding the genetics of disease, drug resistance and synthetic life.
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Integrated supplementary information

Supplementary Figure 1 Precision-recall curves for classification of negative genetic interactions.
Performance of DCell is compared to the same methods as in Fig. 2c. Genetic interactions with scores ≤ -0.08 are labeled as negative.

Supplementary Figure 2 CliXO top subsystem states for translation of genotype to growth.

a, Ranking of all CliXO subsystems by their importance in determining genetic interactions (RLIPP score, see Methods). Inset: ten highest-scoring subsystems. b-j, Two-dimensional state maps of informative subsystems from (a), in which each subsystem’s set of neuron states is reduced to the first two Principal Components (PCs). Each point
represents the subsystem state induced by a genotype, with point color indicating the corresponding growth phenotype (genetic interaction score).

**Supplementary Figure 3 Calculating relative local improvement in predictive power (RLIPP).**

a, Two L2-regularized linear regression models are fit to predict phenotype using either the neurons of a parent subsystem (bottom) or the neurons of that subsystem’s children (top). b-c, Measured versus predicted phenotype (genetic interactions) for the children-based model (b) or the parent-based model (c). The example values are for the “DNA repair” subsystem. d, The RLIPP score is calculated from the Spearman correlation of both models.

**Supplementary information**

**Supplementary Text and Figures**
Supplementary Figures 1–3

**Life Sciences Reporting Summary**

**Supplementary Table 1**
RLIPP scores for subsystems in the Gene Ontology and CliXO
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Boolean logic approximating the states of subsystems in the Gene Ontology and CliXO
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