Continual Learning of Visual Concepts for Robots through Limited Supervision

Ali Ayub
aja5755@psu.edu
The Pennsylvania State University
State College, PA, USA

Alan R. Wagner
alan.r.wagner@psu.edu
The Pennsylvania State University
State College, PA, USA

ABSTRACT
For many real-world robotics applications, robots need to continually adapt and learn new concepts. Further, robots need to learn through limited data because of scarcity of labeled data in the real-world environments. To this end, my research focuses on developing robots that continually learn in dynamic unseen environments/scenarios, learn from limited human supervision, remember previously learned knowledge and use that knowledge to learn new concepts. I develop machine learning models that not only produce State-of-the-results on benchmark datasets but also allow robots to learn new objects and scenes in unconstrained environments which lead to a variety of novel robotics applications.

1 INTRODUCTION
Continual adaptation and learning through limited data is the hallmark of human intelligence. Humans continue to learn new concepts over their lifetime without the need to relearn most previous concepts. With robots becoming an integral part of our society, they must also continue to learn over their lifetime to adapt to the ever-changing environments. Further, in real-world applications, robots do not have access to a large amount of labeled data since it is impractical for human users to provide hundreds of examples to the robot. Thus, robots must learn using a small amount of data through limited human supervision. The long-term goal of my research is to develop autonomous robots for everyday environments where they can learn over their lifetime and use the learned knowledge to assist humans in their daily lives.

Creating robots that continually learn is a challenging problem. Deep learning is widely used to address many robot learning tasks, yet deep learning suffers from a phenomenon called catastrophic forgetting when learning continually. Catastrophic forgetting occurs when continually training a model (neural network) to recognize new classes, the model forgets the previously learned classes and the overall classification accuracy decreases. One way to address this problem is by storing the complete data of the previously learned classes. However, storing data of the previous classes requires a huge memory when learning new classes continually. Robots, on the other hand, have limited on-board memory available, hence they cannot keep storing high-dimensional images of previous classes. In real-world scenarios, labeling a large amount of data is costly in terms of time and effort. Hence, robots have to learn from a small number of interactions with likely impatient human users. Deep learning systems, however, require a large amount of labeled data for learning.

In order to tackle these challenges, my work develops machine learning and computer vision techniques that are inspired by concept learning models from cognitive science. My work is informed by higher level concept learning in children (and all humans) related to curiosity-driven, intrinsically motivated, continual learning of visual concepts (objects and scenes).

2 RELATED WORK
Recent continual learning techniques use deep neural networks and rely on storing a fraction of old class data when learning a set of new classes [11, 18]. To avoid storage of real samples, some approaches use generative-memory and regenerate samples of old classes using GANs or autoencoders [5, 8, 17], however the performance of these approaches is generally inferior to approaches that store real images. One major issue with all these prior continual learning approaches is that they require a large amount of training data. Hence using these methods for continual learning from limited data results in poor accuracy.

Curiosity-driven learning has been explored for robotics applications in the past to learn from limited data and supervision. In recent years, some deep reinforcement learning approaches have been proposed that use a curiosity-driven reward function [10, 13] to train neural networks. For object learning, many researchers have presented active learning techniques using uncertainty sampling [9, 12, 21, 22, 24]. All of these approaches train deep networks using specific loss terms such that the network can predict the most uncertain samples. Although these approaches produced good results on small, simple image datasets like MNIST [15], they were not tested on a real robot.

One of the main limitations of prior curiosity-driven and active learning approaches is that they are designed for a batch learning setting and will thus suffer from catastrophic forgetting when attempting to learn continually. In contrast, we present a novel approach that not only allows a robot to learn from visual data continually but also allows it to assign curiosity scores to unlabeled objects in a self-supervised manner.

3 METHODOLOGY
In this work, I consider a general continual learning setup for learning visual categories (object or scene classes). In each new increment $t$, the robot gets a small set of labeled samples $S_t = \{(x_{t,i}, y_{t,i})\}_{i=1}^n$.
where $x_i \in X$ are the visual samples (images) and $y_i$ are their ground truth labels. The samples in an increment can belong to the earlier learned classes or completely new classes. Further, the robot has limited storage capacity, thus it cannot store the high-dimensional images of the previously learned categories.

To learn new objects or scenes, the robot first acquires new image data autonomously using its own cameras. The category labels for the images are provided by the human in a textual format. I then use a neural network pre-trained on a large dataset (e.g. ImageNet [20]) to extract feature vectors for the images. Then, I apply a novel cognitively-inspired clustering approach (called Agg-Var clustering) on the feature vectors of the images to learn centroids and covariance matrices for the visual categories. In Agg-Var clustering, the model finds the Euclidean distance of a new $i$th feature vector $x_i$ of a class $y$ to the previously learned centroids of the class. If the distance is below a pre-defined distance threshold $D$ (hyperparameter), the model performs memory integration [16] by updating the closest centroid and the corresponding covariance matrix using the new feature vector. If the distance is above the distance threshold $D$, the model performs pattern separation [16] by creating a new centroid initialized with $x_i$ and a new covariance matrix initialized with a zero matrix. In this way, the model gets a set of centroids and covariance matrices for all the classes separately. Note that even a small number of images per class are enough to learn the centroids/covariance matrix representation for the class, hence my model can be used to learn from limited labeled data.

For classification of test images, I use pseudorehearsal technique [19] in which I use the centroids and covariance matrices of the old classes as parameters of Gaussian distributions. I then sample these Gaussian distributions to generate pseudo-exemplars for the old classes. A shallow neural network classifier with a single linear layer is then trained using the pseudo-exemplars and the feature vectors of the images in the current increment. In this way, the model mitigates catastrophic forgetting.

### 4 PAST, CURRENT AND FUTURE WORK

Towards the goal of creating continually learning robots, the first project in my PhD was focused on the few-shot incremental learning problem (FSIL), in which the robot learns continually from a small number of object examples provided by a human. I developed a novel approach termed Centroid-Based Concept Learning (CBCL) to tackle this problem [3]. CBCL’s classification accuracy was significantly higher than the State-of-the-art (SOTA) incremental learning approaches on benchmark datasets (Table 1). I then applied CBCL on a real robot for a cleaning application, in which the robot learns household objects from a few visual examples provided by a human and organizes related objects from a clutter of objects. This research demonstrated that my method could be capable of dynamically learning task or situation specific objects [6]. I also showed that CBCL is a general approach and can be applied for other tasks, such as RGB-D indoor scene classification [2].

In real-world environments, robots must learn from streaming data that lacks well-defined task boundaries (online learning). The lack of task boundaries and unknown number of categories makes this problem harder than FSIL. I developed an updated version of CBCL, termed Centroid-Based Concept Learning with Pseudorehearsal (CBCL-PR) for online learning. CBCL-PR significantly outperformed SOTA approaches on a benchmark dataset in terms of detecting known and unknown scene categories. I then applied CBCL-PR on the Pepper robot in which the robot wandered in unconstrained real-world environments to learn new scene categories and detect previously unknown scene categories [1].

In follow-up research, I developed a system that used CBCL-PR for online learning of scenescontexts and Dempster-Schafer theory to represent and learn appropriate norms related to different scenes in terms of conditional probabilities. My work was the first of its kind to examine online learning of norms for social robots. I tested this approach on Pepper in which the robot wandered around at different scenes and learned norms through simple Q/A sessions with a human. This research demonstrated that my approach may allow robots to learn different scene categories and use the recognition of these scenes to moderate their behavior and decision-making [7].

I am currently working on the curiosity-driven active online learning (CDAOL) problem, in which the robot has a large amount of unlabeled objects available in an environment and it must choose the most informative samples to be labeled. I am developing a novel approach to assign curiosity scores to new unlabeled objects in a self-supervised manner using the distance of the new objects from the previously learned centroids. Preliminary experiments show that my approach can learn the most informative objects quickly without forgetting the previously learned objects which results in a dramatic increase in accuracy over the other approaches, especially in the earlier increments [4].

For future work, I plan to apply the above-mentioned approach on a real robot. However, real-world robots have access to clusters of objects rather than single object images. Second, capturing multiple views of individual objects in unconstrained environments through robot’s own cameras without human assistance is challenging. To deal with this, I plan to develop a complete system to allow a robot to capture images of cluttered objects, localize all the objects in the clutter, get labels for the most informative objects, use a manipulator module to move its hands around the labeled objects to get different views of the objects and finally train the CNN using the images of the new objects. I plan to test this system on a real robot in a lab environment with clutter of objects present at various locations with different backgrounds. The experiment will be performed over the course of one month at different times of the day in which the robot will wander around in the environment and learn about the objects it is curious about by asking a human teacher. This experiment is the first of its kind, that will

| Methods | iCaRL | EEIL | BiC | CBCL |
|---------|-------|------|-----|------|
| Accuracy (%) | 63.75 | 64.02 | 64.84 | 69.85 |

Table 1: Comparison of CBCL with iCaRL [18], EEIL [11] and BiC [23] for class-incremental learning with 10 classes per increment on the CIFAR-100 dataset [14].
demonstrate a true lifelong learning robot that learns a large number of objects (240 objects) in an unconstrained environment over a long period of time through limited human supervision.
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