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Abstract

Prognostic models in survival analysis are aimed at understanding the relationship between patients’ covariates and the distribution of survival time. Traditionally, semi-parametric models, such as the Cox model, have been assumed. These often rely on strong proportionality assumptions of the hazard that might be violated in practice. Moreover, they do not often include covariate information updated over time. We propose a new flexible method for survival prediction: DeepHazard, a neural network for time-varying risks. Our approach is tailored for a wide range of continuous hazards forms, with the only restriction of being additive in time. A flexible implementation, allowing different optimization methods, along with any norm penalty, is developed. Numerical examples illustrate that our approach outperforms existing state-of-the-art methodology in terms of predictive capability evaluated through the C-index metric. The same is revealed on the popular real datasets as METABRIC, GBSG, and ACTG.
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1 Introduction

Understanding the relationship between covariates and the distribution of survival time is fundamental in many fields spanning medicine, biology, healthcare, economics, and engineering. Survival data are often incomplete due to censoring, making the traditional predictive methods unsuitable. Traditionally, several semiparametric survival models, such as the popular Cox Model (Cox, 1972), the Additive Hazards Model (Aalen, 1980) or the Accelerated Failure Time model (Wei, 1992), have been proposed and extensively used. Developed to deal with censoring; however, they model the hazards as a particular function of a linear combination of the data, limiting their applicability in many real-world applications.

To overcome this difficulty, the interest in using deep learning methods, such as neural networks, for survival prediction has been increasing. Several nonparametric extensions of the Cox Model have appeared in the literature; see, for example, Faraggi and Simon (1995); Ching et al. (2018); Liao and Ahn (2016); Zhu et al. (2016); Katzman et al. (2018); Kvamme et al. (2019). They make use, to train the neural network, of the classical Cox partial likelihood and base their analysis on the proportional hazard assumption. The latter is often unrealistic and represents a relevant limitation. Non-proportional hazards are widely occurrent: when the effect of a treatment vanishes over time, and henceforth the ratio of the hazards tends to one, or when a drug is beneficial for one subgroup but harmful for the other, resulting in crossing survival curves. Non-proportional hazards are difficult to model. They usually indeed don’t allow the use of a flexible and nonparametric baseline hazard.

Another line of work pertains the usage of discrete-time hazards for survival prediction; see for example, Liestbl et al. (1994); Brown et al. (1997); Biganzoli et al. (1998); Zhu et al. (2016); Luck et al. (2017); Fotso (2018); Lee et al. (2018); Gensheimer and Narasimhan (2019); Grisan et al. (2019); Ren et al. (2019); Zhao and Feng (2019); Lee et al. (2019). They don’t make assumptions on the form of the hazard; however, they treat survival time as a discrete random variable taking only finitely many pre-determined values, loosing, therefore, the continuous nature of the problem itself. Moreover, they often cast the survival problem as a classification one, considering every observation as a sequence of zeros and ones to indicate their status. Naturally, with discrete approaches, the hazard is no longer a rate but a conditional probability. A different approach is the one proposed by Zhao and Feng (2019). The authors reduce the survival problem to a standard regression problem by considering inputting the missing outcomes with Kaplan Meier survival estimates. However, regression on such pseudo-responses is deemed biased whenever data is not missing at random. We construct, instead, a new survival neural network.

To overcome these limitations, we propose DeepHazard, a new neural network that doesn’t rely on the assumption of proportional hazards while not neglecting the continuous nature of the data. Our approach is indeed tailored for a wide range of hazards, with the only restriction of being continuous and additive in time. Illustrative examples include a case where the effect of treatment or the treatment status changes with time; some patients are treated only after their disease progresses.

Building on the promising alternative of the Cox model, the non-parametric additive
hazards model, we propose a new non-parametric alternative of the additive hazards loss. The latter doesn’t constrain the risk of being of a particular form or being constant in time. Moreover, it naturally incorporates time-dependent covariates making our approach suitable for a large class of real data applications. In particular, our approach is designed to treat an aligned type of data arising whenever for each observation, and each covariate, a sequence of measurement at different time points is available, for example, in a series of follow-up visits.

The sequential nature of the data is incorporated by dividing the data in multiple time-frames and building a neural network in each time-frame to estimate the time-varying risk. Each neural network is trained on the observations, still at risk. Moreover, the interdependency between different time-frames is directly assimilated by adding to the input of every time interval-specific neural network, the output of the network built in the previous time-period. Figure 1 presents one possible architecture. The output node (blue in Figure 1) of each of the time-frames, denotes the predicted value of the risk score at that period. The input nodes (red in Figure 1) in each of the time-frames denote at-risk observations at that time-frame. Note that they change both in numbers and type from time-frame to time-frame. For the proposed neural network, the steps of feature extraction and survival analysis are not separated or done through two separate optimization procedures. They are gathered in one unique neural network, and the optimization of all the parameters happens together using the proposed survival loss. In this way, observations still at-risk are kept together.

DeepHazard outputs, for each combination of covariates, a rich estimate of the survival function, including the baseline survival, as well as survival in desired time-intervals, therefore allowing a deep understanding of the time to event distribution and comparison between different groups and observations. The performance of our approach is evaluated through extensive simulations. We show that our method outperforms existing methods in terms of predictive capability, evaluated through the time-dependent C-index metric (Antolini et al., 2005). We also apply DeepHazard to the popular real datasets: METABRIC, GBSG, and ACTG to study time to death of breast-cancer and HIV-infected patients.

1.1 Related literature

Different methods that make use of machine learning techniques have been employed to analyze continuous survival data. Random survival forest of Ishwaran et al. (2008) extends the random forest methodology to survival analysis. Recently broadened to accommodate time-varying covariates, (Wongvibulsin et al., 2020), random survival forest consists of an ensemble of survival trees that are grown following a particular splitting rule that aims to maximize the difference between estimated survival curves in children nodes. Although a model is not explicitly assumed, the random survival forest’s predictive performance depends on the splitting rule chosen. The most popular uses log-rank split statistics, which is known to lack power when the proportional hazards assumption is violated.

Machine learning techniques for discrete-time survival data include DeepHit and Dynamic-DeepHit, (Lee et al., 2018, 2019), a neural network that directly estimates the probability mass function of experiencing a particular event at a specific time. Fotso (2018) recasts the output of observation as a sequence of zeros (up to the event time) followed by a sequence
of ones (after the event time) and applies the framework of neural networks to the multi-task logistic regression. Kvamme and Borgan (2019) rewrites the output as a vector of zeros with a single one corresponding to the observed event and makes use of the negative log-likelihood for Bernoulli data to train the neural network. The authors then propose an extension to continuous-time survival data using discretization and interpolation strategies. Zhong and Tibshirani (2019) introduce the stacking idea that recasts the data into a large data frame where the output column is a series of zeros and ones. The problem is then treated as a classification problem onto which various existing techniques can be directly applied.

When the time is not discretized and is treated as continuous, semi-parametric approaches based on the popular Cox model have been proposed. Katzman et al. (2018) parametrizes a Cox regression model with a neural network building on the work of Faraggi and Simon (1995). Kvamme et al. (2019) proposes an extension of it introducing an approximation of the partial log-likelihood to batches of data and allowing the relative risk function to depend on time. In both cases, the model is a relative risk model that does not allow the introduction of time-dependent covariates. A fully parametric approach has recently been proposed by Nagpal et al. (2020), where the survival function conditional on the fixed (not time-dependent) covariates is assumed to be a mixture of individual parametric survival distributions.

In this work, we build on the literature of semiparametric models for continuous-time survival data, proposing a different loss function, entirely unrelated to the partial likelihood typical of the proportional hazards model. Moreover, we propose a framework that allows the extension of our and potentially many other neural network methodologies to time-dependent covariates.

1.2 Organization of the paper

Section 2 contains the details of the proposed DeepHazard algorithm which includes a new time-additive hazards model, Section 2.1, a decomposition of the loss function, Section 2.3, as well as the details of the estimation and prediction, Section 2.4 and 2.5, respectively. Section 3 includes detailed finite sample experiments on time-dependent covariates and outcomes where we illustrate the impact of censoring, sample size, time, and feature space. Section 4 focuses on real data examples where we compare with the Random Survival Forest and DeepSurv algorithms and demonstrate superior performance.

2 DeepHazard learning

We introduce a new survival model, additive in time only, that explains the survival of a subject given, possibly time-varying, covariates.

Observations of survival times are often censored. This is the case when a patient drops out of a hospital or drug-treatment study. The time of death is, in this case, never observed; however, we know that the patient was still alive when he left the study. This is modeled with a random variable $C$. If $T$ denotes the survival time, then the censored observations regarding the outcome of interest are denoted with $X = \min\{T, C\}$. Together
Figure 1: Example of DeepHazard architecture: The output node (blue) of each time-frame, denotes the predicted value of the hazard at that time period. The input nodes (red) in each of the time-frames denote at-risk observations at that time-frame.
with $X$ we typically assume that an event indicator, $\delta$ is observed; here, $\delta = 1\{T \leq C\}$.

Medical studies are typically monitored in regular time intervals where a set of personal, medical information is collected, such as blood pressure, drugs taken, temperature reading, oxygenation of the blood. Some of those can naturally be treated as baseline variables, i.e., variables not changing with time; examples include gene expressions of particular tumor tissue, demographics, age. However, the majority are time-varying. For simplicity in notation, we denote all of the covariates as time-varying variables $Z(t) \in \mathbb{R}^p$.

### 2.1 Time additive hazards model

We propose a new model, additive in time, that assumes that the hazard function,

$$
\lambda(t \mid Z(t)) = \lim_{h \to 0} \frac{P\{T \in [t, t + h] \mid T \geq t, Z(t)\}}{h},
$$

is the sum of two components, a baseline hazard $\lambda_0(t)$ that depends only on time and a risk score, $h(Z(t), t)$ that encloses the effect of the individual’s covariates $Z(t)$, possibly time-varying, onto the hazard. The hazard is interpreted in the standard way, as the probability of an event in the interval $[t, t + dt)$ given covariate $Z(t)$ and assuming that no previous event has happened.

We assume that the covariates are measured at a sequence of $M$ time points (follow up visits),

$$t_0, t_1, \ldots, t_M.$$

Let’s notice that we don’t require $t_0, t_1, \ldots, t_M$ to be the same as event times. Therefore, we naturally divide the time into a sequence of intervals $[t_0, t_1), \ldots, [t_M, \infty)$. For example, let us assume that every patient is subjected to a visit every two months, and at every such visit, a series of physical values, as blood pressure, is measured and recorded. In this case, we would have as intervals $[0, 2), [2, 4), \ldots$ and the series of the measured values will be encoded as $Z(0), Z(2), \ldots$. We assume that at any intervals $[t_j, t_{j+1})$ the risk score of a subject is described by a constant in time risk score $h_j$.

$$h(Z(t), t) = h_j(Z(t)), \quad t \in [t_j, t_{j+1}), \quad j = 0, 1, \ldots, M,$$

To acknowledge the continuous nature of the time and the natural possible dependence onto the past values, we allow the risk score $h_j$ to depend on previous-in-time risk scores $h_0, \ldots, h_{j-1}$. In other words $h(Z(t), t)$ satisfies

$$h_j(Z(t)) = f_j(Z(t_j), h_0(Z(t)), h_1(Z(t)), \ldots, h_{j-1}(Z(t))), \quad t \in [t_j, t_{j+1}), \quad j = 0, 1, \ldots, M,$$

where $f_j$ is an unknown function. This describes a recursive relationship

$$h_0(Z(t)) = f_0(Z(t_0)), \quad h_1(Z(t)) = f_1(Z(t_1), f_0(Z(t_0))), \quad h_2(Z(t)) = f_2\left(Z(t_2), f_0(Z(t_0)), f_1\left(Z(t_1), f_0(Z(t_0))\right)\right), \ldots.$$

With a small abuse in notation we drop the notation $f_j$ and use $h_j$ to denote the unknown functional relationship at time interval $j$. 
Therefore, primarily we consider the following representation of the hazard

\[ \lambda(t \mid Z(t)) = \lambda_0(t) + h(Z(t), t) \]  \hspace{1cm} (2)

where

\[ h(Z(t), t) = \sum_{j=0}^{M} h_j(Z(t_j), h_0(Z(t)), \ldots, h_{j-1}(Z(t))) \mathbb{1}(t_j \leq t < t_{j+1}), \]  \hspace{1cm} (3)

where \( t_{M+1} = \infty \) and \( h_0(Z(t)), \ldots, h_M(Z(t)) \) are functions of the covariates.

The form of model (2) is reminiscent of the traditional additive hazards model (Aalen, 1980), which takes the following form, \( \lambda(t \mid Z) = \lambda_0(t) + \beta(t)Z(t) \) with the risk being limited to be of a linear form. The proposed model extends it to comprise a broader range of risk score forms and to incorporate the sequential nature of time-varying covariates.

**Example 1:** Sum of all previous in time hazards:

\[
\begin{align*}
    h_0(Z(t)) &= f_0(Z(t_0)), \quad h_1(Z(t)) = h_0(Z(t)) + f_1(Z(t_1)), \\
    h_j(Z(t)) &= h_0(Z(t)) + \cdots + h_{j-1}(Z(t)) + f_j(Z(t_j))
\end{align*}
\]

This can be named nonparametric additive hazards model; structure of the hazard mimics that of generalized additive models (Hastie and Tibshirani, 1990). Similarly, one can consider sum of the last few in time hazards only.

**Example 2:** Product of the last \( k \) hazards:

\[
\begin{align*}
    h_0(Z(t)) &= f_0(Z(t_0)), \quad h_1(Z(t)) = f_0(Z(t_0))f_1(Z(t_1)), \\
    h_j(Z(t)) &= h_{j-k}(Z(t)) \cdots h_{j-1}(Z(t)) f_j(Z(t_j))
\end{align*}
\]

Here the logarithmic transformation of the hazard has nonparametric and additive structure. However the logarithmic transformation as well as functions \( f_0, \ldots, f_M \) are unknown a-priori.

**Example 3:** Heterogeneous hazard:

\[
h_j(Z(t)) = \sigma_j Z(t_j) \quad \sigma_j^2 = \omega_j + \alpha_j f_{j-1}^2(Z(t_{j-1})) + \beta_j \sigma_{j-1}^2
\]

where \( \omega > 0, \alpha, \beta \geq 0 \). The aforementioned constants as well as functions \( f_j \) are all unknown parameters of the hazard. In particular,

\[
\begin{align*}
    h_0(Z(t)) &= \sigma_0 Z(t_0), \quad \sigma_0^2 = \omega_0 > 0, \\
    h_1(Z(t)) &= \sigma_1 Z(t_1), \quad \sigma_1^2 = \omega_1 + \alpha_1 (f_0(Z(t_0)) - \theta_1 \omega_0)^2 + \beta \omega_0^2, \cdots
\end{align*}
\]

More in general, it is easy to see how any survival model can be written as equation (2). Our modeling Assumption, (3), on the form of \( h(Z(t), t) \) can be seen as an approximation for estimation purposes. Indeed, we only assume the risk to be constant into intervals. Moreover, we allow the dependency of the risk score, of a specific interval, onto the risk scores of the previous intervals, making the assumption of piecewise constant risk less strict and allowing the continuous nature of the time to play an explicit role. Therefore, our model can be applied to a wide variety of risk score forms. As long as the intervals are dense enough, and the smoothness of the risk score is adequate, our approximation will work well.
2.2 Quadratic loss function

In this section we want to motivate our score function or loss function through a population perspective first. In the following we use $Y(t) = 1(X \geq t)$ to denote the at-risk indicator, i.e. subset of observations which are at time $t$ still at risk of experiencing an “event,” i.e., death. In addition, we indicate with $N(t) = 1(X \leq t, \delta = 1)$ the counting process of whether and when an “event” has occurred.

The estimation strategy borrows techniques from the additive hazards model and its least squares loss therefore landing itself particularly useful for neural-network approaches. If indeed, we consider the generic representation of the model (2),

$$dN(t) = \lambda(t \mid Z(t))Y(t)dt + dM(t)$$

where $M(t)$ is the associated martingale process, the following least squares loss, also called in the literature least-squares contrast, (Reynaud-Bouret et al., 2006), for a generic function $f(Z(t), t)$, can be easily derived:

$$\gamma(f) = -\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{\tau} f(Z_i(t), t)dN_i(t) + \frac{1}{2n} \sum_{i=1}^{n} \int_{0}^{\tau} f(Z_i(t), t)^2 Y_i(t)dt. $$

In the above, $\tau$ is an upper bound of time due to administrative censoring. Taking the expected value on both sides of (4) and considering the martingale decomposition, we get:

$$\E \{\gamma(f)\} = -\E \left\{ \int_{0}^{\tau} f(Z_i(t), t)\lambda(t \mid Z_i(t))Y_i(t)dt \right\} + \frac{1}{2} \E \left\{ \int_{0}^{\tau} f(Z_i(t), t)^2 Y_i(t)dt \right\}$$

Defining with $\| \cdot \|_\mu$, the following norm: $\| g \|_\mu = \E \left\{ \int_{0}^{\tau} f^2(Z(t), t)Y(t)dt \right\}$ we are left with

$$2\E \{\gamma(f)\} = \E \left[ \int_{0}^{\tau} \{f(Z(t), t) - \lambda(t \mid Z(t))\}^2 \lambda(t \mid Z(t))Y(t)dt \right] - \E \left( \int_{0}^{\tau} \lambda(t \mid Z(t))^2 Y(t)dt \right)$$

$$= \| f(Z(t), t) - \lambda(t \mid Z(t)) \|_\mu - \| \lambda(t \mid Z(t)) \|_\mu .$$

The latter justifies the minimization of the least squares contrast as estimation strategy for the hazard function $\lambda(t \mid Z(t))$, as explained in Comte et al. (2011). If we consider our additive form of the hazard (2), $f(Z(t), t) = \lambda_0(t) + h(Z(t), t)$, the loss can be decomposed as follows:

$$\gamma(f) = \gamma_1(\lambda_0) + \gamma_2(h) + \gamma_3(\lambda_0, h)$$

where

$$\gamma_1(\lambda_0) = \frac{1}{2n} \sum_{i=1}^{n} \int_{0}^{\tau} \{\lambda_0(t) + \bar{h}(t)\}^2 Y_i(t)dt - \frac{1}{n} \sum_{i=1}^{n} \int_{0}^{\tau} \{\lambda_0(t) + \bar{h}(t)\} dN_i(t)$$

$$\gamma_2(h) = \frac{1}{2n} \sum_{i=1}^{n} \int_{0}^{\tau} \{h(Z_i(t), t) - \bar{h}(t)\}^2 Y_i(t)dt - \frac{1}{n} \sum_{i=1}^{n} \int_{0}^{\tau} \{h(Z_i(t), t) - \bar{h}(t)\} dN_i(t)$$

$$\gamma_3(\lambda_0, h) = \frac{1}{n} \sum_{i=1}^{n} \int_{0}^{\tau} \{h(Z_i(t), t) - \bar{h}(t)\} \{\lambda_0(t) + \bar{h}(t)\} Y_i(t)dt$$
where
\[ \bar{h}(t) = \frac{\sum_{i=1}^{n} h(Z_i(t), t) Y_i(t)}{\sum_{i=1}^{n} Y_i(t)}. \]

By easy computation it can be proven that \( \gamma_3(\lambda_0, h) = 0 \). It is therefore suitable, for estimation of the risk \( h(Z(t), t) \), to consider the minimization of \( \gamma_2(h) \) solely. Details of the above decompositions can be found in Gaiffas et al. (2012). In our approach, we make use of a regularized version of \( \gamma_2(h) \),
\[ \min_h \{ \gamma_2(h) + P(h) \} \]

where \( P \) is an appropriate penalty function of practitioners choice. We show the details in the next section.

### 2.3 Loss function decomposition

Noticing that time-dependent covariates are observed in a natural, sequential ordering, \( t_0 \leq t_1 \leq \cdots \leq t_M \), and because of the assumed form of the hazard (3), to estimate the risk \( h(Z(t), t) \), we need to estimate the various time-intervals specific risk \( h_j \) for \( j = 0, \ldots, M \). Intuitively, it makes sense to involve in the estimation of each \( h_j \), only the observations at risk on the \( j \)th interval, discarding everyone that is censored or have experienced the events before the start of that particular interval. In the following, we explain the mathematical arguments in detail.

In our approach, every \( h_j \) will be estimated by a neural network \( j \), whose parameters, biases and weights, will be indexed by \( \theta_j \). In the following we use the generic \( \theta \) to indicate the collection of \( (\theta_0, \ldots, \theta_M) \) and we use \( h_{\theta} \) to denote the dependency, explained in details later, of the final estimate of \( h(Z(t), t) \) onto the parameters of the networks. Henceforth, we make use of the following regularized version of \( \gamma_2(h) \):
\[ \gamma_2(h_{\theta}) + \lambda \sum_{j=0}^{M} \| \theta_j \|_p, \quad \text{(5)} \]

where we implemented two norms: \( p = 1, 2 \) to allow for both the Lasso and the Ridge penalty.

We observe that the integrals in (5) can be broken down as sums of \( M + 1 \) integrals, one for each time intervals introduced above, as in the following:
\[ \sum_{j=0}^{M} \mathcal{L}_j(\theta_j) + \lambda \| \theta_j \|_p \quad \text{(6)} \]

where
\[ \mathcal{L}_j(\theta_j) = (2n)^{-1} \sum_{i=1}^{n} \int_{t_j}^{t_{j+1}} \left( Y_i^j(t) \left[ h_{\theta_j}(Z_i(t), t) - \bar{h}_{\theta_j}(t) \right]^2 dt - 2 \left[ h_{\theta_j}(Z_i(t), t) - \bar{h}_{\theta_j}(t) \right] d N_i^j(t) \right) \quad \text{(7)} \]
where

\[ N_j^i(t) = 1(X_i \leq t, \delta_i = 1, t_j \leq t < t_{j+1}), \]
\[ Y_j^i(t) = 1(X_i \geq t, t_j \leq t < t_{j+1}). \]

and we consider \( t_0 = 0 \) and \( t_{M+1} = \tau \). If we look more closely, we can see how the counting process \( N_j^i(t) \), specific to the intervals \([t_j, t_{j+1})\), is constant outside \([t_j, t_{j+1})\). Hence, its increment, \( dN_j^i(t) \), is null for every subjects \( i \) that experiences an event outside that specific interval of time. Moreover,

\[ Y_j^i(t) = 1(X_i \geq t, t_j \leq t < t_{j+1}) + 1(X_i \geq t, t_j \leq t < t_{j+1}). \]

Therefore, \( Y_j^i(t) \) is a function consistently equal to one that becomes null when the subject experiences the event or is censored. Hence, any observation with \( X_i < t_j \) doesn’t play any role in the \( j \)-integral, since \( Y_j^i(t) = 0 \) and \( dN_j^i(t) = 0 \). However, if \( X_i \geq t_{j+1} \), since \( dN_j^i(t) = 0 \) and \( Y_j^i(t) = 1 \), every such observation still appears in the risk set. Indeed, observations that experience the event or are censored after \( t_{j+1} \) are still alive in the interval \([t_j, t_{j+1})\) and, therefore, still at risk.

In conclusion, while considering \([t_j, t_{j+1})\) interval, we can censor at \( t_{j+1} \) anyone that dies after \( t_{j+1} \) and we can eliminate anyone that dies or is censored before \( t_j \). More technically, we create therefore for each interval, \([t_0, t_1), \ldots, [t_{M-1}, t_M), [t_M, \infty)\), \( M+1 \) working “datasets”,

\[ D_j = (X_j^i, \delta_j^i, \hat{Z}_j^i)_{i=1}^{n_j} \]

for \( j = 0, \ldots, M \), according to the following principles:

\[ X_j^i = \begin{cases} X_i & t_j \leq X_i < t_{j+1}, \\ t_{j+1} & X_i \geq t_{j+1}. \end{cases} \]
\[ \delta_j^i = \begin{cases} \delta_i & t_j \leq X_i < t_{j+1}, \\ 0 & X_i \geq t_{j+1}. \end{cases} \]

(8)

\[ \hat{Z}_j^i = \begin{pmatrix} Z_i(t_0) \\ Z_i(t_j) \top, \hat{h}_0(\hat{Z}_j^i), \ldots, \hat{h}_{j-1}(\hat{Z}_j^{j-1}) \end{pmatrix}. \]

(9)

Here, \( n_j = |D_j| \), denotes the cardinality of the at-risk observations, i.e., the set \( D_j \). Note that the at-risk datasets, are rarely of the same size and that typically, \( n_0 \geq n_1 \geq \cdots \geq n_M \).

The idea described above is inspired by the time-dependent coefficient survival models, utilized widely since the early work on histogram sieves (Murphy and Sen, 1991) or more generally time-varying coefficient models (Hastie and Tibshirani, 1993). The justification can be understood from breaking down the integrated score into a product of time intervals specific score.
2.4 Estimation

Each dataset $D_j$ is now used to estimate the part of the risk $h(Z(t),t)$ that is specific to the interval $j$, that is $h_j(Z(t))$. To this goal, $M+1$ neural networks, one for each time interval, are constructed. To accommodate the sequential nature of the time, observations within $D_j$ togethertogether with outcomes of the trained neural networks from previous time intervals, $\hat{h}_k(Z^k)$ for $k < j$, are fed into the neural network $j$. The neural network $j$ uses, as loss function, the $j$-th loss $L_j(\theta_j)$, (7), relative to that specific interval. Due to the assumed structure (1), that loss simplifies to:

$$
\frac{1}{2n} \sum_{i=1}^{n_j} \int_{t_j}^{t_{j+1}} Y^j_i(t) \left[ h_{j,\theta_j}(Z^j_i) - \bar{h}_{j,\theta_j}(t) \right]^2 dt 
$$

$$
- \frac{1}{n} \sum_{i=1}^{n_j} \int_{t_j}^{t_{j+1}} \left[ h_{j,\theta_j}(Z^j_i) - \bar{h}_{j,\theta_j}(t) \right] dN^j_i(t) + \lambda \| \theta_j \|_p
$$

where

$$
\bar{h}_{j,\theta_j}(t) = \frac{\sum_{i=1}^{n_j} h_{j,\theta_j}(Z^j_i)Y^j_i(t)}{\sum_{i=1}^{n_j} Y^j_i(t)}.
$$

The above function $\bar{h}_{j,\theta_j}(t)$ represents the mean of $h_{j,\theta_j}$ restricted to the risk set at time $t$ which comprises all the subjects still alive. Now, noticing that the function $\bar{h}_{j,\theta_j}(t)$ is a stepwise function that is constant on any interval $[X^j_{r-1}, X^j_r]$, as shown in the appendix, the above simplifies to:

$$
\frac{1}{2n} \sum_{i=1}^{n_j} \sum_{r=1}^{i} \left[ h_{j,\theta_j}(Z^j_i) - \bar{h}_{j,\theta_j}(X^j_r) \right]^2 \left( X^j_r - X^j_{r-1} \right) 
$$

$$
- \frac{1}{n} \sum_{i=1}^{n_j} \left[ h_{j,\theta_j}(Z^j_i) - \bar{h}_{j,\theta_j}(X^j_r) \right] \delta^j_i + \lambda \| \theta_j \|_p,
$$

where $X^j_0 = t_j$. See Appendix A.2 for more details.

Here, we notice how the loss cannot be written as a sum of independent individual $i$-specific losses. Indeed, the term $\bar{h}_{j,\theta_j}(X^j_r)$, as explained before, uses all the individuals still at risk at time $X^j_r$. Thus, the optimization method that relies on breaking down the sample in batches cannot be performed here. This is a common characteristic of every loss related to any continuous survival model. It is the same, for example, in Katzman et al. (2018), where the loss used is the partial likelihood that characterizes the Cox proportional model. The application of batch optimization for survival data requires the use in the loss of an approximate risk set, instead of the true one, as explained in Kvamme et al. (2019) where the idea is applied to the Cox model.

In our experiments, every hidden fully-connected layer is followed by a nonlinear activation function and a dropout layer; however, the method can take any architecture of the layers of interest. As is common in neural networks, the output is a plain weighted combination of the last hidden layer’s output. No activation function is used for the computation of the output. An example of the input structure of each $j$-th NN network is depicted in.
Figure 2. We observe how each set of still-at-risk observations is enriched with additional features coming out of feed-forward passes run on previously fitted \( j - 1 \) networks.

A possible time-convolution, as proposed earlier, can be visualized in Figure 3. There, we illustrate how the time-dependent outputs of each \( j \)-th NN are passed onto all of the future NNs. Moreover, we indicate that each dataset, \( D_j \), comprising inputs of \( j \)-th NN, depends on the previous dataset \( D_{j-1} \).

After running \( M + 1 \) sequential (or time-convoluted) neural networks on the \( M + 1 \) working datasets, we obtain the optimized weights and biases, denoted here with \( \theta_0, \ldots, \theta_M \). To form prediction of the new, test individual we proceed as follows. With a little abuse in notation, let

\[
Z(t) = \{Z(t_0), \ldots, Z(t_M)\}
\]

be observations pertaining to a sequence of follow up visits, at times \( t_0, \ldots, t_M \), of a new patient. For each \( \theta_0, \ldots, \theta_M \), with standard forward pass (evaluating the estimated hazard for a specific new observation), one for each network, we get the following estimates:

\[
\hat{h}_0(\tilde{Z}^0) := h_{\theta_0}(\tilde{Z}^0), \ldots, \hat{h}_M(\tilde{Z}^M) := h_{\theta_M}(\tilde{Z}^M).
\]

Here, each \( \tilde{Z} \) is constructed following equation (9), in other words, each prediction of the risk at a future time \( t_j \) uses the formed predictions of previous time points \( t_0, \ldots, t_{j-1} \). Combining these into a single risk estimator is then simple. Following (2) we obtain for an out-of-sample individual

\[
\hat{h}(Z(t), t) = \hat{h}_0(\tilde{Z}^0) \mathbb{1}(t \leq t_1) + \hat{h}_1(\tilde{Z}^1) \mathbb{1}(t_1 < t \leq t_2) + \cdots + \hat{h}_M(\tilde{Z}^M) \mathbb{1}(t > t_M)
\]

(12)

For more details on the training process see Algorithm 1.
Figure 3: Deep Hazard: unpacked time-convolutions. Each time-specific neural network (NN) disregards hidden layers. The blue nodes denote outputs of time-specific NNs whereas, arrows denote feed-forward interactions over time. At each arrow, we show the activation function $a$ and weights $w_i$ and biases $b_i$, $i = 1, 2, 3$. Dotted lines denote dependence of still-at-risk individuals comprising inputs of each time-specific NN.

**Algorithm 1 DeepHazard: Training**

**Require:** Training set $(X_i, \delta_i, Z_i(t_0), \ldots, Z_i(t_M))_{i=1}^n$, hyper parameters and hidden layers of $M+1$ neural networks

$\theta \leftarrow$ initialize weights and biases

Set $Z_0^i \leftarrow Z_i(t_0)$

Create $D_0$ dataset according to (8)

$\theta_0 \leftarrow$ neural network initialized at $\theta$ and with input $\tilde{Z}_1^i, \ldots, \tilde{Z}_n^0$

**for** $j$ in $0 : M$ **do**

$\theta \leftarrow$ initialization of weights and biases accordingly to initialization method

Set $\tilde{Z}_i^j \leftarrow \left(Z_i(t_j), \hat{h}_0(\tilde{Z}_i^0), \ldots, \hat{h}_{j-1}(\tilde{Z}_i^{j-1})\right)$

Create $D_j$ dataset according to (8)

Set $n_j = \text{card}(D_j)$

$\theta_j \leftarrow$ neural network initialized at $\theta$ and with input $\tilde{Z}_1^j, \ldots, \tilde{Z}_{n_j}^j$

**for** $i$ in $1 : n$ **do**

$\hat{h}_j(\tilde{Z}_i^j) \leftarrow h_0(\tilde{Z}_i^j)$ \hspace{1cm} $\triangleright$ forward pass of the $j$-th NN on the training data

$r_i \leftarrow \sum_{l=1}^n Y_l(X_i)$ \hspace{1cm} $\triangleright$ number of people at risk at that time

$\hat{h}_j(X_i) \leftarrow \sum_{l=1}^n r_i^{-1} \hat{h}_j(\tilde{Z}_i^j)$

**end for**

**end for**

**for** $i$ in $1 : n$ **do**

$J_i \leftarrow \{j : t_j \leq X_i < t_{j+1}\}$ \hspace{1cm} $\triangleright$ which interval contains the censored time

$r_i \leftarrow \sum_{l=1}^n Y_l(X_i)$

$\hat{\Lambda}_0(X_i) \leftarrow \sum_{l=1}^i \frac{\delta_l}{r_l} - \sum_{j=0}^{J_i} \sum_{s : t_j \leq X_s < t_{j+1}} [X_s + 1 - X_s] \hat{h}_j(X_s)$

**end for**

**return**

A matrix $\hat{h} = [\hat{h}_j(\tilde{Z}_i^j)]_{i=1,...,n; j=1,...,M}$

The vectors $\theta_0, \ldots, \theta_M$ \hspace{1cm} $\triangleright$ weights and biases for each neural network

A vector $(\hat{\Lambda}_0(X_1), \ldots, \hat{\Lambda}_0(X_n))$
2.5 Prediction of the survival

Practitioners are often concerned with predicting the survival rate of a new patient for a given period of time in the future: survival at one, five, twenty years after diagnosis, for example. With estimated risks of the previous section, we only need to design baseline estimates of the hazard. When considering an additive hazards model \( \lambda(t \mid D, Z) = \lambda_0(t) + \beta Z(t) \) as explained in Lin and Ying (1994), a semiparametric estimate of the cumulative baseline can be proposed. Here, we directly extend their semi-parametric approach.

Observe that under the model (2),

\[
dN_i(t) = dM_i(t) + \int_0^t Y_i(u) d\Lambda_0(u) + \int_0^t Y_i(u) h(Z_i(u), u) du
\]

it is natural to consider the following estimator

\[
\hat{\Lambda}_0(t) = \int_0^t \frac{\sum_{i=1}^n \{dN_i(u) - Y_i(u) \hat{h}(Z_i(u), u) du\}}{\sum_{i=1}^n Y_i(u)}
\]

(13)

with \( \hat{h} \) as defined in (12). Our time-convolutions provide a way to also estimate cumulative baseline hazards for each time-interval. Therefore our method allows data exploration in each time interval as well as overall. We show the equivalence of the two approaches in the Appendix A.3.

Lastly, we compute the predicted survival curve by combining the results of the \( M \) neural network predictions in the following way

\[
\hat{S}(t \mid Z(t)) = \begin{cases} 
\exp(-\hat{\Lambda}_0(t) - \hat{h}_0(\hat{Z}^0)t) & t < t_1 \\
\exp(-\hat{\Lambda}_0(t) - \hat{h}_1(\hat{Z}^1)(t - t_1) - \hat{h}_0(\hat{Z}^0)t_1) & t_1 \leq t < t_2 \\
\exp(-\hat{\Lambda}_0(t) - \hat{h}_2(\hat{Z}^2)(t - t_2) - \hat{h}_1(\hat{Z}^1)(t_2 - t_1) - \hat{h}_0(\hat{Z}^0)t_1) & t_1 \leq t < t_2 \\
\vdots 
\end{cases}
\]

(14)

Here, we take as value for \( Z(t) = Z(t_{J_t}) \) where \( J_t = \{ j : t_j \leq t < t_{j+1} \} \).

Finally we construct the following adjusted version of the predicted survival

\[
\check{S}(t \mid Z(t)) = \min_{s \leq t} \hat{S}(s \mid Z(s))
\]

guaranteeing the estimator of the survival to be decreasing, consequently avoiding the well known problem of possibly negative risk and therefore hazard. For more details see Algorithm 2.

Until now, we have implicitly assumed that, any new observation will have \( Z(t) \) measured at the same time points used to train the network - \( t_0, \ldots, t_M \). If this is not the case we approximate \( Z(t_j) \) with the nearest \( Z(t) \) available. More in details, if the measurements \( Z(\tilde{t}_0), \ldots, Z(\tilde{t}_{\tilde{M}}) \) are available, we make use of the following approximation: \( Z(t_i) = Z(\tilde{t}_{J_i}) \) where \( J_i = \arg \min_{j=1, \ldots, \tilde{M}} |t_i - \tilde{t}_j| \).

We study in simulation the effect of the number and the placement of the time points that define the \( M + 1 \) intervals. We show that the performance of our procedure remains
Algorithm 2 DeepHazard:Prediction

Require: Test data $Z(t_0), \ldots, Z(t_M)$, event times from the Test data, $\{X_1, \ldots, X_n\}$ and outcomes of DeepHazard:Training, i.e., $\theta_0, \ldots, \theta_M$ and $\hat{\Lambda}_0(X_1), \ldots, \hat{\Lambda}_0(X_n)$

Set $\tilde{Z}^0 \leftarrow Z(t_0)$

for $j$ in $0 : M - 1$ do
  $\hat{h}_j(\tilde{Z}^j) \leftarrow h_{\theta_j}(\tilde{Z}^j)$ \hspace{1cm} $\triangleright$ forward pass of the DeepHazard on the test data

  $\tilde{Z}^{j+1} \leftarrow \left( Z(t_{j+1}), \hat{h}_0(\tilde{Z}^0), \ldots, \hat{h}_j(\tilde{Z}^j) \right)$

end for

$\hat{h}_M(\tilde{Z}^M) \leftarrow h_{\theta_M}(\tilde{Z}^M)$

for $i$ in $1 : n$ do
  Set $J_i \leftarrow \{ j : t_j \leq X_i < t_{j+1} \}$ \hspace{1cm} $\triangleright$ Here $Z(X_i) \approx Z(t_{J_i})$

  Set

  $$\hat{S}(X_i \mid Z(X_i)) \leftarrow \exp \left( -\hat{\Lambda}_0(X_i) - \sum_{l=0}^{J_i-1} \hat{h}_l(\tilde{Z}^l)(t_{l+1} - t_l) \right)$$

  $\min_{l \leq i} \hat{S}(X_l \mid Z(X_l))$ \hspace{1cm} $\triangleright$ monotonicity guarantee

end for

return $\hat{S}(X_1 \mid Z(X_1)), \ldots, \hat{S}(X_n \mid Z(X_n))$

stable when the time points at which the covariates are measured shift or more time points are added. The only restriction that needs to be kept in mind is that we need to have enough observations to train the last neural network, that, we remind, uses as input only the observation still at risk after $t_M$. The last time point therefore cannot be too large in comparison to the magnitude of the censored event time of our sample.

3 Finite sample experiments

In this section, we evaluate the performance of Deep Hazard in finite samples. We compare DeepHazard with the Additive Hazards Model, (Aalen, 1980), that presupposes

$$\lambda(t \mid Z(t)) = \lambda_0(t) + \beta(t)Z(t),$$

and with the Time dependent Cox Model, (Fisher and Lin, 1999), that assumes

$$\lambda(t \mid Z(t)) = \lambda_0(t) \exp (\beta Z(t)).$$

We use the R packages Timerreg and Survival, respectively to fit the Additive Hazards Model and the Time dependent Cox model. As a measure of performance, we use the time dependent C-index as proposed by Antolini et al. (2005),

$$C_{\text{index}} = \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} \mathbf{1}(\hat{S}(t_i \mid Z_i(t)) < \hat{S}(t_j \mid Z_j(t)))p_{i,j},$$
where
\[ p_{i,j} = \frac{1 \{ t_i < t_j, \delta_i = 1 \} + 1 \{ t_i = t_j, \delta_i = 1, \delta_j = 0 \}}{\sum_{i=1}^{n} \sum_{j=1; j \neq i}^{n} \{ 1 \{ t_i < t_j, \delta_i = 1 \} + 1 \{ t_i = t_j, \delta_i = 1, \delta_j = 0 \} \}}. \]

We also introduce a new measure, the integrated mean square prediction error (IMSPE), defined as follows:

\[ \text{IMSPE} = \frac{1}{\tau} \int_{\tau}^{0} \frac{1}{n} \sum_{i=1}^{n} \left( \hat{S}(t \mid Z(t)) - S(t \mid Z(t)) \right)^2 \]

to capture the quality of the prediction error through time.

We implement our neural network in PyTorch, https://github.com/deniserava/DeepHazard. The implementation is flexible in that the user can choose the structure of the Neural Network: the number of hidden layers, number of hidden nodes, activation function, and a dropout rate. Moreover, the following Hyperparameters related to the optimization procedure of the neural networks, as initialization method, optimizer used, learning Rate (lr), number of Epochs (E), and early stopping can be chosen. The user can also select the regularization parameters \( \lambda \) and \( p \) of the loss (10). It is worth noting that Epochs are updating the network weights and biases (parameters) through a suitable optimization method, but stay un-permuted to preserve the order of the survival outcomes. A list of the popular activation functions, that we implemented, can be found in Appendix A.1; see Table 15.

Our numerical experiments are evaluated on simulated data. We focus on the settings with time-varying covariates. There is a need to describe data-generating processes for the hazard models in the presence of time-varying covariates. The latter are generated using the procedure described in Algorithm 3.

### 3.1 Impact of the sample size

We assume the data is generated according to the following four different hazards models. Below ‘*’ denotes multiplication. Model 1 follows additive structure but the covariates are highly correlated and non-linear. Model 2 considers further interactions with time whereas Model 3 works with highly non-linear interactions. Model 4 is perhaps the most challenging one.

**Model 1:**
\[ \lambda(t \mid Z) = 4t^3 + Z_1(t) \ast Z_2(t) + Z_1(t) \ast Z_3(t) + Z_1(t) \ast Z_3(t) \ast Z_2(t) \]

**Model 2:**
\[ \lambda(t \mid Z) = 4t^3 + \cos(t)[Z_1(t) \ast Z_2(t)] + |\log(t + 1)|Z_1(t) \ast Z_2(t) + t^3 Z_3(t)^2 \]

**Model 3:**
\[ \lambda(t \mid Z) = 4t^3 + \cos(t)[Z_1(t) \ast Z_2(t)] + |\log(t + 1)| Z_1(t)Z_2(t) + t^3 Z_3(t)^2 \]
\[ + \cos[Z_1(t) \ast Z_3(t)] + Z_1(t) \ast Z_3(t) + \frac{1 + t^2}{t + 1} Z_1(t) \ast Z_2(t) + Z_1(t)^3 \ast Z_2(t)^4 \]
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Algorithm 3 Time-dependent Simulation

Require: Covariate function $z$ such that $Z(t) = z(Z, t)$ and $Z$ follows distribution $Z$, hazard function $h(\cdot, \cdot)$, baseline hazard $\lambda_0(\cdot)$, censoring level $\ell$, follow up times $t_1, \ldots, t_M$, sample size $n$

for $i = 1, \ldots, n$ do
    Simulate $\omega$ from Uniform distribution $U(0, 1)$
    Let $Z$ be a realization of a random draw from $Z$.
    Let $T_i = t$ where $t$ solves
    $f(t) = \omega$
    where $Z(u) := z(Z, u)$
    $f(t) := \exp \left[ - \int_0^t \{\lambda_0(u) + h(u, Z(u))\} du \right]$
    $\triangleright f(t)$ stands to denote the function $S(t | Z(t))$

for $j = 1, \ldots, M$ do
    Let $Z_i(t_j) = z(Z, t_j)$
end for

end for

Simulate $n$ independent censoring time $C_i$ from Uniform distribution $U(0, c)$
$c$ is such that censoring level is below some level $\ell$

Set $X = \min\{T, C\}$
$\triangleright$ Observed censored event times
Let $\delta = 1\{T \leq C\}$
$\triangleright$ Observed censoring indicator

return Data $\{X_i, \delta_i, Z_i(t) := (Z_i(t_1), \ldots, Z_i(t_M)))\}_{i=1}^n$

Model 4:
$$\lambda(t \mid Z) = 4t^3 + \frac{1}{t + 1} Z_1(t) \ast Z_2(t) + \frac{1}{Z_1(t) \ast Z_2(t) \ast Z_3(t)^2 + 1}$$

The covariates are generated according to the following structure
$$Z_i(t) = \begin{cases} \sqrt{t} Z_{0i} & t \leq 0.6 \\ \sqrt{0.6} Z_{0i} & \text{otherwise} \end{cases}$$
(15)

where $i = 1, 2, 3$ and $Z_{0i} \sim U(0, 20)$ for $i = 1, 2, 3$ except for Model 1, where $Z_{01} \sim U(0, 10), Z_{02} \sim U(0, 20), Z_{03} \sim U(0, 30)$.

We assume to measure the covariates at the following times $0.001, 0.2, 0.4, 0.6$. We generate 1000 observations for the training set and for the test set. We fit to the training set the Additive Hazards Model, the Time-dependent Cox Model and DeepHazard. 1000 epochs are used with early stopping rate $1e^{-5}$ and initialization method he Normal is employed. The C-index of each Model is presented in Table 1. The Hyperparameters chosen for our neural network are reported in Table 2.

We report also the Oracle C-index that uses the true $S(t \mid Z(t))$ for comparison purposes. We then repeat the simulations with a sample size of 200 for both train and test
set. We observe superior performance of DeepHazard both across samples as well as Models. Moreover, C-index is often extremely close to the oracle C-index indicating certain optimality.

Table 1: Result of Simulation for additive Hazards Model, Time-dependent Cox and our method (DeepHazard) for Model 1, 2, 3 and 4.

| Model | C-index |
|-------|---------|
|       | 
| n = 1000 | 
| Oracle  | 0.765  | 0.749  | 0.716  | 0.742  |
| Deep Hazard | 0.752  | 0.735  | 0.716  | 0.733  |
| Additive Hazards | 0.665  | 0.590  | 0.674  | 0.636  |
| Time-dependent Cox | 0.726  | 0.718  | 0.703  | 0.717  |
| n = 200 | 
| Oracle  | 0.743  | 0.734  | 0.681  | 0.739  |
| Deep Hazard | 0.726  | 0.717  | 0.666  | 0.727  |
| Additive Hazards | 0.635  | 0.174  | 0.651  | 0.598  |
| Time-dependent Cox | 0.713  | 0.700  | 0.676  | 0.699  |

Table 2: DeepHazard experimental Hyperparameters of Table 1.

| Hyperparameter | n = 1000 | Model 1 | Model 2 | Model 3 | Model 4 |
|----------------|----------|---------|---------|---------|---------|
| Optimizer      | Adam     | Adam    | Adam    | Adam    |
| Activation     | Elu(0.1) | Relu    | Elu(0.1)/Selu | Selu    |
| N. Dense Layer | 5        | 2       | 2       | 2       |
| N. Nodes Layer | 10/15/20/15/10 | 10    | 20      | 10      |
| Learning rate  | 0.01     | 2e−2    | 2e−1    | 2e−1    |
| λ              | 1e−5     | 1e−3    | 1e−5    | 1e−5    |
| Penalty        | Ridge    | Ridge   | Ridge   | Ridge   |
| Dropout        | 0.2      | 0.2     | 0.2     | 0.2     |
| n = 200        | 
| Optimizer      | Adam     | Adam    | Adam    | Adam    |
| Activation     | Selu     | Relu    | Selu    | Relu    |
| N. Dense Layer | 2        | 2       | 3       | 2       |
| N. Nodes Layer | 10       | 10      | 10/15/10| 10      |
| Learning rate  | 2e−1     | 2e−2    | 1e−3    | 2e−1    |
| λ              | 1e−2     | 0.41    | 0.61    | 1e−4    |
| Penalty        | Ridge    | Ridge   | Ridge   | Ridge   |
| Dropout        | 0.2      | 0.2     | 0.1     | 0.2     |

For Model 3, both for small and large sample, we plot in Figure 4, the true and the estimated survival functions by the three different methods. We divide observations into high, median-high, median-low and low risk according to the risk value $\sum_{j=1}^{4} h_j(Z(t))/4$,.
i.e., the mean of the all interval specific risk scores $h_j(Z(t))$. We observe a strong biased of the Additive Hazards Model despite a low C-index value. It is often very far from the true survival function. Figure 4 part (c) illustrates that $\hat{S}_{AddHaz}(0.19 \mid Z(0.19)) \approx 0.875$ while the true survival function satisfies $S(0.19 \mid Z(0.19)) \approx 0.187$. On the other hand $\hat{S}_{DeepHaz}(t \mid Z(t))$ is a good smooth approximation of the true function. We also observe that larger samples lead to a better Deep Hazard approximation.

Figure 4: Survival curves for Model 3 for different groups of subject for $n = 200$ (a)-(d) and $n = 1000$ (e)-(h). Red color denotes the proposed DeepHazard, Blue denotes the time-varying Additive Hazards Method, Green denotes the true Survival curve and Purple denotes the Time-dependent Cox.
Further studies on **Model 3** were done to showcase the impact of the architecture on the learning. We see that our procedure preforms better both in terms of C-index as well as IMSPE measure of prediction quality. We see that DeepHazards is showcasing IMSPE improvement from 50% to 200%.

Table 3: Model 3 where each Layer is dense and learning rate is $2e^{-1}$ unless specified differently. Activation function is Relu and $\lambda = 1e^{-5}$ with Ridge penalty.

| # of Layers | Architecture | IMSPE *100 | C-index |
|-------------|--------------|------------|---------|
| Node per layer | One | Two | Three | Four | Ten |
| Learning rate | $2e^{-2}$ | $2e^{-2}$ | $2e^{-2}$ | $2e^{-2}$ | $2e^{-2}$ | $2e^{-2}$ |
| Deep Hazard | 0.311 | 0.365 | 0.409 | 0.315 | 0.326 | 0.529 |
| Additive Hazards | 7.373 | 7.373 | 7.373 | 7.373 | 7.373 | 7.373 |
| Time-varying Cox | 0.967 | 0.967 | 0.967 | 0.967 | 0.967 | 0.967 |
| Oracle | 0.716 | 0.716 | 0.716 | 0.716 | 0.716 | 0.716 |

Lastly, we investigated the impact of the activation functions. Setting is that of **Model 3** with Two Layers each comprised of ten (dense) nodes. Learning rate was fixed at $2e^{-1}$.

Table 4: Results within Model 3 across different activation functions

| Relu | Selu | Atan | Tanh | LogLog | LeakyRelu |
|------|------|------|------|--------|----------|
| IMSPE *100 |
| Deep Hazard | 0.269 | 0.238 | 0.308 | 0.353 | 0.298 | 0.399 |
| Additive Hazards | 7.373 | 7.373 | 7.373 | 7.373 | 7.373 | 7.373 |
| Time-varying Cox | 0.967 | 0.967 | 0.967 | 0.967 | 0.967 | 0.967 |
| C-index | | | | | | |
| Deep Hazard | 0.709 | 0.709 | 0.709 | 0.688 | 0.692 | 0.705 |
| Additive Hazards | 0.674 | 0.674 | 0.674 | 0.674 | 0.674 | 0.674 |
| Time-varying Cox | 0.683 | 0.683 | 0.683 | 0.683 | 0.683 | 0.683 |
| Oracle | 0.716 | 0.716 | 0.716 | 0.716 | 0.716 | 0.716 |

### 3.2 Impact of a large number of time-varying covariates

We assume the data is generated according to the following different models:
• Model 5:

\[
\lambda(t \mid Z) = 4t^3 + \cos(t)[Z_1(t) * Z_2(t)] + |\log(t + 1)|Z_1(t) * Z_2(t) \\
+ t^3 Z_3(t)^2 + \frac{1}{1 + Z_{20}(t) * Z_1(t) + \sqrt{t}}
\]

• Model 6:

\[
\lambda(t \mid Z) = 4t^3 + \cos(t)[Z_1(t) * Z_2(t)] + |\log(t + 1)|Z_3(t) * Z_4(t) + t^3 Z_5(t)^2 \\
+ \cos[Z_6(t) * Z_7(t)] + Z_8(t) * Z_9(t) + \frac{1 + t^2}{t + 1} Z_{10}(t) * Z_{11}(t) \\
+ Z_{12}(t)^3 * Z_{13}(t)^4 + \frac{1}{1 + Z_{20}(t) * Z_{14}(t) + \sqrt{t}}
\]

where \( Z_i(t) \) follows (15).

For **Model 5** all \( Z_0_i \) are drawn from \( U(0, 20) \) except for \( Z_{01} \) that is drawn from \( U(5, 20) \) and \( Z_{020}, Z_{019} \) from \( U(3, 4) \) and \( Z_{17}, Z_{18} \) from \( U(0, 1) \). For **Model 6** all \( Z_0_i \) drawn from \( U(0, 20) \) except for \( Z_{01} \) from \( U(5, 20) \) and \( Z_{020}, Z_{019}, Z_{04} \) from \( U(3, 4) \) and \( Z_{16}, Z_{17}, Z_{18} \) from \( U(0, 1) \).

We considered the following measurement times 0.001, 0.2, 0.4, 0.6 for **Model 5** and at 0.001, 0.1, 0.2, 0.3 for **Model 6**. We generate 1000 observation for the training set and for the test set. The Hyperparameters chosen for our neural network are reported in Table 6. 1000 epochs are used with early stopping rate \( 1e^{-5} \) and initialization method he Normal is employed. The C-index of each model is presented in Table 5. In these cases we observe strong failure of the additive hazards model with C-index being extremely low, especially for non-linear time interactions. Time-varying Cox approach had difficulties due to the periodic covariate effects.

Table 5: Results of Simulation for Additive Hazards Model, Time-dependent Cox and our method (DeepHazard) for Model 5 and 6.

| C-index               | Model 5 | Model 6 |
|----------------------|---------|---------|
| \( n = 1000 \)       | 0.691   | 0.635   |
| Deep Hazard          | 0.691   | 0.635   |
| Additive Hazards     | 0.135   | 0.423   |
| Time-varying Cox     | 0.677   | 0.598   |
Table 6: DeepHazard experimental Hyperparameters for Model 5 and 6.

| Hyperparameter   | Model 5 | Model 6 |
|------------------|---------|---------|
| Optimizer        | Sgd     | Adam    |
| Activation       | Elu(0.1)| Selu    |
| N. Dense Layer   | 1       | 1       |
| N. Nodes Layer   | 20      | 20      |
| Learning rate    | $2e^{-1}$| $2e^{-1}$|
| $\lambda$       | 0.56    | 0.1     |
| Penalty          | Ridge   | Ridge   |
| Dropout          | 0.2     | 0.2     |

3.3 Impact of the censoring rate

We assume the data is again generated according to the Model 4, with $Z_i(t)$ following (15). and $Z_{0i} \sim U(0,20)$ for $i = 1,2,3$. We assume to measure the covariates at the following times 0.001, 0.2, 0.4, 0.6. We generate our data under different censoring scenario: 10%, 20%. We also consider the setting of Model 5 and Model 6 with covariates measured at 0.001, 0.1, 0.2, 0.3 and 0.001, 0.1, 0.15, 0.2, respectively, each with censoring of 0%, 15%, and 30%.

We generate 1000 observations for the training set and for the test set. The Hyperparameters chosen for our neural network are reported in Table 8. 1000 epochs are used with early stopping rate $1e^{-5}$ and he-Normal initialization. The C-index of each model is presented in Table 7. The result shows strong stability with respect to censoring.

Table 7: C-index for additive Hazards Model, Time-dependent Cox and our method (Deep-Hazard) under different censoring scenarios.

| C-index       | Model 4  | Model 5  | Model 6  |
|---------------|----------|----------|----------|
| Censoring     | 10%  | 20%  | 0%  | 15% | 30% | 0%  | 15% | 30% |
| DeepHazard    | 0.724 | 0.719 | 0.682 | 0.678 | 0.681 | 0.641 | 0.632 | 0.623 |
| Additive Hazards | 0.532 | 0.625 | 0.504 | 0.501 | 0.413 | 0.506 | 0.498 | 0.417 |
| Time-dependent Cox | 0.713 | 0.699 | 0.676 | 0.671 | 0.674 | 0.604 | 0.592 | 0.598 |
Table 8: DeepHazard experimental Hyperparameters

| Hyperparameter     | Model 4                  | Model 5                  | Model 6                  |
|--------------------|--------------------------|--------------------------|--------------------------|
| Censoring (10%, 20%)| (0%, 15%, 30%)           | (0%, 15%, 30%)           |                          |
| Optimizer          | Adam                     | Sgd                      | Sgd                      |
| Activation         | Selu                     | Elu (0.7)                | Elu (0.5)                |
| N. Dense Layer     | 2, 1                     | 2, 2, 3                  | 2                        |
| N. Nodes Layer     | 10, 20                   | 20                       | 20                       |
| Learning rate      | $2e - 1, 3e - 3$         | $1e - 2, 1e - 2, 1e - 1$ | $1e - 2$                 |
| $\lambda$          | $1e - 5, 1e - 4$         | 0.061, 0.061, 0.05       | 0.061                    |
| Penalty            | Ridge                    | Lasso                    | Lasso                    |
| Dropout            | 0.2                      | 0.1/0.15, 0.1/0.15, 0.1/0.15/0.15 | 0.1/0.15               |

Further studies on the impact of the censoring and architecture structure were performed under **Model 2**. We worked with 1000 samples in the training and testing phase and report the findings in Table 9.

Table 9: C-index and IMSPE for Deep Hazard, Additive Hazards and Time-dependent Cox model for Model 2. For the Deep Hazard, the dropout rate is 0.2 and $\lambda = 1e - 3$ with Ridge penalty and Adam optimizer is used. Architecture, activation function and learning rate is specified in the table.

| Architecture | 10/10, Relu, $2e - 2$ | 20/20, Leaky Relu, $2e - 3$ |
|--------------|------------------------|-----------------------------|
| Censoring    | 0%                     | 0%                          |
|              | 10%                    | 10%                         |
| Deep Hazard  | 0.045                  | 0.036                       |
| Additive Hazards | 0.641                | 0.641                       |
| Time-dependent Cox | 0.249         | 0.249                       |

| IMSPE*10     | 0.051                  | 0.048                       |
|-------------|------------------------|-----------------------------|
|              | 0.785                  | 0.785                       |
|              | 0.340                  | 0.340                       |

| C-index     | 0.732                  | 0.743                       |
|-------------|------------------------|-----------------------------|
| Deep Hazard | 0.735                  | 0.746                       |
| Additive Hazards | 0.592              | 0.592                       |
| Time-dependent Cox | 0.718        | 0.718                       |

|               | 0.746                  | 0.743                       |
|---------------|------------------------|-----------------------------|
|               | 0.702                  | 0.702                       |
|               | 0.702                  | 0.702                       |

3.4 Effect of shifting the time points at which the covariates are measured

We assume the data is again generated according to the **Model 6**. The covariates are assumed to be measured at the following different sets of time points: (A) 0.001, 0.1, 0.15, 0.2; (B) 0.001, 0.05, 0.08, 0.12; (C) 0.001, 0.15, 0.2, 0.25; (D) 0.001, 0.05, 0.08, 0.12, 0.15, 0.2.

We generate 1000 observation for the training set and for the test set. The Hyperparameters chosen for our neural network are reported in Table 11. 1000 epochs are used with early stopping rate $1e^{-5}$ and initialization method he Normal. The C-index of each Model is presented in Table 10. Our methods outperforms the other traditional ones for every sets of time points. Moreover, it is interesting to notice how, while the C-index of
Ls and Cox depends on where the covariates are measured, our method presents greater stability with respect to the shift. Our C-index is indeed roughly always 0.63 no matter at which and how many time points the measurements are taken.

Table 10: Results of Model 6 for additive Hazards Model, Time-dependent Cox and our method (DeepHazard) for different censoring scenario.

|                  | (A) | (B) | (C) | (D) |
|------------------|-----|-----|-----|-----|
| DeepHazard       | 0.633 | 0.630 | 0.633 | 0.632 |
| Additive Hazards | 0.506 | 0.572 | 0.485 | 0.605 |
| Time-dependent Cox | 0.604 | 0.620 | 0.601 | 0.619 |

Table 11: DeepHazard experimental Hyperparameters

| Time points | A          | B          | C          | D          |
|-------------|------------|------------|------------|------------|
| Hyperparams |            |            |            |            |
| Optimizer   | Adam       | Adam       | Adam       | Adam       |
| Activation  | Elu(0.5)   | Elu(0.5)   | Elu(0.5)   | Elu(1.5)   |
| N. Dense Layer | 2          | 2          | 2          | 2          |
| N. Nodes Layer | 20         | 20         | 20         | 20         |
| Learning rate | 1e−2       | 1e−2       | 1e−2       | 1e−2       |
| λ            | 0.061      | 0.0007     | 0.08       | 0.0001     |
| Penalty     | Lasso      | Lasso      | Lasso      | Lasso      |
| Dropout     | 0.1/0.15   | 0.1/0.15   | 0.1/0.15   | 0.1/0.15   |

4 Real data experiments

In this section we use our method on three benchmark real datasets.

We compare our method with semiparametric additive hazards Model that assumes:

\[ \lambda(t \mid Z) = \lambda_0(t) + \beta Z, \]

survival random forest, Ishwaran et al. (2008), as well as Deepsurv of Katzman et al. (2018). Deepsurv is a Cox proportional hazards deep neural network that assumes proportionality of the hazard but it doesn’t assume linearity of the risk as the standard Cox model:

\[ \lambda(t \mid Z) = \lambda_0(t) \exp\{h(Z)\}. \]

We use the R package Timereg and the Python package PySurvival, respectively to fit the Additive Hazards Model and DeepSurv.

Notice that both DeepSurv and the traditional Cox Model rely on the proportional hazard assumption, under which the ratio of the cumulative hazards between groups is assumed to be constant with time. As a diagnostic, for each of the dataset analyzed, we
plot this ratio between groups defined by binary covariates. Not constant line in this type of plot indicates departure from the proportional hazard assumption; see Figure 5.

With slight abuse in notation, as a measure of predictive capability of the models, we report the traditional concordance index, defined as

\[
C_{\text{index}} = \frac{\sum_{i,i'} 1(X_i > X_{i'}) 1(h(Z_i) < h(Z_{i'})) \delta_{i'}}{\sum_{i,i'} 1(X_i > X_{i'}) \delta_{i'}}.
\]

### 4.1 Molecular Taxonomy of Breast Cancer International Consortium dataset (METABRIC)

The dataset consists of gene expression and clinical features for 1980 breast cancer patients, (Curtis et al., 2012). The time variable is time to death and 57.72% of observations experienced the event. For ease of comparison we use, as training and test set, the same dataset used in Katzman et al. (2018) where 20% of the data are saved as test set. As covariates 4 gene indicators are used plus hormone treatment indicator, radiotherapy indicator, chemotherapy indicator, ER-positive indicator and age at diagnosis.

We report in Table 12 the C-index for us, DeepSurv, Semiparametric Additive Hazards Model (LS) and Survival Random Forest. For our Neural Network we use one layer with 40 nodes, Elu activation function with \( \alpha = 0.1 \), Adam optimizer, learning rate of 0.001, \( \lambda = 1 \times 10^{-4} \) for Ridge penalty and 0.1 for Dropout. For DeepSurv we use the hyperparameters reported in their paper. One layer with 41 nodes, Selu activation function, Adam optimizer, learning rate of 0.010, \( \lambda = 10.891 \) for Ridge penalty and 0.160 as Dropout rate.

In Table 12, in parenthesis, we write the result reported by Katzman et al. (2018) for both DeepSurv and RSF. We plot in Figure 5a the ratio of the cumulative hazards between four groups defined by the four patient’s clinical features (hormone treatment indicator, radiotherapy indicator, chemotherapy indicator, ER-positive indicator).

It is clear from the plot how these ratios are not constant with time and therefore how the proportional hazards assumption, on which DeepSurv is based, is violated. From the results, our method indeed outperforms DeepSurv. Moreover it outperforms random survival forest which we fine-tuned. RSF C-index, as per tuning, was very comparable with Deep Surv.

Table 12: Results for Metabric dataset Results in parenthesis are the reported numbers of Katzman et al. (2018) of the corresponding methods.

| C-index           | Deep Hazard | Additive Hazards | Deep Surv | RSF       |
|------------------|-------------|------------------|-----------|-----------|
|                  | 0.664       | 0.645            | 0.650 (0.654) | 0.647 (0.619) |
4.2 Rotterdam and German Breast Cancer Study Group dataset (GBSG)

The dataset consists of 1546 patients with node-positive breast cancer (Schumacher et al., 1994). The time variable is time to death and 90% experienced the event. Again, as training and test set, we use the same dataset used in Katzman et al. (2018) where 20% of the data are saved as test set. The testing data consists of 686 patients in a randomized clinical trial that studies the effect of chemotherapy and hormone treatment on survival rate. We report in Table 13 the C-index for us, DeepSurv, Semiparametric Additive Hazards Model (LS) and Survival Random Forest.

For our Neural Network we use one layer with 40 nodes, Elu activation function with $\alpha = 0.1$, Adam optimizer, learning rate of 0.01, $\lambda = 0.09$ for Ridge penalty and 0.1 as Dropout rate. For DeepSurv we use the hyperparameters reported in their paper. 1 layer with 8 nodes, Selu activation function, Adam optimizer, learning rate of 0.154, $\lambda = 6.551$ for Ridge penalty and 0.661 as Dropout rate. Moreover, in parenthesis we report the results reported by Katzman et al. (2018) for both DeepSurv and RSF. We plot in Figure 5b the ratio of the cumulative hazards between 3 groups defined by the 4 binary variables. It is clear from the plot how these ratios are not constant with time and therefore how the proportional hazards assumption, on which DeepSurv is based, is violated. From the results, our method indeed outperforms DeepSurv which is not showing better results than RSF. Moreover it outperforms RSF as well.

Table 13: Results for GBSG dataset

|                          | C-index  |
|--------------------------|----------|
| Deep Hazard              | 0.685    |
| Additive Hazards         | 0.666    |
| Deep Surv                | 0.670 (0.676) |
| RSF                      | 0.680 (0.648) |

4.3 AIDS Clinical Trials Group (ACTG 320)

The dataset consists of 1151 HIV-infected patients (Muche, 2001). The data come from a double-blind, placebo-controlled trial that compared the three-drugs regime of indinavir, open label zidovudine (ZDV) or stavudine (d4T), and lamivudine (3TC) with the two-drugs regime of zidovudine or stavudine and lamivudine. Patients were eligible for the trial if they had no more than 200 CD4 cells per cubic millimeter and at least three months of prior zidovudine therapy. Randomization was stratified by CD4 cell count at the time of screening. The primary outcome measured was time to death and 2.26% of observations has observed death time. 500 observations are saved as test set.

We report in Table 14 the C-index for DeepHazard, DeepSurv, Semiparametric Additive Hazards Model (LS) and Survival Random Forest. For DeepHazard and DeepSurv we use 2 layers with 50 nodes, Selu activation function, Adam optimizer, learning rate of 0.1, $\lambda = 2$ with Lasso penalty and 0.2 as Dropout rate. We plot in Figure 5c the ratio of the cumulative hazards between 3 groups defined by 3 binary variables ivdrug, start2 and txgrp, clearly indicating violation of proportionality of the hazards. We observe that our
Figure 5: Proportional hazards diagnostic

method outperforms DeepSurv and RSF.

Table 14: Results for AIDS:ACTG dataset

| C-index          |          |
|-----------------|----------|
| Deep Hazard     | 0.825    |
| Additive Hazards| 0.824    |
| Deep Surv       | 0.773    |
| RSF             | 0.803    |
A Appendix

A.1 Activation functions

Table 15: Activation functions

| Function   | Equation                                                                 |
|------------|---------------------------------------------------------------------------|
| Atan       | $a(x) = \tan(x)$                                                         |
| Elu($\alpha$) | $a(x) = \begin{cases} x & x > 0 \\ \alpha(e^x - 1) & x \leq 0 \end{cases}$ |
| LeakyRelu  | $a(x) = \begin{cases} x & x > 0 \\ 0.01x & x \leq 0 \end{cases}$         |
| LogLog     | $a(x) = 1 - \exp(-\exp(x))$                                               |
| Relu       | $a(x) = \begin{cases} x & x > 0 \\ 0 & x \leq 0 \end{cases}$           |
| Selu       | $a(x) = 1.0507 \begin{cases} x & x > 0 \\ 1.67326(e^x - 1) & x \leq 0 \end{cases}$ |
| Tanh       | $a(x) = \tanh(x)$                                                         |

A.2 Technical details about $\bar{h}(t)$

We explain here why, for each $j$, $\bar{h}_{j,\theta_j}(t)$ is a step function with jump at censored event time $X_i^j$. We know that

$$\bar{h}_{j,\theta_j}(t) = \frac{\sum_{i=1}^{n_j} h_{j,\theta_j}(\tilde{Z}_i^j)Y_i^j(t)}{\sum_{i=1}^{n_j} Y_i^j(t)}$$

and that, by definition,

$$Y_i^j(t) = \begin{cases} 1 & t \leq X_i^j \\ 0 & t > X_i^j \end{cases}$$

Therefore, $\bar{h}_{j,\theta_j}(t)$ represents the mean of $h_{j,\theta_j}(\tilde{Z}_i^j)$ into the risk set at time $t$. Since the risk set changes only when an individual is censored or dies, $\bar{h}_{j,\theta_j}(t)$ changes only at censored event time $X_i^j$. 
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A.3 Details on the estimation of cumulative hazard

If we break down everything we will have:

\[
\lambda(t) = \sum_{j=1}^{M+1} \lambda_0(t) \mathbb{1}(t_{j-1} < t \leq t_j) + \sum_{j=1}^{M+1} \mathbb{1}(t_{j-1} < t \leq t_j) h(Z_i(u), u)
\]

\[
= \sum_{j=1}^{M+1} \lambda_0(t) \mathbb{1}(t_{j-1} < t \leq t_j) + \sum_{j=1}^{M+1} \mathbb{1}(t_{j-1} < t \leq t_j) h_j(\tilde{Z}_i^j)
\]

so if \(\lambda_0^j(t) = \lambda_0(t) \mathbb{1}(t_{j-1} < t \leq t_j)\), we have:

\[
\lambda(t) = \sum_{j=1}^{M+1} \left[ \lambda_0^j(t) + h_j(\tilde{Z}_i^j) \right] \mathbb{1}(t_{j-1} < t \leq t_j)
\]

Therefore, if we consider:

\[
dN_i^j(t) = dM_i^j(t) + \int_{t_j}^{t} Y_i^j(u) d\Lambda(u|Z_i(u)), t \in [t_j, t_{j+1})
\]

\[
dN_i^j(t) = dM_i^j(t) + \int_{t_j}^{t} Y_i^j(u) d\Lambda^j(u|\tilde{Z}_i^j), t \in [t_j, t_{j+1})
\]

we have:

\[
\hat{\Lambda}_0^j(t) = \begin{cases} 
0 & \text{if } t \leq t_j \\
\int_{t_j}^{t} \left[ \sum_{i=1}^{n} Y_i^j(u) \right]^{-1} \sum_{i=1}^{n} \left( dN_i^j(u) - Y_i^j(u) \hat{h}_j(\tilde{Z}_i^j) \right) du & \text{if } t_j < t \leq t_{j+1} \\
\int_{t_j}^{t} \left[ \sum_{i=1}^{n} Y_i^j(u) \right]^{-1} \sum_{i=1}^{n} \left( dN_i^j(u) - Y_i^j(u) \hat{h}_j(\tilde{Z}_i^j) \right) du & \text{if } t > t_{j+1}
\end{cases}
\]

and so:

\[
\Lambda_0(t) = \sum_{j=1}^{J-1} \int_{t_{j-1}}^{t_j} \lambda_0(t) + \int_{t_{j-1}}^{t} \lambda_0(t) = \sum_{j=1}^{J-1} \int_{t_{j-1}}^{t_j} \hat{\Lambda}_0^j(t) + \int_{t_{j-1}}^{t} \lambda_0^j(t)
\]

and so:

\[
\hat{\Lambda}_0(t) = \sum_{j=1}^{M+1} \hat{\Lambda}_0^j(t)
\]
and therefore:

\[ \hat{\Lambda}_0(t) = \sum_{j=1}^{M+1} \left[ \int_{t_{j-1}}^{t_j} \left[ \sum_{i=1}^{n} Y_i^j(u) \right]^{-1} \sum_{i=1}^{n} \left( dN_i^j(u) - Y_i^j(u) \hat{h}_j(Z_i^j) \right) du \mathbb{1}\{t > t_j\} \right. \\
+ \left. \int_{t_{j-1}}^{t_j} \left[ \sum_{i=1}^{n} Y_i^j(u) \right]^{-1} \sum_{i=1}^{n} \left( dN_i^j(u) - Y_i^j(u) \hat{h}_j(Z_i^j) \right) du \mathbb{1}\{t_j < t < t_{j+1}\} \right] \\
= \sum_{j=1}^{M+1} \left( \int_{t_{j-1}}^{t_j} \left[ \sum_{i=1}^{n} Y_i(u) \right]^{-1} \sum_{i=1}^{n} \left( dN_i(u) - Y_i(u) \hat{h}(Z(u), u) \right) du \mathbb{1}\{t > t_j\} \right. \\
+ \left. \int_{t_{j-1}}^{t_j} \left[ \sum_{i=1}^{n} Y_i(u) \right]^{-1} \sum_{i=1}^{n} \left( dN_i(u) - Y_i(u) \hat{h}(Z_i(u), u) \right) du \mathbb{1}\{t_j < t < t_{j+1}\} \right] \\
= \int_0^t \frac{\sum_{i=1}^{n} \left( dN_i(u) - Y_i(u) \hat{h}(Z_i(u), u) du \right)}{\sum_{i=1}^{n} Y_i(u)} \\
\]
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