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Abstract

A numerical method for the fractional Poisson problem in a 2D bounded domain is proposed, based on iso-geometric analysis and the singularity subtraction. The basis functions of iso-geometric analysis have higher order continuous derivatives, and therefore we can construct a fourth order approximation for the numerator of the hyper-singular integrand. The accuracy of the method is numerically shown to be (or better than) $O(N^{-1})$ for smooth solutions. With iso-geometric analysis, we can deal with complex geometries. The singularity subtraction enables us to use efficient and accurate quadrature rules. We also investigate the influence of the solution regularity to the accuracy.
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1. Introduction

Fractional calculus has been a topic of active research due to its applications in anomalous diffusion, soft matter \cite{1}, image denoising \cite{2}, small price changes in the S&P 500 \cite{3}, etc. The fractional Laplacian

$$\left(-\Delta\right)^{\alpha}u(x) := c_{\alpha,2} \text{ p.v.} \int_{\mathbb{R}^2} \frac{u(x) - u(y)}{|x - y|^{2+2\alpha}} \, dy$$

(1)

where

$$c_{\alpha,2} = \frac{2^{2\alpha}\Gamma(\alpha + 1)}{\pi|\Gamma(-\alpha)|}$$

and p.v. denotes that the integral is defined using a principal value, is of particular interest both practically and theoretically.

Fractional Laplacian is well-established on $\mathbb{R}^n$ but remains an open problem in a bounded domain. Among many definitions, two definitions are widely known and intensively studied
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in the literature [4]: the integral operator eq. (1) and the spectral operator. The latter is defined by considering the eigenvalues \( \{ \lambda_k \}_{k \geq 0} \) and eigenfunctions \( \{ \varphi_k \}_{k \geq 0} \) of the Laplacian operator \(-\Delta\) in \( \Omega \) with zero Dirichlet boundary data on \( \partial \Omega \):

\[
\begin{align*}
-\Delta \varphi_k &= \lambda_k \varphi_k \quad \text{in } \Omega \\
\varphi_k &= 0 \quad \text{on } \partial \Omega
\end{align*}
\]

where \( \varphi_k(x) \) are normalized \( \| \varphi_k(x) \|_{L^2(\Omega)} = 1 \).

For any \( \alpha \in (0, 1), u \in H^2_0(\Omega) \) with

\[
u(x) = \sum_{k=1}^{\infty} a_k \varphi_k(x), \quad x \in \Omega
\]

From this decomposition, we can define a fractional Laplacian by taking a fractional power of the eigenvalues:

\[
(-\Delta)^{\alpha} u = \sum_{k=1}^{\infty} a_k \lambda_k^{\alpha} \varphi_k(x)
\]

This definition has been successful in many applications, for example in image denoising [5].

An important aspect of this approach is that it requires only data on the boundary of the domain. However, we know that many physical applications require the definition of boundary conditions not just on the boundary \( \partial \Omega \), but in \( \Omega^c := \{ y : y \neq x, \forall x \in \Omega \} \) (for example, see [6] for many physical applications). That is needed in the integral definition eq. (1) for example. These two definitions are in fact incompatible, and one operator cannot be mapped to the other through some suitable transformation. Only when \( \Omega = \mathbb{R}^n \) and for periodic functions on cubic domains do these definitions agree.

The choice of definition will depend on the application. In many science and engineering applications, where fractional Laplacians arise from modeling stochastic Lévy processes, the natural definition is the integral definition eq. (1) where boundary values outside of \( \Omega \) need to be specified (because of the presence of stochastic jumps of arbitrary lengths outside of \( \Omega \)). That is the definition we will use in this article.

In this paper, we will focus on the 2D model problem

\[
(-\Delta)^{\alpha} u(x) = f(x) \quad x \in \Omega
\]

\[
u(x) = 0 \quad x \in \Omega^c
\]

where \( \Omega \) is a bounded domain with Lipschitz boundary.

Finding robust and stable numerical methods for eq. (2) has been an active research area. It is not until recently that this problem has been extensively studied. Here we review some of the state-of-the-art methods for this problem.

**Finite element method** [7–10]. It is possible to state eq. (2) in the weak formulation:

Find \( u \in H^{\alpha}(\Omega) \): \( a(u, v) = (f, v), \quad \forall v \in H^{\alpha}(\Omega) \)
where

$$a(u, v) = \frac{c_{\alpha, 2}}{2} \int_\Omega d\mathbf{x} \int_\Omega d\mathbf{y} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{2+2\alpha}} + \frac{c_{\alpha, 2}}{2} \int_\Omega d\mathbf{x} \int_{\partial\Omega} d\mathbf{y} \frac{u(x)v(x)n_y \cdot (x - y)}{|x - y|^{2+2\alpha}}$$

and where $n_y$ is the inward normal to $\partial\Omega$ at $y$, and the space $H^\alpha(\Omega)$ is defined in [7].

There are several advantages of the finite element method. First, the stiffness matrix entries involve singular integrals, but those can be computed using existing techniques for boundary integral equations. Second, strong assumptions on the shape of the underlying domain or the regularity of the solutions are not required. The numerical experiment and analysis show good convergence for even $C^{0,\alpha}_0$ functions. Computation and storage complexity can also be optimized using low-rank approaches. For example, in [10], the authors proposed a $O(N \log^4 N)$ matrix-vector product complexity method based on the panel clustering. However, it is rather complicated to implement the finite element methods and the convergence can be slow for less regular solutions.

**Walk-on-the-sphere (WOS) method.** From a probabilistic point of view, the fractional Laplacian is the generator of the symmetric $\alpha$-stable process [11–15]. [15] proposed leads to the walk-on-the-sphere method based on the Feynman-Kac formula

$$u(x) = \mathbb{E}_x[g(X_{\sigma_{\Omega}})], \quad x \in \Omega$$

where $X = (X_t, t \geq 0)$ is an isotropic stable Lévy process with index $\alpha$ and $\sigma_{\Omega} = \inf\{t > 0 : X_t \notin \Omega\}$.

The implementation of WOS method is quite simple and direct. It is useful for providing a reference solution pointwise. The main drawback is that such an approach can be inefficient and slow if we need to compute $u(x)$ at many points.

**Meshless method.** The meshless method is very flexible as it does not require any mesh. The basis functions are smooth so that the evaluation of the fractional Laplacian can be very accurate. [16] proposed a radial basis function collocation method for solving eq. (2). The vector Grünwald scheme [17]

$$(-\Delta)^\alpha u(x) = h^{-\alpha} \sum_{m=0}^{\infty} (-1)^m \binom{\alpha}{m} \int_{\|\theta\|=1} f(x - mh\theta) \frac{d\theta}{2\pi} + O(h)$$

is used for evaluating the directional fractional Laplacian.

However, meshless methods typically result in a nearly singular coefficient matrix; the efficient preconditioning and the stabilization can be tricky in some circumstances.
Finite difference. There are many papers on the finite difference method [18, 19] for the fractional Laplacian. [20] proposed an $O(h^2)$ scheme for smooth functions in 1D based on numerical quadrature correction. [21] proposed a $O(h^2)$ scheme for smooth functions in 1D, 2D and 3D based on window function techniques, and the computational cost is $O(N \log N)$ due to the use of FFT.

Compared to the other methods, the finite difference method enjoys higher accuracy for smooth functions, and the resulting linear system is relatively more stable and easier to precondition. However, the methods mentioned require uniform meshes on regular domains. For irregular domains, it may require very fine mesh to attain a certain accuracy, which can be very expensive.

In this paper, we will propose the iso-geometric collocation method. This method enjoys many advantages compared to the methods mentioned above:

- The basis functions for iso-geometric analysis can be as smooth (i.e., the continuity of derivatives) as required, which is needed to evaluate the principal value of the singular integral. It can be compared with the meshless method and the finite difference method.

- The basis functions are locally supported, and the test function space is large enough to incorporate a large class of functions. Therefore the resulting stiffness matrix is usually well-conditioned.

- The iso-geometric collocation method often requires less computational effort for numerical quadratures compared to the Galerkin method [?].

Table 1 shows a comparison of all the methods mentioned.

| Method      | FEA | WOS          | Meshless   | FD         | IgA-C       |
|-------------|-----|--------------|------------|------------|-------------|
| Accuracy    | $O(h)$ | $O(\frac{1}{\sqrt{n}})$ | $O(h)$ | $O(h^2)$ | $O(n^{-1})$ |
| Memory      | $O(n \log^4 n)$ | $O(1)$ | Depends | $O(n \log n)$ | $O(nM)$ |
| Flops       | $O(n \log^4 n)$ | $O(n)$ | Depends | $O(n \log n)$ | $O(nM)$ |
| Uns. Mesh   | ✓   | ✓            | ✓          | ✗          | ✓           |
| Less regular | ✓   | ✓            | ✗          | Less accu. | ✗           |

Table 1: Comparison of different methods. For WOS, the measurement is computed w.r.t. only one point, and $n$ is the number of simulations we carry out. For the others, $n$ is the number of unknowns, $h$ is the average mesh size. FEA: finite element analysis; WOS: walk-on-the-spheres; Meshless: meshless method; FD: finite difference; IgA-C: iso-geometric analysis with collocation; Memory: memory requirement for the method; Flops: floating point operations required; Uns. Mesh: method applies to unstructured meshes; Less regular: allows for solutions that are less differentiable; Less accu.: method has lower accuracy in that case; $M$: number of quadrature points. The convergence rate for IgA-C was observed to be close to $1/n$. Proofs for collocation methods are typically more involved than for variational formulations. The convergence depends on the smoothness of the solution, the order of the NURBS, and the choice of knot vectors.

Our numerical analysis and experiment are carried out in 2D. The method can be extended to higher dimensions without significant changes.
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For readability, we list the symbols used the most in Table 2. Throughout the paper, unless specified, the notation should be understood as shown in Table 2.

| Notation | Description |
|----------|-------------|
| $\mathbf{x}$ | A point in $\mathbb{R}^2$. |
| $\Omega$ | Domain where the fractional Laplacian is defined. |
| $\sigma(r)$ | Window function eq. (4). |
| $c_{\alpha,2}$ | Coefficient for fractional Laplacian eq. (1). |
| $N_0$ | Number of quadrature points. |
| $N$ | Number of control points/collocation points. |

Table 2: Notations used in the paper.

2. Preliminary: Iso-geometric Collocation Method

Tensor-product B-splines and their rational extension, called NURBS, are commonly used in computer graphics to generate and represent curves and surfaces. Due to their popularity in CAD, they have also been developed for analysis. In iso-geometric analysis (IgA) proposed by Hughes et al. [22], NURBS serves as the fundamental tool to represent the domain but are also used to approximate the solution to PDEs directly. NURBS curves and surfaces have many useful properties such as convex hull property, affine invariance, and variation diminishing property [23]. They can also represent conic sections and quadric surfaces accurately. Compared to the classical finite element analysis which is based on element-wise piecewise polynomials, NURBS basis functions enjoy higher continuity which can be tuned by varying the degree of the functions. As a result, the collocation method can be applied to the strong form of PDEs. For more details on the iso-geometric collocation method, there are many papers on this subject [24, 25].

For completeness, we give a brief introduction to the iso-geometric analysis method here. We first need to introduce the B-splines in one dimension. We define the following notations:

| Notation | Description |
|----------|-------------|
| $n \in \mathbb{N}$ | Number of basis functions |
| $p \in \mathbb{N}_0$ | Degree of polynomial |
| $\Xi$ | $\{0 = \xi_1 \leq \xi_2 \leq \cdots \leq \xi_{n+p+1} = 1\}$ knot vector |
| $r_i$ | Number of repetitions of $\xi_i \in \Xi$ |
| $k$ | $\{k_1, k_2, \ldots, k_m\}$, $k_j = p - r_j + 1$, continuity numbers |
| $B_{i,p}$ | Piecewise polynomial of degree $p$ and continuous derivatives up to order $k_i - 1$ at knot $\xi_j$, with compact support in $[\xi_i, \xi_{i+p+1}]$ |
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The basis functions $B_{i,p}$ can be defined recursively by

$$B_{i,0}(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi \leq \xi_{i+1} \\ 0 & \text{otherwise} \end{cases}$$

$$B_{i,p} = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} B_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} B_{i+1,p-1}(\xi)$$

For higher dimensions, the B-splines are defined by the tensor product of B-splines in one dimension

$$B_{i_1,i_2,\ldots,i_d}(x_1, \ldots, x_d) = B_{i_1,p_1}(x_1) \cdots B_{i_d,p_d}(x_d)$$

NURBS in $\mathbb{R}^d$ are conic projections of B-splines in $\mathbb{R}^{d+1}$. We need to distinguish the parametric space $\hat{\Omega} = [0,1]^d$ and physical space $\Omega$. The basis NURBS can be constructed from B-spline basis functions

$$N_{i_1,i_2,\ldots,i_d} = \frac{w_{i_1,i_2,\ldots,i_d}B_{i_1,i_2,\ldots,i_d}}{w}$$

where $w$ is sum of the weighting functions

$$w = \sum_{i_1,\ldots,i_d} w_{i_1,\ldots,i_d} B_{i_1,\ldots,i_d} \quad w_{i_1,\ldots,i_d} > 0$$

The weights $w_{i_1,\ldots,i_d}$ are used to move the mapping closer to/further away from the control points $C_i$ described below. We then define the NURBS surface in $\mathbb{R}^d$ as

$$F(u) = \sum_{i=1}^{n} C_i N_i(u), \quad C_i \in \mathbb{R}^d, \quad u \in [0,1]^d$$

The index $i$ is an integer and corresponds to a “flattened” indexing (with a mapping from the multi-index $i_1, \ldots, i_d$ to $i$). The points $C_i$ are control points. As the corresponding weight $w_i$ increases, $F(u)$ moves closer to $C_i$. In this way, by varying $C_i$ and the weights, one can obtain different mappings.

In this paper, we are concerned with NURBS “surfaces” but in two dimensions; this corresponds to a 2D-parameterization of a domain in $\mathbb{R}^2$. An example of such 2D-parameterization is shown in fig. 1.
Figure 1: An example of NURBS surface: the square $[0, 1]^2$ in the parametric space is mapped to the disk with radius 1.5 in the physical space.

Every function $u(x)$ can be approximated by a linear combination of the NURBS basis with $N$ unknown coefficients $c_i$ ($x = F(u)$)

$$u_h(x) = \sum_{i=1}^{N} c_i N_i(F^{-1}(x))$$

We need to point out that given $u$, it is easy to evaluate $x = F(u)$. However, for a given $x$, finding the corresponding $u$ requires solving a nonlinear equation. This can be quite difficult when the mesh has large distortion. In this case large number of iterations or proper initial guess is required.

The collocation method works by selecting several points in the parametric space $\{x_i\}_{i=1}^{M}$ and impose the equations that $u(x)$ should satisfy at $x_i$ on $u_h(x)$. This will result in a linear system in the form of

$$AX = b$$  \hspace{1cm} (3)

$A$ is not necessarily a square matrix, and if that is the case, the solution may be sought using least square.

One commonly used collocation points are Greville abscissae [22], which are the averages of the knots,

$$\xi_i = \frac{v_{i+1} + v_{i+2} + \ldots + v_{i+p-1}}{p - 1}, \quad \eta_i = \frac{u_{i+1} + u_{i+2} + \ldots + u_{i+p-1}}{p - 1}$$

With this set of collocation points, the matrix in eq. (3) is a square matrix.
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3. Method

3.1. Discretization of the Fractional Laplacian

One of the challenges in the discretization of the fractional Laplacian is to numerically compute

\[ \frac{u(x) - u(y)}{|x - y|^{2+2\alpha}} \]

which is only defined in the principal value sense. Since \( \alpha < 1 \), we need the numerator to decay at least like \(|x - y|^4\) if we want the integrand to be bounded near \( y = x \). To achieve this, we are going to decompose the numerator into a term that decays as \(|x - y|^4\) and a term that can be integrated analytically.

For this, we will make use of the window function technique introduced in [21]. Let

\[ \sigma(r) = \begin{cases} 1 - 35 \left( \frac{r}{h} \right)^4 + 84 \left( \frac{r}{h} \right)^5 - 70 \left( \frac{r}{h} \right)^6 + 20 \left( \frac{r}{h} \right)^7 & r < h \\ 0 & \text{otherwise} \end{cases} \]

where \( h \) is called window size. This window function satisfies \( 1 - \sigma(r) \sim \mathcal{O}(r^4) \), \( r \to 0 \) (fig. 2).

This vanishing property near 0 is crucial to our analysis, which will be explained below.

![Figure 2: An example of the window function eq. (4) for \( h = 1 \). The function behaves like \( 1 - \mathcal{O}(r^4) \) near the origin.](image)

Let us define \( \mathbf{v} = (v_1, v_2) = y - x \), and

\[
\begin{align*}
    u_i &:= \frac{\partial u}{\partial x_i}, \quad u_{ij} := \frac{\partial^2 u}{\partial x_i \partial x_j}, \quad u_{ijk} := \frac{\partial^3 u}{\partial x_i \partial x_j \partial x_k}, \quad i, j, k \in \{1, 2\}
\end{align*}
\]
The second part of eq. (6) can be computed analytically:

\[
g_k(y) := u_1(x)v_1 + u_2(x)v_2 \\
+ u_{11}(x)\frac{v_1^2}{2} + u_{22}(x)\frac{v_2^2}{2} + u_{12}(x)v_1v_2 \\
+ u_{111}(x)\frac{v_1^3}{6} + u_{122}(x)\frac{v_1^2v_2}{2} + u_{112}(x)\frac{v_1v_2^2}{2} + u_{222}(x)\frac{v_2^3}{6}
\]

(5)

We will use the following decomposition:

\[
u(x) - u(y) = \left[ u(x) - u(y) + \sigma(|x - y|)g_k(y) \right] - \sigma(|x - y|)g_k(y)
\]

Roughly speaking, due to our choice of the window function \(\sigma\) is \(O(|x - y|^{1+2\alpha})\) near \(y \approx x\), whose exponent is larger than that of the hyper-singular kernel \(\frac{1}{|x - y|^{1+2\alpha}}\).

The full integral to calculate is:

\[
\int_{\mathbb{R}^2} \frac{u(x) - u(y)}{|x - y|^{2+2\alpha}} dy = \int_{\mathbb{R}^2} \frac{u(x) - u(y) + \sigma(|x - y|)g_k(y)}{|x - y|^{2+2\alpha}} dy - \int_{\mathbb{R}^2} \frac{\sigma(|x - y|)g_k(y)}{|x - y|^{2+2\alpha}} dy
\]

(6)

The second part of eq. (6) can be computed analytically:

\[
\int_{\mathbb{R}^2} \frac{\sigma(|x - y|)g_k(y)}{|x - y|^{2+2\alpha}} dy = \frac{1}{2} \Delta u(x) \int_{\mathbb{R}^2} \frac{\sigma(|y|)y^2}{|y|^{2+2\alpha}} dy
\]

(7)

We used the fact that \(\frac{\sigma(|y|)}{|y|^{2+2\alpha}}\) is an even function and the terms corresponding to the odd derivatives vanish.

For the first part,

\[
\int_{\mathbb{R}^2} \frac{u(x) - u(y) + \sigma(|x - y|)g_k(y)}{|x - y|^{2+2\alpha}} dy
\]

is a function at least \(C^0\) around \(y = x\) (proved in Theorem 1) and thus can be computed using normal quadratures, e.g., a Gauss quadrature. Figure 3 shows how the integrand becomes continuous over the domain.

**Theorem 1.** Assume \(u(x) \in C^4(\bar{\Omega})\), then \(\frac{u(x) - u(y) + \sigma(|x - y|)g_k(y)}{|x - y|^{2+2\alpha}} \in C^0(\bar{\Omega})\).

**Proof.** According to Taylor’s theorem, there exists \(h_\beta : \mathbb{R}^2 \to \mathbb{R}\), s.t.

\[
u(y) = u(x) + g_k(y) + \sum_{|\beta| = 3} h_\beta(y)(y - x)^\beta
\]

\(h_\beta\) can be written in the following integral form

\[
h_\beta(y) = \frac{4}{\beta!} \int_0^1 (1 - t)^3 D^3 u(x + t(y - x)) dt
\]
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Figure 3: On the left, the figure shows the plot for $|u(y) - u(x)|/|x - y|^{2+2\alpha}$ (with a logscale), and on the right for $(u(y) - u(x) - \sigma(|x - y|) g_x(y))/(|x - y|^{2+2\alpha})$ (with a linear scale), where $x = (0.2, 0.2)$. The domain is $B_1 = \{ y : |y| < 1 \}$ and $u(x) = (1 - |x|^2)^{1+\alpha}, \alpha = 0.3$. After subtracting the $\sigma(|x - y|) g_x(y)/|x - y|^{2+2\alpha}$ term, the function becomes continuous over the domain $B_1$ and therefore Gauss quadratures can be applied.

Therefore, we have

$$\frac{u(x) - u(y) + \sigma(|x - y|) g_x(y)}{|x - y|^{2+2\alpha}} = \frac{(\sigma(|x - y|) - 1) g_x(y) \sum_{|\beta|=4} h_\beta(y)(y - x)^\beta}{|x - y|^{2+2\alpha}}$$

With our choice for $\sigma$, when $y \to x$, we have $\sigma(|x - y|) - 1 \sim O(|x - y|^4)$. Therefore

$$\frac{(\sigma(|x - y|) - 1) g_x(y)}{|x - y|^{2+2\alpha}} \sim O(|x - y|^{2-2\alpha}) = O(1), \quad y \to x$$

This indicates that the singularity is removed and the function is $C^0(\bar{\Omega})$.

And in addition, $h_\beta(y) \in C^0(\Omega)$ and thus

$$-\sum_{|\beta|=4} h_\beta(y)(y - x)^\beta \sim -\sum_{|\beta|=4} h_\beta(y)(y - x)^{\beta-2-2\alpha} \in C^0(\bar{\Omega})$$

In summary, $\frac{u(x) - u(y) + \sigma(|x - y|) g_x(y)}{|x - y|^{2+2\alpha}} \in C^0(\bar{\Omega})$.

From the proof, if $u(x)$ itself has higher order continuity, so does

$$\frac{u(x) - u(y) + \sigma(|x - y|) g_x(y)}{|x - y|^{2+2\alpha}} \quad (8)$$

One implication is that we will be able to evaluate the integral more accurately.

The integral with eq. (8) is done by numerical integration. This is done by first splitting the integration domain into two parts: $B_x(R), R \geq r$, which is a disk centering at $x$ with radius $R$; and $\mathbb{R}^3 \setminus B_x(R)$.
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For the first part, we can use a quadrature rule on the disk \( B_0(R) \) and obtain
\[
\int_{B_0(R)} \frac{u(x) - u(y) + \sigma(|x - y|)g_k(y)}{|x - y|^{2+2\alpha}} \, dy \approx \sum_{k=1}^{\hat{N}} w_k \frac{u(x) - u(x + \Delta_k) + \sigma(|\Delta_k|)g_k(x + \Delta_k)}{\Delta_k^{2+2\alpha}}
\]
\[
(9)
\]
Here \( \Delta_k \) are quadrature points and \( w_k \) are the associated quadrature weights on \( B_0(R) \).

For the second part, we have
\[
\int_{\mathbb{R}\setminus B_0(R)} \frac{u(x) - u(y) + \sigma(|x - y|)g_k(y)}{|x - y|^{2+2\alpha}} \, dy = \int_{\mathbb{R}\setminus B_0(R)} \frac{u(x)}{|x - y|^{2+2\alpha}} \, dy
\]
\[
= u(x) \frac{\pi}{\alpha R^{2\alpha}}
\]
thanks to the assumption \( R \geq r \).

In summary, we have rewritten p.v. \( \int_{\mathbb{R}^2} \frac{u(x) - u(y)}{|x - y|^{2+2\alpha}} \, dy \) into
\[
\text{p.v.} \int_{\mathbb{R}^2} \frac{u(x) - u(y)}{|x - y|^{2+2\alpha}} \, dy \approx u(x) \frac{\pi}{\alpha R^{2\alpha}} - \frac{1}{2}\Delta u(x) \int_{\mathbb{R}^2} \frac{\sigma(|y|)y^2}{|y|^{2+2\alpha}} \, dy
\]
\[+ \sum_{k=1}^{\hat{N}} w_k \frac{u(x) - u(x + \Delta_k) + \sigma(|\Delta_k|)g_k(x + \Delta_k)}{\Delta_k^{2+2\alpha}} \]
\[
(10)
\]
If we use NURBS approximation of degree greater or equal to 4, then the NURBS approximation has continuous third derivatives. Therefore eqs. (5) and (7) are evaluable pointwise. In fact, let the NURBS approximation be
\[
u_k(x) = \sum_{i=1}^{N} c_i N_i(F^{-1}(x))
\]
we then have
\[
\frac{\partial^n u_k(x)}{\partial x_{i_1} x_{i_2} \ldots x_{i_n}} = \sum_{i=1}^{N} c_i \frac{\partial^n N_i(F^{-1}(x))}{\partial x_{i_1} x_{i_2} \ldots x_{i_n}}
\]
\[
(11)
\]
However, since NURBS basis functions are parametrized in the parametric space, given \( x \), it is not direct to evaluate \( F^{-1}(x) \) and \( \frac{\partial^n N_i(F^{-1}(x))}{\partial x_{i_1} x_{i_2} \ldots x_{i_n}} \), \( n = 0, 1, 2, \ldots \). Usually a Newton’s method [27] can be applied to find \( F^{-1}(x) \) and chain rule can be applied to compute the latter (see the appendix).

Therefore, we can now write p.v. \( \int_{\mathbb{R}^2} \frac{u(x) - u(y)}{|x - y|^{2+2\alpha}} \, dy \) as a weighted sum of the coefficients \( c_i \). For clarification, we denote the numerical approximation to the fractional Laplacian operator by \( L_{h,x} \), i.e.
\[
(-\Delta)^n u(x) \approx \sum_{j=1}^{N} c_j L_{h,x} N_j(x)
\]
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3.2. Collocation

The collocation points are chosen to be the Greville abscissae for each dimension. Such a choice will result in a square matrix. There are other choices for collocation, and it is possible to derive super convergence collocation points for some particular PDEs. However, in this paper, we focus on Greville abscissae.

For the points inside \( x_i \in \Omega \), we enforce that the numerical Fractional Laplacian be equal to the right-hand side

\[
\sum_{j=1}^{N} c_j L_{h,x} N_j(x_i) = f(x_i)
\]

For the points on the boundary of \( \Omega \), we enforce that the approximation value be equal to boundary conditions

\[
\sum_{i=1}^{N} c_i N_i(x_i) = u(x_i) = 0
\] (12)

This results in a linear system

\[
\begin{bmatrix}
A_I \\
A_B
\end{bmatrix} c = \begin{bmatrix}
0 \\
f
\end{bmatrix}
\] (13)

See algorithm 1 for details.

3.3. Different Types of Error

There are several types of error that might influence the accuracy of the solution.

- The quadrature error in eq. (9). It is not an easy task to derive the optimal cubature with minimal function evaluations, and they are known only for some \( N = 3, 4, 6, 7, 10, 12, 18 \) \cite{28, 29}. An alternative approach is to use the product Gauss rules \cite{30–33} for 2D disks. The idea is to consider the quadrature rules for

\[
\int_{x^2+y^2 \leq 1} x^i y^j dxdy = \int_{-1}^{1} |t| \rho^{i+j} d\rho \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \cos^i \varphi \sin^j \varphi d\varphi
\]

We can use Gauss-Chebyshev formula of the first kind for approximation of the inner integration and Gauss quadrature for the outer integration.

For numerical implementations, we have used the open source software provided by \cite{34}. Figure 4 shows an example of the quadrature nodes in the unit disk \( B_0(1) \) of order 20. There are 400 nodes in total.

- The NURBS approximation error. The approximation ability depends on the number of knots, the degrees as well as the mesh structure of the NURBS surface. It is shown that under appropriate assumptions, the NURBS space on the physical domain delivers the optimal rate of the convergence, similar to the finite element space of degree \( p \) \cite{7}. The following theorem gives the global error estimate
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Theorem 2. Let \( k \) and \( l \) be integer indices with \( 0 \leq k \leq l \leq p + 1 \), we have

\[
\sum_{K \in \mathcal{K}_h} |v - \Pi_{\mathcal{V}_h} v|_{\mathcal{H}^k_h(K)}^2 \leq C_{\text{shape}} \sum_{K \in \mathcal{K}_h} h_K^{2l-k} \sum_{i=0}^l \| \nabla F \|_{L^\infty(F^{-1}(K))}^2 |v|_{\mathcal{H}^i_h(K)}^2 \quad \forall v \in \mathcal{H}^l(\Omega)
\]

where \( \mathcal{K}_h \) are the patches in the parametric space, \( \mathcal{V}_h \) is the NURBS space, \( C_{\text{shape}} \) is a constant depending on the structure of the NURBS surface, \( \mathcal{H}^i \) is the standard Sobolev space, \( h_K \) is the diameter of \( K \), and \( \mathcal{H}^k_h(K) \) are patches in the physical space endowed with its own norms.

The theorem indicates that if \( v \) is sufficiently smooth, increasing the degree of the NURBS suffice (\( p \)-refinement) or the number of control points (\( h \)-refinement) will yield better approximations. However, it may not be the case for less smooth functions.

- The numerical error of solving the linear system eq. (13). The fractional Poisson equation will give rise to the linear system eq. (13), where \( \begin{bmatrix} A_I \\ A_B \end{bmatrix} \) is a dense matrix. Its condition number grows as we increase the number of control points. The convergence of the iterative solver such as GMRES may be slow if no proper preconditioner is used.

In fact, it is shown that for finite element methods, if a family of shape regular and globally quasi-uniform triangulations with maximal element size \( h \) is used, the stiffness matrix satisfies \[10\]

\[
\kappa(A) = Ch^{-2\alpha}
\]

In the paper we have used Greville abscissae as the collocation points due to its simplicity. However, when the meshes are non-uniform, the method derived from these collocation points might be unstable \[35\]
Algorithm 1 iso-geometric Analysis Collocation Method for the Fractional Laplacian

1: Construct the NURBS surfaces, basis functions and connectivity data for $\Omega$.
2: Compute the Greville points for the NURBS surface.
3: Precompute $\pi_{\alpha R} \sigma(\|y\|_1) \|y\|_2^2 \cdot \int_{\mathbb{R}^2} \sigma(\|y\|_1) \|y\|_2^2 \, dy$.
4: for $i = 1, 2, \ldots, N$ do
5:   if $x_i \in \partial \Omega$ then
6:     Add the contribution to the coefficient matrix and the right hand side according to eq. (12).
7:   else
8:     Find the corresponding coordinates in the parametric space $F^{-1}(x_i)$ and $F^{-1}(x_i + \Delta_j)$.
9:     Compute the associated weights to each coefficients at those coordinates according to eq. (11).
10:    Add the contribution to the linear system eq. (13).
11:  end if
12: end for
13: Solve the linear system eq. (13).
14: Postprocess the result.

4. Numerical Experiments

In this section, we present several numerical examples to show the effectiveness of the iso-geometric analysis. The algorithm is implemented using julia-1.0.

4.1. Smooth Solution

Firstly, we consider the problem with smooth solutions. Consider the fractional Poisson problem on the square $\Omega = [-1, 1]^2$

$$\begin{cases}
(\Delta)^\alpha u = f(x) & x \in \Omega \\
u(x) = 0 & x \in \Omega^c
\end{cases} \quad (14)$$

We generate a square NURBS surface for this problem. However, we need to point out that even if the knots vector has uniform intervals, the corresponding Greville abscissae are not uniform distributed. It can be seen from fig. 5 that the density is larger near the boundary. For the numerical quadrature, we use order 64, which contains $64^2 = 4096$ quadrature points. For higher accuracy, more quadrature points are required.
Since we do not have analytical solution for this case, we run the program for different number of control points and use the solution from the finest mesh as the reference solution. The error is computed from the mean squared error of $50^2 = 2500$ uniform distributed points over $\Omega$, excluding the points near the boundary (with a margin about 0.05). The convergence plots are shown in Fig. 6. We see that the error decreases almost monotonously as $N$ increases. In addition, larger degrees of the NURBS surface give rise to smaller mean squared error as $N$ becomes larger. We also observed that for $\alpha = 0.8$, the error ceases to decrease after round $N = 1000$. This is due to the fact that the error is now dominated by the numerical quadrature error instead of the NURBS approximation error. We can get more accurate results by increasing the order of the numerical quadrature, although it will increase the computational cost.

Figure 6: Convergence plot for eq. (14). The error decreases almost monotonously as $N$ increases. In addition, larger degrees of the NURBS surface give rise to smaller mean squared error as $N$ becomes larger. We also observed that for $\alpha = 0.8$, the error ceases to decrease after round $N = 1000$. This is due to the fact that the error is now dominated by the numerical quadrature error instead of the NURBS approximation error. We can get more accurate results by increasing the order of the numerical quadrature, although it will increase the computational cost.
4.2. Less Smooth Solutions

In this section, we consider the application of the iso-geometric analysis method to problems with less smooth solutions. If we consider a unit disk domain \( \Omega = \mathbb{R}^2 \), it is shown in how to construct explicit eigenfunctions for the fractional Laplacian. Particularly, we have the following result in Table 3 for eq. (14).

| \( u(x) \) in the ball | \((-\Delta)\alpha u \) in the ball |
|-------------------------|-----------------------------|
| \( u_1(x) = (1 - |x|^2)^\alpha \) | \( 2^{2\alpha}\Gamma(\alpha + 1)^2 \) |
| \( u_2(x) = (1 - |x|^2)^{\alpha+1} \) | \( 2^{\alpha+2}\Gamma(\alpha + 2)\Gamma(1+\alpha)\Gamma\left(\frac{1}{2}\right)^{-1}\left[1 - (1 + \alpha)|x|^2\right] \)

Table 3: Several functions whose Laplacian can be computed analytically. The third and fourth equations are not radial.

In the numerical experiments, the quadrature order is 64 and \( h = 0.1 \) for the window function. We show the exact and numerical solutions to eq. (14) for \( u_1 \) in Table 3 in fig. 7. On the one hand, we see that larger degrees for the NURBS basis functions do not necessarily make the numerical solution more accurate. Instead, higher order approximation to the non-smooth functions might lead to instability (we can see in the plots that the numerical solution becomes more oscillatory). On the other hand, the smaller \( \alpha \), the more difficult the approximation is by the NURBS basis functions. This is expected since the exact solution to \( \alpha = 0.2 \) has the least regularity on the boundary.

Figure 8 presents the numerical solutions to eq. (14) for \( u_2 \) in Table 3. Compared to fig. 7, we see that the numerical solution has less oscillation near the boundary using the same setting except the first plot (in both cases, the numerical solutions are unstable). Since the solution \( u_2 \) has continuous derivatives near the boundary while the first order derivatives of \( u_1 \) explode near the boundary, we expect better accuracy of the corresponding numerical solution, which is demonstrated in fig. 9.

We also show the error distribution in the disk in fig. 9. We can see that the error for the less smooth solution \( u_1 \) is much larger than that of the smoother solution \( u_2 \) using the same mesh structure and numerical quadrature rules.

4.3. Application: Fractional Diffusion on An Irregular Domain

Finally, we consider the fractional diffusion equation on an irregular domain

\[
\begin{aligned}
&\frac{du}{dt}(t,x) = -(-\Delta)^{\alpha}u(t,x) & x \in \Omega \\
&u(t,x) = 0 & x \in \Omega_c, t > 0 \\
&u(0,x) = f(x) & x \in \mathbb{R}^2
\end{aligned}
\]  

(15)

where \( f(x) = \exp(-|x-x_0|^2) \) and \( x_0 = [5,5] \).

Here \( \Omega \) is deformed from a square. We created the domain as well as its NURBS representation using the open source software \texttt{gnurbs} \[36\]. Figure 10 shows the irregular domain used in eq. (15). The red dots represent the control points of the NURBS surface. Note
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Figure 7: Solution to eq. (14) with exact solution $u_1$ in Table 3 on the disk domain. On the one hand, we see that larger degrees for the NURBS basis functions do not necessarily make the numerical solution more accurate. Instead, higher order approximation to the non-smooth functions might lead to instability (we can see in the plots that the numerical solution becomes more oscillatory). On the other hand, the smaller $\alpha$, the more difficult the approximation is by the NURBS basis functions. This is expected since the exact solution to $\alpha = 0.2$ has the least regularity on the boundary.
Figure 8: Solution to eq. (14) with exact solution $u_2$ in Table 3 on the disk domain. Compared to fig. 7 we see that the numerical solution has less oscillation near the boundary using the same setting except the first plot (in both cases, the numerical solutions are unstable). Since the solution $u_2$ has continuous derivatives near the boundary while the first order derivatives of $u_1$ explode near the boundary, we expect better accuracy of the corresponding numerical solution, which is demonstrated in fig. 9.
we have placed more nodes in the center of the domain since the initial condition $f(x)$ is concentrated around $x = x_0$.

Figure 9: Error of the numerical solutions for eq. (14) with exact solutions $u_1$ (left) and $u_2$ (right) in table 3.

Figure 10: The irregular domain used in eq. (15). The red dots represent the control points of the NURBS surface. There are 2209 control points in total.

We consider an implicit scheme for eq. (14). Let $A^\alpha$ be the coefficient matrix in eq. (13) (up to a constant $c_{2,\alpha}$), which maps the coefficients $c_i$ to the point-wise value of the numerical fractional Laplacian operator. In addition, we denote the interpolation matrix of the NURBS basis function by $R$, which maps the coefficients $c_i$ to the point-wise value $u(F(u))$ at the Greville abscissae in the physical domain. Therefore we have

$$\frac{Rc^{n+1} - Rc^n}{\Delta t} = -A^\alpha c^{n+1}$$

which leads to

$$c^{n+1} = (R + \Delta t A^\alpha)^{-1} Rc^n$$
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The $R + \Delta t A^\alpha$ is factorized at the beginning to save time for later steps. The initial condition is obtained by

$$c^0 = R^{-1}f, f = f(x_i)$$

where $x_i = F(u_i)$ is the $i$-th collocation point. We choose $\Delta = 0.01$ and propagate 100 time steps. We show the solutions in fig. 11. The plots are generated by sampling the NURBS surface uniform on a $200 \times 200$ grid. We see for larger $\alpha$, the diffusion process is much faster than small $\alpha$. In the case $\alpha = 1.0$, we recover the standard diffusion. We note that an extra advantage of the iso-geometric analysis is that the numerical solution is automatically smooth.
Figure 11: Solution to eq. (15) at $T = 1$. $N$ is the number of control points in total. The plots are generated by sampling the NURBS surface uniform on a $200 \times 200$ grid. We see for larger $\alpha$, the diffusion process is much faster than small $\alpha$. In the case $\alpha = 1.0$, we recover the standard diffusion.
5. Conclusion

Thanks to the high order continuity of NURBS basis and iso-geometric analysis techniques, we can deal with the strong form of the integral fractional Laplacian Poisson problem using the collocation method. The window function idea borrowed from [21] reduces the principle value integration to the integral of a smooth function. That enables us to use efficient quadrature rules. The iso-geometric analysis works well with solutions with various continuity behaviors. We observed a $O(N^{-1})$ convergence rate for smooth solutions. Compared to the finite element method, which has convergence rate approximately $O(\sqrt{h})$ or $O(h)$ for graded mesh, our method enjoys higher convergence rate. Compared to uniform grid finite difference methods, our method has comparable convergence rates, and besides, the iso-geometric collocation method can deal with complex geometries.

However, we have also observed the current method cannot deal with $C^{0,\alpha}$ solutions, which has the minimal regularity that the fractional Poisson equation can have. This limitation is attributed to the high continuity of NURBS basis functions: it tries hard to fit the less continuous data on the boundary with highly continuous basis functions and thus creates some spurious oscillations. Another limitation is that the current method requires solving a less structured linear system than that of the uniform grid finite difference method, due to which fast algorithms such as FFT cannot be directly applied.

We also want to comment on the iso-geometric analysis. This method is powerful in that we can implement basis functions with arbitrary order continuity for their derivatives. Besides, we can deal with complex geometries. However, we do not make use of the ‘iso-geometry’ property of the method. In fact, it is fine we use NURBS space for the underlying geometry and other basis functions, e.g., B-splines, for the solution space.

The issues mentioned above, as well as the theoretical investigation, will be left to the future.
Appendices

The codes for the paper are available from the authors upon request.

Here, we briefly mention the detail of implementing high order derivative mappings in eq. (10).

Consider the basis functions

$$R_{ij}(x, y) = \frac{w_{ij}N_i(x)N_j(y)}{\sum_{ij} w_{ij}N_i(x)N_j(y)}$$

Since we need up to third-order derivatives, we need to compute

$$\partial_x R_{ij}, \partial_y R_{ij}, \partial_{xx} R_{ij}, \partial_{xy} R_{ij}, \partial_{yy} R_{ij}, \partial_{xxx} R_{ij}, \partial_{xxy} R_{ij}, \partial_{xyy} R_{ij}, \partial_{yyy} R_{ij}$$

We have the following formulas

In our implementation, let the geometric mapping be

$$x = F(u,v), y = G(u,v)$$

i.e., for any point \((u,v)\) in the parametric space, it is mapped to \((x,y)\) in the physical space. Any function defined on the physical space is related to the parametric space through

$$f(x,y) = f(F(u,v), G(u,v))$$

In eq. (10) we need to find formulas for

$$f_x, f_y, f_{xx}, f_{xy}, f_{yy}, f_{xxx}, f_{xxy}, f_{xyy}, f_{yyy}$$

in the physical space, where we replaced \(u\) by \(f\) to avoid confusion. However, we can only evaluate

$$f_u, f_v, f_{uu}, f_{uv}, f_{vv}, f_{uuu}, f_{uvu}, f_{vvv}$$

in the parametric space. The conversion can be done using chain rules, which are, for convenience, listed here.

$$\begin{bmatrix} f_u \\ f_v \end{bmatrix} = \begin{bmatrix} F_u & G_u \\ F_v & G_v \end{bmatrix} \begin{bmatrix} f_x \\ f_y \end{bmatrix}$$

$$\begin{bmatrix} f_{uu} \\ f_{uv} \\ f_{vv} \end{bmatrix} = \begin{bmatrix} F_{uu} & G_{uu} \\ F_{uv} & G_{uv} \\ F_{vv} & G_{vv} \end{bmatrix} \begin{bmatrix} f_x \\ f_y \end{bmatrix} + \begin{bmatrix} F_u^2 & 2F_uG_u & G_u^2 \\ F_uF_v & F_uG_v + F_vG_u & G_uG_v \\ F_v^2 & 2F_vG_v & G_v^2 \end{bmatrix} \begin{bmatrix} f_{xx} \\ f_{xy} \\ f_{yy} \end{bmatrix}$$
By solving these linear systems, we can obtain

\[
\begin{bmatrix}
    f_{xx} \\
    f_{xy} \\
    f_{yy}
\end{bmatrix}
= \begin{bmatrix}
    F_{uuu} & G_{uuu} \\
    F_{uuu} & G_{uuu} \\
    F_{vvv} & G_{vvv}
\end{bmatrix}
\begin{bmatrix}
    f_x \\
    f_y
\end{bmatrix}
\]

from

\[
\begin{bmatrix}
    f_u \\
    f_v \\
    f_{uu} \\
    f_{uv} \\
    f_{vv} \\
    f_{uuu} \\
    f_{uuv} \\
    f_{uvv} \\
    f_{vvv}
\end{bmatrix}
\]
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