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Abstract. For each $d \geq 0$, we prove decoupling inequalities in $\mathbb{R}^3$ for
the graphs of all bivariate polynomials of degree at most $d$ with bounded
coefficients, with the decoupling constant uniform in the coefficients of
those polynomials. As a consequence, we prove a decoupling inequality
for (a compact piece of) every smooth surface in $\mathbb{R}^3$, which in particular
solves a conjecture of Bourgain, Demeter and Kemp.

1. Introduction

Let $\phi: [-1,1]^2 \to \mathbb{R}$ be a smooth function. For a tiny $\delta > 0$, consider the
$\delta$-neighbourhood $\mathcal{N}_\delta$ of the graph of $\phi$ over $[-1,1]^2$ in $\mathbb{R}^3$. Our main goal
in this paper is to prove the following statements. First, there is a suitable
“partition” of $\mathcal{N}_\delta$ into almost rectangular boxes $\tau$ according to the curvature
of the graph of $\phi$. Second, the following decoupling inequality holds: for
every test function $f$ Fourier supported in $\mathcal{N}_\delta$ and every $2 \leq p \leq 4$,

$$
\|f\|_{L^p(\mathbb{R}^3)} \lesssim_\varepsilon \delta^{-\varepsilon} (\# \tau)^{\frac{1}{2} - \frac{1}{p}} \left( \sum_{\tau} \|R_\tau f\|_{L^p(\mathbb{R}^3)}^p \right)^{1/p}, \quad \forall \varepsilon > 0,
$$

where $R_\tau f$ denotes the Fourier restriction of $f$ into the cap $\tau$. A more
precise version is Theorem 1.3 below.

Before we move on to the precise formulation of our decoupling theorem,
we first give a brief literature review.

1.1. Background. In 2015, Bourgain and Demeter [2] proved a seminal $\ell^2$
decoupling inequality for every compact smooth hypersurface with positive
Gaussian curvature. Later in [3] they proved a $\ell^p$ decoupling theorem for
every compact smooth hypersurface with nonzero Gaussian curvature.

The general decoupling theory for smooth hypersurfaces of vanishing
Gaussian curvature is still under-developed. Yet in $\mathbb{R}^2$, a smooth hyper-
surface reduces to a smooth curve, and its decoupling theory is relatively
well-understood. As an initiation of this subject, a decoupling inequality for
every analytic function defined on a compact interval is proved in [1]. Later
in Section 12.6 of [8], Demeter proved a slightly more refined decoupling in-
equality for every analytic function defined on a compact interval, with the
partition chosen to be adapted to the curvature of the function. Finally, in
[23], the second author proved a decoupling inequality for the family of all
polynomials of degree at most $d$ and with coefficients bounded by 1, with the
decoupling constant depending only on $d$ but not the individual polynomial.
This, together with a brute-force Taylor approximation (which we will see
in Section 2 below), implies a decoupling inequality for every single smooth function defined on a compact interval, further generalising the result in [8].

In higher dimensions, even $\mathbb{R}^3$, the situation becomes much more subtle. In [5], Bourgain, Demeter and Kemp proposed a conjecture. To formulate the conjecture, we first have the following definition.

**Definition 1.1** ($\delta$-flatness). Let $n \geq 1$ and $\phi : \mathbb{R}^n \to \mathbb{R}$ be smooth. We say $\phi$ is $\delta$-flat over a set $S \subseteq \mathbb{R}^n$, or alternatively $S$ is $(\phi, \delta)$-flat, if
\[
\sup_{u, v \in S} |\phi(v) - \phi(u) - \nabla \phi(u) \cdot (v - u)| \leq \delta.
\]

For some elementary properties of $\delta$-flatness, the reader may refer to the appendix of [16]. It is worth noting that $\delta$-flat sets are also considered in [6, 18].

**Conjecture 1.2** (Bourgain-Demeter-Kemp [5], Conjecture 7.4). Given a real-analytic function $\phi : [-1, 1]^2 \to \mathbb{R}$ and $\delta > 0$, we can find a partition $\mathcal{P}_\delta = \mathcal{P}_\delta(\phi)$ of $[-1, 1]^2$ into subsets $S$ on which $\phi$ is $\delta$-flat. Moreover, for every $2 \leq p \leq 4$, we have the following $L^p$ decoupling inequality: for every $f : \mathbb{R}^3 \to \mathbb{C}$ Fourier supported in the $\delta$-neighbourhood of the graph of $\phi$, we have
\[
\|f\|_{L^p(\mathbb{R}^3)} \leq C_{\phi, \epsilon} \delta^{-\epsilon} \# \mathcal{P}_\delta^{1 - \frac{1}{p}} \left( \sum_{S \in \mathcal{P}_\delta} \|f_S\|_{L^p(\mathbb{R}^3)}^p \right)^{1/p}, \text{ for every } \epsilon > 0.
\]

Here and throughout this paper, for $f : \mathbb{R}^3 \to \mathbb{C}$ and $S \subseteq \mathbb{R}^2$, we denote by $f_S$ the Fourier restriction of $f$ to the strip $S \times \mathbb{R}$, namely, $f_S$ is defined by the relation
\[
(1.1) \quad \hat{f}_S(x, y, z) = \hat{f}(x, y, z)1_S(x, y).
\]

Only partial results have been established before this paper. In [5], they proved decoupling inequalities for all real-analytic surfaces of revolution in $\mathbb{R}^3$. Later Kemp [14] proved decoupling inequalities for surfaces with constant zero Gaussian curvature but without umbilical points, and in a recent work [15] he is also able to prove decoupling inequalities for a broad class of $C^5$ surfaces in $\mathbb{R}^3$ lacking planar points. Also recently, the authors proved in [16] a decoupling inequality for every mixed-homogeneous polynomial in $\mathbb{R}^3$. Note that none of the previous partial results implies one another.

These hypersurfaces of vanishing Gaussian curvature are also of interest in other related problems in harmonic analysis, including the restriction problem and the $L^p$ improving estimates for averages. For example, the reader may refer to [7, 11, 12, 17–20, 22].

1.2. Main results. In this article, we propose a solution to Conjecture 1.2. We first state the main result.

**Theorem 1.3** (Solution to Conjecture 1.2). Let $\phi : [-1, 1]^2 \to \mathbb{R}$ be a smooth function. Then for every $0 < \delta < 1$, there is a family $\mathcal{P}_\delta = \mathcal{P}_\delta(\phi)$ of rectangles $T$ covering $[-1, 1]^2$, such that the following statements hold:
(1) $P_\delta$ has $\varepsilon$-bounded overlap in the sense that $\sum_{T \in P_\delta} 1_T \lesssim \delta^{-\varepsilon}$ for every $\varepsilon > 0$.

(2) $\phi$ is $\delta$-flat over each $T \in P_\delta$.

(3) For every $2 \leq p \leq 4$, we have the following $\ell^p(L^p)$ decoupling inequality: for any function $f : \mathbb{R}^3 \to \mathbb{C}$ with Fourier support in the $\delta$-vertical neighbourhood of the graph of $\phi$ above $[-1,1]^2$, we have

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim_{\phi, \varepsilon} \delta^{-\varepsilon} \# P_\delta^{1/p} \left( \sum_{T \in P_\delta} \|f_T\|_{L^p(\mathbb{R}^3)}^p \right)^{1/p}, \text{ for every } \varepsilon > 0.$$ 

If, in addition, $\phi$ is convex (or concave) on $[-1,1]^2$, then (1.2) can be strengthened to the $\ell^2(L^p)$ decoupling inequality: for every $2 \leq p \leq 4$,

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim_{\phi, \varepsilon} \delta^{-\varepsilon} \left( \sum_{T \in P_\delta} \|f_T\|_{L^p(\mathbb{R}^3)}^2 \right)^{1/2}, \text{ for every } \varepsilon > 0.$$ 

Note that this theorem is slightly different from Conjecture 1.2. First, Theorem 1.3 works for a smooth function which may not necessarily be analytic, so our result is stronger in this sense. Also, we have (1.3) in the convex case, which was not explicitly mentioned in [5].

Second, instead of constructing a strict partition of $[-1,1]^2$ into suitable subsets, we construct a $\varepsilon$-boundedly overlapping family of rectangles covering $[-1,1]^2$. We choose to use rectangles mainly because they are easier to deal with, and more importantly, rectangles are the main objects of concern in restriction and Kakeya type problems. The $\varepsilon$-bounded overlap would not do any harm since in (1.2) we already lose a factor of the form $C_{\phi, \varepsilon} \delta^{-\varepsilon}$, and this is a common feature in decoupling inequalities (in some very special case the $\varepsilon$-loss can be improved; see [11]). Nevertheless, a slight modification of the proof of Theorem 1.3 also gives a strict partition of $[-1,1]^2$ into connected subsets $\mathcal{S}$. As can be seen in the proof, the only source of overlapping is the enlargement of certain sets to rectangles. These sets are the intersections of sublevel sets of some polynomials and parallelograms. We can instead keep these sets, which form a disjoint partition of the set we want to decouple. By doing so in every iteration, we get disjoint connected subsets $\mathcal{S}$ whose boundaries are algebraic curves. In particular, Conjecture 1.2 holds.

Heuristically, the main geometric reason for Theorem 1.3 to hold is that $P_\delta$ is a collection of “maximal” $(\phi, \delta)$-flat rectangles $T$, meaning that $MT$ is not $(\phi, \delta)$-flat if $M$ is significantly larger than an absolute constant. If $\phi$ is convex, then $P_\delta$ is essentially unique, and thus a “maximum” collection; see [6, 18]. If $\phi$ is non-convex, then there are significantly different “maximal” collections $P_\delta$ but not all of them give rise to a $\ell^2(L^p)$ decoupling inequality as in Theorem 1.3. A typical example is when $\phi(x, y) = xy$ and $P_\delta$ is a tiling of $[-1,1]^2$ by axis-parallel rectangles of dimensions $\delta \times 2$, which are “maximal” but for which (1.2) fails to hold except for the trivial case $p = 2$, ...
as can be seen by taking the test function $f$ to be the characteristic function of the $\delta$-neighborhood of the $x$-axis.

A close cousin of Theorem 1.3 is the following uniform decoupling inequality for all bivariate polynomials of degree at most $d$ and with coefficients bounded by 1.

**Theorem 1.4** (Uniform decoupling theorem). Let $d \geq 0$. Then for every polynomial $\phi : \mathbb{R}^2 \to \mathbb{R}$ of degree at most $d$ and with coefficients bounded by 1, for every $0 < \delta < 1$, there is a family $\mathcal{P}_\delta = \mathcal{P}_\delta(\phi, d)$ of rectangles $T$ covering $[-1,1]^2$ such that the following statements hold:

1. $\mathcal{P}_\delta$ has $\varepsilon$-bounded overlap in the sense that $\sum_{T \in \mathcal{P}_\delta} 1_T \lesssim d, \varepsilon / \delta$ for every $\varepsilon > 0$.
2. $\phi$ is $\delta$-flat over each $T \in \mathcal{P}_\delta$.
3. For every $2 \leq p \leq 4$, we have the following $\ell^p(L^p)$ decoupling inequality: for any function $f : \mathbb{R}^3 \to \mathbb{C}$ with Fourier support in the $\delta$-vertical neighbourhood of the graph of $\phi$ above $[-1,1]^2$,

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim_{d, \varepsilon} \delta^{-\varepsilon} \# \mathcal{P}_\delta^{1/p} \left( \sum_{T \in \mathcal{P}_\delta} \|f_T\|_{L^p(\mathbb{R}^3)}^p \right)^{1/p}, \text{ for every } \varepsilon > 0.$$

If, in addition, $\phi$ is convex (or concave) on $[-1,1]^2$, then (1.4) can be strengthened to the $\ell^2(L^p)$ decoupling inequality:

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim_{d, \varepsilon} \delta^{-\varepsilon} \left( \sum_{T \in \mathcal{P}_\delta} \|f_T\|_{L^p(\mathbb{R}^3)}^2 \right)^{1/2}, \text{ for every } \varepsilon > 0.$$

The implicit constants depend on $d, \varepsilon$ but not $\phi, \delta, f$.

In Theorem 2.1 of [15], Kemp formulated a mixed $\ell^2$ and $\ell^p$ decoupling inequality adapted to positively curved and negatively curved parts respectively. Indeed, our method also naturally gives rise to such kind of inequality. In particular, we will show the $\ell^2(L^p)$ decoupling inequality with slightly relaxed condition $\det D^2\phi > -\delta^2$ on $[-1,1]^2$. This is crucial to the proof of the $\ell^2(L^p)$ decoupling for convex smooth functions as it allows certain errors in the Hessian determinant after the Taylor approximation. See Sections 2.3 and 5.5.

The vast majority of this article is devoted to the proof of Theorem 1.4.

### 1.3. Main idea of proof

In what follows, we outline the proof of the case $p = 4$, the other cases $2 \leq p < 4$ follows similarly.

The following results of Bourgain and Demeter will serve as the cornerstone of our argument.

**Theorem 1.5** (Bourgain-Demeter, [2,3]). Let $\phi : [-1,1]^2 \to \mathbb{R}$ be a $C^3$-function with nonsingular Hessian, and suppose $\|\phi\|_{C^3} \leq C_0$. For every $0 < \delta < 1$, denote by $\mathcal{P}_\delta$ a tiling of $[-1,1]^2$ by squares $T$ of side length $\delta^{1/2}$. Then for any $2 \leq p \leq 4$, any function $f : \mathbb{R}^3 \to \mathbb{C}$ with Fourier support in
the $\delta$-vertical neighbourhood of the graph of $\phi$ above $[-1,1]^2$, we have

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim C_{0,\varepsilon} \delta^{-\varepsilon} \# \mathcal{P}_{\delta}^{\frac{1}{2}-\frac{1}{p}} \left( \sum_{T \in \mathcal{P}_{\delta}} \|f_T\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}}, \text{ for every } \varepsilon > 0. \quad (1.6)$$

If, in addition, $\phi$ is convex (or concave) on $[-1,1]^2$, then (1.6) can be strengthened to

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim C_{0,\varepsilon} \delta^{-\varepsilon} \left( \sum_{T \in \mathcal{P}_{\delta}} \|f_T\|_{L^p(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}, \text{ for every } \varepsilon > 0. \quad (1.7)$$

The $\ell^2(L^p)$-inequality (1.7) follows from Section 7 of [2] when $n = 3$. The $\ell^p(L^p)$-inequality (1.6) follows from Theorem 1.1 (see also Remark 2.3) of [3] when $n = 3$, combined with a standard Pramanik-Seeger type iteration (see [21]). The fact that the implicit constants only depend on $C_{0,\varepsilon}$ but not individual choice of $\phi$ is not explicitly stated in [2,3] but can be deduced from the proofs. (See Section 5 of [23] for a rigorous proof in the 2D case; higher dimensional cases are the same.)

1.3.1. Passing to polynomials and projecting to $\mathbb{R}^2$. The reason we prove Theorem 1.4 first is that polynomials have nice algebraic properties that can be utilised. As described in Section 2, we use a trivial decoupling and Taylor approximation of degree $1/\varepsilon$ to reduce the problem to polynomial cases. Given a bivariate polynomial $\phi$, in view of Theorem 1.5, the major difficulty of Conjecture 1.2 is the presence of the vanishing set of $\det D^2\phi$. In the cases considered in [15] and [16], $\{|\det D^2\phi| < \delta\}$ is a neighborhood of the graph of some polynomial. Both papers used projections to decouple such sets in the setting of $\mathbb{R}^2$. Notably, these kinds of projection arguments are used repeatedly in similar decoupling problems, e.g. [2,4,9,10]. Although a projection forgets certain geometry of the surface, the decoupling of the projected sets, as a subset of $\mathbb{R}^2$, is easier to study. See [1,8,23].

1.3.2. Generalised 2D uniform decoupling. For now, we assume $\phi$ to be a polynomial of degree at most $d$ and coefficients bounded by 1, and let $P = \det D^2\phi$. As mentioned above, we first decouple the projected sets $\{|P| < \delta\} \subset \mathbb{R}^2$ into rectangles. We call this generalised 2D uniform decoupling. The special case where $|P_y| \gtrsim 1$ is more manageable because it can be approximated by polynomial-like functions locally. In fact, by Pramanik-Seeger type iteration in [21] and uniform decoupling on polynomial-like functions in [23], we first prove this special case. To prove the general case, we need to dyadically decompose $\nabla P$, which is one degree lower than $P$. One may assume by induction on the degree of the polynomials that the dyadic set $|P_x| \sim \sigma$ can be decoupled into rectangles, similar for $P_y$. Then, a certain invertible linear map sending these rectangles to the unit square allows one to reduce the problem to the special case $|P_y| \gtrsim 1$. We then conclude by using the decoupling result for the special case.
1.3.3. **Small Hessian determinant and cylindrical decoupling.** By generalised 2D uniform decoupling, we are able to localize $\phi$ to rectangles with small Hessian determinant. Rescaling these rectangles to the unit square and we are left with decoupling a rescaled function which we denote by $\tilde{\phi}$. In the case of 2D decoupling for polynomials as in [23], this would be already enough to conclude an induction on scale argument because then the rescaled function automatically has small coefficients. However, in the case of bivariate polynomial, it may happen that the Hessian determinant of $\tilde{\phi}$ is $\lesssim M^{-1} \ll 1$ over the unit square (for some large $M$ to be determined), but some coefficient of $\tilde{\phi}$ has magnitude $\sim 1$. To resolve this, we prove a proposition in Section 6 that says such polynomials admit the form

$$\tilde{\phi} \circ \rho = A(x) + M^{-\alpha} B(x, y) y$$

for some rotation $\rho$, $\alpha = \alpha(d) \in (0, 1)$ and polynomials $A$, $B$ with $O_d(1)$ coefficients.

Now, applying a cylindrical decoupling to $\tilde{\phi} \circ \rho$ at the scale $M^{-\alpha}$, we get $(\tilde{\phi}, M^{-\alpha})$-flat rectangles. Thus, by rescaling these rectangles to the unit square, we get polynomials (denoted by $\bar{\phi}$) with $O_d(M^{-\alpha})$ coefficients.

1.3.4. **Induction on scales.** We then proceed by induction on the scale $\delta$ and decouple $M^\alpha \tilde{\phi}$ into $(M^\alpha \tilde{\phi}, M^\alpha \delta)$-flat rectangles. Equivalently, these rectangles are $(\tilde{\phi}, \delta)$-flat. Rescaling back, we get a decoupling of the region with small Hessian determinant into $(\phi, \delta)$-flat rectangles. The part with large Hessian determinant can be decoupled using Theorem 1.5, with decoupling constant $C_{\epsilon, M} M^\epsilon$. By choosing $M = M(\epsilon)$ large enough, we conclude Theorem 1.4.

1.4. **Open problems.** With Theorems 1.3 and 1.4, we would also like to ask the following questions.

1. Can we improve the $\epsilon$-bounded overlap to $C_\phi$ (or $C_d$)-bounded overlap? We believe our method actually gives this conclusion, but it would require much more detailed analysis.

2. Higher dimensional generalisations. Can we formulate and prove versions of Theorems 1.3 and 1.4 in $\mathbb{R}^n$ for $n \geq 4$? For the previous open problem we believe there are just some technical difficulties, but for this open problem our current decoupling analysis fails substantially. There are many difficulties we have to face, but the major problem lies in an upgrade of Section 5.3.5, where we applied Hölder’s inequality to combine a 2D lower dimensional $\ell^2(L^p)$ decoupling at an intermediate scale and a $\ell^4(L^p)$ decoupling at a finer scale in 3D to obtain a final $\ell^4(L^p)$ decoupling inequality. The fact that there is no cardinality term $\#P_\delta$ in $\ell^2(L^p)$ decoupling inequalities is the key savior of our argument. In the passage from 3D to 4D, this in general will require us to combine a 3D lower dimensional $\ell^4(L^4)$ (or perhaps $\ell^4(L^{10/3})$) decoupling at an intermediate scale and a $\ell^{10/3}(L^{10/3})$ decoupling at a finer scale in 4D; however, since in $\ell^4(L^4)$ decoupling inequalities in 3D we inevitably have a cardinality term $\#P_\delta$ (see (1.4)), this will make the combination much more subtle.
Another difficulty will be the higher dimensional analogues of Theorem 3.2 and Proposition 4.5, as singularities of polynomials in higher dimensions can be so bad that much more refined algebraic geometry may be needed.

1.5. Notation.

(1) For any set $A \subseteq \mathbb{R}^2$ (or $A \subseteq \mathbb{R}$), any continuous function $\phi : A \to \mathbb{R}$ and any $\delta > 0$, denote the (vertical) $\delta$-neighbourhood of the graph of $\phi$ above $A$ by

$$N_\delta^\phi(A) = \{(x, y, z) : (x, y) \in A, |z - \phi(x, y)| < \delta\},$$

(with the obvious modification for $A \subseteq \mathbb{R}$).

(2) In addition to the notation $f_S$ introduced in (1.1), if $S$ lives in the same Euclidean space as the domain of $f$ does, we write $\mathcal{R}_S f$ to be the Fourier restriction of $f$ to $S$, namely, $\mathcal{R}_S f(x) = \hat{f}(x)1_S(x)$.

(3) Let $A \subseteq \mathbb{R}^2$ be a parallelogram and $B \subseteq \mathbb{R}^2$. $B$ is said to be equivalent to $A$ if for some absolute constant $C \geq 1$ we have $C^{-1}A \subseteq B \subseteq CA$, where $CA$ means the dilation of $A$ by a factor of $C$ with respect to the centre of $A$.

(4) We use the standard notation $a = O_C(b)$, or $|a| \lesssim_C b$ to mean there is a constant $C$ such that $|a| \leq Cb$. In many cases, such as results related to polynomials, the constant $C$ will be taken to be absolute or depend on the polynomial degree only, and so we may simply write $a = O(b)$ or $|a| \lesssim b$.

(5) For a polynomial, we use the term “linear terms” to denote the sum of all its terms of degree at most 1.

Outline of the paper. In Section 2 we use an elementary argument and a simple brute-force Taylor approximation to reduce Theorem 1.3 to a superficially weaker version of Theorem 1.4, Theorem 2.2. In Section 3, we state the main ingredients we will need to prove Theorem 2.2. In Section 4, we prove the first and the most important ingredient, the generalised 2D uniform decoupling for polynomials. We then proceed to prove Theorem 2.2 in Section 5 and postpone the calculations of some elementary facts about small Hessian determinants to Section 6. Lastly, Section 7 is an appendix, where we state a simple property of polynomials we use extensively in this article.
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2. Proof of Conjecture

The ultimate goal of this section is the proof of Theorem 1.3, and thus Conjecture 1.2.

2.1. \( \varepsilon \)-dependent partitions. For technical reasons, we will first consider the following superficially weaker versions of Theorems 1.3 and 1.4 when the partitions depend on \( \varepsilon \) as well.

**Theorem 2.1** (Theorem 1.3 with \( \varepsilon \)-dependent partitions). Let \( \phi : [-1,1]^2 \to \mathbb{R} \) be a smooth function. Then for every \( \varepsilon > 0 \) and every \( 0 < \delta < 1 \), there is a family \( P_\delta = P_\delta(\phi, \varepsilon) \) of rectangles \( T \) covering \([-1,1]^2\), such that the following statements hold:

1. \( P_\delta \) has \( \varepsilon \)-bounded overlap in the sense that \( \sum_{T \in P_\delta} 1_T \lesssim_{\phi, \varepsilon} \delta^{-\varepsilon} \).
2. \( \phi \) is \( \delta \)-flat over each \( T \in P_\delta \).
3. We have the following \( \ell_p(L^p) \) decoupling inequality: for any function \( f : \mathbb{R}^3 \to \mathbb{C} \) with Fourier support in the \( \delta \)-vertical neighbourhood of the graph of \( \phi \) above \([-1,1]^2\), we have

\[
\|f\|_{L^p(\mathbb{R}^3)} \lesssim_{\phi, \varepsilon} \delta^{-\varepsilon} \#P_\delta \left( \sum_{T \in P_\delta} \|f_T\|^p_{L^p(\mathbb{R}^3)} \right)^{\frac{1}{p}}.
\]

If, in addition, \( \phi \) is convex (or concave) on \([-1,1]^2\), then (1.4) can be strengthened to the \( \ell_2(L^p) \) decoupling inequality:

\[
\|f\|_{L^p(\mathbb{R}^3)} \lesssim_{\phi, \varepsilon} \delta^{-\varepsilon} \left( \sum_{T \in P_\delta} \|f_T\|^2_{L^p(\mathbb{R}^3)} \right)^{\frac{1}{2}}.
\]

**Theorem 2.2** (Theorem 1.4 with \( \varepsilon \)-dependent partitions). Let \( d \geq 0 \). Then for every \( \varepsilon > 0 \), every polynomial \( \phi : \mathbb{R}^2 \to \mathbb{R} \) of degree at most \( d \) and with coefficients bounded by 1, and every \( 0 < \delta < 1 \), there is a family \( P_\delta = P_\delta(\phi, d, \varepsilon) \) of rectangles \( T \) covering \([-1,1]^2\) such that the following statements hold:

1. \( P_\delta \) has \( \varepsilon \)-bounded overlap in the sense that \( \sum_{T \in P_\delta} 1_T \lesssim_{d, \varepsilon} \delta^{-\varepsilon} \).
2. \( \phi \) is \( \delta \)-flat over each \( T \in P_\delta \).
3. We have the following \( \ell^p(L^p) \) decoupling inequality: for any function \( f : \mathbb{R}^3 \to \mathbb{C} \) with Fourier support in the \( \delta \)-vertical neighbourhood of the graph of \( \phi \) above \([-1,1]^2\),

\[
\|f\|_{L^p(\mathbb{R}^3)} \lesssim_{d, \varepsilon} \delta^{-\varepsilon} \#P_\delta \left( \sum_{T \in P_\delta} \|f_T\|^p_{L^p(\mathbb{R}^3)} \right)^{\frac{1}{p}}.
\]
If, in addition, we have \( \det D^2 \phi > -\delta^2 \) on \([-1,1]^2\), then (1.4) can be strengthened to the \( \ell^2(L^p) \) decoupling inequality:

\[
(2.4) \quad \|f\|_{L^p(\mathbb{R}^3)} \lesssim_{d, \varepsilon} \delta^{-\varepsilon} \left( \sum_{T \in \mathcal{P}_\delta} \|f_T\|_{L^p(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}.
\]

The implicit constants depend on \( d, \varepsilon \) but not \( \phi, \delta, f \).

Notice that to prove (2.2) it suffices to assume a slightly weaker assumption \( \det D^2 \phi > -\delta^2 \) than convexity; thus the result is slightly stronger. This is used in the proof of Theorem 2.2 and in turn Theorem 1.4; see Section 2.3 below.

2.2. Removal of \( \varepsilon \)-dependence of partitions. Now using an elementary argument, we will show that Theorem 2.1 implies Theorem 1.3 and that Theorem 2.2 implies Theorem 1.4.

**Proof.** Assume we have Theorem 2.1. Let \( \varepsilon = \varepsilon(\delta) \) be a function such that \( \varepsilon \searrow 0 \) as \( \delta \searrow 0 \), with the rate of decay to be determined.

Now with each \( \delta > 0 \), by Theorem 2.1, we may find a family \( \mathcal{P}_\delta = \mathcal{P}_\delta(\phi, \varepsilon(\delta)) \) of rectangles \( T \) satisfying the prescribed properties. Note that by definition, \( \mathcal{P}_\delta \) depends on \( \delta \) only.

We then show that (2.1) implies (1.2). Let \( \varepsilon > 0 \) be arbitrary.

If \( \varepsilon < 2\varepsilon(\delta) \), then using the monotonicity of the fixed function \( \varepsilon(\delta) \), \( \delta \) is bounded below by a positive number depending on \( \varepsilon \) only. In this case, we have a trivial decoupling inequality, with the constant depending on \( \phi, \varepsilon \).

If \( \varepsilon \geq 2\varepsilon(\delta) \), then it suffices to find a suitable \( C'_{\phi, \varepsilon} \) such that

\[
C_{\phi, \varepsilon(\delta)} \delta^{-\varepsilon(\delta)} \leq C'_{\phi, \varepsilon(\delta)} \delta^{-\varepsilon}, \quad \text{for all } \varepsilon > 0, \delta > 0,
\]

where \( C_{\phi, \varepsilon} \) is the implicit constant in (2.1). Since \( \varepsilon \geq 2\varepsilon(\delta) \), we have \( \delta^{-\varepsilon(\delta)} \leq \delta^{-\varepsilon/2} \), and thus it suffices to show that

\[
(2.5) \quad C_{\phi, \varepsilon(\delta)} \delta^{\varepsilon/2} \leq C'_{\phi, \varepsilon}, \quad \text{for all } \varepsilon > 0, \delta > 0.
\]

We may assume \( C_{\phi, \varepsilon} \uparrow \infty \) as \( \varepsilon \searrow 0 \). If we choose \( \varepsilon(\delta) \) to decrease slowly enough as \( \delta \searrow 0 \), then we may have \( C_{\phi, \varepsilon(\delta)} \leq \log \delta^{-1} \) for all \( \delta \) small enough. Then for all \( \varepsilon > 0 \), we have

\[
\lim_{\delta \to 0^+} C_{\phi, \varepsilon(\delta)} \delta^{\varepsilon/2} \leq \lim_{\delta \to 0^+} \delta^{\varepsilon/2} \log \delta^{-1} = 0.
\]

Thus, by choosing a suitable constant \( C'_{\phi, \varepsilon} \), we have (2.5), and thus (1.2).

The \( \varepsilon \)-bounded overlap follows from the same proof. In the convex case, the implication from (2.2) to (1.3) also follows from the same proof. Thus we have Theorem 1.3.

The implication from Theorem 2.2 to Theorem 1.4 follows from the same proof as above. \( \square \)
2.3. Theorem 2.2 implies Theorem 2.1. Assuming Theorem 2.2, we now prove Theorem 2.1, which in turn implies Theorem 1.3 by the subsection right above. The idea is a standard Taylor polynomial approximation.

Proof. Given \( \phi \in C^\infty([-1, 1]^2) \). We will first prove the general case without assuming \( \phi \) is convex.

Given \( \varepsilon > 0 \) and \( \delta > 0 \), we first partition \([-1, 1]^2\) into squares \( Q \) of side length \( \delta^\varepsilon \). Since we allow a loss of \( \delta^{-\varepsilon} \) in the decoupling inequality, by triangle and Hölder’s inequalities it suffices to decouple each \( Q \) into \((\phi, \delta)\)-flat rectangles.

Let \( d \) be the smallest integer greater than or equal to \( \varepsilon^{-1} \). For each \( Q \), we may approximate \( \phi \) by its \( d \)-th degree Taylor polynomial \( P_Q \), which depends on \( \varepsilon, \delta \). The error is at most

\[
C_d \sup_{[-1,1]^2} |D^{d+1} \phi(x,y)| \left(\delta^\varepsilon\right)^{d+1} \leq C_d \sup_{[-1,1]^2} |D^{d+1} \phi(x,y)| \delta^{1+\varepsilon}.
\]

For \( \delta \) small enough (depending on \( \varepsilon \)), the above error will be less than \( \delta/2 \). Hence, to find a cover of \( Q \) by \((\phi, \delta)\)-flat rectangles, it suffices to find a cover of \( Q \) by \((P_Q, \delta/2)\)-flat rectangles.

Since all coefficients of \( P_Q \) are bounded by a large constant depending on \( \phi, \varepsilon \) only, we may normalise \( P_Q \) to \( \tilde{P}_Q \) with maximum coefficient having magnitude 1, and apply Theorem 2.2 to \( \tilde{P}_Q \) find a cover \( \mathcal{P}_{\delta, Q} \) of \( Q \) that satisfies the prescribed properties. The final collection \( \mathcal{P}_\delta \) is simply defined to be the union of the collections \( \cup_Q \mathcal{P}_{\delta, Q} \). The overlap between rectangles covering different \( Q \)'s is trivially bounded, since each covering rectangle of \( Q \) is a subset of \( 2Q \), and \( 2Q \)'s have bounded overlap.

Although \( P_Q \) depends on \( \delta \), our main uniform decoupling Theorem 2.2 ensures that there is a uniform bound of all decoupling constants as \( Q \) varies, and this uniform bound is independent of \( \delta \). Thus, the final decoupling inequality (2.2) follows immediately by the triangle and Hölder’s inequalities.

Lastly, in the special case when \( \phi \) is convex (the concave case is symmetric), by choosing the degree of \( P_Q \) to be greater than \( \varepsilon^{-3} \) if necessary, we may approximate \( \phi \) by \( \tilde{P}_Q \) such that \( \det D^2 P_Q \geq -\delta^3 \). By normalising \( P_Q \) to \( \tilde{P}_Q \) with maximum coefficient having magnitude 1 and choosing \( \delta \) small enough, we also have \( 1 \gtrsim \det D^2 \tilde{P}_Q \geq -\delta^2 \). In this case, we get uniform \( \ell^2 \) decoupling inequalities from Theorem 2.2. This finishes the proof. \( \square \)

Therefore, all that is left is the proof of Theorem 2.2.

3. Ingredients of the proof of Theorem 2.2

All implicit constants in this section are assumed to depend on the degree \( d \).

The proof of the main theorem has the following main ingredients: induction on scales, a 2D uniform decoupling theorem for polynomials, a “Small Hessian Theorem”, and a simple projection lemma.
3.1. **Generalised 2D uniform decoupling for polynomials.** We need the following uniform decoupling theorem for bivariate polynomials.

**Theorem 3.1.** For each \( d \geq 0 \) and \( \varepsilon > 0 \), there is a constant \( C_{d,\varepsilon} \) such that the following holds. For any polynomial \( P : \mathbb{R}^2 \to \mathbb{R} \) of degree at most \( d \) and with coefficients bounded by 1, any \( 0 < \delta < 1 \), there exists a cover \( T_\delta \) of the set

\[
\{(x, y) \in [-1, 1]^2 : |P(x, y)| < \delta\}
\]

by rectangles \( T \) such that the following holds:

1. \(|P| \lesssim \delta \) in each \( T \).
2. \( T_\delta \) has bounded overlap in the sense that \( \sum_{T \in T_\delta} 1_{100T} \lesssim 1 \).
3. The following \( \ell^2(L^p) \) decoupling inequality holds: for any \( 2 \leq p \leq 6 \) and any function \( f : \mathbb{R}^2 \to \mathbb{C} \) Fourier supported in \( \{(x, y) \in [-1, 1]^2 : |P(x, y)| < \delta\} \), we have

\[
\|f\|_{L^p(\mathbb{R}^2)} \lesssim C_{d,\varepsilon} \delta^{(-\varepsilon/2)} \left(\sum_{T \in T_\delta} \|\mathcal{R}_T f\|_{L^p(\mathbb{R}^2)}^2\right)^{1/2},
\]

where \( \mathcal{R}_T f \) denotes the Fourier restriction of \( f \) to \( T \).

The proof is given in Section 4.

**Remark.** If \( P \) is of the form \( y - Q(x) \), then this reduces to a previous result, namely, Theorem 1.5 of [23]. This explains the name “generalised 2D uniform decoupling”. Also, the theorem actually holds for all \( \ell^2(L^p) \), \( 2 \leq p \leq 6 \), but we will only use the case \( 2 \leq p \leq 4 \).

3.2. **Polynomials with small Hessian determinant.** The following theorem will be used in the cylindrical decoupling part of the main proof.

**Theorem 3.2.** For each \( d \geq 2 \) there is a constant \( \alpha = \alpha(d) \in (0, 1] \) such that the following holds. Let \( \phi : \mathbb{R}^2 \to \mathbb{R} \) be a polynomial of degree at most \( d \), without linear terms and having \( O(1) \) coefficients. If all coefficients of its Hessian determinant \( \det D^2 \phi \) are bounded by some \( \nu \in (0, 1) \), then there exists a rotation \( \rho : \mathbb{R}^2 \to \mathbb{R}^2 \) such that

\[
\phi \circ \rho(x, y) = A(x) + \nu^\alpha B(x, y),
\]

where \( A, B \) are polynomials with \( O(1) \) coefficients.

The proof is given in Section 6.

**Remark 1.** The exact value of \( \alpha \) is not important for our purpose. In the proof given in Section 6, we see that \( \alpha \) can be taken to be \( 2^{(2-d)(d+1)} \), which is probably far from being sharp.

**Remark 2.** The rotation is necessary in general, as can be seen from the example \( \phi(x, y) = x^2 + (2+\nu)xy + y^2 \). The restriction “without linear terms” is also necessary, as can be seen from the example \( \phi(x, y) = y + x^2 \).
3.3. **Projection lemma.** We will need the following simple projection lemma. Roughly speaking, this lemma says that decoupling in higher dimensions is dominated by decoupling in one of its projections. Again, this theorem works for general Lebesgue exponents, but we will only use the $\ell^2(L^p)$ estimate.

**Lemma 3.3.** Let $A$ be any finite collection of Borel subsets of $\mathbb{R}^2$, and denote by $D(A)$ the smallest constant such that for all functions $g : \mathbb{R}^2 \to \mathbb{C}$ Fourier supported on $\bigcup A$, we have

$$\|g\|_{L^p(\mathbb{R}^2)} \leq D(A) \left( \sum_{A \in A} \|\mathcal{R}_A g\|_{L^p(\mathbb{R}^2)}^2 \right)^{\frac{1}{2}}.$$  

Let $B$ be a finite collection of Borel subsets of $\mathbb{R}^3$ such that there is a fixed projection $\pi : \mathbb{R}^3 \to \mathbb{R}^2$ and a one-to-one correspondence between sets $A \in A$ and $B \in B$ via $\pi(B) = A$. Then for all functions $f : \mathbb{R}^3 \to \mathbb{C}$ Fourier supported on $\bigcup B$, we have

$$\|f\|_{L^p(\mathbb{R}^3)} \leq D(A) \left( \sum_{B \in B} \|\mathcal{R}_B f\|_{L^p(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}.$$  

The proof is elementary by freezing one variable; see for instance, Lemma 8.2 of [4] and Proposition 6.2 of [16].

4. **Generalised 2D uniform decoupling for polynomials**

In this section, we prove Theorem 3.1. All implicit constants in this section are assumed to depend on the degree $d$.

4.1. **Uniform decoupling for rational functions.** Our starting point will be a uniform decoupling theorem for a large class of univariate rational functions.

**Definition 4.1.** For $d \geq 0$, let $Q(d)$ denote the collection of all rational functions $r(x)$ of the form $p_1/p_2$, where $p_1, p_2$ are univariate polynomials of degree at most $d$ and with coefficients bounded by $C_d$, and in addition $|p_2| \geq c_d$ over $[-1, 1]$. Here, $C_d, c_d$ are small degree constants that will be specified later.

We also recall the terminology from [23].

**Definition 4.2 (Admissible partitions).** Let $I_0$ be a compact interval and $\phi : I_0 \to \mathbb{R}$ be a smooth function. We say a partition $\mathcal{P}$ of $I_0$ is

1. super-admissible for $\phi$ at the scale $\delta$, if each interval in $\mathcal{P}$ is $(\phi, \delta)$-flat.
2. sub-admissible for $\phi$ at the scale $\delta$, if the union of any two adjacent intervals in $\mathcal{P}$ is not $(\phi, \delta)$-flat.
3. admissible for $\phi$ at the scale $\delta$, if it is both super-admissible and sub-admissible for $\phi$ at the scale $\delta$.

The following proposition shows that admissible partitions generally exist.
Theorem 4.4. For any $0 < \delta < 1$, the following holds. For any polynomial $p$ of degree at most $4$, any rational function $r \in Q(d)$, any sub-admissible partition $I_\delta$ of $[-1, 1]$ for $r$ at the scale $\delta$, any $f \in L^p(\mathbb{R}^2)$ Fourier supported in $N_{Q(d)}^r([-1, 1])$, we have

$$\sup_{x \in I} |\phi''(x)||I|^2 \geq \delta.$$  

We are ready to state the following uniform decoupling theorem for $Q(d)$.

Theorem 4.4. For any $d \geq 1$ and $\varepsilon > 0$, there is a constant $C_{d, \varepsilon}$ such that the following holds. For any $0 < \delta < 1$, any rational function $r \in Q(d)$, any sub-admissible partition $I_\delta$ of $[-1, 1]$ for $r$ at the scale $\delta$, any $f \in L^p(\mathbb{R}^2)$ Fourier supported in $N_{Q(d)}^r([-1, 1])$, we have

$$\|f\|_{L^p(\mathbb{R}^2)} \leq C_{d, \varepsilon} \delta^{-\varepsilon} \left(\sum_{J \in I_\delta} \|f_I\|^2_{L^p(\mathbb{R}^2)}\right)^{\frac{1}{2}}.$$  

Here and throughout this section, for $f : \mathbb{R}^2 \to \mathbb{C}$ and $I \subseteq \mathbb{R}$, $f_I$ will denote the Fourier restriction of $f$ to the strip $I \times \mathbb{R}$.

Note that $Q(d)$ in particular contains all polynomials of degree at most $d$ and with bounded coefficients. The corresponding weaker result has been established in Theorem 1.5 of [23].

Proof. First we note that by the triangle inequality we may assume $f$ is Fourier supported in $N_{Q(d)}^r([-1, 1])$. Then by Theorem 1.6 of [23] it suffices to check that $r$ is a “polynomial-like function” of degree at most $4d$, meaning that it satisfies Definition 1.5 of [23], i.e. for each $\sigma > 0$ small enough and each interval $J \subseteq [-1, 1]$, the set

$$B(r, \sigma, J) := \{x \in J : |r''(x)| < \sigma(\sup_{x \in J} |r''(x)| + \sup_{x \in J} |r'''(x)|)\}$$

is a disjoint union of at most $O_d(1)$ subintervals of $J$, and satisfies

$$|B(r, \sigma, J)| \lesssim \sigma^{\frac{1}{4d}} |J|.$$  

However, by rescaling, it suffices to check these conditions for $J = [-1, 1]$. Since $r \in Q(d)$, by direct computation we can check $r'' \in Q(4d)$ with suitably chosen $C_{4d}, c_{4d}$. Thus by the fundamental theorem of algebra, $B(r, \sigma, [-1, 1])$ is a disjoint union of at most $O_d(1)$ subintervals. For the length estimate, we write $r'' = p_1/p_2$ with $|p_2| \geq 1$ over $[-1, 1]$. Thus, we have $|r''(x)| \sim |p_1(x)|$ over $[-1, 1]$. On the other hand, by direct computation,

$$\sup_{|x| \leq 1} |r''(x)| = \sup_{|x| \leq 1} \left| \frac{p_1'(x) p_2' - p_1 p_2'}{p_2^2} \right| \lesssim \sup_{|x| \leq 1} |p_1'(x)| + \sup_{|x| \leq 1} |p_1(x)| \sim \sup_{|x| \leq 1} |p_1(x)|,$$

where in the last relation we have used Proposition 7.1. Let $p_0$ be a polynomial such that $p_0'' = p_1(x)$. The problem has been reduced to showing that $p_0$ is a “polynomial-like function” of degree at most $4d$, which is implied by Lemma 1.7 of [23]. Thus the result follows. $\square$
4.2. **The case of $O(\delta)$-vertical neighbourhoods.** In this subsection, we let $P : \mathbb{R}^2 \to \mathbb{R}$ be a polynomial of degree at most $d$ and with coefficients bounded by 1, and assume in addition that $|P_y| \gtrsim 1$ over $[-1,1]^2$. Note that if $\delta$ is small enough, then using the boundedness of the coefficients of $P$ we have $|P_y| \gtrsim 1$ over $[-1,1] \times [-1 - C_0 \delta, 1 + C_0 \delta]$. Here $C_0$ is a degree constant to be specified later.

Our goal in this subsection is to prove Theorem 3.1 in this special case, which further generalises Theorem 4.4.

4.2.1. **A structure proposition.** Let $\delta > 0$ be small enough compared to any degree constant, and consider \( \{(x, y) \in [-1,1]^2 : |P(x,y)| < \delta\} \) which is the set we will cover.

**Proposition 4.5.** There is a family \( \{I_k\} \) of $O(1)$ disjoint subintervals of $[-1,1]$, depending on $\delta$, such that for each $k$, there is a unique smooth function $g_k$ satisfying $P(x,g_k(x)) = 0$ over $I_k$ and has its derivatives of all orders bounded. Moreover,

\[
\{(x, y) \in [-1,1]^2 : |P(x,y)| < \delta\} = \bigcup_k \{(x, y) \in I_k \times [-1,1] : |P(x,y)| < \delta\}.
\]

In addition, for each $k$ we have the relations:

\[
\{(x, y) \in I_k \times [-1,1] : |P(x,y)| < \delta\} \subseteq \mathcal{N}^{g_k}_{O(\delta)}(I_k)
\]

\[
\mathcal{N}^{g_k}_{O(\delta)}(I_k) \subseteq \{(x, y) \in I_k \times [-1 - O(\delta), 1 + O(\delta)] : |P(x,y)| \lesssim \delta\}.
\]

See Figure 1 below for an illustration of this proposition.

---

**Proof.** We may assume $P_y \gtrsim 1$ over $[-1,1] \times [-1 - C_0 \delta, 1 + C_0 \delta]$.

By the continuity of $P$, let $I_k \subset [-1,1]$ be disjoint closed intervals whose union is

\[
\{x \in [-1,1] : \exists y_0 \in [-1,1] \text{ such that } |P(x,y_0)| \leq \delta\}.
\]
The endpoints of these intervals satisfy one of the 4 equalities: \( x = -1, \) \( x = 1, \) \( P(x, 1) = -\delta \) or \( P(x, -1) = \delta \). If either of the latter two polynomial equations holds for all \(|x| \leq 1\), then \([-1, 1]^2 \cap \{ |P| < \delta \} = \emptyset\) and so we have nothing to prove. Otherwise, by the fundamental theorem of algebra, there are at most \( O(1)\) many solutions to above equations, and thus the number of these intervals \( I_k \) is \( O(1)\). Also, (4.2) holds automatically.

Now fix \( k \). For each \( x \in I_k \), the function \( y \mapsto P(x, y) \) is strictly increasing with derivative bounded away from 0. We now show that if \( C_0 \) is chosen properly, then there is a unique \( g_k(x) \in [-1 - C_0 \delta, 1 + C_0 \delta] \) such that \( P(x, g_k(x)) = 0 \). Indeed, if \(-\delta < P(x, y_0) < 0\), then we compute

\[
P(x, 1 + C_0 \delta) - P(x, y_0) = \int_{y_0}^{1 + C_0 \delta} P_y(x, t) dt \gtrsim C_0 \delta.
\]

For \( C_0 \) large enough we have \( P(x, 1 + C_0 \delta) > 0 \). Thus by the intermediate value theorem, there exists a unique \( g_k(x) \in [y_0, 1 + C_0 \delta] \) such that \( P(x, g(x)) = 0 \). The case \( 0 \leq P(x, y_0) < \delta \) is similar. The smoothness of \( g_k \) and the boundedness of \( g'_k \) follow from the implicit function theorem and \( P_y \gtrsim 1 \).

Moreover, by the mean value theorem we have

\[
\delta > |P(x, g_k(x)) - P(x, y_0)| = |P_y(x, z)(g_k(x) - y_0)|,
\]

where \( z \in [-1 - C_0 \delta, 1 + C_0 \delta] \) and thus \( |P_y(x, z)| \gtrsim 1 \). Thus \( |g_k(x) - y_0| \lesssim \delta \).

This in particular shows that \( |g_k(x)| - 1 \lesssim \delta \). A similar argument shows that for any \( x \in I_k \), \(|y| \leq 1\) with \( |P(x, y)| < \delta \), we have \(|y - g_k(x)| \lesssim \delta \). This proves (4.3). On the other hand, if \(|y - g_k(x)| \lesssim \delta\), then \(|y| - 1 \lesssim \delta\) and

\[
|P(x, y)| = |P(x, y) - P(x, g_k(x))| \lesssim |y - g_k(x)| \lesssim \delta,
\]

since \( P \) has bounded coefficients. This proves (4.4). \( \square \)

**A reduction.** In view of this proposition and using triangle and Hölder’s inequalities, in the following we may assume without loss of generality that there is only one \( I = I_k = [-1, 1] \), and the implicit function \( g = g_k \) is defined throughout \([-1, 1]\). Also, by (4.3) and (4.4), to decouple \([-1, 1]^2 \cap \{ |P| < \delta \}, \) it suffices to decouple \( N_{O(\delta)}^g([-1, 1]) \).

4.2.2. Main decoupling argument.

**Proposition 4.6.** Let \( \delta > 0 \) and \( g : [-1, 1] \to [-1 - C_0 \delta, 1 + C_0 \delta] \) be as in Proposition 4.5 (with the reduction right above). Then there is a partition \( I_\delta \) of \([-1, 1]\) into \((g, \delta)\)-flat intervals \( I \) such that for any \( f \in L^p(\mathbb{R}^2) \) Fourier supported in \( N_{O(\delta)}^g([-1, 1]) \), we have

\[
(4.5) \quad \| f \|_{L^p(\mathbb{R}^2)} \lesssim \delta^{-\varepsilon} \left( \sum_{I \in I_\delta} \| f_I \|_{L^p(\mathbb{R}^2)}^2 \right)^{1/2}.
\]

Also, for each absolute constant \( C \geq 1 \), the intervals \( \{ C I : I \in I_\delta \} \) have bounded overlap.
Proposition 4.6 is formulated to facilitate an induction on scales argument used to prove it. However, as in the proof of Theorem 3.1, we shall use the following corollary instead.

**Corollary 4.7.** Let $P : \mathbb{R}^2 \to \mathbb{R}$ be a polynomial of degree at most $d$, with $O(1)$ coefficients and satisfying $|P_y| \gtrsim 1$ over $[-1, 1]^2$. Then for $\delta > 0$, there is a cover $T_\delta$ of $[-1, 1]^2 \cap \{|P| < \delta\}$ by rectangles $T$, such that for each absolute constant $C \geq 1$, the rectangles $CT$ have bounded overlap and on each $CT$ we have $|P| \lesssim \delta$. In addition, we have the following decoupling inequality: for any $f \in L^p(\mathbb{R}^2)$ Fourier supported on $[-1, 1]^2 \cap \{|P| < \delta\}$, we have

$$
\|f\|_{L^p(\mathbb{R}^2)} \lesssim \delta^{-\varepsilon} \left( \sum_{T \in T_\delta} \|\mathcal{R}_T f\|_{L^p(\mathbb{R}^2)}^2 \right)^{1/2} .
$$

**Proof of Corollary 4.7 assuming Proposition 4.6.** As mentioned after Proposition 4.5, it suffices to decouple the vertical neighbourhood $N_g \mathcal{O}(\delta)([-1, 1])$.

Proposition 4.6 gives a partition $I_\delta$ of $[-1, 1]$ into subintervals $I$. Since $g$ is $O(\delta)$-flat over each $I$ and has bounded derivatives, each $N_g^{\mathcal{O}(\delta)}(I)$ can be extended to an equivalent rectangle $T$. Also, the proof of Lemma 4.9 shows that the projection of $T$ into the $x$ axis is contained in $C'I$ for some absolute constant $C'$, and thus the projection of $CT$ into the $x$ axis is contained in $CC'I$. Since we established in Proposition 4.6 the bounded overlap of $CC'I$, the bounded overlap of the rectangles $CT$ then follows.

By the second relation (4.4) of Proposition 4.5, and Corollary 7.2, we have $|P| \lesssim \delta$ over $CT$. The decoupling inequality (4.6) follows immediately from (4.5), the bounded overlap of $T_\delta$ and a standard tiling argument followed by triangle and Hölder’s inequalities. 

4.2.3. **Proof of Proposition 4.6.**

**Proof.** The main idea is a Pramanik-Seeger type iteration, namely, we induct on scales, locally approximate $g$ by rational functions, and apply Theorem 4.4 in each iteration.

We first consider the base case $c < \delta < 1$ for a small enough degree constant $c$ to be determined. In this case the result holds trivially by taking $I_\delta = \{[-1, 1]\}$.

Now given $0 < \delta < c$. We argue through the following steps.

**Step 1:** Construction of partition. We apply Proposition 4.3 to find an admissible partition $I_\delta$ of $[-1, 1]$ for $g$ at the scale $\delta$. For each absolute constant $C \geq 1$, the bounded overlap of intervals $\{CI : I \in I_\delta\}$ is proved in Proposition 4.11 below. We postpone the proof since it is lengthy and we do not want to overwhelm the reader by too many technicalities here.

**Step 2:** Choosing intermediate scales. To prove the decoupling inequality, our goal is to approximate $g$ by rational functions at each different scale. First, let us denote by $N$ the smallest integer such that

$$
\delta^{(2/3)^N} := \delta_0 \geq c.
$$
Denote $\delta_n = \delta_0^{(3/2)^n}$, and so $\delta_N = \delta$ and $\delta_n = \delta_n^{3/2}$ for each $n$. (We remark that a more intuitive choice is such that $\delta_n = \delta^{2^n-1}$, but due to some slight technicality it is easier to work with $\delta_n = \delta_n^{2^m}$ for any fixed small $\varepsilon_0$. We take $\varepsilon_0 = 1/2$.)

For each $1 \leq n \leq N - 1$, we also apply Proposition 4.3 to find an admissible partition $\mathcal{I}_n$ of $[-1, 1]$ for $g$ at the scale $\delta_n$. With this, let use denote by $D_n$ the smallest constant such that for all $f$ Fourier supported in $\mathcal{N}_0^g([-1, 1])$, we have

\begin{equation}
\|f\|_{L^p(\mathbb{R}^2)} \leq D_n \left( \sum_{I \in \mathcal{I}_n} \|f_I\|_{L^p(\mathbb{R}^2)}^2 \right)^{1/2}.
\end{equation}

Our goal is to show that $D_N \lesssim \varepsilon$ for every $\varepsilon > 0$.

Step 3: Technical treatment of overlap. We hope that the partitions $\mathcal{I}_n$ are nested in the sense that $\mathcal{I}_n$ is finer than $\mathcal{I}_{n-1}$ for each $n$. Below we shall prove that without loss of generality this is indeed the case.

We only show the case $n = N$, as the other cases are the same. Let $\mathcal{I}_{N-1} = \{I_j\}$ arranged from left to right. Consider $I_1$ and denote by $p$ its right endpoint. It may happen that $p$ coincides with a boundary point of some $I \in \mathcal{I}_N$, or lies in the interior of some $I \in \mathcal{I}_N$. The previous case is good. In the latter case, since $\delta_{N-1} > \delta_N$, by admissibility such an $I$ will contain at most one such $p$. Let $\bar{I}_1 := I_1 \cup I$, which is equal to a union of intervals in $\mathcal{I}_N$. Since the rough cutoff Fourier multiplier $(x, y) \mapsto 1_{\bar{I}_1}(x)$ is bounded by an absolute constant $C$ on $L^p(\mathbb{R}^2)$, we have

$$
\|f_{I_1}\|_{L^p(\mathbb{R}^2)} \leq C\|f_{\bar{I}_1}\|_{L^p(\mathbb{R}^2)}.
$$

For other intervals $I_j$, we potentially need two intervals $I$ and $I'$ to the left and right of $I_j$ respectively. A similar argument shows that $\|f_{I_{\bar{j}}}\| \leq C\|f_{I_j}\|$ where $\bar{I}_j := I_j \cup I \cup I'$.

By the argument above, to decouple $[-1, 1]$ into intervals $I \in \mathcal{I}_N$, it suffices to complete two tasks: decoupling $[-1, 1]$ into each $I_j \in \mathcal{I}_{N-1}$, and decoupling each $\bar{I}_j$ into intervals $\{I \in \mathcal{I}_N : I \subseteq \bar{I}_j\}$. Therefore, we may assume without loss of generality that each $\mathcal{I}_n$ is a refinement of $\mathcal{I}_{n-1}$, at the cost of losing an absolute constant in the decoupling inequality of each iteration.

Step 4: Approximation. Fix $I_{N-1} \in \mathcal{I}_{N-1}$, which is a union of intervals in $\mathcal{I}_N$. We will decouple $I_{N-1}$ into intervals $\{I \in \mathcal{I}_N : I \subseteq I_{N-1}\}$.

To this end, noting that $I_{N-1}$ is $(g, \delta_{N-1})$-flat, we have

$$
\sup_{x \in I_{N-1}} |g(x) - g(x_0) - g'(x_0)(x - x_0)| \leq \delta_{N-1},
$$

where $x_0$ is the left endpoint of $I_{N-1}$. We may assume without loss of generality that $g(x_0) = g'(x_0) = 0$ by a shear transformation plus a translation. The main reason is that

$$
Q(x, y) := P(x, y + g(x_0) + g'(x_0)(x - x_0))
$$

is}
is also a polynomial of degree at most $d$ and with bounded coefficients (since $g, g'$ are bounded), and satisfies $|Q_γ| ≥ 1$. Thus, we have $|g| ≤ δ_{N-1}$ over $I_{N-1}$.

Write 

$$P(x, y) = A(x) + yB(x) + y^2C(x, y)$$

for polynomials $A, B, C$ with bounded coefficients. Using the assumption that $|P_γ| ≥ 1$ over $[-2, 2]^2$, we have $|B(x)| ≥ 1$ over $[-2, 2]$.

We will approximate $g$ by the rational function $r(x) = r_{I_{N-1}}(x)$ satisfying

$$A(x) + r(x)B(x) = 0,$$

that is,

$$r(x) = -A(x)/B(x).$$

Note that $r ∈ Q(d)$ as in Definition 4.1 if $C_d, c_d$ are suitably chosen.

Recall by definition $P(x, g(x)) = 0$, or

$$A(x) + g(x)B(x) + g(x)^2C(x, g(x)) = 0.$$

Using (4.8), we have

$$g(x) − r(x)B(x) + g(x)^2C(x, g(x)) = 0.$$  \hspace{1cm} (4.9)

Using $|g(x)| ≤ δ_{N-1}$ and $|B(x)| ≥ 1$, this gives $|g(x) − r(x)| ≤ δ^2_{N-1} = δ^{4/3}$. Since $δ_N = δ < c$, if $c$ is chosen to be small enough, then we have $|g(x) − r(x)| < δ/2$. Thus, the graph of the function $g$ over $I_{N-1}$ is contained in $N^γ_{δ/2}(I_{N-1})$.

**Step 5: Proving sub-admissibility for $r$.** We now recall that $I_N = I_δ$ is an admissible partition of $[-1, 1]$ for $g$ at the scale $δ_N = δ$. In particular, the partition $I_N(I_{N-1})$ consisting of all members of $I_N$ that are subintervals of $I_{N-1}$ is an admissible partition of $I_{N-1}$ for $g$ at the scale $δ$. To use Theorem 4.4, we need to show that $I_N(I_{N-1})$ is sub-admissible for $r$ at the scale $δ/2$.

Suppose not. Then there are two adjacent intervals $J_1, J_2$ in $I_N(I_{N-1})$ such that $r$ is $δ/2$-flat over $J_1 ∪ J_2$.

Differentiating (4.9) gives

$$(g'(x) − r'(x))B(x) + (g(x) − r(x))B'(x) + 2g(x)g'(x)C(x, g(x)) + g(x)^2(C(x, g(x)))' = 0.$$  \hspace{1cm} (4.10)

Using $g = O(δ_{N-1})$ over $I_{N-1}$ and Part (3) of Lemma 4.12, we have $g'I_{N-1} = O(δ_{N-1})$. Thus, using $|B| ≥ 1$ we also have

$$\sup_{x ∈ I_{N-1}} |g'(x) − r'(x)||I_{N-1}| ≤ δ^2_{N-1} = δ^{4/3}.$$  \hspace{1cm} (4.11)

Since $|r − g| = O(δ^{4/3})$ and we assume $r$ is $δ/2$-flat over $J_1 ∪ J_2 ⊆ I_{N-1}$, by the triangle inequality we have

$$\sup_{x, x_0 ∈ J_1 ∪ J_2} |g(x) − g(x_0) − g'(x_0)(x − x_0)| ≤ δ/2 + O(δ^{4/3}) < δ,$$

and hence each $J_1 ∪ J_2$ is also $(g, δ)$-flat. This is a contradiction since we chose $I_δ$ to be admissible (and hence sub-admissible) for $g$ at the scale $δ$. As a result, $I_N(I_{N-1})$ is sub-admissible for $r$ at the scale $δ/2$. 

Step 6: Applying Theorem 4.4. Now it is time we use Theorem 4.4 to decouple \( I_{N-1} \) into the family \( \mathcal{I}_N(I_{N-1}) \). More precisely, for every function \( f \) Fourier supported in \( \mathcal{N}_{O(\delta)}^{\emptyset}(I_{N-1}) \), we have

\[
\|f\|_{L^p(\mathbb{R}^2)} \leq C_{d,\varepsilon} \delta^{-\varepsilon} \left( \sum_{I \in \mathcal{I}_N(I_{N-1})} \|f|_I\|_{L^p(\mathbb{R}^2)}^2 \right)^{\frac{1}{2}}.
\]

(4.11)

Since \( |g - r| \leq \delta/2 \), the above decoupling inequality will hold for every \( f \) Fourier supported on \( \mathcal{N}_{O(\delta)}^{\emptyset}(I_{N-1}) \).

Step 7: Induction on scales. In this way, we have completed the decoupling of each \( I_{N-1} \in \mathcal{I}_N(I_{N-1}) \) into intervals \( \mathcal{I}_N \). Thus, it remains to decouple \([-1, 1]\) into intervals \( \mathcal{I}_{N-1} \). Therefore, the above argument implies the following bootstrap inequality: for every \( \varepsilon > 0 \),

\[
D_N \leq C_{d,\varepsilon} \delta^{-\varepsilon} D_{N-1}.
\]

Iterating this inequality for \( N = O(\log \log \delta^{-1}) \) times until we arrive at \( D_0 \sim 1 \), we have

\[
D_N \leq (\log \delta)^{\log C_{d,\varepsilon} \delta^{-3\varepsilon}} D_0 \lesssim \delta^{-4\varepsilon}.
\]

Since \( \varepsilon > 0 \) is arbitrary, we are done.

4.3. Proof of generalised 2D uniform decoupling for polynomials.

We are now ready to fully prove Theorem 3.1.

Proof. The proof is by induction on the degree \( d \). For \( d = 0 \) this is trivial. Assuming the result holds for \( d - 1 \geq 0 \), we now prove it for degree \( d \), through the following steps.

4.3.1. Dyadic decomposition. Let \( c < 1, C > 1 \) be two degree constants to be determined. With this, we dyadically decompose \([-1, 1]^2\) into the following subsets

\[
V_0 := \{(x, y) \in [-1, 1]^2 : |P_x(x, y)| < C\delta, |P_y(x, y)| < C\delta\}
\]

\[
V_{\sigma_0} := \{(x, y) \in [-1, 1]^2 : |P_x(x, y)| < C(1 + 2c)\sigma_1, |P_y(x, y)| < \delta\}
\]

\[
V_{\sigma_1, \sigma_2} := \{(x, y) \in [-1, 1]^2 : \sigma_1 \leq |P_x(x, y)| < (1 + 2c)\sigma_1, \sigma_2 \leq |P_y(x, y)| < (1 + 2c)\sigma_2\}
\]

for \( \delta \leq \sigma_i \lesssim 1, i = 1, 2 \). Since we can tolerate logarithmic losses, it suffices to cover each of the above types of subsets (which we will refer to as a dyadic layer in this proof).

4.3.2. Decoupling \( V_0 \cap \{|P| < \delta\} \). Since \( P_y \) has degree at most \( d - 1 \) and coefficients bounded by \( d \), we can apply the induction hypothesis to \( P_y \) to decouple \( \{|P_y| < C\delta\} \) into boundedly overlapping rectangles \( T' \), on each of which we have \( |P_y| \lesssim \delta \). The remaining steps are as follows.

Step A1: Rotation and translation. Fix a rectangle \( T' \). Let \( \rho \) be a rotation by no more than \( \pi/4 \) such that \( \rho(T') \) is axis parallel. We still have \( |(P \circ \rho)_y| \lesssim \delta \) since \( |P_x| \lesssim \delta \). For this reason, in the following we may assume without...
loss of generality that $T'$ is axis-parallel. Thus, we can write $T' = I' \times J'$ where $I', J'$ are subintervals of $[-1, 1]$.

**Step A2: Approximation and cylindrical decomposition.** We now approximate $P(x, y)$ by $P(x, 0)$ which depends on $x$ only. Indeed, by the mean value theorem, on $T'$ we have

$$|P(x, y) - P(x, 0)| \leq C|y|\delta \leq 2C\delta. \tag{4.12}$$

Now fix a point $(x, y) \in T' \cap \{|P| < \delta\}$, so $|P(x, y)| \leq \delta$ and $|P(x, 0)| \leq 2C\delta$ by (4.12). By the fundamental theorem of algebra, the set $\{x \in I' : |P(x, 0)| < 2C\delta\}$ is a disjoint union of $O(1)$ intervals $I$. In this way, we have decoupled $T' \cap \{|P| < \delta\}$ into rectangles $T = I \times J'$.

Now we check that the rectangle $T$ is as required, namely, on $T$ we have $|P| \leq \delta$. Indeed, for $(x, y) \in T$ we have $|P(x, 0)| \leq 2C\delta$, and since $T \subseteq T'$, by (4.12) we have $|P(x, y)| \leq 3C\delta$. Thus we are done.

4.3.3. **Decoupling** $V_{\sigma_1, \sigma_2} \cap \{|P| < \delta\}$. On $V_{\sigma_1, \sigma_2} \cap \{|P| < \delta\}$ we have

$$|P_x(x, y) + (1 + c)\sigma_1| < c\sigma_1 \quad \text{or} \quad |P_x(x, y) - (1 + c)\sigma_1| < c\sigma_1.$$ 

Replacing $x$ by $-x$ if necessary, it suffices to prove the latter case.

**Step B1: Applying induction hypothesis.** Since $P_x$ has degree at most $d - 1$ and coefficients bounded by $d$, we may apply the induction hypothesis to $P_x - (1 + c)\sigma_1$ to decouple $\{|P_x - (1 + c)\sigma_1| < c\sigma_1\}$ into rectangles $T'_1$, such that $|P_x - (1 + c)\sigma_1| \lesssim c\sigma_1$ over $100T'_1$. Thus, if the degree constant $c$ in the definition of $V_{\sigma_1, \sigma_2}$ is chosen to be small enough, then on $100T'_1$ we have $P_x \sim \sigma_1$. Also, note that by the induction hypothesis, the rectangles $100T'_1$ have bounded overlap.

Similarly, we may apply the same argument to $P_y$ to decouple $\{|P_y + (1 + c)\sigma_2| < c\sigma_2\}$ into rectangles $T'_2$, such that $|P_y| \sim \sigma_2$ over $100T'_2$, and the rectangles $100T'_2$ have bounded overlap. It suffices to prove the cases “$+$” and “$-$” separately, and replacing $y$ by $-y$ if necessary, it suffices to prove the “$-$” case, in which $P_y \sim \sigma_2$ over $100T'_2$.

Now by Lemma 4.10, there is a rectangle $T'$ such that

$$T'_1 \cap T'_2 \subseteq T' \subseteq 100T'_1 \cap 100T'_2,$$

on which we have both $P_x \sim \sigma_1$ and $P_y \sim \sigma_2$. By symmetry, it further suffices to assume $\sigma_1 \leq \sigma_2$. Also, the rectangles $T'$ have bounded overlap.

**Step B2: Rotation and translation.** We will need the following lemma, which studies the interaction between partial derivative bounds and rotations.

**Lemma 4.8.** Let $T'$ and $P$ be as in Step B1, and let $|\theta| \leq \pi/4$ and $\rho$ be the counterclockwise rotation by $\theta$. Denote $Q = P \circ \rho$. Then we have

1. We have $\max\{Q_x, Q_y\} \lesssim \sigma_2$ over $\rho^{-1}(T')$.
2. Either $Q_x \sim \sigma_2$ over $\rho^{-1}(T')$, or $Q_y \sim \sigma_2$ over $\rho^{-1}(T')$.

**Proof.** By direct computation,

$$Q_x = (P_x \circ \rho) \cos \theta + (P_y \circ \rho) \sin \theta, \quad Q_y = -(P_x \circ \rho) \sin \theta + (P_y \circ \rho) \cos \theta.$$

The upper bound $\max\{Q_x, Q_y\} \lesssim \sigma_2$ is trivial. For the lower bound of $Q_y$, we have two cases.
If $|\theta| \leq \pi/6$, then $|Q_y| \gtrsim \frac{\sqrt{3}}{2} \sigma_2 - \frac{1}{2} \sigma_1 \gtrsim \sigma_2$.

If $\pi/6 < |\theta| \leq \pi/4$, then
- If $\theta \geq 0$, then $Q_x \geq P_y/2 \sim \sigma_2$.
- If $\theta < 0$, then $Q_y \geq P_y/\sqrt{2} \sim \sigma_2$.

We now proceed in similar ways as when we decouple $V_0 \cap \{|P| < \delta\}$ in Section 4.3.2. First, similar to Step A1, we may apply a rotation by no more than $\pi/4$ to make $T'$ axis parallel. Using Lemma 4.8, after the rotation we have $Q_x \lesssim Q_y \sim \sigma_2$, or $Q_y \lesssim Q_x \sim \sigma_2$. By symmetry, we only prove the former case. Also, by abuse of notation we may assume a priori that $T' = I' \times J'$ where $I', J'$ are subintervals of $[-1, 1]$, and on $T'$ we have $P_x \lesssim P_y \sim \sigma_2$. Write $J' = [-\eta, \eta]$ for future reference.

Step B3: Approximation and cylindrical decomposition. Next, similar to Step A2, we approximate $P(x, y)$ by $P(x, 0)$ with error $O(\eta \sigma_2)$. We have two cases.

If $\eta \sigma_2 \leq \delta$, then $P(x, y)$ can be approximated by $P(x, 0)$ with an error of $O(\delta)$. Thus, the result follows from the same proof in the end of Step A2.

If $\eta \sigma_2 > \delta$, we fix a point $(x, y) \in \{|P| < \delta\} \cap T'$, so $|P(x, y)| < \delta$ and thus $|P(x, 0)| \lesssim \eta \sigma_2$. By the fundamental theorem of algebra, the set \{x \in I': |P(x, 0)| \lesssim \eta \sigma_2\} is a disjoint union of $O(1)$ intervals $I''$. Thus, we have decomposed $T'$ into rectangles $T'' = I'' \times [-\eta, \eta]$. Also, by the approximation we have $|P| \lesssim \eta \sigma_2$ over $T''$.

Step B4: Rescaling. We need to decouple $T''$ further. To do this, we do a rescaling. Let $l$ be a linear map that maps $[-1, 1]$ to $I''$, and consider the polynomial $P(lx, \eta y)$, which is essentially bounded by $\eta \sigma_2$ over $[-1, 1]^2$, and hence all its coefficients are essentially bounded by $\eta \sigma_2$ by Proposition 7.1. Define

$$\tilde{P}(x, y) = (\eta \sigma_2)^{-1} P(lx, \eta y)$$

so that $\tilde{P}$ has bounded coefficients. Now recall that $P_y \sim \sigma_2$ on $T'$, and so $P_y \sim \sigma_2$ on $T''$ since $T'' \subseteq T'$. Thus $\tilde{P}_y \sim 1$ over $[-1, 1]^2$.

Step B5: Applying Corollary 4.7. Now we apply Corollary 4.7 to $\tilde{P}$ to decouple $\{|P| < (\eta \sigma_2)^{-1} \delta\}$ into boundedly overlapping rectangles, on each of which we have $|\tilde{P}| \lesssim (\eta \sigma_2)^{-1} \delta$. Reversing the rescaling, we obtain a boundedly overlapping cover of $\{|P| < \delta\}$ by rectangles on each of which $|P| \lesssim \delta$.

4.3.4. Decoupling $V_{\sigma_1, 0}$ and $V_{0, \sigma_2}$. By symmetry, we only mention how to decouple $V_{0, \sigma_2}$. Apply the induction hypothesis in a way similar to Step B1 to obtain rectangles $T'$ on which $P_x \lesssim \delta$ and $P_y \sim C \sigma_2$. Since $\sigma_2 \geq \delta$, if $C$ is initially chosen to be large enough, then on $T'$ we have $P_y \geq 2P_x$. Thus, similar to Step B2, we perform a rotation $\rho$ by no more than $\pi/4$ so that $T'$ becomes axis parallel, and we have $(P \circ \rho)_y \gtrsim \sigma_2$. The remaining steps are the same as Steps B3, B4 and B5.

4.3.5. Bounded overlap. Lastly, we need to show the bounded overlap of $\mathcal{T}_0$. First, by Corollary 4.7, the family of rectangles $T$ covering $V_0$ obeys that
100T’s have bounded overlap. The same holds true for rectangles covering a single dyadic layer of each of the other 3 types, namely $V_{\sigma_1,0}, V_{0,\sigma_2}, V_{\sigma_1,\sigma_2}$.

We still need to show the bounded overlap among the enlarged rectangles covering different dyadic layers. We first consider two different dyadic layers of the form $V_{\sigma_1,\sigma_2}, V_{\sigma_1',\sigma_2'}$. If $T$ is a rectangle in the final cover $T_\delta$ of $V_{\sigma_1,\sigma_2}$, then the proof shows that on $100T$ we have $|P_x| \sim \sigma_1, |P_y| \sim \sigma_2$. Similarly, if $S$ is a rectangle in the final cover $T_\delta$ of some other $V_{\sigma_1',\sigma_2'}$, then on $100S$ we have $|P_x| \sim \sigma_1', |P_y| \sim \sigma_2'$. If $\sigma_1 \not\sim \sigma_2$ or $\sigma_2 \not\sim \sigma_2'$, then $100T \cap 100S = \emptyset$. This ensures that the 100-enlarged rectangles covering different dyadic layers of the form $V_{\sigma_1,\sigma_2}$ have bounded overlap. In similar ways, we can show the bounded overlap among the 100-enlarged rectangles covering different dyadic layers of all four types $V_0, V_{\sigma_1,0}, V_{0,\sigma_2}$ and $V_{\sigma_1,\sigma_2}$. Hence the result follows.

4.4. Technicalities. In this subsection, we deal with some purely technical issues that were left behind. We choose to include them here to avoid distracting the reader from the key concepts in our main proof.

4.4.1. Intersection of rectangles. Rectangles are a main geometric object in decoupling theory and many other related topics such as restriction and Kakeya problems. However, the intersection of rectangles is not guaranteed to be a rectangle, and this gives rise to some minor technicalities, which we discuss below.

**Lemma 4.9.** For every parallelogram $P \subseteq \mathbb{R}^2$, there is a rectangle $T$ such that $P \subseteq T \subseteq 3P$.

**Proof.** If $P$ is a rectangle then we have nothing to show. If not, then by rotation and rescaling we may represent $P$ by the inequalities

$$|x| \leq 1, \quad |y - mx| \leq b$$

where $0 < m < \infty, b > 0$. If $m \leq b$, then we extend $P$ to a rectangle $T$ along the sides $x = \pm 1$. If $m > 1$, then we extend $P$ to a rectangle $T$ along the sides with slope $m$. In either case, the ratio of the extended part is at most 1. The situations are illustrated in Figures 2 and 3 below. We leave the details of the computation to the reader.

The following proposition is used in Section 4.3.

**Lemma 4.10.** Let $T_1, T_2 \subseteq \mathbb{R}^2$ be rectangles with nonempty intersection. Then there is a rectangle $T$ such that $T_1 \cap T_2 \subseteq T \subseteq 100T_1 \cap 100T_2$.

**Proof.** Firstly, by rescaling, translation and Lemma 4.9 it suffices to prove the case when $T_1 = [-1,1]^2$. Here we use Lemma 4.9 twice and so we lose a factor of at most 9. We also used the following simple facts. First, for any invertible affine transformation $L : \mathbb{R}^2 \to \mathbb{R}^2$, any parallelogram $P$ and any $C \geq 1$, we have $L(CP) = CL(P)$. Second, using convexity, it is direct to show that if $P_1 \subseteq P_2$ are parallelograms and $C \geq 1$, then $CP_1 \subseteq CP_2$ (the
dilations are with respect to different centres). We leave the details of the reduction to the reader.

Now we come to the main proof. Let $T_2$ have side lengths $l_1 \leq l_2$. We distinguish the following cases.

1. If $l_1 \leq l_2 \leq 2$, then using $T_1 \cap T_2 \neq \emptyset$ we see that $T_2 \subseteq (1 + 2\sqrt{2})T_1$.
2. If $2 \leq l_1 \leq l_2$, then similarly we have $T_1 \subseteq (1 + 2\sqrt{2})T_2$.
3. If $l_1 \leq 2 \leq l_2$, we consider a tiling of $T_2$ by squares $Q$ of side length $l_1$ (with the same orientation as the sides of $T_2$). Define $T$ to be the union of all such $Q$’s that intersect $T_1 \cap T_2$, and thus $T$ is a rectangle and trivially satisfies $T_1 \cap T_2 \subseteq T$.

Now given $x \in T$. Then there is some $Q \subseteq T$ such that $x \in Q$, and $Q \cap T_1 \neq \emptyset$. Since $Q$ has side length $l_1 \leq 2$, we see that $x \in (1 + 2\sqrt{2})T_1$. Also, $Q \cap T_2 \neq \emptyset$, and since $l_1 \leq l_2$ we see that $x \in 3T_2$. Thus we have $T \subseteq (1 + 2\sqrt{2})T_1 \cap (1 + 2\sqrt{2})T_2$.

Combining the reduction in the first part we see that we lose a factor at most $9 \times (1 + 2\sqrt{2}) < 100$. In particular, the proposition holds.

4.4.2. Admissible partitions and bounded overlap. We prove the following proposition, which completes the proof of the bounded overlap in Proposition 4.6.

Recall the setup: $P : \mathbb{R}^2 \to \mathbb{R}$ is a polynomial of degree at most $d$ and with bounded coefficients. Let $\delta > 0$ and $g$ be the smooth function with bounded derivatives of all orders as in Proposition 4.6 where $P(x, g(x)) = 0$ over $[-1, 1]$.

**Proposition 4.11.** Suppose $I_\delta$ is an admissible partition of $[-1, 1]$ for $g$ at the scale $\delta$ such that for each $I \in I_\delta$ we also have (4.1). Then for each absolute constant $C \geq 1$, the intervals $\{CI : I \in I_\delta\}$ have bounded overlap.

To this end, we need the following lemma.

**Lemma 4.12.** For any interval $I \subseteq [-1, 1]$, the following are equivalent.
(1) $g$ is $O(\delta)$-flat over $I$, that is,
\[ \sup_{x,x_0 \in I} |g(x) - g(x_0) - g'(x_0)(x - x_0)| \lesssim \delta. \]

(2) We have
\[ \sup_{x \in I} |g''(x)||I|^2 \lesssim \delta. \]

(3) We have
\[ \sup_{x,x_0 \in I} |g'(x) - g'(x_0)||I| \lesssim \delta. \]

(4) For any absolute constant $C \geq 1$, $g$ is $O(\delta)$-flat over $CI \cap [-1,1]$.

\textbf{Proof.}

- \textit{“(1) \implies (2), (4)”} Taking $x_0$ to be the centre of $I$, we have
\[ \sup_{x \in I} |g(x) - g(x_0) - g'(x_0)(x - x_0)| \lesssim \delta. \]

Since $g'$ is bounded, by a translation and a shear transform we may assume $g(x_0) = g'(x_0) = 0$. Thus $|g(x)| \lesssim \delta$ over $I$. Write
\[ P(x,y) = A(x) + yB(x,y), \]

for polynomials $A, B$ with bounded coefficients. Then we have
\[ 0 = P(x, g(x)) = A(x) + g(x)B(x,g(x)). \]

Since $B$ has bounded coefficients and $g = O(\delta)$, we have $A = O(\delta)$ over $I$. Since $A$ is a polynomial, by Corollary 7.2 and a simple rescaling we have $|A'(x)||I| \lesssim \delta$ over $I$. The same reasoning gives $|A''(x)||I|^2 \lesssim \delta$ over $I$.

By direct computation, we have
\[ g''(x) = \frac{P_{xx}P_y^2 + P_x^2P_{yy} - 2P_xP_yP_{xy}}{P_y^3}(x,g(x)). \]

Thus over $I$ we have
\[ P_x(x,g(x)||I| = A'(x)||I| + g(x)B_x(x,g(x)||I| = O(\delta). \]

Similarly, we can show $P_{xy}(x,g(x)||I| = O(\delta)$ and $P_{xx}(x,g(x)||I|^2 = O(\delta)$ over $I$. Using $P_y \gtrsim 1$, we thus have $g''||I|^2 = O(\delta)$ over $I$, and thus (2) is true.

To prove (4), note that by Corollary 7.2, $A = O(\delta)$ over $I$ implies $A = O(\delta)$ over $CI$. Following the same argument as above then shows $g''||I|^2 = O(\delta)$ over $CI \cap [-1,1]$. Then (4) follows from Taylor’s theorem.

- \textit{“(2) \implies (3) \implies (1)”} This part is an immediate consequence of Taylor’s theorem.

- \textit{“(4) \implies (1)”} This part is trivial.

$\square$

\textbf{Proof of Proposition 4.11.} By our definition of bounded overlap, we will show that every $x \in \mathbb{R}$ lies in at most $O(1)$ many intervals $CI$. Fix $x \in \mathbb{R}$ and assume there is a collection $\mathcal{B}$ of intervals $I \in \mathcal{I}_\delta$ such that $x \in CI$. For simplicity of notation, we write $x = 0$. Also, for an interval $I$ we use $c_I$ to denote its centre.
Suppose there are \( N \) intervals to the right of 0 that lie in \( B \). List them as \( I_n, 1 \leq n \leq N \) from left to right. Then

\[
c(I_n) \leq C|I_n|/2.
\]

On the other hand, by disjointness of the intervals \( I_n \), we have

\[
c(I_n) \geq \sum_{k=1}^{n-1} |I_k|.
\]

Thus we have for every \( 1 \leq n \leq N \),

\[
|I_n| \geq 2C^{-1} \sum_{k=1}^{n-1} |I_k|
\]

Therefore

\[
|I_N| \geq 2C^{-1} \sum_{k=1}^{N-1} |I_k| \geq 2C^{-1}(1+2C^{-1}) \sum_{k=1}^{N-2} |I_k| \geq ... \geq 2C^{-1}(1+2C^{-1})^{N-2}|I_1|.
\]

Since \( g \) is \( \delta \)-flat over \( I_N \), using Part (2) of Lemma 4.12 then shows that

\[
\sup_{x \in I_N} |g''(x)||I_1|^2 \lesssim \delta(1 + 2C^{-1})^{-N}.
\]

By Part (4) of Lemma 4.12, we also have

\[
\sup_{x \in CI_N \cap [-1,1]} |g''(x)||I_1|^2 \lesssim \delta(1 + 2C^{-1})^{-N}.
\]

But since \( CI_N \cap [-1,1] \) contains \( I_1 \), we have

\[
\sup_{x \in I_1} |g''(x)||I_1|^2 \lesssim \delta(1 + 2C^{-1})^{-N}.
\]

Using (4.1) for \( I_1 \) we thus have \( N = O_C(1) \). The argument on the left hand side of 0 is the same, and hence the result follows.

\[\square\]

5. Proof of uniform decoupling for bivariate polynomials

Assuming Theorem 3.2 for the moment, we are ready to prove Theorem 2.2. The main idea is a Pramanik-Seeger type iteration. We first construct a suitable cover of \([-1,1]^2\) adapted to \( \phi \), and then prove a corresponding decoupling inequality at the end.

Again, all implicit constants in this section are assumed to depend on the degree \( d \).

5.1. The base case. Let \( M = M(d, \varepsilon) \) be a large constant to be determined.

Given \( 0 < \delta < 1 \). If \( \delta \geq M^{-3} \) then we simply take \( \mathcal{P}_\delta \) to be the partition of \([-1,1]^2\) into squares of side length \( c\delta^{1/2} \), where \( c = c(d) \) is chosen such that each square is (\( \phi, \delta \))-flat. The decoupling inequality is then trivial, since the constant is allowed to depend on both \( d, \varepsilon \).
5.2. Finding the cover. Now let $\delta < M^{-3}$. Our first step will be finding a cover of $[-1, 1]^2$ by $(\phi, \delta)$-flat rectangles. The overlap and the decoupling inequality will be discussed later.

Recall the exponent $\alpha = \alpha(d) > 0$ in Theorem 3.2. Our induction hypothesis is that the conclusion holds at all coarser scales $\delta' \gtrsim M^\alpha \delta$.

5.2.1. Curved part and flat part. We first study the Hessian determinant $P := \det D^2 \phi$. Partition $[-1, 1]^2$ into two parts $S_{\text{curved}}$ and $S_{\text{flat}}$ as follows:

$S_{\text{curved}} := \{(x, y) \in [-1, 1]^2 : |P(x, y)| > M^{-1}\}$

$S_{\text{flat}} := \{(x, y) \in [-1, 1]^2 : |P(x, y)| \leq M^{-1}\}$

Consider the partition of $[-1, 1]^2$ by squares of side length $\sim \delta^{1/2}$ so that each of them is $(\phi, \delta)$-flat, and denote by $\mathcal{C}$ the collection of those squares $Q$ that intersect $S_{\text{curved}}$. Note that for each $Q \in \mathcal{C}$, we have $|P(x, y)| > M^{-1/2}$ on $Q$ since we assume $\delta^{1/2} \ll M^{-1}$. Denote $|\nabla P|$ is bounded. If we can find a cover $\mathcal{F}$ of $S_{\text{flat}}$ by $(\phi, \delta)$-flat rectangles, then $\mathcal{C} \cup \mathcal{F}$ will be the required cover $\mathcal{P}_\delta$.

5.2.2. Covering the flat part by intermediate rectangles. To cover the flat part, we will first apply Theorem 3.1 above to $P$ at $M^{-1}$ to cover $S_{\text{flat}}$ by rectangles $T$ on each of which $|P| \lesssim M^{-1}$. Also, the rectangles $T$ have bounded overlap.

5.2.3. Rescaling. It remains to further decompose each $T$ into smaller rectangles on each of which $\phi$ is $\delta$-flat. To do this, we first apply a rescaling as follows.

Denote by $L_2$ the composition of a rotation and a rescaling such that $L_2$ is a bijection from $[-1, 1]^2$ to $T$. Equivalently, we may cover $[-1, 1]^2$ by boundedly overlapping rectangles on each of which $\phi_1 := \phi \circ L_2$ is $\delta$-flat, and then apply the inverse of $L_2$. Note that $\phi_1$ has the same degree as $\phi$, and $\sup_{[-1, 1]^2}|\phi_1| = \sup_T|\phi|$. Also, recalling that $|\det D^2 \phi| \lesssim M^{-1}$ on $T$, we have $|\det D^2 \phi_1| \lesssim M^{-1}$ on $[-1, 1]^2$ since $|\det L_2| \leq 1$. By Proposition 7.1 we know that all coefficients of $D^2 \phi_1$ are essentially bounded by $M^{-1}$.

5.2.4. Applying small Hessian theorem. We now apply Theorem 3.2 to $\phi_1$ to find a suitable rotation $\rho$ such that

$\phi_2(x, y) := \phi_1 \circ \rho(x, y) = A(x) + M^{-\alpha} B(x, y),$

where $A, B$ have bounded coefficients. It then suffices to cover $[-1, 1]^2$ by $(\phi_2, \delta)$-flat rectangles.

5.2.5. Applying 2D uniform decoupling. Now we do a cylindrical decoupling at the scale $M^{-\alpha}$. More precisely, we first apply Theorem 4.4 to the univariate polynomial $A$ to partition $[-1, 1]$ into intervals $I$ on each of which $A$ is $\sim M^{-\alpha}$-flat. If $l$ denotes the linear approximation of $A$ at the centre of $I$, then we have $\sup_I|A(x) - l(x)| \lesssim M^{-\alpha}$.
5.2.6. **Rescaling.** It remains to cover each such strip $I \times [-1, 1]$ by $(\phi_2, \delta)$-flat rectangles. To achieve this, we first denote by $L_1$ a linear bijection from $[-1, 1]$ to $I$, and consider $\phi_2(L_1x, y)$. Then the polynomial $\phi_2(L_1x, y) - l(L_1x)$ is essentially bounded by $M^{-\alpha}$ in $[-1, 1]^2$. By Proposition 7.1, all of its coefficients are essentially bounded by $M^{-\alpha}$. We then define

$$\phi_3(x, y) = M^\alpha(\phi_2(L_1x, y) - l(L_1x)),$$

which has bounded coefficients. Thus it suffices to cover $[-1, 1]^2$ by $(\phi_3, \sim M^\alpha \delta)$-flat rectangles.

5.2.7. **Applying the induction hypothesis.** We can now use the induction hypothesis to $\phi_3$ at scale $\sim M^\alpha \delta$ to cover $[-1, 1]^2$ by rectangles prescribed in this theorem. Reversing all linear transformations in the previous steps, we have obtained a cover $\mathcal{F}$ of $[-1, 1]^2$ by $(\phi, \delta)$-flat rectangles, as required.

5.3. **Decoupling inequality.** Having obtained the cover $\mathcal{P}_\delta$ at each scale $\delta$, we now proceed to proving the corresponding decoupling inequality.

Denote by $D(\delta)$ the smallest constant such that the following inequality holds for every $f$ Fourier supported in $\mathcal{N}_\delta^g([-1, 1]^2)$:

$$\|f\|_{L^p(\mathbb{R}^3)} \leq D(\delta) \# \mathcal{P}_\delta^{\frac{1}{p} - \frac{1}{p}} \left( \sum_{P \in \mathcal{P}_\delta} \|f_P\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}}. \tag{5.1}$$

Our goal is to show that $D(\delta) \leq C_{d, \varepsilon} \delta^{-\varepsilon}$ independent of the choice of $\phi$. To do this, we carefully follow the steps in Section 5.2.

5.3.1. **Curved part: Bourgain-Demeter decoupling.** The decoupling for the curved part in 5.2.1 is an easy consequence of the standard Bourgain-Demeter decoupling, as in Theorem 1.1 of [3]. That is, for every function Fourier supported in $\mathcal{N}_\delta^g(\mathcal{C})$ we have

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim M_{d, \varepsilon} \delta^{-\varepsilon} \# \mathcal{C}^{\frac{1}{p} - \frac{1}{p}} \left( \sum_{Q \in \mathcal{C}} \|f_Q\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}} \leq \delta^{-\varepsilon} \# \mathcal{P}_\delta^{\frac{1}{p} - \frac{1}{p}} \left( \sum_{P \in \mathcal{P}_\delta} \|f_P\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}}. \tag{5.2}$$

Notice that the decoupling constant $C_{d, M, \varepsilon}$ can be chosen to be independent of the choice of $\phi$; the proof of this assertion is elementary, and the reader may refer to Section 5 of [23] for a rigorous proof in the 2D case.

In view of the bounded overlap to be established in Section 5.4 below, by the triangle and Hölder’s inequalities it remains to prove the decoupling inequality for the flat part.

5.3.2. **Intermediate decoupling.** Following Theorem 3.1 as in Section 5.2.2 and applying Lemma 3.3 with $\mathcal{A} = \mathcal{T}_{M^{-1}}$ and $\mathcal{B} = \{N_{M^{-1}}^\phi(T) : T \in \mathcal{T}_{M^{-1}}\}$, for every function $f$ Fourier supported in $N_{\delta}^\phi(S_{\text{flat}})$ we have

$$\|f\|_{L^p(\mathbb{R}^3)} \lesssim \varepsilon M^\varepsilon \left( \sum_{T \in \mathcal{T}_{M^{-1}}} \|f_T\|_{L^p(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}. \tag{5.3}$$
Note that the constant is also independent of the choice of \( \phi \).

5.3.3. **2D uniform cylindrical decoupling.** The rescaling and rotation in 5.2.3 and 5.2.4 do not affect the decoupling inequality. The 2D uniform decoupling inequality in 5.2.5 implies the following: for every function \( f \) Fourier supported in \( N_{O(M^{-\alpha})}^{|\phi_2|}([-1, 1]^2) \), we have

\[
\|f\|_{L^p(\mathbb{R}^3)} \lesssim \varepsilon M^{\varepsilon\alpha} \left( \sum_I \|f_{I \times \mathbb{R}}\|_{L^p(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}.
\]

The constant is again independent of the choice of \( \phi \).

5.3.4. **Applying the induction hypothesis.** The rescaling in 5.2.6 does not affect the decoupling inequality. From the induction hypothesis in 5.2.7 we have the following: for every function \( f \) Fourier supported in \( N_{\mathbb{V}^2}^{|\phi_3|}([-1, 1]^2) \) (note that \( \phi_3 \) depends on individual choices of \( I \)) where \( \delta' \sim M^\alpha \delta \), we have

\[
\|f\|_{L^p(\mathbb{R}^3)} \leq D(\delta') \# P_{\delta', I}^{\frac{1}{2} - \frac{1}{p}} \left( \sum_{P' \in P_{\delta', I}} \|f_{P'}\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}},
\]

where \( P_{\delta', I} \) is the cover of \([-1, 1]^2\) by \((\phi_3, \delta')\)-flat rectangles as constructed in Section 5.2.7. Equivalently, by a rescaling we have

\[
\|f_{I \times \mathbb{R}}\|_{L^p(\mathbb{R}^3)} \leq D(\delta') \# \tilde{P}_{\delta', I}^{\frac{1}{2} - \frac{1}{p}} \left( \sum_{\tilde{P}' \in \tilde{P}_{\delta', I}} \|f_{\tilde{P}'}\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}},
\]

where \( \tilde{P}_{\delta, I} \) is a cover of \( I \times [-1, 1] \) by \((\phi_2, \delta)\)-flat rectangles and \( \# \mathbb{V} \mathbb{P}_{\delta'} = \# \mathbb{P}_{\delta, I} \). Note that \( \cup_P \tilde{P}_{\delta, I} \) is a cover of \([-1, 1]^2\) by \((\phi_2, \delta)\)-flat rectangles.

5.3.5. **Combining decoupling estimates.** Now we combine the inequalities (5.4) and (5.5) using Hölder’s inequality to the sum over \( I \). More precisely, let \( f \) be Fourier supported in \( N_{O(M^{-\alpha})}^{|\phi_2|}([-1, 1]^2) \). Then

\[
\|f\|_{L^p(\mathbb{R}^3)} \lesssim \varepsilon M^{\varepsilon\alpha} \left( \sum_I \|f_{I \times \mathbb{R}}\|_{L^p(\mathbb{R}^3)}^2 \right)^{\frac{1}{2}}
\leq M^{\varepsilon\alpha} D(\delta') \left( \sum_I \# P_{\delta', I}^{2\left(\frac{1}{2} - \frac{1}{p}\right)} \left( \sum_{\tilde{P}' \in \tilde{P}_{\delta', I}} \|f_{\tilde{P}'}\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{2}{p}} \right)^{\frac{1}{2}}
\leq M^{\varepsilon\alpha} D(\delta') \left[ \left( \sum_I \left( \# P_{\delta', I}^{2\left(\frac{1}{2} - \frac{1}{p}\right)} \right)^{\frac{p}{p-2}} \right)^{\frac{p}{p-2}} \left( \sum_I \left( \sum_{\tilde{P}' \in \tilde{P}_{\delta', I}} \|f_{\tilde{P}'}\|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{2}{p}} \right)^{\frac{p}{p-2}} \right]^{\frac{1}{2}}
\]
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$$= M^{\varepsilon \alpha} D(\delta') \left[ \sum_I \# \tilde{P}_{\delta', I} \right]^{1-2 \frac{1}{p}} \left( \sum_I \sum_{\tilde{P} \in \tilde{P}_{\delta', I}} \| f_{\tilde{P}} \|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{2}{p}} \frac{1}{2},$$

$$= M^{\varepsilon \alpha} D(\delta') \left[ \# (\cup_I \tilde{P}_{\delta', I}) \right]^{1-2 \frac{1}{p}} \left( \sum_{\tilde{P} \in \cup_I \tilde{P}_{\delta', I}} \| f_{\tilde{P}} \|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{2}{p}}.$$

Now we can reverse the rescaling and rotation from $\phi_2$ to the original $\phi$. The above decoupling inequality translates to the following: for each $T$ in the flat part $T_{M-1}$ we have

$$\| f_T \|_{L^p(\mathbb{R}^3)} \lesssim \varepsilon M^{\varepsilon \alpha} D(\delta') \left( \sum_{P \in \mathcal{P}_{\delta', T}} \| f_P \|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}},$$

where $\mathcal{P}_{\delta', T}$ is the cover of $T$ by $(\phi, \delta)$-flat rectangles $P$.

After combining with (5.3) and using another Hölder’s inequality the same way as right above, we have for every $f$ Fourier supported in $\mathcal{N}_{\delta}^\phi(S_{\text{flat}})$

$$\| f \|_{L^p(\mathbb{R}^3)} \lesssim \varepsilon M^{2\varepsilon \alpha} D(\delta') \left( \sum_{P \in \mathcal{F}} \| f_P \|_{L^p(\mathbb{R}^3)}^p \right)^{\frac{1}{p}},$$

where $\mathcal{F} = \cup_T \mathcal{P}_{\delta', T}$.

Combining with the estimate (5.2) of the curved part in 5.2.1, we thus obtain the following bootstrap inequality:

$$D(\delta) \leq C_{M, \varepsilon} \delta^{-\varepsilon} + C_\varepsilon D(\delta') M^{2\varepsilon},$$

where $\delta' \sim M^{\alpha \delta}$.

5.3.6. Induction on scales. Now it’s time to iterate (5.9). For simplicity of argument we take $\delta' = M^{\alpha \delta}$.

Iterating inequality (5.9) for $N$ times, we obtain

$$D(\delta) \leq C_{M, \varepsilon} \delta^{-\varepsilon} \left[ 1 + C_\varepsilon M^{(2-\alpha)\varepsilon} + \cdots + (C_\varepsilon M^{(2-\alpha)\varepsilon}N-1) \right] + (C_\varepsilon M^{2\varepsilon}) \left( D(M^{\alpha N} \delta) \right) \left( C_\varepsilon M^{2\varepsilon} \right)^{N}.$$

We will stop this iteration once we reach $M^{\alpha N} \delta \sim M^{-3}$, that is, when

$$N \sim \frac{\log \delta^{-1}}{\alpha \log M}.$$

In this case we have $D(M^{\alpha N} \delta) \sim_{M, \varepsilon} 1$, and

$$(C_\varepsilon M^{2\varepsilon})^N \sim (\delta^{-1})^{2\varepsilon + \frac{\log C_\varepsilon}{\alpha \log M}}.$$

Finally, we are ready to specify the choice of $M = M(d, \varepsilon)$ mentioned at the beginning of the base case: we let $\frac{\log C_\varepsilon}{\alpha \log M} = \varepsilon$, that is,

$$M = C_\varepsilon^{\frac{1}{\alpha \varepsilon}}.$$
In this way, we have \( D(\delta) \lesssim \delta^{4\varepsilon} \), independent of the choice of \( \phi \). Since \( \varepsilon \) is arbitrary, we have finished the proof of the decoupling inequality.

5.4. Analysis of overlap. To show \( \mathcal{P}_\delta \) has \( \varepsilon \)-bounded overlap, we may actually prove a slightly stronger statement that \( \sum_{T \in \mathcal{P}_\delta} 1_{100T} \leq C_d \delta^{\varepsilon-\varepsilon} \).

There are two main sources of overlaps between rectangles in \( \mathcal{P}_\delta \), namely, overlaps between rectangles created within one iteration, and overlaps between different iterations.

The former is easy to deal with. First, Section 5.2.2 gives rise to intermediate rectangles with their 100-dilations boundedly overlapping when we apply Theorem 3.1. Second, although Section 5.2.5 gives rise to a partition of \([-1,1]^2\) into strips of the form \( I \times [-1,1] \), where the covering of each strip may slightly exceed \( I \times [-1,1] \), the overlaps of the 100-dilations of the covering rectangles are also bounded, in view of Theorem 4.4. Hence, the 100-dilations of the rectangles created within one iteration have bounded overlap.

For the latter kind of overlap, we use a very rough bound. Namely, since in each iteration the number of overlap is at most \( C_d \), the final number of overlap between is at most

\[
C_d^N \lesssim C_d^{\frac{\log \delta^{-1}}{\log M}} \sim \varepsilon \delta^{-\varepsilon},
\]
as required.

We remark that a more refined analysis of the geometry of the rectangles will probably give a better overlap bound, which we do not pursue in this article.

5.5. The convex case. Lastly, we prove a \( \ell^2(L^p) \) decoupling inequality (2.4) when \( \det D^2 \phi \geq -\delta^2 \) over \([-1,1]^2\).

We claim that the set \( Z_\delta := \{(x,y) \in [-1,1]^2 : \det D^2 \phi(x,y) \in [-\delta^2,0]\} \) lies in the flat part of each iteration. First, it is easy to see that \( Z_\delta \) is a subset of \( S_{\text{flat}} \) in Section 5.2.1 since \( \delta^2 < M^{-1} \). Next, note that after one iteration, the rescaled function \( \phi_3 \) in Section 5.2.6 satisfies \( |\det D^2 \phi_3| \leq M^{2\alpha} \delta^2 \), which is also much smaller than \( M^{-1} \), over the corresponding rescaling of \( Z_\delta \). Since the iteration stops after \( N \sim \frac{\log \delta^{-1}}{\alpha \log M} \) steps, we have for all \( j \) (where \( \phi_3 \) gives rise to \( \phi_4, \phi_5, \phi_6 \) in the second iteration, and so on)

\[
|\det D^2 \phi_{3j}| \leq M^{2N\alpha} \delta^2 \sim M^{-6} < M^{-1}.
\]

Thus the set \( Z_\delta \) is a subset of the flat part in every iteration.

We recall the simple fact that the composition of a convex function with any orientation-preserving affine map is also convex. As a result, by the argument above, in the \( j \)-th iteration, the function \( \phi_{3j} \) is convex over \([-1,1]^2 \setminus Z_\delta \), which is the curve part that we need to decouple further. Thus, in Section 5.3.1 when we invoke Theorem 1.5 we can obtain \( \ell^2(L^p) \) estimates. Since all other decoupling inequalities, namely, the intermediate decoupling in Section 5.3.2 and 2D cylindrical decoupling in Section 5.3.3, are \( \ell^2(L^p) \) inequalities, in the end we are able to obtain a \( \ell^2(L^p) \) decoupling inequality for the polynomial \( \phi \).
6. POLYNOMIALS WITH SMALL HESSIAN DETERMINANT

In this section, we prove Theorem 3.2. All implicit constants in this section are assumed to depend on the degree \( d \).

6.1. A reduction. In this subsection, we reduce Theorem 3.2 to studying a special type of polynomials. We need the following lemma about eigenvalues of Hessian matrix of polynomials.

**Lemma 6.1.** Let \( \phi : \mathbb{R}^2 \to \mathbb{R} \) be a polynomial of degree at most \( d \), without linear terms. Suppose that \( \phi \) has \( O(1) \) coefficients and at least one of them is \( \sim 1 \). Then there exists \( (x_0, y_0) \in B(0, 1) \) such that one of the eigenvalues of \( D^2\phi(x_0, y_0) \) is of magnitude \( \sim 1 \).

**Proof.** By a rotation and replacing \( \phi \) by \(-\phi\) if necessary, we may assume that \( P_{xx} \) has at least one coefficient \( \sim 1 \). By Proposition 7.1 again, there exists \( (x_0, y_0) \in B(0, 1) \) such that \( P_{xx}(x_0, y_0) \sim 1 \).

Note that \( \phi_{xx} + \phi_{yy} \) is the trace, and hence the sum of eigenvalues, of \( D^2\phi \). Thus, if \( |\phi_{xx}(x_0, y_0) + \phi_{yy}(x_0, y_0)| > \phi_{xx}(x_0, y_0)/2 \sim 1 \), we are done. Otherwise, we have \( \phi_{yy}(x_0, y_0) < -\phi_{xx}(x_0, y_0)/2 < 0 \). However,

\[
\det D^2\phi(x_0, y_0) < -\phi_{xx}^2(x_0, y_0)/2 - \phi_{xy}^2(x_0, y_0).
\]

Therefore

\[
|\det D^2\phi(x_0, y_0)| \geq \phi_{xx}^2(x_0, y_0)/2 \sim 1.
\]

This implies that the product of the eigenvalues of \( D^2\phi(x_0, y_0) \) is bounded below. Since both eigenvalues are \( O(1) \), they have magnitude \( \sim 1 \), as desired. \( \square \)

Lemma 6.1 helps us to reduce Theorem 3.2 to the following case.

**Proposition 6.2.** There is a constant \( \alpha = \alpha(d) \in (0, 1] \) such that any polynomial \( Q(x, y) \) satisfying

1. \( \deg Q \leq d \);
2. \( Q \) has no linear term;
3. the only second order term of \( Q \) is \( x^2 \);
4. all coefficients of \( Q \) are \( O(1) \);
5. all coefficients of \( \det D^2Q \) are bounded by some \( \nu \in (0, 1) \);

is of the form

\[
Q(x, y) = \tilde{A}(x) + \nu^\alpha \tilde{B}(x, y),
\]

where \( \tilde{A}, \tilde{B} \) are polynomials with \( O(1) \) coefficients.

We will prove Proposition 6.2 in the next subsection.

**Proof of Theorem 3.2 assuming Proposition 6.2.** Let \( \phi \) be a polynomial satisfying the assumption of Theorem 3.2. By dividing \( \phi \) by its largest coefficient, we may assume without loss of generality that \( \phi \) has some coefficient 1.

Now, we apply Lemma 6.1 and get \( (x_0, y_0) \in B(0, 1) \) such that one of the eigenvalues \( \lambda_1 \) of \( D^2\phi(x_0, y_0) \) is of magnitude \( \sim 1 \). By dividing \( \phi \) by \( \lambda_1 \) and
replacing \( \phi \) by \(-\phi\) if necessary, we assume without loss of generality that \( \lambda_1 = 1 \).

Since \( \sup_{\mathbb{B}(0,1)} |\det D^2 \phi| \lesssim \nu \) by Proposition 7.1, the other eigenvalue \( \lambda_2 \) of \( D^2 \phi(x_0, y_0) \) is of magnitude \( O(\nu) \). Let \( \rho \) be a rotation that sends \( \{e_1, e_2\} \) to the unit eigenvectors of \( D^2 \phi(x_0, y_0) \) and \( \tau \) be a translation that sends the origin to \( \rho^{-1}(x_0, y_0) \). By the eigenvalue analysis, the second order terms of \( \tilde{\phi} = \phi \circ \rho \circ \tau \) are given by \( x^2 + O(\nu)y^2 \). Define \( Q \) by removing all the terms of degree at most two except \( x^2 \) in \( \tilde{\phi} \). Then we see that all assumptions in Proposition 6.2 are satisfied. Hence, \( Q \) is of the form (6.1).

Now, we analysis the coefficients of \( \phi \circ \rho = \phi \circ \tau^{-1} \). First, \( Q \circ \tau^{-1} \) is also of the form (6.1). Moreover, the linear terms in \( \tilde{\phi} \) have no impact on the higher order terms in \( \tilde{\phi} \circ \tau^{-1} \) and \( O(\nu)y^2 \) can be absorbed to \( \tilde{B} \). On the other hand, \( \phi \) has no linear term, and so does \( \phi \circ \rho \). In conclusion, we see that

\[
\phi \circ \rho(x, y) = A(x) + \nu^n B(x, y)
\]

for some polynomials \( A, B \) with \( O(1) \) coefficients, as desired. \( \square \)

6.2. The representing line. In this subsection, we prove Proposition 6.2. We first introduce the following terminology.

**Definition 6.3.** Let \( \phi : \mathbb{R}^2 \to \mathbb{R} \) be a polynomial. We consider the set of nonzero indices of \( \phi \), namely,

\[
N(\phi) := \{(m, n) \in \mathbb{Z}^2_{\geq 0} : \text{the coefficient of } x^m y^n \text{ in } \phi \text{ is nonzero}\}.
\]

Given a straight line \( \ell \subset \mathbb{R}^2 \) we denote by \( \phi|_{\ell} \) the sum of terms of \( \phi \) with indices lying on \( \ell \).

We have the following simple lemma.

**Lemma 6.4.** Let \( \ell \) be such that all points of \( N(\phi) \) lie on one side of \( \ell \), inclusive. Then all points of \( N(\det D^2 \phi) \) lie on the same side of \( \ell' := \ell + \ell - \{(2, 2)\} \). Moreover,

\[
(\det D^2 \phi)|_{\ell'} = \det D^2 (\phi|_{\ell}).
\]

**Proof.** Write \( \phi = \phi|_{\ell} + R \). Then

\[
\det D^2 \phi = \det D^2 (\phi|_{\ell}) + (\phi|_{\ell})_{xx} R_{yy} + (\phi|_{\ell})_{yy} R_{xx} - (\phi|_{\ell})_{xy} R_{xy} + \det D^2 R.
\]

All the terms except \( \det D^2 (\phi|_{\ell}) \) are strictly on one side of \( \ell + \ell - \{(2, 2)\} \). \( \square \)

In view of Lemma 6.4, the boundaries of the convex hull of \( N(\phi) \) are important in the analysis. Since we are interested in polynomials whose only second order term is \( x^2 \), the boundaries that contain the term \( x^2 \) are of particular interest.

**Definition 6.5.** Let \( Q \) be a polynomial that satisfies the five assumptions in Proposition 6.2. \( \ell \subset \mathbb{R}^2 \) is called a representing line of \( Q \) if

(1) \( \ell \) contains \((2, 0)\) and at least one other point in \( N(Q) \);
(2) \( \ell \) is not horizontal;
(3) all points of \( N(Q) \) lie on one side of \( \ell \), inclusive.
Proposition 6.6. Let $Q$ be a polynomial that satisfies the five assumptions in Proposition 6.2 and $\ell$ be a representing line of $Q$. Then

$$Q|_{\ell} = x^2 + \nu^\beta B(x, y),$$

for some $\beta \in (0, 1]$ depending only on $d$ and some polynomial $B$ with $O(1)$ coefficients.

Proof. Express $\ell$ in the $(m, n)$-plane by the equation $m = tn + 2$ where $t \in \mathbb{R}$. By Lemma 6.4, we see that $\det D^2(Q|_{\ell})$ has coefficients bounded by $\nu$.

6.2.1. Case $t < 0$. Since we are in $\mathbb{Z}_{\geq 0}^2$ we see $Q|_{\ell}$ is either of the form $Q_{\ell}(x, y) = x^2 + ay^k$ where $k \geq 3$ or

$$Q_{\ell}(x, y) = x^2 + a_1xy^k + a_2y^{2k}$$

where $k \geq 2$.

In the former case, $\det D^2(Q|_{\ell}) = 2ak(k-1)y^{k-2}$. Then $a = O(\nu)$ and we get the form we want.

In the latter case, a direct computation shows that

$$\det D^2(Q|_{\ell}) = 2a_1k(k-1)xy^{k-2} + [4a_2k(2k-1) - a_1^2k^2]y^{2k-2}.$$  

Since $\det D^2(Q|_{\ell})$ has coefficients bounded by $\nu$, we have $a_1 = O(\nu)$, $a_2 = O(\nu)$ as desired.

6.2.2. Case $t \geq 0$. In this case, $\ell$ is either vertical or has a positive slope. Let $cx^{k_1}y^{k_2}$ be the highest order term of $Q_{\ell}$. If $k_2 \geq 1$, then by direct computation,

$$\det D^2(Q|_{\ell}) = -c^2k_1k_2(k_1 + k_2 - 1)x^{2k_1 - 2}y^{2k_2 - 2} + \text{lower order terms}.$$  

In particular, we see that $c = O(\nu^{1/2})$. Thus we can approximate $Q|_{\ell}$ by $\hat{Q} = Q|_{\ell} - cx^{k_1}y^{k_2}$ and see that all coefficients of $\det D^2\hat{Q}$ are of the order $O(\nu^{1/2})$. Note that $\hat{Q}$ satisfies the same five assumptions with $\nu$ replaced by $\nu^{1/2}$. Each such approximation reduces the degree by at least 1. This process can be repeated at most $d$ times until we arrive at $x^2$. In conclusion, we see that $Q|_{\ell}$ is of the form $x^2 + \nu^\beta B(x, y)$ where $B$ has bounded coefficients, and $\beta = 2^{2-d}$.

We are now ready to prove Proposition 6.2, thus completing the proof of Theorem 3.2.

Proof of Proposition 6.2. Let $Q$ be a polynomial that satisfies the five assumptions. If there is no representing line of $Q$, we are done because in this case $Q$ is a function of $x$. Otherwise, by Proposition 6.6, all coefficients on representing lines $\ell$ of $Q$ are $O(\nu^{\beta})$. We can then approximate $Q$ by $Q_1 = Q - Q|_{\ell} + x^2$ and $\det D^2Q_1$ has $O(\nu^{\beta})$ coefficients. For $j \geq 1$, repeat the process with $\nu$ replaced by $\nu^{\beta^j}$ and let $Q_{j+1} = Q_j - (Q_j)|_{\ell_j}$, for some representing lines $\ell_j$ of $Q_j$. The process will be terminated in less than $(d+1)^2$ steps when no representing lines are available. In summary, we see that all coefficients of $Q$, except those terms containing $x$ only, is $O(\nu^{\beta(d+1)^2})$. Thus, we obtain (6.1) with $\alpha = \beta^{(d+1)^2}$.
7. Appendix

The following facts about polynomials will be used extensively, and are the key to many of our analysis of polynomials.

**Proposition 7.1.** For any $n$-variate real polynomial $P = \sum c_\alpha \xi^\alpha$ of degree at most $d$, we have the following relation:

$$\sup_{[-1,1]^n} |P| \sim_{n,d} \max_{\alpha} |c_\alpha|.$$  

As a result, we also have the following equivalences:

$$\sup_{[-1,1]^n} |P| \sim_{n,d} \sum_{\alpha} |c_\alpha| \sim_{n,d,C} \sup_{[-C,C]^n} |P| \sim_{n,d} \sup_{B^n(0,C)} |P|,$$

for any absolute constant $C$.

For a proof of this proposition, the reader may consult [13].

**Corollary 7.2.** For any rectangle $T \subset \mathbb{R}^n$ and any absolute constant $C$,

$$\sup_T |P| \sim_{n,d,C} \sup_{C^T} |P|.$$  

**Proof.** Let $l$ be an affine transformation that maps $[-1,1]^n$ to $T$. Apply Theorem 7.1 to $P \circ l$ to get

$$\sup_{[-1,1]^n} |P \circ l| \sim_{n,d,C} \sup_{[-C,C]^n} |P \circ l|,$$

which implies the desired relation. \hfill \Box
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