First passage time and information of a one-dimensional Brownian particle with stochastic resetting to random positions.
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We explore the effects of stochastic resetting to random positions of a Brownian particle on first passage times and Shannon’s entropy. We explore the different entropy regimes, namely, the externally-driven, the zero-entropy and the Maxwell demon regimes. We show that the mean first passage time (MFPT) minimum can be found in any of these regimes. We provide a novel analytical method to compute the MFPT, the mean first passage number of resets (MFPNR) and mean first passage entropy (MFPE) in the case where the Brownian particle resets to random positions sampled from a set of distributions known a priori. We show the interplay between the reset position distribution’s second moment and the reset rate, and the effect it has on the MFPT and MFPE. We further propose a mechanism whereby the entropy per reset can be either in the Maxwell demon or the externally driven regime, yet the overall mean first passage entropy corresponds to the zero-entropy regime. Additionally, we find an overlap between the dynamic phase space and the entropy phase space. We use this method in a generalized version of the Evans-Majumdar model by assuming the reset position is random and sampled from a Gaussian distribution. We then consider the toggling reset whereby the Brownian particle resets to a random position sampled from a distribution dependent on the reset parity. All our results are compared to and in agreement with numerical simulations.

I. INTRODUCTION

Random processes with stochastic resetting exhibit diffusive and first passage features qualitatively different to ordinary diffusion [1,2]. When a Brownian particle in one dimension is stochastically reset to a fixed position in space, the mean first passage time to a given target becomes finite and can be minimized with respect to the resetting rate [1]. It has been shown that stochastic reset can enhance random searches in many contexts [3,6], including situations where many targets or resetting points are distributed in space [2]. Commonly, a resetting event is modelled as an instantaneous event where the Brownian particle relocates to a given position. While an instantaneous reset may not be physically possible, it still is a good approximation [10]. In addition, non-instantaneous resetting processes have been studied [11].

The statistics of first encounter times is at the core of many problems in the realm of biology, ecology, chemistry, economics, physics, etc. Good examples are reaction kinetics involving freely diffusive molecules and prey-predators dynamics [12,16]. In the latter context, prey capture can involve relatively complex decisions by the predator depending on the position of the prey, or vice-versa [17,18]. For instance, this is the case when the predator uses information about positions occupied by a prey, and decides to relocate to regions of space where it is more likely to be found [19]. There are other phenomena, such as olfaction in the case of olfaction-driven navigation in animals [19,21], backtrack recovery in RNA polymerases [22,23] or the formation of physical contacts between distant segments of DNA by means of temporal and spatial motion scales [24], which can affect first passage properties. Moreover, responding to environmental cues, i.e., acquiring, storing, processing information and acting upon it in biological systems inevitably comes at an energetic cost [25,26]. The energy cost will foremost depend on the situation being considered but ultimately we can presume a trade-off between energy optimization and time optimization. For instance, in [2], a prey-predator dynamics considers scenarios where the predator relocates to early positions visited by the prey, or, on the contrary, to recent positions. In both scenarios the predator captures the prey in a finite time, yet the predator’s mean squared displacement yields a constant value in the former scenario whereas in the latter the predator diffuses like the prey. In addition, the regulatory functions, such as acquiring, storing and processing the prey information for relocation in the aforementioned
example, need to be considered as part of the energetic cost.

The relationship between information and thermodynamics is a fascinating area of research which has led to a vast and still growing amount of research. Perhaps the main pillar linking information and thermodynamics is Landauer’s principle [27] which states that the irreversible erasure of information is accompanied with a dissipated energy in the form of heat. Some time ago, Landauer’s principle was successfully verified experimentally [28] [30]. To illustrate Landauer’s principle let’s consider the irreversible erasure of information in one bit, whereby we initially have some information stored in this bit (either 0 or 1). Then by erasing we reset the bit to 0 regardless of the initial information stored, therefore losing the initial information stored. From Shannon’s information theory [31], the entropy associated to the initial state is $s_i = k \ln 2$ while the entropy associated with the final state is $s_f = 0$. Therefore the change in entropy is $\Delta s = -k \ln 2$. Landauer argued that by reducing the randomness of the physical entity (the bit in question) which must obey the laws of physics then the physical entity must manifest this change by dissipating an amount of energy equal to $kT \ln 2$.

In Ref. [32] the authors study the effects of Landauer’s principle in stochastic resetting processes and identify three resetting regimes, namely, a regime where the particle requires external energy to reset referred to as the externally-driven regime, the Maxwell Demon regime whereby the particle is dissipating energy from the reservoir at each resetting and the zero-entropy regime. Moreover, the authors derive the first and second law of thermodynamics for stochastic dynamics with resetting. In the present paper we study the first passage time and entropy properties in the presence of stochastic reset where Brownian particle relocates to a position sampled from a distribution. We also identify the three regimes mentioned above. Furthermore, we generalize a method discussed in previous work [7] (a similar approach can also be found in [33]). This method allows a generalization where the reset position can be random variables from a known set of distributions, which we refer to as the resetting distribution set. The resetting distribution set can, in principle, be a countable infinite set and dependent on the number of resets. We show the interplay between the resetting distribution’s second moment and the reset rate, and the effect it has on the MFPT and MFPE. We further propose a mechanism whereby the entropy per reset can be either in the Maxwell demon or the externally-driven regime, while the overall mean first passage entropy corresponds to the zero-entropy regime. We argue these ideas can help guide the modeling of optimization processes akin to biology, condensed matter and machine learning among other fields.

The paper is organized as follows: In the next section we derive the method to compute the mean first passage time (MFPT) and the mean first passage number of resets (MFPNR). In section IV we outline the method and derive an analytical expression to compute the mean first passage entropy (MFPE). In section IV A we apply the method to a generalized version of the well-known Evans-Majumdar stochastic reset model [1] and compare the results with numerical simulations. We show that for the generalized Evans-Majumdar model, the MFPT minimum can be in any of the three regimes. Moreover, as the resetting distribution’s second moment decreases the MFPT minimum goes from the externally-driven regime to the Maxwell demon regime passing through the zero-entropy regime. In section IV B we consider the toggling reset whereby the Brownian particle resets to a random position sampled from a distribution dependent on the resetting event parity. We show that the entropy per reset can be in either the Maxwell demon or the externally-driven regime, yet the overall mean first passage entropy corresponds to zero-entropy regime. We further show the phase diagram where this net zero-entropy mechanism is possible. Section V is devoted to conclusions. The numerical simulations were done in Julia and the code is available in [34]. More details on how the simulations were carried out can be found in [7] and section A of the SM.

II. FIRST PASSAGE DYNAMICS UNDER STOCHASTIC RESET TO RANDOM POSITIONS

Here we derive the formulas to compute the mean first passage time at the origin and the mean first passage number of resets for a one-dimensional Brownian particle under stochastic resets to random positions. Contrary to the problems studied in [1] or [32], the resetting position can be sampled at each resetting event from a different distribution. The Brownian particle is diffusing with a constant $D$, has an initial position $z_0$ distributed according to $P_0$ and stochastically resets with rate $Q$. The position $z_n$ of the $n$-th resetting event is drawn from a distribution $P_n$. Hence $n$ tags the number of resets and $\{P_n\}_{n=0}^\infty$ is a set of distributions, as shown in Fig. 1.

We further show that under certain conditions the mean first passage time and the mean first passage number of resets are proportional with a proportionality constant $1/Q$. The formal mathematical problem can be expressed via a Fokker-Planck equation, namely:

$$\frac{\partial P(z,t)}{\partial t} = D \frac{\partial^2 P(z,t)}{\partial z^2} - QP(z,t) + QP_n(z)$$

$$P(z,0) = P_0(z),$$

(1)

where $P(z,t)$ denotes the particle distribution at position $z$ and time $t$. There are different methods for computing the mean first passage time and depending on the problem one method can adjust better than others. Here we use a method described in previous work [7]. This method is motivated by i) the fact that the mean first passage time relates to the survival probability in Laplace space [35] and ii) each subprocess in-between resets is a simple Brownian motion. Given a resetting rate $Q$ and
a set of resetting distributions \( \{P_i\}_{i=0}^{\infty} \), we denote the survival probability as \( S_Q(\{P_i\}_{i=0}^{\infty}, t) \), which is the probability that the particle has not reached the origin yet at time \( t \). We consider the initial positions and resetting positions to be random variables \( \{\xi_i\}_{i=0}^{\infty} \) with distributions, \( \{P_i\}_{i=0}^{\infty} \) known a priori, i.e., \( \xi_i \sim P_i \). For a given sequence of probability density functions \( \{P_i\}_{i=1}^{n} \), the probability that a process has survived and has reset exactly \( n \) times at time \( t \), \( S^{(n)}(\{P_i\}_{i=0}^{n}, t) \), may be expressed as the convolution of the survival probabilities of the diffusive process between two successive resetting events, \( S(\xi_n, t_n) \), multiplied by the probability that a resetting event does not occur, where \( t_n \) is the time interval between the \( n \)th and \( n + 1 \)th resetting events. Here \( S(\xi_n, t_n) \) is averaged over \( P_n(\xi_n) \). Notice that for \( P_i(\xi) = \delta(\xi - z_i) \) the survival probability between any two consecutive resets is simply the survival probability at time \( t_i \) of a Brownian particle with initial position \( z_i \), viz. \( S(z_i, t_i) = \text{erf}(|z_i|/\sqrt{4Dt_i}) \), where \( \text{erf}(\bullet) \) is the error function.

From now on, we assume \( Q \neq 0 \) unless stated otherwise. First, let us derive the survival probability when there is only 1 reset. The survival probability of the whole process is, in fact, the subprocess before the resetting event times the probability the reset does not occur convoluted with the subprocess after the resetting event times the probability the reset does not occur. Although we are considering only one reset, we include the probability the reset does not occur in both terms of the convolution as in the end we will consider the limit for infinite number of resets. The survival probability of a process with exactly 1 reset is

\[
S^{(1)}(P_0, P_1, t) = Q \int_0^t dt_1 e^{-Q t_1} \langle S(\xi_1, t_1) \rangle \xi_1 \times \int_0^t dt_0 e^{-Q t_0} \langle S(\xi_0, t_0) \rangle \xi_0 \delta(t - t_1 - t_0).
\]

Generalizing to \( n \) > 0 resets is straightforward, viz.,

\[
S^{(n)}(\{P_i\}_{i=1}^{n}, t) = \int_0^t dt_1 \cdots \int_0^t dt_n \prod_{i=1}^{n} e^{-Q t_i} Q \langle S(\xi_i, t_i) \rangle \xi_i \times \prod_{i=0}^{n} dt_i e^{-Q t_i} \langle S(\xi_0, t_0) \rangle \xi_0 \delta \left(t - \sum_{i=0}^{n} t_i\right).
\]

Applying the Laplace transform, which we denote with a \( \tilde{\bullet} \), Eq. \( 3 \) yields

\[
\tilde{S}^{(n)}(\{P_i\}_{i=0}^{n}, u) = \prod_{i=1}^{n} \left[ Q \langle \tilde{S}(\xi_i, u + Q) \rangle \xi_i \right] \left( \tilde{S}(\xi_0, 0) \right) \xi_0.
\]

The survival probability of the process is the sum over the number of resets \( n \) of the survival probability with a fixed number of resets, viz.,

\[
S_Q(\{P_i\}_{i=0}^{\infty}, t) = \langle S(\xi_0, t) \rangle e^{-Qt} + \sum_{n=1}^{\infty} \tilde{S}^{(n)}(\{P_i\}_{i=1}^{n}, t).
\]

The survival probability functional (Eq. \( 5 \)) contains the first passage properties and can be used to extract the first passage time distribution. However, we will primarily focus on the mean first passage time (MFPT) functional. Recall that the mean first passage time equates to the survival probability in Laplace domain in the limit where the Laplace variable, \( u \), tends to zero. Thus we apply Laplace transform to Eq. \( 5 \) leading to:

\[
\tilde{S}_Q(\{P_i\}_{i=0}^{\infty}, u) = \langle \tilde{S}(\xi_0, Q + u) \rangle \xi_0 + \sum_{n=1}^{\infty} \tilde{S}^{(n)}(\{P_i\}_{i=1}^{n}, u) = \langle \tilde{S}(\xi_0, Q + u) \rangle \xi_0 + 1 + \sum_{n=1}^{\infty} \prod_{i=1}^{n} \Theta(Q, P_i) \xi_i
\]

\[
\tau(Q, \{P_i\}_{i=0}^{\infty}) = \lim_{u \to 0} \tau(Q, \{P_i\}_{i=0}^{\infty}, u) = \frac{Q}{\Theta(Q, P_0)} \left( 1 + \sum_{n=1}^{\infty} \prod_{i=1}^{n} \Theta(Q, P_i) \right),
\]

\[
\Theta(Q, P_n) = Q \langle \tilde{S}(\xi_n, Q) \rangle \xi_n = Q \int_{-\infty}^{\infty} d\xi_n P_n(\xi_n) \tilde{S}(\xi_n, Q).
\]

Notice that \( \Theta(Q, P) \) is effectively the survival probability between two consecutive resets where the resetting position is averaged over a given distribution \( P \) and where the time interval between the two resetting events is averaged over the distribution \( Q e^{-Qt} \). Consequently, \( \Theta(Q, P) \) can also be interpreted as the probability of having survived when the next reset occurs. Similarly, \( 1 - \Theta(Q, P) \) is the probability of being absorbed before the next reset. Let us denote as \( p_n(\{P_i\}_{i=0}^{n}) \), the probability that the particle has survived after \( n \) resets. From above, the probability of zero resets occurring is \( p_0(Q, P_0) = 1 - \Theta(Q, P_0) \). Similarly, the event of only one reset correspond to the situation where the Brownian particle survives up to the first reset and does not survive between the first and the second ones. The probability of only one reset is thus \( p_1(Q, P_0, P_1) = \Theta(Q, P_0) (1 - \Theta(Q, P_1)) \). It is straightforward to show that the probability of finding the target placed at the origin after exactly \( n \) resets, \( p_n(\{P_i\}_{i=0}^{n}) \), is:

\[
p_n(Q, \{P_i\}_{i=0}^{n}) = (1 - \Theta(Q, P_n)) \prod_{i=0}^{n-1} \Theta(Q, P_i).
\]
The product term in Eq. (9) corresponds to the survival probability up to the nth reset while the prefactor accounts for the non-survival probability after the nth reset and before the n + 1th reset.

In the next section we define the mean first passage entropy. We show that the MFPE depends on two things, namely, the average change in entropy per reset and the mean first passage number of resets (MFPNR), defined as the average value of n with the distribution (9):

$$\mu(Q, \{P_i\}_{i=0}^{\infty}) = \sum_{n=0}^{\infty} np_n(\{P_i\}_{i=0}^{n}).$$

We leave the derivation of the average change in entropy per reset for the next section.

Notice that when $\Theta(Q, P_n)$ is independent of n (e.g., $P_n = \mathcal{P}$ for all $n = 0, \ldots, \infty$) and $\Theta(Q, \mathcal{P}) < 1$, Eq. (10) takes the form:

$$\mu(Q, \mathcal{P}) = \Theta(Q, \mathcal{P})/(1 - \Theta(Q, \mathcal{P})).$$

whereas the MFPT in Eq. (7) simply reads:

$$\tau(Q, \mathcal{P}) = \frac{\mu(Q, \mathcal{P})}{Q}.$$ (12)

From Eq. (11), the MFPNR is thus given by the ratio between the probability of at least one reset and the probability of no reset. The main results in this section can be summarized by Eqs. (5), (8), (7) and (10). In the case of identically distributed $z_i$, Eqs. (11) and (12) are equivalent to the result derived in [39] and [9] by using a renewal approach for the MFPT of an arbitrary process under resetting. These results relate the first passage statistics of the resetting process in terms of the ones corresponding to the process without resetting. In the following section we discuss the first passage properties under stochastic resetting from an information theory standpoint and derive the mean first passage entropy, i.e., the amount of entropy exchanged during the first passage process on average.

III. FIRST PASSAGE ENTROPY UNDER STOCHASTIC RESET TO RANDOM POSITIONS

In this section we derive and discuss the change in entropy due to stochastic resetting to random positions. We show that there is an interplay between the resetting rate and the set of resetting distributions which yield three regimes, namely, the zero-entropy regime where the entropy does not change on average until the first passage time, a regime where the entropy increases which we refer to as the externally-driven regime and the Maxwell Demon regime whereby the particle is dissipating or losing information every time it resets. We stress that these regimes refer to the effect of resetting on the information entropy, which contrasts with the monotonic increase in information entropy for simple diffusion due to the particle sampling of space.

Let us consider the same model as in the previous section. At the $n - 1$th resetting event, the particle relocates to a random position that we denote as $z_{n-1}$. Suppose that the next reset takes place $t$ units of time afterwards. The Brownian particle’s entropy $s_i(t)$ before the nth reset is

$$s_i(t, z_{n-1}) = -\int_0^\infty dz N_{im}(z|z_{n-1}, 2Dt) \times \ln N_{im}(z|z_{n-1}, 2Dt).$$

where $N_{im}(z|z_n, 2Dt)$ denotes the normalized time-dependent distribution of a Brownian particle in the positive semi-axis with absorbing boundary conditions at the origin, i.e., $N_{im}(z|z_n, 2Dt) = (N(z|z_n, 2Dt) - N(z - z_n, 2Dt))/\text{erf}(z_n/\sqrt{4Dt})$. Here $N(z|z_n, 2Dt)$ is a Gaussian distribution with mean and variance $z_n$ and $2Dt$, respectively. The entropy after the nth reset, on the other hand, is related to the uncertainty one has about the position $z_n$:

$$s(P_n) = -\int d\xi P_n(\xi) \ln P_n(\xi).$$

The entropy change $\Delta s(t, P_n)$ resulting from the nth resetting event is given by

$$\Delta s(t, P_n, z_{n-1}) = s(P_n) - s_i(t, z_{n-1}).$$

We compute the entropy change per reset where the time $t$ between two consecutive resetting events is averaged.
over the distribution $Q \exp(-Qt)$ and averaged over the resetting distribution, namely,

$$
\Delta s_Q(P_n) = \int_0^\infty dt Q e^{-Qt} \langle \Delta s(t, P_n, z_{n-1}) \rangle_{\xi_{n-1}}. \quad (16)
$$

The difficulty in computing Eq. (16) explicitly is due to Eq. (13) and we are not going to attempt such calculation here. We consider a Gaussian distribution $\mathcal{N}(z|z_n, 2Dt)$ instead of $\mathcal{N}(z|z_n, 2Dt)$ in Eq. (13). In the following sections, we show that this approximation is in very good agreement with the numerical results at large resetting rate. When the typical resetting time is smaller than the typical diffusion time to the origin the Brownian particle does not have enough time to probe the boundary, which explains why at large resetting rate the analytical results yield very good agreement with the numerical ones. In the case of small resetting rates the analytical results show a decent quantitative agreement and the same qualitative behavior as obtained numerically. We argue that the qualitative agreement comes from the fact that the information entropy associated to, both, the Gaussian distribution and $\mathcal{N}(z|z_n, 2Dt)$ scales logarithmically with time. The entropy change obtained from substituting the Gaussian distribution in Eq. (13) yields

$$
\Delta s(t, P_n) = \int d\xi_n P_n(\xi_n) \ln P_n(\xi_n) - \frac{1}{2} (\ln 4\pi Dt + 1). \quad (17)
$$

Notice that Eq. (17) no longer has a dependence on $z_{n-1}$, hence we only average over the Poisson distribution, which yields

$$
\Delta s_Q(P_n) = s(P_n) + \frac{1}{2} \ln \frac{e^{\gamma-1}Q}{4\pi D}. \quad (18)
$$

where $\gamma \approx 0.57721...$ is the Euler’s constant. Every time a reset occurs, there is an amount of entropy change which on average is given by Eq. (18). We define the mean first passage entropy (MFPE), $\Delta \Sigma(Q, \{P_n\}_{n=0}^\infty)$, as the sum over the number of resets of the entropy change per reset (Eq. (18)) averaged by the resetting probability, viz.

$$
\Delta \Sigma(Q, \{P_n\}_{n=0}^\infty) = \sum_{n=1}^\infty \sum_{j=1}^n \Delta s_Q(P_j)p_n(\{P_i\}_{i=0}^n). \quad (19)
$$

Notice that when the resetting distributions are independent of the number of resets, $P_n = P$ for all $n = 0, ..., \infty$, the MFPE is simply the mean entropy change per reset times the average number of resets, i.e., Eq. (19) can be simplified to

$$
\Delta \Sigma(Q, P) = \Delta s_Q(P)\mu(Q, P). \quad (20)
$$

Using Eq. (19) we obtain three different regimes, namely

$$
\left\{ \begin{array}{ll}
\text{Externally-driven regime,} & \Delta \Sigma(Q, \{P_n\}_{n=0}^\infty) > 0 \\
\text{Zero-entropy regime,} & \Delta \Sigma(Q, \{P_n\}_{n=0}^\infty) = 0 \\
\text{Maxwell demon,} & \Delta \Sigma(Q, \{P_n\}_{n=0}^\infty) < 0
\end{array} \right. \quad (21)
$$

The regime where the average entropy is positive corresponds to the situation where information increases. In the Maxwell's demon regime the system is losing information. However, Eq. (21) allows search processes with stochastic resetting that generate zero entropy, i.e., no information is loss on average. Another interesting aspect of the previous derivations is the possibility of having a negative entropy change per reset for a subset of resetting events and still be in the zero-entropy regime as long as there is enough positive entropy change per reset to compensate. We will come back to this later. The interplay between the set of resetting distributions and the resetting rate ultimately determine the entropy regime. The same interplay affects the mean first passage time and, as we will show in the next section, what optimizes the MFPT does not always optimize the MFPE.

In the next section we consider several of examples and compare our theoretical predictions with simulations. We show the existence of a metastable minimum at low resetting rates which can be tuned to fall in either of the entropy regimes. We center our focus on the MFPT metastable minimum mainly because i) it corresponds to a finite resetting rate compared to the global minimum which occurs for $Q \to \infty$, ii) it can be tuned to lie in any of the three regimes as per the global minimum belongs to the externally-driven regime and iii) in the limit whereby the second moment of the resetting distribution tends to zero, the metastable minimum becomes the stable (and global) one.

IV. EXAMPLES

A. Stochastic resetting to random positions sampled from a Gaussian distribution

The Evans-Majumdar resetting model consists in a one-dimensional Brownian particle diffusing with a constant $D$ initially located at $z_0$, i.e., $P_0(z_0) = \delta(z_0 - z_0)$ and stochastically resets to $z_0$ with a rate $Q$. A slightly more general model consists in assuming that both the initial condition and the resetting position are Gaussianly distributed, according to $\mathcal{N}(z|z_0, \sigma)$, with mean and standard deviation $z_0$ and $\sigma$, respectively, i.e., $P_n(\xi_n) = \mathcal{N}(\xi|z_0, \sigma)$ for all $n = 0, ..., \infty$. We are interested in the first passage properties derived in the previous sections, specifically. What is the mean time, number of resets and entropy of the Brownian particle when it reaches $z = 0$ for the first time? We stress that all of the results related to the MFPT in this section are in
perfect agreement with those obtained in [33]. It’s wellknown that the Fokker-Planck that describes the process yields:
\[
\frac{\partial P(z,t)}{\partial t} = D \frac{\partial^2 P(z,t)}{\partial z^2} - QP(z,t) + QN(z|z_0, \sigma) .
\]
\[P(z,0) = N(z|z_0, \sigma) . \tag{22}\]

Indeed by making \( \sigma \to 0 \) in Eq. (22), one recovers the Evans-Majumdar stochastic resetting model [1].

In this example the MFPT, the MFPNR and the MFPE take very simple forms given by Eqs. (12), (11) and (20), respectively. The survival probability between two consecutive resets yields
\[
\Theta(Q, \mathcal{N}) = 1 - \frac{1}{2} \left( e^{-|z_0|/\sqrt{D} + \frac{Q\sigma^2}{2\pi} \text{erfc} \left( \frac{|z_0| + \sigma^2 \sqrt{Q/\gamma}}{\sqrt{2\sigma^2}} \right)} + e^{z_0/\sqrt{D} + \frac{Q\sigma^2}{2\pi} \text{erfc} \left( \frac{|z_0| + \sigma^2 \sqrt{Q/\gamma}}{\sqrt{2\sigma^2}} \right)} \right). \tag{23}\]

Note that the first passage properties are functions of \( \Theta(Q, \mathcal{N}) \). We will now discuss various limits. By taking the limit \( \sigma \to 0 \), Eq. (23) becomes
\[
\lim_{\sigma \to 0} \Theta(Q, \mathcal{N}) = 1 - e^{-|z_0|/\sqrt{D}} . \tag{24}\]

From Eqs. (12) and (11) together with (24) we obtain the MFPT and MFPNR when the resetting distribution is a \( \delta \)-Dirac function,
\[
\begin{align*}
\lim_{\sigma \to 0} \mu(Q, \mathcal{N}) &= e^{\sqrt{D}|z_0|} - 1 , \\
\lim_{\sigma \to 0} \tau(Q, \mathcal{N}) &= (e^{\sqrt{D}|z_0|} - 1)/Q ,
\end{align*} \tag{25}
\]
in perfect agreement with [1]. The entropy change per reset averaged over the resetting distribution at finite \( \sigma \), Eq. (18), yields
\[
\Delta s_Q(\mathcal{N}) = \frac{1}{2} \ln \left( \frac{\sigma^2 Q e^\gamma}{2D} \right) , \tag{26}\]

which diverges when \( \sigma \to 0 \). Hence the MFPE (Eq. (19)) diverges to minus infinity when the variance goes to zero. This regime corresponds to the Maxwell demon (see Eq. (21)). Moreover, from Eq. (26) the ratio between the variance and the typical mean-squared displacement dictates the entropy regime. This ratio has also an effect on the MFPT and MFPNR. Let us introduce the adimensional numbers \( c = |z_0|/\sqrt{2\sigma^2} \) and \( w = \sqrt{Q\sigma^2/2D} \). Eq. (23) becomes:
\[
\Theta(Q, \mathcal{N}) = 1 - \frac{1}{2} e^{-c^2} \left( e^{(w-c)^2} \text{erfc}(w - c) + e^{(w+c)^2} \text{erfc}(w + c) \right) . \tag{27}\]

The MFPT is obtained by substituting Eq. (27) into Eq. (12), namely,
\[
\tau = \frac{1}{2} \left( e^{(w-c)^2} \text{erfc}(w - c) + e^{(w+c)^2} \text{erfc}(w + c) \right) \times \frac{z_0^2}{4c^2 w^2 D} . \tag{28}\]

The MFPNR is obtained by substituting Eq. (27) into Eq. (11), while the MFPE is
\[
\Delta \Sigma = \frac{1}{2} \ln \left( w^2 e^c \right) . \tag{29}\]

The entropy regime limits shown in Eq. (21) become
\[
\begin{cases}
\text{Externally-driven regime,} & w > \exp(-\gamma/2) \\
\text{Zero-entropy regime,} & w = \exp(-\gamma/2) \\
\text{Maxwell demon regime,} & w < \exp(-\gamma/2)
\end{cases} \tag{30}
\]

To obtain the behavior of the MFPT for small and large resetting rates we expand Eq. (28) in series of \( w \) around 0 and \( \infty \), respectively, leading to:
\[
\tau \approx \begin{cases}
\frac{e^{-c^2}}{\sqrt{\pi w^2/2D}}, & w \ll 1 \\
\frac{e^{c^2}}{\sqrt{\pi w^2/2D}}, & w \gg 1
\end{cases} . \tag{31}
\]

The MFPT for small and large resetting rates goes as \( \tau \sim Q^{-1/2} \). While the MFPT diverges as \( Q \) tends to zero as expected, for large resetting rate the MFPT tends to zero as a power law of \( Q \). These behaviours are qualitatively different from the Evans-Majumdar resetting model [1]. In the original model, for large values of \( Q \) the particle has not enough time to reach the origin between resets. Here, a large resetting rate also increases the sampling of the resetting distribution such that eventually the particle resets to a position very close to the target. Perhaps more striking is the behavior for finite values of \( Q \). For values of \( c \geq 1.8 \) the MFPT has a metastable minimum. In agreement with the results of [33] where the authors showed that below a critical value \( c \approx 1.79 \) the metastable minimum disappears both theoretically and experimentally.

In the upper panel of Fig. 2 we show the reduced MFPT \( \tau/\tau_0 \) vs \( w \), where \( \tau_0 = z_0^2/2D \), and compare theory (Eq. (28)) with numerical simulations for different values of \( c \). We have also plotted a vertical dashed line which delimits the entropy regimes, viz., \( w \) values below, at and above the dashed line correspond to Maxwell demon, zero-entropy and externally-driven resetting regimes, respectively. Notice that the MFPT metastability is located close to the zero-entropy regime. As \( c \) increases to infinity, the metastable minimum becomes a stable minimum, as for a single resetting position. In the lower panel of Fig. 3 we show the entropy change defined by \( \Delta \Sigma \) vs \( w \) for different values of \( c \). Notice that all curves pass through the point with coordinates \( (\exp(-\gamma/2), 0) \). As \( c \) increases, the MFPE deviates
FIG. 2. Comparison between theory and simulations for $c \in [1.2, 3.0]$ taking steps of size $\Delta c = 0.2$. Lines and plot markers correspond to theory and simulations respectively. The dashed vertical line delimits the entropy regimes, i.e., left and right regions to the dashed line correspond to Maxwell demon and externally-driven resetting regimes, respectively, while at the dashed corresponds to the zero-entropy regime. **Upper panel** The reduced MFPT vs $w$, where $\tau_0 = z_0^2/2D$. For $c < 1.8$ the MFPT is decreasing monotonically. For $c \geq 1.8$, the MFPT has a metastable minimum close to the zero-entropy regime. As $c$ increases to infinity, the metastable minimum becomes a stable one. **Lower panel** MFPE vs $w$. All curves pass through the origin and the coordinates $(\exp(-\gamma/2), 0)$ corresponding to no reset and the zero-entropy regime respectively. As $c$ increases, the MFPE deviates more from zero for all $w$ values except for $w = 0$ and $w = \exp(-\gamma/2)$, which correspond to $Q = 0$ and the zero-entropy regime, respectively. In the upper panel of Fig. 3 we show the MFPR $\mu$ vs $w$ for different values of $c$ to validate our analytical results by comparing with simulations. Notice that for large values of $w$, $\ln \mu \sim c^2 + \ln w$ in agreement with Eq. (31). In the lower panel of Fig. 3 we show a contour plot of the MFPE. The vertical dashed line delimits the entropy regimes.

For $c \geq 1.8$ and as $c$ increases, the metastable minimum shifts to a lower $w$, while the MFPT value in the metastable minimum increases. Minimizing the MFPT with respect to $w$ at fixed $c$ leads to the transcendental equation:

$$\frac{d\Theta(Q,N)}{dw} \frac{1}{1 - \Theta(Q,N)} = \frac{2\Theta(Q,N)}{w}.$$  

(32)

We have solved Eq. (32) numerically for different values of $c$ and in Fig. 4 we have plotted the minimizing resetting rate vs $c$. We have added a horizontal dashed line that corresponds to the resetting rate that minimizes the Evans-Majumdar stochastic resetting model. Notice
that as $c$ increases, the MFPT minimum shifts to lower values of $Q$ eventually converging to $Qz_0^2/D \approx 2.5396$...

In perfect agreement with the Evans-Majumdar stochastic resetting model. Additionally, we have added a gray line that delimits the entropy regimes, viz., values above, at and below the dashed line correspond to externally-driven, zero-entropy and Maxwell demon regimes, respectively. We have also computed the intersection between the locally optimal $Q$ and that defining the zero-entropy regime denoted as a star in Fig. 4. The intersection is located at $(c_0, 4w^2c_0^2)$ where $c_0 \approx 1.90214$.

In terms of the original variables, the MFPT metastable minimum corresponds to the zero-entropy regime when $Qz_0^2/D \approx 4e^{-\gamma(1.90214)^2} \approx 8.12575$.

As a matter of summary for this section, we have shown that in the case of a Brownian particle with stochastic reset to a random position sampled from a Gaussian distribution the MFPT is always finite. Furthermore, there is a metastable minimum at a finite resetting rate and as the Gaussian’s standard deviation decreases, the MFPT metastable minimum eventually becomes the stable minimum. Additionally, we showed how the interplay between the resetting rate and the Gaussian standard deviation leads to three different entropy regimes. In the next section we study the effect of a toggling resetting distribution on the first passage properties.

**B. Stochastic resetting to random positions sampled from a toggling Gaussian distribution**

In the previous section, we considered the resetting distributions to be Gaussian and showed that the MFPT metastable minimum can be tuned to lie in any of the thermodynamical regimes. In particular, for $w < \exp(-\gamma/2)$ the metastable minimum MFPT lies in the zero-entropy regime. Furthermore, we showed that the MFPT metastable minimum can match the zero-entropy regime. Notice that ultimately the mean entropy per reset (Eq. (18)) is what allows us to define the three regimes. Here we consider the situation where a subset of the resetting events are such that the mean entropy per reset falls in the Maxwell demon regime while for the remaining subset of resetting events the mean entropy per reset falls under the externally-driven regime whereas the MFPE corresponds to the zero-entropy regime.

Let us consider a Brownian particle that stochastically resets to a random position sampled from a toggling Gaussian distribution. Depending on the resetting number parity, the particle resets to a random position sampled from $P_a = N(\xi|z_a, \sigma_a)$ or $P_b = N(\xi|z_b, \sigma_b)$ when the resetting number is even or odd, respectively. The resetting distribution set can be expressed as

$$P_i(\xi_i) = \frac{1 + (-1)^i}{2}N(\xi_i|z_a, \sigma_a) + \frac{1 + (-1)^{i+1}}{2}N(\xi_i|z_b, \sigma_b),$$

where $i$ tags the resetting number. From Eqs. (8), (27) and (33) we obtain

$$\Theta(Q, P_i) = \begin{cases} \Theta(Q, P_a), & i = 2m \\ \Theta(Q, P_b), & i = 2m + 1 \end{cases},$$

with $m$ an integer. Let us introduce the same adimensional numbers and distinguish them by parity, i.e., $w_\chi = \sigma^2Q/2D$ and $c_\chi = z/\sqrt{2\sigma^2}$ with $\chi = \{a, b\}$. Computing the MFPT and MFPNR is straightforward, viz., from Eqs. (34) and Eq. (7) we obtain the MFPT,

$$\tau = \frac{\Theta(Q, P_a)}{Q} \frac{1 + \Theta(Q, P_b)}{1 - \Theta(Q, P_b) \cdot \Theta(Q, P_a)}.$$  

The MFPNR can be directly inferred from Eq. (35). However, here we derive the expression from Eqs. (9) and (34). Notice that the probability of finding the target after $n$ resets, $p_n$, is given by:

$$p_n = \begin{cases} (1 - \Theta(Q, P_a))^{(\Theta(Q, P_a)\Theta(Q, P_b))^m}, & \text{if } n = 2m \\ (1 - \Theta(Q, P_b))^{(\Theta(Q, P_a)\Theta(Q, P_b))^m}\Theta(Q, P_a), & \text{if } n = 2m + 1 \end{cases}.$$  

Thus the MFPNR (see Eq. (10)) yields:

$$\mu = \Theta(Q, P_a) \frac{1 + \Theta(Q, P_b)}{1 - \Theta(Q, P_b) \cdot \Theta(Q, P_a)}.$$
Inferring the MFPE from the past results is not straightforward as the mean entropy per reset depends on the resetting number parity. With the aid of Eq. (18) we obtain the MFPE,
\[
\Delta \Sigma = \frac{(\Delta s_Q(P_\text{odd}) + \Theta(Q, P_\text{odd})\Delta s_Q(P_\text{even})) \Theta(Q, P_\text{a})}{1 - \Theta(Q, P_\text{b})\Theta(Q, P_\text{a})}
\]

(38)

Let us introduce the parameter \(\alpha = \sigma_b/\sigma_a\), \(w_b = \alpha w_a\) and \(c_b \propto c_a/\alpha\). In Fig. 5 we compare Eqs. (35) and (38) with simulations for different values of \(c_a\) and \(\alpha\) with \(z_a = 0.1\) and \(z_b = 0.2\). Notice in the upper panel that the MFPT also has a metastable minimum similar to that in the previous section. Furthermore, as \(c\) increases, the metastable minimum shifts to a lower value of \(w\). However, the entropy regime boundaries are no longer fixed as the MFPE depends on \(w_a, c_a\) and \(\alpha\). Additionally, while the comparison between theory and numerics in the lower panel is overall good, notice that for large \(w_a\) and \(c_a\), and hence larger resetting rate, the comparison improves. When the typical resetting time is smaller than the typical time to diffuse to the origin the Brownian particle does not have enough time to probe the boundary and, therefore, \(N_\text{im} \approx N\). In the case of small resetting rates the analytical results show a decent quantitative agreement and the same qualitative behavior as obtained numerically. We argue that the qualitative agreement comes from the fact that the information entropy associated to, both, the Gaussian distribution and to \(N_\text{im}(z|z_{n-1}, 2Dt)\) scales logarithmically with time.

Note that the MFPE belongs to the zero-entropy regime when Eq. (38) equals zero, which leads to
\[
\Delta s_Q(P_\text{odd}) + \Theta(Q, P_\text{odd})\Delta s_Q(P_\text{even}) = 0\ ,
\]

(39)

while the entropy change per reset regime will depend on the resetting number parity. Thus the toggling feature allows a mechanism whereby the entropy gained per even resetting parity compensates for the entropy dissipated per odd resetting number (and vice versa) leading to a net zero entropy first passage process. Furthermore, similar to the previous section, the MFPT metastable minimum can be in the zero-entropy regime. Minimizing the MFPT with respect to \(w_a\) leads to a transcendental equation which is reported in section B in the SM.

We solved Eqs. (39) and (B1) numerically for \(w_a\) for different values of \(c_a\) and \(\alpha\). In the upper panel of Fig. 6 we show the numerical solutions by plotting the reduced resetting rate vs \(c_a\). Each blue curve corresponds to the MFPT metastable minimum as a function of \(c_a\) given a fixed value of \(\alpha\), which increases in direction of the \(x\)-axis. Notice that the metastable minimum disappears for low values of \(c_a\), whereas for increasing \(c_a\) the MFPT metastable minimum becomes the stable minimum and converges to the Evans-Majumdar minimum. The solid orange line corresponds to the zero entropy regime, above and below which are located the externally driven and Maxwell demon regimes, respectively. Additionally, the red curve corresponds to the roots of the MFPE obtained from our numerical simulations which are equivalent to using the exact probability density function, i.e. \(N_\text{im}(z|z_n, 2Dt)\). Note that there is a region approximately for \(\alpha \in [0.4, 2.8]\) where the MFPT metastable minimum matches the zero-entropy regime as shown in the lower panel of Fig. 6. Thus to any point in the red curve bounded by the blue curves corresponds a MFPT metastable minimum in the zero-entropy regime. Moreover, for \(\alpha \neq 0\), the entropy per reset for even (odd) resetting number falls in the Maxwell demon (externally driven) regime respectively, as shown in Fig. 7. Finally, our numerical results show that for \(\alpha = 1\) the MFPT metastable minimum corresponds to the zero-entropy regime when \(c_a = 1.95534\) and \(Q^a_{c_a}/D = 7.08033\).

To summarize, we have studied a Brownian particle with stochastic resetting to random positions sampled from a toggling distribution. Specifically, we computed the MFPT, MFPNR and the MFPE, and compared them
with numerical simulations. We showed the existence of a region in parameter space where the MFPT metastable minimum belongs to the zero-entropy regime while the entropy per reset can be non-zero. In this manner we were able to overlap the dynamic phase space with the entropy phase space.

FIG. 6. MFPT metastable minimum obtained numerically from Eqs. (39), (B1) and from numerical simulations. Upper panel Reduced resetting rate vs $c_a$. Each blue curve correspond to a fix value of $\alpha$ where $\alpha \in [0.1, 4.0]$ with step $\Delta \alpha = 0.1$. The black curve correspond to $\alpha = 1$ and larger values of $\alpha$ lie on the right hand side of the black curve. The dashed black horizontal line corresponds to the Evans-Majumdar limit where the MFPT minimum becomes absolute while the envelope of the blue curves limits the MFPT metastable minimum phase. The orange curve corresponds to the zero entropy regime. Above and below are the externally-driven and the Maxwell demon regime. The yellow star corresponds to the MFPT metastable minimum falling in the zero entropy regime for $\alpha = 1$. Lower panel Reduced resetting rate vs $\alpha$. The filled band shows the metastable MFPT minimum whereas the yellow and red curves show the entropy regime.

FIG. 7. Exponatiated entropy per reset vs $\alpha$ for even and odd resets. The dashed horizontal line corresponds to the zero entropy regime. Both curves are parametrized such that for any $\alpha$ value, the MFPE is zero.

V. CONCLUSIONS

We have shown a novel method to compute the mean first passage time, number of resets and entropy for a one-dimensional Brownian particle subject to resetting to random positions, where at each reset the random position is sampled from a specific distribution associated to that resetting event. The method takes into account all of the resets happening in a first passage process and not just the last reset. This method is relevant since it allows to compute first passage statistics in the presence of stochastic resetting to random positions sampled from a reset-dependent distribution. We compared this method with simulations and found excellent agreement. In particular we first considered a generalized version of the Evans-Majumdar model and showed that the MFPT metastable minimum can be tuned to fall in either the energy-driven, zero-entropy or Maxwell demon regime by tuning the resetting rate and the resetting distribution’s first and second moment. We furthered considered the case of the parity-toggling resetting distribution and showed that it is possible to tune the parameters such that the MFPT metastable minimum corresponds to the zero-entropy regime despite the average entropy per reset for even and odd resetting numbers is positive and negative, respectively. The toggling distribution ultimately shows how can stochastic resetting be utilized as a mechanism whereby information is randomly lost and gained locally although the overall information flow is zero. Additionally, by studying the first passage time and entropy, we were able to compare the dynamic phase space with the entropic phase space.

Landauer’s principle which relates the erasure of information to thermodynamic irreversibility states that an irreversible process in a computing device must necessarily come with an energy consumption. This principle has also been extended to biological settings used to model processes such as chemotaxis in single-cell organisms [25, 26]. Understanding the dynamics and thermodynamics of search processes and how they are intertwined, can have applications in biology such as in RNA backtrack recovery [22, 23, 37], in condensed matter for glass formation [38, 41] and in deep learning for the training of deep neural networks [42]. In this paper we have applied similar tools to resetting processes.
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Supplemental Material A: Numerical Simulations

In this section we describe the implementation our simulations. As in previous work [7], we performed a Kinetic Monte Carlo type simulation which first consists in generating a first passage time random variable, \( t_0 \), the Lévy-Smirnov distribution with parameter \( t \), as a resetting time random variable \( t_{r0} \) from a Poisson distribution with parameter \( Q \). If \( t_0 > t_{r0} \), we keep repeating the previous step. We denote the new first passage random variable as \( t_n \) obtained from a Lévy-Smirnov distribution, with scaling parameter \( z_n^2/2D \) where \( z_n \) is the random position after the resetting event, and denote the new resetting time random variable as \( t_{rn} \), where \( n \) denotes the number of resetting events that have occurred since the process started. If \( t_n < t_{rn} \), then the process stops and the first passage time for that sample is \( \sum_{i=0}^{n-1} t_{ri} + t_n \). Notice that \( n \) is the first passage number of resets. Similarly, the first passage entropy random variable is \( \frac{1}{2} \sum_{i=0}^{n-1} \ln(\sigma_i^2/2D_{ri}) \) where \( \sigma_i \) is the \( i \)th resetting distribution’s second moment. Our numerical results were obtained using a sample size of \( 5 \cdot 10^3 \).

Supplemental Material B: Mean First Passage time metastable minima

We take the derivative w.r.t. \( w_a \) of Eq. (33), equate to zero and obtain:

\[
\left( \frac{d\Theta(Q,P_a)}{dw_a} + \frac{d\Theta(Q,P_b)}{dw_a} \Theta(Q,P_b) + \frac{d\Theta(Q,P_b)}{dw_a} \Theta(Q,P_b) \right) \frac{1}{\Theta(Q,P_a)(1 + \Theta(Q,P_b))} + \frac{1}{1 - \Theta(Q,P_a)\Theta(Q,P_b)} = \frac{2}{w_a}.
\]

In Fig. 6 we display the root \( w_a \) obtained numerically for fixed values of \( c_a \) and \( \alpha \).
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