RecipeNLG: A Cooking Recipes Dataset for Semi-Structured Text Generation
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Abstract

Semi-structured text generation is a non-trivial problem. Although last years have brought lots of improvements in natural language generation, thanks to the development of neural models trained on large scale datasets, these approaches still struggle with producing structured, context- and commonsense-aware texts. Moreover, it is not clear how to evaluate the quality of generated texts. To address these problems, we introduce RecipeNLG – a novel dataset of cooking recipes. We discuss the data collection process and the relation between the semi-structured texts and cooking recipes. We use the dataset to approach the problem of generating recipes. Finally, we make use of multiple metrics to evaluate the generated recipes.

1 Introduction

A cooking recipe is a very specific category of text, that facilitates sharing culinary ideas between people and provides algorithms for food preparation. Although the recipes follow a set of informal rules which make the cooking experience understandable and reproducible (Fisher, 1969), there are no strict rules on how this text should be structured. This makes it hard to estimate the recipe quality using any objective measures.

Recently, we have noticed a major growth of interest in using cooking recipes datasets for performing deep learning experiments. In particular, there is a number of interesting endeavors utilizing computer vision for finding (Salvador et al., 2017) or even generating (Salvador et al., 2019) cooking recipes matching the input food image. One of the results was the publication of the Recipe1M+ (Salvador et al., 2017) (Marin et al., 2019) dataset containing both recipes and images. This dataset, which was the largest publicly available recipes dataset at the time, boosted research in this area.

However, while the demand is still emerging, there is currently no large scale cooking dataset tailored specifically for NLP tasks. The existing resources are either not sufficiently big to make efficient use of state of the art language models, or were created with computer vision in mind. In our work, we propose a novel dataset that builds on that previous work and resources. We hope that this resource, which is currently the largest cooking recipes dataset publicly available, may further empower research in the area.

This work is composed of three parts. In Section 3 we outline the problem of imitating cooking recipes and their structure. We show the limitations that caused us to recognize the existing resources as insufficient for generating complete cooking recipes. In Section 4, we introduce a novel recipes dataset built for semi-structured (Buneman, 1997) text generation, which contains over 2 million recipes. We present detailed information about the process of data gathering, deduplication, and cleansing. Finally, in Section 5 we present the implementation details and results of our experiment. We make use of a Named Entity Recognizer (NER) to extract food entities from the dataset and provide them as an input for the recipe generator, using special control tokens. This data is used to fine-tune a GPT-2 (Radford et al., 2019) language model which generates new recipes based on the given list of food entities. We use a number of evaluation methods to compare the generated output to the real recipes using the same set of food entities.

In summary, our work introduces RecipeNLG¹ - the novel dataset of cooking recipes, along with the language generation task based on this dataset.

2 Related work

Dissemination of artificial neural network architectures like GPT-2 (Radford et al., 2019), BERT (Devin et al., 2019) or LSTM (Hochreiter and Schmidhuber, 1997), (Merity et al., 2017) allowed to ad-

¹recipenlg.cs.put.poznan.pl
to generate individual instructions based on the title and the list of ingredients. They utilized a dataset with 150K cooking recipes for model evaluation. (Yagcioglu et al., 2018) published a dataset consisting of approximately 20K recipes to generate question-answer pairs. (Chandu et al., 2019) built a custom dataset of food images and made use of the text to image approach to perform a storyboarding task for each recipe step. (Luis Herranz and Jiang, 2018) surveyed different approaches to the problem of food recognition and recipe analysis. They published a list of datasets, reported in the literature and their characteristics.

(Majumder et al., 2019) proposed the task of personalized recipe generation, and have shared a dataset of 180K recipes and 700K user interactions (reviews). The authors used an encoder-decoder framework to generate recipes and conducted an evaluation using text metrics. They encoded three embedding layers: title, ingredient, and caloric-level using BERT then decoded recipes steps using a two-layered GRU. (Lee et al., 2020) have recently presented demo paper of their system for the automatic generation of cooking recipes utilizing the Recipe1M+ dataset and a language model. The evaluation of the model was based on translation metrics. They focused on two separate tasks: ingredients, and instructions generation. On the contrary, we use prepared food entities (see Section 5.1) to generate complete recipes, which allows pairwise comparison of the original and generated recipe composed of the same set of ingredients.

We also propose a new task of generating full recipes with quantities and units. We publish a carefully prepared RecipeNLG dataset containing both recipes and tagged food entities, to ease the process of generating and evaluating recipes.

3 Recipes as datasets

Cooking recipes have a specific format which consists of: a title, a list of ingredients with given amounts, and the instructions in a step by step format. The shortest part of the recipe, the title, should accurately name it and summarize its content.

The ingredients list has to contain entities consisting of the quantity, unit name, and ingredient name. The quantities of all ingredients have to be in line with the number of servings the recipe is made for. The unit name has to be in relation to the quantity. It must be appropriate to the ingredient form (liquid, dry countable, dry uncountable).

Figure 1: Concept schema of the semi-structured text evaluation pipeline.
Finally, all the units in the recipe are expected to follow a single unit system - imperial or metric.

The instructions section needs to accurately present the order of steps. The actions performed on every ingredient have to be taken into account in the following recipe steps, which should reflect the state of the ingredient after the given action. All the ingredients from list should be used, and their usage quantities match those given on the ingredient list. Finally, some recipes use references to a step number of prior actions, which makes the step dependent on other steps and their ordinal numbers.

We considered using the Recipe1M+ dataset for our task, but it became clear that it has certain limitations regarding the validity of the recipe structure. To investigate these issues, we prepared a set of corresponding recipes built of 350, 141 pairs of recipes, identified by the same URL. This implies that both recipes in the pair, originated in the same place. They are considered a duplicate, despite not having exactly the same content. Example differences in content, as a result of different processing techniques is presented in Table 1. The set of corresponding recipes can be divided into two subsets - Recipe1M+ subset ($R_s$) and Gathered subset ($G_s$).

During the data exploration process, we noticed that the number of instructions in the corresponding recipes varies, usually it is larger in $R_s$. To explain this difference, we manually verified 100 randomly selected pairs of corresponding recipes and found that 34 of them had the same structure, and in 62 cases recipes from $R_s$ were malformed - had more steps than the original ones, while recipes from $G_s$ kept the original structure.

We discovered that the recipe instructions in the Recipe1M+ dataset might have been segmented into sentences instead of actual steps (see Table 1). To find out whether this explanation is correct, we split recipe instructions form $G_s$ into sentences. The distribution of the number of obtained sentences in the recipe is similar to the $R_s$ instructions distribution, which indicates that $R_s$ recipes structure might have been altered. As our efforts aimed at generating semi-structured text, any changes in the structure of the documents are not acceptable.

Another issue we encountered during the data exploration, is the absence or malformation of fractions which we observed in Recipe1M+ (see Table 1). We manually checked the same randomly selected 100 pairs and found, that 79 recipes from the $R_s$ dataset missed at least one fraction from the set of ingredients, while the recipes from $G_s$ were correctly reflecting the actual fractions in all cases. Furthermore, we found that the total number of recipes that had zero fractions was five times greater in $R_s$ than in $G_s$.

Distortion of the fractions in this scale makes quantitative analyses pointless. Moreover, the text generator trained on this data would be unable to create logically coherent lists of ingredients.

4 RecipeNLG dataset

The results presented in Section 3 indicate the need for an enhanced dataset, appropriate for semi-structured text generation. We prepared a novel dataset named RecipeNLG, built on top of Recipe1M+, but enhanced with new and corrected records. Additional recipes were gathered from multiple cooking web pages, using automated scripts in a web scraping process.

4.1 Dataset cleansing

During the exploratory data analysis multiple problems regarding the structure of recipes were found and corrected. Recipes without any ingredients or instructions were considered to be extraction errors and were removed. We removed the excessive whitespace characters and replaced unicode symbols, (e.g., fractions) with their ASCII equivalents.

Finally, the Recipe1M+ dataset was appended to the gathered data. The RecipeNLG dataset contains an additional column, that identifies the origin of each record - Recipe1M+ or Gathered data.

Deduplication was required to ensure that records do not overlap in the resulting set of the recipes. We began with finding duplicated recipes identified by the same URL - recipes downloaded from the same source are supposed to be identical. Then, pairs consisting of the same sequence of characters in instructions and ingredients were detected and removed. Finally, we found and removed near matches. The cosine similarity score was calculated pairwise upon a TF-IDF representation of the recipe ingredients and instructions.

Based on the corresponding recipes set (Section 3), we have determined the value of a duplication threshold as the minimum value of cosine similarity, starting from which a pair of records is considered to be a duplicate, by comparing the set of known duplicates with the set of candidate duplicates for each threshold value (Figure 2). For the duplication threshold, we chose the value where
Classic Chicken Tenderloin from www.food.com/recipe/classic-chicken-tenderloin-410132

| Recipe1M+ | RecipeNLG |
|-----------|-----------|
| **Ingredients missing slash character:** | **Valid ingredients:** |
| • 1 lb chicken breast tenders  
• 12 cup Italian dressing  
• 1 teaspoon fresh lime juice  
• 1 1/2 teaspoons honey | • 1 lb chicken breast tenders  
• 1/2 cup Italian dressing  
• 1 teaspoon fresh lime juice  
• 1 1/2 teaspoons honey |

| Directions split into phrases: | Valid directions split: |
|-----------------|---------|
| • Drain and discard spices from the Italian dressing.  
• (Some may elect to keep the spices; the recipe will still turn out but will have a different flavor than intended.).  
• Combine dressing, lime juice, and honey.  
• Marinate the chicken tenders in this mixture for at least one hour.  
• Grill chicken to a lightly golden color. | • Drain and discard spices from the Italian dressing. (Some may elect to keep the spices; the recipe will still turn out but will have a different flavor than intended.).  
• Combine dressing, lime juice, and honey.  
• Marinate the chicken tenders in this mixture for at least one hour.  
• Grill chicken to a lightly golden color. |

Table 1: Comparison of two different representations of the same recipe

![Comparison of number of lines of instructions between datasets](image)

Figure 3: Comparison of number of lines of instructions between datasets. Triangles denote mean values.

5 Experiment

We present our experiment performed on the RecipeNLG dataset. The goal was to prepare a model, which makes use of food entities to generate a complete cooking recipe. To accomplish this task, we prepared a NER model for identifying and extracting food entities. A GPT-2 model was fine-tuned for the recipe generation. The generated recipes were compared against the original recipes, using automatic evaluation metrics.

5.1 Identifying food entities

To use the NER for this problem, it was necessary to teach it what ingredients are. In order to determine the collection of ingredients, a subset of 500 recipes was manually annotated. This training data allowed us to extract food entities from the rest of the dataset. In total, the chosen recipes contained about 2,400 individual ingredients. We created the penalty metric to evaluate how precisely the model extracts a food entity (set of tokens $\hat{T}$) from an ingredient, based on a test set (set of tokens $T$).

$$penalty(\hat{T}, T) = \begin{cases} 0 & \text{if } \hat{T} = T \\ 0.5 & \text{if } \hat{T} \subset T \\ 1 & \text{if } \hat{T} \cap T = \emptyset \end{cases}$$ (1)
Since we allow partial matching of the result and the classified ingredient, we decided not to use standard metrics, such as precision and recall to evaluate NER performance.

5.2 Generating recipes from food entities

As a proof of concept for the usage of our dataset, we have created a language model based on the Hugging Face (Wolf et al., 2019) implementation of the pretrained GPT-2 (Radford et al., 2019).

Before training, we performed several post-processing operations on the dataset to ensure it is ready for our use case. It was crucial to create a model that generates "rich", extensive recipes. We decided to remove recipes with very short titles or instructions sections. We also removed recipes which contain phrases: 'step' in instructions, to remove the possibility of cross-step references based on ordinal numbers, and 'mix all', which lead the model to a preference of mixing everything over preparing detailed instructions.

The model was given a set of food entities and ordered to generate full recipes. A set of control tokens (visible on Figure 1) was prepared and embedded in the dataset. This has allowed the model to understand the recipe’s underlying structure. Both the original recipes and the extracted food entities were used to prepare the training input. We placed multiple tokenized recipes into one context to speed up the training process. If the training sample was still shorter than the required size, the remaining space was filled with end of recipe tokens.

5.3 Evaluation

We selected a set of 100 recipes that were not used in training, to form a gold standard. Based on the food entities of each record from the gold standard 10 recipes were generated using two models: one trained on RecipeNLG, and one trained on Recipe1M+ dataset. This resulted in 2000 generated recipes used to evaluate these two models.

Firstly, we used cosine similarity calculated upon TF-IDF representation to measure the similarity of a generated recipe and its gold standard counterpart. The results have shown that a RecipeNLG model generates recipes more similar to the gold standard than the Recipe1M+ model (0.666 and 0.589 average cosine similarity, respectively).

We used the LanguageCheck spell and grammar checker to calculate the amount of linguistic mistakes - a metric that allowed us to estimate the overall performance of the model, and is applicable for a variety of texts. We calculated the average number of errors per recipe. There were fewer errors in the RecipeNLG model (2.78) than in the Recipe1M+ (7.35). Interestingly, the RecipeNLG model scored better than the gold standard (3.64).

The last approach to the evaluation was the utilization of translation metrics. We used three common ones: BLEU (Papineni et al., 2002), GLEU (Wu et al., 2016), and WER (Word Error Rate). Scores achieved by each set are outlined in Table 2. The model trained on our dataset scored better on all of the translation metrics.

6 Conclusions & Future work

While the RecipeNLG dataset is based on the Recipe1M+ dataset, it greatly expands the number of recipes available. What is even more important, the dataset comes with a changed scope – we didn’t follow the idea of linking cooking recipes with their images, putting emphasis on the recipe text, structure and underlying logic. The new dataset provides over 1 million new, preprocessed and deduplicated recipes on top of the Recipe1M+ dataset. To the best of our knowledge, it is the largest publicly available dataset in the domain.

Our dataset, contrary to Recipe1M+, preserves unmodified ingredients quantities. It creates an opportunity to evaluate if the quantities are correctly generated by the model. In the future works, it could allow their normalization to a specific amount of servings. Another interesting potential work is on unification of mostly ambiguous units (e.g. cups, pinch) with regards to the item they are describing, which could have many uses in and outside of the culinary world, and further unification using knowledge graphs (Lawrynowicz, 2020).

The challenges we faced can be generalized to the other examples of text generation tasks. Therefore, we make this dataset public, expecting that it could enable new research in the area.
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|         | BLEU | GLEU | WER |
|---------|------|------|-----|
| Recipe1M+ | 0.844 | 0.625 | 0.786 |
| RecipeNLG | 0.866 | 0.662 | 0.751 |

Table 2: Results of machine translation metrics for GPT-2 models fine-tuned on different datasets.
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