Bose–Einstein condensation of a Gaussian random field in the thermodynamic limit
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Abstract

We derive the criterion for the Bose–Einstein condensation (BEC) of a Gaussian field \( \phi \) (real or complex) in the thermodynamic limit. The field is characterized by its covariance function, and the control parameter is the intensity \( u = \| \phi \|_2^2 / V \), where \( V \) is the volume of the box containing the field. We show that for any dimension \( d \) (including \( d = 1 \)), there is a class of covariance functions for which \( \phi \) exhibits a BEC as \( u \) is increased through a critical value \( u_c \). In this case, we investigate the probability distribution of the part of \( u \) contained in the condensate. We show that depending on the parameters characterizing the covariance function and the dimension \( d \), there can be two distinct types of condensate: a Gaussian distributed ‘normal’ condensate with fluctuations scaling as \( 1/\sqrt{V} \) and a non-Gaussian-distributed ‘anomalous’ condensate. A detailed analysis of the anomalous condensate is performed for a one-dimensional system (\( d = 1 \)). Extending this one-dimensional analysis to exactly the point of transition between normal and anomalous condensations, we find that the condensate at the transition point is still Gaussian distributed but with anomalously large fluctuations scaling as \( \sqrt{\ln(L)/L} \), where \( L \) is the system length. The conditional spectral density of \( \phi \), knowing \( u \), is given for all the regimes (with and without BEC).

PACS numbers: 02.50.-r, 03.75.Nt, 03.75.Hh

1. Introduction

This paper is devoted to the concentration properties of a Gaussian random field \( \phi \) (real or complex) in the ‘thermodynamic’ limit, \( V \to +\infty \) with fixed intensity \( u = \| \phi \|_2^2 / V \), where \( V \) is the volume of the box containing the field and \( \| \phi \|_2^2 = \int_{\text{box}} |\phi(x)|^2 \, dx \). For a finite system (with given \( V < +\infty \)), the question was first addressed in [1] heuristically and numerically...
in the context of laser–plasma interaction physics with spatially smoothed laser beams and, more generally, of linear amplification in systems driven by the square of a Gaussian noise. The results of [1] were extended and given a mathematically rigorous meaning in [2].

Write \( C_{\varphi \varphi^*} \) as the covariance of \( \varphi \) in a finite box with given \( V < +\infty \), and \( \kappa_1 \) as the largest eigenvalue of \( C_{\varphi \varphi^*} \). The main result of [1, 2] states that \( \varphi \) concentrates onto the eigenspace associated with \( \kappa_1 \) as \( \| \varphi \|_2^2 \) becomes large. By revealing that the realizations of a Gaussian field that may cause the breakdown of a linear amplifier are delocalized modes, this result overturned conventional wisdom\(^4\) that breakdown is due to localized high-intensity peaks of the Gaussian field (the so-called high-intensity speckles or hot spots [3]).

One of the goals of this paper is to study and provide a physical interpretation of this concentration property of a Gaussian field in the thermodynamic limit. We show that the emergence of a delocalized mode as the intensity \( u \) increases beyond a critical value \( u_c \) is similar to the Bose–Einstein condensation (BEC) in an ideal Bose gas: the eigenspace associated with the largest eigenvalue \( \kappa_1 \) plays the role of the ground state in the Bose gas. Technically, this is also very similar to the spherical model of a ferromagnet. In that model, the nearest-neighbor ferromagnetic interaction of continuous spins \( s_i \in \mathbb{R} \) on a lattice is supplemented with the global constraint \( \sum_i s_i^2 = N \), where \( N \) is the number of lattice sites [4]. For large \( N \) and in three or higher dimensions, the Fourier component of the spin field with \( k = 0 \) gets thermodynamically populated as one reduces the temperature below a critical temperature \( T_c \), signaling the onset of a global nonzero magnetization (a delocalized mode).

The mechanism of this phase transition is similar to the BEC [5]. In our problem, the role of the constraint \( \sum_i s_i^2 = N \) is played by \( \| \varphi \|_2^2 = \int_\text{box} |\varphi(x)|^2 \, dx = uV \), with fixed \( u \). Our work thus makes a nice link between the concentration properties of random fields with fixed intensity (of much interest in e.g. laser–plasma physics) and the traditional BEC in statistical and atomic physics. Indeed, it can be shown that for \( u \) large enough, the only contribution of the eigenspace associated with \( \kappa_1 \) is greater than that of all the other eigenmodes of \( C_{\varphi \varphi^*} \) (which remains bounded) [2]. Such behavior is typical of a BEC onto the eigenspace associated with \( \kappa_1 \).

Of course, like any other phase transition, no sharp condensation can occur in a finite-size system. The thermodynamic limit must be taken to get unambiguous results. In this limit, one is faced with the problem that more and more eigenvalues of \( C_{\varphi \varphi^*} \) get closer and closer to \( \kappa_1 \) as \( V \rightarrow +\infty \), which makes it difficult to tell them apart from \( \kappa_1 \) and may jeopardize condensation by leading to a concentration onto a larger space than the eigenspace associated with \( \kappa_1 \). For a homogeneous field\(^5\), one expects that issue to be all the more acute as the density of states at large wavelengths, close to the ground state (here, the condensate), is large. This will be the case at low space dimensionality \( d \). Such a dimensional effect is well known in the traditional BEC of an ideal Bose gas which needs \( d \geq 3 \) to exist.

It is useful to summarize our main results. In this paper, we derive the criterion for the concentration of the Gaussian field \( \varphi \) (real or complex) to turn into a BEC as the thermodynamic limit is taken. The Gaussian field is characterized by its covariance function and we have the intensity \( u = \| \varphi \|_2^2 / V \) as the control parameter. We show that in any dimension \( d \) (including, in particular, \( d = 1 \)), there exists a class of covariance functions for which the system exhibits a BEC as one increases \( u \) through a critical value \( u_c \). In this case, we investigate the precise

---

\(^4\) Most theoretical models dealing with stochastic amplification beyond the perturbative regime are hot spot models. In view of this result, the implicit assumption about the leading role of hot spots underlying all these models should be carefully reexamined.

\(^5\) That is, with the correlation function \( C(x, y) = C(x−y) \). Here and in the following, we use the word ‘homogeneous’ with the meaning of statistically invariant by translation in real or Fourier space, depending on the context (this will be specified explicitly in the text in case of ambiguity).
Figure 1. Schematic phase diagram in the $\alpha$–$u$ plane for a given dimension $d$, where $\alpha > 0$ characterizes the small $k$ behavior of the Fourier transform of the covariance function: $\tilde{C}(k) \sim 1 - a|k|^\alpha$ as $k \to 0$ (with $a > 0$). There exists a critical line $u_c(\alpha, d)$ (solid line) separating the non-condensed, or ‘fluid’, phase ($u < u_c(\alpha, d)$, white region) and the condensed phase ($u > u_c(\alpha, d)$, shaded region). The critical intensity $u_c(\alpha, d)$ diverges as $\alpha \to d$ from below (vertical dotted line). For $u > u_c(\alpha, d)$, there are two different types of condensate (separated by a vertical dashed line): a Gaussian-distributed normal condensate for $0 < \alpha < d/2$ and a non-Gaussian anomalous condensate for $d/2 < \alpha < d$.

'\textit{shape}' of the condensate, i.e. the probability distribution of the part of $u$ contained in the condensate. We show that depending on the parameters characterizing the covariance function and the spatial dimension $d$, there can be two distinct types of condensate: the first one is Gaussian distributed with normal fluctuations scaling as $1/\sqrt{V}$ (‘normal’ condensate), and the second one is non-Gaussian distributed (‘anomalous’ condensate). A schematic phase diagram is presented in figure 1. A detailed analysis of the structure of the anomalous condensate is performed for a one-dimensional system ($d = 1$). Extending this one-dimensional analysis to exactly the point of transition between normal and anomalous condensations, we find that the condensate at the transition point is still Gaussian distributed but with anomalously large fluctuations scaling as $\sqrt{\ln(L)/L}$, where $L$ is the system length (in this sense, it can be termed ‘anomalous’ too).

We will see later that when expressed in terms of the Fourier components of the field, our problem is structurally very similar to the one-dimensional mass transport model introduced in [6], in particular the condensation properties in this model [7, 8]. There are however a couple of important differences. In the mass transport model, condensation occurs in real space [7, 8], whereas in our Gaussian-field model, condensation occurs in the Fourier space. Secondly, unlike the mass transport model where condensation in real space occurs \textit{homogeneously}, i.e. the condensate can form at any point, here condensation is \textit{heterogeneous} in the Fourier space: for the particular class of fields we consider, it forms only at the $k = 0$ mode. This is more in line with the traditional BEC (see e.g. the review [9] for several other examples of homogeneous versus heterogeneous condensation). Nevertheless, much of our present analysis can be performed along the same lines as in [7, 8] in all the regimes, with and without condensation. Indeed, ‘normal’ and ‘anomalous’ condensates are also found in the homogeneous mass transport model [7, 8], although the precise nature of the condensate found here differs from the one in the homogeneous mass transport model. It is worth mentioning...
that condensation has also been studied for zero-range types of processes on inhomogeneous networks [10], which is also structurally somewhat similar to our model.

The outline of this paper is as follows. In section 2 we specify the class of $\varphi$ we consider and give some necessary definitions. Section 3 deals with the conditions for occurrence of the BEC. The conditional spectral density of $\varphi$, knowing $u = \|\psi\|_2^2/V$, is given in section 4 for all the regimes (with and without condensation). Finally, the structure of the condensate is studied in section 5 for a one-dimensional system in the different condensation regimes and extension to higher space dimensionality is briefly discussed.

2. Model and definitions

Let $\Lambda$ be a bounded subset of $\mathbb{R}^d$. In the following we take for $\Lambda$ a $d$-dimensional torus of length $L$ and volume $V = L^d$. The results in the thermodynamic limit are expected to be independent of the boundary conditions and imposing periodic boundary conditions by considering a torus makes the calculations simpler without loss of generality. Consider a homogeneous Gaussian random field $\varphi$ in $\Lambda$ with zero mean and correlation function $C_{\varphi\varphi}(x, y) \equiv C(x, y) = C(x-y)$, supplemented with $C_{\varphi\varphi} = 0$ if $\varphi$ is complex and normalized such that $C(0) = 1$. Since $\Lambda$ is a torus, $C(x)$ is also periodic with period $L$. For every $n \in \mathbb{Z}^d$, define

$$C_L(n) = \int_\Lambda C(x) e^{-2\pi i n \cdot x} d^d x. \tag{1}$$

As a correlation function, $C_L(n)$ is positive definite; hence, $C_L(n) \geq 0$. Moreover, $C(x)$ is assumed to be such that (i) $C_L(n) < C_L(0)$ for every $n \neq 0$ and every $L$ large enough, (ii) for every $k \in \mathbb{R}^d$, the limit

$$\tilde{C}(k) = \lim_{L \to \infty} C_L(n) \tag{2}$$

exists and $\tilde{C}(k) < \tilde{C}(0)$ for every $k \neq 0$ and (iii) $\tilde{C}(k) = \tilde{C}(|k|)$ with $\tilde{C}(k) \sim \tilde{C}(0) (1 - a|k|^\alpha)$ for small $k$ (with $a, \alpha > 0$).

For every $n \in \mathbb{Z}^d$, we define the Fourier coefficients of $\varphi$ as

$$\varphi_L(n) = \frac{1}{\sqrt{V}} \int_\Lambda \varphi(x) e^{-2\pi i n \cdot x} d^d x. \tag{3}$$

If $\varphi$ is complex, $\varphi_L(n)$ are independent and the joint probability density function (pdf) of their real and imaginary parts is given by

$$p([\text{Re } \varphi_L(n), \text{ Im } \varphi_L(n)]) = \prod_{n \in \mathbb{Z}^d} \frac{1}{\pi C_L(n)} \exp\left[-\frac{|\varphi_L(n)|^2}{C_L(n)} \right]. \tag{4}$$

The interested reader will find the derivation of expressions (4) and (5) in appendix A. If $\varphi$ is real, $\varphi_L(n)$ are independent inside one given half of $\mathbb{Z}^d$ but not from one to the other complementary halves, as they are linked by the Hermitian symmetry $\varphi_L(-n) = \varphi_L(n)^*$. It follows that a real $\varphi$ is determined by half as many degrees of freedom as a complex $\varphi$; its Fourier coefficients in only one half of $\mathbb{Z}^d$, with joint pdf

$$p([\varphi_L(0), \text{ Re } \varphi_L(n), \text{ Im } \varphi_L(n)]) = \frac{1}{\sqrt{2\pi C_L(0)}} \exp\left[-\frac{\varphi_L(0)^2}{2C_L(0)} \right]$$

$$\times \prod_{n \in \mathbb{Z}^d_{1/2}} \frac{1}{\pi C_L(n)} \exp\left[-\frac{|\varphi_L(n)|^2}{2C_L(n)} \right]. \tag{5}$$
where $\mathbb{Z}^{d}_{1/2}$ is a given half of $\mathbb{Z}^{d}$ excluding the point $n = 0$. Note that $\varphi_L(0)$ is necessarily real by Hermitian symmetry. Now, it is possible to recast $\|\varphi\|_2^2$ as a sum of independent random variables, which will prove very useful in the following. By Parseval’s theorem one has

$$\|\varphi\|_2^2 = \sum_{n \in \mathbb{Z}^d} |\varphi_L(n)|^2. \tag{6}$$

If $\varphi$ is complex, its Fourier coefficients are independent and (6) is already a sum of independent random variables. If $\varphi$ is real, one rewrites (6) as

$$\|\varphi\|_2^2 = \varphi_L(0)^2 + 2 \sum_{n \in \mathbb{Z}^{d/2}} |\text{Re} \, \varphi_L(n)|^2 + 2 \sum_{n \in \mathbb{Z}^{d/2}} |\text{Im} \, \varphi_L(n)|^2, \tag{7}$$

which is also a sum of independent random variables. Thus, one can always write

$$\|\varphi\|_2^2 = \sum_{n \in \mathbb{Z}^d} m_n, \tag{8}$$

where $m_n$ are independent random variables given by quadratic forms of $\text{Re} \, \varphi_L(n)$ and $\text{Im} \, \varphi_L(n)$ according to either (6) (complex $\varphi$) or (7) (real $\varphi$). Namely in the former case, $m_n = |\varphi_L(n)|^2$, whereas in the latter case, one takes $m_0 = \varphi_L(0)^2$, $m_n = 2 |\text{Re} \, \varphi_L(n)|^2$ and $m_{-n} = 2 |\text{Im} \, \varphi_L(n)|^2$ for $n \in \mathbb{Z}^{d/2}$. Since $m_n$ are independent, their joint pdf is a product measure straightforwardly obtained from either (4) (complex $\varphi$) or (5) (real $\varphi$). One finds

$$p([m_n]) = \prod_{n \in \mathbb{Z}^d} p_n(m_n), \tag{9}$$

with

$$p_n(m_n) = \frac{1}{\pi} \left( \frac{\pi}{\varepsilon C_L(n)} \right)^{1/\varepsilon} \frac{1}{m_n^{1-1/\varepsilon}} \exp \left[ -\frac{m_n}{\varepsilon C_L(n)} \right], \tag{10}$$

where $\varepsilon = 1$ (resp. $\varepsilon = 2$) when $\varphi$ is complex (resp. real). Then replacing $\|\varphi\|_2^2$ with (8) in the expression $p(U) = \langle \delta(\|\varphi\|_2^2 - U) \rangle$ of the probability density of $\|\varphi\|_2^2$, where the average $\langle \cdot \rangle$ is over the product measure (9), one obtains

$$p(U) = \int_{[m_n \geq 0]} \delta \left( U - \sum_{n \in \mathbb{Z}^d} m_n \right) \prod_{n \in \mathbb{Z}^d} p_n(m_n) \, dm_n. \tag{11}$$

At this point, it may be interesting to shortly digress and point out in more detail the similarities and differences between our model and the mass transport model studied in [6–8]. In the latter model, there is a positive mass variable $m_n$ at each site $n \in \mathbb{Z}$ of a one-dimensional lattice with periodic boundary conditions. The microscopic dynamics consists in transferring (or chipping) a random portion of mass from site $n$ to site $(n + 1)$. The amount of mass, $\tilde{m}_n$, to be transferred from a site with mass $m_n$ to its neighbor is chosen from a prescribed distribution $K(\tilde{m}|m)$ which is called the chipping kernel. The chipping kernel is homogeneous, i.e. does not depend on the site. The dynamics conserves the total mass $M = \sum m_n$. For a class of chipping kernels [6], the system reaches a stationary state in the long time limit where the joint pdf of masses becomes time independent with the simple form [6]

$$p([m_n]) = \frac{1}{Z_S(M)} \delta \left( M - \sum_{n} m_n \right) \prod_{n} f(m_n), \tag{12}$$

where

$$Z_S(M) = \int_{[m_n \geq 0]} \delta \left( M - \sum_{n} m_n \right) \prod_{n} f(m_n) \, dm_n \tag{13}$$

6 A word of caution for the reader: the notation $\varepsilon$ should not be confused with the one of a small number.
is the normalizing partition function, and \(N\) is the number of lattice sites. The weight function \(f(m)\), the same for each site \(n\), is non-negative and depends on the chipping kernel \(K(\tilde{m}|m)\).

By choosing this kernel appropriately, one can generate a whole class of weight functions \(f(m)\). The choice \(f(m) \sim m^{-\gamma}\) for large \(m\) with \(\gamma > 2\) leads to condensation whereby a finite fraction of the total mass \(M\) condenses onto a single site of the lattice when the density \(\rho = M/N\) exceeds a critical value \(\rho_c\) [7, 8].

The product measure structure in the two problems is similar and \(p(U)\) given by (11) is just the analogue of the partition function \(Z_n(M)\) given by (13). However, there is an important difference. In our case, the counterpart of the weight function in (11), \(p_n(m_n)\), depends explicitly on \(n\) (through its dependence on the covariance function \(C_L(n)\)), whereas in the mass transport model the weight function \(f(m_n)\) is identical for all sites \(n\) [6–8]. In this sense, our model is heterogeneous in contrast to the homogeneous mass transport model.

After this digression, we return to expression (11) of \(p(U)\) and express it in a more tractable form. The \(m_n\)-integrals in (11) are most conveniently performed by using the Laplace representation of the delta function or, equivalently, by writing \(p(U)\) as the Bromwich integral of its Laplace transform \(\tilde{p}(\lambda)\) with

\[
\tilde{p}(\lambda) = \int_0^{+\infty} p(U) \exp(-\lambda U) dU
\]

\[
= \left\{ \exp\left(-\lambda \sum_{n \in \mathbb{Z}^d} m_n\right) \right\}
\]

\[
= \prod_{n \in \mathbb{Z}^d} \frac{1}{[1 + \varepsilon \lambda C_L(n)]^{1/\varepsilon}},
\]

where we have used (8) and performed the average over the product measure (9) (recall that \(\varepsilon = 1\) (resp. \(\varepsilon = 2\)) when \(\varphi\) is complex (resp. real)). Then, by the inverse Laplace transform

\[
p(U) = \int_{\mathcal{L}} e^{\lambda U - \frac{1}{\varepsilon} \sum_{n \in \mathbb{Z}^d} \ln[1 + \varepsilon \lambda C_L(n)]} \frac{d\lambda}{2\pi i},
\]

the integral being evaluated along a vertical line in the complex plane upward and to the right of all the singularities of the integrand. This contour of integration (or any of its continuous deformations within the analyticity domain of the integrand) defines a Bromwich contour generically denoted by \(\mathcal{L}\). Making the shift \(s = \lambda + 1/\varepsilon C_L(0)\), one obtains

\[
p(U) = e^{-\pi \varepsilon^2 \rho^2} \int_{\mathcal{L}} e^{\frac{U}{\varepsilon^2} - \frac{1}{\varepsilon} \sum_{n \in \mathbb{Z}^d} \ln[1 - C_L(n)/C_L(0) + \varepsilon s C_L(n)]} \frac{ds}{2\pi i}.
\]

In the thermodynamic limit, it is more convenient to work with the intensive variable \(u = \|\varphi\|^2/\mathcal{V}\) instead of the extensive one \(U = \|\varphi\|^2\). Defining

\[
S(s, u, V) = su - \frac{1}{\varepsilon V} \sum_{n \in \mathbb{Z}^d} \ln \left[ 1 - \frac{C_L(n)}{C_L(0)} + \varepsilon s C_L(n) \right],
\]

and using (16), one finds that the probability density of \(u\) is given by the integral representation

\[
p(u) = VP(U = uV) = V e^{-\frac{\ln \rho}{2 \varepsilon}} \int_{\mathcal{L}} e^{V S(s,u,V)} \frac{ds}{2\pi i}.
\]

The leading asymptotic behavior of \(p(u)\) in the large \(V\) limit can then be obtained from a steepest descent analysis of (18) in which \(S(s, u, V)\) is approximated by

\[
S(s, u, V) \sim \begin{cases} 
  su - I(s) & (V \to +\infty, \ s \ fixed), \\
  su - I(s) - \frac{1}{\varepsilon V} \ln[\varepsilon s C(0)/f(V)] & (s \to 0, \ then \ V \to +\infty),
\end{cases}
\]

[6–8].
One finds that $f(V) > 0$, in the second line of equation (19), is a non-trivial correction resulting from the discreteness of the infrared modes around $k = 0$. It turns out that in the sequence of limits $s \to 0$ then $V \to +\infty$, these modes cannot be described properly as a continuum, and a careful analysis of the sum in (17) is required, leading to the correction $f(V)$. In one dimension, $f(L)$ can be obtained explicitly from the Euler–Maclaurin formula at the lowest order applied to (17). One finds $f(L) \sim L^\alpha$ with $\alpha = \lim_{k \to 0} \ln |\tilde{C}(k) - \tilde{C}(0)| / \ln |k|$. For higher dimensions, algebraic growth of $f(V)$ is also expected as $V \nearrow +\infty$. The specific expression of $f(V)$ will not be needed in the following.

It is convenient to express the function $I(s)$ in (20) in the following form:

$$I(s) = I(0) + \frac{1}{\varepsilon} \int \ln \left( 1 + \frac{s}{g(k)} \right) \frac{dk}{(2\pi)^d}. \tag{21}$$

with

$$g(k) = \frac{1}{\varepsilon} \left[ \frac{1}{C(k)} - \frac{1}{C(0)} \right]. \tag{22}$$

For future purposes we also define a critical intensity, $u_c \leq +\infty$, by

$$u_c = I'(0) = \frac{1}{\varepsilon} \int \frac{dk}{g(k) (2\pi)^d}. \tag{23}$$

The existence of the integral on the right-hand side of (23) depends on the small $k$ behavior of $g(k)$. For the class of $\varphi$ we consider, one has

$$g(k) \sim \frac{a|k|^\alpha}{sC(0)} \quad (k \to 0), \tag{24}$$

from which it follows that $u_c < +\infty$ (resp. $u_c = +\infty$) if $\alpha < d$ (resp. $\alpha \geq d$).

The expression of $p(u)$ depends on which limit in equation (19) must be used in equation (18). The right choice is determined by the contribution of the $k = 0$ mode to the sum (17) in the thermodynamic limit: if $u < u_c$, it is negligible and the proper asymptotic expression for $S(s, u, V)$ is the first line of (19); if $u > u_c$, it becomes significant and the proper expression for $S(s, u, V)$ is the second line of (19). (See the beginning of sections 3.1 and 3.2, the discussion in section 5.2 and appendix B for further details.) It is possible to write the corresponding two different expressions of $p(u)$ into a single concise formula by introducing a ‘tag’, $\sigma = 0$ or 1, indicating which limit in equation (19) is considered. More precisely, injecting either line of (19) into (18), one obtains

$$p(u) \sim V[sC(0)f(V)]^{-\sigma/\varepsilon} e^{-\frac{\sigma}{2\pi}\int_{\mathcal{L}} s^{-\sigma/\varepsilon} e^{V[|u-I(s)|]} \frac{ds}{2i\pi}}, \tag{25}$$

where taking $\sigma = 0$ (resp. $\sigma = 1$) gives the expression of $p(u)$ obtained from the first (resp. second) line of (19). The criterion for a condensation of $\varphi$ can then be found by analyzing the function

$$\Xi(u) = - \lim_{V \to +\infty} \frac{1}{V} \ln p(u). \tag{26}$$

A condensation transition of $\varphi$ at some $u = u_{\text{cond}}$ is indicated by the fact that $\Xi(u)$ is not analytic at $u = u_{\text{cond}}$. Replacing $p(u)$ with (25), one obtains

$$\Xi(u) = \frac{u}{\varepsilon C(0)} - \lim_{V \to +\infty} \frac{1}{V} \ln \int_{\mathcal{L}} s^{-\sigma/\varepsilon} e^{V[|u-I(s)|]} \frac{ds}{2i\pi}, \tag{27}$$

which is the expression of $\Xi(u)$ that we will use in the following section.
3. Conditions for Bose–Einstein condensation

3.1. \( u < u_c \)

For fixed \( u < u_c \), there is always one saddle point \( s(u) > 0 \), solution to \( u = I'(s(u)) \), which determines the leading exponential behavior of the Bromwich integral on the right-hand side of (27). In this case, \( \Xi(u) \) reduces to

\[
\Xi(u) = \frac{u}{\varepsilon C(0)} + I(s(u)) - us(u). \tag{28}
\]

Note that \( s(u) \) being fixed, \( S(s, u, V) \) is given by the first equation (19), which corresponds to \( \sigma = 0 \) in equations (25) and (27).

By analyticity of \( I(s) \) in \( \mathbb{C}^+ = \{ s \in \mathbb{C} : \Re s > 0 \} \) and the inverse function theorem for complex functions, \( s(u) \) is analytic in the interval \( 0 < u < u_c \). It follows that \( \Xi(u) \) is also analytic in the same interval and no condensation transition of \( \varphi \) is to be expected for \( 0 < u < u_c \). Since \( u_c = +\infty \) if \( \alpha > d \), one can already conclude that the BEC of \( \varphi \) needs \( \alpha < d \) to exist.

We now take a closer look at the behavior of \( \Xi(u) \) for \( \alpha < d \) and \( u \) close to \( u_c = +\infty \). There are three different cases to consider: \( \alpha < d/2, d/2 < \alpha < d \) and \( \alpha = d/2 \).

3.1.1. \( \alpha < d/2 \) and \( u \to u_c^- \). Write \( \Delta(u)^2 = -I''(s(u)) > 0 \). From the small \( k \) behavior of \( g(k) \), equation (24), it can be checked that \( \Delta(0) < +\infty \) if \( \alpha < d/2 \). When \( u \) gets close to \( u_c \) from below, \( s(u) \) becomes small and the saddle point equation can be expanded as

\[
u = I'(s(u)) \approx I'(0) + I''(0)s(u) = u_c - \Delta(0)^2 s(u),
\]

yielding

\[
s(u) \approx \frac{u_c - u}{\Delta(0)^2},
\]

and, to the same accuracy,

\[
I(s(u)) - us(u) \approx \left[ I(0) + I'(0)s(u) + \frac{1}{2}I''(0)s(u)^2 \right] - [u_c s(u) + (u - u_c)s(u)]
\]

\[
= I(0) + (u_c - u)s(u) - \frac{1}{2}\Delta(0)^2 s(u)^2
\]

\[
\approx I(0) + \frac{(u_c - u)^2}{2\Delta(0)^2}. \tag{29}
\]

Injecting (29) into the right-hand side of (28), one obtains

\[
\Xi(u) = I(0) + \frac{u}{\varepsilon C(0)} + \frac{(u_c - u)^2}{2\Delta(0)^2}. \tag{30}
\]

3.1.2. \( d/2 < \alpha < d \) and \( u \to u_c^- \). In this case, \( \Delta(0) = +\infty \) (because \( g(k)^{-2} \) is not infrared integrable) and a more careful analysis is needed. Take \( s > 0 \) real and write (21) as

\[
I(s) = I(0) + u_c s + \frac{1}{\varepsilon} \int \ln \left( 1 + \frac{s}{g(k)} \right) - \frac{s}{g(k)} \frac{d^d k}{(2\pi)^d}
\]

\[
= I(0) + u_c s + \frac{s^{d/\alpha}}{\varepsilon} \int \ln \left( 1 + \frac{s}{g(s^{1/\alpha} q)} \right) - \frac{s}{g(s^{1/\alpha} q)} \frac{d^d q}{(2\pi)^d}. \tag{31}
\]
where we have made the change of variable $k = s^{1/\alpha}q$. Writing the last term at the lowest order in $s$, one obtains

$$I(s) = I(0) + u_c s - J s^{d/\alpha} + o(s^{d/\alpha}), \quad (32)$$

with

$$J = \frac{1}{\varepsilon} \int \left[ \frac{\varepsilon \tilde{C}(0)}{|q|^{d/\alpha}} - \ln \left( 1 + \frac{\varepsilon \tilde{C}(0)}{|q|^{d/\alpha}} \right) \right] \frac{d^d q}{(2\pi)^d}. \quad (33)$$

Note that the inequalities $d/2 < \alpha < d$ ensure $J$ is both infrared and ultraviolet convergent. Since $I(s)$ is analytic in $\mathbb{C}^+$, expansion (32) holds not only for small $s$ in $\mathbb{R}^+$ but also for small $s$ in $\mathbb{C}^+$.

One can then follow the same line as in section 3.1.1 with $I(s)$ now given by (32). For $u < u_c$ close to $u_c$, the saddle point is a solution to

$$u = I'(s(u)) \simeq u_c - \frac{dJ}{\alpha} s(u)^{d/\alpha - 1},$$

which gives

$$s(u) = \left[ \frac{\alpha (u_c - u)}{\alpha} \right]^{\frac{1}{d-\alpha}},$$

and, to the same accuracy,

$$I(s(u)) - u s(u) \simeq \left[ I(0) + u_c s(u) - J s(u)^{d/\alpha} \right] - [u_c s(u) + (u - u_c)s(u)]$$

$$\simeq I(0) + (u_c - u) s(u) - J s(u)^{d/\alpha}$$

$$\simeq I(0) + \left( 1 - \frac{\alpha}{d} \right) \left( \frac{\alpha}{d} \right) s(u)^{\frac{1}{d-\alpha}} (u_c - u)^{\frac{1}{d-\alpha}}. \quad (34)$$

Injecting (34) into the right-hand side of (28), one obtains

$$\Xi(u) = I(0) + \frac{u}{\varepsilon \tilde{C}(0)} + \left( 1 - \frac{\alpha}{d} \right) \left( \frac{\alpha}{d} \right) (u_c - u)^{\frac{1}{d-\alpha}}. \quad (35)$$

### 3.1.3. $\alpha = d/2$ and $u \to u_c^+$. In this case, the integral (33) is logarithmically ultraviolet divergent. To fix the problem we start as in the preceding section and split the $k$-integral in the first line of (31) into the sum of one integral over $|k| \geq \delta$ and another integral over $|k| < \delta$, where $\delta > 0$ is arbitrarily small. Let $\Delta(0) = +\infty$ denote the regularization of $\Delta(0) = +\infty$ with an infrared cutoff at $|k| = \delta$. Take $s > 0$ real and make the change of variable $k = s^{1/\alpha}q$ in the low $|k|$ integral. One obtains

$$I(s) \simeq I(0) + u_c s - \frac{\Delta(0)^2}{2} s^2 - \frac{s^2}{\varepsilon} \int_{|k| < \delta} \left[ \frac{\varepsilon \tilde{C}(0)}{|q|^{d/2}} - \ln \left( 1 + \frac{\varepsilon \tilde{C}(0)}{|q|^{d/2}} \right) \right] \frac{d^d q}{(2\pi)^d}. \quad (36)$$

where the $q$-integral is now dominated by its ultraviolet behavior. Writing (36) at second order in $s$, one obtains

$$I(s) \simeq I(0) + u_c s + K s^2 \ln(s) - [\Delta(0)^2 + dK \ln(\delta) + O(1)] s^2 / 2, \quad (37)$$

with

$$K = \frac{\varepsilon S_c \tilde{C}(0)^2}{(2\pi)^d d a^d}, \quad (38)$$

"
where $S_d$ is the unit sphere surface area in a $d$-dimensional space. Now, to deal with the logarithmic divergence of $\Delta_d(0)^2$ as $\delta$ tends to zero, we introduce a fixed $\eta > \delta$ small enough so that we can replace $g(k)$ with its expansion near $k = 0$ for $|k| \leq \eta$, and we write

$$\Delta_d(0)^2 = \frac{1}{\varepsilon} \int_{|k|>\delta} \frac{d^d k}{g(k)^2 (2\pi)^d}$$

$$= \frac{\varepsilon \tilde{C}(0)^2 S_d}{(2\pi)^d d^2} \int_{0}^{\delta} \frac{dk}{k} + \frac{1}{\varepsilon} \int_{|k|>\eta} \frac{d^d k}{g(k)^2 (2\pi)^d}$$

$$= T - \frac{\varepsilon \tilde{C}(0)^2 S_d}{(2\pi)^d d^2} \ln(\delta),$$

where

$$T = \frac{\varepsilon \tilde{C}(0)^2 S_d}{(2\pi)^d d^2} \ln(\eta) + \frac{1}{\varepsilon} \int_{|k|>\eta} \frac{d^d k}{g(k)^2 (2\pi)^d}$$

does not depend on $\delta$. It can be easily checked that $dT/d\eta = 0$ too (as it should be, because $\Delta_d(0)^2$ cannot depend on an arbitrary quantity like $\eta$). For large $|k|$, $g(k)^{-2}$ behaves like $\tilde{C}(k)^2$ which is ultraviolet integrable, and $T$ is finite. Using expression (38) for $K$, we see that the logarithmic divergence of $\Delta_d(0)^2$ compensates $Kd\ln(\delta)$ exactly, yielding

$$\lim_{\delta \to 0}[\Delta_d(0)^2 + dK\ln(\delta)] = T < +\infty,$$

and one obtains

$$I(s) = I(0) + u_s s + K s^2 \ln(s) + o(s^2 \ln(s)).$$

(40)

Since $I(s)$ is analytic in $\mathbb{C}^+$, (40) holds not only for small $s$ in $\mathbb{R}^+$ but also for small $s$ in $\mathbb{C}^+$.

For $I(s)$ given by (40) and $u < u_c$ close to $u_c$, the saddle point is a solution to

$$u = I'(s(u)) \simeq u_c + 2Ks(u) \ln s(u),$$

which gives

$$s(u) \simeq \frac{(u_c - u)/2K}{\ln(u_c - u)/2K},$$

and, to the same accuracy,

$$I(s(u)) - us(u) \simeq [I(0) + u_s s(u) + K s(u)^2 \ln s(u)] - [u_s s(u) + (u - u_c) s(u)]$$

$$= I(0) + (u_c - u) s(u) + K s(u)^2 \ln s(u)$$

$$\simeq I(0) + \frac{1}{4K} \frac{(u_c - u)^2}{\ln(u_c - u)/2K}.$$

(41)

Injecting (41) into the right-hand side of (28), one obtains

$$\Xi(u) = I(0) + \frac{u}{\varepsilon \tilde{C}(0)} + \frac{1}{4K} \frac{(u_c - u)^2}{\ln(u_c - u)/2K}.$$

(42)

3.2. $\alpha < d$ and $u > u_c$

In this regime, the contribution of the $k = 0$ mode becomes significant and the proper expression for $S(s, u, V)$ is the second line of (19), which corresponds to $\sigma = 1$ in (27). The size of the $s$-domain contributing significantly to the Bromwich integral on the right-hand side of (27) is then found to scale like $\sim 1/V(u - u_c)$ as $V \to +\infty$. For these $s$, one has $I(s) = I(0) + u_s s + o(1/V)$ and

$$\int_{\mathcal{C}} S^{-1/\varepsilon} e^{-V(u - s)} \frac{ds}{2i\pi} \sim e^{-V(0)} \int_{\mathcal{C}} S^{-1/\varepsilon} e^{-V(u - u_c)s} \frac{ds}{2i\pi} = \frac{e^{-V(0)}}{[\pi V(u - u_c)]^{1/\varepsilon}},$$

(43)
from which it follows that (27) reduces to
\[ \mathbb{E}(u) = I(0) + \frac{u}{\varepsilon C(0)}. \] (44)

3.3. Conditions for a condensation of \( \varphi \)

If \( \alpha < d \), it can be seen immediately from (30), (35), (42) and (44) that \( \mathbb{E}(u) \) is not analytic at \( u = u_c \). This non-analyticity indicates a phase transition of \( \varphi \) at \( u = u_c \). We will see in the next section that this phase transition corresponds actually to the onset of a condensation of \( \varphi \), as mentioned at the end of section 2.

On the other hand, if \( \alpha \geq d \) one has \( u_c = +\infty \) and the saddle point equation \( u = I'(\varphi(u)) \) always has a solution. No non-analytic behavior of \( \mathbb{E}(u) \) is to be expected in this regime.

The conditions for a BEC of \( \varphi \) are thus \( \alpha < d \) and \( u > u_c \). A schematic phase diagram in the \( \alpha-u \) plane (for a given fixed dimension \( d \)) is presented in figure 1.

4. The conditional spectral density of the field (given \( u \))

To specify the nature of the phase transition undergone by \( \varphi \) at \( u = u_c \), if \( \alpha < d \), we can analyze the conditional spectral density of \( \varphi \) for a given value of \( u \) and see what happens when \( u \) increases past \( u_c \).

Since \( u = \sum_{n \in \mathbb{Z}} m_n/V \) (see equation (8)), it is natural to define \( u_n = m_n/V \) as the contribution of the mode \( k = 2\pi n/L \) to the intensity \( u \). From the product measure (9) one can easily write down the conditional joint pdf of the random variables \( \{u_n\} \), conditioned to have a fixed sum \( u = \sum_{n \in \mathbb{Z}} u_n \). One finds
\[ p[\{u_n\}|u] = \frac{1}{p(u)} \delta \left( u - \sum_{n \in \mathbb{Z}} u_n \right) \prod_{n \in \mathbb{Z}} p_n(u_n), \] (45)
where \( p(u) \) is given by (18) and, according to (10) and the change of variable \( u_n = m_n/V \),
\[ p_n(u_n) = \frac{1[\mu_n > 0]}{\pi} \left( \frac{\pi V}{\varepsilon C_L(n)} \right)^{1/\varepsilon} \frac{1}{u_n^{1/\varepsilon}} \exp \left[ -\frac{V u_n}{\varepsilon C_L(n)} \right], \] (46)
with \( \varepsilon = 1, 2 \) corresponding, respectively, to the complex and real cases. The conditional marginal density of a particular \( u_n \) is then obtained from (45) by integrating out all the other variables \( u_{m \neq n} \). One obtains
\[ p(u_n|u) = \frac{p_m(u_n) p_\perp(u - u_n)}{p(u)}, \] (47)
where \( p_\perp(u - u_n) \) is the probability density of the incomplete sum \( \sum_{n \neq m} u_m = u - u_n \) (with given \( u \) and \( u_n \)). Since \( u_m \) are independent random variables, \( p_\perp(u - u_n) \) has the same functional form as \( p(u) \) in equation (18), except that \( S(s, u, V) \) is now replaced with
\[ S_n(s, u, V) = su - \frac{1}{\varepsilon V} \sum_{m \neq n} \ln \left[ 1 - \frac{C_L(m)}{C_L(0)} \right] + \varepsilon s C_L(m), \] (48)
namely
\[ p_\perp(u - u_n) = V e^{-\frac{S_n(s, u - u_n, V)}{2\varepsilon V}} \int_L e^{\varepsilon S_n(s, u - u_n, V)} \frac{ds}{2\pi}. \] (49)

Using the conditional marginal distribution \( p(u_n|u) \) given by (47), we can define the conditional expectation
\[ \mathbb{E}(u_n|u) = \int_0^{+\infty} u_n p(u_n|u) \, du_n = \frac{1}{p(u)} \int_0^{+\infty} u_n p_m(u_n) p_\perp(u - u_n) \, du_n. \] (50)
It is easy to check that \( \sum_{n} \mathbb{E}(u_{n}|u) = u \), as it should be. Physically, \( \mathbb{E}(u_{n}|u) \) represents the average fraction of the total intensity \( u \) carried by the \( n \)th mode.

The conditional spectral density, \( \tilde{C}_{u}(k) = \tilde{C}_{u}(|k|) \), is subsequently defined in the thermodynamic limit by requiring \( \tilde{C}_{u}(k) \, dk/(2\pi)^{d} \) to represent the average fraction of the total intensity \( u \) carried by all the modes that lie within an infinitesimal spectral volume \( dk \) around \( k \). According to this definition, one has

\[
\tilde{C}_{u}(k) = \frac{(2\pi)^{d}}{S(|k|)^{d-1}} \frac{d}{dk} \lim_{n \to +\infty} \sum_{|k| \geq |k|_{L}/2\pi} \mathbb{E}(u_{n}|u),
\]

which is obviously normalized to \( \int \tilde{C}_{u}(k) \, dk/(2\pi)^{d} = u \), as a straightforward consequence of \( \sum_{n} \mathbb{E}(u_{n}|u) = u \).

Before proceeding with the determination of \( \tilde{C}_{u}(k) \) in the different regimes found in section 3, we first put \( \mathbb{E}(u_{n}|u) \) into a form more suitable to an asymptotic estimate in the thermodynamic limit. From expressions (18), (46), (49) and the Laplace transform

\[
\int_{0}^{+\infty} u_{n}^{\varepsilon} n^{-1} \frac{1}{e^{V_{\varepsilon}/\varepsilon} - 1} \, du_{n} = \frac{\pi^{1-1/\varepsilon}}{\varepsilon [(V/\varepsilon) |C_{L}(n)| - |C_{L}(0)| + \varepsilon s]} \]

(we have written \( \Gamma(1 + 1/\varepsilon) = \pi^{1-1/\varepsilon} \), valid for \( \varepsilon = 1, 2 \), one finds after some straightforward algebra

\[
\mathbb{E}(u_{n}|u) = \left( \int_{L} C_{L}(n) e^{V_{S}(s,u,V)} \frac{ds}{2\pi} \right) \left( V \int_{L} e^{V_{S}(s,u,V)} \frac{ds}{2\pi} \right)^{-1}.
\]

4.1 \( \alpha < d \) and \( u < u_{c} \), or \( \alpha \geq d \): no condensation

In this regime, the proper expression for \( S(s, u, V) \) in the large \( V \) limit is the first line of (19) and there is always one saddle point \( s(u) > 0 \), a solution to \( u = \Gamma(s(u)) \). This saddle point determines the Bromwich integrals on the right-hand side of (52) which reduces to

\[
\lim_{V \to +\infty} \sum_{|k| \geq |k|_{L}/2\pi} \mathbb{E}(u_{n}|u) = \int_{|q| \geq |k|} \frac{\tilde{C}(q)}{1 - \tilde{C}(q)/\tilde{C}(0) + \varepsilon s(a)\tilde{C}(q)} \frac{dq}{(2\pi)^{d}},
\]

and, according to definition (51),

\[
\tilde{C}_{u}(k) = \frac{\tilde{C}(k)}{1 - \tilde{C}(k)/\tilde{C}(0) + \varepsilon s(a)\tilde{C}(k)}.
\]

Replacing \( I(s) \) with its expression (21) in the saddle point equation \( u = \Gamma(s(u)) \) and using (54), one obtains \( \int \tilde{C}_{u}(k) \, dk/(2\pi)^{d} = u \), which means that (54) gives the complete distribution of \( u \) among all the Fourier modes. It is clear from this result that, in the limit \( V \to +\infty \), the contribution of each given mode to \( u \) is infinitesimal and no condensate is present in this regime.

Note that for \( u \) close to \( u_{c} \) (or \( u \) large enough, if \( u_{c} = +\infty \)), \( s(u) \) is small and (54) can be approximated by

\[
\tilde{C}_{u}(k) \simeq \frac{\tilde{C}(k)}{1 - \tilde{C}(k)/\tilde{C}(0)} \quad (|k|^{\alpha} \gg \varepsilon s(a)/a),
\]

\[
\tilde{C}_{u}(k) \simeq \frac{1}{a |k|^{\alpha} + \varepsilon s(a)} \quad (|k|^{\alpha} \lesssim \varepsilon s(a)/a),
\]

which depends on \( u \) in the vicinity of \( k = 0 \) only.
4.2. \( \alpha < d \) and \( u > u_c \): condensation

As mentioned in section 3.2, the proper expression for \( S(s, u, V) \) in this regime is the second line of (19). It follows that the size of the contributing \( s \) on the right-hand side of (52) goes to zero like \( 1/V(u-u_c) \) as \( V \to +\infty \), and for \( k \neq 0 \), one has

\[
\lim_{V \to +\infty} \sum_{|u|-|k| \leq 2\pi} \mathbb{E}(u_0|u) = \int_{|u|-|k| \leq 2\pi} \frac{\tilde{C}(q)}{1 - \tilde{C}(q)/\tilde{C}(0)} \frac{d^4q}{(2\pi)^4},
\]

which yields

\[
\tilde{C}_u(k) = \frac{\tilde{C}(k)}{1 - \tilde{C}(k)/\tilde{C}(0)}. \tag{57}
\]

Replacing \( g(k) \) with its expression (22) in definition (23) of \( u_c \) and using (57), one obtains

\[
\int_{k \neq 0} \tilde{C}_u(k) d^4k/(2\pi)^d = u_c < u.
\]

The normalization \( \int \tilde{C}_u(k) d^4k/(2\pi)^d = u \) then demands that the missing part \( u - u_c \) accumulates into the \( k = 0 \) mode. Let us check it explicitly. For \( k = 0 \) the numerator on the right-hand side of (52) is proportional to

\[
\frac{1}{\varepsilon} \int_{E} s^{-(1+1/\varepsilon)} e^{V[u-(u_s)]} \frac{dx}{2i\pi} \sim \frac{e^{-V(0)}}{\varepsilon} \int_{E} s^{-(1+1/\varepsilon)} e^{V(u-u_c)} \frac{dx}{2i\pi} = \frac{e^{-V(0)}V(u-u_c)^{1/\varepsilon}}{\pi^{1-1/\varepsilon}},
\]

with \( \varepsilon = 1, 2 \). And since the Bromwich integral in the denominator is proportional to (43) with the same coefficient of proportionality, one obtains

\[
\lim_{V \to +\infty} \mathbb{E}(u_0|u) = u - u_c,
\]

as expected. Combining equations (56) and (59), one finds that the spectral density (57) can be prolonged to \( k = 0 \), in the distributional sense, as

\[
\tilde{C}_u(k) = (2\pi)^d(u - u_c) \delta(k) + \frac{\tilde{C}(k)}{1 - \tilde{C}(k)/\tilde{C}(0)} I_{k \neq 0}. \tag{60}
\]

The condensation into the \( k = 0 \) mode manifests itself in the presence of the \( \delta \)-function on the right-hand side of (60). The sudden appearance of a condensate as \( u \) increases past \( u_c \) is a clear manifestation of the non-analyticity of \( \Xi(u) \) (or, equivalently, of \( p(u) \)) at \( u = u_c \).

5. The structure of the condensate \((\alpha < d \) and \( u > u_c)\)

In this section, we investigate the structure of the condensate in more detail in terms of the asymptotic behavior as \( V \to +\infty \) of the conditional marginal density of the zero mode \( u_0 \) (given \( u \))

\[
P(u_0|u) = \frac{P_0(u_0)P_1(u - u_0)}{P(u)}, \tag{61}
\]

for \( u > u_c \). Using (18), (46) and (49) with \( n = 0 \) in (61), one obtains

\[
P(u_0|u) \sim V[\varepsilon \tilde{C}(0)f(V)]^{1/\varepsilon} \left( \frac{u - u_c}{u_0} \right)^{1-1/\varepsilon} e^{V(0)} \int_{E} s^{1/\varepsilon} e^{V[S(s,u,V)-as]} \frac{dx}{2i\pi} \left( V \to +\infty \right). \tag{62}
\]

Since \( u > u_c \), the proper asymptotic expression for \( S(s, u, V) \) in the denominator of (62) is the second line of (19), and from (43) one obtains

\[
P(u_0|u) \sim V[\varepsilon \tilde{C}(0)f(V)]^{1/\varepsilon} \left( \frac{u - u_c}{u_0} \right)^{1-1/\varepsilon} e^{V(0)} \int_{E} s^{1/\varepsilon} e^{V[S(s,u,V)-as]} \frac{dx}{2i\pi} \left( V \to +\infty \right). \tag{63}
\]

The asymptotic behavior of the Bromwich integral on the right-hand side of (63) depends on the considered regime non-trivially, as we will now see.
5.1. $\alpha < d/2$

Since $u_0$ is expected to be close to $u - u_c$, the integral in (63) is expected to be determined by the contribution of the small $s$ region. The actual size of this region determines which asymptotic expression (19) is to be chosen. Leaving this choice open for the moment and using (63), one obtains

$$p(u_0|u) \sim V[eC(0) f(V)]^{1-\sigma/\epsilon} \left( \frac{u - u_c}{u_0} \right)^{1-1/\epsilon} e^{Vf(0)} \times \int_L s^{1-\sigma/\epsilon} e^{-1/2} \frac{ds}{2\pi} \left( V \to +\infty \right).$$

(64)

where $\sigma = 0$ (resp. $\sigma = 1$) if the first (resp. second) line of (19) is the right choice. Since $\Delta(0) < +\infty$ if $\alpha < d/2$, one can write, for small $s$,

$$I(s) = I(0) + u_c s - \frac{1}{2} \Delta(0)^2 s^2 + o(|s|^2).$$

(65)

Injecting (65) into the right-hand side of (64) and writing

$$s = \frac{u_0 - u + u_c}{\Delta(0)^2} + t,$$

(66)

one obtains

$$p(u_0|u) \sim V[eC(0) f(V)]^{1-\sigma/\epsilon} \left( \frac{u - u_c}{u_0} \right)^{1-1/\epsilon} e^{-\frac{1}{2} \Delta(0)^2 t} e^{V\Delta(0)^2} \frac{dt}{2\pi} \left( V \to +\infty \right).$$

(67)

The value of $\sigma$ can now be determined by comparing, for the contributing $s$, the speed with which $sC_L(0)$ and $1 - C_L(|n| = 1)/C_L(0)$ in (17) tend to zero as $V \to +\infty$. For instance, a rapidly decreasing $sC_L(0)$ going to zero faster than $1 - C_L(|n| = 1)/C_L(0)$ is equivalent to letting $s \to 0$ first, and then $V \to +\infty$. In this case, the asymptotic behavior of $S(s, u, V)$ is given by the second line of (19) and one must take $\sigma = 1$. In the opposite case where $1 - C_L(|n| = 1)/C_L(0)$ goes to zero faster than $sC_L(0)$, one must take $\sigma = 0$. So, we need to estimate the typical size of the contributing $s$. Because of the exponential in the first line of (67), the distribution of $u_0$ is peaked around $u_0 = u - u_c$ with a width $\sim 1/\sqrt{V}$. Because of the exponential in the second line of (67), the contributing $t$ are in a small region around $t = 0$ with a width $\sim 1/\sqrt{V}$. Thus, according to (66), the small $s$ contributing to (64) for a typical $u_0$ behave like $1/\sqrt{V} = 1/L^{d/2}$ as $V \to +\infty$, and since $\alpha < d/2$, one finds

$$\lim_{V \to +\infty} \left| \frac{sC_L(0)}{1 - C_L(|n| = 1)/C_L(0)} \right| = \frac{C(0)}{a(2\pi)^d} \lim_{L \to +\infty} sL^\alpha = 0,$$

yielding $\sigma = 1$, as explained above. The integral in (67) then reduces to a simple Gaussian integral. Using $(u - u_c)/u_0 \to 1$ as $V \to +\infty$ (again, because the distribution is peaked around $u_0 = u - u_c$ with a width $\sim 1/\sqrt{V}$), one obtains

$$p(u_0|u) \sim \sqrt{\frac{V}{2\pi}} e^{-\frac{1}{2} \Delta(0)^2} \left( V \to +\infty \right).$$

(68)

In this regime, the part of $u$ which is in the condensate is Gaussian distributed around $u - u_c$ with a width $\sim 1/\sqrt{V}$. We will call such a condensate a 'normal condensate'.
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5.2. $d/2 \leq \alpha < d$: statement of the problem and solution for $d = 1$

The most natural way of proceeding to the case $d/2 < \alpha < d$ would be to start again from expression (64) and determine the asymptotic behavior of the Bromwich integral by replacing $I(s)$ with the small $s$ expansion (32), instead of (65). Unfortunately, this line turns out to be a dead end. The size of the $s$ contributing to (64) for a typical $u_0$ is found to behave like $1/V u^d/\epsilon = 1/L^\alpha$ for large $V$. It follows that $L^\alpha s \to O(1)$ as $V \to +\infty$ for the contributing $s$, and no definite value can be attributed to $\sigma$.

As we will see in the following, this unexpected problem is to be attributed to the fact that the asymptotics (19) are not correct if $L^\alpha s \to O(1)$ or $L^\alpha s \to 0$ too slowly (e.g. logarithmically) as $V \to +\infty$. A more careful, and finer, analysis of the asymptotic behavior of (17) is therefore needed to determine that of $p(u_0|u)$ from expression (63).

We have been able to carry out such an analysis successfully for $d = 1$, taking advantage of the Euler–Maclaurin summation formula to control (17) and obtain $p(u_0|u)$ as a Laplace integral which can be computed numerically. The result is the existence of an ‘anomalous condensate’ if $d/2 \leq \alpha < d$ and $u > u_c$.

5.2.1. Rewriting $S(s, u, V)$ using the Euler–Maclaurin summation formula. From the Euler–Maclaurin summation formula at the lowest order

$$
\sum_{n=1}^{+\infty} f(n) = \frac{-f(0)}{2} + \int_{0}^{+\infty} f(t) dt + \int_{0}^{+\infty} P_t(t) f'(t) dt,
$$

where $P_t(t) = t - n - 1/2$ for $n < t < n + 1$, one obtains

$$
\sum_{n=-\infty}^{+\infty} \ln \left[ 1 - \frac{CL(n)}{CL(0)} + \epsilon s C_L(n) \right] = \int_{-\infty}^{+\infty} \ln \left[ 1 - \frac{CL(t)}{CL(0)} + \epsilon s C_L(t) \right] dt
+ 2 \left[ \frac{\epsilon s - 1}{C_L(0)} \right] \int_{0}^{+\infty} P_t(t) \frac{C_L'(t)}{C_L(0)} dt + \epsilon s C_L(0) dt.
$$

(69)

Making the change of variable $t = kL/2\pi$, one obtains

$$
\sum_{n=-\infty}^{+\infty} \ln \left[ 1 - \frac{CL(n)}{CL(0)} + \epsilon s C_L(n) \right] = L \int_{-\infty}^{+\infty} \ln \left[ 1 - \frac{\tilde{C}_L(k)}{CL(0)} + \epsilon s \tilde{C}_L(k) \right] dk
+ 2 \left[ \frac{\epsilon s - 1}{C_L(0)} \right] \int_{0}^{+\infty} P_t(t) \frac{\tilde{C}_L'(k)}{C_L(0)} dk + \epsilon s \tilde{C}_L(0) dk.
$$

(70)

where we have written $C_L(kL/2\pi) = \tilde{C}_L(k)$ and $C'_L(kL/2\pi) = (2\pi/L) \tilde{C}_L'(k)$. Let $R(s, L)$ denote the second term on the right-hand side of (70). When $s \to 0$, $R(s, L)$ is logarithmically infrared divergent. To deal with this divergence, we rewrite $R(s, L)$ as

$$
R(s, L) = \ln [\epsilon s \tilde{C}_L(0)] + 2 \left[ \frac{\epsilon s - 1}{C_L(0)} \right] \int_{0}^{+\infty} \frac{P_t \left( \frac{k}{L} \right) + 1/2}{\tilde{C}_L(0) + \epsilon s \tilde{C}_L(k)} dk + \epsilon s \tilde{C}_L(0) dk.
$$

(71)

For $d = 1$, it follows from (17), (70) and (21) that $S(s, u, L) \sim su - I(s) - \frac{R(s, L)}{\epsilon L} (L \to +\infty)$.

(72)

Our objective is now to determine the behavior of (72) as $s \to 0$ with $L^\alpha s \to O(1)$, and use the result in the Bromwich integral on the right-hand side of (63) to get the asymptotic behavior of $p(u_0|u)$ as $L \to +\infty$ for $d = 1$, $1/2 < \alpha < 1$ and $u > u_c$. 
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5.2.2. Determination of $p(u_0|u)$ for $d = 1$, $1/2 < \alpha < 1$ and $u > u_c$. After some careful calculations detailed in appendix B, one finds that in the limits $L \to +\infty$, $s \to 0$ and $L^{12} \leq O(1)$, $R(s, L)$ behaves as

$$R(s, L) \sim R(sL^\alpha) = \ln \left( \frac{s C(0) L^\alpha}{a} \right) + 2\phi \left( \frac{s C(0) L^\alpha}{a} (L/2\pi)^\alpha s \right) - \frac{\alpha}{\pi} \Gamma(1 + 1/\alpha) \Gamma(1 - 1/\alpha) \left( \frac{s C(0) L^\alpha}{a} \right)^{1/\alpha},$$

(73)

with

$$\phi(t) = \zeta(\alpha) t + \sum_{n=1}^{+\infty} \left[ \ln \left( 1 + \frac{t}{n^\alpha} \right) - \frac{t}{n^\alpha} \right].$$

(74)

where $\zeta(\cdot)$ is the Riemann zeta function. The second line of (19) corresponds to the first term on the right-hand side of (73) only, with $f(V) = L^\alpha/a$. Injecting (73) into (72), replacing $I(s)$ with the small $s$ expansion (32) and introducing the rescaled variables

$$t = \frac{s C(0)}{la} \left( \frac{L}{2\pi} \right)^\alpha s, \quad X = \frac{(2\pi)^\alpha}{s C(0)} L^{1-\alpha} (u_0 - u + u_c),$$

one obtains $p(u_0|u)$ for $u_0$ close to $u - u_c$ as

$$p(u_0|u) \sim \frac{(2\pi)^\alpha}{s C(0)} L^{1-\alpha} \int_{-\infty}^{+\infty} e^{-i\xi t} \frac{d\xi}{2\pi}$$

\( (L \to +\infty). \)

(75)

Note that by the identity

$$\int_0^{+\infty} \left[ \frac{1}{r^\alpha} - \ln \left( 1 + \frac{1}{r^\alpha} \right) \right] dr = -\alpha \Gamma \left( 1 + \frac{1}{\alpha} \right) \Gamma \left( 1 - \frac{1}{\alpha} \right),$$

the term in the second line of (73) exactly cancels out the term $-Js^{1/\alpha}$ from (32). The simple asymptotics given by the second line of (19) misses this cancellation.

The $t$-integral on the right-hand side of (75) can be computed numerically for fixed $X$. Then, varying $X$, one obtains the kind of curve shown in figure 2. The non-Gaussian nature of the condensate in this regime is easily seen for e.g. $\alpha = 0.7$ and $\alpha = 0.9$. More quantitatively, the skewness increases from 0.22 for $\alpha = 0.6$, to 0.40 for $\alpha = 0.7$, to 0.67 for $\alpha = 0.9$. Similarly, the excess kurtosis increases from 0.11 for $\alpha = 0.6$, to 0.39 for $\alpha = 0.7$, to 0.81 for $\alpha = 0.9$. Note that, as a function of $u_0$, the probability distribution $p(u_0|u)$ always tends to a delta function located at $u_0 = u - u_c + 0^+$ as $L \to +\infty$. To see the structure of the condensate, it is necessary to zoom in on the delta function, which is achieved by using the rescaled variable $X$ instead of $u_0$, and rescaling $p(u_0|u)$ accordingly. The shifting of the peak of $p(u_0|u)$ to the left with increasing $\alpha$, observed in figure 2, must be attributed to the fact that $\alpha = d$ is the limit for BEC (here $d = 1$). The closer to $\alpha = d$ one is, the larger $L$ must be for the peak of $p(u_0|u)$ to eventually become close to $u_0 = u - u_c$ by less than a given finite amount. The necessary $L$ diverges in the limit $\alpha \to d^-$, which is the precursor of the destruction of the condensate at $\alpha = d$.

In summary, at least for $d = 1$ where we are able to analyze the distribution $p(u_0|u)$ accurately, it turns out that the anomalous condensate in our case has a much more complex structure than the relatively simple form of the anomalous condensate found in the homogeneous mass transport model [7, 8].
Figure 2. Rescaled $p(u_0|u)$ versus the rescaled variable $X$ with $c = (2\pi)^\alpha a / \tilde{C}(0)$ (see the text for the definition of $X$), for $d = 1$ and $\alpha = 0.6$ (solid line), $\alpha = 0.7$ (dashed line) and $\alpha = 0.9$ (dot-dashed line).

5.2.3. Determination of $p(u_0|u)$ for $d = 1$, $\alpha = 1/2$ and $u > u_c$. The existence of an anomalous condensate for $1/2 < \alpha < 1$ raises the question of the structure of the condensate at the transition $\alpha = 1/2$ between the normal and anomalous regimes. In this case, the behavior of $R(s,L)$ in the limits $L \to +\infty$, $s \to 0$ and $L^{1/2} s \leq O(1)$ is found to be given by

$$R(s,L) \sim R(L^{1/2}) = \ln \left( \frac{\tilde{C}(0) L^{1/2}}{a} \right) + 2\psi \left( \frac{\epsilon \tilde{C}(0) L^{1/2}}{a\sqrt{2\pi}} \right) + \frac{\epsilon L K s^2}{2} \left[ 1 - 2\ln \left( \frac{\epsilon \tilde{C}(0) L^{1/2}}{a\sqrt{2\pi}} \right) \right],$$

(76)

with $K = \epsilon \tilde{C}(0)^2 / (\pi a^2)$ (see equation (38)), and

$$\psi(t) = \xi \left( \frac{1}{2} \right) t - \frac{\gamma t^2}{2} + \sum_{n=1}^{+\infty} \left[ \ln \left( 1 + \frac{t}{\sqrt{n}} \right) - \frac{t}{\sqrt{n}} + \frac{t^2}{2n} \right],$$

(77)

where $\gamma$ is the Euler–Mascheroni constant. The interested reader is referred to appendix B for the details of the calculation. Injecting (76) into (72) with

$$I(s) \simeq I(0) + u_0 s + K s^2 \ln \left( \frac{\epsilon \tilde{C}(0) s}{a} \right) - (T + K) \frac{s^2}{2},$$

(78)

(see equation (37) with $O(1)$ made explicit, and equation (39)), and introducing the rescaled variable

$$t = \frac{\tilde{C}(0)}{\epsilon a} \left( \frac{\epsilon L \ln L}{2\pi} \right)^{1/2},$$

one obtains $p(u_0|u)$ for $u_0$ close to $u - u_c$ as

$$p(u_0|u) \sim \frac{1}{\pi \sqrt{2} \Delta_L} \int_{-\infty}^{+\infty} e^{-\frac{1}{2} \tilde{C}(0) (u_0 - u + u_c)^2} dt$$

$$= \frac{1}{\sqrt{2\pi}} e^{-\frac{2u_0^2}{\Delta_L}} \Delta_L (L \to +\infty),$$

(79)
where
\[ \Delta_L = \varepsilon \hat{C}(0) \left( \frac{\ln L}{a} \right)^{1/2} \]  

Like in the normal regime \((\alpha < 1/2)\), the part of \( u \) which is in the condensate is Gaussian distributed around \( u - u_c \) with anomalously large fluctuations scaling as \( \sqrt{\ln(L)/L} \), instead of \( 1/\sqrt{L} \) for the normal condensate.

It is interesting to note that the size of the \( s \) contributing to (63) for a typical \( u_0 \) in this regime is found to behave like \( 1/\sqrt{L \ln L} \) for large \( L \). It follows that \( L^{1/2} s \sim 1/\sqrt{\ln L} \to 0 \) as \( L \to +\infty \) for the contributing \( s \), which intuitively suggests that the second line of (19) might be the right asymptotics to use. This is not the case. Like in the previous regime, expression (79) results from non-trivial cancellations between terms of (76) and (78) that are not accounted for by the simple asymptotics (19).

6. Summary and perspectives

In this paper, we have investigated the concentration properties of a Gaussian random field \( \varphi \) in the thermodynamic limit, \( V \to +\infty \) with fixed \( u = ||\varphi||_2^2/V \), where \( V \) is the volume of the box containing the field. Considering a wide class of fields for which the spectral density behaves like \( \hat{C}(k) \sim \hat{C}(0) (1 - a |k|^\alpha) \) for small \( k \) (with \( a > 0 \)), we have found different regimes depending on the relative values of \( \alpha \) and the space dimension \( d \).

If \( \alpha < d \) and \( u > u_c \), where \( u_c \) is given by equation (23), the concentration of \( \varphi \) discussed in [1] and [2] turns into a BEC onto the \( k = 0 \) mode as the thermodynamic limit is taken. If \( \alpha < d/2 \), the condensate is normal in the sense that the part of \( u \) which is in the condensate is Gaussian distributed around \( u - u_c \) with normal fluctuations scaling as \( 1/\sqrt{V} \). If \( d/2 < \alpha < d \), the condensate is non-Gaussian distributed (‘anomalous’ condensate). A detailed semi-analytic analysis of the structure of the anomalous condensate has been performed for \( d = 1 \). Extending this one-dimensional analysis to the transition between normal and anomalous condensations, we have found that the condensate at the transition is still Gaussian distributed but with anomalously large fluctuations scaling as \( \sqrt{\ln(L)/L} \).

If \( \alpha \geq d \), the density of states at large wavelengths becomes too large as the thermodynamic limit is taken. The system cannot tell the infrared modes with \( |k| > 0 \) apart from the \( k = 0 \) mode, which prevents BEC and leads instead to a concentration onto a larger function space than only the \( k = 0 \) mode as \( u \) is increased. This is the thermodynamic limit of the one-dimensional problem considered in [1], in which one typically has \( \alpha = 2 \).

For each regime, we have determined the conditional spectral density giving the average distribution of \( u \) among the different Fourier modes of the field. If \( \alpha \geq d \), or \( \alpha < d \) and \( u < u_c \), the conditional spectral density is a smooth function of \( k \) given by equation (54). On the other hand, if \( \alpha < d \) and \( u > u_c \), the conditional spectral density is given by equation (60), which clearly shows the condensation into the \( k = 0 \) mode by the presence of the \( \delta \)-function on its right-hand side.

We have also illustrated the similarities and differences between the condensation properties in the Gaussian-field model and those of the mass transport model in one dimension. While in both cases, there can be both normal and anomalous condensates depending on the parameter regimes, the precise nature of the condensate is different in the two cases. This difference can be traced back to the fact that while the condensation in the mass transport model is homogeneous (in real space), it is heterogeneous (in Fourier space) in the Gaussian-field model.

In conclusion, we outline some possible generalizations of this work. As far as scalar fields are concerned, further investigations would involve relaxing some of the assumptions
we made about the correlation function. For instance, it would be interesting to investigate how our results are modified when \( C(k) \) is not a single bump function of \( k \). In the cases where condensation occurs, the condensate is expected to have a much richer functional structure than a single Fourier mode, as it should live in the whole function space spanned by all the Fourier modes for which \( C(k) \) is maximum. Such a study would be of interest in e.g. laser–plasma interaction physics in the so-called indirect-drive scheme \([11]\). In scalar approximation, the crossing of several spatially incoherent laser beams leads to precisely this kind of Gaussian random field as a model for the laser electric field. Another interesting line of investigation would be to consider vector Gaussian random fields and quadratic forms more general than the simple \( L^2 \)-norm. For instance, in the context of turbulent dynamo \([12]\), it would be of great interest to be able to determine the structure(s) of the random flow with a large average helicity over a given scale. Assuming a Gaussian random flow, the question would then be to find out whether there is a concentration onto a smaller flow space when average helicity becomes large and whether this concentration turns into a BEC when the considered scale becomes large. Such studies will be the subject of a future work.
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Appendix A. Joint probability distribution function of \( \text{Re} \varphi_L(n) \) and \( \text{Im} \varphi_L(n) \)

If \( \varphi \) is complex with \( \langle \varphi(x)\varphi(y) \rangle = \langle \varphi(x)\varphi(y) \rangle^* = C(x − y) \), it follows from definition (3) that \( \varphi_L(n) \) are complex Gaussian random variables with

\[
\langle \varphi_L(n) \rangle = \langle \varphi_L(n)\varphi_L(m) \rangle = 0,
\]

and

\[
\langle \varphi_L(n)\varphi_L(m) \rangle^* = \frac{1}{V} \int_{\Lambda} \int_{\Lambda} \langle \varphi(x)\varphi(y) \rangle^* e^{-2\pi i (\varphi(x)−\varphi(y))} d^4x d^4y
= \frac{1}{V} \int_{\Lambda} \left[ \int_{\Lambda} C(x − y) e^{-2\pi i \varphi(x−y)} d^4x \right] e^{2\pi i (\varphi(m)−\varphi(n))} d^4y
= \frac{C_L(n)}{V} \int_{\Lambda} e^{2\pi i (\varphi(m)−\varphi(n))} d^4y = C_L(n)\delta_{n,m},
\]

where we have used the periodicity of \( C(x) \) resulting from the periodic boundary conditions imposed on \( \varphi \) and definition (1) of \( C_L(n) \). Writing \( \varphi_L(n) = \text{Re} \varphi_L(n) + i \text{Im} \varphi_L(n) \) and \( \varphi_L(m) = \text{Re} \varphi_L(m) + i \text{Im} \varphi_L(m) \) in (A.1) and (A.2), one obtains

\[
\langle \text{Re} \varphi_L(n) \rangle = \langle \text{Im} \varphi_L(n) \rangle = 0,
\]

\[
\langle \text{Re} \varphi_L(n)\text{Im} \varphi_L(m) \rangle = 0,
\]

\[
\langle \text{Re} \varphi_L(n)\text{Re} \varphi_L(m) \rangle = \langle \text{Im} \varphi_L(n)\text{Im} \varphi_L(m) \rangle = \frac{C_L(n)}{2} \delta_{n,m},
\]

from which it follows that the \( \text{Re} \varphi_L(n) \) and \( \text{Im} \varphi_L(n) \) are independent Gaussian random variables with zero mean and variance \( C_L(n)/2 \). Their joint pdf is thus given by the product measure

\[
p(\text{Re} \varphi_L(n), \text{Im} \varphi_L(n)) = \prod_{n \in \mathbb{Z}^d} \mathcal{N}(0,C_L(n)/2)(\text{Re} \varphi_L(n)) \times \prod_{n \in \mathbb{Z}^d} \mathcal{N}(0,C_L(n)/2)(\text{Im} \varphi_L(n))
= \prod_{n \in \mathbb{Z}^d} \frac{1}{\sqrt{\pi C_L(n)}} \exp \left[ -\frac{\left| \varphi_L(n) \right|^2}{C_L(n)} \right].
\]
where \( N_{(c_1,c_2)}(x) \), with \( c_2 > 0 \), is the Gaussian measure of mean \( c_1 \) and variance \( c_2 \),

\[
N_{(c_1,c_2)}(x) = \frac{1}{\sqrt{2\pi c_2}} \exp \left[ -\frac{(x - c_1)^2}{2c_2} \right].
\]  

(A.5)

If \( \phi \) is real, its Fourier coefficients are linked by the Hermitian symmetry, \( \phi_n(-n) = \phi_n^* \), and \( \phi \) is entirely determined by giving \( \phi_n(n) \) in only one half of \( \mathbb{Z}^d \). Let \( \mathbb{Z}_{1/2}^d \) be a given half of \( \mathbb{Z}^d \) excluding the point \( n = 0 \). All the statistical properties of \( \phi \) are thus encoded in the joint pdf of \( \phi_0(0) \) (which is necessarily real by the Hermitian symmetry), \( \text{Re} \phi_n(n) \) and \( \text{Im} \phi_n(n) \) for \( n \) in \( \mathbb{Z}_{1/2}^d \). By \( \langle \phi(x) \rangle = 0 \), \( \langle \phi(x)\phi(y) \rangle = C(x-y) \) and definition (3), \( \phi_n(n) \) for \( n \) in \( \{0\} \cup \mathbb{Z}_{1/2}^d \) are complex Gaussian random variables with

\[
\langle \phi_n(n) \rangle = 0,
\]  

(A.6)

\[
\langle \phi_n(n)\phi_m(m) \rangle = \frac{1}{V} \int_\Lambda \int_\Lambda \langle \phi(x)\phi(y) \rangle e^{-2\pi i (n \cdot x + m \cdot y)} \, dx \, dy
\]

\[
= \frac{1}{V} \int_\Lambda \left[ \int_\Lambda C(x-y) e^{-2\pi i n \cdot (x-y)} \, dx \right] e^{-2\pi i m \cdot y} \, dy
\]

\[
= \frac{C_L(n)}{V} \int_\Lambda e^{-2\pi i (m \cdot n - y \cdot m)} \, dy = C_L(n)\delta_{n,0} = C_L(0)\delta_{n,0}\delta_{m,0}
\]  

(A.7)

\( (\delta_{n,0} = \delta_{m,0}\delta_{m,0} \) because both \( n \) and \( m \) are in \( \{0\} \cup \mathbb{Z}_{1/2}^d \), and

\[
\langle \phi_n(n)\phi_m(m) \rangle^* = \frac{1}{V} \int_\Lambda \int_\Lambda \langle \phi(x)\phi(y) \rangle e^{-2\pi i (n \cdot x + m \cdot y)} \, dx \, dy
\]

\[
= \frac{1}{V} \int_\Lambda \left[ \int_\Lambda C(x-y) e^{-2\pi i n \cdot (x-y)} \, dx \right] e^{2\pi i m \cdot y} \, dy
\]

\[
= \frac{C_L(n)}{V} \int_\Lambda e^{2\pi i (m \cdot n - y \cdot m)} \, dy = C_L(n)\delta_{n,m}.
\]  

(A.8)

Writing \( \phi_n(n) = \text{Re} \phi_n(n) + i \text{Im} \phi_n(n) \) and \( \phi_m(m) = \text{Re} \phi_m(m) + i \text{Im} \phi_m(m) \) in (A.6)–(A.8), one obtains

\[
\langle \text{Re} \phi_n(n) \rangle = \langle \text{Im} \phi_n(n) \rangle = 0,
\]

\[
\langle \text{Re} \phi_n(n) \text{Im} \phi_m(m) \rangle = 0
\]

\[
\langle \text{Re} \phi_n(n) \text{Re} \phi_m(m) \rangle = \frac{C_L(n)}{2} - \delta_{n,0}\delta_{m,0},
\]  

(A.9)

\[
\langle \text{Im} \phi_n(n) \text{Im} \phi_m(m) \rangle = \frac{C_L(n)}{2} (1 - \delta_{n,0})\delta_{m,0},
\]

for \( n \) and \( m \) in \( \{0\} \cup \mathbb{Z}_{1/2}^d \). It follows that \( \phi_0(0), \text{Re} \phi_n(n) \) and \( \text{Im} \phi_n(n) \) (for \( n \) in \( \mathbb{Z}_{1/2}^d \)) are independent Gaussian random variables with zero mean, \( \langle \phi_0(0)^2 \rangle = C_L(0) \), and

\[
\langle (\text{Re} \phi_n(n))^2 \rangle = \langle (\text{Im} \phi_n(n))^2 \rangle = C_L(n)/2.
\]

Their joint pdf is therefore given by the product measure

\[
p ([\phi_0(0), \text{Re} \phi_n(n), \text{Im} \phi_n(n)]) = N_{[0,C_L(0)]}(\phi_0(0)) \times \prod_{n \in \mathbb{Z}_{1/2}^d} N_{[0,C_L(n)/2]}(\text{Re} \phi_n(n)) \times \prod_{n \in \mathbb{Z}_{1/2}^d} N_{[0,C_L(n)/2]}(\text{Im} \phi_n(n))
\]

\[
= \frac{1}{\sqrt{2\pi C_L(0)}} \exp \left[ -\frac{\phi_0(0)^2}{2C_L(0)} \right] \times \prod_{n \in \mathbb{Z}_{1/2}^d} \frac{1}{\pi C_L(n)} \exp \left[ -\frac{|\phi_n(n)|^2}{C_L(n)} \right].
\]  

(A.10)
Appendix B. Calculation of $R(s, L)$

We want to estimate expression (71) of $R(s, L)$ in the limits $L \to +\infty$, $s \to 0$ and $L'^s \lesssim O(1)$, with $1/2 \leq \alpha < 1$. Since $s$ tends to zero, one can already simplify (71) as

$$R(s, L) = \ln [s s' \mathcal{C}_L(0)] - \frac{2}{\mathcal{C}_L(0)} \int_0^{+\infty} \frac{P_1(kL/2\pi) + 1/2}{1 - \mathcal{C}_L(k)/\mathcal{C}_L(0) + s s' \mathcal{C}_L(k)} \, dk.$$  \hspace{1cm} (B.1)

For any given $\delta > 0$ arbitrarily small, we split the $k$-integral on the right-hand side of (B.1) as the sum of an integral from 0 to $\delta$ plus an integral from $\delta$ to $+\infty$.

The asymptotic behavior of the integral from $\delta$ to $+\infty$ is easily obtained by noting that, in this domain, the derivative of $\ln[1 - \mathcal{C}_L(k)/\mathcal{C}_L(0) + s s' \mathcal{C}_L(k)]$ appearing in the integral is a well-behaved function of $k$ when $s \to 0$ and $L \to +\infty$. Thus, because of the wild oscillations of $P_1(kL/2\pi) + 1/2$ around 1/2, one obtains

$$\frac{2}{\mathcal{C}_L(0)} \int_\delta^{+\infty} \frac{P_1(kL/2\pi) + 1/2}{1 - \mathcal{C}_L(k)/\mathcal{C}_L(0) + s s' \mathcal{C}_L(k)} \, dk \sim \int_\delta^{+\infty} \frac{\mathcal{C}'(k)/\mathcal{C}(0)}{1 - \mathcal{C}(k)/\mathcal{C}(0)} \, dk$$

$$= \ln \left[ 1 - \frac{\mathcal{C}(\delta)}{\mathcal{C}(0)} \right] \simeq \ln a \delta^\alpha \quad (L \to +\infty, \, s \to 0).$$  \hspace{1cm} (B.2)

In equation (B.2), as well as in equations (B.7) and (B.9) below, the condition $L'^s \lesssim O(1)$ supplementing the limits $L \to +\infty$ and $s \to 0$ is always implicitly assumed.

Since $\delta$ is arbitrarily small, we can replace $\mathcal{C}_L(k)$ with $\mathcal{C}(k) \simeq \mathcal{C}(0)(1 - ak^\alpha)$ in the integral from 0 to $\delta$. Choosing $\delta$ such that $\delta L/2\pi$ is an integer, one obtains

$$\frac{2}{\mathcal{C}_L(0)} \int_0^{\delta} \frac{P_1(kL/2\pi) + 1/2}{1 - \mathcal{C}_L(k)/\mathcal{C}_L(0) + s s' \mathcal{C}_L(k)} \, dk \simeq 2\alpha \int_0^{\delta} \frac{[P_1(kL/2\pi) + 1/2]ak^{\alpha-1}}{ak^{\alpha} + s s' \mathcal{C}_L(0)} \, dk$$

$$= \frac{\alpha L}{\pi} \int_0^{\delta} \frac{k^{\alpha}}{k^{\alpha} + \eta s} \, dk - 2\alpha \sum_{n=0}^{\delta L/2\pi-1} \int_{\pi n/L}^{\pi(n+1)/L} \frac{k^{\alpha-1}}{k^{\alpha} + \eta s} \, dk,$$  \hspace{1cm} (B.3)

where we have used $P_1(kL/2\pi) + 1/2 = kL/2\pi - n$ for $2\pi n/L < k < 2\pi(n+1)/L$ and written $\eta = s \mathcal{C}_L(0)/a$. We will now determine the asymptotic behavior of (B.3), first for $1/2 < \alpha < 1$, then for $\alpha = 1/2$.

B.1. $1/2 < \alpha < 1$

The behavior of the first term in the second line of (B.3) is given by

$$\frac{\alpha L}{\pi} \int_0^{\delta} \frac{k^{\alpha}}{k^{\alpha} + \eta s} \, dk = \frac{\alpha L}{\pi} \left[ 1 - F \left( 1, \frac{1}{\alpha}, 1 + \frac{1}{\alpha} - \frac{\delta s^{1/\alpha}}{\eta s} \right) \right]$$

$$\simeq \frac{\alpha L}{\pi} \left[ \delta - \frac{1}{\Gamma \left( 1 + \frac{1}{\alpha} \right)} \Gamma \left( 1 - \frac{1}{\alpha} \right) (\eta s)^{1/\alpha} - \frac{\delta^{1-\alpha}}{1 - \alpha s} \right], \quad (s \to 0)$$  \hspace{1cm} (B.4)

where $F(a, b, c, z)$ denotes the hypergeometric function $_2F_1(a; b; c; z)$. Performing the integrals in the second term of the second line of (B.3), one obtains

$$2\alpha \sum_{n=0}^{\delta L/2\pi-1} \int_{2\pi n/L}^{2\pi(n+1)/L} \frac{k^{\alpha-1}}{k^{\alpha} + \eta s} \, dk = 2\alpha \sum_{n=0}^{\delta L/2\pi-1} \left[ \ln \left( \frac{2\pi(n+1)}{L} \right) - \ln \left( \frac{2\pi n}{L} \right) \right]$$

$$+ 2 \sum_{n=0}^{\delta L/2\pi-1} \left[ \ln \left( 1 + \frac{L'^s \eta s}{2\pi(n+1)^\alpha} \right) - \ln \left( 1 + \frac{L'^s \eta s}{2\pi n^\alpha} \right) \right]$$

$$= \frac{\alpha \delta L}{\pi} \ln \delta - 2\alpha \sum_{n=0}^{\delta L/2\pi-1} \ln \left( \frac{2\pi n}{L} + \frac{\delta L}{\pi} \ln \left( 1 + \frac{\eta s^{1/\alpha}}{\delta s^{1/\alpha}} \right) \right) - 2 \sum_{n=0}^{\delta L/2\pi-1} \ln \left( 1 + \frac{L'^s \eta s}{(2\pi n)^\alpha} \right).$$  \hspace{1cm} (B.5)
It is convenient to introduce the function
\[
\phi(t) = \zeta(\alpha) t + \sum_{n=1}^{\infty} \left[ \ln \left( 1 + \frac{t}{n^\alpha} \right) - \frac{t}{n^\alpha} \right],
\]  
(B.6)
in terms of which one has the asymptotics
\[
\beta L^{2\pi} \sum_{n=1}^{\infty} \ln \left( 1 + \frac{L^\alpha n^\alpha}{(2\pi n)^\alpha} \right) \sim \phi \left( \frac{L^\alpha n^\alpha}{(2\pi)^\alpha} \right) - \frac{L^\alpha n^\alpha}{(2\pi)^\alpha} \left( \zeta(\alpha) - \sum_{n=1}^{\infty} \frac{1}{n^\alpha} \right)
\sim \phi \left( \frac{L^\alpha n^\alpha}{(2\pi)^\alpha} \right) + \frac{L}{2\pi} \frac{\delta^{1-\alpha}}{1-\alpha} n^\alpha \quad (L \to +\infty, \; s \to 0),
\]  
(B.7)
where we have used \(\sum_{n=1}^{\infty} n^{-\alpha} \sim \zeta(\alpha) + (2\pi/\delta \alpha)\left(\delta L^2/2\pi\right)/(1 - \alpha) + 1/2 \quad (L \to +\infty)\). Putting (B.7), \(\ln(1 + \eta s/\delta \alpha) \sim \eta s/\delta \alpha \quad (s \to 0)\), and
\[
2\alpha \beta L^{2\pi} \sum_{n=1}^{\infty} \frac{2\pi n}{\pi} \sim \frac{\alpha L}{\pi} \ln \left( \frac{2\pi}{\delta \alpha} \right) + 2\alpha \ln \left( \frac{\delta L}{2\pi} \right) \sim \frac{\alpha \delta L}{\pi} \ln \delta + \alpha \ln \delta L - \frac{\alpha \delta L}{\pi}, \quad (L \to +\infty)
\]  
(B.8)
in the place of the corresponding terms in the last line of (B.5), one obtains
\[
2\alpha \beta L^{2\pi-1} \sum_{n=0}^{\infty} n \int_{2\pi n/\delta}^{2\pi (n+1)/\delta} \frac{\alpha L}{\pi} \left( \delta - \frac{\delta^{1-\alpha}}{1-\alpha} \eta s \right)
- \left[ \alpha \ln \delta L + 2\phi \left( \frac{L^\alpha n^\alpha}{(2\pi)^\alpha} \right) \right] \quad (L \to +\infty, \; s \to 0). \]  
(B.9)
Finally, it follows from (B.2), (B.4) and (B.9) that the asymptotic behavior of (B.1) in the limits \(L \to +\infty\), \(s \to 0\) and \(L^\alpha s \leq O(1)\) is given by expression (73).

**B.2. \(\alpha = 1/2\)**

The behavior of the first term in the second line of (B.3) is now given by
\[
\frac{L}{2\pi} \int_{0}^{\beta} \frac{\sqrt{k}}{\sqrt{k + \eta s}} dk = \frac{\delta L}{2\pi} \left[ 1 - F \left( 1, 2, 3, -\frac{\delta^{1/2}}{\eta s} \right) \right]
\sim \frac{L}{2\pi} \left( \delta - 2(\eta s)^2 \ln \left( \frac{\eta s}{\delta^{1/2}} \right) - 2\delta^{1/2}\eta s \right) \quad (s \to 0),
\]  
(B.10)
and equations (B.6) and (B.7) are, respectively, replaced with
\[
\psi(t) = \zeta \left( \frac{1}{2} \right) t - \frac{\gamma t^2}{2} + \sum_{n=1}^{\infty} \left[ \ln \left( 1 + \frac{t}{n^{1/2}} \right) - \frac{t}{n^{1/2}} + \frac{t^2}{2n} \right],
\]  
(B.11)
and
\[
\beta L^{2\pi} \sum_{n=1}^{\infty} \ln \left( 1 + \frac{L^{1/2} n^2}{2\pi n^2} \right) \sim \psi \left( \frac{L^{1/2} n^2}{2\pi} \right)
- \frac{L^{1/2} n^2}{2\pi} \left( \zeta(1/2) - \sum_{n=1}^{\infty} \frac{1}{\sqrt{n}} \right) + \frac{L(\eta s)^2}{4\pi} \left( \gamma - \sum_{n=1}^{\infty} \frac{1}{n} \right)
\sim \psi \left( \frac{L^{1/2} n^2}{2\pi} \right) + \frac{\delta^{1/2} L n^2}{\pi} - \frac{L(\eta s)^2}{4\pi} \ln \left( \frac{\delta L}{2\pi} \right) \quad (L \to +\infty, \; s \to 0),
\]  
(B.12)
where we have used \( \sum_{n=1}^{L/2\pi-1} n^{-1/2} \sim (1/2) + (2\pi/\delta L)^{1/2} (\delta L/\pi + 1/2) \) \( (L \to +\infty) \) and \( \sum_{n=1}^{L/2\pi} n^{-1} \sim y + \ln(\delta L/2\pi) + \pi/(2\delta L) \) \( (L \to +\infty) \). As previously, in equation (B.12), as well as in equation (B.13), the condition \( L^{1/2} s \leq O(1) \) supplementing the limits \( L \to +\infty \) and \( s \to 0 \) is implicitly assumed. Putting (B.12), (B.8) with \( \alpha = 1/2 \) and \( \ln(1 + \eta s/\delta^{1/2}) \sim \eta s/\delta^{1/2} - (\eta s)^2/(2\delta) \) \( (s \to 0) \) in the place of the corresponding terms in the last line of (B.5) with \( \alpha = 1/2 \), one obtains

\[
\sum_{n=0}^{L/2\pi-1} n \int_{2\pi n/L}^{2\pi (n+1)/L} \frac{dk}{\sqrt{K + \eta s}} \sim -\left[ \frac{1}{2} \ln \delta L + 2\psi \left( \frac{L^{1/2} \eta s}{\sqrt{2\pi}} \right) \right] + \frac{L}{2\pi} \left[ \delta - 2\delta^{1/2} \eta s - (\eta s)^2 \right] + \frac{L}{2\pi} (\eta s)^2 \ln \left( \frac{\delta L}{2\pi} \right) \quad (L \to +\infty, \ s \to 0).
\]

(B.13)

Finally, using (B.2), (B.10), (B.13) and \( K = \varepsilon \tilde{C}(0)^2/(\pi \sigma^2) = \eta^2/\varepsilon \pi \) (see equation (38)) in (B.1), one finds that for \( \alpha = 1/2 \), the asymptotic behavior of \( R(s, L) \) in the limits \( L \to +\infty \), \( s \to 0 \) and \( L^{1/2} s \leq O(1) \) is given by expression (76).

References

[1] Mounaix Ph and Divol L 2004 Breakdown of hot-spot model in determining convective amplification in large homogeneous systems Phys. Rev. Lett. 93 185003
[2] Mounaix Ph and Collet P 2011 Linear amplifier breakdown and concentration properties of a Gaussian field given that its \( L^2 \)-norm is large J. Stat. Phys. 143 139–47
[3] Rose H A and DuBois D F 1994 Laser hot spots and the breakdown of linear instability theory with application to stimulated Brillouin scattering Phys. Rev. Lett. 72 2883–6
[4] Berlin T H and Kac M 1952 The spherical model of a ferromagnet Phys. Rev. 86 821–35
[5] Gutzon J D and Buckingham M J 1968 Condensation of the ideal Bose gas as a cooperative transition Phys. Rev. 166 152–8
[6] Evans M R, Majumdar S N and Zia R K P 2004 Factorised steady states in mass transport models J. Phys. A: Math. Gen. 37 L275–80
[7] Majumdar S N, Evans M R and Zia R K P 2005 The nature of the condensate in mass transport models Phys. Rev. Lett. 94 180601
[8] Evans M R, Majumdar S N and Zia R K P 2006 Canonical analysis of condensation in factorised steady states J. Stat. Phys. 123 357–90
[9] Evans M R and Hanney T 2005 Nonequilibrium statistical mechanics of the Zero-range process and related models J. Phys. A: Math. Gen. 38 R195–239
[10] Waclaw B, Bogacz L, Burda Z and Janke W 2007 Condensation in zero-range processes on inhomogeneous networks Phys. Rev. E 76 046114
[11] Lind J D 2004 The physics basis for ignition using indirect-drive targets on the National Ignition Facility Phys. Plasmas et al 11 339–491
[12] Moffat H K 1978 Magnetic Field Generation Electrically Conducting Fluids (Cambridge: Cambridge University Press)