E-nose based rapid prediction of early mouldy grain using probabilistic neural networks
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In this paper, early mouldy grain rapid prediction method using probabilistic neural network (PNN) and electronic nose (e-nose) was studied. E-nose responses to rice, red bean, and oat samples with different qualities were measured and recorded. E-nose data was analyzed using principal component analysis (PCA), back propagation (BP) network, and PNN, respectively. Results indicated that PCA and BP network could not clearly discriminate grain samples with different mouldy status and showed poor predicting accuracy. PNN showed satisfying discriminating abilities to grain samples with an accuracy of 93.75%. E-nose combined with PNN is effective for early mouldy grain prediction.

Introduction

Grain is vital to human’s life. According to previous reports, fungal growth not only brings great losses to farmers, but also induces food safety problems for human being.¹⁻³ Grain mouldy spoilage is a complex procedure from microbes by consuming large amounts of nutritional substances. Early mouldy spoilage is a stage where microbes precede normal metabolisms and produce potent mycotoxin under proper circumstances.³⁻⁵ Microbes build a saprophytic relationship with grain and its products. If it comes, grain’s color and odor change slightly, along with producing heat and the increases of fatty acid value, pH and mucedine amount, etc. If there are some effective analysis methods, this stage can be effectively prevented and commercial loss will be well controlled.

In recent years, non-destructive measurement has been paid great attention in food research. In 2012, Kaya-Celiker et al. successfully realized the discrimination of mouldy peanuts using FTIR-ATR system.⁵ In 2008, Defilippi et al. predicted Castlebrite apricots quality during storage by aroma detection using electronic nose.⁶ In 2009, Laureati et al. well discriminated and characterize 3 cultivars of Perilla frutescens by means of sensory descriptors, electronic nose and tongue analysis.⁷ E-nose detection, as a new aroma analytical technique, has been widely applied in food areas, such as fruits,⁷⁻⁸ vegetables,⁹ meats,¹⁰⁻¹¹ drinks,¹² etc. E-nose system could real-time detect sample’s quality change by gas component analysis, which imitates human olfactory sense. If grain deteriorates during storage, the gas components volatilized by fungi will change accordingly in terms of species and concentration.¹³⁻¹⁴

PCA is one commonly used method in e-nose data processing.¹⁵⁻¹⁶ As a mathematical conversion method, it transforms some related variables into unrelated variables and the permutation of these new variables is conducted according to the decrease of variance. BP network, a pattern recognition algorithm, also has broad applications in data processing.¹⁷⁻¹⁸ One of the most mentioning merits is that it gives a non-linear reflection between the inputs and the outputs. PNN, embodying Bayesian decision criterion, is first proposed by D.F. Specht based on radial basis function (RBF) neural network. This method has been confirmed a useful tool for solving pattern classification problems and shows many significant advantages including simple structure, rapid training, etc.¹⁹⁻²¹

Here, e-nose responses to mouldy grain samples were measured and analyzed by PCA, BP network, and PNN. Results indicated that PCA or BP network could not totally discriminate these samples. PNN successfully predicted all samples with an accuracy of 93.75%.

Results and Discussion

E-nose sensor original responses and PCA results

E-nose original responses to fresh rice sample are displayed in Figure 1(a). The volatile gases existing in the headspace of sample are inhaled into e-nose gas chambers and sensed by the functional materials settled in gas sensors. The specific absorption of functional materials for specific gases induces changes in material’s electrical characteristics. And sensor responses increase with the increase of gas concentrations. So signals induced by electrical changes can be used to characterize gas concentrations. Additionally, 8 gas sensors present different responses due to their different sensing abilities for specific gas species. E-nose sensor array forms different responding pattern for various samples with
different qualities. E-nose response to sample is reported as conductivity value (V). All sensors’ initiative responses to sample are close to zero. Sensors’ responses gradually increase and finally reach their stable values. S4, S1 and S8 have big response values, and their final stable values are about 0.33, 0.19 and 0.14 V, respectively. S6 has a response value about 0.09 V, while S5, S7 and S3 show similar response about 0.07 V. S2 hardly presents responses.

PCA results about 3 grains are displayed in Figure 1(b–c). From Figure 1(b), the first principal components (PC1) and the second principal components (PC2) capture data variance of 94.37%. However, sample 2, 3 and 5 overlap with each other. So, the 2-dimension PCA can not totally discriminate these samples. From Figure 1(c), the first 3 principal components (PC1, PC2 and PC3) capture data variance of 95.63%. So, it can be considered that it incorporates sample’s most original data. But there are still many overlapping samples. As a result, PCA method cannot discriminate all grain samples.

BP network analysis result
In BP network analysis, training to identify was performed toward 64 groups of eigen parameters at first. Then it was utilized to classify new testing samples of 48 groups. BP network recognition results toward testing samples are displayed in Table 1. It is clear that BP network exhibits a general satisfying classification result toward training samples, while it shows a poor result toward testing samples by neither changing hidden units nor improving weight arithmetic. Results indicate that BP network can not recognize all grain samples.

PNN analysis result
In PNN analysis, distribution density (spread) plays an important role. When spread value is close to zero, PNN becomes a neighbor classifier. When spread value increases, nearby design vector should be considered. Before using PNN to classify, spread value is supposed to be determined. PNN recognition results to training samples at different spread values are displayed in Table 2. It is clear that the recognition rate is the highest at the spread between 0.003 and 0.005. So, spread value of 0.005 was adopted for discriminating testing samples. PNN recognition results to testing samples at the spread of 0.005 are displayed in Table 3. PNN method shows an predicting accuracy of 100% toward the first 3 samples, while presents an accuracy of 87.5% toward early mouldy oat, fresh red bean and early mouldy red bean. Red bean presents hard texture and appearance. It is not easy for red bean to become deteriorated. To summary, PNN exhibits a satisfying discrimination toward these samples with different species and quality.

In this paper, e-nose responses to samples with different mouldy status were measured. PCA, BP network and PNN were used to analyze e-nose data. Results indicated e-nose presented sensitive responses to rice, oat, and red bean fresh and early mouldy samples. The developed method based on e-nose and PNN technique showed satisfying predicting accuracy of 93.75%.

Table 2. BP network recognition results

| Sample No. | Training recognition rate (%) | Sample recognition rate (%) |
|------------|-------------------------------|----------------------------|
| 1          | 87.50                         | 88.50                      |
| 2          | 88.50                         | 83.50                      |
| 3          | 87.50                         | 88.50                      |
| 4          | 88.50                         | 82.50                      |
| 5          | 100.00                        | 65.00                      |
| 6          | 100.00                        | 72.5                       |

Table 3. PNN recognition rate at different spread values

| Sample No. | Spread 1 | Spread 2 | Spread 3 | Spread 4 | Spread 5 | Spread 6 |
|------------|----------|----------|----------|----------|----------|----------|
| 1          | 100.0    | 100.0    | 87.5     | 75.0     | 100.0    | 87.5     |
| 2          | 75.0     | 100.0    | 100.0    | 87.5     | 100.0    | 87.5     |
| 3          | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    |
| 4          | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    |
| 5          | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    |
| 6          | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    | 100.0    |
Materials and Methods

Samples and preparations
Rice, oat, and red bean samples were purchased in an agriculture market in Hangzhou. The samples had 2 types, that was, fresh and early mouldy. Each sample of 50 g was stored at a biochemical incubator under different storage conditions. Storage condition of fresh samples was set at a temperature of 10°C and a relative humidity of 15%. While the storage condition of early mouldy samples was set at a temperature of 25°C and a relative humidity of 55%. All samples were numbered from 1 to 6, corresponding to fresh rice, early mouldy rice, fresh oat, early mouldy oat, fresh red bean and early mouldy red bean, respectively. After 5 days' storage, these samples were taken for e-nose detection under room temperature.

E-nose apparatus and measurement
A portable e-nose was used for the experiment. The diagram structure of e-nose is displayed in Figure 2. It consists of 3 main parts: data acquisition, modulating and transmitting unit (U1); sensor array and chamber unit (U2); power and gas supply unit (U3). It consists of 8 M.O.S gas sensors with different sensitive species, which is shown in Table 4.

In e-nose measurement, washing pump and valve 2 were turned on first. All sensors were purged by zero gas. Zero gas was obtained by filtering air with active carbon material. When sensors' responses returned to the baseline, washing pump and valve 2 were shut off. Testing sample was placed into a clean vial and sealed with sealing membrane. Then sampling pump and valve 1 were turned on. The gases in sample's headspace were inhaled into gas sensor chambers by sampling pump at a flux speed of 400 mL/min for 40 s. E-nose measurement interval was 0.05 s. E-nose real-time responses to samples were recorded. When measurement was over, gas sensors were recovered by zero gas at a flux speed of 1000 mL/min for 600 s, waiting for the next measurement.

Data analyses
Data pretreatments
To exclude some errors from sensor itself and external conditions, removing basis and smoothing filtration were performed to e-nose initiative data. And normalization pretreatment was also performed using following formula:

$$X'_{i} = (X_{i} - X_{i}^{min}) / (X_{i}^{max} - X_{i}^{min})$$

Where, $X_{i}$ represent $j$ sensor's instantaneous responding value. $X_{i}^{max}$, $X_{i}^{min}$ represent sensor's maximal instantaneous responding value and minimal instantaneous responding value in a complete period, respectively.

After normalization pretreatment, all sensors' instantaneous responding value ($X'_{i}$) ranges between 0 and 1, and maintains in the same level. Thus, it provides with useful data for the training of neural network and improves data's effectiveness.

Feature extractions
In e-nose data processing, feature extractions were performed to extract useful message for representing sample's whole message. Taking Figure 1(a) for example, each sensor shows their individual response with the increase of sampling time. And each curve's initiative value, peak value, mean value, stable value, the value at 10 s, 30 s, 35 s and 40 s were chosen as eigen values and marked as Ini, Pea, Mea, Sta, 10s, 30s, 35s and 40s, respectively. There eigen values detected by 8 sensors made up an original eigen vector quantity (R) and showed as follows:

$$\begin{array}{cccccccc}
R = \begin{bmatrix}
\text{Ini}_1 & \text{Pea}_1 & \text{Mea}_1 & \text{Sta}_1 & 10s_1 & 30s_1 & 35s_1 & 45s_1 \\
\text{Ini}_2 & \text{Pea}_2 & \text{Mea}_2 & \text{Sta}_2 & 10s_2 & 30s_2 & 35s_2 & 45s_2 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\text{Ini}_8 & \text{Pea}_8 & \text{Mea}_8 & \text{Sta}_8 & 10s_8 & 30s_8 & 35s_8 & 45s_8 \\
\end{bmatrix}
\end{array}$$

PCA
During the mathematical transformation, we should make sure the total variance of all variables remain unchanged and the variable that has maximum variance becomes the first variate (or the first PC). Similarly, the variable whose variance just behind the maximum should be the second variate (or the second PC), and make sure it has no relativity with the first variate and other variates. And by this analogy, the number of the variates is same.
as PCs, and there are no relativity between all variates. So PCA method is a useful tool for reduced data. \cite{15,16,22,23} We can show these variates on the diagram and find out the relationship. Therefore, PCA is also a method of equivalent substitute. \cite{24}

**BP network**

In the classification recognition of BP network, 8-dimension input and 8-dimension output were built. And the desired output form was \( (0, 1, 0, 0, 0, 0, 0, 0) \), where 1 represent the data belonged to this class, while 0 represent not. Hidden layer of S type simulating function was used in BP network, and neuron’s number was 16. Optimized Levenberg-Marquardt arithmetic was applied in network training function, and network’s maximal training step length was set at 5000 with an error of 0.001.

**PNN**

The structure of PNN is displayed in Figure 3. It consists of 3 main parts including input layer, radial layer and competitive layer. R is the dimension number of inputted sample vector, Q is the dimension number of inputted target vector, K is a classification number of inputted sample. The input layer delivers the target vector to the first radial base neuron, whose hidden neuron number is Q. Radial base was used to calculate the distance \(||\text{dist}||\) between the inputted sample vector and the inputted target vector. Non-linear reflection was realized via Gaussian kernel function as follows: \cite{25}

\[
p(x) = \exp\left(-\frac{||x - \omega||^2}{2\sigma^2}\right)
\]

\(k\) is a classification number from 1 to K. \(j\) is a number of training samples from 1 to R. \(\omega\) is a weight vector.

Different classifier can be obtained by choosing different variance. If \(\sigma = \infty\), it gets close to a linear classifier. If \(\sigma = 0\), it gets close to a neighbor classifier. The output of radial base is a distance vector, as an input of the second competitive layer. Neuron number of the competitive layer is equal to the classification number \(k\) of inputted sample. Each neuron corresponds to a data category of training sample. After accepting the distance vector as an inputted vector by the competitive layer, each pattern’s frequency is calculated and recorded. Then the element with the maximal frequency is outputted as 1, which means it belongs to this class; if not, it is considered as other pattern.

**Conclusions**

In this paper, a rapid non-destructive method to identify early mouldy grain using e-nose was studied. E-nose responses to grains including rice, oat and red bean with 2 types (fresh and early mouldy) were detected and analyzed by PCA, BP network and PNN. Results indicated that e-nose sensitively responded to grain samples. Either two-dimension or 3-dimension PCA, and BP methods could not totally discriminate all samples. PNN successfully discriminated grain samples with an accuracy of 93.75%. The proposed method is effective for predicting early mouldy grain with some advantages including rapid response, high accuracy, low cost, etc.
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