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Abstract. We provide a general framework for proving asymptotic equidistribution, convexity, and log-concavity of coefficients of generating functions on arithmetic progressions. Our central tool is a variant of Wright’s Circle Method proved by two of the authors with Bringmann and Ono, following work of Ngo and Rhoades. We offer a selection of different examples of such results, proving asymptotic equidistribution results for several partition statistics, modular sums of Betti numbers of two- and three-flag Hilbert schemes, and the number of cells of dimension \( a \pmod{b} \) of a certain scheme central in work of Götsche.

1. Introduction and statement of results

A partition \( \lambda \) of a non-negative integer \( n \) is a list of non-increasing positive integers, say \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m) \), that satisfies \( |\lambda| := \lambda_1 + \cdots + \lambda_m = n \), and we let \( p(n) \) denote the number of such partitions. In 1918, Hardy and Ramanujan [29] proved

\[
p(n) \sim \frac{1}{4\sqrt{3n}} \cdot e^{\pi\sqrt{\frac{n}{3}}}
\]

as \( n \to \infty \), one of the most famous asymptotic formulae in partition theory. Their work marked the birth of the so-called Circle Method.

Half a century later Wright [49, 50] developed a modified version of the Circle Method which provides a general method for studying the Fourier coefficients of functions with known asymptotic behaviour near cusps. The essence of Wright’s method is to use Cauchy’s theorem to recover the coefficients as the integral over a circle of the generating function. One then splits the integral into two arcs, the major arc and minor arc, where the generating function has large growth and small relative growth, respectively. Even though this version of the Circle Method gives weaker bounds than the original techniques of Hardy and Ramanujan, it is more flexible when working with non-modular generating functions. It has been used extensively in the literature, see e.g. [15, 34, 39] for several examples closely related to the present paper.

Throughout mathematics, the equidistribution properties of certain objects are a central theme studied by many authors, including in areas of algebraic and arithmetic geometry [17, 27, 33] and number theory [45, 51]. Recently, there has been a body of work in analogy with Dirichlet’s theorem on the asymptotic equidistribution (or non-equidistribution) on arithmetic progressions of various objects. For example, the third author showed the asymptotic equidistribution of the partition ranks in [37], Ciolan proved asymptotic equidistribution results for the number of partitions of \( n \) into \( k \)-th powers in [16], Gillman, Gonzalez, Ono, Rolen, and Schoenbauer proved asymptotic equidistribution for Hodge numbers and Betti numbers of certain Hilbert schemes of surfaces [25], and Zhou proved asymptotic equidistribution of a wide class of partition objects in [53].

Another example is one of the second author and Pun [18]. We let \( \mathcal{H}_t(\lambda) \) denote the multiset of \( t \)-hooks, those hook lengths which are multiples of a fixed positive integer \( t \), of a partition \( \lambda \). They investigated the \( t \)-hook partition functions

\[
p_t^e(n) := \#\{\lambda \text{ a partition of } n : \#\mathcal{H}_t(\lambda) \text{ is even}\}, \quad p_t^o(n) := \#\{\lambda \text{ a partition of } n : \#\mathcal{H}_t(\lambda) \text{ is odd}\},
\]
which divide the partitions of \( n \) into two subsets, those with an even (resp. odd) number of \( t \)-hooks. For even \( t \), they proved that the partitions of \( n \) are asymptotically equidistributed between these two subsets, while for odd \( t \) they found the surprising phenomenon that they are not. Following this example, Bringmann, Ono, and two of the authors [8] showed that on arithmetic progressions modulo primes \( t \)-hooks are not asymptotically equidistributed, while the Betti numbers of two specific Hilbert schemes are. Their results centrally used a variant of Wright’s Circle Method (see Proposition 2.3).

The primary aim of this paper is for proving large families of Dirichlet-type equidistribution theorems. We begin by making more precise the meaning of a Dirichlet-type theorem. Suppose \( \zeta \) is an arithmetic function which counts something of interest. Let \( H(a; b; q) := \sum_{n \geq 0} c(a, b; n)q^n \), for some coefficients \( c(a, b; n) \) such that

\[
H(a, b; q) = \frac{1}{b} \sum_{j=0}^{b-1} \zeta^{-aj}_b H\left( \zeta^j_b; q \right),
\]

for some generating functions \( H(\zeta; q) \), with \( H(q) := H(1; q) = \sum_{n \geq 0} c(n)q^n \). To say that equidistribution holds is to say that \( c(a, b; n) \sim \frac{1}{b} c(n) \) as \( n \to \infty \). We are concerned with relating analytic properties of the functions \( H(\zeta; q) \) to equidistribution results for \( c(a, b; n) \). We provide a general framework for answering this question for a large class of generating functions by applying the spirit of Wright’s Circle Method along with ideas of [8] (see Theorem 3.1 for a precise statement). Since our aim is to unify differing approaches to asymptotic equidistribution, we also collect many known or partially-known results and prove them using our framework, which may be summarized as follows.

**Result.** Assume that on both the major and minor arcs \( H(q) \) dominates \( H(\zeta; q) \), and \( H(q) \) is dominant on the major arc as \( q \to 1 \). Then \( c(a, b; n) \) are equidistributed as \( n \to \infty \).

Theorem 1.1 is already known, Theorem 1.2 is partially known, while (to the best of the authors’ knowledge) Theorems 1.3, 1.4, 1.5, and 1.6 are new.

Because this method also naturally produces asymptotic formulas for the coefficients \( c(a, b; n) \), we may also derive other interesting results, namely results about convexity and log-concavity. Convexity-type results of partition theoretic objects have been studied in recent years, for example in [4] Bessenrodt and Ono showed that if \( n_1, n_2 \geq 1 \) and \( n_1 + n_2 \geq 9 \) then

\[
p(n_1)p(n_2) > p(n_1 + n_2).
\]

A similar phenomenon for partition ranks congruent to \( a \pmod{b} \), denoted by \( N(a; b; n) \), was investigated by Hou and Jagadeeson [30], who gave an explicit lower bound on \( n \) for convexity of \( N(a, 2; n) \). Confirming a conjecture of [30], the third author showed in [37] that for large enough \( n_1, n_2 \) we have

\[
N(a; b; n_1)N(a, b; n_2) > N(a, b; n_1 + n_2).
\]

A direct corollary to Proposition 2.3 shows that \( c(a, b; n) \) arising from functions that satisfy the conditions of Proposition 2.3 also satisfy the convexity result

\[
c(a, b; n_1)c(a, b; n_2) > c(a, b; n_1 + n_2) \quad (1.3)
\]

\(^1\)The case \( b = 1 \) is clearly trivial for coefficients that are integral.
for large enough $n_1, n_2$. A further corollary yields that the coefficients are asymptotically log-concave, i.e., for large enough $n_1, n_2$,
\begin{equation}
 c(a, b; n)^2 \geq c(a, b; n - 1)c(a, b; n + 1).
\end{equation}

Such log-concavity results have been obtained for various arithmetic coefficients in the literature, including [12, 19, 20] among many others. In particular, all of the coefficients discussed in the following sections asymptotically satisfy (1.3) and (1.4). To the best of the authors’ knowledge, this gives new results for the first residual crank, traces of plane partitions, Betti numbers of the two- and three-flag Hilbert schemes we consider, as well as the cells of the scheme $V_{n,k}$ of Göttsche, each defined in the following subsections.

1.1. Partition statistics. We next consider various statistics on partitions, beginning with the asymptotic equidistribution properties of two of the most famous partition statistics: the rank and the crank.

In [46] Ramanujan proved that for $n \geq 0$
\begin{align*}
 p(5n + 4) &\equiv 0 \pmod{5}, \quad p(7n + 5) \equiv 0 \pmod{7}, \quad p(11n + 6) \equiv 0 \pmod{11}.
\end{align*}

The rank [21] of a partition $\lambda$ is given by the largest part minus the number of parts. Dyson [21] conjectured, and Atkin and Swinnerton-Dyer [3] later proved, that the partitions of $5n + 4$ (resp. $7n + 5$) form 5 (resp. 7) groups of equal size when sorted by their ranks modulo 5 (resp. 7), thereby combinatorially explaining two of Ramanujan’s congruences. Moreover, Dyson posited the existence of another statistic which should explain all Ramanujan congruences, which he called the crank. The crank was later found by Andrews and Garvan [2, 24], and is given by
\begin{align*}
 \mu(\lambda) - \omega(\lambda) &\text{ if } \lambda \text{ contains ones,} \\
 \text{largest part of } \lambda &\text{ if } \lambda \text{ contains no ones,}
\end{align*}
where $\omega(\lambda)$ denotes the number of ones in $\lambda$ and $\mu(\lambda)$ denotes the number of parts greater than $\omega(\lambda)$.

The function $N(a, b; n)$, which is the number of partitions of $n$ with rank congruent to $a$ (mod $b$), was shown to be asymptotically equidistributed by the third author in [37], making use of Ingham’s Tauberian theorem and monotonicity properties\(^2\), and may also be concluded from [7]. We reprove this result.

\textbf{Theorem 1.1.} Let $0 \leq a < b$ and $b \geq 2$. Then as $n \to \infty$ we have that
\begin{equation}
 N(a, b; n) = \frac{1}{b} p(n) \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right).
\end{equation}

In a similar vein, it is natural to consider the asymptotic behaviour of the crank on arithmetic progressions. For odd $b$, the asymptotic equidistribution is known by Hamakiotics, Kriegman, and Tsai [28], who used results on the asymptotic of cranks given by Zapata Rolón in [52]. With our framework we are able to extend this result to all $b$. Note that our method is simpler than the full Circle Method, allowing us to easily extend to include the case of $b$ even. However, the asymptotic formulæ obtained in [28] are far more precise than ours. Let $M(a, b; n)$ be the number of partitions of $n$ with crank congruent to $a$ (mod $b$).

\textbf{Theorem 1.2.} Let $0 \leq a < b$ and $b \geq 2$. Then as $n \to \infty$ we have that
\begin{equation}
 M(a, b; n) = \frac{1}{b} p(n) \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right).
\end{equation}

In [13], Bringmann, Lovejoy, and Osburn introduced two so-called residual cranks on overpartitions. Recall that an overpartition is a partition where the first occurrence of each distinct number may be overlined. The first residual crank of an overpartition is given by the crank of the subpartition consisting

\(^{2}\text{Since the proof in [37] used Ingham’s Tauberian theorem, there was no error term.}\)
of the non-overlined parts. Let \( M(a, b; n) \) denote the number of overpartitions of \( n \) whose first residual crank is congruent to \( a \pmod{b} \).

**Theorem 1.3.** Let \( 0 \leq a < b \) and \( b \geq 2 \). Then as \( n \to \infty \) we have that
\[
M(a, b; n) = \frac{1}{8bn} e^{\pi \sqrt{n}} \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right).
\]

**Remark.** One could obtain a similar result for the second residual crank of [13], which we omit here for succinctness.

Our framework applies to a larger realm than just the classical theory of partitions. In fact, we now demonstrate an example where we can prove equidistribution in congruence classes for a plane partition statistic. A plane partition of \( n \) (see e.g. [1]) is a two-dimensional array \( \pi_{j,k} \) of non-negative integers \( j, k \geq 1 \), that is non-increasing in both variables, i.e., \( \pi_{j,k} \geq \pi_{j+1,k} \), \( \pi_{j,k} \geq \pi_{j,k+1} \) for all \( j \) and \( k \), and fulfills \( |\Lambda| := \sum j,k \pi_{j,k} = n \). For example there are six plane partitions of 3, which we list below using the standard visual representation of plane partitions.

\[
\begin{array}{cccccc}
1 & 1 & 1 & 1 & 2 & 2 \\
1 & 1 & 2 & 3 \\
1 & 1 \\
1 \\
\end{array}
\]

We let \( pp(n) \) denote the number of plane partitions of \( n \), so \( pp(3) = 6 \). Plane partitions were famously studied by MacMahon [35], who established the generating function
\[
PP(q) := \sum_{n=0}^{\infty} pp(n)q^n = \prod_{n=1}^{\infty} \frac{1}{1 - q^n} = 1 + q + 3q^2 + 6q^3 + 13q^4 + 24q^5 + \cdots.
\]

As with regular partitions, many authors have studied asymptotic properties of families of plane partitions and their statistics. For instance, in 1931 Wright [48] established the asymptotic formula
\[
pp(n) \sim \frac{\zeta(3)^{\frac{1}{12}}}{\sqrt{12\pi}} \left( \frac{n}{2} \right)^{-\frac{13}{20}} \exp \left( 3\zeta(3)^{\frac{1}{3}} \left( \frac{n}{2} \right)^{\frac{2}{3}} + \zeta'(-1) \right)
\]
as \( n \to \infty \), where \( \zeta(s) := \sum_{k=1}^{\infty} \frac{1}{k^s} \) with \( \text{Re}(s) > 1 \) is the Riemann zeta function. One of the more famous statistics associated the plane partition \( \Lambda = \{\pi_{j,k}\}_{j,k \geq 1} \) is its trace \( t(\Lambda) \), which is defined by
\[
t(\Lambda) = \sum_{j=1}^{\infty} \pi_{j,j}.
\]

In [47], Stanley generalized MacMahon’s generating function to a two-variable function which keeps track of the values of \( t(\Lambda) \), proving
\[
\sum_{\Lambda} \zeta^{t(\Lambda)} q^{\mid\Lambda\mid} = \prod_{n=1}^{\infty} \frac{1}{1 - \zeta q^n}.
\]

Certain asymptotic properties of the trace have been studied by Kamenov and Mutafchiev [32] and Mutafchiev [40], where the limiting distribution and expected value of \( t(\Lambda) \) are considered. Here, we study the distribution of the trace in residue classes. In particular, for integers \( 0 \leq a < b \) we define the function \( pp(a, b; n) \) as the number of plane partitions of \( n \) whose trace is congruent to \( a \pmod{b} \), that is,
\[
pp(a, b; n) := \#\{\Lambda : \mid\Lambda\mid = n, t(\Lambda) \equiv a \pmod{b}\}.
\]

For example, from the plane partitions of 3 given above we can see that \( pp(0, 2; 3) = 2 \) and \( pp(1, 2; 3) = 4 \).
Theorem 1.4. Let $0 \leq a < b$ and $b \geq 2$. Then as $n \to \infty$ we have that
\[
pp(a, b; n) \sim \frac{1}{b} \frac{n}{b} \frac{\zeta(3)i \pi}{12} \frac{n}{\sqrt{12\pi}} \exp \left( \frac{3}{2} \frac{3}{2} \left( \frac{n}{2} \right) \frac{1}{\sqrt{12\pi}} \right).
\]

There are a plethora of other partition statistics in the literature for which one could obtain similar theorems using our framework. For example, such results could be proved for more residual crank-like statistics [31], ranks for overpartition pairs [14], or the full rank of $k$-marked Durfee symbols [11].

1.2. Betti numbers of Hilbert schemes. In topology a fundamental goal is to determine whether two spaces have the same topological, differential, or complex analytic structure. Topological invariants are important tools for determining when spaces have different structure. A prominent example are Betti numbers, which count the dimension of certain vector spaces of differential forms of a manifold. Often, the generating function of the Betti numbers are related to modular forms. Two prominent examples were investigated by Bringmann, Ono, and two of the authors in [8], where it was shown that the Betti numbers of the Hilbert scheme of $n$ points on $\mathbb{C}^2$ as well as its quasihomogenous counterpart are each (essentially) asymptotically equidistributed\(^3\) as $n \to \infty$. Here we provide further examples of this phenomenon.

For a Hilbert scheme $X$, let $b_j(X) := \dim(H_j(X, \mathbb{Q}))$ be the Betti numbers. Here, $H_j(X, \mathbb{Q})$ denotes the $j$-th homology group of $X$ with rational coefficients. Then the generating function in a formal variable $T$ for the Betti numbers is known as the Poincaré polynomial, defined by\(^4\)
\[
P(X; T) := \sum_j b_j(X)T^j = \sum_j \dim(H_j(X, \mathbb{Q}))T^j.
\]
We consider the modular sums of Betti numbers on congruence classes $a \pmod{b}$, and define
\[
B(a, b; X) := \sum_{j \equiv a \pmod{b}} b_j(X).
\]
Define the three-step flag Hilbert scheme by
\[
X_1 := \Hilb^{n,n+1,n+2}(0) = \left\{ \mathbb{C}[[x, y]] \supset I_n \supset I_{n+1} \supset I_{n+2} : I_k \text{ ideals with } \dim_{\mathbb{C}}[[x, y]]/I_k = k \right\},
\]
and the two-step flag scheme
\[
X_2 := \Hilb^{n,n+2}(0) = \left\{ \mathbb{C}[[x, y]] \supset I_n \supset I_{n+2} : I_k \text{ ideals with } \dim_{\mathbb{C}}[[x, y]]/I_k = k \right\}.
\]
Furthermore, let $(J, I)$ be a point in
\[
\Hilb^{n,n+2}(\mathbb{C}^2) := \left\{ I_n \in \Hilb^n(\mathbb{C}^2), I_{n+2} \in \Hilb^{n+2}(\mathbb{C}^2) : I_n \supset I_{n+2} \right\},
\]
where $\Hilb^n(\mathbb{C}^2)$ denotes the usual Hilbert scheme of $n$ points over $\mathbb{C}^2$. Then $J, I$ are said to be trivially related if $J/I \cong \mathbb{C}^2$ as trivial $\mathbb{C}[x, y]$ modules (see [5, Definition 4.2.1]). We also consider
\[
X_3 := \Hilb^{n,n+2}(\mathbb{C}^2)_{tr},
\]
which is the subspace of $\Hilb^{n,n+2}(\mathbb{C}^2)$ of trivially related points (see also [41]). For $m \in \mathbb{N}$, we also regard the certain perverse coherent sheaves (defined explicitly in [42]), called $X_4 := \overline{M}^m(c_N)$ where $c_N$ is some prescribed homological data.

\(^3\)Here we mean equidistributed up to a trivial modification which comes from the fact that certain Betti numbers in this setting are identically zero. See the definition of $d(a, b)$ as below.

\(^4\)The reader should be aware that often the Poincaré polynomial is written in the formal variable $T^{\frac{1}{2}}$, which explains some apparent mismatches between the referenced sources for generating functions in Section 4 and those quoted in this paper.
Let
\[
d(a, b) := \begin{cases} 
\frac{1}{b} & \text{if } b \text{ is odd}, \\
\frac{2}{b} & \text{if } a \text{ and } b \text{ are even}, \\
0 & \text{if } a \text{ is odd and } b \text{ is even}.
\end{cases}
\]

We prove the following result, which shows that the Betti numbers of these schemes are (essentially) asymptotically equidistributed.

**Theorem 1.5.** Let \(0 \leq a < b\) and \(b \geq 2\). Then as \(n \to \infty\) we have that
\[
\frac{1}{2} B(a, b; X_1) \sim B(a, b; X_2) \sim B(a, b; X_3) = \frac{d(a, b)\sqrt{3}}{4\pi^2} e^{\pi\sqrt{\frac{3}{2}n}} \left(1 + O\left(n^{-\frac{1}{2}}\right)\right)
\]
and
\[
B(a, b; X_4) \sim \frac{d(a, b)n^{m-2}}{6\pi\sqrt{2\pi m}} e^{\pi\sqrt{\frac{2m}{n}}} \left(1 + O\left(n^{-\frac{1}{2}}\right)\right)
\]
where \(\prod_{j=1}^m \frac{1}{1-e^{-j\pi}} = \frac{1}{c_m z^m} + O(z^{-m+1})\).

**Remark.** It is possible to obtain further terms in the asymptotic expansion directly from the application of Theorem 3.1, which highlights the difference in lower-order terms of \(B(a, b; X_j)\). Moreover, for \(a\) odd and \(b\) even, one may easily show that \(B(a, b; X_j)\) identically vanish.

Since many generating functions for topological invariants arise as infinite \(q\)-products, one may conclude similar results for many other functions. For example, in [38] Manschot and Zapata Rolón investigated the asymptotics of the \(\chi_y\)-genera of Hilbert schemes of \(n\) points on \(K3\) surfaces, centrally using Wright’s Circle Method. Since their generating function is a quotient of infinite \(q\)-products (see [38, page 2]), it is likely that one may conclude similar equidistribution properties for these genera.

### 1.3. A particular scheme of Göttsche

Let \(\text{Hilb}_n(S)\) denote the Hilbert scheme which parametrises finite subschemes of length \(n\) on a smooth projective surface \(S\). We follow Fulton [23] and Ellingsrud–Strømme [22], and say that a scheme \(X\) has a **cellular decomposition** if there is a filtration \(X = X_n \supset X_{n-1} \supset \cdots \supset X_0 \supset X_{-1} = \emptyset\) by closed subschemes with each \(X_j - X_{j-1}\) a disjoint union of schemes \(U_{ij}\) isomorphic to certain affine spaces. Then the \(U_{ij}\) are known as the **cells** of the decomposition.

Let \(k\) be an algebraically closed field. Let \(m\) be the maximal ideal in \(k[[x, y]]\), and define
\[
V_{n,k} := \text{Hilb}_n \left( \text{spec} \left( k[[x, y]]/m^n \right) \right).
\]
The scheme \(V_{n,k}\) was a central tool of Göttsche in obtaining the famous formula for the Betti numbers of any Hilbert scheme of points on a smooth projective variety [26], via the Weil conjectures. Let \(v(a, b; n)\) count the number of cells of \(V_{n,k}\) whose dimension is congruent to \(a\) (mod \(b\)).

**Theorem 1.6.** Let \(0 \leq a < b\) and \(b \geq 2\). As \(n \to \infty\) we have that
\[
v(a, b; n) = \frac{1}{b} p(n) \left(1 + O\left(n^{-\frac{1}{2}}\right)\right).
\]

The paper is structured as follows. In Section 2 we recall relevant results from previous works in the literature. In Section 3 we then state our central theorem on the asymptotic equidistribution of coefficients of certain generating functions and show how convexity and log-concavity immediately follow from the asymptotics produced by Wright’s Circle Method. Finally we prove the remaining theorems in Section 4.
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2. Preliminaries

2.1. Asymptotics of infinite $q$-products. Here we recall the asymptotic behaviour of various infinite $q$-products. One helpful tool is the modularity of the partition generating function

$$P(q) := \sum_{n=0}^{\infty} p(n)q^n = \frac{1}{(q;q)_{\infty}} = \frac{q^{\frac{1}{24}}}{\eta(\tau)},$$

where we set $(a)_j = (a;q)_j := \prod_{\ell=0}^{j-1}(1-aq^\ell)$ for $j \in \mathbb{N}_0 \cup \{\infty\}$, $q = e^{2\pi i \tau}$ and the Dedekind eta-function

$$\eta(\tau) := q^{\frac{1}{24}} \prod_{n=1}^{\infty}(1-q^n),$$

which is a modular form of weight $\frac{1}{2}$. We also have [9, Lemma 3.5].

**Lemma 2.1.** Let $M > 0$ be a fixed constant. Assume that $\tau = u + iv \in \mathbb{H}$, with $Mv \leq |u| \leq \frac{1}{2}$ for $u > 0$ and $v \to 0$. We have that

$$|P(q)| \ll \sqrt{v} \exp \left[ \frac{1}{v} \left( \frac{\pi}{12} - \frac{1}{2\pi} \left( 1 - \frac{1}{\sqrt{1+M^2}} \right) \right) \right].$$

This gives us the asymptotic behaviour of $P(q)$ on the so-called minor arc.

Using the transformation property of $\eta$ we obtain the following classical asymptotic behaviour (see e.g. [8, equation (2.5)] with $k = 1, h = 0$ and shifting $z \mapsto \frac{z}{2\pi}$)

$$\left( e^{-\frac{z}{2\pi}}, e^{-\frac{z}{2\pi}} \right)_{\infty} = \left( \frac{2\pi}{z} \right)^{\frac{1}{2}} e^{\pi i (\frac{\pi}{4} - \frac{z^2}{2\pi^2})} \left( e^{-\frac{2\pi^2}{z}}, e^{-\frac{2\pi^2}{z}} \right)_{\infty},$$

for $z \in \mathbb{C}$ with $\text{Re}(z) > 0$.

Keeping the naming convention of [8], we let

$$F_1(\zeta; q) := \prod_{n=1}^{\infty} (1 - \zeta q^n), \quad F_3(\zeta; q) := \prod_{n=1}^{\infty} (1 - \zeta^{-1} (q)^n).$$

Recall Lerch’s transcendent

$$\Phi(z, s, a) := \sum_{n=0}^{\infty} \frac{z^n}{(n+a)^s},$$

and for $0 \leq \theta < \frac{\pi}{2}$ define the domain $D_\theta := \{ z = re^{i\alpha} : r \geq 0 \text{ and } |\alpha| \leq \theta \}$. Throughout, the Gamma function is defined by $\Gamma(x) := \int_{0}^{\infty} t^{x-1}e^{-t}dt$, for $\text{Re}(x) > 0$. Then we have [8, Theorem 2.1] (see also [6] for the first case) which enables us to determine the asymptotics of $F_1$ and $F_3$ on major arcs.

**Theorem 2.2.** For $b \geq 2$, let $\zeta$ be a primitive $b$-th root of unity. Then the following are true.
Theorem 3.1. Let theorem regarding asymptotic equidistribution of the coefficients

\[ F_1(\zeta; e^{-z}) = \frac{1}{\sqrt{1-z}} e^{\frac{c_\Phi(\zeta, z)}{z}} (1 + O(|z|)). \]

(2) As \( z \to 0 \) in \( D_\theta \), we have

\[ F_3(\zeta; e^{-z}) = \frac{\sqrt{2\pi} (b^2 z)^{\frac{1}{2}-\frac{1}{\beta}}}{\Gamma(\frac{\beta}{2})} \prod_{j=1}^{b-1} \frac{1}{(1-\zeta^j)^{\frac{1}{\beta}}} e^{-\frac{\pi^2}{6b^2z}} (1 + O(|z|)). \]

2.2. Wright’s Circle Method. We require the following variant of Wright’s Circle Method, which was proved by Bringmann, Ono, and two of the authors [8, Proposition 4.4], following work of Wright [50], see also Ngo and Rhoades [43].

Proposition 2.3. Suppose that \( F(q) \) is analytic for \( q = e^{-z} \) where \( z = x + iy \in \mathbb{C} \) satisfies \( x > 0 \) and \( |y| < \pi \), and suppose that \( F(q) \) has an expansion \( F(q) = \sum_{n=0}^{\infty} c(n)q^n \) near 1. Let \( N, M > 0 \) be fixed constants. Consider the following hypotheses:

(1) As \( z \to 0 \) in the bounded cone \( |y| \leq Mx \) (major arc), we have

\[ F(e^{-z}) = z^B e^{\frac{\alpha}{z}} \left( \sum_{j=0}^{N-1} \alpha_j z^j + O_M\left(|z|^N\right) \right), \]

where \( \alpha_j \in \mathbb{C} \), \( A \in \mathbb{R}^+ \), and \( B \in \mathbb{R} \).

(2) As \( z \to 0 \) in the bounded cone \( Mx \leq |y| < \pi \) (minor arc), we have

\[ |F(e^{-z})| \ll_M e^{\frac{1}{\Re(z)}(A-\kappa)}, \]

for some \( \kappa \in \mathbb{R}^+ \).

If (1) and (2) hold, then as \( n \to \infty \) we have for any \( N \in \mathbb{R}^+ \)

\[ c(n) = n^\frac{1}{2} \left( 2\sqrt{n} \right) \sum_{r=0}^{N-1} p_r n^{-\frac{r}{2}} + O\left(n^{-\frac{N}{2}}\right), \]

where \( p_r := \sum_{j=0}^{r} \alpha_j c_{j,r-j} \) and \( c_{j,r} := \frac{(-\frac{1}{4\sqrt{A}})^r \sqrt{A}^{j+B+\frac{r}{2}}}{2\sqrt{\pi} \Gamma(j+B+\frac{r}{2})} \frac{1}{r! \Gamma(j+B+\frac{r}{2}-r)}. \)

3. The central theorem

Recall that we have the functions \( H(a,b;q) \), \( H(q) \), and \( H(\zeta;q) \) as in (1.1) and (1.2). We now prove a theorem regarding asymptotic equidistribution of the coefficients \( c(a,b;n) \).

Theorem 3.1. Let \( H(a,b;q) \) and \( H(\zeta;q) \) be analytic on \( |q| < 1 \), \( |\zeta| = 1 \) such that

\[ H(a,b;q) = \frac{1}{b} \sum_{j=0}^{b-1} \zeta^{-aj} H(\zeta^j; q). \]

Suppose \( c(a,b;n), c(n) \) are the Fourier coefficients of \( H(a,b;q), H(1;q) \) respectively. Let \( C = C_\theta \) be a sequence of circles centered at the origin inside the unit disk with radii \( r_n \to 1 \) as \( n \to \infty \) that loops around zero exactly once. For \( 0 < \theta \), let \( \tilde{C} := C \cap D_\theta \) and \( C \setminus \tilde{C} \) be arcs such that the following hypotheses hold.
(1) As \( z \to 0 \) outside of \( D_q \), we have
\[
\sum_{j=1}^{b-1} c_{b}^{-aj} H(\xi_{b}^j, e^{-z}) = O\left( H(1; e^{-z}) \right).
\]

(2) As \( z \to 0 \) in \( D_q \), we have for each \( 1 \leq j \leq b - 1 \) that
\[
H(\xi_{b}^j; e^{-z}) = o\left( H(1; e^{-z}) \right).
\]

(3) As \( n \to \infty \), we have
\[
c(n) \sim \frac{1}{2\pi i} \int_{C} \frac{H(1; q)}{q^{n+1}} dq.
\]

Then as \( n \to \infty \), we have
\[
c(a, b; n) \sim \frac{1}{b} c(n).
\]

In particular, if \( H(1; q) \) and \( H(\xi; q) \) satisfy the conditions of Proposition 2.3 we have that
\[
c(a, b; n) \sim \frac{1}{b} c(n) \sim \frac{1}{b} n^{\frac{1}{2}(-2B-3)} e^{2\sqrt{Aa}} \left( \sum_{r=0}^{N-1} p_r n^{-\frac{r}{2}} + O\left( n^{-\frac{N}{2}} \right) \right)
\]
as \( n \to \infty \).

Proof. By Cauchy’s theorem and the decomposition of \( H(a, b; q) \) we have
\[
c(a, b; n) = \frac{1}{2\pi i} \int_{C} \frac{H(a, b; q)}{q^{n+1}} dq = \frac{1}{b} \left[ \frac{1}{2\pi i} \int_{C} \frac{\sum_{j=0}^{b-1} c_{b}^{-aj} H(\xi_{b}^j; q)}{q^{n+1}} dq \right].
\]

We now break down the integral over \( C \) into the components \( \tilde{C} \) and \( C \setminus \tilde{C} \). Along \( C \setminus \tilde{C} \), we have by (1) that
\[
\frac{1}{2\pi i} \int_{C \setminus \tilde{C}} \frac{\sum_{j=0}^{b-1} c_{b}^{-aj} H(\xi_{b}^j; q)}{q^{n+1}} dq = O\left( \frac{1}{2\pi i} \int_{C \setminus \tilde{C}} \frac{H(1; q)}{q^{n+1}} dq \right).
\]

From (3) along with Cauchy’s integral formula for \( c(n) \) that it follows that
\[
\frac{1}{2\pi i} \int_{C \setminus \tilde{C}} \frac{H(1; q)}{q^{n+1}} dq = o\left( \frac{1}{2\pi i} \int_{C} \frac{H(1; q)}{q^{n+1}} dq \right)
\]
as \( n \to \infty \), and therefore
\[
\frac{1}{2\pi i} \int_{C \setminus \tilde{C}} \frac{\sum_{j=0}^{b-1} c_{b}^{-aj} H(\xi_{b}^j; q)}{q^{n+1}} dq = o\left( \frac{1}{2\pi i} \int_{C} H(1; q) dq \right).
\]

On \( \tilde{C} \) we have by (2) that \( \sum_{j=0}^{b-1} c_{b}^{-aj} H(\xi_{b}^j; q) = H(1; q) + o(H(1; q)) \), from which it follows that
\[
\frac{1}{2\pi i} \int_{\tilde{C}} \frac{\sum_{j=0}^{b-1} c_{b}^{-aj} H(\xi_{b}^j; q)}{q^{n+1}} dq \sim \frac{1}{2\pi i} \int_{\tilde{C}} \frac{H(1; q)}{q^{n+1}} dq
\]
as \( n \to \infty \). Therefore, combining the estimates along \( \tilde{C} \) and \( C \setminus \tilde{C} \) we have by (3) that
\[
c(a, b; n) \sim \frac{1}{b} \left[ \frac{1}{2\pi i} \int_{\tilde{C}} \frac{H(1; q)}{q^{n+1}} dq \right] \sim \frac{1}{b} c(n)
\]
as \( n \to \infty \). This proves the first claim. If we now assume \( H(1; q) \) and \( H(\zeta^j; q) \) satisfy the hypotheses of Proposition 2.3, then it is clear that each of (1) – (3) are satisfied and the result follows by the asymptotic for \( c(n) \) in Proposition 2.3.

Using this result, we may immediately conclude asymptotic convexity for a large class of functions.

**Corollary 3.2.** Let \( 0 \leq a < b \) and \( b \geq 2 \). Assume that \( H(1; q) \) and \( H(\zeta; q) \) satisfy the conditions of Proposition 2.3. Then for large enough \( n_1, n_2 \) we have that

\[
c(a, b; n_1) c(a, b; n_2) > c(a, b; n_1 + n_2).
\]

Remark. The proof also works for the plane partition functions \( pp(a, b; n) \) by Wright’s asymptotic formula (1.5). Higher order Turán inequalities for plane partitions have recently been studied by Ono and Pujahari [44].

**Proof.** We use the description of the asymptotics of \( c(a, b; n) \) from the proof of Theorem 3.1 for \( N = 1 \). Then

\[
c(a, b; n_1) c(a, b; n_2) = \frac{p_a}{b^2} (n_1 n_2)^{\frac{1}{4}(-2B-3)} e^{2\sqrt{An_1} + 2\sqrt{An_2}} \left( 1 + O \left( \max \left( n_1^{-\frac{1}{2}}, n_2^{-\frac{1}{2}}, (n_1 n_2)^{-\frac{1}{2}} \right) \right) \right)
\]

and

\[
c(a, b; n_1 + n_2) = \frac{p_a}{b} (n_1 + n_2)^{\frac{1}{2}(-2B-3)} e^{2\sqrt{A(n_1 + n_2)}} \left( 1 + O \left( (n_1 + n_2)^{-\frac{1}{2}} \right) \right).
\]

Comparing the exponential growth of the main terms immediately yields the conclusion. □

A very similar calculation gives the following log-concavity result.

**Corollary 3.3.** Let \( 0 \leq a < b \) and \( b \geq 2 \). Assume that \( H(1; q) \) and \( H(\zeta; q) \) satisfy the conditions of Proposition 2.3. For large enough \( n \), we have

\[
c(a, b; n)^2 \geq c(a, b; n - 1) c(a, b; n + 1).
\]

We consider the case of partition statistics in slightly more detail. Let \( s(\lambda) \) be a partition statistic, i.e., \( s \) is a map from the set of all partitions to \( \mathbb{Z} \), and let

\[
H_s(\zeta; q) = \sum_{\lambda} \zeta^{s(\lambda)} q^{\lambda}.
\]

Note that \( H_s(1; q) = \sum_{\lambda} q^{\lambda} \) is the generating function of \( p(n) \). Then by orthogonality of roots of unity we have that (see e.g. [1])

\[
H_s(a, b; q) := \frac{1}{b} \sum_{j=0}^{b-1} \zeta_b^{-aj} H_s \left( \zeta_b^j; q \right) = \sum_{s(\lambda) \equiv a \pmod{b}} q^{\lambda}. \tag{3.1}
\]

A direct corollary of Theorem 3.1 is the following.

**Corollary 3.4.** Assume that \( H_s(1; q) \) and \( H_s(\zeta; q) \) satisfy the conditions of Theorem 3.1, and let \( s(a, b; n) \) count the number of partitions of \( n \) with statistic \( s \) congruent to \( a \pmod{b} \). Then as \( n \to \infty \) we have that \( s(a, b; n) \sim \frac{1}{b} p(n) \) as \( n \to \infty \). If furthermore the conditions of Proposition 2.3 are satisfied, we have the error term

\[
s(a, b; n) = \frac{1}{b} p(n) \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right)
\]
4. Proofs of Theorems 1.1 to 1.6

In this section we prove each of the theorems from the introduction in turn. Each proof relies on the asymptotic equidistribution result concluded in Theorem 3.1.

4.1. Proof of Theorem 1.1. In accordance with (3.1), we have

\[ \sum_{n \geq 0} N(a, b; n) q^n = \frac{1}{b} \sum_{n \geq 0} p(n) q^n + \frac{1}{b} \sum_{j=1}^{b-1} \zeta^{-aj} R(\zeta_j^b; q), \]

where

\[ R(\zeta; q) := \sum_{m \geq 0} N(m, n) q^m. \]

To conclude the asymptotic equidistribution in the framework presented here, one needs only check that the conditions of Theorem 3.1 apply. Since the asymptotics \((q; q)\) follow from (2.1) and satisfy the required properties on both the major and minor arcs, one simply needs to show that

\[ R(\zeta_j^b; q) = o((q; q)_\infty^{-1}), \]

on the major arc and minor arcs respectively. In fact, in [37] it was shown that as \(z \to 0\) with positive real part we have \(R(\zeta_j^b; q) \to 0\). Thus clearly each inequality is satisfied, the assumptions of Theorem 3.1 (and Corollary 3.4) apply, and we conclude the result.

4.2. Proof of Theorem 1.2. Let \(M(m, n)\) denote the number of partitions of \(n\) with crank \(m\). In accordance with (3.1), we have (see e.g. [36, equation (3.2)])

\[ \sum_{n \geq 0} M(a, b; n) q^n = \frac{1}{b} \sum_{n \geq 0} p(n) q^n + \frac{1}{b} \sum_{j=1}^{b-1} \zeta^{-aj} C(\zeta_j^b; q), \]

where

\[ C(\zeta; q) := \sum_{m \geq 0} M(m, n) q^m = \frac{(q; q)_\infty}{F_1(\zeta; q) F_1(\zeta^{-1}; q)}. \]

We have from Theorem 2.2, as \(z \to 0\) in \(D_\theta\) (so on the major arc), for \(q = e^{-z}\) and \(\zeta\) a primitive \(b\)-th root of unity, that

\[ F_1(\zeta; e^{-z}) = \frac{1}{\sqrt{1 - \zeta}} e^{-\frac{\zeta \Phi(\zeta, 2)}{z}} (1 + O(|z|)). \]

Equation (2.1) implies that on the major arc we have

\[ (e^{-z}; e^{-z})^{-1}_\infty = \sqrt{\frac{z}{2\pi}} e^{\frac{z^2}{2}} (1 + O(|z|)), \]

while Lemma 2.1 gives us

\[ |(e^{-z}; e^{-z})^{-1}_\infty| \leq (x)^{\frac{1}{2}} e^{\frac{z^2}{2}} + C, \]

for some \(C > 0\) on the minor arc.

Moreover, one may conclude in a similar way to [8, Proof of Theorem 1.4 (2)] that

\[ |C(\zeta_j^b; q)| < |(q; q)_\infty^{-1}|. \]
on the minor arcs. For the major arcs we obtain that
\[ C \left( \zeta_j \right) = o \left( (q;q)^{-1} \right) \]
holds if and only if
\[ \left( \frac{\pi^2}{3} - \varepsilon - \phi_1 - \phi'_1 \right) \frac{x}{|z|^2} > \left( \phi_2 + \phi'_2 \right) \frac{y}{|z|^2}, \]
for \( \phi_1 + i\phi_2 := \zeta_j \Phi(\zeta_j, 2, 1) \) and \( \phi'_1 + i\phi'_2 := \zeta_{j}^{-1} \Phi(\zeta_j^{-1}, 2, 1) \). A straightforward calculation shows that \( \phi_1 = \frac{\pi^2}{b} - \frac{\pi^2}{b} \left( 1 - \frac{1}{b} \right) = \phi'_1 \) and \( \phi_2 = \phi'_2 \). Therefore, our assumption reduces to
\[ \left( \frac{2\pi^2 j}{b} - \frac{1}{b} \right) \frac{x}{|z|^2} > 0, \]
which holds, since we have \( b > 0, 1 \leq j \leq b - 1 \) and \( x = \text{Re}(z) > 0 \). Thus all the assumptions of Theorem 3.1 apply, and we conclude the result.

4.3. **Proof of Theorem 1.3.** In [13, equation (2.1)] it was shown that the generating function of the number of overpartitions of \( n \) with residual crank \( m \), denoted by \( M(m, n) \), is
\[ C(\zeta; q) := \sum_{n \geq 0} \sum_{m \in \mathbb{Z}} M(m, n) \zeta^m q^n = \frac{(q^2; q^2)_{\infty}}{F_1(\zeta; q)F_1(\zeta^{-1}; q)}. \]
We thus have
\[ C(a, b; q) := \sum_{n \geq 0} \sum_{m \geq 0} M(a, b; n) q^n = \frac{1}{b} \sum_{j=0}^{b-1} \zeta^{-aj} C \left( \zeta_j^a \right). \]
By a similar argument as before, the asymptotic behaviour toward \( z = 0 \) is dominated by the \( j = 0 \) term on both the major and minor arcs. If \( j = 0 \), we have
\[ \frac{(q^2; q^2)_{\infty}}{(q; q^2)_{\infty}}, \]
which, using (2.1) and standard arguments, is seen to satisfy the conditions of Proposition 2.3 with \( B = \frac{1}{2} \), \( A = \frac{\pi^2}{4} \), and \( \alpha_0 = \frac{1}{2\sqrt{\pi}} \). Then applying Theorem 3.1 yields the claimed result.

4.4. **Proof of Theorem 1.4.** Let \( \text{pp}(m, n) \) the number of plane partitions of \( n \) with trace \( m \). We have MacMahon’s classical generating function [35]
\[ \sum_{n=0}^{\infty} \text{pp}(n) q^n = \prod_{n=1}^{\infty} \frac{1}{(1 - q^n)^n} \]
and the trace generating function [47]
\[ \text{PP}(\zeta; q) := \sum_{n, m \geq 0} \text{pp}(m, n) \zeta^m q^n = \prod_{n=1}^{\infty} \frac{1}{(1 - \zeta q^n)^n}. \]
Following the strategy of [8] we have, for \( q = e^{-z} \) and \( \zeta \) a \( b \)-th root of unity, that
\[ \text{Log} \left( \text{PP}(\zeta; q) \right) = - \sum_{n=1}^{\infty} n \log(1 - \zeta q^n) = \sum_{m \geq 1} \sum_{n \geq 1} \frac{\zeta^m q^{nm}}{m} = \sum_{m \geq 1} \sum_{n \geq 1} \frac{q^m m(1 - q^m)^2}{m z (1 - q^m)^2}. \]
Recall that the generating function for the Bernoulli numbers $B_n$ is given by (see e.g. [10])

$$
\sum_{n=0}^{\infty} \frac{B_n}{n!} z^n = \frac{z}{e^z - 1} = \frac{ze^{-z}}{1 - e^{-z}}.
$$

If we define $B(z) := \frac{1}{z} \sum_{n=0}^{\infty} \frac{B_n}{n!} z^n = \frac{e^{-z}}{1 - e^{-z}}$, then differentiating gives us $B'(z) = -\frac{e^{-z}}{(1 - e^{-z})^2}$ and yields the identity

$$
\frac{-B'(mz)}{mz} = \frac{e^{-mz}}{mz (1 - e^{-mz})^2}.
$$

Therefore, if we set $F(z) := \frac{-B'(z)}{z}$, we obtain

$$
\log \left( \text{PP} \left( \zeta; e^{-z} \right) \right) = z \sum_{m=1}^{\infty} \zeta^m F(mz).
$$

For $\zeta = \zeta_n^{\alpha} := e^{2\pi i \alpha}$ a $b$-th root of unity not equal to 1 and by substituting $m \mapsto bm + j$ for $m \in \mathbb{N}_0$, $1 \leq j \leq b$ this yields

$$
\log \left( \text{PP} \left( \zeta_n^\alpha; e^{-z} \right) \right) = z \sum_{j=1}^{b} \zeta_n^{aj} \sum_{m=0}^{\infty} F \left( \left( m + \frac{j}{b} \right) bz \right). \tag{4.1}
$$

We turn to evaluating the inner sum. We note that $F(z)$ has the Laurent expansion

$$
F(z) \sim \frac{-B'(z)}{z} = \sum_{n=-3}^{\infty} \frac{-(n+2)B_{n+3}}{(n+3)!} z^n.
$$

By Euler-Maclaurin summation we have for $c_n := \frac{-(n+2)B_{n+3}}{(n+3)!}$ the identity (see e.g. [8, Lemma 2.2])

$$
\sum_{m=0}^{\infty} F \left( \left( m + \frac{j}{b} \right) bz \right) \sim \frac{\zeta \left( \frac{3}{b}z^3 \right)}{b^3 z^3} + \frac{I_{F,1}^*}{bz} + \frac{1}{12bz} \left[ \log(bz) + \psi \left( \frac{j}{b} \right) + \gamma \right] - \sum_{n=0}^{\infty} c_n \frac{B_{n+1} \left( \frac{j}{b} \right)}{n+1} b^n z^n \tag{4.2}
$$

as $z \to 0$ in $D_\theta$. Here $\zeta(s, z) := \sum_{n=0}^{\infty} \frac{1}{(n+z)^s}$ is the Hurwitz zeta function, $\psi(x) := \frac{\Gamma'(x)}{\Gamma(x)}$ is the digamma function, $\gamma$ is the Euler-Mascheroni constant, and for some $A \in \mathbb{R}^+$ we define

$$
I_{F,A}^* := \int_0^{\infty} \left( F(u) - \sum_{n=0}^{\infty} c_n u^n - \frac{c_{-1} e^{-Au}}{u} \right) du.
$$

Here and throughout we say that

$$
f(z) \sim \sum_{n=0}^{\infty} a_n z^n,
$$

if $f(z) = \sum_{n=0}^{N} a_n z^n + O(|z|^{N+1})$, for any $N \in \mathbb{N}_0$. Applying (4.2) to (4.1) and using that $\sum_{j=1}^{b} \zeta_n^{aj} = 0$, we obtain

$$
\log \left( \text{PP} \left( \zeta_n^\alpha; e^{-z} \right) \right) \sim z \sum_{j=1}^{b} \zeta_n^{aj} \left[ \frac{\zeta \left( \frac{3}{b}z^3 \right)}{b^3 z^3} + \frac{I_{F,1}^*}{bz} + \frac{1}{12bz} \left[ \log(bz) + \psi \left( \frac{j}{b} \right) + \gamma \right] - \sum_{n=0}^{\infty} c_n \frac{B_{n+1} \left( \frac{j}{b} \right)}{n+1} b^n z^n \right]

= \frac{1}{b^3 z^3} \sum_{j=1}^{b} \zeta_n^{aj} \left( \frac{3}{b}z^3 \right) + \frac{1}{12b} \sum_{j=1}^{b} c_n \psi \left( \frac{j}{b} \right) + O(|z|).
$$
We have the well-known identity (see e.g. [8, equation (2.4)])

\[ \sum_{j=1}^{b} c_{b}^{aj} \psi \left( \frac{j}{b} \right) = b \log \left( 1 - \zeta_{b}^{a} \right) \]

and by elementary manipulations we furthermore obtain

\[ \sum_{j=1}^{b-1} c_{b}^{aj} \zeta \left( 3, \frac{j}{b} \right) = \sum_{j=1}^{b-1} c_{b}^{aj} \sum_{n=0}^{\infty} \frac{b^{3}}{(bn+j)^{3}} = b^{3} \Li_{3} \left( \zeta_{b}^{a} \right), \]

where \( \Li_{3}(z) = \sum_{k=1}^{\infty} \frac{z^{k}}{k^{3}} \) is the third polylogarithm function. Therefore on the major arc, we conclude by exponentiating that, for \( \zeta_{b}^{a} \neq 1 \), we have

\[ \PP \left( \zeta_{b}^{a}; e^{-z} \right) = (1 - \zeta_{b}^{a}) \frac{L_{3}(\zeta_{b}^{a})}{z^{3}} (1 + O(|z|)) \]

and otherwise by [48]

\[ \PP \left( 1; e^{-z} \right) = \frac{1 + \zeta_{b}^{a}}{2} e^{-\frac{L_{3}(\zeta_{b}^{a})}{z^{3}}} (1 + O(|z|)), \]

where \( \kappa = \zeta^{'}(-1) < 0 \). An analogous argument to the one of (3.1) yields that \( \PP(a,b; q) \) and \( \PP(\zeta; q) \) are analytic such that

\[ \PP(a,b; q) = \frac{1}{b} \sum_{j=0}^{b-1} \zeta_{b}^{-aj} \PP \left( \zeta_{b}^{a}; q \right). \]

Comparing exponents, we see that \( \PP(\zeta_{b}^{a}; e^{-z}) = o(\PP(1; e^{-z})) \), and therefore the second hypothesis of Theorem 3.1 is true for \( \PP(\zeta; q) \).

We now consider \( \PP(\zeta; q) \) on the minor arc. By definition, we have

\[ \PP \left( \zeta_{b}^{a}; e^{-z} \right) \frac{\PP \left( 1; e^{-z} \right)}{\PP(1; e^{-z})} = \frac{\prod_{n=1}^{\infty} \left( 1 - e^{-nz} \right)}{\prod_{n=1}^{\infty} \left( 1 - \zeta_{b}^{a} e^{-nz} \right)} \].

As \( z \to 0 \) with \( \text{Re}(z) > 0 \), we see that \( 1 - e^{-nz} \to 0 \) while \( 1 - \zeta_{b}^{a} e^{-nz} \not\to 0 \). Thus, for all \( z \) on the minor arc with \( |z| \) sufficiently small, we see that \( \frac{\PP(\zeta_{b}^{a}; e^{-z})}{\PP(1; e^{-z})} < 1 \). This proves that the first hypothesis of Theorem 3.1 holds for \( \PP(\zeta; q) \). The third condition of Theorem 3.1 follows by noting that the integral of \( \PP(1; q) \) along the major arc gives Wright’s asymptotic (1.5), and so equidistribution follows by Theorem 3.1.

4.5. **Proof of Theorem 1.5.** For \( X \) a Hilbert scheme, letting

\[ G_{X}(T; q) := \sum_{n \geq 0} P(X; T) q^{n}, \]

a standard argument with orthogonality of roots of unity yields

\[ \sum_{n \geq 0} B(a,b; X) q^{n} = \frac{1}{b} \sum_{r=0}^{b-1} \zeta_{b}^{-ar} G_{X} \left( \zeta_{b}^{r}; q \right). \]

The main result of Boccalini’s thesis [5, equation (4.1)] states that

\[ G_{X_{1}}(\zeta; q) = \sum_{n \geq 0} P \left( \text{Hilb}^{n,n+1,n+2}(0); \zeta \right) q^{n} = \frac{1 + \zeta^{2}}{(1 - \zeta^{2} q)(1 - \zeta^{4} q^{2})} F_{3} \left( \zeta^{2}; q \right)^{-1}. \]
By (4.3) we have that
\[
H_{X_1}(a, b; q) := \sum_{n \geq 0} B(a, b; X_1)q^n = \frac{1}{b} \left(1 + (-1)^a \delta_{2|b}\right) G_{X_1}(1; q) + \frac{1}{b} \sum_{0 \leq r < b-1 \atop r \neq b/2} \zeta_b^{-ar} G_{X_1}(\zeta_b^r; q).
\]

Since
\[
G_{X_1}(1; e^{-z}) = \frac{2}{(1 - e^{-z})(1 - e^{-2z})} (e^{-z}; e^{-z})^{-1} = (e^{-z}; e^{-z})^{-1} \left(\frac{1}{z^2} + \frac{3}{2z} + \frac{11}{12} + O(z)\right),
\]
the asymptotic behaviour is essentially controlled by the Pochhammer symbol. It is then enough to show that on the major and minor arcs, \(G_{X_1}(\zeta_b^r; q) = o(G_{X_1}(1; q))\) for \(\zeta_b^r \neq 1\). This follows directly from the asymptotics of \(F_3\) given in Theorem 2.2 in a similar fashion to [8, Theorem 1.4 (1)] for the major arc, and a similar calculation to the arguments of [8] for the minor arc. Thus toward \(z = 0\) on the major arc we have
\[
H_{X_1}(a, b; e^{-z}) = \frac{d(a, b)}{\sqrt{2\pi z}} e^{\frac{z^2}{2}} (1 + O(|z|)).
\]
We are left to apply Proposition 2.3 with \(A = \frac{z^2}{2}, B = -\frac{3}{2}\) and \(\alpha_0 = \frac{d(a, b)}{2\pi}\) which yields that
\[
B(a, b; X_1) = \frac{\sqrt{3} d(a, b)}{2\pi} e^{\pi \sqrt{\frac{3}{2}}} \left(1 + O \left(n^{-\frac{1}{2}}\right)\right),
\]
from which one may also conclude asymptotic equidistribution.

Similarly, it is shown in [5, equation (4.2)] that we have
\[
G_{X_2}(\zeta; q) := \sum_{n \geq 0} P \left(\text{Hilb}^{n,n+2}(0); \zeta\right)q^n = \frac{1 + \zeta^2 - \zeta^2q}{(1 - \zeta^2q)(1 - \zeta^4q^2)} F_3 \left(\zeta^2; q\right)^{-1}.
\]

An analogous argument and application of Proposition 2.3 to the case of \(X_1\) holds. Using the generating functions [5, equation (4.15)] (which in turn cites [41, Corollary 5.4]) and [42, Corollary 5.4]
\[
G_{X_3}(\zeta; q) := \frac{1}{(1 - \zeta^2q)(1 - \zeta^4q^2)} F_3 \left(\zeta^2; q\right)^{-1},
G_{X_4}(\zeta; q) := F_3 \left(\zeta^2; q\right)^{-1} \prod_{j=1}^{m} \frac{1}{1 - \zeta^{2j}q},
\]
the cases for \(X_3\) and \(X_4\) follow in the same way.

4.6. **Proof of Theorem 1.6.** The results [22, Proposition 4.2] and [26, Proposition 2.8] show that \(V_{n,k}\) has a cell decomposition and that, letting \(v(m, n) := \# \{m\text{-dimensional cells of } V_{n,k}\}\), we have
\[
V(\zeta; q) := \sum_{m, n \geq 0} v(m, n) \zeta^m q^n = \prod_{n \geq 1} \frac{1}{1 - \zeta^{n-1}q^n} = F_3(\zeta; q)^{-1}.
\]

Then by orthogonality of roots of unity, we have
\[
\sum_{n \geq 0} v(a, b; n)q^n = \frac{b^{-1}}{b} \sum_{j=0}^{b-1} \zeta_b^{-aj} V(\zeta_b^j; q).
\]

Note that the \(j = 0\) term corresponds to \(\frac{1}{b}(q; q^\infty)\). Combining this with Theorem 2.2 (2), one can show in the same way as [8, Theorem 1.4 (1)] that on both the major and minor arcs, the asymptotic behaviour
of the $j = 0$ term dominates as $z \to 0$. An application of Corollary 3.4 immediately yields the asymptotic claimed.
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