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Abstract

The coresets approach, also called subsampling or subset selection, aims to select a subsample as a surrogate for the observed sample. Such an approach has been used pervasively in large-scale data analysis. Existing coresets methods construct the subsample using a subset of rows from the predictor matrix. Such methods can be significantly inefficient when the predictor matrix is sparse or numerically sparse. To overcome the limitation, we develop a novel element-wise subset selection approach, called core-elements. We provide a deterministic algorithm to construct the core-elements estimator, only requiring an $O(\text{nnz}(\mathbf{X}) + rp^2)$ computational cost, where $\mathbf{X} \in \mathbb{R}^{n \times p}$ is the predictor matrix, $r$ is the number of elements selected from each column of $\mathbf{X}$, and $\text{nnz}(\cdot)$ denotes the number of non-zero elements. Theoretically, we show that the proposed estimator is unbiased and approximately minimizes an upper bound of the estimation variance. We also provide an approximation guarantee by deriving a coresets-like finite sample bound for the proposed estimator. To handle potential outliers in the data, we further combine core-elements with the median-of-means procedure, resulting in an efficient and robust estimator with theoretical consistency guarantees. Numerical studies on various synthetic and real-world datasets demonstrate the proposed method’s superior performance compared to mainstream competitors.
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1 Introduction

Sparse matrices are matrices in which most of the elements are zero. Such matrices are common in various areas, including medical research, bioinformatics, privacy-preserving analysis, and distributed computing [66; 20; 29; 43]. In these areas, data are usually of high sparsity due to the technical noises, data privacy concerns, and transmission cost, among others [50; 44; 54]. One example is the single-cell RNA-sequencing (scRNA-seq) data containing information about the gene expression level of single cells. Such data are usually expressed in a count matrix, whose rows represent cells and columns represent genes. Owing to technical noises and intrinsic biological variability, scRNA-seq data almost always possess high sparsity, known as the zero-inflation phenomenon [54; 69; 52]. Another example is the word occurrence matrix, whose elements are the so-called TF-IDF values [42]. Here, TF-IDF is short for the term frequency-inverse document frequency, which is calculated by multiplying two metrics, i.e., how many times a word appears in a document, and the inverse document frequency of the word across a set of documents. As a result, TF-IDF is a highly sparse matrix for a short document and a large language model that contains millions of words [68; 67].

In reality, many sparse matrices also exist due to missing values, i.e., the elements are not fully observed. Numerous methods have been developed to deal with the missing values in such cases, and most of these methods aim to fill the sparse matrix with some estimated non-zero values [13; 75; 71; 37; 65]. In this paper, however, we are less concerned with missing values and instead focus on the case that the sparse matrix itself is fully observed.

We consider large-scale data analysis where the predictor matrix is highly sparse. One widely-used technique for large-scale data analysis is the coresets method, also called sub-sampling or subset selection. These methods select a subsample as a surrogate for the observed sample. Recently, such methods have been used pervasively in data reduction, measurement-constrained analysis, and active learning [70; 57; 61; 51]. Various coresets
methods have been proposed for linear regression [19; 12; 57; 60; 86; 58; 21; 18], generalized linear regression [77; 3; 85; 4], streaming time series [83; 49], large-scale matrix approximation [82; 80; 5; 7; 79], nonparametric regression [33; 55; 86; 63; 72; 62], among others.

Despite the wide application, most existing coresets methods mainly focus on dense predictor matrices, and may be inefficient when the predictor matrix is of high sparsity. In particular, most of these methods construct the subsample using certain rows from the observed sample. When the observed predictor matrix is sparse, the selected subsample matrix also tends to be sparse. Such a subsample thus may lead to inefficient results, since the selected zero-valued elements have almost no impact on the down-streaming analysis, such as model estimation, prediction, and inference. More efficient statistical tools that are suitable for sparse matrices are still meager.

In this paper, we bridge the gap by developing a novel element-wise subset selection method, called core-elements, for large-scale least squares estimation. Different from the existing coresets methods that aim to select $r$ rows from the predictor matrix $X \in \mathbb{R}^{n \times p}$ ($n \gg p$), we aim to construct a sparser sketch $X^*$ by keeping $rp$ elements of $X$ and zeroing out the remaining elements. Loosely speaking, our approach generalizes the existing coresets methods by getting rid of the requirement that the selected $rp$ elements have to be located in $r$ rows. We provide a deterministic algorithm to construct the core-elements estimator. Utilizing such an estimator, we can approximate the least squares estimation within $O(\text{nnz}(X) + rp^2)$ computational time, where $\text{nnz}(\cdot)$ denotes the number of non-zero elements. Theoretically, we show that the proposed estimator is unbiased to the true coefficient, and it approximately minimizes an upper bound of the estimation variance.

We also provide a coresets-like finite sample bound for the proposed estimator with approximation guarantees. Let $y \in \mathbb{R}^n$ be the response, $\hat{\beta}_{\text{OLS}}$ be the full sample least squares estimator, and $\tilde{\beta}$ be the proposed estimator. Let $\| \cdot \|$ be the Euclidean norm of a vector and $\| \cdot \|_2$ be the spectral norm of a matrix. We show that to achieve the
(1 + \epsilon)-relative error, i.e.,

\[ \| y - X\hat{\beta}_{OLS} \|^2 \leq \| y - X\tilde{\beta} \|^2 \leq (1 + \epsilon) \| y - X\hat{\beta}_{OLS} \|^2, \]

the proposed estimator requires a sketch \( X^* \) such that the ratio \( \| X - X^* \|_2 / \| X \|_2 \) is \( O(\epsilon^{1/2}) \). Intuitively, such a result indicates that when the predictor matrix \( X \) gets (numerically) sparser, fewer elements are required in the sketch \( X^* \) to achieve the (1 + \epsilon)-relative error.

To handle potential outliers in the data, we develop a robust variant of the core-element method by integrating it with the popular median-of-means procedure [41; 6; 53; 47; 74]. We further propose an algorithm to construct the robust estimator within \( O(\text{nnz}(X) + rp^2) \) time. Theoretically, we show that the robust estimator is consistent with the true coefficient under certain regularity conditions.

To evaluate the empirical performance and computational time of the proposed strategy, we compare it with several mainstream competitors through extensive synthetic and real-world datasets, including uncorrupted and corrupted datasets with dense or sparse predictor matrices. Interestingly, although the proposed estimator is mainly designed for sparse matrices, numerical results show it significantly outperforms the competitors respecting both estimation error and CPU time even when the predictor matrix is dense.

The remainder of this paper is organized as follows. We start in Section 2 by introducing the linear model and the state-of-the-art subsampling methods. In Section 3, we develop a core-elements estimator and present its theoretical properties. The robust version of the core-elements estimator is introduced in Section 4. We examine the performance of the proposed estimators through extensive simulations and two real data examples in Sections 5 and 6, respectively. The technical proofs are provided in the Supplementary Material.
2 Background

In the following, we adopt the common convention of using uppercase boldface letters for matrices, lowercase boldface letters for vectors, and regular font for scalars. For a vector \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{R}^n \), define its Euclidean norm by \( \| \mathbf{x} \| \). For a matrix \( \mathbf{X} = (x_{ij}) \in \mathbb{R}^{n_1 \times n_2} \), its spectral norm (i.e., the largest singular value) and Frobenius norm are denoted as \( \| \mathbf{X} \|_2 \) and \( \| \mathbf{X} \|_F \), respectively.

2.1 Subsampling methods for least squares estimation

Consider the linear model,

\[
y_i = \mathbf{x}_i^\top \beta + \varepsilon_i, \quad i = 1, \ldots, n. \tag{1}
\]

Here \( \{y_i\}_{i=1}^n \in \mathbb{R} \) are the responses, \( \{\mathbf{x}_i\}_{i=1}^n \in \mathbb{R}^p \) are the observations, \( \beta \in \mathbb{R}^p \) is a vector of unknown coefficients, and \( \{\varepsilon_i\}_{i=1}^n \) are i.i.d. error terms with zero mean and constant variance \( \sigma^2 \). Let \( \mathbf{y} = (y_1, \ldots, y_n) \in \mathbb{R}^n \) be the response vector, \( \mathbf{X} = (\mathbf{x}_1, \ldots, \mathbf{x}_n)^\top \in \mathbb{R}^{n \times p} \) be the predictor matrix, and \( \mathbf{\varepsilon} = (\varepsilon_1, \ldots, \varepsilon_n) \in \mathbb{R}^n \) be the noise vector. In this study, we assume that \( n \gg p \), \( p \) is fixed, and \( \mathbf{X} \) is of full column rank. It is widely-known that the ordinary least squares (OLS) estimator of \( \beta \) takes the form

\[
\hat{\beta}_{\text{OLS}} = (\mathbf{X}^\top \mathbf{X})^{-1} \mathbf{X}^\top \mathbf{y}. \tag{2}
\]

In practice, the calculation of the least squares problem may suffer from high computational costs. Specifically, standard computation of the formulation (2) requires \( O(np^2) \) computational time, which can be considerable when both \( n \) and \( p \) are large. To tackle the computational burden, various subsampling methods have been proposed. The main idea of subsampling methods can be described as follows: given a predictor matrix \( \mathbf{X} \in \mathbb{R}^{n \times p} \), subsample \( r \) rows (i.e., \( r \) observations) from \( \mathbf{X} \) to construct a much smaller sketch \( \hat{\mathbf{X}} \in \mathbb{R}^{r \times p} \), and then use it as a surrogate for \( \mathbf{X} \) in downstream analysis.
Most of the existing subsampling methods can be divided into two classes, i.e., the randomized subsampling approach and the design-based subsampling approach. The former class aims to carefully design a data-dependent non-uniform sampling probability distribution such that more informative data points will be selected with larger sampling weights [56; 60; 86; 58]. In contrast, the latter class aims to construct the most effective subsample estimator based on certain optimality criteria developed in the design of experiments [81; 76; 61; 78]. We refer to [51] for a recent review.

Close related to the subsampling methods are the coresets methods. These methods aim to select a subsample in a deterministic way, such that a loss function $L$ based on the subsample estimator is bounded by the loss function based on the full-sample estimator multiplying a constant $(1 + \epsilon)$ [30; 12; 64; 31]. In least squares estimation, a subsample $\hat{X}$ is called an $(1 + \epsilon)$-coreset ($\epsilon > 0$), if there exists an estimator $\tilde{\beta}$ constructed by $\hat{X}$, such that

$$\|y - \hat{X} \hat{\beta}_{OLS}\|^2 \leq \|y - \hat{X} \tilde{\beta}\|^2 \leq (1 + \epsilon)\|y - \hat{X} \hat{\beta}_{OLS}\|^2.$$ 

### 2.2 Sparse and numerically sparse matrices

Recall that sparse matrices are matrices in which most elements are zero. Commonly, the sparsity is measured by using the $\ell_0$ norm. Such a procedure, however, may not accurately reflect the simplicity of nearly sparse instances with a large number of small but non-zero elements. To combat the obstacle, existing literature also considers the so-called numerically sparse matrices [34]. Intuitively, numerically sparse is a weaker condition than sparse in which we do not require most elements to be zero, only that most elements are small enough to be ignored. Examples of numerically sparse are widely encountered in practice, including but not limited to linear programming constraints of the form $x_1 \geq \sum_{i=1}^{n} x_i / n$, and physical models whose strength of interaction decays with distance [16].
2.3 Element-wise sampling on sparse data matrices

Consider the scenario that the observed predictor matrix $X \in \mathbb{R}^{n \times p}$ is a (numerically) sparse matrix in which most of the elements are (nearly) zero. Oftentimes, of interest is to find a sparser sketch $X^+ \in \mathbb{R}^{n \times p}$ that is a good proxy for $X$. Here, $X^+$ is also a sparse matrix, from which the non-zero elements are a subset of the non-zero elements with respect to (w.r.t.) $X$. The problem of finding such a matrix $X^+$ has many applications in eigenvector approximation [9; 2; 28; 45; 34], semi-definite programming [8; 26; 32], and matrix completion [14; 15; 17].

To construct such a matrix $X^+$, most existing methods aim to design a good sampling probability distribution, such that the approximation error $\|X - X^+\|_2$ is as small as possible. Let $s$ be the number of selected non-zero elements, and $p_{ij} \ (i = 1, \ldots, n, \ j = 1, \ldots, p)$ be the sampling probability. [2] proposed the so-called $\ell_2$ sampling such that $p_{ij} \propto x_{ij}^2$, and provided theoretical bounds for this approach. These bounds were later refined by [25]. Alternatively, [9] proposed $\ell_1$ sampling, where $p_{ij} \propto |x_{ij}|$. Later, [1] proposed a near-optimal probability distribution using matrix-Bernstein inequality. Their approach can be regarded as a combination of two $\ell_1$-based distributions. In particular, $p_{ij} \propto |x_{ij}|$ when $s$ is small, and $p_{ij} \propto |x_{ij}| \cdot \|x_i\|_1$ as $s$ grows, where $\| \cdot \|_1$ denotes the $\ell_1$ norm of a vector.

More recently, [45] developed hybrid-($\ell_1, \ell_2$) sampling, which is also a convex combination of probabilities.

In general, existing literature on element-wise sampling mainly focus on the algorithmic perspective, such that the applications of interest are usually compressed sensing and matrix recovery. Nevertheless, element-wise sampling with a statistical perspective, such that the applications involve providing effective and efficient solutions for large-scale statistical modeling and inference, is still a blank field and remains further studied.
3 Core-elements

In this section, we present our main algorithm and the theoretical properties of the proposed estimator. We first introduce the definition of the core-elements and then develop an unbiased core-elements estimator. Next, we provide an upper bound for the variance of such an estimator by utilizing the matrix-form Taylor expansion. We then provide an algorithm for core-elements selection, resulting in an estimator that approximately minimizes this upper bound. A coresets-like finite sample bound is then provided to quantify the approximation error for the proposed estimator. The technical proofs are relegated to Supplementary Material.

3.1 Problem setup

We consider the problem of large-scale least squares estimation when the predictor matrix $X$ is sparse or numerically sparse. To utilize the sparse structure, we propose to construct a sparser sketch $X^* \in \mathbb{R}^{n \times p}$ from $X$ carefully, and use $X^*$ to construct an efficient least squares approximation. In particular, given a positive integer $s$, let $S$ be an $n \times p$ matrix such that its elements involves $s$ ones and $np - s$ zeros. The sketch $X^*$ then can be formulated as $X^* = S \odot X$, where $\odot$ represents the Hadamard product, i.e., element-wise product. In other words, $X^*$ is produced by keeping $s$ elements of $X$ and zeroing out the remaining elements. We then propose a general estimator that takes the form

$$\tilde{\beta}(D) = DX^*^T y,$$ (3)

where $D \in \mathbb{R}^{p \times p}$ is a scaling matrix to be determined.

A natural question arises: given a fixed budget $s$, among all the estimators that take the form (3), how to construct the scaling matrix $D$ and the sparse sketch $X^*$, such that (I) the estimator $\tilde{\beta}(D)$ is unbiased and (II) its estimation variance is as small as possible? For the first part of this question, one can see that when $D = (X^*^T X)^{-1}$, $\mathbb{E}(\tilde{\beta}(D)) =$
(X^\top X)^{-1}X^\top(X\beta + \mathbb{E}(\varepsilon)) = \beta$, indicating that $\tilde{\beta}(D)$ is unbiased to $\beta$. Such a finding motivates us to focus on the unbiased estimator

$$\tilde{\beta} = (X^*^\top X)^{-1}X^\top y.$$ Consider the classical subsample-based estimator

$$\tilde{\beta}' = (\hat{X}^\top \hat{X})^{-1}\hat{X}^\top y,$$

where $\hat{X} \in \mathbb{R}^{r \times p}$ represents a subsample. When the selected $s = rp$ elements locate in $r$ rows, i.e., when the element-wise subset selection degenerates to the row selection, it can be shown that $\tilde{\beta} = \tilde{\beta}'$. While in general cases, these two estimators are different.

Next, we consider the variance of the estimator $\tilde{\beta}$. Recall that $\sigma^2$ represents the variance of random errors in model (1). Our goal is to find a sketch $X^*$ that minimizes the estimation variance, which has a closed form

$$\mathbb{E}(\|	ilde{\beta} - \beta\|^2) = \mathbb{E}(y^\top X^*(X^\top X^*)^{-1}(X^*^\top X)^{-1}X^\top y) - \beta^\top \beta$$

$$= \beta^\top \beta + \sigma^2 \text{tr}(X^*(X^\top X^*)^{-1}(X^*^\top X)^{-1}X^\top) - \beta^\top \beta$$

$$= \sigma^2 \| (X^*^\top X)^{-1}X^\top \|^2_F. \quad (4)$$

However, this variance term is challenging to minimize directly. To combat the obstacle, we provide an upper bound for (4) and aim to minimize the upper bound instead. The upper bound is derived by utilizing the matrix-form Taylor expansion (see Chapter 1, [38]), detailed in Lemma 1.

**Lemma 1.** Let $L = X - X^*$. A Taylor expansion of $\mathbb{E}(\|	ilde{\beta} - \beta\|^2)$ around the point $X^* = X$ yields the following upper bound,

$$\mathbb{E}(\|	ilde{\beta} - \beta\|^2) \leq \sigma^2 p \left[ \text{tr}((X^\top X)^{-1}) \left\{ (p + \text{tr}((X^\top X)^{-1})\|L\|^2_F)(1 + O(\lambda_0)) \right\} \right]. \quad (5)$$

Here, assume that the spectral radius $\lambda_0 = \|(X^\top X)^{-1}L^\top X\|_2 < 1$ to ensure the convergence of the matrix series.
When the Taylor expansion in Lemma 1 is valid, the inequality (5) indicates that the upper bound of the estimation variance decreases as $\|L\|_F$ and the remainder $\lambda_0$ decreases. Considering $\lambda_0$, we have

$$
\lambda_0 \leq \|(X^TX)^{-1}\|_2 \|X\|_2 \|L\|_2 \\
\leq \|(X^TX)^{-1}\|_2 \|X\|_2 \left( \max_{j \in \{1, \ldots, p\}} L^{(j)^T}L^{(j)} \right)^{1/2},
$$

where $L^{(j)}$ denotes the $j$th column of $L$. Such an inequality indicates that a smaller value of the maximum column norm of $L$ is associated with a smaller $\lambda_0$. As a result, to minimize the upper bound in Lemma 1, we need to keep both $\|L\|_F$ and the column norms of $L$ as small as possible.

Motivated by this, we propose to construct $X^*$ by keeping the elements with the top largest absolute values w.r.t. each column of $X$ and zeroing out the remainings. Intuitively, for a fixed number of selected elements, such $L$ has the approximately minimum column norm respecting every column. Thus, both the values of $\|L\|_F$ and $\|L\|_2$ will be approximately minimized, resulting in a relatively small upper bound of the estimation variance in Lemma 1. We call such a procedure “core-elements” since the idea behind it is analogous to “coresets”, except that what we select are elements instead of rows.

### 3.2 Main algorithm

Without loss of generality, we assume the number of selected elements $s = rp$, where $r$ is an integer. Algorithm 1 summarizes the construction of core-elements and the proposed estimator, which are illustrated in Fig. 1.
Figure 1: Illustration for Algorithm 1. Each element of a matrix is labeled by a different color, such that larger positive and smaller negative values are labeled by more red and more black colors, respectively. **Step 1** illustrates the core-elements selection, where \( r = 3 \) elements with the largest absolute values w.r.t. each column are selected. **Step 2** illustrates the proposed estimator.

**Algorithm 1** CORE-ELEMENTS(\( X, y, r \))

1: **Input:** \( X = (x_{ij}) \in \mathbb{R}^{n \times p} \), \( y \in \mathbb{R}^n \), \( r \in \mathbb{Z}_+ \)

2: Initialize \( S = (0) \in \mathbb{R}^{n \times p} \)

3: for \( j = 1, \ldots, p \) do

4: Let \( I = \{i_1, \ldots, i_r\} \) be an index set, such that \( \{|x_{i_qj}|\}_{q=1}^r \) are the \( r \) largest ones among \( \{|x_{ij}|\}_{i=1}^n \)

5: Let \( s_{ij} = 1, q = 1, \ldots, r \)

6: end for

7: \( X^* = S \odot X \), where \( \odot \) represents the element-wise product

8: **Return** \( \tilde{\beta} = (X^*\top X)^{-1}X^*\top y \)

Consider the computational cost of Algorithm 1. Constructing the matrix \( X^* \) requires \( O(\text{nnz}(X)) \) time. Note that each column of \( X^* \) contains at most \( r \) non-zero elements, thus calculating \( X^*\top X \) takes \( O(rp^2) \) time. The computing time for \( \tilde{\beta} \) is thus at the order of \( O(rp^2 + p^3) \). Therefore, the overall computational cost of Algorithm 1 is \( O(\text{nnz}(X) + rp^2) \), which becomes \( O(\text{nnz}(X)) \) when \( n \gg r \). In the large-sample scenario such that \( n \gg p \), such an algorithm is much faster than the popular leverage-based subsampling methods [56]. This is because the leverage-based methods involve the singular value decomposition.
of the full predictor matrix, requiring a cost of the order \( O(np^2) \).

### 3.3 Theoretical properties

We now present our main theorem, indicating that the selected elements are \((1 + \epsilon)\)-core-elements for least squares estimation. In other words, under some regularity conditions, the proposed estimate achieves a \((1 + \epsilon)\)-relative error w.r.t. the \( \ell_2 \) loss.

**Theorem 2.** Given \( X \in \mathbb{R}^{n \times p} \), \( y \in \mathbb{R}^n \) and \( \epsilon > 0 \), let \( X^* \) be the sketch matrix and \( \tilde{\beta} \) be the estimate that calculated by Algorithm 1. Let \( \kappa(X) = \sigma_{\max}(X)/\sigma_{\min}(X) \) be the condition number, where \( \sigma_{\max}(\cdot) \) and \( \sigma_{\min}(\cdot) \) respectively stand for the maximum and minimum singular values. When \( X^* \) satisfies \( \|X - X^*\|_2 \leq \epsilon'\|X\|_2 \) with

\[
0 < \epsilon' \leq \frac{1}{\kappa^2(X)} \left(1 + \frac{(\kappa^2(X) + 1)\|y\|}{\epsilon^{1/2}\|y - X\tilde{\beta}_{\text{OLS}}\|}\right)^{-1},
\]

we have

\[
\|y - X\tilde{\beta}_{\text{OLS}}\|^2 \leq \|y - X\tilde{\beta}\|^2 \leq (1 + \epsilon)\|y - X\tilde{\beta}_{\text{OLS}}\|^2.
\]

Theorem 2 indicates that to achieve the \((1 + \epsilon)\)-relative error in inequality (7), Algorithm 1 requires a sketch \( X^* \) such that the ratio \( \|X - X^*\|_2/\|X\|_2 \) is \( O(\epsilon^{1/2}) \). This rate is supported by empirical results in Section 5. Intuitively, such a result also indicates that when the predictor matrix \( X \) gets (numerically) sparser, fewer elements are required in the sketch \( X^* \) to achieve the same relative error w.r.t. the \( \ell_2 \) loss.

In addition, the value of \( \epsilon' \) also depends on the condition number \( \kappa(X) \), and the relative sum of squares error (SSE) \( \|y - X\tilde{\beta}_{\text{OLS}}\|^2/\|y\|^2 \). Specifically, a larger \( \epsilon' \) is admitted to achieve the \((1 + \epsilon)\)-relative error if the condition number \( \kappa(X) \) decreases and the SSE increases.
4 MOM Core-elements

To guarantee the robustness of the core-elements approach, we modify Algorithm 1 by combining it with the popular median-of-means (MOM) procedure \[41; 6; 39; 53; 46; 48; 47; 74; 59\] to provide a robust version of core-elements, called “MOM core-elements”. We first propose an algorithm in the divide-and-conquer framework to obtain the MOM core-elements estimator, and then we establish consistency of the proposed estimator under regularity conditions.

4.1 Proposed algorithm

Due to the existence of outliers, we relax the standard i.i.d. setup to the \( \mathcal{I} \cup \mathcal{O} \) framework following \[47\]. Specifically, we assume that data are partitioned into two (unknown) sets, \( \mathcal{I} \) and \( \mathcal{O} \), such that \( \mathcal{I} \cup \mathcal{O} = \{1, \ldots, n\} \) and \( \mathcal{I} \cap \mathcal{O} = \emptyset \). Data \( \{(x_i, y_i)\}_{i \in \mathcal{I}} \) are i.i.d. informative data, and data \( \{(x_i, y_i)\}_{i \in \mathcal{O}} \) are outliers on which no assumption is granted.

Given a random partition of the full data \((X, y) = \{(x_i, y_i)\}_{i=1}^n\) into blocks of equal sizes, the principle of MOM estimator is that we first obtain an estimation on each block independently, and then we aggregate the results from these blocks by taking the median. Let \( k \) be the number of blocks and \( n_k = \lfloor n/k \rfloor \) be the size of each block. Denote \((X^{(l)}, y^{(l)}) \in \mathbb{R}^{n_k \times p} \times \mathbb{R}^{n_k}\) be the data partitioned into the \( l \)th block. For the \( l \)th block, we construct the core-elements matrix \( X^{(l)*} \) containing \( \lfloor s/k \rfloor \) non-zero elements and obtain the corresponding estimator \( \hat{\beta}^{(l)} = (X^{(l)*T}X^{(l)})^{-1}X^{(l)*T}y^{(l)} \). Then, the MOM core-elements estimator is defined as

\[
\hat{\beta}_{MOM} = \text{med}(\hat{\beta}^{(1)}, \ldots, \hat{\beta}^{(k)}),
\]

where \( \text{med}(\cdot) \) denotes the coordinate-wise median. Algorithm 2 details the MOM core-elements procedure.
Algorithm 2 MOM Core-elements($X, y, r, k$)

1: Input: $X = (x_{ij}) \in \mathbb{R}^{n \times p}$, $y \in \mathbb{R}^{n}$, $r, k \in \mathbb{Z}^+$
2: Partition $(X, y)$ into $k$ blocks $\{ (X^{(l)}, y^{(l)}) \}_{l=1}^{k}$ randomly and evenly
3: for $l = 1, \ldots, k$ do
4: Compute $\tilde{\beta}^{(l)} = \text{Core-elements}(X^{(l)}, y^{(l)}, \lfloor r/k \rfloor)$
5: end for
6: Return $\tilde{\beta}_{\text{MOM}} = \text{med}(\tilde{\beta}^{(1)}, \ldots, \tilde{\beta}^{(k)})$

In Algorithm 2, the number of blocks $k$ indicates the robustness of our proposed estimator. A popular measure to quantify robustness is the breakdown point [36; 23; 22; 47], defined as the smallest proportion of corrupted observations needed to push an estimator to infinity. The breakdown point of Algorithm 2 is $\lfloor k/2 \rfloor / n$, because less than $\lfloor k/2 \rfloor$ outliers may corrupt at most $\lfloor k/2 \rfloor$ blocks, leaving the median in (8) equals to the estimation on a single block with uncorrupted data. Remark that Algorithm 1 is a special case of Algorithm 2 where $k = 1$, which is applicable to datasets without extreme outliers.

Consider the computation time of Algorithm 2. Constructing the core-elements estimator on a single block requires $O(\text{nnz}(X)/k + r p^2/k + p^3)$ time, and the aggregation step needs $O(k p)$ time. Thus, the total computational cost of Algorithm 2 is at the order of $O(\text{nnz}(X) + r p^2 + k p^3 + k p) = O(\text{nnz}(X) + r p^2)$, where the equation holds because $r/k$ should be at least of the same order as $p$ for ensuring the well-definedness of $\tilde{\beta}^{(1)}, \ldots, \tilde{\beta}^{(k)}$. Such cost is the same as that of Algorithm 1.

4.2 Theoretical properties

Now we provide the convergence of the MOM core-elements estimator. To begin with, we introduce the following regularity conditions.

(H.1) Denote the Fisher information matrix $I^{(l)} = n_k^{-1} X^{(l)} \top X^{(l)}$ on the $l$th block. Assume that $c < \inf_l \lambda_{\text{min}}(I^{(l)}) \leq \sup_l \lambda_{\text{max}}(I^{(l)}) < \infty$ for some constant $c > 0$, where $\lambda_{\text{max}}(\cdot)$ and $\lambda_{\text{min}}(\cdot)$ respectively stand for the maximum and minimum eigenvalues.
(H.2) Let $L^{(l)} = X^{(l)} - X^{(l)*}$. Assume that $\sup_l \|L^{(l)}\|_F^2/n_k^2 \to 0$.

(H.3) Assume that the spectral radius $\lambda_0^{(l)} = \|(X^{(l)\top}X^{(l)})^{-1}L^{(l)\top}X^{(l)}\|_2 < 1$ for any $l \in \{1, \ldots, k\}$.

(H.4) Suppose that $k > 2|B_\mathcal{O}| + 1$, where $B_\mathcal{O}$ is the set of blocks containing at least one outlier and $|\cdot|$ denotes the cardinal number. Further assume that $B_\mathcal{O}$ contains finite elements.

**Theorem 3.** Under the conditions (H.1)–(H.4), as $k, n_k \to \infty$, $\beta_{\text{MOM}}$ converges to $\beta$ in probability, i.e., for any given $\epsilon > 0$, it holds that

$$\mathbb{P}(\|\beta_{\text{MOM}} - \beta\| > \epsilon) \to 0.$$ 

In Theorem 3, condition (H.1) is commonly assumed in the literature. Conditions (H.2) and (H.3) bound the error of the local core-elements estimator on each block by using Lemma 1. Condition (H.4) guarantees the effectiveness of the MOM procedure according to its breakdown point discussed above.

## 5 Simulation Study

In this section, we first evaluate the performance of core-elements (i.e., Algorithm 1) in estimating $\beta$ and predicting $y$ on uncorrupted synthetic datasets. We then provide empirical evidence to support the error bound in Theorem 2. Next, we consider corrupted datasets to show the effectiveness and robustness of MOM core-elements (i.e., Algorithm 2). Finally, we show the advantage of the proposed strategy over other subsampling methods w.r.t. the computational time.
5.1 Performance on uncorrupted data

We use CORE to refer to the estimator in Algorithm 1. For comparison, we consider several state-of-the-art subsampling methods including uniform subsampling (UNIF), basic leverage subsampling (BLEV) [24; 56], shrinkage leverage subsampling (SLEV) with parameter $\alpha = 0.9$ [56], and information-based optimal subset selection (IBOSS) [76].

For uncorrupted data, the predictor matrix $X$ is generated from different kinds of widely-used distributions:

**D1.** multivariate normal distribution, $N(0, \Sigma)$;

**D2.** multivariate log-normal distribution, $LN(0, \Sigma)$;

**D3.** multivariate t-distribution with 3 degrees of freedom, $t_3(0, \Sigma)$,

where $\Sigma = (\sigma_{ij}) \in \mathbb{R}^{p \times p}$ is a covariance matrix with $\sigma_{ij} = 0.6^{\lvert i-j \rvert}$ for $i, j \in \{1, \ldots, p\}$.

In order to introduce sparsity, after generating the predictor matrices, we first randomly zero out their elements with a sparsity ratio $\alpha$. Specifically, we randomly select $\alpha \times 100\%$ of the elements and set these elements to be zero. Consider $\alpha = \{0, 0.2, 0.4, 0.6, 0.8\}$, referred to as $R1-R5$, respectively. Next, we add a small random perturbation to each zero element of the predictor matrix to obtain a numerically sparse matrix. Note that $R1$ corresponds to a completely dense matrix, and $R5$ corresponds to a highly numerically sparse matrix.

We then generate the response $y$ from the linear model (1). The true coefficient $\beta$ is a $p$-dimensional vector of unity, and the signal-to-noise ratio, defined as $\text{SNR} = \text{Var}(X\beta)/\sigma^2$, is set to be 4. Let the sample size $n = 10^4$ and dimension $p = 100$. For the row-sampling methods, i.e., UNIF, BLEV, SLEV, and IBOSS, we select $r \in \{2p, 4p, \ldots, 10p\}$ rows for each of these methods. For a fair comparison, we select $s = rp$ elements for the proposed core-elements method.

We calculate the empirical mean squared error (MSE) for each of the estimator based
on 100 replications, i.e.,

\[
\text{MSE} = \frac{1}{100} \sum_{i=1}^{100} \frac{\|\hat{\beta}^{(i)} - \beta\|^2}{\|\beta\|^2}, \tag{9}
\]

where \(\hat{\beta}^{(i)}\) represents the estimator in the \(i\)th replication. We also consider the prediction MSE (PMSE). For the \(i\)th replication, we randomly split the observed sample into a training set \((y^{(i)}_{\text{train}}, X^{(i)}_{\text{train}})\) of size \([0.7n]\) and a test set \((y^{(i)}_{\text{test}}, X^{(i)}_{\text{test}})\) of size \([0.3n]\). For each subsampling method, we select a subset from the training set leading to an estimator \(\hat{\beta}^{(i)}_{\text{train}}\), and then use it to predict the response \(y_{\text{test}}\) in the test set. In this way, PMSE is calculated as

\[
\text{PMSE} = \frac{1}{100} \sum_{i=1}^{100} \frac{\|X^{(i)}_{\text{test}}\hat{\beta}^{(i)}_{\text{train}} - y^{(i)}_{\text{test}}\|^2}{\|y^{(i)}_{\text{test}}\|^2}. \tag{10}
\]

PMSE of the full sample OLS estimator (FullOLS) is also provided for comparison. The results of log(MSE) and log(PMSE) versus different subsample sizes are shown in Figs. 2 and 3, respectively.

In Figs. 2 and 3, we observe that both MSE and PMSE w.r.t. all estimators decreases as \(r\) increases. We also observe that CORE consistently outperforms other subsampling approaches under all circumstances. The advantage becomes more apparent when the level of sparsity increases, i.e., from \(\text{R1}\) to \(\text{R5}\). Such an observation indicates the proposed estimator can provide a more effective estimate than the competitors, especially when the predictor matrix is of high sparsity. Such success can be attributed to the fact that the proposed core-elements approach can effectively utilize the sparsity structure of the predictor matrix, and the proposed estimator is unbiased and has an approximately minimized estimation variance.

In order to verify the theoretical error bound provided in Theorem 2, we compare the empirical and theoretical values of \(\epsilon\) under different values of \(\epsilon'\), as shown in Fig. 4. Specifically, given a small \(\epsilon'\), the empirical value of \(\epsilon\) is calculated as

\[
\frac{\|y - X\hat{\beta}\|^2}{\|y - X\hat{\beta}_{\text{OLS}}\|^2} - 1
\]
Figure 2: Comparison of different estimators w.r.t. MSE. Each row represents a particular data distribution (D1-D3) and each column represents a different sparsity ratio (R1-R5). Vertical bars are the standard errors.

according to (7), and the theoretical value of $\epsilon$ is calculated as

$$
\left( \frac{\epsilon' \kappa^2(X)(\kappa^2(X) + 1)\|y\|}{(1 - \epsilon' \kappa^2(X))\|y - X\hat{\beta}_{OLS}\|} \right)^2
$$

according to (6). Both $\epsilon$ and $\epsilon'$ have been made logarithmic transformation in Fig. 4. We can observe that although the empirical and theoretical values of $\epsilon$ differs, their growth trends have an apparent parallel pattern. This observation indicates that our proposed error bound and the empirical value are of the same order. Their difference is up to a constant under the log transformation.

### 5.2 Performance on corrupted data

We compare Algorithm 2, referred to as MOM-CORE, with the subsampling methods mentioned above in the presence of outliers. The corrupted data consist of informative
data \{(x_i, y_i)\}_{i \in I} and various types of outliers \{(x_i, y_i)\}_{i \in O} with \(O = O_1 \cup O_2 \cup O_3 \cup O_4\), such that \(|O| = n_o\) and \(|I| = n - n_o\). \{(x_i, y_i)\}_{i \in I} is generated in the same way as in the previous section, and \{(x_i, y_i)\}_{i \in O} is constructed following the setup in [47]. More precisely,

- For \(i \in O_1\) with \(|O_1| = \lfloor n_o / 4 \rfloor\), \(y_i = 1000 + 10 \zeta\) and \(x_i = -10 \times 1_p + \zeta\), where \(\zeta \in \mathbb{R}\) and \(\zeta \in \mathbb{R}^p\) noises following the (multivariate) standard normal distribution;

- For \(i \in O_2\) with \(|O_2| = \lfloor n_o / 4 \rfloor\), \(y_i = -500 + 10 \zeta\) and \(x_i = 10 \times 1_p + \zeta\);

- For \(i \in O_3\) with \(|O_3| = \lfloor n_o / 4 \rfloor\), \(y_i\) is a \(0-1\)-Bernoulli random variable and \(x_i\) is uniformly distributed over \([0, 1]^p\);

- For \(i \in O_4\), \((x_i, y_i)\) is generated from the linear model (1) with the same true parameter \(\beta = 1_p\) but for a different choice of design \(X\) and noise \(\epsilon\). Here, we take the covariance matrix \(\Sigma\) as an identity matrix and \(\epsilon\) is a heavy-tailed noise following \(t_2\).
Figure 4: Comparison of the empirical value and the theoretical value of the error term $\epsilon$. Each row represents a particular data distribution ($D1$-$D3$) and each column represents a different sparsity ratio ($R1$-$R5$).

After generating the corrupted data above, observations in $I$ and $O$ are merged and shuffled before downstream operations. Let the sample size $n = 10^4$, the dimension $p = 20$, and the number of outliers $n_o = 20$. We subsample $r \in \{5p, 10p, \ldots, 25p\}$ rows for row-sampling methods or $s = rp$ elements for CORE and MOM-CORE. The number of blocks is set to be $k = 40$ for MOM-CORE. Other settings are the same as those in the above section.

To evaluate the performance of different methods on corrupted data, we calculate MSE according to (9) and PMSE according to (10) for each method, and their results versus increasing subsample sizes are shown in Figs. 5 and 6, respectively. Remark that when predicting the responses, we first split the training set and test set on informative data $\{(x_i, y_i)\}_{i \in I}$, and then add outliers $\{(x_i, y_i)\}_{i \in O}$ to the training set; that is, the test set is not corrupted by outliers.
As shown in Figs. 5 and 6, MOM-CORE consistently achieves the smallest estimation and prediction error among all these methods, and its advantage becomes more prominent with the increase of sparsity. While other non-uniform subsampling approaches are largely subject to outliers and thus always fail to beat the naive UNIF method. Such an observation indicates that by integrating with the MOM procedure, our proposed MOM core-elements algorithm leads to an effective and robust estimator. It is also worth noting that even the full sample OLS fails to provide successful predictions in the presence of extreme outliers, as shown in Fig. 6. In contrast, the proposed MOM-CORE achieves much more accurate result than FullOLS, requiring less information.
Figure 6: Comparison of different estimators w.r.t. PMSE on corrupted data. Each row represents a particular data distribution (D1-D3) and each column represents a different sparsity ratio (R1-R5). Vertical bars are the standard errors.

5.3 Computing time

To compare the computational efficiency of these subsampling approaches, we present the CPU time (in seconds) for different combinations of the sample size $n$ and the dimension $p$ under the case of D1, R1 in Table 1. Here data corruption is not introduced because it hardly affects the computation time. We take the subsample size $r = 10p$, and we set the number of blocks $k = 40$ for MOM-CORE. All computations are implemented using the R programming language [73] on a desktop running Windows 10 with an Intel i5-10210U CPU and 16GB memory. The CPU time for using the full sample is also presented for comparison.

As can be observed from Table 1, all of these estimates are more efficient than the full sample OLS estimate. Among these methods, BLEV and SLEV spend longer CPU time, because they require the calculation of singular value decomposition of the full predictor.
Table 1: CPU time (in seconds) of estimating $\beta$, for different combinations of $n$ and $p$ under D1, R1.

(a) CPU times for different $p$, with fixed $n = 10^5$.

| $p$ | UNIF | BLEV | SLEV | IBOSS | CORE | MOM-CORE | FullOLS |
|-----|------|------|------|-------|------|----------|---------|
| 50  | 0.00 | 0.51 | 0.51 | 0.15  | 0.08 | 0.13     | 0.82    |
| 100 | 0.01 | 2.02 | 2.03 | 0.43  | 0.35 | 0.38     | 3.19    |
| 500 | 0.39 | 46.37| 46.39| 6.53  | 5.29 | 4.72     | 76.31   |

(b) CPU times for different $n$, with fixed $p = 100$.

| $n$   | UNIF | BLEV | SLEV | IBOSS | CORE | MOM-CORE | FullOLS |
|-------|------|------|------|-------|------|----------|---------|
| $5 \times 10^4$ | 0.00 | 1.01 | 1.01 | 0.12  | 0.13 | 0.12     | 1.72    |
| $5 \times 10^5$ | 0.02 | 10.86| 10.85| 1.36  | 0.87 | 0.90     | 16.95   |
| $5 \times 10^6$ | 0.11 | 119.83| 119.84| 12.94 | 7.54 | 9.03     | 189.65  |

matrix. We also observe that the proposed CORE and MOM-CORE approaches only require longer times than the UNIF method in almost all circumstances. In addition, their superiority in computation becomes more prominent when $n$ is much larger than $p$, which is exactly the most suitable situation for taking advantage of subsampling.

6 Real Data Analysis

In this section, we evaluate the effectiveness of different subsampling methods on two real-world datasets, one highly sparse and the other dense. We assume that the data follow the classical linear model (1). Note that the true coefficients are unknown in real data analysis. Thus we use the full sample ordinary least squares estimator $\hat{\beta}_{OLS}$ as a surrogate for $\beta$ when calculating MSE according to (9) based on 100 bootstrap samples. Also, we calculate the PMSE according to (10) to further evaluate the prediction performance. To ensure that OLS is a good oracle, we first remove extreme outliers detected by box-plots, and thus assume that the resultant datasets are not corrupted. The subsampling methods considered here are the same as those in Section 5, and the subsample size is set to be $r \in \{2p, 4p, \ldots, 10p\}$ rows, or $s = rp$ elements equivalently. We set the number of blocks
for MOM core-elements to be \( k = 5 \).

### 6.1 Example 1: scRNA-seq data

The rapid development of the single-cell RNA sequencing (scRNA-seq) technique enable the gene expression profiling of single cells. ScRNA-seq data are often organized into a reads count matrix, where rows are cells, columns represent genes, and the \((i, j)\)th component is the observed expression level of the gene \( j \) in cell \( i \). We consider a scRNA-seq dataset collected by the authors in [10], which includes CD45+ immune cells from eight breast carcinomas, as well as matched normal breast tissue, blood, and lymph node\(^1\). Our goal is to find the relationship between the expression of the gene MT-RNR2 and other genes. As a critical neuroprotective factor, the MT-RNR2 gene encodes the Humanin polypeptide and protects against death in Alzheimer’s disease.

To achieve the goal, we take the reads of this gene as the response and the reads for other genes as predictors. Following the data pre-processing steps in [40], we first screen the genes as follows: (1) select top 3,000 genes with the highest expression levels; and (2) select top 500 genes with the largest variances. We then normalize the predictors so that they have unit variance. The distribution of pre-processed data points is shown in Fig. 7(a). The final sample contains \( n \approx 10^5 \) cells and \( p = 500 \) genes with over 75% zero elements, as illustrated through the histogram in Fig. 7(b).

Figure 7(c) displays the performance of different subsampling approaches for approximating \( \hat{\beta}_{OLS} \) and predicting \( y \), respectively. As there seems to exist no extreme outliers according to Fig. 7(a), CORE and MOM-CORE have nearly identical performances, both of which significantly outperform other subsampling approaches. In addition, the proposed estimators perform almost the same as \( \hat{\beta}_{OLS} \) w.r.t. the PMSE, even when the selected number of elements is just \( s = 2p^2 \).

\(^1\)The dataset is publicly available with the accession code GSE114725 in Gene Expression Omnibus [27].
Figure 7: (a) An illustration of predictor leverage values (left) and response values (right). (b) An illustration of values in the predictor matrix. (c) Comparison of different methods on estimation (left) and prediction (right) for the scRNA dataset.

| Method | UNIF | BLEV | SLEV | IBOSS | CORE | MOM-CORE | FullOLS |
|--------|------|------|------|-------|------|----------|--------|
| $r = 2p$ | 0.19 | 46.98 | 46.96 | 8.27  | 3.24 | 2.80     | -      |
| $r = 6p$ | 0.61 | 47.16 | 47.17 | 8.89  | 5.59 | 4.40     | -      |
| $r = 10p$ | 1.01 | 47.60 | 47.62 | 10.90 | 7.16 | 6.42     | -      |
| $n$       | -    | -    | -    | -     | -    | -        | 80.24  |

Table 2 shows the CPU time for these subsampling methods. Compared to the full sample estimate, all the subsample estimates require a shorter computational time. Similar to the results in Table 1, we observe that the proposed CORE and MOM-CORE methods have great advantages in computing, which is only slower than the naive UNIF method. The results in Fig. 7(c) and Table 2 indicate that the proposed strategy can provide a more effective estimate than the competitors, requiring a relatively short computational time.
6.2 Example 2: Higgs bosons data

Physics experiments have been carried out using modern accelerators to produce exotic particles, e.g., Higgs bosons. Observations of these particles and measurements of their properties may yield critical insights into the fundamental properties of the physical universe. Thus, identifying collisions that produce particles of interest has become a fundamental scientific problem, requiring developing high-level features from some kinematic properties measured by the particle detectors in the accelerator.

Our goal is to prevent the need for physicists to derive such high-level features manually. We consider a dataset generated by Monte Carlo simulations [11], and we aim to use all the 21 low-level features as covariates to predict a high-level feature $m_{jlv}$, whose distributions are displayed in Fig. 8(a). We refer to the original paper for more detailed information on these features. The predictor matrix is of the size $n = 1.1 \times 10^7$ and $p = 21$, and its values are illustrated through the histogram in Fig. 8(b). One can observe that this predictor matrix is dense.

We then use the subsampling methods to approximate the OLS estimate, and the results of MSE and PMSE are presented in Fig. 8(c). Similar to the results in Fig. 7(c), CORE-based approaches consistently outperform the others though the predictor matrix is completely dense. Considering the CPU time in Table 3, all the subsampling methods compute faster than the full sample OLS estimator, and the proposed CORE approach takes only half the CPU time of the IBOSS method. One can see that core-elements not only achieve satisfactory estimation accuracy but also require a short CPU time, even for a dense dataset.

7 Concluding Remarks

Releasing the gaps of element-wise subset selection methods in large-scale data analysis, we developed the core-elements method for least squares estimation. Theoretically, we showed
Figure 8: (a) An illustration of predictor leverage values (left) and response values (right). (b) An illustration of values in the predictor matrix. (c) Comparison of different methods on estimation (left) and prediction (right) for the Higgs dataset.

Table 3: CPU time (in seconds) of estimating $\beta$ for the Higgs dataset.

| Method  | UNIF | BLEV | SLEV | IBOSS | CORE | MOM-CORE | FullOLS |
|---------|------|------|------|-------|------|----------|---------|
| $r = 2p$ | 0.001 | 16.77 | 16.77 | 7.34  | 3.00 | 4.19     | -       |
| $r = 6p$ | 0.001 | 16.78 | 16.77 | 7.45  | 3.05 | 4.53     | -       |
| $r = 10p$ | 0.003 | 16.78 | 16.78 | 7.54  | 3.14 | 4.90     | -       |
| $n$     | -    | -    | -    | -     | -    | -        | 21.96   |

that the proposed core-elements estimator approximately minimizes an upper bound of the estimation variance. We also provided a coresets-like finite-sample bound for the proposed estimator, and such a bound is supported by empirical results. To deal with data corruption, we introduced the median-of-means estimation to provide a robust version of core-elements and established consistency of the resultant estimator. Both simulation study and real data analysis suggest that the proposed method is not only suitable for (numerically) sparse matrices, but also has a superior performance for more general dense cases in terms of both estimation error and computing time.
In the future, we will extend core-elements to more general applications, such as general-
eralized linear models, nonparametric models, kernel methods, etc. More importantly, the core-elements approach not only speeds up computation, but also has great applications in preserving data privacy and improving communication efficiency in federated learning, which is also left to our future work.

SUPPLEMENTARY MATERIAL

In the Supplementary Material, we provide proofs to the theoretical results stated within the manuscript.

8 Proofs

8.1 Proof of Lemma 1

Proof. The variance of \( \tilde{\beta} \) can be organized as

\[
\mathbb{E}(\|\tilde{\beta} - \beta\|^2) = \mathbb{E}\{(X^\top X)^{-1}X^\top y - \beta\}^\top((X^\top X)^{-1}X^\top y - \beta) \\
= \mathbb{E}(y^\top X^* (X^\top X^*)^{-1}X^\top y) - \beta^\top \beta \\
= \sigma^2 \|X^\top X\|_F^2. \tag{11}
\]

The last equality is due to

\[
\mathbb{E}(y^\top A y) = (X\beta)^\top A X\beta + \sigma^2 \text{tr}(A)
\]

with

\[
A = X^* (X^\top X^*)^{-1}X^\top X^{-1}X^\top.
\]
Considering (11), we have
\[
\|(X^TX)^{-1}X^T\|_F^2
= \text{tr}\{(X - L)(X^TX - X^TL)^{-1}(X^TX - L^TX)^{-1}(X - L)^\top\}
\]
\[
= \text{tr}\{(X - L)(X^TX)^{-1}(I_p - X^TL(X^TX)^{-1})^{-1}(I_p - (X^TX)^{-1}L^TX)^{-1}(X^TX)^{-1}(X - L)^\top\}
\]
\[
= \text{tr}\{(I_p - X^TL(X^TX)^{-1})^{-1}(I_p - (X^TX)^{-1}L^TX)^{-1}(X^TX)^{-1}(X - L)^\top(X - L)(X^TX)^{-1}\}
\]
\[
= \text{tr}(S_1S_2),
\]
where
\[
S_1 = (I_p - X^TL(X^TX)^{-1})^{-1}(I_p - (X^TX)^{-1}L^TX)^{-1}
\]
and
\[
S_2 = (X^TX)^{-1}(X - L)^\top(X - L)(X^TX)^{-1}.
\]
First, we consider the term \(S_1\). Performing a Taylor expansion of \((I_p - (X^TX)^{-1}L^TX)^{-1}\) around the point \(L = 0_{p \times p}\) yields
\[
(I_p - (X^TX)^{-1}L^TX)^{-1} = I_p + (X^TX)^{-1}L^TX + W_1
\]
under the convergence condition that the spectral radius \(\|(X^TX)^{-1}L^TX\|_2 = \lambda_0 < 1\) (see Chapter 1, [38]). Then, the remainder satisfies \(\|W_1\|_2 = O(\lambda_0^2)\) and thus \(\text{tr}(W_1) \leq pO(\lambda_0^2)\).

Based on the result of Taylor expansion, we have
\[
S_1 = (I_p + X^TL(X^TX)^{-1} + W_1^\top)(I_p + (X^TX)^{-1}L^TX + W_1)
\]
\[
= I_p + X^TL(X^TX)^{-1} + (X^TX)^{-1}L^TX + W_2
\]
with
\[
W_2 = W_1 + W_1^\top + W_1^\top W_1 + W_1^\top(X^TX)^{-1}L^TX + X^TL(X^TX)^{-1}W_1 + X^TL(X^TX)^{-2}L^TX.
\]
One can see that \(\|W_2\|_2 = O(\lambda_0^2)\), and thus \(\text{tr}(W_2) \leq pO(\lambda_0^2)\). Consequently, we have
\[
\text{tr}(S_1) \leq p + pO(\lambda_0).
\]
Next, we consider the other term, $S_2$. It holds that

$$S_2 = \{I_p - (X^TX)^{-1}L^TX - (X^TX)^{-1}X^TL + (X^TX)^{-1}L^TL\}(X^TX)^{-1}.$$ 

Note that for real positive semi-definite matrices $A$ and $B$, it can be shown that $\text{tr}(AB) \leq \text{tr}(A) \text{tr}(B)$ [84]. Thus,

$$\text{tr}(S_2) \leq \text{tr}((X^TX)^{-1})\{p + pO(\lambda_0) + \text{tr}((X^TX)^{-1}L^TL)\}. \quad (13)$$

For positive semi-definite matrices $S_1$ and $S_2$, combining (12) and (13) yields

$$\text{tr}(S_1S_2) \leq \text{tr}(S_1) \text{tr}(S_2) \leq \text{tr}((X^TX)^{-1})\{p^2(1 + O(\lambda_0)) + p(1 + O(\lambda_0)) \text{tr}((X^TX)^{-1}L^TL)\}.$$ 

Therefore, we conclude that

$$\|(X^TX)^{-1}X^T\|_F^2 \leq \text{tr}((X^TX)^{-1})\{p^2(1 + O(\lambda_0)) + p(1 + O(\lambda_0)) \text{tr}((X^TX)^{-1}L^TL)\} \leq \text{tr}((X^TX)^{-1})\{p^2(1 + O(\lambda_0)) + p(1 + O(\lambda_0)) \text{tr}((X^TX)^{-1})\|L\|^2_F\} = p\left[\text{tr}((X^TX)^{-1})\{p + \text{tr}((X^TX)^{-1})\|L\|^2_F\}(1 + O(\lambda_0))\right].$$

\[\Box\]

### 8.2 Proof of Theorem 2

**Proof.** (1) Recalling the definition of OLS estimation, i.e.,

$$\hat{\beta}_{OLS} = \arg \min_{\theta \in \mathbb{R}^p} \|y - X\theta\|^2,$$

the left-hand side of inequality is obviously established.

(2) For the right-hand side of inequality,

$$\|y - X\hat{\beta}\|^2 = \|y - X\hat{\beta}_{OLS}\|^2 + 2(y - X\hat{\beta}_{OLS})^T(X\hat{\beta}_{OLS} - X\hat{\beta}) + \|X\hat{\beta}_{OLS} - X\hat{\beta}\|^2 = \|y - X\hat{\beta}_{OLS}\|^2 + \|X\hat{\beta}_{OLS} - X\hat{\beta}\|^2.$$
The last equality holds because the cross term \((y - X\hat{\beta}_{OLS})^\top(X\hat{\beta}_{OLS} - X\tilde{\beta})\) equals to 0. Thus, it is sufficient to show that

\[
\|X\hat{\beta}_{OLS} - X\tilde{\beta}\|^2 \leq \epsilon \|y - X\hat{\beta}_{OLS}\|^2. \tag{14}
\]

Simple algebra yields that

\[
\|X\beta - X\tilde{\beta}\|^2 = \|X(X^\top X)^{-1}X^\top y - X(X^*^\top X)^{-1}X^*^\top y\|^2 \\
\leq \|X(X^\top X)^{-1}X^\top - X(X^*^\top X)^{-1}X^*^\top\|^2 \|y\|^2. \tag{15}
\]

Then, we consider the term \(\|X(X^\top X)^{-1}X^\top - X(X^*^\top X)^{-1}X^*^\top\|^2\). Recall that \(L = X - X^*\). By using the condition \(\|L\|_2 < \epsilon'\|X\|_2\), we have

\[
\|X(X^\top X)^{-1}X^\top - X(X^*^\top X)^{-1}X^*^\top\|_2 \\
= \|X(X^\top X)^{-1}X^\top - X[(X - L)^\top X]^{-1}(X - L)^\top\|_2 \\
= \|X[(X^\top X)^{-1} - (X^\top X - L^\top X)^{-1}]X^\top + X(X^\top X - L^\top X)^{-1}L^\top\|_2 \\
\leq \|X\|_2^2\|(X^\top X)^{-1} - (X^\top X - L^\top X)^{-1}\|_2 + \epsilon'\|X\|_2^2\|(X^\top X - L^\top X)^{-1}\|_2 \\
\leq \lambda_0\|X\|_2^2\|(X^\top X - L^\top X)^{-1}\|_2 + \epsilon'\|X\|_2^2\|(X^\top X - L^\top X)^{-1}\|_2 \\
= (\lambda_0 + \epsilon')\|X\|_2^2\|(X^\top X - L^\top X)^{-1}\|_2, \tag{16}
\]

where \(\lambda_0 = \|(X^\top X)^{-1}L^\top X\|_2\). The last inequality is due to \(A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}\) and then \(\|A^{-1} - B^{-1}\|_2 \leq \|A^{-1}(B - A)\|_2\|B^{-1}\|_2\).

Consider the term \(\|(X^\top X - L^\top X)^{-1}\|_2\) in (16). A special case of Woodbury formula [35] takes the form \((A - B)^{-1} = A^{-1} + A^{-1}B(A - B)^{-1}\), which has a recursive structure that yields

\[
(A - B)^{-1} = \sum_{k=0}^{\infty} (A^{-1}B)^k A^{-1}. \tag{17}
\]

By using (17), it follows that

\[
(X^\top X - L^\top X)^{-1} = \sum_{k=0}^{\infty} ((X^\top X)^{-1}L^\top X)^k (X^\top X)^{-1}.
\]
Thus, we have

\[
\|(X^\top X - L^\top X)^{-1}\|_2 \leq \sum_{k=0}^{\infty} \|(X^\top X)^{-1}L^\top X\|^k_2 \|(X^\top X)^{-1}\|_2 \\
= \frac{1}{1 - \lambda_0} \|(X^\top X)^{-1}\|_2.
\]

In this way, the formula (16) can be further bounded by

\[
\|X(X^\top X)^{-1}X^\top - X(X^\top X)^{-1}X^\top^\top\|_2 \leq \frac{\lambda_0 + \epsilon'}{1 - \lambda_0} \|X\|_2^2 \|(X^\top X)^{-1}\|_2 = \frac{\lambda_0 + \epsilon'}{1 - \lambda_0} \kappa^2(X),
\tag{18}
\]

where \(\kappa(X) = \sigma_{\text{max}}(X)/\sigma_{\text{min}}(X)\) is the condition number of \(X\).

Considering \(\lambda_0\), we have

\[
\lambda_0 = \|(X^\top X)^{-1}L^\top X\|_2 \leq \epsilon' \|(X^\top X)^{-1}\|_2 \|X\|_2^2 = \epsilon' \kappa^2(X).
\tag{19}
\]

Combining (15), (18) and (19), we conclude that if \(\epsilon'\) satisfies

\[
\frac{(\kappa^2(X) + 1)\epsilon'}{1 - \epsilon' \kappa^2(X)} \kappa^2(X) \leq \frac{\epsilon' \|y - \hat{X}_S\|_2}{\|y\|}
\tag{20}
\]

and

\[
\epsilon' < \frac{1}{\kappa^2(X)},
\tag{21}
\]

then the desired inequality (14) holds. The inequality (21) is required to ensure the upper bound (19) of \(\lambda_0\) is smaller than 1. Further, the inequality (20) can be rewritten as

\[
\epsilon' \leq \frac{1}{\kappa^2(X)} \left(1 + \frac{(\kappa^2(X) + 1)\|y\|_2}{\epsilon' \|y - \hat{X}_S\|_2} \right)^{-1} < \frac{1}{\kappa^2(X)}.
\]

This complete the proof of the right-hand side of inequality.

\[
\square
\]

8.3 Proof of Theorem 3

Proof. Since the dimension of the parameter \(\beta\) is finite and the MOM procedure is adopted coordinate-wisely, without loss of generality, we only prove the univariate case, and we assume the first block contains no outliers.
By the definition of MOM, one can see that

\[
\left\{ \| \hat{\beta}_{	ext{MOM}} - \beta \| > \epsilon \right\} \subseteq \left\{ \sum_{l=1}^{k} I(\| \hat{\beta}^{(l)} - \beta \| > \epsilon) \geq k/2 \right\},
\]

where \( I(\cdot) \) is the indicator function and \( \hat{\beta}^{(l)} \) is the core-elements estimator on the \( l \)th block.

To ease the conversation, denote \( Z^{(l)} = I(\| \hat{\beta}^{(l)} - \beta \| > \epsilon) \) and \( B_0^c \) be the complementary set of \( B_0 \), i.e., \( B_0^c = \{1, \ldots, k\} \setminus B_0 \). Then, we have

\[
P(\| \hat{\beta}_{	ext{MOM}} - \beta \| > \epsilon) \leq P \left( \sum_{l=1}^{k} I(\| \hat{\beta}^{(l)} - \beta \| > \epsilon) \geq k/2 \right)
\]

\[
= P \left( \sum_{l \in B_0^c} Z^{(l)} + \sum_{l \in B_0} Z^{(l)} \geq k/2 \right)
\]

\[
\leq P \left( \sum_{l \in B_0^c} Z^{(l)} + |B_0| \geq k/2 \right)
\]

\[
= P \left( \frac{1}{k - |B_0|} \sum_{l \in B_0^c} (Z^{(l)} - \mathbb{E}(Z^{(l)})) \geq \frac{k - 2|B_0|}{2(k - |B_0|)} - \mathbb{E}(Z^{(1)}) \right) \quad (22)
\]

\[
\leq \exp \left\{ -2(k - |B_0|) \left( \frac{1}{2} - \frac{|B_0|}{2(k - |B_0|)} - \mathbb{E}(Z^{(1)}) \right)^2 \right\}, \quad (23)
\]

where (22) comes from the fact that the partition is random, so that \( \hat{\beta}^{(l)} \) are i.i.d. for \( l \in B_0^c \), which indicates \( \mathbb{E}(Z^{(l)}) = \mathbb{E}(Z^{(1)}) \) for all \( l \in B_0^c \); the inequality (23) comes from the Hoeffding’s inequality.

From the Markov’s inequality, one can see that

\[
\mathbb{E}(Z^{(1)}) \leq \mathbb{E}(\| \hat{\beta}^{(1)} - \beta \|^2) / \epsilon^2 \to 0
\]

according to Lemma 1 under (H.1)–(H.3). Note that \( |B_0|/(2k - 2|B_0|) \to 0 \) since \( |B_0| \) is finite and \( k \to \infty \). Thus the desired result follows.

\[\square\]
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