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Abstract - Finding tampered regions in images is a hot research topic in machine learning and computer vision. Although many image manipulation location algorithms have been proposed, most of them only focus on the RGB images with different color spaces, and the frequency information that contains the potential tampering clues is often ignored. Moreover, among the manipulation operations, splicing and copy-move are two frequently used methods, but as their characteristics are quite different, specific methods have been individually designed for detecting the operations of either splicing or copy-move, and it is very difficult to widely apply these methods in practice. To solve these issues, in this work, a novel end-to-end two-stream boundary-aware network (abbreviated as TBNet) is proposed for generic image manipulation localization in which the RGB stream, the frequency stream, and the boundary artifact location network are jointly optimized, and their latent complementary features can easily be shielded in a targeted manner. Therefore, with the development of tampering technology, hand-crafted features [1], [2], [3] are extracted from RGB images, but with the integration of education and industry in Qilu University of Technology (No.2020KJC-JC01). Tianjin New Generation Artificial Intelligence Major Project (No.18ZXZNGX00110). Young creative team in universities (2020GXRC040). New Artificial Intelligence project towards the integration of education and industry in Qilu University of Technology (Shandong Academy of Sciences), Jinan, 250014, P.R China. Z. Gao is also with Key Laboratory of Computer Vision and System, Ministry of Education, Tianjin University of Technology, Tianjin, 300384, China. A.A. Liu is with the School of Electrical and Information Engineering, Tianjin University, Tianjin 300072, China. M. Wang is with the school of Computer Science and Information Engineering, Hefei University of Technology, Hefei, 230009, PR China.

Fig. 1: Examples of manipulated images and ground truth masks. Among the manipulation operations, splicing and copy-move are two frequently used methods. Images from the top-left three columns belong to the splicing, and images from the top right three columns belong to the copy-move.
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I. INTRODUCTION

The rapid development and use of multimedia collection equipment have ushered in an era of multimedia information explosion. Almost everyone can produce and transmit a large number of digital images. Moreover, the simple operation of image editing software has made image manipulation increasingly easy, enabling ordinary people to easily process and modify image content. However, image tampering changes the original expression of the image and delivers misleading and false information. Fig. 1 shows several examples of manipulated images and ground truth masks. It is observed from Fig. 1 that the tampered image looks natural, and it is difficult to find the clues indicating that the images were tampered with. Since the dissemination of this information may damage national and personal security, finding the tampered region is a highly important task in image forensics.

To date, many researchers have proposed different approaches for the detection of image tampering [1], [2], [3], [4], [5], [6], but these methods have focused on the RGB or other color spaces. For example, double JPEG compression features, re-sampling features, or other hand-crafted physical features [1], [2], [3] are extracted from RGB images, but with the development of tampering technology, hand-crafted features can easily be shielded in a targeted manner. Therefore,
some researchers [4], [5], [6] have employed convolutional neural networks (CNN) to automatically learn tampering features from the RGB or other color spaces. Although these deep learning features often can obtain better performance than that of the hand-crafted features, they often fail when encountering images with complex tampering manipulations. This is because they only focus on the RGB or other color spaces, but the frequency domain that may contain potential clues indicating tampering in the frequency statistics is often ignored.

In a different approach, some researchers [7], [3], [8], [9], [10], [11], [12], [2] have demonstrated the utility of the frequency information, and have proposed different methods to exploit such information; for example, Zhou et al. [7] focused on the combination of the RGB domain and the high-frequency noise domain, with the latter containing the information loss of the tampering clues; Fridrich et al. [8] proposed a rich steganalysis model (SRM) to obtain the local noise features that endowed the image with high-frequency information sensitivity. SRM is quite helpful for distinguishing the tampered regions from the real regions [9], and many researchers [11], [12], [7] have employed SRM to detect the tampering image. In these approaches, we observe that the noise domain is a high-frequency sensitive image that has been preprocessed by a simplified SRM high-pass filter to remove the -frequency information; thus, some low-frequency information is directly abandoned and may contain some clues to help identify the tampered region. Moreover, the latent complementary relationships between the RGB features and the frequency features also need to be further mined.

Moreover, among the manipulation operations [13], [14], [15], splicing and copy-move are two frequently used methods, but their characteristics are quite different; for example, the manipulation operation of the splicing copies a region from an image and then pastes it to another image (the second column in Fig. 1), while the manipulation operation of the copy-move is to copy and paste an image area within the same image (the fifth column in Fig. 1). Moreover, post-processing using methods such as gliftering, illumination, and blurring, is often performed to conceal the traces of tampering. Based on the use of these methods, we can observe that the true and false regions of a spliced image have different statistical characteristics of different images, however, the copy-move is an internal tampering operation of the same image. Therefore, the statistical features of the real area and the tampered area will be very similar in this case, and the features designed to identify the splicing area cannot be used here. If the refined post-processing is performed, it will be more difficult to detect the tampered regions; thus, some unique approaches are individually designed for detecting the operation of splicing or copy-move [15], [16], [17], [18], [19], [13], [20], [14], [21], [15]: however, these approaches are difficult to apply widely in practical use.

To solve these issues, in this work, a novel end-to-end TBNet network is proposed for generic image manipulation localization; in TBNet, the RGB features, frequency features, and boundary artifacts location are discussed in a unified framework. To fully take advantage of the frequency, the AFM module is designed to adaptively select the appropriate frequency. Then, to mine the latent complementary relationships between the RGB feature and the frequency feature, the ACF model is developed. Finally, to locate the boundary artifacts, BAL is employed for which the parameters are jointly optimized with the RGB and frequency streams.

In summary, the main contributions of this paper are four-fold:

- We develop a novel end-to-end TBNet module for the generic image manipulation localization task in which the RGB stream, the frequency stream, and the boundary artifacts location are explored in a unified framework. In this module, the tampering manipulations of splicing and copy-move can be simultaneously detected.
- We design an AFS module to adaptively select the appropriate frequency to mine inconsistent statistics and eliminate the interference of redundant statistics, and then an ACF module is proposed to adaptively fuse the RGB feature and the frequency feature.
- We propose a BAL network to locate the boundary artifacts for which the parameters are jointly updated by the outputs of the ACF, and its results are further fed into the Decoder. Thus, the parameters of the RGB stream, the frequency stream, and the boundary artifacts location network are jointly optimized, and their latent complementary relationships are fully mined.

The remainder of the paper is organized as follows. Section II introduces the related work, and Section III describes the proposed TBNet method. Section IV describes the experimental settings and the analysis of the results. Section V presents the details of the ablation study, and the concluding remarks are presented in Section VI.

II. RELATED WORK

Image manipulation localization is a hot research topic, and in particular splicing and copy-move are two frequently used operations for image manipulation. Since the characteristics of different manipulation operations are quite different, several unique approaches have been individually designed for detecting the operation of splicing or copy-move; these approaches are called Restricted Manipulation Localization [16], [17], [18], [19], [13], [20], [14], [21], [15]. However, since these approaches are difficult to use in a wide range of practical applications, some researchers have proposed the generic manipulation localization methods [4], [22], [23], [6]. Thus, in this section, these two aspects are described separately.

A. Restricted Manipulation Localization

Among the manipulation operations, splicing and copy-move are two frequently used methods. The tampered images obtained by these two manipulation operations look quite natural and identical to real images particularly when the post-processing such as gliftering, illumination, and blurring, is performed to cover up the traces of tampering; however, their characteristics are quite different, motivating the design of several specific approaches for detecting the operations of
splicing [16], [17], [18], [19] or copy-move [13], [20], [14], [21], [15]. For example, Wu et al. [13] proposed an end-to-end image copy-move tampering detection framework where the correlation between each pair of pixels in the feature map, is calculated, and the similar regions are selected according to the correlation size; additionally, the high-level features of the similar regions are extracted and fed into the Decoder; Wu et al. [14] further expanded the framework and integrated the strengths of the boundary artifact and the regional similarity to detect the tampered regions; Zhong et al. [20] proposed a Dense-InceptionNet module to autonomously learn the feature correlations and search the possible forged snippets through the matching clues; Barni et al. [21] designed a multi-branch CNN architecture to solve the source-target disambiguation problem by revealing the presence of interpolation artifacts and boundary inconsistencies in the copy-moved area. Islam et al. [15] proposed a dual-order attention module to focus on similar regions and generate a more accurate mask using the generative adversarial network (GAN).

Similarly, for the detection of the splicing manipulation, Liu et al. [16] proposed a new deep fusion neural network (fusion-net) to locate the tampered area by tracking the network boundary, and then a small number of images are used to fine-tune the network so that the fusion network can distinguish whether or not an image block was synthesized from different sources; Bi et al. [17] proposed an end-to-end RRU-Net module to achieve the splicing detection without any preprocessing and post-processing; the core idea of this approach was to improve the learning of CNN by the propagation and the feedback process of the residual in CNN. Zhou et al. [6] proposed a splicing detection model based on the structure of GAN. Xiao et al. [18] proposed a C2RNet module that cascaded the coarse convolutional neural network and the fine convolutional neural network and then extracted the image attribute difference between the untampered area and the tampered area from the image patches of different scales, but only the high-level visual features are extracted while low-level features rich in forensic clues were ignored in this method. To solve this problem, Liu et al. [19] proposed a new neural network to focus on learning low-level forensic features and detect the splicing forgery; the high-level forensic features are ignored in their method. However, in practice, when facing unknown images in practical applications, the type of image tampering cannot be known in advance preventing the wide practical application of these restricted manipulation localization approaches.

B. Generic Manipulation Localization

To solve the above issues, the generic manipulation localization algorithms have been proposed; for example, Liu et al. [16] used different types of basic networks to improve the manipulation localization performance, where the networks complement each other; Zhou et al. [2] proposed an RGB-N framework that transformed the passive forensics task of image content into the target detection task; Bappy et al. [5] proposed an encoder-decoder architecture based on resampling features to solve the pixel-level positioning problem of the tampered image regions; Bappy et al. [4] designed a module to capture the anomalous characteristics of the boundary between the modified regions and the non-modified regions; Salloum et al. [22] proposed a multi-task image passive forensics framework (MFCN) based on edge enhancement that predicted the edge mask and the segmentation mask, and then the intersection of the boundary mask after the hole filling and the segmentation mask was taken as the tampered area. Chen et al. [23] proposed the Deeplabv3+ module where the encode-decode structure was utilized and had achieved good results on pixel-level semantic segmentation tasks; Zhou et al. [6] proposed a GSRNet module based on the semantic segmentation, that consisted of Generate, Segment and Replace. However, in most of these approaches, the frequency information [4], [22], [23], [6] is often ignored, or only the high-frequency information [4], [7] is explored for detecting the manipulation. Moreover, the boundary artifacts location is also quite helpful for detecting the tampered regions, so that some researchers [22], [6] also have explored this approach, but the complementary relationship between the boundary artifacts location and the tampered regions needs to be further mined.

III. TBNET: TWO-STREAM BOUNDARY-AWARE NETWORK FOR GENERIC IMAGE MANIPULATION LOCALIZATION

Since the frequency information is often ignored or the low-frequency information is directly removed in most existing image manipulation localization methods, but the frequency information may contain some key clues to help identify the tampered regions, in this work, a novel end-to-end two-stream network architecture including the RGB information and the frequency information is first built; then, when an image is tampered by the splicing or copy-move, some subtle traces on the edge of the manipulation are often left; such boundary artifacts are very useful, and therefore in this work, the boundary artifacts network is further embedded into the two-stream network. Most importantly, the parameters of the RGB stream, the frequency stream, and the boundary artifacts location network are jointly optimized, and their latent complementary relationships are fully mined. Thus, a novel end-to-end TBNNet module is proposed for generic image manipulation localization. The network architecture of the TBNNet is shown in Fig. 2 that consists of the RGB stream, the frequency stream, and the boundary artifacts location network. In these streams, ResNet101 with well-known basic network architecture is used as the backbone, and therefore, in the following, we will introduce the adaptive frequency selection module and the adaptive cross-attention fusion module, respectively. Moreover, we also present the boundary artifacts location network. Finally, the loss function of the TBNNet is given. All of the characteristics are described below.

A. Adaptive Frequency Selection (AFS) Module

Since frequency information may contain key image tampering clues, some methods have used it [7], [3], [8], [9], [10], [11], [12]; however, in these approaches, the high-frequency information is often used, and the low-frequency information is simply ignored. Thus, in this work, we develop an adaptive frequency selection (AFS) module to adaptively select
Fig. 2: The network architecture of the TBNet. It mainly consists of the two-stream encoder (the RGB stream and the frequency stream are included), and the boundary artifacts location network. In the frequency stream, an image with the RGB color space is first converted to the YCbCr color space, and then the image is divided into many patches. $D$ is the discrete cosine transform that is used to transform these patches into the frequency domain. $R$ is the procedure of the reshape and normalization. ‘AFS’ is an adaptive frequency selection module that adaptively selects the appropriate frequency channels after adjusting the shape, and ‘F’ indicates an adaptive cross-attention fusion module to mine the latent complementary relationships between the RGB features and the frequency features, and fuse them. In TBNet, ResNet101 is utilized as the backbone, and $f_2, f_3, f_4$ and $f_5$ are the layers of the conv2-x, conv3-x, conv4-x and conv5-x in ResNet101, respectively; similarly, $r_1, r_2, r_3, r_4$ and $r_5$ are the layers of the conv1-x, conv2-x, conv3-x, conv4-x and conv5-x in ResNet101, respectively. $b_1, b_2, b_3$ and $b_4$ are the inputs and outputs of the corresponding boundary units. We note that if necessary, bilinear interpolation can be used to upsample or downsample the Image or feature maps. The parts highlighted by the red dashed line are our key contributions (best viewed in color).

Fig. 3: Pipeline of the AFS module that consists of a frequency selection layer (FS) and a frequency modulation layer (FM).

The appropriate frequency information to mine inconsistent statistics and eliminate the interference of redundant statistics. Our method includes two components, namely, a frequency selection layer and a frequency modulation layer. The former is used to adaptively assign the weight to each frequency, and the latter is utilized to exchange the information between the different frequency channels and adjust the channel dimensions to embed the backbone. The pipeline of the AFS module is given in Fig. 3. In the following, we separately introduce the frequency selection layer and the frequency modulation layer.

Suppose that there exists an RGB image $I \in \mathbb{R}^{3 \times H \times W}$, then, we first convert and resize it to the YCbCr image $I' \in \mathbb{R}^{3 \times 2H \times 2W}$ (The height $H$ and the width $W$ of the image $I$ are resized to $2H$ and $2W$ in order to keep the same size as that of the RGB stream in the subsequent frequency processing), and then $P \times P$ blocks of three components of Y, Cb, and Cr are built. Moreover, we further perform Discrete cosine transform ($D$) \cite{24} for them to obtain $P \times P$ frequency coefficients. As shown in Fig. 3, each coefficient represents different frequencies. For each component, the coefficients of the same frequency are placed in the same channel according to the position relationship and expressed as $d_k \in \mathbb{R}^{2H/P \times 2W/P}$, and the dct coefficient in $d_k$ retains relative position relationship. $\tilde{d}_k$ is the normalized version of each frequency $d_k$ obtained by subtracting its mean $\mu_k$ and dividing by its standard deviation $\sigma_k$ as shown in Eq. (1). It is defined as

$$\tilde{d}_k = (d_k - \mu_k)/\sigma_k,$$

Thus, we mark the reshaped and normalized data as $\tilde{D} = \{\tilde{d}_1, \tilde{d}_2, ..., \tilde{d}_K\} \in \mathbb{R}^{K \times 2H/P \times 2W/P}$. In our experiments,
In the TBNet, the RGB feature and the frequency feature are cross-attention fusion module (ACF) to adaptively fuse them where these two feature maps are weighted frequency channel. The output of the frequency flow of each feature map where these two feature maps are cross-attention mechanism is used to control the information work, we design an adaptive cross-attention fusion module can be easily embedded into the backbone.

In our experiments, we employ it to assign a score \( \alpha \in [0, 1] \) to each frequency channel. \( \alpha = \sigma \{ \text{Conv}_2 \delta(\beta(\text{Conv}_1(g(\tilde{D}))))) \}, \) where \( g(\tilde{D}) = \frac{1}{2H/P \times 2W/P} \sum_{i=1}^{2H/P} \sum_{j=1}^{2W/P} \tilde{D}_{i,j} \) is the global average pooling (GAP), \( \delta \) denotes the Rectified Linear Unit (ReLU), and \( \beta \) denotes the Batch Normalization (BN). \( \sigma \) is the Sigmoid function. The kernel sizes of \( \text{Conv}_1 \) are \((K/r) \times K \times 1 \times 1 \) and \( \text{Conv}_2 \) is \( K \times (K/r) \times 1 \times 1 \) where \( r \) is a dimensionality reduction hyperparameter to reduce the amount of calculation. In our experiment \( r = 8 \). Let \( \alpha = \{a_1, a_2, ..., a_K\} \) is the weights of the input frequency channels \( \tilde{D} = [\tilde{d}_1, \tilde{d}_2, ..., \tilde{d}_K] \). The learning-based frequency selection can be defined as follows:

\[
\tilde{d}_k^* = \tilde{d}_k \odot a_k, \quad k \in [1, K],
\]

where \( \odot \) is the element-wise product, and \( d^* \) is the weighted frequency channel. The output of the frequency selection layer can be represented by \( \tilde{D}^* = \{\tilde{d}_1, \tilde{d}_2, ..., \tilde{d}_K\} \in \mathbb{R}^{K \times 2H/P \times 2W/P} \).

Since the frequency selection layer must be embedded into the backbone, but its dimension of the frequency channel is different, in our experiments, we design a frequency modulation layer to replace the conv1-x of the ResNet101 (the backbone); this layer can be computed as:

\[
O_{AFS} = FM(\tilde{D}^*) = \beta \{\text{Conv}_3(\delta(\beta(\text{Conv}_2(\tilde{D}))))\},
\]

where \( \text{Conv}_3 \) indicates the 3 \times 3 group convolution and group = \( K \). The kernel sizes of \( \text{Conv}_3 \) are \( C \times K \times 1 \times 1 \), and \( O_{AFS} \in \mathbb{R}^{C \times 2H/P \times 2W/P} \) is the output of the AFS module. In our experiments, \( P \) is set to 8; thus, \( O_{AFS} \in \mathbb{R}^{C \times H/4 \times W/4} \) can be easily embedded into the backbone.

B. Adaptive Cross-attention Fusion Module (ACF)

In the TBNet, the RGB feature and the frequency feature are separately extracted, and these two features are complementary and may show a synergistic performance promotion effect for each other if they can be effectively fused. Therefore in this work, we design an adaptive cross-attention fusion module (ACF) to adaptively fuse them where the cross-attention mechanism is employed, and then the combined feature is used to locate the manipulation region and detect the boundary artifacts. To make full use of their complementarities, the cross-attention mechanism is used to control the information flow of each feature map where these two feature maps are first concatenated, and then these fused feature is utilized to calculate the cross-attention weights, and they can be calculated by:

\[
G^{r_i} = C_{1 \times 1}(f_i||r_i), G^{r_i} \in \mathbb{R}^{1 \times H_i \times W_i},
\]

\[
G^{f_i} = C_{1 \times 1}(f_i||r_i), G^{f_i} \in \mathbb{R}^{1 \times H_i \times W_i},
\]

where \( i \) is the index of the convolutional layer in the ResNet101. \( f_i \) and \( r_i \) indicate the \( i^{th} \) RGB feature maps and \( i^{th} \) frequency feature maps, respectively, and \( H_i \) and \( W_i \) are the height and width of the corresponding frequency maps, respectively. \( || \) is a concatenation operation, and the cross-feature map can be obtained by the \( f_i||r_i \). \( C_{1 \times 1} \) and \( C_{1 \times 1} \) indicate a 1 \times 1 convolution operation to the cross-feature map so that the attention weight can be obtained. \( G^{r_i} \) indicates the spatial gate (the cross-attention weight) for the RGB feature map; \( G^{f_i} \) denotes the spatial gate (the cross-attention weight) for the frequency feature map. We note that two different 1 \times 1 convolution layers are used for the RGB feature and the frequency feature the parameters of which are individually learned; thus, the values of \( G^{r_i} \) and \( G^{f_i} \) are different.

To further normalize these cross-attention weights, a softmax function is applied on these two gates, and they can be defined as:

\[
A^{r_i}(h, w) = \frac{e^{G^{r_i}(h, w)}}{e^{G^{r_i}(h, w)} + e^{G^{f_i}(h, w)}},
\]

\[
A^{f_i}(h, w) = \frac{e^{G^{f_i}(h, w)}}{e^{G^{r_i}(h, w)} + e^{G^{f_i}(h, w)}},
\]

where \( h \) is the \( h^{th} \) row pixel index, and \( w \) is the \( w^{th} \) column pixel index. \( G^{r_i}(h, w) \) is the weight of the \( h^{th} \) row and \( w^{th} \) column in the RGB feature. Similarly, \( G^{f_i}(h, w) \) denotes the weight of the \( h^{th} \) row and \( w^{th} \) column in the frequency feature. \( A^{r_i}(h, w), A^{f_i}(h, w) \in \mathbb{R}^{1 \times H_i \times W_i} \) are the cross-attention weights for the RGB feature and the frequency feature, respectively, and \( A^{r_i}(h, w) + A^{f_i}(h, w) = 1 \). Thus, the fusion feature can be obtained by the following weighted scheme:

\[
m_i(h, w) = r_i(h, w) \cdot A^{r_i}(h, w) + f_i(h, w) \cdot A^{f_i}(h, w),
\]

where \( m_i \in \mathbb{R}^{1 \times H_i \times W_i} \) is the \( i^{th} \) fused feature map, and \( m_i(h, w) \) indicates the value of the \( h^{th} \) row and \( w^{th} \) column in the \( m_i \). Finally, the fused feature is fed into the BAL module that is used to detect the boundary artifacts. Moreover, to maintain their specificities during the long-term transmission, the cross-complementarily aggregate features at a certain position in space are utilized layer-by-layer.

C. Boundary Artifact Localization (BAL)

The RGB and frequency information are quite useful for image tampering region detection, but the tampering techniques are very strong, and the tampered image looks natural so that it is still very difficult for the RGB and frequency information to locate the tampered region. However, the unnaturalness of the edge may provide a strong hint about the existence of tampering, and therefore, boundary artifacts localization is introduced as a related task to finer
frequency information is often ignored.

Thus, in this work, we propose a BAL module to locate the boundary artifacts in the high-resolution image whose parameters are jointly updated by the outputs of the ACF, and its results are further fed into the Decoder. In this way, the parameters of the RGB stream, frequency stream, and the boundary artifacts location network are jointly optimized, and their latent complementary relationships are well-mined. Its whole network architecture is shown at the bottom of Fig. 2, and the pipeline of the boundary unit is given in Fig. 4. Specifically, since some tampering clues are often lost in the low-resolution image, the high-resolution image is always used in BAL. In our experiments, the high-resolution image is often used \((r_2 \text{ or } r_3 \text{ or } r_4\) in Fig. 2 is often utilized to detect the boundary artifacts), but some key tampering clues may be lost in the low-resolution image. Moreover, in these approaches, the boundary artifacts localization network is often built separately, and the RGB information or the fusion feature is also employed. In our experiments, the RGB information and the frequency information are also helpful for detecting the boundary artifacts, the fusion feature is also employed. In our experiments, \(T\) is set to 4. To further mine the relationships between the boundary artifacts and the tampering regions, the outputs of the BAL module is further fed into the Decoder. Thus, the parameters of the RGB stream, the frequency stream, and the boundary artifacts location network are jointly optimized, and their latent complementary relationships are well-mined. Moreover, we note that when we optimize the BAL parameters, the ground-truth binary boundary artifacts mask obtained by subtracting the erosion of the dilated binary ground truth mask is used to supervise the optimization. We will introduce this in the next section.

**D. Loss Function**

Since the tampered region detection and the boundary artifacts detection can be mutually reinforcing, the parameters of RGB stream, frequency stream and the boundary artifacts location network are jointly optimized, and their latent complementary relationships can be well mined. Thus, the loss function can be defined as

\[
L = \lambda_1 L_{\text{region}} + \lambda_2 L_{\text{boundary}} + \lambda_3 L_{\text{aware}}
\]

(10)

where \(\lambda_1, \lambda_2\) and \(\lambda_3\) are the trade-off parameters to balance the contributions of each term. \(L_{\text{region}}\) and \(L_{\text{boundary}}\) indicate the loss of the tampered region prediction and the loss of the boundary prediction, respectively. Since the ratio of the tampered boundary pixels and other pixels is not balanced, the weighted binary cross-entropy loss [29] is employed in the \(L_{\text{region}}\) and \(L_{\text{boundary}}\). To further accurately locate the critical boundary artifact pixels, \(L_{\text{aware}}\) is designed that computes the loss between the predicted label and the ground truth only at the edge pixels, and the boundary-aware loss \(L_{\text{aware}}\) is computed by:

\[
L_{\text{aware}} = -\frac{1}{HW} \sum_{i=1}^{HW} |u_i = 1| \{w_1 \cdot \hat{p}_i \cdot \log(p_i) + w_2 \cdot (1 - \hat{p}_i) \cdot \log(1 - p_i)\},
\]

(11)

where \(i\) is the index and \(u_i\) denotes the edge label. \(\hat{p}_i\) indicates the ground truth label of the region map, and \(p_i\) denotes the predicted label of the region map. \(|*|\) denotes when \(u_i\) is equal to one, its results is set to either 1 or 0.
IV. EXPERIMENTS AND DISCUSSIONS

To assess the performance of the TBNet, we performed experiments on four public image manipulation localization datasets, namely, CASIA [30], Carvalho [31], COVER [32], and In-The-Wild [33]. The remainder of this section is organized as follows: 1) four public generic image manipulation localization datasets are introduced, 2) the competitors in the experiments are described, 3) the experimental settings are described, and 4) the performance evaluation and comparison on these four public datasets are described.

A. Datasets

- **CASIA [30]**: CASIA has two versions. CASIA1.0 contains 921 manipulated images including splicing and copy-move. The objects are carefully selected to match the context in the background. Cropped regions are subjected to post-processing including rotation, distortion, and scaling. CASIA2.0 is a more complicated dataset with 5123 images where Manipulations include splicing and copy-move. Postprocessing techniques such as filtering and blurring are applied to make the regions visually realistic, and the manipulated regions cover animals, textures, and natural scenes. In our experiments, CASIA2.0 and part of the synthesized dataset [3] are used to train the TBNet and then test it on the CASIA1.0 dataset.

- **Carvalho [31]**: Carvalho is a manipulation dataset designed to conceal illumination differences between manipulated regions and authentic regions. The dataset contains 100 splicing images and all of the manipulated objects are people. Contrast and illumination are adjusted through post-processing.

- **COVER [32]**: COVER focuses on copy-move manipulation and has 100 images. The manipulation objects are used to cover similar objects in the original authentic images and thus are challenging for humans to recognize visually without close inspection.

- **In-The-Wild [33]**: It is a splicing dataset containing 201 online splicing images. The manipulation region is usually people, objects, and animals. The tampered region can be well integrated into the background after careful cutting. The manipulated image has a strong visual impact, and the size of the tampered region is inconsistent.

B. Competitors

In our experiments, the following popular algorithms were compared:

- **DeepLabV3+ (Baseline) [23]**: Since our basic network architecture is inspired by the DeepLabV3+, it is used as our baseline model that is directly used to detect the image manipulation, and its backbone is also ResNet101.

- **NoI [34]**: NOI models the local noise through wavelet coefficients and predicts that the local noise in manipulated regions is inconsistent with the authentic area.

- **CFA [35]**: CFA estimates the camera internal CFA mode of each patch in the image, and segments the CFA characteristic abnormal area.

- **RGB-N [7]**: RGB-N transforms the tamper location into an object detection task, and then a two-stream Faster R-CNN for which the inputs are the RGB stream and noise stream is built to make the final prediction.

- **EXIF-consistency [33]**: A self-consistent approach is proposed for manipulation localization where the metadata is used to learn useful feature.

- **MFCN [22]**: MFCN predicts the edge mask and the segmentation mask, and the intersection of the boundary mask and the segmentation mask after the hole filling is taken as the tampered area.

- **GSR-Net [6]**: This approach is an image manipulation based on the semantic segmentation that consists of Generate, Segment, and Replace. It has obtained the best performance on many public image manipulation datasets [30], [31], [32].

C. Implementation Details

Since the training samples are very limited, we first randomly overlap-slip the holistic image in the CASIA2.0 dataset, to obtain a set of image blocks with dimensions of $256 \times 256$. To obtain much more training data, these blocks are randomly flipped. In this way, 46,000 image blocks can be obtained. Moreover, 54,000 image blocks (27,000 images for the copy-move manipulation and 27,000 image blocks for the splicing manipulation) are also randomly selected from the synthetic dataset [3], and these images are also resized to $256 \times 256$; thus, in total, 100,000 image blocks are used to train the networks. In our experiments, ResNet101 is used as the backbone of the TBNet, and it is pre-trained by the ImageNet dataset with a learning rate of 0.001, and then TBNet is trained by these 100,000 training samples with a learning rate of 0.01. For the optimization, the SGD optimizer is employed to optimize the objective function where the momentum is set to 0.9 and the weight-decay is set to $5e^{-4}$. Moreover, $\lambda_1$, $\lambda_2$, and $\lambda_3$ are empirically set to 0.05, 0.05, and 0.9, respectively for all of the datasets. For the other models, the default modules (codes) or the experimental results are used. Moreover, since our basic network architecture is inspired by the DeepLabV3+, for a fair comparison, ResNet101 is also used as its backbone, and therefore, the same training strategy is used as that for TBNet. Finally, since the F1 and Matthews Correlation Coefficient (MCC) metrics are often utilized as the evaluation metrics in the image manipulation localization algorithms [6], [7], we also strictly follow these metrics in our experiments.

D. Performance Evaluation and Comparisons

We first assess the performance of the TBNet on four public image manipulation localization datasets and then compare it with those of the competing state-of-the-art approaches. Among these approaches, if the codes can be obtained, the ImageNet is first used to pre-train them, and then 100,000 training samples are further utilized to fine-tune the models, and finally, four public image manipulation localization datasets are employed to assess their performance. If the codes are not available, the results reported by the corresponding
than that of the TBNet. For example, when the CASIA1.0
information is ignored in GST-Net; thus, its performance is worse
simpler than that of the GSR-Net. Moreover, frequency infor-
mation is fully used, and the ACF module is
TBNet, to obtain much more training samples, the operation of
overlap-slipping is randomly performed on the holistic images
are jointly optimized. Thus, TBNet experimentally exhibits
highly effective. However, GSR-Net uses a complex procedure
learned feature need to be further improved. NOI and the CFA
localization, but the robustness and the discrimination of the
used to learn the features which are useful for the manipulation
statistics and eliminate the interference of redundant statistics.
Thus, the performance of the TBNet is much better than that of
RGB-N. For example, assessed on the COVER dataset,
MCC and F1 values of RGB-N are
0.610 and 0.263, respectively, reaching an improvement of 4.1%.
4) MFCN first predicts the edge mask and the segmentation
mask, and then the intersection of the boundary mask after the
hole filling and the segmentation mask is taken as the tampered
area, but the latent relationship between the boundary mask
and the segmentation mask needs to be further mined. In
TBNet, the boundary artifacts location network is also used,
but the parameters of RGB stream, frequency stream, and the
boundary artifacts location network are jointly optimized. When
the CASIA dataset is used, the MCCs of the TBNet and the
MCCs achieved by TBNet and GSR-Net are 0.503 and 0.462,
respectively, reaching an improvement of 4.1%.
3) RGB-N transforms the tampering location into an object
detection task, and the RGB stream and the noise stream are
combined by bilinear pooling where the two-stream network
architecture is used, and the noise stream is obtained by the fa-
mous SRM \cite{srmodule} to make the image high-frequency information-
sensitive. In TBNet, the two-stream network architecture is
also employed, but the frequency stream (the noise stream is
used in the RGB-N) is utilized, and the boundary artifacts
location network is also embedded into TBNet. The SRM is
highly beneficial for distinguishing tampered areas from real
areas and is only sensitive to high-frequency information, but
in the TBNet, the AFS module is proposed to adaptively select
the appropriate frequency information to mine inconsistent
statistics and eliminate the interference of redundant statistics.
Thus, the performance of the TBNet is much better than that of
RGB-N. For example, assessed on the COVER dataset,
the MCC and F1 values of TBNet are 0.456 and 0.518,
respectively, and the MCC and F1 values of RGB-N are
0.334 and 0.379, corresponding to improvements of 12.2%
and 13.9%, respectively.

Table I: Performance evaluation and comparison on four benchmarks. ‘-’ denotes that the result is not available in the
literature, and the values shown in black indicate the best performance in each column.

| Datasets       | CASIA1.0 | COVER | Carvalho | In-The-Wild |
|----------------|----------|-------|----------|-------------|
| Metrics        | MCC      | F1    | MCC      | F1          | MCC      | F1    | MCC      | F1          |
| NOI \cite{34}  | 0.180    | 0.263 | 0.107    | 0.269       | 0.255    | 0.343 | 0.159    | 0.278       |
| CFA \cite{55}  | 0.108    | 0.207 | 0.050    | 0.190       | 0.164    | 0.292 | 0.144    | 0.270       |
| MFCN \cite{22} | 0.520    | 0.541 | -        | -           | 0.408    | 0.480 | -        | -           |
| RGB-N \cite{7} | 0.364    | 0.408 | 0.334    | 0.379       | 0.261    | 0.383 | 0.290    | 0.424       |
| EXIF-consistency \cite{33} | 0.127 | 0.204 | 0.102 | 0.276 | 0.420 | 0.520 | 0.415 | 0.504 |
| GSR-Net \cite{6} | 0.553 | 0.574 | 0.439 | 0.489 | 0.462 | 0.525 | 0.446 | 0.555 |
| Encoder-Decoder (DeepLabV3+) \cite{23} | 0.505 | 0.483 | 0.374 | 0.415 | 0.401 | 0.468 | 0.365 | 0.505 |
| TBNet (ours) | **0.615** | **0.597** | **0.456** | **0.518** | **0.503** | **0.584** | **0.454** | **0.567** |

references are used. Moreover, for a fair comparison, if the
performance of a model trained by our training samples is
lower than that of the corresponding reference, the results
reported by the corresponding references are also used. Their
results are shown in Table I. An examination of the results
presented in Table I reveals the following observations:

1) TBNet shows the best performance regardless of the
dataset and approach used, and a large improvement in MCC
and F1 is obtained compared with state-of-the-art algorithms.
For example, when the CASIA1.0 dataset is employed, MCC
and F1 of TBNet reach 0.615 and 0.597, respectively, but
compared to the baseline, the corresponding improvements can
achieve 11% and 11.4%, respectively. Similarly, when the
Carvalho dataset is utilized, the corresponding improvements can
reach 10.2% and 11.6%, respectively. Moreover, when the In-
The-Wild dataset is utilized, the corresponding improvements reach 8.9% and 6.2%, respectively. The performance of the
TBNet is much better than that of the DeepLabV3+ because
the frequency information is fully used, and the ACF module is
proposed to adaptively fuse the RGB feature and the frequency feature, and finally, the BAL module is used to locate the
boundary artifacts, and the parameters of the RGB stream, the
frequency stream, and the boundary artifacts location network are jointly optimized. Thus, TBNet experimentally exhibits
very good generalization ability, and these experimental results
prove the effectiveness and robustness of the TBNet.

2) In these approaches, the GSR-Net obtains second place
when different datasets are used, proving that GSR-Net is
highly effective. However, GSR-Net uses a complex procedure
that consists of the generation, segmentation, and refinement
stages. In the generation stage, more samples that are difficult
to be distinguished are generated by the GAN networks, and
then these samples are used to enhance the recognition of the
segmentation network, and finally, the refinement stage further guides the network to pay attention to the boundary. In
TBNet, to obtain much more training samples, the operation of
overlap-slipping is randomly performed on the holistic images of
the CASIA2.0 dataset, and then the network is optimized using these training samples. Thus, the procedure is much simpler than that of the GSR-Net. Moreover, frequency information is ignored in GST-Net; thus, its performance is worse than that of the TBNet. For example, when the CASIA1.0
dataset is used, the MCCs of the TBNet and the GSR-Net are
0.615 and 0.553, respectively, with the improvement reaching
6.2%. Similarly, when the Carvalho dataset is employed, the
MCCs achieved by TBNet and GSR-Net are 0.503 and 0.462,
respectively, reaching an improvement of 4.1%.

3) RGB-N transforms the tampering location into an object
detection task, and the RGB stream and the noise stream are
combined by bilinear pooling where the two-stream network
architecture is used, and the noise stream is obtained by the fa-
mous SRM \cite{srmodule} to make the image high-frequency information-
sensitive. In TBNet, the two-stream network architecture is
also employed, but the frequency stream (the noise stream is
used in the RGB-N) is utilized, and the boundary artifacts
location network is also embedded into TBNet. The SRM is
highly beneficial for distinguishing tampered areas from real
areas and is only sensitive to high-frequency information, but
in the TBNet, the AFS module is proposed to adaptively select
the appropriate frequency information to mine inconsistent
statistics and eliminate the interference of redundant statistics.
Thus, the performance of the TBNet is much better than that of
RGB-N. For example, assessed on the COVER dataset,
the MCC and F1 values of TBNet are 0.456 and 0.518,
respectively, and the MCC and F1 values of RGB-N are
0.334 and 0.379, corresponding to improvements of 12.2%
and 13.9%, respectively.
useful guidance, but their performance needs to be further improved compared with TBNet.

V. ABLATION STUDY

An ablation study was performed using the TBNet model to analyze the contribution of each component. In this investigation, four aspects were considered: 1) effectiveness of the AFS module, 2) benefits of the ACF and BAL modules, 3) robustness to different attacks, and 4) qualitative visualization. In the following, we discuss these four aspects separately.

A. Effectiveness of the AFS module

In this section, we will assess the effectiveness of the AFS module. The frequency information was often ignored in the early few years, but it may contain key image tampering clues. In recent years, the frequency information has attracted research attention, but only the high-frequency information is often used, and the low-frequency information is simply discarded. Thus, the AFS module is designed to adaptively select the appropriate frequency information to mine inconsistent statistics and eliminate the interference of redundant statistics. We assess the effectiveness of the AFS module on the CASIA1.0 dataset that is the largest of these four datasets and includes splicing and copy-move. Their results are given in Table II. We note that in the frequency stream, the YCbCr color space is utilized, and each component has 64 frequency channels. 'Cb+Cr' indicates the results when the components of 'Cb' and 'Cr' are jointly used, but all 128 frequency channels are equally utilized. 'Cb+Cr (AFS)' denotes the results when the components of 'Cb' and 'Cr' are jointly used, but all 128 frequency channels are adaptively selected by the AFS module. 'Y+Cb+Cr' and 'Y+Cb+Cr (AFS)' have similar meanings with 'Cb+Cr' and 'Cb+Cr (AFS)'. Moreover, 'Dim' indicates the number of frequency channels. An examination of this table shows the following:

1) When each component of 'Y', 'Cb', and 'Cr' is used individually, their MCC values are 0.533, 0.577, and 0.567, respectively, and the worst performance is found for 'Y'. When the components of 'Y', 'Cb' and 'Cr' are jointly used, the MCCs of 'Cb+Cr' and 'Y+Cb+Cr' are 0.589 and 0.578, respectively. Their performance is improved slightly compared with each component of 'Y', 'Cb', and 'Cr'; thus, different components are complementary to some extent.

2) However, we also find when 'Y' is further used in the 'Cb+Cr', its performance is slightly decreased, and the 'Y' component does not appear to be suitable for image tampering detection compared with the 'Cb' and 'Cr' components [36]; however, this is not true. The reason for this is that there is a large amount of redundant information in the 'Y' component to interfere with the judgment, but we believe that each component contains some channels that are highly beneficial for detecting the tampered image, and these components are complementary. It is vital to adaptively select the appropriate frequency information. If we directly concatenate these data and each frequency is equally treated, the interference of redundant frequency is included. Therefore, we proposed the AFS module to mine inconsistent statistics and eliminate the interference of redundant statistics. When the AFS module is utilized, the performance of 'Cb+Cr' and 'Y+Cb+Cr' can be improved. For example, the F1s of 'Cb+Cr' and 'Cb+Cr (AFS)' are 0.558 and 0.578, respectively, and the improvement can reach 2%. Similarly, MCC and F1 of the 'Y+Cb+Cr' are 0.615 and 0.597, respectively, and MCC and F1 of the 'Y+Cb+Cr (AFS)' are 0.578 and 0.543, respectively, so that the improvements of 'Y+Cb+Cr (AFS)' of 3.7% (MCC) and 5.4% (F1), respectively, is achieved. This proves the AFS module is highly effective.

3) To further demonstrate the mechanism of the effect of the AFS module, heatmaps of each frequency channel in the 'Y+Cb+Cr (AFS)' are given in Fig. 5. It is observed that the weights of some frequency channels are very small, but some frequency channels have large weights. Moreover, the selected frequency channels with deeper color are from different components including 'Y', 'Cb', and 'Cr'. This further proves that the 'Y' component is also useful, and these components are complementary.

TABLE II: Effectiveness of the AFS module on CASIA1.0

| Components | Dim | MCC | F1  |
|------------|-----|-----|-----|
| Y          | 64  | 0.533 | 0.524 |
| Cb         | 64  | 0.577 | 0.542 |
| Cr         | 64  | 0.567 | 0.547 |
| Cb+Cr      | 128 | 0.589 | 0.558 |
| Cb+Cr (AFS)| 128 | 0.593 | 0.578 |
| Y+Cb+Cr    | 192 | 0.578 | 0.543 |
| Y+Cb+Cr (AFS)| 192 | 0.615 | 0.597 |

B. Benefits of the ACF and BAL modules

In this section, we assess the benefits of the ACF and BAL modules. First, the RGB stream (the network is the same as DeepLabV3+, and we call it as RNet) and the frequency stream (the network architecture is the same as for the RGB stream, but the frequency information [37] is fed into it, and we name it as FNet) of the TBNet are separately evaluated, and then these two streams are fused by the simple feature concatenation (TNet) and the ACF module (TNet+ACF), respectively. Moreover, the boundary artifact location module is further embedded into the RNet, FNet, and TNet, and we separately call them the RNet+BAL, FNet+BAL, and TNet+BAL, respectively. Finally, the two-stream network, the ACF module, and the BAL module are jointly employed (TBNet). Their results are shown in Table III, and we can observe the following:

1) When only the frequency information is employed, the MCC of the FNet is slightly better than that of the RNet regardless of which dataset is used, and the F1 of the FNet is also comparable to the RNet. For example, when the CASIA1.0 dataset is utilized, the MCC values of RNet and FNet are 0.505 and 0.529, respectively, for which the improvement can reach 2.4%. Similarly, when the In-The-Wild dataset is employed, the MCC values of RNet and FNet are 0.365 and 0.391, respectively, showing an improvement
Fig. 5: Heatmaps for each channel in the YCbCr color space where 64 frequency channels are used to represent each component, and the number is the index with the range from 0 to 63. The AFS module is used to adaptively assign the weight for each frequency, and the deeper color corresponds to greater weight. From left to right, these heatmaps are from ‘Y’, ‘Cb’ and ‘Cr’

TABLE III: Advantage of the ACF and BAL modules

| Datasets     | CASIA1.0 MCC | COVER MCC | Carvalho MCC | In-The-Wild MCC |
|--------------|--------------|-----------|--------------|-----------------|
| Metrics      | F1           | MCC F1    | F1           | MCC F1          |
| RNet         | 0.505        | 0.483     | 0.374        | 0.415           | 0.401           | 0.468           | 0.365           | 0.505           |
| FNet         | 0.529        | 0.474     | 0.403        | 0.389           | 0.432           | 0.474           | 0.391           | 0.516           |
| TNet         | 0.594        | 0.566     | 0.437        | 0.466           | 0.482           | 0.497           | 0.438           | 0.538           |
| TNet+ACF     | 0.579        | 0.562     | 0.437        | 0.466           | 0.482           | 0.497           | 0.438           | 0.538           |
| RNet+BAL     | 0.533        | 0.512     | 0.394        | 0.437           | 0.436           | 0.509           | 0.386           | 0.522           |
| FNet+BAL     | 0.535        | 0.471     | 0.394        | 0.437           | 0.436           | 0.509           | 0.386           | 0.522           |
| TNet+BAL     | 0.609        | 0.587     | 0.451        | 0.498           | 0.489           | 0.563           | 0.439           | 0.541           |
| TBNet        | 0.615        | 0.597     | 0.456        | 0.518           | 0.503           | 0.584           | 0.454           | 0.567           |

of 2.6%. Moreover, when these two streams are fused, their performance can obtain a strong improvement. For example, when the CASIA1.0 dataset is utilized, the MCC and F1 values of TNet are 0.579 and 0.566, respectively. Compared to RNet and FNet, the improvement reaches 7.4% (RNet, MCC), 5% (FNet, MCC), 8.3% (RNet, F1), and 9.2% (FNet, F1), respectively; thus, these results prove that the frequency information is highly useful for detecting the tampered image, and the RGB information and the frequency information are complementary.

2) In TNet, the simple feature concatenation is used, but the latent complementary relationship between the RGB stream and the frequency stream needs to be further mined so that the ACF module using the cross-attention fusion scheme is proposed to adaptively fuse the RGB feature and the frequency feature. Thus, the latent complementary relationship between these two streams is well explored, and the performance of the latter is slightly better than that of the former. For example, when the Carvalho dataset is used, the MCC values of TNet+ACF and TNet are 0.498 and 0.482, respectively, and the improvement reaches 1.6%. We also reach similar conclusions for the other datasets. Thus, these results demonstrate the effectiveness of the ACF module.

3) The boundary artifact location is also highly beneficial for the tampered image detection, and when it is embedded into RNet, and TNet, their performance can be further improved. This is because the BAL module and the RNet (or TNet) are jointly optimized, and their latent complementary relationships are well-mined. For example, when the CASIA1.0 dataset is utilized, the MCCs of the RNet+BAL, TNet+BAL, RNet, and TNet are 0.533, 0.609, 0.505, and 0.579, respectively, and the improvement can reach 2.8% (RNet) and 3.0% (TNet). We also observe similar results for other datasets. We note that when the BAL module is directly embedded into the FNet, the improvement of the FNet+BAL is quite limited. Finally, the ACF module and the BAL module are embedded into the TNet, and its performance is further improved. For example, when the Carvalho dataset is used, the MCC and F1 values of TBNet are 0.503 and 0.584, respectively, and the improvement reaches 1.4% (MCC) and 2.1% (F1) was achieved. Thus, this proves that the BAL module is quite effective, and it is complementary to the RGB stream and the frequency stream.

C. Robustness to Attacks

In this section, to further assess the robustness of the TBNet, different attacks including JPEG compression and scaling, are first used to the testing images from the CASIA1.0 and Carvalho datasets, respectively, and then the performance of TBNet is assessed on these two datasets. Their results are shown in Figs. 6 and 7. We note that in the scaling attacks, the scaling ratios of 0.7 and 0.5 are used in our experiments,
and the JPEG compression consists of quality factors of 70 and 50. MCC_CASIA and MCC_carvalho indicate the MCC performance of the TBNet when the CASIA1.0 and Carvalho datasets are separately employed. F1_CASIA and F1_carvalho indicate the F1 performance of the TBNet when the CASIA1.0 and Carvalho datasets are separately used. It is observed from Fig. 6 that the MCC and F1 lines are essentially a straight line when the scaling attack is used so that the scaling attack has almost no effect on the TBNet. Similarly, when the JPEG compression attack is utilized in Fig. 7, the MCC and F1 lines show a slight downward trend, indicating that this attack degrades the performance of TBNet slightly, but it still can mine the remaining tampering traces from all of the channels. We think this is because some high-frequency information is lost in the jpeg compression process, and this information is very important for detecting the tampering image. Thus, these experimental results prove the stability of TBNet.

![Fig. 6: Analysis of robustness under the resizing attacks on the CASIA1.0 and Carvalho datasets where the scale attacks use the scaling ratios of 0.7 and 0.5](image)

![Fig. 7: Analysis of robustness under the JPEG compression attacks on the CASIA1.0 and Carvalho datasets where the JPEG compression consists of quality factors of 70 and 50.](image)

D. Qualitative visualization

To further prove the effectiveness and robustness of TBNet, in this section, some visualizations are given. In our experiments, three aspects are visualized: 1) Importance of the frequency stream, 2) Complementarity between the image manipulation regions and the boundary artifacts of the TbNet, and 3) Comparison with state-of-the-art methods. We note that these images are randomly selected from four image manipulation localization datasets, but the manipulation operations of splicing and copy-moving are included. The results are shown in Figs. 8-10, respectively. The following can be observed from these figures:

![Fig. 8: Qualitative visualization of RNet, TNet, and TBNet. The manipulation of the images in the top two rows are carried out with copy-move, and the manipulation of other images is carried out by splicing.](image)

![Fig. 9: Qualitative visualization of the image manipulation regions and the boundary artifacts when TBNet is employed. The manipulation of images in the top two rows is carried out with copy-move, and the manipulation of other images is carried out by splicing.](image)

1) As shown in Fig. 8, when only RNet is used, the tampering regions of the top three columns cannot be detected. However, when it is combined with the frequency stream by simple feature concatenation (TNet), these tampering regions are better detected; this indicates that the frequency information is important, and is beneficial for finding tampering clues; moreover, the RGB stream and the frequency stream are complementary. Additionally, it is observed from the third row in Fig. 8 that when TNet is used, some tampering regions are ignored, but when TBNet is employed, all of the tampering regions can be well detected. This is because the
| Manipulated Image | Ground Truth | MFCN | EXIF | GSRNet | DeepLabV3+ | TBNet |
|-------------------|--------------|------|------|---------|-------------|-------|
| ![Manipulated Image](image1.png) | ![Ground Truth](image2.png) | ![MFCN](image3.png) | ![EXIF](image4.png) | ![GSRNet](image5.png) | ![DeepLabV3+](image6.png) | ![TBNet](image7.png) |
| ![Manipulated Image](image8.png) | ![Ground Truth](image9.png) | ![MFCN](image10.png) | ![EXIF](image11.png) | ![GSRNet](image12.png) | ![DeepLabV3+](image13.png) | ![TBNet](image14.png) |
| ![Manipulated Image](image15.png) | ![Ground Truth](image16.png) | ![MFCN](image17.png) | ![EXIF](image18.png) | ![GSRNet](image19.png) | ![DeepLabV3+](image20.png) | ![TBNet](image21.png) |
| ![Manipulated Image](image22.png) | ![Ground Truth](image23.png) | ![MFCN](image24.png) | ![EXIF](image25.png) | ![GSRNet](image26.png) | ![DeepLabV3+](image27.png) | ![TBNet](image28.png) |
| ![Manipulated Image](image29.png) | ![Ground Truth](image30.png) | ![MFCN](image31.png) | ![EXIF](image32.png) | ![GSRNet](image33.png) | ![DeepLabV3+](image34.png) | ![TBNet](image35.png) |

Fig. 10: Qualitative results of different location algorithms. The first column shows manipulated images on different datasets. The second column is the ground truth. From the third to sixth columns, they indicate the final manipulation segmentation prediction of the MFCN, EXIF, GSRNet, and DeepLabV3+, respectively. The last column is the results of TBNet. We note that the manipulation of images in the top four rows is carried out with copy-move, and the manipulation of other rows is carried out by splicing.

AFS, ACF, and BAL modules are jointly employed, and their complementary relationships are further mined.

2) Fig. 9 shows the image manipulation prediction and the boundary prediction of TBNet. It is observed from the figure that the image manipulation prediction and the boundary prediction of TBNet are complementary. For example, the regions between two legs are detected as the tampering regions in the manipulation prediction of the third column, but from the ground truth, we can find that this is not true. Fortunately, the boundary prediction of the TBNet can well detect the boundary, and this can compensate for the shortcomings of the image manipulation prediction.

3) Fig. 10 shows the visualizations of TBNet and other state-of-the-art methods. It is observed that TBNet outperforms other state-of-the-art methods regardless of which manipulation is used. For example, in the second row (the copy-move manipulation), from the ground truth, we know that only the sailboat is the tampering region, and TBNet can well detect this region, but more than one sailboat are detected by other state-of-the-art methods. Similarly, in the last row (the splicing manipulation), the tampering region is the whole railings, and TBNet can locate almost all areas of the railings, but many areas are ignored when other state-of-the-art methods are used. Thus, TBNet can locate the tampered area more accurately, divide the edge more finely, and its results are closer to the real label.

VI. CONCLUSION

This paper proposes a novel end-to-end TBNet algorithm for generic image manipulation localization in which the RGB stream, the frequency stream, and the boundary artifacts location are jointly explored in a unified framework. Moreover, we design an AFS module to adaptively select the appropriate frequency to mine inconsistent statistics and eliminate the interference of redundant statistics. Additionally, we propose an ACF module to adaptively fuse the RGB feature and the frequency feature. Finally, we embed the boundary artifacts location network into the two-stream encoder to locate the
boundary artifacts the parameters of which are jointly updated. The results of extensive experiments conducted on four public benchmarks of image manipulation localization datasets demonstrate that TBNet can significantly outperform state-of-the-art image manipulation localization methods in terms of both MCC and F1. The ablation study also proves that the frequency information is highly useful for finding the tampering clues, and is complementary to the RGB information. The AFS module is highly effective for adaptively selecting the appropriate frequency, and the ACF module can well fuse the RGB feature and the frequency feature. Moreover, the BAL module is also complementary to the two-stream encoder.

In the future, we intend to explore a more effective scheme for adaptively selecting the frequency information, and design a novel and effective feature fusion module.
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