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Abstract—Recommendation from implicit feedback is a highly challenging task due to the lack of reliable negative feedback data. Existing methods address this challenge by treating all the un-observed data as negative (dislike) but downweight the confidence of these data. However, this treatment causes two problems: (1) Confidence weights of the unobserved data are usually assigned manually, which lack flexibility and may create empirical bias on evaluating user’s preference. (2) To handle massive volume of the unobserved feedback data, most of the existing methods rely on stochastic inference and data sampling strategies. However, since a user is only aware of a very small fraction of items in a large dataset, it is difficult for existing samplers to select informative training instances in which the user really dislikes the item rather than does not know it.

To address the above two problems, we propose two novel recommendation methods SamWalker and SamWalker++ that support both adaptive confidence assignment and efficient model learning. SamWalker models data confidence with a social network-aware function, which can adaptively specify different weights to different data according to users’ social contexts. However, the social network information may not be available in many recommender systems, which hinders application of SamWalker. Thus, we further propose SamWalker++, which does not require any side information and models data confidence with a constructed pseudo-social network. In the pseudo-social network, similar users are connected with specific item nodes or community nodes. This way, the inference of one’s data confidence can benefit from the knowledge from other similar users. We also develop fast random-walk-based sampling strategies for our SamWalker and SamWalker++ to adaptively draw informative training instances, which can speed up gradient estimation and reduce sampling variance. Extensive experiments on five real-world datasets demonstrate the superiority of the proposed SamWalker and SamWalker++.
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1 INTRODUCTION

With the exponential growth of information on electronic commerce websites, Collaborative Filtering (CF) as a prevalent approach in recommender systems are drawing more and more attention from both academia and industry [1, 2, 3]. There are two types of feedback data in Collaborative Filtering systems. The first is called explicit feedback, where the numerical ratings directly reflecting users’ preference are provided. The other is implicit feedback, which is a natural byproduct of users’ behavior such as consumption, viewing or clicking. Since implicit feedback are more easily available, recent research attention is increasingly shifted from explicit feedback to implicit feedback. However, learning a recommender system from implicit feedback is more challenging due to the lack of reliable negative data. Only the positive feedback are observed, while the negative feedback are mixed with missing values in unobserved data. In other words, items interacted by the user reflect that the user favors the items, while non-interacted items does not necessarily mean the user dislikes the items. In most cases, users may just not know the items that they have not interacted.

A conventional strategy to address the problem is treating all the un-observed data as negative (dislike) but downweight the confidence of these data. However, this treatment poses two key research problems for implicit recommendation:

(P1) How to assign appropriate confidence weights for data? Data confidence weights, which controls the contribution of the data on learning a recommendation model, usually significantly affect the model’s accuracy. However, assigning appropriate confidence weights is challenging, as the real data confidence may change for various user-item combinations. Some unobserved data can be attributed to user’s preference while others are the results of users’ limited scopes. Most of existing methods rely on manual assignment of confidence weights to the data. Choosing confidence weights usually require human rich experience or large computational resource for grid search. Furthermore, it is unrealistic for researchers to manually set flexible and diverse weights for millions of data. Coarse-grained manual confidence weights will create empirical bias on estimating user’s preference.

(P2) How to efficiently learn a recommendation model from the large-scale implicit feedback data? The large-scale unobserved data incur inefficiency problem. It is computationally impractical to traverse over the whole data set to obtain the gradients. To address this problem, two types of strategies have been adopted in previous works. The first is batch-based gradient descent with memorization, such as ALS [4], eALS [5], FAWMF [6]. However, this kind of methods are only suitable for the specific models with K-separable property and L2 loss function, which will sacrifice models capacity and lead to sub-optimal performance. In fact, the models with more flexible deep structure,
confidence weights and loss function have been validated achieving better performance \cite{7,9}. The other type is employing stochastic gradient descent solvers with data sampling strategies. However, in real-world applications, users typically are only aware of a relatively small fraction of the potential items \cite{9}. In some cases, existing samplers usually select uninformative data with low confidence weights, in which the user just does not know the item rather than dislikes it. This will affect convergence and recommendation performance of the model.

To deal with these problems, we propose two novel recommendation methods SamWalker and SamWalker++ to simultaneously learn the personalized data confidence and draw informative training instances. We first present SamWalker which leverages social network information to address the problems. With the development of online social websites, social relations have become a major information source. The consumed items (i.e. the items with positive feedback) are shown below the users. The right part shows our inferred data confidence.

Fig. 1. SamWalker estimates data confidence based on user’s social relations. The left part of the figure illustrates a social network including implicit feedback expressed by users. The consumed items (i.e. the items with positive feedback) are shown below the users. The right part shows our inferred data confidence.

Another example can be seen from the higher confidence weights, which reflects how users are exposed to the items and suggest the confidence of the data. It is consistent with our intuitions. Note that there exists two reasons for negative feedback: unknown or dislike. The more popular an item is among the user’s social neighbors (e.g. the purple gem I4 comparing with the green gem I5 for user U1 in Figure 1), the more likely it will be that the user knows the item and his feedback is attributed to his preference. Correspondingly, the data will be more reliable in deriving user’s preference.

To capture this insight, as illustrated in Figure 1, SamWalker estimates item information propagation along the social network and models individual confidence weights as a social context-aware function. By iteratively learning transformation function and user’s preference based on EXMF framework (exposure-based matrix factorization \cite{12}), SamWalker can adaptively specify different weights to different data based on user’s social contexts.

A key limitation of SamWalker is that it requires the presence of social network information, which may not be available in many applications. To deal with this problem, we further propose SamWalker++, which only uses implicit feedback data and does not require any side information. The rationale of SamWalker++ is the “wisdom of the crowds”, i.e. a user’s behavior reflects not only his exposure but also the knowledge of other similar users. SamWalker++ constructs a pseudo-social network to replace social network, where users are connected with specific additional nodes, so that the knowledge of one’s exposure can be transferred to other similar users. As shown in Figure 1, here we explicitly introduce two kinds of nodes to capture two kinds of similarities. On the one hand, note that a positive feedback signifies that the user knows the item. The users who have interacted with common items may have similar exposure. Thus, SamWalker++ leverages items as bridges so that the inference of the user’s exposure can benefit from the rich information from the similar users with co-purchased items. On the other hand, recent social literatures \cite{13,14} suggest that users are clustered into some content-sharinging communities. Item information will be spread in the community and the community members tend to share similar exposure. Motivated by this point, SamWalker++ deduces the latent communities for users and leverages communities as medium to exploit the knowledge of other community members. With the pseudo-social network, SamWalker++ devises a novel exposure model on the network and specifies data confidence weights with a network-aware function, which naturally encodes rich correlation information between users into the data confidence and potentially boosts recommendation performance.

Let us use an example to illustrate why constructing pseudo-social network can help us infer the data confidence. Figure 2 illustrates an example of pseudo-social network. The inference of the target user’s exposure can refer to the behavior of graph neighbors on the network. For example, we can deduce that user U3 may know the item I5 (green gem), because his similar users U1, U3, U4 who also belong to community C1 have interacted with I5. Correspondingly, his feedback data (U3-I5) can be attributed more to the preference and therefore has relatively large confidence weight. Another example can be seen from the higher confidence weights of the user-item pair (U1-I4) over the pair (U1-I2), as the similar users U2, U4 who share co-purchased items with U1 have consumed the item I4. Thus, the pseudo-social network is an effective and efficient tool to transfer the knowledge from the connected or even higher-order connected similar users to the target user, which improves the accuracy of the learned data confidence.

Due to the large number of unobserved data, develop-
ing an efficient informative sampling strategy is crucial. It is computationally infeasible to estimate and rank the current learned confidence weights for every data to select informative data. Instead, we propose efficient sampling strategies based on the random walk along the network for our SamWalker and SamWalker++. Intuitively, the more and closer neighbors have consumed the item, the more likely the user will know the item, in which case the feedback can be more confidently attributed to the user’s preference. Consequently, we conduct personalized random walk for each user to explore his local (pseudo-) social network contexts and pick out items consumed by those similar users. Theoretical analysis proves that the distribution of the proposed sampling strategy is proportional to the data confidence while the sampling complexity is linear to the number of sampled instances, which heavily reduces the sampling variance and speed up gradient estimation.

Although this paper is extension of our previous work [15], in which we present a social recommendation model SamWalker that adaptively learns the data confidence based on users’ social context. In this article, we further deliver the following contributions:

- As the social network information may not be available in many recommender systems, we propose to construct pseudo-social network to replace social network, where similar users are connected with specific item nodes and community nodes.
- We propose a novel recommendation model SamWalker++ on the pseudo-social network, which does not require any side information and can adaptively deduce the data confidence with the knowledge from other similar data.
- We develop an efficient random walk-based sampling strategy along the pseudo-social network to draw informative training instances for SamWalker++, which can both reduce sampling variance and speed up gradient estimation.
- Extensive experiments on five well-known benchmark datasets demonstrate that SamWalker++ outperforms a range of state-of-the-art methods and show the superiority of the proposed sampling strategy.

The rest of this paper is organized as follows. We briefly review related works in section 2. We give the problem definition and background in section 3. The SamWalker model is introduced in section 4. We further present our novel non-social method SamWalker++ in section 5. The informative sampling strategy and learning algorithm are presented in section 6. The experimental results are presented in section 7. Finally, we conclude the paper and present some directions for future work in section 8.

2 RELATED WORK

In this section, we review the most related works from the following four perspectives.

Data confidence in implicit recommendation. As the unobserved data are unreliable, learning a recommendation model from implicit feedback requires assigning confidence weights for the data. Most of the existing methods assign confidence weights manually. For example, the classic weighted matrix factorization (WMF) [4] and many neural-based collaborative methods (e.g. CDAE [16], NCF [7], LightGCN [17]) used a simple heuristic where all negative feedback data are equally downweighted vis-a-vis the positive feedback data; [5] and [18] assign the confidence weights based on item popularity.

More recently, a new probabilistic model EXMF [12] was proposed to incorporate user’s exposure to items into the CF methods. When inferring user’s preference, EXMF can translate user’s exposure as data confidence. However, as analysed in section [3] this method suffers from overfitting and low efficiency. [6] further proposes to model data confidence with a community-based neural network in their FAWMF. However, FAWMF is designed for fast memorization-based learning so that the capacity of the network is constrained. It can be seen from the low rank of the confidence matrix. The confidence weights are modeled from a global perspective and usually lack personality. Our experiments show that FAWMF performs poorly on the sparse dataset.

Efficient Recommendation. For efficient recommendation, two strategies have been proposed in previous works. The first is employing stochastic gradient descent and sampling strategy to accelerate learning. The most popular sampling strategy is to draw un-observed feedback data uniformly, which is applied in many recommendation models, including classic matrix factorization [4], [19], pair-wised models (e.g. Bpr [20], NCR [21]) and sophisticated neural network-based methods (e.g. CDL [22], NCF [7], lightGCN [17]). However, uniform sampler will cause high variance and poor convergence.

Some other sampling strategies are proposed to improve convergence from different perspectives: [18] and [25] propose item popularity-based and item-user co-bias sampling strategy to reduce sampling variance; [24] presents several sampling strategies to balance backward computation of the item-dependent neural network and the user-item interaction function; [25] attempts draw positive data based on random walk along user-item bipartite graph. Our sampling strategies differs from [25] in that we pay more attention to sample informative negative data; [25], [26], [27], [28] present subtle dynamic sampling strategies to over-sample the “difficult” negative examples in which the prediction is much different from the ground-truth. Although effective, sampling “difficult” data for advanced preference model still suffers from low efficiency. Also, the “difficult” instances do not suggest that the user really dislike the item. The stochastic gradient estimator is biased and the natural noise in user-item feedback data may be amplified [29]; To capture real negative data, [30], [31] propose to leverage exposure data, which however is not available in many situations.

Another strategy for efficient recommendation is memorization strategy. When learning a recommendation model from implicit feedback, [4], [5], [6], [32], [33], [34] propose to memorize some important intermediate variables so that the massive repeated computation can be avoided. However, these strategies are just suitable for the model with K-separable property and L2 loss function. In fact, more
flexible loss functions (e.g. cross-entropy loss), confidence weights and neural network structure (e.g. NCF, LightGCN) have been validated achieving better performance.

**Social recommendation.** Social information has been utilized to improve recommendation performance in recent works. These methods mainly assume that connected users will share similar preference [35], [36], [37], [38], [39], Sorec [40], TrustMF [41], PSLF [42], jointly factorize rating matrix and trust (social) matrix by sharing a common latent user space; In [43], [44], [45], [46], [47], [48], users’ feedback is considered as synthetic results of their preference and social influence; [47], [49] utilize a social regularization term to constrain user’s latent preference close to his trusted friends; [50], [51] extend pair-wise BPR framework by further assuming that for all items with negative feedback, a user would prefer the items consumed by their friends over the rest.

Also, there are two recent works claim that comparing with users’ preference, users’ exposure is more influenced by their social friends (neighbors). Thus, [52] and [8] integrate social influence on user’s exposure into the generative process of EXMF model. However, these two methods need to infer large number of parameters of user’s exposure, which will suffer from overfitting and inefficiency problems.

**Random walk in recommendation.** Random walk strategy has been widely applied in recommendation. [53] performs random walk along the social network to search relevant users who have similar preference with the target user for better rating prediction; [54] exploits random walk to obtain diverse recommendation; [55] further extends [54] in heterogeneous information network to generate valuable meta-paths; [54] performs random walk to complete implicit feedback matrix for mitigating data sparsity problem; Similarly, [55] employs random walk to find more positive instances. We remark that these works adopt static (uniform or pre-defined) transfer probability in their random walk instances. We remark that these works adopt static (uniform or pre-defined) transfer probability in their random walk instances.

**3 Preliminaries**

In this section, we first give the problem definition of recommendation with implicit feedback. Then, we introduce exposure-based matrix factorization (EXMF) [12] framework from a variational perspective to provide usual insight into the relation between user’s exposure and data confidence.

### 3.1 Problem definition

Suppose we have a recommender system with user set $U$ (including $n$ users) and item set $I$ (including $m$ items). The implicit feedback data is represented as an $n \times m$ matrix $X$ with entries $x_{ui}$ denoting whether or not the user $u$ has interacted with (e.g. consumed) the item $i$. Social information represented as an $n \times n$ matrix $T_u$, with $T_{ij}$ indicating connection between user $i$ and $j$. Also, $T_u$ denotes the set of the connected social friends (direct neighbors) of the user $u$. The task of a recommender system can be stated as follow: recommending items for each user that are most likely to be consumed by him.

1. Throughout the paper, we will use the term consume to denote any kind of implicit interaction, unless otherwise stated.

### 3.2 Exposure-based matrix factorization (EXMF)

EXMF [12] directly incorporates user’s exposure into collaborative filtering. This is achieved by first generating the latent variable $a_{ui}$, which indicates whether user $u$ has been exposed to item $i$. Then, EXMF models user’s consumption $x_{ui}$ based on $a_{ui}$ as follow:

$$a_{ui} \sim \text{Bernoulli}(\eta_{ui})$$

$$x_{ui} | a_{ui} = 1 \sim \text{Bernoulli}(p_u^{T} q_i)$$

$$x_{ui} | a_{ui} = 0 \sim \delta_0 \approx \text{Bernoulli}(\varepsilon)$$

where $\delta_0$ denotes $p(x_{ui} = 0 | a_{ui} = 0) = 1$; $\eta_{ui}$ is the prior probability of exposure. Here we relax function $\delta_0$ as $\text{Bernoulli}(\varepsilon)$ to make model more robust, where $\varepsilon$ is a small constant (e.g. $\varepsilon=0.001$). When $a_{ui} = 0$, we have $x_{ui} \approx 0$, since when the user does not know the item he can not consume it. When $a_{ui} = 1$, when the user has learned the item, he will decide whether or not to consume the item based on his preference. $x_{ui}$ can be generated with the classic preference model (e.g. matrix factorization) and factorized by the latent vectors $p_u$ and $q_i$, which respectively characterize latent preferences of the user $u$ and latent attributes of the item $i$. To facilitate the description, here we collect the parameters of the preference model as $\theta = \{p_u, q_i\}_{u \in U, i \in I}$. Also, we remark that it would be straightforward to replace the matrix factorization with more sophisticated models such as factorisation machines [56] or neural networks [7] whenever needed.

### 3.3 Analyses of EXMF from variational perspective

The marginal likelihood of EXMF is composed of a sum over the marginal likelihood of individual datapoint $\log p(X) = \sum_{ui} \log p(x_{ui})$, which can be rewritten as:

$$\log p(x_{ui}) = E_q[\log p(x_{ui}, a_{ui}) - \log q(a_{ui}|x_{ui})] + E_q[\log p(a_{ui}|x_{ui}) - \log q(a_{ui}|x_{ui})] = L(\theta, q; x_{ui}) + KL(q(a_{ui}|x_{ui})||p(a_{ui}|x_{ui}))$$

where $q(a_{ui}|x_{ui})$ is defined as an approximated variational posterior of $a_{ui}$. Since the second KL-divergence term is non-negative, optimizing marginal likelihood can be translated to optimize the evidence lower bound (ELBO) $L(\theta, q; x_{ui})$ w.r.t. both the variational posterior and the preference parameters $\theta$. Classic variational methods [57] usually employ conjugate variational distribution and individual variational parameters, i.e. $q(a_{ui}|x_{ui}) = \text{Bernoulli}(\gamma_{ui})$. For convenience we collect variational parameters $\gamma_{ui}$ as matrix $Y$. Then, the ELBO can be transformed into:

$$L(\theta, Y; X) = \sum_{ui} E_q[\log p(x_{ui}, a_{ui}) - \log q(a_{ui}|x_{ui})]$$

$$= \sum_{ui} \gamma_{ui} \ell(x_{ui}, p_u^{T} q_i) + \sum_{ui} g(\gamma_{ui})$$

The ELBO is composed of the two terms. The first term is a weighted Cross-Entropy loss for the predicted preference, 2. Here the preference model is slightly different from the original model presented in work [12] in that we employ Bernoulli likelihood instead of Gaussian likelihood on $x_{ui}$. In fact, Bernoulli likelihood is more natural for the binary variable [8].

3. Note that the EM algorithm presented in [12] is a special case of the classic variational inference.
where $\ell(a, b) = a \log(b) + (1 - a) \log(1 - b)$. The second term is a loss function w.r.t $\gamma_{ui}$:

$$g(\gamma_{ui}) = (1 - \gamma_{ui}) \ell(x_{ui}, \bar{c}) + \ell(\gamma_{ai}, \eta_{ui}) - \ell(\gamma_{ui}, \gamma_{ui})$$ (6)

**Exposure probability as the data confidence.** One observation from equation [6] is observed that the variational parameters $\gamma_{ui}$, which characterize the probability of the event that user $i$ is exposed to item $j$, act as the confidence weights of the corresponding data to infer the preference parameters $\theta$ ($\theta = \{p_u, q_i\}_{u \in U, i \in I}$). This is clear by considering the following fact: when $\gamma_{ui}$ becomes larger (or smaller), the inferred user and item factors $p_u, q_i$ make more (or less) contributions on the objective function. This finding is consistent with our intuitions. Only if the user has been exposed to the item, can he decide whether or not to consume the items based on his preference. Thus, the data with larger exposure are more reliable in deriving user’s preference.

**Weaknesses.** Although EXMF is capable of adaptively deriving the confidence of the data, it has two critical weaknesses: (1) Calculating gradients over all the unobserved data EXMF ($O(n \times m)$) is computational expensive and thus it practical use is limited. Although some sampling strategies can be used to speed up the algorithm, the gradient estimator exhibits high variance. Typically, in real world large datasets, each user will only be exposed to a relatively small fraction of the potential items that they could interact with. That is, the $\gamma_{ui}$ of most data are small and they make limited contribution on updating parameters $\theta$. Existing sampling strategy will usually draw uninformative data with small $\gamma_{ui}$, which deteriorates the convergence and even accuracy of the model. (2) EXMF assumes user-independent posteriors of user’s exposure. On the one hand, the number of variational parameters $\gamma_{ui}$ grows quickly with the number of users and items ($n \times m$). This will pose over-fitting and efficiency problems. On the other hand, Independent assumption of users’ exposure is not practical in real world. Typically, users with directly social relations, co-purchased items or common communities will exhibit correlations in their exposure.

Thus, we are interested in, and propose a solution to two related problems:

1. A novel variational model of user’s exposure that can both capture users’ correlation and employ fewer variational parameters to speed up inference and alleviate overfitting.
2. A sampling strategy that can draw informative training instances to speed up gradient estimation and reduce sampling variance.

### 4 SamWalker

To solve the above problems, as illustrated in Figure 3, we first consider the correlations between socially connected users and propose a new social network-based recommendation method SamWalker, that replaces individual variational parameters with a social context-aware function: $\gamma_{ui} = g_{\varphi}(X, T)$. Specifically, we design a transformation function $g_{\varphi}$ with parameters $\varphi$ that map the local social context of the user, i.e. whether his direct or indirect social friends have consumed the item, into the probability of his exposure to the item. It is reasonable since users usually get item information from social network and their exposure to items depend on their local social contexts. An idea of modeling transformation function $g_{\varphi}$ is to iteratively simulate the information spread via the social network. Similar to the PageRank algorithm [58], the label of user’s exposure is initially set according to his consumption. Then, all users spread their item information to their connected friends via the social network as illustrated in Figure 3. The spread process is repeated until a global stable state is achieved. In each step, users collect information from the connected social friends (neighbors) and reconstruct their exposure as follows:

$$\gamma_{ui}^{(t+1)} = (1 - c) x_{ui} + \sum_{k \in T_u} c \varphi_{uk} \gamma_{ki}^{(t)}$$ (7)

The parameter $c$ ($0 \leq c \leq 1$) specifies the relative contribution from the social friends and the initial label. $\varphi_{uk}$ is defined as the edge weight, which balances the heterogeneous effect from different graph neighbors ($k \in T_u$) and meets $\sum_{k \in T_u} \varphi_{uk} = 1$. Overall, SamWalker replaces $\gamma_{ui}$ with a social context-aware function $g$ parameterized by $\varphi$, to which the equation converges:

$$Y = g_{\varphi}(X, T) \equiv \lim_{t \to \infty} Y^{(t)} = (I - cW)^{-1}(1 - c)X$$ (8)

where we collect variables $\gamma_{ui}^{(t)}$ for every user-item pairs $(u, i)$ as a matrix $Y^{(t)}$. Also, we collect $\varphi_{uk}$ as a matrix $W$, in which $W_{uk} = \varphi_{uk}$ for connected user pairs and $W_{uk} = 0$ for others. As we can see from equation [8], SamWalker replaces the posterior expectation of user’s exposure with a weighted combination of the users’ consumption in his social network. The weight matrix $(I - cW)^{-1}$ is a graph or diffusion kernel [59], which has been widely adopted to measure node proximity in the network and depends on the edge weight parameters $\varphi$ for every social ties. The inference of user’s exposure can benefit from the knowledge of his similar social friends. Overall, SamWalker is capable of capturing social correlations between users and reduces the number of variational parameters from $O(n \times m)$ to $O(|E|)$, where $|E|$ denotes the number of edges in the social network. By iteratively learning the transformation function and the preference model, SamWalker can adaptively specify different weights to different data based on users’ social contexts.

### 5 SamWalker++

A key limitation of SamWalker is that it requires additional social network data to model users’ correlation, which may not be easy to collect in many recommender systems. To deal with this problem, we further propose SamWalker++, which does not use any side information. SamWalker++ models data confidence with a constructed pseudo-social network. As illustrated in Figure 2 in the pseudo-social network similar users are connected with specific additional nodes so that the learning of a user’s exposure can benefit from the information of his similar users. We introduce two kinds of nodes:

- **Item nodes**: Note that the users who have interacted with common items tend to have similar exposure.
Thus, we introduce item nodes as bridges and link the user-item pairs with positive feedback, so that the inference of one’s exposure can benefit from the knowledge of his similar users with co-purchased items.

- **Community nodes**: Motivated by the social psychology statement [13], [14] that users are clustered into some content-sharing communities, we deduce the latent communities among users and introduce community nodes as medium to transfer the knowledge of users’ exposure along the community. That is, as shown in Figure 2, we give links for the user-community pairs if the user belongs to the community. Note that pre-computing users’ community with community discovering algorithms is not-optimal, as the rich supervised signals from users’ exposure have not been exploited. Thus, we prefer end-to-end models. We first connect each user-item pairs and then adaptively learn users’ community distribution as training process going on.

Given a pseudo-social network, we devise a novel exposure model on the network and specify data confidence weights with a network-aware function \( \gamma_{ui} = h_{\varphi}(X, G) \), where \( G \) denotes the constructed pseudo-social network encoding similarity among users. That is, we design a transformation function \( h \) with parameters \( \varphi \) that maps the behaviors of the target user and his similar users into the probability of his exposure to the item. This way, the rich knowledge from these similar users can be transferred to learn the target user, which mitigates over-fitting problem and boosts inference accuracy. Similar to SamWalker, a promising way of modeling transformation function \( h_{\varphi} \) is to iteratively simulate the knowledge flowing along the pseudo-social network. We initially set the label of users’ exposure with his consumption and then reconstruct exposure with the information from their connected users. We model two kinds of information propagation.

Along item nodes. On the one hand, the users with co-purchased items provide knowledge on the target user’s exposure. We define the message from this kind of similar users to the target user \( u \) along the co-purchased items as:

\[
m_{ui}^{u \rightarrow i \rightarrow u} = \sum_{i \in N_{ui} \cap I \in I} \sum_{v \in N_{vi} \cap \nabla \in \nabla} \varphi_{ui}^{u \rightarrow i \rightarrow u} \nabla_{iv}^{(t)}
\]

where \( N_{ui} \) and \( N_{vi} \) denote the neighbor nodes sets of the user \( u \) and item \( i \), \( \varphi_{ui}^{u \rightarrow i \rightarrow u} \) denote edge weights, balancing the contributions of information from different edges and meeting \( \sum_{v \in N_{ui} \cap I \in I} \varphi_{ui}^{u \rightarrow i \rightarrow u} = 1 \), \( \sum_{v \in N_{vi} \cap \nabla \in \nabla} \varphi_{vi}^{v \rightarrow i \rightarrow u} = 1 \). The product of \( \varphi_{ui}^{u \rightarrow i \rightarrow u} \) and \( \varphi_{vi}^{v \rightarrow i \rightarrow u} \) can be interpreted as path strength for \( u \leftarrow i \leftarrow v \), characterizing the strength of information flowing from the user \( v \) to the target user \( u \). As we can see, the users with more and stronger paths, suggesting that they exhibit more similarity with the target user, will bring more information on learning.

Along community nodes. On the other hand, users belonging to common communities will also exhibit correlations in their exposure. We define the message from this kind of similar users as:

\[
m_{ui}^{u \rightarrow c \rightarrow u} = \sum_{c \in N_{ui} \cap C \in C} \sum_{a \in a_{ui} \cap A \in A} \varphi_{uc}^{u \rightarrow c \rightarrow u} \gamma_{cv}^{(t)}
\]

where \( \varphi_{uc}^{u \rightarrow c \rightarrow u} \) and \( \varphi_{cv}^{c \rightarrow u} \) denote edge weights, balancing effect of different information edges and meeting \( \sum_{c \in N_{ui} \cap C \in C} \varphi_{uc}^{u \rightarrow c \rightarrow u} = 1 \), \( \sum_{a \in a_{ui} \cap A \in A} \gamma_{cv}^{c \rightarrow u} = 1 \). Intuitively, \( \varphi_{uc}^{u \rightarrow c \rightarrow u} \) can be interpreted as user’s community distribution and \( \varphi_{cv}^{c \rightarrow u} \) as the extent to which the community member \( v \) exposes to the community \( c \). The inference of user \( u \)’s exposure can refer to the exposure of other community members. The knowledge flows along the path \( u \leftarrow a \leftarrow v \) with strength \( \varphi_{uc}^{u \rightarrow a \rightarrow c} \gamma_{cv}^{c \rightarrow u} \).

Aggregation. We now aggregate the two messages to refine the target user \( u \)’s exposure:

\[
\gamma_{ui}^{(t+1)} = c(a_{ui}m_{ui}^{u \rightarrow i \rightarrow u} + (1 - a_{ui})m_{ui}^{u \rightarrow c \rightarrow u}) + (1 - c)\gamma_{ui}^{(t)}
\]

The parameter \( c \) \((0 \leq c \leq 1)\) specifies the relative contributions from the initial label and the connected similar users. \( a_{ui} \) balances the contributions of these two messages. Moreover, with the transitivity of similarity, our similar users of similar users, or even higher-order similar users, are potentially similar to us. These high-order similar users, as abundant information resources, usually provide useful knowledge of the target user’s exposure. Thus, referring to SamWalker, we stack multi-stage of refinement as illustrated in Figure 3 so that the inference of a user’s exposure can benefit from high-order connected users. Overall, SamWalker++ replace \( \gamma_{ui} \) with a network-aware function \( h_{\varphi} \) parameterized by \( \varphi = \{\varphi_{ui}^{u \rightarrow i \rightarrow u}, \varphi_{ui}^{u \rightarrow c \rightarrow u}, \varphi_{cv}^{c \rightarrow u}, a_{ui}\} \), to which equations (9), (10), (11) converge:

\[
Y_{t+1} = h_{\varphi}(X, G) = \lim_{t \to \infty} Y_{t+1} = \lim_{t \to \infty} (I - cW^+)^{-1}(1 - c)X
\]

where \( W^+ = A\Phi^{u \rightarrow i \rightarrow} (\Phi^{i \rightarrow u})^T + (1 - A)\Phi^{u \rightarrow c \rightarrow} (\Phi^{c \rightarrow u})^T \). Also, we collect parameters \( a_{ui} \) for each user as a diagonal matrix \( A \) and collect \( \Phi^{u \rightarrow i \rightarrow} \) as a matrix \( \Phi^{u \rightarrow i \rightarrow} \), in

4. Here we define the connected users as the users with common items or common communities.
which $\Phi^{u+i} = \phi^{u+i}$ for connected user-item pair $(u, i)$ and $\Phi^{u+i} = 0$ for others. Similar treatments are used for parameters $\gamma^{u-i}, \phi^{u-c}, \phi^{c-u}$. SamWalker++ models user’s exposure with a weighted combination of other users’ consumption. Also, the weight matrix $(I - cW^{+})^{-1}$ is a graph or diffusion kernel [19] characterizing users proximity in the pseudo-network, which naturally encodes similarity or even high-order similarity between users into the inference procedures, which boosts the inference accuracy.

5.1 Discussion

We show that the proposed SamWalker++ satisfies the following four desirable properties:

**Side-information free.** As we can see, SamWalker++ only uses implicit feedback data and does not require any side information (e.g. social network, item contents, tags). As side information are not available in many recommender system, SamWalker++ can be applied in more situations comparing with the methods using side information (e.g. SamWalker).

**Mitigate over-fitting.** Another advantage of SamWalker++ is its ability to mitigate over-fitting problem. One evidence supporting this point can be seen from the less parameters of SamWalker++ comparing with EXMF. SamWalker++ reduces the number of variational parameters from $O(NM)$ to $O(|X^{(1)}| + N K)$, where $|X^{(1)}|$ denotes the number of observed positive feedback in the dataset and $K$ denotes the number of inferred communities. Due to the sparsity of the implicit feedback data, the number of positive data ($|X^{(1)}|$) is much less than the number of all data ($nm$).

How SamWalker++ mitigates over-fitting can be interpreted from another perspective. Referring to the analyses presented in [6], let us draw an analogy with the floating balls in the water, as illustrated in Figure 4. Learning exposure-based recommendation model according to equation (5) will give a force to pull up these positive balls (data) and push down these unobserved balls (data). For the vanilla EXMF model, the data confidence weights will easily achieve extreme values $\gamma_{ui} \approx 1$ for the positive data and $\gamma_{ui} \approx 0$ for the unobserved data, where the unobserved data make little contribution to training the recommendation model and the model will suffer from over-fitting. But in SamWalker++, users’ exposure (data confidence) are connected with additional items or communities, which can be analogies as additional balls with elastic links connecting the data. Naturally, the unobserved data with more and stronger connections with positive data, will be pulled up higher due to the force from the links. This way, when the model has well fitted the data, the positive and the unobserved balls will get stable at different depth in water, as the knowledge (force) will proration among the data. The over-fitting effect will be mitigated.

**Adaptation.** The data confidence is defined with a parameterized function instead of pre-defined values. Thus, the data confidence will adaptively evolve with training process going on, which is more flexible and does not require manual tuning of confidence weights. Moreover, as SamWalker++ integrates other user information, some irrelevant factors and even data noises may be injected into the inference. Fortunately, SamWalker++ is trained in a supervised manner by maximizing data likelihood so that the model can adaptively recognize important edges and extract useful information from the network.

**Fast informative sampling.** Also, SamWalker++ supports fast informative sampling, which will be discussed in the next section.

6 Inference with Informative Sampler

6.1 Random walker-based sampler

Stochastic gradient descent (SGD), as a promising solution to speed up training procedures, has been widely applied in recommendation. The sampling strategy plays an important role in SGD, as it determines which data are used to update parameters and how often. However, since the informative instances with larger confidence $\gamma_{ui}$ are usually buried in a large pile of uninformative ones, existing samplers usually fail to pick out informative data, leading to poor convergence and non-optimal performance. Thus, in this section, we develop a novel informative sampling strategy and address the following two key research questions: (Q1) Given the current learned data confidence $\gamma_{ui}$, how to define the informative sampling distribution? (Q2) Given informative sampling distribution, how to draw instances efficiently?

For the question (Q1), intuitively, the informative data with larger confidence $\gamma_{ui}$ should be sampled with larger probability, since these terms make more contribution to the objective function. In fact, we have the following lemmas:

**Lemma 1.** To evaluate the unbiased gradient of $L$ w.r.t $\theta$, the sampling strategy with distribution $p_{ui} \propto \gamma_{ui}$ can reduce sampling variance.

The proof is presented in appendix.

**Lemma 2.** To evaluate the unbiased gradient of $L$ w.r.t $\theta$, the sampling strategy with distribution $p_{ui} \propto \gamma_{ui}$ can speed up gradient calculation.

**Proof.** If the sampling distribution is proportional to the data confidence $(p_{ui} = \gamma_{ui}/Z$, where $Z = \sum_{u \in U, i \in I} \gamma_{ui})$, we have:

$$\frac{\partial L}{\partial \theta} = \sum_{u \in U, i \in I} \gamma_{ui} \frac{\partial \ell_{ui}}{\partial \theta} = \sum_{u \in U, i \in I} p_{ui} \frac{\partial \ell_{ui}}{\partial \theta} = E_p \left[ \sum_{(a,b) \in p} \frac{1}{Z} \frac{\partial \ell_{ab}}{\partial \theta} \right]$$

(13)

where the confidence weights $\gamma_{ui}$ have been absorbed into the sampling bias and does not need calculating in each iteration, which saves much time. □
The question (Q2) is more challenging, as the sampling distribution will evolve over a large data space as training process going on. A naive implementation of informative sampler is to estimate and rank the current learned confidence weights \(\gamma_{ui}\) for every user-item pair and then pick out the informative data based on \(\gamma_{ui}\). It is apparently inefficient and cannot satisfy practical requirement. To avoid estimating confidence weights, we propose the following sampling strategy for our SamWalker and SamWalker++:

**Random Walk-based sampling strategy.** For the target user \(u\), we perform the random walk along the network from user node \(u\) to sample the informative feedback data of user \(u\). At each step \(t\) of random walk, supposing we are at a certain user \(v\), we have two options:

1. With probability \(c\), we terminate the random walk. We stay at user \(v\) and randomly (uniformly) select a portion of \((N_v/\beta)\) items that have been consumed by the user \(u\), where \(N_v\) denotes the number of items consumed by the user \(v\). Then we add the feedback data of user \(u\) on these selected items into sampled set \(S\).

2. With probability \((1-c)\), we continue our random walk. For the SamWalker model, we randomly select one of \(v\)'s connected friends \(r\) based on personalized tie strength \(\varphi_{vr}\) and walk to \(r\) for the next walk step; For the SamWalker++ model, we first flip a coin based on \(\alpha\) to decide which kinds of nodes (items or communities) we would like to walk along. If we choose item nodes (or community nodes) as a medium, then we randomly walk to one of \(v\)'s connected items \(i\) (or communities \(c\)) based on edge weights \(\varphi_i^{c\rightarrow t} (\varphi_{c\rightarrow t})\). After that, we randomly walk from \(i\) (or \(c\)) to its connected user node \(r\) based on \(\varphi_r^{t\rightarrow i}\) (or \(\varphi_r^{t\rightarrow c}\)) for the next walk step.

Our random walk-based sampling strategy satisfies the following desirable property:

**Lemma 3.** The sampling probability of the above random walk-based strategy is proportional to the data confidence.

**Proof.** It is easy to check that transformation probability from one user \(u\) to another user \(r\) in the step (2) is consistent with the \((u, r)\)-th element of the matrix \(W^t\) for SamWalker or \(W^t\) for SamWalker++*. Further we can find that the \((u, r)\)-th element of matrix \((cW^t)^t(1-c)\) (or \((cW)^t(1-c)\)) is the probability of starting from the source user \(u\) and terminating at the user \(r\) in step \(t\). Correspondingly, the \((u, i)\)-th element of matrix \((cW)^t(1-c)X\) represents the sampled probability of the user-item feedback data \(x_{ui}\) in the step \(t\). Sum over the probability in different steps, we have the sampled probability of the data as follow:

\[
P = \sum_{t=0}^{\infty} (c\Phi)^t(1-c)X/\beta \propto Y \tag{14}
\]

which is proportional to the data confidence. \(\square\)

Here we give more intuitive explanation of our proposed random walk-based sampling strategy. The random walk from the target user \(u\) will explore user’s social contexts and finally randomly arrive at a specific user \(v\) based on their graph proximity. In fact, the network is constructed with social relations or users’ similarity. Higher edge weights or shorter distance between the user \(v\) to the target user \(u\), indicates more similarity between the two users and thus \(v\) will be selected with higher probability. The corresponding items, which are exposed (consumed) to \(u\)'s similar users, are more likely exposed to the user \(u\). Our random walk-based sampling strategy encodes the knowledge from other similar users and thus is capable of selecting informative instances.

In practice, we usually conduct \(\alpha\) times random walk for each user to achieve more reliable mini-batch stochastic optimization. The parameters \(\alpha, \beta\) control the batch size. Note that there is a chance for a single random walk to continue forever. In fact, we pay more attention to user’s local social context and thus terminate the random walk when the number of steps exceeds a certain threshold \((t > t_m)\). Concretely, when \(t > t_m\), we uniformly walk to random user in the system and sample the data as option (1).

### 6.2 Inference of the edge weights \(\varphi\)

Note that knowledge transfer between the data may also inject some irrelevant factors or even noises. Thus, we would like to train SamWalker and SamWalker++ in a supervised manner so that the model can adaptively recognize important edges and extract useful information along the network. We achieve this by optimizing the lower bound of margin likelihood (equation 5) w.r.t parameters \(\varphi\) with stochastic gradient methods. However, directly deriving gradient from transformation function \(g_\varphi\) (equation 8) involves matrix inversion and suffers from low efficiency. Alternatively, as illustrated in Figure 3, we iteratively simulate spread as equation (7), and stacks multi-layers neural network \([60], [61]\) to infer the personalized edge weights. We also reparameterize \(\varphi_{uv}, \varphi_{ui}^{t\rightarrow i}, \varphi_{iv}^{t\rightarrow u}, \varphi_{uc}^{t\rightarrow c}, \varphi_{cv}^{t\rightarrow u}\) with a Softmax transformation to deal with sum-to-one constraints. Backward proration can be easily conducted to infer tie strength \(\varphi\) without requiring time-consuming matrix inversion. Further, mini-batch-based stochastic gradient methods can be employed to speed up the inference. Note that the data set \(S\) from random walk strategy is sampled for updating the recommendation model, and may not be suitable for \(\varphi\). Thus, we choose the uniform sampler. In each step, we randomly (uniformly) select a portion of \(N_{SI}\) items and update tie strength based on users’ exposure on these selected items. Overall, the inference of our SamWalker and SamWalker++ is presented in Algorithm 1.

### 6.3 Complexity Analyses

The time complexity of the inference of SamWalker and SamWalker++ is attributed to the following three parts: (1)
In sampling step, we will conduct $a$ times random walk for each user to generate sampled data set $S$. The time for this part is $O(n d t_m + E + |S|)$, where $n$ denotes the number of users in the system and $E$ denotes the number of edges in the network; $t_m$ denotes the max depth of random walk and $|S|$ denotes the number of data in the set $S$. (2) When inferring the preference parameters $\theta$, we just estimate gradients on the sampled data $S$. The time for this step is $O(|S|d)$. (3) When inferring the parameters $\varphi$ of the transformation function, we conduct the gradient back propagation along the network for the selected $N_{SI}$ items. The complexity for this part is $O(N_{SI}|E|)$. Hence, the overall computational complexity is $O(n d t_m + |S|d + N_{SI}|E|)$. Due to the sparsity of the recommendation data, users usually have limited social friends, interactions and communities. Note that $|E| = |T^+|$ for SamWalker and $|E| = nD + |X^+|$ for SamWalker++, where $|T^+|$ denotes the number of social relations and $|X^+|$ denotes the number of observed positive feedback. Also, similar to many recent works [16], [20], we usually let $|S|$ be five times as large as the number of observed data and let the number of selected items $N_{SI}$ be 100. Thus, our algorithm is efficient on sparse implicit feedback data.

7 Experiments and analyses

In this section, we conduct experiments to evaluate the performance of SamWalker and SamWalker++. Our experiments are intended to address the following questions:

(Q1) Do SamWalker and SamWalker++ outperform state-of-the-art recommendation methods?

(Q2) How does SamWalker++ compare with SamWalker?

(Q3) How does the proposed sampling strategy perform?

(Q4) Is it beneficial to introduce item nodes and community nodes to infer the data confidence?

(Q5) How does the parameter $t_m$ (the max depth of proration) affect the recommendation performance?

7.1 Experimental protocol

Datasets. Five datasets Epinions[5], Ciao[6], LastFM[7], Movielens-1M[8] and BookCrossing[9] are used in our experiments. These datasets contain users’ feedback on the items. The datasets Epinions, Ciao and LastFM also contain users’ social relations. The dataset statistics are presented in Table 1. Similar to [5], [45], we preprocess the datasets so that all items have at least three interactions and “binaryize” user’s feedback into implicit feedback. That is, as long as there exists some user-item interactions (ratings or clicks), the corresponding implicit feedback is assigned a value of 1. Also, we drop out items that have been consumed by too many (larger than 100) or too few (smaller than 3) users to moderate the popularity biases [62] in estimation. Grid search and 5-fold cross validation are used to find the best parameters. In our SamWalker and SamWalker++, we set $\eta_{kj} = 0.5$, $\alpha = 100$, $\beta = 20$, $c = 0.9$, $t_m = 5$. All experiments are conducted on a server with 2 TiTanX GPUs, Intel E5-2620 CPUs and 256G RAM[10].

Compared methods. We compare SamWalker and SamWalker++ with following baseline methods. Table 2 also summarizes their characteristics.

- WMF(ALS) [4], [63]: The classic weighted matrix factorization model for implicit feedback data. The corresponding ALS-based [4] algorithm can reduce inference complexity.
- BPR [20]: The classic pair-wise method for recommendation, coupled with matrix factorization. For efficient recommendation, BPR employs uniform sampling strategy to draw the training instances.
- EXMF [12]: A probabilistic model that directly incorporates user’s exposure to items into traditional matrix factorization. EXMF does not utilize social information and chooses an item-dependent prior of user’s exposure.
- FAWMF [16]: A fast matrix factorization model with adaptive confidence weights and memorization-based learning algorithm.
- LightGCN [17]: State-of-the-art recommendation model with graph neural network on the user-item interaction graph.
- SBPR [51]: SBPR integrates social information into BPR by assuming that the items consumed by connected friends are ranked higher than those not.
- SERec-Bo [52]: A probabilistic model that extends the EXMF model with social influence on user’s exposure. Note that in [52] the authors reported that the performance of SERec-Bo is consistently better than their other model SERec-Re. Thus, here we choose SERec-Bo as a comparison.
- SoEXBMF [8]: A probabilistic model that further extends the EXMF model with both social knowledge influence and social consumption influence on user’s exposure.

5. http://www.trustlet.org/opinions
6. http://www.cse.msu.edu/~tangjili/trust
7. https://grouplens.org/datasets/hetrec-2011/
8. https://grouplens.org/datasets/movielens/
9. https://grouplens.org/datasets/books-book-crossing/
10. Source code will be available at github https://github.com/jiawei-chen/SamWalker

TABLE 1

| Datasets | Number of users | Number of items | Number of interactions | Sparsity of interactions | Number of social relations |
|----------|----------------|----------------|------------------------|--------------------------|---------------------------|
| Epinions | 1,236          | 1,498          | 32,005                 | 0.07%                    | 305,450                   |
| Ciao     | 1,236          | 1,498          | 32,005                 | 0.07%                    | 305,450                   |
| LastFM   | 1,236          | 1,498          | 32,005                 | 0.07%                    | 305,450                   |
| Movielens-1M | 6,081 | 33,078 | 1,000,087 | 0.05% | none |
| BookCrossing | 1,000,177 | 34,075 | 0.10% | 0.05% | None |

TABLE 2

| Methods | Social | Exposure | Sampling | Complexity |
|---------|--------|----------|----------|------------|
| WMF(ALS)|        |          |          | $O((n+\alpha m+d)T)$ |
| BPR     |        |          |          | $O(nmT)$ |
| FAWMF   |        |          |          | $O((n+\alpha m+d)T)$ |
| LightGCN|        |          |          | $O((n+\alpha m+d)T)$ |
| SBPR    |        |          |          | $O((n+\alpha m+d)T)$ |
| SERec-Bo|        |          |          | $O((n+\alpha m+d)T)$ |
| SoEXBMF |        |          |          | $O((n+\alpha m+d)T)$ |
| SamWalker|        |          |          | $O((n+\alpha m+d)T)$ |
| SamWalker++|    |          |          | $O((n+\alpha m+d)T)$ |
Evaluation Metrics. We adopt the following metrics to evaluate recommendation performance:

- Recall@K (Rec@K): This metric quantifies the fraction of consumed items that are in the top-K ranking list sorted by their estimated rankings. For each user $i$, we define $Rec(i)$ as the set of recommended items in top-K and $Con(i)$ as the set of consumed items in test data for user $i$. Then we have:

$$Recall@K = \frac{1}{|U|} \sum_{i \in U} \frac{|Rec(i) \cap Con(i)|}{|Con(i)|}$$  \hspace{1cm} (15)

- Precision@K (Pre@K): This measures the fraction of the top-K items that are indeed consumed by the user:

$$Precision@K = \frac{1}{|U|} \sum_{i \in U} \frac{|Rec(i) \cap Con(i)|}{|Rec(i)|}$$  \hspace{1cm} (16)

- Normalized Discounted Cumulative Gain (NDCG): This is widely used in information retrieval and it measures the quality of ranking through discounted importance based on positions. In recommendation, NDCG is computed as follow:

$$NDCG = \frac{1}{|U|} \sum_{i \in U} \frac{DCG_i}{IDCG_i}$$  \hspace{1cm} (17)

where $DCG_i$ is defined as follow and $IDCG_i$ is the ideal value of $DCG_i$ coming from the best ranking:

$$DCG_i = \sum_{j \in Con(i)} \frac{1}{\log_2(rank_{ij} + 1)}$$  \hspace{1cm} (18)

where $rank_{ij}$ represents the rank of the item $j$ in the recommended list of the user $i$.

- Mean Reciprocal Rank (MRR): Given the ranking lists, MRR is defined as follow:

$$MRR = \frac{1}{|U|} \sum_{i \in U} \sum_{j \in Con(i)} \frac{1}{rank_{ij}}$$  \hspace{1cm} (19)

7.2 Performance comparison (Q1)(Q2)

Table 3 presents the performance of the compared methods in terms of four evaluation metrics. The mark ‘*’ denotes the winner in that row, while the boldface font denotes the winner among the non-social recommendation methods (WMF(ALS), BPR, EXMF, FAWMF, LightGCN, SamWalker++). Overall, except the results in the dataset Movielens, SamWalker or SamWalker++ outperform all compared baselines on all datasets for all metrics. For the sake of clarity, the columns ‘impv1’ and ‘impv2’ also show the relative improvement achieved by SamWalker over the all baselines and SamWalker++ over the non-social baselines respectively. The improvements are significant. Especially on the large dataset Epinions, the improvements of SamWalker over all baselines is 24.43%, 46.26%, 3.45%, 16.90% in terms of Pre@5, Rec@5, NDCG, MRR respectively, while the improvements of SamWalker++ over the non-social baselines are 67.73%, 60.37%, 6.24%, 50.27%.

Effect of modeling user’s exposure. In the real world, users usually have personalized social contexts and thus are exposed to diverse information. Correspondingly, different data will have different confidence for estimating user’s preference. That is, some un-observed feedback are more likely attributed to user’s preference while others are the results of users’ awareness. The exposure-based methods, which is capable of adaptively learning fine-grained data confidence weights, usually achieve better performance than the methods with manually assigned confidence weights. It can be seen from the experimental results that the best results are always achieved by the exposure-based methods.

Comparing with exposure-based methods. Generally, our proposed SamWalker and SamWalker++ achieve better performance than existing exposure-based methods. The superiority can be attributed to two reasons: (1) The vanilla exposure-based method will easily suffer from over-fitting problem which deteriorates the recommendation accuracy. As discussed in subsection 5.1, Our SamWalker and SamWalker++ leverage (peusdo)-social network as bridges to transfer the information between the data, which mitigates the over-fitting effect. (2) For efficient recommendation, our methods employ random walk-based sampler to adaptively draw informative data, which can reduce sampling variance and achieve much better performance than heuristic samplers (e.g. Uniform). Thus, with minor sacrifices on accuracy, the stochastic learning strategy of our methods achieves comparable performance with the full-batch-based learning strategy, which either suffer from low efficiency (e.g. EXMF, SERec-Bo and SoEXBMF) or sacrifice models’ flexibility with memorization mechanism (FAWMF). Specifically, FAWMF achieves excellent performance in the dense dataset Movielens, even slightly better than SamWalker++, while it has really poor performance in the sparse datasets such as BookCrossing and Epinions, which is even worse than the simple baselines.

SamWalker++ Vs. SamWalker. Although SamWalker++ does not use social information, SamWalker++ still achieves comparable performance with SamWalker. Especially in the dataset Epinions, where the social information is not as abundant as LastFM, SamWalker++ even outperforms SamWalker. These results validate the effectiveness of the constructed pseudo-social network, which encodes rich similarity information between users as the real social network. Moreover, SamWalker++ is more flexible, which can handle the situation where the social information is very sparse or absent.

Runtime vs. NDCG. Figure 5 depicts running time (X-axis) vs. NDCG (Y-axis) of the ten compared recommendation methods. As we can see, generally, SamWalker or SamWalker++ achieve best performance. The powerful competitor is LightGCN, which models user’s preference based on light graph neural network. Although LightGCN has better NDCG than SamWalker (SamWalker++) at the beginning, SamWalker (SamWalker++) overtakes LightGCN soon with few iterations and achieves much better performance than LightGCN finally. Also, we observe that these exposure-based methods (EXMF,SERec,SoEXBMF) achieve good performance but are computational expensive. Although memorization strategy can speed up the training procedure, it limits the capacity of the model and deteriorates model’s performance. It can be seen from the
The performance metrics of the compared methods. The mark "*" denotes the winner in that row, while the boldface font denotes the winner among the non-social recommendation methods. The column 'Impv1' indicates the relative performance gain of our SamWalker compared to the best results among all baselines, while the column 'Impv2' indicates the relative performance gain of our SamWalker++ compared to the best results among the non-social methods.

| Data-sets | Metrics | WMF | BPR | EXMF | FAWMF | Light-GCN | SBPR | SeRec | So-EXBMF | SamWalker | SamWalker++ | Impv1  | Impv2  |
|---------|--------|-----|-----|------|-------|-----------|------|-------|----------|-----------|-------------|--------|--------|
| LastFM  | PrefBS | 0.0928 | 0.1004 | 0.0957 | 0.1011 | 0.1054 | 0.0996 | 0.1018 | 0.1198 | 0.4252* | 0.1177* | 6.223% | 4.163% |
|         | RecBS  | 0.0884 | 0.0888 | 0.0959 | 0.1006 | 0.0974 | 0.0851 | 0.0990 | 0.1014 | 0.1072* | 0.1072* | 5.685% | 5.207% |
|         | MRR    | 0.3592 | 0.2704 | 0.3487 | 0.2842 | 0.3583 | 0.3465 | 0.3519 | 0.3671 | 0.3671** | 0.3671** | 1.93%  | 1.93%  |
| Ciao    | PrefBS | 0.0172 | 0.0144 | 0.0095 | 0.0143 | 0.0154 | 0.0156 | 0.0118 | 0.0181 | 0.0182* | 0.0182* | 2.52%  | 2.52%  |
|         | RecBS  | 0.0123 | 0.0125 | 0.0105 | 0.0102 | 0.0106 | 0.0124 | 0.0124 | 0.0152 | 0.0167* | 0.0167* | 10.38% | 10.38% |
|         | MRR    | 0.0138 | 0.0049 | 0.0085 | 0.0098 | 0.0067 | 0.0067 | 0.0052 | 0.0075 | 0.0073  | 0.0073  | 7.57%  | 7.57%  |
| Epinions| PrefBS | 0.0095 | 0.0088 | 0.0081 | 0.0090 | 0.0098 | 0.0088 | 0.0071 | 0.0119 | 0.0119* | 0.0119* | 24.43% | 24.43% |
|         | RecBS  | 0.0087 | 0.0086 | 0.0082 | 0.0071 | 0.0066 | 0.0089 | 0.0101 | 0.0126 | 0.0134 | 0.0134* | 24.43% | 24.43% |
|         | MRR    | 0.0051 | 0.0049 | 0.0048 | 0.0015 | 0.0048 | 0.0032 | 0.0065 | 0.0073 | 0.0073  | 0.0073  | 67.72% | 67.72% |
| MovieLens-1M | PrefBS | 0.3841 | 0.3613 | 0.3871 | 0.4054* | 0.3704 |       |       |       |       |       | 0.3529 | -3.08% |
|          | RecBS  | 0.3924 | 0.3928 | 0.3936 | 0.3949* | 0.3845 |       |       |       |       |       | 0.3943 | -3.08% |
|          | MRR    | 0.3597 | 0.3514 | 0.3593* | 0.3511 | 0.3573 |       |       |       |       |       | 0.3920 | -3.08% |
| Book-Crossing | PrefBS | 1.3751 | 1.3023 | 1.3720 | 1.6209* | 1.5204 |       |       |       |       |       | 1.5810 | 2.83%  |
|          | RecBS  | 0.5086 | 0.5091 | 0.5078 | 0.5058 | 0.5018 |       |       |       |       |       | 0.5177 | 6.41%  |
|          | MRR    | 0.4583 | 0.4538 | 0.4582 | 0.4513 | 0.4541 |       |       |       |       |       | 0.4617 | 6.41%  |

Fig. 5. NDCG for each method in different steps versus time.

TABLE 4
Average empirical variance of the estimated gradients using different sampling strategies. Here $X^{(1)}$, $X^{(0)}$ denote the number of ones or zeros in the matrix $X$. Similarly, $i^{(1)}$, $i^{(0)}$ denote the number of ones or zeros in the $i$-th row of matrix $X$ and $c^{(1)}$, $c^{(0)}$ denote the number of ones or zeros in the $j$-th column of matrix $X$.

| Sampling strategy | Distribution | Average Variance |
|-------------------|--------------|------------------|
|                   | For SamWalker | For SamWalker++  |
|                   | 50 It.        | 100 It.          | 200 It. |
|                   | 50 It.        | 100 It.          | 200 It. |
| S-allunion         | $p_{ui} = 1/(n \times m)$ | 2.5793 | 2.5640 | 2.6663 | 2.6411 | 2.8089 | 2.8003 |
| S-balunion         | $p_{ui} = 1/(2|X^{(u)}|)$ | 0.4154 | 0.4941 | 0.5368 | 0.5691 | 0.4381 | 0.4639 |
| S-tipopop          | $p_{ui} = I[x_{ui} = 1]/(2|X^{(u)}|) + I[x_{ui} = 0]/(2 \sum_{1 \leq m < n} c^{(1)}_{ij})$ | 0.1720 | 0.1938 | 0.2190 | 0.1382 | 0.1537 | 0.1583 |
| S-cobias           | $p_{ui} = r_{u}(1-r_{u})/2 \sum_{1 \leq m < n} I[x_{ui} = 0] | 0.1617 | 0.1874 | 0.2031 | 0.1562 | 0.1762 | 0.1859 |
| Random Walk        | $p_{ui} \propto \gamma_{ui}$ | 0.1358 | 0.1464 | 0.1510 | 0.1296 | 0.1395 | 0.1394 |

efficiency but poor performance of FAWMF in these sparse datasets. Instead, our SamWalker and SamWalker++ employ network-based exposure model and sampler, which has both great efficiency and accuracy.

7.3 Sampler comparisons (Q3)

In this subsection, we compare our random-walk-based sampler with other sampling strategies including: (1) S-allunion, the global uniform sampling strategy; (2) S-balunion [23, 63], which samples un-observed data (zeros) and observed data (ones) with equal probability to deal with unbalance data problem; (3) S-tipopop [18], which samples instances based on item popularity; (4) S-cobias [23], whose probability of sampling a un-observed data (zero) at location $(u, i)$ is proportional to the number of ones in the $u$-th row (the number of user’s consumption) and the number of zeros in the $i$-th column (item popularity).

Also, an equivalent bias is introduced for the observed data. The detailed distributions of these sampling strategies are presented in Table 4.

**Variance.** We first empirically compare the variance of the estimated gradients of our SamWalker or SamWalker++ by using different sampling strategies. To do this, we train
our models for 50, 100 or 500 epochs on the dataset LastFM. After training, we generate mini-batch with various sampling strategies and calculate un-biased estimated gradients of our objective w.r.t $\theta$. We repeat this procedure for 1000 times and calculate the variance of the estimated gradients for different sampling strategies. The final results presented in Table 4 are averaged over various preference parameters.

Table 4 shows that our random walk-based sampling strategy achieves the lowest average variance among various samplers for all conditions. This result is coincident with our Lemma 1. Our sampler, whose sampling probability is proportional to the data confidence, can indeed reduce the sampling variance. Also, we observe the following interesting phenomenon: With more training epoches, the variance will become larger, not smaller as usual. It may be explained as follow: SamWalker and SamWalker++ initialize with relative similar edge weights. With training proceeding, driven by the data, the edge weights and data confidence exhibit more and more heterogeneity. Thus, the variance of the estimated gradients will become larger.

**Performance.** Figure 6 presents the NDCG of SamWalker on the dataset LastFM with different sampling strategies versus the number of iterations and running time. As we can see, our adaptive random walk-based sampler performs better than others in all convergence, speed and accuracy. One reason is that our sampler has low variance, as showed in Table 4. Another reason is that in our sampler the confidence weights $\gamma_{ui}$ are absorbed into the bias of the sampling distribution (reffering to Lemma 2). Thus, the gradient estimator does not need to calculate $\gamma_{ui}$ in each iteration to scale down the contribution from the different data, which saves much time.

### 7.4 Ablation study (Q4)

We further design a detailed ablation study to answer question Q4. That is, we remove different components at a time and compare CoSam with its two special cases: (1) SamWalker++noc, the special case of SamWalker++ which leaves out community nodes; (2) SamWalker++noi: the special case without item nodes. The performance of these special cases comparing with SamWalker++ is presented in Figure 7. We observe that SamWalker++ consistently outperforms its two special cases. This result validates the effectiveness of introducing both item nodes and community nodes to transfer the knowledge.

### 7.5 Effect of parameter $t_m$ (Q5)

It will be interesting to explore how parameter $t_m$ affects the performance of SamWalker++, where $t_m$ indicates the max depth of the random walk. As we can see from Figure 8, the performance of SamWalker++ with $t_m \geq 2$ achieves significant improvement over the SamWalker++ with $t_m = 1$. This result validates the effectiveness of leveraging similar users to transfer the knowledge. The reason is that the inference from one’s exposure can benefit from the information from other similar users. As $t_m$ becomes larger, with few exception, the performance will improve first, since the knowledge from high-order similar users is also beneficial to learn the user’s exposure. However, when $t_m$ surpasses a threshold, the performance becomes unaffected or even experiences some degradation with further increase of $t_m$. Too deep random walk will bring more irrelevant factors and even data noises, which deteriorates recommendation accuracy.

### 8 Conclusion

Data confidence assignment and efficient model learning are two key problems in the implicit recommendation task. In this paper, we present two novel recommendation methods SamWalker and SamWalker++ to address these problems. SamWalker models the data confidence with a social context-aware function, which can reduce the number of learned parameters and adaptively specify personalized confidence weights for implicit feedback data. As the real social network data is not easily obtained, we instead construct pseudo-social network where similar users are connected with specific item nodes or community nodes. SamWalker++ models data confidence on the pseudo-social network, so that the inference of a user’s exposure can benefit from other similar users. We further propose a random walk-based sampling strategy to draw informative training instances to speed up inference and reduce sampling variance. Extensive experimental results on five real-world datasets demonstrate the superiority of SamWalker and SamWalker++ over existing methods.

One interesting direction for future work is to leverage sophisticated graph neural network in the exposure model, which is capable of capturing more complex affinity between users and items along the interaction graph. Also, it will be interesting to explore dynamic exposure-based recommendation, as in the real world, users’ preference, exposure and relations may evolve over time.
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