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Abstract: We revisit the perturbative expansion at high temperature and investigate its convergence by inspecting the renormalisation scale dependence of the effective potential. Although at zero temperature the renormalisation group improved effective potential is scale independent at one-loop, we show how this breaks down at high temperature, due to the misalignment of loop and coupling expansions. Following this, we show how one can recover renormalisation scale independence at high temperature, and that it requires computations at two-loop order. We demonstrate how this resolves some of the huge theoretical uncertainties in the gravitational wave signal of first-order phase transitions, though uncertainties remain stemming from the computation of the bubble nucleation rate.
1 Introduction

The discovery of gravitational waves by LIGO [1] suggests a novel possibility to observe the early universe. The comparatively weak interaction between gravity and matter means that gravitational waves will free-stream after their production, carrying with them a fingerprint of whatever process produced them, a fingerprint which is potentially observable today. In particular, a strong first-order phase transition in the early universe would give rise to a stochastic background of gravitational waves (for recent reviews see Refs. [2–4]), which may be visible by planned gravitational wave experiments such as LISA [5], DECIGO [6], BBO [7] and Taiji [8]. In fact recent evidence for a possible stochastic background of gravitational waves by the NANOGrav experiment [9] has been interpreted as the gravitational wave signal of a first-order phase transition [10–13].

On the other hand, the discovery of the Higgs boson [14, 15] and high precision probes of its interactions at the LHC and planned future high-energy colliders play a central role in advancing our understanding of particle physics. In particular, determining the symmetry-breaking pattern of the electroweak sector is a major goal. A first-order electroweak phase transition may provide the necessary departure from equilibrium for the generation of the observed matter-antimatter asymmetry [16], yet this possibility requires new particles with masses \( \lesssim \text{TeV} \) which are not too weakly coupled to the Higgs [17]. The determination of the pattern of electroweak symmetry breaking is therefore a clear target for near-future collider experiments.
From an observation of a stochastic background of gravitational waves, one can in principle learn about the underlying physics of the production process. Indeed, it has been mooted that this may provide an experimental probe of particle physics beyond the Standard Model (BSM) which may be complementary and competitive with collider searches, see for example Refs. [17, 18] and references therein. However, for this to be feasible, it must be possible to make robust quantitative predictions of the gravitational wave spectrum produced by a given particle physics model. For first-order phase transitions, this in turn requires accurate predictions of the thermodynamics of the phase transition.

The majority of recent literature studying the thermodynamics of cosmological first-order phase transitions – in a wide variety of models – resorts to one-loop computations that use the (daisy-resummed) thermal effective potential. Such studies are aided by the known explicit form of the potential (in terms of background field-dependent mass eigenvalues) in this approximation [16, 19–24], so allowing for relatively straightforward applications even to complicated BSM models. This simplicity has led to a wealth of phenomenological studies, for example [25–55] which have broadened our understanding of the possible scope of planned gravitational wave experiments to probe particle physics (as well as viability of electroweak baryogenesis). However, as recently emphasised in Refs. [56, 57], such one-loop computations suffer from huge theoretical uncertainties due to thermal enhancements of infrared physics, significantly limiting the possibility of making quantitative conclusions. These amount to orders of magnitude uncertainty in the peak amplitude of the gravitational wave spectrum.

Unphysical dependence on the renormalisation scale ($\mu$) was noted as one of the largest theoretical uncertainties in typical one-loop computations [56]. This is in stark contrast with typical one-loop computations at zero temperature, in which renormalisation scale dependence is usually small, at least for theories with small couplings. As a consequence, this issue has been the subject of confusion in the literature. Incomplete attempts at renormalisation group (RG) improvement of the thermal effective potential were made for example in Refs. [47, 52, 59–65]. Note that renormalisation scale dependence can be regarded as a proxy revealing the size of missing higher-order terms; a strong renormalisation scale dependence reveals important missing terms.

In Fig. 1 we show an example of the renormalisation scale dependence of the gravitational wave spectrum from a first-order phase transition, in the real singlet-extended Standard Model (xSM). Shown are predictions for one benchmark parameter point based on two different approximations: the widely used one-loop thermal effective potential in (dotted) green, and a more complete computation in blue. In the one-loop calculation, both the peak amplitude of the gravitational wave spectrum and the LISA signal-to-noise ratio vary by four orders of magnitude as the renormalisation scale varies over just a factor of four, a huge theoretical uncertainty. This intrinsic uncertainty is much smaller for the more complete computation

\footnote{In fact, the theoretical uncertainties may be larger still than those found in Ref. [56]. For example, Ref. [58] compared two different one-loop approximations within the $Z_2$-symmetric xSM, and observed a difference of ten orders of magnitude.}

\footnote{Nevertheless, it is still an order of magnitude, demonstrating the importance of additional higher-order
that is organised in powers of couplings (rather than the loop expansion) and accounts for (equilibrium) contributions consistently up to $O(g^4)$. Here $g$ is a formal power counting parameter, that is identified with the SU(2) gauge coupling in the case of the xSM. For a detailed discussion of this analysis, see Sec. 6.

As we show in this article, for $Z_2$-symmetric theories, the trouble arises from the implicit running of thermal corrections to quadratic terms in the potential\(^3\)

\[
\frac{1}{2} \left( m^2 + \Pi_T \right) v^2, 
\]

leading to the strong renormalisation scale dependence of the high temperature effective potential. Here $v$ is a real background field, $m^2$ is the zero temperature mass parameter and $\Pi_T$ is the one-loop thermal contribution to the self-energy, i.e. the one-loop thermal mass. Denoting the interaction coupling by $g^2$, the thermal contribution to the self-energy has the schematic form $\Pi_T \sim g^2 T^2$. The implicit running of the $\Pi_T v^2$ term is an effect at $O(g^4 T^2 v^2)$

\(^3\)For non-$Z_2$-symmetric theories there is a similar troublesome thermal contribution to the tadpole.
and is not cancelled by any one-loop, or resummed one-loop, contribution to the effective potential. It is cancelled by explicit logarithms which only appear at two-loop level.

Thus the cancellation of renormalisation scale dependence requires more work at high temperature than it does at zero temperature. This is a specific case of a more general feature of physics at high temperatures: due to the high occupation of infrared modes, the effective expansion parameter is the square root of the coupling, necessitating higher-order calculations. While the one-loop approximation may suffice at zero temperature, one must work harder at high temperatures to achieve the same degree of accuracy.

The realisation that thermal effects can correct the effective potential at leading \(\mathcal{O}(g^2)\) order goes back to Ref. [67], where the thermal correction in Eq. (1.1) was derived. The more general misalignment of the loop expansion and the coupling expansion at high temperature was further clarified in Ref. [68], in which the presence of a contribution at \(\mathcal{O}(g^3)\) was demonstrated. However, the running of the tree-level potential starts at \(\mathcal{O}(g^4)\), so it was not until calculations were pushed to this order [69, 70] that issues of renormalisation scale dependence were directly tackled.

Ref. [70] pioneered the perturbative study of electroweak-type theories at high temperature. The approach was based upon organising perturbation theory as an expansion in powers of couplings, and not by the loop expansion. Strictly adopting such an expansion, the authors established that there is a unique way to handle the infamous ring or daisy diagrams, thereby fixing the \(\mathcal{O}(g^3)\) term in the effective potential. Furthermore, the computation was extended to \(\mathcal{O}(g^4)\). This required a two-loop computation, and the authors demonstrated that their results are correctly renormalisation group invariant to this order. In Refs. [71, 72] this calculation was extended, allowing for a parametrically larger Higgs self-coupling.

A more detailed discussion of renormalisation scale dependence at high temperature was given in Ref. [73], formulated in the framework of (high temperature) dimensional reduction, a framework that was at least implicit in Ref. [70]. In this, an important distinction was made between the renormalisation scale dependence associated with the heavy non-zero Matsubara modes, and that associated with the light zero Matsubara modes. Dimensional reduction was further developed in Refs. [74–76] (for reviews see Refs. [77–80]). An early triumph of the approach was the determination of the phase diagram of the Standard Model electroweak sector [81–83]. Building on these earlier works, later studies using dimensional reduction to study hot electroweak theories have typically performed complete \(\mathcal{O}(g^4)\) computations, for which the cancellation of renormalisation scale dependence serves as a useful crosscheck (c.f. for example [84–97]).

The majority of recent literature on cosmological first-order phase transitions utilises the daisy resummation scheme developed in Ref. [70], but falls short of carrying out a complete calculation at \(\mathcal{O}(g^4)\), in particular missing logarithms of the renormalisation scale from two-loop thermal masses and vacuum diagrams (as well as logarithms related to field renormalisation). Hence, the results of these studies exhibit a strong renormalisation scale dependence, which cannot be removed by RG running of tree-level and one-loop terms, due to the incompleteness of the computation at \(\mathcal{O}(g^4)\).
In this article, we aim to clarify the structure of the perturbative expansion at high temperature, as revealed through the lens of renormalisation scale dependence. We focus on the effective potential, as this carries much of the important thermodynamic information, though our general conclusions are not limited to the effective potential. The remainder of this article is organised as follows. To illustrate the crucial issues without unnecessary complications, we start by working with a simple example: the $\mathbb{Z}_2$-symmetric real scalar field, or $\phi^4$-theory. In Sec. 2 we review the RG improvement and scale independence of the effective potential at zero temperature. In Sec. 3 we show how this fails at high temperatures, leaving an uncancelled renormalisation scale dependence for the one-loop thermal effective potential. Further in Sec. 4 we show how this can be resolved by adding the leading two-loop contributions, which are $\mathcal{O}(g^4)$ in the coupling expansion. In Sec. 5 we turn to a realistic candidate theory of particle physics, the xSM, and demonstrate the numerical importance of our conclusions for predictions of equilibrium thermodynamics. In Sec. 6 we extend this discussion to the gravitational wave spectrum. Finally, we summarise and conclude in Sec. 7. For completeness, Appendix A collects some explicit technical details of the computation.

2 Scale independence at zero temperature

To demonstrate issues of scale dependence without unnecessary complications, we initially work with the simplest possible theory, that of a single real scalar field, $\phi$, with a $\mathbb{Z}_2$ symmetry, $\phi \rightarrow -\phi$. The Lagrangian density is

$$L = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - V(\phi),$$

$$V(\phi) = \frac{1}{2} m^2(\mu) \phi^2 + \frac{1}{4!} g^2(\mu) \phi^4.$$  

(2.1)

(2.2)

We regularise the theory using dimensional regularisation, and choose our counterterms according to the $\overline{\text{MS}}$ scheme, see Appendix A. The arbitrary renormalisation scale introduced in this way is denoted by $\mu$, and the parameters $m^2(\mu)$ and $g^2(\mu)$ are the corresponding renormalised $\overline{\text{MS}}$ parameters. We denote the scalar self-coupling by $g^2$, in analogy with gauge theories. In the following, we will not always show the explicit argument $\mu$, but one should keep this renormalisation scale dependence in mind. We will assume throughout that the theory is perturbative, so that the loop-expansion parameter is small, $g^2/(4\pi) \ll 1$.

At zero temperature, the phase structure of the theory can be determined from the minima of the perturbatively computed effective potential. To calculate this, one shifts the field by a constant, homogeneous background $\phi \rightarrow v + \phi$, and then carries out a loop expansion for the fluctuating field $\phi$, dropping linear terms [98]. At leading order, the result is just the tree-level potential evaluated on the background field,

$$V_{\text{tree}}(v) = \frac{1}{2} m^2 v^2 + \frac{1}{4!} g^2 v^4.$$  

(2.3)

For positive $m^2 > 0$ this has a minimum at $v = 0$, whereas for negative $m^2 < 0$ this has two minima at $v^2 = -m^2/g^2$. 

"
The perturbatively computed potential depends on the renormalisation scale, \( \mu \), through the Lagrangian \( \overline{\text{MS}} \) parameters. For a generic background field, the leading order scale dependence takes the form

\[
\mu \frac{d}{d\mu} V_{\text{tree}}(v) = \frac{1}{2} \mu \frac{dm^2}{d\mu} v^2 + \frac{1}{4!} \mu \frac{dg^2}{d\mu} v^4, \tag{2.4}
\]

\[
= \frac{g^2}{(4\pi)^2} \left( \frac{1}{2} m^2 v^2 + \frac{1}{8} g^2 v^4 \right), \tag{2.5}
\]

where we have used the one-loop beta functions, collected in Eqs. (A.7).

At one-loop, the effective potential is corrected by fluctuations of the \( \phi \) field, yielding the Coleman-Weinberg contribution [99] (see also Appendix A),

\[
V_{\text{CW}}(v) = \frac{1}{4(4\pi)^2} M^4(v) \left[ \log \left( \frac{M^2(v)}{\mu^2} \right) - \frac{3}{2} \right] + \text{const}, \tag{2.6}
\]

\[
M^2(v) = m^2 + \frac{1}{2} g^2 v^2. \tag{2.7}
\]

Note the presence of the renormalisation scale \( \mu \) explicitly within the potential. Here we use the freedom to shift the potential energy by a constant to fix \( V(0) = 0 \) for the full one-loop potential.

The explicit scale dependence of the one-loop piece of the potential is

\[
\mu \frac{d}{d\mu} V_{\text{CW}}(v) = \frac{g^2}{(4\pi)^2} \left( -\frac{1}{2} m^2 v^2 - \frac{1}{8} g^2 v^4 \right). \tag{2.8}
\]

As one can see, this cancels the scale dependence of the parameters in the tree-level potential, shown in Eq. (2.5),

\[
\mu \frac{d}{d\mu} (V_{\text{tree}}(v) + V_{\text{CW}}(v)) = 0. \tag{2.9}
\]

The cancellation however only holds at leading order, receiving corrections from the one-loop running of parameters within the one-loop potential, and from two-loop corrections to the running of parameters in the tree-level potential. However these are suppressed relatively by \( g^2/(4\pi) \), and hence can be neglected in a one-loop analysis.

In summary, at zero temperature the effective potential is independent of the renormalisation scale at one-loop order. In fact this holds order-by-order in \( \hbar \),\(^5\) or equivalently in \( g^2 \) for this theory. Thus renormalisation scale dependence of the zero temperature effective potential is always a higher order effect that can be neglected. The inclusion of the running of couplings within the potential is often called renormalisation group (RG) improvement, see for example Refs. [100–102]. Our analysis has been carried out in the \( \overline{\text{MS}} \) renormalisation scheme, but the conclusions hold independently of this because the one-loop (and two-loop) beta functions, as well as the logarithm of the Coleman-Weinberg potential, are independent of the renormalisation scheme [103].

---

\(^4\)Due to the absence of momentum-dependent divergences at one-loop order in this theory, there is no anomalous dimension; see Eq. (A.13).

\(^5\)The reduced Planck’s constant, \( \hbar \), appears as the loop counting parameter, though it is set to unity in natural units.
Figure 2: At high temperature, the one-loop correction to the self-energy, or thermal mass, is of the same order as the tree-level mass. Both terms are of order $\mathcal{O}(g^2 T^2)$. We use the TikZ–Feynman package [104] to draw the diagrams.

3 Scale dependence at high temperature

At high temperature, the infrared modes of bosons become highly occupied. As a consequence their effective coupling becomes larger than at zero temperature. This causes a misalignment of the loop expansion and the expansion in powers of couplings, necessitating resummation of infinite classes of diagrams. For a recent review, see Chapters 3 and 6 of Ref [78].

In this section, we will investigate the renormalisation scale dependence of the resummed one-loop effective potential. As we will show, due to the enhancement of infrared modes, the cancellation of scale dependence which occurs at zero temperature no longer occurs at high temperature. Thus, at high-temperature, the resummed one-loop effective potential is strongly scale dependent.

At high-temperature thermal fluctuations become important, so that the tree-level potential is no longer the leading order approximation to the effective potential. As has long been known, near the critical temperature of a phase transition, the dominant thermal corrections are to the mass, and these compete with the tree-level mass [67]. Here and throughout we adopt the high-temperature approximation for thermal functions. For the $\mathbb{Z}_2$-symmetric scalar theory, the leading thermal contribution to the self-energy takes the form

$$
\Pi_T = \frac{g^2 T^2}{24}.
$$

(Near a phase transition it must be that $m^2$ and $\Pi_T$ are the same order of magnitude, so that

$$
m^2 \sim g^2 T^2.
$$

This is illustrated in Fig 2. At such high temperatures, the loop expansion is no longer appropriate. Instead, the effective potential is computed as a power series in $g^2$. For strong symmetry-breaking transitions, strong enough to provide the necessary departure from equilibrium for successful electroweak baryogenesis, there is the further parametric relation $v \sim T$. For ease of counting powers, we will often use this parametric relation when discussing the magnitude of different terms in the effective potential. However, we will not assume this relation in our analysis.\textsuperscript{6}

\textsuperscript{6}The phase transition in this $\mathbb{Z}_2$-symmetric model is of second order [105, 106]. However, we will mostly
The thermal effective potential at leading order in $g^2$ is instead,

$$V_{\text{thermal}}^{g^2}(v) = \frac{1}{2} (m^2 + \Pi_T) v^2 + \frac{1}{4!} g^2 v^4. \tag{3.3}$$

It is thus of order $O(g^2 T^4)$ for $v \sim T$. Note that $v \sim T$ also follows from demanding that the different terms of the effective potential are of the same order, $\Pi_T v^2 \sim g^2 v^4$, as one would expect in the vicinity of a phase transition.

In contrast to the effective potential, the renormalisation group equations are unaffected by finite temperature [107], being only dependent on the deep ultraviolet (UV). However, because the effective potential is modified at leading order, so too is its running,

$$\mu \frac{d}{d\mu} V_{\text{thermal}}^{g^2}(v) = 1/2 \mu \frac{d m^2}{d\mu} v^2 + 1/2 \mu \frac{d \Pi_T}{d\mu} v^2 + 1/4! \mu \frac{d g^2}{d\mu} v^4, \tag{3.4}$$

$$= \frac{1}{(4\pi)^2} \left(\frac{1}{2} g^2 m^2 v^2 + \frac{1}{16} g^4 T^2 v^2 + \frac{1}{8} g^4 v^4\right). \tag{3.5}$$

At subleading orders, half-integer powers of the coupling constant arise [68]. This feature is a further consequence of the high occupation of infrared modes, unique to perturbation theory at high temperature. The one-loop contribution of the zero Matsubara mode, appropriately daisy-resummed [70], gives the first correction to the leading thermal effective potential, suppressed relatively by $\sqrt{g^2}$. This amounts to,

$$V_{\text{thermal}}^{g^3}(v) = -\frac{T}{12\pi} \left(M^2(v) + \Pi_T\right)^{3/2} \text{ + const,} \tag{3.6}$$

where again we add a (temperature-dependent) constant to fix $V(0) = 0$. We do this because we are interested in differences between the two phases, and not in the absolute value of the free energy or pressure. Eq. (3.6) is a correction to the effective potential of order $O(g^3 T^4)$ for $v \sim T$.

Perhaps the most common approximation taken in the literature is a resummed one-loop approximation, in which thermal corrections to the effective potential are incorporated to one-loop order together with a resummation of daisy diagrams [30–34, 39, 45, 50, 53, 54]. For example, this approach has been adopted in numerical packages for analysing finite-temperature cosmological phase transitions [22–24, 108]. In this approximation – and in addition with the high-$T$ expansion that we assume – the effective potential takes the form

$$V_{\text{thermal}}^{1\text{-loop}} = V_{\text{tree}} + V_{\text{CW}} + V_T + V_{\text{daisy}},$$

$$= V_{\text{tree}} + \frac{M^2(v) T^2}{24} - \frac{T}{12\pi} \left(M^2(v) + \Pi_T\right)^{3/2} - \frac{4}{(4\pi)^2} \left(M^4(v) L_b(\mu)\right) + \text{const,} \tag{3.7}$$

refer to first-order phase transitions as these are of more interest to us. Our general conclusions regarding renormalisation scale dependence however will not depend on the details of the transition, and as we show later in this section, neither will they depend on the model.

Note that all these references use Arnold-Espinosa type daisy-resummation [70], where only the mass of the zero Matsubara mode is resummed, contrary to the approach by Parwani [69] in which all modes are resummed.
where, following Refs. [73, 74], we have defined ($\gamma$ is the Euler-Macheroni constant)

$$L_b(\mu) \equiv 2 \log \left( \frac{e^\gamma \mu}{4\pi T} \right). \tag{3.8}$$

Definitions of the various different terms in first line of Eq. (3.7) are standard, and are given in full in Appendix A, together with a derivation of the second line. The second line utilises a split between soft and hard terms, originating respectively from the zero and non-zero Matsubara modes. In this expression powers of $g^2$ are separated but zero temperature and high temperature pieces are mixed. The last term arises at one-loop, but is of order $\mathcal{O}(g^4 v^4)$, just as the Coleman-Weinberg potential at zero temperature. However, due to the enhancements of infrared physics, this is not the full $\mathcal{O}(g^4)$ piece of the thermal potential, but only a part thereof, as we will see in next section.

In analogy with the result at zero temperature, it might be guessed that the renormalisation group running of this one-loop approximation, Eq. (3.7), is subdominant. However, as we will show, this is not correct. Explicitly for this scalar theory, the leading order running is

$$
\mu \frac{d}{d\mu} V_{\text{1-loop}}(v) = \mu \frac{d}{d\mu} V_{\text{tree}}(v) + \mu \frac{d}{d\mu} \left( - \frac{M^4(v) L_b(\mu)}{(4\pi)^2} \frac{4}{4} \right) + \mu \frac{d}{d\mu} \left( \frac{M^2(v) T^2}{24} \right)
$$

$$
\text{cancels}
$$

$$
- \mu \frac{d}{d\mu} \left( \frac{M^2(v) + \Pi_T}{12\pi} \right) \text{ cancelled}
$$

$$
\text{subdominant}
$$

where we have dropped irrelevant constant terms. The scale dependence of the first two terms cancels exactly as in the zero temperature case since

$$
\mu \frac{d}{d\mu} \left( - \frac{M^4 L_b(\mu)}{(4\pi)^2} \right) = \mu \frac{d}{d\mu} V_{\text{CW}}. \tag{3.10}
$$

However, at the same (leading) order there is the following leftover uncancelled term, which is (dropping an irrelevant constant)

$$
\mu \frac{d}{d\mu} V_{\text{1-loop}}(v) = \mu \frac{d}{d\mu} \left( \frac{M^2(v) T^2}{24} \right)
$$

$$
= \frac{1}{2} \mu \frac{d}{d\mu} v^2. \tag{3.11}
$$

This is the troublesome term foreshadowed in Eq. (1.1) in Sec. 1.

The scale dependence does not cancel at leading order, in contrast to Eq. (2.9) at zero temperature. As a consequence, at high temperature the running of couplings is not subdominant in this approximation, being of the same order as the Coleman-Weinberg term itself. That is, at high temperatures the one-loop effective potential is scale dependent at order $\mathcal{O}(g^4)$, whereas at zero temperature the scale dependence of the one-loop potential was only
of order $\mathcal{O}(g^6)$. In fact, this scale dependence is the lowest order that scale dependence could arise, being the same order as the running of the tree-level potential.

This equation,

$$\mu \frac{d}{d\mu} V_{\text{thermal}}^{1\text{-loop}}(v) = \frac{1}{2} \mu \frac{d}{d\mu} v^2,$$

(3.13)

also holds to leading order in more complicated theories. In theories with non-$Z_2$-symmetric scalars, there is also a term at this order arising from thermal contributions to the tadpole; see for example Refs. [80, 96, 97]. For a beyond the Standard Model theory with an extra $Z_2$-symmetric scalar $S$ the thermal self-energy of the Higgs scalar is schematically

$$\Pi_{T}^{\text{BSM}} = \frac{T^2}{16} \left( 3g^2 + g'^2 + 4g_Y^2 + 8\lambda_h + C\lambda_p \right),$$

(3.14)

where $g, g'$ are SU(2) and U(1) gauge couplings, $g_Y$ is top Yukawa coupling (effect from other Yukawa couplings is numerically negligible), $\lambda_h$ the Higgs self-interaction and $\lambda_p$ the portal coupling between Higgs and scalar $S$. The numerical factor $C$ depends on the representation of $S$ under the gauge symmetries, for e.g. $C = 2/3$ in the real-singlet extended SM [80], $C = 2$ in the real-triplet extended SM [93] and $C = 4/3$ in the Two-Higgs Doublet Model (2HDM) [92].

In the pure SM case, the leftover scale dependency is numerically dominated by the top quark since $g_Y^2 > g^2, g'^2, \lambda_h$. The situation is even worse in those BSM theories where large portal couplings $\lambda_p/(4\pi) \lesssim 1$ are required to change the character of the electroweak phase transition from a crossover to a strong first order transition. The running of these large portal couplings prevents an accurate determination of the critical temperature (for example see Fig. 12 in Ref. [94]), as well as all other thermodynamic parameters.

For the case of radiatively-induced first-order phase transitions, our conclusions regarding the magnitude of the renormalisation scale dependence are in fact an underestimate. For the SM with light Higgs, this happens for $\lambda_h \sim g_3$, (see for example Ref. [70], or for a recent discussion Ref. [109]), and in the vicinity of the transition the $\mathcal{O}(g^2)$ terms in the effective potential partially cancel, leaving an $\mathcal{O}(g^3)$ remainder. As a result the renormalisation scale dependence of Eq. (3.6) is of the same order as that of the tree-level potential, yielding an additional uncancelled scale dependence at leading order.

## 4 Scale independence at high temperature

The one-loop approximation to the thermal effective potential given in Eq. (3.7) is incomplete at $\mathcal{O}(g^4)$. This is the reason for the residual renormalisation scale dependence at this order. In the following, we will show explicitly how the scale dependence cancels in a complete calculation at $\mathcal{O}(g^4)$. This requires the computation of two-loop Feynman diagrams, including two-loop corrections to the thermal mass, as illustrated schematically in Fig 3.

---

8In these references, the Higgs ($H$) portal interaction is defined as $\frac{1}{2}\lambda_p S^2 H^1 H$ for the singlet ($S$), $\frac{1}{2} \lambda_\phi \Sigma^a \Sigma^a H^1 H$ for the triplet ($\Sigma^a$) and $\lambda_3 (H^1 H)(\phi^i \phi) + \lambda_4 (H^1 \phi)(\phi^i H)$ with $\lambda_p \to 2\lambda_3 + \lambda_4$ for the doublet ($\phi$).
Perhaps the most widely used way to derive the full $O(g^4)$ thermal effective potential of a given theory is to utilise high-temperature dimensional reduction to a three-dimensional effective field theory (3d EFT); see Refs. [73–75, 110] for the original literature and Refs. [56, 77, 78, 80, 96] for reviews. The technique of dimensional reduction is a systematic approach to the resummations required at high temperature, order-by-order in powers of couplings. The $O(g^4)$ result for the $Z_2$-symmetric real scalar theory – that diagrammatically requires a two-loop determination – has been derived long ago [70, 73, 75, 110]. Expanded to this order, the result reads

$$V^{g^4}_{\text{thermal}}(v) = \frac{1}{(4\pi)^2} \left[ \frac{1}{12} g^4 T^2 v^2 \left( \frac{1}{2} \log \left( \frac{M^2(v) + \Pi_T}{T^2} \right) - \frac{3}{8} L_b(\mu) - c + \frac{1}{4} \right) \right]$$

$$+ \frac{1}{(4\pi)^2} \left( - \frac{1}{4} g^2 m^2 v^2 L_b(\mu) - \frac{1}{16} g^4 v^4 L_b(\mu) \right) + \text{const},$$

where, following Refs. [73, 74], we have introduced the notation

$$c \equiv - \log \left( \frac{3e^{\gamma/2} A^6}{4\pi} \right) = -0.348723 \ldots,$$

where $A$ is the Glaisher-Kinkelin constant and again we may use the freedom to add a constant to the potential to set $V^{\text{thermal}}(0) = 0$. The full result for the two-loop effective potential within the 3d EFT can be found in Eq. (A.26) in the appendix.\(^9\)

This result differs from the one-loop thermal effective potential, Eq. (3.7), by the terms on the first line of Eq. (4.1), in square brackets. From the perspective of high-temperature dimensional reduction, these terms arise from two sources: from the two-loop correction to the thermal mass, as well as from two-loop vacuum diagrams within the 3d EFT. Despite arising from two-loop diagrams, the terms are clearly of the same size as the one-loop Coleman-Weinberg terms for $v \sim T$, both in terms of powers of $g^2$ and in terms of powers of $1/(4\pi)$.

\(^{9}\)Note that in typical computations that utilise dimensional reduction, one does not expand and truncate perturbative computations in terms of the 4d coupling expansion. In this way, higher order resummations are captured, and are kept to improve convergence; see thermal QCD Refs. [111, 112].
This result for the $\mathcal{O}(g^4)$ part of the effective potential depends explicitly on the renormalisation scale $\mu$, through the terms $L_b(\mu)$, as well as implicitly through the $\overline{\text{MS}}$ parameters, though this latter dependence is of higher order. The leading order renormalisation scale dependence is

$$\mu \frac{d}{d\mu} V_{\text{thermal}}^{g^4}(v) = -\frac{1}{(4\pi)^2} \left( \frac{1}{2} g^2 m^2 v^2 + \frac{1}{16} g^4 T^2 v^2 + \frac{1}{8} g^4 v^4 \right).$$

This exactly cancels the implicit renormalisation scale dependence of the leading order potential, Eq. (3.9), so that

$$\mu \frac{d}{d\mu} \left( V_{\text{thermal}}^{g^2}(v) + V_{\text{thermal}}^{g^3}(v) + V_{\text{thermal}}^{g^4}(v) \right) = 0. \tag{4.4}$$

The cancellation however receives corrections which are of higher order. The leading corrections are $\mathcal{O}(g^5)$ due to the (implicit) renormalisation scale dependence of the $\mathcal{O}(g^3)$ term.

Cancellations analogous to that of Eq. (4.4) happen generically, also in more complicated theories, as indeed they must. This has been explicitly verified in the case of the SM in Refs. [70, 72–74]. Similar computations in theories beyond the SM include [92, 94] (2HDM), [93, 95] (real-triplet) and [80, 97] (real-singlet); works that all utilise dimensional reduction to three-dimensional effective theories at high temperature. The cancellation of scale dependence is an important consistency check in the construction of these high temperature effective field theories.

In the computation of Eq. (4.1) both UV and IR logarithms arise, though in Eq. (4.1) the renormalisation scale dependence of the IR logarithms has already cancelled. The UV logarithms are related to the usual renormalisation group running of couplings. The latter, the IR logarithms, are instead related to the renormalisation group running within the 3d EFT [73], as is characteristic of EFTs [113]. Making use of this, the renormalisation scale of the IR logarithms can be replaced with a new scale, $\mu_3$. The scale $\mu_3$ can then be set independently of $\mu$, thereby reducing the occurrence of large logarithms and improving the convergence of perturbation theory. It also has the beneficial effect of separating out the effects of IR and UV scales, which we will make use of in the following.

### 5 The consequences for equilibrium thermodynamics

The residual renormalisation scale dependence at $\mathcal{O}(g^4)$ of the common one-loop approximation to the thermal effective potential, Eq. (3.7), implies that there are corresponding theoretical uncertainties for all physical quantities computed in this approximation. In this section, we focus on quantities which can be computed solely based on knowledge of the thermal effective potential. These are necessarily bulk equilibrium quantities, and we focus on the critical temperature $T_c$ and the phase transition strength $\alpha$ evaluated at $T_c$. This latter quantity is proportional to the latent heat when evaluated at $T_c$; see Ref. [56] for a definition.

We postpone to Sec. 6 discussion of the bubble nucleation rate, which is also necessary for
determination of the gravitational wave spectrum, but which does not involve the effective potential in its computation.

As an explicit test of the magnitude of the residual renormalisation scale dependence, we investigate the simplest extension of the Standard Model with a first-order phase transition, namely, the Standard Model plus a real singlet scalar field (xSM). The computations require generalising the results of earlier sections to include the Standard Model field content. The details for this can be found in Refs. [80, 97, 114], where the high-temperature 3d EFT of this model was constructed and the effective potential computed to two-loop order. The calculation of equilibrium quantities is thus complete at $\mathcal{O}(g^4)$.

In computing $T_c$ and $\alpha_c \equiv \alpha(T_c)$ we follow the 3d approach outlined in Ref. [56]. That is, we perform dimensional reduction and then compute the relevant thermodynamic quantities in an $\hbar$-expansion within the 3d EFT, thereby ensuring order-by-order gauge invariance. To circumvent the difficulties of phase transitions which are radiatively induced at the soft (or ultrasoft) scale, we focus on two benchmark points with a two-step transition. The first step is a transition in the singlet direction, followed by a transition to the usual Higgs minimum. For the second step of the transition, there is a tree-level barrier between phases, leading to a stronger transition. We study only this second step. The coupling expansion is more slowly convergent for radiatively induced one-step transitions, being essentially an expansion in $\sqrt{g}$ [70, 109], rather than in $g$ as for the tree-level driven two-step transitions we focus on.

A parameter point in the $\mathbb{Z}_2$-symmetric xSM can be specified by the values of \{ $M_\sigma$, $\lambda_m$, $\lambda_\sigma$ \} where $M_\sigma$ is the pole mass of the singlet scalar, $\lambda_m$ is the Higgs-singlet portal coupling and $\lambda_\sigma$ is the singlet self-coupling [80], the latter two are denoted as $a_2$ and $b_4$ respectively in Ref. [97]. We choose the following two illustrative benchmark points, BM1 and BM2

BM1: \{ $M_\sigma$, $\lambda_m$, $\lambda_\sigma$ \} = \{ 160 \text{ GeV}, 1.1, 0.45 \}, \hspace{1cm} (5.1)
BM2: \{ $M_\sigma$, $\lambda_m$, $\lambda_\sigma$ \} = \{ 160 \text{ GeV}, 1.4, 1.4 \}. \hspace{1cm} (5.2)

The couplings are in the $\overline{\text{MS}}$ scheme, at an input renormalisation scale equal to the mass of the $Z$ boson. The one-loop relations between $\overline{\text{MS}}$ parameters and physical observables are taken from Ref. [97]. Such $\mathcal{O}(1)$ couplings are typical of strong first-order phase transitions at the electroweak scale (see for example the benchmark points in Ref. [3]), making more acute the importance of resolving the issue of renormalisation scale dependence, stemming from missing $\mathcal{O}(g^4)$ corrections.

At these benchmark points we compare the following approximations, in decreasing order of accuracy:

(i) $\mathcal{O}(g^4)$: dimensional reduction at $\mathcal{O}(g^4)$, and $\mathcal{O}(\hbar^2)$ within EFT,
(ii) one-loop: dimensional reduction at one-loop, and $\mathcal{O}(\hbar^1)$ within EFT,
(iii) $\mathcal{O}(g^3)$: dimensional reduction at $\mathcal{O}(g^3)$, and $\mathcal{O}(h^1)$ within EFT,
(iv) $\mathcal{O}(g^2)$: dimensional reduction at $\mathcal{O}(g^2)$, and $\mathcal{O}(h^0)$ within EFT.

Note that the loop expansion of the effective potential within the EFT is an expansion in powers of $h \sim g$, starting with the tree-level potential at $\mathcal{O}(g^2)$. In the above the order at which dimensional reduction has been carried out is matched by the order of the loop-expansion within the EFT.

In (i)-(iv) above, we have separated out the orders at which the (UV) dimensional reduction was carried out, from those at which the (IR) calculation within the 3d EFT was carried out. The former depends on the nonzero Matsubara modes, and the latter on the zero Matsubara modes. We have done this to highlight how the calculation factorises into these two parts, and so too does the renormalisation scale dependence. While the dimensional reduction step depends on the original renormalisation scale $\mu$, the calculation within the 3d EFT depends on its own renormalisation scale $\mu_3$ [73].

The one-loop approach (ii) is approximately equivalent to the usual one based on the one-loop daisy-resummed potential of Eq. (3.7) [56]. However, approach (ii) also includes the effects of one-loop wavefunction renormalisation, which enter through the dimensional reduction step, thus it includes all logarithms of scale which are present at zero temperature, including the effects of nonzero anomalous dimension; see Eq. (A.13). As a consequence, the magnitude of the renormalisation scale dependence of approach (ii) gives a conservative estimate for one-loop approaches in the literature, which typically neglect this effect. Further, by utilising dimensional reduction, we are able to maintain order-by-order gauge invariance and also to avoid double counting problems and an uncontrolled derivative expansion in the bubble nucleation calculation in Sec. 6.

In Fig. 4 we plot $T_c$ and $\alpha_c$ as functions of the renormalisation scale $\mu$ in all four different approximations. In addition, for the $\mathcal{O}(g^4)$ approximation we show dependence on the 3d EFT renormalisation scale $\mu_3$. Note that in the 3d EFT running in terms of $\mu_3$ starts only at two-loop order, and hence we show it only for the $\mathcal{O}(g^4)$ approximation. On the x-axis, we use the dimensionless ratio $\mu_3/g_3^2$, where $g_3^2$ is the (dimensionful) SU(2) gauge coupling in the 3d theory.

Fig. 4 shows that only in the full $\mathcal{O}(g^4)$ approximation is the renormalisation scale under control. All other approximations show a striking dependence on renormalisation scale, amounting to a few tens of percent for the critical temperature, and a multiplicative factor of $\mathcal{O}(10)$ for $\alpha_c$. This is especially marked for BM2, for which the couplings are larger and the transition stronger. Comparing the one-loop approximation to the $\mathcal{O}(g^2)$ and $\mathcal{O}(g^3)$ approximations, one can see that the renormalisation scale dependence is somewhat smaller in the one-loop approximation but that it is nevertheless of the same order of magnitude, a numerical consequence of it being the same parametric order. In the full $\mathcal{O}(g^4)$ approximation, the renormalisation scale dependence is at least an order of magnitude smaller, demonstrating numerically that its parametric order has indeed been reduced. Dependence on $\mu_3$ is stronger than dependence on $\mu$, albeit not significantly.
Figure 4: $T_c$ and $\alpha_c$ as functions of the renormalisation scales, for BM1 on the left and BM2 on the right. For the $O(g^4)$ approximation, dark blue is $\mu$-dependence and light blue is $\mu_3$-dependence. Only the full $O(g^4)$ accurate approximation shows signs of a controlled RG-scale dependence, in accord with the generic arguments of previous sections.

We conclude that for the equilibrium properties of the transition, the perturbative expansion is quantitatively under control only when all terms at $O(g^4)$ are included, and this is not achieved at one-loop. This conclusion follows naturally in light of earlier sections, as $O(g^4)$ is the minimal order calculation that admits RG-improvement.

6 The consequences for gravitational wave predictions

The consequences of an incomplete perturbative computation at $O(g^4)$ are particularly severe for the gravitational wave spectrum produced by a first-order phase transition. This was demonstrated in Ref. [56], where it was found that missing $O(g^4)$ terms, revealed through renormalisation scale dependence, give potentially the largest source of error for one-loop
computations.\textsuperscript{11} The amplitude of the gravitational wave spectrum depends very sensitively on the thermodynamic parameters, and these in turn have relatively large uncertainties. Although the theoretical arguments in Ref. [56] were general, the numerical study was restricted to a simplified version of the Standard Model Effective Field Theory. The arguments of this article at hand pinpoint where the renormalisation scale dependence arises. From this we expect the conclusions of Ref. [56] in this respect to hold rather generally.

In the previous section, we have presented four approximations with which we have computed the purely equilibrium quantities $T_c$ and $\alpha_c$. The gravitational wave spectrum depends additionally on the bubble nucleation rate, and the speed of the bubble wall growth, both of which are inherently real-time quantities, depending on the evolution of inhomogeneous field configurations. As a consequence, they are significantly more challenging to compute. In this article we have focused on equilibrium physics, and we refrain from overstepping this remit. Fortunately, at leading exponential order the calculation of the bubble nucleation rate reduces to a purely equilibrium calculation \textsuperscript{[121, 122]}, $O(h^0)$ within the 3d EFT. For this we follow the approach outlined in Ref. [56], though approximating the nucleation prefactor simply by $T^4$. At $O(h^1)$ real-time physics enters the bubble nucleation rate (through the dynamical prefactor), as it does for the bubble wall speed at leading order.

As a consequence, we are not able to carry out a full $O(g^4)$ calculation of the gravitational wave spectrum. We can nevertheless compare different approximations to the dimensional reduction, though in each case the bubble nucleation calculation is carried out at $O(h^0)$ within the 3d EFT. As far as we are aware, there does not exist a complete calculation of the thermal bubble nucleation rate at $O(h^1)$ for any quantum field theory, yet it is necessary to extend to $O(h^2)$ in order to match the accuracy of the equilibrium calculations. For the bubble wall speed we simply take $v_w = 1$ in the gravitational wave amplitude, noting that there remains considerable debate in the literature as to the leading effects which contribute to this quantity; see for example Refs. [123–128]. In the following, for simplicity, we will continue to use the same names for the approximations as in Sec. 5, though one should bear in mind these additional limitations with regard to bubble nucleation and the bubble wall speed.

The issue of renormalisation scale dependence is therefore more complicated for our calculations of the non-equilibrium quantities related to bubble nucleation. As before, the calculation factorises into a UV part (dimensional reduction), and an IR part (within the 3d EFT), the latter only carried out at $O(h^0)$. By carrying out the dimensional reduction at $O(g^4)$, the $\mu$-dependence cancels, as it did for $T_c$ and $\alpha_c$. Again this leads to significant improvements over the lower-order calculations. However, the $\mu_3$-dependence arising from the IR does not cancel, as this would require an $O(h^2)$ calculation of the bubble nucleation rate. This problematic $\mu_3$-dependence of the nucleation rate infects the GW signal, even if the equilibrium analysis is performed at $O(g^4)$.

\textsuperscript{11}See also Ref. [115] where the magnitude of various uncertainties [116–120] due to macroscopic, rather than quantum field theoretic, physics were investigated. While certainly important, none of these are quite as severe as those we find here. Our approach to the macroscopic physics can be described as moderately diligent in the language of Ref. [115].
Figure 5: As Fig. 4 but for $T^\ast$ and $\alpha^\ast$. The $O(g^4)$ approximation still shows a weaker RG-scale dependence than the other approximations. However, compared to the purely equilibrium quantities in Fig. 4, dependence on $\mu_3$ is significantly stronger due to the limited $O(\hbar^0)$ accuracy of the bubble nucleation calculation. This is especially true for BM2, for which the scalar couplings are larger.

In Figs. 5 and 6 we present our results at BM1 and BM2 for the thermodynamic parameters that go into the computation of the gravitational wave spectrum; see Ref. [3] for definitions. In Fig. 5 we plot the percolation temperature ($T^\ast$) and the phase transition strength $\alpha^\ast \equiv \alpha(T^\ast)$, as functions of the RG scales. For these, we show all four of the aforementioned approximations, similarly to Fig. 4. In the $O(g^3)$ approximation, the full range of RG-scale cannot be shown, since for some values the second step of the phase transition disappears altogether. Just as in Fig. 4, the $O(g^2)$, $O(g^3)$ and one-loop approximations show a strong RG-scale dependence, of the same order of magnitude for all three. The approximation using $O(g^4)$ dimensional reduction shows a markedly weaker renormalisation scale dependence than the other three approximations, especially regarding $\mu$. However, for $T^\ast$ and $\alpha^\ast$ the $\mu_3$-dependence is much worse than it was for $T_c$ and $\alpha_c$, especially at BM2 which
Figure 6: Upper plots are as Fig. 5 but for $\beta/H_\ast$. The lower plots show a revisualisation of the renormalisation scale dependence in the $(\alpha_\ast, \beta/H_\ast)$-plane. For context, the approximate region to which LISA is sensitive is indicated.

has larger scalar couplings. As discussed, this is due to the limited $O(h^0)$ accuracy of the nucleation calculation.

In Fig. 6, we show the inverse duration of the transition $(\beta/H_\ast)$ as a function of the RG scales. In addition, we replot $\beta/H_\ast$ against $\alpha_\ast$ in Fig. 5, emulating the plots produced in PTPlot [3]. This revisualisation makes especially apparent the magnitude of the intrinsic uncertainty, for single benchmark points. For all three of the approximations with less than the full $O(g^4)$ dimensional reduction, the intrinsic uncertainty is strikingly large. In particular for BM2, even in the best of our approximations, the variance in the $(\alpha_\ast, \beta/H_\ast)$-plane is still very large.

Finally, using these thermodynamic parameters we plot the gravitational wave spectrum due to sound waves [3, 129]. The gravitational wave signal of BM1 was already shown in Fig. 1 in Sec. 1, together with the LISA Science Requirements sensitivity curve [66]. A
Figure 7: Similar to Fig. 1, for BM2. Note that in both approximations the bubble nucleation rate is only accurate to $\mathcal{O}(\hbar^0)$ within the 3d EFT. The corresponding LISA signal-to-noise ratios for a 3 year mission profile [3] vary from 0.16 to 12 in the $\mathcal{O}(g^4)$ approximation, and from $1.5 \times 10^{-9}$ to 0.12 in the one-loop approximation.

A similar plot for BM2 is given in Fig. 7. For simplicity, in these figures we only show the $\mathcal{O}(g^4)$ and one-loop approximations; the other approximations have larger uncertainties, shown in Table 1. At BM1 the uncertainty band of the one-loop approximation spans over four orders of magnitude for the peak amplitude, making the prediction quite ambiguous. In the $\mathcal{O}(g^4)$ approximation, the uncertainty is significantly smaller, but is still one order of magnitude for the peak amplitude. We note that upgrading the one-loop to the $\mathcal{O}(g^4)$ approximation leads to an increase in the peak amplitude, and shifts the location of the peak to smaller frequencies – though these are expected to be model, and parameter point, specific trends. However, based on our argumentation of the previous sections, the reduction of RG-scale dependence can be expected to hold generically. For BM2, at which there are larger scalar couplings, the theoretical uncertainty in the gravitational wave signal is much larger, and as a prediction for experiments such as LISA it is very ambiguous. In the one-loop approximation the peak amplitude varies by six orders of magnitude, and even in the $\mathcal{O}(g^4)$ approximation it varies by four orders of magnitude, chiefly a consequence of the uncertainty in the bubble nucleation rate. From this we can conclude that, in order to pursue quantitatively accurate predictions, future work on the bubble nucleation rate is necessary.
7 Discussion

Summary

The main conclusions of this article can be restated rather simply. As is well known, renormalisation scale invariance implies that, in the coupling expansion of the effective potential, lower order terms are linked by the implicit running of couplings to explicit logarithms of the renormalisation scale in higher order terms. At zero temperature, the coupling expansion of the effective potential takes the form

$$V_{\text{eff}}^{T=0} = A_2 g^2 + A_4 g^4 + A_6 g^6 + \ldots.$$  \hspace{1cm} (7.1)

This schematic formula presents a formal coupling expansion; in theories with multiple couplings there are expansions for each coupling, though in practice one typically establishes formal power counting rules for bookkeeping. At zero temperature the coupling expansion and the loop expansion coincide; $A_2$ is the tree-level term, $A_4$ arises purely at one-loop, and in general $n$-loop diagrams give the $A_{2(n+1)} g^{2(n+1)}$ term. The running of couplings takes the form

$$\mu \frac{d g^2}{d \mu} = B_4 g^4 + B_6 g^6 + \ldots,$$  \hspace{1cm} (7.2)

where $B_4$ is the one-loop term, $B_6$ is the two-loop term and so on. The one-loop running of $A_2 g^2$ is an $\mathcal{O}(g^4)$ effect and is cancelled exactly by explicit logarithms in $A_4 g^4$, meaning that a one-loop calculation is sufficient to achieve renormalisation scale invariance at $\mathcal{O}(g^4)$, receiving corrections at $\mathcal{O}(g^6)$. Explicitly, the cancellation takes the form

$$\mu \frac{d V_{\text{eff}}^{T=0}}{d \mu} = \left( A_2 B_4 + \mu \frac{d A_4}{d \mu} \right) g^4 + \mathcal{O}(g^6).$$ \hspace{1cm} (7.3)

At high temperature, the enhancement of IR bosonic modes modifies the coupling expansion of the effective potential,

$$V_{\text{eff}}^{\text{high-}T} = a_2 g^2 + a_3 g^3 + a_4 g^4 + a_5 g^5 + \ldots.$$  \hspace{1cm} (7.4)

Odd powers of $g$ arise, and loop orders are mixed in the expansion coefficients. The coefficient $a_2$ receives contributions at both tree-level and one-loop, the coefficient $a_3$ comes from the (daisy-resummed) one-loop term, and the coefficient $a_4$ receives contributions at both (resummed) one- and two-loop. However, thermal effects do not modify the runnings of couplings, as this depends purely on the UV. So, one-loop running links the coefficients $a_i$ with $a_{i+2}$ (and higher loop running with $a_{i+4}$ and so forth),

$$\mu \frac{d V_{\text{eff}}^{\text{high-}T}}{d \mu} = \left( a_2 B_4 + \frac{a_4}{2} \frac{d a_4}{d \mu} \right) g^4 + \left( \frac{3}{2} a_3 B_4 + \frac{3 a_5}{2} \frac{d a_5}{d \mu} \right) g^5 + \mathcal{O}(g^6).$$ \hspace{1cm} (7.5)
The leading order running starts at $\mathcal{O}(g^4)$, and hence this is also the minimal accuracy for any cancellation of the renormalisation scale. As $a_4$ receives contributions at (resummed) two-loop, no (resummed) one-loop calculation can achieve renormalisation group improvement at high temperatures. Further, to achieve a residual uncertainty of $\mathcal{O}(g^6)$, equivalent to a one-loop calculation at zero temperature, requires also computing $a_5$, which receives IR contributions at three-loop order.

**Outlook**

At two benchmark points in the xSM, we have demonstrated the numerical importance of these theoretical considerations for the determination of properties of the phase transition. We have found that calculations at less than $\mathcal{O}(g^4)$ accuracy show a very large renormalisation scale dependence, in agreement with previous studies in other models [56–58, 94]. We also remarked that while we were able to perform a complete $\mathcal{O}(g^4)$ calculation for $T_c$ and $\alpha_c$, this is currently out of reach for the bubble nucleation rate and bubble wall speed, imparting a limiting source of uncertainty for the gravitational wave spectrum. Table 1 presents a summary of the magnitude of the scale dependence in the four different approximations we adopted.

Though our numerical analysis was carried out merely at two benchmark points, the underlying arguments of Eqs. (7.1) and (7.4) are generic features of perturbative quantum field theory at zero and high temperature. Thus, we expect the qualitative conclusions to apply to the wide variety of models of cosmological phase transitions considered in the literature.

We thus infer that missing $\mathcal{O}(g^4)$ corrections to the thermal effective potential (and other thermodynamic quantities) are a crucially important, and likely a limiting theoretical uncertainty in predictions of the gravitational wave signal of cosmological phase transitions. Their inclusion is therefore a necessary hurdle to surmount, if one wants to make quantitatively reliable predictions. This applies also to electroweak baryogenesis, and other phenomena which depend on the dynamics of a cosmological first-order phase transition. We advocate that the magnitude of the theoretical uncertainty should be acknowledged and assessed in future analyses of cosmological phase transitions.

We remark that while our $\mathcal{O}(g^4)$ calculation shows significant improvements over the lower-order calculations, the theoretical uncertainty in the GW peak amplitude is still rather large: one order of magnitude at BM1 and four orders of magnitude at BM2. This motivates future work on the subject, with the aim of improving predictions further. In particular, we have identified the bubble nucleation rate as likely a limiting source of theoretical uncertainty, once $\mathcal{O}(g^4)$ corrections are included for the equilibrium quantities. This can be inferred from a comparison of Figs. 4 and 5, and is due to the nucleation rate being calculated at lower order $\mathcal{O}(\hbar^0)$ than the purely equilibrium quantities. Even a complete calculation of the $\mathcal{O}(\hbar)$

\[ \text{For BM2 in the } \mathcal{O}(g^3) \text{ approximation, the existence of the phase transition is sensitive to the renormalisation scale over this range, so the values presented are instead obtained as the renormalisation scale varies by a slightly smaller factor of 3.7.} \]
Table 1: Summary of theoretical uncertainties due to residual renormalisation scale dependence for the four different approximations. In each case $\Delta X/X \equiv (\text{max}(X) - \text{min}(X))/\text{min}(X)$, where the set $X$ consists of the values obtained as the renormalisation scale varies by a factor of 4. Here $\Omega$ refers to the gravitational wave peak amplitude and SNR to the LISA signal-to-noise ratio for a 3 year mission, computed using *PTPlot* [3].

---

Note that merely using the one- or two-loop effective potential for the calculation of the critical bubble would not constitute a genuine improvement, as this double-counts degrees of freedom in the path integral, and in turn relies upon an uncontrolled derivative expansion; see Ref. [56] Sec. 3.5 and references therein.

---

\(^{13}\)Note that merely using the one- or two-loop effective potential for the calculation of the critical bubble would not constitute a genuine improvement, as this double-counts degrees of freedom in the path integral, and in turn relies upon an uncontrolled derivative expansion; see Ref. [56] Sec. 3.5 and references therein.
It may be argued, contrary to our conclusions, that in the context of BSM theories with unknown input parameters, precise calculations are unnecessary as the difference between different approximations may well be accommodated by a shift in the input parameters. To this perspective we present the following counterarguments: First, several orders of magnitude intrinsic uncertainty (as well as uncertainty regarding the order of the transition) is unsatisfactory on purely theoretical grounds, and naturally leads one to doubt the reliability of the calculations, and to aim to improve them where possible. Second, even in full parameter scans, the range of possible gravitational wave signals which can be produced by a given model depends relatively sensitively on e.g. the functional form of the thermal effective potential [37], and hence on the perturbative treatment. Third, by the time the second generation of gravitational wave detectors, such as LISA and Taiji, are due for launch, the LHC Runs 3, 4 and part of Run 5 will have been completed, as well as many other experiments searching for BSM physics. Thus, in the future scenario whereby particle physics experiments are able to point towards some specific type of BSM theory, or – being even more optimistic – even a narrow region of its parameter space, we want to be in a position to compute the thermodynamics relevant for GW predictions as accurately as possible, and for this it is important to acknowledge that accuracy less than $\mathcal{O}(g^4)$ is potentially unreliable. Finally, reversing this argument, if a stochastic GW background of primordial origin is observed, it is crucial to be able to make as accurate predictions as possible, for there to be any hope to reverse-engineer the underlying particle physics model – i.e. the LISA inverse problem [139].
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A Appendix

Renormalisation and quantum corrections For a review of the zero temperature effective potential in electroweak theories, see Ref. [140]. The parameters and the field appearing in the Lagrangian density in Eq. (2.1) are strictly speaking bare quantities, related to their renormalised counterparts as

$$\phi(b) \equiv Z^{1/2} \phi = (1 + \delta Z)^{1/2} \phi,$$

(A.1)

$$m^2(b) \equiv Z^{-1}(m^2 + \delta m^2),$$

(A.2)

$$g^2(b) \equiv Z^{-2} \mu^2 (g^2 + \delta g^2),$$

(A.3)
where renormalised parameters are denoted without subscripts. Here, the wave function renormalisation $Z = 1$ and $\delta Z = 0$ as there are no divergent topologies with external momentum dependence at one-loop order. For the other counterterms, we define at one-loop order

$$\delta m^2 = \frac{1}{(4\pi)^2} \frac{1}{2} g^2 m^2, \quad \delta g^2 = \frac{1}{(4\pi)^2} \frac{3}{2} g^4. \quad (A.4)$$

We ignore the vacuum counterterm required to cancel the field independent divergence of the effective potential. Bare parameters are independent of the renormalisation scale, and hence we can solve for the scale dependence or running of the renormalised parameters

$$\beta(g^2) \equiv \frac{d}{d \log \mu} g^2 = 2 \epsilon \left( - g^2 + \delta g^2 \right), \quad (A.5)$$

$$\beta(m^2) \equiv \frac{d}{d \log \mu} m^2 = - \frac{1}{(4\pi)^2} \epsilon \left( \beta(g^2) m^2 + O(g^4) \right), \quad (A.6)$$

In the limit $\epsilon \to 0$ we obtain the $\beta$-functions

$$\beta(m^2) \equiv \frac{d m^2}{d \log \mu} = \frac{g^2 m^2}{(4\pi)^2}, \quad \beta(g^2) \equiv \frac{d g^2}{d \log \mu} = \frac{3 g^4}{(4\pi)^2}. \quad (A.7)$$

Shifting the field $\phi \to \phi + v$ by the homogeneous background $v$, produces the tree-level potential in Eq. (2.3), and the Lagrangian for the quantum field $\phi$ in the shifted theory reads

$$\mathcal{L} = \frac{1}{2} (\partial \mu \phi)^2 + \frac{1}{2} \left( m^2 + \frac{1}{2} g^2 v^2 \right) \phi^2 + \left( m^2 v + \frac{1}{6} g^2 v^3 \right) \phi + \left( g^2 v \right) \phi^3 + \frac{1}{4!} g^2 \phi^4.$$

The coefficient of the linear term vanishes at the tree-level minimum. The background field-dependent mass parameter $M^2(v)$ of the quantum field $\phi$ in the shifted theory can be used to derive one-loop quantum corrections to the effective potential, the Coleman-Weinberg potential [99]. The effective potential is the generator of all $n$-point 1-particle-irreducible correlation functions $\langle \phi^n \rangle$ with zero external momentum,

$$V_{CW} = \sum_{n=1}^{\infty} \frac{\langle \phi^n \rangle}{n!} v^n. \quad (A.9)$$

To compute this, we employ a trick [141]: we shift $v \to v - \omega$ and take a derivative with respect to $\omega$ at $\omega = v$. This equals a single tadpole diagram in the theory with background $v - \omega$ (quantities of this theory are denoted by tilde)

$$\frac{d V_{CW}}{d \omega} \bigg|_{\omega = s} = -\langle \tilde{\phi} \rangle = \frac{1}{2} \left( e^\gamma \mu^2 \right) \epsilon \int \frac{d p^D}{(2\pi)^D} \frac{\tilde{V}_{e^3}}{\tilde{M}^2(v)}.$$

\textsuperscript{14}Note that the scale dependence of bare parameters is required to vanish order-by-order in $\epsilon$ and $g^2$, and hence $\beta(g^2)$ starts at order $\epsilon g^2$. 

\textsuperscript{– 24 –}
where $\tilde{M}^2(v)$ and $\tilde{V}_{\phi^3}$ are those in Eq. (A.8) with $v \rightarrow v - \omega$ replaced. Integration over momentum is performed in dimensional regularisation in $D = 4 - 2\epsilon$ dimensions in the Modified Minimal Subtraction (MS) scheme [103]. Since $\tilde{V}_{\phi^3} = \frac{d}{dv}\tilde{M}^2(v)$, an integration over omega retrieves (up to a constant)

$$V_{CW} = \frac{1}{2} \left( \frac{e^\gamma \mu^2}{4\pi} \right)^\epsilon \int \left( \frac{dp}{(2\pi)^D} \ln \left( p^2 + M^2(v) \right) \right) = -\frac{1}{2} \left( \frac{\mu^2 e^\gamma}{4\pi} \right)^\epsilon \left( \frac{M^2(v)}{\mu^2} \right)^\frac{D}{2} \Gamma \left( -\frac{D}{2} \right) \Gamma(1)$$

$$= \frac{1}{(4\pi)^2} \frac{M^4(v)}{4 \left( -1 + \frac{3}{2} + \ln \left( \frac{M^2(v)}{\mu^2} \right) \right)} + O(\epsilon) \quad \text{(A.11)}$$

where $\Gamma$ is Euler’s gamma function and $\gamma$ is the Euler-Mascheroni constant. Integrals of this type are computed by employing standard parametrisation tricks à la Feynman and Schwinger [103]. Divergent $1/\epsilon$ poles are cancelled by the tree-level counterterm contribution

$$V_{CT} = \frac{1}{2} \delta m^2 v^2 + \frac{1}{4!} \delta g^2 v^4 \quad \text{(A.12)}$$

and the remaining finite part yields $V_{CW}(v)$ of Eq. (2.6). An alternative, and perhaps easier derivation of the $\beta$-functions follows from the Renormalisation Group equation – or Callan-Symanzik equation – that requires that the effective potential is scale independent $dV_{eff}/d\mu = 0$. By applying the chain rule, this leads to

$$-\frac{\partial}{\partial \mu} V_{CW} = \left( \beta(g^2) \frac{\partial}{\partial g^2} + \beta(m^2) \frac{\partial}{\partial m^2} - \gamma v \frac{\partial}{\partial v} \right) V_{\text{tree}}, \quad \text{(A.13)}$$

where we equate terms at $O(h)$. The anomalous dimension $\gamma$ is given by $\gamma = \frac{1}{2} (\Pi')^{-1} \mu \frac{\partial}{\partial \mu} \Pi'$, where $\Pi' \equiv \frac{d}{dk} \Pi_2$, i.e. the part quadratic in external momentum $k$ of the self-energy function $\Pi_2$. At one-loop order the self-energy in this theory is momentum independent (the leading momentum dependence arises only at two-loop from the sunset topology diagram) and hence $\gamma$ vanishes. Then, requiring that the LHS and RHS are equal for any $v$ allows one to solve for the $\beta$-functions, resulting in Eqs. (A.7).

**Thermal corrections** At high temperature, the one-loop contribution is given by (from now on we denote $M^2(v) \rightarrow M^2$, keeping background field dependence implicit in our notation)

$$V_{1\text{-loop}} = \frac{1}{2} \sum_P \ln(P^2 + M^2) = V_{CW} + V_T \left( \frac{M}{T} \right), \quad \text{(A.14)}$$

where $D$-dimensional integration at zero temperature has been replaced by a sum-integral, utilising the Matsubara or imaginary time formalism of thermal quantum field theory [78, 107]:

$$\sum_P \equiv T \sum_{\omega_n} \int_p, \quad \int_p \equiv \left( \frac{\mu^2 e^\gamma}{4\pi} \right)^\epsilon \int \frac{dp}{(2\pi)^d}, \quad \text{(A.15)}$$
where \( d = D - 1 \) and Euclidean four-momentum is defined as \( P \equiv (\omega_n, \vec{p}) \) with the bosonic Matsubara frequency \( \omega_n = 2\pi nT \), where \( n \) is integer. In addition, we have divided\(^{15}\) the sum-integral into a temperature-independent Coleman-Weinberg piece and a thermal piece

\[
V_T(z) \equiv -T \int \frac{d^3 p}{(2\pi)^3} \ln \left( 1 + n_B(E_p, T) \right) = T^4 \left( \frac{z^2}{24} - \frac{z^3}{12\pi} - \frac{z^4}{4(4\pi)^2} \ln \left( \frac{z^2}{a_b} \right) + O(z^6) \right),
\]

(A.16)

where \( z \equiv M/T \), the Bose-distribution is \( n_B(E_p, T) = 1/(e^{E_p/T} - 1) \) with \( E_p = \sqrt{p^2 + M^2} \) and \( a_b \equiv (4\pi)^2 \text{Exp}(\frac{3}{2} - 2\gamma) \). In Eq. (A.16) we have used the high-\( T \) expansion \((M/T \ll 1)\) and dropped a constant term, independent of \( z \). Note that \( V_T \) is UV-finite, and does not contain logarithms of renormalisation scale.

Merely evaluating Eq. (A.16) is not sufficient to correctly capture the \( O(g^3) \) contribution to the thermal effective potential, as an infinite set of (daisy) diagrams contribute at this order. A minimal prescription for the necessary resummation \([70]\) is to add the correction

\[
V_T \rightarrow V_T + V_{\text{daisy}},
\]

where the daisy term – associated to the cubic term that is non-analytic in mass squared – reads

\[
V_{\text{daisy}} = -\frac{T}{12\pi} \left( (M^2 + \Pi_T)^{\frac{3}{2}} - (M^2)^{\frac{3}{2}} \right),
\]

(A.17)

where \( M^2 + \Pi_T \) is the resummed background field-dependent mass parameter. This form is a result of the resummation of the mass of the zero Matsubara mode alone (by adding and subtracting the one-loop thermal mass correction to reorganise the perturbative expansion). Note that the second term in Eq. (A.17) just removes the corresponding cubic term with unresummed mass in Eq. (A.16). In total, the one-loop thermal effective potential then reads

\[
V_{1\text{-loop}}^{\text{thermal}} = V_{\text{tree}} + V_{\text{CT}} + V_{\text{CW}} + V_T + V_{\text{daisy}}.
\]

(A.18)

Note in particular, that in the high-\( T \) expansion, the \( \ln[M^2(v)] \) cancels between \( V_{\text{CW}} + V_T \), leaving only temperature and renormalisation scale remaining inside logarithms. The thermal part \( V_T \) can also be computed without a high-\( T \) expansion, by numerically evaluating the integral in Eq. (A.16). While the one-loop thermal part \( V_T \) is explicitly free of logarithms of renormalisation scale, at leading order in the high-\( T \) expansion it matches the tree-level part in power counting, and hence the running of parameters inside \( V_T \) is sizeable.

We find it helpful to write the thermal effective potential in an alternative form by separating the soft (zero mode) and hard (non-zero mode) contributions

\[
V_{1\text{-loop}} = \frac{1}{2} \left( \int \ln(p^2 + M^2 + \Pi_T) + \sum'_{\vec{p}} \ln(p^2 + M^2) \right),
\]

(A.19)

\(^{15}\)For a specific derivation, see \([19, 67]\), and for a more generic formula to separate vacuum and thermal contributions – by replacing a thermal sum by a complex contour integral including the Bose distribution – see Sec. 2.2 in Ref. [78] or Sec. 3.4 in Ref. [107].
where

$$\mathcal{S}_p' = T \sum_{\omega_n \neq 0} \int_p \cdot$$  \hspace{1cm} (A.20)

The soft mode has a resummed mass and the soft piece is UV finite and reads simply

$$V_{\text{soft}} = -T \frac{(M^2 + \Pi_T)^{\frac{3}{2}}}{12\pi}.$$  \hspace{1cm} (A.21)

In the high-$T$ expansion, the (UV divergent) hard mode part reads

$$V_{\text{hard}} = M^2 T^2 \frac{24}{(4\pi)^2} - \frac{M^4}{(4\pi)^2} \frac{1}{4} \left( \frac{1}{\epsilon} + L_b(\mu) \right) + \mathcal{O}(M^6/T^2)$$  \hspace{1cm} (A.22)

and we can write (note that this form is equal to the more common form of Eq. (A.18))

$$V_{\text{thermal}}^{1\text{-loop}} = V_{\text{tree}} + V_{\text{CT}} + V_{\text{soft}} + V_{\text{hard}},$$  \hspace{1cm} (A.23)

and explicitly

$$V_{\text{thermal}}^{1\text{-loop}} = V_{\text{tree}} + M^2 T^2 \frac{24}{(4\pi)^2} - \frac{M^4}{(4\pi)^2} \frac{L_b(\mu)}{4} - T \frac{(M^2 + \Pi_T)^{\frac{3}{2}}}{12\pi},$$  \hspace{1cm} (A.24)

which completes the derivation of Eq. (3.7). Note that $V_{\text{CT}}$ cancels the divergent part of $V_{\text{hard}}$.

The particular form of the thermal effective potential in Eq. (A.23) helps to illuminate the connection to dimensionally reduced 3d EFT [74, 75]. At one-loop order, this connection takes the form

$$V_{\text{thermal}}^{1\text{-loop}} \sim T V_{\text{3d}}^{\text{tree}} + \mathcal{O}(g^4),$$  \hspace{1cm} (A.25)

The full $\mathcal{O}(g^4)$ effective potential for this theory, given in Eq. (4.1), can be constructed using high-temperature dimensional reduction [73, 75, 80, 96, 110]. For this, one needs the two-loop effective potential within the 3d EFT,

$$V_{\text{thermal}} = T V_{\text{eff}}^{3\text{d}} = T \left\{ \frac{1}{2} m_3^2(\mu_3) v_3^2 + \frac{1}{4!} g_3^2 v_3^4 - \frac{1}{3(4\pi)} (M_3^2)^{\frac{3}{2}} \right\} + \frac{1}{(4\pi)^2} \left( \frac{1}{8} g_3^2 M^2_3 - \frac{1}{24} g_3^4 v_3^2 \left[ 1 + 2 \ln \left( \frac{\mu_3}{3 M_3} \right) \right] \right\},$$  \hspace{1cm} (A.26)

where for convenience we have defined

$$M_3^2 = m_3^2(\mu_3) + \frac{1}{2} g_3^2 v_3^2.$$  \hspace{1cm} (A.27)
The 3d effective parameters are needed up to the same $\mathcal{O}(g^4)$ order:

$$g_3^2 = T\left( g^2(\mu) - \frac{3}{2(4\pi)^2} g^4 L_b(\mu) \right), \quad \text{(A.28)}$$

$$m_3^2(\mu_3) = m^2(\mu) + \frac{1}{24} g^2(\mu) T^2 \left( \frac{1}{2} g^2 m^2 L_b(\mu) + \frac{1}{16} g^4 T^2 L_b(\mu) + \frac{1}{6} g_3^4 \left[ c + \ln \left( \frac{3T}{\mu_3} \right) \right] \right), \quad \text{(A.29)}$$

$$v_3 = \frac{v}{\sqrt{T}}. \quad \text{(A.30)}$$

Expanding Eq. (A.26) up to $\mathcal{O}(g^4)$ results in Eq. (4.1), while the unexpanded form contains a subset of higher-order resummations.

Note that the renormalisation scale $\mu$ cancels at $\mathcal{O}(g^4)$ in Eqs. (A.28) to (A.30): the running of the leading terms is cancelled by the explicit $\mu$-dependence of the $L_b(\mu)$ terms. The residual $\mu$-dependence is $\mathcal{O}(g^6)$. In addition to these UV logarithms, there arise IR logarithms within the full theory. These match against corresponding logarithms determining the running of parameters within the 3d EFT, allowing one to replace $\mu \to \mu_3$ within all IR logarithms [73]; see Eq. (A.29). This is characteristic of EFTs more generally [113]. Finally, note that within Eq. (A.26) for the effective potential the $\mu_3$-dependence of the tree-level mass parameter cancels against that of the explicit two-loop term, leaving a residual $\mu_3$-dependence at $\mathcal{O}(g^5)$.

The advantages of the EFT approach are even clearer at the next order [142]. For a complete determination of the $\mathcal{O}(g^5)$ effective potential in this theory, one needs to compute three-loop diagrams. However, only ordinary $d$-dimensional integrals within the EFT are needed at this order, and no new sum-integrals, i.e. Eq. (A.26) needs extending but not Eqs. (A.28) to (A.30).

References

[1] LIGO SCIENTIFIC, VIRGO collaboration, Observation of Gravitational Waves from a Binary Black Hole Merger, Phys. Rev. Lett. 116 (2016) 061102 [1602.03837].

[2] C. Caprini and D.G. Figueroa, Cosmological Backgrounds of Gravitational Waves, Class. Quant. Grav. 35 (2018) 163001 [1801.04268].

[3] C. Caprini et al., Detecting gravitational waves from cosmological phase transitions with : an update, JCAP 03 (2020) 024 [1910.13125].

[4] M.B. Hindmarsh, M. Lüben, J. Lumma and M. Pauly, Phase transitions in the early universe, 2008.09136.

[5] LISA collaboration, Laser Interferometer Space Antenna, 1702.00786.

[6] S. Kawamura et al., The Japanese space gravitational wave antenna: DECIGO, Class. Quant. Grav. 28 (2011) 094011.

[7] G. Harry, P. Fritschel, D. Shaddock, W. Folkner and E. Phinney, Laser interferometry for the big bang observer, Class. Quant. Grav. 23 (2006) 4887.
[8] W.-H. Ruan, Z.-K. Guo, R.-G. Cai and Y.-Z. Zhang, Taiji program: Gravitational-wave sources, *Int. J. Mod. Phys. A* **35** (2020) 2050075 [1807.09495].

[9] NANOGrav collaboration, The NANOGrav 12.5-year Data Set: Search For An Isotropic Stochastic Gravitational-Wave Background, 2009.04496.

[10] A. Addazi, Y.-F. Cai, Q. Gan, A. Marciano and K. Zeng, NANOGrav results and Dark First Order Phase Transitions, 2009.10327.

[11] Y. Nakai, M. Suzuki, F. Takahashi and M. Yamada, Gravitational Waves and Dark Radiation from Dark Phase Transition: Connecting NANOGrav Pulsar Timing Data and Hubble Tension, 2009.09754.

[12] H.-H. Li, G. Ye and Y.-S. Piao, Is the NANOGrav signal a hint of dS decay during inflation?, 2009.14663.

[13] W. Ratzinger and P. Schwaller, Whispers from the dark side: Confronting light new physics with NANOGrav data, 2009.11875.

[14] CMS collaboration, Observation of a New Boson at a Mass of 125 GeV with the CMS Experiment at the LHC, *Phys. Lett. B* **716** (2012) 30 [1207.7235].

[15] ATLAS collaboration, Observation of a new particle in the search for the Standard Model Higgs boson with the ATLAS detector at the LHC, *Phys. Lett. B* **716** (2012) 1 [1207.7214].

[16] D.E. Morrissey and M.J. Ramsey-Musolf, Electroweak baryogenesis, *New J. Phys.* **14** (2012) 125003 [1206.2942].

[17] M.J. Ramsey-Musolf, The electroweak phase transition: a collider target, *JHEP* **09** (2020) 179 [1912.07189].

[18] J. Kozaczuk, M.J. Ramsey-Musolf and J. Shelton, Exotic Higgs boson decays and the electroweak phase transition, *Phys. Rev. D* **101** (2020) 115035 [1911.10210].

[19] M. Quiros, Finite temperature field theory and phase transitions, in ICTP Summer School in High-Energy Physics and Cosmology, pp. 187–259, 1, 1999 [hep-ph/9901312].

[20] J.M. Cline, Baryogenesis, in Les Houches Summer School - Session 86: Particle Physics and Cosmology: The Fabric of Spacetime, 9, 2006 [hep-ph/0609145].

[21] H.H. Patel and M.J. Ramsey-Musolf, Baryon Washout, Electroweak Phase Transition, and Perturbation Theory, *JHEP* **07** (2011) 029 [1101.4665].

[22] C.L. Wainwright, CosmoTransitions: Computing Cosmological Phase Transition Temperatures and Bubble Profiles with Multiple Fields, *Comput. Phys. Commun.* **183** (2012) 2006 [1109.4189].

[23] P. Basler and M. Mühlleitner, BSMPT (Beyond the Standard Model Phase Transitions): A tool for the electroweak phase transition in extended Higgs sectors, *Comput. Phys. Commun.* **237** (2019) 62 [1803.02846].

[24] P. Athron, C. Balázs, A. Fowlie and Y. Zhang, PhaseTracer: tracing cosmological phases and calculating transition properties, *Eur. Phys. J. C* **80** (2020) 567 [2003.02859].

[25] S.J. Huber and M.G. Schmidt, Electroweak baryogenesis: Concrete in a SUSY model with a gauge singlet, *Nucl. Phys. B* **606** (2001) 183 [hep-ph/0003122].
C. Grojean, G. Servant and J.D. Wells, *First-order electroweak phase transition in the standard model with a low cutoff*, Phys. Rev. D 71 (2005) 036001 [hep-ph/0407019].

S.W. Ham, Y.S. Jeong and S.K. Oh, *Electroweak phase transition in an extension of the standard model with a real Higgs singlet*, J. Phys. G 31 (2005) 857 [hep-ph/0411352].

D. Bodeker, L. Fromme, S.J. Huber and M. Seniuch, *The Baryon asymmetry in the standard model with a low cut-off*, JHEP 02 (2005) 026 [hep-ph/0412366].

L. Fromme, S.J. Huber and M. Seniuch, *Baryogenesis in the two-Higgs doublet model*, JHEP 11 (2006) 038 [hep-ph/0605242].

C. Delaunay, C. Grojean and J.D. Wells, *Dynamics of Non-renormalizable Electroweak Symmetry Breaking*, JHEP 04 (2008) 029 [0711.2511].

J.R. Espinosa and M. Quiros, *Novel Effects in Electroweak Breaking from a Hidden Sector*, Phys. Rev. D 76 (2007) 076004 [hep-ph/0701145].

S. Profumo, M.J. Ramsey-Musolf and G. Shaughnessy, *Singlet Higgs phenomenology and the electroweak phase transition*, JHEP 08 (2007) 010 [0705.2425].

A. Noble and M. Perelstein, *Higgs self-coupling as a probe of electroweak phase transition*, Phys. Rev. D 78 (2008) 063518 [0711.3018].

J.R. Espinosa, T. Konstandin, J.M. No and M. Quiros, *Some Cosmological Implications of Hidden Sectors*, Phys. Rev. D 78 (2008) 123528 [0809.3215].

K. Funakubo and E. Senaha, *Electroweak phase transition, critical bubbles and sphaleron decoupling condition in the MSSM*, Phys. Rev. D 79 (2009) 115024 [0905.2022].

J.M. Cline, G. Laporte, H. Yamashita and S. Kraml, *Electroweak Phase Transition and LHC Signatures in the Singlet Majoron Model*, JHEP 07 (2009) 040 [0905.2559].

J. Kehayias and S. Profumo, *Semi-Analytic Calculation of the Gravitational Wave Signal From the Electroweak Phase Transition for General Quartic Scalar Effective Potentials*, JCAP 03 (2010) 003 [0911.0687].

J.R. Espinosa, T. Konstandin, J.M. No and G. Servant, *Energy Budget of Cosmological First-order Phase Transitions*, JCAP 06 (2010) 028 [1004.4187].

J.R. Espinosa, T. Konstandin and F. Riva, *Strong Electroweak Phase Transitions in the Standard Model with a Singlet*, Nucl. Phys. B 854 (2012) 592 [1107.5441].

G. Gil, P. Chankowski and M. Krawczyk, *Inert Dark Matter and Strong Electroweak Phase Transition*, Phys. Lett. B 717 (2012) 396 [1207.0084].

D.J.H. Chung, A.J. Long and L.-T. Wang, *125 GeV Higgs boson and electroweak phase transition model classes*, Phys. Rev. D 87 (2013) 023509 [1209.1819].

L. Leitao, A. Megevand and A.D. Sanchez, *Gravitational waves from the electroweak phase transition*, JCAP 10 (2012) 024 [1205.3070].

G.C. Dorsch, S.J. Huber and J.M. No, *A strong electroweak phase transition in the 2HDM after LHC8*, JHEP 10 (2013) 029 [1305.6610].

S. Profumo, M.J. Ramsey-Musolf, C.L. Wainwright and P. Winslow, *Singlet-catalyzed
electroweak phase transitions and precision Higgs boson studies, *Phys. Rev. D* **91** (2015) 035018 [1407.5342].

[45] D. Curtin, P. Meade and C.-T. Yu, *Testing Electroweak Baryogenesis with Future Colliders*, *JHEP* **11** (2014) 127 [1409.0005].

[46] M. Jiang, L. Bian, W. Huang and J. Shu, *Impact of a complex singlet: Electroweak baryogenesis and dark matter*, *Phys. Rev. D* **93** (2016) 065032 [1502.07574].

[47] N. Blinov, J. Kozaczuk, D.E. Morrissey and C. Tamarit, *Electroweak Baryogenesis from Exotic Electroweak Symmetry Breaking*, *Phys. Rev. D* **92** (2015) 035012 [1504.05195].

[48] J. Kozaczuk, *Bubble Expansion and the Viability of Singlet-Driven Electroweak Baryogenesis*, *JHEP* **10** (2015) 135 [1506.04741].

[49] V. Vaskonen, *Electroweak baryogenesis and gravitational waves from a real scalar singlet*, *Phys. Rev. D* **95** (2017) 123515 [1611.02073].

[50] P. Basler, M. Krause, M. Muhlleitner, J. Wittbrodt and A. Wlotzka, *Strong First Order Electroweak Phase Transition in the CP-Conserving 2HDM Revisited*, *JHEP* **02** (2017) 121 [1612.04086].

[51] A. Beniwal, M. Lewicki, J.D. Wells, M. White and A.G. Williams, *Gravitational wave, collider and dark matter signals from a scalar singlet electroweak baryogenesis*, *JHEP* **08** (2017) 108 [1702.06124].

[52] C.-W. Chiang, M.J. Ramsey-Musolf and E. Senaha, *Standard Model with a Complex Scalar Singlet: Cosmological Implications and Theoretical Considerations*, *Phys. Rev. D* **97** (2018) 015005 [1707.09960].

[53] P. Basler, M. Mühlleitner and J. Wittbrodt, *The CP-Violating 2HDM in Light of a Strong First Order Electroweak Phase Transition and Implications for Higgs Pair Production*, *JHEP* **03** (2018) 061 [1711.04907].

[54] M. Chala, C. Krause and G. Nardini, *Signals of the electroweak phase transition at colliders and gravitational wave observatories*, *JHEP* **07** (2018) 062 [1802.02168].

[55] P.S.B. Dev, F. Ferrer, Y. Zhang and Y. Zhang, *Gravitational Waves from First-Order Phase Transition in a Simple Axion-Like Particle Model*, *JCAP* **11** (2019) 006 [1905.00891].

[56] D. Croon, O. Gould, P. Schicho, T.V.I. Tenkanen and G. White, *Theoretical uncertainties for cosmological first-order phase transitions*, 2009.10080.

[57] A. Papaefstathiou and G. White, *The Electro-Weak Phase Transition at Colliders: Confronting Theoretical Uncertainties and Complementary Channels*, 2010.00597.

[58] M. Carena, Z. Liu and Y. Wang, *Electroweak phase transition with spontaneous $Z_2$-breaking*, *JHEP* **08** (2020) 107 [1911.10206].

[59] J.R. Espinosa and M. Quiros, *Improved metastability bounds on the standard model Higgs mass*, *Phys. Lett. B* **353** (1995) 257 [hep-ph/9504241].

[60] L. Delle Rose, C. Marzo and A. Urbano, *On the fate of the Standard Model at finite temperature*, *JHEP* **05** (2016) 050 [1507.06912].

[61] S.J. Huber, T. Konstandin, G. Nardini and I. Rues, *Detectable Gravitational Waves from Very Strong Phase Transitions in the General NMSSM*, *JCAP* **03** (2016) 036 [1512.06357].
[62] R.-G. Cai, M. Sasaki and S.-J. Wang, *The gravitational waves from the first-order phase transition with a dimension-six operator*, *JCAP* **08** (2017) 004 [1707.03001].

[63] A. Braconi, M.-C. Chen, G. Gaswint and G. Gaswint, *Revisiting electroweak phase transition with varying Yukawa coupling constants*, *Phys. Rev. D* **100** (2019) 015032 [1810.02522].

[64] C.-W. Chiang and B.-Q. Lu, *First-order electroweak phase transition in a complex singlet model with Z₃ symmetry*, *JHEP* **07** (2020) 082 [1912.12634].

[65] M. Carena, C. Krause, Z. Liu and Y. Wang, *A New Approach to Electroweak Symmetry Non-Restoration*, 2104.00638.

[66] L. Dolan and R. Jackiw, *Symmetry Behavior at Finite Temperature*, *Phys. Rev. D* **9** (1974) 3320.

[67] J.I. Kapusta, *Quantum Chromodynamics at High Temperature*, *Nucl. Phys. B* **148** (1979) 461.

[68] R.R. Parwani, *Resummation in a hot scalar field theory*, *Phys. Rev. D* **45** (1992) 4695 [hep-ph/9204216].

[69] P.B. Arnold and O. Espinosa, *The Effective potential and first order phase transitions: Beyond leading-order*, *Phys. Rev. D* **47** (1993) 3546 [hep-ph/9212235].

[70] Z. Fodor and A. Hebecker, *Finite temperature effective potential to order g**4, lambda**2 and the electroweak phase transition*, *Nucl. Phys. B* **432** (1994) 127 [hep-ph/9403219].

[71] W. Buchmuller, Z. Fodor and A. Hebecker, *Thermodynamics of the electroweak phase transition*, *Nucl. Phys. B* **447** (1995) 317 [hep-ph/9502321].

[72] K. Farakos, K. Kajantie, K. Rummukainen and M.E. Shaposhnikov, *3-D physics and the electroweak phase transition: Perturbation theory*, *Nucl. Phys. B* **425** (1994) 67 [hep-ph/9404201].

[73] K. Kajantie, M. Laine, K. Rummukainen and M.E. Shaposhnikov, *Generic rules for high temperature dimensional reduction and their application to the standard model*, *Nucl. Phys. B* **458** (1996) 90 [hep-ph/9508379].

[74] E. Braaten and A. Nieto, *Effective field theory approach to high temperature thermodynamics*, *Phys. Rev. D* **51** (1995) 6990 [hep-ph/9501375].

[75] K. Farakos, K. Kajantie, K. Rummukainen and M.E. Shaposhnikov, *3d physics and the electroweak phase transition: A Framework for lattice Monte Carlo analysis*, *Nucl. Phys. B* **442** (1995) 317 [hep-lat/9412091].

[76] J.O. Andersen and M. Strickland, *Resummation in hot field theories*, *Annals Phys.* **317** (2005) 281 [hep-ph/0404164].

[77] M. Laine and A. Vuorinen, *Basics of Thermal Field Theory*, vol. 925, Springer (2016), 10.1007/978-3-319-31933-9, [1701.01554].

[78] J. Ghiglieri, A. Kurkela, M. Strickland and A. Vuorinen, *Perturbative Thermal QCD: Formalism and Applications*, *Phys. Rept.* **880** (2020) 1 [2002.10188].

[79] P.M. Schicho, T.V.I. Tenkanen and J. Österman, *Robust approach to thermal resummation: Standard Model meets a singlet*, 2102.11145.
[81] K. Kajantie, M. Laine, K. Rummukainen and M.E. Shaposhnikov, *The Electroweak phase transition: A Nonperturbative analysis*, *Nucl. Phys. B* **466** (1996) 189 [hep-lat/9510020].

[82] K. Kajantie, M. Laine, K. Rummukainen and M.E. Shaposhnikov, *Is there a hot electroweak phase transition at $m_H \gtrsim m_W$?*, *Phys. Rev. Lett.* **77** (1996) 2887 [hep-ph/9605288].

[83] K. Kajantie, M. Laine, K. Rummukainen and M.E. Shaposhnikov, *A Nonperturbative analysis of the finite T phase transition in SU(2) × U(1) electroweak theory*, *Nucl. Phys.* **B493** (1997) 413 [hep-lat/9612006].

[84] J.O. Andersen, *Dimensional reduction of the two Higgs doublet model at high temperature*, *Eur. Phys. J. C* **11** (1999) 563 [hep-ph/9804280].

[85] M. Losada, *The Two loop finite temperature effective potential of the MSSM and baryogenesis*, *Nucl. Phys. B* **537** (1999) 3 [hep-ph/9806519].

[86] M. Losada, *Mixing effects in the finite temperature effective potential of the MSSM with a light stop*, *Nucl. Phys. B* **569** (2000) 125 [hep-ph/9905441].

[87] M. Laine and M. Losada, *Two loop dimensional reduction and effective potential without temperature expansions*, *Nucl. Phys. B* **582** (2000) 277 [hep-ph/0003111].

[88] A. Gynther, *Electroweak phase diagram at finite lepton number density*, *Phys. Rev.* **D68** (2003) 016001 [hep-ph/0303019].

[89] A. Gynther and M. Vepsalainen, *Pressure of the standard model at high temperatures*, *JHEP* **01** (2006) 060 [hep-ph/0510375].

[90] A. Gynther and M. Vepsalainen, *Pressure of the standard model near the electroweak phase transition*, *JHEP* **03** (2006) 011 [hep-ph/0512177].

[91] M. Laine and M. Meyer, *Standard Model thermodynamics across the electroweak crossover*, *JCAP* **1507** (2015) 035 [1503.04935].

[92] T. Gorda, A. Helset, L. Niemi, T.V.I. Tenkanen and D.J. Weir, *Three-dimensional effective theories for the two Higgs doublet model at high temperature*, *JHEP* **02** (2019) 081 [1802.05056].

[93] L. Niemi, H.H. Patel, M.J. Ramsey-Musolf, T.V.I. Tenkanen and D.J. Weir, *Electroweak phase transition in the real triplet extension of the SM: Dimensional reduction*, *Phys. Rev. D* **100** (2019) 035002 [1802.10500].

[94] K. Kainulainen, V. Keus, L. Niemi, K. Rummukainen, T.V.I. Tenkanen and V. Vaskonen, *On the validity of perturbative studies of the electroweak phase transition in the Two Higgs Doublet model*, *JHEP* **06** (2019) 075 [1904.01329].

[95] L. Niemi, M. Ramsey-Musolf, T.V.I. Tenkanen and D.J. Weir, *Thermodynamics of a two-step electroweak phase transition*, 2005.11332.

[96] O. Gould, *Real scalar phase transitions: a nonperturbative analysis*, 2101.05528.

[97] L. Niemi, P. Schicho and T.V.I. Tenkanen, *Singlet-assisted electroweak phase transition at two loops*, 2103.07467.

[98] R. Jackiw, *Functional evaluation of the effective potential*, *Phys. Rev. D* **9** (1974) 1686.
S.R. Coleman and E.J. Weinberg, *Radiative Corrections as the Origin of Spontaneous Symmetry Breaking*, Phys. Rev. D 7 (1973) 1888.

B.M. Kastening, *Renormalization group improvement of the effective potential in massive phi**4 theory*, Phys. Lett. B283 (1992) 287.

M. Bando, T. Kugo, N. Maekawa and H. Nakano, *Improving the effective potential*, Phys. Lett. B301 (1993) 83 [hep-ph/9210228].

C. Ford, D.R.T. Jones, P.W. Stephenson and M.B. Einhorn, *The Effective potential and the renormalization group*, Nucl. Phys. B395 (1993) 17 [hep-lat/9210033].

M.E. Peskin and D.V. Schroeder, *An Introduction to quantum field theory*, Addison-Wesley, Reading, USA (1995).

J. Ellis, *TikZ-Feynman: Feynman diagrams with TikZ*, Comput. Phys. Commun. 210 (2017) 103 [1601.05437].

J. Zinn-Justin, *Quantum field theory and critical phenomena*, Int. Ser. Monogr. Phys. 113 (2002) 1.

X.-p. Sun, *Monte Carlo studies of three-dimensional O(1) and O(4) phi**4 theory related to BEC phase transition temperatures*, Phys. Rev. E67 (2003) 066702 [hep-lat/0209144].

J.I. Kapusta and C. Gale, *Finite-temperature field theory: Principles and applications*, Cambridge Monographs on Mathematical Physics, Cambridge University Press (2011), 10.1017/CBO9780511535130.

P. Basler, M. Muhlleitner and J. Müller, *BSMPT v2 A Tool for the Electroweak Phase Transition and the Baryon Asymmetry of the Universe in Extended Higgs Sectors*, 2007.01725.

A. Ekstedt and J. Löfgren, *A Critical Look at the Electroweak Phase Transition*, 2006.12614.

J.O. Andersen, *The Screening mass squared in hot scalar theory to order g-5 using effective field theory*, Phys. Rev. D 57 (1998) 5004 [hep-ph/9708276].

J.P. Blaizot, E. Iancu and A. Rebhan, *On the apparent convergence of perturbative QCD at high temperature*, Phys. Rev. D 68 (2003) 025011 [hep-ph/0303045].

M. Laine and Y. Schroder, *Quark mass thresholds in QCD thermodynamics*, Phys. Rev. D 73 (2006) 085009 [hep-ph/0603048].

A.V. Manohar, *Introduction to Effective Field Theories*, 1804.05863.

T. Brauner, T.V.I. Tenkanen, A. Tranberg, A. Vuorinen and D.J. Weir, *Dimensional reduction of the Standard Model coupled to a new singlet scalar field*, JHEP 03 (2017) 007 [1609.06230].

H.-K. Guo, K. Sinha, D. Vagie and G. White, *The Benefits of Diligence: How Precise are Predicted Gravitational Wave Spectra in Models with Phase Transitions?*, 2103.06933.

R. Jinno, S. Lee, H. Seong and M. Takimoto, *Gravitational waves from first-order phase transitions: Towards model separation by bubble nucleation rate*, JCAP 11 (2017) 050 [1708.01253].

D. Cutting, M. Hindmarsh and D.J. Weir, *Vorticity, kinetic energy, and suppressed
gravitational wave production in strong first order phase transitions, *Phys. Rev. Lett.* **125** (2020) 021302 [1906.00480].

[118] H.-K. Guo, K. Sinha, D. Vagie and G. White, *Phase Transitions in an Expanding Universe: Stochastic Gravitational Waves in Standard and Non-Standard Histories, JCAP* **01** (2021) 001 [2007.08537].

[119] F. Giese, T. Konstandin and J. van de Vis, *Model-independent energy budget of cosmological first-order phase transitions—A sound argument to go beyond the bag model, JCAP* **07** (2020) 057 [2004.06995].

[120] F. Giese, T. Konstandin, K. Schmitz and J. Van De Vis, *Model-independent energy budget for LISA, JCAP* **01** (2021) 072 [2010.09744].

[121] J.S. Langer, *Statistical theory of the decay of metastable states, Annals Phys.* **54** (1969) 258.

[122] J. Langer, *Metastable states, Physica* **73** (1974) 61.

[123] D. Bodeker and G.D. Moore, *Electroweak Bubble Wall Speed Limit, JCAP* **05** (2017) 025 [1703.08215].

[124] M. Barroso Mancha, T. Prokopec and B. Swiezewska, *Field-theoretic derivation of bubble-wall force, JHEP* **01** (2021) 070 [2005.10875].

[125] Z.-G. Mou, P.M. Saffin and A. Tranberg, *Simulations of a bubble wall interacting with an electroweak plasma, JHEP* **02** (2021) 189 [2006.13620].

[126] S. Höche, J. Kozaczuk, A.J. Long, J. Turner and Y. Wang, *Towards an all-orders calculation of the electroweak bubble wall velocity, JCAP* **03** (2021) 009 [2007.10343].

[127] B. Laurent and J.M. Cline, *Fluid equations for fast-moving electroweak bubble walls, Phys. Rev. D* **102** (2020) 063516 [2007.10935].

[128] A. Azatov and M. Vanvlasselaer, *Bubble wall velocity: heavy physics effects, JCAP* **01** (2021) 058 [2010.02590].

[129] M. Hindmarsh, S.J. Huber, K. Rummukainen and D.J. Weir, *Shape of the acoustic gravitational wave power spectrum from a first order phase transition, Phys. Rev. D* **96** (2017) 103520 [1704.05871].

[130] C.-x. Zhai and B.M. Kastening, *The Free energy of hot gauge theories with fermions through g**5, Phys. Rev. D* **52** (1995) 7232 [hep-ph/9507380].

[131] E. Braaten and A. Nieto, *Free energy of QCD at high temperature, Phys. Rev. D* **53** (1996) 3421 [hep-ph/9510408].

[132] K. Kajantie, M. Laine, K. Rummukainen and Y. Schroder, *The Pressure of hot QCD up to g6 ln(1/g), Phys. Rev. D* **67** (2003) 105008 [hep-ph/0211321].

[133] A. Gynther, M. Laine, Y. Schroder, C. Torrero and A. Vuorinen, *Four-loop pressure of massless O(N) scalar field theory, JHEP* **04** (2007) 094 [hep-ph/0703307].

[134] J.O. Andersen, L. Kyllingstad and L.E. Leganger, *Pressure to order g**8 log g of massless phi**4 theory at weak coupling, JHEP* **08** (2009) 066 [0903.4596].

[135] A.D. Linde, *Infrared Problem in Thermodynamics of the Yang-Mills Gas, Phys. Lett.* **96B** (1980) 289.
[136] K. Kajantie, M. Karjalainen, M. Laine and J. Peisa, *Three-dimensional $U(1)$ gauge + Higgs theory as an effective theory for finite temperature phase transitions*, *Nucl. Phys. B* **520** (1998) 345 [hep-lat/9711048].

[137] M. Laine and K. Rummukainen, *Two Higgs doublet dynamics at the electroweak phase transition: A Nonperturbative study*, *Nucl. Phys. B* **597** (2001) 23 [hep-lat/0009025].

[138] M. Laine, G. Nardini and K. Rummukainen, *Lattice study of an electroweak phase transition at $m_h \simeq 126$ GeV*, *JCAP* **1301** (2013) 011 [1211.7344].

[139] D. Croon, V. Sanz and G. White, *Model Discrimination in Gravitational Wave spectra from Dark Phase Transitions*, *JHEP* **08** (2018) 203 [1806.02332].

[140] M. Sher, *Electroweak Higgs Potentials and Vacuum Stability*, *Phys. Rept.* **179** (1989) 273.

[141] S.Y. Lee and A.M. Sciaccaluga, *Evaluation of Higher Order Effective Potentials with Dimensional Regularization*, *Nucl. Phys. B* **96** (1975) 435.

[142] A.K. Rajantie, *Feynman diagrams to three loops in three-dimensional field theory*, *Nucl. Phys. B* **480** (1996) 729 [hep-ph/9606216].