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ABSTRACT: Motivated by the existing difficulties in establishing mathematical models and in observing the system state time series for some complex systems, especially for those driven by non-Gaussian Lévy motion, we devise a method for extracting non-Gaussian governing laws with observations only on mean exit time. It is feasible to observe mean exit time for certain complex systems. With the observations, a sparse regression technique in the least squares sense is utilized to obtain the approximated function expression of mean exit time. Then, we learn the generator and further identify the stochastic differential equations through solving an inverse problem for a nonlocal partial differential equation and minimizing an error objective function. Finally, we verify the efficacy of the proposed method by three examples with the aid of the simulated data from the original systems. Results show that the method can apply to not only the stochastic dynamical systems driven by Gaussian Brownian motion but also those driven by non-Gaussian Lévy motion, including those systems with complex rational drift.
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Stochastic differential equations arise in modeling dynamical systems under random fluctuations in many fields. However, it is sometimes challenging to establish the mathematical models or governing laws, due to lack of scientific understanding. Fortunately, advances in data science and machine learning have led to a few data-driven approaches to extract these models with the aid of massive datasets. Currently, most of these approaches are limited to data of system state time series and mainly focus on systems driven by Gaussian Brownian motion. However, for some complex dynamical systems, under heavy-tailed, intermittent, non-
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Gaussian fluctuations, it is sometimes too costly or difficult to observe the system state time series. Besides, mean exit time may be observed or measured feasibly in some systems. Therefore, in order to deal with the existing difficulties in establishing mathematical models and in observing the system state time series, it is of great interest to identify stochastic differential equations with observations only on mean exit time.

I. INTRODUCTION

Stochastic differential equations (SDEs) arise in modeling dynamical systems under random fluctuations in many fields, including biophysics, chemistry, mechanical and electrical engineering, and environment science\(^1\)-\(^3\). In general, mathematical models of systems based on the fundamental governing laws help us uncover the complicated nonlinear dynamics. However, for some complex systems, e.g., the systems driven by non-Gaussian Lévy motion, it is often difficult and challenging to build mathematical models or governing law because of the lack of scientific understanding. Fortunately, advances in data science and machine learning have led to new progresses in understanding the complex dynamical systems with the aid of massive datasets. Recently, a few data-driven approaches to identify SDEs from data have been proposed, including the Sparse Identification of Nonlinear Dynamics (SINDy)\(^4\)-\(^6\), data-driven approximation of the Koopman generator\(^7\)-\(^11\) and parameters estimation\(^12\)-\(^14\). The SINDy approach can be regarded as a milestone for data-driven discovery of dynamical systems. It combines ideas from sparse regression and compressed sensing to discover the terms of differential equations\(^4\), and then is extended to identify parameters of a stochastic system by Kramers–Moyal formulae\(^5\). The system identification approach via data-driven approximation of the Koopman generator\(^7\) is carried out with the aid of extended dynamic mode decomposition. However, most of these approaches are limited to data from the observations of system state time series or focus on systems driven by Gaussian Brownian motion.

For some complex stochastic dynamical systems, especially those driven by non-Gaussian Lévy motion, it is sometimes too costly or difficult to observe the system state time series over a long period of time\(^15\), but it is feasible to observe other system quantity such as mean exit time. Lévy motion is a non-Gaussian process with heavy-tailed distribution and has been widely used in modeling various systems with heavy-tailed fluctuations\(^16\)-\(^18\). Mean exit time, also called as mean residence time or mean first passage time, is a significant deterministic quantity and has been observed or measured in many systems such as fluid, industrial, chemical and physiological systems\(^19\)-\(^26\). For instance, the mean residence time of a fluid particle can be measured by “pulse experiment\(^22\)”, which consists of introducing a pulse of tracer in the inlet to the domain, while measuring continuously the tracer concentration at a given point. The mean residence time of a fluid in water storage tanks and wastewater lagoons is often measured by Lagrangian
simulation of particles injected into the domain. \textsuperscript{23} Novotny et al.\textsuperscript{24} determined the mean residence time of Xenon in intact and surgically isolated muscles by recording the time-dependent background radioactivity with a detector positioned midway between the two detectors over the tissues. Nasserzadeh et al.\textsuperscript{25} have clearly demonstrated that residence times of gas particles in large incinerator plants can be measured by a pseudo-random binary signal tracer technique successfully and economically. Moreover, Ghirelli and Leckner\textsuperscript{26} proposed a transport equation for the local residence time of a fluid applying to transient flows and the equation can be used to measure the residence time of a generic reacting chemical species. Therefore, it is feasible to measure or observe the mean exit time in many systems. With observations on mean exit time, Gao and Duan\textsuperscript{27} have successfully quantified the model parameters in dynamical systems driven by non-Gaussian Lévy stable noise. Therefore, it is desirable to identify stochastic differential equations with observations on mean exit time.

The purpose of this paper is to extract governing laws with observations only on mean exit time for systems driven by either Gaussian Brownian motion or non-Gaussian Lévy motion. The highlight of this study is that an inverse problem of nonlocal partial differential equation is solved via minimization with observations only on mean exit time. The proposed method in this paper is beneficial to systems for which mean exit time is more feasible to observe. The remainder of this paper is organized as follows. In Sec. II, we present the theoretical background of the generator of system process driven by Brownian motion and Lévy motion, and the mean exit time. In Sec. III, we devise a framework to identify stochastic differential equations with the observations only on mean exit time. Then, we present three examples to verify our method in Sec. IV and conclude with discussion in Sec. V.

II. PRELIMINARIES

A. Lévy motion

We consider a stochastic dynamical system under Brownian motion and Lévy motion modeled by a scalar SDE

\[ dX_t = f(X_t) dt + \sqrt{\sigma} dB_t + dL^\alpha_t, \quad X_0 = x, \]  

(1)

where \( f(X_t) \) is the drift (or vector field) of system state process \( X_t \), variance \( \sigma \) is the positive diffusion coefficient of Gaussian Brownian motion \( B_t \), and \( L^\alpha_t \) is a non-Gaussian \( \alpha \)-stable symmetric Lévy motion with generating triplet \((0,0,\xi\nu_\alpha)\). The jump diffusion coefficient \( \xi \geq 0 \), and it is Gaussian case when \( \xi = 0 \). The jump measure of the Lévy motion is

\[ \nu_\alpha(dy) = C_\alpha |y|^{-(\alpha+1)} dy, \]  

(2)
where \( \alpha \in (0, 2) \) denotes the power parameter or stability index, \( C_\alpha = \frac{\alpha}{2^{1-\alpha}} \frac{\Gamma(1/2 + \alpha/2)}{\Gamma(1 - \alpha/2)} \). For more details see Refs. 1 and 28.

The generator for the solution process \( X_t \) is

\[
Ag = f(x)g'(x) + \sigma^2 g''(x) + \epsilon \int_{\mathbb{R}^d} \left[ g(x + y) - g(x) - I_{y \in \mathbb{R}^d}g'(x) y \right] n_y (dy).
\]

(3)

where \( I_y \) denotes the indicator function of the set \( S \), that is

\[
I_y(y) = \begin{cases} 
1, & y \in S; \\
0, & y \notin S.
\end{cases}
\]

(4)

Due to the rotational invariance of the symmetric \( \alpha \)-stable Lévy process with triplet \( (0, 0, \nu_{\alpha}) \), the generator can be reformulated as

\[
Ag = f(x)g'(x) + \sigma^2 g''(x) + \epsilon \int_{\mathbb{R}^d} \left[ g(x + y) - g(x) \right] n_y (dy).
\]

(5)

**B. Mean exit time**

For a bounded domain \( D \in \mathbb{R} \) (with boundary \( \partial D \)), the first exit time \( \tau_\partial \) for the solution orbit starting at \( x \in D \) is defined as

\[
\tau_\partial (x) = \inf \{ t > 0 : X_t = x, X_t \in \partial D \}.
\]

(6)

Then the mean exit time of a particle initially at \( x \in D \) escaping from \( D \) is defined as

\[
u(x) = \mathbb{E} \tau_\partial (x).
\]

(7)

It turns out that the mean exit time, under the uniform ellipticity condition\(^1\), satisfies the following elliptic nonlocal partial differential equation

\[
Au(x) = -1, \\
u \bigg|_{\partial D} = 0,
\]

(8)

where \( A \) is the generator defined in Eq. (3), and \( D^c \) is the complement of the domain \( D \).

**III. METHOD**

In order to identify stochastic differential equations with observations only on mean exit time, we devise a method through an inverse problem and minimization in this section. We first calculate the regression function of mean exit time with given observations by utilizing a sparse regression technique in the least squares sense, and then derive the drift expression by solving an inverse problem of nonlocal partial differential equation. A minimization scheme of the constructed error objective function is then used to learn the noise coefficients and the drift for stochastic dynamical equations in subsec. C. Finally, we outline the proposed algorithm for identifying systems from data of
mean exit time in subsec. D.

A. Sparse regression with observations on MET

Assume that we have observed \( n \) data points of MET, denoted by \( U_{ob} \), in \( D = (a,b) \). In order to satisfy the boundary condition in Eq. (8), we construct the basis function as

\[
\phi(x) = [\phi_1(x), \cdots, \phi_K(x)] = (x-a)(b-x)[1, x, x^2, \cdots, x^{K-1}],
\]

Then, the MET can be approximated as

\[
u(x) \approx \sum_{k=1}^{K} c_k \phi_k(x).
\]

Consequently, we have

\[
Bc = U_{ob}
\]

with

\[
B = \begin{bmatrix}
\phi_1(x_1) & \cdots & \phi_K(x_1) \\
\vdots & \ddots & \vdots \\
\phi_1(x_n) & \cdots & \phi_K(x_n)
\end{bmatrix}
\]

In general, Eq. (11) might have no solutions as there are more expressed equations than variables. Thus, it needs to be solved in the least squares sense, i.e., \( \arg \min_c \|Bc - U_{ob}\|_2 \). The solution \( c \) of Eq. (11) can be leaded as

\[
c = (B^T B)^{-1} B^T U_{ob}.
\]

It should be noted that here \( c \) is a non-sparse solution. For the goal of finding the minimal functional form of MET without loss of reliability representing the data among the large number of possibilities provided in the function dictionary, we need to enforce the sparsity of \( c \) by the iterative thresholding algorithm\(^{29}\). That is, given a pre-defined threshold parameter \( \lambda \) which needs to be adjusted appropriately, set the coefficients of \( c \) less than value \( \lambda \) to zero and regress the remaining coefficients. This process is iterated until no coefficient less than \( \lambda \). The sparsity result of \( c \) is denoted by \( \tilde{c} \). Thereby, we can obtain the approximated MET as a function of \( x \), i.e.,

\[
u_f(x) = \sum_{j=1}^{J} \tilde{c}_j \phi_j(x), \quad x \in (a,b).
\]

B. Inverse problem

In order to get the drift, we first need to solve the inverse problem of the nonlocal partial differential equation (8). For simplify, \( u_f(x) \) can be furthermore reformed as
\[ u_j(x) = \sum_{i=1}^{L} c_i \phi_i(x) = \sum_{j=0}^{N} r_j x^j, \quad x \in (a, b). \]  \hspace{1cm} (15)

where \( r_j \) \( (j = 1, 2, \ldots, N) \) can be calculated by \( c_i \), and \( u_j(x) = 0 \) for \( x \not\in (a, b) \).

Based on Eq. (8), we have

\[ Au_j = f(x)u_j(x) + \frac{\sigma}{2} u_j^*(x) + \epsilon C_a \int_{|y|>0} \frac{u_j(x + y) - u_j(x)}{|y|^{1+a}} \, dy = -1. \]  \hspace{1cm} (16)

Due to \( u_j(x) = 0 \) for \( x \not\in (a, b) \), Eq. (16) can be solved by decomposing the integral into four parts, i.e.

\[ \int_{|y|>r} + \int_{|y|=r} + \int_{|y|=1} + \int_{|y|<1}. \]  \hspace{1cm} Then, we have

\[ f(x)u_j^*(x) = \frac{\epsilon C_a}{\alpha} \left[ \frac{1}{(x-a)^\alpha} + \frac{1}{(b-x)^\alpha} \right] u_j(x) \]

\[ + \frac{\epsilon C_a}{\alpha} \int_{|y|-r} \frac{u_j(x+y) - u_j(x)}{|y|^{1+a}} \, dy + \int_{|y|=r} \frac{u_j(x+y) - u_j(x)}{|y|^{1+a}} \, dy = -1. \]  \hspace{1cm} (17)

For convenience, set \( \int_{|y|=r} = M_1 \) and \( \int_{|y|=1} = M_2 \) in short. Substituting the approximated function \( u_j(x) \) of Eq. (15) into these two integral terms, respectively, we can get

\[ M_1 = \sum_{j=0}^{N} r_j \int_{|y|>r} \frac{(x+y)^j - x^j}{|y|^{1+a}} \, dy = 2 \sum_{j=2}^{N} \sum_{k=2m}^{N} C_{j-1}^k r_j x^{j-k} (x-a)^{k-a}, \]  \hspace{1cm} (18)

\[ M_2 = \sum_{j=0}^{N} r_j \int_{|y|=1} \frac{(x+y)^j - x^j}{|y|^{1+a}} \, dy = \sum_{j=1}^{N} \sum_{k=1}^{N} C_j^k r_j x^{j-k} \left[ (b-x)^{k-a} - (x-a)^{k-a} \right]. \]  \hspace{1cm} (19)

where \( C_{j-1}^k = \frac{(l-1)!}{k!(l-1-k)!} \), \( C_0^0 = 1 \), and \( m \in \mathbb{N}^+ \).

Noting here that when \( \alpha = 1 \), the term \( M_2 \) should be calculated as

\[ M_2 = \sum_{j=1}^{N} \sum_{k=2}^{N} C_j^k r_j x^{j-k} \left[ (b-x)^{k-a} - (x-a)^{k-a} \right] + \sum_{j=1}^{N} j r_j x^{j-1} \ln \frac{b-x}{x-a}. \]  \hspace{1cm} (20)

Consequently, we can express the drift term as a function of \( (x, \sigma, \alpha) \) by substituting Eqs. (15, 18-20) into Eq. (17) as

\[ f(x, \sigma, \alpha) = u_j^*(x)^{-1} \left\{ -\frac{\sigma}{2} u_j^*(x) + \frac{\epsilon C_a}{\alpha} \left[ \frac{1}{(x-a)^\alpha} + \frac{1}{(b-x)^\alpha} \right] u_j(x) - \epsilon C_a (M_1 + M_2) - 1 \right\}. \]  \hspace{1cm} (21)

Noting that \( f \to \infty \) when \( u_j^*(x) \to 0 \). Thus, when solving it by discrete form in the following work, we apply the L'Hôpital's rule here for \( |u_j^*(x)| < \theta \) \( (0 < \theta \ll 1) \), i.e.,
\[ f(x, \sigma, \alpha) = u_j(x)^{-1} \left( -\frac{\sigma}{2}u_j'(x) + \frac{\varepsilon C_{\alpha \alpha}}{\alpha} \left[ \frac{1}{(x-a)^{\alpha}} + \frac{1}{(b-x)^{\alpha}} \right] u_j(x) - \varepsilon C_{\alpha} (M_1 + M_2) \right) \]  

(22)

C. System identification

Because of the unknown parameters \( \sigma \) and \( \alpha \) in the learned drift term in Eqs. (21,22), we construct an error objective function as

\[ G(\sigma, \alpha) = \frac{\|U_L(x, \sigma, \alpha) - U_{ob}\|_2^2}{\|U_{ob}\|_2^2} \]  

where \( U_{ob} \) is the observed discrete data on MET, \( U_L(x, \sigma, \alpha) \) is the learned MET obtained by substituting Eq. (21) into Eq. (8). Due to the complexity of the generator \( A \) especially at the present of Lévy motion, the learned MET needs to be solved by discrete form with the finite difference scheme proposed by Gao et al. in Ref. 30. For any \( \sigma > 0 \) and \( \alpha \in (0,2) \), we have the following discretized equation for MET from \( Au(x) = -1 \)

\[ C_h \frac{U_{j+1} - 2U_j + U_{j-1}}{h^2} + \tilde{f}(x, \sigma, \alpha) \frac{U_{j+1} - U_{j-1}}{2h} - \frac{\varepsilon C_{\alpha \alpha}}{\alpha} \left[ \frac{1}{(x_j-a)^{\alpha}} + \frac{1}{(b-x_j)^{\alpha}} \right] + \varepsilon C_{\alpha} h \sum_{k=0}^{J} \frac{U_{j+k} - U_{j-k}}{\|x_k\|^{\sqrt{2}}} = -1, \]  

(24)

where \( C_h = \frac{\sigma}{2} - \varepsilon C_{\alpha} \zeta(\alpha-1)h^{2-\alpha} \) with the Riemann zeta function \( \zeta \), \( j = -J+1, \ldots, -1, 0, 1, \ldots, J-1 \) and \( h = (b-a)/2J \).

For guaranteeing the smoothness of drift term for any given values of \( \sigma \) and \( \alpha \), we first fit curve to the discrete points from Eq. (22) by polynomial basis function \( \psi(x) = [\psi_1(x), \ldots, \psi_K(x)] = [1, x, x^2, \ldots, x^{K-1}] \) and take the approximated drift \( \tilde{f}(x, \sigma, \alpha) \) as

\[ \tilde{f}(x_j, \sigma, \alpha) \approx \sum_{k=1}^{K} \tilde{q}_k \psi_k(x_j), \quad j = 1, 2, \ldots, n, \]  

(25)

in which, \( \tilde{q} \) is the sparsity result of \( q \) calculated as

\[ q = (Q^T Q)^{-1} Q^T \tilde{f}(x, \sigma, \alpha), \]

\[ Q = \begin{bmatrix} \psi_1(x_1) & \cdots & \psi_K(x_1) \\ \vdots & \ddots & \vdots \\ \psi_1(x_n) & \cdots & \psi_K(x_n) \end{bmatrix}. \]  

(26)

The identification of the learned \( \sigma_L \) and \( \alpha_L \) can be achieved by minimizing the error objective function, i.e.,

\[ [\sigma_L, \alpha_L] = \min_{\sigma>0, \alpha\in(0,2)} G(\sigma, \alpha). \]  

(27)

Accordingly, the learned drift \( \tilde{f}(x, \sigma_L, \alpha_L) \) can be obtained by the learned \( \sigma_L \) and \( \alpha_L \). Hereto, we have completed the learning of generator \( A \). Thus, we obtain the data-driven stochastic differential equations.
D. Algorithm

The algorithm is implemented in Matlab and its basic procedure is outlined in Algorithm 1.

**Algorithm 1** Identifying SDEs with observations on mean exit time

**Require**: Basis functions \( \varphi(x) \) and \( \psi(x) \).

**Input**: A data set of observations on mean exit time \( U_{ab} \) in \( D = (a,b) \).

1. Calculate the function expression \( u_j(x) = \sum_{i=1}^{\infty} \xi_i \varphi_i(x) = \sum_{j=0}^{\infty} \eta_j x^j \) by Eqs. (9)-(14).
2. for any \( \sigma \in (0,2) \) and \( \alpha \in (0,2) \)
3. Calculate the drift \( f(x,\sigma,\alpha) \) by Eq. (21)
4. Construct the polynomial basis function and obtain the approximated drift \( \tilde{f}(x,\sigma,\alpha) \) by Eq. (25)
5. Calculate the error objective function \( G(\sigma,\alpha) \) by Eq. (23) for all combinations of \( (\sigma,\alpha,\tilde{f}(x,\sigma,\alpha)) \)
6. \textbf{end}
7. \( \text{find}(G==\text{min}(G)) \)
8. System identification by Eqs. (27) and (25).

**Output**: The error objective function and mean exit time.

IV. NUMERICAL EXPERIMENTS

In this section, we present three examples to verify our method with the simulated data from the original systems. We first consider a tri-stable dynamical system driven by Brownian motion, and then a genetic regulatory system with complex rational drift function driven by Brownian motion. Furthermore, we consider a bi-stable dynamical system driven by Lévy motion.

**Example 1.** Consider a tri-stable dynamical system driven by Brownian motion

\[
\frac{dX}{t} = (X_r - 4X^3 + 3.5X^5)dt + dB_t.
\]  

(28)

According to Eq. (5) with \( \varepsilon = 0 \), the generator of this system with drift \( f(x) = x - 4x^3 + 3.5x^5 \) and diffusion \( \sigma = 1 \) is

\[
A_g = (x - 4x^3 + 3.5x^5)g'(x) + \frac{1}{2}g''(x).
\]

(29)

Firstly, we take the simulated data from \( Au = -1 \) as the observations on MET \( U_{ab} \) by difference scheme provided by Eq. (24). The data set has \( 2J \) points on escaping interval \( D = (-1,1) \), where \( J = 120 \). During the regression procedure, the basis function with order up to 16 is chosen and the threshold parameter is set as \( \lambda = 0.01 \).

Through the regression procedure of subsection 3.1, the sparse coefficients \( \tilde{c} \) can be got as

\[
(\tilde{c}_1,\tilde{c}_3,\tilde{c}_5,\tilde{c}_7,\tilde{c}_9,\tilde{c}_11,\tilde{c}_13) = (0.9526, -0.0474, 0.2855, -0.3304, 0.2058, -0.2022, 0.0729), \text{others} \quad \tilde{c}_i = 0.
\]

(30)

Furthermore, we can get the approximated function of MET \( u_j(x) \) by Eq. (15).
\[ u_j(x) = \sum_{j=0}^{N} r_j x^j, \quad (31) \]

where \( N = 14 \) and

\[
(r_0, r_2, r_4, r_6, r_8, r_{10}, r_{12}, r_{14}) = (0.9526, -1.0, 0.3329, -0.6159, 0.5361, -0.408, 0.2751, -0.07288), \text{ others } r_j = 0. \quad (32)
\]

Consequently, the drift term can be expressed as a function of \((x, \sigma)\) by Eq. (21)

\[
f(x, \sigma) = \left[ -\frac{\sigma}{2} \sum_{j=2}^{N} j(j-1) r_j x^{j-2} - 1 \right] \sqrt{\sum_{j=1}^{N} r_j x^{j-1}}. \quad (33)
\]

The polynomial basis function with order up to 6 is chosen to calculate the approximated drift \( \tilde{f}(x, \sigma) \) for any \( \sigma \). Then the learned \( \sigma_L \), the optimization value of \( \sigma \) minimizing the error objective function shown in Fig. 1(a), can be obtained as

\[
\sigma_L = \min_{\sigma \in \mathbb{R}} G(\sigma) = 1.00. \quad (34)
\]

Accordingly, we can obtain the sparse coefficient \( \tilde{q} \) of the learned drift \( \tilde{f}(x) \) with the learned \( \sigma_L \), as shown in table 1. We can see that the learning result is very close to the true value. Comparation between the mean exit time from the learned SDE and the observations is also present in Fig. 1(b), which can be seen that they are very well in agreement.

**Table 1**: Identified coefficients for the drift term

| Basis | True | Learning |
|-------|------|----------|
| x     | 1    | 1.0002   |
| x^2   | 0    | 0        |
| x^3   | -4   | -3.9999  |
| x^4   | 0    | 0        |
| x^5   | 3.5  | 3.4983   |
| x^6   | 0    | 0        |
Example 2. Consider a genetic regulatory system with complex rational drift function driven by Brownian motion

\[ dX = \left( \frac{k_j X^2}{X^2 + K_d} - k_d X + R_{\text{bas}} \right) dt + \sqrt{0.5} dB, \tag{35} \]

where system parameters are \( k_j = 6 \text{ min}^{-1}, \quad K_d = 10, \quad k_d = 1 \text{ min}^{-1}, \quad R_{\text{bas}} = 0.4 \text{ min}^{-1}, \) as in Ref. 31.

According to Eq. (5) with \( \epsilon = 0 \), the generator of this system with drift \( f(x) = \frac{k_j X^2}{X^2 + K_d} - k_d X + R_{\text{bas}} \) and diffusion \( \sigma = 0.5 \) is

\[ Ag = \left( \frac{k_j X^2}{X^2 + K_d} - k_d X + R_{\text{bas}} \right) g'(x) + \frac{1}{4} g''(x). \tag{36} \]

Under the same setting with Example 1, we obtain the observations on MET \( U_{ob} \) from the simulated data set by \( Au = -1 \).

Similar to Example 1, choosing the polynomial basis function as the dictionary to approximate the drift term, along with the minimization of the error objective function, we can obtain the learned diffusion \( \sigma_L = 0.47 \) and the learned drift

\[ \tilde{f}(x) = 0.3552 - 0.9154x + 0.5992x^2 - 0.1007x^3 - 0.0046x^4 + 0.0014x^5. \tag{37} \]

Figure 2(a) shows the variation of the error objective function \( G(\sigma) \) with \( \sigma \). Figure 2(b) and 2(c) show the comparisons between the learned results and the true or the observations in drift term and mean exit time. Results show that the learned results and the true results are very well in agreement. These indicate that our method can also be used for identifying the stochastic dynamical systems with complex rational drift and further characterize the dynamical features with a high accuracy.
FIG. 2. A genetic regulatory system with Brownian motion. (a) The error objective function versus $\sigma$. (b) Comparison between the learned and the true result. (c) Comparison between the mean exit time from the learned SDE and the observations.

Example 3. Consider a bi-stable dynamical system driven by Lévy motion

$$dX_t = (X_t - 5X_t^3)dt + \sqrt{0.5} dB_t + dL_t^\alpha,$$

where $L_t^\alpha$ is a $\alpha$-stable symmetric Lévy motion with generating triplet $(0, 0, \nu_\alpha)$, and the power parameter $\alpha = 0.6$. Accordingly, with the addition of the drift $f(x) = x - 5x^3$ and diffusion $\sigma = 0.5$, the generator of this system is

$$Ag = (x - 5x^3)g'(x) + \frac{1}{4}g''(x) + C_{\alpha} \int_{\mathbb{R}} |g(x + y) - g(x)|y|^{\alpha - 1} dy.$$

Under the same setting with Example 1, we obtain the observations on MET $U_{ob}$ from the simulated data set by $Au = -1$.

Similar to Example 1, after implementing the procedure proposed in Sec. III, we can obtain the learned $(\sigma_L, \alpha_L) = \min_{\sigma = 0.5, \alpha = 0.6} G(\sigma, \alpha) = (0.5, 0.6)$. The variation of the error objective function $G(\sigma, \alpha)$ with $(\sigma, \alpha)$ can be seen in Fig. 3(a). Then, we obtain the sparse coefficient $\bar{q}$ of the learned drift $\bar{f}(x)$ with the learned $(\sigma_L, \alpha_L)$ present in Table 2, which shows that the learning result is very close to the true value. Meanwhile, we present the comparation between the mean exit time from the learned SDE and the observations in Fig. 3(b), which shows that they are very well in agreement.

Table 2: Identified coefficients for the drift term

| Basis | True | Learning |
|-------|------|----------|
| 1     | 0    | 0        |
| $x$   | 1    | 1.0254   |
| $x^2$ | 0    | 0        |
| $x^3$ | -5   | -5.0400  |
| $x^4$ | 0    | 0        |
FIG. 3. A bi-stable dynamical system with Lévy motion. (a) The error objective function versus $\sigma$ and $\alpha$. (b) Comparison between the mean exit time from the learned SDE and the observations.

V. DISCUSSION

We have devised a method for extracting governing laws with data only on mean exit time, by solving an inverse problem for a nonlocal partial differential equation and minimizing the error objective function. We present three examples to verify our method with the simulated data from the original systems. Results show that the proposed method apply to not only the dynamical systems driven by Gaussian Brownian motion but also those driven by non-Gaussian Lévy motion. Furthermore, it is still efficient to identify the stochastic dynamical systems with complex rational drift. Currently, most researchers focused on systems driven by Gaussian Brownian motion with observations on system state time series. If it is hard to observe the system state time series or is relatively easy to observe the mean exit time, our method can make a certain contribution to identifying the stochastic differential equations no matter for the dynamical systems driven by either Gaussian Brownian motion or non-Gaussian Lévy motion. With the learned stochastic differential equations, we can further study the stochastic dynamical behaviors of the systems, such as stochastic bifurcation, stochastic resonance and chaotic phenomenon.

We consider the scalar stochastic dynamical equations in the present paper. In fact, our method also applies to the higher dimensional systems in which case the calculating process will be more complex. There also exists a challenge in this method, that is, how to determine the types of Brownian motion and Lévy motion in advance.
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