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Abstract—Edge computing offers the distinct advantage of harnessing compute capabilities on resources located at the edge of the network to run workloads of relatively weak user devices. This is achieved by offloading computationally intensive workloads, such as deep learning from user devices to the edge. Using the edge reduces the overall communication latency of applications as workloads can be processed closer to where data is generated on user devices rather than sending them to geographically distant clouds. Specialised hardware accelerators, such as Graphics Processing Units (GPUs) available in the cloud-edge network can enhance the performance of computationally intensive workloads that are offloaded from devices on to the edge. The underlying approach required to facilitate this is virtualization of GPUs. This paper therefore sets out to investigate the potential of GPU accelerator virtualization to improve the performance of deep learning workloads in a cloud-edge environment. The AVEC accelerator virtualization framework is proposed that incurs minimum overheads and requires no source-code modification of the workload. AVEC intercepts local calls to a GPU on a device and forwards them to an edge resource seamlessly. The feasibility of AVEC is demonstrated on a real-world application, namely OpenPose using the Caffe deep learning library. It is observed that on a lab-based experimental test-bed AVEC delivers up to 7.48x speedup despite communication overheads incurred due to data transfers.
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I. INTRODUCTION

Edge computing offers multiple layers of resources at the edge of the network between an end-user device and the cloud [1], [2]. The premise of edge computing is to bring workloads closer to where data is generated for minimising communication latencies between devices and geographically distant clouds and for reducing the ingress bandwidth demand to the cloud [3], [4]. Edge resources may be employed to offload workloads from the cloud to the edge or from devices to the edge. Edge resources may vary in form factor depending on where they are located. For example, a home router may be augmented with computing resources to be an edge node or alternatively a dedicated micro-cloud with more computing resources may be employed. Figure 1 provides an exemplar of an edge computing architecture [5].

Workloads that execute on the edge, such as deep learning [6], [7] can benefit from hardware accelerators that provide massive parallelism on relatively small form factor processors. One example is the graphics processing unit (GPU) that this paper focuses on. Alternate accelerators include FPGAs (field-programmable gate arrays) or TPUs (tensor processing units). Co-locating accelerators on the edge may reduce the execution time of workloads thereby making it a more compelling proposition for the edge. Workloads will need to typically rely on frameworks, such as CUDA [8] or OpenCL [9] to exploit the parallelism offered by GPUs. The GPU executes functions that are referred to as kernels, which are routines stored on the CPU. The CPU will send an input to the accelerator for the kernel and then receive the kernel output.

All end user devices may not have immediate access to an edge node with a GPU since all edge resources will not be GPU powered. Therefore it is anticipated that workloads will need access to GPUs that are located on other resources in the cloud-edge network. For example, an accelerator that is hosted in a micro-cloud rather than on an edge node. This is facilitated by the virtualization technology; accessing remote resources and using them as if they were local resources. The cloud-edge architecture mentioned above envisions that resources in a cloud-edge network will be able to access virtualized accelerators hosted on nodes in the network. Thus, in practice, resources with no physical accelerators can potentially access accelerators on other nodes.

GPU virtualization in the cloud-edge network can be achieved by intercepting local calls to a GPU and forwarding
them to a resource hosting an accelerator, executing the GPU kernel on the virtualized accelerator, and returning the output of execution. This offers the possibility for a computationally weaker device to send its data through the network so that a resource hosting a GPU can execute the workload instead of the device (a high-level view is provided in Figure 2).

Although there is significant research on virtualizing GPUs for high-performance computing systems, such as rCUDA [10] or gVirtuS [11], and on GPUs for low-power embedded computers suited for the edge [12], [13], there is currently no research that focuses on virtualization in a cloud-edge network. Therefore, the research reported in this paper investigates the potential of GPU accelerator virtualization to improve the performance of deep learning workloads in a cloud-edge environment. More specifically, the following research questions are addressed:

**Q1:** How can accelerator virtualization be offered at the edge given its limited compute resources? To address this question, this paper will present a novel prototype AVEC (accelerator virtualization in cloud-edge computing), a framework that supports the use of virtual GPU accelerators in the cloud-edge continuum. AVEC is portable and can be employed in heterogeneous cloud-edge environments. The key advantage of the proposed framework is that it does not require source code modification.

**Q2:** What overheads are incurred in virtualizing accelerators at the edge? The key motivation in addressing this question is to determine whether the computational benefits of having access to more powerful GPUs are offset by additional overheads incurred due to communication. It is observed that the proposed AVEC framework can deliver up to 7.48x speedup despite communications overheads incurred due to data transfer to a remote GPU.

**Q3:** Can GPU accelerator virtualization at the edge improve the execution performance of real-world applications? In this paper, we select a deep learning library, namely Caffe [14] to demonstrate this. We show that it is feasible to offload computationally intensive components of workloads that require GPUs from weak devices and edge nodes to nodes hosting GPUs via virtualization. The experimental evaluation is carried out in the context of a deep learning application which uses the aforementioned Caffe library, namely OpenPose [15].

The main research contributions of this paper are as follows:

- The development of AVEC, a first prototype of a low overhead and edge performance enhancing framework that supports the use of virtual GPU accelerators in the cloud-edge continuum.
- The demonstration of the benefits of accelerator virtualization at the edge by transparent execution of the popular Caffe deep learning library kernels using a real-world use case on remote GPUs.

This research confirms the feasibility of offloading workloads to virtualized GPU accelerators in cloud-edge environments.

The remainder of this paper is organised as follows. Section II presents existing techniques implementing virtualization and management of resources. Section III highlights the motivation and the necessity for implementing accelerator virtualization within a cloud-edge network. Section IV proposes AVEC: the accelerator virtualization framework and provides its implementation. Section V presents the results obtained from experimental studies. Finally, Section VI concludes this paper by considering future work.

II. RELATED WORK

Existing literature presents accelerator virtualization solutions in the context of large-scale systems, such as high-performance computing (HPC) clusters and clouds, and low power embedded devices.

A. Accelerator Virtualization in Large-scale Systems

There are multiple solutions available for general-purpose computing on graphics processing units (GPPGPU) virtualization in HPC clusters. These solutions are based on middleware libraries or remote procedure calls (RPC).

Remote CUDA (rCUDA) [10] is one middleware-based solution that virtualizes remote GPUs. The middleware intercepts CUDA calls on a client node and forwards them to a server node hosting a physical GPU. This allows for the GPU accelerator to be logically decoupled from the physical node, thereby allowing for other clients to access and share the same physical GPU on the server. A similar framework that is developed for OpenCL is VOCL [16].

vCUDA [17] is another CUDA based accelerator virtualization solution for HPC clusters. This solution is RPC-based rather than middleware to achieve accelerator virtualization. GVIM [18] is an early implementation of GPU virtualization in which multiple virtual machines are hosted on a single physical node and access the same physical GPU. GVIM achieves virtualization by using API interception, so that the CUDA function calls from an application running on a virtual machine, can be intercepted and sent to the host machine in a privileged domain for execution.

Alternate solutions for GPU virtualization include DS-CUDA [19] and Grid-CUDA [20]. DS-CUDA is a GPU
virtualization solution designed for use in the cloud. This solution incorporates a redundancy mechanism by mapping two physical cloud accelerators on to a single virtual accelerator. The outputs of both accelerators are compared; if the two results do not match, DS-CUDA automatically re-runs the CUDA API calls until the same result is seen. This mechanism improves accuracy, but the overheads remain unknown.

Grid-CUDA makes use of RPC to redirect workloads within a grid of nodes to enable parallel execution. It is noted that the use of RPC incurs large overhead costs, and the use of GRID-CUDA could lower the overall performance.

GVirtuS [11] is another accelerator virtualization solution that is based on virtual machines operating over TCP/IP model, thereby offering remote accelerator virtualization. GVirtuS is independent of the hypervisor. However, the choice of hypervisor affects the performance. The hypervisor allows multiple virtual machines or remote devices to interact with the same physical hardware accelerator. The GVirtuS framework is designed so that the CUDA library interacts with a frontend GPU virtualizer. The back end of GVirtuS deals with the hardware, by unpacking the CUDA library call and then assigning memory for it to be executed. The interception is made using a CUDA wrapper library.

qCUDA [21] is proposed to improve the performance in areas such as bandwidth, for local GPU virtualization. They achieve virtualization by incorporating API interception and is designed for QEMU-KVM hypervisor. Their testing focused on bandwidth performance and they report above 95% bandwidth efficiency when compared to native execution. The main contribution qCUDA provides is efficient memory transfers. This is made possible by eliminating the extra memory copies between guest and host, by shifting a contiguous guest physical address in memory as a host virtual address in the QEMU process via mapping.

B. Accelerator Virtualization on Embedded Devices

Recently, GVirtuS incorporated accelerator virtualization for ARM based single board computers (SBC) [22]. This is achieved by intercepting the front end API stub that connects low powered SBCs to GPU accelerators located on x86 servers. The framework offloads workloads from the ARM based SBCs to remote accelerators. Results highlight that the framework is best suited for longer running workloads. This is because the latency factor due to communicating between nodes decreases over time (performance increases as the communication time compared to kernel execution time decreases).

qCUDA-ARM [23] is an extension of the qCUDA framework and incorporates SBCs. This is a first attempt to virtualize GPUs to work on the ARM architecture. While it uses the same conceptual architecture of qCUDA, the memory management process is modified. A key CUDA function used by qCUDA is cudaHostRegister(), which is not supported in ARM devices. As such, the team has implemented memory copying in a different way, so that an additional copy of the pinned memory section is created, mapping this new region to the memory in the guest CUDA application. Although this utilizes twice the amount of memory, it is noted that it accelerates the execution of other memory related CUDA calls such as cudaMemcpy(). The authors report in their experimental findings that they can achieve up to 90% of the native CUDA speed for pinned memory. Furthermore, they achieve almost native performance on computation bound applications such as matrix multiplication.

RAPID [24] project is a European Commission funded project that investigates virtualization of lower power SBCs for offloading workloads in a heterogeneous environment. A peer-to-peer sharing mechanism in which devices from smartphones to cloud data centers are connected is envisioned to take advantage of large accelerators in the network to augment the performance of SBCs.

Alternate low-powered embedded FPGAs are virtualized in existing research [25], [26]. These FPGAs are designed for specific tasks and can be dynamically and partially reconfigured for other tasks.

In summary, we can conclude that existing accelerator virtualization will not work in a cloud-edge environment for a number of reasons. Firstly, each solution is intended to operate within a specific environment comprising only specific devices. Cloud-edge computing is a heterogeneous environment and this needs to be accounted for. Furthermore, additional overheads can arise with cloud-edge computing, such as latency from wireless communication, that these solutions have not considered. Lastly, the research discussed is designed for virtual machines unlike light-weight deployments, such as containers, employed in a cloud-edge deployment.

III. Motivation

The following aspects in relation to design, environment, and usability have been factored in for the accelerator virtualization framework AVEC that is proposed in this paper for a cloud-edge computing environment:

1) Computationally intensive workloads require hardware acceleration – Many workloads that will be executed in the cloud-edge environment will be computationally intensive. For example, deep learning is an important class of workloads that has found multiple applications in modern mobile apps [3], [4] and smart cities [27]. In the cloud-edge environment, these workloads can be partitioned and executed across cloud and
edge resources for performance gain [7], [28]. However, the use of hardware accelerators can enhance the performance of these workloads. In the design of AVEC, the execution of computationally intensive workloads, such as deep learning, have been considered.

(2) Accelerators need to be brought to the edge – Although computationally intensive workloads can rely on accelerators in the cloud, there is performance gain when they are located at the edge of the network [5]. A collection of end-user devices can access these accelerators on the edge and enhance the performance of workloads. Or a cloud application can offload selected services to an edge resource hosting accelerators for servicing user requests closer to the source. In both cases, response time of an application can be minimised and more computationally intensive workloads can get executed closer to their source for privacy reasons. In AVEC, processing data nearer to the source has been taken into account.

(3) Multiple workloads need to share edge accelerators – The edge environment is anticipated to be busy with users since billions of end-user devices will be connected. Cisco estimated that there would be around 50 billion connected devices by 2020 [29]. Therefore, it is essential that multiple devices can share an edge accelerator. While moving accelerators to the edge make them more accessible to end devices, solutions designed to make them accessible should be able to execute multiple workloads concurrently. These will need to isolate the user space and provide safe memory access on the hardware accelerator. In this paper, the virtualization solution has been designed to offer isolation of user space in future versions, thus enabling the execution of multiple workloads at the edge.

(4) Minimum source code modification should be required – An ideal acceleration solution offered at the edge should be less intrusive (i.e. should not require low-level source code modification). Giunta et al. [22] note the importance of transparency in this manner in their work. Instead the solution should be flexible so that existing distributed applications that leverage accelerators can be scheduled on accelerators whether they are located on an edge node, the micro-cloud or the cloud, based on availability and proximity to the end-user for achieving an agreeable quality of service. This design criteria has been taken into account while designing the AVEC accelerator virtualization framework in which no source code modification is required. The framework intercepts calls to the accelerator from a running application and redirects them suitably to a remote accelerator.

(5) Overheads should not offset performance benefit – In providing an accelerator virtualization solution overheads will be inevitably incurred [5]. These overheads are due to the additional operations, such as transferring data from an end-user device to GPU kernels that execute remotely and receiving the results of execution back on the device. However, these overheads can be minimised by using efficient data transfer and execution strategies and offsetting the overheads by performance gains. In this paper, the virtualization solution attempts to minimise the overheads and offset them by achieving a performance gain on deep learning workloads.

IV. AVEC FRAMEWORK

This section presents the first prototype of the AVEC framework. AVEC aims to provide remote GPU acceleration for deep learning libraries, such as Caffe [14]. The Caffe library is open source and offers deep learning algorithms and models for C++ and Python. It uses the CUDA framework for acceleration on Nvidia GPUs. AVEC executes Caffe kernels within cloud-edge computing using an accelerator virtualization approach. AVEC is designed as a middleware that allows calls to the Caffe library to be executed in a remote accelerator by forwarding the input parameters of the GPU kernel to a remote destination in the edge or the cloud.
The AVEC framework is demonstrated on the Caffe deep learning library using the OpenPose application [15]. AVEC does not require that the source code of OpenPose is modified, rather operates as an interception library that runs outside the application level.

OpenPose takes media input, such as videos or images, and detects people within the frames and then highlights the pose of the detected person. Figure 3 shows an example output. Person and pose detection requires the execution of a GPU kernel using the CUDA language. AVEC aims to deploy the OpenPose accelerator kernel on a remote destination node if a GPU is not available or is resource constrained on a given device.

The architecture of the AVEC framework is shown in Figure 4. Its goal is to execute a GPU kernel from a host node in a remote accelerator in a destination node. For this AVEC extracts the data required to initiate the kernel in the destination node, runs it there and then sends the output of the kernel back to the host with the values needed to continue application execution. The framework employs a communication module to send data between the host and destination nodes. The original application on the host continues executing the application using the output of the remote kernel as if it was locally executed.

Figure 5 shows the sequence of activities between the host and destination when using OpenPose on the AVEC framework. The communication between the host and destination is via TCP/IP using Boost ASIO [30]. The host node in the cloud-edge environment may be a device or an edge node that does not have an accelerator or a sufficiently powerful accelerator. The host node executes the original application that requires the deep learning library (Caffe) and AVEC’s pre-loaded interception library to allow access to the virtualized GPU accelerator. When the application calls functions within Caffe, those calls are redirected to the interception library via API interception. The interception library creates a connection between the host and destination nodes (both in a cloud-edge network) using a TCP/IP connection. The destination node hosts a physical GPU and the original Caffe library. Once the destination node receives the forwarded requests, it executes the kernels required by the host node on the physical GPU of the destination node. The output of these functions is sent back to the user node in the same manner as they were received. When the output is received, the application continues executing on the host node.

Within the Caffe library that OpenPose uses, the call to the Caffe kernels has been replaced with a function call to AVEC’s communications module. AVEC extracts arguments from the host and sends them to the destination. To this end, the Caffe prototxt file that contains the structure of the neural network must be initially sent to the destination. A caching mechanism is implemented so that these do not have to be sent for different executions of the kernel. In addition to the Caffe files, the input video frames to be analysed must also be sent with metadata regarding the frame, such as its size and aspect ratio. The process of assembling the frame into an array is carried out on the host to prevent unnecessary work being done in the destination node.

V. EXPERIMENTAL STUDIES

This section presents experimental studies on AVEC to implement GPU virtualization in a cloud-edge environment. The capabilities of AVEC are tested using the OpenPose application.

1) Experimental Setup: A lab-based test environment comprising resources that are comparable to a user device, an edge node and a cloud resource are setup as shown in Table I. Experiments are carried out with one to one connection, such that the host device (Jetson Nano) will only offload to one destination node during the execution, as shown in Figure 6.

Tests are carried out on images and videos. The COCO dataset [31] is used to test images (2017 version). For videos, a sample provided by OpenPose is used. The images chosen from the COCO dataset are randomly selected and set into batches of 64, 128, and 256 images. These images vary in number of objects (i.e. persons) present in them (images that do not have persons are also present). The same batches of images are used for all tests to ensure that the results are comparable. OpenPose will superimpose the pose of persons present on the image as shown in Figure 5.

2) AVEC for Images: The first tests were carried out using the randomly selected batches of 64, 128 and 256 images with different resolutions. Each time a selection of images was taken from the COCO dataset, a different seeding was used so that when the random selection of images to sort into each batch took place, the same images would not be placed in all image batches. This was done to ensure that a variety...
of images were used across the different tests. The original
OpenPose application was timed and tested with the image
batches and the results are shown in Table III. It is observed that
the time taken to process each image batch is approximately
twice the time taken for a previous batch.

The same images were executed using AVEC on the same
image batches as in the above test. The results shown in
Figure 7a indicate that an increase in speed is achieved as
AVEC offloads the computationally intensive components
of OpenPose to remote GPUs. The time is reduced by a
significant amount when the edge node is used, but when
the device offloads to the cloud node a substantial speedup
is observed. This is as expected, since the resources available
on the GPU increases from the device through to the edge and
the cloud.

Table III shows the time taken to copy the deep learning
model to the GPU. The model needs to be transferred to the
GPU. In the experiments, the COCO model requires up about
5.5GB of memory on the GPU and is copied once during the
initialisation to the GPU and remains there throughout execution.

3) AVEC for Videos: The video used for this test is an
8 seconds clip consisting of 204 frames with a resolution
of 368 x 656 pixels. It has a large number of objects (i.e.
persons) present in each frame, therefore, rendering is required
on the GPU. The results obtained from offloading are shown in
Figure 7b. A similar trend as seen for the images is noted,
and AVEC provides larger amount of improvement with the
cloud node than with the edge node. The speedup obtained
on both images and video using AVEC is shown in Table IV. It
is observed that AVEC can deliver up to 7.48x speedup in
the test with the video when offloading the workload to the cloud.

Another dimension to quantify the performance benefit of
AVEC is by measuring the frames per second (FPS) processed.
This shown in Table V. As expected, an improvement in FPS is noted when offloading to more powerful GPUs.

However, the edge is still quite limited in its computational
capabilities and therefore there is limited acceleration.

Another observation is that the video performs better than
the images. This may be due to the video not being saved to
memory after each frame is processed, whereas each processed
image is saved with the OpenPose prediction transposed onto
it.

4) Profiling AVEC performance: The Nvidia profiler
(nvprof) was used to measure the time spent for computation
of the GPU kernels, data transfers (i.e. communication), and
other overheads. It is noted that AVEC reduces the execution
time on the GPU when offloading, but incurs overheads due to
transferring GPU kernel arguments and results between nodes.

When running the OpenPose application natively without
the use of AVEC, 27 GPU kernels are used through the
execution sequence. Using AVEC, 13 kernels are executed
on the host device and 17 kernel executions on the destination
node (edge or cloud). The three additional kernels are CUDA
calls required on both the host and destination. The host retains
all OpenPose related kernels (e.g. renderPoseCoco), but the
destination node executes all Caffe related kernels.

The time taken to complete a forward pass, and thus make
a real time pose estimation depends on the frame resolution
(larger frames take a longer time to process). The results
discussed below are from using the sample video used in
previous experiments.

One execution cycle is defined as the time taken to (i) send
the frame data as float, (ii) send the resolution as an array,
(iii) send the frame size as an integer, (iv) execute the forward
pass and return the results. The frame width variable is two
integers (8 bytes). The frame size is a single integer (4
bytes). The frame size will be the dimensions of the frame
(1 x 3 x 368 x 656). Finally, the output result sent back to the
host node will always be the dimensions of the frame divided
AVEC is underpinned by a virtualization technique that employs API interception and forwarding, that requires no source code modification of applications. A thorough evaluation of the overheads that are incurred in using AVEC was performed and its impact on the execution of workloads was analysed. A real world use-case was employed, namely the OpenPose application using the Caffe deep learning library. OpenPose is a computationally intensive application that low powered embedded devices cannot accelerate. However, performance acceleration was achieved when using AVEC. It was noted that although there are communication overheads in transferring data from devices to a remote GPU, AVEC still delivers a speedup reaching up to a maximum of 7.48x. The first implementation of AVEC has the following limitations providing opportunities for further research:

(i) **Only considers deep learning libraries**: Currently, AVEC only incorporates the Caffe deep learning library. In the future, it is envisioned that AVEC will incorporate other deep learning libraries to deliver a more comprehensive remote accelerator virtualization solution and thus enable AVEC to become more mature.

(ii) **No mechanism to enable migration of workloads between accelerators**: Due to the dynamic nature of cloud-edge environments and its benefit for mobile users, AVEC must be capable of moving workloads to alternate locations based on the requirements of users or their workloads. This is implemented by packaging workloads into deployable containers and moving them across accelerators in a cloud-edge network. Migration of workloads will also enhance fault-tolerance in AVEC in the event of nodes that host accelerators failing.

(iii) **Lack of device-aware scheduling**: Given the heterogeneous nature of cloud-edge computing, AVEC needs to be aware of the accelerators that are available within the network that are capable of running a given workload. Moreover, metrics such as accelerator usage, power usage or latency of these accelerators should be taken into account for scheduling a given workload.
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