Speeding-up while growing-up: Synchronous functional development of motor and non-motor processes across childhood and adolescence
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Abstract

Describing the maturation of information processing in children is fundamental for developmental science. Although non-linear changes in reaction times have been well-documented, direct measurement of the development of the different processing components is lacking. In this study, electromyography was used to quantify the maturation of premotor and motor processes on a sample of 114 children (6–14 years-old) and 15 adults. Using a model-based approach, we show that the development of these two components is well-described by an exponential decrease in duration, with the decay rate being equal for the two components. These findings provide the first unbiased evidence in favour of the common developmental rate of nonmotor and motor processes by directly confronting rates of development of different processing components within the same task. This common developmental rate contrasts with the differential physical maturation of region-specific cerebral gray and white matter. Tentative paths of interpretation are proposed in the discussion.

Introduction

From childhood to adulthood, cognitive functions (defined broadly as mental processes underlying perception, attention, memory, reasoning, decision making, problem solving, action selection and control, etc. . .) undergo massive non-linear changes: they develop considerably during early and middle childhood and more slowly in later childhood and early adolescence, which is obvious in response time (RT) studies. RTs decrease sharply until age of 9–10 years, and more gradually beyond that age. Such a non-linear decrease (well described by a negative exponential function—see below for details) is ubiquitous and has been found to be true for a large variety of RT tasks [1]. RT, however, is an aggregated measure of cognitive processes that reveals the final output of a series of complex information processing
transformations (at a minimum, perception, decision, and response execution). Characterizing the developmental pattern of these different processes is a fundamental issue. The objective of the present work is to study whether a non-linear evolution characterizes the maturation of the different processes underlying RT and, if so, do they have similar dynamics or do they develop very differently.

Previous attempts aiming at delimiting different processes aggregated in RT measure relied on comparing tasks or task conditions [1, 2] associated to experimental manipulations (for example: simple- and choice RT tasks, visual search, mental rotation, same-different judgment tasks, Stroop task or classification task) thought to affect specific component processes. Remarkably, not only the changes of RT durations with age measured in a large variety of different cognitive task conditions were always non-linear, but also the trajectories were very similar. Therefore, it has been proposed that all cognitive processes develop at the same rate [1]. However, subtracting the RT of one condition from the other to draw inference on the assumed manipulated process (often termed "subtractive method"), requires additional assumptions. First, one has to assume "pure insertion" of processes, that is, a mental process can be added or omitted from the processing chain without changing the duration of other processes [3]. In the development literature, it must further be assumed that 1) the nature of information processes engaged in a task are identical for all ages [4] and 2) the processes inserted are the same for all ages. However, the assumption about pure insertion of processes is not necessarily valid [see 4, 5 for criticisms], and it is inconsistent with continuous flow models of information processing, for which empirical evidence has been provided [e.g., 6, 7].

To address these shortcomings, Ridderinkhof and van der Molen [8] used event-related potentials (ERPs) of EEG to estimate chronometric properties of mental processes operating within RT [see also 9]. ERPs are series of positive and negative deflections of brain electrical activity that are time-locked to stimulus presentation or response execution. As such, they index stimulus- and response-related cognitive operations. Ridderinkhof and van der Molen [8] examined the latencies of P3 component (assumed to be related to stimulus processing) and the lateralized readiness potentials (LRP; assumed to be related to motor preparation). They observed that the latencies of both potentials evolve across childhood in a non-linear way. However, the P3 component developed faster than the LRP component, which led these authors to conclude that stimulus evaluation and response preparation processes do not develop at the same rate. Although this approach was a step forward in estimating processes duration, it has several flaws [for criticisms, see 10, 11]. Foremost, the latency measures extracted from averaged ERPs are not necessarily valid. For example, the onset of the averaged ERP curve is unproportionally determined by the early occurrences of single-trial EEG deflections [10]. As a result, these latency measures are distorted and cannot be directly compared to RTs. This was well summarized by Callaway, Halliday, Naylor, Thouvenin [12]: “The latency of the average is not the average of the latencies”.

More appropriate electrophysiological methods should allow researchers to identify specific processes measured by RT on every trial, instead of on an averaged signal, to get rid of such distortion. In the present study, electromyographic (EMG) activity was used to separate motor and non-motor components of individual RTs. The EMG activity can be recorded from the muscles primarily involved in the behavioural response. The excellent signal-to-noise ratio of EMG signals allows to decompose RT in two intervals separated by EMG onset on a trial-to-trial basis (Fig 1). Following Botwinick & Thomson [13], these two intervals are often termed premotor (PMT, from stimulus onset to EMG onset) and motor latencies (MT, from EMG onset to behavioural response). The functional interpretation of these two components deserves some comments. The motor time corresponds to time needed by the muscle to translate the cortico-spinal afferences into force and to reach the requested level of force to produce
the overt response. As argued by Possamaï et al. [14] "If any portion of the reaction time solely reflect motor processes, surely it is motor time". Motor time, however, is not solely determined by low level, physiological mechanism. It largely depends on the rate of recruitment of the muscle’s motor unit [15], and this rate largely depends on the synchronization of the afferent motor command [16]. As such, it reflects the quality of the central motor command, which depends on cognitive processes. As a matter of fact, several experimental manipulations have been shown to affect MT. For example, advance information about the effector to be used in the forthcoming response shortens MT [14]. Speed-Accuracy trade-off (SAT) also has a large impact on MT, with much reduced MT under hard speed pressure. SAT is largely considered as a prototypical strategic effect. The fact that MT is largely modulated by SAT indicates that it is also under strategic control. Perceptual manipulations can also affect this interval. Early work by Grayson [17] suggested that stimulus intensity could affect MT. More recently Servant et al. [18] and Weindel et al. [19] showed that color saturation and stimulus contrast, respectively, also affect MT. In contrast, several studies reported no effect of stimulus-response compatibility of MT [20].

Given this independence between the two intervals, fractioning RT based on EMG allows to efficiently assess the development rate of "motor" and "non-motor" components of RT.

The evolution of RT with age is very well described by a negative exponential function [1]:

\[ RT = a + b e^{(-c \cdot \text{age})} \]  

where \(a\) is the asymptote (the RT value obtained at adulthood), \(a+b\) defines the intercept, and \(c\) represents the decay rate (specifying the developmental rate of RT). To assess whether premotor and motor RT components develop non-linearly, this equation will be fitted separately to
PMT and MT. If both components are well described by this equation, the parameter \( c \) will provide estimates of the development rate of the different processes, allowing to directly compare them. In addition, the performance of children in each age group will be compared to that of adults to calculate the extent to which children are slower than adults. This analysis, called a Brinley plot [27], was traditionally performed on average RT data under various experimental conditions and involved plotting the mean RT of children against that of adults. Here, within-task Brinley plots will be calculated by plotting the average RT, PMT, and MT of children against those of adults. The common exponential decay rate for RT, PMT, and MT should result in a linear relationship between these variables and provide additional support for the hypothesis about the same developmental rate of RT components. Data collected as part of a larger project originally designed to study age-related changes in cognitive control [25] were used here to assess the developmental rate of PMT and MT. EMG data were acquired from a cross-sectional sample of children (\( N = 114 \)) aged from 6 to 14 years old and a sample of 15 adults over 20 years of age (mean: 27 years old ± 4.5 years) who performed a child-friendly-version of the Simon task [28]. In this choice-RT task, the participants are instructed to press a left or a right button with the left or right thumb depending on the nature of an image (e.g. respond left for the banana). The image could be presented on the same side as the required response (compatible condition), or on the opposite side (incompatible condition). Cognitive control is more required in the incompatible condition to avoid pressing the ipsilateral response button, as indicated by longer RTs and a higher error rate [e.g. 20, 29]. Nonetheless, effects related to the development of cognitive control, which are not central for the present study, will be addressed in a separate publication. Independently from the involvement of cognitive control, EMG data recorded during performance of the Simon task are perfectly suitable to delimitate premotor and motor processes of RT. Both components were quantified, and exponential functions were applied separately to data in the compatible and incompatible task conditions.

Method

Participants

A cross-sectional sample of 148 children and 15 adults participated in the experiment. The data from thirty-four children were discarded from all analyses due to technical difficulties during EMG recordings (12 children), a failure to complete the task (4 children), or noisy EMG data (18 children). Details about the final cross-sectional sample are provided in Table 1. All children were recruited in the primary and secondary French schools. They provided verbal consent after being explained the experimental procedure and informed written consent was obtained from children’s legal guardians and before the experiment. The group of adults consisted of university students and employees that were tested in the laboratory room at the university campus. They gave their informed written consent before the experiment. All participants had normal or corrected-to-normal color vision, and no history of neurological disorders. This work was approved by the head of the regional ethics committee (Comité de protection des Personnes, CPP, South-East, France).

Material and apparatus

Children were tested individually in their schools during a single session of about 45 min. The experiment took place in a classroom adapted for experimental needs. Adults were tested in a dimmed laboratory room adapted for electrophysiological research. The experimental task was controlled by PsychoPy software [30]. All participants were seated at a table in front of the computer screen (a resolution of 1024 × 768 pixels and a refresh rate of 60Hz); the distance
between participants’ eyes and the screen amounted to about 50 cm. Three sets of stimuli were used: cartoonish images of yellow banana and orange carrot (1st set), brown nut and red strawberry (2nd set), green frog and pink pig (3rd set). All stimuli (3.6˚ × 3.6˚) appeared in a black frame (12.1˚ × 3.9˚) presented in the center of the gray screen. Stimuli appeared at an eccentricity of 3.9˚ from the central fixation point (radius of diameter = 0.5˚). Responses to stimuli were provided via response buttons adapted to each individual child, mounted on cylindrical handgrips placed on the table (Fig 2). Before the experiment, the height of the handgrip and of the thin cylinder (one of five handgrips and cylinders possible) were chosen independently to be adjusted to the size of participants’ hands and thumbs (for adults the size of handgrips and cylinders were uniform). Participants were instructed to keep their thumbs on the response buttons during the entire task and to respond as quickly and as accurately as possible.

**Procedure**

A child-friendly version of the Simon task [28] successfully used in the previous study [25], was administered to the participants (Fig 3). Each trial started with a fixation point that was displayed for 500 ms and followed by a centrally displayed black frame containing a target stimulus on its left or right side. The target was displayed on the screen until the response was given (no response time limit was applied) and 1 s later the next trial started. The participants

| Group (age in years) | Number of participants | Sex (number of boys) | Mean age (in months) | SD (in months) | Percent of rejected trials based on MAD |
|---------------------|------------------------|----------------------|----------------------|---------------|---------------------------------------|
| 6                   | 14                     | 8                    | 81.1                 | 4.0           | 3.5                                   |
| 7                   | 12                     | 7                    | 93.3                 | 3.3           | 3.5                                   |
| 8                   | 15                     | 8                    | 103.7                | 3.0           | 2.8                                   |
| 9                   | 13                     | 7                    | 116.6                | 4.3           | 2.3                                   |
| 10                  | 11                     | 6                    | 129.2                | 3.6           | 2.1                                   |
| 11                  | 12                     | 6                    | 138.1                | 4.0           | 3.0                                   |
| 12                  | 12                     | 6                    | 150.3                | 3.1           | 2.4                                   |
| 13                  | 12                     | 6                    | 164.3                | 3.6           | 2.2                                   |
| 14                  | 13                     | 6                    | 173.3                | 3.5           | 2.3                                   |
| Adults              | 15                     | 7 men                | 27 (years)           | 4.5 (years)   | 2.2                                   |

Characteristics of the participants. Number of trials rejected from statistical analysis.

https://doi.org/10.1371/journal.pone.0255892.t001

**Fig 2. Response device used in the experiment.** Response buttons were mounted on cylindrical handgrips (2) that contained another thin cylinder (3) touching force sensors located in the board (1). The sizes of the handgrip and the inner thin cylinder were chosen for each child to fit his/her hand size. The top of the thin cylinder was covered by a cap (4) to increase the pressing comfort.

https://doi.org/10.1371/journal.pone.0255892.g002
were instructed to press the left or the right button with their left or right thumb depending on
the nature of the image. On compatible trials, the side of the required response matched the
side of the target stimulus. On incompatible trials, the side of the required response mis-
matched the side of the target stimulus. Compatible and incompatible trials were equiprobable
and presented in a random order. The assignment between images and response-sides was
counterbalanced between participants within each age group. The experiment consisted of
three blocks of 100 trials each, with short breaks every 25 trials and longer breaks between
blocks. The experiment started with instructions providing the mapping between images and
the required response side (this instruction was repeated at the beginning of each block). Next,
two training blocks of 36 trials were administrated allowing the participants to learn the task.
During the first training block, participants received an auditory feedback (two contrasting
sounds for correct and incorrect response explicitly given before training). The next trial was
initiated by the experimenter. In case a participant committed an error, the experimenter re-
explained the task. During the second training block, no feedback was provided, and the inter-
trial interval was always 1s. Each training block ended with a feedback on accuracy displayed
on the screen and explained by the experimenter.

Electrophysiological recording and processing
Ag/AgCl active flat electrodes (pre-amplified electrodes, Biosemi Inc., Amsterdam, The Neth-
erlands) were used to record EMG activity of the flexor pollicis brevis of both hands (Fig 1).
The electrodes were placed on the thenar eminence of each thumb with the maximal possible
distance apart (1 cm at least). EMG activity was digitized online (sampling rate: 2048 Hz; ana-
log bandwidth limit: –3 dB at 1/5th of the sampling rate) with use of the BioSemi Active-Two
system (Biosemi Inc., Amsterdam, The Netherlands). The EMG signal was continuously moni-
tored during the experimental task for the appearances of tonic muscular activity masking
small task-related muscular activations. In such case, participants were asked to relax their
hands.

Bipolar montages for left and right hand separately were computed offline and high-pass fil-
tered at 10 Hz in order to remove slow fluctuations unrelated to EMG activity. Onsets of EMG
activity were detected with a home-made custom program combining variance detection [31]
and the “integrated profile” approach [32], written in Python. (This program is currently
accessible upon request and soon will be released with open-source license). In a nutshell, after
pre-processing to increase the signal/noise ratio (through the computation of the Teager-Kay-
sel energy), to detect the presence of an EMG burst, the signal is compared to baselines values:
when it exceeds the mean plus $n$ times the standard deviation ($n$ is a free parameter adjusted
for each participant), an EMG burst is considered to have occurred. Its onset and offset are
then estimated through its “integrated profile”: the cumulative sum of the signal is calculated

Fig 3. The child-adapted version of the Simon task. On the left: temporal sequence of events within one trial; on the
right: three stimulus sets used in the task.
https://doi.org/10.1371/journal.pone.0255892.g003
from which the cumulative sum of the uniform distribution (i.e. a straight line) is suppressed. The onset is localised at the minimum of this difference and the offset at the maximum. Afterwards, EMG traces of each participant were inspected visually, and onsets of EMG bursts were corrected manually in case of inaccurate detection by the algorithm. When EMG bursts were accompanied by large tonic muscular activity making their onsets undetectable by visual inspection, they were excluded from the analysis (2% of all trials in each age group). During this procedure, the person who inspected the traces was unaware of the nature of the trial (compatible vs. incompatible), and of the age of the participant the traces corresponded to. Based on EMG onsets detection, trials including one EMG burst related to correct responses (78% per age group) were selected for further analysis, as they could be unambiguously decomposed into premotor time (PMT; from stimulus onset to the onset of EMG burst) and motor time (MT; from EMG onset to the button press defining the response) as illustrated in Fig 1.

Data analysis

Accuracy and chronometric indices. Standard analysis of variance was performed on accuracy and chronometric indices to allow comparison of results with other studies. Accuracy was calculated as the percentage of correct responses and analysis was performed on arsine transformed error rates. The chronometric indices were RT, premotor time (PMT) and motor time (MT). Outliers in the chronometric indices were identified and rejected based on median absolute deviation (MAD), a correction of central tendency and dispersion that is relatively insensitive to extreme values [33, 34]. For each participant and separately for the compatible and incompatible condition all RTs inferior and superior to median plus/minus 5 times MAD value were rejected from the analysis. Based on this criterion, about 2.6% of all trials were removed. The percentage of rejected trials did not depend on age ($F(9,119) = 1.6, p = .1, \eta^2_p = .1$, see Table 1). Jamovi 1.6.3, an open-source software for statistical calculations based on R programming language [35], was used for statistical analysis. The analysis of variance was performed on mean values of these indices calculated separately for each age group and for each experimental condition. Thus, ANOVA contained one within-subject factor Compatibility (compatible, incompatible) and one between-subject factor Age that had 10 levels (from 6 to 14 and adults).

Exponential model fits. Fitting the negative exponential function (see Eq 1) to the mean data per age group was performed by minimizing the root-mean-square deviation (RMSD) between the observed means and the predicted ones with a Simplex routine [36] as implemented in the SciPy Python toolbox [37]. Following Kail [1], the asymptote parameter $a$ was systematically fixed to the adults’ performance value. This parameter was assessed in a separate analysis. Setting parameter $a$ to the adults’ performance improved the quality of all fits as compared to leaving this parameter free to vary. For sake of brevity, this complementary analysis will not be presented here but is published on OSF page (see below). To reduce the risks of reaching local minima, one hundred independent iterations of the fitting procedure were performed, with different starting points drawn from uniform distributions around plausible parameter values. It was first evaluated whether mean RTs, mean PMTs, and mean MTs during performance on compatible and incompatible trials develop as a negative exponential function (see Eq 1). As it turned out to be the case, and since the decay rates of the exponential function (parameter $c$) looked very similar for all variables, it was then evaluated whether it is the same for all three variables and experimental conditions. For this purpose, we compared two models. The first model (full model) had six independent exponential functions fitted to RTs, PMTs and MTs on compatible and incompatible trials resulting in 12 free parameters (one scaling parameter $b$ and one decay rate parameter $c$ for each of the three dependent
variables in each compatibility condition). For the second model (restricted model), the decay parameter $c$ was constrained to be equal across dependent variables and conditions, resulting in 7 free parameters (one scaling parameter $b$ for each of the three dependent variables in each compatibility condition and one common decay rate parameter $c$ for all variables in the two conditions). Thus, the restricted model was nested in the full model. In such situation, the fit of the full model is necessarily better (or at least equal) to the fit of the restricted model since it is more flexible. Comparing the full and restricted models amounts to estimate whether the increase in the fit quality is large enough to compensate for the cost of additional number of parameters. This was assessed through the computation of the Akaike information criterion (AIC) [38], which provides a measure of predictive accuracy, defined as the ability to predict out-of-sample (i.e. new) data. The AIC was computed as follows [39]:

$$AIC = N \ln \left( \frac{SS}{N} \right) + 2k$$  

where $N$ is the number of data points, $k$ is the number of free parameters plus one, and $SS$ is the sum of square of the vertical distances of each data point from the theoretical curve. The lower the AIC, the better the model. We also assessed whether the added parameters in the full model do bring statistically significant information through a likelihood ratio test whose values are distributed as a chi$^2$ distribution, with df being the difference in parameters between the full and restricted model (in the present case, df = 12–7 = 5). Finally, to asses the weights of evidence in favor of the selected model, we computed the Akaike weights (see Akaike [40], Burnham & Anderson [41], cited in Wagenmakers & Farnell [42]) and their ratio (see: Wagenmakers & Farnell [42]).

**Modified, within-task, brinley plots.** While fitting Eq 1 to data provides essential information on the development rate, the smoothness of the fitted function does not allow to capture potential age-specific deviations, hence biasing towards a monotonic, non-linear, development. Another classical analysis used in developmental psychology is the Brinley plot approach [27] which displays the mean performance of children of a given age as a function of the mean performance of adults. It estimates, independently for each age group, one linear function that describes, for all variables together, the relation between children’s and adult’s values. This analysis thus makes it possible to determine how much slower the children are compared to adults. Such plots are normally assessed through different experimental tasks whose performance is obtained both in adults and in children [2]. While caution has been raised on the interpretation of the Brinley plot for developmental studies [43–45; see also 4 for discussions about the role of strategy and control processes for between-task differences], it remains an interesting statistical tool [46]. In the present context, modified Brinley plots can be built by plotting the different chronometric indices (RT, PMT and MT for the compatible and incompatible conditions) for each age group, as a function of their respective values in adults. Such “within-task” Brinley plots will be complementary to the fit above: while the previous exponential fits assess the development of each variable separately for all age groups together, the Brinley plots assesses for each age group whether all indices have a linear relationship, thereby suggesting a common decay rate compared to adults develop linearly when compared to adults.

**By-participant measures of proportion.** The above analyses were done on means per age group. The developmental rates of PMT and MT might differ importantly between children of the same age, though, leading to artefactually create a relationship absent in individual data [47–49]. To evaluate the development of both premotor and motor components at the individual level, the proportion PMT and MT to RT was evaluated for all participants, including
adults. Thus, the ratio \((\text{mean PMT}) / (\text{mean RT})\) was computed to obtain the proportion of RT to which PMT corresponds. The same was done for MT (note that, by construction, the sum of these two ratios is necessarily equal to 1). As the ratio values turned out to be very similar across ages, the absence of the age effect was tested with Bayesian ANOVA performed with Jamovi 1.6.3: the likelihood of H0 (no age effect) vs H1 (age effect) was quantified separately for the compatible and incompatible task condition.

Data and scripts for all analysis can be found under the Open Science Foundation link of this project: https://osf.io/93rmd/?view_only=f0077de9ac33419cbe663cfff66e4d413f.

Results

Behavioral and EMG results

An analysis of variance (ANOVA) on accuracy data with Compatibility and Age as within- and between-subjects factors respectively revealed a larger proportion of errors in the incompatible (5%) than the compatible condition (2%; \(F(1,119) = 118.4, p < .001, \eta^2_p = .5\), but no effect of age \((F(9,119) = 0.8, \text{n.s.})\). A second ANOVA conducted on mean RT showed a decrease of RT with age \((F(9,119) = 33.6, p < .001, \eta^2_p = .72)\). Mean RT were also longer on incompatible than compatible trials \((F(1,119) = 218.8, p < .001, \eta^2_p = .65)\), and the size of this compatibility effect decreased with increasing age \((F(9,119) = 3.7, p < .001, \eta^2_p = .22)\).

Another ANOVA conducted on PMT revealed a similar pattern of findings. PMT decreased with increasing age \((F(9,119) = 30.1, p < .001, \eta^2_p = .70)\) and was larger for incompatible than compatible trials \((F(1,119) = 254.3, p < .001, \eta^2_p = .68)\). The magnitude of this compatibility effect on PMT decreased with increasing age \((F(9,119) = 4.5, p < .001, \eta^2_p = .26)\).

A final ANOVA on the motor component of RT showed that MT also decreases with increasing age \((F(9,119) = 8.0, p < .001, \eta^2_p = .38)\). Consistent with previous EMG investigations of the Simon effect [e.g., 20, 50], no compatibility effect was observed on MT \((F(1,119) = 1.9, p = .2)\), and compatibility did not interact with age \((F(9,119) = 1.4, p = .2)\).

Assessing the exponential decay rate of RT, PMT, and MT across development

Since both RT, PMT and MT decrease with age, it was next assessed whether the age effects on each of these variables follow the negative exponential function \((\text{Eq 1})\) by fitting this function to the development of each dependent variable in each compatibility condition separately (see Method for details). The fit quality of the full model is excellent, as reflected qualitatively by close observed and predicted values (Fig 4), and quantitatively by very high Pearson’s product moment correlation coefficients (all \(r > .98\)). All \(c\) values appear very close (Table 2), suggesting that RT, PMT and MT might develop at the very same rate.

To evaluate whether the data are better described by a single developmental decay rate, the full model was compared to a restricted model in which the decay rate parameter \(c\) was constrained to remain identical across dependent variables and compatibility conditions (see Method for details). Because the restricted model is nested in the full model, the fit quality of the former cannot be better than the later. However, the key question is whether the added complexity of the full model is worth given the improvement in fit quality. As Fig 4 shows, the fit of the full (gray solid lines) and restricted (dashed black lines) models are virtually identical. Being simpler, the restricted model \((\text{AIC} = -499.991)\) outperformed the full model \((\text{AIC} = -491.198)\). The superior performance of the restricted model is further outlined by the fact that the best-fitting decay rate estimates for the full model fall into a tight range (0.187 to 0.207) centered on the best-fitting estimate for the restricted model (0.198). It is also supported by a likelihood ratio test that revealed that the full...
The model does not add any significant information compared to the restricted one ($\chi^2 = 0.039$, $p = 0.99998$). The ratio of the relative AIC weights (see Wagenmakers & Farnell [42]) indicates that the restricted model is 82 times more likely than the full one.

Similar comparison between the full and restricted models, was performed 1) on seven data sets: RT, PMT and MT compatible and incompatible (as in above described case) and additionally on the difference calculated by subtracting PMT compatible from PMT incompatible (as suggested by one reviewer, such subtraction would allow to separate control processes involved in task performance on incompatible trials and comparing their decay rate to MT would provide an additional and strong support for common maturation rate of non-motor and motor processes); and on 2) individual data points instead of on means per age group. Both additional analyses have shown that restricted models had smaller AIC value (-594.51 in case of first and -4587.7 in case of the second analysis) than full models (AIC = -577.32 for the first analysis and AIC = -4076.1 for the second one). Thus, a common decay rate would describe the maturation of all variables and also when the calculation is based on individual data points. We do not report in detail these analyses (they can be found under the Open Science Foundation link of this project), although they both support our conclusions since the first relies on a strong assumption of pure insertion criticized in the introduction, and because the second does not allow to restrict the model by fixing the parameter $a$ (asymptote) to adult’s performance.

Altogether, these findings provide strong support for a common decay rate that describes the processing speed evolution of all dependent variables.

![Fig 4. Observed data and best-fitting full and restricted model. Observed data (circles for RT, squares for PMT and pentagons for MT) versus predicted data from the best-fitting full model (grey solid lines) and the best-fitting restricted model (black dashed lines). For models, the asymptote parameter $a$ of the exponential function was set to the adults’ performance value. For the full model, the two remaining parameters of the exponential function (scaling $b$ and decay rate $c$) varied independently for each of the three dependent variables (RT, PMT and MT) in each compatibility condition. The restricted model was similar to the full model except that the decay rate parameter $c$ was constrained to be identical across variables and conditions.](https://doi.org/10.1371/journal.pone.0255892.g004)

### Table 2. Best-fitting parameter estimates for the full exponential model and the restricted exponential model.

|       | Comp | Incomp |       | Comp | Incomp |       | Comp | Incomp |
|-------|------|--------|-------|------|--------|-------|------|--------|
|       | $b$  | $c$    | $b$   | $c$  | $b$    | $c$   | $b$  | $c$    |
| RT    | 1.377| 0.194  | 1.582 | 0.202| 1.009  | 0.195 | 1.239| 0.207  |
| PMT   | 1.423| 0.198  | 1.538 | 0.198| 1.036  | 0.198 | 1.159| 0.198  |
| MT    | 0.367| 0.192  | 0.345 | 0.187| 0.387  | 0.198 | 0.378| 0.198  |

Full: full model; Restr: restricted model; Comp: compatible condition; Incomp: incompatible condition; $b$ and $c$: scaling and decay rate parameters of the exponential function.

[https://doi.org/10.1371/journal.pone.0255892.t002](https://doi.org/10.1371/journal.pone.0255892.t002)
Modified, within-task, Brinley plots

The above analyses were conducted across all age groups, which may have smoothed subtle age differences. To address this concern, we compared children’s mean performance in each condition against adults’ mean performance. Such Brinley plots are usually conducted on mean RT data across various experimental tasks. Here, the six datapoints for each age group (mean RT, mean PMT and mean MT on compatible and incompatible trials) were used to construct within-task Brinley plots. Note that this analysis is somehow orthogonal to the previous one, since, while fitting Eq 1 was done for each variable across all age groups, the present analysis will be performed for each age group, across all variables. The common exponential decay rate for RT, PMT and RT in the two task conditions should translate into a linear relationship with a slope greater than 1 and an intercept of 0 for a given age [1]. The results of this analysis are depicted in Fig 5 (left panel). For each age group, the data are very well described by a linear relationship (all $R^2 > .998$), the intercept of which being systematically close to 0 (range -0.01 to 0.006) and the slope being superior to 1 (range 1.22 to 2.11). If RT, PMT and MT speed-up at the very same rate, a second prediction is that the slope values from linear regressions should decrease exponentially as a function of age (Eq 1), with a decay rate equal to the one extracted from the restricted model and an asymptotic value equal to 1 [1]. To test this prediction, we fit Eq 1 to slope values from our linear regressions, setting the decay rate parameter $c$ to 0.198 (best-fitting parameter from the restricted model, see Table 2) and the asymptote parameter $a$ to 1, leaving only one free parameter (scaling $b$) to capture the data. Despite these stringent constraints, the fit quality of the model is excellent ($r = .987$), with a near perfect match between observed and predicted data (Fig 5, right panel). These findings provide strong converging evidence for a common developmental rate between RT, PMT, and MT.

Proportion of RT accounted for by PMT and MT: analysis of individual data

The above analyses (similar decay rate and linear Brinley plots) strongly suggest that the PMT and MT evolve proportionally during childhood: both components speed-up in duration with
the same rate. However, such result was obtained on data averaged across all children of the same age. To directly assess whether PMT and MT always correspond to the same proportion of RT across all ages, the ratio between PMT and RT was calculated for each participant, including adults, separately for the compatible and incompatible task condition. The data were normalized so that all mean RT were set to be equal to 1, and the position of the mean PMT was plotted in this normalized space (Fig 6). Independently of age, the ratio values are very similar across participants, without any apparent developmental trend. In order to quantify the evidence in favor of the absence of age effect on ratio values, Bayesian hypothesis testing was used. Specifically, Bayesian ANOVA with default priors was applied to test the likelihood of $H_0$ (no age affect) vs $H_1$ (age effect). Following Jeffrey’s heuristic rule [51], Bayesian Factor (BF) between 1 and 3 was considered as anecdotal evidence, between 3 and 10 as moderate evidence, between 10 and 30 as strong evidence, and larger than 150 as very strong evidence. For sake of simplicity, the Bayes Factor BF01 was computed separately for compatible and incompatible conditions. As already shown by frequentist analysis of ANOVA, the difference between compatible and incompatible conditions was present for PMT, but not for MT. Therefore, by construction of the ratio value, ratios for the two task conditions also differ. The results of the Bayesian ANOVA indicate that for both conditions there was strong evidence for no effect of age (BF01 = 38.7 and 27.8 for compatible and incompatible, respectively). It means that the relative developmental rate in duration of PMT and MT remains stable across childhood, up to adulthood.

Discussion

Cognitive abilities show a massive non-linear development through childhood and adolescence, well characterized by the evolution of response times (RT). The previous attempts to describe developmental dynamics of the different processes included in the RT suffer from methodological bias or unwarranted assumptions. In the current study, based on the EMG activity of response effectors, RTs were fractionated into a premotor time (PMT; from stimulus
presentation to EMG onset) and a motor time (MT; from EMG onset to the behavioral response) on a trial-by-trial basis, providing an unequivocal estimation of the duration of two RT components. Since PMT occupies most of the RT duration, it is not surprising that it decreased non-linearly across ages in the present study. However, further work is needed to delineate processes encompassed by PMT and to describe their developmental pattern. This important objective could be achieved by adopting the computational modeling approach allowing to decompose PMT into subcomponents. More surprising is the result strongly indicating that MT also decreased across ages in a non-linear way (see below for detailed discussion). Overall, current results suggest that various processes encompassed by the RT develop rapidly in early childhood, gradually slowing down in late childhood and reaching a level of stability in early adulthood. Furthermore, fitting the data to a negative exponential function allowed to extract a parameter describing the speed at which the function decreases towards asymptote and thus to directly compare developmental rates of PMT and MT. This comparison clearly showed that PMT and MT durations decrease at the very same rate across childhood and adolescence. This was confirmed by further analyses, including that conducted at the level of individual participants. Therefore, the current results indicate that PMT and MT, two RT components reflecting different set of processes, have the same developmental trajectory.

The very same functional development rate across ages for premotor and motor processes is reminiscent of the so-called global maturation model underpinned by a general increase in information processing speed [1, 2, 52, 53]. This proposition emerged from the observation that a similar decay parameter \( c \) of the exponential function (see Eq 1) fits developmental data from a large variety of cognitive and perceptual-motor tasks, pointing to a common maturation factor. It is to be noted that while the global maturation model predicts that all processes within a task should mature at the same speed, most of evidence has been based so far on between tasks comparisons [1, 2, 54]. The present data provide the first unbiased test of the hypothesis that all processes develop at the same speed, and, somehow surprisingly, the same maturation rate of premotor and motor components strongly support a global maturation of the different processes, as assessed by their processing speed.

Such a global maturation view has received several criticisms. First, the strategy for executing even simple cognitive tasks (i.e. the processes involved and their organization) may vary across the lifespan, precluding a direct chronometric comparison [4]. Second, the regression approach of Brinley plots was criticized for concealing task-specific age-related differences by providing only a single regression equation across tasks and conditions that might be erroneously considered as supporting a global mechanism view [9, 55]. Consequently, researchers shifted their focus on the maturation of specific cognitive processes and qualitative developmental changes. Such domain-specific approach dovetailed with results from developmental neuroscience, showing important regional variations in brain maturation [56–59]. Both in vivo neuroimaging [60–64] and post-mortem [65–67] studies have consistently reported earlier development of brain gray and white tissue in core sensory and motor regions, and later development in frontal and temporal regions. Since PMT duration predominantly depends on association cortices, it could be expected that the maturation in processing speed of the premotor component will be slower than that of the motor component, which depends predominantly on motor brain regions.

The maturity of the brain is most often studied at two levels independently. One level is related to the functional maturity, that is to the efficiency of cognitive processes at fulfilling their function. The second level is related to physiological maturation, that is to the structure of the brain in terms of white and grey matter characteristics. At minimum, the present data contrast with brain maturation data if a causal link between physiological and functional
maturation is assumed. Therefore, any integrative theoretical proposition requires solving the apparent paradox between the protracted development of motor component, as shown by the current results, and the rather early maturation of motor brain areas, as shown by gray and white matter maturation trajectories. In other words, the present results prompt developmental sciences to reconcile global and domain-specific conceptions of cognitive maturation. Reaching such a goal requires to question a fundamental, more or less implicitly made assumption of a causal link between physiological maturation and functional efficiency. Beyond the developmental aspect, it is a common observation that the functional efficiency varies largely depending on context, for example when a person is distracted by noise or an unexpected event. Such changes in efficiency may occur on a very short time scale, which obviously do not invoke alterations in brain structure (and even more when one considers the reversibility of those context effects). Extending this argument on current results, the link between efficiency of various RT processes and brain maturity might not be as straightforward as it may seem. While a physiologically immature system is very unlikely to be functionally fully efficient, the reverse is not necessarily true: the fact that a system has reached physiological maturation does not imply that it is always functionally fully efficient. Both brain maturation and behavioral data in simple reaching tasks [68] lead to expect the motor system to be efficient at early ages already. Assuming it is indeed the case, the protracted developmental trajectory of the motor component of RT, as observed in the current study, requires speculative explanation. A possibility would be that the motor component is functionally held back in its speed to be adjusted to the speed of processes taking place within the premotor RT component. This hypothetical adjustment might be an adaptive developmental mechanism ensuring optimal flow of information within cognitive modules and underlying brain regions. Large differences in processing speed between different operations might actually be harmful for task performance, as less mature processes could be saturated by excessive flow of information from more mature processes. By slowing down more mature processes to reach the processing speed of the slowest one, such mechanism would mimic a global maturation pattern. This hypothesis predicts that the developmental rate of MT can vary between tasks, depending on the speed of the slowest process involved. It may seem that this prediction can readily be tested by comparing the two experimental conditions (compatible and incompatible) of the present dataset, since they differ in PMT. This is, however, not the case because the two conditions were randomly administrated within one experimental block and thus the nature of the upcoming trial could not be predicted in advance. If our proposed speed optimization mechanism is valid, it is probable that it would operate globally, being set once for the entire task. This prediction should be tested in future work. It is possible that the speed optimization mechanism is not only developmental but could instead be implemented whenever certain factors (e.g. pathologies, specific task conditions) imply some differences in the speed of cognitive operations.

Pointing to possible limitations of the current study, its cross-sectional nature may conceal more subtle age-related effects in the maturation of the duration of RTs components. This must be considered especially as the final size of the age groups is rather modest and only chronological age was considered. Thus, important individual variations in processes maturation was not taken into account. Finally, the method of separating PMT and MT is ubiquitous, but the functional interpretation of these RT components is not. Whereas MT can be considered as reliably estimating motor component, the influence of motor processes on PMT cannot be ruled out.

Despite these limitations, the current data strongly indicate that the premotor and motor components of RT develop with the same rate throughout childhood and adolescence. Given the data on brain development, this result suggests a decoupling between structural maturity
and functional efficiency that could be adjusted to the efficiency and processing speed of other processes involved in task performance.

Acknowledgments
The authors wish to thank D. Louber and D. Paleressompoulle for designing and setting-up the response device.

Author Contributions
Conceptualization: Kamila Śmigasiewicz, Mathieu Servant, Agnès Blaye, Boris Burle.
Data curation: Kamila Śmigasiewicz, Boris Burle.
Formal analysis: Kamila Śmigasiewicz, Mathieu Servant, Boris Burle.
Funding acquisition: Agnès Blaye, Boris Burle.
Investigation: Solène Ambrosi.
Methodology: Kamila Śmigasiewicz, Mathieu Servant, Boris Burle.
Project administration: Agnès Blaye, Boris Burle.
Resources: Agnès Blaye.
Software: Kamila Śmigasiewicz, Solène Ambrosi, Boris Burle.
Supervision: Agnès Blaye, Boris Burle.
Visualization: Kamila Śmigasiewicz.
Writing – original draft: Kamila Śmigasiewicz.
Writing – review & editing: Mathieu Servant, Agnès Blaye, Boris Burle.

References
1. Kail R. Developmental changes in speed of processing during childhood and adolescence. Psychological Bulletin. 1991; 109: 490–501. https://doi.org/10.1037/0033-2909.109.3.490 PMID: 2062981
2. Hale S. A global development trend in cognitive processing speed. Child Development. 1990; 61: 653–663. https://doi.org/10.1111/j.1467-8624.1990.tb02809.x PMID: 2364741
3. Sternberg S. Memory-scanning: mental processes revealed by reaction-time experiments. American Scientist. 1969; 57(4): 421–457. PMID: 5360276
4. Chi MTH. Age differences in the speed of processing: A critique. Developmental Psychology. 1977; 13 (5): 543–544. https://doi.org/10.1037/0012-1649.13.5.543
5. Ilian AB, Miller J. A violation of pure insertion: mental rotation and choice reaction time. Journal of Experimental Psychology: Human Perception and Performance. 1994; 20(3): 520–536. https://doi.org/10.1037//0096-1523.20.3.520 PMID: 8027713
6. Coles MGH, Gratton G, Bashore TR., Eriksen ChW, Donchin E. A psychophysiological investigation of continuous flow model of human information processing. Journal of Experimental Psychology: Human Perception and Performance. 1985; 11(8): 529–553. https://doi.org/10.1037/0096-1523.11.5.529 PMID: 2932529
7. Gratton G, Coles MGH, Sirevaag EJ, Eriksen ChW, Donchin E. Pre-and poststimulus activation of response channels: a psychophysiological analysis. Journal of Experimental Psychology: Human Perception and Performance. 1988; 14(3): 331–344. https://doi.org/10.1037/0096-1523.14.3.331 PMID: 2971764
8. Ridderinkhof KR, van der Molen MW. Mental resources: processing speed, and inhibitory control: a developmental perspective. Biological Psychology. 1997; 45: 241–261. https://doi.org/10.1016/s0301-0511(96)00230-1 PMID: 9083652
9. Bashore TR. Some thoughts on neurocognitive slowing. Acta Psychologica. 1994; 86: 295–325. https://doi.org/10.1016/0001-6918(94)90006-x PMID: 7976470
10. Burle B, Roger C, Vidal F, Hasbroucq T. Spatio-temporal dynamics of information processing in the brain: recent advances, current limitations and future challenges. International Journal of Bioelectromagnetism. 2008; 10(1):2-7.

11. Dubarry A-S, Llorens A, Trébuchon A, Carron R, Liégeois-Chauvel C, Bénar ChG, et al. Estimating parallel processing in a language task using single-trial intracerebral electroencephalography. Psychological Science. 2017; 28(4):414-426. https://doi.org/10.1177/0956797616681296 PMID: 28406383

12. Callaway E, Halliday R, Naylor H, Thouvenin D. The latency of the average is not the average of the latencies. Psychophysiology. 1984; 21: 571.

13. Botwinick J, Thompson LW. Premotor and motor components of reaction time. Journal of Experimental Psychology. 1966; 71: 9-15. https://doi.org/10.1037/h0022634 PMID: 5902149

14. Possamaï C-A, Burle B, Osman A, Hasbroucq T. Partial advance information, number of alternatives, and motor processes: an electromyographic study. Acta Psychologica. 2002; 111:125–139. https://doi.org/10.1016/s0001-6918(02)00019-7 PMID: 12102117

15. Kukulka CG, Clamann HP. Comparison of recruitment and discharge properties of motor units in human brachial biceps and adductor pollicis during isometric contraction. Brain Research. 1981; 219(1): 45–55. https://doi.org/10.1016/0006-8993(81)90266-3 PMID: 7260629

16. Meijers LMM, Teulings JLHM, Eijkman EGJ. Model of electromyographic activity during brief isometric contractions. Biological Cybernetics. 1976; 25: 7–16. https://doi.org/10.1007/BF00337044 PMID: 999968

17. Grayson D. The Role of the Response Stage in Stochastic Models of Simple Reaction Time (Unpublished doctoral dissertation). 1983; University of Sydney

18. Servant M, White C, Montagnini A, Burle B. Linking theoretical decision-making mechanism in the Simon task with electrophysiological data: a model-based neuroscience study in humans. Journal of Cognitive Neuroscience. 2016; 28(10): 1501–1521. https://doi.org/10.1162/jocn_a_00989 PMID: 27315275

19. Weindel G, Anders R, Alario F-X, & Burle B. Assessing model-based inferences in decision making with single-trial response time decomposition. Journal of Experimental Psychology: General. 2021; in press. https://doi.org/10.1037/xe00001010 PMID: 33764107

20. Burle B, Possamaï C-A, Vidal F, Bonnet M, Hasbroucq T. Executive control in the Simon effect: an electromyographic and distributional analysis. Psychological Research. 2002; 66: 324–336. https://doi.org/10.1007/s00426-002-0105-6 PMID: 12466929

21. Hasbroucq T, Burle B, Vidal F, & Possamaï C-A. Stimulus-hand correspondence and direct response activation: An electromyographic analysis. Psychophysiology. 2009; 46(6): 1160–1169. https://doi.org/10.1111/j.1469-8986.2009.00865.x PMID: 19659693

22. Meckler C, Allain S, Carbonnell L, Hasbroucq T, Burle B, & Vidal F. Motor inhibition and response expectancy: A Laplacian ERP study. Biological Psychology. 2010; 85(3): 386–392. https://doi.org/10.1016/j.biopsycho.2010.08.011 PMID: 20816913

23. Fluchère F, Burle B, Vidal F, van den Wildenberg W, Wilutas T, Eusebio A, et al. Subthalamic nucleus stimulation, dopaminergic treatment and impulsivity in Parkinson’s disease. Neuropsychologia. 2018; 117: 167–177. https://doi.org/10.1016/j.neuropsychologia.2018.02.016 PMID: 29458074

24. Allain S, Carbonnell L, Burle B, Hasbroucq T, Vidal F. On-line executive control: An electromyographic study. Psychophysiology. 2004; 41: 113–116. https://doi.org/10.1111/j.1469-8986.2003.00136.x PMID: 14693006

25. Šmigasiwiecz K, Ambrosi S, Blaye A, Burle B. Inhibiting errors while they are produced: direct evidence for error monitoring and inhibitory control in children. Developmental Cognitive Neuroscience. 2020; 41:100742. https://doi.org/10.1016/j.dcn.2019.100742 PMID: 31999563

26. Romaiguerè P, Hasbroucq T, Possamaï C-A, & Seal J. Intensity to force translation: A new effect of stimulus-response compatibility revealed by analysis of response time and electromyographic activity of a prime mover. Brain Research. Cognitive Brain Research. 1993; 1(3): 197–201. https://doi.org/10.1016/0926-6410(93)90028-4 PMID: 8257876

27. Brinley JF. Cognitive sets, speed, and accuracy of performance in the elderly. In: Welford AT, Birren JE, editors. Behavior, aging, and the nervous system. Charles C. Thomas, Springfield, IL; 1965. pp. 114–149.

28. Simon JR. The effect of an irrelevant directional cue on human information processing. In Proctor RW, Reeve TG, editors. Stimulus-response compatibility: an integrated perspective. Amsterdam: Elsevier; 1990. pp. 31–38.

29. van den Wildenberg WP, Wylie SA, Forstmann BU, Burle B, Hasbroucq T, Ridderinkhof KR. To head or to heed? Beyond the surface of selective action inhibition: a review. Front Hum Neurosci. 2010; 4: 222. https://doi.org/10.3389/fnhum.2010.00222 PMID: 21179583
30. Peirce JW. PsycoPy—Psychophysics software in Python. Journal of Neuroscience Methods. 2007; 162(1–2): 8–13. https://doi.org/10.1016/j.jneumeth.2006.11.017 PMID: 17254636

31. Hodges PW, Bui BH. A comparison of computer-based methods for determination of onset of muscle contraction using electromyography. Electroenceph. Clin. Neurophysiol. 1996; 101: 511–519. https://doi.org/10.1016/s0013-4694(96)95190-5 PMID: 9020824

32. Liu J, Liu Q. Use of the integrated profile for voluntary muscle activity detection using EMG signals with spurious background spikes: A study with incomplete spinal cord injury. Biomedical Signal Processing and Control, 2016; 24: 19–24. https://doi.org/10.1016/j.bspc.2015.09.004

33. Ch Leys, Ch Ley, Klein O, Bernard P, Licata L. Detecting outliers: do not use standard deviation around the mean, use absolute deviation around the median. Journal of Experimental Social Psychology. 2013; 49(4): 764–766. https://doi.org/10.1016/j.jesp.2013.03.013

34. Simmons JP, Nelson LD, Simonsohn U. False-positive psychology: undisclosed flexibility in data collection and analysis allows presenting anything as significant. Psychological Science. 2011; 22(11): 1359–1366. https://doi.org/10.1177/0956797611417632 PMID: 22006061

35. The jamovi project. jamovi (Version 1.6) [Computer Software]. Retrieved from https://www.jamovi.org, 2020.

36. Nelder JA, Mead R. A simplex method for function minimization. Computer Journal. 1965; 7(4): 308–313. https://doi.org/10.1093/comjnl/7.4.308

37. Virtanen P, et al. SciPy 1.0: fundamental algorithms for scientific computing in Python. Nature Methods. 2020; 17: 261–272. https://doi.org/10.1038/s41592-019-0686-2 PMID: 32015543

38. Akaike H. A new look at the statistical model identification. IEEE Transactions on Automatic Control. 1974; 19(6): 716–723. https://doi.org/10.1109/tac.1974.1100705

39. Motulsky H, Christopoulos H. Fitting models to biological data using linear and nonlinear regression: A practical guide to curve fitting. Oxford: Oxford University Press; 2004.

40. Akaike H. On the likelihood of a time series model. The statistician. 1978; 27: 217–235. https://doi.org/10.2307/2988185

41. Burnham KP, Anderson DR. Model selection and multimodal inference: A practical information-theoretic approach. 2002. New York: Springer-Verlag.

42. Wagenmakers E-J, Farrell S. AIC model selection using Akaike weights. Psychonomic Bulletin & Review. 2004; 11(1): 192–196 https://doi.org/10.3758/bf03206482 PMID: 15117008

43. Ratcliff R, Thapar A, McKoon G. The effects of aging on reaction time in a signal detection task. Psychology and Aging. 2001; 16(2): 323–341. https://doi.org/10.1037/0882-7974.16.2.323 PMID: 11405319

44. Ratcliff R, Thapar A, McKoon G. A diffusion model analysis of the effects of aging on brightness discrimination. Perception & Psychophysics. 2003; 65(4): 523–535. https://doi.org/10.3758/bf03194580 PMID: 12812276

45. Servant M, White C, Montagnini A, Burle B. Linking theoretical decision-making mechanisms in the Simon task with electrophysiological data: A model-based neuroscience study in humans. Journal of Cognitive Neuroscience. 2016; 28(10): 1501–1521. https://doi.org/10.1162/jocn_a_00989 PMID: 27315275

51. Jeffreys H. Theory of probability. Oxford, England: Oxford University Press; 1961.

52. Cerella J, Hale S. The rise and fall in information processing rates over the life span. Acta Psychologica. 1994; 86: 109–197. https://doi.org/10.1016/0001-6918(94)90002-7 PMID: 7976466

53. Kail R. Sources of age differences in speed of processing. Child Development. 1986; 57: 969–987. https://doi.org/10.1111/j.1467-8624.1986.tb00259.x PMID: 3757612
54. Miller LT, Vernon PA. Developmental changes in speed of information processing in young children. Developmental Psychology. 1997; 33: 549–554. https://doi.org/10.1037/0012-1649.33.3.549 PMID: 9149934

55. Madden DJ. Four to ten milliseconds per year: Age-related slowing of visual word identification. Journal of Gerontology: Psychological Science. 1992; 47: 59–68. https://doi.org/10.1093/geronj/47.2.p59 PMID: 1538069

56. Gotgay N, Giedd JN, Lusk L, Hayashi KM, Greenstein D, Vaituzis AC, et al. Dynamic mapping of human cognitive development during childhood through early adulthood. Proceedings of the National Academy of Science. 2004, 101: 8174–8179. https://doi.org/10.1073/pnas.0402688101 PMID: 15148381

57. Krongold M, Cooper C, Bray S. Modular development of cortical gray matter across childhood and adolescence. Cerebral Cortex. 2017; 27: 1125–1136. https://doi.org/10.1093/cercor/bhv307 PMID: 26656727

58. Shaw P, Kabani NJ, Lerch JP, Eickstrand K, Lenroot R, Gogtay N, et al. Neurodevelopmental trajectories of the human cerebral cortex. The Journal of Neuroscience. 2008; 28(14): 3586–3594. https://doi.org/10.1523/JNEUROSCI.5309-07.2008 PMID: 18385317

59. Raynolds JE, Grohs MN, Dewey D, Lebel C. Global and regional white matter development in early childhood. NeuroImage. 2019; 196: 49–58. https://doi.org/10.1016/j.neuroimage.2019.04.004 PMID: 30959194

60. Giorgio A, Watkins KE, Chadwick M, James S, Winmill L, Douaud G, et al. Longitudinal changes in grey and white matter during adolescence. NeuroImage. 2010; 49: 94–103. https://doi.org/10.1016/j.neuroimage.2009.08.003 PMID: 19679191

61. Lebel C, Walker L, Leemans A, Phillips L, Beaulieu C. Microstructural maturation of the human brain from childhood to adulthood. NeuroImage. 2008; 40: 1044–1055. https://doi.org/10.1016/j.neuroimage.2007.12.053 PMID: 18295509

62. O'Muircheartaigh J, Dean DC III, Ginestet CE, Walker L, Waskiewicz N, Lehman K, et al. White matter development and early cognition in babies and toddlers. Human Brain Mapping. 2014; 35: 4475–4487. https://doi.org/10.1002/hbm.22488 PMID: 24578096

63. Sowell E. R., Thompson P. M., Holmes C. J., Jernigan T. L., Toga A. W. (1999). In vivo evidence for post-adolescent brain maturation in frontal and striatal regions. Nature Neuroscience, 2, 859–861. https://doi.org/10.1038/13154 PMID: 10491602

64. Tamnes ChK, Ostby Y, Fjell AM, Westlye LT, Due-Tonnessen P, Walhovd KB. Brain maturation in adolescence and young adulthood: regional age-related changes in cortical thickness and white matter volume and microstructure. Cerebral Cortex. 2010; 20(3): 534–548. https://doi.org/10.1093/cercor/bhp118 PMID: 19520764

65. Brody BA, Kinney HC, Kloman AS, Gilles FH. Sequence of central nervous system myelinization in human infancy. I. An autopsy study of myelination. J Neuropathol Exp Neurol; 1987; 46: 283–301. https://doi.org/10.1097/00050572-198705000-00005 PMID: 3559630

66. Keene MFL, Hewer EE. Some observations on myelination in the human central nervous system. Journal of Anatomy. 1931; 66: 1–13. PMID: 17104349

67. Kinney HC, Brody BA, Kloman AS, Gilles FH. Sequence of central nervous system myelinization in human infancy. II. Patterns of myelination in autopsied infants. Journal of Neuropathology and Experimental Neurology. 1988; 47(3): 217–234. https://doi.org/10.1097/00050572-198805000-00003 PMID: 3367155

68. Favilla M. Reaching movements in children: accuracy and reaction time development. Experimental Brain Research. 2006; 196(1): 122–125. https://doi.org/10.1007/s00221-005-0291-8 PMID: 16369792