Metabolite Profiling and Integrative Modeling Reveal Metabolic Constraints for Carbon Partitioning under Nitrogen Starvation in the Green Algae *Haematococcus pluvialis*"n

**Background:** The microalga *H. pluvialis* shows a distinct pattern of carbon repartitioning upon nitrogen starvation.

**Results:** Data-driven integrative modeling pinpoints metabolic adjustments underlying carbon repartition.

**Conclusion:** In vitro and in silico experiments can dissect the systemic response to nitrogen starvation.

**Significance:** Experimental data in conjunction with integrative modeling enables model-driven hypothesis testing.

The green alga *Hematococcus pluvialis* accumulates large amounts of the antioxidant astaxanthin under inductive stress conditions, such as nitrogen starvation. The response to nitrogen starvation and high light leads to the accumulation of carbohydrates and fatty acids as well as increased activity of the tricarboxylic acid cycle. Although the behavior of individual pathways has been well investigated, little is known about the systemic effects of the stress response mechanism. Here we present time-resolved metabolite, enzyme activity, and physiological data that capture the metabolic response of *H. pluvialis* under nitrogen starvation and high light. The data were integrated into a putative genome-scale model of the green alga to in silico test hypotheses of underlying carbon partitioning. The model-based hypothesis testing reinforces the involvement of starch degradation to support fatty acid synthesis in the later stages of the stress response. In addition, our findings support a possible mechanism for the involvement of the increased activity of the tricarboxylic acid cycle in carbon repartitioning. Finally, the in vitro experiments and the in silico modeling presented here emphasize the predictive power of large scale integrative approaches to pinpoint metabolic adjustment to changing environments.
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Several studies have investigated the interplay of FA and CH biosynthesis and its regulation in microalgae, often with the aim of enhancing oil accumulation in the cell (15–20). For example, it was shown that inactivation of ADP-glucose pyrophosphorylase in a Chlamydomonas starchless mutant can lead to a 10-fold increase in triacylglycerol (TAG) (21); however, these findings are still being debated (3). Recently, increasing attention has been given to carbon partitioning under different stress conditions (12–14, 21). Nevertheless, the interplay between carbon pools in microalgae is not entirely resolved.

Furthermore, in the present study, we explored the metabolic regulation and constraints of carbon partitioning under nitrogen starvation and HL in H. pluvialis. We integrated metabolite and enzyme activity data from H. pluvialis with the aim of generating a systems description of the microalgae’s metabolism. In addition, recent methodological developments have highlighted the possibility of predicting flux distributions and other molecular phenotypes by integrating experimental data with large scale metabolic models (30). We therefore developed a putative genome-scale model for H. pluvialis by extending the existing model of Chlamydomonas to allow the integration of data about the cell’s physiology (e.g. FA, astaxanthin, and starch) and enzyme activities. The resulting genome-scale network reconstruction (31) was employed in combination with a novel constraint-based modeling approach termed integrated discrepancy minimizer (InDisMinimizer) to investigate the following two questions. (i) Is starch degraded to supply carbon skeletons as precursors for the nitrogen starvation-induced FA synthesis? (ii) Does increased activity of the TCA cycle support FA biosynthesis? The results are discussed in the framework of the current knowledge on algal metabolism and its regulation under stress.

EXPERIMENTAL PROCEDURES

Organism and Growth Conditions—H. pluvialis Flotow 1844em. Wille K-0084 was obtained from the Scandinavian Culture Center for Algae and Protozoa at the University of Copenhagen. The culture medium was BG-11 (32), modified according to Boussiba and Vonshak (6).

Algal Cultures—H. pluvialis was cultured as described previously (33). Cultures of green (non-flagellated) cells were first cultivated for 5 days in mBG-11 medium at an irradiance of 75 \( \mu \text{E m}^{-2} \text{s}^{-1} \). Exponentially growing cells were washed in double-distilled water and then resuspended in nitrogen-free mBG-11 medium at a concentration of 2 \( \times 10^5 \) cells ml\(^{-1}\). To induce a rapid stress response to nitrogen depletion, cultures were exposed to a HL intensity of 350 \( \mu \text{E m}^{-2} \text{s}^{-1} \) (10). The culture was held under these stress conditions for either 48 or 96 h, as specified below.

Measurements of Growth Parameters and Pigment Content—Samples were taken at 0, 6, 12, 24, 36, and 48 h after the stress application for the 48-h exposure and at 0, 24, 48, 72, and 96 h for the 96-h exposure to the stress conditions. The growth parameters: dry weight (DW), cell count, chlorophyll (Chl), and total carotenoid contents, were measured as described previously (6). However, DW determination was slightly modified, and the filters were dried in a microwave oven (Lenco model LMW-1826) at power level 3 for 8 min. Cell size was determined microscopically (Axioskop 1 (Zeiss) connected to an Olympus DP70 digital camera). Protein content was determined by the BCA method according to Smith et al. (34).

Total Sugar Determination—Total carbohydrate (TCH) content was determined by the anthrone method (35, 36) with specific modifications for H. pluvialis (12). Biomass (200 \( \mu \text{g} \)) was centrifuged at 16,000 \( \times g \), and the supernatant was discarded. Residues were then hydrolyzed in boiling \( \text{H}_2\text{SO}_4 \) for 10 min. Once cooled to room temperature, 1 ml of anthrone reagent (35, 36) was added to all samples and incubated at room temperature for 30 min, and absorbance was read in a spectrophotometer at 625 nm. Samples were then quantified by comparison with a calibration curve made from glucose under the same conditions.

Analysis of FA Composition and Content—Transmethylation of biomass, and quantification and qualification of FAs were determined as described by Zhekisheva et al. (33). Transmethylation of FAs was performed by incubating freeze-dried biomass in dry methanol containing 2% (v/v) \( \text{H}_2\text{SO}_4 \) at 80 °C for 1.5 h under argon atmosphere and continuous stirring. Heptadecanoic acid (C17:0; Sigma-Aldrich) was added as an internal standard. FA methyl esters were quantified and qualified on a Trace GC Ultra (Thermo, Italy) equipped with flame ionization detector and programmed temperature vaporizing injector. The detector temperature was fixed at 280 °C, and helium was
used as the carrier gas. The programmed temperature vaporizing injector was programmed to increase the temperature from 40 °C at time of injection to 300 °C at time of sample transfer. Separation was achieved on a fused silica capillary column (ZB-WAX+, Phenomenex, 30 m × 0.32 mm). FA methyl esters were identified by co-chromatography with authentic standards (Sigma-Aldrich).

**Enzyme Activity Measurements**—For routine measurements, samples (~50 mg DW) were collected and centrifuged (4000 × g, for 5 min), supernatants were removed, and pellets were immediately frozen in liquid nitrogen and stored at −80 °C. Prior to extraction, samples were resuspended in extraction buffer (27) without detergent to prevent cell breakdown and were then subaliquoted into fractions of −2 mg DW. After centrifugation (4000 × g, for 5 min), the supernatant was removed, and samples were ground and stored at −80 °C. Extraction was then performed as described by Gibon et al. (37). Enzyme activities were determined as follows: pyruvate kinase (EC 2.7.1.40) and phosphoenolpyruvate carboxylase (EC 4.1.1.31) according to Gibon et al. (27); citrate synthase (EC 2.3.3.1), NAD-dependent isocitrate dehydrogenase (EC 1.1.1.41), succinyl-CoA synthetase (EC 6.2.1.4), and NAD-dependent dehydrogenase (EC 1.1.1.37) according to Nunes-Nesi et al. (38); aconitase (EC 4.2.1.3) according to Piques et al. (39); and NAD-dependent maleic enzyme (ME; EC 1.1.1.38) according to Gerrard Wheeler et al. (40). Measurements were performed for two different setups. In setup 1 (48 h), 10 enzymes were measured in two independent experiments (A and B) with four biological replicates each, and in setup 2 (96 h), 21 enzymes were measured in four independent experiments (C–F) with four biological replicates each. A detailed list of the enzymes measured under each setup can be found in supplemental Information Sheet 1.

**Sample Extraction for Metabolite Profiling**—Samples (~15 mg DW) were collected and centrifuged (4000 × g, for 5 min), and the supernatant was discarded. The cells were immediately frozen in liquid nitrogen and stored at −80 °C until extraction. Metabolite extraction followed an established protocol (41) optimized for algal cells. In short, samples were ground using a miniature bead beater (BioSpec Products Inc.) and 2.5-mm glass beads for 6 min with 700 µl of 100% methanol mixed with internal standard (8.4 µl of d-[UL-13C₆]glucitol (Cortecnet Corp., catalogue no. ALD-053, from a stock of 10 mg ml⁻¹ for each sample)). Sorbitol was used instead of ribitol to enhance the effect of different light qualities and quantities (i.e. the effect of different light sources and intensities on the metabolic behavior of the cell can be simulated). For our in silico experiments, the light source was set to white fluorescent light with an intensity of 350 µE m⁻² s⁻¹, according to the wet laboratory experiments. To approximate how much of the emitted photons are actually absorbed by the organism, we followed the approach presented by Chang et al. (45) and used an effective and dimensional photon flux conversion factor (see also supplemental Information Sheet 2). The effective photon flux conversion considers the fact that not all light incident on a cell is available for sustaining metabolism, but it may also be reflected or scattered. To approximate this factor, we compared the experimentally measured O₂ evolution in dependence of the light intensity with the simulated curve and found 80% of the maximum photon.
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tosynthetic activity to be achieved at $\sim 1000 \, \mu\text{E} \, \text{m}^{-2} \, \text{s}^{-1}$ (46). The effective photon conversion factor was then determined as follows.

$$\text{Conversion}_{\text{eff}} = \frac{145 \, \text{mE/g DW/h}}{1000 \, \mu\text{E/m}^{2}/\text{s} \times \text{Conversion}_{\text{dim}}}$$

$$= 0.0375 \text{ effective/incident photon flux} \quad \text{(Eq. 4)}$$

The dimensional photon flux conversion factor includes cell parameters, such as cell diameter and DW. We explicitly accounted for cell growth during the stress application by deriving a time-dependent dimensional conversion factor, based on an approximated minimum and maximum cell diameter for each time point (see supplemental Information Sheet 2). The time-dependent dimensional photon flux conversion factor was then derived as follows.

$$\text{Conversion}_{\text{dim}} = \frac{\text{cross-sectional area}}{\text{dry weight}} \times \frac{3600 \, \text{s}}{1 \, \text{h}} \times \frac{1 \, \text{mE}}{1000 \, \mu\text{E}}$$

$$\text{(Eq. 5)}$$

To mimic internal nitrogen recycling during the nitrogen starvation stress, we allowed a maximum nitrogen uptake of $0.25\% - 7\%$ of the upper flux boundary of the nitrogen-containing medium.

Integration of Sink Reactions and Derivation of Experimental Flux Values—We modeled the measured physiological parameters, including total carotenoid (Tcar), protein, TCH, Chl, and total fatty acid (TFA), as sums over several metabolites that were allowed to accumulate in the model. These metabolites were categorized into five groups: (i) astaxanthin (accumulation of other carotenoids can be neglected (11)); (ii) all 21 amino acids; (iii) carbohydrates (all sugars that form biomass in the model (i.e. mannose, arabinose, and galactose) as well as starch); (iv) Chl (Chl $a$ and $b$); and (v) FAs. For the last group, we used all metabolites in the model that are associated with the metabolic pathways of “FA biosynthesis,” “FA elongation in mitochondria,” “FA metabolism,” and “biosynthesis of unsaturated FAs.” A complete list of all sink metabolites can be found in supplemental Information Sheet 3. All physiological measurements (in g liter$^{-1}$) were converted to rates (mmol g DW$^{-1}$ h$^{-1}$) as follows. We determined the mean value of all replicates of each experiment and divided it by the mean DW for each time point of the time course. For the compounds with unknown molecular weight, estimations were provided. For instance, for the protein content, we assumed an average number and molecular weight of amino acids per protein. The average molecular weight of the FAs was approximated by using measured ratios of the main FA constituents. A detailed list of the estimated ratios can be found in supplemental Information Sheet 4. These values were then converted to rates by considering the changes between adjacent time points and calculating the mean value for each two adjacent rates. For the first time point, we used the rate determined from the data for the time points zero and one; for the last time point, we used the rate determined from the data for the second to last and last time point. Furthermore, we used the measured enzyme activity data as a proxy for the flux through the respective reaction.

InDisMinimizer—The derived time-dependent flux estimations were integrated by minimizing the discrepancy between data and predictions (InDisMinimizer). The problem definition results in the following quadratic optimization problem for each time point,

$$\min \sum_{i \in \text{measured}} \|d_{it}\|^2$$

$$\text{s.t.} \quad S \cdot v_t = 0 \quad \text{(Eq. 7)}$$

$$v_{lb} \leq v_t \leq v_{ub} \quad \text{(Eq. 8)}$$

$$v_{lt} = v_{measured} + E_{t,lt} \quad \text{(Eq. 9)}$$

where $v_t$ is the flux distribution at time $t$, $v_{measured}$, and $E_{t,lt}$ are the predicted fluxes, the flux estimated from the data, and the corresponding error term for the reaction $i \in$ measured, respectively, and $\| \cdot \|^2$ denotes the second norm squared. Equation 7 gives the mass-balance constraints of the metabolic model, Equation 8 denotes the default lower and upper flux boundaries, and Equation 9 captures the relationship between the predicted and the estimated fluxes. The latter allows for an error term that might arise from experimental error or the errors in the derived rates. Because the flux constraints that were derived from the physiology data are 2 orders of magnitude lower than the flux constraints derived from the enzymology data, we introduced a relative weighting with an E-scaling factor of 100. In doing so, we ensured that all deviations between data and predictions were weighted equally. Moreover, our problem formulation assumed a steady state at each time point. Because the integrated data cover a time period of 0–96 h after the shift in nutrients and light intensity, we can assume that the system is in a pseudoequilibrium. This is based on the observation that metabolic changes usually happen on a minute time scale (47). The commercial solver MINOS was used to solve the resulting quadratic optimization problem.

Flux Variability Analysis (FVA)—FVA (48) is an approach that allows determination of the variability of the predicted fluxes for a given flux balance analysis solution. To this end, the lower and upper flux values for each reaction of the network under consideration are determined while still imposing the original constraints and the optimal value for the used objective. The resulting values provide a range of flux values for each reaction of the network that is compliant with the overall constraints. Therefore, on the one hand, FVA can assess the extent to which a predicted flux distribution can be used in testing and verifying a hypothesis. For instance, if the flux range of a reversible reaction of interest is between 1 and 2, we know that the reaction can only proceed in the forward direction, whereas, if we observe a flux range between $-1$ and 2, we cannot rule out the possibility that the reaction proceeds in the backward direction. On the other hand, results from FVA provide insights into flux capacities exhibited by a single reaction or pathway under given constraints. One application is to test the influence of one parameter in the model on a reaction of interest. For example, if changing a certain nutrient’s uptake rate results in a larger upper flux value for a reaction of interest, there exists a positive
influence of the increased uptake rate on the maximum flux through that reaction.

Variability Flux Sampling—Flux Variability Analysis is a useful tool to determine upper and lower flux values for reactions of interest, but it cannot be used to make statements about the likelihood of a certain flux value to be achieved. To address this problem, we here use a novel approach, termed variability flux sampling, in which we compute probability distributions of flux values based on a random flux value sampling. The method consists of two steps. First, for all reactions of interest, we randomly chose a flux value from the previously determined FVA interval. Because the fluxes are mutually dependent, one cannot guarantee that the set of randomly selected flux values for these reactions fulfills the optimality requirement or even the steady-state constraint. Therefore, in the second step, we use the previously determined constraints (i.e. optimality with respect to the minimized discrepancy from the data integration and steady state) together with the randomly selected set of flux values from the first step, and we minimize the Euclidean distance between the sampled set of flux values and a feasible set of flux values. In other words, given a randomly chosen set of flux values within the feasible flux boundaries, we determine a set of feasible flux values that is closest to the random set and fulfills the optimality constraints. Repeating this procedure many times results in a distribution of flux values for every reaction. The corresponding optimization problem can be cast as a quadratic problem with non-linear constraints,

\[
\min \sum_{j \in R} ||e_{j,t}||^2 \\
\text{s.t.} \quad 5 \cdot v_t = 0 \\
\quad v_{lb} \leq v_t \leq v_{ub} \\
\quad v_{i,t} = v_{i,t}^{\text{measured}} + E_{i,t} \quad \forall \ i \in M \\
\quad \sum_{i \in M} ||E_{i,t}||^2 = \text{MinDist}_t \\
\quad v_{i,t} = v_{i,t}^{\text{measured}} + \epsilon_{i,t} \quad \forall \ j \in R,
\]

where Equations 11–13 are the constraints from the InDisMinimizer, Equation 14 assures overall optimality with respect to the results from the InDisMinimizer, and Equation 15 describes the relationship between the randomly sampled flux \(v_{i,t}^{\text{measured}}\), the feasible flux \(v_{i,t}\) and the deviation term \(\epsilon_{i,t}\), where \(R\) denotes the set of reactions for which randomized flux values are sampled from the corresponding FVA intervals. Note the difference between the error term \(E\) which describes the deviations from the experimental data, and the deviation term \(\epsilon\), which denotes the deviation from the randomly sampled flux value. For the set of the seven reactions of interest, we repeated this analysis 20 times for every time point and each experiment, resulting in altogether 3200 sampling and optimization steps.

RESULTS

Changes in Metabolic Status Caused by Nitrogen Starvation under HL

Cultures of 5-day-old vegetative green \(H.\ pluvialis\) cells were inoculated into a nitrogen-free medium under continuous light of 350 \(\mu\)E m\(^{-2}\) s\(^{-1}\). The combination of nitrogen deprivation and HL exposure was used to facilitate stress response (10). Cells were harvested every 6 or 12 h throughout the 48 or 96 h of exposure to stress. Metabolite data were only collected throughout the 48-h experiments, and the results of the physiological, metabolite, and enzyme activity data for these experiments are described below.

At time 0, the non-flagellated round palmelloid had an average diameter of 24.7 \(\mu\)m. During the 48 h of stress, cells transformed into red cysts, and their average diameter increased to 36.5 \(\mu\)m \((p < 0.001)\). Their number remained stable at 2.5 \(\times\) 10\(^5\) cells ml\(^{-1}\) \((p = 0.625)\) throughout the experiment. The DW increased significantly \((p < 0.001)\) from 0.5 g liter\(^{-1}\) at time 0 to 1.9 g liter\(^{-1}\) after 48 h (Fig. 1A). Chl content remained stable at 12 mg liter\(^{-1}\) for the first 12 h and then decreased significantly \((p < 0.001)\) to 6.1 mg liter\(^{-1}\) after 48 h (Fig. 1A). Volumetric protein content (Fig. 1B) remained stable at 0.13 g liter\(^{-1}\) throughout the whole experiment; however, as an outcome of the increase in DW, the relative protein content in biomass increased strongly \((p = 0.012)\) from 28 to 108% of DW during the first 12 h and then slowly but significantly to 7% \((p = 0.006)\) after 48 h (Fig. 1C). As reported previously (12), TCH content peaked after 24 h \((p = 0.004)\) both in volumetric (from 0.2 g liter\(^{-1}\) at time 0 to 1.2 g liter\(^{-1}\) after 24 h) and relative content (from 40% of DW at time 0 to 74% after 24 h). However, after 36 h, TCH content had decreased significantly \((p = 0.020)\) (to 1 g liter\(^{-1}\) and 54% of DW) and remained at this level throughout the rest of the experiment. TFA content gradually increased from 8% of DW at time 0 to 13% after 24 h \((p = 0.012)\) and further to 28% after 48 h \((p = 0.014)\) (Fig. 1C). Tcar content increased \((p < 0.001)\) from 2.4 mg liter\(^{-1}\) (0.6% of DW) at time 0 to 76.5 mg liter\(^{-1}\) (4.2% of DW) after 48 h (Fig. 2A). The major carotenoids at time 0 in \(H.\ pluvialis\) were lutein, \(\beta\)-carotene, violaxanthin, and neoxanthin, which amounted to 48.7, 21.3, 21.2, and 8.8% of Tcar, respectively (Fig. 2B). After 6 h of exposure to nitrogen starvation and HL stress, carotenoid composition changed dramatically with a strong increase \((p < 0.001)\) in astaxanthin content from 0 to 45.4% of Tcar, whereas all other major carotenoids decreased \((p < 0.001)\) by half. After 24 h of stress, astaxanthin content dominated carotenoid composition with 92.6% of Tcar and after 48 h reached 97.7% of Tcar (Fig. 2B).

To dissect the central metabolic processes and carbon partitioning to FA metabolism in response to nitrogen starvation under HL, samples were analyzed by an established GC-MS protocol and GC-flame ionization detector. We identified altogether 63 FAs and metabolites of the central metabolism (Fig. 3; for detailed values, see supplemental Information Sheet 1).

All sugar metabolites gradually increased after stress application, with the exception of maltotriose and raffinose, which peaked after 12 h of stress exposure and then gradually decreased. Maltotriose, a starch degradation product, significantly \((p < 0.001)\) increased 4.5-fold during the first 12 h and then significantly \((p < 0.001)\) decreased to its original content after 24 h and further to 0.7-fold its initial content after 48 h \((p = 0.041)\). Raffinose increased significantly \((p < 0.001)\) 10-fold within the first 12 h; however, after 24 h, it decreased strongly \((p < 0.001)\) to half its peak content and continued
decreasing ($p < 0.019$) to 3.6-fold its initial value after 48 h (Fig. 3). Glycerol content increased significantly ($p = 0.003$), peaking after 24 h with a -fold change of 35.6, and remained high for the following 24 h, in accordance with the observed TFA accumulation (Figs. 1 and 3).

Within the first 6 h, the content of the amino acids Lys, Pro, and Thr decreased significantly to 0.35-fold ($p = 0.005$), 0.68-fold ($p = 0.016$), and 0.56-fold ($p = 0.014$) their initial values, respectively; however, after 12 h, the levels returned to their original values and in some cases even increased further (Fig. 3). Other amino acids, including Met, Cys, and Asn, significantly increased, with -fold changes of 6.6 ($p = 0.007$), 15.3 ($p = 0.025$), and 8.2 ($p < 0.001$), respectively, after 48 h of stress exposure (Fig. 3). Glu and Asp showed a decrease after 6 h to 0.2-fold ($p < 0.001$) and 0.19-fold ($p = 0.015$) their initial content, respectively. After 12 h, Glu remained at 0.4-fold its initial content, whereas Asp increased slightly ($p = 0.013$) and eventually reached 0.64-fold its initial content. Remarkably, GABA showed the strongest increase with a -fold change of 5.5 after 6 h ($p = 0.015$), 44.9 after 24 h ($p = 0.015$), and 59.3 ($p = 0.012$) after 48 h (Figs. 3 and 4).

FAs generally increased during the 48 h of stress exposure, and changes in composition occurred. The most significant increase was observed in oleic acid (C18:1w9), with a -fold change of 33.8 after 24 h ($p = 0.013$) and a total -fold change of 99.6 after 48 h ($p = 0.005$) (Fig. 3 and Table 1).

Enzyme activities were measured to further explore the alterations in the central carbon-nitrogen metabolism (Fig. 4). The patterns of change in both enzyme activity and metabolite abundance indicated a general enhancement of the TCA cycle and of the metabolic processes closely associated with it. Nevertheless, the TCA cycle did not act as one coherent unit; rather, different patterns were evident. The first pattern included phosphoenolpyruvate carboxylase, ME, and malate dehydrogenase, which all increased in activity during the first 12 h, followed by a decrease after 36 h and a subsequent activity peak after 48 h (Fig. 4). For example, ME activity increased...
significantly with a -fold change of 4 ($p = 0.008$) during the first 12 h and then decreased to a -fold change of 1.5 ($p = 0.011$) after 36 h and increased again to a -fold change of 6.9 ($p < 0.001$) after 48 h. The metabolites associated with these enzymes included pyruvate and the TCA cycle intermediates malate, fumarate, and succinate. Pyruvate increased stepwise with -fold changes of 3.6 after 6 h ($p = 0.025$) and 8.5 after 36 h ($p = 0.012$). Malate gradually increased ($p < 0.001$) throughout the experiment, with a 2.4-fold change after 48 h. Fumarate and succinate exhibited a response pattern similar to that of malate, with a strong accumulation of succinate up to a level of 10 times its initial content after 48 h ($p = 0.006$).

The second pattern observed included citrate synthase and aconitase. The activity of both enzymes increased gradually ($p < 0.001$) in the first 36 h and peaked after 48 h ($p < 0.001$). Citrate, the intermediate metabolite between citrate synthase and aconitase, decreased significantly to 0.5-fold its initial content within the first 24 h ($p = 0.002$) and subsequently returned to its initial level after 48 h.

The activity of succinyl-CoA synthetase remained stable during the first 36 h and then slightly but significantly increased after 48 h ($p = 0.009$), hardly explaining succinate's response pattern. Isocitrate dehydrogenase activity remained constant during the first 12 h of stress exposure and then increased, with a -fold change of 2.8 after 24 h ($p = 0.003$), followed by a decrease to a -fold change of 1.4 after 36 h ($p < 0.001$) and then another increase to 2.9-fold of its initial value after 48 h ($p = 0.002$).
FIGURE 4. Changes in identified TCA cycle intermediates in *H. pluvialis* throughout 48 h of nitrogen starvation and high light. -Fold changes in metabolite content are represented as bar charts, and enzyme activities are shown as scatter charts. Time points from left to right are 0, 6, 12, 24, 36, and 48 h.

TABLE 1

Changes in major fatty acid composition in *H. pluvialis* under nitrogen starvation and high light stress

Shown are -fold changes in fatty acid (lipid number nomenclature) content with respect to time 0. Values are normalized by cell number.

| Time (h) | 16:0 | 16:1 | 16:3 | 16:4 | 18:1ω9 | 18:2 | 18:3ω6 | 18:3ω3 | 18:4ω3 |
|----------|------|------|------|------|--------|------|--------|--------|--------|
| 0        | 1 ± 0.05 | 1 ± 0.00 | 1 ± 0.08 | 1 ± 0.02 | 1 ± 0.16 | 1 ± 0.03 | 1 ± 0.03 | 1 ± 0.01 | 1 ± 0.01 |
| 6        | 1.8 ± 0.04 | 1.4 ± 0.06 | 7.5 ± 0.3 | 1.9 ± 0.03 | 6.5 ± 0.18 | 1.5 ± 0.02 | 2.4 ± 0.17 | 2.5 ± 0.01 | 1.9 ± 0.07 |
| 12       | 3.3 ± 0.04 | 1.4 ± 0.04 | 11.4 ± 0.37 | 3.2 ± 0.00 | 16.2 ± 0.04 | 2.9 ± 0.01 | 3.4 ± 0.08 | 4.5 ± 0.00 | 3.7 ± 0.02 |
| 24       | 5.4 ± 1.06 | 1.0 ± 0.40 | 17.0 ± 1.70 | 4.2 ± 0.91 | 33.8 ± 5.43 | 4.9 ± 1.03 | 4.6 ± 0.66 | 6.1 ± 0.80 | 6.4 ± 1.02 |
| 36       | 8.4 ± 1.34 | 0.6 ± 0.12 | 21.5 ± 0.75 | 4.9 ± 0.18 | 60.2 ± 2.16 | 7.8 ± 0.26 | 5.7 ± 0.13 | 8.2 ± 0.21 | 9.4 ± 0.29 |
| 48       | 13.4 ± 0.63 | 0.9 ± 0.16 | 32.7 ± 1.24 | 6.9 ± 0.35 | 99.6 ± 4.91 | 12.8 ± 0.61 | 8.9 ± 0.44 | 12.9 ± 0.58 | 15.1 ± 0.71 |
**Integrated Cluster Analysis of the Enzyme Activity and Metabolite Data**

Integrating two data sets generated from different analytical platforms is a challenge that can produce biologically inconsistent results (49). Nevertheless, it is one of the available tools to suggest potentially common behavior and underlying mechanisms of regulation. To test the occurrence of statistically coordinated patterns of change, cluster analysis was applied to the metabolite and enzyme activity data sets following the PAM algorithm (see supplemental Information Sheet 5). The cluster analysis resulted in five clusters of low average silhouette indices (a clustering quality measure), indicating a relatively weak affiliation of the elements with their respective cluster. The only cluster displaying a relatively high silhouette index (cluster 3) included metabolites that increased in content during the 48-h period and included non-glycolysis sugars, nitrogen-rich compounds, and the TCA cycle intermediates fumarate and malate. Interestingly, the only enzyme included in this cluster was aconitase, a TCA cycle enzyme driving the conversion of citrate to isocitrate via *cis*-aconitase. Despite its lower silhouette index, cluster 2 showed a coordinated pattern of change between pyruvate kinase (the enzyme producing pyruvate, the final product of glycolysis, on the one hand, and the precursor of acetyl-CoA, the main supplier of carbon to the TCA cycle, on the other hand), glycolysis sugars, the TCA cycle intermediate succinate, and pyruvate itself. Clusters 4 and 5, with relatively low silhouette indices and a small number of members, displayed a close biochemical relationship. Asp, Glu (cluster 5), and Ala (cluster 4) showed a similar pattern of change throughout the experiment. So did Thr (cluster 4), Ser (cluster 5), the branched-chain amino acid Val (cluster 4), and Asp-derived Lys (cluster 4), except for the last time point. These amino acids are closely connected biochemically. Cluster 1 was composed of enzymes with the exception of one sugar, alcohol xylitol.

**Model Development and Constraint-based Data Integration**

Integration of experimental data in large scale metabolic models enables prediction and investigation of different molecular phenotypes (see Lewis et al. (30) for a recent comprehensive review). Here, we first described the model’s development and how we integrated the available physiological and enzyme activity data. We then used the model and the proposed data integration approach to investigate biological questions of interest. Because the genome of *H. pluvialis* has not yet been assembled, we relied on modifying a recently published reconstruction of *Chlamydomonas*, a model green alga of the same order (45). Considering the list of pathways in MetaCyc (50) that are associated with *Chlamydomonas* and those that are associated with *Hematococcus*, we find an overlap of 99.4%; therefore, the model serves as a good starting point for the study. Moreover, the genome-scale model explicitly accounts for different light qualities and light quantities. To enable the integration of physiological characteristics specific for *H. pluvialis*, we included the astaxanthin pathway (see supplemental Information Sheet 6), based on MetaCyc (50), and introduced sink reactions for the measured physiological parameters (e.g. CH and FA; see “Experimental Procedures” and supplemental Information Sheet 3). This manually curated putative model of the metabolism of *H. pluvialis* included 1975 metabolites and 2622 reactions, of which 422 are sink reactions for metabolites that are shown to accumulate during the stress response.

We used two types of data to constrain the obtained model: (i) parameters that describe the cell’s environment (*i.e.* the experimental conditions) and (ii) measured physiological and enzyme activity data, which we used to derive experimental flux values (see “Experimental Procedures”). By integrating these two types of experimental data, we were able to, on the one hand, constrain fluxes into major biomass components and, on the other hand, specifically constrain flux bounds of core enzymes of the central carbon metabolism.

We set the light quality and quantity in the model to adequately describe the experimental setting. Because the geometric parameters of the cell changed significantly during the stress application (see “Changes in Metabolic Status Caused by Nitrogen Starvation under HL”), this needed to be explicitly considered when modeling the light absorption. We accounted for this change in morphology by deriving a time-dependent dimensional conversion factor, based on an approximated minimum and maximum cell diameter for each time point (see “Experimental Procedures” and supplemental Information Sheet 2). Nitrogen starvation was modeled as follows. Free nitrogen uptake was limited to time point zero; for all other time points, nitrogen uptake was blocked, and only internal nitrogen recycling was allowed (see “Experimental Procedures” for details of the implementation).

In the next step, to predict biologically meaningful flux distributions, we minimized the discrepancy between experimentally estimated and predicted fluxes by using the InDisMinimizer approach. To this end, we minimized the discrepancy, defined as the sum of squared weighted differences between all experimentally derived and predicted fluxes, quantifying the prediction error. For a detailed description of the computational approach, see “Experimental Procedures” and the schematic overview in Fig. 5.

Altogether, we applied the InDisMinimizer to six different biological replicates, each with four technical repeats. Experiments A and B (setup 1) were monitored for 48 h and comprised a set of 10 enzymes; experiments C–F (setup 2) were 96-h time series comprising 21 enzymes. For a list of the measured enzymes in both setups, see supplemental Information Sheet 7. By using the proposed approach, we found a total error of between $0.352 \times 10^{-3}$ and $2.99 \times 10^{-3}$ for each time series and over all six experiments. To illustrate the agreement, Fig. 6 shows the experimentally derived and predicted fluxes for all measured enzymes and physiological parameters for experiment C. All predicted fluxes for reactions catalyzed by the measured enzymes could be reproduced with high accuracy; moreover, for all physiological parameters, except for the TCH curves at the second and third time points, we found a good fit. The fitted curves for the remaining experiments were of similar quality.
Flux Variability

To assess the predictive power of our approach, we next performed FVA (48) for the same experiments. This method allows determination of the variability of the fluxes from a flux balance analysis solution by determining the minimum and maximum flux through a given reaction that results in the same optimal solution (i.e., minimum prediction error). If the integration of different types of experimental data leads to less varying fluxes than just one type of data or the generic flux bounds, the model is better constrained and therefore of higher predictive power. For instance, if two pathways lead to the same product, which is accumulated at a certain rate, integrating measured flux values for one pathway also narrows down the allowable flux range for the second pathway. The results of the FVA and S.D. values over all time points are given in Fig. 7. We divided the reactions into four groups: those that showed little (<100 mmol g DW⁻¹ h⁻¹), moderate (100–500 mmol g DW⁻¹ h⁻¹), high (500–1000 mmol g DW⁻¹ h⁻¹), and very high (>1000 mmol g DW⁻¹ h⁻¹) variability. For all six time points, we found more than 43% of all reactions to have low variability, indicating that the network is well constrained by the experimental data. We found between 33 and 39, 14 and 17, and 1 and 3% of the reactions to be in the second, third, and fourth groups, respectively.

We repeated the analysis by only integrating the physiological or enzyme activity data. Here we found only 32–35 and 35–37% of all reactions to be in the first group, respectively (Fig. 7). These results demonstrate the increase in predictive power by integrating two types of data (global parameters, such as TFA, TCH, and protein content, and activity rates of single enzymes) and allow the use of this approach in model-based testing of hypotheses. Moreover, the close fit between data and predictions further illustrates the suitability of the model Chlamydomonas reconstruction to capture metabolic behavior that is unique for Hematococcus.

Model-based Hypothesis Testing

Carbon Redistribution from Starch to FAs—We used our setup to answer two biological questions. First, we addressed the question of whether starch degradation can yield precursors for de novo synthesis of FAs during the later stress response, a hypothesis proposed by Recht et al. (12). We applied the InDisMinimizer to two different scenarios, as illustrated in Fig. 5. Scenario 1 allowed for starch accumulation into a virtual pool over all time points; in addition, for the time points that showed starch degradation in the experiment, we also allowed for starch degradation into the system from the virtual pool. Scenario 2 also allowed for starch accumulation at all time points but not for starch degradation from the virtual pool back into the system. Here, starch was only allowed to exit the cell without being recycled into other building blocks. Fig. 8 shows the overall discrepancy between the data and the simulation as a sum over all time points for each biological replicate. Dark and light green represent scenarios 1 and 2, respectively. For all four replicates, scenario 1, which allowed for starch degradation, had a better fit, thus confirming the hypothesis that starch degradation is used to support FA synthesis during the second part of the stress response. Note that although the discrepancy was small in both cases, scenario 1 had, on average, a 3.3% better fit than scenario 2 for the two setups (i.e., 48 and 96 h). This average value also included the initial time points when neither scenario allowed for starch degradation from the virtual pool and, therefore, had the same discrepancy value. Considering the fact that altogether five physiological parameters as well as 10 or 21 enzymes (for setups 1 and 2, respectively) were fitted,
the increase in quality of the fit can be regarded as considerable. Furthermore, it is interesting to note that for setup 1 (i.e. 48 h), which is constrained by partly different enzyme activity data, the fits for scenario 1 performed over 5% better than those for scenario 2.

To further validate the hypothesis, we investigated three flux distributions based on the results of the InDisMinimizer. In this second step, we kept the determined minimum discrepancy between data and prediction fixed. Based on this overall best fit, we investigated (i) the variability of the flux through malonyl-CoA, the first reaction of the FA biosynthesis pathway; (ii) the variability of the flux for the sum of fluxes through the entire FA pathway; and (iii) the minimum discrepancy between the data and simulation for the FA biosynthesis. For the latter, we kept the best fit from the InDisMinimizer, and within the space of optimal flux distributions, we chose those that gave the best fit with respect to FA biosynthesis. The results of these computations are shown in Fig. 9. Bar plots in Fig. 9A and B, are based on the difference in flux variability between scenarios 1 and 2 (i.e. scenario 1 – scenario 2) in percentage of the total flux variability with respect to scenario 1 and present the average over the time points at which starch degradation was observed in the experiment. The figure illustrates that for all experiments, both the first reaction of the pathway and the whole pathway itself had larger flux variability in scenario 1 than in scenario 2, indicating that released building blocks from starch degradation enable a larger flux through the FA pathways. These findings highlight the connection between starch degradation and de novo FA biosynthesis in the considered setting.

Finally, the bar plot in Fig. 9C shows the difference in deviation between data and model predictions for scenario 2 with respect to scenario 1 (i.e. scenario 2 – scenario 1) and demonstrates that scenario 1 better describes the observed FA biosynthesis rate than scenario 2. In summary, we can state that in all considered in vitro and in silico experiments, the model that allows for starch degradation into the system performed better than the model that does not allow for it. Altogether, these results provided very strong model-based evidence that starch degradation during the second stress response phase is a crucial mechanism to support continued FA synthesis.

Carbon Redistribution from the TCA Cycle to FA Biosynthesis—We then investigated the following question: Can the data-model integration support the hypothesis that malate from the TCA cycle (which is shown to increase by the metabolite data) is transported from the mitochondria to the chloroplast, where it is converted to CO₂ and pyruvate via ME? A positive answer would indicate that pyruvate can serve as a precursor for the chloroplast-based de novo FA synthesis. This
mechanism would support the fact that under nitrogen starvation and HL, TCA cycle activity increases to support a higher FA synthesis rate. To investigate this hypothesis, we made use of the predictions obtained from the InDisMinimizer and investigated the possible fluxes through the reactions involved in the proposed mechanism. For the reactions of interest, we determined the range of allowed fluxes that result in the overall best data fit. The results of this flux variability analysis are shown in Fig. 10. The graphic illustrates the pathway from malate, originating from the TCA cycle, to carbon fixation and \textit{de novo} FA biosynthesis in the chloroplast. The numbers represent the reactions involved. Their respective flux variability is given in the left panel of each reaction. Given are the average minimum and maximum flux values over all time points and all six experiments with their respective S.D. values. The mitochondrial and plastidial malate transporters can carry a flux of between 296.6 and 1440.9 and between 113.1 and 656.1 mmol g \text{DW}^{-1} \text{h}^{-1}, respectively. The three reactions involved in the conversion from malate to acetyl-CoA can carry a flux of between 0 and 729.3 mmol g \text{DW}^{-1} \text{h}^{-1} and allow for an overall flux into acetyl-CoA of 491.0 mmol g \text{DW}^{-1} \text{h}^{-1} (the sum of the smaller maximum flux value of reactions 3 and 4 and the maximum flux value of reaction 5, illustrated in Fig. 10). The flux into carbon fixation can range between 0 and 175.5 mmol g \text{DW}^{-1} \text{h}^{-1}, and the flux to malonyl-CoA, an initial step of FA biosynthesis, can range between 350.1 and 909.5 mmol g \text{DW}^{-1} \text{h}^{-1}. Taken together, these findings indicate that all of the involved reactions can form a high flux pathway and support the proposed mechanism of malate integration via pyruvate in the \textit{de novo} synthesis of FA. However, because some reactions have a lower flux variability value of zero (reactions 3–6), just by considering the FVA results, we cannot rule out scenarios of flux distribution that carry a low flux through the described pathway.

To make statistical statements about the likelihood of a given reaction of the proposed pathway to carry a certain flux, we performed a flux distribution analysis that is based on a random flux sampling compatible with the derived flux bounds (from FVA). This novel approach, termed variability flux sampling, allows the prediction of flux values for the reactions of the pathway that are compliant with the imposed constraints (e.g. overall optimality of the flux solutions with respect to the InDisMinimizer, steady state) and minimize the Euclidian distance between the randomly chosen set of flux values and a set of feasible flux values for the respective reactions. The details of the computational approach are given under “Experimental Procedures.” The results of this analysis are depicted in Fig. 10 in the right panel of each reaction. The two malate transporters exhibit probability distributions for the fluxes that are centered below the middle of the respective FVA interval. Reaction 3 shows a nearly uniform distribution. Interestingly, for reactions 4 and 6 the determined distributions indicate that there is a low probability for a high flux from pyruvate to acetyl-CoA and from pyruvate to carbon fixation. Nevertheless, reaction 5 shows a bimodal distribution with one peak in the lower flux range \(\sim 50\) mmol g \text{DW}^{-1} \text{h}^{-1}, whereas the other, higher peak is at \(\sim 300\) mmol g \text{DW}^{-1} \text{h}^{-1}. Finally, the flux into fatty acid synthesis shows a probability distribution that is centered at \(\sim 900\) mmol g \text{DW}^{-1} \text{h}^{-1}. Altogether, this analysis further supports the hypothesis of a high flux through the proposed pathway from malate to FA synthesis via reactions 1, 2, 5, and 7 and a high activity of malic enzyme. It furthermore suggests that pyruvate flux into acetyl-CoA and carbon fixations is low.
These results put forward an interesting hypothesis for further experiments to investigate the role of chloroplastic ME in this chain of reactions and the fate of the pyruvate pool.

**DISCUSSION**

*H. pluvialis* has been extensively investigated due to its ability to produce high amounts of the ketocarotenoid astaxanthin under inductive conditions that are mainly related to stress (8, 51). A large amount of research has been conducted to elucidate the astaxanthin biosynthesis pathway and its regulation (for reviews, see Refs. 51 and 52). Whereas the initial astaxanthin synthesis utilizes the existing β-carotene as a precursor, bulk accumulation of astaxanthin esters will depend on *de novo* β-carotene synthesis (53). In fact, almost all of the genes involved in astaxanthin biosynthesis from isopentenyl pyrophosphate were found to be simultaneously up-regulated in transcriptional expression in high irradiance-induced red cells of *H. pluvialis* (54). Similarly, high expression levels of enzymes involved in the synthesis of terpenoids were also found in *Neo-chloris oleoabundans*, under nitrogen deficiency (55). In *Chlamydomonas reinhardtii*, light treatment was found to promote the accumulation of all transcripts of the methylerythritol
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phosphate pathway (56). Specifically in the current work, the fact that astaxanthin is accumulating to a level that is 30 times higher than the initial level of total carotenoids (Fig. 2) is a compelling indicator for de novo synthesis from the very early precursors and a rapid flow through those intermediates.

When exposed to different stresses, there is a positive correlation between the cellular content of FA and astaxanthin (4). However, FA accumulation is not dependent on astaxanthin synthesis (33), and as also shown for different algae (57), FA accumulation represents a more general stress response. Although some data on CH content under stress conditions can be found (6), only recently (12) was the dynamics of CH accumulation/degradation under stress targeted. This present study was aimed at elucidating the carbon partitioning in *H. pluvialis* under nitrogen starvation and HL stress; we therefore concentrated on the FAs and CHs, which together account for roughly 85% of the cell's biomass (Fig. 1). It is worth mentioning that astaxanthin content makes up a maximum of 4.5% of the biomass (8, 51) (Fig. 2A); thus, neither astaxanthin nor total carotenoid content contributes much to the understanding of carbon partitioning in *H. pluvialis*. Moreover, because astaxanthin accumulates as an FA ester, its small contribution is reflected in the FA content. To further deepen our understanding of carbon allocation in *H. pluvialis*, we employed metabolite and enzyme profiling to describe the physiological, metabolic, and enzymatic changes that accompany carbon repartitioning in *H. pluvialis* cells exposed to nitrogen starvation stress under HL. Moreover, we developed a putative model based on genome scale reconstruction of the model green alga *Chlamydomonas reinhardtii*, integrated two types of experimental data, and applied constraint-based optimization to predict flux distributions that reflect the experimental observations. We then used flux variability analysis to estimate the effects of the network and data constraints. Finally, two biological hypotheses were tested by considering alternative scenarios and comparing the predictive power.

The present study also suggests a central role of the TCA cycle in FA biosynthesis upon stress application. Increased TCA cycle activity in the form of excess malate could support FA biosynthesis, assuming that the malate is transferred to the chloroplast, where it flows into FA synthesis. This flow has been previously reported in exponentially growing *C. reinhardtii* under heterotrophic conditions (58). Moreover, the CO₂ produced by this process could be fixed by Rubisco to increase photosynthetic capacity, as in C4 plants. Both C4 and C3 photosynthetic pathways have been recently shown to coexist in the green tide-forming algae *Ulva prolifera* (59) and in different marine diatoms (60). Although we cannot confirm the existence of the C4 pathway in *H. pluvialis*, the involvement of ME in its stress response (i.e. increases in CH and FA) was evident when using the ME inhibitor sesamol (12). Although the chloroplastic isofrom of ME could not be measured, the proposed computational approaches strongly support both the hypothesis of a high flux route for malate via malate transport to the chloroplast with its subsequent conversion for de novo FA biosynthesis and a high activity of the malic enzyme. The low probabilities for a high flux from pyruvate to acetyl-CoA and carbon fixation suggest that pyruvate flows into other pathways. Pyruvate can serve as a precursor for the non-mevalonate 1-deoxy-d-xylulose-5-phosphate pathway for the biosynthesis of plastidic isoprenoids, such as carotenoids (61). Nevertheless, a high flux cannot be ruled out, as suggested by the FVA results. Finally, the predictions serve as a useful tool to investigate putative pathway fluxes; nevertheless, they have to be treated with care and could clearly be improved upon measurement of the chloroplastic malic enzyme.

The metabolite profiling led to the following observations. After 24 h of nitrogen starvation and HL stress, maltotriose, a starch degradation metabolite, decreased significantly, indicating a flow from starch toward glycolysis, which could in turn be used as a carbon skeleton for FA biosynthesis (62). Concomitantly, a large pool of glycerol, the backbone of TAG, was generated from the onset of stress exposure. This pool remained relatively large during the experiments, most likely to support TAG synthesis. Similarly, a correlation between starch breakdown and glycerol biosynthesis was recently shown to occur upon salt stress treatment in *Dunalie11a tertiolecta* (63). Raffinose showed a pattern similar to that of the TCH, peaking after the first 12 h of stress exposure. This sugar has been suggested to be associated with stress tolerance, defense mechanisms, and carbon partitioning in the cell, serving as an antioxidant signaling stress (64). These observations indicate that as long as Chl content is relatively high (9–12 mg liter⁻¹), the cell devotes its energy and carbon reserves to maintaining a carbon pool in the form of free sugars and starch. However, prolonged exposure to stress causes a shift toward starch degradation and FA synthesis (12). This behavior might also be related to the distinct pattern of the glycolytic enzymes phosphoenolpyruvate carboxylase, ME, and malate dehydrogenase, associated with pyruvate and downstream malate metabolism, observed throughout the experiment, namely reduced activity after 36 h. This characteristic could result from a cascade of events leading to the degradation of the photosynthetic apparatus (65) and enhanced FA synthesis. Moreover, these changes may be modulated by key enzymes, such as phosphoenolpyruvate carboxylase and pyruvate kinase, which are, in turn, regulated by TCA cycle intermediates (66, 67). However, a more comprehensive study would be needed to confirm this hypothesis.

When *H. pluvialis* is subjected to environmental stress, reactive oxygen species are produced (8). The generation of reactive oxygen species activates the synthesis of astaxanthin, which protects the cell by shielding it from excessive irradiation (68). However, reactive oxygen species are also known to inhibit the
TCA cycle enzymes 2-oxoglutarate dehydrogenase and succinyl-CoA synthetase, thereby shuttling 2-oxoglutarate toward the GABA shunt (69–72). In the present study, we found further evidence for this alternative route (73) as a response to altered energy balance and redox status (74–77). It has been proposed as a modulator of the carbon-nitrogen balance (78). We suggest that in _H. pluvialis_ under nitrogen starvation and HL, reduced nitrogen derived from the deamination of free amino acids in the cell is stored in the GABA pool, which can be used as a buffer for the turnover of internal proteins. This suggestion is further supported by results obtained from _C. reinhardtii_ under ammonium deficiency (24); TCA cycle enzyme activity increased, potentially providing carbon skeletons for amino acid metabolism. It has been shown that certain proteins in _H. pluvialis_ degrade under nitrogen starvation, whereas others are actually built (8, 79–81). Therefore, although volumetric protein content is preserved, it is likely that there is a change in the protein profile.

Finally, our findings demonstrate that physiological, metabolic, and enzyme activity data in combination with constraint-based optimization approaches can be used to test biological hypotheses. The combination of experimental data and large scale networks has two advantages. On the one hand, integrating (time-resolved) experimental data enables the formulation of more realistic constraints on the model than those stemming only from biochemistry, thermodynamics, and model-based boundaries (30). On the other hand, the network framework allows the capture of interdependencies between reactions, which would not be revealed by a simple analysis of the experimental data. By following this approach, we provide model-driven evidence that starch degradation during the second phase of the stress response supports continued FA synthesis. Moreover, we found support for malate integration in the _de novo_ synthesis of FA, although precise claims regarding this hypothesis require more direct experimental validation.
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