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1 Introduction

The classical isoperimetric inequality $L^2 \geq 4\pi A$ relates the length $L$ of a Jordan curve $\Gamma$ in the plane $\mathbb{R}^2$ and the area $A$ enclosed by $\Gamma$. The equality is attained if and only if $\Gamma$ is a circle. It was apparently known to antique mathematician Pappus from Alexandria (c.f. [15]). In [35] Wulff formulated and later Dingas in [12] rigorously proved the isoperimetric inequality in the framework of the so-called relative Finsler geometry. Given the Jordan curve $\Gamma$ in the plane and the Finsler metric function $\Phi$ we can define the total interface energy functional $L_\Phi(\Gamma) = \int_{\Gamma} \Phi(n) \, ds$ where $n$ is the unit inward normal vector to $\Gamma$. Then an analogous anisoperimetric inequality is satisfied for the so-called anisoperimetric ratio $\Pi_\Phi$
(or the isoperimetric ratio in the relative Finsler geometry given by the metric $\Phi$)

$$
\Pi_\Phi(\Gamma) := \frac{L_\Phi(\Gamma)^2}{4|W_\Phi|A(\Gamma)} \geq 1.
$$

Here $|W_\Phi|$ is the area of the Wulff shape corresponding to the Finsler metric $\Phi$. The anisoperimetric inequality has been proved and generalized to any spatial dimension (see [10]).

Knowledge of the Finsler metric function $\Phi$ plays an essential role in many applied problems. In particular, in material science the Finsler metric function enters many crystal growth models based on Allen-Cahn type of nonlinear parabolic partial differential equations (c.f. [4, 11, 14, 19, 27] and other references therein). In [3] Bellettini and Paolini derived the Allen-Cahn parabolic partial differential equation for the gradient flow for the anisotropic Ginzburg-Landau free energy

$$
\mathcal{E}(u) = \int_{\Omega} \frac{\xi}{2} \Phi(\nabla u)^2 + \frac{1}{\xi} f(u) dx,
$$

where $\Phi$ is the Finsler metric function. Here the function $u \in [-1, 1]$ stands for the order parameter characterizing two phases ($u = \pm 1$) of a material. The function $f$ is a double-well potential that gives rise to a phase separation and $\xi \ll 1$ is a small parameter representing thickness of the interface (c.f. [17]). Another important application involving the anisotropy function arises from motion of planar interfaces in which a family of curves is evolved in the normal direction by the velocity

$$
v = \kappa_{\Gamma,\Phi} + f,
$$

where $\kappa_{\Gamma,\Phi}$ is the so-called anisotropic curvature (c.f. [3, 4, 11, 14, 19] and Section 2.2). Such a flow also has a special importance in anisotropic diffusion image segmentation and edge detection models (see [23, 26, 32, 34]). Knowing underlying image anisotropy one can construct an efficient algorithm to segment important boundaries in the image or even denoising it by means of a anisotropic variant of Perona-Malik model [26, 34].

However, less attention is put on understanding and resolving the Finsler anisotropy function itself. The main purpose of this paper is to propose a novel method of determining the optimal Finsler metric function. The main idea is to resolve the Finsler metric with respect to a given planar curve representing thus a benchmark for underlying anisotropy. For instance, a boundary of a snowflake can be considered as such a benchmark curve yielding the optimal Finsler metric for its crystal growth model. In our approach, the idea is to find the underlying anisotropy function $\Phi$ by means of minimization of the anisoperimetric ratio. Due to properties of anisoperimetric ratio this approach can be viewed as a method of
construction of the Finsler metric $\Phi$ that minimizes the total interface energy $L_\Phi$ for a given Jordan curve $\Gamma$ in the plane provided that the area of the Wulff shape is prescribed. It can be also regarded as a solution to the inverse Wulff problem stated as follows: given a Jordan curve $\Gamma$, find an optimal anisotropy function $\Phi$ minimizing the anisoperimetric ratio, i. e.

$$\inf_\Phi \Pi_\Phi(\Gamma).$$

In this paper we show how to solve the inverse Wulff problem by means of nonconvex optimization and semidefinite relaxation methods and techniques. We will reformulate the inverse Wulff problem in terms of an indefinite quadratic optimization problem with linear matrix inequality constraints. It is shown that this problem belongs to a general class of quadratic optimization problems with linear and semidefinite constraints. In the proposed method of enhanced semidefinite relaxation, an equality constraint of the form $Ax = b$ are augmented by the quadratic-linear constraint $Axx^T = bx^T$. Although it is a dependent constraint, it turns out that semidefinite relaxation of such an augmented problem leads to a convex semidefinite program (SDP) obtained as a second Lagrangian dual problem to the augmented indefinite quadratic optimization problem. Since the convexity of SDP is enhanced by the augmented quadratic-linear constraint we will refer to this method as the enhanced semidefinite relaxation method. The resulting SDP can be efficiently solved by using of available solvers for nonlinear programming problems over symmetric cones, e.g. SeDuMi or SDPT3 Matlab solvers [33]. The method of the enhanced semidefinite relaxation can be also used in other applications leading to nonconvex constrained problems.

The paper is organized as follows. In the next section we introduce necessary notation. We also recall known facts from parametric description of planar curves, Finsler relative geometry and anisoperimetric inequality. Section 3 is devoted to the Fourier series representation of the inverse problem. We also provide two useful criteria for nonnegativity of the Fourier series expansion given in terms of positive semidefinite Toeplitz matrices. In Section 4 we introduce and investigate properties of the Fourier length spectrum of a planar curve. We investigate its useful properties and derive important estimates. We furthermore reformulate the optimization problem in terms of Fourier coefficients of the anisotropy function. Section 5 is devoted to a method of the enhanced semidefinite relaxation of nonconvex quadratic optimization problem. We derive relatively simple sufficient conditions under which the primal problem and its semidefinite relaxed problem yield the same optimal value. Analysis of convergence of finite dimensional approximations is studied in Section 6. Finally, in Section 7 we present several computational examples illustrating optimal anisotropy functions minimizing the
anisoperimetric ratio for various classes of planar curves including in particular examples of snowflakes. We also investigate the experimental order of complexity and convergence of finite dimensional approximations to the solution of the inverse Wulff problem.

2 Preliminaries and notations

2.1 Parameterization of plane curves

Following [22, 31] we introduce a notation for parameterization of planar curves. Let \( \Gamma \subset \mathbb{R}^2 \) be a \( C^1 \) smooth curve of a finite length, i.e. \( \Gamma \) can be parameterized by a \( C^1 \) mapping \( x : [0, 1] \rightarrow \mathbb{R}^2 \), \( \Gamma = \{ x(u), u \in [0, 1] \} \) such that \( \| \partial_u x(u) \| > 0 \) for any \( u \in [0, 1] \). Here \( \| a \| = \sqrt{a^T a} \) denotes the Euclidean norm of a vector \( a \). For a \( C^1 \) smooth Jordan curve \( \Gamma \) (simple and closed curve in the plane) we will assume the parameterization \( x \) of \( \Gamma \) is counterclockwise and we will impose periodic boundary conditions for \( x(u) \) at \( u = 0, 1 \). For each point \( x = x(u) \in \Gamma \) we can define the unit tangent vector \( t = \partial_u x / \| \partial_u x \| \). The tangent angle \( \nu \) can be defined through the relation \( t \equiv (t_1, t_2)^T = (\cos \nu, \sin \nu)^T \). The unit inward vector \( n \) then satisfies \( n = (-\sin \nu, \cos \nu)^T \). The arc-length parameterization \( s \in [0, L(\Gamma)] \) is related to the fixed domain parameterization \( u \in [0, 1] \) by the relation: \( ds = \| \partial_u x \| du \). Then \( t = \partial_s x \). For a \( C^2 \) smooth curve \( \Gamma \) we also recall the Frenet formulae: \( \partial_s t = \kappa n \) and \( \partial_s n = -\kappa t \) where \( \kappa = \det(\partial_s x, \partial_s^2 x) \) is the curvature. For the tangent angle \( \nu \) we obtain \( \partial_s \nu = \kappa \). Notice that for a strictly convex curve \( \Gamma \) (i.e. \( \text{int}(\Gamma) \) is strictly convex) the sign of the curvature \( \kappa \) is positive and so the tangent angle \( \nu \in [0, 2\pi] \) can be used as a parameterization of \( \Gamma \) and \( d\nu = \kappa ds \). The total length \( L(\Gamma) \) and the area \( A(\Gamma) \) enclosed by a \( C^1 \) Jordan curve \( \Gamma \) are given by \( L(\Gamma) = \int_\Gamma ds \) and \( A(\Gamma) = -\frac{1}{2} \int_\Gamma x^T n \ ds \).

2.2 Finsler metric and description of the relative geometry

In this section we recall basic facts and notations regarding description of the relative Finsler geometry in \( \mathbb{R}^n \). Following Paolini [25] and Gräser [17, Assumptions A1,A2], we consider the so-called Finsler metric \( \Phi : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) has the following properties:

(i) \( \Phi \) is a positively homogeneous function of degree one, i.e. \( \Phi(tx) = t\Phi(x) \) for each \( x \in \mathbb{R}^n \) and \( t \geq 0 \);

(ii) \( \Phi \) is a \( C^2 \) smooth function and \( \Phi(x) > 0 \) in \( \mathbb{R}^n \setminus \{0\}, \Phi(0) = 0 \);

(iii) \( \Phi^2 \) is a strictly convex function.
Regularity assumptions on the Finsler metric $\Phi$ have been discussed in Beneš et al. [5].

**Remark 2.1.** In classical definitions of the Finsler metric (c.f. [3, 14]), absolute homogeneity property of $\Phi$, i.e. $\Phi(tx) = |t|\Phi(x)$ for each $x \in \mathbb{R}^n$ and $t \in \mathbb{R}$, is usually assumed. In contrast to such an assumption on absolute homogeneity of $\Phi$, in our definition we allow $\Phi$ to belong to a larger class of functions. In particular, we consider a class of anisotropy functions having odd number of folds (c.f. [9], see also [17, 20]). For example, a three-fold anisotropy function depicted in Figure 1, can be found as a shape of the (111) facet of Pb particles, prepared and equilibrated on Cu(111) under ultrahigh vacuum conditions (c.f. [1]).

Then the Wulff shape $W_\Phi$ and the Frank diagram $F_\Phi$ corresponding to the Finsler metric $\Phi$ can be defined as follows:

$$W_\Phi = \bigcap_{\|n\|=1} \{x \in \mathbb{R}^n \mid -x^T n \leq \Phi(n)\}, \quad F_\Phi = \{x \in \mathbb{R}^n \mid \Phi(-x) \leq 1\}. \quad (2.1)$$

The Wulff shape $W_\Phi$ is always a convex set. In the case $\Phi(x) = \|x\|$ the Wulff shape and the Frank diagram are just unit balls in $\mathbb{R}^n$. If we restrict our attention to the plane $\mathbb{R}^2, n = 2$, we can provide a simplified characterization of the Finsler metric $\Phi$ by means of the real anisotropy function $\sigma = \sigma_\Phi$ where

$$\sigma_\Phi(\nu) = \Phi(n), \quad \text{where } n = (-\sin \nu, \cos \nu)^T, \quad (2.2)$$

and vice versa, with regard to (2.1), the Finsler metric $\Phi$ can be constructed from $\sigma$ as follows:

$$\Phi_\sigma(-x) = \sigma(\nu)\|x\|, \quad \text{where } x/\|x\| = -n, \quad \text{for } x \neq 0, \Phi_\sigma(0) = 0.$$

The anisotropy function $\sigma : \mathbb{R} \to \mathbb{R}_0^+$ is assumed to be a $2\pi$-periodic smooth function of the tangent angle $\nu$. If we restrict our attention to the class of $\pi$-periodic anisotropy functions then the corresponding Finsler metric $\Phi_\sigma$ is an absolute homogeneous function.

In terms of the anisotropy function $\sigma$, the Wulff shape $W_\sigma$ and the Frank diagram can be described as follows:

$$W_\sigma = \bigcap_{\nu \in [0,2\pi]} \{x \in \mathbb{R}^2 \mid -x^T n \leq \sigma(\nu)\}, \quad F_\sigma = \{x = -rn \mid 0 \leq r \leq 1/\sigma(\nu)\}.$$
The Wulff shape can be calculated as follows:

\[ \partial W = \{ x(\nu) \mid x(\nu) = -\sigma(\nu)n + \sigma'(\nu)t, \nu \in [0, 2\pi] \} \quad (2.3) \]

provided that the Frank diagram \( F_\sigma \) is strictly convex, i.e. \( \Phi_\sigma \) is strictly convex and smooth. Notice that the right hand side of (2.3) is the set of all Cahn-Hoffman vectors of the form \( x = -\nabla \Phi_\sigma(n), \|n\| = 1 \).

As \( d\nu = \kappa ds \) we have \( t = \partial_s x = \kappa \partial_\nu x \) and \( \partial^2_s x = \partial_s t = \kappa n \). Since \( \partial_\nu x = (\sigma + \sigma'')t - 2\sigma'n \) for \( \partial W_\sigma \) we obtain \( \kappa = \det(\partial_s x, \partial^2_s x) = \kappa^2(\sigma + \sigma'') \) and so the curvature \( \kappa \) of \( \partial W_\sigma \) is given by \( \kappa = [\sigma(\nu) + \sigma''(\nu)]^{-1} \) (c.f. [30]). Hence the Wulff shape \( W_\sigma \) is strictly convex if and only if \( \sigma + \sigma'' > 0 \). If we define the anisotropic curvature by the relation: \( \kappa_\sigma := [\sigma(\nu) + \sigma''(\nu)]\kappa \) then \( \kappa_\sigma \equiv 1 \) on \( \partial W_\sigma \).

Finally, the area \( |W_\sigma| \) of the Wulff shape entering the anisoperimetric ratio can be calculated as follows:

\[
|W_\sigma| = -\frac{1}{2} \int_{\partial W_\sigma} x^T n \, ds = \frac{1}{2} \int_{\partial W_\sigma} \sigma(\nu) \, ds \quad (2.4)
\]

\[
= \frac{1}{2} \int_0^{2\pi} \sigma(\nu)[\sigma(\nu) + \sigma''(\nu)]d\nu = \frac{1}{2} \int_0^{2\pi} |\sigma(\nu)|^2 - |\sigma'(\nu)|^2d\nu
\]

because \( d\nu = \kappa ds = [\sigma + \sigma'']^{-1}ds \). Clearly, if \( \sigma \equiv 1 \) then the boundary \( \partial W_1 \) of \( W_1 \) is a circle with the radius 1, and \( |W_1| = \pi \).

In Figure 1 we show typical examples of the anisotropy functions with three-fold and hexagonal symmetries. We consider a class of anisotropy functions of the form \( \sigma(\nu) = 1 + \varepsilon \cos(m\nu) \) where \( m \in \mathbb{N} \) (c.f. [9, 20]). The parameter \( \varepsilon \geq 0 \) represents the so-called strength of anisotropy. Clearly, \( \sigma \geq 0, \sigma + \sigma'' \geq 0 \) provided that \( \varepsilon \leq 1/(m^2 - 1) \). In Figure 1 (c) we plot the curve \( \partial W_\sigma \) given by (2.3) for the case \( m = 3 \) and \( \varepsilon = 1/4 > 1/(m^2 - 1) \). In such a case \( \sigma(\nu) + \sigma''(\nu) \) becomes negative for some angles \( \nu \) and \( \partial W_\sigma \) is no longer a Jordan curve. Hence the condition \( \sigma + \sigma'' \geq 0 \) is crucial for the analysis of a Wulff shape.

### 2.3 Anisoperimetric ratio and anisoperimetric inequality

In [30] Yazaki and the first author proved the mixed anisoperimetric inequality:

\[
\frac{L_\sigma(\Gamma)L_\mu(\Gamma)}{A(\Gamma)} \geq K_{\sigma,\mu}, \quad \text{where} \quad K_{\sigma,\mu} = 2\sqrt{|W_\sigma||W_\mu| + L_\sigma(\partial W_\mu)}. \quad (2.5)
\]
Figure 1. (a) the Wulff shape and Frank diagram for the anisotropy function $\sigma(\nu) = 1 + \varepsilon \cos(m\nu)$ for the three-fold anisotropy $m = 3$; (b) Hexagonal anisotropy $m = 6$, $\varepsilon = 1/(m^2 - 1)$; (c) a parametric curve (2.3) with tails for $m = 3$, $\varepsilon = 1/4$.

It has been shown for a $C^2$ smooth Jordan curve $\Gamma$ and an arbitrary pair of anisotropy functions $\sigma, \mu \in K$ belonging to the cone of $2\pi$-periodic functions that

$$K = \{ \sigma \in W^{2,2}_{\text{per}}(0, 2\pi) \mid \sigma(\nu) \geq 0, \sigma(\nu) + \sigma''(\nu) \geq 0, \text{ for a.e. } \nu \in [0, 2\pi] \}. \quad (2.6)$$

The minimum in inequality (2.5) is attained for a curve $\Gamma$ which is a certain convex combination of boundaries $\partial W_\sigma$ and $\partial W_\mu$ of Wulff shapes (c.f. [30, Theorem 2]). Here $W^{r,2}_{\text{per}}(0, 2\pi)$ denotes the Sobolev space of all real valued $2\pi$-periodic functions having their distributional derivatives square integrable up to the order $r$. This is a Hilbert space when endowed by the norm $\|\sigma\|_{r,2} = (\sum_{k=0}^{\infty} (1 + k^2r) |\sigma_k|^2)^{1/2}$. By $\{\sigma_k \in C, k \in \mathbb{Z}\}$ we have denoted the set of complex Fourier coefficients of the function $\sigma$ (see (3.1) below). In the particular case when $\mu = \sigma \in K$ we have $K_{\sigma,\sigma} = 2|W_\sigma| + L_\sigma(\partial W_\sigma) = 4|W_\sigma|$ because $L_\sigma(\partial W_\sigma) = \int_{\partial W_\sigma} \sigma \, ds = 2|W_\sigma|$ (see (2.4)). Therefore, as a consequence of (2.5) we obtain the anisoperimetric inequality

$$\Pi_\sigma(\Gamma) \equiv \frac{L_\sigma(\Gamma)^2}{4|W_\sigma|A(\Gamma)} \geq 1. \quad (2.7)$$

The equality is attained if and only if $\Gamma$ is homothetically similar to $\partial W_\sigma$. Note that both (2.5) and its special case (2.7) are generalizations of the anisoperimetric inequality by Wulff [35] (see also [10]) to the case of $2\pi$-periodic anisotropy functions, i.e. for a larger class of positive homogeneous Finsler metric function. It is worth noting that the area $|W_\sigma|$ of a Wulff shape satisfies:

$$0 \leq |W_\sigma| = \frac{L_\sigma(\Gamma)^2}{4\Pi_\sigma(\Gamma)A(\Gamma)} \leq \frac{L_\sigma(\Gamma)^2}{4A(\Gamma)} < \infty$$

for any anisotropy function $\sigma \in K$ and a Jordan curve $\Gamma$. 
For a given smooth Jordan curve \( \Gamma \) in the plane, our goal is to find the optimal anisotropy function \( \sigma \) minimizing the anisoperimetric ratio:

\[
\inf_{\sigma \in \mathcal{K}} \Pi_\sigma(\Gamma).
\]  

(2.8)

It is useful to emphasize that the following homogeneity conditions hold true:

\[
L_t\sigma(\Gamma) = t L_\sigma(\Gamma), \quad |W_{t\sigma}| = t^2 |W_\sigma|, \quad \Pi_{t\sigma}(\Gamma) = \Pi_\sigma(\Gamma),
\]

(2.9)

for any \( \sigma \in \mathcal{K} \) and all \( t > 0 \). The anisoperimetric ratio is therefore a homogeneous function of the zero-th order with respect to positive scalar multiple of the anisotropy function \( \sigma \). In order to solve problem (2.8) uniquely with respect to scalar multiples of \( \sigma \), instead of (2.8), we can solve the maximization problem

\[
\sup_{\sigma \in \mathcal{K}} |W_\sigma| \\
\text{s.t. } L_\sigma(\Gamma) = L(\Gamma),
\]

(2.10)

It means that the goal is to maximize the area of the Wulff shape under the constraint that the interface energy \( L_\sigma(\Gamma) \) is fixed to the constant length \( L(\Gamma) \). The choice of the scaling constraint \( L_\sigma(\Gamma) = L(\Gamma) \) is quite natural because in the case \( \Gamma \) is a circle, the anisotropy function \( \sigma \in \mathcal{K} \) maximizing \( |W_\sigma| \) under the constraint \( L_\sigma(\Gamma) = L(\Gamma) \) is just unity, \( \sigma \equiv 1 \). It should be also obvious that, up to a positive multiple of \( \sigma \), a solution \( \sigma \) to the maximization problem (2.10) is also a solution to the minimal interface energy problem

\[
\inf_{\sigma \in \mathcal{K}} L_\sigma(\Gamma) \\
\text{s.t. } |W_\sigma| = 1,
\]

(2.11)

Hence the problem of resolving the minimizer \( \sigma \) for the anisoperimetric ratio can be also viewed as a problem of finding the anisotropy function minimizing the total interface energy.

3 Fourier series representation

Let \( \sigma : \mathbb{R} \to \mathbb{R} \) be a \( 2\pi \)-periodic function, \( \sigma \in W^{2,2}_{\text{per}}(0, 2\pi) \). It can be represented by its complex Fourier series

\[
\sigma(\nu) = \sum_{k=-\infty}^{\infty} \sigma_k e^{ik\nu}, \quad \text{where } \sigma_k = \frac{1}{2\pi} \int_0^{2\pi} e^{-ik\nu} \sigma(\nu) d\nu
\]

(3.1)
are complex Fourier coefficients. Since $\sigma(\nu)$ is assumed to be a real function we have $\sigma_{-k} = \overline{\sigma_k}$ for any $k \in \mathbb{Z}$ and $\sigma_0 \in \mathbb{R}$. Notice that for $\sigma \in W^{2,2}_{\text{per}}(0, 2\pi)$ we have $\sigma(\nu) + \sigma''(\nu) = \sum_{k=-\infty}^{\infty} (1 - k^2)\sigma_k e^{ik\nu}$ in the norm of the Lebesgue space $L^2(0, 2\pi) = W^{0,2}_{\text{per}}(0, 2\pi)$.

It follows from (2.4) that the area $|W_\sigma|$ of the Wulff shape can be expressed in terms of Fourier coefficients as follows:

$$
|W_\sigma| = \frac{1}{2} \int_0^{2\pi} |\sigma|^2 |d\nu| = \frac{1}{2} \int_0^{2\pi} \sum_{k,m=-\infty}^{\infty} \overline{\sigma}_m \sigma_k (1 - mk) e^{i(k-m)\nu} d\nu
$$

$$
= \pi \sum_{k=-\infty}^{\infty} (1 - k^2) |\sigma_k|^2 = \frac{\pi}{2} \sigma_0^2 + 2\pi \sum_{k=1}^{\infty} (1 - k^2) |\sigma_k|^2. \quad (3.2)
$$

Similarly, we can express the interface energy

$$
L_\sigma(\Gamma) = \int_\Gamma \sigma(\nu) ds = \sum_{k=-\infty}^{\infty} \sigma_k \int_\Gamma e^{ik\nu} ds = c_0 \sigma_0 + 2\Re \sum_{k=1}^{\infty} \overline{c}_k \sigma_k, \quad (3.3)
$$

where the complex coefficients $c_k = \int_\Gamma e^{-ik\nu} ds$, $k \in \mathbb{Z}$, form the so-called Fourier length spectrum of the curve $\Gamma$ (see Section 4).

### 3.1 Criteria for nonnegativity of Fourier series

In this section we recall two useful criteria guaranteeing nonnegativity of complex Fourier series. Both of them are based on positive definiteness of certain Hermitian matrices related to the complex Fourier coefficients.

For a transpose of the matrix $A$ we will henceforth write $A^T$. For a complex conjugate of a complex matrix $H$ we will write $H^*$, i.e. $H^* = \overline{H}^T$. The sets of real $N \times N$ symmetric and complex Hermitian matrices are denoted by $\mathcal{S}^N$ and $\mathcal{H}^N$, respectively, i.e. $\mathcal{S}^N = \{A \in \mathbb{R}^{N \times N} \mid A = A^T\}$, $\mathcal{H}^N = \{H \in \mathbb{C}^{N \times N} \mid H = H^*\}$. We will write $A \succeq 0$ ($A \succ 0$), if a real symmetric matrix or a complex Hermitian matrix $A$ is positive semidefinite (positive definite). That is, $A \succeq 0$ ($A \succ 0$) if $x^T A x \geq 0$ ($x^T A x > 0$) for all $x \in \mathbb{R}^N$, $x \neq 0$, if the real case and if $z^* A z \geq 0$ ($z^* A z > 0$) for all $z \in \mathbb{C}^N$, $z \neq 0$, if the complex case.

An easy criterion is based on the Bochner theorem on positive-definite real functions. Given Fourier series representation (3.1) of a smooth $2\pi$-periodic function
\( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) we can construct the following Toeplitz circulant matrix:

\[
Q = \text{Toep}(\sigma_0, \sigma_1, \ldots, \sigma_{N-1}) = \begin{pmatrix}
\sigma_0 & \bar{\sigma}_1 & \cdots & \bar{\sigma}_{N-1} \\
\bar{\sigma}_1 & \sigma_0 & \cdots & \bar{\sigma}_{N-2} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{N-1} & \sigma_{N-2} & \cdots & \sigma_0
\end{pmatrix}, \quad (3.4)
\]

i. e. \( Q_{pq} = \sigma_{p-q} \), where \( \sigma_{-k} = \bar{\sigma}_k \). The matrix \( Q \) is Hermitian, \( Q \in \mathcal{H}^N \).

**Proposition 3.1.** [13, Th. 1.8] Let \( \sigma : \mathbb{R} \rightarrow \mathbb{R} \) be a smooth \( 2\pi \)-periodic function. Then \( \sigma(\nu) \geq 0 \) for any \( \nu \in \mathbb{R} \) if and only if the Toeplitz matrix \( Q^{(N)} = \text{Toep}(\sigma_0, \sigma_1, \ldots, \sigma_{N-1}) \succeq 0 \) is positive semidefinite for any \( N \in \mathbb{N} \).

This is a relatively simple criterion. Its proof is rather straightforward and it is based on a similar argument as the one of Prop. 4.1. Unfortunately, it includes infinitely many conditions \( Q^{(N)} \succeq 0 \) for any \( N \in \mathbb{N} \) even in the case Fourier series expansion (3.1) is finite. Indeed, let us consider the function \( \sigma(\nu) = 1 - a \cos(\nu) \). Clearly, \( \sigma_0 = 1, \sigma_{\pm 1} = -a/2, \sigma_{\pm k} = 0 \) for \( k \geq 2 \). Then for any finite \( N \) there exists \( a > 1 \) such that \( \text{Toep}(1, -a/2, 0, \ldots, 0) \in \mathcal{H}^N \) is a positive semidefinite matrix but the function \( \sigma(\nu) \) attains negative values. On the other hand, when \( N \rightarrow +\infty \) then the range for \( a \) is being restricted to \([-1, 1]\), i. e. \( \sigma(\nu) \geq 0 \).

However, the condition \( \sigma(\nu) + \sigma''(\nu) \geq 0 \) is crucial for avoiding of selfintersection of the parametric description (2.3) of the boundary \( \partial W_\sigma \) of the Wulff shape. In [21] McLean derived another useful criterion for nonnegativity of a partial finite Fourier series sum. It is again formulated in terms of positive semidefinite Hermitian matrices. This criterion is a consequence of the classical Riesz-Fejer factorization theorem (c.f. [28, pp. 117–118]) and it reads as follows:

**Proposition 3.2.** [21, Prop. 2.3] Let \( \sigma_0 \in \mathbb{R}, \sigma_k = \bar{\sigma}_{-k} \in \mathbb{C} \) for \( k = 1, \ldots, N-1 \). Then the finite Fourier series expansion \( \sigma(\nu) = \sum_{k=-N+1}^{N-1} \sigma_k e^{ik\nu} \) is a nonnegative function \( \sigma(\nu) \geq 0 \) for \( \nu \in \mathbb{R} \), if and only if the set \( \mathcal{F} \subset \mathcal{H}^N \) is nonempty, where

\[
\mathcal{F} = \{ F \in \mathcal{H}^N \mid F \succeq 0, \sum_{p=k+1}^{N} F_{p,p-k} = \sigma_k, \text{ for each } k = 0, 1, \ldots, N-1 \}.
\]
3.2 Reformulation as a nonconvex quadratic optimization problem with semidefinite constraints

In order to compute the optimal anisotropy function $\sigma$ as a limit of its finite Fourier modes approximation we introduce the finite dimensional subcone $\mathcal{K}^N$ of $\mathcal{K}$ where

$$\mathcal{K}^N = \{ \sigma \in \mathcal{K} \mid \exists (\sigma_0, \sigma_1, \ldots, \sigma_{N-1})^T \in \mathbb{C}^N, \sigma(\nu) = \sum_{k=-N+1}^{N-1} \sigma_k e^{ik\nu} \}, \quad (3.5)$$

where $\sigma_{-k} = \overline{\sigma}_k$. We will identify the cone $\mathcal{K}^N$ with a cone in $\mathbb{C}^N$ consisting of all vectors $(\sigma_0, \sigma_1, \ldots, \sigma_{N-1})^T \in \mathbb{C}^N$ representing functions of the form $\sigma(\nu) = \sum_{k=-N+1}^{N-1} \sigma_k e^{ik\nu} \in \mathcal{K}$. Then, for $\sigma \in \mathcal{K}^N$ and $N \in \mathbb{N}$, we have

$$|W_\sigma| = \pi \sigma_0^2 + 2\pi \sum_{n=1}^{N-1} (1 - n^2)|\sigma_n|^2, \quad L_\sigma(\Gamma) = c_0 \sigma_0 + 2\Re \sum_{n=1}^{N-1} \bar{\sigma}_n \sigma_n.$$

Given $N \in \mathbb{N}$, our purpose is to solve the following finite dimensional optimization problem

$$\begin{align*}
\max & \quad |W_\sigma| \\
\text{s.t.} & \quad L_\sigma(\Gamma) = L(\Gamma), \quad \sigma \in \mathcal{K}^N.
\end{align*} \quad (3.6)$$

An optimal solution to (3.6) will be denoted by $\sigma^N$. It should be emphasize that the constraint $\sigma \in \mathcal{K}^N$ ensures $\sigma(\nu) + \sigma''(\nu) \geq 0$ for $\sigma = \sigma^N$. Without such a constraint the optimum of $\max_\sigma\{|W_\sigma| \mid L_\sigma(\Gamma) = L(\Gamma), \sigma(\nu) = \sum_{k=-N+1}^{N-1} \sigma_k e^{ik\nu}\}$ may have kinks and selfintersections of the boundary $\partial W_\sigma$ of the optimal Wulff shape as it is shown in Figure 1 (c).

By Prop. 3.2 and taking into account that $\sigma(\nu) + \sigma''(\nu) = \sum_{k=-N+1}^{N-1} (1 - k^2)\sigma_k e^{ik\nu}$ for any $\sigma \in \mathcal{K}^N$ we end up with the following representation of the cone $\mathcal{K}^N$:

**Lemma 3.1.** We have $\sigma \in \mathcal{K}^N$ if and only if there exist $F, G \in \mathcal{H}^N, F, G \succeq 0$, such that

$$\sum_{p=k+1}^{N} F_{p,p-k} = \sigma_k, \quad \sum_{p=k+1}^{N} G_{p,p-k} = (1 - k^2)\sigma_k \quad \text{for any } k = 0, \ldots, N - 1.$$

Finally, we will rewrite problem (3.6) in terms of real and imaginary parts $x^R, x^I \in \mathbb{R}^N$ of a solution vector $\sigma \in \mathcal{K}^N$. For this purpose, we decompose
σ into its real and imaginary parts:

\[ x = \begin{pmatrix} x^R \\ x^I \end{pmatrix} \equiv [x^R; x^I] \in \mathbb{R}^n, \text{ where } n = 2N, \quad \text{and } \sigma_k = x^R_k + ix^I_k, \]

and introduce the real \( n \times n \) matrix \( P_0 \) as follows:

\[ P_0 = \text{diag}(p_0, p_1, \ldots, p_{N-1}, q_0, q_1, \ldots, q_{N-1}), \quad (3.7) \]

where \( p_0 = q_0 = -\pi, p_k = q_k = 2\pi(k^2 - 1) \) for \( k \geq 1 \). We also decompose the Fourier length spectrum \( \{c_k, k \geq 0\} \), as follows: \( \alpha_k + i\beta_k = 2c_k, k \geq 1, \alpha_0 = c_0, \beta_0 = 0 \), where \( \alpha = (\alpha_0, \ldots, \alpha_{N-1})^T, \beta = (\beta_0, \ldots, \beta_{N-1})^T \in \mathbb{R}^N \). Next we define a \( 2 \times n \) real matrix \( A \) and the vector \( b \in \mathbb{R}^2 \) as follows:

\[ A = \begin{pmatrix} \alpha^T & \beta^T \\ 0^T_N & e_1^T \end{pmatrix}, \quad b = \begin{pmatrix} L(\Gamma) \\ 0 \end{pmatrix}, \quad (3.8) \]

where \( 0_N = (0, \ldots, 0)^T \in \mathbb{R}^N, e_1 = (1, 0, \ldots, 0)^T \in \mathbb{R}^N \). With help of the semidefinite representation of the cone \( K^N \) from Lemma 3.1 we can reformulate (3.6) as follows:

\[
\begin{align*}
\min & \quad x^T P_0 x \\
\text{s.t.} & \quad Ax = b, \quad x \equiv [x^R; x^I], \\
& \sum_{p=k+1}^N F_{p,p-k} = x^R_k + ix^I_k, \quad \sum_{p=k+1}^N G_{p,p-k} = (1-k^2)(x^R_k + ix^I_k), \\
& \text{for } k = 0, \ldots, N - 1, \\
& F, G \succeq 0.
\end{align*}
\quad (3.9)
\]

The equation from the second row in \( Ax = b \) guarantees \( x^I_0 = 0 \), i.e. \( \sigma_0 \in \mathbb{R} \).

It is worth noting that the matrix \( P_0 \) is indefinite and this is why problem (3.9) is a nonconvex optimization problem with linear matrix inequality constraints. In Section 5 we will investigate a general class of nonconvex optimization problems of the form (3.9) and we will show that (3.9) can be solved by means of the enhanced semidefinite relaxation method based on the second Lagrangian dual to (3.9) augmented by a quadratic-linear constraint.

4 The Fourier length spectrum of a curve

In this section, we introduce a notion of the so-called complex Fourier length spectrum. It is related to Fourier series expansion of a quantity depending on the tangent angle \( \nu \) of the unit tangent vector \( t = (t_1, t_2)^T \).
Definition 4.1. Let $\Gamma$ be a $C^1$ smooth curve in the plane. By the complex Fourier length spectrum of $\Gamma$ we mean the set $\{c_p, p \in \mathbb{Z}\}$ of all Fourier complex coefficients defined as follows:

$$c_p = \int_{\Gamma} e^{-ip\nu} ds = \int_{\Gamma} (t_1 - it_2)^p ds,$$

where $t = (t_1, t_2)^T = (\cos(\nu), \sin(\nu))^T$ is the unit tangent vector to $\Gamma$.

Example 4.1. For example, if $\Gamma$ is a circle with a radius $r > 0$ then we have $c_0 = 2\pi r$ and $c_k = 0$ for each $k \neq 0$. Indeed, $\Gamma$ can be parameterized by $x_1(u) = r \cos(2\pi u)$, $x_2(u) = r \sin(2\pi u)$. So $\nu = \pi/2 + 2\pi u$. Since $ds = 2\pi r du$ we have $c_k = 0$ for each $k \neq 0$.

Example 4.2. Let us consider a "capsule" curve consisting of two horizontal line segments with the length $l > 0$ connected by half-arcs with a radius $r > 0$ (see Figure 4). Then $c_0 = L(\Gamma) = 2l + 2\pi r$ and $c_{2k} = 2l, c_{2k+1} = 0$ because the tangent angle $\nu \in \{0, \pi\}$ on the line segments and integration of $e^{-ik\nu}$ over the union of remaining half-arcs yields zero for any $k \neq 0$.

Concerning properties of the Fourier length spectrum we can formulate the following result.

Proposition 4.1. Let $\Gamma$ be a $C^1$ smooth curve in the plane. Then the complex Fourier length spectrum $\{c_p, p \in \mathbb{Z}\}$ satisfies:

(i) $c_0 = L(\Gamma) > 0$ and $\bar{c}_p = c_{-p}$. If $\Gamma$ is a closed (Jordan) curve then $c_{\pm 1} = 0$.

(ii) For any $N \in \mathbb{N}$, the Toeplitz circulant matrix $R = \text{Toep}(c_0, c_1, \ldots, c_{N-1})$, i.e. $R_{pq} = c_{p-q}$, is a positive semidefinite complex Hermitian matrix.

Proof. (i) We have

$$c_{\pm 1} = \int_{\Gamma} (t_1 \mp it_2) ds = \int_{\Gamma} \partial_s(x_1 \mp ix_2) ds = 0$$

because $\Gamma$ is a closed curve and $(t_1, t_2)^T = t = \partial_s x = (\partial_s x_1, \partial_s x_2)^T$. The rest of the statement (i) directly follows from the definition of the Fourier length spectrum.
In order to prove the statement (ii) we calculate

\[ z^* R z = \sum_{k,m=1}^{N} \bar{z}_k c_{k-m} z_m = \int_{\Gamma} \sum_{k,m=1}^{N} \bar{z}_k \exp(-i(k-m)\nu) z_m \, ds \]

\[ = \int_{\Gamma} \sum_{k,m=1}^{N} \bar{z}_k \exp(-ik\nu) z_m \exp(im\nu) \, ds = \int_{\Gamma} \left| \sum_{k=1}^{N} \bar{z}_k \exp(ik\nu) \right|^2 \, ds \geq 0, \]

for any vector \( z \in \mathbb{C}^N \). Hence \( R \succeq 0 \), as claimed. \( \square \)

For a general positive semidefinite Toeplitz circulant complex matrix we can estimate off-diagonal terms by the diagonal ones.

**Proposition 4.2.** Let \( c_0, c_1, \ldots, c_{N-1} \in \mathbb{C} \). Assume that the complex Toeplitz circulant matrix \( R = \text{Toep}(c_0, c_1, \ldots, c_{N-1}) \) is a positive semidefinite. Then

(i) \( |c_k| \leq c_0 \) for any \( k \in \mathbb{Z}, |k| \leq N - 1 \).

(ii) If, in addition, \( c_1 = 0 \) then \( |c_{2k}|^2 + |c_{2k+1}|^2 \leq c_0^2 \) for any \( k \leq N/2 - 1 \), and

\[
\sum_{p=2}^{N-1} \frac{|c_p|^2}{p^2 - 1} \leq \frac{c_0^2}{2} \left( 1 - \frac{1}{N} \right). \tag{4.1}
\]

**Proof.** Recall that an \( N \times N \) Hermitian matrix \( R \) is positive semidefinite if and only if the main \( K \times K \) submatrix \( W, W_{pq} = R_{n_p n_q} \), is positive semidefinite for any index subset \( \{n_1, \ldots, n_K\} \subseteq \{1, \ldots, N\} \) (see e.g. [38, Theorem 6.2, p. 160]). To prove statement (i) it is sufficient to consider a \( 2 \times 2 \) matrix \( W \) corresponding to the index subset \( \{1, k+1\} \), i.e. \( W = \begin{pmatrix} c_0 & \bar{c}_k \\ c_k & c_0 \end{pmatrix} \). Since \( W \succeq 0 \) we have \( |c_k| \leq c_0 \) for each \( k = 1, \ldots, N - 1 \).

In order to prove statement (ii) we consider the index subset \( \{1, 2k+1, 2k+2\} \). Then the corresponding \( 3 \times 3 \) matrix \( W \) has the form

\[
W = \begin{pmatrix} c_0 & \bar{c}_{2k} & \bar{c}_{2k+1} \\ c_{2k} & c_0 & \bar{c}_1 \\ c_{2k+1} & c_1 & c_0 \end{pmatrix} = \begin{pmatrix} c_0 & \bar{c}_{2k} & \bar{c}_{2k+1} \\ c_{2k} & c_0 & 0 \\ c_{2k+1} & 0 & c_0 \end{pmatrix},
\]

because \( c_1 = 0 \). As \( 0 \leq \det(W) = c_0(c_0^2 - |c_{2k}|^2 - |c_{2k+1}|^2) \) we obtain the estimate \( |c_{2k}|^2 + |c_{2k+1}|^2 \leq c_0^2 \).
To prove inequality (4.1) for $N$ even, we have

$$\sum_{p=2}^{N-1} \frac{|c_p|^2}{p^2 - 1} = \sum_{k=1}^{N/2-1} \frac{|c_{2k}|^2}{(2k)^2 - 1} + \frac{|c_{2k+1}|^2}{(2k + 1)^2 - 1}$$

$$\leq \sum_{k=1}^{N/2-1} \frac{c_0^2}{(2k)^2 - 1} = \frac{c_0^2}{2} \left( 1 - \frac{1}{N-1} \right).$$

For $N$ odd, we can apply the above inequality as for an even dimension $N - 1$ to obtain

$$\sum_{p=2}^{N-1} \frac{|c_p|^2}{p^2 - 1} = \sum_{p=2}^{N-2} \frac{|c_p|^2}{p^2 - 1} + \frac{|c_{N-1}|^2}{(N-1)^2 - 1}$$

$$\leq \frac{c_0^2}{2} \left( 1 - \frac{1}{N-2} + \frac{2}{(N-1)^2 - 1} \right) = \frac{c_0^2}{2} \left( 1 - \frac{1}{N} \right).$$

By optimality of the estimate we mean that there exists an $r$-parameterized family of Jordan curves for which the left hand side of (4.1) converges to $c_0^2/2$ as $N \to \infty$ and $r \to 0$.

**Proof.** The proof follows directly from Prop. 4.1 and 4.2. To prove optimality of (4.1), let us consider a "capsule" like curve consisting of two horizontal line segments of the length $l > 0$ connected by half-arcs with a radius $r > 0$ from Example 4.1 (see Figure 4). Then $c_0 = L(\Gamma) = 2l + 2\pi r$ and $c_{2k} = 2l$, $c_{2k+1} = 0$.

The left hand side of inequality (4.1) is therefore

$$\sum_{p=2}^{N-1} \frac{|c_p|^2}{p^2 - 1} = 4l^2 \sum_{k=1}^{N/2-1} 1/((2k)^2 - 1) = 2l^2(1 - 1/(N - 1))$$

and it tends to the value $c_0^2/2$ as $N \to \infty$ and $r \to 0$.  

In subsequent sections we will prove that inequality (4.1) plays an essential role in the proof of the fact that the enhanced semidefinite relaxation method for solving the inverse Wulff problem indeed yields the optimal solution for the anisoperimetric function $\sigma$. 

---

**Corollary 4.1.** Let $\Gamma$ be a $C^1$ smooth Jordan curve in the plane. Then the complex Fourier length spectrum $\{c_p, p \in \mathbb{Z}\}$ satisfies inequality (4.1) for any $N \in \mathbb{N}$ and this estimate is optimal.
Proposition 4.3. Let $P_0 = \text{diag}(p_0, p_1, \ldots, p_{N-1}, q_0, q_1, \ldots, q_{N-1})$ be an $n \times n$ real matrix, $n = 2N$. Assume $p_0 < 0, q_0 \leq 0, p_1 = q_1 = 0$, and $p_k, q_k > 0$, for $k = 2, \ldots, N - 1$. Let $A$ be a $2 \times n$ real matrix $A = \begin{pmatrix} \alpha^T & \beta^T \\ 0^T & e_1^T \end{pmatrix}$ where 

$\alpha = (\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_{N-1})^T, \beta = (\beta_0, \beta_1, \beta_2, \ldots, \beta_{N-1})^T \in \mathbb{R}^N$ are such that $\alpha_1 = \beta_1 = 0$. Assume $\varrho > -q_0 \geq 0$ and

$$
\sum_{k=2}^{N-1} \left( \frac{\alpha_k^2}{p_k} + \frac{\beta_k^2}{q_k} \right) \leq \frac{\alpha_0^2}{-p_0} - \frac{1}{\varrho} - \frac{\beta_0^2}{q_0 + \varrho}.
$$

(4.2)

Then the matrix $P_0 + \varrho A^T A$ is positive semidefinite.

Proof. We note that that we can delete zero columns and rows from the matrix $P_0 + \varrho A^T A$. Since $\alpha_1 = \beta_1 = 0$ the matrix $P_0 + \varrho A^T A \succeq 0$ if and only if the squeezed $(n-2) \times (n-2)$ matrix $\tilde{P}_0 + \varrho \tilde{A}^T \tilde{A} \succeq 0$ is positive semidefinite in which the second and $N + 2$ zero columns and rows of $P_0 + \varrho A^T A$ were omitted. The matrix $\tilde{P}_0 + \varrho \tilde{A}^T \tilde{A}$ has the following structure:

$$
\tilde{P}_0 + \varrho \tilde{A}^T \tilde{A} = \begin{pmatrix} p_0 + \varrho \alpha_0^2 & \varrho \alpha_0 v^T \\ \varrho \alpha_0 v & D + \varrho vv^T \end{pmatrix},
$$

where $v = (\alpha_2, \ldots, \alpha_{N-1}, \beta_0, \beta_2, \ldots, \beta_{N-1})^T \in \mathbb{R}^{N-3}$. The main diagonal submatrix $D = \text{diag}(p_2, \ldots, p_{N-1}, q_0 + \varrho, q_2, \ldots, q_{N-1})$ is positive definite provided that $\varrho > -q_0 \geq 0$. Hence the block submatrix $D + \varrho vv^T > 0$. By using the Schur complement property, we conclude that $\tilde{P}_0 + \varrho \tilde{A}^T \tilde{A} \succeq 0$ if and only if the Schur complement is nonnegative, i.e.

$$
0 \leq p_0 + \varrho \alpha_0^2 - \varrho^2 \alpha_0^2 v^T (D + \varrho vv^T)^{-1} v.
$$

(4.3)

By using the Morrison-Sherman formula we obtain $(D + \varrho vv^T)^{-1} = D^{-1} - \frac{\varrho}{1 + \varrho \gamma} D^{-1} vv^T D^{-1}$, where we have denoted $\gamma = v^T D^{-1} v \geq 0$. Hence condition (4.3) is equivalent to the inequality:

$$
0 \leq p_0 + \varrho \alpha_0^2 - \varrho^2 \alpha_0^2 \left( \gamma - \frac{\varrho \gamma^2}{1 + \varrho \gamma} \right) = \frac{p_0 + \varrho p_0 \gamma + \varrho \alpha_0^2}{1 + \varrho \gamma}.
$$

Since $p_0 < 0$ then solving the above inequality for $\gamma = v^T D^{-1} v$ yields the condition $v^T D^{-1} v \leq \alpha_0^2 / (-p_0) - 1 / \varrho$, which is indeed condition (4.2).

□
5 Enhanced semidefinite relaxation method

5.1 General nonconvex quadratic optimization problem with linear matrix inequality constraints

In this section, our goal is to propose and investigate the so-called enhanced semidefinite relaxation method for solving the following optimization problem:

\[
\begin{align*}
\min & \quad x^T P_0 x + 2q_0^T x + r_0 \\
\text{s.t.} & \quad x^T P_l x + 2q_l^T x + r_l \leq 0, \quad l = 1, \ldots, d, \\
& \quad Ax = b, \\
& \quad H_0 + \sum_{j=1}^{n} x_j H_j \succeq 0,
\end{align*}
\]  

(5.1)

where \(x \in \mathbb{R}^n\) is the variable and the data: \(P_0, P_l \in S^n\) are \(n \times n\) real symmetric matrices, \(q_0, q_l \in \mathbb{R}^n\), \(r_0, r_l \in \mathbb{R}\), \(A\) is an \(m \times n\) real matrix, \(b \in \mathbb{R}^m\) and \(H_0, H_1, \ldots, H_n \in \mathcal{H}^k\), i.e. \(H_0, H_1, \ldots, H_n\) are \(k \times k\) complex Hermitian matrices. The last constraint in (5.1) is a complex linear matrix inequality (LMI). It can be easily transformed into real LMI using the following equivalence

\[
H \succeq 0 \iff \tilde{H} \equiv \begin{pmatrix} \Re H & -\Im H \\
\Im H & \Re H \end{pmatrix} \succeq 0.
\]  

(5.2)

Regarding the input matrices \(P_0, P_l, l = 1, \ldots, d,\) and \(A\) we will henceforth assume the following assumption:

(A) \(P_l \succeq 0\) for \(l = 1, \ldots, d\) and there exists a real \(m \times n\) matrix \(V\) such that

\[
P_0 + \frac{1}{2}(V^T A + A^T V) \succeq 0.
\]

Remark 5.1. Assumption (A), in particular the condition \(P_0 + \frac{1}{2}(V^T A + A^T V) \succeq 0\) for some \(V\) includes a special case when \(P_0\) is positive semidefinite on the null space \(\{x \mid Ax = 0\}\). In such a case, it follows from the Finsler theorem (c.f. [16]) that the matrix \(P_0 + \varrho A^T A \succeq 0\) for each \(\varrho > 0\) sufficiently large. Assumption (A) is then satisfied if we set \(V = \varrho A\). However, assumption (A) is more general. Indeed, let us consider the following example: \(P_0 = \begin{pmatrix} 0 & -1 \\
-1 & 1 \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 1 \\
0 & 0 \end{pmatrix}\). Then there exists no real number \(\varrho \geq 0\) such that \(P_0 + \varrho A^T A = \begin{pmatrix} 0 & -1 \\
-1 & 1 + \varrho \end{pmatrix} \succeq 0\). However, for the choice of \(V = \begin{pmatrix} 2 & 0 \\
0 & 0 \end{pmatrix}\) we have \(P_0 + \frac{1}{2}(V^T A + A^T V) = \begin{pmatrix} 0 & 0 \\
0 & 0 \end{pmatrix} \succeq 0\).
In what follows, under assumption (A), we will show that problem (5.1) can be solved by means of Lagrangian duality and relaxation with a convex semidefinite programming (SDP) problem. Note that for the case \( A = 0, H_j = 0, j = 0, 1, \ldots, n, \) and \( d = 1 \) the method was proposed and analyzed in [6, Appendix C.3]. In what follows, we will propose a relaxed SDP that includes LMI of the general form \( H_0 + \sum_{j=1}^n x_j H_j \succeq 0. \) Moreover, we will augment SDP (5.1) with the additional quadratic-linear constraint \( Ax x^T = bx^T \) which follows from \( Ax = b. \)

5.2 Augmented problem and enhanced semidefinite relaxation

Clearly, problem (5.1) is equivalent to the following augmented problem with one additional constraint:

\[
\begin{align*}
\min \quad & x^T P_0 x + 2q_0^T x + r_0 \\
\text{s. t.} \quad & x^T P_l x + 2q_l^T x + r_l \leq 0, \quad l = 1, \ldots, d, \\
& Ax = b, \quad Ax x^T = bx^T, \\
& H_0 + \sum_{j=1}^n x_j H_j \succeq 0.
\end{align*}
\] (5.3)

We will show that the additional constraint \( Ax x^T = bx^T \) becomes a linear constraint \( AX = bx^T \) between the relaxed matrix \( X \succeq xx^T \) and the vector \( x. \) Furthermore, we will prove that the original problem and its second Lagrangian dual yield the same optimal values provided that the matrices \( P_l, l \geq 0, \) and \( A \) satisfy assumption (A). In particular, if \( P_0 + \rho A^T A \succeq 0 \) for \( \rho \gg 1, \) then, with regard to Remark 5.1 the value function \( x \mapsto x^T P_0 x + 2q_0^T x + r_0 \) is convex on the affine subspace \( \{x \mid Ax = b\} \) of the feasible set of the semidefinite relaxed problem. This is why we will henceforth refer a method when additional constraint \( Ax x^T = bx^T \) is added to \( Ax = b \) to as the enhanced semidefinite relaxation method.

The idea of semidefinite relaxation of (5.3) is rather simple and it consists in relaxing the equality \( X = xx^T \) by the semidefinite inequality \( X \succeq xx^T. \) Although the form of the relaxed problem can be deduced from (5.3) we will still present a systematic way of its derivation based on construction of the second Lagrangian dual SDP to (5.3).

5.3 The first and second Lagrangian dual problems

Next, we construct the first and second Lagrange dual problem for the augmented problem (5.3). To this end, let us consider the following Lagrangian function
\[ \mathcal{L}^1 = \mathcal{L}^1(x; \lambda, u, V, Z): \]

\[ \mathcal{L}^1 = x^T P_0 x + 2q_0^T x + r_0 + \sum_{l=1}^{d} \lambda_l [x^T P_l x + 2q_l^T x + r_l] + u^T (Ax - b) \]

\[ + \text{tr}(V^T (Ax x^T - bx^T)) - \text{tr}(Z^T (\bar{H}_0 + \sum_{j=1}^{n} x_j \bar{H}_j)), \]

where \( 0 \leq \lambda \in \mathbb{R}^d, u \in \mathbb{R}^n, V \) is an \( m \times n \) real matrix and \( Z \) is a \( 2k \times 2k \) real symmetric positive semidefinite matrix. The tuple \((\lambda, u, V, Z)\) represents the Lagrange multipliers to problem (5.3). Here we have used a real version of complex LMI based on equivalence (5.2). The dual problem can be obtained by analyzing \( \inf_x \mathcal{L}^1(x; \lambda, u, V, Z) \). In Appendix we show by using straightforward calculations and applying properties of the Schur complement, the Lagrangian dual problem (5.3) has the form:

\[ \max \gamma \]

s. t. \[ M_0 + \sum_{l=1}^{d} \lambda_l M_l + M_*(V, u) - \sum_{j=0}^{n} z_j N_j - \gamma N_0 \succeq 0, \]

\[ Z \succeq 0, \lambda \geq 0, \]

\[ z_j = \text{tr}(Z^T \bar{H}_j), j = 0, 1, \ldots, n. \]

(5.4)

Here we have denoted

\[ M_j = \begin{pmatrix} P_l & q_l \\ q_l^T & r_l \end{pmatrix}, \quad M_*(V, u) = \frac{1}{2} \begin{pmatrix} V^T A + A^T V & A^T u - V^T b \\ u^T A - b^T V & -2u^T b \end{pmatrix}, \]

\[ N_0 = \begin{pmatrix} 0_{n \times n} & 0_n \\ 0_n^T & 1 \end{pmatrix}, \quad N_j = \frac{1}{2} \begin{pmatrix} 0_{n \times n} & e_j \\ e_j^T & 0 \end{pmatrix}, \]

where \( e_j \) is the \( j \)-th unit vector in \( \mathbb{R}^n \). Note that problem (5.4) is closely related to the so-called Shor-relaxation method (see [29] for details).

We proceed by constructing the second Lagrangian dual problem. Let us consider problem (5.4). We define its Lagrangian \( \mathcal{L}^2(\gamma; \lambda, Z, V, u, z; W, \beta, \bar{X}, \alpha) \) function as follows:

\[ \mathcal{L}^2 = \gamma + \text{tr}(ZW) + \lambda \beta + \text{tr}(\bar{X}(M_0 + \sum_{l=1}^{d} \lambda_l M_l + M_*(u, V)) \]

\[ - \sum_{j=0}^{n} z_j N_j - \gamma N_0)) + \sum_{j=0}^{n} \alpha_j (z_j - \text{tr}(Z \bar{H}_j)) \]
with dual variables $W \succeq 0, \bar{X} = \begin{pmatrix} X & x \\ x^T & \varphi \end{pmatrix} \succeq 0$, $\beta \geq 0$, $\alpha_j \in \mathbb{R}, j = 0, 1, \ldots, n$. By $\beta \geq 0$ we mean $\beta_j \geq 0$ for each $j = 0, \ldots, N - 1$. The dual problem to (5.4) can be obtained by solving the following problem

$$\sup_{\gamma, \lambda, Z, V, u, z} L^2(\gamma, \lambda, Z, V, u, z; W, \beta, \bar{X}, \alpha).$$

After straightforward calculations (see Appendix for details) the second Lagrangian dual to SDP (5.3) then reads as follows:

$$\min \quad \text{tr}(P_0X) + 2q_0^T x + r_0$$

$$\text{s. t.} \quad \text{tr}(P_lX) + 2q_l^T x + r_l \leq 0, \quad l = 1, \ldots, d,$$

$$Ax = b, \quad AX = bx^T, \quad X \succeq xx^T,$$

$$H_0 + \sum_{j=1}^n x_j H_j \succeq 0.$$

(5.5)

Henceforth, we will refer (5.5) to as the enhanced semidefinite relaxation of problem (5.1). Notice that the second Lagrangian dual to (5.1) is just problem (5.5) without the constraint $AX = bx^T$. 

**Remark 5.2.** Instead of the additional constraint $AX = bx^T$ in (5.3) we could alternatively use the simplified constraint $\text{tr}(A^TAX) = x^TA^TAx = b^TAx$ and consider the augmented problem (5.3) in which the constraint $AX = bx^T$ is replaced by the equation $x^TAX = b^TAx$. Using a similar technique as before we can construct the Lagrange dual which is just optimization problem (5.4) with $V = \nu A$ where $\nu \in \mathbb{R}$. Then the second Lagrangian dual problem has the form of optimization problem (5.5) in which the constraint $AX = bx^T$ is replaced by $\text{tr}(A^TAX) = b^TAx$. In such a case, assumption (A) has to be modified by taking constraint $V = \varrho A$.

Problem (5.5) can be viewed as the semidefinite relaxation (5.3). Replacing the condition $X \succeq xx^T$ in (5.5) with $X = xx^T$ would lead to a problem equivalent to problem (5.3). Such a relaxation is often used in solving nonconvex quadratic problems or combinatorial optimization problems (see [7], [2], [24], [8]).

**Remark 5.3.** It is worth noting that problem (5.5) has no interior point unless $A = 0$. Indeed, suppose that there are $X$ and $x$ feasible for (5.5) and satisfying $X \succ xx^T$. So there exists a positive definite matrix $D$ such that $X = xx^T + D$. But then $bx^T = AX = Axx^T + AD = bx^T + AD$. Hence $AD = 0$ and since $D$ is nonsingular, we obtain $A = 0$. Similar property holds for problem (5.5) in which the constraint $AX = bx^T$ is replaced by $\text{tr}(A^TAX) = b^TAx$ (see Remark 5.2).
Indeed, $b^T Ax = \text{tr}(A^T AX) = x^T A^T Ax + \text{tr}(A^T AD)$ implies $\text{tr}(A^T AD) = 0$. However, since $D \succ 0$, we obtain $A = 0$.

### 5.4 Equivalence of problems

In this section we give sufficient conditions under which problem (5.3) and its second dual (5.5) yield the same optimal values.

**Proposition 5.1.** Denote $\hat{p}_1$ the optimal value of problem (5.1) and $\hat{p}_2$ the optimal value of enhanced semidefinite relaxed problem (5.5). Then $\hat{p}_1 \geq \hat{p}_2$.

**Proof.** If problem (5.3) is not feasible, then $\hat{p}_1 = +\infty$ and the inequality is satisfied. Assume $\hat{p}_1 < +\infty$. Denote $f(x) = x^T P_0 x + 2q_0^T x + r_0$ the quadratic objective of problem (5.3). Then there exists a sequence of points $\{x^{(k)}\}_{k=1}^\infty$, feasible for (5.3) such that $\hat{p}_1 = \liminf_{k \to \infty} f(x^{(k)})$. It covers the case when optimum is attained as well as optimum is not attained. Denote $X^{(k)} = x^{(k)}(x^{(k)})^T \succeq 0$, $k = 1, 2, \ldots, \infty$. Then it is easy to see that the pair $(x^{(k)}, X^{(k)})$ is feasible for the problem (5.5) for all $k = 1, 2, \ldots, \infty$. Since $x^T P_j x = \text{tr}(P_j xx^T)$, $j = 0, 1, \ldots, d$, we have $f(x^{(k)}) \geq \hat{p}_2$ for each $k \geq 1$. Hence $\hat{p}_1 \geq \hat{p}_2$.

If we denote $\hat{d}$ the optimal value of problem (5.4), the previous proposition together with the weak duality yields $\hat{d} \leq \hat{p}_2 \leq \hat{p}_1$. A strong duality property between problems (5.3) and (5.4) would imply the equality $\hat{p}_1 = \hat{p}_2$. In the case $d = 1$, $A = 0$, $b = 0$ and there are no LMI constraints (i.e. $H_i = 0$) in (5.1) then the strong duality has been shown under the assumption that problem (5.1) has an interior point (c.f. [6, Appendix B.1]). The proof relies on the so-called S-procedure and it is not obvious how to generalize it to the case of nontrivial LMI constraints and/or quadratic-linear constraints occurring in (5.3). Nevertheless, in the following proposition we prove the equality $\hat{p}_1 = \hat{p}_2$ under assumption (A) made on input matrices $P_1, P_l$ without assuming the strong duality property. First we introduce an auxiliary lemma whose proof easily follows from the property of positive semidefinite matrices: $\text{tr}(AB) \geq 0$ for $A \succeq 0, B \succeq 0$.

**Lemma 5.1.** Let $M \succeq 0$ and $X \succeq xx^T$. Then $\text{tr}(MX) \geq x^TMx$.

**Theorem 5.1.** Suppose that the SDP problem (5.1) is feasible and assumption (A) is satisfied. Let $\hat{p}_1$ be the optimal value of (5.1) and $\hat{p}_2$ be the optimal value of SDP (5.5) obtained by the enhanced semidefinite relaxation method. Then $\hat{p}_1 = \hat{p}_2$. If $(\tilde{x}, \tilde{X})$ is an optimal solution to (5.5) then $\tilde{x}$ is the optimal solution to (5.1).

**Proof.** Let $(x, X)$ be a feasible solution (5.5). By means of Lemma 5.1 we have

$$x^T P_l x + 2q_l^T x + r_l \leq \text{tr}(P_l X) + 2q_l^T x + r_l \leq 0, \quad l = 1, \ldots, d.$$
for any $(x, X)$ feasible to (5.5). By Lemma 5.1 we furthermore have $x^T P_0 x + 2q_0^T x + r_0 \leq \text{tr}(P_0 X) + 2q_0^T x + r_0 \equiv \Phi(x, X)$.

In order to prove the equality $\hat{\theta}_1 = \varphi_2$ we consider a minimizing sequence $(x^{(k)}, X^{(k)})$ of feasible solutions to (5.5), $\hat{\theta}_2 = \lim \inf_{k \to \infty} \Phi(x^{(k)}, X^{(k)})$. Since $x^{(k)}$ is feasible to (5.3) we have $\hat{\theta}_1 \leq (x^{(k)})^T P_0 x^{(k)} + 2q_0^T x^{(k)} + r_0 \leq \Phi(x^{(k)}, X^{(k)})$ for any $k \in \mathbb{N}$. Thus $\hat{\theta}_1 \leq \lim \inf_{k \to \infty} \Phi(x^{(k)}, X^{(k)}) = \hat{\theta}_2$. Finally, if $(\bar{x}, \bar{X})$ is an optimal solution to (5.5) then $\hat{\theta}_1 \leq \bar{x}^T P_0 \bar{x} + 2q_0^T \bar{x} + r_0 \leq \text{tr}(P_0 \bar{X}) + 2q_0^T \bar{x} + r_0 = \hat{\theta}_2$. Hence $\bar{x}$ is optimal to (5.3), as claimed.

\[
\boxed{\square}
\]

5.5 Application of the Enhanced Semidefinite Relaxation Method to a solution of the inverse Wulff problem

We conclude this section with construction of the second Lagrangian dual formulation of optimization problem (3.9) resolving minimal anisoperimetric ratio over all anisotropy function belonging to the cone $\mathcal{K}^N$.

Theorem 5.2. The enhanced semidefinite relaxation of optimization problem (3.9) has the form

\[
\begin{align*}
\min & \quad \text{tr}(P_0 X) \\
\text{s.t.} & \quad Ax = b, \ AX = bx^T, \ X \succeq xx^T, \ x = [x^R; x^I], \\
& \quad \sum_{p=k+1}^N F_{p,p-k} = x_k^R + ix_k^I, \\
& \quad \sum_{p=k+1}^N G_{p,p-k} = (1 - k^2)(x_k^R + ix_k^I), \\
& \quad \text{for } k = 0, \ldots, N - 1, \\
& \quad F, G \succeq 0,
\end{align*}
\]

(5.6)

where the matrices $P_0, A$ and $b$ are defined as in (3.7) and (3.8). Problem (3.9) is feasible. Optimal values $\hat{\theta}_1, \hat{\theta}_2$ of (3.9) and (5.6), respectively, are finite and $\hat{\theta}_1 = \hat{\theta}_2$. If $(\bar{x}, \bar{X})$ is an optimal solution to (5.6) then $\bar{x}$ is the optimal solution to (3.9). Conversely, if $\bar{x}$ is the optimal solution to (3.9) then $(\bar{x}, \bar{X})$ is the optimal solution to (5.6) where $\bar{X} = \bar{x} \bar{x}^T$.

Proof. Feasibility of (3.9) is obvious because for $\bar{\sigma} = (1, \ldots, 0)^T \in \mathcal{K}^N$ we have $L_{\bar{\sigma}}(\Gamma) = L(\Gamma)$ and $|W_{\bar{\sigma}}| = \pi > 0$. Furthermore, we have the following estimate:

\[
-x^T P_0 x = |W_{\bar{\sigma}}| = \frac{L_{\sigma}(\Gamma)^2}{4\Pi_{\bar{\sigma}}(\Gamma)A(\Gamma)} \leq \frac{L(\Gamma)^2}{4A(\Gamma)} < \infty,
\]
for any \( \sigma = x^R + ix^I \in \mathcal{K}^N \), \( x = [x^R; x^I] \), feasible to (3.9). So the optimal value \( \hat{p}_1 \) of SDP (3.9) is finite.

Note that problem (3.9) can be rewritten in the form of SDP (5.1). Since the quadratic constraints become linear when assuming \( P_l \equiv 0 \) for \( l = 1, \ldots, d \) we can construct the second Lagrangian dual to the augmented SDP (5.3) having additional linear constraints of the form \( Qx + r = 0 \). Furthermore, by taking a standard basis of \( \mathcal{H}^N \), the semidefinite constraints \( F, G \succeq 0 \) can rewritten as LMI in the form: \( \Pi x_j H_j \succeq 0 \).

Taking into account Prop. 4.2, for \( \alpha_k + i\beta_k = 2c_k, \ k \geq 1 \), \( \alpha_0 = c_0, \beta_0 = 0 \) and \( p_0 = q_0 = -\pi, p_k = q_k = 2\pi(k^2 - 1) \) we conclude that condition (4.2) is fulfilled for all \( \rho > \pi \max(N/c_0^2, 1) \). Hence \( P_0 + \rho A^T A \succeq 0 \) and assumption (A) is satisfied. By Theorem 5.1 we conclude \( \hat{p}_1 = \hat{p}_2 \) where \( \hat{p}_2 \) is the optimal value of the SDP (5.6) obtained by the enhanced semidefinite relaxation method. \( \square \)

6 Convergence analysis

In this section we prove convergence of a sequence of approximative anisoperimetric ratio to the optimal value of problem (2.8). For any finite dimension \( N \in \mathbb{N} \) we recall that \( \sigma^N \in \mathcal{K}^N \) is a minimizer of the \( N \)-dimensional restriction (3.6) of the original problem (2.8). Then, for \( \tilde{\sigma}^{N+1} = (\sigma_0^N, \sigma_1^N, \ldots, \sigma_{N-1}^N, 0)^T \in \mathcal{K}^{N+1} \), we have \( L_{\tilde{\sigma}^{N+1}}(\Gamma) = L(\Gamma) \) and this is why \( \tilde{\sigma}^{N+1} \) is feasible solution to (3.6) in the dimension \( N + 1 \). Thus we obtain \( |W_{\sigma^N}| = |W_{\tilde{\sigma}^{N+1}}| \leq |W_{\sigma^{N+1}}| \) for all \( N \in \mathbb{N} \). It means that \( 1 \leq \Pi_{\sigma^{N+1}}(\Gamma) \leq \Pi_{\sigma^N}(\Gamma) \) for each \( N \in \mathbb{N} \). This is why the sequence \( \{\Pi_{\sigma^N}(\Gamma)\}_{N=1}^{\infty} \) of anisoperimetric ratios is nonincreasing and having thus a finite limit. More precisely, we have the following result:

**Theorem 6.1.** Let \( \sigma^N \in \mathcal{K}^N \) be a minimizer to optimization problem (3.6) in the dimension \( N \in \mathbb{N} \). Then \( 1 \leq \lim_{N \to \infty} \Pi_{\sigma^N}(\Gamma) = \inf_{\sigma \in \mathcal{K}} \Pi_{\sigma}(\Gamma) \).

**Proof.** Let \( \sigma \in \mathcal{K} \) be fixed and such that \( \Pi_{\sigma}(\Gamma) < \infty \). Given the dimension \( N \in \mathbb{N} \) we will construct \( \tilde{\sigma}^N \in \mathcal{K}^N \) such that \( \tilde{\sigma}^N \to \sigma \) as \( N \to \infty \) in the norm of the Sobolev space \( W_{per}^{1,2}(0, 2\pi) \). To this end, we employ both the Bochner and McLean criteria for positiveness of Fourier series (c.f. Prop. 3.1 and 3.2).

Since \( \sigma \in \mathcal{K} \) it follows from Prop. 3.1 that the Toeplitz matrices

\[
Q^{(N)} = \text{Toep}(\sigma_0, \sigma_1, \ldots, \sigma_{N-1}), \quad \mathcal{S}^{(N)} = \text{Toep}(\xi_0, \xi_1, \ldots, \xi_{N-1}),
\]

where \( \xi_k := (1 - k^2)\sigma_k \), are positive semidefinite. Hence the sets \( F, G \subset \mathcal{H}^N \),
given by:

\[ \mathcal{F} = \{ F \mid F \geq 0, \sum_{p=k+1}^{N} F_{p,p-k} = \frac{N-k}{N} \sigma_k, \forall k = 0, \ldots, N-1 \}, \]

\[ \mathcal{G} = \{ G \mid G \geq 0, \sum_{p=k+1}^{N} G_{p,p-k} = \frac{N-k}{N} (1-k^2) \sigma_k, \forall k = 0, \ldots, N-1 \} \]

are nonempty as \( \frac{1}{N} Q^{(N)} \in \mathcal{F} \) and \( \frac{1}{N} S^{(N)} \in \mathcal{G} \), respectively. By Prop. 3.2 we have

\[ \tilde{\sigma}^N \in \mathcal{K}^N, \quad \text{where} \quad \tilde{\sigma}_k^N = \frac{N-k}{N} \sigma_k, \quad k = 0, \ldots, N-1. \]

Then the distance between \( \tilde{\sigma}^N \) and \( \sigma \) in the norm of the Sobolev space \( W^{1,2}_{\text{per}}(0, 2\pi) \) can be estimated as follows:

\[
\| \tilde{\sigma}^N - \sigma \|_{1,2}^2 = \sum_{k=0}^{N-1} (1+k^2) |\tilde{\sigma}_k^N - \sigma_k|^2 + \sum_{k=N}^{\infty} (1+k^2) |\sigma_k|^2 \\
= \sum_{k=0}^{N-1} (1+k^2) \frac{k^2}{N^2} |\sigma_k|^2 + \sum_{k=N}^{\infty} (1+k^2) |\sigma_k|^2 \\
\leq \frac{1}{N^2} \sum_{k=0}^{\infty} (1+k^2) k^2 |\sigma_k|^2 \leq \frac{2}{N^2} \sum_{k=0}^{\infty} (1+k^4) |\sigma_k|^2 = \frac{2}{N^2} \| \sigma \|_{2,2}^2.
\]

As \( \sigma \in \mathcal{K} \subset W^{2,2}_{\text{per}}(0, 2\pi) \) we have \( \| \sigma \|_{2,2} < \infty \) and therefore \( \lim_{N \to \infty} \tilde{\sigma}^N = \sigma \) in the norm of \( W^{1,2}_{\text{per}}(0, 2\pi) \). More precisely, \( \| \tilde{\sigma}^N - \sigma \|_{1,2} = O(N^{-1}) \) as \( N \to \infty \).

Clearly, the Wulff shape area \( |W_\sigma| \) as well as the total interface energy \( L_\sigma(\Gamma) \) are continuous functionals in \( \sigma \) in the norm of the Sobolev space \( W^{1,2}_{\text{per}}(0, 2\pi) \). Hence \( \lim_{N \to \infty} |W_{\tilde{\sigma}^N}| = |W_\sigma| \) and \( \lim_{N \to \infty} L_{\tilde{\sigma}^N}(\Gamma) = L_\sigma(\Gamma) \). Thus

\[ \lim_{N \to \infty} \Pi_{\tilde{\sigma}^N}(\Gamma) = \Pi_\sigma(\Gamma). \]

Finally, as \( \tilde{\sigma}^N \in \mathcal{K}^N \) and \( \sigma^N \) is a minimizer of \( \Pi_\sigma \) in \( \mathcal{K}^N \) we have \( \Pi_{\tilde{\sigma}^N}(\Gamma) \geq \Pi_{\sigma^N}(\Gamma) \). Therefore \( 1 \leq \lim_{N \to \infty} \Pi_{\sigma^N}(\Gamma) \leq \Pi_\sigma(\Gamma) \) for any \( \sigma \in \mathcal{K} \) and the proof follows.

\[ \square \]

**Remark 6.1.** In the statement of Theorem 6.1 the infimum \( \inf_{\sigma \in \mathcal{K}} \Pi_\sigma(\Gamma) \) need not be attained by any \( \sigma \in \mathcal{K} \). Indeed, let us consider a convex "capsule" curve \( \Gamma \) from Example 4.2. Then \( \inf_{\sigma \in \mathcal{K}} \Pi_\sigma(\Gamma) = 1 \) because the boundary \( \partial W_\sigma \) of the
limiting optimal Wulff shape should coincide with the convex curve $\Gamma$. If there is $\sigma \in K \subset W^{2,2}_{\text{per}}(0,2\pi)$ such that $\Pi_{\sigma}(\Gamma) = 1$ then for the curvature of $\partial W_{\sigma} = \Gamma$ we have $\kappa = [\sigma + \sigma'']^{-1} \geq 0$. Since $\partial_s \nu = \kappa$, i.e. $d\nu = \kappa ds$, we obtain
\[
\int_{\partial W_{\sigma}} \frac{1}{\kappa} ds = \int_0^{2\pi} \frac{1}{\kappa} d\nu = \int_0^{2\pi} [\sigma(\nu) + \sigma''(\nu)]^2 d\nu < \infty, \tag{6.1}
\]
because $\sigma$ and $\sigma''$ are square integrable functions for any $\sigma \in W^{2,2}_{\text{per}}(0,2\pi)$. But the curvature $\kappa \equiv 0$ on nontrivial line segments of the capsule $\partial W_{\sigma} = \Gamma$. So $\int_{\partial W_{\sigma}} \frac{1}{\kappa} ds = \infty$, a contradiction to (6.1).

7 Numerical experiments

Let $\Gamma$ be a Jordan curve in the plane $\mathbb{R}^2$ and $\mathbf{x}^{(0)}, \mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(K)} \in \Gamma$ be a set of its points where $\mathbf{x}^{(0)} = \mathbf{x}^{(K)}$. The curve $\Gamma$ will be approximated by a polygonal curve with vertices $\mathbf{x}^{(0)}, \mathbf{x}^{(1)}, \ldots, \mathbf{x}^{(K)}$. The unit tangent $\mathbf{t}^{(k)}$ vector at $\mathbf{x}^{(k)}$ will be approximated by $\mathbf{t}^{(k)} \equiv (\mathbf{x}^{(k+1)} - \mathbf{x}^{(k-1)})/\|\mathbf{x}^{(k+1)} - \mathbf{x}^{(k-1)}\|$. Since $ds = \|\partial_u \mathbf{x}\| du \approx \frac{1}{2}\|\mathbf{x}^{(k+1)} - \mathbf{x}^{(k-1)}\|$, the elements of the Fourier length spectrum $\{c_p, p \in \mathbb{Z}\}$ can be approximated by
\[
c_p = \int_{\Gamma} (t_1 - it_2)^p ds \approx \frac{1}{2} \sum_{k=1}^{K-1} (t_1^{(k)} - it_2^{(k)})^p \|\mathbf{x}^{(k+1)} - \mathbf{x}^{(k-1)}\|. \tag{7.1}
\]

The enhanced semidefinite relaxation (5.6) of optimization problem (3.9) was solved by using the powerful nonlinear convex programming solver SeDuMi developed by J. Sturm [33]. SeDuMi (Self-Dual-Minimization) implements self-dual embedding method proposed by Ye, Todd and Mizuno [36]. It is implemented as an add-on for MATLAB and it has a capacity in solving large optimization problems, including (5.6). Without assuming the quadratic-linear constraint $AX = bx^T$ with $X \succeq x x^T$ in (5.6) the SeDuMi solver was unable to solve the problem because of its unboundedness.

In Figure 2 (a) we present a simple test example of a Jordan curve $\Gamma = \{\mathbf{x}(u) \mid u \in [0, 1]\}$ where $\mathbf{x}(u) = (x_1(u), x_2(u))^T$, and
\[
x_1(u) = \cos(2\pi u), \quad x_2(u) = 0.7 \sin(2\pi u) + \sin(2\pi u) + (\sin(6\pi u) \sin(2\pi u))^2.
\]
The curve was discretized by $K = 1000$ grid points and the Fourier length spectrum coefficients were computed according to (7.1). We chose $N = 50$ Fourier modes in this example. The anisoperimetric ratio for the optimal anisotropy function $\sigma$ (depicted in Figure 2 (b)) equals 2.306 whereas the isoperimetric ratio of $\Gamma$ equals 3.041. The Wulff and Frank diagrams are shown in In Figure 2 (c).
In Table 1 we present results of computation for various numbers $N$ of Fourier modes for a curve shown in Fig 2 (a). The area $|W_{\sigma,N}|$ of the optimal Wulff shape converges to the value 4.1612 as $N \approx 300$ when we impose the constraint $L_{\sigma,N}(\Gamma) = L(\Gamma) = 9.167$. It should be also noted that satisfactory numerical results were obtained for rather low dimensions $N \approx 50$.

It is known that the worst case time complexity of SeDuMi implementation (including main and inner iterations) is $O(n^2 n^2 c + n^3 c)$ where $n_c$ and $n_v$ are the numbers of variables and constraints, respectively (c.f. [18]). Since the number of constraints $n_c = O(N)$ and number of variables $n_v = O(N^2)$ (see Table 1) the worst case time complexity should have the order $O(N^{6.5})$. We calculated the experimental order of time complexity (eotc) by comparing elapsed times $T_k$ for different $N_k$ as follows: $eotc_k = \frac{\ln(T_{k+1}/T_k)}{\ln(N_{k+1}/N_k)}$. It turns out the $eotc \lesssim 3.8$, i.e. $T \lesssim O(N^{3.8})$, so it is below the worst case complexity. All computations were performed on Quad-Core AMD Opteron Processor with 2.4 GHz frequency, 32 GB of memory.

In Figure 3 we present results of resolution of the optimal anisotropy function for various polygonal curves (a-c). The corresponding optimal Wulff shapes and Frank diagrams (e-f) show their anisotropy structure. For instance, there are four outer normal directions of facets in Figure 3 (a). The corresponding Wulff shape in Figure 3 (d), solid blue line, has a shape of the four fold anisotropy with the same set of outer normal directions. Similarly, other polygons shown in Figure 3 have hexagonal (b-e) and octagonal (c-f) anisotropy and the sets of their outer normal vectors to facets coincide. We again chose a sufficiently large number $N = 50$ of Fourier modes in these examples so that numerically computed Wulff shapes are just slightly rounded polygons.

For any strictly convex $C^2$ curve $\Gamma$ the optimal anisotropy function $\sigma$ corre-
sponds to the Wulff shape with $\partial W_\sigma = \Gamma$ and $\Pi_\sigma(\Gamma) = 1$. On the other hand, if $\Gamma$ is just a piecewise $C^2$ smooth curve then there need not exist a minimizing anisotropy function belonging to $K \subset W^{2,2}_{per}(0,2\pi)$. The purpose of the next example shown in Figure 4 is to illustrate behavior of Sobolev norms in the space $W^{k,2}_{per}(0,2\pi), k = 0, 1, 2$, of the optimal solution $\sigma^N$ for various dimensions $N \in \mathbb{N}$. We consider the "capsule" like curve $\Gamma$ from Example 4.2 with $l = 4, r = 1$. This a $C^1$ smooth and only piecewise $C^2$ smooth convex curve. According to Remark 6.1 we have $\inf_{\sigma \in K} \Pi_\sigma(\Gamma) = 1$ but there is no minimizer $\sigma$ belonging to $K \subset W^{2,2}_{per}(0,2\pi)$. It can be deduced from Table 2 that the Sobolev norms $\|\sigma^N\|_{k,2}, k = 0, 1$, stay bounded for $N \gg 1$. On the other hand, the norm $\|\sigma^N\|_{2,2}$ becomes unbounded and $\|\sigma^N\|_{2,2} \approx O(N^{0.5})$ as $N \rightarrow \infty$, i.e. the experimental order of convergence is approximately 0.5. The pointwise behavior of the function $\sigma + \sigma'' \equiv 1/\kappa$ is shown in Figure 4, (d). The anisoperimetric ratio $\Pi_{\sigma^N}(\Gamma)$ tends to unity with the speed of $O(N^{-1})$, i.e. the experimental order of convergence is $-1$.

In the last two numerical examples shown in Figure 5 we present computation of the optimal anisotropy functions for boundaries of real snowflakes. We used $N = 50$ Fourier modes. In both cases we resolved the optimal anisotropy function $\sigma$
corresponding to hexagonal symmetry, as it can be expected for snowflake crystal growth. If we introduce the anisotropy strength as follows:

\[ \varepsilon := \frac{(\sigma_{\text{max}} - \sigma_{\text{min}})}{2\sigma_{\text{avg}}}, \]

where \( \sigma_{\text{max}}, \sigma_{\text{min}} \) are the maximal and minimal values of \( \sigma(\nu) \) for \( \nu \in [0, 2\pi] \) and \( \sigma_{\text{avg}} = \frac{1}{2\pi} \int_0^{2\pi} \sigma(\nu) \, d\nu = \sigma_0 \) then \( \varepsilon = 0.028850 \) for the snowflake (a) and \( \varepsilon = 0.045666 \) for the snowflake (d). Notice that the maximal value of the strength parameter \( \varepsilon \) for the anisotropy function of the form: \( \sigma(\nu) = 1 + \varepsilon \cos(m\nu) \) is \( \varepsilon = 1/(m^2 - 1) = 0.0285714 \) for hexagonal symmetry \( m = 6 \).

\[ \varepsilon \]

\[ \sigma_{\text{max}}, \sigma_{\text{min}} \]

\[ \sigma_{\text{avg}} = \frac{1}{2\pi} \int_0^{2\pi} \sigma(\nu) \, d\nu = \sigma_0 \]

\[ \sigma(\nu) = 1 + \varepsilon \cos(m\nu) \]

\[ \varepsilon = 0.028850 \]

\[ \varepsilon = 0.045666 \]

\[ \varepsilon = 1/(m^2 - 1) = 0.0285714 \]
Table 2. Dependence of various Sobolev norms of the optimal anisotropy function with respect to the dimension $N$. Experimental rate of divergence of the $\| \cdot \|_{2,2}$ norm and experimental rate of convergence of the anisoperimetric ratio to unity

| $N$  | $\| \sigma_N^N \|_{0,2}$ | $\| \sigma_N^N \|_{1,2}$ | $\| \sigma_N^N \|_{2,2}$ | eoc($W_{per}^{2,2}$) | $\Pi_{\sigma_N} - 1$ | eoc($\Pi_{\sigma} - 1$) |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 10   | 1.3937          | 1.5032          | 2.0164          | –               | 0.057060       | –               |
| 25   | 1.4467          | 1.5701          | 2.6417          | 0.29            | 0.023216       | -0.98           |
| 50   | 1.4634          | 1.5910          | 3.2631          | 0.3             | 0.012790       | -0.86           |
| 100  | 1.4730          | 1.6029          | 4.2039          | 0.37            | 0.006784       | -0.91           |
| 150  | 1.4763          | 1.6071          | 4.9362          | 0.4             | 0.004665       | -0.92           |
| 200  | 1.4780          | 1.6093          | 5.5618          | 0.41            | 0.003567       | -0.93           |
| 250  | 1.4791          | 1.6106          | 6.1141          | 0.42            | 0.002894       | -0.94           |

8 Conclusions

We proposed a new method for resolving the optimal anisotropy function that minimizes the anisoperimetric ratio for a given Jordan curve in the plane. Construction of the optimal anisotropy function can be regarded as a solution to the inverse Wulff problem. Our approach of solving the inverse Wulff problem was based on reformulation of the optimization problem in terms of complex Fourier coefficients of the anisotropy functions. We furthermore proposed and analyzed the Fourier length spectrum of a curve. Using results from the theory of semidefinite matrices we were able to prove useful asymptotic estimates on elements of the Fourier length spectrum. It turned out that the finite Fourier modes approximation leads to an indefinite quadratic optimization problem with linear matrix inequalities. We solved this problem by means of the so-called enhanced semidefinite relaxation method. It consisted in solving the relaxed convex semidefinite problem obtained as the second Lagrangian dual of the original problem augmented by a quadratic-linear constraint. Various numerical examples and tests of experimental order of convergence were presented. In particular, we presented examples of computation of optimal anisotropy function for a set of snowflake boundaries.
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Figure 5. Jordan curves (a,d) representing to boundaries of snowflakes. The optimal anisotropy function $\sigma^N$ is shown in (b,e). The Wulff shape and Frank diagram are depicted in (c,f).

Bibliography

[1] K. Arenhold, S. Surnev, P. Coenen, H. P. Bonzel and P. Wynblatt, Scanning tunneling microscopy of equilibrium crystal shape of Pb particles: test of universality, Surface Science 417 (1998),160–165.

[2] X. Bao, N. V. Sahinidis, M. Tawarmalani, Semidefinite relaxations for quadratically constrained quadratic programming: A review and comparisons, Math. Program., Ser. B, 129 (2011), 129–157.

[3] G. Bellettini and M. Paolini, Anisotropic motion by mean curvature in the context of Finsler geometry, Hokkaido Math. J. 25 (1996), 537–566.

[4] M. Beneš, Diffuse-interface treatment of the anisotropic mean-curvature flow, Applications of Mathematics 48 (2003), 437–453.

[5] M. Beneš, D. Hilhorst and R. Weidenfeld, Interface dynamics of an anisotropic Allen-Cahn equation, In: Nonlocal elliptic and parabolic problems, pp. 39–45, Eds. Biler P., Karch G. and Nadzieja T., Banach Center Publications, Volume 66, 2004, Institute of Mathematics, Polish Academy of Sciences, Warszawa 2004.

[6] S. Boyd and L. Vandenberghe, Convex Optimization, Cambridge University Press New York, NY, USA, 2004.

[7] S. Boyd, L. Vandenberghe, Semidefinite programming, SIAM Review 38 (1996), 49–95.

[8] S. Boyd and L. Vandenberghe, Semidefinite programming relaxations of non-convex problems in control and combinatorial optimization, in: A. Paulraj, V. Roychowdhury, C. Schaper (Eds.), Communications, Computation, Control and Signal Processing: a tribute to Thomas Kailath, Kluwer, Dordrecht (1997), 279–288.
[9] B. Chalmers, Principles of solidification. Wiley, New York, 1964.

[10] B. Dacorogna and C. E. Pfister, Wulff theorem and best constant in Sobolev inequality. J. Math. Pures Appl. 71 (1992), 97–118.

[11] K. Deckelnick and G. Dziuk, A fully discrete numerical scheme for weighted mean curvature flow, Numerische Mathematik 91 (2002), 423–452.

[12] A. Dinghas, Über einen geometrischen Satz von Wulff für die Gleichgewichtsform von Kristallen, Zeitschrift für Kristallographie 105 (1944), 304–314.

[13] B. A. Dumitrescu, Positive trigonometric polynomials and signal processing applications, Springer Verlag, New York, Berlin, 2007.

[14] G. Dziuk, Discrete anisotropic curve shortening flow, SIAM Journal on Numerical Analysis, 36 (1999), 1808–1830.

[15] P. Ver Eecke, Pappus d’Alexandrie: La Collection Mathématique avec une Introduction et des Notes, 2 volumes, Fondation Universitaire de Belgique, Paris: Albert Blanchard, 1933.

[16] P. Finster, Über das Vorkommen definiter und semidefiniter Formen und Scharen quadratischer Formen, Comment. Math. Helv. 9 (1937), 188–192.

[17] C. Gräser, R. Kornhuber and U. Sack, Time discretizations of anisotropic Allen–Cahn equations, IMA Journal of Numerical Analysis 33 (2013), 1226–1244.

[18] D. Henrion, Y. Labit and K. Taitz, User’s guide for SeDuMi Interface 1.04. Technical Report, LAAS-CNRS, 2002.

[19] D. H. Hoang, M. Beneš and T. Oberhuber, Numerical Simulation of Anisotropic Mean Curvature of Graphs in Relative Geometry, Acta Polytechnica Hungarica 10 (2013), 99–115.

[20] R. Kobayashi, Modeling and numerical simulations of dendritic crystal growth, Phys. D 63 (1993), 410–423.

[21] J. W. McLean and H. J. Woerdeman, Spectral Factorizations and Sums of Squares Representations via Semidefinite Programming, SIAM. J. Matrix Anal. Appl. 23 (2001), 646–655.

[22] K. Mikula and D. Ševčovič, Evolution of plane curves driven by a nonlinear function of curvature and anisotropy, SIAM Journal on Applied Mathematics, 61 (2001), 1473–1501.

[23] K. Mikula and D. Ševčovič, A direct method for solving an anisotropic mean curvature flow of planar curve with an external force, Mathematical Methods in Applied Sciences 27 (2004), 1545–1565.

[24] I. Nowak, A new semidefinite programming bound for indefinite quadratic forms over a simplex, Journal of Global Optimization 14 (1999), 357–364.

[25] M. Paolini, Fattening in Two Dimensions Obtained with a Nonsymmetric Anisotropy: Numerical Simulations, Acta Mathematica Universitatis Comenianae 67 (1998), 43-55.

[26] P. Perona and J. Malik, Scale-space and edge detection using anisotropic diffusion. IEEE Transactions on Pattern Analysis and Machine Intelligence 12 (1990), 629–639.

[27] P. Pozzi, Anisotropic mean curvature flow for two-dimensional surfaces in higher codimension: A numerical scheme, Interfaces and Free Boundaries 10 (2008), 539–576.

[28] F. Riesz and B. Sz.-Nagy, Functional Analysis, Frederick Ungar, New York, 1955.

[29] N. Z. Shor, Quadratic optimization problems, Soviet J. Comput. Syst. 25 (1987), 1–11.

[30] D. Ševčovič and S. Yazaki, On a gradient flow of plane curves minimizing the anisoperimetric ratio, IAENG International Journal of Appl. Mathematics 43 (2013), 160–171.

[31] D. Ševčovič and S. Yazaki, Computational and qualitative aspects of motion of plane curves with a curvature adjusted tangential velocity, Mathematical Methods in the Applied Sciences 35 (2012), 1784–1798.
Appendix

In this appendix section we provide a detailed derivation of the first and second Lagrangian duals of (5.3) and (5.4), respectively.

Clearly, \( \text{tr}(V^T A x_1 x_1^T) = x^T V^T A x = x^T A^T V x = \frac{1}{2} x^T (V^T A + A^T V) x \).

Since \( \text{tr}(V^T b x_1^T) = x^T V^T b = b^T V x \) the Lagrangian \( L^1 \) can be rewritten in a compact form as follows: \( L^1(x; \lambda, u, V, Z) = x^T Q x + 2s^T x + \tau \), where \( Q = P_0 + \sum_{l=1}^d \lambda_l P_l + \frac{1}{2}(V^T A + A^T V) \), \( s = q_0 + \sum_{l=1}^d \lambda_l q_l + \frac{1}{2}(A^T u - V^T b - z) \), \( \tau = r_0 + \lambda^T r - u^T b - z_0 \), with \( z = (z_1, \ldots, z_n) \), \( z_j = \text{tr}(Z^T \tilde{H}_j) \) and \( r = (r_1, \ldots, r_l) \).

Then the Lagrange dual function \( G^1 \) can be defined as:
\[
G^1(\lambda, u, V, Z) = \inf_x L^1(x; \lambda, u, V, Z).
\]
Since \( \partial_x L^1 = 2Q x + 2s \), the dual function attains a finite value \( G^1 > -\infty \) if and only if \( Q \) is positive semidefinite and the vector \( s \) belongs to the range \( \mathcal{R}[Q] \) of \( Q \). If these two conditions are satisfied then \( G^1 = -s^T Q^{-1} s + \tau \) where \( Q^{-1} \) is the Moore-Penrose pseudoinverse to \( Q \). The dual problem has the form:

\[
\max G^1(\lambda, u, V, Z)
\]
subject to
\[
q_0 + \lambda q_1 + \frac{1}{2}(A^T u - V^T b - z) \in \mathcal{R}[P_0 + \sum_{l=1}^d \lambda_l P_l + \frac{1}{2}(V^T A + A^T V)],
\]
\[
P_0 + \sum_{l=1}^d \lambda_l P_l + \frac{1}{2}(V^T A + A^T V) \succeq 0,
\]
\[
Z \succeq 0, \lambda \succeq 0, \quad z_j = \text{tr}(Z^T \tilde{H}_j), \quad j = 0, 1, \ldots, n.
\]

Using the properties of the generalized Schur complement (c.f. [37]), it can be rewritten in the following form:

\[
\max \gamma
\]
subject to
\[
Z \succeq 0, \lambda \succeq 0, \quad z_j = \text{tr}(Z^T \tilde{H}_j), \quad j = 0, 1, \ldots, n,
\]
\[
\left( P_0 + \sum_{l=1}^d \lambda_l P_l + \frac{1}{2}(V^T A + A^T V), \quad q_0 + \lambda^T q + \frac{1}{2}(A^T u - V^T b - z) \right)^T,
\]
\[
\left( r_0 + \lambda^T r - u^T b - z_0 - \gamma \right) \succeq 0.
\]
If we introduce the notation for $M_0, M_l, N_0, N_j$ and $M_*$ then we obtain (5.4).

Next we derive the second dual problem. To this end, consider the Lagrangian $L^2(\gamma, \lambda, Z, V, u, z; W, \beta, \tilde{X}, \alpha)$ for problem (5.4), i.e.

$$L^2 = \gamma + \text{tr}(ZW) + \lambda \beta + \sum_{j=0}^n \alpha_j (z_j - \text{tr}(Z\tilde{H}_j))$$

$$+ \text{tr}(\tilde{X}(M_0 + \sum_{l=1}^d \lambda_l M_l + M_*(u, V) - \sum_{j=0}^n z_j N_j - \gamma N_0))$$

$$= \gamma (1 - \text{tr}(\tilde{X}N_0)) + \sum_{l=1}^d \lambda_l [\beta_l + \text{tr}(\tilde{X}M_l)] + \text{tr}(Z(W - \sum_{j=0}^n \alpha_j \tilde{H}_j))$$

$$+ \text{tr}(\tilde{X}M_*(u, V)) + \text{tr}(\tilde{X}M_0) + \sum_{j=0}^n z_j (\alpha_j - \text{tr}(\tilde{X}N_j)).$$

The function $L^2(\gamma, \lambda, Z, V, u, z; W, \beta, \tilde{X}, \alpha)$ is linear in the $(\gamma, \lambda, Z, V, u, z)$ variable. The dual function is defined as follows:

$$G^2(W, \beta, \tilde{X}, \alpha) = \sup_{\gamma, \lambda, Z, V, u, z} L^2(\gamma, \lambda, Z, V, u, z; W, \beta, \tilde{X}, \alpha).$$

It attains a finite value $G^2 < +\infty$ if and only if the following conditions are satisfied:

$$1 - \text{tr}(\tilde{X}N_0) = 0, \quad \beta_l + \text{tr}(\tilde{X}M_l) = 0, \quad l = 1, \ldots, d, \quad W - \sum_{j=0}^n \alpha_j \tilde{H}_j = 0,$$

$$AX - bx^T = 0, \quad Ax = b, \quad \alpha_j - \text{tr}(\tilde{X}N_j) = 0, \quad j = 0, 1, \ldots, n.$$

Taking into account the condition $\text{tr}(\tilde{X}N_0) = 1$ we conclude $\varphi = 1$. Hence $\tilde{X} = \begin{pmatrix} X & x \\ x^T & 1 \end{pmatrix} \succeq 0$, or, equivalently, $X \succeq xx^T$. The conditions $AX - bx^T = 0$ and $Ax = b$ follow from the identity:

$$\text{tr}(\tilde{X}M_*(u, V)) = \frac{1}{2} \text{tr} \left[ \begin{pmatrix} X & x \\ x^T & 1 \end{pmatrix} \begin{pmatrix} V^T A + A^T V & A^T u - V^T b \\ u^T A - b^T V & -2u^T b \end{pmatrix} \right]$$

$$= \text{tr}(X A^T V) - \text{tr}(xb^T V) + x^T A^T u - u^T b.$$

The conditions $\beta_l + \text{tr}(\tilde{X}M_l) = 0$ and $\beta \geq 0$ yield $\text{tr}(XP_l) + 2q_l^T x + r_l \leq 0$ for $l = 1, \ldots, d$. Since $W \succeq 0$ we deduce $\sum_{j=0}^n \alpha_j \tilde{H}_j \succeq 0$. From the condition
\[ \alpha_j - \text{tr}(\tilde{X} N_j) = 0 \] we obtain \( x^T e_j = \alpha_j \), i.e. \( x = (\alpha_1, \ldots, \alpha_n)^T \) and \( \alpha_0 = 1 \). Finally, the real LMI \( \tilde{H}_0 + \sum_{j=1}^n x_j \tilde{H}_j \succeq 0 \) is equivalent to the complex LMI \( H_0 + \sum_{j=1}^n x_j H_j \succeq 0 \), using equivalence (5.2). As \( \text{tr}(\tilde{X} M_0) = \text{tr}(X P_0) + 2q_0^T x + r_0 \) the second Lagrangian dual has the form of SDP (5.5), as claimed.
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