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Abstract. Road traffic monitoring is very important for intelligent transportation. The detection of traffic state based on acoustic information is a new research direction. A vehicles acoustic event classification algorithm based on sparse autoencoder is proposed to analysis the traffic state. Firstly, the multidimensional Mel-cepstrum features and energy features are extracted to form a feature vector of 125 features; Secondly, based on the computed features, the five-layers autoencoder is trained. Finally, vehicle audio samples are collected and the trained autoencoder is tested. The experimental results show that detection rate of the traffic acoustic event reaches 94.9%, which is 12.3% higher than that of the traditional Convolutional Neural Networks (CNN) algorithm.

1 Introduction

In order to provide auxiliary research for intelligent transportation and traffic safety development, an autoencoder based the acoustic feature for traffic event detection is proposed. In order to integrate the dynamic features of the sound, the algorithm extracts the multidimensional Mel-cepstrum features and energy features, and forms a 110 dimension feature vector. Then the 5-layers autoencoder based on the computed features is trained to improve the robustness. The experimental results show that the detection rate of traffic acoustic events reaches 94.9%, and the recognition rate of collision sounds reaches 97.9%. The proposed audio surveillance system may be used to monitor traffic accidents and save valuable time in rescue mission. In addition, the system can be embedded in the automatic driving system, which is conducive to the timely response of the self-driving car to the traffic state, greatly improving safety.

The detection of traffic state based on acoustic information has been an important research direction for intelligent transportation. Compared to existing monitoring techniques, acoustic signal processing and classification techniques have the advantage of being low cost and unaffected by lighting conditions. Especially in the case of insufficient light or intermediate obstructions, acoustic signals have higher information coverage. Therefore it is an important supplement to existing monitoring methods. However, compared with the laboratory environment, the real traffic environment is complex. For example, the tunnel is a special traffic environment, that is very different from the open road environment. How to effectively process the traffic acoustic data remains a challenge. In 1998, Henryk Maciejewski et al.¹ studied and designed a classification system based on wavelet and neural network. The specific recognition model based the sound signal was constructed for four different vehicles, and the recognition accuracy was 73.68%. Audi Ovox et al. applied sound recognition technology to the field of intelligent transportation² and used voice recognition technology in the car phones. Xianglong Luo et al.³ used empirical mode decomposition (EMD) and support vector machine (SVM) to identify the vehicle state. In recent years, some scholars have tried to apply convolutional neural networks (CNN) to recognize sound event⁴. Compared with traditional classifiers, convolutional neural networks have greatly improved recognition rate and recognition speed. The ConvNet model⁵ has improved the accuracy of nearly 20% on Esc-50 database. The LSTM+CNN model proposed by Bae et al. achieved an 84.1% accuracy rate in the DCAPE2016 competition⁶. However, there are still some problems when the traditional CNN model is applied to sound event recognition. The CNN adopts a serial stack structure. The convolutional layer in the network transforms the low-level feature map into a high-level feature map layer by layer. Such a network structure will result in the low-level feature information loss in the final extracted features.

For the above mentioned problems, a sparse autoencoder based on acoustic features is proposed to classify the vehicle state. The original acoustic features are multidimensional Mel-cepstrum features and energy features. The autoencoder generates encoded features to classify the vehicle state from the original acoustic features, which improve the robustness of the algorithm. To verify the performance of the proposed algorithm, we collected a total of 829 samples for experiment, including three types of data: engine running (normal driving), brake and crash. Compared with four algorithms, the recognition rate based on the proposed method can reach 94.9%, which is 11.45% higher than that of the traditional
classification algorithm or 12.3% higher than the traditional CNN algorithm.

2 Acoustic Features

For traffic acoustic event detection, three types of vehicle states are important, which are engine running (normal driving) state, crake state and crash state. The waveform and spectrogram of three kinds of signal are shown in Figure 1. From the graph, three states have some obvious difference. For example, the waveform of the running signal is flat and its frequency range is below 800Hz. In addition, the waveform and the spectrogram of the crash signal have the obvious change. After the analysis, the valid features should be selected to reflect these differences.

Among many acoustic features, the Mel-Cepstral feature is widely used in sound event classification and speaker recognition. The Mel-Cepstral is a spectral feature which is calculated based on the non-linear relationship between the human ear’s auditory characteristics and signal frequency. However, the standard Mel-Cepstral only reflects the static characteristics of speech parameters. The dynamic characteristics of speech can be described by the differential spectrum of these features. The extracted features are differentiated to further strip the features, and obtain the information such as type and speed changes of the acoustic event. Combining the Mel-Cepstral feature with its difference can improve the recognition performance of the system.

In addition, different types of sounds have different energy values and change trends, so short-time energy and their statistical features are also computed. Table 1 describes the adopted 110 features.

| No. | features |
|-----|----------|
| 1-95 | Mel-Frequency Cepstral Coefficients (MFCC-0 to MFCC-12), averages of their 1st and 2nd order differences, their maximums, minimums, ranges, and standard deviations. |
| 96-110 | Short-term energy, averages of its 1st and 2nd order difference, its maximum, minimum, range, and standard deviation. |

3 Autoencoder for traffic acoustic event detection

The autoencoder is the neural network composed of several hidden layers and is an unsupervised learning algorithm. The general data representation from the input will be obtained by setting the target value as the input[7]. As shown in Fig.1, the autoencoder includes two parts: encoder and decoder. A number of hidden layers on the left of the graph form an encoder. The right hidden layers form a decoder, which has the same output as the encoder. In the middle of Figure 2, the output of the middle layer is the coded feature. In the process of the input reconfiguration, the data distribution is learned by the encoding and decoding process. At last, the data is compressed and coded, so the more compact features[8] are obtained.

For an autoencoder, \(x_i\) is the input, \(y_i\) is the output and \(\theta\) represents the parameters. The input \(x_i\) represents the 110-dimensional audio feature we extracted, and the output \(y_i\) is the optimized feature after the sparse autoencoder, which is also 110-dimensional. During the training, the goal of parameter optimization is:

\[
\min_\theta \sum_{i=1}^{N} \| x_i - y_i \|^2
\]  

(1)

By limiting the expected activation of the hidden unit to sparsity, a regularization term[9] is added to punish the deviations between the expected activation degree of the hidden unit and the target sparsity \(\rho\). So equation (1) is:

\[
\min_\theta \sum_{i=1}^{N} \| x_i - y_i \|^2 + \beta \sum_{j=1}^{M} sp(\rho \| \hat{\rho}_j )
\]  

(2)
where $sp(\rho \| \hat{\rho}_j)$ is the sparsity penalty term, which is computed as:

$$sp(\rho \| \hat{\rho}_j) = \rho \log \frac{\rho}{\hat{\rho}_j} + (1 - \rho) \log \frac{1 - \rho}{1 - \hat{\rho}_j} \quad (3)$$

Here, $\hat{\rho}_j$ is the average activation degree for all neurons in the hidden layer, $\rho$ is sparsity, $\beta$ is the penalty coefficient, and $m$ is the number of all neurons. By adding the sparsity limitation[10], most of the neurons in the autoencoder are suppressed, only a small number of neurons are active, which reduces the redundancy[11] of the network and increases the robustness of the model.

**Table 2. Parameters Setting.**

| Component | No. Layer | #Neurons | Activation |
|-----------|-----------|----------|------------|
| Encoder   | 1 Fully Connected Layer | 110      | ReLU       |
|           | 2 Fully Connected Layer | 96       | ReLU       |
|           | 3 Fully Connected Layer | 64       | ReLU       |
| Decoder   | 4 Fully Connected Layer | 96       | ReLU       |
|           | 5 Fully Connected Layer | 110      | -          |

The 5-layers autoencoder is constructed for learning the latent feature representation of traffic acoustic event, and its parameter settings are shown in Table 2. The workflow of the proposed autoencoder is shown in Fig.3. The training process is shown in Fig.3(a). At first, the autoencoder is trained to study the latent representation of the original acoustic features from the training set. The learning strategy is to reconstruct input signals to obtain the latent representation, and use gradient descent method to minimize the error between the reconstructed signal and the input signal. When the deviation reaches the set requirements, a trained autoencoder is constructed. Then, a softmax classifier is added to compute the deviation between its output and the real labels. The gradient of the deviation is calculated and the back propagation algorithm is used to tune the parameters of each layer. After the training is finished, its performance of trained autoencoder can be estimated by the test data. The test flow is shown in Fig.3(b).

4.2 Comparison of state-of-the-art recognition algorithms

The experimental evaluate the algorithm performance in a five-fold cross-validation manner. For a more valid assessment, Random Forest[12], KNN[15], CNN[16] and ConvNet performed the same experiments and comparisons on the same dataset.

| Classifier        | Overall recognition rate | Collision recognition rate |
|-------------------|--------------------------|----------------------------|
| Random Forests    | 82.7%                    | 84.8%                      |
| DNN               | 77.5%                    | 85.6%                      |
| CNN               | 82.6%                    | 90.1%                      |
| ConvNet           | 91.0%                    | 92.3%                      |
| Proposed method   | 94.9%                    | 97.9%                      |

Figure 3. The workflow of the proposed model

4 Experimental analysis

4.1. Experimental data and parameter setting

In this experiment, a total of 829 samples were collected for the three types of sound, such as engine running(normal driving), braking and crashing. Among them, there are 442 engine running (normal driving) sounds, 176 brake sounds and 211 crash sounds.

In order to improve the effectiveness of the algorithm, the voice activity detection is firstly done on the sample to remove the silent segment. The sample is then resampled at a frequency of 16000 Hz. Next, the sample is framed and the FFT is calculated, the number of FFT points is 512, and the frame overlap rate is 50%. The current general deep learning framework Caffe is used to build and train the network. Because the selection of hyperparameters in neural networks has a great impact on the training and the convergence state of the network, the final network hyperparameters are determined through multiple experiments and comparisons.

The comparison classifier and its parameters are: 1) Random forest[12], the maximum depth is 6, and the number of base estimators is 100; 2) ConvNet[13], a two-layer convolutional layer with convolution kernels of (110, 6) and (1, 3), with a full layer of 1,000 neurons; 3) k-nearest neighbors (KNN); 4) the support vector machine.
In addition, Table 3 additionally compares the recognition efficiency of various algorithms for collision sounds. The experimental results show that the proposed algorithm's recognition rate of collision sound is 3% more than the overall recognition rate, reaching 97.9%. This shows that the algorithm can be effectively applied to the traffic incident warning system to realize the timely alarm function of traffic accidents based on traffic state detection.

5 Conclusions

In order to provide auxiliary research for intelligent transportation and traffic safety development, an autoencoder based the acoustic feature for traffic event detection is proposed. In order to integrate the dynamic features of the sound, the algorithm extracts the multidimensional Mel-cepstrum features and energy features, and forms a 110 dimension feature vector. Then the 5-layers autoencoder based on the computed features is trained to improve the robustness. The experimental results show that the detection rate of traffic acoustic events reaches 94.9%, and the recognition rate of collision sounds reaches 97.9%. The proposed audio surveillance system may be used to monitor traffic accidents and save valuable time in rescue mission. In addition, the system can be embedded in the automatic driving system, which is conducive to the timely response of the self-driving car to the traffic state, greatly improving safety.
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