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Abstract

Bayesian optimization has demonstrated impressive success in finding the optimum location $x^\ast$ and value $f^\ast = f(x^\ast) = \max_{x \in \mathcal{X}} f(x)$ of the black-box function $f$. In some applications, however, the optimum value is known in advance and the goal is to find the corresponding optimum location. Existing work in Bayesian optimization (BO) has not effectively exploited the knowledge of $f^\ast$ for optimization. In this paper, we consider a new setting in BO in which the knowledge of the optimum value is available. Our goal is to exploit the knowledge about $f^\ast$ to search for the location $x^\ast$ efficiently. To achieve this goal, we first transform the Gaussian process surrogate using the information about the optimum value. Then, we propose two acquisition functions, called confidence bound minimization and expected regret minimization, which exploit the knowledge about the optimum value to identify the optimum location efficiently. We show that our approaches work both intuitively and quantitatively achieve better performance against standard BO methods. We demonstrate real applications in tuning a deep reinforcement learning algorithm on the CartPole problem and XGBoost on Skin Segmentation dataset in which the optimum values are publicly available.

1 Introduction

Bayesian optimization (BO) [3, 9, 19] is an efficient method for the global optimization of a black-box function. BO has been successfully employed in selecting chemical compounds [10], material design [7, 14], and in search for hyper-parameters of machine learning algorithms [20, 12, 5]. These recent results suggest BO is more efficient than manual, random, or grid search with better overall performance.

Bayesian optimization finds the global maximizer $x^\ast = \arg \max_{x \in \mathcal{X}} f(x)$ of the black-box function $f$ by incorporating prior beliefs about $f$ and updating the prior with samples drawn from this black-box function to get a posterior that better approximates $f$. The model used for approximating the black-box function is called the surrogate model. A popular choice for a surrogate model is the Gaussian process (GP) [17] although there are existing alternative options, such as random forest [11], deep neural network [21], Bayesian neural network [22] and Mondrian tree [25]. This surrogate model is then used to define an acquisition function which determines the next query of the black-box function.

Traditional Bayesian optimization approaches do not take into account the known optimum value $f^\ast = f(x^\ast)$, available in advance for some applications. For example, the optimal reward is available for common reinforcement learning benchmarks or we know the optimum accuracy of 100 in tuning classification algorithm for some datasets. The goal is to efficiently find the best hyper-parameters
for a deep reinforcement learning algorithm or a classification algorithm to produce the best performance using the fewest number of iterations.

In this paper, we consider a novel setting in Bayesian optimization where we know what we are looking for, but we do not know where it is. Specifically, we observe the knowledge about the optimum value \( f^* = \max_{x \in \mathcal{X}} f(x) \) and aim to search for the unknown optimum location \( x^* = \arg \max_{x \in \mathcal{X}} f(x) \) by utilizing \( f^* \) value.

We exploit the information about \( f^* \) into Bayesian optimization in the following ways. First, we use the knowledge of \( f^* \) to build a transformed GP surrogate model from the data. Our intuition in transforming a GP is based on the fact that the black-box function value \( f(x) \) should not be above the threshold \( f^* \) (since \( f^* \geq f(x), \forall x \in \mathcal{X} \) by definition). As a result, the GP surrogate should also follow this property. Second, we propose two acquisition functions which effectively make the informed decision based on observing \( f^* \) value. In the first acquisition function, We propose confidence bound minimization to select the location where we are certain (low GP variance) that the expected function value (GP mean) is the closest to the known optimum value. In the second acquisition function, we derive expected regret minimization, which minimizes the regret defined by the expected function value of a selected point and the known optimum value \( f^* \).

We validate our model using an extensive set of benchmark functions and tuning deep reinforcement learning algorithm where we observe the optimum value in advance. These experiments demonstrate that our proposed framework works both intuitively better and experimentally outperform the baseline.

Our main contributions are summarized as follows

- a first study of Bayesian optimization for exploiting the known optimum value \( f^* \) available.
- a transformed Gaussian process surrogate using the knowledge of \( f^* \).
- two novel acquisition functions to efficiently select the optimum location given \( f^* \).
- demonstration on tuning deep reinforcement learning algorithm and XGBoost.

## 2 Exploiting Known Optimum Value for Bayesian Optimization

We present a new approach for Bayesian optimization given the knowledge of optimum value \( f^* = \max_{x \in \mathcal{X}} f(x) \). Our goal is to utilize this knowledge to improve BO performance in finding the unknown optimum location \( x^* = \arg \max_{x \in \mathcal{X}} f(x) \). We first encode \( f^* \) to build an informed GP surrogate model through transformation and then we propose two acquisition functions which effectively exploit the information of \( f^* \).

### 2.1 Transformed Gaussian Process

We make use of the knowledge about the optimum value to control the GP surrogate model through transformation. Our transformation starts with the key observation that the function value \( f(x) \) should not be greater than the optimal value \( f^* \), by definition of \( f^* \) being a maximum value. Therefore, the desired GP surrogate should not go above this threshold. Based on this intuition, we propose the GP transformation given \( f^* \) as follows

\[
    f(x) = f^* - \frac{1}{2} g^2(x) \quad \text{and} \quad g(x) \sim GP(\sqrt{2f^*}, K).
\]

Using this transformation, the desired property about the function is always held \( f^* \geq f(x), \forall x \in \mathcal{X} \) as \( g^2(x) \geq 0 \). We have chosen the non-zero prior mean for \( g(x) \) as \( \sqrt{2f^*} \) so that the mean prior of \( f \) is zero - as a common practice in GP modeling where the output is standardized around zero \( y \sim \mathcal{N}(0, 1) \). Given the observations \( \mathcal{D}_f = \{(x_i, y_i)\}_{i=1}^N \), we can compute the observations for \( g \) as \( \mathcal{D}_g = \{(x_i, g_i)\}_{i=1}^N \) where \( g_i = \sqrt{2(f^* - y_i)} \). Then, we can write the posterior of \( p(g | \mathcal{D}_g, f^*) \sim \mathcal{N}(\mu_g(x), \sigma_g^2(x)) \) as \( \mu_g(x) = m_0 + k, K^{-1}(g - m_0) \) and \( \sigma_g^2(x) = k_{xx} - k, K^{-1}k_{x} \) where \( m_0 = \sqrt{2f^*} \) is the non-zero prior mean [17].

The above transformation causes the distribution for any \( f \) to become a non-central \( \chi^2 \) process, making the analysis intractable. In order to tackle this problem and obtain a posterior distribution \( p(f | \mathcal{D}_f, f^*) \) that is also Gaussian, we employ an approximation technique presented in [8, 18]. That is, we perform a local linearization of the transformation \( h(g) = f^* - \frac{1}{2} g^2(x) \) around \( g_0 \) and
obtain \( f \approx h(g_0) + h'(g_0)(g-g_0) \) where the gradient \( h'(g_0) = -g \). Following [8, 18], we set \( g_0 = \mu_g \) to the mode of the posterior distribution \( p(g \mid .) \) and obtain an expression for \( f \) as

\[
f(\mathbf{x}) \approx f^* - \frac{1}{2} \mu^2_g(\mathbf{x}) - \mu_g(\mathbf{x})[g(\mathbf{x}) - \mu_g(\mathbf{x})] = f^* + \frac{1}{2} \mu^2_g(\mathbf{x}) - \mu_g(\mathbf{x})g(\mathbf{x}).
\]

Since the linear transformation of a Gaussian process remains Gaussian, the predictive posterior distribution for \( f \) now has a closed form for \( p(f \mid .) = \mathcal{N}(f \mid \mu, \sigma) \) where the predictive mean and variance are given by

\[
\mu(\mathbf{x}) = f^* - \frac{1}{2} \mu^2_g(\mathbf{x}) \quad \text{(1)} \quad \sigma(\mathbf{x}) = \mu_g(\mathbf{x})\sigma_g(\mathbf{x})\mu_g(\mathbf{x}). \quad \text{(2)}
\]

These above Eqs. (1) and (2) are the key to compute our acquisition functions in the next sections. As the effect of transformation, the predictive uncertainty \( \sigma(\mathbf{x}) \) of the transformed GP becomes larger than in the case of vanilla GP at the location where \( \mu(\mathbf{x}) \) is low. This is because \( \mu_g(\mathbf{x}) \) is high when \( \mu(\mathbf{x}) \) is low and thus \( \sigma(\mathbf{x}) \) is high in Eq. (2). This property may let other acquisition functions (e.g., UCB, EI) explore more aggressively than should be. We further examine these effects in the supplement.

We visualize the property of our transformed GP and compare with the vanilla GP in Fig. 1 (top row). By transforming GP using \( f^* \), we encode the knowledge about \( f^* \) into the surrogate model and thus is able to control the surrogate model going below \( f^* \) as desired while vanilla GP is not.

### 2.2 Confidence Bound Minimization

In this section, we introduce the confidence bound minimization (CBM) to efficiently select the (unknown) optimum location \( \mathbf{x}^* \) given \( f^* = f(\mathbf{x}^*) \) value. Our idea is based on the underlying concept of GP-UCB [23]. We consider the GP surrogate at any location with high probability

\[
\mu(\mathbf{x}) - \sqrt{\beta_\ell \sigma(\mathbf{x})} \leq f(\mathbf{x}) \leq \mu(\mathbf{x}) + \sqrt{\beta_\ell \sigma(\mathbf{x})}.
\]

where \( \beta_\ell \) is a hyper-parameter. Given the knowledge of \( f^* \), we find the next point to evaluate \( \mathbf{x}_i \) by minimizing the confidence bound around the location \( \sigma(\mathbf{x}_i) \) with the estimated value \( \mu(\mathbf{x}_i) \) closing to the optimum value \( f^* \). That is

\[
\mathbf{x}_{i+1} = \arg\min_{\mathbf{x} \in \mathcal{X}} \alpha^{CBM+f^*}_{\ell}(\mathbf{x}) = \arg\min_{\mathbf{x} \in \mathcal{X}} |\mu(\mathbf{x}) - f^*| + \beta_\ell \sigma(\mathbf{x})
\]

where \( \mu(\mathbf{x}) \) and \( \sigma(\mathbf{x}) \) are the GP mean and variance computed from Eq. (1) and Eq. (2) respectively. We follow [23] to set the parameter for \( \beta_\ell \) which controls the level of exploration. In the above objective function, we aim to quickly locate the area which potentially contains an optimum. Since the acquisition function is non-negative \( \alpha^{CBM+f^*}_{\ell}(\mathbf{x}) \geq 0, \forall \mathbf{x} \in \mathcal{X} \), it takes its minimum value at the ideal location where \( \mu(\mathbf{x}_i) = f^* \) and \( \sigma(\mathbf{x}_i) = 0 \). When these two conditions are met, we can conclude that \( f(x_i) = f(x^*) \) and thus \( x_i \) is what we are looking for, as the property of Eq. (3).

Because the CBM involves a hyper-parameter \( \beta_\ell \) to which performance can be sensitive, we below propose another acquisition function taking the knowledge of \( f^* \) using no hyper-parameter.

### 2.3 Expected Regret Minimization

We next develop the second acquisition function to exploit the knowledge about the known optimum value, called expected regret minimization (ERM). We start with the regret function \( r(\mathbf{x}) = f^* - f(\mathbf{x}) \) where \( f^* = \max_{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}) \) is the known global optimum value. The likelihood of regret \( r(\mathbf{x}) \) on a normal posterior distribution is as follows

\[
p(r(\mathbf{x})) = \frac{1}{\sqrt{2\pi}\sigma(\mathbf{x})} \exp \left( -\frac{1}{2} \frac{[\mu(\mathbf{x}) - f^* + r(\mathbf{x})]^2}{\sigma^2(\mathbf{x})} \right).
\]

As a end goal in optimization is to minimize the regret, we consider our acquisition function to minimize this expected regret as \( \alpha^{ERM+f^*}_{\ell}(\mathbf{x}) = \mathbb{E}[r(\mathbf{x})] \). Using the likelihood function in Eq. (8), we write the expected regret minimization acquisition function as

\[
\alpha^{ERM+f^*}_{\ell}(\mathbf{x}) = \mathbb{E}[r(\mathbf{x})] = \int_0^\infty \frac{r}{\sqrt{2\pi}\sigma(\mathbf{x})} \exp \left( -\frac{1}{2} \frac{[\mu(\mathbf{x}) - f^* + r(\mathbf{x})]^2}{\sigma^2(\mathbf{x})} \right) dr.
\]
Let \( z = \frac{\mu(x) - f^*}{\sigma(x)} \), we obtain the closed-form computation as follows

\[
\alpha_{\text{ERM}+f^*}(x) = \sigma(x) \phi(z) + (f^* - \mu(x))(1 - \Phi(z))
\]

where \( \phi(z) \) and \( \Phi(z) \) are the standard normal pdf and cdf, respectively. To select the next point, we minimize this acquisition function which is equivalent to minimizing the expected regret,

\[
x_t+1 = \arg \min_{x \in \mathcal{X}} \alpha_{\text{ERM}+f^*}(x) = \arg \min_{x \in \mathcal{X}} \mathbb{E}[r(x)].
\]

Our choice in Eq. (7) is where to minimize the expected regret. We can see that this acquisition function is always positive \( \alpha_{\text{ERM}+f^*}(x) \geq 0, \forall x \in \mathcal{X}^* \). It is minimized at the ideal location \( x^* \), i.e., \( \alpha_{\text{ERM}+f^*}(x_*) = \mathbb{E}[r(x_*)] = 0 \), when \( f^* - \mu(x_*) = 0 \) and \( \sigma(x_*) = 0 \). This case happens at the desired location when the expected regret is zero.

**Algorithm.** We summarize all steps in Algorithm 1. Given the original observation \( \{x_i, y_i\}_{i=1}^N \) and \( f^* \), we compute \( g_i = \sqrt{2(f^* - y_i)} \), then build a transformed GP using \( \{x_i, g_i\}_{i=1}^N \). Using a transformed GP, we can predict mean \( \mu(x) \) and uncertainty \( \sigma(x) \) at any location \( x \) from Eqs. (1) and (2) which are used to compute the CBM and ERM acquisition functions in either Eq. (4) or
Algorithm 1 Bayesian optimization exploiting the knowledge of optimum value.

Input: \#iter \( T \), optimum value \( f^* = \max_{x \in X} f(x) \)

1: while \( t \leq T \) and \( f^* > \max_{y_i \in D_t} y_i \) do
2: \hspace{2em} Construct a transformed Gaussian process surrogate model from \( D_t \) and \( f^* \).
3: \hspace{2em} Select \( x_t = \arg \min_{x \in X} \alpha_t^{\text{ERM}}(x) \), or \( \alpha_t^{\text{CBM}}(x) \), using the above transformed GP model.
4: \hspace{2em} Evaluate \( y_t = f(x_t) \), set \( g_t = \sqrt{2(f^* - y_t)} \) and augment \( D_t = D_{t-1} \cup (x_t, y_t, g_t) \).
5: \hspace{2em} end while

Output: \( D_T \)

Eq. (7). Our formulas are in closed-forms and the algorithm is easy to implement. In addition, our computational complexity is as cheap as the GP-UCB and EI.

Discussion. Although our ERM is inspired by the EI in the way that we define the regret function and take the expectation, the resulting approach is different in the following. The original EI strategy is to balance exploration and exploitation, i.e., prefers high GP mean and high GP variance. On the other hand, ERM will not encourage such trade-off directly. Instead, ERM selects the point to minimize the expected regret \( \mathbb{E}[f^* - f(x)] \) with \( \mu(x) \) closer to the known \( f^* \) while having low variance to make sure that the GP estimation at our chosen location is correct. Then, if the chosen location turns out to be not expected (e.g., poor function value), ERM will move to another place which minimizes the expected regret using the updated GP. Therefore, these behaviors of EI and our ERM are radically different.

Illustration of CBM and ERM

We illustrate our proposed CBM and ERM comparing to the standard UCB and EI in both vanilla GP and transformed GP settings in Fig. 1. Our acquisition functions make use of the knowledge of \( f^* \) to make an informed decision about where we should query. That is, CBM and ERM will select the location where the GP mean \( \mu(x) \) is close to the optimal value \( f^* \) and we are highly certain about it - or low \( \sigma(x) \). On the other hand, GP-UCB and EI will always keep exploring as the principle of explore-exploit without using the knowledge of \( f^* \). As the results, GP-UCB and EI can not identify the unknown location \( x^* \) efficiently as opposed to our acquisition functions.

3 Experiments

The main goal of our experiments is to show that we can effectively exploit the usefulness of the known optimum value to improve Bayesian optimization performance. We first demonstrate the efficiency of our model on benchmark functions. Then, we perform hyper-parameter optimization for a deep reinforcement learning task on CartPole problem and a XGBoost classification on Skin Segmentation dataset where the optimum values are publicly available. We provide additional experiments in the supplement.

Baselines. To the best of our knowledge, there is no baseline in directly using the known optimum value for BO. We select to compare our model with the vanilla BO without knowing the optimum value including the GP-UCB [23] and EI [15]. In addition, we create two other baselines which can incorporate the value of \( f^* \) into the decision function including EI+\( f^* \) (using \( f^* \) as the incumbent) and MES+\( f^* \) (using \( f^* \) instead of sampling from either Thompson or Gumbel sampling).

Experimental setting. The experiments are independently performed 20 times. All implementations are in Python. We run the deep reinforcement learning experiment on a NVIDIA GTX 1080 GPU machine. We use the squared exponential kernel \( k(x, x') = \exp \left( -\frac{||x-x'||^2}{\sigma_l^2} \right) \) where \( \sigma_l \) is chosen by maximizing the GP marginal likelihood, the input is scaled \( x \sim [0, 1]^d \) and the output is standardized \( y \sim \mathcal{N}(0, 1) \) for robustness.

We follow Theorem 3 in [23] to specify \( \beta_t = 2f^* + 300 \log^3(t/\delta) \). Our CBM and ERM use a transformed Gaussian process (Sec. 2.1) in all experiments. We learn empirically that using a
transformed GP as a surrogate will boost the performance for our CBM and ERM significantly against the case of using vanilla GP. We run all baselines using both surrogates and report the best performance from the two settings. We present these details of experiments in the supplement.

### 3.1 Comparison on benchmark function given the known optimum value

We perform optimization tasks on 6 common benchmark functions\(^1\). For these functions, we assume that the optimum value \(f^*\) is available in advance which will be given to the algorithm. We use the simple regret for comparison, defined as \(f^* - \max_{i \leq t} f(x_i)\) for maximization problem.

The experimental results are presented in Fig. 2 which shows that our proposed CBM and ERM are among the best approaches over all problems considered. This is because our framework has utilized the additional knowledge of \(f^*\) to build an informed surrogate model and decision functions. Especially, ERM outperforms all methods by a wide margin. While CBM can be sensitive to the hyper-parameter \(\beta_t\), ERM has no parameter and is thus more robust.

Particularly, our approaches exploiting \(f^*\) perform significantly better than the non-exploiting \(f^*\) baselines in gSobol and Alpine1 functions. These high dimensional functions are typically challenging for optimization without the knowledge of \(f^*\).

---

\(^1\)https://www.sfu.ca/~ssurjano/optimization.html
3.2 Tuning machine learning algorithms with optimal values available

A popular application of BO is for hyper-parameter tuning of machine learning models. Some machine learning tasks come with the known optimal value in advance. We consider tuning (1) a deep reinforcement learning task on a CartPole problem [2] and (2) a classification task using XGBoost on a Skin dataset. Further detail of the experiment is described in the supplement.

Deep Reinforcement Learning. CartPole is a pendulum with a center of gravity above its pivot point. The goal is to keep the cartpole balanced by controlling a pivot point. The reward performance in CartPole is often averaged over 100 consecutive trials. The maximum reward is known from the literature as $f^* = 200$.

We then use a deep reinforcement learning (DRL) algorithm to solve the CartPole problem and use Bayesian optimization to optimize this DRL algorithm. In particular, we select to use the advantage actor critic (A2C) algorithm [24] which possesses three sensitive hyper-parameters including the discount factor $\gamma$, the learning rate for actor model $\alpha_1$ and the learning rate for critic model $\alpha_2$. We choose not to optimize the deep learning architecture for simplicity. We use Bayesian optimization given the known optimum value of 200 to find the best hyper-parameters for the A2C algorithm. We present the results in Fig. 3 where our $ERM+f^*$ reaches the optimal performance after 20 iterations outperforming all other baselines. In Fig. 3 Left, we visualize the selected point $\{x_t\}_{t=1}^T$ by our ERM acquisition function. Our ERM initially explores at several places and then exploits in the high value region (yellow dots).

| Known $f^* = 100$ (Accuracy) |
|-------------------------------|
| Variables | Min | Max | Found $x^*$ |
| min child weight | 1 | 20 | 4.66 |
| colsample bytree | 0.1 | 1 | 0.99 |
| max depth | 5 | 15 | 9.71 |
| subsample | 0.5 | 1 | 0.77 |
| alpha | 0 | 10 | 0.82 |
| gamma | 0 | 10 | 0.51 |

Table 1: Hyper-parameters for XGBoost.

XGBoost Classification. We demonstrate a classification task using XGBoost [4] on a Skin Segmentation dataset where we know the best accuracy is $f^* = 100$, as shown in Table 1 of [13].

---

2https://gym.openai.com/envs/CartPole-v0/
3https://archive.ics.uci.edu/ml/datasets/skin+segmentation
Figure 5: Experiments with ERM in the maximization problem. Over-specifying is when the value of $f^*$ is larger than the true optimal value and under-specifying is when the value of $f^*$ is smaller than the true. Left: the true $f^* = 3.86$ for Hartmann. Right: the true $f^* = 0$ for gSobol. Both cases of misspecifying $f^*$ will degrade the performance.

The Skin Segmentation dataset is split into 15% for training and 85% for testing for a classification problem. There are 6 hyper-parameters for XGBoost [4] which is summarized in Table 1. To optimize the integer (ordinal) variables, we round the scalars to the nearest values in the continuous space. We present the result in Fig. 4. Our proposed ERM+$f^*$ is the best approach, outperforming all the baselines by a wide margin. This demonstrates the benefit of exploiting the optimum value $f^*$ in Bayesian optimization.

3.3 What happens if we misspecify the optimum value

We provide further analysis for our model by considering the counterfactual setting. That is, we set the $f^*$ to a value which is not the true optima of the black-box function. Specifically, we over-specify $f^*$ larger and under-specify $f^*$ smaller than the true value in a maximization problem.

We experiment with our ERM using this misspecified setting of $f^*$ in Fig. 5. The results suggest that our algorithm using the true value ($f^* = 3.86$ for Hartmann and $f^* = 0$ for gSobol) will have the best performance. Both over-specifying and under-specifying the optimum value $f^*$ will return worse performance. Especially, under-specifying case will result in worse performance than over-specifying. This is because our acquisition function will keep exploiting the area once being found wrongly as the optimal. On the other hand, if we over-specify $f^*$, our algorithm will keep finding the optimum because it can not find the point where both conditions are met $\sigma(x_t) = 0$ and $f^* = \mu(x_t)$.

Discussion. We make the following observations. If we know the true $f^*$ value, ERM+$f^*$ will bring the best result. If we do not know the exact $f^*$ value, but know its over-specified value, we can either use ERM+$f^*$ or vanilla EI. If we do not know the true $f^*$ at all, we should use the vanilla EI or other acquisition functions for the best performance.

4 Conclusion and Future Work

In this paper, we have considered a new setting in Bayesian optimization with known optimum value. We present a transformed Gaussian process surrogate to model the objective function better by exploiting the knowledge of $f^*$. Then, we propose two decision strategies which can exploit the function optimum value to make informed decisions. Our approaches are intuitively simple and easy to implement. By using extra knowledge of $f^*$, we demonstrate that our ERM can converge quickly to the optimum in benchmark functions and real-world applications.

In future work, we can expand our algorithm to handle batch setting for parallel evaluations. We can also extend this work to other classes of surrogate functions such as Bayesian neural networks [16] and deep Gaussian process [6].
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As a ultimate goal in optimization is to minimize the regret, we consider our acquisition function \( \alpha \) to minimize this expected regret as

\[
\mathcal{D} \quad \text{Zi Wang, Clement Gehring, Pushmeet Kohli, and Stefanie Jegelka. Batched large-scale Reinforcement learning: An introduction}
\]

\[
\text{In the supplementary material, we provide the derivation for the expected regret minimization and additional details about the experiments.}
\]

\[
\text{Appendix}
\]

\[
\text{In the supplementary material, we provide the derivation for the expected regret minimization and additional details about the experiments.}
\]

\[
\text{A.1 Derivation for Expected Regret Minimization}
\]

\[
\text{We are given an optimization problem } x^* = \arg \max_{x \in \mathcal{X}} f(x) \text{ where } f \text{ is a black-box function that we can evaluate pointwise. Let } D = \{ x_i \in \mathcal{X}, y_i \in \mathcal{R} \}_{i=1}^i \text{ be the observation set including an input } x_i, \text{ an outcome } y_i \text{ and } \mathcal{X} \in \mathcal{R}^d \text{ be the bounded search space. We define the regret function } \mathcal{R}(x) = f^* - f(x) \text{ where } f^* = \max_{x \in \mathcal{X}} f(x) \text{ is the known global optimum value. The likelihood of the regret } \mathcal{R}(x) \text{ on a normal posterior distribution is as follows}
\]

\[
p(r(x)) = \frac{1}{\sqrt{2\pi} \sigma (x)} \exp \left( -\frac{1}{2} \frac{(\mu(x) - f^* + r(x))^2}{\sigma^2(x)} \right).
\]

\[
\text{The expected regret can be written using the likelihood function in Eq. (8), we obtain}
\]

\[
\mathbb{E}[r(x)] = \int_0^\infty \frac{r}{\sqrt{2\pi} \sigma (x)} \exp \left( -\frac{1}{2} \frac{(\mu(x) - f^* + r(x))^2}{\sigma^2(x)} \right) dr(x).
\]

\[
\text{As a ultimate goal in optimization is to minimize the regret, we consider our acquisition function to minimize this expected regret as } \alpha^{ERM+f^*}(x) = \mathbb{E}[r(x)]. \text{ Let } t = \frac{\mu(x) - f^* + r(x)}{\sigma(x)}, \text{ then } r(x) = t \times \sigma(x) - \mu(x) + f^* \text{ and } dt = \frac{\sigma(x)}{\sigma(x)} dr(x). \text{ We write } \alpha^{ERM+f^*}(x) \text{ as}
\]

\[
\alpha^{ERM+f^*}(x) = \int_{\frac{\mu(x) - f^*}{\sigma(x)}}^{\frac{\mu(x) - f^*}{\sigma(x)}} \frac{t \times \sigma(x) + f^* - \mu(x)}{\sqrt{2\pi} \sigma(x)} \exp \left( \frac{1}{2} \frac{t^2}{\sigma^2(x)} \right) \times \sigma(x) dt
\]

\[
= \sigma(x) \int_{\frac{\mu(x) - f^*}{\sigma(x)}}^{\frac{\mu(x) - f^*}{\sigma(x)}} \frac{t}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \frac{t^2}{\sigma^2(x)} \right) dt + f^* - \mu(x) \int_{\frac{\mu(x) - f^*}{\sigma(x)}}^{\frac{\mu(x) - f^*}{\sigma(x)}} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \frac{t^2}{\sigma^2(x)} \right) dt.
\]

\[
(9)
\]
We compute the first term in Eq. (9) as
\[
\sigma(x)\int_{t=-\infty}^{\infty} \frac{t}{\sqrt{2\pi}} \exp\left(-\frac{1}{2}t^2\right) dt = \frac{\sigma(x)}{\sqrt{2\pi}} \left[-\exp\left(-\frac{1}{2} \left(\frac{\mu(x) - f^* + r(x)}{\sigma(x)}\right)^2\right)\right]_{r=0}^{r=\infty} = \sigma(x)N\left(\frac{\mu(x) - f^*}{\sigma(x)} \mid 0, 1\right).
\]

Next, we compute the second term in Eq. (9) as
\[
[f^* - \mu(x)] \int_{t=-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{1}{2}t^2\right) dt = [f^* - \mu(x)] \left\{ \int_{-\infty}^{r} \mathcal{N}(t \mid 0, 1) dt - \int_{-\infty}^{0} \mathcal{N}(t \mid 0, 1) dt \right\} = [f^* - \mu(x)] \left[1 - \Phi\left(\frac{\mu(x) - f^*}{\sigma(x)}\right)\right].
\]

Let \(z = \frac{\mu(x) - f^*}{\sigma(x)}\), we obtain the acquisition function as follows
\[
\alpha_{\text{ERM+}f^*}(x) = \sigma(x) \phi(z) + (f^* - \mu(x))(1 - \Phi(z))
\]
where \(\phi(z) = \mathcal{N}(z \mid 0, 1)\) is the standard normal pdf and \(\Phi(z)\) is the cdf. To select the next point, we minimize this acquisition function which is equivalent to minimize the expected regret \(\mathbb{E}[r(x)]\)
\[
x_{t+1} = \arg\min_{x \in \mathcal{X}} \alpha_{\text{ERM+}f^*}(x) = \arg\min_{x \in \mathcal{X}} \mathbb{E}[r(x)].
\]

We can see that this acquisition function is minimized \(\alpha_{\text{ERM+}f^*}(x_t) = \mathbb{E}[r(x_t)] = 0\) when \(f^* = \mu(x_t)\) and \(\sigma(x_t) = 0\). Our chosen point \(x_t\) is the one which offers the smallest expected regret. We aim to find the point with the desired property of \(\mathbb{E}[r(x_t)] = 0\).

A.2 Experiments Appendix

We first describe the two baselines used in the experiments: expected improvement using \(f^*\) incumbent (EI+\(f^*\)) and MES using \(f^*\) (MES+\(f^*\)). Then, we provide additional information about the deep reinforcement learning experiment in the main paper. Next, we illustrate the experiments of our proposed acquisition function in vanilla GP and transformed GP. We show that our acquisition functions perform better with the transformed GP than the vanilla GP. Although the transformed GP is ideal for our acquisition functions, we show that it may not be useful for the EI and GP-UCB.

A.2.1 Baselines

For completeness, we describe the two baseline acquisition functions which can take the known optimum value \(f^*\).

**Expected improvement with \(f^*\) incumbent (EI+\(f^*\)).** We have the closed-form acquisition function for EI [15] using \(f^*\) as the incumbent to improve from
\[
\alpha_{\text{EI+}f^*}(x \mid f^*) = \sigma(x) \phi\left(\frac{\mu(x) - f^*}{\sigma(x)}\right) + [\mu(x) - f^*] \Phi\left(\frac{\mu(x) - f^*}{\sigma(x)}\right)
\]
where \(\phi\) is the standard normal p.d.f. and \(\Phi\) is the standard normal c.d.f. We note that this baseline is radically different from our proposed ERM as discussed in Sec. 3.2.

**Max-value entropy search with \(f^*\) (MES+\(f^*\)).** MES [26] considers maximizing the information gained about the optima value \(f^*\). When \(f^*\) is not known in advance, Wang et al [26] utilizes either Thompson sampling or Gumbel sampling to generate a collection of \(f^*\) samples. In our known optimum value setting, because \(f^*\) is observed, we can use the known \(f^*\) value directly to the above equation to obtain
\[
\alpha_{\text{MES+}f^*}(x \mid f^*) = \frac{f^* - \mu(x)}{\sigma(x)} \phi\left(\frac{f^* - \mu(x)}{\sigma(x)}\right) - \log \left[\Phi\left(\frac{f^* - \mu(x)}{\sigma(x)}\right)\right]
\]
where \(\mu(x), \sigma(x)\) are the GP predictive mean and predictive variance, \(f^*\) is the known optimum value, \(\Phi\) is the standard normal c.d.f. and \(\phi\) is the standard normal p.d.f.
A.2.2 Details of Advantage Actor Critic on CartPole problem

We use the advantage actor critic (A2C) [24] as the deep reinforcement learning algorithm to solve the CartPole problem [2]. This A2C is implemented in Tensorflow [1] and run on a NVIDIA GTX 2080 GPU machine. In A2C, we use two neural network models to learn \( Q(s,a) \) and \( V(s) \) separately. In particular, we use a simple neural network architecture with 2 layers and 10 nodes in each layer. The range of the used hyper-parameters in A2C and the found optimal parameter are summarized in Table 2.

We illustrate the reward performance over 500 training episodes using the found optimal parameter \( x^* = \arg\max_{x \in X} f(x) \) value in Fig. 6. In particular, we plot the raw reward and the average reward over 100 consecutive episodes - this average score is used as the evaluation output. Our A2C with the found hyper-parameter will take around 300 episodes to reach the optimum value \( f^* = 200 \).

A.2.3 Comparison using vanilla GP and transformed GP

In this section, we empirically compare the proposed transformed Gaussian process (using the knowledge of \( f^* \)) presented in the Sec. 3.1 of the main paper and the vanilla Gaussian process [17] as the surrogate model for Bayesian optimization. We then test our ERM and EI on the two surrogate models. After the experiment, we learn that the transformed GP is more suitable for our ERM while it may not be ideal for the EI.

**ERM+\( f^* \).** We perform experiments on ERM acquisition function using two surrogate models as vanilla Gaussian process (GP) and transformed Gaussian process (TGP). Our acquisition function performs better with the transformed GP. The TGP exploits the knowledge about the optimum value \( f^* \) to construct the surrogate model. Thus, it is more informative and can be helpful in high dimension functions, such as Alpine1 \( D = 5 \) and gSobol \( D = 5, D = 10 \), in which the ERM on TGP achieves much better performance than ERM on GP. On the simpler functions, such as bramin and hartmann, the transformed GP surrogate achieves comparable performances with the vanilla GP. We visualize all results in Fig. 7.

**Expected Improvement (EI).** We then test the EI acquisition function on two surrogate models of vanilla Gaussian process and our transformed Gaussian process (using \( f^* \)) in Fig. 8. In contrast to the case of ERM above, we show that the EI will perform well on the vanilla GP, but not on the TGP. This can be explained by the side effect of the GP transformation as follows. From Eq. (1) in the main paper, when the location has poor (or low) prediction value \( \mu(x) = f^* - \frac{1}{2}\mu^2(x) \), we
Figure 7: Experiments with ERM acquisition function on vanilla Gaussian process (GP) and transformed Gaussian process (TGP). Our acquisition function using the transformed GP consistently performs better than using the vanilla GP. Particularly, the TGP will be more useful in high-dimensional functions of Alpine1 $D = 5$ and gSobol $D = 5, D = 10$ functions. In these functions, ERM on TGP will outperform ERM on GP by a wide margin.
will have large value $\mu_g(x)$. As a result, this large value of $\mu_g(x)$ will make the uncertainty larger
$\sigma(x) = \mu_g(x)\sigma_g(x)\mu_g(x)$ from Eq. (2) in the main paper. Therefore, TGP will make an additional
uncertainty $\sigma(x)$ at the location where $\mu(x)$ is low.

Under the additional uncertainty effect of TGP, the expected improvement may spend more iterations
to explore these uncertainty area and take more time to converge than the case of using the vanilla
GP. We note that this effect will also happen to the GP-UCB and other acquisition functions, which
rely on exploration-exploitation trade-off.

In high dimensional function of gSobol $D = 10$, TGP will make the EI explore aggressively due to
the high uncertainty effect (described above) and thus result in worse performance. That is, it keeps
exploring at poor region in the first 100 iterations (see bottom row of Fig. 8).

Discussion. The transformed Gaussian process (TGP) surrogate takes into account the knowledge
of optimum value $f^*$ to inform the surrogate. However, this transformation may create additional
uncertainty at the area where function value is low. While our proposed acquisition function ERM
and CBM will not suffer this effect, the existing acquisition functions of EI and UCB will. There-
fore, we only recommend to use this TGP with our acquisition functions for the best optimization
performance.
Figure 8: Experiments with EI acquisition function using the surrogate models as GP and TGP. Although the TGP exploits the knowledge about the optimum value $f^*$ to construct the informed surrogate model, it brings the side effect of transformation in making additional GP predictive uncertainty. As a result, the EI will explore more aggressively using TGP and thus obtain worse performance comparing to the case of using vanilla GP.