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Abstract. We study the high-dimensional limit of (projective) Stiefel and Grassmann manifolds as metric measure spaces in Gromov’s topology. The limits are either the infinite-dimensional Gaussian space or its quotient by some mm-isomorphic group actions, which are drastically different from the manifolds. As a corollary, we obtain some asymptotic estimates of the observable diameter of (projective) Stiefel and Grassmann manifolds.

1. Introduction

Gromov developed the metric geometric theory of metric measure spaces, say mm-spaces (see [5,16]). There he defined a concept of convergence, which we prefer to call weak convergence, of mm-spaces by the convergence of the sets of 1-Lipschitz continuous functions on the spaces. This is a weaker version of measured Gromov-Hausdorff convergence. In fact, a measured Gromov-Hausdorff convergent sequence converges weakly to the same limit, however the converse does not necessarily hold. The idea of the definition of weak convergence came from the concentration of measure phenomenon due to Lévy and Milman (see [6,8,9,13]). In fact, since any function on a one-point mm-space is constant, a sequence \( \{X_n\}_{n=1}^\infty \) of mm-spaces converges weakly to a one-point mm-space if and only if any 1-Lipschitz function on \( X_n \) is almost constant for all sufficiently large \( n \), which is just the concentration of measure phenomenon. Lévy’s celebrated lemma [9] is rephrased as that the sequence of unit spheres in Euclidean spaces converges weakly to a one-point mm-space as dimension diverges to infinity.

It is a natural problem to study the weak limit of a non-Gromov-Hausdorff precompact sequence of specific manifolds, such as homogeneous manifolds, as dimension diverges to infinity. In our main theorems, we observe that the high-dimensional weak limits of (projective) Stiefel and Grassmann manifolds are drastically different from the manifolds in the sequence. This kind of phenomenon is never seen in the Gromov-Hausdorff convergence.

For \( n = 1, 2, \ldots, \infty \), we call the mm-space \( \Gamma^n := (\mathbb{R}^n, \| \cdot \|, \gamma^n) \) the \( n \)-dimensional (standard) Gaussian space, where \( \| \cdot \| \) is the \( l^2 \) (or Euclidean) norm and \( \gamma^n \) the \( n \)-dimensional standard Gaussian measure on \( \mathbb{R}^n \). If \( n = \infty \), then \( \| \cdot \| \) takes values in \([0, +\infty]\). Let \( F \) be one of \( \mathbb{R} \), \( \mathbb{C} \), and \( \mathbb{H} \), where \( \mathbb{H} \) is the algebra of quaternions, and let \( M_{N,n}^F \) denote the set of \( N \times n \) matrices over \( F \). Recall that the \((N, n)\)-Stiefel manifold over \( F \), say \( V_{N,n}^F \), is defined to be the submanifold of \( M_{N,n}^F \) consisting of matrices with orthonormal column vectors. We equip Stiefel manifolds with the mm-structure induced from the Frobenius norm and the
Haar probability measure. We set $N^F := N \cdot \dim \mathbb{R} F$ for a number $N$. Let \( \{n_N\}_{N=1}^\infty \) be a sequence of positive integers such that $n_N \leq N$ for all $N$. We consider the following condition (*) for the sequence \( \{n_N\} \).

\[ (*) \quad \text{There exists a number } c \in (0, 1) \text{ such that } \sup_N \left( 2 \log n_N - \frac{c}{4} \sqrt{\frac{N}{n_N^3}} \right) < \infty. \]

Note that we have (*) for $n_N = O(N^p)$, $0 \leq p < 1/3$ (see Remark 3.10(3)). One of our main theorems is stated as follows.

**Theorem 1.1.** If \( \{n_N\} \) satisfies (*), then the \( (N, n_N) \)-Stiefel manifold $V^F_{N,n_N}$ with distance multiplied by $\sqrt{N^F - 1}$ converges weakly to the infinite-dimensional Gaussian space $\Gamma^\infty$ as $N \to \infty$.

Note that the infinite-dimensional Gaussian space is not an mm-space in the ordinary sense and is defined as an element of a natural compactification of the space of isomorphism classes of mm-spaces. In the case where $n_N = 1$, the manifold $V^F_{N,1} = V^F_{1,1}$ is a sphere in a Euclidean space, for which the weak limit was obtained in [16, 17].

To specify the high-dimensional weak limit of Grassmann and projective Stiefel manifolds, we need some notations. Denote by $U^F(n)$ the $F$-unitary group of size $n$, i.e., $U^F(n)$ is the orthogonal group if $F = \mathbb{R}$, the complex unitary group if $F = \mathbb{C}$, and the quaternionic unitary group if $F = \mathbb{H}$. $U^F(n)$ acts on $M^F_{N,n}$ by right multiplication. We define the infinite-dimensional Gaussian measures on $M^F_{\infty,n}$ and $F^\infty$ by identifying $M^F_{\infty,n}$ and $F^\infty$ with $\mathbb{R}^\infty$ under natural isomorphisms. The $U^F(1)$-Hopf action on $F^\infty$ is defined as the $U^F(1)$ left multiplication. Note that the $(N, n)$-Grassmann manifold over $F$, say $G^F_{N,n}$, is obtained as the quotient of the $(N, n)$-Stiefel manifold over $F$ by the $U^F(n)$-action, and that the projective $(N, n)$-Stiefel manifold over $F$, say $PV^F_{N,n}$, is obtained as the quotient of the $(N, n)$-Stiefel manifold over $F$ by the $U^F(1)$-Hopf action. Note also that the $U^F(n)$-action and the $U^F(1)$-Hopf action on the $(N, n)$-Stiefel manifold are both mm-isomorphic. We equip Grassmann and projective Stiefel manifolds with the quotient metric of the Frobenius norm and the Haar probability measure (see Definition 2.13). Applying (the proof of) Theorem 1.1 we prove the following theorem.

**Theorem 1.2.**

1. For any fixed positive integer $n$, as $N \to \infty$, the $(N, n)$-Grassmann manifold $G^F_{N,n}$ over $F$ with distance multiplied by $\sqrt{N^F - 1}$ converges weakly to the quotient of $(M^F_{\infty,n}, \| \cdot \|, \gamma^\infty)$ by the $F$-unitary group $U^F(n)$ of size $n$, where $\| \cdot \|$ is the Frobenius norm.

2. If \( \{n_N\} \) satisfies (*), then the projective $(N, n_N)$-Stiefel manifold $PV^F_{N,n_N}$ over $F$ with distance multiplied by $\sqrt{N^F - 1}$ converges weakly to the quotient of the infinite-dimensional Gaussian space $(F^\infty, \| \cdot \|, \gamma^\infty)$ by the $U^F(1)$-Hopf action.

The reason why we fix $n$ in Theorem 1.2(1) is that we do not know the weak convergence of the quotient space of $(M^F_{\infty,n}, \| \cdot \|, \gamma^\infty)$ by $U^F(n)$ as $n \to \infty$. If it converges weakly, then the $(N, n_N)$-Grassmann manifold also converges weakly to the same limit, provided \( \{n_N\} \) satisfies (*).

In the case where $n_N = 1$, the projective $(N, 1)$-Stiefel manifold over $F$ is just the projective space over $F$, for which the weak limit was obtained in [17].

Theorems 1.1 and 1.2 are also true for any subsequence of \( \{N\} \). The proofs are the same.
The observable diameter of an mm-space is a quantity of how much the measure of the mm-space concentrates (see Definition 2.5). As a corollary to the above theorems, we have some asymptotic estimates for the observable diameter of (projective) Stiefel and Grassmann manifolds.

Corollary 1.3. If \( \{n_N\} \) satisfies (*), then we have, for any \( 0 < \kappa < 1 \),

\[
\begin{align*}
(1) \quad & \lim_{N \to \infty} \sqrt{N^F} \text{ObsDiam}(V_{n,n}^F; -\kappa) = 2 D^{-1} \left(1 - \frac{\kappa}{2}\right), \\
(2) \quad & \limsup_{N \to \infty} \sqrt{N^F} \text{ObsDiam}(G_{n,n}^F; -\kappa) \leq 2 D^{-1} \left(1 - \frac{\kappa}{2}\right), \\
(3) \quad & \liminf_{N \to \infty} \sqrt{N^F} \text{ObsDiam}(G_{n,n}^F; -\kappa) \geq e^{1/2}(1 - \kappa) \quad \text{for any fixed } n, \\
(4) \quad & \limsup_{N \to \infty} \sqrt{N^F} \text{ObsDiam}(PV_{n,n}^F; -\kappa) \leq 2 D^{-1} \left(1 - \frac{\kappa}{2}\right), \\
(5) \quad & \liminf_{N \to \infty} \sqrt{N^F} \text{ObsDiam}(PV_{n,m}^F; -\kappa) \geq e^{1/2}(1 - \kappa) \quad \text{for any } \{m_N\} \text{ with } m_N \leq N,
\end{align*}
\]

where

\[
D(r) := \gamma_1((\infty, r]) = \int_{-\infty}^{r} \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \, dx
\]

is the cumulative distribution function of \( \gamma_1 \).

Some upper bounds of the observable diameter of Stiefel and Grassmann manifolds were essentially obtained by Milman [11, 12] and Milman-Schechtman [14] formerly. Corollary 1.3(1) gives an asymptotically optimal estimate. (2) and (4) are direct consequences of (1). (3) is a nontrivial result. As far as the authors know, any lower estimate of the observable diameter of the Grassmann manifold was not known before.

The \((N,n)\)-Stiefel manifold over \( F \) is naturally embedded into \( M_{n,n}^F \). We point out that just to compare the distance between the Haar probability measure on the \((N,n)\)-Stiefel manifold and the Gaussian measure on \( M_{n,n}^F \) is not enough to obtain Theorem 1.1. In fact we have the following

**Theorem 1.4.** The Prohorov distance between the Haar probability measure on the \((N,n)\)-Stiefel manifold over \( F \) with distance multiplied by \( \sqrt{N^F - 1} \) and the Gaussian measure \( \gamma_{N^F,n} \) on \( M_{n,n}^F \) is bounded away from zero for all \( N = 1, 2, \ldots \).

Theorems 1.1 and 1.4 tell us that the weak convergence of mm-spaces is different from the weak convergence of measures.

The idea of the proof of Theorem 1.1 is as follows. Denote by \( X_{n,n}^F \) the \((N,n)\)-Stiefel manifold over \( F \) with distance multiplied by \( \sqrt{N^F - 1} \). It suffices to prove that

\[
\begin{align*}
(i) \quad & \lim_{N \to \infty} X_{n,n}^F < \Gamma^\infty, \\
(ii) \quad & \lim_{N \to \infty} X_{n,n}^F > \Gamma^\infty,
\end{align*}
\]

where \( < \) is the Lipschitz order relation (see Definition 2.3). Note that the Lipschitz order relation naturally extends to the relation on the compactification of the space of mm-spaces.

(ii) follows from an easy discussion. \( S^n(r) \) denotes an \( n \)-dimensional sphere of radius \( r \) in a Euclidean space. We have

\[
X_{n,n}^F > S^{N^F}(\sqrt{N^F - 1})
\]
and the Maxwell-Boltzmann distribution law implies
\[ \lim_{N \to \infty} S^{N_F} (\sqrt{N_F} - 1) > \Gamma^k \]
for any \( k \). Combining these leads to (ii).

For the proof of (i), we find a suitable neighborhood of \( X_{N,nN}^F \) in \( M_{N,nN}^F \) which has most of the total measure of \( \gamma^{N_F nN} \), so that the neighborhood approximates \( (M_{N,nN}^F, \| \cdot \|, \gamma^{N_F nN}) \). We estimate the Lipschitz constant of the nearest point projection from the neighborhood to \( X_{N,nN}^F \) by using the polar decomposition of a matrix in the neighborhood, where the smallest Lipschitz constant is eventually close to one. We need delicate estimates of the measure of the neighborhood and the Lipschitz constant to justify the proof of (i), in which we find out that the condition \((*)\) guarantees to our estimates. Note that we do not know the weak limit without \((*)\).

Theorem 1.2 is proved by using Theorem 1.1. To prove it, we need maps between \( X_{N,nN}^F \) and a finite-dimensional approximation of \( \Gamma^\infty \) that are equivariant with respect to the \( U^F(n) \) and \( U^F(1) \)-Hopf actions. We need the generalization of the Maxwell-Boltzmann distribution law due to Watson [18] to obtain such maps for the case of Grassmann manifolds.

Our main theorems could be related with the infinite-dimensional analysis, such as the theory of abstract Wiener spaces. In fact, the infinite-dimensional Gaussian space \( \Gamma^\infty \) is an abstract Wiener space with \( l^2 \) as its Cameron-Martin space. However, \( \Gamma^\infty \) admits no separable Banach norm fitting to \( \gamma^\infty \) and is not mm-isomorphic to any abstract Wiener space with separable Banach norm. By this reason, many useful theorems in the theory of abstract Wiener spaces cannot be applied to \( \Gamma^\infty \). We conjecture that the weak limit of compact homogeneous Riemannian manifolds is not mm-isomorphic to any abstract Wiener space with separable Banach norm.

2. Preliminaries

2.1. Metric measure geometry. In this subsection, we give the definitions and the facts stated in [5, §3.1] and [15]. The reader is expected to be familiar with basic measure theory and metric geometry (cf. [11, 13, 17]).

2.1.1. mm-Isomorphism and Lipschitz order.

**Definition 2.1** (mm-Space). Let \((X,d_X)\) be a complete separable metric space and \(\mu_X\) a Borel probability measure on \(X\). We call the triple \((X,d_X,\mu_X)\) an mm-space. We sometimes say that \(X\) is an mm-space, in which case the metric and the measure of \(X\) are respectively indicated by \(d_X\) and \(\mu_X\).

**Definition 2.2** (mm-Isomorphism). Two mm-spaces \(X\) and \(Y\) are said to be mm-isomorphic to each other if there exists an isometry \(f : \text{supp } \mu_X \to \text{supp } \mu_Y\) such that \(f_\# \mu_X = \mu_Y\), where \(f_\# \mu_X\) is the push-forward of \(\mu_X\) by \(f\) and \(\text{supp } \mu_X\) the support of \(\mu_X\). Such an isometry \(f\) is called an mm-isomorphism. Denote by \(\mathcal{X}\) the set of mm-isomorphism classes of mm-spaces.

Any mm-isomorphism between mm-spaces is automatically surjective, even if we do not assume it. Note that \(X\) is mm-isomorphic to \((\text{supp } \mu_X, d_X, \mu_X)\).

*We assume that an mm-space \(X\) satisfies*

\[ X = \text{supp } \mu_X \]

*unless otherwise stated.*
Definition 2.3 (Lipschitz order). Let $X$ and $Y$ be two mm-spaces. We say that $X$ (Lipschitz) dominates $Y$ and write $Y \prec X$ if there exists a 1-Lipschitz map $f : X \to Y$ satisfying $f_#\mu_X = \mu_Y$. We call the relation $\prec$ on $\mathcal{X}$ the Lipschitz order.

Proposition 2.4. The Lipschitz order $\prec$ is a partial order relation on $X$, i.e., we have the following (1), (2), and (3) for any mm-spaces $X$, $Y$, and $Z$.

1. $X \prec X$.
2. If $X \prec Y$ and $Y \prec X$, then $X$ and $Y$ are mm-isomorphic to each other.
3. If $X \prec Y$ and $Y \prec Z$, then $X \prec Z$.

2.1.2. Observable diameter. The observable diameter is one of the most fundamental invariants of an mm-space.

Definition 2.5 (Partial and observable diameter). Let $X$ be an mm-space and let $\kappa > 0$. We define the partial diameter $\text{diam}(X; 1 - \kappa) = \text{diam}(\mu_X; 1 - \kappa)$ of $X$ to be the infimum of $\text{diam} A$, where $A \subset X$ runs over all Borel subsets with $\mu_X(A) \geq 1 - \kappa$ and $\text{diam} A$ denotes the diameter of $A$. Denote by $\text{Lip}_1(X)$ the set of 1-Lipschitz continuous real-valued functions on $X$. We define the observable diameter of $X$ to be

$$\text{ObsDiam}(X; -\kappa) := \sup_{f \in \text{Lip}_1(X)} \text{diam}(f_#\mu_X; 1 - \kappa).$$

Proposition 2.6. If $X \prec Y$ for two mm-spaces $X$ and $Y$, then $\text{ObsDiam}(X; -\kappa) \leq \text{ObsDiam}(Y; -\kappa)$ for any $\kappa > 0$.

2.1.3. Distance between measures.

Definition 2.7 (Total variation distance). The total variation distance $d_{TV}(\mu, \nu)$ of two Borel probability measures $\mu$ and $\nu$ on a topological space $X$ is defined by

$$d_{TV}(\mu, \nu) := \sup_A |\mu(A) - \nu(A)|,$$

where $A$ runs over all Borel subsets of $X$.

If $\mu$ and $\nu$ are both absolutely continuous with respect to a Borel measure $\omega$ on $X$, then

$$d_{TV}(\mu, \nu) = \frac{1}{2} \int_X \left| \frac{d\mu}{d\omega} - \frac{d\nu}{d\omega} \right| d\omega,$$

where $\frac{d\mu}{d\omega}$ is the Radon-Nikodym derivative of $\mu$ with respect to $\omega$.

Definition 2.8 (Prohorov distance). The Prohorov distance $d_P(\mu, \nu)$ between two Borel probability measures $\mu$ and $\nu$ on a metric space $X$ is defined to be the infimum of $\varepsilon > 0$ satisfying

$$\mu(B_\varepsilon(A)) \geq \nu(A) - \varepsilon$$

for any Borel subset $A \subset X$, where

$$B_\varepsilon(A) := \{ x \in X \mid d_X(x, A) < \varepsilon \}.$$

The Prohorov metric is a metrization of weak convergence of Borel probability measures on $X$ provided that $X$ is a separable metric space.

Proposition 2.9. For any two Borel probability measures $\mu$ and $\nu$ on a metric space $X$, we have $d_P(\mu, \nu) \leq d_{TV}(\mu, \nu)$. 
Definition 2.10 (Ky Fan distance). Let $(X, \mu)$ be a measure space and $Y$ a metric space. For two $\mu$-measurable maps $f, g : X \to Y$, we define the Ky Fan distance $d_{KF}(f, g)$ between $f$ and $g$ to be the infimum of $\varepsilon \geq 0$ satisfying

$$
\mu(\{ x \in X \mid d_Y(f(x), g(x)) > \varepsilon \}) \leq \varepsilon.
$$

$d_{KF}$ is a pseudo-metric on the set of $\mu$-measurable maps from $X$ to $Y$. It follows that $d_{KF}(f, g) = 0$ if and only if $f = g$ $\mu$-a.e.

2.1.4. Box distance and observable distance.

Definition 2.11 (Parameter). Let $I := [0, 1)$ and let $X$ be an mm-space. A map $\varphi : I \to X$ is called a parameter of $I$ if $\varphi$ is a Borel measurable map such that $\varphi_\# L^1 = \mu_X$, where $L^1$ denotes the one-dimensional Lebesgue measure on $I$.

It is known that any mm-space has a parameter.

Definition 2.12 (Box distance). We define the box distance $\Box(X, Y)$ between two mm-spaces $X$ and $Y$ to be the infimum of $\varepsilon \geq 0$ satisfying that there exist parameters $\varphi : I \to X$, $\psi : I \to Y$, and a Borel subset $I_0 \subseteq I$ such that

$$
L^1(I_0) \geq 1 - \varepsilon \quad \text{and} \quad | \varphi^* d_X(s, t) - \psi^* d_Y(s, t) | \leq \varepsilon
$$

for any $s, t \in I_0$, where $\varphi^* d_X(s, t) := d_X(\varphi(s), \varphi(t))$ for $s, t \in I$.

The box metric $\Box$ is a complete separable metric on $\mathcal{X}$.

Proposition 2.13. Let $X$ be a complete separable metric space. For any two Borel probability measures $\mu$ and $\nu$ on $X$, we have

$$
\Box((X, \mu), (X, \nu)) \leq 2 d_P(\mu, \nu).
$$

Definition 2.14 (Observable distance). For any parameter $\varphi$ of $X$, we set

$$
\varphi^* \text{Lip}_1(X) := \{ f \circ \varphi \mid f \in \text{Lip}_1(X) \}.
$$

We define the observable distance $d_{\text{conc}}(X, Y)$ between two mm-spaces $X$ and $Y$ by

$$
d_{\text{conc}}(X, Y) := \inf_{\varphi, \psi} d_H(\varphi^* \text{Lip}_1(d_X), \psi^* \text{Lip}_1(d_Y)),
$$

where $\varphi : I \to X$ and $\psi : I \to Y$ run over all parameters of $X$ and $Y$, respectively, and where $d_H$ is the Hausdorff metric with respect to the Ky Fan metric $d_{KF}$ for the one-dimensional Lebesgue measure on $I$. $d_{\text{conc}}$ is a metric on $\mathcal{X}$. We say that a sequence $\{X_n\}_{n=1}^\infty$ of mm-spaces concentrates or converges weakly to an mm-space $X$ if $X_n d_{\text{conc}}$-converges to $X$ as $n \to \infty$.

Proposition 2.15. For any two mm-spaces $X$ and $Y$ we have $d_{\text{conc}}(X, Y) \leq \Box(X, Y)$.

2.1.5. Group action. Let $X$ be a metric space and $G$ a group acting on $X$ isometrically. Let $\tilde{X} = X/G$ be the quotient space of $X$ by the $G$-action. Denote by $\tilde{x}$ the class in $\tilde{X}$ represented by a point $x \in X$. We define a pseudo-metric $d_{\tilde{X}}$ on the quotient space $\tilde{X}$ by

$$
d_{\tilde{X}}(\tilde{x}, \tilde{y}) := \inf_{g, h \in G} d_X(g \cdot x, h \cdot y), \quad \tilde{x}, \tilde{y} \in \tilde{X}.
$$

d_{\tilde{X}}$ is a metric if every orbit of $G$ is closed in $X$.

Let $X$ and $Y$ be two metric spaces and $G$ a group acting on $X$ and $Y$ isometrically. For any $G$-equivariant map $f : X \to Y$ (i.e., $g \cdot f(x) = f(g \cdot x)$), we have a unique map $\tilde{f} : \tilde{X} \to Y$ with the property that $\tilde{f}(\tilde{x}) = f(x)$ for any $x \in X$. We call $\tilde{f}$ the quotient map of $f$. 
Lemma 2.16. For any $L > 0$ and for any $G$-equivariant $L$-Lipschitz map $f : X \to Y$, the quotient map $\bar{f}$ is also $L$-Lipschitz.

Proof. For any $x, y \in X$, we see
\[
d_{Y}(\bar{f}(\bar{x}), \bar{f}(\bar{y})) = d_{Y}(\bar{f}(x), \bar{f}(y)) = \inf_{g, h \in G} d_{Y}(g \cdot f(x), h \cdot f(y)) = \inf_{g, h \in G} d_{X}(g \cdot x, h \cdot y) = L d_{X}(\bar{x}, \bar{y}).
\]

This completes the proof. □

For a Borel measure $\mu$ on $X$, we denote by $\bar{\mu}$ the push-forward measure of $\mu$ by the natural projection $X \to \bar{X}$.

Lemma 2.17 ([17, Lemma 5.9]). Let $X$ be a metric space and $G$ a group acting on $X$ isometrically. Then, for any two Borel probability measures $\mu$ and $\nu$ on $X$, we have $d_{P}(\bar{\mu}, \bar{\nu}) \leq d_{P}(\mu, \nu)$.

Definition 2.18 (Quotient mm-space). Let $X$ be an mm-space and $G$ a group acting on $X$ isometrically such that every orbit is closed in $X$. We equip the quotient space $\bar{X}$ with $d_{\bar{X}}$ and $\mu_{\bar{X}} := \bar{\mu}_{X}$, and call it the quotient mm-space of $X$ by the $G$-action.

2.1.6. Pyramid.

Definition 2.19 (Pyramid). A subset $P \subset X$ is called a pyramid if it satisfies the following (1), (2), and (3).

(1) If $X \in P$ and if $Y \prec X$, then $Y \in P$.
(2) For any two mm-spaces $X, X' \in P$, there exists an mm-space $Y \in P$ such that $X \prec Y$ and $X' \prec Y$.
(3) $P$ is nonempty and $\Box$-closed.

We denote the set of pyramids by $\Pi$.

For an mm-space $X$ we define
\[
P_{X} := \{ X' \in X | X' \prec X \},
\]
which is a pyramid. We call $P_{X}$ the pyramid associated with $X$.

We observe that $X \prec Y$ if and only if $P_{X} \subset P_{Y}$. It is trivial that $X$ is a pyramid.

Definition 2.20 (Weak convergence). Let $P_{n}, P \in \Pi, n = 1, 2, \ldots$. We say that $P_{n}$ converges weakly to $P$ as $n \to \infty$ if the following (1) and (2) are both satisfied.

(1) For any mm-space $X \in P$, we have $\lim_{n \to \infty} \Box(X, P_{n}) = 0$.
(2) For any mm-space $X' \setminus P$, we have $\lim \inf_{n \to \infty} \Box(X', P_{n}) > 0$.

For an mm-space $X$, a pyramid $P$, and $t > 0$, we define
\[
tX := (X, t d_{X}, \mu_{X}) \quad \text{and} \quad tP := \{ tX | X \in P \}.
\]

The following is obvious.

Lemma 2.21. (1) Let $P$ and $P_{n}, n = 1, 2, \ldots$, be pyramids, and let $t, t_{n}$ be positive real numbers. If $t_{n} \to t$ and $P_{n}$ converges weakly to $P$ as $n \to \infty$, then $t_{n}P_{n}$ converges weakly to $tP$ as $n \to \infty$.
(2) If $\{X_{n}\}_{n=1}^{\infty}$ is a monotone increasing sequence of mm-spaces with respect to the Lipschitz order, then $P_{X_{n}}$ converges weakly to the $\Box$-closure of the union of $P_{X_{n}}$. 
Theorem 2.22. There exists a metric \( \rho \) on \( \Pi \) compatible with weak convergence and satisfying the following (1), (2), and (3).

(1) The map \( \iota : \mathcal{X} \ni X \mapsto \mathcal{P}_X \in \Pi \) is a 1-Lipschitz topological embedding map with respect to \( d_{\text{cone}} \) and \( \rho \).

(2) \( \Pi \) is \( \rho \)-compact.

(3) \( \iota(\mathcal{X}) \) is \( \rho \)-dense in \( \Pi \).

In particular, \( (\Pi, \rho) \) is a compactification of \( (\mathcal{X}, d_{\text{cone}}) \).

Note that we identify \( X \) with \( \mathcal{P}_X \) in §1.

Combining Propositions 2.9, 2.13, 2.15 and Theorem 2.22 yields the following

Corollary 2.23. For any two Borel probability measures \( \mu \) and \( \nu \) on a complete separable metric space \( X \), we have

\[
\rho(\mathcal{P}(X, \mu), \mathcal{P}(X, \nu)) \leq d_{\text{cone}}((X, \mu), (X, \nu)) \leq 2 \, d_{\text{TV}}(\mu, \nu).
\]

2.2. Decompositions of real, complex, and quaternion matrices. Let \( F \) be one of \( \mathbb{R}, \mathbb{C} \) and \( \mathbb{H} \), where \( \mathbb{H} \) is the non-commutative algebra \( \mathbb{H} \) of quaternions, which is defined as

\[
\mathbb{H} := \{ z := z_0 + z_1 i + z_2 j + z_3 k \mid z_0, z_1, z_2, z_3 \in \mathbb{R} \}, \quad i^2 = j^2 = k^2 = ijk = -1.
\]

Note that \( \mathbb{R} \) and \( \mathbb{C} \) are naturally embedded into \( \mathbb{H} \). For \( z = z_0 + z_1 i + z_2 j + z_3 k \in \mathbb{H} \), we define

\[
\text{Re}(z) := z_0, \quad z^* := z_0 - (z_1 i + z_2 j + z_3 k).
\]

Let \( M^{F}_{N,n} \) denote the set of all \( N \times n \) matrices over \( F \) and let \( M^{F}_{N} := M^{F}_{N,N} \). For \( N \in \mathbb{N} \), we set \( N^F := N \cdot \dim_F F \) and sometimes identify \( M^{F}_{N,n} \) with \( (F^N)^n \) and \( \mathbb{R}^{N \times F^N} \), where we consider \( F^N \) as the space of numerical column vectors over \( F \). Let \( \left\{ e_l \right\}_{l=1}^N \) denote the standard basis of \( F^N \). The identity matrix of size \( N \) is indicated by \( I_N \) and the \( N \times n \) zero matrix by \( 0_{N,n} \). For \( Z = (z_{i}^{m})_{1 \leq m \leq N, 1 \leq i \leq n} \in M^{F}_{N,n} \), its adjoint \( Z^* \) (resp. transpose \( T Z \)) is the \( n \times N \) matrix with \((l,m)\)-component \((z_{l}^{m*)}) \) (resp. \( z_{l}^{m} \)). The trace and the Frobenius norm of \( Z = (z_{i}^{m})_{1 \leq m, i \leq N} \in M^{F}_{N} \) are respectively defined as

\[
\text{tr}(Z) := \sum_{i=1}^{N} z_{i}^{1}, \quad \| Z \| := \sqrt{\text{tr}(Z^{*}Z)}.
\]

It follows that \( (\text{tr}(Z))^* = \text{tr}(Z^*) \) and \( (ZW)^* = W^*Z^* \) for any \( Z, W \in M^{F}_{N} \). Define an \( F \)-valued function \( \langle \cdot, \cdot \rangle \) on \( M^{F}_{N,n} \times M^{F}_{N,n} \) by

\[
\langle Z, W \rangle := \text{tr}(Z^*W)
\]

for \( Z, W \in M^{F}_{N,n} \). Then, Re \( \langle \cdot, \cdot \rangle \) is an \( \mathbb{R} \)-inner product on \( M^{F}_{N,n} \) and we have

\[
\| Z - W \|^2 = \| Z \|^2 + \| W \|^2 - \text{tr}(Z^*W) + \text{tr}(W^*Z)) = \| Z \|^2 + \| W \|^2 - 2 \, \text{Re} \, \langle Z, W \rangle.
\]

Although \( \langle \cdot, \cdot \rangle \) is not \( F \)-bilinear, a standard argument proves the Cauchy–Schwarz inequality \( \| \langle Z, W \rangle \| \leq \| Z \| \| W \| \) for any \( Z, W \in M^{F}_{N,n} \).

Definition 2.24 (Unitary and Hermitian matrices). We say that a matrix \( Z \in M^{F}_{N} \) is unitary (resp. Hermitian) if we have \( Z^*Z = ZZ^* = I_N \) (resp. \( Z^* = Z \)).
We remark that \( U \in M^F_N \) is unitary if and only if \( \|Uz\| = \|z\| \) holds for any \( z \in F^N \). Let \( U^F(N) \) denote the group of unitary matrices of size \( N \). For any Hermitian matrix \( H \in M^F_N \), there exist \( U \in U^F(N) \) and \( \{\sigma_l\}_{l=1}^N \subset \mathbb{R} \) such that
\[
H = U \cdot \text{diag}(\sigma_1, \ldots, \sigma_N) \cdot U^*.
\]
(see [19, Corollary 6.2]), where \( \text{diag}(\cdots) \) denotes the diagonal matrix. This decomposition is called the eigen decomposition and \( \sigma_l, l = 1, \ldots, N \), are called the eigenvalues of \( H \). It is easy to check that \( Z^*Z \) for \( Z \in M^F_{N,n} \) is Hermitian and all its eigenvalues are non-negative.

Let us introduce two matrix decompositions.

**Theorem 2.25** (cf. [19, Theorems 7.1 and 7.2]). For any matrix \( Z \in M^F_{N,n}, \) with \( N \geq n \), there exist a Hermitian matrix \( H \in M^F_n \) with non-negative eigenvalues and a matrix \( Q \in M^F_{N,n} \) such that
\[
Z = Q \cdot H, \quad Q^*Q = I_n.
\]

In addition, there also exist \( U \in U^F(N), V \in U^F(n) \) and a monotone non-increasing sequence \( \{\lambda_l(Z)\}_{l=1}^n \) of non-negative numbers such that
\[
Z = U \cdot \Lambda \cdot V^*, \quad \Lambda := \begin{pmatrix} \text{diag}(\lambda_1(Z), \ldots, \lambda_n(Z)) & \end{pmatrix} \begin{pmatrix} I_n \\ 0_{N-n,n} \end{pmatrix} \cdot V^*, \quad H = V \cdot \text{diag}(\lambda_1(Z), \ldots, \lambda_n(Z)) \cdot V^*.
\]

The two decompositions \( Z = QH \) and \( Z = U\Lambda V^* \) are called polar and singular value decompositions, respectively. Although the two matrix decompositions may not be unique in general, \( \{\lambda_l(Z)\}_{l=1}^n \) is uniquely determined, which coincides with the positive square root of the eigenvalues of \( Z^*Z \). We call \( \lambda_l(Z), l = 1, \ldots, n \), the singular values of \( Z \). In the case of \( \lambda_n(Z) > 0 \), the polar decomposition is unique and \( Q, H \) are given by
\[
Q = ZH^{-1}, \quad H = (Z^*Z)^{1/2}.
\]

**Remark 2.26.** (1) Given any \( U \in U^F(N) \) and \( Z \in M^F_{N,n} \), we see that \( Z = Q \cdot H \) is a polar decomposition of \( Z \) if and only if so is \( UZ = (UQ) \cdot H \).

(2) We observe that the maximal singular value of a matrix coincides with its spectrum norm. The triangle inequality for the spectrum norm implies that \( \lambda_1(Z + W) \leq \lambda_1(Z) + \lambda_1(W) \).

2.3. **Stiefel manifold and its quotient space.**

**Definition 2.27** (Stiefel manifold). For \( N, n \in \mathbb{N} \) with \( N \geq n \), the \((N,n)\)-Stiefel manifold \( V^F_{N,n} \) over \( F \) is the set of all orthonormal \( n \)-frames in \( F^N \), namely
\[
V^F_{N,n} = \{(z_1, \ldots, z_n) \in M^F_{N,n} \mid \langle z_l, z_m \rangle = \delta_{lm}, 1 \leq l, m \leq n\},
\]
where \( \delta_{lm} \) is the Kronecker delta. Denote by \( u^{N,n,F} \) the Haar (or uniform) probability measure on \( V^F_{N,n} \).

Note that \( V^F_{N,N} = U^F(N) \) and \( V^F_{N,1} \) is identified with the \((N^F - 1)\)-dimensional Euclidean unit sphere.

Let us recall a characterization of a Haar measure. Given any \( U \in U^F(N) \), we define the map \( U^U_m : M^F_{N,m} \to M^F_{N,m} \) by \( U^U_m(Z) = UZ \) for \( Z \in M^F_{N,m} \). The map \( U^U_m \) is isometric and its inverse map is given by \( U^U_m^{\ast} \).
Proposition 2.28 (cf. [14 Theorem 1.3]). A Borel probability measure \( \nu \) on \( V^F_{N,n} \) coincides with \( \nu^{N,n,F} \) if and only if \( \nu \) is left-invariant under the \( U^F(N) \)-action, that is,

\[
\nu(U^F_n(B)) = \nu(B)
\]

holds for any Borel set \( B \subset V^F_{N,n} \) and \( U \in U^F(N) \).

We consider the \((N,n)\)-Stiefel manifold over \( F \) as an mm-space \( V^F_{N,n} = (V^F_{N,n}, \| \cdot \|, \nu^{N,n,F}) \).

The unitary group \( U^F(n) \) acts on \( M^F_{N,n} \) by right multiplication, that is,

\[
M^F_{N,n} \times U^F(n) \ni (Z, U) \mapsto ZU \in M^F_{N,n}.
\]

We also consider the Hopf action on \( M^F_{N,n} \) that is the action of the unitary group \( U^F(1) = \{ t \in F \mid \|t\| = 1 \} \) of size 1 given by left multiplication,

\[
U^F(1) \times M^F_{N,n} \ni (t, Z) \mapsto tZ \in M^F_{N,n}.
\]

Note that every orbit in \( M^F_{N,n} \) of \( U^F(n) \) and \( U^F(1) \) is closed. We call the two quotient mm-spaces

\[
G^F_{N,n} := V^F_{N,n}/U^F(n) \quad \text{and} \quad P_{V^F_{N,n}} := U^F(1) \backslash V^F_{N,n}
\]

the \((N,n)\)-Grassmann manifold and the \((N,n)\)-projective Stiefel manifold over \( F \), respectively. The \((N,n)\)-Stiefel manifold over \( F \) with distance multiplied by \( \sqrt{N^F - 1} \) is identified with

\[
X^F_{N,n} := \{ (z_1, \ldots, z_n) \in M^F_{N,n} \mid \langle z_l, z_m \rangle = (N^F - 1)\delta_{lm}, \ 1 \leq l, m \leq n \}
\]

with the Frobenius norm and the Haar probability measure \( \mu^{N,n,F} \) on \( X^F_{N,n} \). Note that \( \mu^{N,n,F} \) is a unique left-invariant Borel probability measure under the \( U^F(N) \)-action.

2.4. Gaussian space. For a positive integer \( m \), we denote by \( \gamma^m \) the (standard) Gaussian measure on \( \mathbb{R}^m \), which is defined for a Lebesgue measurable set \( B \subset \mathbb{R}^m \) by

\[
\gamma^m(B) = (2\pi)^{-m/2} \int_B \exp \left( -\frac{\|x\|^2}{2} \right) \, dx.
\]

The mm-space \( \Gamma^m := (\mathbb{R}^m, \| \cdot \|, \gamma^m) \) is called the \textit{m-dimensional (standard) Gaussian space}. By Lemma 2.21, as \( m \to \infty \), \( \mathcal{P}_{\Gamma^m} \) converges weakly to the \( \overline{\text{co}} \)-closure of the union of \( \mathcal{P}_{\Gamma^m} \), which we call the virtual infinite-dimensional Gaussian space \( \mathcal{P}_{\Gamma^\infty} \).

Let \( l \leq N \) and let \( \pi^N_l(n) : M^F_{N,n} \to M^F_{l,n} \) be the projection defined by

\[
\pi^N_l(n) : M^F_{N,n} \ni \begin{pmatrix} z^1_1 & \cdots & z^1_n \\ \vdots & \ddots & \vdots \\ z^N_1 & \cdots & z^N_n \end{pmatrix} \mapsto \begin{pmatrix} z^1_1 & \cdots & z^1_l \\ \vdots & \ddots & \vdots \\ z^N_1 & \cdots & z^N_l \end{pmatrix} \in M^F_{l,n}.
\]

We set \( \pi^N_l := \pi^N_l(1) : F^N \to F^l \). The projections \( \pi^N_l \) and \( \pi^N_l(n) \) are both 1-Lipschitz continuous, preserving Gaussian measures, and equivariant under the \( U^F(1) \)-Hopf action and the \( U^F(n) \)-action, respectively. We remark that the \( U^F(1) \)-Hopf action and the \( U^F(n) \)-action for \( n = 1 \) do not coincide with each other in the case where \( F = \mathbb{H} \), because of the non-commutativity of \( \mathbb{H} \). We have the quotient maps \( \overline{\pi}^N_l : U^F(1) \backslash F^N \to U^F(1) \backslash F^l \) and \( \overline{\pi}^N_l(n) : M^F_{N,n}/U^F(n) \to M^F_{l,n}/U^F(n) \), which are both 1-Lipschitz continuous by Lemma 2.16.

Note that the actions of \( U^F(1), U^F(n) \) on \( F^N, M^F_{N,n} \) each preserve the Gaussian measure.

We denote by \( U^F(1) \backslash \Gamma^N_{F^N} \) and \( \Gamma^{N,F/N}(U^F(n)) \) the quotient mm-spaces of \( (F^N, \| \cdot \|, \gamma_{N^F}) \) and \( (M^F_{N,n}, \| \cdot \|, \gamma_{N^F}) \) by the \( U^F(1) \)-Hopf and \( U^F(n) \) actions, respectively (see Definition 2.18).
Then, the sequences \( \{U^F(1)\}^{\infty}_{N=1} \) and \( \{\Gamma^F_{N,F}/U^F(n)\}^{\infty}_{N=1} \) are both monotone increasing with respect to the Lipschitz order. Therefore, the associated pyramids converge weakly to the \( \Box \)-closure of the unions,

\[
P_{U^F(1)\setminus \Gamma^\infty} := \bigcup_{N=1}^{\infty} P_{U^F(1)/\Gamma^F_{N,F}} , \quad P_{\Gamma^\infty/U^F(n)} := \bigcup_{N=1}^{\infty} P_{\Gamma^F_{N,F}/U^F(n)} ,
\]

respectively. We remark that for each positive integer \( n \) the quotient mm-space of \( (M^F_{N,n}, \| \cdot \|, \gamma^F_{N,F}) \) by the \( U^F(1) \)-Hopf action is mm-isomorphic to \( U^F(1)\setminus \Gamma^F_{N,F} \) whose associated pyramid converges weakly to \( \Box \)

Let us close this section with two approximations related to the Gaussian measure.

**Proposition 2.29 (I[3] §II).** For any \( l, n \in \mathbb{N} \), \( \lim_{m \to \infty} d_P(\pi^m_l(n) \# \mu^{n,F}, \gamma^{l,F}) = 0 \).

Proposition 2.29 is a generalization of the Maxwell-Boltzmann distribution law.

**Proposition 2.30 (Stirling's approximation).** Let \( \Gamma \) be the Gamma function. There exists a decreasing function \( \rho : (0, \infty) \to (0, \infty) \) such that

\[
\Gamma(x) = \frac{\Gamma(x+1)}{x} = \sqrt{\frac{2\pi}{x}} \left( \frac{x}{e} \right)^x e^{\rho(x)}, \quad \rho(x) \in \left(0, \frac{1}{12x}\right).
\]

3. Relation between Gaussian space and Stiefel manifold

For any \( \varepsilon, r > 0 \) and \( m \in \mathbb{N} \), we set

\[
A^m(r) := B_{ex} \left(S^{m-1}(r)\right) = \{ x \in \mathbb{R}^m \mid (1-\varepsilon)r < \|x\| < (1+\varepsilon)r \} , \quad A^m_r := A^m(\sqrt{m-1})_r.
\]

In this section, we first provide a sufficient condition for \( \{\varepsilon_m\}^{\infty}_{m=1} \) being \( \lim_{m \to \infty} \gamma^m(A^m_{\varepsilon_m}) = 1 \). Using the sufficient condition, we prove that the Prohorov distance between \( \gamma^F_{N,F} \) and \( \mu^{N,F} \) does not vanish asymptotically (see Theorem 1.4) although \( \gamma^F_{N,F} \) concentrates around \( X^F_{N,n} \) (see Theorem 3.4), where we regard \( \mu^{N,F} \) as a probability measure on \( \mathbb{R}^{N,F} \) via the natural embedding \( X^F_{N,n} \subset \mathbb{R}^{N,F} \).

3.1. Behavior of Gaussian measure. Consider the function

\[
g_m(r) := \frac{\text{vol}(S^{m-1}(1)) \cdot r^{m-1} e^{-r^2/2}}{(2\pi)^{m/2}} = \frac{2^{(2-m)/2}}{\Gamma(m/2)} r^{m-1} e^{-r^2/2} ,
\]

which is the density of the radial distribution of the \( m \)-dimensional Gaussian measure. This satisfies

\[
g_m(r) \leq g_m(\sqrt{m-1}) = \frac{e^{-\rho(m/2)} e^{1/2} \left(1 - \frac{1}{m}\right)^{m-1/2}}{\sqrt{\pi}} m^{m-1/2} \to \frac{1}{\sqrt{\pi}} \text{ as } m \to \infty
\]

by Lemma 2.30. Moreover, \( g_m(\sqrt{m-1}) \) is monotone decreasing in \( m \). We directly compute

\[
\gamma^m(A^m_\varepsilon) = \int_{(1-\varepsilon)^{\sqrt{m-1}}}^{(1+\varepsilon)^{\sqrt{m-1}}} g_m(r) dr \leq \frac{e^{-\rho(m/2)} e^{1/2} \left(1 - \frac{1}{m}\right)^{m-1/2}}{\sqrt{\pi}} 2\varepsilon \sqrt{m-1},
\]

\[
1 - \gamma^m(A^m_\varepsilon) = \int_0^{(1-\varepsilon)^{\sqrt{m-1}}} g_m(r) dr + \int_{(1+\varepsilon)^{\sqrt{m-1}}}^{\infty} g_m(r) dr.
\]

We provide a sufficient condition for \( \{\varepsilon_m\}^{\infty}_{m=1} \) such that \( \lim_{m \to 1} \gamma^m(A^m_{\varepsilon_m}) = 1 \), based on the idea of [17] Lemma 6.1.
Lemma 3.1. The zero $t_0$ of the function given by
\[ G(t) := e^{-t^2/2} - \int_{t}^{\infty} e^{-s^2/2} ds, \quad t \in \mathbb{R}. \]
is unique and lies in $(0, 1)$.

**Proof.** The lemma follows from the intermediate value theorem and the following properties
\[ G'(t) = e^{-t^2/2}(-t + 1), \quad G(0) = 1 - \sqrt{\frac{\pi}{2}} < 0 = \lim_{t \to \infty} G(t) < G(1). \]

\[ \square \]

Remark 3.2. If we set
\[ G_m(r) := e^{-(r\sqrt{m-1})^2/2} - \int_{(1+r)\sqrt{m-1}}^{\infty} e^{-(s\sqrt{m-1})^2/2} ds = e^{-(r\sqrt{m-1})^2/2} - \int_{r \sqrt{m-1}}^{\infty} e^{-s^2/2} ds, \]
\[ G_m^r(r) := e^{-(r\sqrt{m-1})^2/2} - \int_{(1-r)\sqrt{m-1}}^{(1+r)\sqrt{m-1}} e^{-(s\sqrt{m-1})^2/2} ds = e^{-(r\sqrt{m-1})^2/2} + \int_{r \sqrt{m-1}}^{(1-r)\sqrt{m-1}} e^{-s^2/2} ds, \]
then $G_m^r(r) > G_m^r(r) = G(r\sqrt{m-1})$ always holds and $G_m^r(r) \geq 0$ if $r\sqrt{m-1} \geq t_0$.

Lemma 3.3. If $\lim_{m \to \infty} \varepsilon_m \sqrt{m-1} = \infty$, then $\lim_{m \to \infty} \gamma^m(A_{\varepsilon_m}^m) = 1$.

**Proof.** Since we observe
\[ \frac{d}{dr} \log g_m(r) \bigg |_{r=\sqrt{m-1}} = 0, \quad \frac{d^2}{dr^2} \log g_m(r) = -1 - \frac{m-1}{r^2} \leq -1, \]
it holds for any $r > 0$ that
\[ \log g_m(r) - \log g_m(\sqrt{m-1}) = \int_{r}^{\sqrt{m-1}} \int_{t}^{\sqrt{m-1}} \frac{d^2}{ds^2} \log g_m(s) ds dt \leq \int_{r}^{\sqrt{m-1}} \int_{t}^{\sqrt{m-1}} -1 ds dt = \frac{1}{2}(\sqrt{m-1} - r)^2, \]
providing $g_m(r) \leq g_m(\sqrt{m-1}) \exp(-(\sqrt{m-1} - r)^2/2)$. We deduce from this and Remark 3.2 that if $\varepsilon_m \sqrt{m-1} > t_0$, then we see
\[ \int_{0}^{(1-\varepsilon_m)\sqrt{m-1}} g_m(r) dr \leq g_m(\sqrt{m-1}) \int_{0}^{(1-\varepsilon_m)\sqrt{m-1}} e^{-(\varepsilon_m \sqrt{m-1})^2/2} dr \leq g_m(\sqrt{m-1}) e^{-(\varepsilon_m \sqrt{m-1})^2/2}, \]
\[ \int_{(1+\varepsilon_m)\sqrt{m-1}}^{\infty} g_m(r) dr \leq g_m(\sqrt{m-1}) \int_{(1+\varepsilon_m)\sqrt{m-1}}^{\infty} e^{-(\varepsilon_m \sqrt{m-1})^2/2} dr \leq g_m(\sqrt{m-1}) e^{-(\varepsilon_m \sqrt{m-1})^2/2}. \]
This with 3.2 leads to
\[ \liminf_{m \to \infty} \left(1 - \gamma^m(A_{\varepsilon_m}^m)\right) \leq \liminf_{m \to \infty} \left\{ g_m(\sqrt{m-1}) \cdot 2 e^{-(\varepsilon_m \sqrt{m-1})^2/2} \right\} = 0. \]
The proof is completed.  \[ \square \]
3.2. Prohorov distance between $\gamma^{NF_n}$ and $\mu^{N,n,F}$.

Proof of Theorem [4]. By the definition of the Prohorov distance, it holds for any $D_N > d_p(\gamma^{NF_n}, \mu^{N,n,F})$ that

\[
1 - D_N = \nu^{N,n,F}(X_{N,n}^{F}) - D_N
\leq \gamma^{NF_n}(B_{D_N}(X_{N,n}^{F})) \leq (\gamma^{NF}(B_{D_N}(X_{N,1}^{F})))^{n_N}
\leq \left\{ \frac{e^\rho(NF/2)}{\sqrt{\pi}} e^{1/2} \left( 1 - \frac{1}{NF} \right)^{(NF-1)/2} \cdot 2D_N \right\}^{n_N},
\]

where we use the property that $B_{D_N}(X_{N,n}^{F}) \subset (B_{D_N}(X_{N,1}^{F}))^{n_N}$ in the second inequality and the last inequality follows from (3.1). Since

\[
\log \left\{ e^{1/2} \left( 1 - \frac{1}{m} \right)^{(m-1)/2} \right\} = m \left\{ 1 - (m - 1) \left( \frac{1}{m} + \frac{1}{2m^2} + o \left( \frac{1}{m^2} \right) \right) \right\} = \frac{1}{4} + o(1)
\]

and $e(1 - 1/m)^{m-1} > 1$ for any $m \in \mathbb{N}$, the property $n_N \leq N \leq NF$ implies

\[
1 \leq \liminf_{N \to \infty} \left\{ D_N + \gamma^{NF_n}(B_{D_N}(X_{N,n}^{F})) \right\} \leq \liminf_{N \to \infty} \left\{ D_N + \left( \frac{2D_N}{\sqrt{\pi}} \right)^{n_N} e^{1/4} \right\},
\]

providing $\liminf_{N \to \infty} D_N > 0$. Since $D_N > d_p(\gamma^{NF_n}, \mu^{N,n,F})$ is arbitrary, we conclude $\liminf_{N \to \infty} d_p(\gamma^{NF_n}, \mu^{N,n,F}) > 0$. This completes the proof. \qed

3.3. $\gamma^{NF_n}$ concentrates around $X_{N,n}^{F}$. Given a function $\theta : (0, \infty) \to (0, \infty)$ and $\varepsilon > 0$, we define the $(\varepsilon, \theta)$-approximation space $X_{N,n,\varepsilon,\theta}^{F}$ of $X_{N,n}^{F}$ as

\[
X_{N,n,\varepsilon,\theta}^{F} := \{(z_1, \ldots, z_n) \in M_{N,n}^{F} \mid \|z_l\| \in A_{\varepsilon}, \left\| \frac{z_l}{\|z_l\|}, \frac{z_m}{\|z_m\|} \right\| < \theta(\varepsilon), 1 \leq l < m \leq n \},
\]

where we identify $F^{N}$ with $\mathbb{R}^{NF}$. The purpose of this subsection is to prove the following theorem.

Theorem 3.4. Suppose that a sequence $\{n_N\}_{N=1}^{\infty} \subset \mathbb{N}$ satisfies

\[
(3.3) \quad \sup_N \left( 2 \log n_N - a' \cdot \left( \frac{N}{n_N} \right)^{1-a} \right) < \infty \quad \text{for some } a, a' \in (0, 1)
\]

and put

\[
p_N := \log(n_{N-1}) n_N, \quad a_N := \frac{a}{2}(1 - p_N), \quad \varepsilon_N := (N - 1)^{-a_N}.
\]

If we choose a function $\theta : (0, \infty) \to (0, \infty)$ as

\[
(3.4) \quad \theta(\varepsilon) := \left( \frac{5\varepsilon^2(1 + \varepsilon)}{(1 - \varepsilon) + 5\varepsilon^2(1 + \varepsilon)} \right)^{1/2},
\]

then we have

\[
\lim_{N \to \infty} \varepsilon_N = 0, \quad \lim_{N \to \infty} \gamma^{NF_n}(X_{N,n,\varepsilon_N}^{F}) = 1.
\]
In the case that
\[
\sup_N \left( 2 \log n_N - \frac{a'}{4} \sqrt{\frac{N}{n_N}} \right) < \infty \quad \text{for some } a' \in (0, 1),
\]
the statement also holds true if we set \( a_N := (1 + p_N)/4 \).

Note that (3.5) coincides with (*) in the introduction. In the rest of this section, we always suppose (3.3) or (3.5). Note that (3.3) follows from (3.5) (see Remark 3.10(a)(b)) and \((1 + p_N)/2 \leq 1 - p_N\) is equivalent to \(p_N \leq 1/3\). It turns out that (3.3) (resp. (3.5)) is equivalent to
\[
\sup_N \left\{ n_N^2 \exp \left( -\frac{a'}{4} \left( \frac{N - 1}{n_N} \right)^{1-a} \right) \right\} < \infty \quad \text{(resp. } \sup_N \left\{ n_N^2 \exp \left( -\frac{a'}{4} \sqrt{\frac{N - 1}{n_N^2}} \right) \right\} < \infty),
\]
which yields for any \( r > 0 \) that
\[
(3.6) \quad \lim_{N \to \infty} (N - 1)^{(r(p_N-1)} = \lim_{N \to \infty} \left( \frac{n_N}{N - 1} \right)^r = 0 \quad \text{(resp. } \lim_{N \to \infty} (N - 1)^{(3p_N-1)} = 0).\]

We may assume that \( n_N \leq N - 1 \) without loss of generality. We in addition assume that \( p_N \leq 1/3 \) if (3.5) is satisfied. In this case, \( n_N/(N - 1) \leq \varepsilon_N^2 \leq 1 \) holds for any \( N \in \mathbb{N} \).

To prove Theorem 3.4, we define \( b_l, \varepsilon_{N,l}, T_{N,l} \) for \( 1 \leq l \leq n_N - 1 \) by
\[
\begin{align*}
\varepsilon_{N,l} &:= 1 - \varepsilon_N, \\
\varepsilon_{N,l} &:= 1 - (1 - b_N \varepsilon_N) \sqrt{\frac{N - 1}{(N - l) - 1}} \\
&= \frac{1}{\sqrt{(N - l) - 1}} \left( b_N \varepsilon_N \sqrt{N - 1} - \frac{l}{\sqrt{N - 1} + \sqrt{(N - l) - 1}} \right), \\
T_{N,l} &:= \left\{ \left( \frac{(N - l) - 1}{l} \right)^{1/2} (\varepsilon_N - \varepsilon_{N,l})(\varepsilon_N + \varepsilon_{N,l} + 2) \right\}^{1/2} \\
&= \left\{ \left( \frac{(N - l) - 1}{l} \right)^{1/2} \sqrt{(1 + \varepsilon_N)^2 - (1 + \varepsilon_{N,l})^2} \right\}^{1/2}.
\end{align*}
\]

**Lemma 3.5.** The sequence \( \{\varepsilon_{N,l}\}_{l=1}^{n_N-1} \) is monotone decreasing and \( \varepsilon_{N,1} < \varepsilon_N \). For any \( 1 \leq l \leq n_N - 1 \), we have
\[
\lim_{N \to \infty} \varepsilon_N = 0, \quad \lim_{N \to \infty} \varepsilon_N \sqrt{N^F - 1} = \infty, \quad \lim_{N \to \infty} \varepsilon_{N,l} \sqrt{(N - l)^F - 1} = \infty, \quad \lim_{N \to \infty} T_{N,l} = \infty.
\]

**Proof.** The first statement follows from a direct computation as
\[
\begin{align*}
\varepsilon_{N,l-1} - \varepsilon_{N,l} &:= (1 - b_N \varepsilon_N) \sqrt{N - 1} \left( \frac{1}{\sqrt{(N - l) - 1}} - \frac{1}{\sqrt{N - l}} \right) > 0, \\
\varepsilon_N - \varepsilon_{N,l} &:= (1 - b_N \varepsilon_N) \left( \sqrt{\frac{N - 1}{(N - l) - 1}} - 1 \right) + \varepsilon_N (1 - b_N) > 0.
\end{align*}
\]
It follows from (3.6) that \( \lim_{N \to \infty} \varepsilon_N = 0 \). We moreover have

\[
\log_{(N-1)} \varepsilon_N \sqrt{N} - 1 \geq \log_{(N-1)} \varepsilon_N \sqrt{N} - 1 = \frac{1}{2} - a_N = \begin{cases} 1 - a + ap_N \geq \frac{1}{2}, \\ 1 - \frac{p_N}{4} \geq \frac{1}{6} \end{cases} \text{ for (3.3),}
\]

\[
\log_{(N-1)} \frac{\varepsilon_N (N - 1)}{n_N} \geq \log_{(N-1)} \frac{\varepsilon_N^2 (N - 1)}{n_N} = 1 - 2a_N - p_N = \begin{cases} (1 - a)(1 - p_N) \text{ for (3.3),} \\ 1 - 3p_N \text{ for (3.5).} \end{cases}
\]

These and (3.6) together yield that

\[
\lim_{N \to \infty} \varepsilon_N \sqrt{N} - 1 = \infty, \quad \lim_{N \to \infty} \frac{\varepsilon_N^2 (N - 1)}{n_N} = \infty, \quad \lim_{N \to \infty} \frac{n_N}{\varepsilon_N (N - 1)} = 0.
\]

Since we observe that

\[
\varepsilon_{N,l} \sqrt{(N - l)^F - 1} \geq \varepsilon_{N,n,n-1} \sqrt{N - n_n}
\]

\[
(3.7)
\]

\[
T_{N,l}^2 = \frac{(N - l - 1)}{l} (\varepsilon_{N} - \varepsilon_{N,l})(\varepsilon_{N} + \varepsilon_{N,l} + 2)
\]

\[
\geq \frac{(N - l - 1)}{l} \cdot \varepsilon_N (1 - b_N) \cdot 2 \cdot \frac{\varepsilon_N^2 (N - 1)}{n_N} \cdot \frac{n_N}{n_N - 1} \cdot \frac{N - n_n}{N - 1},
\]

we have \( \lim_{N \to \infty} \varepsilon_{N,l} \sqrt{(N - l)^F - 1} = \infty \) and \( \lim_{N \to \infty} T_{N,l} = \infty \). This completes the proof. \( \square \)

**Corollary 3.6.** For all sufficiently large \( N \), we have

\[
\varepsilon_{N,l} \sqrt{(N - l)^F - 1} \geq d \varepsilon_N \sqrt{N - 1}, \quad 1 \leq l \leq n_N - 1.
\]

**Proof.** By (3.7), we have

\[
\varepsilon_{N,l} \sqrt{(N - l)^F - 1} \geq \varepsilon_N \sqrt{N - 1} \left( b_N - \sqrt{\frac{N - 1}{N - 1 + \sqrt{N - n_n}} \cdot \frac{n_N - 1}{\varepsilon_N (N - 1)}} \right).
\]

Then the corollary follows from the fact

\[
\lim_{N \to \infty} \left( b_N - \sqrt{\frac{N - 1}{N - 1 + \sqrt{N - n_n}} \cdot \frac{n_N - 1}{\varepsilon_N (N - 1)}} \right) = 1.
\]

\( \square \)

To compute \( \gamma^{NF,n}(X_{N,n,e,\theta}^F) \), let us regard \( U^F(N) \) as a subgroup of \( U^R(N^F) \) (see Lemma 4.1) and put

\[
A_{e,\theta}^{N,F} [z_1, \ldots, z_l] := \left\{ z_{l+1} \in A_{e}^{N,F} \mid \varepsilon_{N} \left( \frac{z_m}{||z_m||}, \frac{z_{l+1}}{||z_{l+1}||} \right) < \theta(\varepsilon), \ 1 \leq m \leq l \right\}
\]

for any \( (z_1, \ldots, z_n) \in X_{N,n,e,\theta}^F \) and \( 1 \leq l \leq n - 1 \). We then have

\[
\gamma^{NF,n}(X_{N,n,e,\theta}^F) = \int_{z_1 \in A_{e}^{N,F}} \int_{z_2 \in A_{e,\theta}^{N,F} [z_1]} \cdots \int_{z_n \in A_{e,\theta}^{N,F} [z_1, \ldots, z_{n-1}]} d\gamma^{NF}(z_n) \cdots d\gamma^{NF}(z_2) d\gamma^{NF}(z_1).
\]
Choose $U \in U^F(N)$ satisfying that $\langle e_m, U z_l \rangle = 0$ for any pair $(m, l)$ with $m > l$. According to the $U^R(N^F)$-invariance of $\gamma^{N_F}$, it holds that

$$\gamma^{N_F}(A_{\varepsilon,\theta}^{N,F}[z_1, \ldots, z_l]) = \gamma^{N_F}(U^l A_{\varepsilon,\theta}^{N,F}[z_1, \ldots, z_l]) = \gamma^{N_F}(A_{\varepsilon,\theta}^{N,F}[U z_1, \ldots, U z_l]).$$

**Lemma 3.7.** For any $1 \leq l \leq n_N - 1$, if we choose $\theta$ as in [10], then we have

$$(B^F(T_{N,l}))(1) \times A_{\varepsilon,\theta}^{(N-l),F} \subset A_{\varepsilon,\theta}^{N,F}[U z_1, \ldots, U z_l], \quad B^F(T) := \{ z \in F \mid \|z\| < T \}. $$

**Proof.** Given any $w := (w_1, \ldots, w_l) \in (B^F(T_{N,l}))(1) \subset F^l, \quad \zeta \in A_{\varepsilon,\theta}^{(N-l),F} \subset F^{N-l},$

we prove $z_{l+1} := (w, \zeta) \in A_{\varepsilon,\theta}^{N,F}$ by the following computations:

$$\|z_{l+1}\|^2 = \|w\|^2 + \|\zeta\|^2 < l(T_{N,l})^2 + (1 + \varepsilon_{N,l})(N-l)^2 - 1)$$

$$= \left\{ \frac{l(T_{N,l})^2}{(N-l)^2} + (1 + \varepsilon_{N,l}) \right\}((N-l)^2 - 1)$$

$$\leq (1 + \varepsilon_N)^2((N-l)^2 - 1) < (1 + \varepsilon_N)^2(N^2 - 1),$$

$$\|z_{l+1}\| \geq \|\zeta\| > (1 - \varepsilon_{N,l})((N-l)^2 - 1) = (1 - b_n \varepsilon_N) \sqrt{\frac{N-1}{(N-l)-1}} \cdot \sqrt{(N-l)^2 - 1}$$

$$\geq (1 - b_n \varepsilon_N) \sqrt{N^2 - 1} > (1 - \varepsilon_N) \sqrt{N^2 - 1}.$$  

Using the fact that $n_N / (N-l) \leq \varepsilon^2_N \leq 1$, we find for $1 \leq l \leq n_N - 1$ that

$$\frac{\varepsilon_N - \varepsilon_{N,l}}{1 - \varepsilon_{N,l}} = \frac{(1 - b_n \varepsilon_N) \left( \sqrt{\frac{N-l}{(N-l)-1}} - 1 \right) + \varepsilon_N (1 - b_n \varepsilon_N)}{(1 - b_n \varepsilon_N) \sqrt{\frac{N-1}{(N-l)-1}}}$$

$$= \left( 1 - \sqrt{1 - \frac{l}{N-1}} \right) + \varepsilon_N (1 - b_n \varepsilon_N) \sqrt{1 - \frac{l}{N-1}}$$

$$\leq \frac{l}{N-1} + \frac{\varepsilon_N (1 - b_n \varepsilon_N)}{1 - b_n \varepsilon_N} \leq \frac{n_N}{N-1} + \frac{4}{3} \varepsilon_N (1 - b_n \varepsilon_N) \leq \frac{7}{3} \varepsilon^2_N,$$

$$\frac{l T_{N,l}^2}{(1 - \varepsilon_{N,l})^2((N-l)-1)} = \frac{(\varepsilon_N - \varepsilon_{N,l})(\varepsilon_N + \varepsilon_{N,l} + 2)}{(1 - \varepsilon_{N,l})^2}$$

$$\leq \frac{7 \varepsilon^2_N (\varepsilon_N + \varepsilon_{N,l} + 2)}{3(1 - \varepsilon_{N,l})} \leq \frac{5 \varepsilon^2_N (\varepsilon_N + \varepsilon_{N,l})}{1 - \varepsilon_N} = \frac{\theta(\varepsilon_N)^2}{1 - \theta(\varepsilon_N)^2}.$$  

This implies

$$\frac{\|w\|^2}{l T_{N,l}^2} \leq \frac{\theta(\varepsilon_N)^2}{1 - \theta(\varepsilon_N)^2} \frac{(1 - \varepsilon_{N,l})^2((N-l)-1)}{\|z_{l+1}\|^2}$$

$$\leq \frac{\theta(\varepsilon_N)^2}{1 - \theta(\varepsilon_N)^2} \frac{(1 - \varepsilon_{N,l})^2((N-l)-1)}{\|z_{l+1}\|^2} < \frac{\theta(\varepsilon_N)^2}{1 - \theta(\varepsilon_N)^2} \|\zeta\|^2, $$
which leads to \( \|w\|^2 < \theta(\varepsilon_N)^2(\|w\|^2 + \|\zeta\|^2) = \theta(\varepsilon_N)^2\|z_{l+1}\|^2 \). By the Cauchy–Schwarz inequality, for any \( 1 \leq l \leq n_N - 1 \),

\[
\left\| \frac{Uz_m}{\|Uz_m\|} \cdot \frac{z_{l+1}}{\|z_{l+1}\|} \right\| = \left\| \frac{Uz_m}{\|Uz_m\|} \cdot w \right\| \leq \frac{\|w\|}{\|z_{l+1}\|} < \theta(\varepsilon_N).
\]

We thus obtain \( z_{l+1} \in A_{\varepsilon_N, \theta}^{N,F}[Uz_1, \ldots, Uz_l] \). This completes the proof. \( \square \)

**Lemma 3.8.** For \( 0 \leq l \leq n_N - 1 \), we set

\[
v_{N,l}^F = \begin{cases} 
1 - \gamma^N F(A_{\varepsilon_N}^N) & \text{if } l = 0, \\
1 - \gamma^N F(B^F(T_{N,F})^l) A_{\varepsilon_N}^{(N-l),F} & \text{if } l \neq 0,
\end{cases}
\]

\( v_F^N := \max\{v_{N,l}^F \mid 0 \leq l \leq n_N - 1\} \).

We then have \( \lim_{N \to \infty} n_N v_F^N = 0 \).

**Proof.** Putting

\[
\alpha_{N,l}^F := \begin{cases} 
\gamma^N F(A_{\varepsilon_N}^N) & \text{if } l = 0,
\gamma^{(N-l),F}(A_{\varepsilon_N}^{(N-l),F}) & \text{if } l \neq 0,
\end{cases}
\]

\( \beta_{N,l}^F := \begin{cases} 
0 & \text{if } l = 0,
1 - \gamma^1 F(B^F(T_{N,F})) & \text{if } l \neq 0,
\end{cases} \)

we see

\[
v_{N,l}^F = (1 - \alpha_{N,l}^F)(1 - \beta_{N,l}^F) + 1 - (1 - \beta_{N,l}^F) \leq (1 - \alpha_{N,l}^F) + l \beta_{N,l}^F
\]

and it suffices to prove

\[
\lim_{N \to \infty} n_N (1 - \alpha_{N,l}^F) = 0, \quad \lim_{N \to \infty} n_N^2 \cdot \beta_{N,l}^F = 0
\]

for any \( 0 \leq l \leq n_N - 1 \). Since we have \( \lim_{N \to \infty} \alpha_{N,l}^F = 1, \lim_{N \to \infty} \beta_{N,l}^F = 0 \) by Lemmas 3.3 and 3.5, the lemma holds true if \( \sup_N n_N < \infty \).

We consider the case where \( \lim_{N \to \infty} n_N = \infty \). Set \( m := (N - l) \). By (3.2) and the proof of Lemma 3.3 we have

\[
1 - \alpha_{N,l}^F \leq g_m(\sqrt{m-1}) \cdot 2e^{-\varepsilon_N(\sqrt{m-1})^2/2}.
\]

For large enough \( N \), Corollary 3.6 implies

\[
(\varepsilon_N \sqrt{m-1})^2 \geq a'^2 \cdot \varepsilon_N^2 \cdot (N - 1) = a'^2 (N - 1)^{-a_{N+1}} \geq a'^2 n_N
\]

and \( m = (N - l) F \to \infty \) as \( N \to \infty \), so that we have

\[
n_N (1 - \alpha_{N,l}^F) \leq \left\{ g_m(\sqrt{m-1}) \right\} \cdot 2(n_N e^{-a'^2 n_N}) \xrightarrow{N \to \infty} 0.
\]

Let us show \( \lim_{N \to \infty} n_N^2 \beta_{N,l}^F = 0 \). Assume that \( N \) is so large that

\[
\frac{N - n_N}{n_N - 1} \geq a' \cdot \frac{N - 1}{n_N}.
\]

If we set

\[
R_N := \sqrt{\frac{a'^2 (N - 1)}{2n_N} \varepsilon_N} = \sqrt{\frac{a'^2}{2} (N - 1)^{(1 - p_N - 2a_N)/2}}
\]

which diverges to infinity as \( N \to \infty \), then we observe from (3.8) that

\[
\frac{T_{N,F}^2}{4} \geq \frac{1}{4} \cdot 2 \varepsilon_N^2 \cdot \frac{N - n_N}{n_N - 1} \geq R_N^2.
\]

Hence we conclude that

\[
B^F(T_{N,F}) \supset (B^R(T_{N,F}/2))^{\dim \mathbb{F}} \supset (B^R(R_N))^{\dim \mathbb{F}},
\]
which implies that for \( \beta := \gamma^1(B^\mathbb{R}(R_N)) \in [0, 1], \)

\[
\beta_{N,l}^F \leq 1 - (\gamma^1(B^\mathbb{R}(R_N)))^{\dim F} \leq 1 - \beta^4 = (1 + \beta^2)(1 + \beta)(1 - \beta) \leq 4(1 - \gamma^1(B^\mathbb{R}(R_N))),
\]

\[
1 - \gamma^1(B^\mathbb{R}(R_N)) = \sqrt{\frac{2}{\pi}} \int_{R_N}^\infty e^{-r^2/4} dr = \frac{1}{\sqrt{\pi}} \int_{R_N^2/2}^{\infty} e^{-t} \frac{1}{\sqrt{2t}} dt \leq \sqrt{\frac{2}{\pi}} \frac{1}{R_N} e^{-R_N^2/2}.
\]

If the assumption (3.3) holds, then we see

\[
n^2_N \cdot \beta_{N,l}^F \leq 4n^2_N(1 - \gamma^1(B^\mathbb{R}(R_N))) \leq 4\sqrt{\frac{2}{\pi}} \frac{1}{R_N} n^2_N \exp \left(-\frac{a'}{4} \left(\frac{N-1}{n_N}\right)^{1-a}\right) \xrightarrow{N \to \infty} 0.
\]

Under the assumption (3.3), we find that

\[
n^2_N \cdot \beta_{N,l}^F \leq 4n^2_N(1 - \gamma^1(B^\mathbb{R}(R_N))) \leq 4\sqrt{\frac{2}{\pi}} \frac{1}{R_N} n^2_N \exp \left(-\frac{a'}{4} \sqrt{\frac{N-1}{n^3_N}}\right) \xrightarrow{N \to \infty} 0.
\]

This completes the proof. \(\square\)

**Proof of Theorem 3.4** We already observe \(\lim_{N \to \infty} \varepsilon_N = 0\) in Lemma 3.8. We apply Lemma 3.7 to have

\[
\gamma^{NF,n_N}(X^F_{N,n_N,\varepsilon_N,0}) = \int_{z_1 \in A^F_{N,\varepsilon_N}} \cdots \int_{z_{n_N-1} \in A^F_{N,\varepsilon_N} \left[z_1, \ldots, z_{n_N-2}\right]} \gamma^{NF}(A_{N,\varepsilon_N}^{F, [z_1, \ldots, z_{n_N-1}]} d\gamma^{NF}(z_{n_N-1}) \cdots d\gamma^{NF}(z_1)
\]

\[
\geq \int_{z_1 \in A^F_{N,\varepsilon_N}} \cdots \int_{z_{n_N-2} \in A^F_{N,\varepsilon_N} \left[z_1, \ldots, z_{n_N-3}\right]} \gamma^{NF}(A_{N,\varepsilon_N}^{F, [z_1, \ldots, z_{n_N-2}]} d\gamma^{NF}(z_{n_N-2}) \cdots d\gamma^{NF}(z_1)
\]

\[
\times \left(\gamma^1(B^F(T^F_{N,n_N-1}))\right)^{n_N-1} \times \gamma^{(N-(n_N-1))F}(A_{N,n_N-1}^{F^{(N-(n_N-1))F}})
\]

\[
\geq \gamma^n(A_{N,\varepsilon_N}^{F,F}) \times \prod_{l=1}^{n_N-1} \left\{ \left(\gamma^l(B^F(T^F_{l,\varepsilon_N}))\right)^{1} \times \gamma^{(N-l)F}(A_{N,\varepsilon_N}^{F^{(N-l)F}})\right\} = \prod_{l=0}^{n_N-1} (1 - v^F_{N,l}) \geq (1 - v^F_{N,N})^{n_N}.
\]

By Lemma 3.8, we have \(\lim_{N \to \infty}(1 - v^F_{N,N})^{n_N} = 1\). This completes the proof of the theorem. \(\square\)

**Remark 3.9.** If we choose a function \(\theta : (0, \infty) \to (0, \infty)\) satisfying

\[
\lim_{N \to \infty} \gamma^{NF,n_N}(X^F_{N,n_N,\varepsilon_N,0}) = 1
\]

with the use of Lemma 3.7, then by (3.3), the angle \(\theta\) is required to satisfy

\[
\theta(\varepsilon_N)^2 > \sup \left\{ \frac{||w||^2}{(||w, \zeta||^2) \cdot w \in (B^F(T^F_{N,l}))^l, \zeta \in A_{N,l}^{F^{(N-l)F}}} \right\} = \frac{IT^F_{N,j}}{IT^F_{N,l} + (1 - \varepsilon_{N,l})^2((N-l)F - 1)} = \left(1 + \frac{(1 - \varepsilon_{N,j})(N-l)F - 1}{IT^F_{N,l} - 1}\right)^{-1}.
\]

**Remark 3.10.** Let us comment on the conditions (3.3) and (3.5).
(a) If (3.3) (resp. (3.5)) holds, we then have \( \lim_{N \to \infty} n_N / N^{p_+} = 0 \) for \( p_+ = 1 \) (resp. \( p_+ = 1/3 \)), however the converse does not hold in general. Such an example is

\[
n_N := \left[ \left( \frac{N}{\log N} \right)^{p_+} + 1 \right],
\]

where \([x]\) is the largest integer not greater than \( x \).

(b) For \( p > 0 \), we see that the condition \( n_N = O(N^p) \) implies \( \lim_{N \to \infty} p N \leq p \). If moreover \( p < 1 \), then (3.3) is true, because there exists \( c > 0 \) such that

\[
\sup_N \left( 2 \log n_N - \frac{a'}{4} \left( \frac{N}{n_N} \right)^{1-a} \right) \leq \sup_N \left( 2p \log N + 2 \log c - \frac{a'}{4} \cdot e^{(1-p)(1-a)} \right) < \infty
\]

holds for any \( a, a' \in (0, 1) \). Similarly, if \( p < 1/3 \), then (3.5) is true.

(c) If \( n_N = o(N^{2 \log N}) \) for some \( A > 1 \), then (3.3) holds true with \( a = (A - 1)/A \) and any \( a' \in (0, 1) \), because there exists \( N_0 \in \mathbb{N} \) such that

\[
\frac{n_N}{N} \leq \left( \frac{a'}{4} \times \frac{1}{2} \right)^{A}
\]

for any \( N \geq N_0 \), implying

\[
\sup_{N \geq N_0} \left( 2 \log n_N - \frac{a'}{4} \left( \frac{N}{n_N} \right)^{1-a} \right) \leq 2 \sup_{N \geq N_0} \left( \log N - A \log \log N + A \log \frac{a'}{8} - \log N \right) < \infty.
\]

It is impossible to reduce the condition \( A > 1 \) to \( A = 1 \), namely \( n_N = o(N^{2 \log N}) \). For example, if we put

\[
n_N := \left[ \frac{N}{\log N \log \log N} + 1 \right],
\]

then this satisfies \( n_N = o(N^{2 \log N}) \), but does not satisfy (3.3).

(d) We similarly derive (3.5) from \( n_N = o(N^{1/3 \log N}) \), but does not satisfy (3.3).

4. Proof of main theorems

4.1. Strategy of the proof. The idea of the proof of Theorems 1.1 and 1.2 is based on that in the case of \( n = 1 \) in 171. The following lemma plays a crucial role in the proof.

**Lemma 4.1.** Let \( \{X_N\}_{N=1}^\infty \) and \( \{Y_N\}_{N=1}^\infty \) be sequences of mm-spaces satisfying the following conditions:

(C1) \( P_{Y_N} \) converges weakly to a pyramid \( P_\infty \) as \( N \to \infty \).

(C2) For any \( N, l \in \mathbb{N} \) with \( N \geq 1 \), there exists a 1-Lipschitz map \( p_l^N : X_N \to Y_l \) such that

\[
\lim_{N \to \infty} d_P((p_l^N)^\# \mu_{X_N}, \mu_{Y_l}) = 0.
\]

(C3) For any \( N \in \mathbb{N} \), there exists a subset \( Y'_N \subset Y_N \) such that

(a) \( \lim_{N \to \infty} \mu_{Y'_N}(Y'_N) = 1 \),

(b) there exists a Lipschitz map \( \Phi^N : Y'_N \to X_N \) pushing \( \mu_{Y'_N} := (\mu_{Y'_N}(Y'_N))^{-1} \mu_{Y'_N} |_{Y'_N} \) \(
\]

Then \( P_{X_N} \) converges weakly to \( P_\infty \) as \( N \to \infty \).
Theorem 2.22 ensures the existence of a subsequence \( \{X_{N_m}\}_{m=1}^{\infty} \subset \{X_N\}_{N=1}^{\infty} \) such that \( P_{X_{N_m}} \) converges weakly to a pyramid \( P \) as \( m \to \infty \). It suffices to prove \( P = P_\infty \) for any such \( P \). We deduce (C2) from \( P_\infty \subset P \).

To show the converse including relation \( P \subset P_\infty \), let us regard \( Y_N' = (Y_N', d_{Y_N}, \mu_{Y_N'}) \) as an mm-space. By (C3), we compute

\[
\lim_{N \to \infty} d_{TV}(\mu_{Y_N'}, \mu_{Y_N}) = \lim_{N \to \infty} \frac{1}{2} \int_{Y_N} \left| \frac{1}{\mu_{Y_N}(Y_N')} - 1 \right| d\mu_{Y_N} = \lim_{N \to \infty} (1 - \mu_{Y_N}(Y_N')) = 0,
\]

where \( 1_{Y_N'} \) stands for the indicator function of \( Y_N' \). This with Corollary 2.23 implies that the pyramid associated with \( Y_N' \) converges weakly to \( P_\infty \). Combining this with (C3b) and Lemma 2.21(1) leads to \( P \subset P_\infty \).

**Corollary 4.2.** Let \( \{X_N\}_{N=1}^{\infty}, \{Y_N\}_{N=1}^{\infty} \) be two sequences of mm-spaces as in Lemma 4.1. Let \( G \) be a group acting isometrically on \( X_N, Y_N \) satisfying the following conditions.

- (C1) The quotient space \( \bar{Y}_N \) of \( Y_N \) by the \( G \)-action is monotone increasing in \( N \) with respect to the Lipschitz order.
- (C2) \( p_1^N, \Phi^N \) are both \( G \)-equivariant.
- (C3) \( Y_N' \) is \( G \)-invariant (i.e., \( G \cdot Y_N' = Y_N' \)).

Then, the pyramids associated with \( X_N, \bar{Y}_N \) both converge weakly to a common pyramid as \( N \to \infty \).

**Proof.** Due to Lemma 2.21(2) with (C1), \( \{\bar{Y}_N\}_N \) satisfies (C1). Combining (C2) with Lemma 2.17 yields that \( (\bar{p}_N^N) \# \bar{\mu}_X^N \) converges weakly to \( \bar{\mu}_Y \). Lemma 2.16 with (C2) ensures that the Lipschitz constant of \( \bar{p}_N^N \) is 1 and that of \( \bar{\Phi}^N \) tends to 1. Combining (C2) with (C3) leads to \( \bar{\Phi}^N \# \bar{\mu}_Y = \bar{\mu}_X \). By (C3), we have \( \bar{\mu}_Y, (\bar{Y}_N') = \mu_{Y_N'}(Y_N') \). Thus \( \{X_N\}_N, \{\bar{Y}_N\}_N \) satisfies all the conditions (C1C3), which completes the proof of the corollary.

Subsection 4.2 is devoted to construct a Lipschitz map \( \Phi_{\varepsilon, \theta}^{N,n,F} : X^{F}_{N,n,\varepsilon,\theta} \to X^{F}_{N,n} \) with \( \theta \) defined in (3.4), for which the smallest Lipschitz constant tends to 1 as \( N \to \infty \), with the help of the polar decomposition. In Subsection 4.3, we demonstrate that the normalized push-forward measure \( \pi_{X^{N,F}_{N,n,\varepsilon,\theta}} |_{X^{F}_{N,n,\varepsilon,\theta}} \) by \( \Phi_{\varepsilon, \theta}^{N,n,F} \) coincides with \( \mu_{X^{n,F}} \). We finally apply Lemma 4.4 and Corollary 4.2 to prove Theorems 1.1 and 1.2 for

\[
X_N = X^{F}_{N,n,\varepsilon,\theta}, \quad Y_N = Y^{N,F}_{n,\varepsilon,\theta}, \quad Y_N' = X^{F}_{N,n,\varepsilon,\theta}, \quad p_1^N = \pi_1^N(n), \quad \Phi_N = \Phi_{\varepsilon, \theta}^{N,n,F}.
\]

### 4.2. Lipschitz map from \( X^{F}_{N,n,\varepsilon,\theta} \) to \( X^{F}_{N,n} \).

#### 4.2.1. Nearest point projection

Let us first describe the relation between singular values and polar decompositions as well as in the case of \( F = \mathbb{C} \) proved by Li [10]. In the case of \( F = \mathbb{H} \), we should take account of the fact that \( \text{tr}(ZW) \neq \text{tr}(ZW) \) may happen. For \( N \geq n \), set

\[
I^N_n := \left( \begin{array}{c} I_n \\ 0_{N-n,n} \end{array} \right) \in M^{F}_{N,n}.
\]

**Lemma 4.3** (cf. [10] Lemma 1, Theorems 2, 2A). For any \( Z_1, Z_2 \in M^{F}_{N,n} \), let

\[
Z_1 = Q_1 H_1 = U_1 \Lambda_1 V_1^*, \quad Z_2 = Q_2 H_2 = U_2 \Lambda_2 V_2^*
\]

be their polar and singular value decompositions. We then have

\[
\|Z_1 - Z_2\| \geq \lambda \|Q_1 - Q_2\|, \quad \lambda := \min\{\lambda_n(Z_1), \lambda_n(Z_2)\}.
\]
Proof. For $U := U_2^* U_1 \in U^F(N), V := V_2^* V_1 \in U^F(n)$, we see that

$$
\|Z_1 - Z_2\| = \|U_1 \Lambda_1 V_1^* - U_2 \Lambda_2 V_2^*\| = \|U \Lambda_1 - \Lambda_2 V\|, \quad \|Q_1 - Q_2\| = \|U^N I_n - I^N_n V\|.
$$

So it suffices to prove $\|U \Lambda_1 - \Lambda_2 V\| \geq \lambda \|U^N I_n - I^N_n V\|$. Setting

$$
\Sigma_i := (\Lambda_i, 0_{N,N-n}), \quad I := (I_n^N, 0_{N,N-n}), \quad A := \Sigma_1 - \lambda I, \quad B := \Sigma_2 - \lambda I \in M_F^N,
$$

we have $\|U \Lambda_1 - \Lambda_2 V\| = \|U - IV_n\|$ and

$$
\|U \Lambda_1 - \Lambda_2 V\|^2 = \|U \Sigma_1 - \Sigma_2 V_n\|^2 = (\lambda^2 \|U - IV_n\|^2 + \|UA - BV_n\|^2) + \lambda \times (\#).
$$

Thus it is enough to prove the non-negativity of $(\#)$, which is expressed as

$$
(\#) = \text{tr}[(IA)^* I A + AU^*(UI - IV_n)]
$$

and

$$
\text{tr}(IB) = \text{tr}(V_n^* BV_n) = \text{tr}(V_n^* BV_n) + \text{tr}(V_n^* B(I - IV_n)).
$$

Using the assumptions that $U, V_n$ are unitary and $A, B, I$ are real diagonal, we compute

$$
\text{tr}(IA) = \text{tr}(IU^* UA) = \text{tr}(AU^* U I) \quad \text{and} \quad \text{tr}(IB) = \text{tr}(V_n^* BV_n).
$$

If we set $X = (x_i^m)_{1 \leq m, l \leq N} := V_n^* U Y = (y_i^m)_{1 \leq m, l \leq N} := U^* T V_n$, then we observe that

$$
(\text{tr}(AU^* BV_n))^* = \text{tr}(V_n^* IA) = \text{tr}(X A), \quad (\text{tr}(V_n^* B U I))^* = \text{tr}(I^* V_n B V_n) = \text{tr}(Y B),
$$

which leads to

$$
(\#) = \text{tr}[(2I - (X + X^*)) A] + \text{tr}[(2I - (Y + Y^*)) B]
$$

$$
= \sum_{l=1}^n (2 - (x_i^l + (x_i^l)^*)) (\lambda_i (Z_1) - \lambda) + \sum_{l=1}^n (2 - (y_i^l + (y_i^l)^*)) (\lambda_i (Z_2) - \lambda).
$$

We moreover find $\lambda_1(X) \leq 1$, which together with Remark 2.26(2) implies

$$
\lambda_1(X + X^*) \leq \lambda_1(X) + \lambda_1(X^*) \leq 2.
$$

Since $X + X^*$ is Hermitian, there exist $P = (p_i^m)_{1 \leq m, l \leq N} \in U^F(N)$ and $\{\xi_m\}_{m=1}^N \in \mathbb{R}$ with $|\xi_m| = \lambda_m(X + X^*)$ such that $X + X^* = P^* \text{diag}(\xi_1, \ldots, \xi_N) P$, which implies

$$
2 \text{Re}(x_i^l) = x_i^l + (x_i^l)^* = \sum_{m=1}^N (p_i^m)^* \xi_m p_i^m \leq 2 \sum_{m=1}^N (p_i^m)^* p_i^m = 2.
$$

The same argument proves $\text{Re}(y_i^m) \leq 1$. This together with $\lambda_i(Z_1), \lambda_m(Z_2) \geq \lambda$ implies

$$
(\#) = 2 \sum_{l=1}^n (1 - \text{Re}(x_i^l))(\lambda_i(Z_1) - \lambda) + 2 \sum_{l=1}^n (1 - \text{Re}(y_i^l))(\lambda_i(Z_2) - \lambda) \geq 0.
$$

This completes the proof. \qed

We next show that the scaled polar decomposition is the nearest point projection from $M_F^N$ to $X_n^N$, even if the decomposition is not unique.

**Lemma 4.4.** Let $Z = QH$ be a polar decomposition of $Z \in M_F^N$. For any $r > 0$ we have

$$
\min_{Q' \in V_N^F} \|Z - r Q'\| = \|Z - r Q\| = \sqrt{\sum_{l=1}^n (\lambda_i(Z) - r)^2}.
$$
Proof. Let $Z = QH = UΛV^*$ be polar and singular value decompositions of $Z$. By Theorem 2.25 we have
\[
\|Z - rQ\|^2 = \|UΛV^* - rQ\| = \|Λ - rU^*QV\|^2 = \|Λ - rI_n^N\| = \sum_{l=1}^n (λ_l(Z) - r)^2,
\]
implicating the last equality in the lemma. For any $Q' \in V_{N,n}^F$, we define $X = (x_m^l)_{1 \leq m,l \leq n} \in M_n^F$ and $Y \in M_{N,n}^F$ as
\[
\begin{pmatrix} X \\ Y \end{pmatrix} := rU^*Q' V.
\]
We then have $X^*X + Y^*Y = r^2I_n$, hence $\text{Re}(x_m^l) \leq \|x_m^l\| \leq r$, and
\[
\|Z - rQ'\| = \|Λ - rU^*Q'V\| = \left\| \begin{pmatrix} Λ - X \\ -Y \end{pmatrix} \right\|, \quad Λ' := \text{diag}(λ_1(Z), \ldots, λ_n(Z)).
\]
A direct computation proves
\[
\left\| \begin{pmatrix} Λ' - X \\ -Y \end{pmatrix} \right\|^2 = \|(Λ' - X)\|^2 + \|Y\|^2
\]
\[
= \|(Λ' - rI_n) - (X - rI_n)\|^2 + \text{tr}\{r^2I_n - X^*X\}
\]
\[
= \|Λ' - rI_n\|^2 + \text{tr}\{Λ'(rI_n - X) + (rI_n - X^*)Λ'\}
\]
\[
= \sum_{l=1}^n (λ_l(Z) - r)^2 + 2\sum_{l=1}^n λ_l(Z)(r - \text{Re}(x_m^l)) \geq \sum_{l=1}^n (λ_l(Z) - r)^2,
\]
which completes the proof. \hfill \Box

In the same way as for $X_{N,n}^F$, we define an $(ε, θ)$-approximation space $U^F(n)_{ε,θ}$ of $U^F(n) = V_{n,n}^F$ by
\[
U^F(n)_{ε,θ} := \left\{ (z_1, \ldots, z_n) \in M_n^F \parallel z_l \parallel - 1 < ε, \parallel \left\langle \frac{z_l}{\parallel z_l \parallel}, \frac{z_m}{\parallel z_m \parallel} \right\rangle \parallel < θ(ε), \ 1 \leq l < m \leq n \right\}.
\]

Corollary 4.5. For any $n \in \mathbb{N}, ε > 0$ and a function $θ : (0, ∞) \rightarrow (0, ∞)$, we set
\[
L(n, ε, θ) := \sup_{W \in U^F(n)_{ε,θ}} \min_{Q' \in U^F(n)} \|W - Q'\|.
\]
Then, for any $N \geq n$ and $Z \in X_{N,n,ε,θ}^F$, we have
\[
λ_n(Z) ≥ \sqrt{N^F - 1} \cdot (1 - L(n, ε, θ)).
\]

Proof. For $Z \in X_{N,n,ε,θ}^F$, let $Z = QH = UΛV^*$ be polar and singular decompositions of $Z$. Set $Λ' := \text{diag}(λ_1(Z), \ldots, λ_n(Z))$. It turns out that
\[
W' := \frac{1}{\sqrt{N^F - 1}}(Λ'V^*) \in U^F(n)_{ε,θ}
\]
and $W' = V^* \cdot (VW')$ is a polar decomposition of $W'$. We conclude that
\[
\sqrt{N^F - 1} - \lambda_n(Z) \leq \|Z - \sqrt{N^F - 1} \cdot Q\|
\]
\[
= \left\| U \cdot \left( \frac{NV^*}{0_{n,n}} \right) - \sqrt{N^F - 1} \cdot U \cdot \left( \frac{V^*}{0_{n,n}} \right) \right\| = \sqrt{N^F - 1} \cdot \|W' - V^*\|
\]
\[
\leq \sqrt{N^F - 1} \sup_{W \in UF(n, \varepsilon, \theta)} \min_{Q' \in UF(n)} \|W - Q'\| = \sqrt{N^F - 1} \cdot L(n, \varepsilon, \theta),
\]
where we apply Lemma 4.4 for $r = \sqrt{N^F - 1}$ in the first inequality and for $r = 1$ in the last inequality. This completes the proof. \qed

Corollary 4.5 implies that if $L(n, \varepsilon, \theta) < 1$, then the map
\[
Q^F : X^F_{N,n,\varepsilon,\theta} \ni Z \mapsto Q^F(Z) \in V^F_{N,n}
\]
is well-defined, where $Z = Q^F(Z)H$ is the polar decomposition of $Z$.

**Lemma 4.6.** Assume $L(n, \varepsilon, \theta) < 1$. Then, the map
\[
\Phi^F_{n,\varepsilon,\theta} : X^F_{N,n,\varepsilon,\theta} \ni Z \mapsto \sqrt{N^F - 1} \cdot Q^F(Z) \in X^F_{N,n}
\]
has Lipschitz constant at most $(1 - L(n, \varepsilon, \theta))^{-1}$.

**Proof.** For any $Z, W \in X^F_{N,n,\varepsilon,\theta}$, Lemma 4.3 and Corollary 4.5 together imply
\[
\|\Phi^F_{\varepsilon,\theta}(Z) - \Phi^F_{\varepsilon,\theta}(W)\| = \sqrt{N^F - 1} \cdot \|Q^F(Z) - Q^F(W)\|
\]
\[
\leq \frac{\sqrt{N^F - 1}}{\min\{\lambda_n(Z), \lambda_n(W)\}} \|Z - W\| \leq \frac{1}{1 - L(n, \varepsilon, \theta)} \|Z - W\|.
\]

4.2.2. **Condition for $L(n, \varepsilon, \theta) < 1$.** Given any $\delta > 0$, we define the positive monotone increasing functions on $[0, 1)$ by
\[
\varphi_\delta(s) := \frac{(\delta + s)^2}{1 - s}, \quad R_\delta(s) := \frac{2(\delta + s)}{1 - s}.
\]
Moreover, for any $\sigma \in [0, 1]$, we set
\[
s_l = s_l(\delta) := \begin{cases} 0 & \text{if } l = 0, \\ s_{l-1} + \varphi_\delta(s_{l-1}) & \text{if } 1 \leq l \leq n_\sigma, \end{cases}
\]
\[
n_\sigma = n_\sigma(\delta) := \max \{n \in \mathbb{N} \cup \{0\} : s_n(\delta) < \sigma\} + 1.
\]
It follows that $s_1(\delta) = \delta^2$ and $s_{n_{\sigma-1}} < \sigma \leq s_{n_\sigma}$.

**Lemma 4.7.** For any $\delta > 0$ and $\sigma \in [0, 1]$, we have
\[
\log_{1 + R_\delta(\sigma)} \left(1 + R_\delta(\sigma) \frac{\sigma}{\delta^2}\right) \leq n_\sigma(\delta) < \log_{1 + R_\delta(0)} \left(1 + R_\delta(0) \frac{\sigma}{\delta^2}\right) + 1.
\]
The last inequality also holds true for $\sigma = 1$. 


Proof. For $1 \leq l \leq n_\sigma - 1$, we observe that $s_l < \sigma$ and

$$\varphi_\delta(s_l) = \varphi_\delta(s_{l-1} + \varphi_\delta(s_{l-1})) = \frac{(\delta + s_{l-1} + \varphi_\delta(s_{l-1}))^2}{1 - (s_{l-1} + \varphi_\delta(s_{l-1}))} = \varphi_\delta(s_{l-1}) \left(1 + \frac{2(\delta + s_l)}{1 - s_l}\right),$$

and thereby,

$$s_{l+1} = s_l + \varphi_\delta(s_l) \leq s_{l-1} + \varphi_\delta(s_{l-1})(1 + (1 + R_\delta(\sigma)))$$

$$\leq s_0 + \varphi_\delta(s_0) \sum_{m=0}^{l-1} (1 + R_\delta(\sigma))^m \leq \delta^2 (1 + R_\delta(\sigma))^{l+1} - 1.$$

In the same way, we estimate $s_{l+1}$ from below and conclude

$$\frac{(1 + R_\delta(0))^{l+1} - 1}{R_\delta(0)} \leq \frac{s_{l+1}}{\delta^2} \leq \frac{(1 + R_\delta(\sigma))^{l+1} - 1}{R_\delta(\sigma)}.$$

Combining this with $s_{n_\sigma-1} < \sigma \leq s_{n_\sigma}$ yields

$$\frac{(1 + R_\delta(0))^{n_\sigma-1} - 1}{R_\delta(0)} \leq \frac{s_{n_\sigma-1}}{\delta^2} < \frac{\sigma}{\delta^2} \leq \frac{s_{n_\sigma}}{\delta^2} \leq \frac{(1 + R_\delta(\sigma))^{n_\sigma} - 1}{R_\delta(\sigma)},$$

which provides the desired result. \hfill \Box

Lemma 4.8. If $0 \leq \sigma \leq \delta^2$, then $n_\sigma(\delta) = 1$ and for $\delta^2 < \sigma \leq 1$ we have

$$n_\sigma(\delta) < 1 + \frac{\sigma}{\delta^2}.$$

Proof. The first claim follows from the definition of $n_\sigma(\delta)$ and the fact $s_1 = \delta^2$. In the case of $\delta^2 < \sigma \leq 1$, it suffices to prove by Lemma 4.7 that

$$\log_{1+R_\delta(0)} \left(1 + R_\delta(0) \frac{\sigma}{\delta^2}\right) < \frac{\sigma}{\delta^2} \iff \left(1 + R_\delta(0) \frac{\sigma}{\delta^2}\right)^{\delta^2/R_\delta(0)} < (1 + R_\delta(0))^{1/R_\delta(0)}.$$

This follows from the monotone increasing property of $r \mapsto (1 + 1/r)^r$ on $(0, \infty)$ and the condition

$$\frac{\delta^2}{\sigma R_\delta(0)} < \frac{1}{R_\delta(0)}.$$

The proof is completed. \hfill \Box

We next consider the different expression of $s_l(\delta)$. For $0 \leq l \leq n_\sigma(\delta)$ with $\sigma \in [0, 1]$, we set

$$c_l = c_l(\delta) := \begin{cases} 0 & \text{if } l = 0, \\ \frac{1 + \delta \sum_{m=0}^{l-1} c_m}{\sqrt{1 - \delta^2 \sum_{m=0}^{l-1} c_m^2}} & \text{if } 1 \leq l \leq n_1(\delta). \end{cases}$$

Lemma 4.9. For $0 \leq l \leq n_\sigma(\delta)$ with $\sigma \in [0, 1]$, we have

$$\delta^2 \sum_{m=0}^{l} c_m^2 = s_l(\delta).$$

In particular, the denominator of $c_1$ does not vanish and $c_1$ is well-defined.
Proof. We prove the lemma by induction on $l$. In the case of $l = 0$, the statement is true since $c_0 = 0 = s_0$. Assume that the statement is true for $l - 1$. We then have

$$\delta^2 \sum_{m=0}^{l-1} c_m^2 = \delta^2 \sum_{m=0}^{l-1} c_m^2 + \delta^2 c_l^2 = \delta^2 \sum_{m=0}^{l-1} c_m^2 + \frac{(\delta + s_{l-1})^2}{1 - s_{l-1}} = s_{l-1} + \varphi\delta(s_{l-1}) = s_l,$$

ensuring the statement for $l$. This completes the proof. \(\square\)

**Theorem 4.10.** For any $\sigma \in [0, 1], n \leq n_\sigma(\theta(\varepsilon))$, we have

$$L(n, \varepsilon, \theta)^2 = \sup_{W \in U^F(n)_{\varepsilon, \theta}} \min_{Q \in U^F(n)} \|W - Q\|^2 < \left(n\varepsilon^2 + \frac{2n(1 + \varepsilon)\sigma}{1 + \sqrt{1 - \sigma}}\right).$$

**Proof.** For any $Z = (z_1, \ldots, z_n) \in U^F(n)_{\varepsilon, \theta}$, there exist $P \in U^F(n)$ and $(\zeta_1, \ldots, \zeta_n) \in U^F(n)_{\varepsilon, \theta}$ with $\|\zeta\| = 1$ such that

$$Pz_i = \|z_i\|\zeta_i, \quad \zeta_1 = e_1, \quad \zeta_i^m := (e_m, \zeta_i) = 0 \quad \text{if} \quad m > l.$$

**Claim 4.11.** For $1 \leq m \leq n_\sigma(\theta(\varepsilon))$, if $m < l \leq n_\sigma(\theta(\varepsilon))$, then $\|\zeta_i^m\| < \theta(\varepsilon)c_m(\theta(\varepsilon))$.

We prove the claim by induction on $m$. If $m = 1$, we then have $c_1(\theta(\varepsilon)) = 1$ and, for $l \geq 2$,

$$\|\zeta_i^m\| = \|e_1, \zeta_i\| = \left\|\left(\frac{z_1}{\|z_i\|}, \frac{z_i}{\|z_i\|}\right)\right\| < \theta(\varepsilon) = \theta(\varepsilon)c_1(\theta(\varepsilon)).$$

Let us assume that the claim holds true for any $1, \ldots, m - 1$ with $m < n_\sigma(\theta(\varepsilon))$. We derive from the assumption and Lemma [4.9] that

$$\|\zeta_i^m\|^2 = \|\zeta_i\|^2 - \sum_{a=1}^{m-1} \|\zeta_i^a\|^2 > 1 - \theta(\varepsilon)^2 \sum_{a=1}^{m-1} c_a^2 = 1 - s_{m-1} > 1 - \sigma \geq 0,$$

providing $\zeta_i^m \neq 0$. Since for any $l > m$ we have

$$(\zeta_m, \zeta_l) = \sum_{a=1}^{m} (\zeta_a^m)^* \zeta_l^a = \sum_{a=1}^{m-1} (\zeta_a^m)^* \zeta_l^a + (\zeta_m^m)^* \zeta_l^m, \quad \|\zeta_m, \zeta_l\| < \theta(\varepsilon)$$

and the inverse of $(\zeta_m^m)^*$ is $\zeta_m^m/\|\zeta_m^m\|^2$, we deduce from the claim for $1, \ldots, m - 1$ that

$$\|\zeta_i^m\| = \frac{\sum_{a=1}^{m} \|\zeta_i^a\|^2}{\|\zeta_m^m\|^2} \cdot \left(\sum_{a=1}^{m-1} (\zeta_a^m)^* \zeta_l^a\right) \leq \frac{1}{\|\zeta_m^m\|^2} \left(\theta(\varepsilon) + \sum_{a=1}^{m-1} \|\zeta_i^a\| \|\zeta_l^a\|\right) < \frac{\theta(\varepsilon) + \theta(\varepsilon) \sum_{a=1}^{m-1} c_a \|\zeta_m^a\|^2}{\sqrt{1 - \theta(\varepsilon)^2 \sum_{a=1}^{m-1} c_a^2}} = \theta(\varepsilon)c_m,$$

where the last inequality follows from the monotone increasing property of each variety of

$$(r_1, \ldots, r_{m-1}) \mapsto \frac{1}{\sqrt{1 - \sum_{a=1}^{m-1} r_a^2}} \left(\theta(\varepsilon) + \theta(\varepsilon) \sum_{a=1}^{m-1} c_a r_a\right).$$

This completes the proof of the claim.

It thus holds for any $1 \leq l \leq n_\sigma(\theta(\varepsilon))$ that

$$\|\zeta_i^l\| = \sqrt{1 - \sum_{m=1}^{l-1} \|\zeta_i^m\|^2} > \sqrt{1 - \theta(\varepsilon)^2 \sum_{m=1}^{l-1} c_m^2(\theta(\varepsilon))} = \sqrt{1 - s_{l-1}(\theta(\varepsilon))} > 0.$$
we see that

$$P' := P^* \cdot \left( \frac{\zeta_1}{\|z_1\|} e_1, \ldots, \frac{\zeta_n}{\|z_n\|} e_n \right) \in U^F(n),$$

we have

$$\min_{Q \in U^F(n)} \|Z - Q\|^2 \leq \|Z - P'\|^2 = \sum_{l=1}^n \left\| z_l \zeta_l - \frac{\zeta_l}{\|z_l\|} e_l \right\|^2 = \sum_{l=1}^n \left( (\|z_l\|^2 + 1 - 2\|z_l\|\|\zeta_l\|) \right)$$

$$< \sum_{l=1}^n \left( (\|z_l\|^2 - 1)^2 + 2\|z_l\|^2 \sqrt{1 - s_{l-1}(\theta(\varepsilon))} \right)$$

$$< \sum_{l=1}^n (\varepsilon^2 + 2(1 + \varepsilon)(1 - \sqrt{1 - \sigma}) = \left( n\varepsilon^2 + \frac{2n(1 + \varepsilon)\sigma}{1 + \sqrt{1 - \sigma}} \right).$$

By the arbitrariness of $Z \in U^F(n)_{\varepsilon, \theta}$, the proof of the lemma is complete. \qed

**Remark 4.12.** In Theorem 4.10 we estimate $L(n, \varepsilon, \theta)^2$ from above by the sum of two terms: the first one is due to the error of the lengths between each column vectors $Z \in U^F(n)_{\varepsilon, \theta}$ and $Q^F(Z)$, and the second one is due to the error of the angles between each column vectors $Z$ and $Q^F(Z)$. If $n_\sigma(\theta(\varepsilon)) \to \infty$ as $\varepsilon \to 0$, then we require $\theta(\varepsilon)^2 < \sigma$ by Lemma 4.8. Therefore the second term is larger than the first one if $\varepsilon \leq \theta(\varepsilon)$, which holds for the $\theta$ defined in (3.3). This is according to the fact that the condition $L(n, \varepsilon, \theta) < 1$ guarantees that the rank of any elements in $U^F(n)_{\varepsilon, \theta}$ equals to $n$, and the rank of a matrix is stable to the perturbation on the lengths of their column vectors, but extremely frail against the perturbation on the angles between their column vectors. Indeed, for sufficiently large $n$, there exists $\{x_l\}_{l=1}^{2n} \subset \mathbb{R}^n$ such that each angle between any two distinct vectors is close to $\pi/2$ (cf. [4, Theorem 6]).

### 4.3. $\mu^{N,n,F}$ as a push forward measure of $\gamma^{N^F,n}$

**Lemma 4.13.** We have

$$\mu^{N,n,F} = (\Phi_{\varepsilon, \theta}^{N,n,F})_# \omega_{N,n,F}, \quad \text{where} \quad \omega_{N,n,F} := \frac{\gamma^{N^F,n}|_{X^F_{N,n,x,\theta}}}{\gamma^{N^F,n}(X^F_{N,n,n,x,\theta})}.$$  

**Proof.** For any $U \in U^F(n)$, it is easy to check that $U^U$ commutes with the $\mathbb{R}$-multiplication and we have already seen the commutativity of $U^U_n$ with $Q^F$ in Remark 2.20(1). This means that $U^U_n$ commutes with $\Phi_{\varepsilon, \theta}^{N,n,F}$. In addition, the isometric property of $U^U_n$ enables us to regard $U^U_n \in U^R(N \cdot m)$. We also have $X^F_{X, n,n,x,\theta} = U^U_n(X^F_{X, n,n,x,\theta})$. These facts with the $U^R(N \cdot m)$-invariance of $\gamma^{N^F,n}$ together yield that for any Borel subset $B \subset X^F_{N,n,n,x,\theta},$

$$\gamma^{N^F,n}(X^F_{N,n,n,x,\theta}) \cdot (\Phi_{\varepsilon, \theta}^{N,n,F})_# \omega_{N,n,F}(U^U_n(B)) = \gamma^{N^F,n}(X^F_{N,n,n,x,\theta} \cap (\Phi_{\varepsilon, \theta}^{N,n,F})^{-1}(U^U_n(B))$$

$$= \gamma^{N^F,n}(U_n^U(X^F_{N,n,n,x,\theta} \cap (U^U_n \circ \Phi_{\varepsilon, \theta}^{N,n,F})^{-1}(B)) = \gamma^{N^F,n}(U_n^U(X^F_{N,n,n,x,\theta} \cap (\Phi_{\varepsilon, \theta}^{N,n,F})^{-1}(B))$$

$$= \gamma^{N^F,n}(X^F_{N,n,n,x,\theta} \cap (\Phi_{\varepsilon, \theta}^{N,n,F})^{-1}(B))$$

$$= \gamma^{N^F,n}(\Phi_{\varepsilon, \theta}^{N,n,F})_# \omega_{N,n,F}(B).$$

By Proposition 2.28 this completes the proof of the lemma. \qed
4.4. Convergence of pyramids of (projective) Stiefel and Grassmann manifolds.

**Lemma 4.14.** Let \( \theta \) be a function defined in (3.4). If \( \lim_{N \to \infty} n_N/(N-1)^3 = 0 \), then the smallest Lipschitz constant of \( \Phi_{\varepsilon, \theta}^{N,n,F} \) tends to 1 as \( N \to \infty \).

**Proof.** If \( L(n_N, \varepsilon_N, \theta) < 1 \), then \( \Phi_{\varepsilon, \theta}^{N,n,F} \) is well-defined and has Lipschitz constant at most \( (1 - L(n_N, \varepsilon_N, \theta))^{-1} \) due to Lemma 4.6. It thus suffices to prove \( \lim_{N \to \infty} L(n_N, \varepsilon_N, \theta) = 0 \).

We use the same notations in Theorem 3.4 as follows:

\[
p_N := \log_{(N-1)} n_N, \quad a_N := \frac{1}{4}(1 + p_N), \quad \varepsilon_N := (N - 1)^{-a_N}.
\]

We moreover define

\[
\theta_N := \theta(\varepsilon_N), \quad q_N := \frac{2}{1 + p_N} \left( p_N + \frac{1}{3} \right), \quad \sigma_N := \theta_N^{2-q_N}.
\]

It then holds that

\[
\varepsilon_N \leq \theta_N \leq 3\varepsilon_N, \quad q_N \leq 1, \quad a_N(q_N - 1) = \frac{1}{4} \left( p_N - \frac{1}{3} \right), \quad a_Nq_N = \frac{1}{2} \left( p_N + \frac{1}{3} \right),
\]

\[
\lim_{N \to \infty} n_N \varepsilon_N^2 = \lim_{N \to \infty} (N - 1)^{p_N - a_N} = \lim_{N \to \infty} (N - 1)((p_N - 1)/2) = 0,
\]

\[
\lim_{N \to \infty} \frac{\sigma_N}{\theta_N} = \lim_{N \to \infty} \theta_N^{1-q_N} \leq \lim_{N \to \infty} 3^{1-q_N} \varepsilon_N^{1-q_N} \leq \lim_{N \to \infty} 3(N - 1)^{a_N(q_N - 1)} = 0,
\]

where we use (3.6) in the last inequality.

**Claim 4.15.** For large enough \( N \), we have

\[
n_N \leq \frac{\sigma_N}{2\theta_N^2} \leq n_{\sigma_N}(\theta_N).
\]

The first inequality follows from

\[
n_N \cdot \frac{\theta_N^2}{\sigma_N} = n_N \theta_N^2 \leq 3^n n_N \varepsilon_N^qN \leq 3(N - 1)^{p_N - a_NqN} = 3(N - 1)^{(3p_N - 1)/6},
\]

hence \( \sup_{N \to \infty} n_N \cdot \theta_N^2/\sigma_N = 0 \). We derive the second inequality from Lemma 4.7 and

\[
\lim_{N \to \infty} \frac{1}{R_{\sigma_N}(\theta_N)} = \lim_{N \to \infty} \frac{\theta_N^2}{\sigma_N R_{\sigma_N}(\theta_N)} = \infty,
\]

\[
\lim_{N \to \infty} (1 + R_{\sigma_N}(\theta_N))^{1/2} = e^{1/2} < e^1 = \lim_{N \to \infty} \left( 1 + R_{\sigma_N}(\theta_N) \frac{\sigma_N}{\theta_N^2} \right)^{\theta_N^2/\sigma_N R_{\sigma_N}(\theta_N)}.
\]

The claim has been proved.

The claim implies that

\[
\lim_{N \to \infty} n_N \sigma_N \leq \lim_{N \to \infty} \frac{\sigma_N}{2\theta_N^2} = 0.
\]

For large enough \( N \), we have, by Theorem 4.10

\[
L(n_N, \varepsilon_N, \theta)^2 < n_N \varepsilon_N^2 + \frac{2n_N(1 + \varepsilon_N)\sigma_N}{1 + \sqrt{1 - \sigma_N}},
\]

which proves \( \lim_{N \to \infty} L_N = 0 \) as desired. This completes the proof. \( \square \)
Proof of Theorems 1.1 and 1.2 We set

\[ X_N = X_{N_p,N}, \quad Y_N = \Gamma^{N_p,N}, \quad Y_N' = X_{N_p,N}\times\theta, \quad p_N^n = \pi_{i}^{N}(n), \quad \Phi^N = \Phi_{\epsilon,\theta}^{N,N} \]

for the \( \theta \) defined in (3.4) and \( G = U^F(1) \) or \( U^F_n(n) \). We already check that the pyramid \( \mathcal{P}_{\overline{Y}_N} \) converges weakly to \( \mathcal{P}_{\Gamma^\infty} \) as \( N \to \infty \). It is easy to check the \( G \)-invariance of \( Y_N' \). Since \( p_N^n \) is 1-Lipschitz continuous and \( G \)-equivariant, the space \( \overline{Y}_N \) is monotone increasing in \( N \) with respect to the Lipschitz order. Proposition 2.29 implies that \( \lim_{N \to \infty} \overline{Y}_N \) as \( N \to \infty \). We confirm that \( \Phi^N_{\theta,\epsilon} = \nu_{X_N} \) in Lemma 3.13 and \( \Phi^N \) is \( G \)-equivariant in Remark 2.26 (2).

Theorem 3.4 implies \( \lim_{N \to \infty} \nu_{X_N}(Y_N') = 1 \). The smallest Lipschitz constant of \( \Phi^N \) tends to 1 as \( N \to \infty \) due to Lemma 4.14. We thus apply Lemma 4.1 and Corollary 4.2 to obtain

\[ \mathcal{P}_{X_{N,p}} \to \mathcal{P}_{\Gamma^\infty}, \quad \mathcal{P}_{X_{N,p}/U^F(n)} \to \mathcal{P}_{\Gamma^\infty/U^F(n)} \], \( \mathcal{P}_{U^F(1)} \times X_{N,p} \to \mathcal{P}_{U^F(1)\Gamma^\infty}, \) as \( N \to \infty \).

This completes the proof of the theorems. \( \square \)

Remark 4.16. (1) Under the assumption (3.5), or more weakly \( \lim_{N \to \infty} n^3_N/N = 0 \), we always have \( \lim_{N \to \infty} n_{\sigma_N}(\theta_N) = \infty \) for \( \theta \) defined in (3.4) even if \( \lim_{N \to \infty} n_N < \infty \). This follows from Claim 4.15 and

\[ \lim_{N \to \infty} \frac{\sigma_N}{\theta^2_N} = \lim_{N \to \infty} \frac{\theta^{-n_N} \lim_{N \to \infty} \epsilon^{-n_N} \geq \frac{1}{3} \lim_{N \to \infty} (N-1)^{a_{n,q}} = \infty} \]

(2) Assume \( \lim_{N \to \infty} n_N = \infty \). If we construct a pair of \( \epsilon_N \) and \( \theta : (0, \infty) \to (0, \infty) \) satisfying

\[ \lim_{N \to \infty} \epsilon_N = 0, \quad \lim_{N \to \infty} \gamma^{N,F}(X^{N,F}_{N,p}) = 1 \]

with the help of Lemma 3.7 and we prove the convergence of \( \mathcal{P}_{X_{N,p}} \) by using Lemma 4.16, Theorem 4.10 and Lemma 4.1 where we set \( \Phi^N = \Phi_{\epsilon,\theta}^{N,N,F} \), then the assumption

\[ \lim_{N \to \infty} \frac{n^3_N}{N - 1} = 0, \]

which is slightly weaker than (3.5), is a necessary condition according the following three conditions (a), (b) and (c).

(a) As mentioned in Remark 3.9 if we use Lemma 3.7, then we require

\[ \left( B^F(T_{N,n-1}) \right)^{n-1} A^{N_{n-1} + 1} \subset A^{N,F}_{\epsilon,\theta}, \quad \lim_{N \to \infty} T_{N,n-1} = \infty; \]

\[ \frac{1}{\theta^2_N} < 1 + \frac{(1 - \epsilon_{N-1})^2((N - n_{N-1})^F - 1)}{(n_{N-1} - 1)T^2_{N,n-1}} \]

(b) To use Theorem 4.10 we need to assume \( n_N \leq n_{\sigma_N}(\theta_N) \).

(c) By Lemma 4.16 and Theorem 4.10 we need

\[ \lim_{N \to \infty} n_N \sigma_N = 0. \]

By (a), we have

\[ (n_{N-1})^2T^2_{N,n-1} + (1 + \epsilon_{N,n-1})^2((N - n_{N-1})^F - 1) < (1 + \epsilon_N)^2(N_F - 1), \]

providing

\[ \infty = \lim_{N \to \infty} T^2_{N,n-1} = \lim_{N \to \infty} \frac{N - 1}{n_N}. \]
On one hand, if \( \lim_{N \to \infty} \sigma_N / \theta_N > 0 \) holds, then we require, by (c),
\[
0 = \lim_{N \to \infty} n_N \sigma_N = \lim_{N \to \infty} n_N \theta_N \cdot \frac{\sigma_N}{\theta_N},
\]

hence \( \lim_{N \to \infty} n_N \theta_N = 0 \). On the other hand, if we assume \( \lim_{N \to \infty} \sigma_N / \theta_N = 0 \), then we observe from (b) and Lemma 4.8 with \( \lim_{N \to \infty} n_N = \infty \) that \( \theta_N^2 < \sigma_N \) and
\[
\lim_{N \to \infty} n_N \theta_N \cdot \frac{\theta_N^2}{\sigma_N} \leq \lim_{N \to \infty} \left( 1 + \frac{\sigma_N}{\theta_N^2} \right) \cdot \frac{\theta_N^2}{\sigma_N} = \lim_{N \to \infty} \frac{\theta_N^2}{\sigma_N} + 1 \leq 2,
\]
providing \( \lim_{N \to \infty} n_N \theta_N = 0 \). We therefore obtain
\[
\lim_{N \to \infty} n_N^3 = \lim_{N \to \infty} n_N \theta_N \cdot \frac{n_N^2}{(N-1) \theta_N^2} = 0.
\]

5. Asymptotic estimate of observable diameter

For the proof of Corollary 1.3 we need the following

**Definition 5.1** (Observable diameter of pyramid; [15]). Let \( \kappa > 0 \). The observable diameter of a pyramid \( \mathcal{P} \) is defined to be
\[
\text{ObsDiam}(\mathcal{P}; -\kappa) := \lim_{\varepsilon \to 0+} \sup_{X \in \mathcal{P}} \text{ObsDiam}(X; -(\kappa + \varepsilon)) \quad (\leq +\infty).
\]

For any mm-space \( X \) we have
\[
\text{ObsDiam}(\mathcal{P}_X; -\kappa) = \text{ObsDiam}(X; -\kappa)
\]
for any \( \kappa > 0 \) (see [15]).

**Theorem 5.2** (Limit formulas; [15]). Let \( \mathcal{P} \) and \( \mathcal{P}_n \), \( n = 1, 2, \ldots, \) be pyramids. If \( \mathcal{P}_n \) converges weakly to \( \mathcal{P} \) as \( n \to \infty \), then, for any \( \kappa > 0 \),
\[
\text{ObsDiam}(\mathcal{P}; -\kappa) = \lim_{\varepsilon \to 0+} \liminf_{n \to \infty} \text{ObsDiam}(\mathcal{P}_n; -(\kappa + \varepsilon)) = \lim_{\varepsilon \to 0+} \limsup_{n \to \infty} \text{ObsDiam}(\mathcal{P}_n; -(\kappa + \varepsilon)).
\]

Theorem 5.2 together with [16, Theorem 2.21] (see also Corollary [17, §5]) leads us to the following

**Theorem 5.3.** We have
\[
\text{ObsDiam}(\mathcal{P}_{\Gamma}; -\kappa) = 2D^{-1} \left( 1 - \frac{\kappa}{2} \right)
\]
for any \( \kappa \) with \( 0 < \kappa < 1 \).

We are now in a position to prove the

**Proof of Corollary 1.3** (1) follows from Theorems 1.1 and 5.2.

Since \( G_{N,n,n}^F \times V_{N,n,n}^F \) we have (2) and (4) from (1).

We prove (3). Let \( f : M_{1,n}^F / U^F(n) \to [0, +\infty) \) be the function defined by \( f(\bar{z}) := \|\bar{z}\| \), \( \bar{z} \in M_{1,n}^F / U^F(n) \). Note that \( f \) is an isometry. By using polar coordinates, we have
\[
d(f(\gamma^n \bar{z}))(r) = g_n(r) \, dr,
\]
where $g_m$ is the function defined in (5.1). Since $g_m(r) \leq g_2(1) = e^{-1/2}$, we have
\[
\text{ObsDiam}((M_{N,n}^F/U^F(n), \bar{\gamma}^{Nn^F}); -\kappa) \geq \text{ObsDiam}((M_{N,n}^F/U^F(n), \bar{\gamma}^{nF}); -\kappa) = \text{diam}(f_\# \bar{\gamma}^{nF}; 1-\kappa) \geq e^{1/2}(1-\kappa),
\]
which together with Theorems 1.2(1) and 5.2 implies (3).

We prove (5). Since $\sqrt{N^F - 1} P_{V^F_{N,m_N}} = U^F(1) \setminus X^F_{N,m_N} \succ U^F(1) \setminus X^F_{N,1}$, it suffices to estimate the observable diameter of $U^F(1) \setminus X^F_{N,1}$ from below. By Theorems 1.2(2) and 5.2
\[
\lim_{N \to \infty} \text{ObsDiam}(U^F(1) \setminus X^F_{N,1}; -\kappa) = \text{ObsDiam}(\mathcal{P}_{U^F(1) \setminus \Gamma^\infty}; -\kappa)
\geq \text{ObsDiam}((U^F(1) \setminus F, \bar{\gamma}^{1F}); -\kappa),
\]
where the last inequality follows from $\mathcal{P}_{U^F(1) \setminus \Gamma^\infty} \ni (U^F(1) \setminus F, \bar{\gamma}^{1F})$, $1^F = \dim_\mathbb{R} F$. We see that $(U^F(1) \setminus F, \bar{\gamma}^{1F})$ is mm-isomorphic to $([0, +\infty), g_{1F}(r) \, dr)$ and therefore
\[
\text{ObsDiam}((U^F(1) \setminus F, \bar{\gamma}^{1F}); -\kappa) = \text{diam}(g_{1F}(r) \, dr; 1-\kappa) \geq e^{1/2}(1-\kappa).
\]
This completes the proof. □

Corollary 1.3(2)(3) together with Theorem 1.2 implies the following

**Corollary 5.4.** Let $n$ be any fixed positive integer.

1. We have $t_N/\sqrt{N} \to 0$ as $N \to \infty$ if and only if $\{t_N G_{N,n}^F\}$ is a Lévy family, i.e., converges weakly to one-point mm-space.
2. We have $t_N/\sqrt{N} \to 0$ as $N \to \infty$ if and only if $\{t_N G_{N,n}^F\}$ infinitely dissipates, i.e., the associated pyramid converges weakly to $X$.

Note that the same property for many other manifolds was already obtained in [15].

**A. APPENDIX: $U^F(N)$ AS A SUBGROUP OF $U^R(N^F)$**

For $z := z_0 + z_1 i + z_2 j + z_3 k \in F^N$, we set
\[
R(z) := z_0, \quad I(z) := z_1, \quad J(z) := z_2, \quad K(z) := z_3.
\]
It follows that for $z := z_0 + z_1 i + z_2 j + z_3 k, w := w_0 + w_1 i + w_2 j + w_3 k \in F^N$,
\[
\left( \begin{array}{c} z_0 \\ z_1 \\ z_2 \\ z_3 \end{array} \right) \cdot \left( \begin{array}{c} w_0 \\ w_1 \\ w_2 \\ w_3 \end{array} \right) = \sum_{l=0}^{3} z_l w_l = \text{Re} \langle z, w \rangle.
\]

**Lemma A.1.** Define a map $\mathcal{O}^F : U^F(N) \hookrightarrow M_{N^F}(\mathbb{R})$ by
\[
\mathcal{O}^F(U) \left( \begin{array}{c} z_0 \\ z_1 \\ z_2 \\ z_3 \end{array} \right) := \left( \begin{array}{c} R(Uz) \\ I(Uz) \\ J(Uz) \\ K(Uz) \end{array} \right),
\]
for $z_0, z_1, z_2, z_3 \in \mathbb{R}^N$, where $z := z_0 + z_1 i + z_2 j + z_3 k \in F^N$. Then we have for $U, V \in U^F(N)$, $\mathcal{O}^F(U) \in U^R(N^F)$, $\mathcal{O}^F(UV) = \mathcal{O}^F(U)\mathcal{O}^F(V)$, $\mathcal{O}^F(U^*) = \mathcal{O}^F(U)^*$. 


Proof. For any \( z := z_0 + z_1 i + z_2 j + z_3 k, w := w_0 + w_1 i + w_2 j + w_3 k \in F^N \) and \( U, V \in U^F(N) \), we compute that
\[
\langle \mathcal{O}^F(U) \begin{pmatrix} z_0 \\ z_1 \\ z_2 \\ z_3 \end{pmatrix}, \mathcal{O}^F(U) \begin{pmatrix} z_0 \\ z_1 \\ z_2 \\ z_3 \end{pmatrix} \rangle = \text{Re} \langle Uz, Uw \rangle = \text{Re} \langle z, w \rangle = \begin{pmatrix} z_0 \\ z_1 \\ z_2 \\ z_3 \end{pmatrix} \begin{pmatrix} w_0 \\ w_1 \\ w_2 \\ w_3 \end{pmatrix},
\]
implying the first two claims. We also find that \( \mathcal{O}^F(I_N) = I_{NF} \). This implies that
\[
\mathcal{O}^F(U)^* \mathcal{O}^F(U) = I_N = \mathcal{O}^F(U^*U) = \mathcal{O}^F(U^*) \mathcal{O}^F(U),
\]
hence \( \mathcal{O}^F(U^*) = \mathcal{O}^F(U)^* \). This completes the proof. \( \Box \)

References

[1] P. Billingsley, Convergence of probability measures, 2nd ed., Wiley Series in Probability and Statistics: Probability and Statistics, John Wiley & Sons Inc., New York, 1999. A Wiley-Interscience Publication.

[2] V. I. Bogachev, Measure theory. Vol. I, II, Springer-Verlag, Berlin, 2007.

[3] D. Burago, Y. Burago, and S. Ivanov, A course in metric geometry, Graduate Studies in Mathematics, vol. 33, American Mathematical Society, Providence, RI, 2001.

[4] T. Cai, J. Fan, and T. Jiang, Distributions of angles in random packing on spheres, J. Mach. Learn. Res. 14 (2013), 1837–1864.

[5] M. Gromov, Metric structures for Riemannian and non-Riemannian spaces, Reprint of the 2001 English edition, Modern Birkhäuser Classics, Birkhäuser Boston Inc., Boston, MA, 2007. Based on the 1981 French original; With appendices by M. Katz, P. Pansu and S. Semmes; Translated from the French by Sean Michael Bates.

[6] M. Gromov and V. D. Milman, A topological application of the isoperimetric inequality, Amer. J. Math. 105 (1983), no. 4, 843–854.

[7] A. S. Kechris, Classical descriptive set theory, Graduate Texts in Mathematics, vol. 156, Springer-Verlag, New York, 1995.

[8] M. Ledoux, The concentration of measure phenomenon, Mathematical Surveys and Monographs, vol. 89, American Mathematical Society, Providence, RI, 2001.

[9] P. Lévy, Problèmes concrets d’analyse fonctionnelle. Avec un complément sur les fonctionnelles analytiques par F. Pellegrino, Gauthier-Villars, Paris, 1951 (French). 2d ed.

[10] R. C. Li, A perturbation bound for the generalized polar decomposition, BIT 33 (1993), no. 2, 304–308.

[11] V. D. Milman, Asymptotic properties of functions of several variables that are defined on homogeneous spaces, Dokl. Akad. Nauk SSSR 199 (1971), 1247–1250 (Russian); English transl., Soviet Math. Dokl. 12 (1971), 1277–1281.

[12] , A certain property of functions defined on infinite-dimensional manifolds, Dokl. Akad. Nauk SSSR 200 (1971), 781–784 (Russian).

[13] , The heritage of P. Lévy in geometrical functional analysis, Astérisque 157-158 (1988), 273–301. Colloque Paul Lévy sur les Processus Stochastiques (Palaiseau, 1987).

[14] V. D. Milman and G. Schechtman, Asymptotic theory of finite-dimensional normed spaces, Lecture Notes in Mathematics, vol. 1200, Springer-Verlag, Berlin, 1986. With an appendix by M. Gromov.

[15] R. Ozawa and T. Shioya, Limit formulas for metric measure invariants and phase transition property, arXiv:1402.6831, to appear in Math. Z.

[16] T. Shioya, Metric measure geometry—Gromov’s theory of convergence and concentration of metrics and measures, arXiv:1410.0428, to appear in the IRMA series of the European Mathematical Society.

[17] , Metric measure limits of spheres and complex projective spaces, arXiv:1402.0611, preprint.
[18] G. S. Watson, *Limit theorems on high-dimensional spheres and Stiefel manifolds*, Studies in econometrics, time series, and multivariate statistics, Academic Press, New York, 1983, pp. 559–570.

[19] F. Zhang, *Quaternions and matrices of quaternions*, Linear Algebra Appl. **251** (1997), 21–57.

**Mathematical Institute, Tohoku University, Sendai 980–8578, JAPAN**

*E-mail address*: shioya@math.tohoku.ac.jp

**Department of Mathematics and Information Sciences, Tokyo Metropolitan University, Tokyo 192–0397, JAPAN**

*E-mail address*: asuka@tmu.ac.jp