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Abstract—In this letter, we study the nonlinear stability problem of converter-based power systems, where the converter dynamics are governed by a complex droop control. This complex droop control augments the well-known power-frequency (p-f) droop control, and it proves to be equivalent to the state-of-the-art dispatchable virtual oscillator control (dVOC). In this regard, it is recognized as a promising grid-forming solution to address the high penetration of converters in future power systems. In previous work, the global stability of dVOC (i.e., complex droop control) has been proven by prescribing a nominal synchronous steady state. For a general case of non-nominal (i.e., drooped) synchronous steady states, however, the stability problem requires further investigation. In this letter, we provide parametric conditions under which a non-nominal synchronous steady state exists and the system is almost globally asymptotically stable with respect to this non-nominal synchronous steady state.

Index Terms—Complex droop control, complex-frequency synchronization, stability of nonlinear systems.

I. INTRODUCTION

The electric power system is currently undergoing a huge transformation caused by the replacement of conventional synchronous generation with converter-interfaced renewable energy sources. Future power systems may operate with 100% converter-based generation [1], where converters must shoulder the responsibility of forming the grid voltage (phase and amplitude). A class of control strategies to handle this responsibility is called grid-forming control [2]. Grid-forming control methods are typically developed from the standpoint of a single converter device [3]. For a multi-converter interconnected system, however, the stability of the system is a big concern, especially with respect to frequency synchronization and voltage stabilization.

Power-frequency (p-f) droop control represents a class of elementary grid-forming control, where the operation characteristics of synchronous generators are mimicked [4]. The stability of droop-controlled interconnected systems has been widely studied in the past [5], [6], [7], [8], [9]. In particular, since stability at the system level, especially global stability, is generally less considered during the control design stage [4], it is nontrivial in general cases to guarantee global stability. Therefore, additional particular assumptions such as fixed voltage amplitudes [5], [6], [7], a lossless network [6], [7], [8], or a simplified network representation [9] have been applied in the existing stability studies [5], [6], [7], [8], [9] for droop control.

Dispatchable virtual oscillator control (dVOC) is an advanced grid-forming control strategy, which has been developed recently by a top-down design [10], [11], [12] as well as a bottom-up design [3], where the global stability guarantee has been rigorously derived and experimentally validated. Moreover, dVOC has been increasingly recognized as one of the most promising grid-forming controls [13]. As presented in our recent work [14], dVOC can be considered as an augmentation of the standard p-f droop control. In particular, we have revealed the equivalence of dVOC to a complex droop control from the perspective of complex frequency. The concept of complex frequency [15] is an extension of classical frequency (or angular velocity) since the rates of change of both phase and amplitude are included. Aimed at the concepts of complex-frequency synchronization and classical voltage stabilization, we presented a linear stability analysis in [14]. This linear stability analysis is tractable and useful, but it is approximate since some assumptions are required to arrive at the linear problems of complex-frequency synchronization and voltage stabilization. A nonlinear stability analysis for dVOC was undertaken in [10], [11], [12], which, however, addressed only a prespecified nominal synchronous steady state and applied only to networks with a uniform r/f ratio. Nonlinear stability analysis for the case of non-nominal (i.e., drooped) synchronous steady states and non-uniform networks, in turn, is not available in the literature so far.

In this letter, we address the nonlinear stability analysis of complex droop control for non-nominal synchronous steady states and non-uniform networks. We first leverage the linear result for complex-frequency synchronization [14] to provide a condition for the existence of a non-nominal synchronous steady state. We then provide parametric conditions for this synchronous steady state being almost globally asymptotic stable. The stability results extend the previous...
ones in [11] to allow drooped operating points and general power networks with arbitrary impedance characteristics. The nonlinear stability results in this letter are rigorous compared to our linear results in [14]. In [14], the time-scale separation as well as the linear dc flow approximation were applied to make the problems linear. The nonlinear results in this letter are independent of these assumptions. Moreover, the stability results are physically intuitive, providing engineering insights into power system operation and stability assessment.

The remainder of this section recalls some basic notation. The stability problem is formulated in Section II and then addressed in Section III. Case studies are shown in Section IV. Section V concludes this letter.

Notation: The set of complex numbers is denoted by \( \mathbb{C} \). An underline indicates that a variable is complex, and \( \mathcal{F} (\cdot) \) and \( \mathcal{H} (\cdot) \) denote its real and imaginary parts, respectively. For a complex scalar \( x \in \mathbb{C} \), \( \overline{x} \) denotes its complex conjugate. For a complex matrix \( A \in \mathbb{C}^{m \times n} \), \( A^\top \) and \( A^\dagger \) denote its transpose and Hermitian transpose, respectively. For a real scalar \( x \), a complex scalar \( x \), a real vector \( x \), and a complex vector \( x \), \( |x|, |x_i|, |x|^\top \) denote the absolute value, the modulus, the Euclidean norm \( x \in \mathbb{R}^n \), and the Euclidean norm \( (x^\top x)^{1/2} \), respectively. For a matrix \( A \), its induced 2-norm is denoted by \( \| A \|_2 \). For a vector \( x \), \( \text{diag}(x) \) denotes the diagonal matrix formed from it. The distance of a point \( x \) to a set \( C \) is denoted by \( \| x - y \|_C := \min_{z \in C} \| x - z \| \).

II. Modeling and Stability Problem Statement

We consider a converter-based three-phase power system, where all nodes are interconnected by a resistive-inductive network. The converter nodes are modeled as grid-forming voltage sources [10]. The load nodes are represented by constant-power/-current loads and even dynamic loads. We remark that the reduced network underlines indicates that a variable is complex, and \( R \) or the associated complex vector form.

A. Power Network

When ignoring the network dynamics, we obtain a static network representation. We further use the Kron reduction to eliminate the load nodes, obtaining a reduced network [16], where the set of converter nodes is denoted by \( N = \{1, \ldots, N\} \), and the reduced network admittance matrix is denoted by \( \mathbf{Y} \in \mathbb{C}^{N \times N} \). We remark that the reduced network generally contains shunt branches at each node. Since the shunt loads can be absorbed into the power setpoints, we consider \( \mathbf{Y} \) as a complex-valued and symmetric Laplacian matrix without loss of generality [14]. To each converter node \( k \in N \), we associate a terminal voltage \( v_k \in \mathbb{C} \) and a converter output current \( i_{k, k} \in \mathbb{C} \). Based on the admittance matrix, the network equation can be formulated as

\[
\dot{v}_k = \mathbf{Y} i_k,
\]

where \( i_k := [i_{k, 1}, \ldots, i_{k, N}]^\top \) and \( v := [v_1, \ldots, v_N]^\top \). Denote the complex voltage as \( v_k := v_k e^{j \theta_k} \) with nonzero amplitude

\( v_k \neq 0 \) and rotational phase angle \( \theta_k \), and denote the output complex power as \( s_k := p_k + j q_k := v_k^\top Y_{k,k} \). We obtain the complex power-flow equations as

\[
\dot{s}_k = \sum_{l=1}^N Y_{k,l} \dot{v}_l,
\]

where \( Y_{k,l} \) is the \( k \)th row and \( l \)th column entry of \( \mathbf{Y} \). Referring to [14], we introduce the definition of complex angle and normalized complex power (conjugate) respectively as

\[
\dot{\vartheta}_k = \ln v_k + j \theta_k \Rightarrow \vartheta_k = e^{\vartheta_0},
\]

\[
\vartheta_k := \frac{s_k}{v_k^2} = \frac{(p_k - j q_k)}{v_k^2} = \frac{i_{k,k}}{v_k}. \tag{4}
\]

The power-flow equations in (2) are then rewritten as

\[
\sum_{k=1}^N \frac{1}{v_k} \dot{v}_k = \sum_{l=1}^N \frac{1}{v_l} v_l e^{\vartheta_l - \vartheta_k}. \tag{5}
\]

B. dVOC and Complex Droop Control

1) dVOC: When applying dVOC to the converters, their complex-valued terminal voltage behavior is given as [11]

\[
\dot{v}_k = j \omega_0 v_k + \eta e^{j \varphi_k} (\vartheta_k - \vartheta_{k,0}) + \eta \alpha (\varphi_k - \varphi_{k,0}), \tag{6}
\]

where \( \eta, \alpha > 0 \) are control gains, \( \vartheta_{k,0} := (p_k^0 - j q_k^0)/v_k^2 \) denotes the setpoint for the normalized power in (4) with \( p_k^0, q_k^0 \) and voltage amplitude, respectively, \( e^{j \varphi_k} \) with \( \varphi \in [0, \pi/2] \) is the rotation operator to adapt to different network impedance characteristics, and \( \Phi_k(v_k) := (v_k^2 - |v_k|^2)/v_k^2 \) denotes the voltage regulation error. The development of dVOC was inspired by consensus synchronization [10, Proposition 1]. Briefly speaking, the first term in (6) induces a harmonic oscillator at the nominal frequency, the second term synchronizes the relative phases to the power setpoints via current feedback, and the third term regulates the voltage amplitude.

2) Complex Droop Control: We define the complex frequency by taking the time derivative of \( \dot{\vartheta}_k \) in (3) as

\[
\dot{\vartheta}_k = \dot{\vartheta}_k = \omega + \dot{j} \theta_k = \frac{\dot{v}_k}{v_k}. \tag{7}
\]

We then use \( \dot{\vartheta}_k = \dot{v}_k/v_k \) to transform (6) into complex-angle coordinates, obtaining a complex droop control as

\[
\dot{\vartheta}_k = \omega_0 + \eta e^{j \varphi_k} (\vartheta_k - \vartheta_k) + \eta \alpha (\varphi_k - \varphi_k). \tag{8}
\]

where \( \omega_0 := j \omega_0 \) denotes the nominal complex frequency, the second term denotes the droop gain multiplied by the imbalance of complex power, and the third term stabilizes the voltage amplitude. We remark that complex angle and complex frequency are emerging concepts recently developed in [15]. These novel concepts enable a uniform representation of the phase and amplitude dynamics driven by the imbalance of complex power, and thus facilitate stability analysis regarding frequency synchronization and voltage stabilization [14].

With \( \varphi = \pi/2 \), the complex droop control in (8) resembles a standard p-f and q-v droop control [10]. Despite the droop-like behavior, (8) differs largely from the standard droop dynamics during large transients. For the standard droop control, the global stability guarantee has only been rigorously established for lossless networks and fixed voltage amplitudes [6], [7]. In comparison, (8) is a multivariable control [14] that allows going beyond such decoupled scenarios and obtaining a more general global stability guarantee.
C. Statement of the Nonlinear Stability Problem

The model of the dVOC-based nonlinear power system is obtained by interconnecting the network equation (1) and the converter node dynamics in (6) as

\[
\dot{\mathbf{v}} = \mathbf{A} \mathbf{v} + \eta \mathbf{v} e^{j \mathbf{v}} (\mathbf{K} - \mathbf{Y}) \mathbf{v} + \eta \alpha \Phi (\mathbf{v}) \mathbf{v},
\]

where \( \mathbf{K} = \text{diag}(\gamma_{11}^{N_N} Y_k)_k \), \( \Phi (\mathbf{v}) = \text{diag}(\Phi_k (\mathbf{v}))_k \), and \( \mathbf{I}_N \) is an identity matrix. In (9), we employ complex-valued differential equations to accommodate the complex-valued network admittance matrix \( \mathbf{Y} \).

For the system (9), a nominal synchronous steady state is a state, where the frequencies synchronize to \( \omega_0 \), and the voltage amplitudes stabilize at their setpoints. To yield these power and voltage setpoints, they must satisfy the power-flow equations [11]. Otherwise, the system will operate in a non-nominal (drooped) synchronous steady state, where the frequencies synchronize to a value deviating from \( \omega_0 \), and the voltage amplitudes stabilize at drooped points away from their setpoints. In this letter, we are concerned with the stability of the system (9) with respect to a non-nominal synchronous steady state.

III. STABILITY ANALYSIS

We define an auxiliary system composed of the first two linear terms in the original system (9) as

\[
\dot{\mathbf{v}} = \mathbf{A} \mathbf{v}, \quad \mathbf{A} := \sigma_0 \mathbf{I}_N + \eta e^{j \mathbf{v}} (\mathbf{K} - \mathbf{Y}),
\]

which is equivalent to disabling the voltage regulation term in (9) by letting \( \alpha = 0 \). In complex-angle coordinates, the dynamics in (10) corresponds to a complex droop control (8) without amplitude regulation, i.e., (8) with \( \alpha = 0 \),

\[
\dot{\vartheta}_k = \sigma_0 + \eta e^{j \mathbf{v}} (\mathbf{z}_k^* - \mathbf{z}_k).
\]

In the following, we first recall the prior result on complex-frequency synchronization at the dominant eigenvalue, i.e., \( \mathbf{A} \mathbf{v} \rightarrow \mathbf{v} \) converges to the eigenspace \( \mathcal{S} \).

A. Complex-Frequency Synchronization

Definition 1 (Complex-Frequency Synchronization [14]):

The voltage trajectories \( \mathbf{v} \) in a connected network achieve complex-frequency synchronization if all the complex frequencies \( \lambda_k \) converge to a common constant complex frequency \( \sigma_0 \), i.e., \( \dot{\vartheta}_k \rightarrow \sigma_0 \mathbf{v}, \ t \rightarrow \infty, \ \forall k \in \mathcal{N} \).

Remark 1:

Complex-frequency synchronization implies both angular-frequency synchronization, \( \dot{\vartheta}_k \rightarrow \mathcal{R} (\sigma_0) \), and rate-of-change-of-voltage synchronization, \( \dot{\mathbf{v}}_k / \mathbf{v}_k \rightarrow \mathcal{R} (\sigma_0) \), \( \forall k \in \mathcal{N} \), where the voltage amplitudes are allowed to change but with the same exponential rate \( \mathcal{R} (\sigma_0) \). This novel concept of synchronization is relevant to investigate the phase-amplitude coupled dynamics in (10).

We denote the eigenvalues of the state matrix \( \mathbf{A} \) as \( \lambda_1, \lambda_2, \ldots, \lambda_N \), where \( \mathcal{R} (\lambda_1) \geq \mathcal{R} (\lambda_2) \geq \cdots \geq \mathcal{R} (\lambda_N) \) [14]. We term \( \lambda_1 \) the dominant eigenvalue and assume that it has algebraic multiplicity one and \( \mathcal{R} (\lambda_1) > \mathcal{R} (\lambda_2) \) [14]. This is a generic assumption, reflecting the fact that power systems should have only one fundamental frequency component. If \( \lambda_1 \) has algebraic multiplicity \( m > 1 \), then there will be multiple fundamental frequency components as \( e^{j \omega_1 t}, te^{j \omega_1 t}, \ldots, t^{m-1} e^{j \omega_1 t} \) in the response of the linear system (10). We denote the eigenvector of \( \lambda_1 \) as \( \mathbf{v}_1 \) (the same for left and right eigenvectors since \( \mathbf{A} \) is symmetric) and denote the eigenspace spanned by \( \mathbf{v}_1 \) as a set \( \mathcal{S} \), i.e.,

\[
\mathcal{S} := \{ \mathbf{v} \in \mathbb{C}^N \mid \mathbf{v} = \mu \mathbf{v}_1, \ \mu \in \mathbb{C} \}.
\]

We now recall a parametric stability condition for the auxiliary system (10), which guarantees that the system achieves complex-frequency synchronization on the eigenspace \( \mathcal{S} \).

Condition 1 [14, Condition 2]: There exists a maximal phase difference \( \delta \in [0, \pi/2] \) and a maximal voltage-amplitude ratio deviation \( \gamma \in (0, 1) \) such that \( |\theta_k - \theta_l| \leq \delta \) and \( |\mathbf{v}_k / \mathbf{v}_l - 1| \leq \gamma \) hold in any synchronous state for all \( k, l \in \mathcal{N} \). Moreover, the power setpoints \( \sum_k \mathbf{Y}_k \) the rotation operator \( e^{j \omega} \), and the network admittance matrix \( \mathbf{Y} \) satisfy

\[
\max_k \mathcal{R} (e^{j \omega} \mathbf{z}_k) < \left(1 - \gamma \right)^2 \lambda_2 (\mathcal{R} (e^{j \omega} \mathbf{Y})),
\]

where \( \mathcal{R} (e^{j \omega} \mathbf{Y}) \) is a Laplacian matrix, formed by the real part of the entries of \( e^{j \omega} \mathbf{Y} \), and \( \lambda_2 (\mathcal{R} (e^{j \omega} \mathbf{Y})) \) denotes its second largest eigenvalue (a positive real number).

Theorem 1 [14, Th. 2]: Under Condition 1, for almost all initial states \( \mathbf{v}_0 \) except for the non-generic initial condition \( \mathbf{v}_0 = 0 \), the system (10) achieves complex-frequency synchronization on the dominant eigenvalue, i.e., \( \mathbf{A} \mathbf{v} \rightarrow \mathbf{v} \), and the voltages \( \mathbf{v} \) converge to the eigenspace \( \mathcal{S} \).

The interpretation of Condition 1 is deferred to later (after the closely related Condition 3). As shown in [14, Condition 1] that gives \( \mathcal{R} (\lambda_k) < 0, \forall k \geq 2 \). Thus, Theorem 1 follows intuitively from the fact that the linear dynamics in (10) are dominated by the dominant mode \( e^{j \omega_1} \) while the other non-dominant modes decay to zero. When viewed from complex-angle coordinates, the complex-frequency synchronization is an outcome of the complex droop control in (11).

Let \( \gamma_{kl} := \gamma_{k1} / \gamma_{l1} \) denote the complex-voltage ratios for all \( l, k \in \mathcal{N} \), where \( \gamma_{kl} := \gamma_{k1} / \gamma_{l1}, \forall k \in \mathcal{N} \), is the ratio to the node \( k = 1 \). The power-flow equations in (5) can then be rewritten as \( \sum_k \gamma_{kl} \mathbf{Y}_k \mathbf{v}_k \). Since \( \mathbf{v} \) converges to \( \mathcal{S} \), \( \gamma_{kl} \) converges to a constant \( \phi_{kl} / \phi_{l1} \), where \( \phi_{kl} \) denotes the \( k \)-th entry of \( \mathbf{v}_l \), and \( \phi_{l1} \neq 0 \) is guaranteed by Condition 1 since \( \gamma_{l1} \gamma_{kl} \) is nonzero and bounded. It follows that both \( \gamma_{lk} \) and \( \gamma_{kl} \) remain unchanged during complex-frequency synchronization. For a complex-frequency synchronous state, we emphasize that it is not a steady state unless the real part of the complex frequency converges to zero.

B. Existence of Non-Nominal Synchronous Steady State

Consider the original system (9) with amplitude regulation enabled. We impose some constraints on the voltage setpoints to guarantee the existence of a synchronous steady state. These constraints are imposed according to the complex-frequency synchronous state without amplitude regulation.

Condition 2: Let Condition 1 hold. Consider the complex-frequency synchronization of the complex droop control \( \dot{\vartheta}_k = \sigma_0 + \eta e^{j \mathbf{v}} (\mathbf{z}_k^* - \sum_{l=1}^{\mathcal{N}} \mathbf{Y}_{kl} \mathbf{v}_l) \), where \( \dot{\vartheta}_k \) synchronizes to \( \sigma_0 \), and \( \gamma_{kl} \) converges to \( \phi_{kl} / \phi_{l1} \). When enabling voltage amplitude regulation, assume that the ratios between the voltage setpoints are consistent with the voltage amplitude ratios under the complex-frequency synchronization, i.e., \( \mathbf{v}_l^* / \mathbf{v}_l^* = |\phi_{l1} / \phi_{kl}|, \forall k, l \in \mathcal{N} \).
In Condition 2, $\overline{\sigma}_{\text{sync}}$ can be dropped. The particular case, $\overline{\sigma}_{\text{sync}} = \overline{\sigma}_{0}$, leads to a nominal synchronous steady state, implicitly expressed by the power-flow equations $\overline{\sigma}_{k} = \sum_{i=1}^{N} \mathcal{Y}_{ik}^\dagger v_{i}^*$, equivalent to [11, Condition 1] prescribed for a nominal synchronous steady state. Therefore, Condition 2 relaxes [11, Condition 1]. However, the voltage setpoint constraints in Condition 2 are still restrictive, and not as arbitrary as power setpoints. Therefore, not all conceivable synchronous steady states are encompassed in Condition 2. When it comes to the benefit from Condition 2, it not only guarantees the existence of a synchronous steady state but also directly provides the concrete steady-state values for frequency and voltage (as well as power outputs, without the need for power-flow calculations).

Consider the system (9) with $\alpha \neq 0$ and with consistent voltage setpoints as in Condition 2. We define steady-state voltage amplitudes by a set $\mathcal{A}$ as

$$\mathcal{A} := \{ \mathbf{v} \in \mathbb{C}^{N} \mid |v_{k}| = v_{k}^* \sqrt{1 + \mathcal{R}(\lambda_{k})/(\eta \alpha)}, \forall k \in \mathcal{N} \},$$

where we assume that $1 + \mathcal{R}(\lambda_{k})/(\eta \alpha) > 0$ to avoid an ill-posed problem. We then define a set of synchronous steady states by a compact set $\mathcal{T}$ as

$$\mathcal{T} := \mathcal{S} \cap \mathcal{A}.$$

**Proposition 1:** Under Condition 2, the system (9) has a synchronous steady state in the set $\mathcal{T}$, where the synchronous frequency is $\theta_{k} = \mathcal{R}(\lambda_{k})$, and the voltage amplitude steady state is $v_{k} = v_{k}^* \sqrt{1 + \mathcal{R}(\lambda_{k})/(\eta \alpha)}$, $k \in \mathcal{N}$.

**Proof:** We first claim that $\mathcal{T}$ is nonempty under Condition 2. This is true because the voltage amplitudes in $\mathcal{A}$ fit the eigenvalue of $\mathcal{S}$, i.e., $|v_{k}|/v_{k}^* = v_{k}^2/v_{k}^* = \mathcal{R}(\lambda_{k})/\mathcal{R}(\lambda_{k})$, $\forall k \in \mathcal{N}$. The second equality holds with the voltage amplitudes specified in $\mathcal{A}$, and the third equality holds due to $\mathbf{v} \in \mathcal{S}$. The last equality indicates that both the frequencies $\theta_{k} = \mathcal{R}(\lambda_{k})$ and the voltage amplitudes remain invariant in $\mathcal{T}$.

**C. Conditions for Stability**

Next, we provide a parametric stability condition for the system (9) and then show an analytical stability result.

**Condition 3:** Let Conditions 1 and 2 hold. In terms of Condition 1, it is further assumed that

$$\max_{k} \mathcal{R}(e^{\phi} \overline{\sigma}_{k}) + \alpha < \frac{1+\cos \delta}{2} (1 - \overline{\gamma})^{2} \lambda_{2}(\mathcal{R}(e^{\phi} \overline{\sigma}_{k})).$$

(14)

Compared to (12) in Condition 1, (14) in Condition 3 is strengthened with the appearance of the voltage regulation gain $\alpha$ on the left-hand side. This coincides with the fact that the system (9) is augmented with voltage regulation compared to (10). In Condition 1 or 3, the assumptions on the phase differences and the voltage ratios in the synchronous (steady) state are reasonable and reflect operational constraints since power systems are supposed to operate in a healthy state with close node voltages and phase angles. Moreover, $\lambda_{2}(\mathcal{R}(e^{\phi} \overline{\sigma}_{k}))$ denotes the algebraic connectivity of the graph corresponding to the real part of the rotated admittance matrix. The inequality (14) quantifies the margin of stability, for which the network should be sufficiently well connected and not be heavily loaded, and the voltage regulation should not be too fast. We relate (14) to the previous conditions in [10], [11], [12] in the sense that (14) extends the previous ones to non-synchronous steady states as well as non-uniform networks. In particular, the term $\mathcal{R}(e^{\phi} \overline{\sigma}_{k})$ quantifies how the real part of the rotated admittance matrix matters for stability, which unveils a new stability factor for networks with non-uniform $r/f$ ratios.

We define almost global asymptotic stability with respect to a set [10] before presenting the stability result. For power systems, this notion implies that almost all initial states lead to a synchronous steady state, except for a negligible (zero-measure) of initial states leading to voltage collapse.

**Definition 2 (Almost Globally Asymptotic Stability):** A dynamic system is almost globally asymptotically stable with respect to a set $\mathcal{T}$ if it is Lyapunov stable with respect to $\mathcal{T}$ and for all initial states, except those contained in a zero measure set, the trajectories converge to $\mathcal{T}$.

**Theorem 2:** Under Condition 3, the system (9) is almost globally asymptotically stable with respect to the set $\mathcal{T}$.

**Proof:** We use a similar proof as in [11, Sec. IV-C]. The main difference from the proof in [11] is that we need to adapt the Lyapunov function to non-nominal synchronous steady states. Moreover, we work with complex variables to handle the complex-valued admittance matrix $\overline{\sigma}_{k}$.

A matrix $\mathbf{P} := \mathbf{I}_{N} - \phi \Phi^{H}(\Phi \Phi^{H})^{-1}$ is defined as the projector onto the subspace orthogonal to $\mathcal{S}$. The distance of $\mathbf{y}$ to the set $\mathcal{S}$ is then given by $\| \mathbf{y} \|_{S} = \| \mathbf{y}^{h} \|_{2}$. From $\mathbf{P}^{2} = \mathbf{P}$ and $\mathbf{P}^{2} = \mathbf{P}^{H}$, it follows that $\mathbf{y}^{H} \mathbf{P} \mathbf{y} = \| \mathbf{y}^{h} \|_{2}^{2}$. We consider a Lyapunov function candidate $V$ as

$$V := \frac{1}{2} \mathbf{y}^{H} \mathbf{P} \mathbf{y} + \frac{1}{2} \eta \alpha \sum_{k=1}^{N} \left( \mathcal{R}(\lambda_{k}) v_{k}^{2} - \overline{\sigma}_{k} v_{k}^{2} \right).$$

where the constant $\alpha_{1}$ is given by

$$\alpha_{1} := \eta c/\left( \frac{\alpha}{\lambda_{2}(\mathbf{I}_{N})} \right) > 0$$

and the constant $c > 0$ defined by

$$c := \frac{1+\cos \delta}{2} (1 - \overline{\gamma})^{2} \lambda_{2}(\mathcal{R}(e^{\phi} \overline{\sigma}_{k})) - \max_{k} \mathcal{R}(e^{\phi} \overline{\sigma}_{k}) - \alpha.$$

We observe that $V(\mathbf{y})$ is positive definite and radially bounded with respect to the compact set $\mathcal{T} = \mathcal{S} \cap \mathcal{A}$. We derive the derivative of $V(\mathbf{y})$ along the dynamics in (9) as

$$\dot{V} = \frac{1}{2} \mathbf{y}^{H} (\mathbf{A} \mathbf{P} + \mathbf{P} \mathbf{A}) \mathbf{y} + \frac{\eta \alpha}{2} \sum_{k=1}^{N} \left( \mathcal{R}(\lambda_{k}) v_{k}^{2} + \overline{\sigma}_{k} v_{k}^{2} - \overline{\sigma}_{k} v_{k}^{2} \right),$$

where $\overline{\sigma}_{k}(\mathbf{y}) = \mathcal{R}(\lambda_{k}) v_{k}^{2} + \overline{\sigma}_{k} v_{k}^{2} = 2 \mathcal{R}(\lambda_{k}) v_{k}^{2}$. We further obtain from $\Phi^{H} = \lambda_{2}(\Phi \Phi^{H})^{-1}$ that $\mathbf{A} - \lambda_{2}(\mathbf{I}_{N}) \mathbf{P} = \mathbf{A} - \lambda_{2}(\mathbf{I}_{N}) \mathbf{P}$, and then that $\mathbf{A} = \mathbf{A}^{H} \mathbf{P} + \lambda_{2}(\mathbf{I}_{N} - \mathbf{P})$. It follows that $\mathbf{P} \mathbf{A} = \mathbf{P} \mathbf{A}$ and $\mathbf{A}^{H} \mathbf{P} = \mathbf{P} \mathbf{A} \mathbf{P}$. Using these dependencies, we can rewrite $\dot{V}$, and then bound it using Lemmas 1 and 2 in the Appendix as follows

$$\dot{V} = \frac{1}{2} \mathbf{y}^{H} (\mathbf{A} \mathbf{P} + \mathbf{A}) \mathbf{y} + \frac{\eta \alpha}{2} \sum_{k=1}^{N} \left( \mathcal{R}(\lambda_{k}) + \eta \alpha \Phi_{k} \right) \mathcal{R}(\lambda_{k}) v_{k}^{2}$$

$$- 2\alpha_{1} \sum_{k=1}^{N} \left( \mathcal{R}(\lambda_{k}) + \eta \alpha \Phi_{k} \right) \mathcal{R}(\lambda_{k}) v_{k}^{2}.$$
\[ \dot{V} \leq -\alpha_1 \left( \|A - \tilde{A}_I \|_S + \| (\tilde{A}(\tilde{z}_1)I_N + \eta \alpha \Phi) \|_S \right)^2. \]  

We next show that \( V \in \mathbb{C}^N \), it holds that 

\[ V \leq -\alpha_1 \left( \|A - \tilde{A}_I \|_S + \| (\tilde{A}(\tilde{z}_1)I_N + \eta \alpha \Phi) \|_S \right)^2. \]  

We substitute (18) into (17) and then notice that the following inequality suffices to show (19), 

\[ -\eta \|y\|_S^2 + 2\alpha_1 \left( \| (\tilde{A}(\tilde{z}_1)I_N + \eta \alpha \Phi) y \|_S \right)^2 \leq -\alpha_1 \left( \|A - \tilde{A}_I \|_S \|y\|_S + \| (\tilde{A}(\tilde{z}_1)I_N + \eta \alpha \Phi) y \|_S \right)^2. \]  

This inequality is equivalent to \( x(y)^TQx(y) \geq 0 \), \( \forall y \in \mathbb{C}^N \), where \( x(y) := \left[ y \right]_S, \left[ (\tilde{A}(\tilde{z}_1)I_N + \eta \alpha \Phi) y \right]_S \) and 

\[ Q := \begin{bmatrix} -\eta \alpha_1 & \alpha_1 \|A - \tilde{A}_I \|_S^2 - 2\alpha_1 \|A - \tilde{A}_I \|_S \\ -2\alpha_1 & \alpha_1 \|A - \tilde{A}_I \|_S \end{bmatrix}. \]  

With \( \alpha_1 > 0 \) given in (15), \( Q \) is positive semidefinite since the Schur complement gives \( \eta \alpha - 5\alpha_1 \|A - \tilde{A}_I \|_S^2 \geq 0. \) We now conclude that (19) holds. Further, we have \( \dot{V} = 0 \) if and only if \( \|y\|_S = 0 \) and \( \| (\tilde{A}(\tilde{z}_1)I_N + \eta \alpha \Phi) y \|_S = 0 \). Both the set \( T \) and the origin \( 0_N \) satisfy \( V = 0 \). We refer to [11] for the result that \( 0_N \) is an unstable equilibrium and its region of attraction is a zero measure set. Namely, the initial states in this region of attraction will lead the voltage to collapse to zero \( (0_N) \). Hence, the set \( T \) is almost globally asymptotically stable for almost all initial states except those contained in this zero measure set [11, Th. 1].

Following up on Theorem 2, we can further consider the network dynamics and the voltage and current control dynamics. In this case, we can extend the stability analysis for non-nominal synchronous steady states to multiple time scales by applying nested singular perturbations [12].

**IV. CASE STUDIES**

We illustrate the theoretical results by an electromagnetic transient (EMT) simulation on a three-bus system in Fig. 1, where the system model, parameters, and control gains remain identical to those in [14]. We calculate the synchronous complex frequency \( \omega_{\text{sync}} \) by \( \tilde{z}_1 \) as \( 4.13 + j314.19 \) rad/s, and then specify \( \left( v_1^\star, v_2^\star, v_3^\star \right) = (0.9612, 0.9469, 0.9498) \) using Condition 2. Consider the constraint on the steady state as \( \delta = \pi/6 \in [0, \pi/2] \) as well as \( \gamma = 0.2 \in (0, 1) \). By identifying that Condition 3 holds, we conclude that the system is almost globally asymptotically stable.

The system black-starts from a point close to the origin. In Fig. 2, we observe that complex-frequency synchronization is achieved during 0 to 0.2 s. In this period, voltage regulation is disabled, and the voltage amplitudes increase exponentially. At 0.2 s, we enable the voltage regulation, after which the voltage amplitudes are lifted rapidly close to their setpoints (but with deviations due to the steady state being
dropped). At 0.4 s, we uniformly scale the voltage setpoints up to 105% (Condition 2 still holds), and then the voltages converge to a new steady state while the frequency settles down to the original steady state. At 0.6 s, a short-circuit fault occurs. A virtual impedance-based current-limiting strategy is employed to prevent the converters from overcurrent. The fault branch and the introduced virtual impedance alter the equivalent network, and then the original voltage setpoints are no longer consistent with Condition 2. We note, however, that the system remains stable in a new synchronous steady state due to the robustness of the droop-like behavior.

We provide more insights into stability under fault conditions. When a grid fault occurs, the grid enters into an abnormal operation stage, during which converters should maintain grid-forming operation with auxiliary control/protection strategies. When a converter is disconnected due to overcurrent/overvoltage, or when a fault line trips, the system changes accordingly, but its model can remain in the same form as under normal conditions. System operators need to screen out critical contingencies and assess the stability of the corresponding systems. The linear results in [14] and the nonlinear ones of this letter can be utilized for this purpose.

V. CONCLUSION

We investigate the nonlinear stability problem of grid-forming complex droop control (i.e., dVOC) in converter-based power systems. We provide parametric conditions for almost globally asymptotic stability of complex droop control with respect to non-nominal synchronous steady states, which apply to networks with non-uniform $r/\ell$ ratios. The conditions quantify the operational requirements for a global stability guarantee, thus providing practical guidelines for the stable operation of converter-based power systems (typically microgrids). The results also suggest that complex droop control has better stability properties than the standard droop control. Our future work will address the relaxation of Condition 2 to all conceivable synchronous steady states.

APPENDIX

Lemma 1: Under Condition 2, $\forall v \in \mathbb{C}^N$, it holds that

$$v^T (\Phi P + P \Phi) v \leq 2 v^T P v.$$ (20)

Proof: We rewrite (20) in real-valued variables as

$$v^T (\Psi P + P \Psi) v = 2 v^T P v \leq 2 v^T P v$$ (21)

where $v := \mathcal{R}(v) \otimes [1 0]^T + \mathcal{I}(v) \otimes [0 1]^T$, $\Psi := \Phi I_2$, and $P := I_{2N} - \Phi \otimes \mathbf{1} / \sum_{k=1}^{N} |\phi_k|^2$ with $\phi_1 := \mathcal{R}(\phi_1) \otimes [1]^T + \mathcal{I}(\phi_1) \otimes [0]^T$. We expand $v^T P v$ as

$$\begin{align*}
v^T P v &= v^T P v - v^T \text{diag}\left(\frac{1}{\ell} I_1\right) P v.
\end{align*}$$

Since $v^T v \leq |\phi_k|^2$ for all $k$, holds under Condition 2, there exists a positive real number $\xi > 0$ such that $v^T v \leq \xi |\phi_k|^2$, $\forall k \in \mathcal{N}$. Then, the inequality in (21) is equivalent to

$$-v^T \text{diag}\left(\frac{1}{\ell} I_1\right) P v \leq 0,$$

$$v^T P v - \zeta v^T \text{diag}\left(\frac{1}{\ell} I_1\right) P v \leq \zeta v^T P v,$$

$$v^T P v - v^T \text{diag}\left(\frac{1}{\ell} I_1\right) P v \leq v^T P v.$$

The last inequality above is equivalent to [11, Lemma 1].

Lemma 2: Under Condition 3, $\forall v \in \mathbb{C}^N$, it holds that

$$\frac{1}{\xi} v^T P (A^T H A + A + 2 \eta a) v \leq -\eta c \|v\|^2 S.$$ (22)

Proof: With c given in (16) under Condition 3, the inequality (22) is equivalent to

$$\begin{align*}
\frac{1}{\xi} v^T P (A^T H A + A + 2 \eta a) v \
\leq \|v\|^2 S \left[ \max_k \Re \left( e^{\mathcal{R}(Y_k)} \right) - \frac{1}{\eta \cos \theta} \right]
\end{align*}$$

This holds by referring to the result on complex-frequency synchronization in [14, Th. 2].
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