ABSTRACT. This work is concerned about some optimal control problems associated to the evolution of two isothermal, incompressible, immiscible fluids in a two-dimensional bounded domain. The Cahn-Hilliard-Navier-Stokes model consists of a Navier–Stokes equation governing the fluid velocity field coupled with a convective Cahn–Hilliard equation for the relative concentration of one of the fluids. A distributed optimal control problem is formulated as the minimization of a cost functional subject to the controlled nonlocal Cahn-Hilliard-Navier-Stokes equations. We establish the first-order necessary conditions of optimality by proving Pontryagin maximum principle for optimal control of such system via the seminal Ekeland variational principle. The optimal control is characterized using the adjoint variable. We also study another control problem which is similar to that of data assimilation problems in meteorology of obtaining unknown initial data using optimal control techniques when the underlying system is same as above.
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1. Introduction

This work concerns with control problems related to the evolution of two isothermal, incompressible, immiscible fluids, assuming that the temperature variations are negligible. A general
model for such a system is known as nonlocal Cahn-Hilliard-Navier-Stokes system and is given by

\[
\begin{align*}
\varphi_t + \mathbf{u} \cdot \nabla \varphi &= \text{div}(m(\varphi) \nabla \mu), \\
\mu &= a \varphi - J * \varphi + F'(\varphi) \quad \text{in } \Omega \times (0,T), \\
\mathbf{u}_t - 2 \text{div} (\nu(\varphi) D\mathbf{u}) + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla \pi &= \mu \nabla \varphi + \mathbf{h} \quad \text{in } \Omega \times (0,T), \\
\text{div } \mathbf{u} &= 0 \quad \text{in } \Omega \times (0,T), \\
\frac{\partial \mu}{\partial n} &= 0, \quad \mathbf{u} = 0 \quad \text{on } \partial \Omega \times (0,T), \\
\mathbf{u}(0) &= \mathbf{u}_0, \quad \varphi(0) = \varphi_0 \quad \text{in } \Omega,
\end{align*}
\]  

(1.1)

where \( \mathbf{u}(x,t) \) denotes the average velocity of the fluid and \( \varphi(x,t) \) denotes the relative concentration (difference of the concentrations of two fluids) of the fluids. The evolution happens in \( \Omega \times (0,T) \), where \( \Omega \) is a subset of \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \). In (1.1), \( m \) is the mobility parameter, \( \mu \) is the chemical potential, \( \pi \) is the pressure, \( J \) is the spatial-dependent internal kernel, \( J * \varphi \) denotes the spatial convolution over \( \Omega \), \( a \) is defined by \( a(x) := \int_{\Omega} J(x - y) dy \), \( F \) is a double-well potential, \( \nu \) is the coefficient of kinematic viscosity and \( \mathbf{h} \) is the external forcing term acting in the mixture. (see [7, 17] for more details). The symmetric part of the gradient of the flow velocity vector is denoted by \( D\mathbf{u} \), that is, \( D\mathbf{u} \) is the strain tensor \( \frac{1}{2}(\nabla \mathbf{u} + (\nabla \mathbf{u})^\top) \). The density is supposed to be constant and is scaled to one (i.e., matched densities). The system (1.1) is called nonlocal because of the term \( J \), which is averaged over the spatial domain. Ignoring the \( J \) term and replacing \( \mu \) equation in (1.1) by \( \mu = \Delta \varphi + F'(\varphi) \), one obtains the model which is a local version of Cahn-Hilliard-Navier-Stokes’ system. The nonlocal version is mathematically challenging, moreover, it is physically more relevant.

For the past several years, many mathematicians and physicists have studied various models including some simplified versions of the general model mentioned above. One of the simplified models is to assume the mobility parameter \( m \) and the viscosity coefficient \( \nu \) to be constants. The system (1.1) is difficult to tackle because of the non linear coupling between \( \mu \) and \( \phi \) namely the term \( \mu \nabla \varphi \), which gives rise to Korteweg force acting on the fluid. Even in two dimensions, this term can be less regular than the convective term \( (\mathbf{u} \cdot \nabla) \mathbf{u} \) (see [7]). Recent years have seen a lot of works towards the establishment of the existence and uniqueness of simplified Cahn-Hilliard-Navier-Stokes systems as well as of the system (1.1). In the literature various authors have proved the existence of weak solutions, strong solutions results for these equations (see [6, 7, 17, 18]) in dimensions 2 and 3. The uniqueness for the system (1.1) is established in [17] for dimension 2. However, in dimension 3, similar to the case of Navier-Stokes equations, the uniqueness of the weak solution for the nonlocal Cahn-Hilliard-Navier-Stokes system remains open though the existence is obtained in [7].

Control of partial differential equations in general and fluid flow problems in particular have several engineering applications (see for example [21, 22, 28]). Controlling fluid flow and turbulence inside a flow in a given physical domain, with various means, for example, body forces, boundary values, temperature (cf. [11, 23] etc), is an interesting problem in fluid mechanics. Another interesting control problem is to find an optimal controlled initial data with a given external forcing such that a suitable cost functional is minimized (see [28]). Such problems are well studied in meteorology and are an inevitable part of data assimilation problems. The mathematical developments in infinite dimensional nonlinear system theory and partial differential equations in the past several decades, have helped to resolve many control problems for fluid flow equations. Such problems are extensively addressed in [11, 13, 21, 22, 28] etc, to name a few. All these problems mostly deal with the celebrated Navier-Stokes’ equations.

The optimal control problems related to Cahn-Hilliard system are studied by several mathematicians and some of the results can be found in [8, 32, 33]. Turning to the optimal control problem for the Cahn-Hilliard-Navier-Stokes’ type equations, some works are available in the literature.
Optimal control problem with state constraint and robust control for local Cahn-Hilliard-Navier-Stokes’ system are investigated in [25, 26], respectively. In [5], authors have studied a distributed control problem for Nonlocal Cahn-Hilliard-Navier-Stokes system and established the Pontryagin’s maximum principle. They have characterized the optimal control using the adjoint variable. A similar kind of problem is examined in [19], where the authors prove the optimality condition under some restrictive condition on the spatial operator $J$ (see (H4) in [19]). An optimal distributed control problem for two-dimensional nonlocal Cahn-Hilliard-Navier-Stokes systems with degenerate mobility and singular potential is described in [20]. An optimal distributed control of a diffuse interface model of tumor growth is considered in [9]. The model studied in [9] is a kind of local Cahn-Hilliard-Navier-Stokes type system with some additional conditions on $F$.

In the current work our aim is to study two optimal control problems related to the nonlocal system (2.1a)-(2.1f) (see below) assuming that $m$ and $\nu$ are independent of $\phi$ and are assumed to be constants (see section 2). As it is necessary to know the solvability and uniqueness of solution to discuss the optimality principle, we restrict ourselves to dimension 2, where the existence of weak and strong solutions along with uniqueness is known. The two main problems we are considering in this work are:

(i) An enstrophy minimization problem.
(ii) A data assimilation problem.

The first problem that we consider is a distributed optimal control problem, which aims to minimize the cost functional which involves enstrophy of the velocity field, $L^2$-energy of the relative concentration and total effort by the control. As compared to optimal control problems studied in the literature, here we consider more difficult cost functional which involves enstrophy minimization. This changes the adjoint equations considerably and existence of solution for the linearized adjoint system needs to be established. We use Ekeland’s variational principle to prove existence of approximate optimal trajectories and controls. In the seminal paper [14], Ekeland established a variational principle (see Theorem 1.1, [14]) and used it to obtain a necessary condition for the optimal control of a system of ordinary differential equations (see Theorem 7.1, [14]). Later, several mathematicians used this principle to establish the first order necessary conditions of optimality for optimal control problems involving infinite dimensional systems as constraints (see Chapter 4, [24] and references therein). The works [30, 31] made use of this variational principle to establish the Pontryagin maximum principle of optimal control governed by fluid dynamic systems, namely 3D incompressible Navier-Stokes equations. Recently, in the paper [12], the authors established the first order necessary conditions of optimality for the optimal control of linearized compressible Navier-Stokes equations using this variational principle.

The concept of data assimilation can be defined as the set of statistical techniques that enable us to improve knowledge of the past, present or future system states, jointly using experimental data and the theoretical (a-priori) knowledge on the system. It is also a notion incorporating any method for combining observations of states such as temperature and atmospheric pressure into models used in numerical weather prediction. It is well known that the atmosphere is a fluid and the concept of numerical weather prediction is to sample the state of the fluid at a given time, and use fluid dynamics equations and thermodynamics equations to estimate the state of the fluid at some time in the future. The process of entering observational data into the model to generate initial conditions is called initialization. The second problem which we study is a data assimilation type problem (optimization of the initial velocity field), where the cost functional is $L^2$-energy of the velocity, concentration and total efforts by the control in appropriate spaces. A data assimilation problem for the case of 2D incompressible Navier-Stokes equations is described in [28]. We establish the first order optimality condition namely, Pontryagin maximum principle, for the corresponding cost functional using variational technique and characterize optimal control
in terms of adjoint variable. In both these control problems, we need a higher order regularity of
the solution to obtain these results. The unique global strong solution of the system established in
[18] helps us to achieve this goal.

The novelty of this work lies in studying optimal control problem for turbulence minimization
of Cahn-Hilliard-Navier-Stokes’ system, which exhibits strong nonlinear coupling between velocity
field and relative concentration of the fluid. Pontryagin maximum principle is proved via Ekeland’s
variational principle which first gives the ε optimal solution and the existence of a minimizer then
guarantees the optimal solution. Moreover, to the best of authors knowledge, the initial value
estimation problem (data assimilation) studied in the later part of the paper is completely new and
such a problem has not been studied elsewhere for Cahn-Hilliard-Navier-Stokes’ system.

The organization of the paper is as follows. In the next section, we explain the two dimen-
sional Cahn-Hilliard-Navier-Stokes system and discuss the necessary functional settings to obtain
the existence and uniqueness of (weak and strong) solution for such systems. We also state a few
of the well known estimates in the form of lemmas and relevant existence uniqueness theorems
available in the literature. A distributed optimal control problem is formulated in section 3 and
the optimal control is characterized using the adjoint variable. The unique solvability results for
the linearized system and its adjoint is also discussed in this section. We establish the first-order
necessary conditions of optimality by proving Pontryagin maximum principle for optimal control
of such systems via the Ekeland variational principle (see Theorem 3.11 and 3.17). In section 4,
we have incorporated a data assimilation type of problem. We prove the existence of an optimal
control and its characterization via adjoint method, where control is assumed to be acting as the
initial data (see Theorem 4.1 and 4.3).

2. Mathematical Formulation

In this section, we mathematically formulate the two dimensional Cahn-Hilliard-Navier-Stokes
system and discuss the necessary function spaces required to obtain the global solvability results for
such systems. We mainly follow the papers [7, 17] for the mathematical formulation and functional
setting.

A well known model which describes the evolution of an incompressible isothermal mixture of
two immiscible fluids is governed by Cahn-Hilliard-Navier-Stokes system (see [7]). We consider the
Cahn-Hilliard-Navier-Stokes equations which consist of the incompressible Navier–Stokes equa-
tions governing the fluid velocity field coupled with a convective Cahn–Hilliard equation for the
relative concentration of one of the fluids. Let the average velocity of the fluid is denoted by
\( u(x,t) \) and the relative concentration of the fluid is denoted by \( \varphi(x,t) \), for \( (x,t) \in \Omega \times (0,T) \), where \( \Omega \subset \mathbb{R}^2 \)
is a bounded domain with sufficiently smooth boundary. Let us denote \( n \) as the unit outward nor-
mal to the boundary \( \partial \Omega \). Since the aim of this paper is to study some optimal control problems, we
first consider the following controlled Cahn-Hilliard-Navier-Stokes system:

\[
\begin{align*}
\varphi_t + u \cdot \nabla \varphi &= \Delta \mu, & \text{in } \Omega \times (0,T), \\
\mu &= a\varphi - J^* \varphi + F'(\varphi), & \text{in } \Omega \times (0,T), \\
u \Delta u + (u \cdot \nabla)u + \nabla \pi &= \mu \nabla \varphi + h + U, & \text{in } \Omega \times (0,T), \\
\text{div } u &= 0, & \text{in } \Omega \times (0,T), \\
\frac{\partial \mu}{\partial n} &= 0, & \text{on } \partial \Omega \times (0,T), \\
u(0) &= u_0, & \varphi(0) = \varphi_0 & \text{in } \Omega,
\end{align*}
\]

where \( U \) is the distributed control acting in the system and the coefficient of kinematic viscosity \( \nu \) is
a constant. Note that \( \nu \) and \( \mu \) are independent of \( \varphi \) and are assumed to be constants.
2.1. Functional setting. Let us introduce the following function spaces and operators required for getting the unique global solvability results of the system (2.1a)-(2.1f). Note that on the boundary, we are not prescribing any condition (Dirichlet, Neumann, etc) on the value of $\varphi$, the relative concentration of one of the fluid. Instead we impose a Neumann boundary condition for the chemical potential $\mu$ on the boundary. Let us define

$$G_{\text{div}} := \left\{ u \in L^2(\Omega; \mathbb{R}^2) : \text{div} u = 0, u \cdot n\big|_{\partial\Omega} = 0 \right\},$$

$$V_{\text{div}} := \left\{ u \in H^1_0(\Omega; \mathbb{R}^2) : \text{div} u = 0 \right\},$$

and

$$H := L^2(\Omega; \mathbb{R}), \quad V := H^1(\Omega).$$

Let us denote $\| \cdot \|$ and $(\cdot, \cdot)$, the norm and the scalar product, respectively, on both $H$ and $G_{\text{div}}$. The norms on $G_{\text{div}}$ and $H$ are given by $\|u\| := \int_{\Omega} |u(x)|^2 dx$ and $\|\varphi\|^2 := \int_{\Omega} |\varphi(x)|^2 dx$, respectively. The duality between $V_{\text{div}}$ and its topological dual $V_{\text{div}}'$ is denoted by $(\cdot, \cdot)$. We know that $V_{\text{div}}$ is endowed with the scalar product

$$(u, v)_{V_{\text{div}}} = (\nabla u, \nabla v) = 2(Du, Dv) \quad \text{for all } u, v \in V_{\text{div}}.$$

The norm on $V_{\text{div}}$ is given by $\|u\|^2_{V_{\text{div}}} := \int_{\Omega} |\nabla u(x)|^2 dx = \|\nabla u\|^2$. In the sequel, we use the notations $H^2(\Omega) := H^2(\Omega; \mathbb{R}^2)$ and $H^2(\Omega) := H^2(\Omega; \mathbb{R})$ for second order Sobolev spaces.

2.2. Linear and nonlinear operators. Let us define the Stokes operator $A : D(A) \cap G_{\text{div}} \to G_{\text{div}}$ by

$$A := -P_G \Delta, \quad D(A) := H^2(\Omega) \cap V_{\text{div}}, \quad (2.2)$$

where $P_G : L^2(\Omega) \to G_{\text{div}}$ is the Helmholtz-Hodge orthogonal projection. We also have

$$(Au, v)_{V_{\text{div}}} = (u, v)_{V_{\text{div}}} = (\nabla u, \nabla v) \quad \text{for all } u \in D(A), v \in V_{\text{div}}.$$

It should also be noted that $A^{-1} : G_{\text{div}} \to G_{\text{div}}$ is self-adjoint compact operator on $G_{\text{div}}$ and by the classical spectral theorem, there exists a sequence $\lambda_j$ with $0 < \lambda_1 \leq \lambda_2 \leq \lambda_j \leq \cdots \to +\infty$ and a family of $e_j \in D(A)$ which is orthonormal in $G_{\text{div}}$ and such that $Ae_j = \lambda_j e_j$. We know that $u$ can be expressed as $u = \sum_{j=1}^{\infty} (u, e_j) e_j$, so that $Au = \sum_{j=1}^{\infty} \lambda_j (u, e_j) e_j$. Thus, it is immediate that

$$\|\nabla u\|^2 = (Au, u) = \sum_{j=1}^{\infty} \lambda_j (u, e_j)^2 \geq \lambda_1 \sum_{j=1}^{\infty} (u, e_j)^2 = \lambda_1 \|u\|^2,$$

which is the Poincaré inequality.

For $u, v, w \in V_{\text{div}}$, we define the trilinear operator $b(\cdot, \cdot, \cdot)$ as

$$b(u, v, w) = \int_{\Omega} (u(x) \cdot \nabla)v(x) \cdot w(x) dx = \sum_{i,j=1}^{2} \int_{\Omega} u_i(x) \frac{\partial v_j(x)}{\partial x_i} w_j(x) dx,$$

and the bilinear operator $B : V_{\text{div}} \times V_{\text{div}} \to V_{\text{div}}'$ defined by

$$(B(u, v), w) = b(u, v, w) \quad \text{for all } u, v, w \in V_{\text{div}}.$$

An integration by parts yields,

$$\left\{ \begin{array}{l}
 b(u, v, v) = 0, \quad \text{for all } u, v \in V_{\text{div}}, \\
 b(u, v, w) = -b(u, w, v), \quad \text{for all } u, v, w \in V_{\text{div}}.
 \end{array} \right. \quad (2.4)$$

Using (2.4), Hölder and Ladyzhenskaya inequalities (see Lemma [2.2] below), for every $u, v, w \in V_{\text{div}}$, we have the following estimate:

$$|b(u, v, w)| = |b(u, w, v)| \leq \|u\|_{L^4} \|\nabla w\|_{L^4} \|v\|_{L^4} \leq \sqrt{2} \|u\|^{1/2} \|\nabla u\|^{1/2} \|v\|^{1/2} \|\nabla v\|^{1/2} \|w\|_{V_{\text{div}}}.$$  \quad (2.5)
Thus for all \( u \in V_{\text{div}} \), we have
\[
\|B(u, u)\|_{V_{\text{div}}'} \leq \sqrt{2} \|u\|_1 \|\nabla u\|_1 \leq \sqrt{\frac{2}{\lambda_1}} \|u\|_{V_{\text{div}}}^2,
\] (2.6)
by using the Poincaré inequality. For more details about the linear and nonlinear operators defined above, we refer the readers to [29].

For every \( f \in V' \), we denote \( \overline{f} \) the average of \( f \) over \( \Omega \), i.e., \( \overline{f} := |\Omega|^{-1} \langle f, 1 \rangle \), where \( |\Omega| \) is the Lebesgue measure of \( \Omega \). Let us also introduce the spaces (see [17])
\[
V_0 = \{ v \in V : \overline{v} = 0 \},
\]
\[
V'_0 = \{ f \in V' : \overline{f} = 0 \},
\]
and the operator \( A : V \to V' \) is defined by
\[
\langle Au, v \rangle := \int_\Omega \nabla u(x) \cdot \nabla v(x) \, dx \quad \text{for all } u, v \in V.
\]
Clearly \( A \) is linear and it maps \( V \) into \( V'_0 \) and its restriction \( B \) to \( V_0 \) onto \( V'_0 \) is an isomorphism.

We know that for every \( f \in V'_0 \), \( B^{-1} f \) is the unique solution with zero mean value of the Neumann problem:
\[
\begin{align*}
-\Delta u &= f, & \text{in } \Omega, \\
\frac{\partial u}{\partial n} &= 0, & \text{on } \partial \Omega.
\end{align*}
\]
In addition, we have
\[
\langle Au, B^{-1} f \rangle = \langle f, u \rangle, \quad \text{for all } u \in V, \ f \in V'_0,
\]
\[
\langle f, B^{-1} g \rangle = \langle g, B^{-1} f \rangle = \int_\Omega \nabla(B^{-1} f) \cdot \nabla(B^{-1} g) \, dx, \quad \text{for all } f, g \in V'_0.
\] (2.8)

Note that \( B \) can be also viewed as an unbounded linear operator on \( H \) with domain
\[
D(B) = \left\{ v \in H^2 : \frac{\partial v}{\partial n} = 0 \text{ on } \partial \Omega \right\}.
\]

2.3. Some useful inequalities. Let us now list some useful interpolation inequalities, which we use frequently in the sequel. Let us first give a version of the Gagliardo-Nirenberg inequality which holds true for all \( u \in W_0^{1,p}(\Omega; \mathbb{R}^n), p \geq 1 \).

**Lemma 2.1** (Gagliardo-Nirenberg inequality, Theorem 2.1, [11]). Let \( \Omega \subset \mathbb{R}^n \) and \( u \in W_0^{1,p}(\Omega; \mathbb{R}^n), p \geq 1 \). Then for any fixed number \( 1 \leq q, r \leq \infty \), there exists a constant \( C > 0 \) depending only on \( n, p, q \) such that
\[
\|u\|_{L^r} \leq C \|\nabla u\|_{L^p}^\theta \|u\|_{L^q}^{1-\theta}, \quad \theta \in [0, 1],
\] (2.9)
where the numbers \( p, q, r \) and \( \theta \) satisfy the relation
\[
\theta = \left( \frac{1}{q} - \frac{1}{r} \right) \left( \frac{1}{n} - \frac{1}{p} + \frac{1}{q} \right)^{-1}.
\]

The particular cases of Lemma 2.1 are well known inequalities, due to Ladyzhenskaya (see Lemma 1 and 2, Chapter 1, [23]), which is given below.

**Lemma 2.2** (Ladyzhenskaya inequality). For \( u \in C_0^\infty(\Omega; \mathbb{R}^n), n = 2, 3 \), there exists a constant \( C \) such that
\[
\|u\|_{L^q} \leq C 1^{-q/4} \|u\|_{L^q}^{1/4} \|\nabla u\|_{L^q}^{1/4}, \quad \text{for } n = 2, 3,
\] (2.10)
where \( C = 2, 4 \) for \( n = 2, 3 \) respectively.
We also use the following general version of the Gagliardo-Nirenberg interpolation inequality and Agmon’s inequality for higher order estimates. For functions \( u : \Omega \to \mathbb{R} \) defined on a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \), the Gagliardo-Nirenberg interpolation inequality is given by:

**Lemma 2.3** (Gagliardo-Nirenberg interpolation inequality, Theorem 1, [27]). Let \( \Omega \subset \mathbb{R}^n \), \( u \in W^{m,p}(\Omega; \mathbb{R}^n) \), \( p \geq 1 \) and fix \( 1 \leq q, r \leq \infty \) and a natural number \( m \). Suppose also that a real number \( \theta \) and a natural number \( j \) are such that

\[
\theta = \left( \frac{j}{n} + \frac{1}{q} - \frac{1}{r} \right) \left( \frac{m}{n} - \frac{1}{p} + \frac{1}{q} \right)^{-1}
\]  

(2.11)

and \( \frac{j}{m} \leq \theta \leq 1 \). Then for any \( u \in W^{m,p}(\Omega; \mathbb{R}^n) \), we have

\[
\| \nabla^j u \|_{L^r} \leq C \left( \| \nabla^m u \|_{L^p}^{1-\theta} + \| u \|_{L^q} \right),
\]

(2.12)

where \( s > 0 \) is arbitrary and the constant \( C \) depends upon the domain \( \Omega, m, n \).

Note that for \( u \in W^{1,p}_0(\Omega; \mathbb{R}^n) \), Lemma 2.1 is a special case of the above inequality, since for \( j = 0, m = 1 \) and \( \frac{1}{s} = \frac{\theta}{p} + \frac{1-\theta}{q} \) in (2.12), and application of the Poincaré inequality yields (2.9). It should also be noted that (2.12) can also be written as

\[
\| \nabla^j u \|_{L^r} \leq C \| u \|_{W^{m,p}}^{\theta} \| u \|_{L^q}^{1-\theta}.
\]

(2.13)

By taking \( j = 1, r = 4, n = m = p = q = s = 2 \) in (2.11), we get \( \theta = \frac{3}{4} \), and

\[
\| \nabla u \|_{L^4} \leq C \left( \| \Delta u \|^{3/4} \| u \|^{1/4} + \| u \| \right).
\]

(2.14)

Using Young’s inequality, we obtain

\[
\| \nabla u \|_{L^4}^2 \leq C(\| \Delta u \|^{3/2} \| u \|^{1/2} + \| u \|^2) \leq C(\| \Delta u \|^2 + \| u \|^2) \leq C\| u \|_{H^2}^2.
\]

(2.15)

**Lemma 2.4** (Agmon’s inequality, Lemma 13.2, [2]). For any \( u \in H^{s_2}(\Omega; \mathbb{R}^n) \), choose \( s_1 \) and \( s_2 \) such that \( s_1 < \frac{n}{2} < s_2 \). Then, if \( 0 < \alpha < 1 \) and \( \frac{n}{2} = \alpha s_1 + (1 - \alpha)s_2 \), the following inequality holds

\[
\| u \|_{L^\infty} \leq C\| u \|_{H^{s_1}}^{\alpha}, \| u \|_{H^{s_2}}^{1-\alpha}.
\]

For \( u \in H^2(\Omega) \cap H^1(\Omega) \), the Agmon’s inequality in 2D states that there exists a constant \( C > 0 \) such that

\[
\| u \|_{L^\infty} \leq C\| u \|^{1/2} \| u \|_{H^2}^{1/2} \leq C\| u \|_{H^2}.
\]

(2.16)

The inequality (2.16) can also be obtained from (2.12), by taking \( j = 0, r = \infty, m = 2 = p = q = 2 \), so that we have \( \theta = \frac{1}{2} \).

### 2.4. Weak and strong solution of the system (2.1a)-(2.1f)

Now we state the results regarding the existence theorem and uniqueness of weak and strong solution for the uncontrolled nonlocal Cahn-Hilliard-Navier-Stokes system given by (2.1a)-(2.1f) with \( U = 0 \). Let us first make the following assumptions:

**Assumption 2.5.** Let \( J \) and \( F \) satisfy:

1. \( J \in W^{1,1}(\mathbb{R}^2; \mathbb{R}) \), \( J(x) = J(-x) \) and \( a(x) = \int_{\Omega} J(x - y)dy \geq 0 \), a.e., in \( \Omega \).
2. \( F \in C^2(\mathbb{R}) \) and there exists \( C_0 > 0 \) such that \( F''(s) + a(x) \geq C_0 \), for all \( s \in \mathbb{R} \), a.e., \( x \in \Omega \).
3. Moreover, there exist \( C_1 > 0, C_2 > 0 \) and \( q > 0 \) such that \( F''(s) + a(x) \geq C_1|s|^{2q} - C_2 \), for all \( s \in \mathbb{R} \), a.e., \( x \in \Omega \).
4. There exist \( C_3 > 0, C_4 \geq 0 \) and \( r \in (1, 2) \) such that \( |F''(s)|^r \leq C_3|F(s)| + C_4 \), for all \( s \in \mathbb{R} \).
Remark 2.7. Since $C$ exists, Assumption 2.6. is satisfied for the case of the well-known double-well potential $F$. Observe that Assumption 2.5 (4) is fulfilled by a potential of arbitrary polynomial growth. For example, $F$ and the uniqueness for two dimensional case is obtained in Theorem 2, [17]. Under some extra global strong solution is established in Theorem 2, [18].

Moreover, the following initial conditions hold in the weak sense
\[ u(0) = u_0, \quad \varphi(0) = \varphi_0, \]
i.e., for every $v \in V_{\text{div}}$ we have $(u(t), v) \rightarrow (u_0, v)$ as $t \rightarrow 0$, and for every $\chi \in V$, we have $(\varphi(t), \chi) \rightarrow (\varphi_0, \chi)$ as $t \rightarrow 0$.

Theorem 2.9 (Existence, Theorem 1, Corollaries 1 and 2, [7]). Let the Assumption 2.5 be satisfied. Let $u_0 \in G_{\text{div}}, \varphi_0 \in H$ be such that $F(\varphi_0) \in L^1(\Omega)$ and $h \in L^2_{\text{loc}}((0, \infty), V_{\text{div}}')$ are given. Then, for
every given \( T > 0 \), there exists a weak solution \((u, \varphi)\) to the uncontrolled system (2.1a)-(2.1f) such that (2.19) is satisfied. Furthermore, setting

\[
\mathcal{E}(u(t), \varphi(t)) = \frac{1}{2} \| u(t) \|^2 + \frac{1}{4} \int_\Omega \int_\Omega J(x-y)(\varphi(x,t) - \varphi(y,t))^2 \, dx \, dy + \int_\Omega F(\varphi(x,t)) \, dx, 
\]

the following energy estimate holds for almost any \( t > 0 \):

\[
\mathcal{E}(u(t), \varphi(t)) + \int_0^t (\nu \| \nabla u(s) \|^2 + \| \nabla \mu(s) \|^2) \, ds \leq \mathcal{E}(u_0, \varphi_0) + \int_0^t \langle h(s), u(s) \rangle \, ds, 
\]

and the weak solution \((u, \varphi)\) satisfies the following energy identity,

\[
\frac{d}{dt} \mathcal{E}(u(t), \varphi(t)) + \nu \| \nabla u(t) \|^2 + \| \nabla \mu(t) \|^2 = \langle h(t), u(t) \rangle. 
\]

**Remark 2.10.** It can also be proved that \( u \in C([0, T]; \mathbb{G}_{\text{div}}) \) and \( \varphi \in C([0, T]; H) \), for more details refer Remark 7 of [17].

**Remark 2.11.** We denote by \( Q \) a continuous monotone increasing function with respect to each of its arguments. As a consequence of energy inequality (2.25), we have the following bound:

\[
\| u \|_{L^\infty(0, T; \mathbb{G}_{\text{div}}) \cap L^2(0, T; \mathbb{V}_{\text{div}})} + \| \varphi \|_{L^\infty(0, T; H)} + \| F(\varphi) \|_{L^\infty(0, T; H)} 
\leq Q \left( \mathcal{E}(u_0, \varphi_0), \| h \|_{L^2(0, T; \mathbb{V}_{\text{div}}')} \right),
\]

where \( Q \) also depends on \( F, J, \nu \) and \( \Omega \).

**Theorem 2.12 (Uniqueness, Theorem 2, [17]).** Suppose that the Assumption 2.5 is satisfied. Let \( u_0 \in \mathbb{G}_{\text{div}}, \varphi_0 \in H \) with \( F(\varphi_0) \in L^1(\Omega) \) and \( h \in L^2_{\text{loc}}(0, \infty; \mathbb{V}_{\text{div}}') \) be given. Then, the weak solution \((u, \varphi)\) corresponding to \((u_0, \varphi_0)\) and given by Theorem 2.9 is unique.

Furthermore, for \( i = 1, 2 \), let \( z_i := (u_i, \varphi_i) \) be two weak solutions corresponding to two initial data \( z_{0i} := (u_{0i}, \varphi_{0i}) \) and external forces \( h_i \), with \( u_{0i} \in \mathbb{G}_{\text{div}}, \varphi_{0i} \in H \) with \( F(\varphi_{0i}) \in L^1(\Omega) \) and \( h_i \in L^2_{\text{loc}}(0, \infty; \mathbb{V}_{\text{div}}') \). Then the following continuous dependence estimate holds:

\[
\| u_2(t) - u_1(t) \|^2 + \| \varphi_2(t) - \varphi_1(t) \|^2 + \nu \int_0^t \left( \frac{C_0}{2} \| \varphi_2(s) - \varphi_1(s) \|^2 + \frac{\nu}{4} \| \nabla (u_2(s) - u_1(s)) \|^2 \right) \, ds 
\leq \left( \| u_2(0) - u_1(0) \|^2 + \| \varphi_2(0) - \varphi_1(0) \|^2 \right) \Lambda_0(t) 
+ \| \varphi_2(0) - \varphi_1(0) \| \mathcal{Q} \left( \mathcal{E}(z_{01}), \mathcal{E}(z_{02}), \| h_1 \|_{L^2(0, t; \mathbb{V}_{\text{div}}')}, \| h_2 \|_{L^2(0, t; \mathbb{V}_{\text{div}}')} \right) \Lambda_1(t) 
+ \| h_2 - h_1 \|_{L^2(0, t; \mathbb{V}_{\text{div}}')} \Lambda_2(t),
\]

for all \( t \in [0, T] \), where \( \Lambda_0(t), \Lambda_1(t) \) and \( \Lambda_2(t) \) are continuous functions which depend on the norms of the two solutions. The functions \( Q \) and \( \Lambda_i(t) \) also depend on \( F, J, \nu \) and \( \Omega \).

For the further analysis of this paper, we also need the existence of a unique strong solution to the uncontrolled system (2.1a)-(2.1f). The following theorem established in Theorem 2, [13] gives the existence and uniqueness of the strong solution the uncontrolled system (2.1a)-(2.1f).

**Definition 2.13 (Strong solution).** Let \( u_0 \in \mathbb{V}_{\text{div}}, \varphi_0 \in V \cap L^\infty(\Omega), h_i \in L^2_{\text{loc}}(0, \infty; \mathbb{G}_{\text{div}}) \) and \( 0 < T < \infty \) be given. Then \((u, \varphi)\) is a strong solution to the uncontrolled system (2.1a)-(2.1f) on \([0, T] \)
corresponding to initial conditions $u_0$ and $\varphi_0$ if $u, \varphi$ and $\mu$ satisfy

$$\begin{cases}
  u \in L^\infty(0, T; V_{\text{div}}) \cap L^2(0, T; \mathbb{H}^2), \\
  u_r \in L^2(0, T; G_{\text{div}}), \\
  \varphi \in L^\infty((0, T) \times \Omega) \cap L^\infty(0, T; V), \\
  \varphi_t \in L^2(0, T; H), \\
  \mu \in L^2(0, T; V).
\end{cases} \quad (2.27)$$

**Theorem 2.14** (Global Strong Solution, Theorem 2, [18]). Let $h, U \in L^2(0, T; G_{\text{div}})$, $u_0 \in V_{\text{div}}$, $\varphi_0 \in V \cap L^\infty(\Omega)$ be given and the Assumption 2.5 be satisfied. Then, for a given $T > 0$, there exists a unique weak solution $(u, \varphi)$ to the system (2.1a)- (2.1f) such that (2.27) is satisfied. Furthermore, suppose in addition that $F \in C^3(\mathbb{R})$, $a \in H^2(\Omega)$ and that $\varphi_0 \in H^2(\Omega)$. Then, the uncontrolled system (2.1a)-(2.1f) admits a unique strong solution on $[0, T]$ satisfying (2.27) and also

$$\begin{cases}
  \varphi \in L^\infty(0, T; W^{1,p}), \ 2 \leq p < \infty, \\
  \varphi_t \in L^\infty(0, T; H) \cap L^2(0, T; V).
\end{cases} \quad (2.28)$$

If $J \in W^{2,1}(\mathbb{R}^2; \mathbb{R})$, we have in addition

$$\varphi \in L^\infty(0, T; H^2). \quad (2.29)$$

**Remark 2.15.** The regularity properties given in (2.27)-(2.29) imply that

$$u \in C([0, T]; V_{\text{div}}), \ \varphi \in C([0, T]; V) \cap C_w([0, T]; H^2). \quad (2.30)$$

### 3. Optimal Control Problem

In this section, we formulate a distributed optimal control problem as the minimization of a suitable cost functional subject to the controlled nonlocal Cahn-Hilliard-Navier-Stokes equations. We consider a problem of controlling relative concentration, fluid flow and turbulence inside a flow in a bounded domain $\Omega$. We characterize the optimal control in terms of the adjoint variable. A similar kind of optimal control problem is considered in [5] with a different cost functional and the techniques used to establish the first order necessary conditions for optimality in both papers are also entirely different.

**3.1. The optimal control problem formulation.** Let $u_d \in L^2(0, T; V_{\text{div}})$, $\varphi_d \in L^2(0, T; H)$, $u_f \in G_{\text{div}}$ and $\varphi_f \in H$ be some given target functions. The main goal is to establish the existence of an optimal control that minimizes the cost functional

$$J(u, \varphi, U) := \frac{1}{2} \int_0^T \|\nabla \times (u(t) - u_d(t))\|^2 dt + \frac{1}{2} \int_0^T \|\varphi(t) - \varphi_d(t)\|^2 dt \quad \text{subject to the constraint (2.1a)-(2.1f)}$$

subject to the constraint (2.1a)-(2.1f) and prove the first order necessary condition of optimality using the Ekeland variational principle. Note that the cost functional given in (3.1) is the sum of total enstrophy of the average velocity field, $L^2$-energy of the relative concentration and total effort by the distributed controls. An easy calculation shows that

$$\|A^{1/2} u\| = \|\nabla \times u\| = \|\nabla u\|,$$
where $A$ is the Stokes operator defined in (2.2). Thus, the associated cost functional given in (3.1) becomes

\[
J(u, \varphi, U) := \frac{1}{2} \int_0^T \|\nabla(u(t) - u_d(t))\|^2 dt + \frac{1}{2} \int_0^T \|\varphi(t) - \varphi_d(t)\|^2 dt + \frac{1}{2} \|u(T) - u_f\|^2 + \frac{1}{2} \|\varphi(T) - \varphi_f\|^2 + \frac{1}{2} \int_0^T \|U(t)\|^2 dt,
\]

(3.2)

where $u_d(\cdot), u_f, \varphi_d(\cdot)$ and $\varphi_f$ are the desired states. For the rest of the paper, we consider the formulation given by (3.2) which would in turn minimize the enstrophy. We consider set of admissible controls to be the space consisting of controls $U \in L^2(0, T; \mathbb{G}_{\text{div}})$, and denote it by $\mathcal{W}_{ad}$.

**Example 3.1.** As another example one can take $\mathcal{W}_{ad}$ to be $L^2(0, T; B(0, R))$ where $B(0, R)$ is a ball of radius $R$ and centre at $0$ in $\mathbb{G}_{\text{div}}$.

For our further discussion we take $\mathcal{W}_{ad}$ to be whole space $L^2(0, T; \mathbb{G}_{\text{div}})$.

**Definition 3.2 (Admissible Class).** The admissible class $\mathcal{A}_{ad}$ of triples $(u, \varphi, U)$ is defined as the set of states $(u, \varphi)$ with initial data $u_0 \in \mathcal{V}_{\text{div}}, \varphi_0 \in V \cap L^\infty$, $a \in H^2(\Omega)$ and $F \in C^3(\mathbb{R})$, solving the system $(2.1a)-(2.1f)$ with control $U \in \mathcal{W}_{ad}$. That is,

\[
\mathcal{A}_{ad} := \{(u, \varphi, U) : (u, \varphi) \text{ is a unique strong solution of } (2.1a)-(2.1f) \text{ with control } U \}
\]

In view of the above definition, the optimal control problem we are considering can be formulated as

\[
\min_{(u, \varphi, U) \in \mathcal{A}_{ad}} J(u, \varphi, U). \tag{OCP}
\]

**Definition 3.3 (Optimal Solution).** A solution to the Problem (OCP) is called an optimal solution and the optimal triplet is denoted by $(u^*, \varphi^*, U^*)$. The control $U^*$ is called an optimal control.

Our main aim in this work is to establish the existence of an optimal control to the problem (OCP) and establish the first order necessary conditions of optimality. From the well known theory for the optimal control problems governed by ordinary and partial differential equations, we know that the optimal control is derived in terms of the adjoint variable which satisfies a linear system. As a first step to fulfill this aim, we linearize the nonlinear system and obtain the existence and uniqueness of weak solution of the linearized system using a standard Galerkin approximation technique (see [5] also).

### 3.2. The linearized system

Let us linearize the equations (2.1a)-(2.1f) around $(\tilde{u}, \tilde{\varphi})$, which is the unique strong solution of the system (2.1a)-(2.1f) with control term $U = 0$ (uncontrolled system) and external forcing $\hat{h}$ such that

\[
\hat{h} \in L^2(0, T; \mathbb{G}_{\text{div}}), \quad \tilde{u}_0 \in \mathcal{V}_{\text{div}}, \quad \tilde{\varphi}_0 \in V \cap L^\infty(\Omega).
\]

Let us first rewrite the equation (2.1c). We know that

\[
\mu \nabla \varphi = (a \varphi - J * \varphi + F'(\varphi)) \nabla \varphi = \nabla \left( F(\varphi) + a \frac{\varphi^2}{2} \right) - \nabla a \frac{\varphi^2}{2} - (J * \varphi) \nabla \varphi.
\]

Hence one can rewrite (2.1c) as

\[
u \Delta u + (u \cdot \nabla) u + \nabla \pi_u = - \nabla a \frac{\varphi^2}{2} - (J * \varphi) \nabla \varphi + \hat{h} + U, \tag{3.3}
\]
In order to prove the existence and uniqueness of the linearized system (3.4a)-(3.4f), we substitute \( \psi, u, \pi, \phi \) in (3.3) and (2.1a) to obtain
\[
\begin{align*}
w_t - \nu \Delta w + (w \cdot \nabla) \hat{u} + (\hat{u} \cdot \nabla) w + \nabla \pi_w &= -\nabla a \psi \hat{\varphi} - (J * \psi) \nabla \phi - (J * \phi) \nabla \psi + \hat{h} + U, \quad \text{in } \Omega \times (0, T) \quad (3.4a) \\
\psi_t + w \cdot \nabla \hat{\varphi} + \hat{u} \cdot \nabla \psi &= \Delta \hat{\mu}, \quad \text{in } \Omega \times (0, T) \quad (3.4b) \\
\hat{\mu} &= a \psi - J * \psi + F''(\hat{\varphi}) \psi, \quad \text{in } \Omega \times (0, T) \quad (3.4c) \\
\text{div } w &= 0, \quad \text{in } \Omega \times (0, T) \quad (3.4d) \\
\frac{\partial \hat{\mu}}{\partial n} &= 0, \quad w = 0 \text{ on } \partial \Omega \times (0, T), \quad (3.4e) \\
w(0) &= w_0, \quad \psi(0) = \psi_0 \quad \text{in } \Omega. \quad (3.4f)
\end{align*}
\]

Note that in (3.4c), we used the Taylor formula: \( F'(\psi + \hat{\varphi}) = F'(\hat{\varphi}) + F''(\hat{\varphi}) \psi + F'''(\hat{\varphi}) \frac{\psi^2}{2} + \cdots \), and ignored the second order terms in \( \psi \), since we are considering a linear system, and we know that \( \hat{\varphi} \in L^\infty((0, T) \times \Omega) \) and \( F(\cdot) \) has a polynomial growth as discussed in Remark 2.7. In order to establish the Pontryagin maximum principle in the next section, we take \( \hat{h} = w_0 = 0 \) and \( \psi_0 = 0 \).

Next, we discuss the unique global solvability results for the system (3.4a)-(3.4f).

**Theorem 3.4** (Existence and Uniqueness of Linearized System). Suppose that the Assumption 2.5 is satisfied. Let us assume \((\hat{u}, \hat{\varphi})\) is the unique strong solution of the system (2.1a)-(2.1d) with the regularity given in (2.27) and \( F \in C^3(\mathbb{R}) \), \( a \in H^2(\Omega) \). Let \( w_0 \in V_{\text{div}} \) and \( \psi_0 \in H \) with \( \hat{h}, U \in L^2(0, T; G_{\text{div}}) \). Then, for a given \( T > 0 \), there exists a unique weak solution \((w, \psi)\) to the system (3.4a)-(3.4f) such that
\[
w \in L^\infty(0, T; G_{\text{div}}) \cap L^2(0, T; V_{\text{div}}) \quad \text{and} \quad \psi \in L^\infty(0, T; H) \cap L^2(0, T; V).
\]

and for every \( v \in V_{\text{div}} \) and \( \xi \in V \) and for all \( t \in (0, T) \), we have
\[
\begin{align*}
\langle w_t, v \rangle + \nu \langle \nabla w, \nabla v \rangle + b(w, \hat{u}, v) + b(\hat{u}, w, v) &= -\langle \nabla a \psi \hat{\varphi}, v \rangle - \langle (J * \psi) \nabla \phi, v \rangle - \langle (J * \phi) \nabla \psi, v \rangle - \langle (J * \hat{\varphi}) \nabla \psi, v \rangle + (\hat{h}, v) + (U, v), \\
\langle \psi_t, \xi \rangle + \langle w \cdot \nabla \hat{\varphi}, \xi \rangle + \langle \hat{u} \cdot \nabla \psi, \xi \rangle &= -\langle \nabla \hat{\mu}, \nabla \xi \rangle,
\end{align*}
\]

where \( w(0) = w_0, \ psi(0) = \psi_0 \) are satisfied in the weak sense.

**Proof.** In order to prove the existence and uniqueness of the linearized system (3.4a)-(3.4f), we use a Faoe-Galerkin approximation scheme and show that the approximate solutions converge in appropriate spaces to the solution of the linearized system in the weak sense (see (3.5)).

Let us introduce the family \( \{e_j\}_{j=1}^\infty \) of eigen functions of the Stokes operator as a Galerkin basis of \( V_{\text{div}} \) and the family \( \{\xi_j\}_{j=1}^\infty \) of eigen functions of the Neumann operator \( B_1 = -\Delta + I \) as a Galerkin basis of \( V \). Let us define the n-dimensional subspaces \( V_n \) and \( V_n \) as span of \( \{e_j\}_{j=1}^n \) and \( \{\xi_j\}_{j=1}^n \) respectively.
\{e_j\}^n_{j=1}$ respectively. Let us take orthogonal projector on $V_n$ and $V_n$ in $\mathbb{C}_{\text{div}}$ and $H$ respectively as $P_n = P_{V_n}$ and $\overline{P}_n = P_{V_n}$. Then we can find $(w_n, \psi_n)$ of the form

$$w_n = \sum_{i=1}^{n} \alpha_i^{(n)}(t)e_i \quad \text{and} \quad \psi_n = \sum_{i=1}^{n} \beta_i^{(n)}(t)e_i,$$

as a solution of the following approximated system:

$$(w_n, v_n) + \nu(\nabla w_n, \nabla v_n) + b(w_n, \tilde{u}, v_n) + b(\tilde{u}, w_n, v_n) + \langle \nabla \tilde{w}_n, w_n \rangle
= -\langle \nabla a \psi_n, w_n \rangle - ((J * \psi_n) \nabla \tilde{\varphi}, v_n) - ((J * \varphi) \nabla \psi_n, v_n) + (\tilde{h}_n, v_n) + (U_n, v_n),$$

$$((\psi_n), (\xi_n)) + \langle w_n \cdot \nabla \tilde{\varphi}, \xi_n \rangle + \langle \tilde{u} \cdot \nabla \psi_n, \xi_n \rangle = -\langle \nabla \mu_n, \nabla \xi_n \rangle,$$

$$\tilde{\mu}_n = \tilde{P}_n(\nu \psi_n - J * \psi_n + \mathcal{F}(\varphi) \psi_n),$$

$$w_n(0) = P_n w_0 = \sum_{i=1}^{n} (w_0, e_i)e_i = : w_{n,0}, \quad \psi_n(0) = \tilde{P}_n \psi_0 = \sum_{i=1}^{n} (\psi_0, e_i)e_i = : \psi_{n,0},$$

for every $v_n \in V_n$ and $\xi_n \in V_n$. Observe that for every $v_n \in V_n$, $P_n v_n = v_n$ and for every $\xi_n \in V_n$, $\overline{P}_n \xi_n = \xi_n$. Note that in (3.6), $U_n = P_n U$ and $\tilde{h}_n = \overline{P}_n h$. In (3.6), we also used the fact that $(\overline{P}_n(\nabla a \psi_n), v_n) = ((\nabla a \psi_n, v_n)_{\mathbb{C}_{\text{div}}}) = ((\nabla a \psi_n, v_n), v_n)$, and similarly for other terms. Since the system is linear, using the Cauchy-Lipschitz theorem or Picard-Lindelöf theorem, we can easily show that there exists a local in time unique solution $(w_n, \psi_n)$ to the approximated system (3.6)-(3.9). Now we show that $w_n$ and $\psi_n$ are uniformly bounded in some suitable function spaces.

Let us take test function $v_n$ as $w_n$ in (3.6) to obtain

$$\frac{1}{2} \frac{d}{dt} \|w_n(t)\|^2 + \nu \|\nabla w_n(t)\|^2 + b(w_n, \tilde{u}, w_n) + \langle \nabla \tilde{w}_n, w_n \rangle
= -\langle \nabla a \psi_n, w_n \rangle - ((J * \psi_n) \nabla \tilde{\varphi}, w_n) - ((J * \varphi) \nabla \psi_n, w_n) + (\tilde{h}_n, w_n) + (U, w_n),$$

where we used the fact that $b(\tilde{u}, w_n, w_n) = 0$. Now we estimate each of the above equality. In order to estimate $b(w_n, \tilde{u}, w_n)$, we use Hölder’s, Ladyzhenskaya and Young’s inequalities to find

$$b(w_n, \tilde{u}, w_n) \leq \|\nabla \tilde{u}\| \|w_n\|_{L^4} \leq \sqrt{2} \|\nabla \tilde{u}\| \|w_n\| \|\nabla w_n\| \leq \frac{\nu}{12} \|\nabla w_n\|^2 + \frac{6}{\nu} \|\nabla \tilde{u}\|^2 \|w_n\|^2.$$

Using an integration by parts and divergence free condition $\text{div} w_n = 0$, we get,

$$\langle \nabla \tilde{w}_n, w_n \rangle = (\tilde{w}_n, \text{div} w_n) = 0.$$

Once again using Hölder’s, Ladyzhenskaya and Young’s inequalities, we obtain

$$|\langle \nabla a \psi_n, w_n \rangle| \leq \|\nabla a\|_{L^\infty} \|\psi_n\| \|\tilde{\varphi}\|_{L^4} \|w_n\|_{L^4}
\leq 2^{1/4} \|\nabla a\|_{L^\infty} \|\psi_n\| \|\tilde{\varphi}\|_{L^4} \|w_n\|_{L^4}^{1/2} \|\nabla w_n\|^{1/2}
\leq \frac{C_0}{10} \|\psi_n\|^2 + \frac{5}{\sqrt{2}C_0} \|\nabla a\|^2 \|\tilde{\varphi}\|_{L^4} \|w_n\| \|\nabla w_n\| 
\leq \frac{C_0}{10} \|\psi_n\|^2 + \frac{\nu}{12} \|\nabla w_n\|^2 + \frac{75}{2\nu C_0} \|\nabla a\|^2 \|\tilde{\varphi}\|^4 \|w_n\|^2.\quad \text{(3.12)}$$

In order to estimate $((J * \psi_n) \nabla \tilde{\varphi}, w_n)$ and $((J * \varphi \nabla \psi_n), w_n)$, we integrate by parts and use divergence free condition to find

$$(J * \psi_n) \nabla \tilde{\varphi}, w_n) = -((\nabla J * \psi_n) \tilde{\varphi}, w_n),$$

$$(J * \varphi \nabla \psi_n, w_n) = -((\nabla J * \varphi) \psi_n, w_n),$$
We estimate \(((\nabla J \ast \psi_n) \hat{\varphi}, w_n)\) using Hölder’s inequality, Ladyzhenskaya inequality and Young’s inequality for convolution as

\[
|(\nabla J \ast \psi_n) \hat{\varphi}, w_n| \leq \|\nabla J \ast \psi_n\|_{L^2} \|\hat{\varphi}\|_{L^4} \|w_n\|_{L^4} \leq \|\nabla J\|_{L^1} \|\psi_n\| \|\hat{\varphi}\|_{L^4} \|w_n\|_{L^1} \|w_n\|_{L^1},
\]

\[
\leq 2^{1/4} \|\nabla J\|_{L^1} \|\psi_n\| \|\hat{\varphi}\|_{L^4} \|w_n\|^{1/2} \|\nabla w_n\|^{1/2}
\]

\[
\leq \frac{C_0}{10} \|\psi_n\|^2 + \frac{\nu}{12} \|\nabla w_n\|^2 + \frac{75}{2\nu C_0^2} \|\nabla J\|_{L^1} \|\hat{\varphi}\|_{L^4}^4 \|w_n\|^2.
\]

(3.13)

Similarly, we obtain

\[
|((\nabla J \ast \hat{\varphi}) \psi_n, w_n| \leq \frac{C_0}{10} \|\psi_n\|^2 + \frac{\nu}{12} \|\nabla w_n\|^2 + \frac{75}{2\nu C_0^2} \|\nabla J\|_{L^1} \|\hat{\varphi}\|_{L^4}^4 \|w_n\|^2.
\]

(3.14)

Using the Cauchy-Schwarz inequality and Young’s inequality, we also get

\[
|\langle \hat{h}, w_n \rangle| \leq \frac{3}{\nu} \|\hat{h}\|^2 + \frac{\nu}{12} \|\nabla w_n\|^2 \leq \frac{3}{\nu} \|\hat{h}\|^2 + \frac{\nu}{12} \|\nabla w_n\|^2,
\]

\[
|\langle u, w_n \rangle| \leq \frac{3}{\nu} \|u\|^2 + \frac{\nu}{12} \|\nabla w_n\|^2 \leq \frac{3}{\nu} \|u\|^2 + \frac{\nu}{12} \|\nabla w_n\|^2.
\]

(3.15)

Combining (3.11)-(3.15) and substituting in (3.10) to find

\[
\frac{1}{2} \frac{d}{dt} \|w_n\|^2 + \frac{\nu}{2} \|\nabla w_n\|^2 \leq \frac{3C_0}{10} \|\psi_n\|^2 + \frac{3}{\nu} \|\hat{h}\|^2 + \frac{3}{\nu} \|u\|^2 + \frac{6}{\nu} \|\nabla \hat{u}\|^2 \|w_n\|^2
\]

\[
+ \left[\frac{75}{2
\nu C_0^2} \|\nabla \hat{\varphi}\|_{L^4}^4 (\|\nabla u\|_{L^\infty}^4 + 2\|\nabla J\|_{L^1}^4)\right] \|w_n\|^2.
\]

(3.16)

Let us now take the test function \(\xi_n\) as \(\bar{\mu}_n + \bar{p}_n (J \ast \psi_n)\) in (3.7) to obtain

\[
\left(\frac{d\psi_n}{dt}, \bar{\mu}_n + \bar{p}_n (J \ast \psi_n)\right) + \|\nabla \bar{\mu}_n\|^2 = (\Delta \bar{\mu}_n, \bar{p}_n (J \ast \psi_n))
\]

\[- (w_n \cdot \nabla \hat{\varphi}, \bar{\mu}_n + \bar{p}_n (J \ast \psi_n)) - (u \cdot \nabla \psi_n, \bar{\mu}_n + \bar{p}_n (J \ast \psi_n)).
\]

(3.17)

Using (3.3), we infer that

\[
\left(\frac{d\psi_n}{dt}, \bar{\mu}_n + \bar{p}_n (J \ast \psi_n)\right) = \left(\frac{d\psi_n}{dt}, \bar{p}_n (a + F''(\hat{\varphi})) \psi_n\right) = \left(\frac{d\psi_n}{dt}, (a + F''(\hat{\varphi})) \psi_n\right).
\]

(3.18)

Note that \(0 < C_0 \leq a + F''(s)\) for all \(s \in \mathbb{R}\) and a.e. \(x \in \Omega\). Thus, we get

\[
\frac{d}{dt} \|\sqrt{a + F''(\hat{\varphi})}\psi_n\|^2 = \frac{d}{dt} ((a + F''(\hat{\varphi})) \psi_n, \psi_n)
\]

\[
= \left(\frac{d}{dt} ((a + F''(\hat{\varphi})) \psi_n), \psi_n\right) + \left((a + F''(\hat{\varphi})) \frac{d\psi_n}{dt}, \psi_n\right)
\]

\[
= (F''(\hat{\varphi}) \hat{\varphi} \psi_n, \psi_n) + 2 (\frac{d\psi_n}{dt}, (a + F''(\hat{\varphi})) \psi_n).
\]

(3.19)

Substituting (3.19) in (3.17), we obtain

\[
\frac{1}{2} \frac{d}{dt} \|\sqrt{a + F''(\hat{\varphi})}\psi_n\|^2 + \|\nabla \bar{\mu}_n\|^2 = \frac{1}{2} (F''(\hat{\varphi}) \hat{\varphi} \psi_n, \psi_n) + (\Delta \bar{\mu}_n, \bar{p}_n (J \ast \psi_n))
\]

\[- (w_n \cdot \nabla \hat{\varphi}, \bar{\mu}_n + \bar{p}_n (J \ast \psi_n)) - (u \cdot \nabla \psi_n, \bar{\mu}_n + \bar{p}_n (J \ast \psi_n)).
\]

(3.20)

An integration by parts, Cauchy-Schwarz, Young’s inequality for convolution and Young’s inequality yields

\[
|(\Delta \bar{\mu}_n, \bar{p}_n (J \ast \psi_n))| = |(\nabla \bar{\mu}_n, \nabla J \ast \psi_n)| \leq \|\nabla \bar{\mu}_n\| \|\nabla J \ast \psi_n\| \leq \|\nabla \bar{\mu}_n\| \|\nabla J\|_{L^1} \|\psi_n\|.
\]
Using an integration by parts, the divergence free condition of \( w_n \), Hölder, Ladyzhenskaya and Young’s inequalities, we estimate \( |(w \cdot \nabla \bar{\varphi}, \bar{\mu}_n)| \) as

\[
|(w_n \cdot \nabla \bar{\varphi}, \bar{\mu}_n)| = |(w_n \cdot \nabla \bar{\mu}_n, \bar{\varphi})| \leq \|w_n\|_{L^4} \|\nabla \bar{\mu}_n\|_{L^4} \leq \frac{1}{6} \|\nabla \bar{\mu}_n\|^2 + \frac{3}{2} \|w_n\|_{L^4}^2 \|\bar{\varphi}\|_{L^4}^2
\leq \frac{1}{6} \|\nabla \bar{\mu}_n\|^2 + \frac{\nu}{8} \|\nabla w_n\|^2 + \frac{9}{\nu} \|\bar{\varphi}\|_{L^4}^4 \|w_n\|^2.
\]

Once again an integration by parts, Hölder and Young’s inequalities yield

\[
|(\bar{u} \cdot \nabla \psi_n, \bar{\mu}_n)| = |(\bar{u} \cdot \nabla \bar{\mu}_n, \psi_n)| \leq \|\bar{u}\|_{L^4} \|\nabla \bar{\mu}_n\|_{L^4} \|\psi_n\|_{L^4} \leq \frac{1}{6} \|\nabla \bar{\mu}_n\|^2 + \frac{3}{2} \|\bar{u}\|_{L^4}^2 \|\psi_n\|_{L^4}^2.
\]

We use (3.21)-(3.23) in (3.20) to obtain

\[
\frac{1}{2} \frac{d}{dt} \left( \|a + F''(\bar{\varphi})\psi_n\|^2 + \|\nabla \bar{\mu}_n\|^2 \right)
\leq \frac{1}{2} (F'''(\bar{\varphi}) \bar{\varphi}_t \psi_n, \psi_n) + \frac{\nu}{8} \|\nabla w_n\|^2 + \frac{3}{2} \|\nabla J\|_{L^4}^2 \|\psi_n\|^2 + \frac{9}{\nu} \|\bar{\varphi}\|_{L^4}^4 \|w_n\|^2
+ \frac{3}{2} \|\bar{u}\|_{L^4}^2 \|\psi_n\|_{L^4}^2 - (w_n \cdot \nabla \bar{\varphi}, \bar{\mu}_n(J \ast \psi_n)) - (u \cdot \nabla \psi_n, \bar{\mu}_n(J \ast \psi_n)).
\]

Note that \( C_0 \leq a(x) + F''(s) \), for all \( s \in \mathbb{R} \) and a.e. \( x \in \Omega \). Using Hölder’s, Young’s convolution, Ladyzhenskaya and Young’s inequalities, we get

\[
(-\Delta \psi_n, \bar{\mu}_n) = (\nabla \psi_n, \nabla \bar{\mu}_n) = (\nabla \psi_n, \nabla \bar{\mu}_n) = (\nabla \psi_n, \nabla \bar{\mu}_n(a \psi_n - J \ast \psi_n + F''(\bar{\varphi}) \psi_n))
= (\nabla \psi_n, a \nabla \psi_n + \nabla \psi_n + \nabla J \ast \psi_n + F''(\bar{\varphi}) \nabla \psi_n + F'''(\bar{\varphi}) \nabla \bar{\varphi} \psi_n)
\geq C_0 \|\nabla \psi_n\|^2 - (\|\nabla a\|_{L^{\infty}} + \|\nabla J\|_{L^4}) \|\nabla \psi_n\| \|\nabla \psi_n\|
- \|F'''(\bar{\varphi})\|_{L^\infty} \|\nabla \psi_n\| \|\nabla \psi_n\| \|\psi_n\|_{L^4}
\geq C_0 \|\nabla \psi_n\|^2 - C_0 \|\nabla \psi_n\|^2 - \frac{3}{2} \|\nabla J\|_{L^4}^2 \|\psi_n\|^2
- \sqrt{2} \|F'''(\bar{\varphi})\|_{L^\infty} \|\nabla \psi_n\| \|\nabla \psi_n\|^{3/2} \|\psi_n\|^{1/2}
\geq \frac{C_0}{2} \|\nabla \psi_n\|^2 - \frac{3}{2} \|\nabla a\|_{L^{\infty}} + \|\nabla J\|_{L^4} \|\psi_n\|^2
- \frac{729}{8C_0^3} \|F'''(\bar{\varphi})\|_{L^\infty} \|\nabla \psi_n\|^2.
\]

But, we also have

\[
(\nabla \psi_n, \nabla \bar{\mu}_n) \leq \|\nabla \psi_n\| \|\nabla \bar{\mu}_n\| \leq \frac{C_0}{4} \|\nabla \psi_n\|^2 + \frac{1}{C_0} \|\nabla \bar{\mu}_n\|^2.
\]

Combining (3.25) and (3.26), we find

\[
\frac{C_0}{4} \|\nabla \psi_n\|^2 \leq \frac{1}{C_0} \|\nabla \bar{\mu}_n\|^2 + \frac{3}{2} \|\nabla a\|_{L^{\infty}} + \|\nabla J\|_{L^4} \|\psi_n\|^2 + \frac{729}{8C_0^3} \|F'''(\bar{\varphi})\|_{L^\infty} \|\nabla \psi_n\|^2. \tag{3.27}
\]

Let us substitute (3.27) in (3.24) to get

\[
\frac{1}{2} \frac{d}{dt} \left( \|a + F''(\bar{\varphi})\psi_n\|^2 + \|\nabla \psi_n\|^2 \right)
\leq \frac{1}{2} (F'''(\bar{\varphi}) \bar{\varphi}_t \psi_n, \psi_n) + \frac{\nu}{8} \|\nabla w_n\|^2 + \frac{3}{2} \|\nabla J\|_{L^4}^2 \|\psi_n\|^2 + \frac{9}{\nu} \|\bar{\varphi}\|_{L^4}^4 \|w_n\|^2
+ \frac{3}{2} \|\bar{u}\|_{L^4}^2 \|\psi_n\|_{L^4}^2 + \frac{3}{4} ((\nabla a\|_{L^{\infty}} + \|\nabla J\|_{L^4}) \|\psi_n\|^2 + \frac{729}{16C_0^3} \|F'''(\bar{\varphi})\|_{L^\infty} \|\nabla \bar{\varphi}\|_{L^4}^4 \|\psi_n\|^2.
\]
We use Hölder’s, Ladyzhenskaya, Poincaré, convolution and Young’s inequalities to estimate the terms \(\frac{3}{2} \|\hat{u}\|_{L^2}^2 \|\psi_n\|_{L^4}^2\), \((F''(\tilde{\varphi})\tilde{\varphi}_t, \psi_n)\), \((w_n \cdot \nabla \varphi, \hat{p}_n(J \ast \psi_n))\) and \((\tilde{u} \cdot \nabla \psi_n, \tilde{p}_n(J \ast \psi_n))\) as
\[
\frac{3}{2} \|\hat{u}\|_{L^2}^2 \|\psi_n\|_{L^4}^2 \leq \frac{3}{\sqrt{2}} \|\hat{u}\|_{L^2}^2 \|\psi_n\| \|\nabla \varphi\| \leq \frac{C^2}{48} \|\nabla \psi_n\|^2 + \frac{54}{C^2} \|\hat{u}\|_{L^4}^4 \|\psi_n\|^2, 
\]
\[(F''(\tilde{\varphi})\tilde{\varphi}_t, \psi_n) \leq \|F''(\tilde{\varphi})\|_{L^\infty} \|\tilde{\varphi}_t\| \|\psi_n\|_{L^2}^2 \leq \frac{C^2}{48} \|\nabla \psi_n\|^2 + \frac{24}{C^2} \|F''(\tilde{\varphi})\|_{L^\infty}^2 \|\tilde{\varphi}_t\|^2 \|\psi_n\|^2,\]
\[(w_n \cdot \nabla \varphi, \hat{p}_n(J \ast \psi_n)) \leq \|w_n\|_{L^4} \|\nabla \varphi\|_{L^4} \|J \ast \psi_n\| \leq \frac{\nu}{8} \|\nabla w_n\|^2 + \frac{2}{\nu} \sqrt{\frac{2}{\lambda_1}} \|\nabla \varphi\|_{L^4}^2 \|J\|_{L^1} \|\psi_n\|^2, \]
\[(\tilde{u} \cdot \nabla \psi_n, \tilde{p}_n(J \ast \psi_n)) \leq \|\tilde{u}\|_{L^4} \|\nabla \psi_n\| \|J\|_{L^1} \|\psi_n\|_{L^4} \leq \frac{C^2}{48} \|\nabla \psi_n\|^2 + \frac{1296}{C^2} \|\tilde{u}\|_{L^4}^4 \|J\|_{L^1}^4 \|\psi_n\|^2.\]

We substitute (3.29)–(3.32) in (3.28) to obtain
\[
\frac{1}{2} \frac{d}{dt} \|\sqrt{a + F''(\tilde{\varphi})\psi_n}\|^2 + \frac{C^2}{16} \|\nabla \psi_n\|^2 \leq \frac{\nu}{4} \|\nabla w_n\|^2 + \frac{9}{\nu} \|\nabla \varphi\|_{L^4}^4 \|w_n\|^2 + \left(\frac{3}{4} \|\nabla a\|_{L^\infty}^2 + \frac{9}{4} \|\nabla J\|_{L^1}^2\right) \|\psi_n\|^2
\]
\[+ \left(\frac{54}{C^2} \|\tilde{u}\|_{L^4} + \frac{729}{16 C^2} \|F''(\tilde{\varphi})\|_{L^\infty}^4 \|\nabla \varphi\|_{L^4}^4 + \frac{24}{C^2} \|F''(\tilde{\varphi})\|_{L^\infty}^2 \|\tilde{\varphi}_t\|^2 + \frac{2}{\nu} \sqrt{\frac{2}{\lambda_1}} \|\nabla \varphi\|_{L^4}^2 \|J\|_{L^1}^2 + \frac{1296}{C^2} \|\tilde{u}\|_{L^4}^4 \|J\|_{L^1}^4 \right) \|\psi_n\|^2. \tag{3.33} \]

Let us now add the inequalities (3.16) and (3.33) to get
\[
\frac{1}{2} \frac{d}{dt} \|w_n\|^2 + \frac{\nu}{4} \|\nabla w_n\|^2 + \frac{1}{2} \frac{d}{dt} \|\sqrt{a + F''(\tilde{\varphi})\psi_n}\|^2 + \frac{C^2}{16} \|\nabla \psi_n\|^2 \leq \frac{3C}{\nu} \|\tilde{u}\|^2 + \frac{3}{\nu} \|U\|^2 + \left(\frac{3C}{10} + \frac{3}{4} \|\nabla a\|_{L^\infty}^2 + \frac{9}{4} \|\nabla J\|_{L^1}^2\right) \|\psi_n\|^2
\]
\[+ \left(\frac{54}{C^2} \|\tilde{u}\|_{L^4} + \frac{729}{16 C^2} \|F''(\tilde{\varphi})\|_{L^\infty}^4 \|\nabla \varphi\|_{L^4}^4 + \frac{24}{C^2} \|F''(\tilde{\varphi})\|_{L^\infty}^2 \|\tilde{\varphi}_t\|^2 + \frac{2}{\nu} \sqrt{\frac{2}{\lambda_1}} \|\nabla \varphi\|_{L^4}^2 \|J\|_{L^1}^2 + \frac{1296}{C^2} \|\tilde{u}\|_{L^4}^4 \|J\|_{L^1}^4 \right) \|\psi_n\|^2
\[+ \left(\frac{6}{\nu} \|\nabla \tilde{u}\|^2 + \left(\frac{9}{\nu} + \frac{75}{2\nu C^2} \left(\|\nabla a\|_{L^\infty}^2 + 2\|\nabla J\|_{L^1}^4\right)\right) \|\nabla \tilde{\varphi}\|_{L^4}^4 \right) \|w_n\|^2. \tag{3.34} \]

Now we integrate the inequality (3.34) from 0 to \(t\) to obtain
\[
\|w_n(t)\|^2 + \|\sqrt{a + F''(\tilde{\varphi}(0))\psi_n(0)}\|^2 + \frac{\nu}{2} \int_0^t \|\nabla w_n(s)\|^2 ds + \frac{C^2}{8} \int_0^t \|\nabla \psi_n(s)\|^2 ds
\]
\[\leq \|w_n(0)\|^2 + \|\sqrt{a + F''(\tilde{\varphi}(0))\psi_n(0)}\|^2 + \frac{6C}{\nu} \int_0^t \|\tilde{h}(s)\|^2 ds + \frac{6}{\nu} \int_0^t \|U(s)\|^2 ds
\[+ \int_0^t \left(\frac{6}{\nu} \|\nabla \tilde{u}(s)\|^2 + \left(\frac{9}{\nu} + \frac{75}{2\nu C^2} \left(\|\nabla a\|_{L^\infty}^2 + 2\|\nabla J\|_{L^1}^4\right)\right) \|\nabla \tilde{\varphi}(s)\|_{L^4}^4 \right) \|w_n(s)\|^2 ds. \]
+ \left( \frac{3C_0}{10} + \frac{3}{4} \| \nabla a \|_{L^\infty}^2 + \frac{9}{4} \| \nabla J \|_{L^1}^2 \right) \int_0^t \| \psi_n(s) \|^2 ds
+ \int_0^t \left( \frac{54}{C_0^2} \| \tilde{u}(s) \|_{L^4}^4 + \frac{729}{16C_0^2} \| F''(\tilde{\varphi}(s)) \| \| \nabla \tilde{\varphi}(s) \|_{L^4}^4 + \frac{24}{C_0^2} \| F''(\tilde{\varphi}(s)) \| \| \tilde{\varphi}(s) \|_{L^\infty}^2 \right) ds
+ 2 \sqrt{2} \lambda_1 \| \nabla \tilde{\varphi}(s) \|_{L^2}^2 \| J \|_{L^1}^2 + \frac{1296}{C_0^2} \| \tilde{u}(s) \|_{L^4}^4 \| J \|_{L^1}^4 \right) \| \psi_n(s) \|^2 ds. \tag{3.35}

An application of Gronwall’s inequality in (3.35) yields

\| w_n(t) \|^2 + \| \sqrt{a + F''(\tilde{\varphi}(t))} \psi_n(t) \|^2 \leq \left( \| w_0 \|^2 + \left[ \sqrt{a + F''(\tilde{\varphi}(0))} \psi_{n,0} \right]^2 + \frac{6C}{\nu} \int_0^t \| \tilde{h}(s) \|^2 ds + \frac{6}{\nu} \int_0^t \| U(s) \|^2 ds \right)
\times \exp \left( \int_0^t \left[ \frac{6}{\nu} \| \nabla \tilde{u}(s) \|^2 + \left( \frac{9}{4} + \frac{75}{2C_0^2} \| \nabla a \|_{L^\infty}^4 + 2 \| \nabla J \|_{L^1}^1 \right) \| \tilde{\varphi}(s) \|_{L^1}^1 \right) ds \right)
\times \exp \left[ \left( \frac{3C_0}{10} + \frac{3}{4} \| \nabla a \|_{L^\infty}^2 + \frac{9}{4} \| \nabla J \|_{L^1}^2 \right) \right] T
\times \exp \left( \int_0^t \left( \frac{54}{C_0^2} \| \tilde{u}(s) \|_{L^4}^4 + \frac{729}{16C_0^2} \| F''(\tilde{\varphi}(s)) \| \| \nabla \tilde{\varphi}(s) \|_{L^4}^4 \\
+ \frac{24}{C_0^2} \| F''(\tilde{\varphi}(s)) \| \| \tilde{\varphi}(s) \|_{L^\infty}^2 \| \tilde{\varphi}(s) \|_{L^2} + \frac{2}{\nu} \lambda_1 \| \nabla \tilde{\varphi}(s) \|_{L^2}^2 \| J \|_{L^1}^2 + \frac{1296}{C_0^2} \| \tilde{u}(s) \|_{L^4}^4 \| J \|_{L^1}^4 \right) ds \right), \tag{3.36}

for all \( t \in [0, T] \). Note that the right-hand side of the inequality (3.36) is finite, since \((\tilde{u}, \tilde{\varphi})\) is a unique strong solution of the uncontrolled system \((2.1a)-(2.1f)\). Using the Assumption 2.5 (2), we get

\| w_n(t) \|^2 + C_0 \| \psi_n(t) \|^2 \leq C, \tag{3.37}

since we have

\| \sqrt{a + F''(\tilde{\varphi}(0))} \psi_n(0) \|^2 \leq (\| a \|_{L^\infty} + \| F''(\tilde{\varphi}(0)) \|_{L^\infty}) \| \psi_{n,0} \|^2 \leq C(\| a \|_{L^\infty}, \| \tilde{\varphi}_0 \|_{L^\infty}) \| \psi_0 \|^2.

Substituting (3.37) in (3.35) we obtain

\int_0^t \| \nabla w_n(s) \|^2 ds + \int_0^t \| \nabla \psi_n(s) \|^2 ds \leq C. \tag{3.38}

Thus, from the above estimates (3.37) and (3.38), using the Banach-Alglaglou theorem, we can extract a subsequence, still denoted by \((w_n, \psi_n)\) such that

\begin{align*}
    w_n & \xrightarrow{w} w \text{ in } L^\infty(0, T; \mathbb{G}_{\text{div}}), \\
    w_n & \xrightarrow{w} w \text{ in } L^2(0, T; \mathbb{V}_{\text{div}}), \\
    \psi_n & \xrightarrow{w} \psi \text{ in } L^\infty(0, T; \mathbb{H}), \\
    \psi_n & \xrightarrow{w} \psi \text{ in } L^2(0, T; \mathbb{V}),
\end{align*}

as \( n \to \infty \). From the above convergences, it is immediate that \((w_n)_t \xrightarrow{w} w_t \) in \( L^2(0, T; \mathbb{V}'_{\text{div}}) \) and \((\psi_n)_t \xrightarrow{w} \psi_t \) in \( L^2(0, T; \mathbb{V}') \). Thus, we can guarantee the existence of a weak solution \((w, \psi)\) to the linearized system (3.4a)-(3.4b) in \( (L^\infty(0, T; \mathbb{G}_{\text{div}}) \cap L^2(0, T; \mathbb{V}_{\text{div}})) \times (L^\infty(0, T; \mathbb{H}) \cap L^2(0, T; \mathbb{V})) \). Also, by the Aubin-Lions compactness theorem, we have \( w_n \to w \) in \( L^2(0, T; \mathbb{G}_{\text{div}}), \psi_n \to \psi \) in \( L^2(0, T; \mathbb{H}) \), and \( w \in C([0, T]; \mathbb{G}_{\text{div}}) \) and \( \psi \in C([0, T]; \mathbb{H}) \). As in the case of Navier-Stokes
equations (see [29]), we get the pressure \( \bar{\pi} \in L^2(0, T; L^2_0(\Omega)) \), where \( L^2_0(\Omega) := \{ f \in L^2(\Omega) : \int_{\Omega} f(x)dx = 0 \} \). Finally, we have
\[
(w, \psi) \in (C([0, T]; G_{\text{div}}) \cap L^2(0, T; V_{\text{div}})) \times (C([0, T]; H) \cap L^2(0, T; V)),
\]
and the initial datum \( w(0) = w_0 \in G_{\text{div}} \) and \( \psi(0) = \psi_0 \in H \) are satisfied in the weak sense, since \( w \) and \( \psi \) are right continuous at 0. The uniqueness of the weak solution follows easily as the system \((3.4a)-(3.4d)\) is linear.

3.3. The adjoint system. In this subsection, we formally derive the adjoint system corresponding to the problem \((OCP)\). Let us take \( h = 0 \) in \((2.1a)-(2.1c)\) and define
\[
\begin{cases}
\mathcal{M}_1(u, \varphi, U) := \nu \Delta u - (u \cdot \nabla)u - \nabla \pi - (J \ast \varphi) \nabla \varphi - \nabla a \frac{\varphi^2}{2} + U, \\
\mathcal{M}_2(u, \varphi) := -u \cdot \nabla \varphi + \Delta (a \varphi - J \ast \varphi + F'(\varphi)),
\end{cases}
\]
(3.39)

where \( \pi = \pi - (F(\varphi) + a \frac{\varphi^2}{2}) \). Then the system \((2.1a)-(2.1c)\) can be written as
\[
(\partial_t u, \partial_t \varphi) = (\mathcal{M}_1(u, \varphi, U), \mathcal{M}_2(u, \varphi)).
\]
It is well known from the control theory literature that in order to get the first order necessary conditions for the existence of an optimal control to the Problem \((OCP)\), we need the adjoint equations corresponding to the system \((2.1a)-(2.1f)\). With this motivation, we define the augmented cost functional \( \widetilde{J} \) associated with the cost functional \( J \) defined in \((3.2)\) by
\[
\widetilde{J}(u, \varphi, U, p, \eta) = J(u, \varphi, U) + \int_0^T (p, \partial_t u - \mathcal{M}_1(u, \varphi, U))dt + \int_0^T \langle \eta, \partial_t \varphi - \mathcal{M}_2(u, \varphi) \rangle dt,
\]
where \( p \) and \( \eta \) denote the adjoint variables to \( u \) and \( \varphi \), respectively. Before establishing the Pontryagin maximum principle, we derive the adjoint equations formally by differentiating the augmented cost functional \( \widetilde{J} \) in the Gâteaux sense with respect to the variables \( (u, \varphi, U) \) and get the following system. Note that differentiating \( \widetilde{J} \) with respect to the adjoint variables recovers the original system.

\[
\begin{cases}
\mathcal{J}_u + \int_0^T (p, \partial_t u - [\partial_u \mathcal{M}_1]) dt + \int_0^T \langle \eta, \partial_t \varphi - [\partial_u \mathcal{M}_2] \rangle dt = 0, \\
\mathcal{J}_\varphi + \int_0^T (p, \partial_t u - [\partial_u \mathcal{M}_1]) dt + \int_0^T \langle \eta, \partial_t \varphi - [\partial_u \mathcal{M}_2] \rangle dt = 0, \\
\mathcal{J}_U + \int_0^T (p, \partial_t u - [\partial_u \mathcal{M}_1]) dt + \int_0^T \langle \eta, \partial_t \varphi - [\partial_u \mathcal{M}_2] \rangle dt = 0.
\end{cases}
\]
(3.40)

Therefore the adjoint variables \((p, \eta)\) satisfy the following adjoint system (see [5] for more details):
\[
\begin{dcases}
-\nu \Delta p + (p \cdot \nabla)u - (u \cdot \nabla) p - \eta \nabla \varphi + \nabla q = -\Delta (u - u_d), & \text{in } \Omega \times (0, T) \\
-\nabla + J \ast (p \cdot \nabla \varphi) - (\nabla J \ast \varphi) \cdot p + \nabla a \cdot p \varphi - u \cdot \nabla \eta - a \Delta \eta \\
+ J \ast \Delta \eta - F''(\varphi) \Delta \eta = (\varphi - \varphi_d), & \text{in } \Omega \times (0, T) \\
\text{div } p = 0, & \text{in } \Omega \times (0, T) \\
p|_{\partial \Omega} = \frac{\partial \eta}{\partial n}, & \text{on } \partial \Omega \times (0, T) \\
p(T, \cdot) = u(T) - u_f, & \text{in } \partial \Omega \\
\eta(T, \cdot) = \varphi(T) - \varphi_f, & \text{in } \partial \Omega.
\end{dcases}
\]
(3.41)
Note that \( q : \Omega \to \mathbb{R} \) is also an unknown. Let us assume that
\[
F \in \mathcal{C}^3(\mathbb{R}), \ a \in H^2(\Omega),
\] (3.42)
and the initial data
\[
u_0 \in \nabla_{\text{div}} \text{ and } \varphi_0 \in H^2(\Omega).
\] (3.43)
By the embedding of \( V \) and \( L^\infty(\Omega) \) in \( H^2(\Omega) \), the initial concentration \( \varphi_0 \in H^2(\Omega) \) implies \( \varphi_0 \in V \cap L^\infty(\Omega) \). From now onwards, along with the Assumption 2.5 we also assume (3.42). The following theorem gives the unique solvability results for the system (3.41).

**Theorem 3.5 (Existence and Uniqueness of Adjoint System).** Let the Assumption 2.5 (3.42), (3.43) along with \( J \in W^{2,1}(\mathbb{R}^2, \mathbb{R}) \) be satisfied. Also let us assume that \( p_T \in G_{\text{div}} \) and \( \eta_T \in V \) and \( (u, \varphi) \) be a unique strong solution of the nonlinear system (2.1a)-(2.1b). Then, there exists a unique weak solution of the system (3.41) satisfying
\[
(p, \eta) \in (L^\infty(0, T; G_{\text{div}}) \cap L^2(0, T; \nabla_{\text{div}})) \times (L^\infty(0, T; V) \cap L^2(0, T; H^2)),
\] (3.44)
and for all \( v \in V \) and \( \zeta \in H \) and for almost all \( t \in (0, T) \), we have
\[
\begin{align*}
-(p_t, v) + \nu \langle \nabla p, \nabla v \rangle - ((p \cdot \nabla) u, v) + ((u \cdot \nabla) p, v) - (\eta \nabla \varphi, v) &= -\langle \Delta (u - u_d), v \rangle,
\quad -\langle \eta_t, \zeta \rangle + (J * (p \cdot \nabla \varphi), \zeta) - \langle \nabla J * \varphi, p, \zeta \rangle + \langle \nabla a \cdot p, \zeta \rangle
\end{align*}
\] (3.45)
where \( p(T) = p_T \in G_{\text{div}}, \eta(T) = \eta_T \in V \) are satisfied in the weak sense.

**Proof.** In order to prove the existence and uniqueness of the adjoint system (3.41), we use a Faedo-Galerkin approximation scheme and show that these approximations converge in the space given in (3.44) to the solution of the system (3.41). We consider the finite dimensional approximation \( p_n \) and \( \eta_n \) of \( p \) and \( \eta \) respectively in the finite dimensional subspace \( V_n \) and \( \mathcal{V}_n \). The rest of the approximation technique can be done similarly as in Theorem 3.4 and we omit it in this context.

First we find a-priori energy estimates satisfied by \( (p, \eta) \). Let us take the test function in the first equation (3.45) as \( p \) to obtain
\[
-\frac{d}{dt} \|p\|^2 + \nu \|\nabla p\|^2 = ((p \cdot \nabla) u, p) + (\eta \nabla \varphi, p) - (\Delta (u - u_d), p) =: I_1 + I_2 + I_3,
\] (3.46)
where we used \( (u \cdot \nabla) (p, p) = 0 \), since \( p \) is divergence free. Let us estimate \( I_1 \) using Hölder’s, Ladyzhenskaya and Young’s inequalities as
\[
|I_1| \leq \|p\|^2 \|\nabla u\| \leq \sqrt{2} \|p\| \|\nabla p\| \|\nabla u\| \leq \frac{\nu}{12} \|\nabla p\|^2 + \frac{6}{\nu} \|\nabla u\|^2 \|p\|^2.
\] (3.47)
Using an integration by parts, the divergence free condition, Hölder, Ladyzhenskaya and Young’s inequalities, we estimate \( I_2 \) as
\[
|I_2| = |(\nabla \eta \cdot p, \varphi)| \leq \|\nabla \eta\| \|\varphi\| \|p\| \leq \frac{1}{2} \|\nabla \eta\|^2 + \frac{1}{2} \|\varphi\|^2 \|p\||\nabla p||
\leq \frac{1}{2} \|\nabla \eta\|^2 + \frac{\nu}{12} \|\nabla p\|^2 + \frac{3}{4 \nu} \|\varphi\|^4 \|p\|^2.
\] (3.48)
Let us use the Cauchy-Schwarz, Poincaré and Young’s inequalities to estimate \( I_3 \) as
\[
|I_3| \leq \|\nabla (u - u_d)\| \|\nabla p\| \leq \frac{\nu}{12} \|\nabla p\|^2 + \frac{3}{\nu} \|\nabla (u - u_d)\|^2.
\] (3.49)
Using (3.47), (3.49) in (3.46) we get,
\[
-\frac{d}{dt} \|p\|^2 + \nu \|\nabla p\|^2 \leq \frac{\nu}{4} \|\nabla p\|^2 + \left( \frac{6}{\nu} \|\nabla u\|^2 + \frac{3}{4 \nu} \|\varphi\|^4 \right) \|p\|^2 + \frac{1}{2} \|\nabla \eta\|^2.
\]
We now choose the test function in the second equation in (3.45) as \( \eta \) to find

\[
- \frac{1}{2} \frac{d}{dt} \| \eta \|^2 - ((a + F''(\varphi)) \Delta \eta, \eta) = -(J \ast (p \cdot \nabla \varphi), \eta) + ((\nabla J \ast \varphi) \cdot p, \eta) \\
- (\nabla a \cdot p \varphi, \eta) - (J \ast \Delta \eta, \eta) + (\varphi - \varphi_d, \eta),
\]

(3.51)

where we used \((u \cdot \nabla \eta, \eta) = 0\), since \( u \) is divergence free. Since \( \frac{\partial}{\partial \eta} |_{\Omega} = 0 \), an integration by parts yields

\[
-((a + F''(\varphi)) \Delta \eta, \eta) \\
= -\sum_{i=1}^{2} \int_{\Omega} (a(x) + F''(\varphi(x))) \frac{\partial^2 \eta(x)}{\partial x_i^2} \eta(x) dx \\
= \sum_{i=1}^{2} \int_{\Omega} \left(\frac{\partial \eta(x)}{\partial x_i}\right)^2 dx + \sum_{i=1}^{2} \int_{\Omega} \frac{\partial}{\partial x_i}(a(x) + F''(\varphi(x))) \frac{\partial \eta(x)}{\partial x_i} \eta(x) dx \\
\geq C_0 \sum_{i=1}^{2} \int_{\Omega} \left(\frac{\partial \eta(x)}{\partial x_i}\right)^2 dx + \sum_{i=1}^{2} \int_{\Omega} \frac{\partial}{\partial x_i}(a(x) + F''(\varphi(x))) \frac{\partial \eta(x)}{\partial x_i} \eta(x) dx \\
= C_0 \| \nabla \eta \|^2 + (\nabla (a + F''(\varphi)) \cdot \nabla \eta, \eta).
\]

(3.52)

Thus, from (3.51), we obtain

\[
-\frac{1}{2} \frac{d}{dt} \| \eta \|^2 + C_0 \| \nabla \eta \|^2 \leq -(J \ast (p \cdot \nabla \varphi), \eta) + ((\nabla J \ast \varphi) \cdot p, \eta) \\
- (J \ast \Delta \eta, \eta) + (\varphi - \varphi_d, \eta) - (\nabla a \cdot \nabla \eta, \eta) - (\nabla F''(\varphi) \cdot \nabla \eta, \eta) \\
=: \sum_{k=1}^{10} I_k.
\]

(3.53)

Note that the properties of \( J(\cdot) \), an integration by parts, Hölder, Ladyzhenskaya and Young’s inequalities yields

\[
|I_4| = |((J \ast \eta) \nabla \varphi, p)| = \| (\nabla (J \ast \eta)) \nabla \varphi, p) \| \leq \| J \|_{L^1} \| \eta \| \| p \|_{L^4} \| \varphi \|_{L^4} \\
\leq \frac{1}{2} \| \nabla J \|_{L^1} \| \eta \|^2 + \frac{1}{2} \| p \|_{L^4} \| \varphi \|_{L^4} \leq \frac{1}{2} \| \nabla J \|_{L^1} \| \eta \|^2 + \frac{1}{2} \| p \|_{L^4} \| \nabla \varphi \|_{L^4} \| \varphi \|_{L^4} \\
\leq \frac{1}{2} \| \nabla J \|_{L^1} \| \eta \|^2 + \frac{\nu}{12} \| \nabla p \|^2 + \frac{3}{2\nu} \| p \|^2 \| \varphi \|_{L^4}^4.
\]

(3.54)

In a similar way, we estimate \( I_5 \) as

\[
|I_5| \leq \| \nabla J \|_{L^1} \| \varphi \|_{L^4} \| p \|_{L^4} \| \eta \| \leq \frac{1}{2} \| \nabla J \|_{L^1} \| \eta \|^2 + \frac{\nu}{12} \| \nabla p \|^2 + \frac{3}{2\nu} \| p \|^2 \| \varphi \|_{L^4}^4.
\]

(3.55)

Once again using Hölder’s and Young’s inequalities to estimate \( I_6 \) as

\[
|I_6| \leq \| \nabla a \|_{L^\infty} \| \varphi \|_{L^4} \| p \|_{L^4} \| \eta \| \leq \frac{1}{2} \| \nabla a \|_{L^\infty} \| \eta \|^2 + \frac{\nu}{12} \| \nabla p \|^2 + \frac{3}{2\nu} \| p \|^2 \| \varphi \|_{L^4}^4.
\]

(3.56)

We use the properties of \( J(\cdot) \), an integration by parts, Cauchy-Schwarz, Hölder and Young’s inequality to estimate \( I_7 \) as

\[
|I_7| = |(J \ast \eta, \Delta \eta)| = |(\nabla J \ast \eta, \nabla \eta)| \leq \| \nabla J \|_{L^1} \| \eta \| \| \nabla \eta \| \\
\leq \frac{C_0}{10} \| \nabla \eta \|^2 + \frac{5}{2C_0} \| \nabla J \|_{L^1} \| \eta \|^2.
\]

(3.57)
Using the Cauchy-Schwarz and Young’s inequalities, we estimate $I_8$ as

$$|I_8| \leq \|\varphi - \varphi_d\|_{L^p} \|\nabla \eta\|_{L^p} \leq \frac{5C}{2C_0} \|\varphi - \varphi_d\|^2 + \frac{C_0}{10} \|\eta\|^2 + \frac{C_0}{10} \|\nabla \eta\|^2.$$  \hspace{1cm} (3.58)

Similarly, we have

$$|I_9| \leq \|\nabla a\|_{L^\infty} \|\nabla \eta\|_{L^2} \leq \frac{C_0}{10} \|\nabla \eta\|^2 + \frac{5}{2C_0} \|\nabla a\|_{L^\infty}^2 \|\eta\|^2.$$  \hspace{1cm} (3.59)

The most difficult term, which is not possible to estimate using the regularity of the weak solution, is $\eta$. Young’s and Ladyzhenskaya inequalities, it is immediate that

$$|I_{10}| = |\langle F''(\varphi) \nabla \varphi \cdot \nabla \eta, \eta \rangle| \leq \sup_{x \in \Omega} |F''(\varphi)| \|\nabla \varphi\|_{L^4} \|\nabla \eta\|_{L^4} \|\eta\|_{L^4}$$

$$\leq 2^{1/4} \sup_{x \in \Omega} |F''(\varphi)| \|\nabla \varphi\|_{L^4} \|\nabla \eta\|_{L^4}^{3/2} \|\eta\|_{L^4}^{1/2}$$

$$\leq \frac{C_0}{10} \|\nabla \eta\|^2 + C(C_0) \|F''(\varphi)\|_{L^\infty} \|\nabla \varphi\|_{L^4}^2 \|\eta\|^2.$$  \hspace{1cm} (3.60)

Let us now combine (3.54)-(3.60) and substitute in (3.53), and adding with (3.50) to find

$$- \frac{1}{2} \frac{d}{dt} (\|p\|^2 + \|\eta\|^2) + \frac{1}{2} \|\nabla p\|^2 + \frac{C_0}{2} \|\nabla \eta\|^2$$

$$\leq \left[ \frac{6}{\nu} \|\nabla u\|^2 + \frac{3}{2\nu} \left( \frac{25}{C_0^2} + 3 \right) \|\varphi\|_{L^4}^4 \right] \|p\|^2 + \frac{3}{\nu} \|\nabla (u - u_d)\|^2 + \frac{5C}{2C_0} \|\varphi - \varphi_d\|^2$$

$$+ \left[ \frac{1}{2} \|\nabla J\|_{L^2}^2 + \frac{1}{2} \left( 1 + \frac{5}{C_0} \right) \left( \|\nabla a\|_{L^\infty}^2 + \|\nabla J\|_{L^1}^2 \right) + \frac{C_0}{10} \right] \|\eta\|^2$$

$$+ C(C_0) \|F''(\varphi)\|_{L^\infty} \|\nabla \varphi\|_{L^4}^2 \|\eta\|^2.$$  \hspace{1cm} (3.61)

Integrating the above inequality from $t$ to $T$, we get

$$\|p(t)\|^2 + \|\eta(t)\|^2 + \nu \int_t^T \|\nabla p(s)\|^2 ds + C_0 \int_t^T \|\nabla \eta(s)\|^2 ds$$

$$\leq \|p_T\|^2 + \|\eta_T\|^2 + \nu \int_t^T \left[ \frac{12}{\nu} \|\nabla u(s)\|^2 + \frac{3}{\nu} \left( \frac{25}{C_0^2} + 3 \right) \|\varphi(s)\|_{L^4}^4 \right] \|p(s)\|^2 ds$$

$$+ \left[ \|\nabla J\|_{L^2}^2 + \left( 1 + \frac{5}{C_0} \right) \left( \|\nabla a\|_{L^\infty}^2 + \|\nabla J\|_{L^1}^2 \right) + \frac{C_0}{5} \right] \int_t^T \|\eta(s)\|^2 ds$$

$$+ C(C_0) \int_t^T \|F''(\varphi(s))\|_{L^\infty} \|\nabla \varphi(s)\|_{L^4}^2 \|\eta(s)\|^2 ds$$

$$+ \frac{6}{\nu} \int_t^T \|\nabla (u(s) - u_d(s))\|^2 ds + \frac{5C}{C_0} \int_t^T \|\varphi(s) - \varphi_d(s)\|^2 ds.$$  \hspace{1cm} (3.62)

An application of Gronwall’s inequality in (3.62) yields

$$\|p(t)\|^2 + \|\eta(t)\|^2$$

$$\leq \left( \|p_T\|^2 + \|\eta_T\|^2 + \frac{6}{\nu} \int_0^T \|\nabla (u(t) - u_d(t))\|^2 dt + \frac{5C}{C_0} \int_0^T \|\varphi(t) - \varphi_d(t)\|^2 dt \right)$$

$$\times \exp \left\{ \left[ \|\nabla J\|_{L^2}^2 + \left( 1 + \frac{5}{C_0} \right) \left( \|\nabla a\|_{L^\infty}^2 + \|\nabla J\|_{L^1}^2 \right) + \frac{C_0}{5} \right] T \right\}$$

$$\times \exp \left\{ \int_0^T \left[ \frac{12}{\nu} \|\nabla u(t)\|^2 + \frac{3}{\nu} \left( \frac{25}{C_0^2} + 3 \right) \|\varphi(t)\|_{L^4}^4 \right] dt \right\}.$$
\[
\times \exp \left( C(C_0) \sup_{t \in [0,T]} \left\| F''(\varphi(t)) \right\|_4 \int_t^T \left\| \nabla \varphi(t) \right\|_{L^4}^4 dt \right),
\]
for all \( t \in [0,T] \). Since \((u, \varphi)\) is the unique strong solution of the nonlinear system, the right hand side of the inequality (3.63) is finite. Note that \( \varphi \in L^\infty((0, T) \times \Omega) \cap L^\infty(0, T; W^{1,p} \cap L^2(0, T; H^2(\Omega)), \) for \( 2 \leq p < \infty \). Thus, we get \( p \in L^\infty(0, T; \mathbb{G}_{div}) \) and \( \eta \in L^\infty(0, T; H) \). Let us substitute (3.63) in (3.62) to obtain the regularity of \( p \) and \( \eta \) namely, \( p \in L^2(0, T; \mathbb{G}_{div}) \) and \( \eta \in L^2(0, T; V) \).

To show that \( \eta \in L^\infty(0, T; V) \cap L^2(0, T; H^2) \), we take the test function in the second equation in (3.45) as \(-\Delta \eta\) to find
\[
-\frac{1}{2} \frac{d}{dt} \|\nabla \eta\|^2 + \left( (a + F''(\varphi)) \Delta \eta, \Delta \eta \right) = (J \ast (p \cdot \nabla \varphi), \Delta \eta) - ((\nabla J \ast \varphi) \cdot p, \Delta \eta) \\
+ (\nabla a \cdot p \varphi, \Delta \eta) - (u \cdot \nabla \eta, \Delta \eta) + (J \ast \Delta \eta, \Delta \eta) + (\varphi - \varphi_d, \Delta \eta) = \sum_{i=1}^{16} I_i.
\]
We estimate \(|I_{11}|\) using the Hölder, Ladyzhenskaya, Poincaré and Young’s inequalities as
\[
|I_{11}| \leq \|J \ast p\|_{L^4} \|\nabla \varphi\|_{L^4} \|\Delta \eta\| \leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|J\|_{L^2}^2 \|p\|_{L^2}^2 \|\nabla \varphi\|_{L^4}^2
\leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{3 \sqrt{2}}{C_0} \|J\|_{L^2}^2 \|\nabla \varphi\|_{L^4}^2 \|\nabla \varphi\|_{L^4}^2
\leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{\nu}{12} \|\nabla \varphi\|^2 + \frac{36}{\nu C_0^2} \|J\|_{L^1} \|\nabla \varphi\|_{L^4}^4 \|p\|^2,
\]
where we also used the Young’s inequality for convolutions. Similarly, we estimate \(|I_{12}|\) as
\[
|I_{12}| \leq \|\nabla J \ast \varphi\|_{L^4} \|p\|_{L^4} \|\Delta \eta\| \leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\nabla J\|_{L^2}^2 \|\varphi\|_{L^4}^2 \|p\|_{L^4}^2
\leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{\nu}{12} \|\nabla \varphi\|^2 + \frac{36}{\nu C_0^2} \|\nabla J\|_{L^1} \|\nabla \varphi\|_{L^4}^4 \|p\|^2.
\]
We use the Hölder, Ladyzhenskaya, Poincaré and Young’s inequalities to estimate \(|I_{13}|\) as
\[
|I_{13}| \leq \|\nabla a\|_{L^\infty} \|p\|_{L^4} \|\varphi\|_{L^4} \|\Delta \eta\| \leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\nabla a\|_{L^\infty} \|p\|_{L^4}^2 \|\varphi\|_{L^4}^4
\leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{\nu}{12} \|\nabla \varphi\|^2 + \frac{36}{\nu C_0^2} \|\nabla a\|_{L^\infty} \|\nabla \varphi\|_{L^4}^4 \|p\|^2.
\]
Using the Hölder, Agmon and Young’s inequalities to estimate \(|I_{14}|\) as
\[
|I_{14}| \leq \|u\|_{L^\infty} \|\nabla \eta\| \|\Delta \eta\| \leq C \|u\|_{H^2} \|\nabla \eta\| \|\Delta \eta\| \leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + C \|u\|_{H^2}^2 \|\nabla \varphi\|^2.
\]
We use an integration by parts, Cauchy-Schwarz inequality, convolution inequality and Young’s inequality to estimate \(|I_{15}|\) as
\[
|I_{15}| = \sum_{i=1}^2 \int_{\Omega} \left( \int_{\Omega} J(x - y) \Delta \eta(y) dy \right) \frac{\partial^2 \eta(x)}{\partial x_i^2} dx
= \sum_{i=1}^2 \int_{\Omega} \frac{\partial}{\partial x_i} \left( \int_{\Omega} J(x - y) \Delta \eta(y) dy \right) \frac{\partial \eta(x)}{\partial x_i} dx
\leq \|\nabla J\|_{L^1} \|\Delta \eta\| \|\nabla \eta\| \leq C_0 \frac{12}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\nabla J\|_{L^1} \|\nabla \eta\|^2.
\]
Finally, $|I_{16}|$ can be estimated using the Cauchy-Schwarz and Young’s inequalities as

$$|I_{16}| \leq \|\varphi - \varphi_d\| \|\Delta \eta\| \leq \frac{C_0}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\varphi - \varphi_d\|^2. \quad (3.70)$$

But we know that (see Assumption 2.5 (2))

$$C_0 \|\Delta \eta\|^2 \leq ((a + F''(\varphi)) \Delta \eta, \Delta \eta). \quad (3.71)$$

Combining (4.14) - (4.13) and substituting it in (4.12) to find

$$-\frac{1}{2} \frac{d}{dt} \|\nabla \eta\|^2 + \frac{C_0}{2} \|\nabla \nabla \eta\|^2 \leq \left[\frac{18}{\nu C_0^2} \|J\|_{L^1_t}^4 \|\nabla \varphi\|_{L^4_t}^4 + \frac{36}{\nu C_0^2} \|\nabla a\|_{L^\infty}^2 \|\nabla \varphi\|_{L^4_t}^4 \right] \|\mathbf{p}\|^2$$

$$+ C(C_0)(\|u\|^2_{H^2} + \|\nabla J\|^2_{L^1_t}) \|\Delta \eta\|^2 + \frac{\nu}{4} \|\nabla \mathbf{p}\|^2 + \frac{3}{C_0} \|\varphi - \varphi_d\|^2. \quad (3.72)$$

Let us integrate the inequality (4.20) from $t$ to $T$ to find

$$\|\nabla \eta(t)\|^2 + C_0 \int_t^T \|\Delta \eta(s)\|^2 ds$$

$$\leq \|\nabla \eta\|^2_{H^1} + \frac{6}{C_0} \int_t^T \|\varphi(s) - \varphi_d(s)\|^2 ds + C(C_0) \int_t^T (\|u(s)\|^2_{H^2} + \|\nabla J(s)\|^2_{L^1_t}) \|\Delta \eta(s)\|^2 ds$$

$$+ \int_t^T \left[\frac{36}{\nu C_0^2} \|J\|_{L^1_t}^4 + \frac{72}{\nu C_0^2} \|\nabla a\|_{L^\infty}^2 \right] \|\nabla \varphi(s)\|_{L^4_t}^4 \|\mathbf{p}(s)\|^2 ds + \frac{\nu}{2} \int_t^T \|\nabla \mathbf{p}(s)\|^2 ds. \quad (3.73)$$

An application of the Gronwall inequality in (4.22) yields

$$\|\nabla \eta(t)\|^2 \leq \left[\|\nabla \eta\|^2_{H^1} + \frac{12}{C_0} \left(\int_0^T \|\varphi(t)\|^2 dt + \int_0^T \|\varphi_d(t)\|^2 dt\right) + \frac{\nu}{2} \int_0^T \|\nabla \mathbf{p}(t)\|^2 dt \right]$$

$$+ \left[\frac{36}{\nu C_0^2} \|J\|_{L^1_t}^4 + \frac{72}{\nu C_0^2} \|\nabla a\|_{L^\infty}^2 \right] \sup_{t \in [0;T]} \|\mathbf{p}(t)\|^2 \int_0^T \|\nabla \varphi(t)\|_{L^4_t}^4 \|\nabla \eta(t)\|_{H^1_t}^2 dt$$

$$\times \exp\left(C(C_0) \int_0^T (\|u(t)\|^2_{H^2} + \|\nabla J(s)\|^2_{L^1_t}) dt\right), \quad (3.74)$$

for all $t \in [0, T]$. Note that the right hand side of the above inequality is finite, since $(u, \varphi)$ is the unique strong solution of the system (2.1a) - (2.10), $\eta_T \in V$ and $\mathbf{p} \in L^\infty(0, T; G_{\text{div}}) \cap L^2(0, T; V_{\text{div}})$. Thus, we have from previous estimate $\eta \in L^\infty(0, T; V)$. From (4.22), we also have $\eta \in L^2(0, T; H^2)$. Now it is immediate that $\mathbf{p} \in L^2(0, T; V_{\text{div}})$ and $\eta_T \in L^2(0, T; H)$. Thus $\mathbf{p}$ is almost everywhere equal to a continuous function from $[0, T]$ to $V_{\text{div}}$ and $\eta$ is almost everywhere equal to a continuous function from $[0, T]$ to $V$. Thus as in Theorem 3.4 one can also get $\mathbf{p} \in C([0, T]; G_{\text{div}})$ and $\eta \in C([0, T]; V)$ and the left continuity at $T$ implies that $\mathbf{p}(T) = \mathbf{p}_T \in G_{\text{div}}$ and $\eta(T) = \eta_T \in V$ in the weak sense. Hence $(\mathbf{p}, \eta)$ is a weak solution of the system (3.41) satisfying (3.45) with the regularity given in (3.44). The uniqueness of weak solution follows from the linearity of the system (3.41). □

3.4. Pontryagin maximum principle. In this subsection, we prove Pontryagin maximum principle for the optimal control problem (OCP). Pontryagin Maximum principle gives a first order necessary condition for the optimal control problems having differential equations as constraints. We also characterize the optimal control in terms of the adjoint variables, which we obtained in the previous subsection. Even though we published the subsection title as Pontryagin maximum principle, our problem is a minimization of the cost functional given in (3.2) and hence we obtain a
minimum principle. The following minimum principle is satisfied by the optimal triplet (if it exists) $(u^*, \varphi^*, U^*) \in \mathcal{A}_{ad}$:

$$
\frac{1}{2}\|U^*(t)\|^2 + (p(t), U^*(t)) \leq \frac{1}{2}\|W\|^2 + (p(t), W),
$$

(3.75)

for all $W \in \mathcal{U}$, and a.e. $t \in [0, T]$.

Let us now recall the definition of subgradient of a function and its subdifferential, which is useful in the sequel. Let $X$ be a real Banach space, $X'$ be its topological dual and $\langle \cdot, \cdot \rangle_{X' \times X}$ be the duality pairing between $X'$ and $X$.

**Definition 3.6** (Subgradient, Subdifferential). Let $f : X \to (-\infty, \infty]$, a functional on $X$. A linear functional $u' \in X'$ is called subgradient of $f$ at $u$ if $f(u) \neq +\infty$ and for all $v \in X$

$$
f(v) \geq f(u) + \langle u', v - u \rangle_{X' \times X},
$$

holds. The set of all subgradients of $f$ at $u$ is called subdifferential $\partial f(u)$ of $f$ at $u$.

**Theorem 3.7** (Pontryagin Minimum Principle). Let $(u^*, \varphi^*, U^*) \in \mathcal{A}_{ad}$ be the optimal solution of the Problem [OCP]. Then there exists a unique weak solution $(p, \eta)$ of the adjoint system (3.41) and for almost every $t \in [0, T]$ and $W \in \mathcal{U}$, we have

$$
\frac{1}{2}\|U^*(t)\|^2 + (p(t), U^*(t)) \leq \frac{1}{2}\|W\|^2 + (p(t), W).
$$

(3.76)

The proof of Theorem 3.7 follows as a corollary of Theorem 3.11 below. Note that one can rewrite (3.76) as

$$
(-p(t), W - U^*(t)) \leq \frac{1}{2}\|W\|^2 - \frac{1}{2}\|U^*(t)\|^2, \text{ a.e., } t \in [0, T].
$$

(3.77)

Note that $-p \in \partial \frac{1}{2}\|U^*(t)\|^2$, where $\partial$ denotes the subdifferential. Since, $\frac{1}{2}\| \cdot \|^2$ is Gâteaux differentiable, the subdifferential consists of a single point and it follows that

$$
-p(t) = U^*(t), \text{ a.e. } t \in [0, T].
$$

If we take $\mathcal{U}_{ad}$ as in example 3.1, then we get

$$(p(t) + U^*(t), U(t)) = 0; \text{ for all } U \in \mathcal{U}, \text{ a.e., } t \in [0, T].$$

Since the above equality is true for all $U \in \mathcal{U}$, we get $p(t) + U^*(t) \in \mathcal{U}^\perp$, a.e. $t \in [0, T]$. Since $(U^* + p, U) = 0$, for all $U \in \mathcal{U}$, we obtain $U^*$ is the orthogonal projection of $-p$ onto $\mathcal{U}$, i.e., $U^*(t) = \Pi_{\mathcal{U}}(-p(t))$, a.e. $t \in [0, T]$, where $\Pi_{\mathcal{U}}$ is the projection onto $\mathcal{U}$. (see [5]).

Equivalently the above minimum principle may be written in terms of the Hamiltonian formulation. Let us first define the Lagrangian by

$$
\mathcal{L}(u, \varphi, U) = \frac{1}{2}[\|\nabla(u - u_d)\|^2 + \|\varphi - \varphi_d\|^2 + \|U\|^2].
$$

Then, we can define the corresponding Hamiltonian by

$$
\mathcal{H}(u, \varphi, U, p, \eta) = \mathcal{L}(u, \varphi, U) + \langle p, M_1(u, \varphi, U) \rangle + \langle \eta, M_2(u, \varphi) \rangle,
$$

where $M_1$ and $M_2$ are defined by (3.39). Hence, we have the following Pontryagin minimum principle:

$$
\mathcal{H}(u^*(t), \varphi^*(t), U^*(t), p(t), \eta(t)) \leq \mathcal{H}(u^*(t), \varphi^*(t), W, p(t), \eta(t)),
$$

(3.78)

for all $W \in \mathcal{G}_{div}$, a.e., $t \in [0, T]$ along with the adjoint system (3.41).

In order to prove Theorem 3.7, we first prove the existence of approximate minimizer of the cost functional which is essence of Ekeland’s variational principle. In the rest of this section, we
use Ekeland’s variational principle to prove the existence of an approximate optimal triplet to the problem (OCP).

The *Ekeland variational principle* in general Banach space can be stated as:

**Theorem 3.8** (Ekeland variational principle, Theorem 1.1, [14]). Let \((\mathbb{X}, d)\) be a complete metric space, and \(F : \mathbb{X} \to \mathbb{R} \cup \{+\infty\}\) a lower semi-continuous function, not identically +∞, and bounded from below. Then for every point \(u \in \mathbb{X}\) such that

\[
\inf_{\mathbb{X}} F \leq F(u) \leq \inf_{\mathbb{X}} F + \varepsilon, \tag{3.79}
\]

and every \(\lambda > 0\), there exists some point \(v \in \mathbb{X}\) such that

\[
\begin{align*}
F(v) &\leq F(u), \\
d(u, v) &\leq \lambda, \\
\forall w \neq v, F(w) > F(v) - (\varepsilon/\lambda)d(v, w).
\end{align*}
\]

A point \(u \in \mathbb{X}\) such that (3.79) holds is called an \(\varepsilon\)-minimizer of \(F\).

Now we define the so called *spike variation* in the control which helps us to establish the existence of an approximate optimal triplet to the problem (OCP).

**Definition 3.9.** Choose \(\tau \in (0, T)\). Let \(W \in \mathcal{G}_{\text{div}}\) be arbitrary and \(h\) be chosen such that \(0 < h \leq \tau\). The *spike variation* \(U_{\tau, h, W}\) of a control \(U \in \mathcal{U}_{\text{ad}}\), the set of admissible controls, is defined by

\[
U_{\tau, h, W}(t) = \begin{cases} W, & \text{if } t \in [0, T] \cap (\tau - h, \tau), \\ U(t), & \text{if } t \notin [0, T] \cap (\tau - h, \tau). \end{cases} \tag{3.80}
\]

For brevity, we denote the spike variation as \(U^h\), in which case \(\tau\) and \(W\) are assumed to be fixed. Recalling that the set of admissible controls \(\mathcal{U}_{\text{ad}}\) consists of controls \(U \in L^2(0, T; \mathcal{G}_{\text{div}})\), we equip \(\mathcal{U}_{\text{ad}}\) with a metric \(d\), given by

\[
d(u, v) = \text{meas}\{ t \in [0, T] : u(t) \neq v(t) \},
\]

for all \(u, v \in \mathcal{U}_{\text{ad}}\), where we use the Lebesgue measure on \(\mathbb{R}\). This is called the *Ekeland metric* (see [14]). As proved in [14], it can be easily shown that \((\mathcal{U}_{\text{ad}}, d)\) is a complete metric space. We can observe that \(U^h \in \mathcal{U}_{\text{ad}}\) and \(d(U^h, U) = h\). Furthermore, one can verify that \(U^h \to U\) strongly in \(L^2(0, T; \mathcal{G}_{\text{div}})\) as \(h \to 0\).

**Definition 3.10.** Let \(\mathbb{X}\) be Banach space. A Lebesgue point of an integrable \(\mathbb{X}\)-valued function \(f(t)\) defined on \(0 \leq t \leq T\) is any point \(\tau\), where (two sided limit)

\[
\lim_{h \to 0} \frac{1}{h} \int_{\tau - h}^{\tau} ||f(s) - f(\tau)||_{\mathbb{X}} ds = 0.
\]

Almost every \(t \in [0, T]\) is a Lebesgue point of each component of \(f(\cdot)\), and a Lebesgue point of all components is a Lebesgue point of \(f(\cdot)\): thus almost every \(t \in [0, T]\) is a Lebesgue point of \(f(\cdot)\). Since we take only limits as \(h \to 0^+\); points where \(\lim_{h \to 0^+}\) exists are left Lebesgue points.

**Theorem 3.11** (\(\varepsilon\)-optimal solution for (OCP) and minimum principle). There exist an \(\varepsilon\)-optimal solution \((u_\varepsilon, \varphi_\varepsilon, U_\varepsilon)\) of the problem (OCP) in the sense that

\[
\mathcal{J}(u_\varepsilon, \varphi_\varepsilon, U_\varepsilon) \leq \inf_{(u, \varphi, U) \in \mathcal{U}_{\text{ad}}} \mathcal{J}(u, \varphi, U) + \varepsilon. \tag{3.81}
\]

Furthermore, there exist a weak solution \((p, \eta)\) to the adjoin system (3.41) and for almost every \(t \in [0, T]\) and \(W \in \mathcal{G}_{\text{div}}\), we have

\[
\frac{1}{2}||U_\varepsilon(t)||^2 - \langle p(t), U_\varepsilon(t) \rangle \leq \frac{1}{2}||W||^2 - \langle p(t), W \rangle + \varepsilon.
\]
Proof: The cost functional $\mathcal{J}$ is lower semi-continuous on the admissible class $A_{ad}$, and is bounded below. So by Ekeland’s variational principle (see Theorem 3.8), we get that for all $\varepsilon > 0$, there exists $(u_\varepsilon, \varphi_\varepsilon, U_\varepsilon) \in A_{ad}$ such that

$$\mathcal{J}(u_\varepsilon, \varphi_\varepsilon, U_\varepsilon) \leq \inf_{(u, \varphi, U) \in A_{ad}} \mathcal{J}(u, \varphi, U) + \varepsilon,$$

and for all $U \in \mathcal{U}_{ad}$, we have

$$\mathcal{J}(u, \varphi, U) \geq \mathcal{J}(u_\varepsilon, \varphi_\varepsilon, U_\varepsilon) - \varepsilon d(U, U_\varepsilon), \quad (3.82)$$

where $(u, \varphi)$ is the solution of (2.1a)-2.11 with control $U$. Since (3.82) holds for any solution $(u, \varphi, U)$, we choose the spike variation $U_\varepsilon^h$ of $U_\varepsilon$ with corresponding trajectory $(u_\varepsilon^h, \varphi_\varepsilon^h)$ and from (3.82), we deduce

$$-\varepsilon \leq \frac{1}{h} [\mathcal{J}(u_\varepsilon^h, \varphi_\varepsilon^h, U_\varepsilon^h) - \mathcal{J}(u_\varepsilon, \varphi_\varepsilon, U_\varepsilon)]$$

$$= \frac{1}{2h} \int_0^T \left( \| \nabla (u_\varepsilon^h(t) - u_d(t)) \|^2 - \| \nabla (u_\varepsilon(t) - u_d(t)) \|^2 \right) dt$$

$$+ \frac{1}{2h} \int_0^T \left( \| \varphi_\varepsilon^h(t) - \varphi_d(t) \|^2 - \| \varphi_\varepsilon(t) - \varphi_d(t) \|^2 \right) dt + \frac{1}{2h} \int_0^T \left( \| U_\varepsilon^h(t) \|^2 - \| U_\varepsilon(t) \|^2 \right) dt$$

$$+ \frac{1}{2h} \left[ \| u_\varepsilon^h(T) - u_f \|^2 - \| u_\varepsilon(T) - u_f \|^2 \right] + \frac{1}{2h} \left[ \| \varphi_\varepsilon^h(T) - \varphi_f \|^2 - \| \varphi_\varepsilon(T) - \varphi_f \|^2 \right]$$

$$= : \sum_{j=1}^5 I_j^h, \quad (3.83)$$

where the $I_j^h$ correspond to the terms in the right hand side of (3.83). Now we obtain the limits as $h \to 0$ of $I_j^h (j = 1, \ldots, 5)$. We know by the definition of spike variation that $(u_\varepsilon^h, \varphi_\varepsilon^h) = (u_\varepsilon, \varphi_\varepsilon)$ on $(0, \tau - h)$, since the controls $U_\varepsilon^h$. Therefore we deduce from (3.83) that

$$\lim_{h \to 0} \{ h \}^h = \lim_{h \to 0} \left[ \frac{1}{2h} \int_\tau^{\tau - h} \left( \| \nabla u_\varepsilon^h(t) \|^2 - \| \nabla u_\varepsilon(t) \|^2 \right) dt - \frac{1}{h} \int_\tau^{\tau - h} (\nabla u_\varepsilon^h(t) - u_\varepsilon(t), \nabla u_d(t)) dt \right]$$

$$+ \lim_{h \to 0} \left[ \frac{1}{2h} \int_\tau^{\tau - h} \left( \| \nabla u_\varepsilon^h(t) \|^2 - \| \nabla u_\varepsilon(t) \|^2 \right) dt - \frac{1}{h} \int_\tau^{\tau - h} (\nabla u_\varepsilon^h(t) - u_\varepsilon(t), \nabla u_d(t)) dt \right]$$

$$= \lim_{h \to 0} \frac{1}{2h} \int_\tau^{\tau - h} \left( \nabla u_\varepsilon^h(t), \nabla u_\varepsilon(t) \right) dt,$$

(3.84)

where we used the left Lebesgue convergence theorem to get rid of the integral supported on $(\tau - h, \tau)$. We know that

$$\frac{u_\varepsilon^h(t) - u_\varepsilon(t)}{h} \to w_\varepsilon(t) \quad \text{and} \quad u_\varepsilon^h(t) \to u_\varepsilon(t) \quad \text{as} \quad h \to 0,$$

uniformly for all $\tau \leq t \leq T$ in $G_{\text{div}}$ (see Lemmas 3.12 and 3.14 below). Thus, we have

$$\left| \frac{1}{2} \int_\tau^{\tau - h} \left( \nabla u_\varepsilon^h(t) - u_\varepsilon(t), \nabla u_\varepsilon^h(t) + u_\varepsilon(t) - 2u_d(t) \right) dt \right|$$

$$\leq \left| \int_\tau^{\tau - h} \left( \nabla u_\varepsilon^h(t) - u_\varepsilon(t), \nabla w_\varepsilon(t), \frac{1}{2} \nabla u_\varepsilon^h(t) + u_\varepsilon(t) - 2u_d(t) \right) dt \right|$$

$$+ \left| \int_\tau^{\tau - h} \left( \nabla w_\varepsilon(t), \frac{1}{2} \nabla u_\varepsilon^h(t) + u_\varepsilon(t) - 2u_d(t) - \nabla (u_\varepsilon(t) - u_d(t)) \right) dt \right|$$

$$\leq \frac{1}{2} \left( \int_\tau^T \left( \nabla u_\varepsilon^h(t) - u_\varepsilon(t), w_\varepsilon(t) \right)^2 dt \right)^{1/2} \left( \int_\tau^T \left| \nabla (u_\varepsilon^h(t) + u_\varepsilon(t) - 2u_d(t)) \right|^2 dt \right)^{1/2}$$
\[ + \frac{1}{2} \left( \int_{\tau}^{T} \left\| \nabla w_\varepsilon(t) \right\|^2 dt \right)^{1/2} \left( \int_{\tau}^{T} \left\| \nabla (u_\varepsilon^h(t) - u_\varepsilon(t)) \right\|^2 dt \right)^{1/2}. \]  

(3.86)

Passing to the limit in (3.86), using (3.85), the regularity of \( u_\varepsilon^h \), \( u_\varepsilon \) and \( w_\varepsilon \), and using an integration by parts, we derive

\[ \lim_{h \to 0} I_1^h = \int_{\tau}^{T} (\nabla w_\varepsilon(t), \nabla (u_\varepsilon(t) - u_d(t))) dt = \int_{\tau}^{T} (w_\varepsilon(t), -\Delta(u_\varepsilon(t) - u_d(t))) dt, \]

where we used the fact that \( (u_\varepsilon - u_d) \cdot n |_{\partial \Omega} = 0 \). Now, we consider

\[ \lim_{h \to 0} I_2^h = \lim_{h \to 0} \left[ \frac{1}{2h} \int_{\tau}^{T} \left( \left\| \varphi_\varepsilon^h(t) \right\|^2 - \left\| \varphi_\varepsilon(t) \right\|^2 \right) dt - \frac{1}{h} \int_{\tau}^{T} (\varphi_\varepsilon^h(t) - \varphi_\varepsilon(t), \varphi_d(t)) dt \right] 
+ \lim_{h \to 0} \left[ \frac{1}{2h} \int_{\tau}^{T} \left( \left\| \varphi_\varepsilon^h(t) \right\|^2 - \left\| \varphi_\varepsilon(t) \right\|^2 \right) dt - \frac{1}{h} \int_{\tau}^{T} (\varphi_\varepsilon^h(t) - \varphi_\varepsilon(t), \varphi_d(t)) dt \right] 
= \lim_{h \to 0} \left[ \frac{1}{2} \int_{\tau}^{T} \left( \frac{\varphi_\varepsilon^h(t) - \varphi_\varepsilon(t)}{h}, \varphi_\varepsilon^h(t) + \varphi_\varepsilon(t) - 2\varphi_d \right) dt \right]. \]

(3.87)

A calculation similar to (3.86), we obtain

\[ \left| \frac{1}{2} \int_{\tau}^{T} \left( \frac{\varphi_\varepsilon^h(t) - \varphi_\varepsilon(t)}{h}, \varphi_\varepsilon^h(t) + \varphi_\varepsilon(t) - 2\varphi_d \right) dt - \int_{\tau}^{T} (\psi_\varepsilon(t), \varphi_\varepsilon(t) - \varphi_d(t)) dt \right| \leq \frac{1}{2} \left( \int_{\tau}^{T} \left( \left\| \varphi_\varepsilon^h(t) - \varphi_\varepsilon(t) \right\|^2 - \left\| \varphi_\varepsilon(t) \right\|^2 \right) \right)^{1/2} \left( \int_{\tau}^{T} \left( \left\| \varphi_\varepsilon^h(t) + \varphi_\varepsilon(t) - 2\varphi_d \right\|^2 \right) \right)^{1/2} 
+ \frac{1}{2} \left( \int_{\tau}^{T} \left\| \varphi_\varepsilon(t) \right\|^2 dt \right)^{1/2} \left( \int_{\tau}^{T} \left( \left\| \varphi_\varepsilon^h(t) - \varphi_\varepsilon(t) \right\|^2 \right) \right)^{1/2}. \]

(3.88)

Using the fact that (see Lemma 3.14 and Remark 3.13 below)

\[ \frac{\varphi_\varepsilon^h(t) - \varphi_\varepsilon(t)}{h} \rightarrow \psi_\varepsilon(t) \quad \text{and} \quad \varphi_\varepsilon^h(t) \rightarrow \varphi_\varepsilon(t) \quad \text{as} \quad h \to 0, \]

uniformly for all \( \tau \leq t \leq T \) in \( H \), from (3.88), we obtain

\[ \lim_{h \to 0} I_2^h = \int_{\tau}^{T} (\psi_\varepsilon(t), \varphi_\varepsilon(t) - \varphi_d(t)) dt. \]

(3.89)

Now by the definition of spike variation, we know that \( U_\varepsilon^h = W \) for \( t \in (\tau - h, \tau) \) and \( U_\varepsilon^h = U^\varepsilon \), elsewhere, so that we obtain

\[ \lim_{h \to 0} I_2^h = \lim_{h \to 0} \frac{1}{2h} \int_{\tau}^{T} (\left\| \nabla \right\|^2 - \left\| U_\varepsilon(t) \right\|^2) dt = \frac{1}{2} \left\| \nabla \right\|^2 - \frac{1}{2} \left\| U_\varepsilon(\tau) \right\|^2, \]

where \( \tau \) is a (left) Lebesgue point. Using (3.85) and (3.89), it is also clear that

\[ \lim_{h \to 0} I_3^h = \lim_{h \to 0} \frac{1}{2} \left( \frac{u_\varepsilon^h(T) - u_\varepsilon(T)}{h}, u_\varepsilon^h(T) + u_\varepsilon(T) - 2u_f \right) = (w_\varepsilon(T), u_\varepsilon(T) - u_f), \]

\[ \lim_{h \to 0} I_4^h = \lim_{h \to 0} \frac{1}{2h} \left( \frac{\varphi_\varepsilon^h(T) - \varphi_\varepsilon(T)}{h}, \varphi_\varepsilon^h(T) + \varphi_\varepsilon(T) - 2\varphi_f \right) = (\psi_\varepsilon(T), \varphi_\varepsilon(T) - \varphi_f). \]

Combining all the above estimates and using it in (3.83), we have

\[ -\varepsilon \leq \int_{\tau}^{T} (w_\varepsilon(t), -\Delta(u_\varepsilon(t) - u_d(t))) dt + (\psi_\varepsilon(t), \varphi_\varepsilon(t) - \varphi_d(t)) dt 
+ (w_\varepsilon(T), u_\varepsilon(T) - u_f) + (\psi_\varepsilon(T), \varphi_\varepsilon(T) - \varphi_f) + \frac{1}{2} \left\| \nabla \right\|^2 - \frac{1}{2} \left\| U_\varepsilon(\tau) \right\|^2. \]

(3.91)
Using the adjoint system $(p_\varepsilon, \eta_\varepsilon)$ given in (3.41), we deduce that
\[ -\varepsilon \leq \int_\tau^T (w_\varepsilon, -\partial_t p_\varepsilon - \nu \Delta p_\varepsilon + (p_\varepsilon \cdot \nabla)u_\varepsilon + (u_\varepsilon \cdot \nabla)p_\varepsilon - (\nabla \varphi_\varepsilon)^T \eta_\varepsilon + \nabla q_\varepsilon) dt \]
\[ + \frac{1}{2} \|W\|^2 - \frac{1}{2} \|U_\varepsilon(\tau)\|^2, \]
where we have used the fact that $w_\varepsilon(\tau) = W - U_\varepsilon(\tau)$ (see (3.95)) and $\varphi_\varepsilon(\tau) = 0$. This easily implies
\[ \frac{1}{2} \|U_\varepsilon(t)\|^2 + \|p_\varepsilon(t), U_\varepsilon(t)\| \leq \frac{1}{2} \|W\|^2 + \|p_\varepsilon(t), W\| + \varepsilon, \]
for all $W \in \mathbb{G}_{\text{div}}$ and a.e. $t \in [0, T]$.

Now we prove the convergence results used in the proof of the above theorem in terms of two lemmas. The next lemma proves the strong convergence of solution of the system (2.1a)-(2.1f) with spike control to the strong solution of the system (2.1a)-(2.1f) with control $U$.

**Lemma 3.12.** Let $(u, \varphi)$ be the unique strong solution of (2.1a)-(2.1f) corresponding to the control $U$ and $(u^h, \varphi^h)$ be the unique strong solution of the system (2.1a)-(2.1f) corresponding to the control $U^h$. If $U^h \rightarrow U$ strongly in $L^2(0, T; \mathbb{G}_{\text{div}})$, then we have the following strong convergence:
\[ (u^h, \varphi^h) \rightarrow (u, \varphi) \text{ in } (L^\infty(0, T; \mathbb{G}_{\text{div}}) \cap L^2(0, T; V_{\text{div}})) \times (L^\infty(0, T; V') \cap L^2(0, T; H)). \]

**Proof.** From the uniqueness theorem (see Theorem 2.12), we know that
\[ \|u^h(t) - u(t)\|^2 + \|\varphi^h(t) - \varphi(t)\|^2 + \frac{C_0}{2} \|\varphi^h(s) - \varphi(s)\|^2 + \frac{\nu}{4} \|\nabla(u^h(s) - u(s))\|^2 ds \]
\[ \leq C \int_0^t \|U^h(s) - U(s)\|^2 ds, \]
where $C$ is a generic constant depending on the various norms of the solutions $(u^h, \varphi^h), (u, \varphi)$ and the control $\chi_{(\tau-h, \tau]}(t)(W - U(t))$. We can show that $C$ doesn't depend on $h$. For that let us estimate
the following terms.

\[
\int_0^T \|x_{(\tau-h,\tau)}(t)(W - U(t))\|^2 dt \leq \int_0^T \|(W - U(t))\|^2 dt.
\]

\[
\int_0^T \|\varphi^h(t)\|^2 dt \leq \int_0^T \|U^h(t)\|^2 dt \leq \int_{\tau-h}^{\tau} \|W\|^2 dt + \int_0^\tau \|U(t)\|^2 dt + \int_T^\tau \|U(t)\|^2 dt
\]

\[
\leq \tau \|W\|^2 + \int_0^\tau \|U(t)\|^2 dt + \int_T^\tau \|U(t)\|^2 dt.
\]

Similar as above we can show that \(C\) does not depend on \(h\). If \(U^h \rightarrow U\) strongly in \(L^2(0,T;G_{div})\), from the above relation, it can be easily seen that \(u^h \rightarrow u\) strongly in \(L^\infty(0,T;G_{div}) \cap L^2(0,T;V_{div})\) and \(\varphi^h \rightarrow \varphi\) strongly in \(L^\infty(0,T;V') \cap L^2(0,T;H)\). Hence, we have \(u^h \rightarrow u\) uniformly in \(G_{div}\) for all \(0 \leq t \leq T\) and \(\varphi^h \rightarrow \varphi\) uniformly in \(V'\) for all \(0 \leq t \leq T\).

**Remark 3.13.** By using Theorem 6, [17], one can also show that if \(u^h \rightarrow U\) strongly in \(L^2(0,T;G_{div})\), then we also have the following strong convergence:

\[
(u^h, \varphi^h) \rightarrow (u, \varphi) \quad \text{in} \quad (L^\infty(0,T;G_{div}) \cap L^2(0,T;V_{div})) \times (L^\infty(0,T;H) \cap L^2(0,T;V)).
\]

Since from Theorem 6, [17], we have

\[
\|u^h(t) - u(t)\|^2 + \|\varphi^h(t) - \varphi(t)\|^2 + \int_0^t \left(\frac{C_2}{2} \|\nabla(\varphi^h(s) - \varphi(s))\|^2 + \nu \|\nabla(u^h(s) - u(s))\|^2\right) ds \leq C \int_0^t \|U^h(s) - U(s)\|^2 ds,
\]

(3.92)

for all \(t \in [0,T]\), where the constant \(C\) depending on various norms of \((u^h, \varphi^h)\) and \((u, \varphi)\) given in Theorem 2.14 and the convergence easily follows.

We will now establish the convergence stated in (3.85) and (3.89) as our next lemma. Let us define

\[
w^h := \frac{u^h - u}{h}, \quad \psi^h := \frac{\varphi^h - \varphi}{h},
\]

(3.93)

where \((u, \varphi)\) is the strong solution of (2.1a)-(2.1b) corresponding to \(U\) and \((u^h, \varphi^h)\) is the strong solution corresponding to the spike \(U^h\). We show that as \(h \uparrow 0\), the respective limits \(w\) and \(\psi\) satisfy an appropriate linearized problem. Formally, one may write the system satisfied by \((w^h, \psi^h)\) as

\[
\begin{cases}
\begin{align*}
w^h_t - \nu \Delta w^h + (w^h \cdot \nabla)u + (u \cdot \nabla)w^h + \nabla \pi_{w^h} &= -h(w^h \cdot \nabla)w^h - h \frac{\nabla a}{2}(\psi^h)^2 - \nabla a \psi^h \varphi \\
&- h(J * \psi^h) \nabla \psi^h - (J * \psi^h) \nabla \varphi - (J * \varphi) \nabla \psi^h \\
&+ \chi_{(\tau-h,\tau)}(t) \frac{(W - U(t))}{h}, \quad \text{in} \quad \Omega \times (0,T),
\end{align*}
\end{cases}
\]

\[
\begin{cases}
\begin{align*}
\psi^h_t + h w^h \cdot \nabla \psi^h + w^h \cdot \nabla \varphi + u \cdot \nabla \psi^h &= \Delta \mu^h, \quad \text{in} \quad \Omega \times (0,T), \\
\mu^h &= a \psi^h - J * \psi^h + F''(\varphi) \psi^h, \quad \text{in} \quad \Omega \times (0,T), \\
\text{div} w^h &= 0, \quad \text{in} \quad \Omega \times (0,T), \\
\frac{\partial \mu^h}{\partial n} &= 0, \quad w^h = 0, \quad \text{on} \quad \partial \Omega \times (0,T), \\
w^h(0) = 0, \quad \psi^h(0) = 0, \quad \text{in} \quad \Omega,
\end{align*}
\end{cases}
\]

(3.94)
where \( \chi_{(\tau-h,\tau]}(t) \) is the characteristic function on \( \tau - h < t \leq \tau \). Also we can show that (3.94) has a unique strong solution since \( (u^h, \varphi^h) \) and \( (u, \varphi) \) are the unique strong solutions of (2.1a)-(2.1f) with controls \( U^h \) and \( U \) respectively. For that it is enough if we show the r.h.s. of (3.94) is in \( L^2(0, T; \mathbb{G}_{\text{div}}) \). Let us estimate the following terms.

\[
\int_0^T \| (w^h \cdot \nabla) w^h \|_2^2 \, dt \leq \int_0^T \| w^h \|_{L^2}^2 \| \nabla w^h \|_{L^2}^2 \, dt \leq \frac{C}{2} \int_0^T \| w^h \|_{L^2}^4 \, dt + \frac{1}{2C} \int_0^T \| \nabla w^h \|_{L^2}^4 \, dt < \infty.
\]

\[
\int_0^T \| (J * \psi^h) \nabla \psi^h \|_2^2 \, dt \leq \int_0^T \| J \|_{L^1} \| \psi^h \|_{L^2} \| \nabla \psi^h \|_{L^2} \, dt \leq \frac{C}{2} \int_0^T \| J \|_{L^1} \| \psi^h \|_{L^4}^4 \, dt + \frac{1}{2C} \int_0^T \| \nabla \psi^h \|_{L^4}^4 \, dt < \infty
\]

\[
\int_0^T \| \chi_{(\tau-h,\tau]}(t) \frac{(W - U(t))}{h} \|_2^2 \, dt \leq \int_0^{\tau-h} \| \frac{(W - U(t))}{h} \|_2^2 \, dt \leq \frac{2}{h} \| W \|_2^2 + \frac{2}{h^2} \| U \|_{L^2(0, T; \mathbb{G}_{\text{div}})} < \infty.
\]

All the above terms are finite since \( (w^h, \psi^h) \) belongs to \( (L^\infty(0, T; \mathbb{G}_{\text{div}}) \cap L^2(0, T; \mathbb{V}_{\text{div}})) \times (L^\infty(0, T; \mathbb{V}) \cap L^2(0, T; H^2)) \). In the lemma (3.14) we show that taking the limit \( h \uparrow 0 \), we arrive at

\[
\begin{cases}
   w_t - \nu \Delta w + (w \cdot \nabla) u + (u \cdot \nabla) w + \nabla \pi w = -\nabla a \psi \varphi - (J * \psi) \nabla \varphi - (J * \varphi) \nabla \psi + (W - U) \delta(t - \tau), \quad \text{in } \Omega \times (0, T), \\
   \psi_t + w \cdot \nabla \varphi + u \cdot \nabla \psi = \Delta \tilde{\mu}, \quad \text{in } \Omega \times (0, T), \\
   \tilde{\mu} = a \psi - J * \psi + F''(\varphi) \psi, \\
   \text{div } w = 0, \quad \text{in } \Omega \times (0, T), \\
   \frac{\partial \tilde{\mu}}{\partial n} = 0, \quad w = 0, \quad \text{on } \partial \Omega \times (0, T), \\
   w(0) = 0, \quad \psi(0) = 0, \quad \text{in } \Omega,
\end{cases}
\]

(3.95)

where the singular term involving the Dirac delta \( \delta(\cdot) \) corresponds to a jump due to the spike variation. Since the existence of a weak solution of the limiting system (3.95) is known, one can cast it in an abstract semigroup framework, where the singular term instead contributes as an initial data at time \( \tau \). We explore these observations in the following theorem by taking ideas and methodology from [16, 15, 12].

**Lemma 3.14.** Let \((u, \varphi)\) be the solution of the system (2.1a)-(2.1f) corresponding to the control \( U \) and \((u^h, \varphi^h)\) is the solution of (2.1a)-(2.1f) corresponding to the spike control \( U^h \). Let \( \tau \in (0, T) \) be a left Lebesgue point of the function \((W - U(t))\). Define \( w^h = \frac{u^h - u}{h} \) and \( \psi^h = \frac{\varphi^h - \varphi}{h} \). Then \( w^h \to w \) and \( \psi^h \to \psi \) uniformly in time \( \tau \leq t \leq T \) and strongly with respect to \( \mathbb{G}_{\text{div}} \times H \) convergence over \( \Omega \). The limit \((w, \psi)\) satisfies the following system,

\[
\begin{pmatrix} w \\ \psi \end{pmatrix}(t) =
\begin{cases}
   (0, 0)^T, & \text{if } t < 0 \leq t < \tau, \\
   S(t, \tau) C_0(\tau), & \text{if } \tau \leq t \leq T,
\end{cases}
\]

(3.96)

with

\[
C_0(\tau) = 
\begin{pmatrix}
(W - U(\tau)) \\
0
\end{pmatrix}
\]

where \( S(t, \tau) \) is the evolution operator of the system

\[
\begin{cases}
   w_t - \nu \Delta w + (w \cdot \nabla) u + (u \cdot \nabla) w + \nabla \pi w = -\nabla a \psi \varphi - (J * \psi) \nabla \varphi - (J * \varphi) \nabla \psi \quad \text{in } \Omega \times (0, T), \\
   \psi_t + w \cdot \nabla \varphi + u \cdot \nabla \psi = \Delta \tilde{\mu} \quad \text{in } \Omega \times (0, T), \\
   \tilde{\mu} = a \psi - J * \psi + F''(\varphi) \psi,
\end{cases}
\]

(3.97)
Proof. Let us define a bilinear operator $\mathcal{B}(w, \psi) = (B_1(w, \psi), B_2(w, \psi))$, where

\[
\begin{align*}
B_1(w, \psi) &= \nu \Delta w - (w \cdot \nabla)u - (u \cdot \nabla)w - \nabla \pi_w - \nabla a \psi \varphi - (J * \psi) \nabla \varphi - (J * \varphi) \nabla \psi, \\
B_2(w, \psi) &= -w \cdot \nabla \varphi - u \cdot \nabla \psi + \Delta (a \psi - J * \psi + F'(\varphi) \psi).
\end{align*}
\]

We can write the system for $(w^h, \psi^h)$ as follows:

\[
\begin{align}
\frac{d}{dt} \begin{pmatrix} w^h \\ \psi^h \end{pmatrix} &= \mathcal{B} \begin{pmatrix} w^h \\ \psi^h \end{pmatrix} + \mathcal{C}_h(t) + \mathcal{F}_h(t), \\
\begin{pmatrix} w^h \\ \psi^h \end{pmatrix}(0) &= \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\end{align}
\]

where

\[
\mathcal{C}_h(t) = \chi_{(\tau-h,\tau]}(t) \begin{pmatrix} (W - U(t)) \nu \\ \frac{1}{h} \end{pmatrix}.
\]

and

\[
\mathcal{F}_h(t) = \begin{pmatrix} -h(w^h(t) \cdot \nabla)w^h(t) - h \frac{\nabla a}{2}(\psi^h(t))^2 - h(J \psi^h(t)) \nabla \psi^h(t) \\ -h \psi^h \cdot \nabla \psi^h \end{pmatrix}.
\]

Similarly the system (3.97) for $(w, \psi)$ over $\tau \leq t \leq T$ can be written as

\[
\begin{align}
\frac{d}{dt} \begin{pmatrix} w \\ \psi \end{pmatrix} &= \mathcal{B} \begin{pmatrix} w \\ \psi \end{pmatrix}, \\
\begin{pmatrix} w \\ \psi \end{pmatrix}(\tau) &= \mathcal{C}_0(\tau).
\end{align}
\]

We know that for each $(w_0, \psi_0) \in \mathbb{G}_{\text{div}} \times H$, a weak solution $(w(t), \psi(t))$ of (3.95) exists if and only if $\mathcal{B}$ is the generator of a strongly continuous semigroup $\{S(t)\}$ of bounded linear operators on $\mathbb{G}_{\text{div}} \times H$ (see Theorem 1, [4]). Observe that for $0 \leq t < \tau - h$, $(w, \psi)(t) = (0, 0)$ and for $0 \leq t < \tau - h$, we have $(w^h, \psi^h)(t) = (0, 0)$. Next let us define

\[
y(t, h) := \begin{pmatrix} w^h \\ \psi^h \end{pmatrix}(t) - \begin{pmatrix} w \\ \psi \end{pmatrix}(t).
\]

For any $0 \leq t < \tau - h$, $\mathcal{C}_h(t) = (0, 0)^T$. It follows that for $0 \leq t < \tau - h$, we have $y(t, h) \equiv 0$, since the control is same. Letting $h \uparrow 0$, we deduce the convergence for $0 \leq t < \tau$.

Now, for $\tau - h \leq t \leq T$, we know that

\[
\begin{align}
\frac{d}{dt} y(t, h) &= \mathcal{B} y(t, h) + \mathcal{F}_h(t), \\
y(0, h) &= \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\end{align}
\]

By definition of the evolution operator $S(t, s)$, we have

\[
\begin{align}
\begin{pmatrix} w^h \\ \psi^h \end{pmatrix}(t) &= S(t, 0) \begin{pmatrix} 0 \\ 0 \end{pmatrix} + \int_0^t S(t, s) \mathcal{C}_h(s) ds + \int_0^t S(t, s) \mathcal{F}_h(s) ds \\
&= \int_0^t S(t, s) \mathcal{C}_h(s) ds + \int_0^t S(t, s) \mathcal{F}_h(s) ds
\end{align}
\]

and

\[
\begin{pmatrix} w \\ \psi \end{pmatrix}(t) = S(t, \tau) \mathcal{C}_0(\tau).
\]
Using (3.100) and (3.102), we derive
\[ y(t,h) = \int_0^t S(t,s)C_0(s)ds + \int_0^t S(t,s)F_h(s)ds - S(t,\tau)C_0(\tau) \]
\[ = \frac{1}{h} \int_{\tau-h}^{\tau} (S(t,s)C_0(s) - S(t,\tau)C_0(\tau))ds + \int_{\tau-h}^{t} S(t,s)F_h(s)ds. \]
Therefore, we estimate
\[ \|y(t,h)\|_{G_{\text{div}} \times H} \leq \frac{1}{h} \int_{\tau-h}^{\tau} \|S(t,s)C_0(s) - S(t,\tau)C_0(\tau)\|_{G_{\text{div}} \times H} ds + \int_{\tau-h}^{t} \|S(t,s)F_h(s)\|_{G_{\text{div}} \times H} ds \]
\[ \leq \frac{1}{h} \int_{\tau-h}^{\tau} \|S(t,s)(C_0(s) - C_0(\tau))\|_{G_{\text{div}} \times H} ds + \int_{\tau-h}^{t} \|S(t,s)\|\|F_h(s)\|_{G_{\text{div}} \times H} ds \]
\[ \leq \frac{1}{h} \int_{\tau-h}^{\tau} \|S(t,s)\|\|C_0(s) - C_0(\tau)\|_{G_{\text{div}} \times H} ds + \int_{\tau-h}^{t} \|S(t,s)\|\|F_h(s)\|_{G_{\text{div}} \times H} ds \]
\[ = \sum_{j=1}^{3} I_j. \]
Note that \(\|S(\cdot,\cdot)\|\) denotes the operator norm of \(S(\cdot,\cdot)\). Taking \(h \uparrow 0\), \(I_1\) and \(I_2\) converges to zero, since \(\tau\) is the left Lebesgue point of \(C_0\) and the evolution operator \(S\) is strongly continuous in \(G_{\text{div}} \times H\). We now have to show that \(I_3 \to 0\) as \(h \uparrow 0\). Since \(G_{\text{div}} \times H\) is a closed subspace of \(V'_{\text{div}} \times V'\), it is enough to check
\[ \lim_{h \uparrow 0} \int_{\tau-h}^{t} \|S(t,s)\|\|F_h(s)\|_{V'_{\text{div}} \times V'} ds = 0. \]
Using the Hölder and Ladyzhenskaya inequality, we obtain
\[ \|(w^h \cdot \nabla)w^h\|_{V'_{\text{div}}} \leq \sqrt{2} \|w^h\|_{G_{\text{div}}} \|w^h\|_{V'_{\text{div}}} \leq \sqrt{\frac{2}{\lambda_1}} \|w^h\|_{V'_{\text{div}}}. \]  (3.103)
Using the Hölder inequality and Gagliardo-Nirenberg inequality (see Lemma 2.3), we deduce
\[ \left\| \frac{\nabla a}{2} (\psi^h)^2 \right\|_{V'_{\text{div}}} \leq \left\| \frac{\nabla a}{2} (\psi^h)^2 \right\|_{G_{\text{div}}} \leq \frac{1}{2} \|\nabla a\|_{L^\infty} \|(\psi^h)^2\|_H \leq C \|\psi^h\|_{L^4}^2 \]
\[ \leq C \left( \|\nabla \psi^h\|_{L^2} \|\psi^h\|_{L^4} + \|\psi^h\| \right)^2 \]
\[ \leq C \left( \|\nabla \psi^h\|^2 + \|\psi^h\|^2 \right) \leq C \left( \|\nabla \psi^h\|^2 + \|\psi^h\|^2 \right). \]  (3.104)
An integration by parts, the Hölder and Poincaré inequalities yields
\[ \|(J * \psi^h) \nabla \psi^h\|_{V'_{\text{div}}} \leq \|\nabla J\|_{L^1} \|\psi^h\|_{L^4} \leq C \left( \|\nabla \psi^h\|^2 + \|\psi^h\|^2 \right). \]  (3.105)
Once again using an integration by parts, Hölder, Poincaré and Gagliardo-Nirenberg inequalities, we get (see [5])
\[ \|w^h \cdot \nabla \psi^h\|_{V'} \leq C \|w^h\|_{L^4} \|\nabla \psi^h\|_{L^4} \leq C \left( \|w^h\|_{L^4}^2 + \|\nabla \psi^h\|_{L^4}^2 \right) \leq C \left( \|w^h\|_{V'_{\text{div}}}^2 + \|\nabla \psi^h\|^2 + \|\psi^h\|^2 \right). \]  (3.106)
Combining (3.104)-(3.106), we get
\[ \| \mathcal{F}_h(s) \|_{V_{div} \times V^*} \leq C h \left( \| w^h \|_{V_{div}}^2 + \| \nabla \psi^h \|^2 + \| \psi^h \|^2 \right). \] (3.107)

Using Lemma 3.12 and remark 3.13 we find
\[ \int_{\tau-h}^t \| S(t,s) \| \| \mathcal{F}_h(s) \|_{V_{div} \times V^*} \, ds \]
\[ \leq C h \int_0^t \| S(t,s) \| \left( \| w^h(s) \|_{V_{div}}^2 + \| \nabla \psi^h(s) \|^2 + \| \psi^h(s) \|^2 \right) \, ds \]
\[ \leq \frac{C}{h} \int_0^t \left( \| \nabla (u^h(s) - u(s)) \|^2 + \| \nabla (\psi^h(s) - \varphi(s)) \|^2 + \| \psi^h(s) - \varphi(s) \|^2 \right) \, ds \]
\[ \leq \frac{C}{h} \int_{\tau-h}^\tau \| U^h(s) - U(s) \|^2 \, ds. \] (3.108)

Since \( \tau \) is the left Lebesgue point of the function \( W - U(t) \), for sufficiently small \( h \), we have
\[ \| U^h(t) - U(t) \| \leq C h, \quad \text{for all } t \in [0,T]. \] (3.109)

Using (3.109) in (3.108) we get
\[ \int_{\tau-h}^t \| S(t,s) \| \| \mathcal{F}_h(s) \|_{V_{div} \times V^*} \, ds \leq C h^2. \]

Letting \( h \uparrow 0 \), we deduce the convergence of \( I_3 \) to zero for \( \tau \leq t < T \). This completes the proof. \( \Box \)

**Remark 3.15.** In the approximation of \( \mu^h \) in (3.94), we used the Taylor series expansion for \( 0 < \theta < 1 \) to get
\[ \frac{1}{h} [ F'(\psi^h) - F'(\varphi)] = \frac{1}{h} [ F'(\psi^h - \varphi + \varphi) - F'(\varphi)] \]
\[ = \frac{1}{h} \left[ F'(\varphi) + (\psi^h - \varphi)F''(\varphi) + \frac{1}{2}(\psi^h - \varphi)^2F'''(\varphi + \theta(\psi^h - \varphi)) - F'(\varphi) \right] \]
\[ = \psi^h F''(\varphi) + \frac{h}{2}(\psi^h)^2F'''(\theta \psi^h + (1-\theta)\varphi). \]

Since \( F(\cdot) \) has a polynomial growth and \( \varphi, \psi^h \in L^\infty(\Omega) \) for all \( t \in [0,T] \), one can estimate the second term in the above equality as
\[ \frac{h}{2} \int_{\tau-h}^t \| (\psi^h(s))^2 F'''(\theta \psi^h(s) + (1-\theta)\varphi(s)) \| \, ds \]
\[ \leq \frac{h}{2} \int_{\tau-h}^t \| F'''(\theta \psi^h(s) + (1-\theta)\varphi(s)) \|_{L^\infty} \| (\psi^h(s))^2 \|_{L^1} \, ds \]
\[ \leq \frac{h}{2} \sup_{s \in [\tau-h,t]} \| F'''(\theta \psi^h(s) + (1-\theta)\varphi(s)) \|_{L^\infty} \int_{\tau-h}^t \| \psi^h(s) \|_{L^2}^2 \, ds \]
\[ \leq C \frac{h}{2} \sup_{s \in [0,T]} \| \Psi(\theta \psi^h(s) + (1-\theta)\varphi(s)) \|_{L^\infty} \int_{\tau-h}^t \left( \| \psi^h(s) - \varphi(s) \|^2 + \| \nabla (\psi^h(s) - \varphi(s)) \|^2 \right) \, ds \]
\[ \leq \frac{C M(h)}{h} \int_{\tau-h}^t \| U^h(s) - U(s) \|^2 \, ds \leq C M(h) h^2, \] (3.110)

by using (3.109). Here \( \Psi(\cdot) \) is a polynomial of degree \( r > 1 \) and note that
\[ \sup_{t \in [0,T]} \| \Psi(\theta \psi^h(t) + (1-\theta)\varphi(t)) \|_{L^\infty} \leq C(r) \sup_{t \in [0,T]} \left( \| \psi^h(t) \|_{L^\infty} + \| \varphi(t) \|_{L^\infty} \right) \]
Proof . one triplet

Claim (1): \( \mathcal{A}_{ad} \) is nonempty. If the control \( U = 0 \), then by the existence and uniqueness theorem (see Theorems 2.9 and 2.12), a unique weak solution \( (u, \varphi) \) exists. Since the condition (3.42) holds true and the initial data \((u_0, \varphi_0)\) satisfies (3.43), the unique weak solution we obtained is also a strong solution. Hence, \( J(u, \varphi, 0) < +\infty \) exists and \( (u, \varphi, 0) \) belongs to \( \mathcal{A}_{ad} \). Therefore the set \( \mathcal{A}_{ad} \) is nonempty.

Claim (2): The existence of an optimal triplet \( (u^*, \varphi^*, U^*) \in \mathcal{A}_{ad} \). Let us define

\[
\mathcal{J} := \inf_{U \in \mathcal{A}_{ad}} J(u, \varphi, U).
\]

Since, \( 0 \leq \mathcal{J} < +\infty \), there exists a minimizing sequence \( \{U_n\} \in \mathcal{A}_{ad} \) such that

\[
\lim_{n \to \infty} J(u_n, \varphi_n, U_n) = \mathcal{J},
\]

where \( (u_n, \varphi_n) \) is the unique strong solution of (2.1a)-(2.11) with the control \( U_n \) and

\[
u_n(0) = u_0 \in \mathcal{V}_{div} \text{ and } \varphi_n(0) = \varphi_0 \in H^2.
\]

(3.111)

Without loss of generality, we assume that \( J(u_n, \varphi_n, U_n) \leq J(u, \varphi, 0) \), where \( (u, \varphi, 0) \in \mathcal{A}_{ad} \). From the definition of \( J(\cdot, \cdot, \cdot) \), this gives

\[
\frac{1}{2} \int_0^T \|\nabla(u_n(t) - u_d(t))\|^2 dt + \frac{1}{2} \int_0^T \|\varphi_n(t) - \varphi_d(t)\|^2 dt + \frac{1}{2} \int_0^T \|U_n(t)\|^2 dt
\]

\[
\leq \frac{1}{2} \int_0^T \|\nabla(u(t) - u_d(t))\|^2 dt + \frac{1}{2} \int_0^T \|\varphi(t) - \varphi_d(t)\|^2 dt.
\]

(3.112)

Since \( u, u_d \in L^\infty(0, T; \mathbb{V}_{div}) \) and \( \varphi, \varphi_d \in L^\infty(0, T; H) \), from the above relation, it is clear that, there exist a \( K > 0 \), large enough such that

\[
0 \leq J(u_n, \varphi_n, U_n) \leq K < +\infty.
\]

In particular, there exists a large \( C > 0 \), such that

\[
\int_0^T \|U_n(t)\|^2 dt \leq C < +\infty.
\]

Therefore the sequence \( \{U_n\} \) is uniformly bounded in the space \( L^2(0, T; \mathcal{G}_{div}) \). Since \( (u_n, \varphi_n) \) is a unique weak solution of the system (2.1a)-(2.11) with control \( U_n \), from the energy estimates,
one can easily show that the sequence \( \{u_n\} \) is uniformly bounded in \( L^\infty(0, T; \mathbb{G}_{\text{div}}) \cap L^2(0, T; \mathbb{V}_{\text{div}}) \) and \( \{\varphi_n\} \) is uniformly bounded in \( L^\infty(0, T; H) \cap L^2(0, T; V) \). Hence, by using the Banach–Alaoglu Theorem, we can extract a subsequence \( \{(u_n, \varphi_n, U_n)\} \) such that
\[
\begin{align*}
    u_n & \rightharpoonup^\ast u^\ast \text{ in } L^\infty(0, T; \mathbb{G}_{\text{div}}), \\
    u_n & \to u^\ast \text{ in } L^2(0, T; \mathbb{V}_{\text{div}}), \\
    (u_n)_t & \to u^\ast_t \text{ in } L^2(0, T; \mathbb{V}'_{\text{div}}), \\
    \varphi_n & \rightharpoonup^\ast \varphi^\ast \text{ in } L^\infty(0, T; H), \\
    (\varphi_n)_t & \to \varphi^\ast_t \text{ in } L^2(0, T; V'), \\
    U_n & \to U^\ast \text{ in } L^2(0, T; \mathbb{G}_{\text{div}}).
\end{align*}
\] (3.113)

A calculation similar to proof of Theorem 2.9, [7], Theorem 2 and theorem 2.12, [17], Theorem 2] and using the Aubin-Lion's compactness arguments and the convergence in (3.113), we get
\[
\begin{align*}
    u_n & \to u^\ast \text{ in } L^2(0, T; \mathbb{G}_{\text{div}}), \text{ a. e. in } \Omega \times (0, T), \\
    \varphi_n & \to \varphi^\ast \text{ in } L^2(0, T; H), \text{ a. e. in } \Omega \times (0, T).
\end{align*}
\] (3.114)

Proceeding similarly as in Theorem 1, [7] and Theorem 2, [17], we obtain \((u^\ast, \varphi^\ast)\) is a unique weak solution of (2.1a)-(2.1f) with control \( U^\ast \). Note that the initial condition (3.111) and (3.42) also imply that
\[
u_n \in L^\infty(0, T; \mathbb{V}_{\text{div}}) \cap L^2(0, T; H^2), \quad \varphi_n \in L^\infty((0, T) \times \Omega) \cap L^\infty(0, T; V)).
\]

and
\[
\varphi_n \in L^\infty(0, T; W^{1,p}), \quad 2 \leq p < \infty.
\]

Thus, we have (see Theorem 2, [18] also)
\[
\begin{align*}
    u_n & \rightharpoonup^\ast u^\ast \text{ in } L^\infty(0, T; \mathbb{V}_{\text{div}}), \\
    u_n & \to u^\ast \text{ in } L^2(0, T; H^2(\Omega)), \\
    (u_n)_t & \to u^\ast_t \text{ in } L^2(0, T; \mathbb{G}_{\text{div}}), \\
    \varphi_n & \to \varphi^\ast \text{ a.e., } (x, t) \in \Omega \times (0, T), \\
    (\varphi_n)_t & \to \varphi^\ast_t \text{ in } L^2(0, T; H)
\end{align*}
\] (3.115)

Thus the above convergences and Remark 2.15 imply that
\[
    u^\ast \in C([0, T]; \mathbb{V}_{\text{div}}), \quad \varphi^\ast \in C([0, T]; H^2).
\]

Hence, it is immediate that
\[
    u^\ast(0) = u_0 \in \mathbb{V}_{\text{div}} \text{ and } \varphi^\ast(0) = \varphi_0 \in H^2, \quad (3.116)
\]

by using the continuity. Hence \((u^\ast, \varphi^\ast, U^\ast)\) is a unique strong solution of (2.1a)-(2.1f) with control \( U^\ast \in \mathcal{U}_{\text{ad}} \). This easily implies \((u^\ast, \varphi^\ast, U^\ast) \in \mathcal{A}_{\text{ad}} \).

**Claim (3):** \( J = J(u^\ast, \varphi^\ast, U^\ast) \). Recall that \( \mathcal{U}_{\text{ad}} \) is a closed and convex subset of \( L^2(0, T; \mathbb{G}_{\text{div}}) \).

Since the cost functional \( J(\cdot, \cdot, \cdot) \) is continuous and convex on \( L^2(0, T; \mathbb{V}_{\text{div}}) \times L^2(0, T; V) \times \mathcal{U}_{\text{ad}} \), it follows that \( J(\cdot, \cdot, \cdot) \) is weakly lower semi-continuous (see Proposition 1, Chapter 5, [3]). That is, for a sequence
\[
    (u_n, \varphi_n, U_n) \rightharpoonup (u^\ast, \varphi^\ast, U^\ast) \text{ in } L^2(0, T; \mathbb{V}_{\text{div}}) \times L^2(0, T; V) \times L^2(0, T; \mathbb{G}_{\text{div}}),
\]
we have
\[
    J(u^\ast, \varphi^\ast, U^\ast) \leq \liminf_{n \to \infty} J(u_n, \varphi_n, U_n).
\]
Therefore, we get
\[
\mathcal{J} \leq \mathcal{J}(u^*, \varphi^*, U^*) \leq \liminf_{n \to \infty} \mathcal{J}(u_n, \varphi_n, U_n) = \lim_{n \to \infty} \mathcal{J}(u_n, \varphi_n, U_n) = \mathcal{J},
\]
and hence \((u^*, \varphi^*, U^*)\) is a minimizer.

4. Data Assimilation Problem

In this section, we consider a problem similar to the data assimilation problems of meteorology. In the data assimilation problems coming from meteorology determining the correct initial condition for the future predictions is the key step. Taking inspiration from this scenario, we can pose a problem to find the unknown optimal data initialization problem (see [28] for the case of incompressible Navier-Stokes equations). Let us consider an initial data optimization problem for the system governed by non local Cahn-Hilliard-Navier-Stokes system. We formulate the problem as finding the optimal initial velocity \(U \in \mathcal{V}_{div}\) such that \((u, \varphi, U)\) satisfies the following system:

\[
\begin{align*}
\varphi_t + u \cdot \nabla \varphi &= \Delta \mu, \quad \text{in } \Omega \times (0, T), \\
\mu &= a \varphi - J \ast \varphi + F'(\varphi), \quad \text{in } \Omega \times (0, T), \\
u_t - \nu \Delta u + (u \cdot \nabla)u + \nabla \pi &= \mu \nabla \varphi + h, \quad \text{in } \Omega \times (0, T), \\
\text{div } u &= 0, \quad \text{in } \Omega \times (0, T), \\
\partial \mu \over \partial n &= 0, \quad u = 0 \quad \text{on } \partial \Omega \times (0, T), \\
u(0) &= U, \quad \varphi(0) = \varphi_0 \quad \text{in } \Omega,
\end{align*}
\]

and minimizes the cost functional
\[
\mathcal{J}(u, \varphi, U) := \frac{1}{2} \|u\|^2 + \frac{1}{2} \int_0^T \|u(t) - u_M(t)\|^2 dt + \frac{1}{2} \int_0^T \|\varphi(t) - \varphi_M(t)\|^2 dt + \frac{1}{2} \int_0^T \|\varphi(t) - \varphi_M(t)\|^2 dt,
\]

where \(u_M\) is the measured average velocity of the fluid and \(\varphi_M\) is the measured difference of the concentration of two fluids. \(u_M^f\) and \(\varphi_M^f\) are measured velocity and concentration at time \(T\) respectively. We assume that the desired states
\[
\begin{align*}
u_M \in L^2(0, T; \mathcal{V}_{div}), \quad \varphi_M \in L^2(0, T; \mathcal{V}), \quad u_M^f \in \mathcal{V}_{div} \quad \text{and} \quad \varphi_M^f \in \mathcal{V}.
\end{align*}
\]

From Theorem 2.14 we know that a unique strong solution for the system (4.1) exists only if the initial velocity belongs to \(\mathcal{V}_{div}\). So, in this case, we take the admissible control class, \(\mathcal{U}_{ad}\) as \(\mathcal{V}_{div}\). The admissible class \(\mathcal{U}_{ad}\) consists of all triples \((u, \varphi, U)\) such that the set of states \((u, \varphi)\) is a unique strong solution of the system (4.1) with control \(U \in \mathcal{U}_{ad}\). The optimal control problem can then be defined as:

\[
\min_{(u, \varphi, U) \in \mathcal{U}_{ad}} \mathcal{J}(u, \varphi, U). \quad \text{(IOCP)}
\]

4.1. Existence of an optimal control and maximum principle. We first show that an optimal triplet \((u^*, \varphi^*, U^*)\) exists for the problem \((\text{IOCP})\). The proof of the following theorem is similar to that of Theorem 3.17.

**Theorem 4.1 (Existence of an Optimal Triplet).** Let the Assumption 2.5 along with the condition (3.42) holds true and the initial data \((U, \varphi_0)\) satisfying (3.43) be given, where \(U \in \mathcal{U}_{ad}\) is the control parameter. Then there exists at least one triplet \((u^*, \varphi^*, U^*) \in \mathcal{U}_{ad}\) such that the functional \(\mathcal{J}(u, \varphi, U)\) attains its minimum at \((u^*, \varphi^*, U^*)\), where \((u^*, \varphi^*)\) is the unique strong solution of (2.1a)-(2.1f) with the initial data control \(U^* \in \mathcal{U}_{ad}\).
Observe that since $\mathcal{U}_{ad}$ is a closed subset of $\mathcal{V}_{div}$, the condition in (3.116) yields $U^* \in \mathcal{U}_{ad}$.

As in Theorem 3.7 (see Theorem 4.7, [5] also), the Pontryagin minimum principle follows (with some obvious modifications) for this control problem as well. That is, we have

$$\frac{1}{2}\|U^*\|^2 + \langle p(0), U^* \rangle \leq \frac{1}{2}\|W\|^2 + \langle p(0), W \rangle,$$

for all $W \in \mathcal{U}_{ad} \subset \mathcal{V}_{div}$. The optimal control is given by $U^* = -p(0)$, where $p(\cdot)$ is the solution of the following adjoint system

$$
\begin{cases}
-p_t - \nu \Delta p + (p \cdot \nabla T)u - (u \cdot \nabla) p - (\nabla \varphi)^T \eta = (u - u_M), \text{ in } \Omega \times (0, T), \\
-\eta_t + J * (p \cdot \nabla \varphi) - (\nabla J * \varphi) \cdot p + \nabla a \cdot p \varphi - u \cdot \nabla \eta - a \Delta \eta = 0, \text{ in } \Omega \times (0, T), \\
+J * \Delta \eta - F''(\varphi)\Delta \eta = (\varphi - \varphi_M), \text{ in } \Omega \times (0, T), \\
\text{div } p = 0, \text{ in } \Omega \times (0, T), \\
p = 0, \frac{\partial \eta}{\partial n} = 0, \text{ on } \partial \Omega \times (0, T), \\
p(T, \cdot) = u(T) - u_M^t, \text{ in } \partial \Omega, \\
\eta(T, \cdot) = \varphi(T) - \varphi_M^t \text{ in } \partial \Omega.
\end{cases}
$$

(4.4)

A similar calculation as in Theorem 3.5 yields the existence of a weak solution to the system (4.4) such that

$$(p, \eta) \in (C([0, T]; \mathcal{G}_{div}) \cap L^2(0, T; \mathcal{V}_{div})) \times (C([0, T]; H) \cap L^2(0, T; V)).$$

Using the continuity of $p(\cdot)$ in time at $t = 0$ in $\mathcal{G}_{div}$, we know that $p(0) \in \mathcal{G}_{div}$. But this is not good enough, as our optimal control is $U^* = -p(0)$, and we require $p(0) \in \mathcal{U}_{ad} \subset \mathcal{V}_{div}$. Hence, we need the following regularity results for the adjoint system (4.4).

**Theorem 4.2.** Let $(u, \varphi)$ be a unique strong solution of the nonlinear system (2.1a)-(2.1f) with $U = 0$. Then the unique weak solution to the system (4.4) satisfies

$$(p, \eta) \in (C([0, T]; \mathcal{V}_{div}) \cap L^2(0, T; H^2)) \times (C([0, T]; V) \cap L^2(0, T; H^2)).$$

(4.5)

**Proof.** To prove the higher regularity let us take inner product with $-\Delta p$ to the first equation in (4.4) to find

$$-\frac{1}{2} \frac{d}{dt} \|\nabla p\|^2 + \nu \|\Delta p\|^2 = -((p \cdot \nabla T)u, \Delta p) + ((u \cdot \nabla) p, \Delta p) - (\eta, \nabla \varphi \cdot \Delta p) + (u - u_M, \Delta p)$$

$$=: \sum_{i=1}^{4} I_i.
$$

(4.6)

Using the Hölder, Ladyzhenskaya, Young’s, Poincaré and Gagliardo-Nirenberg inequalities (see (2.15)), we estimate $|I_1|$ as

$$|I_1| \leq \|p\|_{L^4} \|\nabla u\|_{L^4} \|\Delta p\| \leq \frac{\nu}{8} \|\Delta p\|^2 + \frac{2}{\nu} \|p\|_{L^4}^2 \|\nabla u\|_{L^4}^2 \leq \frac{\nu}{8} \|\Delta p\|^2 + \frac{2\sqrt{2}}{\nu} \|p\| \|\nabla p\| \|\nabla u\|_{L^4}^2$$

$$\leq \frac{\nu}{8} \|\Delta p\|^2 + C(\nu, \lambda_1) \|u\|_{H^2}^2 \|\nabla p\|^2.
$$

(4.7)

Let us use the Hölder, Agmon’s and Young’s inequalities to estimate $|I_2|$ as

$$|I_2| \leq \|u\|_{L^\infty} \|\nabla p\| \|\Delta p\| \leq \frac{\nu}{8} \|\Delta p\|^2 + \frac{2}{\nu} \|u\|_{L^\infty} \|\nabla p\|^2 \leq \frac{\nu}{8} \|\Delta p\|^2 + C(\nu) \|u\|_{H^2} \|\nabla p\|^2.
$$

(4.8)
Using the Hölder, Gagliardo-Nirenberg and Young’s inequalities, we estimate $|I_3|$ as

$$|I_3| \leq \|\eta\|_{L^4} \|\nabla \varphi\|_{L^4} \|\Delta p\| \leq \frac{\nu}{8} \|\Delta p\|^2 + \frac{2}{\nu} \|\eta\|_{L^4}^2 \|\nabla \varphi\|_{L^4}^2 \leq \frac{\nu}{8} \|\Delta p\|^2 + C(\nu)(\|\eta\|^2 + \|\nabla \eta\|^2) \|\nabla \varphi\|_{L^4}^2. \tag{4.9}$$

An application of the Cauchy-Schwarz and Young’s inequalities yield

$$|I_4| \leq \|u - u_M\| \|\Delta p\| \leq \frac{\nu}{8} \|\Delta p\|^2 + \frac{2}{\nu} \|u - u_M\|^2. \tag{4.10}$$

Combining (4.7)-(4.10) and substituting in (4.6) we get

$$- \frac{1}{2} \frac{d}{dt} \|\nabla p\|^2 + \frac{\nu}{2} \|\Delta p\|^2 \leq \frac{2}{\nu}\|u - u_M\|^2 + C(\nu, \lambda_1) \|u\|_{L^2}^2 \|\nabla p\|^2 + C(\nu) \|\nabla \varphi\|_{L^4}^2 \|\eta\|^2 + C(\nu) \|\nabla \varphi\|_{L^4}^2 \|\nabla \eta\|^2. \tag{4.11}$$

Let us now multiply the second equation in (4.4) with $-\Delta \eta$ to get

$$\begin{align*}
- \frac{1}{2} \frac{d}{dt} \|\nabla \eta\|^2 + ((a + F''(\varphi)) \Delta \eta, \Delta \eta) &= (J * (p \cdot \nabla \varphi), \Delta \eta) - ((\nabla J * \varphi) \cdot p, \Delta \eta) + (\nabla a \cdot p \varphi, \Delta \eta) - (u \cdot \nabla \eta, \Delta \eta) \\
&+ (J * \Delta \eta, \Delta \eta) + (\varphi - \varphi_M, \Delta \eta) \\
&=: \sum_{i=5}^{10} I_i. \tag{4.12}
\end{align*}$$

But we know that

$$C_0 \|\Delta \eta\|^2 \leq ((a + F''(\varphi)) \Delta \eta, \Delta \eta). \tag{4.13}$$

We estimate $|I_5|$ using the Hölder, Ladyzhenskaya, Poincaré and Young’s inequalities as

$$|I_5| \leq \|J * p\|_{L^4} \|\nabla \varphi\|_{L^4} \|\Delta \eta\| \leq \frac{C_0}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|J\|_{L^4} \|p\|_{L^4}^2 \|\nabla \varphi\|_{L^4}^2 \tag{4.14}$$

where we have also used the Young’s inequality for convolutions. Similarly $|I_6|$ can be estimated as

$$|I_6| \leq \|\nabla J * \varphi\|_{L^4} \|p\|_{L^4} \|\Delta \eta\| \leq \frac{C_0}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\nabla J\|_{L^4} \|\varphi\|_{L^4}^2 \|p\|_{L^4}^2 \tag{4.15}$$

Let us use Hölder, Ladyzhenskaya, Poincaré and Young’s inequalities to estimate $|I_7|$ as

$$|I_7| \leq \|\nabla a\|_{L^\infty} \|p\|_{L^4} \|\varphi\|_{L^4} \|\Delta \eta\| \leq \frac{C_0}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\nabla a\|_{L^\infty} \|p\|_{L^4}^2 \|\varphi\|_{L^4}^2 \tag{4.16}$$

Using the Hölder, Agmon (see (2.16)) and Young’s inequalities to estimate $|I_8|$ as

$$|I_8| \leq \|u\|_{L^\infty} \|\nabla \eta\| \|\Delta \eta\| \leq C \|u\|_{L^2} \|\nabla \eta\| \|\Delta \eta\| \leq \frac{C_0}{12} \|\Delta \eta\|^2 + C(C_0) \|u\|_{L^2}^2 \|\nabla \eta\|^2. \tag{4.17}$$
We use an integration by parts, Cauchy-Schwarz inequality, convolution inequality and Young’s inequality to estimate $|I_9|$ as

$$
|I_9| = \left| \sum_{i=1}^{2} \int_{\Omega} \left( \int_{\Omega} J(x-y) \Delta \eta(y) dy \right) \frac{\partial^2 \eta(x)}{\partial x_i^2} dx \right| = \left| \sum_{i=1}^{2} \int_{\Omega} \frac{\partial}{\partial x_i} \left( \int_{\Omega} J(x-y) \Delta \eta(y) dy \right) \frac{\partial \eta(x)}{\partial x_i} dx \right|
$$

$$
= \left| \nabla J * \Delta \eta, \nabla \eta \right| \leq \|\nabla J\|_{L^1} \|\Delta \eta\| \|\nabla \eta\| \leq \frac{C_0}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\nabla J\|_{L^1} \|\nabla \eta\|^2.
$$

Finally, $|I_{10}|$ can be estimated using the Cauchy-Schwarz inequality and Young’s inequality as

$$
|I_{10}| \leq \|\varphi - \varphi_M\| \|\Delta \eta\| \leq \frac{C_0}{12} \|\Delta \eta\|^2 + \frac{3}{C_0} \|\varphi - \varphi_M\|^2.
$$

Combining (4.13)-(4.19) and substituting it in (4.12) to find

$$
-\frac{1}{2} \frac{d}{dt} \|\nabla \eta\|^2 + \frac{C_0}{2} \|\Delta \eta\|^2 \leq C(\nu, \lambda_1) \left[ \|\nabla \varphi\|^2_{L^2} + \left( \|\nabla J\|_{L^1}^2 + \|\nabla a\|_{L^\infty}^2 \right) \|\nabla \eta\|^2 \right] \|\nabla \eta\|^2 + C(\nu) \|\nabla \varphi\|^2_{L^2} \|\eta\|^2 + \frac{2}{\nu} \|\eta\|^2 + \frac{3}{C_0} \|\varphi - \varphi_M\|^2.
$$

Adding (4.11) and (4.20), we obtain

$$
-\frac{1}{2} \left( \frac{d}{dt} \|\nabla \eta\|^2 + \frac{d}{dt} \|\nabla \eta\|^2 \right) + \frac{\nu}{2} \|\Delta \eta\|^2 + \frac{C_0}{2} \|\Delta \eta\|^2 \leq C(\nu, \lambda_1, C_0) \left[ \|\nabla \varphi\|^2_{L^2} + \left( \|\nabla J\|_{L^1}^2 + \|\nabla a\|_{L^\infty}^2 \right) \|\nabla \eta\|^2 \right] \|\nabla \eta\|^2 + C(\nu) \|\nabla \varphi\|^2_{L^2} \|\eta\|^2 + \frac{2}{\nu} \|\eta\|^2 + \frac{3}{C_0} \|\varphi - \varphi_M\|^2.
$$

Let us integrate the inequality from $t$ to $T$ to find

$$
\|\nabla \varphi(t)\|^2 + \|\nabla \eta(t)\|^2 + \nu \int_t^T \|\Delta \eta(t)\|^2 dt + C_0 \int_t^T \|\Delta \eta(t)\|^2 dt \leq \|\nabla \varphi(T)\|^2 + \|\nabla \eta(T)\|^2 + \frac{2}{\nu} \int_t^T \|\eta(s) - \eta_M(s)\|^2 ds + \frac{3}{C_0} \int_t^T \|\varphi(s) - \varphi_M(s)\|^2 ds
$$

$$
+ C(\nu, \lambda_1, C_0) \left[ \|\nabla \varphi(s)\|^2_{L^2} + \left( \|\nabla J\|_{L^1}^2 + \|\nabla a\|_{L^\infty}^2 \right) \|\nabla \eta(s)\|^2 \right] \|\nabla \eta(s)\|^2 ds + C(\nu) \int_t^T \|\nabla \varphi(s)\|^2_{L^2} \|\eta(s)\|^2 ds.
$$

An application of the Grönwall inequality in (4.22) yields

$$
\|\nabla \varphi(T)\|^2 + \|\nabla \eta(T)\|^2 \leq \left[ \|\nabla (\varphi(T) - \varphi_M)\|^2 + \|\nabla \eta(T) - \eta_M\|^2 + \frac{2}{\nu} \left( \int_0^T \|\varphi(t)\|^2 dt + \int_0^T \|\varphi_M(t)\|^2 dt \right) \right]
$$

$$
+ \frac{3}{C_0} \left( \int_0^T \|\varphi(t)\|^2 dt + \int_0^T \|\varphi_M(t)\|^2 dt \right) + C(\nu) \sup_{0 \leq t \leq T} \|\eta(t)\|^2 \int_0^T \|\nabla \varphi(t)\|^2_{L^2} dt
$$

$$
\times \exp \left( \int_0^T \|\varphi(t)\|^2_{L^2} dt + \|\nabla \varphi(t)\|^2_{L^2} \int_0^T \|\nabla \varphi(t)\|^2_{L^2} dt + \left( \|\nabla J\|^2_{L^1} + \|\nabla a\|^2_{L^\infty} \right) \int_0^T \|\eta(t)\|^2_{L^2} dt \right)
$$

$$
\times \exp \left( \int_0^T \|\nabla \varphi(t)\|^2_{L^2} dt + \int_0^T \|\varphi(t)\|^2_{L^2} dt + \|\nabla J\|^2_{L^1} T \right).
$$
for all $t \in [0, T]$. Note that the right hand side of the above inequality is finite, since $(u, \varphi)$ is the unique strong solution of the system (4.1), $u_M, u_M^f, \varphi_M$ and $\varphi_M^f$ satisfy (4.3) and $\eta \in L^\infty(0, T; H)$. Thus, we have $p \in L^\infty(0, T; \mathbb{V}_{div})$ and $\eta \in L^\infty(0, T; V)$. Substituting (4.23) in (4.22), we also obtain
\[
\|\nabla p(t)\|^2 + \|\nabla \eta(t)\|^2 + \nu \int_t^T \|\Delta p(t)\|^2 + C_0 \int_t^T \|\Delta \eta(t)\|^2 dt \leq C,
\]
for all $t \in [0, T]$. Hence, we have $p \in L^2(0, T; \mathbb{H}^2)$ and $\eta \in L^2(0, T; H^2)$. Now it is immediate that $p_t \in L^2(0, T; \mathbb{G}_{div})$ and $\eta_t \in L^2(0, T; \mathbb{H}^2)$. Thus $p$ is almost everywhere equal to a continuous function from $[0, T]$ to $\mathbb{V}_{div}$ and $\eta$ is almost everywhere equal to a continuous function from $[0, T]$ to $V$. That is, $p \in C([0, T]; \mathbb{V}_{div})$ and $\eta \in C([0, T]; V)$.

Using the continuity of $p(\cdot)$ at 0, we have $p(0) \in \mathbb{V}_{div}$. Hence, a similar calculation as in the proof of Theorem 3.7 leads to attain the optimal initial velocity as
\[
U^* = -p(0) \in \mathcal{U}_{ad} \subset \mathbb{V}_{div}.
\]
Thus, we summarize the above analysis as

**Theorem 4.3 (Optimal Initial Control).** Let $(u^*, \varphi^*, U^*) \in \mathcal{U}_{ad}$ be an optimal triplet. Then there exists a unique weak solution
\[
(p, \eta) \in (C([0, T]; \mathbb{V}_{div}) \cap L^2(0, T; \mathbb{H}^2)) \times (C([0, T]; V) \cap L^2(0, T; H^2)),
\]
of the adjoint system (4.4) such that the optimal control is obtained as $U^* = -p(0) \in \mathcal{U}_{ad} \subset \mathbb{V}_{div}$. 
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