Abstract

In this article we introduce and study a deep learning based approximation algorithm for solutions of stochastic partial differential equations (SPDEs). In the proposed approximation algorithm we employ a deep neural network for every realization of the driving noise process of the SPDE to approximate the solution process of the SPDE under consideration. We test the performance of the proposed approximation algorithm in the case of stochastic heat equations with additive noise, stochastic heat equations with multiplicative noise, stochastic Black–Scholes equations with multiplicative noise, and Zakai equations from nonlinear filtering. In each of these SPDEs the proposed approximation algorithm produces accurate results with short run times in up to 50 space dimensions.
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1 Introduction

Stochastic partial differential equations (SPDEs) are key ingredients in numerous models in engineering, finance, and natural sciences. For example, SPDEs commonly appear in models to price interest-rate based financial derivatives (cf., for example, (1.3) in Filipović et al. [34] and Theorem 3.5 in Harms et al. [49]), to describe random surfaces appearing in surface growth models (cf., for example, (3) in Hairer [46] and (1) in Blömker & Romito [15]), to describe the temporal dynamics in Euclidean quantum field theories (cf., for example, (1.1) in Mourrat & Weber [83]), to describe velocity fields in fully developed turbulent flows (cf., for example, (1.5) in Birnir [14] and (7) in Birnir [13]), and to describe the temporal development of the concentration of an unwanted (biological or chemical) contaminant in water (e.g., in the groundwater system, in a river, or in a water basin; cf., for example, (2.2) in Kallianpur & Xiong [63] and (1.1) in Kouritzin & Long [69]).

Another prominent situation where SPDEs such as the Kushner equation (cf., for example, Kushner [75]) and the Zakai equation (cf., for example, Zakai [105]) appear is in the case of nonlinear filtering problems where SPDEs describe the density of the state space of the considered system. In particular, we refer, e.g., to [16, 21, 23, 29, 56, 87] for filtering problems in financial engineering, we refer, e.g., to [18, 24, 91, 93, 98, 103] for filtering problems in chemical engineering, and we refer, e.g., to [28, 19, 20, 23, 33, 89] for filtering problems in weather forecasting. SPDEs arising in nonlinear filtering problems are usually high-dimensional as the number of dimensions corresponds to the state space of the considered filtering problem. Most of the SPDEs in the above named applications cannot be solved explicitly and for about 30 years it has been an active field of research to design and study numerical algorithms which can approximatively compute solutions of SPDEs.

In order to be able to implement an approximation scheme for evolutionary type SPDEs on a computer both the time interval \([0, T]\) as well as the infinite dimensional state space have to be discretized. Several types of temporal discretizations and spatial discretizations have been proposed and studied in the scientific literature. In particular, we refer, e.g., to [26, 41, 52, 96, 99, 104] for temporal discretizations based on the linear implicit Euler method, we refer, e.g., to [53, 60, 81, 87, 102] for temporal discretizations based on exponential Euler-type methods, we refer, e.g., to [50, 51, 96, 99] for temporal discretizations based on linear implicit Crank–Nicolson-type methods, we refer, e.g., to [1, 9, 12, 35, 44, 76] for temporal discretizations based on splitting up approximation methods, we refer, e.g., to [17, 38, 64, 70, 80, 99, 104] for spatial discretizations based on finite elements methods, we refer, e.g., to [45, 83, 90, 93, 96, 100] for spatial discretizations based on finite differences methods, and we refer, e.g., to [39, 51, 68, 79, 88, 86] for spatial discretizations based on spectral Galerkin methods. Moreover, the recent article [106] employs deep neural networks to approximately solve some one-dimensional SPDEs. We also refer to the overview articles [42, 59] and to the monographs [61, 72] for further references on numerical approximation methods for SPDEs.
In this article we introduce and study a deep learning based approximation algorithm for approximating solutions of possibly high-dimensional SPDEs. In the proposed approximation algorithm we employ a deep neural network for every realization of the driving noise process of the SPDE to approximate the solution process of the SPDE under consideration. The derivation of the proposed approximation scheme is inspired by the ideas in the articles [2, 3, 18] in which deep learning based algorithms for high-dimensional PDEs have been proposed and studied. We also refer, e.g., to [4, 11, 22, 30, 31, 32, 53, 54, 57, 91, 97] and the references therein for further articles on deep learning based approximation methods for PDEs. We test the performance of the approximation algorithm proposed in this article in the case of stochastic heat equations with additive noise (see Subsection 3.1 below), stochastic heat equations with multiplicative noise (see Subsection 3.2 below), stochastic Black–Scholes equations with multiplicative noise (see Subsection 3.3 below), and Zakai equations from nonlinear filtering (see Subsection 3.4 below). In each of these SPDEs the proposed approximation algorithm produces accurate results with short run times in up to 50 space dimensions.

The remainder of this paper is organized as follows. In Section 2 we derive (see Subsections 2.1–2.6 below) and formulate (see Subsections 2.7–2.8 below) the proposed approximation algorithm for SPDEs. In Section 3 we test the performance of the proposed approximation algorithm (see Subsection 3.8 below) in the case of stochastic heat equations with additive noise (see Subsection 3.1 below), stochastic heat equations with multiplicative noise (see Subsection 3.2 below), stochastic Black–Scholes equations with multiplicative noise (see Subsection 3.3 below), and Zakai equations (see Subsection 3.4 below). In Section 4 we present the Python source codes which we have used for the numerical simulations in Section 3.

2 Derivation and description of the proposed approximation algorithm

Let \( T \in (0, \infty), \ d \in \mathbb{N} \), let \( \varphi: \mathbb{R}^d \to \mathbb{R} \) be a continuous function, let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with a normal filtration \((\mathcal{F}_t)_{t \in [0,T]}\) (cf., e.g., Liu & Röckner [78, Definition 2.1.11]), let \( Z: [0,T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) be a sufficiently regular random field which satisfies for every \( x \in \mathbb{R}^d \) that \((Z_t(x))_{t \in [0,T]}: [0,T] \times \Omega \to \mathbb{R} \) is an \((\mathcal{F}_t)_{t \in [0,T]}\)-Itô process, let \( \mu: \mathbb{R}^d \to \mathbb{R}^d, \ f: \mathbb{R}^d \times \mathbb{R} \to \mathbb{R} \), and \( b: \mathbb{R}^d \times \mathbb{R} \to \mathbb{R} \) be sufficiently regular functions, let \( \sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d} \) be a sufficiently regular and sufficiently non-degenerate function, and let \( X: [0,T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) be a random field which satisfies for every \( t \in [0,T], \ x \in \mathbb{R}^d \) that \( X_t(x): \Omega \to \mathbb{R} \) is \( \mathcal{F}_t/B(\mathbb{R})\)-measurable, which satisfies for every \( \omega \in \Omega \) that \((X_t(x, \omega))_{(t,x) \in [0,T] \times \mathbb{R}^d} \in C^{0,2}([0,T] \times \mathbb{R}^d, \mathbb{R})\) has at most polynomially growing
partial derivatives, and which satisfies that for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds \( \mathbb{P}\text{-a.s.} \) that
\[
X_t(x) = \varphi(x) + \int_0^t f(x, X_s(x), (\nabla X_s)(x)) \, ds + \int_0^t b(x, X_s(x), (\nabla X_s)(x)) \, dZ_s(x) \\
+ \int_0^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^* (\text{Hess} \, X_s)(x)) + \langle \mu(x), (\nabla X_s)(x) \rangle_{\mathbb{R}^d} \right] \, ds.
\] (1)

Our goal is to approximately calculate under suitable hypothesis the solution process \( X: [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) of the SPDE (1).

### 2.1 Temporal approximations

In this subsection we discretize the SPDE (1) in time by employing the splitting-up method (cf., for example, \[8\] \[10\] \[40\] \[43\] \[44\] \[76\]) to obtain a semi-discrete approximation problem. To this end let \( N \in \mathbb{N} \), \( t_0, t_1, \ldots, t_N \in [0, T] \) be real numbers with
\[
0 = t_0 < t_1 < \ldots < t_N = T.
\] (2)

Observe that (1) yields that for every \( n \in \{0, 1, \ldots, N - 1\} \), \( t \in [t_n, t_{n+1}] \), \( x \in \mathbb{R}^d \) it holds \( \mathbb{P}\text{-a.s.} \) that
\[
X_t(x) = X_{t_n}(x) + \int_{t_n}^t f(x, X_s(x), (\nabla X_s)(x)) \, ds + \int_{t_n}^t b(x, X_s(x), (\nabla X_s)(x)) \, dZ_s(x) \\
+ \int_{t_n}^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^* (\text{Hess} \, X_s)(x)) + \langle \mu(x), (\nabla X_s)(x) \rangle_{\mathbb{R}^d} \right] \, ds.
\] (3)

This illustrates for every \( n \in \{0, 1, \ldots, N - 1\} \), \( t \in [t_n, t_{n+1}] \), \( x \in \mathbb{R}^d \) that
\[
X_t(x) \approx X_{t_n}(x) \\
+ \int_{t_n}^{t_{n+1}} f(x, X_s(x), (\nabla X_s)(x)) \, ds + \int_{t_n}^{t_{n+1}} b(x, X_s(x), (\nabla X_s)(x)) \, dZ_s(x) \\
+ \int_{t_n}^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^* (\text{Hess} \, X_s)(x)) + \langle \mu(x), (\nabla X_s)(x) \rangle_{\mathbb{R}^d} \right] \, ds.
\] (4)

This, in turn, suggests for every \( n \in \{0, 1, \ldots, N - 1\} \), \( t \in [t_n, t_{n+1}] \), \( x \in \mathbb{R}^d \) that
\[
X_t(x) \approx X_{t_n}(x) + f(x, X_{t_n}(x), (\nabla X_{t_n})(x)) (t_{n+1} - t_n) \\
+ b(x, X_{t_n}(x), (\nabla X_{t_n})(x)) (Z_{t_{n+1}}(x) - Z_{t_n}(x)) \\
+ \int_{t_n}^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^* (\text{Hess} \, X_s)(x)) + \langle \mu(x), (\nabla X_s)(x) \rangle_{\mathbb{R}^d} \right] \, ds.
\] (5)

\[\text{Note that for every } d, m \in \mathbb{N} \text{ and every } (d \times m)\text{-matrix } A \in \mathbb{R}^{d \times m} \text{ it holds that } A^\ast \in \mathbb{R}^{m \times d} \text{ is the transpose of } A.\]
To derive the splitting-up approximation let $U : (0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}$ be a random field which satisfies for every $\omega \in \Omega$, $n \in \{0, 1, \ldots, N - 1\}$ that $(U_\omega(x, \omega))_{(t, x) \in (t_n, t_{n+1}]} \times \mathbb{R}^d \in C^1(\{(t_n, t_{n+1}] \times \mathbb{R}^d, \mathbb{R}\}$ has at most polynomially growing partial derivatives, which satisfies for every $\omega \in \Omega$, $x \in \mathbb{R}^d$ that \[ \int_0^T \| (\text{Hess} U_\omega(x, \omega)) \|_{\mathbb{R}^{d \times d}} + \| (\nabla U_\omega(x, \omega)) \|_{\mathbb{R}^d} \, ds < \infty, \] and which satisfies that for every $n \in \{0, 1, \ldots, N - 1\}$, $t \in (t_n, t_{n+1}]$, $x \in \mathbb{R}^d$ it holds $\mathbb{P}$-a.s. that

\[
U_t(x) = X_{t_n}(x) + f(x, X_{t_n}(x), (\nabla X_{t_n})(x)) (t_{n+1} - t_n) + b(x, X_{t_n}(x), (\nabla X_{t_n})(x)) (Z_{t_{n+1}}(x) - Z_{t_n}(x)) \]

\[+ \int_{t_n}^t \left[ \frac{1}{2} \text{Trace} (\sigma(x) \sigma(x)^\ast \text{Hess} U_\omega(x)) + \langle \mu(x), (\nabla U_\omega(x)) \rangle_{\mathbb{R}^d} \right] \, ds. \tag{6}
\]

Note that (5) and (6) suggest for every $n \in \{1, 2, \ldots, N\}$, $x \in \mathbb{R}^d$ that

\[
U_{t_n}(x) \approx X_{t_n}(x). \tag{7}
\]

Next let $V : [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}$ be a random field which satisfies for every $\omega \in \Omega$, $n \in \{0, 1, \ldots, N - 1\}$ that $(V_\omega(x, \omega))_{(t, x) \in (t_n, t_{n+1}]} \times \mathbb{R}^d \in C^1(\{(t_n, t_{n+1}] \times \mathbb{R}^d, \mathbb{R}\}$ has at most polynomially growing partial derivatives, which satisfies for every $\omega \in \Omega$, $x \in \mathbb{R}^d$ that \[ \int_0^T \| (\text{Hess} V_\omega(x, \omega)) \|_{\mathbb{R}^{d \times d}} + \| (\nabla V_\omega(x, \omega)) \|_{\mathbb{R}^d} \, ds < \infty, \] and which satisfies for every $n \in \{0, 1, \ldots, N - 1\}$, $t \in (t_n, t_{n+1}]$, $x \in \mathbb{R}^d$ that $V_0(x) = \varphi(x)$ and

\[
V_t(x) = V_{t_n}(x) + f(x, V_{t_n}(x), (\nabla V_{t_n})(x)) (t_{n+1} - t_n) + b(x, V_{t_n}(x), (\nabla V_{t_n})(x)) (Z_{t_{n+1}}(x) - Z_{t_n}(x)) \]

\[+ \int_{t_n}^t \left[ \frac{1}{2} \text{Trace} (\sigma(x) \sigma(x)^\ast (\text{Hess} V_\omega(x)) + \langle \mu(x), (\nabla V_\omega(x)) \rangle_{\mathbb{R}^d} \right] \, ds. \tag{8}
\]

(cf., for example, Deck & Kruse [27], Hairer et al. [47] Section 4.4], Krylov [73] Chapter 8], and Krylov [74] Theorem 4.32] for existence, uniqueness, and regularity results for (6) and (8)). Note that (6) and (8) suggest for every $n \in \{1, 2, \ldots, N\}$, $x \in \mathbb{R}^d$ that

\[
V_{t_n}(x) \approx U_{t_n}(x). \tag{9}
\]

Combining this with (7), in turn, suggests for every $n \in \{1, 2, \ldots, N\}$, $x \in \mathbb{R}^d$ that

\[
V_{t_n}(x) \approx X_{t_n}(x). \tag{10}
\]

Observe that the random field $V$ is a specific splitting-up type approximation for the random field $X$ (cf., for example, [8] [10] [11] [13] [14] [70]). In the next subsection we derive a Feynman-Kac representation for $V$ given $Z$ (cf., for example, Milstein & Tretjakov [84] Section 2].
2.2 An approximate Feynman-Kac type representation

In this subsection we derive a Feynman-Kac representation for \( V \) given \( Z \). More specifically, for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) let \( V : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) satisfy for every \( n \in \{0, 1, \ldots, N-1\} \) that \( V_t^n(x) \) has at most polynomially growing partial derivatives, which satisfies for every \( x \in \mathbb{R}^d \) that \( \int_0^T \| (\text{Hess} \ V_t^n(x)) \|_{\mathbb{R}^{d \times d}} + \| (\nabla V_t^n(x)) \|_{\mathbb{R}^d} \, ds < \infty \), and which satisfies for every \( t \in (t_n, t_{n+1}] \), \( x \in \mathbb{R}^d \) that \( V_0^n(x) = \varphi(x) \) and

\[
V_t^n(x) = V_t^n(x) + f(x, V_t^n(x), (\nabla V_t^n(x))(t_n+1 - t_n) + b(x, V_t^n(x), (\nabla V_t^n(x))(z_{t+1}(x) - z_{t}(x)) + \int_{t_n}^t \frac{1}{2} \text{Trace}\left(\sigma(x)[\sigma(x)]^*(\text{Hess} \ V_s^n(x))\right) + \langle \mu(x), (\nabla V_s^n(x)) \rangle_{\mathbb{R}^d} \, ds.
\]

(11)

Note that (8) and (11) ensure that for every \( \omega \in \Omega \), \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds that

\[
V_t^n(Z(y, x))_{(s, y) \in [0, T] \times \mathbb{R}^d}(x) = V_t^n(x, \omega).
\]

(12)

Combining this with (10) suggests for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( \omega \in \Omega \), \( n \in \{0, 1, \ldots, N\} \), \( x \in \mathbb{R}^d \) that

\[
V_t^n(Z(y, x))_{(s, y) \in [0, T] \times \mathbb{R}^d}(x) \approx X_t^n(x, \omega).
\]

(13)

Moreover, note that (10)–(12) suggest for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N\} \), \( x \in \mathbb{R}^d \) that

\[
V_t^n(x) \approx \mathbb{E}\left[ X_t^n(x) \mid Z = z \right]
\]

(14)

In the following we introduce additional artificial stochastic processes in order to incorporate a Feynman-Kac type representation into (11). Let \( B : [0, T] \times \Omega \to \mathbb{R}^d \) be a standard \((\mathcal{F}_t)_{t \in [0, T]}\)-Brownian motion, let \( \xi : \Omega \to \mathbb{R}^d \) be an \( \mathcal{F}_0/B(\mathbb{R}^d)\)-measurable function which satisfies for every \( p \in (0, \infty) \), \( x \in \mathbb{R}^d \) that \( \mathbb{P}(\|\xi - x\|_{\mathbb{R}^d} \leq p) > 0 \) and \( \mathbb{E}[\|\xi\|_{\mathbb{R}^d}^p] < \infty \), assume that \( Z \) and \((\xi, B)\) are independent random variables, and let \( Y : [0, T] \times \Omega \to \mathbb{R}^d \) be an \((\mathcal{F}_t)_{t \in [0, T]}\)-adapted stochastic process with continuous sample paths which satisfies that for every \( t \in [0, T] \) it holds \( \mathbb{P}\text{-a.s.} \) that

\[
Y_t = \xi + \int_0^t \mu(Y_s) \, ds + \int_0^t \sigma(Y_s) \, dB_s.
\]

(15)

Note that the assumption that for every \( p \in (0, \infty) \) it holds that \( \mathbb{E}[\|\xi\|_{\mathbb{R}^d}^p] < \infty \) and the assumption that \( \mu : \mathbb{R}^d \to \mathbb{R}^d \) and \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) are sufficiently regular functions ensure that for every \( p \in (0, \infty) \) it holds that

\[
\sup_{t \in [0, T]} \mathbb{E}[\|Y_t\|_{\mathbb{R}^d}^p] < \infty.
\]

(16)
Moreover, observe that (11) implies that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N - 1\} \), \( t \in (t_n, t_{n+1}) \), \( x \in \mathbb{R}^d \) it holds that

\[
\frac{\partial}{\partial t} [V^{(z)}_t(x)] = \langle \mu(x), (\nabla V^{(z)}_t)(x) \rangle_{\mathbb{R}^d} + \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^* (\text{Hess } V^{(z)}_t)(x)).
\] (17)

This, in turn, assures that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N - 1\} \), \( t \in (T - t_{n+1}, T - t_n) \), \( x \in \mathbb{R}^d \) it holds that

\[
\frac{\partial}{\partial t} [V^{(z)}_{T-t}(x)] + \langle \mu(x), (\nabla V^{(z)}_{T-t})(x) \rangle_{\mathbb{R}^d} + \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^* (\text{Hess } V^{(z)}_{T-t})(x)) = 0.
\] (18)

Next note that Itô’s formula, the hypothesis that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N - 1\} \) it holds that \( (V^{(z)}_t(x))_{(t,x)\in(t_n,t_{n+1})}\times\mathbb{R}^d \in C^{1,2}((t_n, t_{n+1}) \times \mathbb{R}^d, \mathbb{R}) \) (cf. (11)), and (15) guarantee that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N - 1\} \), \( r, t \in [T - t_{n+1}, T - t_n) \) with \( r < t \) it holds \( \mathbb{P}\text{-a.s.} \) that

\[
V^{(z)}_{T-t}(Y_t) = V^{(z)}_{T-r}(Y_r) + \int_r^t \langle (\nabla V^{(z)}_{T-s})(Y_s), \sigma(Y_s) dB_s \rangle_{\mathbb{R}^d} + \int_r^t \left( \frac{\partial}{\partial s} [V^{(z)}_{T-s}] \right)(Y_s) ds
\]

\[
+ \int_r^t \frac{1}{2} \text{Trace}(\sigma(Y_s)[\sigma(Y_s)]^* (\text{Hess } V^{(z)}_{T-s})(Y_s)) ds
\]

\[
+ \int_r^t \langle \mu(Y_s), (\nabla V^{(z)}_{T-s})(Y_s) \rangle_{\mathbb{R}^d} ds.
\] (19)

Combining this with (18) implies that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N - 1\} \), \( r, t \in [T - t_{n+1}, T - t_n) \) with \( r < t \) it holds \( \mathbb{P}\text{-a.s.} \) that

\[
V^{(z)}_{T-t}(Y_t) = V^{(z)}_{T-r}(Y_r) + \int_r^t \langle (\nabla V^{(z)}_{T-s})(Y_s), \sigma(Y_s) dB_s \rangle_{\mathbb{R}^d}.
\] (20)

Hence, we obtain that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N - 1\} \), \( t \in (T - t_{n+1}, T - t_n) \) it holds \( \mathbb{P}\text{-a.s.} \) that

\[
V^{(z)}_{T-t}(Y_t) = V^{(z)}_{t_{n+1}}(Y_{T-t_{n+1}}) + \int_{T-t_{n+1}}^t \langle (\nabla V^{(z)}_{T-s})(Y_s), \sigma(Y_s) dB_s \rangle_{\mathbb{R}^d}.
\] (21)

Furthermore, note that (16), the hypothesis that \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is a sufficiently regular function, and the hypothesis that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N - 1\} \) it holds that \( (t_n, t_{n+1}) \times \mathbb{R}^d \ni (t, x) \mapsto (\nabla V^{(z)}_t)(x) \in \mathbb{R}^d \) is an at most polynomially growing function assure that for every \( n \in \{0, 1, \ldots, N - 1\} \), \( t \in (T - t_{n+1}, T - t_n) \) it holds that

\[
\int_{T-t_{n+1}}^t \mathbb{E} \left[ \left\| \sigma(Y_s) \right\| (\nabla V^{(z)}_{T-s})(Y_s) \right\|_{\mathbb{R}^d}^2 \right] ds < \infty.
\] (22)
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Therefore, we obtain that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0,1,\ldots,N-1\} \), \( t \in (T-t_{n+1}, T-t_n) \) it holds \( \mathbb{P}\text{-a.s. that} \)

\[
\mathbb{E}\left[ \int_{T-t_{n+1}}^{t} \langle (\nabla V_{T-s}^{(z)})(Y_s), \sigma(Y_s) \, dB_s \rangle_{\mathbb{R}^d} \bigg| \mathcal{F}_{T-t_{n+1}} \right] = 0. \tag{23}
\]

This and (21) demonstrate that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0,1,\ldots,N-1\} \), \( t \in (T-t_{n+1}, T-t_n) \) it holds \( \mathbb{P}\text{-a.s. that} \)

\[
\mathbb{E}\left[ V_{T-t}(Y_t) \bigg| \mathcal{F}_{T-t_{n+1}} \right] = \mathbb{E}\left[ V_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}) \bigg| \mathcal{F}_{T-t_{n+1}} \right]. \tag{24}
\]

The fact that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0,1,\ldots,N-1\} \) it holds that the function \( \Omega \ni \omega \mapsto V_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}(\omega)) \in \mathbb{R} \) is \( \mathcal{F}_{T-t_{n+1}}/\mathcal{B}(\mathbb{R}) \)-measurable hence implies that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0,1,\ldots,N-1\} \), \( t \in (T-t_{n+1}, T-t_n) \) it holds \( \mathbb{P}\text{-a.s. that} \)

\[
\mathbb{E}\left[ V_{T-t}(Y_t) \bigg| \mathcal{F}_{T-t_{n+1}} \right] = V_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}). \tag{25}
\]

Next observe that the hypothesis that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0,1,\ldots,N-1\} \) it holds that \( (\nabla V_s^{(z)}(x))((t,x)_{t \in (T-t_n,T-t_{n+1})} \times \mathbb{R}^d) \in C^{1,2}((t_n,t_{n+1}] \times \mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing partial derivatives and the fact that for every \( \omega \in \Omega \) it holds that \( [0,T] \ni t \mapsto Y_t(\omega) \in \mathbb{R}^d \) is a continuous function ensure that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( \omega \in \Omega, n \in \{0,1,\ldots,N-1\} \) it holds that

\[
\lim_{t \nearrow T-t_n} \left| V_{T-t}(Y_t(\omega)) - V_{T-t_n}(Y_{T-t_n}(\omega)) \right| = 0. \tag{26}
\]

Furthermore, observe that (11) and the hypothesis that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( x \in \mathbb{R}^d \) it holds that \( \int_0^T \| (\text{Hess} \, V_{t}^{(z)}(x)) \|_{\mathbb{R}^{d \times d}} + \| (\nabla V_s^{(z)}(x)) \|_{\mathbb{R}^d} \, ds < \infty \) show that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( \omega \in \Omega, n \in \{0,1,\ldots,N-1\} \) it holds that

\[
\lim_{t \nearrow T-t_n} \left| V_{T-t}(Y_{T-t_n}(\omega)) - V_{T-t_n}(Y_{T-t_n}(\omega)) \right| = 0. \tag{27}
\]

Combining this with (26) demonstrates that for every sufficiently regular function \( z: [0,T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( \omega \in \Omega, n \in \{0,1,\ldots,N-1\} \) it holds that

\[
\lim_{t \nearrow T-t_n} \left| V_{T-t}(Y_t(\omega)) - V_{T-t_n}(Y_{T-t_n}(\omega)) \right| = 0. \tag{28}
\]
In addition, note that the hypothesis that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N-1\} \) it holds that \( (\mathcal{V}_t^{(z)}(x))_{(t, x) \in (t_n, t_{n+1}]} \times \mathbb{R}^d \in C^{1,2}(([t_n, t_{n+1}] \times \mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing partial derivatives and \( \Box \) ensure that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( p \in (0, \infty) \) it holds that

\[
\left( \sup_{t \in [0, T]} \mathbb{E} \left[ \|Y_t\|_{\mathbb{R}^d}^p \right] \right) + \left( \sup_{t \in [0, T]} \mathbb{E} \left[ |\mathcal{V}_t^{(z)}(Y_t)|^p \right] \right) + \left( \sup_{t \in [0, T]} \mathbb{E} \left[ \|\nabla \mathcal{V}_t^{(z)}(Y_{T-t})\|_{\mathbb{R}^d}^p \right] \right) < \infty. \quad (29)
\]

Next note that the fact that for every \( x \in \mathbb{R} \), \( \omega \in \Omega \) it holds that \( X_0(x, \omega) = \varphi(x) \), the hypothesis that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( x \in \mathbb{R}^d \) it holds that \( \mathcal{V}_0^{(z)}(x) = \varphi(x) \), and the hypothesis that for every \( \omega \in \Omega \) it holds that \( (X_t(x, \omega))_{(t, x) \in [0, T] \times \mathbb{R}^d} \in C^{0,2}([0, T] \times \mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing partial derivatives demonstrate that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) it holds that \( (\mathcal{V}_0^{(z)}(x))_{x \in \mathbb{R}^d} \in C^2(\mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing derivatives. This and \( (29) \) imply that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( p \in (0, \infty) \) it holds that

\[
\left( \sup_{t \in [0, T]} \mathbb{E} \left[ \|Y_t\|_{\mathbb{R}^d}^p \right] \right) + \left( \sup_{t \in [0, T]} \mathbb{E} \left[ |\mathcal{V}_t^{(z)}(Y_t)|^p \right] \right) + \left( \sup_{t \in [0, T]} \mathbb{E} \left[ \|\nabla \mathcal{V}_t^{(z)}(Y_{T-t})\|_{\mathbb{R}^d}^p \right] \right) < \infty. \quad (30)
\]

The hypothesis that \( f : \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \) and \( b : \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \) are sufficiently regular functions hence proves that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( p \in (0, \infty) \) it holds that

\[
\sup_{t \in [0, T]} \mathbb{E} \left[ |\mathcal{V}_t^{(z)}(Y_{T-t})|^p \right]
+ \max_{n \in \{0, 1, \ldots, N-1\}} \mathbb{E} \left[ \left| \mathcal{V}_t^{(z)}(Y_{T-t_n}) + f(Y_{T-t_n}, \mathcal{V}_t^{(z)}(Y_{T-t_n}), \nabla \mathcal{V}_t^{(z)}(Y_{T-t_n})) (t_{n+1} - t_n) \right| \right] \quad (31)
+ b(Y_{T-t_n}, \mathcal{V}_t^{(z)}(Y_{T-t_n}), \nabla \mathcal{V}_t^{(z)}(Y_{T-t_n})) (z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n}))^p \right) < \infty.
\]

Combining \( (28) \) and, e.g., Hutzenthaler et al. [55, Proposition 4.5] therefore demonstrates that for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{0, 1, \ldots, N-1\} \) it holds that

\[
\lim_{t \to T-t_n} \sup_{t \neq T-t_n} \mathbb{E} \left| \mathcal{V}_t^{(z)}(Y_t) - \mathcal{V}_t^{(z)}(Y_{T-t_n}) + f(Y_{T-t_n}, \mathcal{V}_t^{(z)}(Y_{T-t_n}), \nabla \mathcal{V}_t^{(z)}(Y_{T-t_n})) (t_{n+1} - t_n)
+ b(Y_{T-t_n}, \mathcal{V}_t^{(z)}(Y_{T-t_n}), \nabla \mathcal{V}_t^{(z)}(Y_{T-t_n})) (z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n})) \right| = 0. \quad (32)
\]
This and (25) yield that for every sufficiently regular function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $n \in \{0, 1, \ldots, N-1\}$ it holds $\mathbb{P}$-a.s. that
\[
\mathcal{V}_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}) = \mathbb{E}\left[\mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}) + f(Y_{T-t_n}, \mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{t_n}^{(z)})(Y_{T-t_n})) (t_{n+1} - t_n) \right. \\
+ \left. b(Y_{T-t_n}, \mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{t_n}^{(z)})(Y_{T-t_n})) (z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n})) \bigg| \mathcal{F}_{T-t_{n+1}} \right].
\]

The tower property for conditional expectations therefore assures that for every sufficiently regular function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $n \in \{0, 1, \ldots, N-1\}$ it holds $\mathbb{P}$-a.s. that
\[
\mathbb{E}\left[\mathcal{V}_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}) \bigg| \mathcal{G}(Y_{T-t_{n+1}}) \right] = \mathbb{E}\left[\mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}) + f(Y_{T-t_n}, \mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{t_n}^{(z)})(Y_{T-t_n})) (t_{n+1} - t_n) \right. \\
+ \left. b(Y_{T-t_n}, \mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{t_n}^{(z)})(Y_{T-t_n})) (z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n})) \bigg| \mathcal{G}(Y_{T-t_{n+1}}) \right].
\]

In addition, observe that the fact that for every $n \in \{0, 1, \ldots, N-1\}$ it holds that the function $\Omega \ni \omega \mapsto Y_{T-t_{n+1}}(\omega) \in \mathbb{R}$ is $\mathcal{G}(Y_{T-t_{n+1}})/\mathcal{B}(\mathbb{R}^d)$-measurable assures that for every sufficiently regular function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $n \in \{0, 1, \ldots, N-1\}$ it holds $\mathbb{P}$-a.s. that
\[
\mathcal{V}_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}) = \mathbb{E}\left[\mathcal{V}_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}) \bigg| \mathcal{G}(Y_{T-t_{n+1}}) \right].
\]

This and (34) imply that for every sufficiently regular function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $n \in \{0, 1, \ldots, N-1\}$ it holds $\mathbb{P}$-a.s. that
\[
\mathcal{V}_{t_{n+1}}^{(z)}(Y_{T-t_{n+1}}) = \mathbb{E}\left[\mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}) + f(Y_{T-t_n}, \mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{t_n}^{(z)})(Y_{T-t_n})) (t_{n+1} - t_n) \right. \\
+ \left. b(Y_{T-t_n}, \mathcal{V}_{t_n}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{t_n}^{(z)})(Y_{T-t_n})) (z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n})) \bigg| \mathcal{G}(Y_{T-t_{n+1}}) \right].
\]

Equation (36) constitutes the Feynman-Kac type representation we were aiming at. In the following subsection we employ the factorization lemma (cf., for example, Becker et al. [3] Lemma 2.1 or Klenke [66 Corollary 1.97]) and the $L^2$-minimality property of conditional expectations (cf., for example, Klenke [66 Corollary 8.17]) to reformulate (36) as recursive minimization problems.

### 2.3 Formulation as iterative recursive minimization problems

In this subsection we reformulate (36) as recursive minimization problems. For this observe that (31) shows that for every sufficiently regular function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every
\( n \in \{0, 1, \ldots, N - 1\} \) it holds that

\[
\mathbb{E} \left[ \left| \mathcal{V}_{tn}^{(z)}(Y_{T-t_n}) + f(Y_{T-t_n}, \mathcal{V}_{tn}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{tn}^{(z)})(Y_{T-t_n})) (t_{n+1} - t_n) \\
+ b(Y_{T-t_n}, \mathcal{V}_{tn}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{tn}^{(z)})(Y_{T-t_n})) (z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n})) \right|^2 \right] < \infty. \tag{37}
\]

The factorization lemma, e.g., in \([6, \text{Lemma } 2.1]\) (applied with \((S, \mathcal{X}) \triangleq (\mathbb{R}^d, \mathcal{B}^d))\), \(\Omega \triangleq \Omega, X \triangleq Y_{T-t_{n+1}}\) for \(n \in \{0, 1, \ldots, N - 1\}\) in the notation of \([6, \text{Lemma } 2.1]\), the \(L^2\)-minimality property for conditional expectations, e.g., in Klenke \([66, \text{Corollary } 8.17]\) (applied with \(X \triangleq \Omega \ni \omega \mapsto \mathcal{V}^{(z)}(Y_{T-t_n}(\omega)) + f(Y_{T-t_n}(\omega), \mathcal{V}_{tn}^{(z)}(Y_{T-t_n}(\omega)), (\nabla \mathcal{V}_{tn}^{(z)})(Y_{T-t_n}(\omega)))\)

\((t_{n+1} - t_n) + b(Y_{T-t_n}, \mathcal{V}_{tn}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{tn}^{(z)})(Y_{T-t_n}))(z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n})) \in \mathbb{R}, \mathcal{F} \triangleq \mathcal{G}(Y_{T-t_{n+1}}), A \triangleq \mathcal{F} \) in the notation of \([66, \text{Corollary } 8.17]\), the fact that for every sufficiently regular function \(z : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) and every \(n \in \{0, 1, \ldots, N - 1\}\) it holds that \(\mathbb{R}^d \ni x \mapsto \mathcal{V}_{tn+1}^{(z)}(x) \in \mathbb{R}\) is a continuous function, the fact that for every Borel measurable set \(A \in \mathcal{B}(\mathbb{R}^d)\) with positive Lebesgue measure it holds that \(\min_{n\in\{0,1,\ldots,N-1\}} \mathbb{P}(Y_{T-t_{n+1}} \in A) > 0\), and \([66]\) hence imply that for every sufficiently regular function \(z : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) and every \(n \in \{0, 1, \ldots, N - 1\}\) it holds that

\[
(\mathcal{V}_{tn+1}^{(z)}(x))_{x \in \mathbb{R}^d} = \arg\min_{u \in C(\mathbb{R}^d, \mathbb{R})} \mathbb{E} \left[ |u(Y_{T-t_{n+1}}) - \mathcal{V}_{tn}^{(z)}(Y_{T-t_n})\right]
+ f(Y_{T-t_n}, \mathcal{V}_{tn}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{tn}^{(z)})(Y_{T-t_n}))(t_{n+1} - t_n) \\
+ b(Y_{T-t_n}, \mathcal{V}_{tn}^{(z)}(Y_{T-t_n}), (\nabla \mathcal{V}_{tn}^{(z)})(Y_{T-t_n}))(z_{t_{n+1}}(Y_{T-t_n}) - z_{t_n}(Y_{T-t_n})) \right]^2]. \tag{38}
\]

Therefore, we obtain that for every sufficiently regular function \(z : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) and every \(n \in \{1, 2, \ldots, N\}\) it holds that

\[
(\mathcal{V}_{tn}^{(z)}(x))_{x \in \mathbb{R}^d} = \arg\min_{u \in C(\mathbb{R}^d, \mathbb{R})} \mathbb{E} \left[ |u(Y_{T-t_{n-1}}) - \mathcal{V}_{tn-1}^{(z)}(Y_{T-t_{n-1}})\right]
+ f(Y_{T-t_{n-1}}, \mathcal{V}_{tn-1}^{(z)}(Y_{T-t_{n-1}}), (\nabla \mathcal{V}_{tn-1}^{(z)})(Y_{T-t_{n-1}}))(t_n - t_{n-1}) \\
+ b(Y_{T-t_{n-1}}, \mathcal{V}_{tn-1}^{(z)}(Y_{T-t_{n-1}}), (\nabla \mathcal{V}_{tn-1}^{(z)})(Y_{T-t_{n-1}}))(z_{t_n}(Y_{T-t_{n-1}}) - z_{t_{n-1}}(Y_{T-t_{n-1}})) \right]^2]. \tag{39}
\]

In the following subsection we approximate for every sufficiently regular function \(z : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) and every \(n \in \{1, 2, \ldots, N\}\) the function \(\mathbb{R}^d \ni x \mapsto \mathcal{V}_{tn}^{(z)}(x) \in \mathbb{R}\) by suitable deep neural networks.

### 2.4 Deep neural network approximations

In this subsection we employ for every sufficiently regular function \(z : [0, T] \times \mathbb{R}^d \to \mathbb{R}\) and every \(n \in \{1, 2, \ldots, N\}\) suitable approximations for the function

\[
\mathbb{R}^d \ni x \mapsto \mathcal{V}_{tn}^{(z)}(x) \in \mathbb{R}. \tag{40}
\]
More specifically, let \( \nu \in \mathbb{N} \) and for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) let \( \mathcal{V}_n^{(z)} = (\mathcal{V}_n^{(z)}(\theta, x))_{(\theta, x) \in \mathbb{R}^\nu \times \mathbb{R}^d} : \mathbb{R}^\nu \times \mathbb{R}^d \to \mathbb{R} \), \( n \in \{0, 1, \ldots, N\} \), be continuously differentiable functions which satisfy for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( \theta \in \mathbb{R}^\nu \), \( x \in \mathbb{R}^d \) that \( \mathcal{V}_0^{(z)}(\theta, x) = \varphi(x) \). For every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \), every \( n \in \{1, 2, \ldots, N\} \), \( x \in \mathbb{R}^d \), and every suitable \( \theta \in \mathbb{R}^\nu \) we think of \( \mathcal{V}_n^{(z)}(\theta, x) \in \mathbb{R} \) as an appropriate approximation

\[
\mathcal{V}_n^{(z)}(\theta, x) \approx \mathcal{V}_n^{(z)}(x)
\]  

(41) of \( \mathcal{V}_n^{(z)}(x) \). Combining this and (13) indicates for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \), every \( n \in \{1, 2, \ldots, N\} \), \( x \in \mathbb{R}^d \), and every suitable \( \theta \in \mathbb{R}^\nu \) that

\[
\mathcal{V}_n^{(z)}(\theta, x) \approx \mathbb{E}[X_n(x) \mid Z = z].
\]  

(42)

For every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) we propose to choose the functions \( \mathcal{V}_n^{(z)} : \mathbb{R}^\nu \times \mathbb{R}^d \to \mathbb{R} \), \( n \in \{1, 2, \ldots, N\} \), as deep neural networks (cf., for instance, [7, 77]). For example, for every \( k \in \mathbb{N} \) let \( \mathcal{T}_k : \mathbb{R}^k \to \mathbb{R}^k \) satisfy for every \( x = (x_1, x_2, \ldots, x_k) \in \mathbb{R}^k \) that

\[
\mathcal{T}_k(x) = (\tanh(x_1), \tanh(x_2), \ldots, \tanh(x_k))
\]  

(43) (multidimensional version of the tangens hyperbolicus), for every \( \theta = (\theta_1, \theta_2, \ldots, \theta_\nu) \in \mathbb{R}^\nu \), \( v \in \mathbb{N}_0 = \{0\} \cup \mathbb{N} \), \( k, l \in \mathbb{N} \) with \( v + lk + l \leq \nu \) let \( A_{k,l}^{\theta,v} : \mathbb{R}^k \to \mathbb{R}^l \) satisfy for every \( x = (x_1, x_2, \ldots, x_k) \in \mathbb{R}^k \) that

\[
A_{k,l}^{\theta,v}(x) = \begin{pmatrix}
\theta_{v+1} & \theta_{v+2} & \cdots & \theta_{v+k} \\
\theta_{v+k+1} & \theta_{v+k+2} & \cdots & \theta_{v+2k} \\
\theta_{v+2k+1} & \theta_{v+2k+2} & \cdots & \theta_{v+3k} \\
\vdots & \vdots & \ddots & \vdots \\
\theta_{v+(l-1)k+1} & \theta_{v+(l-1)k+2} & \cdots & \theta_{v+lk}
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3 \\
\vdots \\
x_k
\end{pmatrix}
+ \begin{pmatrix}
\theta_{v+lk+1} \\
\theta_{v+lk+2} \\
\theta_{v+lk+3} \\
\vdots \\
\theta_{v+lk+l}
\end{pmatrix}
\]  

(44)

(affine function), let \( s \in \{3, 4, 5, 6, \ldots\} \), assume that \( s(N+1)d(d+1) \leq \nu \), and for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) let \( \mathcal{V}_n^{(z)} : \mathbb{R}^\nu \times \mathbb{R}^d \to \mathbb{R} \), \( n \in \{0, 1, \ldots, N\} \), satisfy for every \( n \in \{1, 2, \ldots, N\} \), \( x \in \mathbb{R}^d \) that \( \mathcal{V}_n^{(z)}(\theta, x) = \varphi(x) \) and

\[
\mathcal{V}_n^{(z)}(\theta, x) = (A_{d,1}^{\theta,(sn+s-1)d(d+1)} \circ \mathcal{T}_d \circ A_{d,d}^{\theta,(sn+s-2)d(d+1)} \circ \cdots \circ \mathcal{T}_d \circ A_{d,d}^{\theta,(sn+1)d(d+1)} \circ \mathcal{T}_d \circ A_{d,d}^{\theta,snd(d+1)})(x).
\]

(45)

For every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{1, 2, \ldots, N\} \) the function \( \mathcal{V}_n^{(z)} : \mathbb{R}^\nu \times \mathbb{R}^d \to \mathbb{R} \) in (15) describes a fully-connected feedforward deep neural network with \( s+1 \) layers (1 input layer with \( d \) neurons, \( s-1 \) hidden layers with \( d \) neurons each, and 1 output layer with 1 neuron) and multidimensional versions of the tangens hyperbolicus as activation functions (see (13)).
2.5 Stochastic gradient descent based minimization

We intend to find for every sufficiently regular function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) suitable \( \theta^{z_1}, \theta^{z_2}, \ldots, \theta^{z_N} \in \mathbb{R}^\nu \) in (41) by recursive minimization. More precisely, for every sufficiently regular function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) we intend to find for \( n \in \{1, 2, \ldots, N\} \), \( \theta^{z_0}, \theta^{z_1}, \ldots, \theta^{z_{n-1}} \in \mathbb{R}^\nu \) a suitable \( \theta^{z_n} \in \mathbb{R}^\nu \) as an approximate minimizer of the function

\[
\mathbb{R}^\nu \ni \theta \mapsto \mathbb{E} \left[ \nabla^{(z)}(\theta, Y_{T-n}) - \nabla^{(z)}(\theta_{T-n-1}, Y_{T-n-1}) \right. \\
+ f(Y_{T-n}, \nabla^{(z)}(\theta_{T-n-1}, Y_{T-n-1}), (\nabla X^{(z)} n^{-1})(\theta_{T-n-1}, Y_{T-n-1})) (t_n - t_{n-1}) \\
+ b(Y_{T-n}, \nabla^{(z)}(\theta_{T-n-1}, Y_{T-n-1}), (\nabla X^{(z)} n^{-1})(\theta_{T-n-1}, Y_{T-n-1})) \\
\cdot \left( z_{tn}(Y_{T-n}) - z_{tn-1}(Y_{T-n-1}) \right) \right] \in \mathbb{R}
\]

(cf. (39) and (41) above). To this end for every sufficiently regular function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) let \( B^{z_m}: [0, T] \times \Omega \to \mathbb{R}^d \), \( m \in \mathbb{N}_0 \), be i.i.d. standard \( \mathcal{F}_t \)-Brownian motions, let \( \xi^{z_m}: \Omega \to \mathbb{R}^d \), \( m \in \mathbb{N}_0 \), be i.i.d. \( \mathcal{F}_0/\mathcal{B}(\mathbb{R}^d) \)-measurable functions, for every sufficiently regular function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( m \in \mathbb{N}_0 \) let \( Y^{z_m}: [0, T] \times \Omega \to \mathbb{R}^d \) be an \( \mathcal{F}_t \)-adapted stochastic process with continuous sample paths which satisfies that for every \( t \in [0, T] \) it holds \( \mathbb{P} \)-a.s. that

\[
Y_t^{z_m} = \xi^{z_m} + \int_0^t \mu(Y_s^{z_m}) ds + \int_0^t \sigma(Y_s^{z_m}) dB_s^{z_m};
\]

let \( \gamma \in (0, \infty) \), \( M \in \mathbb{N} \), and for every sufficiently regular function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) let \( \varphi^{z_n} = (\varphi_m^{z_n})_{m \in \mathbb{N}_0} \), \( \xi^{z_n} \in \mathbb{R}^\nu \), \( n \in \{0, 1, \ldots, N\} \), be stochastic processes which satisfy for every \( n \in \{1, 2, \ldots, N\} \), \( m \in \mathbb{N}_0 \) that

\[
\varphi_{m+1}^{z_n} = \varphi_m^{z_n} - 2\gamma \cdot (\nabla \theta^{z_n})(\varphi_m^{z_n}, Y_m^{z_m}) \cdot \nabla^{(z)}(\theta_{m}, Y_{m}^{z_m}) - \nabla^{(z)}(\theta_{M}, Y_{M}^{z_m}) \\
- f(Y_{T-n}, \nabla^{(z)}(\theta_{T-n-1}, Y_{T-n-1}), (\nabla X^{(z)} n^{-1})(\theta_{T-n-1}, Y_{T-n-1})) (t_n - t_{n-1}) \\
- b(Y_{T-n}, \nabla^{(z)}(\theta_{T-n-1}, Y_{T-n-1}), (\nabla X^{(z)} n^{-1})(\theta_{T-n-1}, Y_{T-n-1})) \\
\cdot \left( z_{tn}(Y_{T-n}) - z_{tn-1}(Y_{T-n-1}) \right) \] 

(cf. (66)-(68) below).

2.6 Temporal discretization of the auxiliary stochastic process

Equation (68) provides us an implementable numerical algorithm in the special case where for every sufficiently regular function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) one can simulate exactly from the solution processes \( Y^{z_m}: [0, T] \times \Omega \to \mathbb{R}^d \), \( m \in \mathbb{N}_0 \), of the SDEs in (47) (cf. also
In the case where it is not possible to simulate for every sufficiently regular function $z \colon [0, T] \times \mathbb{R}^d \to \mathbb{R}$ exactly from the solution processes $Y^{z,m} : [0, T] \times \Omega \to \mathbb{R}^d$, $m \in \mathbb{N}_0$, of the SDEs in (17), one can employ a numerical approximation method for SDEs, say, the Euler-Maruyama scheme, to approximatively simulate for every sufficiently regular function $z \colon [0, T] \times \mathbb{R}^d \to \mathbb{R}$ from the solution processes $Y^{z,m} : [0, T] \times \Omega \to \mathbb{R}^d$, $m \in \mathbb{N}_0$, of the SDEs in (17). This is subject of this subsection. More formally, note that (17) implies that for every sufficiently regular function $z : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $m \in \mathbb{N}_0$, $r, t \in [0, T]$ with $r \leq t$ it holds $\mathbb{P}$-a.s. that

$$Y^{z,m}_t = Y^{z,m}_r + \int_r^t \mu(Y^{z,m}_s) \, ds + \int_r^t \sigma(Y^{z,m}_s) \, dB_{s}^{z,m}. \quad (49)$$

Hence, we obtain that for every sufficiently regular function $z : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $m \in \mathbb{N}_0$, $n \in \{0, 1, \ldots, N - 1\}$ it holds $\mathbb{P}$-a.s. that

$$Y^{z,m}_{T-t_n} = Y^{z,m}_{T-t_{n+1}} + \int_{T-t_{n+1}}^{T-t_n} \mu(Y^{z,m}_s) \, ds + \int_{T-t_{n+1}}^{T-t_n} \sigma(Y^{z,m}_s) \, dB_{s}^{z,m}. \quad (50)$$

This shows that for every sufficiently regular function $z : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $m \in \mathbb{N}_0$, $n \in \{0, 1, \ldots, N - 1\}$ it holds $\mathbb{P}$-a.s. that

$$Y^{z,m}_{T-t_{N-n}} = Y^{z,m}_{T-t_{N-n+1}} + \int_{T-t_{N-n+1}}^{T-t_{N-n}} \mu(Y^{z,m}_s) \, ds + \int_{T-t_{N-n+1}}^{T-t_{N-n}} \sigma(Y^{z,m}_s) \, dB_{s}^{z,m}. \quad (51)$$

Next we introduce suitable real numbers which allow us to reformulate (51) in a more compact way. More formally, let $\tau_n \in [0, T]$, $n \in \{0, 1, \ldots, N\}$, satisfy for every $n \in \{0, 1, \ldots, N\}$ that

$$\tau_n = T - t_{N-n}. \quad (52)$$

Observe that (2) and (52) ensure that

$$0 = \tau_0 < \tau_1 < \cdots < \tau_N = T. \quad (53)$$

Moreover, note that (21) and (52) demonstrate that for every sufficiently regular function $z : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $m \in \mathbb{N}_0$, $n \in \{0, 1, \ldots, N - 1\}$ it holds $\mathbb{P}$-a.s. that

$$Y^{z,m}_{\tau_{n+1}} = Y^{z,m}_{\tau_{n}} + \int_{\tau_{n}}^{\tau_{n+1}} \mu(Y^{z,m}_s) \, ds + \int_{\tau_{n}}^{\tau_{n+1}} \sigma(Y^{z,m}_s) \, dB_{s}^{z,m}. \quad (54)$$

This suggests for every sufficiently regular function $z : [0, T] \times \mathbb{R}^d \to \mathbb{R}$ and every $m \in \mathbb{N}_0$, $n \in \{0, 1, \ldots, N - 1\}$ that

$$Y^{z,m}_{\tau_{n+1}} \approx Y^{z,m}_{\tau_{n}} + \mu(Y^{z,m}_{\tau_{n}}) (\tau_{n+1} - \tau_{n}) + \sigma(Y^{z,m}_{\tau_{n}}) (B^{z,m}_{\tau_{n+1}} - B^{z,m}_{\tau_{n}}). \quad (55)$$
Based on (55) we now introduce for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) suitable Euler-Maruyama approximations for the solution processes \( Y^{z,m}_n : [0, T] \times \Omega \to \mathbb{R}^d, m \in \mathbb{N}_0 \), of the SDEs in (47). More formally, for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( m \in \mathbb{N}_0 \) let \( \gamma^{z,m}_n : (\mathcal{Y}^{z,m}_n)_{n \in \{0, 1, \ldots, N\}} : \{0, 1, \ldots, N\} \times \Omega \to \mathbb{R}^d \) be the stochastic process which satisfies for every \( n \in \{0, 1, \ldots, N - 1\} \) that
\[
\gamma^{z,m}_{n+1} = \gamma^{z,m}_n + \mu(\gamma^{z,m}_n) (\tau_{n+1} - \tau_n) + \sigma(\gamma^{z,m}_n) (B^{z,m}_{\tau_{n+1}} - B^{z,m}_{\tau_n}).
\] (56)

Observe that (52), (55), and (56) suggest for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( m \in \mathbb{N}_0 \), \( n \in \{0, 1, \ldots, N\} \) that
\[
\gamma^{z,m}_n \approx Y^{z,m}_n = Y^{z,m}_{T-tN-n}.
\] (57)

This, in turn, suggests for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( m \in \mathbb{N}_0, n \in \{0, 1, \ldots, N\} \) that
\[
Y^{z,m}_{T-tn} \approx \gamma^{z,m}_{N-n}.
\] (58)

In the next step we employ (58) to derive for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) approximations of the stochastic processes \( \vartheta^{z,n} : \{0, 1, \ldots, N\} \times \Omega \to \mathbb{R}^n \), \( n \in \{0, 1, \ldots, N\} \), in (48) which are also implementable in the case where one cannot simulate exactly from the solution processes of the SDEs in (47). More precisely, for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) let \( \Theta^{z,n}_m = (\Theta^{z,n}_m)_{m \in \mathbb{N}_0} : \{0, 1, \ldots, N\} \times \Omega \to \mathbb{R}, n \in \{0, 1, \ldots, N\} \), be stochastic processes which satisfy for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{1, 2, \ldots, N\}, m \in \mathbb{N}_0 \) that
\[
\Theta^{z,n}_{m+1} = \Theta^{z,n}_m - 2\gamma \cdot (\nabla \vartheta^{z,n}_n)(\Theta^{z,n}_m, Y^{z,m}_{N-n}) \cdot \left[ \vartheta^{z,n}_n(\Theta^{z,n}_m, Y^{z,m}_{N-n}) - \nabla \vartheta^{z,n}_{n-1}(\Theta^{z,n-1}_m, Y^{z,m}_{N-n-1}) \right]
\]
\[- f(\gamma^{z,m}_{N-n+1}, \nabla \vartheta^{z,n}_{n-1}(\Theta^{z,n-1}_m, Y^{z,m}_{N-n-1})), (\nabla \vartheta^{z,n}_{n-1}(\Theta^{z,n-1}_m, Y^{z,m}_{N-n-1})) (t_n - t_{n-1})
\]
\[- b(\gamma^{z,m}_{N-n+1}, \nabla \vartheta^{z,n}_{n-1}(\Theta^{z,n-1}_m, Y^{z,m}_{N-n-1})), (\nabla \vartheta^{z,n}_{n-1}(\Theta^{z,n-1}_m, Y^{z,m}_{N-n-1})) (t_n - t_{n-1})
\]
\[\cdot (z_n, Y^{z,m}_{N-n+1}) - z_{n-1}(Y^{z,m}_{N-n+1}) \right]
\] (59)

(cf. (60) – (68) below). Note that (48) , (48), and (59) indicate for every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \), every \( n \in \{1, 2, \ldots, N\} \), and every sufficiently large \( m \in \mathbb{N}_0 \) that
\[
\Theta^{z,n}_m \approx \vartheta^{z,n}_m.
\] (60)

In the following two subsections (Subsection 2.7 and Subsection 2.8) we merge the above derivations to precisely formulate the proposed approximation algorithm, first, in a special case (Subsection 2.7) and, thereafter, in the general case (Subsection 2.8).
2.7 Description of the proposed approximation algorithm in a special case

In this subsection we describe the proposed approximation algorithm in the special case where the standard Euler-Maruyama scheme (cf., e.g., Kloeden & Platen \[67\] and Maruyama \[52\]) is the employed approximation scheme for discretizing \((17)\) (cf. \((56)\)) and where the plain vanilla stochastic gradient descent method with constant learning rate \(\gamma \in (0, \infty)\) and batch size 1 is the employed minimization algorithm. A more general description of the proposed approximation algorithm, which allows to incorporate more sophisticated machine learning approximation techniques such as batch normalization (cf., for instance, Ioffe & Szegedy \[56\]) and the Adam optimizer (cf., for example, Kingma & Ba \[65\]), can be found in Subsection 2.8 below.

**Framework 2.1** (Special case). Let \(T, \gamma \in (0, \infty), d, N, M \in \mathbb{N}, \varphi \in C^2(\mathbb{R}^d, \mathbb{R}), s \in \{3, 4, 5, \ldots\}, \nu = s(N + 1)d(d + 1), t_0, t_1, \ldots, t_N \in [0, T] \) satisfy

\[
0 = t_0 < t_1 < \ldots < t_N = T, \tag{61}
\]

let \(\tau_0, \tau_1, \ldots, \tau_n \in [0, T] \) satisfy for every \(n \in \{0, 1, \ldots, N\} \) that \(\tau_n = T - t_{N-n} \), let

\[
f: \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}, \quad b: \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}, \quad \mu: \mathbb{R}^d \to \mathbb{R}^d, \quad \sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d}\]

be continuous functions, let \((\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0, T]} )\) be a filtered probability space, for every function \(z: [0, T] \times \mathbb{R}^d \to \mathbb{R}\) let \(\xi^{z, m}: \Omega \to \mathbb{R}^d, m \in \mathbb{N}_0\), be i.i.d. \(\mathcal{F}_0\)-measurable random variables, let \(B^{z, m}: [0, T] \times \Omega \to \mathbb{R}^d, m \in \mathbb{N}_0\), be i.i.d. standard \((\mathcal{F}_t)_{t \in [0, T]}\)-Brownian motions, let \(\mathcal{Y}^{z, m}: \{0, 1, \ldots, N\} \times \Omega \to \mathbb{R}^d, m \in \mathbb{N}_0\), satisfy for every \(m \in \mathbb{N}_0, n \in \{0, 1, \ldots, N-1\}\) that \(\mathcal{Y}_n^{z, m} = \xi^{z, m}\) and

\[
\mathcal{Y}_n^{z, m} = \mathcal{Y}_{n-1}^{z, m} + \mu(\mathcal{Y}_{n-1}^{z, m}) (\tau_{n-1} - \tau_n) + \sigma(\mathcal{Y}_{n-1}^{z, m}) (B^{z, m}_{\tau_{n-1}} - B^{z, m}_{\tau_n}), \tag{62}
\]

let \(T_d: \mathbb{R}^d \to \mathbb{R}^d\) satisfy for every \(x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) that

\[
T_d(x) = (\tanh(x_1), \tanh(x_2), \ldots, \tanh(x_d)), \tag{63}
\]

for every \(\theta = (\theta_1, \theta_2, \ldots, \theta_{\nu}) \in \mathbb{R}^\nu, k, l \in \mathbb{N}, \nu = \mathbb{N}_0 = \{0\} \cup \mathbb{N}\) with \(v + k + l \leq \nu\) let \(A^\theta_{k,l}: \mathbb{R}^k \to \mathbb{R}^l\) satisfy for every \(x = (x_1, x_2, \ldots, x_k) \in \mathbb{R}^k\) that

\[
A^\theta_{k,l}(x) = \begin{pmatrix} x_1 \theta_{1+k} + \left[ \sum_{i=1}^{k} x_i \theta_{i+1} \right], \ldots, x_{v+k+l} + \left[ \sum_{i=1}^{k} x_i \theta_{v+(i-1+k)+1} \right] \end{pmatrix}, \tag{64}
\]

for every function \(z: [0, T] \times \mathbb{R}^d \to \mathbb{R}\) let \(V_n^{(z)}: \mathbb{R}^\nu \times \mathbb{R}^d \to \mathbb{R}, n \in \{0, 1, \ldots, N\}\), satisfy for every \(n \in \{1, 2, \ldots, N\}, \theta \in \mathbb{R}^\nu, x \in \mathbb{R}^d\) that \(V_0^{(z)}(\theta, x) = \varphi(x)\) and

\[
V_n^{(z)}(\theta, x) = (A^\theta_1(s N + s - 1)d(d + 1) \circ T_d \circ A^\theta_2(s N + s - 2)d(d + 1) \circ \ldots \circ T_d \circ A^\theta_{s N + s - 1}d(d + 1) \circ T_d \circ A^\theta_{s N + s}d(d + 1))(x), \tag{65}
\]
for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) let \( \Theta^{z,n}: N_0 \times \Omega \to \mathbb{R}^v \), \( n \in \{0, 1, \ldots, N\} \), be stochastic processes, for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{1, 2, \ldots, N\} \), \( m \in N_0 \) let \( \phi^{z,n,m}: \mathbb{R}^v \times \Omega \to \mathbb{R} \) satisfy for every \( \theta \in \mathbb{R}^v \), \( \omega \in \Omega \) that

\[
\phi^{z,n,m}(\theta, \omega) = \left[ V_n^{(z)}(\theta; Y_{N-n}^{z,m}(\omega)) - V_n^{(z)}(\theta; Y_{N-n-1}^{z,m}(\omega)) \right] - (t_n - t_{n-1}) \\
\cdot f\left( Y_{N-n-1}^{z,m}(\omega), V_n^{(z)}(\theta; Y_{N-n-1}^{z,m}(\omega)), (\nabla_{\omega} V_n^{(z)}(\theta; Y_{N-n-1}^{z,m}(\omega))) \right) \\
\cdot b\left( Y_{N-n-1}^{z,m}(\omega), V_n^{(z)}(\theta; Y_{N-n-1}^{z,m}(\omega)), (\nabla_{\omega} V_n^{(z)}(\theta; Y_{N-n-1}^{z,m}(\omega))) \right)
\]

(66)

for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{1, 2, \ldots, N\} \), \( m \in N_0 \) let \( \Phi^{z,n,m}: \mathbb{R}^v \times \Omega \to \mathbb{R} \) satisfy for every \( \theta \in \mathbb{R}^v \), \( \omega \in \Omega \) that \( \phi^{z,n,m}(\theta, \omega) = (\nabla_{\theta} \Phi^{z,n,m})(\theta, \omega) \), and assume for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( m \in N_0 \), \( n \in \{1, 2, \ldots, N\} \) that

\[
\Theta^{z,n}_{m+1} = \Theta^{z,n}_m - \gamma \cdot \Phi^{z,n,m}(\Theta^{z,n}_m).
\]

(67)

In the setting of Framework 22, we note that for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \) and every \( n \in \{1, 2, \ldots, N\} \), \( m \in N_0 \) it holds that

\[
\Theta^{z,n}_{m+1} = \Theta^{z,n}_m - 2\gamma \cdot (\nabla_{\theta} V_n^{(z)})(\Theta^{z,n}_m; Y_{N-n}^{z,m}) \cdot \left[ V_n^{(z)}(\Theta^{z,n}_m; Y_{N-n}^{z,m}) - V_n^{(z)}(\Theta^{z,n-1}_m; Y_{N-n-1}^{z,m}) \\
\cdot f\left( Y_{N-n-1}^{z,m}; V_n^{(z)}(\Theta^{z,n-1}_m; Y_{N-n-1}^{z,m}), (\nabla_{\omega} V_n^{(z)}(\Theta^{z,n-1}_m; Y_{N-n-1}^{z,m})) \right) \\
\cdot b\left( Y_{N-n-1}^{z,m}; V_n^{(z)}(\Theta^{z,n-1}_m; Y_{N-n-1}^{z,m}), (\nabla_{\omega} V_n^{(z)}(\Theta^{z,n-1}_m; Y_{N-n-1}^{z,m})) \right)
\]

\]

(68)

(cf. (48), (59), (60), and (67) above). Moreover, in the setting of Framework 22, we think under suitable hypothesis for sufficiently large \( N, M \in \mathbb{N} \), for sufficiently small \( \gamma \in (0, \infty) \), for every sufficiently regular function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R} \), and for every \( n \in \{0, 1, \ldots, N\} \), \( x \in \mathbb{R}^d \) of \( V_n^{(z)}(\Theta^{z,n}_M; x) : \Omega \to \mathbb{R} \) as a suitable approximation

\[
V_n^{(z)}(\Theta^{z,n}_M; x) \approx \mathbb{E}[X_{t_n}(x) \mid Z = z]
\]

(69)

of \( \mathbb{E}[X_{t_n}(x) \mid Z = z] \) where \( X: [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) is a random field which satisfies for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) that \( X_t(x): \Omega \to \mathbb{R} \) is \( \mathcal{F}_t/B(\mathbb{R}) \)-measurable, which satisfies for every \( \omega \in \Omega \) that \( (X_t(x), \omega)_{t \in [0, T]} \times \mathbb{R}^d \in C^{0,2}([0, T] \times \mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing partial derivatives, and which satisfies that for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that

\[
X_t(x) = \varphi(x) + \int_0^t f(x, X_s(x), (\nabla X_s(x))(x)) \, ds + \int_0^t b(x, X_s(x), (\nabla X_s(x))(x)) \, dZ_s(x) \\
+ \int_0^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^\ast(\text{Hess} X_s(x))(x)) + \langle \mu(x), (\nabla X_s(x))(x) \rangle \right] \, ds
\]

(70)

where \( Z: [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) is a sufficiently regular random field (cf. (11), (13), (14), (11), and (12)).
2.8 Description of the proposed approximation algorithm in the general case

In this subsection we present in Framework 2.2 a general approximation algorithm which includes the proposed approximation algorithm derived in Subsections 2.1–2.7 above as a special case. Compared to Framework 2.1, Framework 2.2 allows to incorporate other minimization algorithms than just the plain vanilla stochastic gradient descent method (see, e.g., (67) in Framework 2.1 in Subsection 2.7 above) such as, for example, the Adam optimizer (cf. Kingma & Ba [65]). Furthermore, Framework 2.2 also allows to incorporate more advanced machine learning techniques like batch normalization (cf. Ioffe & Szegedy [50] and (73) below).

Framework 2.2 (General case). Let \( T \in (0, \infty), M, N, d, \delta, \varphi, \nu, \varsigma \in \mathbb{N}, (J_m)_{m \in \mathbb{N}_0} \subseteq \mathbb{N}, t_0, t_1, \ldots, t_N \in [0, T] \) satisfy \( 0 = t_0 < t_1 < \ldots < t_N = T \), let \( \tau_0, \tau_1, \ldots, \tau_n \in [0, T] \) satisfy for every \( n \in \{0, 1, \ldots, N\} \) that \( \tau_n = T - t_{N-n} \), let \( f: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}, b: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d, H: \mathbb{R}^{n-1} \times \mathbb{R}^d \to \mathbb{R}^d \), and \( \mathcal{H}_n: \mathbb{R}^{n-1} \times \mathbb{R}^d \to \mathbb{R}, n \in \{1, 2, \ldots, N\} \), be functions, let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space with a normal filtration \((\mathcal{F}_t)_{t \in [0, T]}\), for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) and every \( n \in \{1, 2, \ldots, N\} \) let \( B^{z,n,\nu}_{m,\mu,j}: [0, T] \times \Omega \to \mathbb{R}^d, m \in \mathbb{N}_0, j \in \mathbb{N} \), be i.i.d. standard (\( \mathcal{F}_T \))-Brownian motions, for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) and every \( n \in \{1, 2, \ldots, N\} \) let \( \xi^{z,n,\mu,j}: \Omega \to \mathbb{R}^d, m \in \mathbb{N}_0, j \in \mathbb{N} \), be i.i.d. \((\mathcal{F}_T)\)-measurable random variables, for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) let \( \mathcal{V}^{z,n,\mu,s}: \mathbb{R}^\nu \times \mathbb{R}^d \to \mathbb{R} \), \( j \in \mathbb{N}, s \in \mathbb{R}^s, n \in \{0, 1, \ldots, N\} \), be functions, for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) and every \( n \in \{1, 2, \ldots, N\}, m \in \mathbb{N}_0, j \in \mathbb{N} \) let \( \mathcal{Y}^{z,n,\mu,j}: \{0, 1, \ldots, N\} \times \Omega \to \mathbb{R}^d \) be a stochastic process which satisfies for every \( k \in \{0, 1, \ldots, N-1\} \) that \( \mathcal{Y}^{z,n,\mu,j}_0 = \xi^{z,n,\mu,j} \) and

\[
\mathcal{Y}^{z,n,\mu,j}_{k+1} = H(\tau_{k+1}, \tau_k, \mathcal{Y}^{z,n,\mu,j}_k, B^{z,n,\mu,j}_{\tau_{k+1}} - B^{z,n,\mu,j}_{\tau_k}), \quad (71)
\]

for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) let \( \Theta^{z,n}: \mathbb{N}_0 \times \Omega \to \mathbb{R}^\nu, n \in \{0, 1, \ldots, N\} \), be stochastic processes, for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) and every \( n \in \{1, 2, \ldots, N\}, m \in \mathbb{N}_0, s \in \mathbb{R}^s \) let \( \phi^{z,n,\mu,s}: \mathbb{R}^\nu \times \Omega \to \mathbb{R}^d \) satisfy for every \( \theta \in \mathbb{R}^\nu, \nu \in \Omega \) that

\[
\phi^{z,n,\mu,s}(\theta, \omega) = \frac{1}{J_m} \sum_{j=1}^{J_m} \left[ \mathcal{V}^{z,n,\mu,s}_{n-1}(\theta, \mathcal{Y}^{z,n,\mu,j}_{n-1}(\omega)) - \mathcal{H}_n \left( \mathcal{Y}^{z,n,\mu,j}_{n-1}(\omega), \mathcal{V}^{z,n,\mu,s}_{n-1}(\Theta^{z,n-1}(\omega), \mathcal{Y}^{z,n,\mu,j}_{n-1}(\omega)) \right) \right], \quad (72)
\]

for every function \( z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) and every \( n \in \{1, 2, \ldots, N\} \), \( m \in \mathbb{N}_0, s \in \mathbb{R}^s \) let \( \Phi^{z,n,\mu,s}: \mathbb{R}^\nu \times \Omega \to \mathbb{R}^d \) satisfy for every \( \omega \in \Omega, \theta \in \{\eta \in \mathbb{R}^\nu: \phi^{z,n,\mu,s}(\cdot, \omega): \mathbb{R}^\nu \to \mathbb{R} \) is differentiable at \( \eta \} \) that

\[
\Phi^{z,n,\mu,s}(\theta, \omega) = (\nabla_\theta \phi^{z,n,\mu,s})(\theta, \omega), \quad (73)
\]
for every function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^\delta$ let $S_z^{z,n}: \mathbb{R}^\xi \times \mathbb{R}^\nu \times (\mathbb{R}^d)^{\{0,1,...,N\}} \times \mathbb{R}^{\xi}$, $n \in \{1, 2, \ldots, N\}$, be functions, for every function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^\delta$ and every $n \in \{1, 2, \ldots, N\}$, $m \in \mathbb{N}_0$ let $\psi_{m}^{z,n}: [0, T] \times \mathbb{R}^d \to \mathbb{R}^\nu$ and $\Psi_{m}^{z,n}: \mathbb{R}^\nu \times \mathbb{R}^\nu \to \mathbb{R}^\nu$ be functions, for every function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^\delta$ and every $n \in \{1, 2, \ldots, N\}$ let $S_z^{z,n}: \mathbb{N}_0 \times \Omega \to \mathbb{R}^\xi$ and $\Xi_{z,n}: \mathbb{N}_0 \times \Omega \to \mathbb{R}^\delta$ be stochastic processes which satisfy for every $m \in \mathbb{N}_0$ that

$$
S_{m+1}^z(S_{m}^{z,n}, \Theta_{m}^{z,n}, (\Psi_{k}^{z,n,m,i})_{(k,i)\in\{0,1,...,N\}}),
$$

(74)

$$
\Xi_{m+1}^{z,n} = \Psi_{m}^{z,n}(\Xi_{m}^{z,n}, \Phi_{z,n,m}^{z,n}(\Theta_{m}^{z,n})), \quad \text{and} \quad \Theta_{m+1}^{z,n} = \Theta_{m}^{z,n} - \psi_{m}^{z,n}(\Xi_{m+1}^{z,n}).
$$

(75)

In the setting of Framework [22] we think under suitable hypothesis for sufficiently large $N \in \mathbb{N}$, for every sufficiently regular function $z: [0, T] \times \mathbb{R}^d \to \mathbb{R}^d$, for every sufficiently large $m \in \mathbb{N}$, and for every $n \in \{0, 1, \ldots, N\}$, $x \in \mathbb{R}^d$ of $\Psi_{m}^{z,n}(\Theta_{m}^{z,n}, X): \Omega \to \mathbb{R}$ as a suitable approximation

$$
\Psi_{n}^{z,n}(\Theta_{m}^{z,n}, x) \approx \mathbb{E}[X_{t_n}(x) \mid Z = z]
$$

(76)

of $\mathbb{E}[X_{t_n}(x) \mid Z = z]$ where $X: [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}$ is a random field which satisfies for every $t \in [0, T]$, $x \in \mathbb{R}^d$ that $X_t(x): \Omega \to \mathbb{R}$ is $F_t/\mathbb{B}(\mathbb{R})$-measurable, which satisfies for every $\omega \in \Omega$ that $(X_t(x, \omega))_{(t,x)\in[0,T]\times\mathbb{R}^d}$ in $C^{0,2,2}((0, T] \times \mathbb{R}^d, \mathbb{R})$ has at most polynomially growing partial derivatives, and which satisfies that for every $t \in [0, T]$, $x \in \mathbb{R}^d$ it holds $\mathbb{P}$-a.s. that

$$
X_t(x) = \varphi(x) + \int_0^t f(x, X_s(x), (\nabla X_s)(x)) \, ds + \int_0^t \left( \langle b(x, X_s(x), (\nabla X_s)(x)), dZ_s(x) \rangle_{\mathbb{R}^d} + \int_0^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^*(\text{Hess} X_s)(x)) + \langle \mu(x), (\nabla X_s)(x) \rangle_{\mathbb{R}^d} \right] ds
$$

(77)

where $\varphi: \mathbb{R}^d \to \mathbb{R}$ is a continuous function, where $\mu: \mathbb{R}^d \to \mathbb{R}^d$ is a sufficiently regular function, where $\sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d}$ is a sufficiently regular and sufficiently non-degenerate function, and where $Z: [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}^d$ is a sufficiently regular random field (cf. [13], [14], [41], and [12]).

3 Examples

In this section we depict the performance of the algorithm proposed in Subsection 2.8 by providing numerical simulations for four example SPDEs. More precisely, we apply the proposed approximation algorithm to stochastic heat equations with additive noise (cf. Subsection 3.1 below), to stochastic heat equations with multiplicative noise (cf. Subsection 3.2 below), to stochastic Black–Scholes equations with multiplicative noise (cf. Subsection 3.3 below), and to Zakai equations (cf. Subsection 3.4 below). In each of these numerical simulations we employ the general approximation method in Subsection 2.8 in conjunction
with the Milstein approximation scheme (cf. [67, Section 10.3]) and the Adam optimizer (cf. [72] and [50] in Framework 3.1 below and Kingma & Ba [65]) with mini-batches with 64 samples in each iteration step (see Framework 3.1 for a detailed description).

For every sufficiently regular function \( z : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) we employ in our implementation \( N \) fully-connected feedforward neural networks to represent \( \nabla_v^{j,s}(\theta, x) \) for \( n \in \{1, 2, \ldots, N\} \), \( j \in \{1, 2, \ldots, 64\} \), \( s \in \mathbb{R}^c \), \( \theta \in \mathbb{R}^r \), \( x \in \mathbb{R}^d \). Each of these neural networks consists of 4 layers (1 input layer [d-dimensional], 2 hidden layers [both \( d + 50 \)-dimensional], and 1 output layer [1-dimensional]). We employ the tanh activation function as our activation function for the hidden variables. We also employ batch normalization (BN) (see Ioffe & Szegedy [66]) just before the first affine linear transformation (batch normalization for the input) as well as just before every application of the multidimensional version of the tanh activation function (batch normalization for the hidden layers just before activation). All the weights in the network are initialized using a normal or a uniform distribution. Each of the numerical experiments presented below is performed in PYTHON using TENSORFLOW on a NVIDIA GeForce RTX 2080 Ti GPU. The underlying system is an AMD Ryzen 9 3950X CPU with 64 GB DDR4 memory running Tensorflow 2.1 on Ubuntu 19.10. We also refer to Section 4 below for the PYTHON source codes associated to the numerical simulations in Subsections 3.1 [3.4] below.

**Framework 3.1.** Assume Framework 2.2 let \( \nu = (N + 1)(d + 50)(d + 1) + (d + 50)(d + 51) \) (cf. E et al. [27, Remark 4.1] and the second paragraph of this section), \( \varepsilon \in (0, \infty) \), \( \beta_1 = \frac{9}{10} \), \( \beta_2 = \frac{999}{1000} \), \( (\gamma_m)_{m \in \mathbb{N}_0} \subseteq (0, \infty) \), let \( \text{Pow}_r : \mathbb{R}^r \to \mathbb{R}^r \), \( r \in (0, \infty) \), satisfy for every \( r \in (0, \infty) \), \( x = (x_1, x_2, \ldots, x_\nu) \in \mathbb{R}^\nu \) that \( \text{Pow}_r(x) = (|x_1|^r, |x_2|^r, \ldots, |x_\nu|^r) \), let \( \varphi : \mathbb{R}^d \to \mathbb{R} \), \( \mu = (\mu_1, \mu_2, \ldots, \mu_d) : \mathbb{R}^d \to \mathbb{R}^d \), and \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) be functions, let \( X : [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) and \( Z : [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}^d \) be random fields, assume for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) that \( X_t(x) : \Omega \to \mathbb{R} \) is \( \mathcal{F}_t/B(\mathbb{R}) \)-measurable, assume for every \( x \in \mathbb{R}^d \) that \( (Z_t(x))_{t \in [0, T]} : [0, T] \times \mathbb{R}^d \to \mathbb{R}^d \) is an \( \mathcal{F}_t \)-Itô process, assume for every \( \omega \in \Omega \) that \( (X_t(x, \omega))_{t \in [0, T]} \times \mathbb{R}^d : \mathcal{C}^{0,2}([0, T] \times \mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing partial derivatives, assume that for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds \( \mathbb{P}\text{-a.s.} \) that

\[
X_t(x) = \varphi(x) + \int_0^t f(x, X_s(x), (\nabla X_s(x))) \, ds + \int_0^t \langle b(x, X_s(x), (\nabla X_s(x))), dZ_s(x) \rangle_{\mathbb{R}^d} \\
+ \int_0^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)[\sigma(x)]^* (\text{Hess} X_s(x))) + \langle \mu(x), (\nabla X_s(x)) \rangle_{\mathbb{R}^d} \right] \, ds,
\]

(78)

assume for every \( n \in \{1, 2, \ldots, N\} \), \( m \in \mathbb{N}_0 \), \( i \in \{0, 1, \ldots, N\} \) that \( J_m = 64 \), \( t_i = \frac{T}{N} \), and \( \phi = 2\nu \), and assume for every \( m \in \mathbb{N}_0 \), \( x = (x_1, x_2, \ldots, x_\nu) \), \( y = (y_1, y_2, \ldots, y_\nu) \in \mathbb{R}^\nu \), \( \eta = (\eta_1, \eta_2, \ldots, \eta_\nu) \in \mathbb{R}^\nu \) that

\[
\Psi_m^n(x, y, \eta) = (\beta_1 x + (1 - \beta_1) \eta) \cdot (\beta_2 y + (1 - \beta_2) \text{Pow}(\eta))
\]

(79)
and
\[ \psi_m^n(x, y) = \left( \sqrt{\frac{|n|}{1-(\beta_2)m}} + \varepsilon \right)^{-1} \frac{\gamma_m x_1}{1 - (\beta_1)m}, \ldots, \frac{\gamma_m x_n}{1 - (\beta_1)m} \right). \] (80)

Note that (79) and (80) in Framework 3.1 describe the Adam optimizer (cf. Kingma & Ba [65], e.g., E et al. [30], (32)–(33) in Section 4.2 and (90)–(91) in Section 5.2, and line 108–110 in Python code 1 in Section 4 below).

### 3.1 Stochastic heat equations with additive noise

In this subsection we apply the approximation algorithm in Framework 2.2 to the stochastic heat equations with additive noise in (81) below.

Assume Framework 3.1 assume that \( T = 1, N = 5, M = 8000, d \in \{1, 5, 10, 20, 50\}, \delta = 1, \) and \( \varepsilon = 10^{-8}, \) let \( W: [0, T] \times \Omega \to \mathbb{R} \) be a standard \( (\mathcal{F}_t)_{t \in [0, T]} \)-Brownian motion, and assume for every \( s, t \in [0, T], x, w \in \mathbb{R}^d, u \in \mathbb{R}, m \in \mathbb{N}_0 \) that \( H(t, s, x, w) = x + \sqrt{2}w, f(x, u, w) = 0, b(x, u, w) = 1, \sigma(x)w = \sqrt{2}w, \varphi(x) = ||x||^2_{\mathbb{R}^d}, Z_t(x) = W_t, \gamma_m = 10^{-14}[0,2000](m) + 10^{-8}[2000,4000](m) + 10^{-3}[4000,6000](m) + 10^{-4}[6000,8000](m), \) and \( H_n(x, u, w, z) = u + z \) (cf., for instance, Kloeden & Platen [67, Section 10.3]). Note that (78) ensures that for every \( t \in [0, T], x \in \mathbb{R}^d \) it holds \( \mathbb{P}\text{-a.s.} \) that
\[ X_t(x) = ||x||^2_{\mathbb{R}^d} + \int_0^t (\Delta_x X_s)(x) \, ds + W_t. \] (81)

Next we depict our numerical simulation results for the stochastic heat equations with additive noise in (81). In Table 1 we present numerical approximations for the relative \( L^2 \)-errors \( \mathbb{E}[|X_T(0)|^2]\sqrt{\frac{0.1 - \alpha_0}{\alpha_0}} (\Theta_{m}^{0, N}, 0 - X_T(0)|^2)^{1/2} \) for \( d \in \{1, 5, 10, 20, 50\} \) (cf. (75) and (76)). In our approximative computations for the relative \( L^2 \)-errors, the exact solutions of the SPDEs in (81) have been approximately computed by means of the well-known result in Lemma 3.2 below.

**Lemma 3.2.** Let \( T \in (0, \infty), d \in \mathbb{N}, \) let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space, let \( W: [0, T] \times \Omega \to \mathbb{R} \) be a stochastic process with continuous sample paths, and let \( X: [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) satisfy for every \( t \in [0, T], x \in \mathbb{R}^d \) that
\[ X_t(x) = ||x||^2_{\mathbb{R}^d} + 2td + W_t. \] (82)

Then

(i) it holds for every \( \omega \in \Omega \) that \( ([0, T] \times \mathbb{R}^d) \ni (t, x) \mapsto X_t(x, \omega) \in \mathbb{R} \) is \( C^{0,2}([0, T] \times \mathbb{R}^d, \mathbb{R}) \) and

(ii) it holds for every \( t \in [0, T], x \in \mathbb{R}^d \) that
\[ X_t(x) = ||x||^2_{\mathbb{R}^d} + \int_0^t (\Delta_x X_s)(x) \, ds + W_t. \] (83)
Proof of Lemma 3.2. Throughout this proof let \( C \in \mathbb{R}^{d \times d} \) satisfy for every \( x \in \mathbb{R}^d \) that
\[
v(t, x) = \|x\|_{\mathbb{R}^d}^2 + t \text{Trace}(C).
\] (84)

Note that Lemma 3.3 (applied with \( T \cap T, d \cap d, C \cap C, u \cap v \) in the notation of Lemma 3.3) and (84) ensure that \( \text{Trace}(C) \) is \( 1 \), and
\[
(\frac{\partial}{\partial t} v)(t, x) = \frac{1}{2} \text{Trace} (C(\text{Hess}_x v)(t, x)) = (\Delta_x v)(t, x).
\] (85)

Moreover, note that (84) and the fact that \( \text{Trace}(C) = 2d \) prove that for every \( t \in [0, T], x \in \mathbb{R}^d \) it holds that
\[
v(t, x) = \|x\|_{\mathbb{R}^d}^2 + 2td.
\] (86)

Combining this, item (a), and (82) hence ensures that for every \( \omega \in \Omega \) it holds that \( (0, T] \times \mathbb{R}^d \ni (t, x) \mapsto X_t(x, \omega) \in \mathbb{R} \) \( C^{0,\infty}([0, T] \times \mathbb{R}^d, \mathbb{R}) \). This establishes item (i). Moreover, note that (86), the fundamental theorem of calculus, (82), and items (a) and \( \text{BD} \) ensure that for every \( t \in [0, T], x \in \mathbb{R}^d \) it holds that
\[
X_t(x) = \|x\|_{\mathbb{R}^d}^2 + 2td + W_t = v(t, x) + W_t
\]
\[
= \|x\|_{\mathbb{R}^d}^2 + \int_0^t (\frac{\partial}{\partial s} v)(s, x) \, ds + W_t
\]
\[
= \|x\|_{\mathbb{R}^d}^2 + \int_0^t (\Delta_x v)(s, x) \, ds + W_t = \|x\|_{\mathbb{R}^d}^2 + \int_0^t (\Delta_x X_s)(x) \, ds + W_t.
\] (87)

This completes the proof of Lemma 3.2 \( \square \)

3.2 Stochastic heat equations with multiplicative noise

In this subsection we apply the approximation algorithm in Framework 3.2 to the stochastic heat equations with multiplicative noise in (88) below.

Assume Framework 3.1, assume that \( T = 0.5, N = 25, M = 12000, d \in \{1, 5, 10, 20, 50\}, \delta = 1, \) and \( \varepsilon = 10^{-8}, \) let \( W: [0, T] \times \Omega \to \mathbb{R} \) be a standard \( (\mathcal{F}_t)_{t \in [0, T]} \)-Brownian motion, and assume for every \( s, t \in [0, T], x, w \in \mathbb{R}^d, u, z \in \mathbb{R}, n \in \{1, 2, \ldots, N\}, m \in \mathbb{N}_0 \) that
\[
H(t, s, x, w) = x + \sqrt{2}w, \ f(x, u, w) = 0, b(x, u, w) = u, \mu(x) = 0, \sigma(x)w = \sqrt{2}w, \varphi(x) = \|x\|_{\mathbb{R}^d}^2, \ Z_t(x) = W_t, \gamma_m = 10^{-1} 1_{[0, 5000]}(m) + 10^{-2} 1_{[5000, 7000]}(m) + 10^{-3} 1_{[7000, 10000]}(m) + 10^{-4} 1_{[10000, 12000]}(m), \) and \( H_n(x, u, w, z) = u(1 + z + \frac{1}{2}z^2 - \frac{1}{2}(t_n - t_{n-1})) \) \( \text{cf., for instance,} \)
| d  | Result of the approx. algorithm | Runtime in seconds | Reference solution | Relative pathwise error | Relative $L^2$-error |
|----|---------------------------------|-------------------|------------------|-----------------------|-------------------|
| 1  | 2.018                           | 80.04             | 2.035            | 0.0084                |                   |
| 1  | 4.590                           | 79.26             | 4.561            | 0.0064                |                   |
| 1  | 3.039                           | 79.07             | 3.020            | 0.0063                | 0.0060            |
| 1  | 2.323                           | 78.81             | 2.322            | 0.0006                |                   |
| 1  | 1.482                           | 79.18             | 1.489            | 0.0053                |                   |
| 5  | 9.529                           | 79.94             | 9.550            | 0.0022                |                   |
| 5  | 9.903                           | 80.55             | 9.922            | 0.0019                |                   |
| 5  | 10.764                          | 80.44             | 10.701           | 0.0059                | 0.0040            |
| 5  | 11.682                          | 80.43             | 11.624           | 0.0050                |                   |
| 5  | 9.259                           | 79.54             | 9.230            | 0.0032                |                   |
| 10 | 18.841                          | 80.10             | 18.970           | 0.0068                |                   |
| 10 | 21.157                          | 80.08             | 21.078           | 0.0038                |                   |
| 10 | 20.899                          | 80.27             | 20.766           | 0.0064                | 0.0050            |
| 10 | 21.763                          | 80.40             | 21.734           | 0.0013                |                   |
| 10 | 20.105                          | 80.91             | 20.009           | 0.0048                |                   |
| 20 | 40.119                          | 79.94             | 40.183           | 0.0016                |                   |
| 20 | 40.158                          | 80.14             | 40.024           | 0.0034                |                   |
| 20 | 40.316                          | 80.19             | 40.166           | 0.0037                | 0.0031            |
| 20 | 40.032                          | 80.26             | 39.891           | 0.0035                |                   |
| 20 | 39.159                          | 79.87             | 39.059           | 0.0026                |                   |
| 50 | 98.139                          | 79.36             | 98.762           | 0.0063                |                   |
| 50 | 100.318                         | 79.79             | 101.261          | 0.0093                |                   |
| 50 | 100.458                         | 80.71             | 100.997          | 0.0053                | 0.0063            |
| 50 | 99.777                          | 80.84             | 100.196          | 0.0042                |                   |
| 50 | 99.812                          | 80.01             | 100.330          | 0.0052                |                   |

Table 1: Numerical simulations for the stochastic heat equations with additive noise in $\mathbb{S}^1$. 
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Kloeden & Platen [67, Section 10.3]). Note that (78) ensures that for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that

\[
X_t(x) = \|x\|^2_{\mathbb{R}^d} + \int_0^t (\Delta_x X_s)(x) \, ds + \int_0^t X_s(x) \, dW_s. \tag{88}
\]

Next we depict our numerical simulation results for the stochastic heat equations with multiplicative noise in (88). In Table 2 we present numerical approximations for the relative \( L^2 \)-errors (\([B_X]\left|X_T(0)\right| - \left|V_0, 1, S_0, N_m, N(\Theta, 0, m, 0) - X_T(0)\right| \right|_{B_X})^{1/2}\) for \( d \in \{1, 5, 10, 20, 50\} \) (cf. (75) and (76)). In our approximative computations for the relative \( L^2 \)-errors, the exact solutions of the SPDEs in (88) have been approximately computed by means of the well-known result in Lemma 3.4 below. Our proof of Lemma 3.4 employs the well-known result in Lemma 3.3 below.

**Lemma 3.3.** Let \( T \in (0, \infty) \), \( d \in \mathbb{N} \), let \( C \in \mathbb{R}^{d \times d} \) be a strictly positive definite symmetric matrix, and let \( u : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) satisfy for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) that

\[
u(t, x) = \|x\|^2_{\mathbb{R}^d} + t \text{Trace}(C). \tag{89}
\]

Then

(i) it holds that \( u \in C^\infty([0, T] \times \mathbb{R}^d, \mathbb{R}) \) is at most polynomially growing and

(ii) it holds for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) that \( u(0, x) = \|x\|^2_{\mathbb{R}^d} \) and

\[
\left(\frac{\partial}{\partial t} u\right)(t, x) = \frac{1}{2} \text{Trace} \left( C(\text{Hess}_x u)(t, x) \right). \tag{90}
\]

**Proof of Lemma 3.3.** Observe that, e.g., [3, Lemma 3.2] (applied with \( C \sim C \) in the notation of [3, Lemma 3.2]) establishes items (i) and (ii). This completes the proof of Lemma 3.3. \( \square \)

**Lemma 3.4.** Let \( T \in (0, \infty) \), \( d \in \mathbb{N} \), let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space, let \( W : [0, T] \times \Omega \to \mathbb{R} \) be a standard Brownian motion, let \( C \in \mathbb{R}^{d \times d} \) be a strictly positive definite symmetric matrix, and let \( X : [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) satisfy for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) that

\[
X_t(x) = \exp(W_t - \frac{t}{2}) \left( t \text{Trace}(C) + \|x\|^2_{\mathbb{R}^d} \right). \tag{91}
\]

Then for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that

\[
X_t(x) = \|x\|^2_{\mathbb{R}^d} + \int_0^t \frac{1}{2} \text{Trace} \left( C(\text{Hess}_x X_s)(x) \right) \, ds + \int_0^t X_s(x) \, dW_s. \tag{92}
\]
Proof of Lemma 3.4. Throughout this proof let \( v : [0, T] \times \mathbb{R}^d \to \mathbb{R} \) satisfy for every \( t \in [0, T], x \in \mathbb{R}^d \) that
\[
v(t, x) = \|x\|_{\mathbb{R}^d}^2 + t \text{ Trace}(C). \tag{93}
\]
Observe that Itô’s formula and (93) ensure that for every \( t \in [0, T], x \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that
\[
X_t(x) = \exp(W_t - \frac{\delta}{2}) (t \text{ Trace}(C) + \|x\|^2_{\mathbb{R}^d}) = \exp(W_t - \frac{\delta}{2}) v(t, x)
\]
\[
= \|x\|^2_{\mathbb{R}^d} + \int_0^t \exp(W_s - \frac{\delta}{2}) \left( \frac{\partial}{\partial s} v \right)(s, x) \, ds + \int_0^t \exp(W_s - \frac{\delta}{2}) v(s, x) \, dW_s
\]
\[
+ \int_0^t \left[ -\frac{1}{2} \right] \exp(W_s - \frac{\delta}{2}) v(s, x) \, ds + \frac{1}{2} \int_0^t \exp(W_s - \frac{\delta}{2}) v(s, x) \, ds
\]
\[
= \|x\|^2_{\mathbb{R}^d} + \int_0^t \exp(W_s - \frac{\delta}{2}) \left( \frac{\partial}{\partial s} v \right)(s, x) \, ds + \int_0^t \exp(W_s - \frac{\delta}{2}) v(s, x) \, dW_s. \tag{94}
\]
Lemma 3.3 hence ensures that for every \( t \in [0, T], x \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that
\[
X_t(x) = \|x\|^2_{\mathbb{R}^d} + \int_0^t \exp(W_s - \frac{\delta}{2}) \frac{1}{2} \text{ Trace} \left( C \text{ Hess}_x v \right)(s, x) \, ds + \int_0^t X_s(x) \, dW_s
\]
\[
= \|x\|^2_{\mathbb{R}^d} + \int_0^t \frac{1}{2} \text{ Trace} \left( C \text{ Hess}_x X_s(x) \right) \, ds + \int_0^t X_s(x) \, dW_s. \tag{95}
\]
This completes the proof of Lemma 3.4. \( \square \)

3.3 Stochastic Black–Scholes equations with multiplicative noise

In this subsection we apply the approximation algorithm in Framework 2.22 to the stochastic Black–Scholes equations with multiplicative noise in (97) below.

Assume Framework 3.1 assume that \( T = 0.5, N = 20, M = 10000, d \in \{1, 5, 10, 20\}, \)
\( \delta = 1, \) and \( \varepsilon = 10^{-8}, \) let \( r = \frac{1}{50}, \mu_1 = \frac{\sin(d)+1}{d}, \mu_2 = \frac{\sin(2d)+1}{d}, \ldots, \mu_d = \frac{\sin(d^2)+1}{d}, \sigma_1 = \frac{1}{4d}, \sigma_2 = \frac{2}{7d}, \ldots, \sigma_d = \frac{d}{7d}, \) let \( W : [0, T] \times \Omega \to \mathbb{R} \) be a standard \( \mathcal{F}_t \) \( t \in [0, T] \)-Brownian motion, and assume for every \( s, t \in [0, T], x = (x_1, x_2, \ldots, x_d), w = (w_1, w_2, \ldots, w_d) \in \mathbb{R}^d, \)
\( u \in \mathbb{R}, m \in N_0 \) that \( f(x, u, w) = 0, b(x, u, w) = u, \langle \mu(x), w \rangle_{\mathbb{R}^d} = \sum_{i=1}^d \mu_i x_i w_i, \sigma(x)w = (\sigma_1 x_1 w_1, \sigma_2 x_2 w_2, \ldots, \sigma_d x_d w_d), \varphi(x) = \exp(-r T) \max \left\{ \max_{i \in \{1, 2, \ldots, d\}} x_i \right\} - 100, 0 \}, \)
\( Z_t(x) = W_t, \gamma_m = 10^{-1} \mathbb{1}_{[0,4000]}(m) + 10^{-2} \mathbb{1}_{(4000,6000)}(m) + 10^{-3} \mathbb{1}_{(6000,8000)}(m) + 10^{-4} \mathbb{1}_{(8000,10000)}(m), \)
\( \mathcal{H}_n(x, u, w, z) = u (1 + z + \frac{1}{2} z^2 - \frac{1}{2} (t_n - t_{n-1})) \) (cf., for instance, Kloeden & Platen [67 Section 10.3]), and
\[
H(t, s, x, w)
\]
\[
= \left( x_1 \exp((\mu_1 - \frac{\sigma_1^2}{2})(t - s) + \sigma_1 w_1), \ldots, x_d \exp((\mu_d - \frac{\sigma_d^2}{2})(t - s) + \sigma_d w_d) \right). \tag{96}
\]
| d | Result of the approx. algorithm | Runtime in seconds | Reference solution | Relative pathwise error | Relative $L^2$-error |
|---|---------------------------------|--------------------|--------------------|-------------------------|----------------------|
| 1 | 2.801                           | 668.63             | 2.796              | 0.0019                  |                      |
| 1 | 0.742                           | 667.01             | 0.720              | 0.0303                  |                      |
| 1 | 5.334                           | 667.87             | 5.272              | 0.0117                  | 0.0196              |
| 1 | 0.647                           | 667.41             | 0.644              | 0.0052                  |                      |
| 1 | 0.299                           | 666.31             | 0.290              | 0.0288                  |                      |
| 5 | 1.034                           | 675.16             | 1.023              | 0.0108                  |                      |
| 5 | 1.593                           | 673.21             | 1.587              | 0.0038                  |                      |
| 5 | 3.381                           | 675.06             | 3.366              | 0.0044                  | 0.0101              |
| 5 | 8.005                           | 674.57             | 7.859              | 0.0186                  |                      |
| 5 | 5.388                           | 672.14             | 5.405              | 0.0032                  |                      |
| 10 | 36.542                          | 679.55             | 36.150             | 0.0109                  |                      |
| 10 | 8.705                           | 679.59             | 8.553              | 0.0178                  |                      |
| 10 | 27.374                          | 679.59             | 26.860             | 0.0191                  | 0.0136              |
| 10 | 3.384                           | 678.01             | 3.362              | 0.0066                  |                      |
| 10 | 3.437                           | 678.62             | 3.407              | 0.0088                  |                      |
| 20 | 22.041                          | 666.78             | 22.047             | 0.0003                  |                      |
| 20 | 24.669                          | 667.58             | 24.187             | 0.0199                  |                      |
| 20 | 15.597                          | 666.35             | 15.328             | 0.0176                  | 0.0154              |
| 20 | 3.551                           | 664.36             | 3.493              | 0.0167                  |                      |
| 20 | 45.559                          | 665.52             | 44.910             | 0.0145                  |                      |
| 50 | 68.935                          | 665.67             | 68.553             | 0.0056                  |                      |
| 50 | 28.652                          | 666.81             | 28.250             | 0.0142                  |                      |
| 50 | 37.778                          | 665.94             | 37.770             | 0.0002                  | 0.0140              |
| 50 | 23.248                          | 664.37             | 22.803             | 0.0195                  |                      |
| 50 | 14.534                          | 666.92             | 14.263             | 0.0190                  |                      |

Table 2: Numerical simulations for the stochastic heat equations with multiplicative noise in SN.
Proof of Lemma 3.5. Throughout this proof let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $W = (W^{(1)}, W^{(2)}, \ldots, W^{(d)}): [0, \infty) \times \Omega \to \mathbb{R}^d$ be a standard Brownian motion. Note that (78) ensures that for every $\psi$ the assumption that

$$v_i = \frac{\partial^2}{\partial x_i^2} X_s(x) + \sum_{i=1}^{d} \mu_i x_i \left( \frac{\partial}{\partial x_i} X_s(x) \right)$$

for $i = 1, \ldots, d$ holds. In Table 3 we present numerical approximations for the relative $L^2$-errors $(\mathbb{E}[|X_T(0)|^2 \cdot |\mathbb{E}^0_1 \mathcal{S}_m^N(0,0) - X_T(0)|^2])^{1/2}$ for $d \in \{1, 5, 10, 20, 50\}$ (cf. (76) and (74)). In our approximative computations for the relative $L^2$-errors, the exact solutions of the SPDEs in (97) have been approximately computed by means of the well-known result in Lemma 3.7 below. Our proof of Lemma 3.7 employs the well-known result in Lemma 3.5 below.

**Lemma 3.5.** Let $d \in \mathbb{N}$, $T, \sigma_1, \sigma_2, \ldots, \sigma_d \in (0, \infty)$, $\mu_1, \mu_2, \ldots, \mu_d \in \mathbb{R}$, let $\varphi \in C(\mathbb{R}^d, \mathbb{R})$ be at most polynomially growing, and let $v: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ satisfy for every $t \in (0, T]$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that $v(0, x) = \varphi(x)$ and

$$v(t, x) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}} \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \exp \left( -\sum_{i=1}^{d} \frac{|y_i|^2}{2t} \right) \varphi \left( x_1 \exp \left( \sigma_1 y_1 + (\mu_1 - \frac{\sigma_1^2}{2})t \right), \ldots, x_d \exp \left( \sigma_d y_d + (\mu_d - \frac{\sigma_d^2}{2})t \right) \right) dy_1 dy_2 \cdots dy_d.$$  

Then

(i) there exists a unique at most polynomially growing viscosity solution $u \in C([0, T] \times \mathbb{R}^d, \mathbb{R})$ of

$$(\frac{\partial}{\partial t} u)(t, x) = \frac{1}{2} \sum_{i=1}^{d} |\sigma_i|^2 |x_i|^2 (\frac{\partial^2}{\partial x_i^2} u)(t, x) + \sum_{i=1}^{d} \mu_i x_i (\frac{\partial}{\partial x_i} u)(t, x)$$  

with $u(0, x) = \varphi(x)$ for $(t, x) = (t, x_1, x_2, \ldots, x_d) \in (0, T) \times \mathbb{R}^d$ and

(ii) it holds for every $t \in [0, T]$, $x \in \mathbb{R}^d$ that $u(t, x) = v(t, x)$.

**Proof of Lemma 3.5.** Throughout this proof let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $W = (W^{(1)}, W^{(2)}, \ldots, W^{(d)}): [0, \infty) \times \Omega \to \mathbb{R}^d$ be a standard Brownian motion. Note that the assumption that $\varphi \in C(\mathbb{R}^d, \mathbb{R})$ is at most polynomially growing assures that there exists a unique at most polynomially growing viscosity solution $u \in C([0, T] \times \mathbb{R}^d, \mathbb{R})$ of

$$(\frac{\partial}{\partial t} u)(t, x) = \frac{1}{2} \sum_{i=1}^{d} |\sigma_i|^2 |x_i|^2 (\frac{\partial^2}{\partial x_i^2} u)(t, x) + \sum_{i=1}^{d} \mu_i x_i (\frac{\partial}{\partial x_i} u)(t, x)$$  

(100)
with $u(0, x) = \varphi(x)$ for $(t, x) = (t, x_1, x_2, \ldots, x_d) \in (0, T) \times \mathbb{R}^d$ (cf., e.g., Beck et al. [5 Corollary 3.9] and Hairer et al. [17 Corollary 4.17]). Moreover, observe that the Feynman-Kac formula ensures that for every $t \in [0, T]$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ it holds that

$$u(t, x) = \mathbb{E} \left[ \varphi \left( x_1 \exp \left( \sigma_1 W_t^{(1)} + (\mu_1 - \frac{\sigma_1^2}{2})t \right), \ldots, x_d \exp \left( \sigma_d W_t^{(d)} + (\mu_d - \frac{\sigma_d^2}{2})t \right) \right) \right]$$

(cf., e.g., Beck et al. [5 Corollary 3.9] and Hairer et al. [17 Corollary 4.17]). Hence, we obtain that for every $t \in [0, T]$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ it holds that

$$u(t, x) = \mathbb{E} \left[ \varphi \left( x_1 \exp \left( \sigma_1 W_t^{(1)} + (\mu_1 - \frac{\sigma_1^2}{2})t \right), \ldots, x_d \exp \left( \sigma_d W_t^{(d)} + (\mu_d - \frac{\sigma_d^2}{2})t \right) \right) \right] = v(t, x).$$

This completes the proof of Lemma 3.5.

Lemma 3.6. Let $d \in \mathbb{N}$, $T, \sigma_1, \sigma_2, \ldots, \sigma_d \in (0, \infty)$, $\mu_1, \mu_2, \ldots, \mu_d \in \mathbb{R}$, let $\varphi \in C^2(\mathbb{R}^d, \mathbb{R})$ have at most polynomially growing derivatives, and let $v: [0, T] \times \mathbb{R}^d \to \mathbb{R}$ satisfy for every $t \in (0, T]$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that $v(0, x) = \varphi(x)$ and

$$v(t, x) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \left[ \exp \left( -\sum_{i=1}^{d} \frac{|y_i|^2}{2t} \right) \varphi \left( x_1 \exp \left( \sigma_1 y_1 + (\mu_1 - \frac{\sigma_1^2}{2})t \right), \ldots, x_d \exp \left( \sigma_d y_d + (\mu_d - \frac{\sigma_d^2}{2})t \right) \right) \right] dy_1 \cdots dy_d.$$  

Then

(i) it holds that $v \in C^{1,2}([0, T] \times \mathbb{R}^d, \mathbb{R})$ and

(ii) it holds for every $t \in [0, T]$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ that

$$(\frac{\partial}{\partial t} v)(t, x) = \frac{1}{2} \sum_{i=1}^{d} |x_i|^2 (\frac{\partial^2}{\partial x_i^2} v)(t, x) + \sum_{i=1}^{d} \mu_i x_i (\frac{\partial}{\partial x_i} v)(t, x).$$
Proof of Lemma 3.6. Throughout this proof let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, let \(W = (W^{(1)}, W^{(2)}, \ldots, W^{(d)}): [0, \infty) \times \Omega \to \mathbb{R}^d\) be a standard Brownian motion, let \(S = (S^{(1)}, S^{(2)}, \ldots, S^{(d)}): [0, \infty) \times \Omega \to \mathbb{R}^d\) satisfy for every \(i \in \{1, 2, \ldots, d\}, t \in [0, \infty)\) that

\[ S^{(i)}_t = \exp\left(\sigma_i W^{(i)}_t + (\mu_i - \frac{|\sigma_i|^2}{2})t\right), \]  

and let \(V: [0, T] \times \mathbb{R}^d \times \Omega \to \mathbb{R}\) satisfy for every \(t \in [0, T], x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) that

\[ V(t, x) = \varphi(x_1, S^{(1)}_t, x_2, S^{(2)}_t, \ldots, x_d, S^{(d)}_t). \]  

Note that (103), (105), and (106) ensure that for every \(t \in (0, T], \ x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) it holds that

\[
v(t, x) = \frac{1}{(2\pi t)^{d/2}} \int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \exp\left(-\frac{\sum_{i=1}^{d} |y_i|^2}{2t}\right) \varphi\left(x_1 \exp\left(\sigma_1 y_1 + (\mu_1 - \frac{|\sigma_1|^2}{2})t\right), \ldots, x_d \exp\left(\sigma_d y_d + (\mu_d - \frac{|\sigma_d|^2}{2})t\right)\right) dy_1 dy_2 \ldots dy_d
\]

\[ = \mathbb{E}\left[\varphi\left(x_1, S^{(1)}_t, x_2, S^{(2)}_t, \ldots, x_d, S^{(d)}_t\right)\right]
\]

\[ = \mathbb{E}\left[V(t, x)\right]. \]  

Moreover, note that (105) and Itô’s formula assure that for every \(i \in \{1, 2, \ldots, d\}, t \in [0, \infty), x \in \mathbb{R}\) it holds \(\mathbb{P}\text{-a.s.}\) that

\[ xS^{(i)}_t = x \exp\left(\sigma_i W^{(i)}_t + (\mu_i - \frac{|\sigma_i|^2}{2})t\right)
\]

\[ = x + \int_0^t x \exp\left(\sigma_i W^{(i)}_s + (\mu_i - \frac{|\sigma_i|^2}{2})s\right) \sigma_i dW^{(i)}_s
\]

\[ + \int_0^t x \exp\left(\sigma_i W^{(i)}_s + (\mu_i - \frac{|\sigma_i|^2}{2})s\right)(\mu_i - \frac{|\sigma_i|^2}{2}) ds
\]

\[ + \frac{1}{2} \int_0^t x \exp\left(\sigma_i W^{(i)}_s + (\mu_i - \frac{|\sigma_i|^2}{2})s\right)|\sigma_i|^2 ds
\]

\[ = x + \int_0^t \sigma_i xS^{(i)}_s dW^{(i)}_s + \mu_i xS^{(i)}_s ds. \]  

Combining this, (106), and Itô’s formula ensures that for every \(t \in [0, \infty), x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\)
\( \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that
\[
V(t, x) = \varphi(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)})
\]
\[
= \varphi(x) + \sum_{i=1}^{d} \int_0^t \left( \frac{\partial}{\partial x_i} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) \sigma_i x_i S_t^{(i)} \, dW_s^{(i)}
\]
\[
+ \sum_{i=1}^{d} \int_0^t \left( \frac{\partial}{\partial x_i} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) \mu_i x_i S_t^{(i)} \, ds
\]
\[
+ \frac{1}{2} \sum_{i=1}^{d} \int_0^t \left( \frac{\partial^2}{\partial x_i^2} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) |\sigma_i|^2 |x_i|^2 |S_t^{(i)}|^2 \, ds.
\]  
(109)

Moreover, note that (105) and the fact that \( \varphi \in C^2(\mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing derivatives assure that for every \( p \in (0, \infty) \), \( i \in \{1, 2, \ldots, d\} \) it holds that
\[
\sup_{t \in [0,p]} \sup_{x_1, x_2, \ldots, x_d \in [-p,p]} \mathbb{E}\left[ |\left( \frac{\partial}{\partial x_i} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) \mu_i x_i S_t^{(i)}|^p \right] < \infty.
\]  
(110)

In addition, observe that (105) and the fact that \( \varphi \in C^2(\mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing derivatives ensure that for every \( p \in (0, \infty) \), \( i \in \{1, 2, \ldots, d\} \) it holds that
\[
\sup_{t \in [0,p]} \sup_{x_1, x_2, \ldots, x_d \in [-p,p]} \mathbb{E}\left[ |\left( \frac{\partial^2}{\partial x_i^2} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) |\sigma_i|^2 |x_i|^2 |S_t^{(i)}|^2|^p \right] < \infty.
\]  
(111)

Furthermore, note that (105) and the fact that \( \varphi \in C^2(\mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing derivatives assure that for every \( i \in \{1, 2, \ldots, d\} \), \( t \in [0, \infty) \), \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that
\[
\mathbb{E}\left[ \int_0^t \left| \left( \frac{\partial}{\partial x_i} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) \sigma_i x_i S_t^{(i)} \right|^2 \, ds \right] < \infty.
\]  
(112)

This, (110), (111), (109), (107), and Fubini’s theorem imply that for every \( t \in [0, T] \), \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that
\[
v(t, x) = \mathbb{E}\left[ V(t, x) \right]
\]
\[
= \varphi(x) + \sum_{i=1}^{d} \mathbb{E}\left[ \int_0^t \left( \frac{\partial}{\partial x_i} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) \mu_i x_i S_t^{(i)} \, ds \right]
\]
\[
+ \frac{1}{2} \sum_{i=1}^{d} \mathbb{E}\left[ \int_0^t \left( \frac{\partial^2}{\partial x_i^2} \varphi \right)(x_1S_t^{(1)}, x_2S_t^{(2)}, \ldots, x_dS_t^{(d)}) |\sigma_i|^2 |x_i|^2 |S_t^{(i)}|^2 \, ds \right]
\]  
(113)

\[
= \varphi(x) + \sum_{i=1}^{d} \int_0^t \mathbb{E}\left[ \left( \frac{\partial}{\partial x_i} \varphi \right)(x_1S_s^{(1)}, x_2S_s^{(2)}, \ldots, x_dS_s^{(d)}) \mu_i x_i S_s^{(i)} \right] \, ds
\]
\[
+ \frac{1}{2} \sum_{i=1}^{d} \int_0^t \mathbb{E}\left[ \left( \frac{\partial^2}{\partial x_i^2} \varphi \right)(x_1S_s^{(1)}, x_2S_s^{(2)}, \ldots, x_dS_s^{(d)}) |\sigma_i|^2 |x_i|^2 |S_s^{(i)}|^2 \right] \, ds.
\]
Moreover, observe that Lemma 3.5 assures that \( v \in C([0, T] \times \mathbb{R}^d, \mathbb{R}) \). Combining (110), (111), (113), the de la Vallée Poussin theorem (cf., e.g., Klenke [66, Corollary 6.21]), and the Vitali convergence theorem (cf., e.g., Klenke [66, Theorem 6.25]) with the fundamental theorem of calculus hence ensures that

(a) it holds for every \( x \in \mathbb{R}^d \) that \( ([0, T] \ni t \mapsto v(t, x) \in \mathbb{R}) \in C^1([0, T], \mathbb{R}) \) and

(b) it holds that \( ([0, T] \times \mathbb{R}^d \ni (t, x) \mapsto (\frac{\partial}{\partial x} v)(t, x) \in \mathbb{R}) \in C([0, T] \times \mathbb{R}^d, \mathbb{R}) \).

Next note that (105) shows that for every \( i \in \{1, 2, \ldots, d\} \), \( t \in [0, \infty) \), \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that

\[
(\frac{\partial}{\partial x_i} V)(t, x_1, x_2, \ldots, x_d) = S_t^{(i)}(x_1 S_t^{(1)}, x_2 S_t^{(2)}, \ldots, x_d S_t^{(d)}). \tag{114}
\]

Moreover, observe that (105) and the fact that \( \varphi \in C^2(\mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing derivatives assure that for every \( p \in (0, \infty) \), \( i \in \{1, 2, \ldots, d\} \) it holds that

\[
\sup_{t \in [0, p]} \sup_{x_1, x_2, \ldots, x_d \in [-p, p]} \mathbb{E}\left[ \left| S_t^{(i)}(\frac{\partial}{\partial x_i} \varphi)(x_1 S_t^{(1)}, x_2 S_t^{(2)}, \ldots, x_d S_t^{(d)})\right|^p \right] < \infty. \tag{115}
\]

Combining this with (113) demonstrates that for every \( p \in (0, \infty) \), \( i \in \{1, 2, \ldots, d\} \) it holds that

\[
\sup_{t \in [0, p]} \sup_{x_1, x_2, \ldots, x_d \in [-p, p]} \mathbb{E}\left[ \left| (\frac{\partial}{\partial x_i} V)(t, x_1, x_2, \ldots, x_d)\right|^p \right] < \infty. \tag{116}
\]

This, (114), the de la Vallée Poussin theorem (cf., e.g., Klenke [66, Corollary 6.21]), the Vitali convergence theorem (cf., e.g., Klenke [66, Theorem 6.25]), and the fundamental theorem of calculus imply that

(I) it holds for every \( t \in [0, T] \) that \( (\mathbb{R}^d \ni x \mapsto v(t, x) \in \mathbb{R}) \in C^1(\mathbb{R}^d, \mathbb{R}) \),

(II) it holds for every \( i \in \{1, 2, \ldots, d\} \) that

\[
([0, T] \times \mathbb{R}^d \ni (t, x) \mapsto (\frac{\partial}{\partial x_i} v)(t, x) \in \mathbb{R}) \in C([0, T] \times \mathbb{R}^d, \mathbb{R}), \tag{117}
\]

and

(III) it holds for every \( t \in [0, T], x \in \mathbb{R}^d \) that

\[
(\frac{\partial}{\partial x_i} v)(t, x) = \mathbb{E}[((\frac{\partial}{\partial x_i} V)(t, x)]. \tag{118}
\]

In addition, observe that (106) ensures that for every \( i, j \in \{1, 2, \ldots, d\}; \, t \in [0, \infty) \), \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that

\[
(\frac{\partial^2}{\partial x_i \partial x_j} V)(t, x_1, x_2, \ldots, x_d) = S_t^{(i)} S_t^{(j)}(\frac{\partial^2}{\partial x_i \partial x_j} \varphi)(x_1 S_t^{(1)}, x_2 S_t^{(2)}, \ldots, x_d S_t^{(d)}). \tag{119}
\]
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Moreover, note that \( \| \| \) and the fact that \( \varphi \in C^2(\mathbb{R}^d, \mathbb{R}) \) has at most polynomially growing derivatives assure that for every \( p \in (0, \infty), i, j \in \{1, 2, \ldots, d\} \) it holds that
\[
\sup_{t \in [0,p]} \sup_{x_1,x_2,\ldots,x_d \in [-p,p]} \mathbb{E} \left[ \left| S_t^{(i)} S_t^{(j)} \left( \frac{\partial^2}{\partial x_i \partial x_j} \varphi \right) (x_1 S_t^{(1)}, x_2 S_t^{(2)}, \ldots, x_d S_t^{(d)}) \right|^p \right] < \infty. \tag{120}
\]
Combining this with (119) demonstrates that for every \( p \in (0, \infty), i \in \{1, 2, \ldots, d\} \) it holds that
\[
\sup_{t \in [0,p]} \sup_{x_1,x_2,\ldots,x_d \in [-p,p]} \mathbb{E} \left[ \left| \left( \frac{\partial^2}{\partial x_i \partial x_j} V \right) (t, x_1, x_2, \ldots, x_d) \right|^p \right] < \infty. \tag{121}
\]
This, item (A), item (B), the de la Vallée Poussin theorem (cf., e.g., Klenke [66, Corollary 6.21]), the Vitali convergence theorem (cf., e.g., Klenke [66, Theorem 6.25]), and the fundamental theorem of calculus imply that

(A) it holds for every \( t \in [0,T] \) that \( \mathbb{R}^d \ni x \mapsto v(t, x) \in \mathbb{R} \in C^2(\mathbb{R}^d, \mathbb{R}) \) and

(B) it holds for every \( i, j \in \{1, 2, \ldots, d\} \) that
\[
( [0,T] \times \mathbb{R}^d \ni (t, x) \mapsto (\frac{\partial^2}{\partial x_i \partial x_j} v)(t, x) \in \mathbb{R} ) \in C([0,T] \times \mathbb{R}^d, \mathbb{R}). \tag{122}
\]
Moreover, observe that item (A), item (B), and the fact that \( v \in C^1([0,T] \times \mathbb{R}^d, \mathbb{R}) \) imply that \( v \in C^{1,0}([0,T] \times \mathbb{R}^d, \mathbb{R}) \). This, item (A), item (B), and item (C) demonstrate that \( v \in C^{1,2}([0,T] \times \mathbb{R}^d, \mathbb{R}) \). This establishes item (I). Furthermore, observe that item (I) and Lemma 3.5 establish item (II). This completes the proof of Lemma 3.6. \( \square \)

**Lemma 3.7.** Let \( d \in \mathbb{N}, T, \sigma_1, \sigma_2, \ldots, \sigma_d \in (0, \infty), \mu_1, \mu_2, \ldots, \mu_d \in \mathbb{R} \), let \( (\Omega, F, \mathbb{P}) \) be a probability space, let \( W : [0,T] \times \Omega \to \mathbb{R} \) be a standard Brownian motion, let \( \varphi \in C^2(\mathbb{R}^d, \mathbb{R}) \) have at most polynomially growing derivatives, let \( v : [0,T] \times \mathbb{R}^d \to \mathbb{R} \) satisfy for every \( t \in (0,T] \), \( x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) that \( v(0, x) = \varphi(x) \) and
\[
v(t, x) = \frac{1}{(2\pi t)^{d/2}} \int_{\mathbb{R}} \int_{\mathbb{R}} \ldots \int_{\mathbb{R}} \left[ \exp \left( -\frac{\sum_{i=1}^d |y_i|^2}{2t} \right) \right] dy_1 dy_2 \ldots dy_d, \tag{123}
\]
and let \( X : [0,T] \times \mathbb{R}^d \times \Omega \to \mathbb{R} \) satisfy for every \( t \in [0,T], x \in \mathbb{R}^d \) that
\[
X_t(x) = \exp(W_t - \frac{t}{2}) v(t, x). \tag{124}
\]
Then

(i) for every \( \omega \in \Omega \) it holds that \( ([0,T] \times \mathbb{R}^d \ni (t, x) \mapsto X_t(x, \omega) \in \mathbb{R} ) \in C^{0,2}([0,T] \times \mathbb{R}^d, \mathbb{R}) \) and
(ii) for every $t \in [0,T]$, $x \in \mathbb{R}^d$ it holds $\mathbb{P}$-a.s. that

$$X_t(x) = \varphi(x) + \int_0^t \left[ \frac{1}{2} \sum_{i=1}^d |\sigma_i|^2 |x_i|^2 \left( \frac{\partial^2}{\partial x_i^2} X_s(x) \right) + \sum_{i=1}^d \mu_i x_i \left( \frac{\partial}{\partial x_i} X_s(x) \right) \right] ds + \int_0^t X_s(x) dW_s. \tag{125}$$

**Proof of Lemma 3.7.** Observe that the hypothesis that $\varphi \in C^2(\mathbb{R}^d, \mathbb{R})$ has at most polynomially growing derivatives and Lemma 3.6 assure that $v \in C^{1,2}([0,T] \times \mathbb{R}^d, \mathbb{R})$. Combining this and (124) proves that for every $\omega \in \Omega$ it holds that $([0,T] \times \mathbb{R}^d \ni (t,x) \mapsto X_t(x,\omega) \in \mathbb{R}) \in C^{0,2}([0,T] \times \mathbb{R}^d, \mathbb{R})$. This establishes item (ii). Moreover, observe that the fact that $v \in C^{1,2}([0,T] \times \mathbb{R}^d, \mathbb{R})$, Itô’s formula, the assumption that for every $x \in \mathbb{R}^d$ it holds that $v(0,x) = \varphi(x)$, and (124) ensure that for every $t \in [0,T]$, $x \in \mathbb{R}^d$ it holds $\mathbb{P}$-a.s. that

$$X_t(x) = \exp(W_t - \frac{t}{2}) v(t,x)$$

$$= v(0,x) + \int_0^t \exp(W_s - \frac{s}{2}) \left( \frac{\partial v}{\partial s}(s,x) \right) ds + \int_0^t \exp(W_s - \frac{s}{2}) v(s,x) dW_s$$

$$+ \int_0^t \left[ -\frac{1}{2} \exp(W_s - \frac{s}{2}) \right] v(s,x) ds + \frac{1}{2} \int_0^t \exp(W_s - \frac{s}{2}) v(s,x) ds$$

$$= \varphi(x) + \int_0^t \exp(W_s - \frac{s}{2}) \left( \frac{\partial v}{\partial s}(s,x) \right) ds + \int_0^t \exp(W_s - \frac{s}{2}) v(s,x) dW_s. \tag{126}$$

Lemma 3.6, (124), and item (i) hence assure that for every $t \in [0,T]$, $x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d$ it holds $\mathbb{P}$-a.s. that

$$X_t(x) = \varphi(x) + \int_0^t \exp(W_s - \frac{s}{2}) \left[ \frac{1}{2} \sum_{i=1}^d |\sigma_i|^2 |x_i|^2 \left( \frac{\partial^2}{\partial x_i^2} v(s,x) \right) + \sum_{i=1}^d \mu_i x_i \left( \frac{\partial}{\partial x_i} v(s,x) \right) \right] ds$$

$$+ \int_0^t X_s(x) dW_s \tag{127}$$

$$= \varphi(x) + \int_0^t \left[ \frac{1}{2} \sum_{i=1}^d |\sigma_i|^2 |x_i|^2 \left( \frac{\partial^2}{\partial x_i^2} v(s,x) \right) + \sum_{i=1}^d \mu_i x_i \left( \frac{\partial}{\partial x_i} v(s,x) \right) \right] ds + \int_0^t X_s(x) dW_s.$$

This completes the proof of Lemma 3.7. \hfill \square

### 3.4 Zakai equations

In this subsection we apply the approximation algorithm in Framework 2.2 to the Zakai equations in (133) below.

Assume Framework 3.1, let $\alpha = 2\pi$, $\beta = 0.25$, and $\gamma = 0.1$, assume that $T = 0.5$, $N = 25$, $M = 12000$, $d \in \{1, 5, 10, 20, 50\}$, $\delta = d$, and $\varepsilon = 10^{-8}$, let $h = (h_1, h_2, \ldots, h_d) \in C(\mathbb{R}^d, \mathbb{R}^d)$, let $W: [0,T] \times \Omega \to \mathbb{R}^d$ be a standard $(\mathcal{F}_t)_{t \in [0,T]}$-Brownian motion, assume for every $s, t \in [0,T]$, $x = (x_1, x_2, \ldots, x_d)$, $w = (w_1, w_2, \ldots, w_d) \in \mathbb{R}^d$, $u \in \mathbb{R}$, $z =$
| d  | Result of the approx. algorithm | Runtime in seconds | Reference solution | Relative pathwise error | Relative $L^2$-error |
|----|--------------------------------|-------------------|-------------------|------------------------|---------------------|
| 1  | 139.171                        | 448.275           | 139.809           | 0.0046                 | 0.0044              |
| 1  | 173.195                        | 450.996           | 172.210           | 0.0057                 |                     |
| 1  | 63.231                         | 448.398           | 63.588            | 0.0056                 |                     |
| 1  | 41.285                         | 442.110           | 41.161            | 0.0030                 |                     |
| 1  | 116.699                        | 439.910           | 116.847           | 0.0013                 |                     |
| 5  | 80.088                         | 455.842           | 78.773            | 0.0167                 | 0.0137              |
| 5  | 32.612                         | 455.521           | 31.954            | 0.0206                 |                     |
| 5  | 77.905                         | 456.283           | 77.766            | 0.0018                 |                     |
| 5  | 24.200                         | 442.110           | 23.843            | 0.0150                 |                     |
| 5  | 116.699                        | 439.910           | 116.847           | 0.0013                 |                     |
| 10 | 22.367                         | 445.009           | 22.187            | 0.0082                 |                     |
| 10 | 69.423                         | 446.532           | 68.919            | 0.0073                 |                     |
| 10 | 14.542                         | 452.487           | 14.596            | 0.0037                 |                     |
| 10 | 11.286                         | 455.380           | 11.285            | 0.0001                 | 0.0087              |
| 10 | 28.276                         | 455.372           | 27.839            | 0.0157                 |                     |
| 20 | 4.963                          | 443.438           | 4.923             | 0.0081                 |                     |
| 20 | 17.222                         | 442.955           | 16.951            | 0.0160                 |                     |
| 20 | 50.882                         | 454.271           | 50.099            | 0.0156                 |                     |
| 20 | 11.286                         | 455.924           | 10.915            | 0.0161                 |                     |
| 20 | 18.192                         | 454.760           | 17.986            | 0.0115                 |                     |

Table 3: Numerical simulations for the stochastic Black–Scholes equations with multiplicative noise in [97].

$$(z_1, z_2, \ldots, z_d) \in \mathbb{R}^d, \ n \in \mathbb{N}_0$$ that $\varphi(x) = \left(\frac{\alpha}{2\pi}\right)^{d/2}\exp\left(-\frac{\alpha}{2}||x||^2_{\mathbb{R}^d}\right), h(x) = \beta x, \ \mu(x) = \gamma x[1+||x||^2_{\mathbb{R}^d}]^{-1}, \ \sigma(x)w = d^{-1/2} (\sum_{i=1}^d w_i, \ \sum_{i=1}^d w_i, \ldots, \sum_{i=1}^d w_i), \ H(t, s, x, w) = x + \mu(x)(t-s) + \sigma(x)w, \ f(x, u, w) = -\sum_{i=1}^d \left(\frac{\partial}{\partial x_i} \mu_i\right)(x), \ b(x, u, w) = uh(x), \ \gamma_m = 10^{-2}1_{[0,5000]}(m) + 10^{-4}1_{(5000,12000]}(m), \ and$

$$H_n(x, u, w, z) = u - \left[\sum_{i=1}^d u\left(\frac{\partial}{\partial z_i} \mu_i\right)(x)\right](t_n - t_{n-1}) + u(h(x), z)_{\mathbb{R}^d} + \frac{u}{2} \left[\sum_{i,j=1}^d h_i(x)h_j(x)z_i z_j - \frac{w(t_n - t_{n-1})}{2} \left[\sum_{i=1}^d |h_i(x)|^2\right]\right], \quad (128)$$

let $Y: [0, T] \times \Omega \to \mathbb{R}^d$ be an $(\mathcal{F}_t)_{t \in [0, T]}$-adapted stochastic process with continuous sample
paths which satisfies that for every \( t \in [0, T] \) it holds \( \mathbb{P} \)-a.s. that

\[
Y_t = Y_0 + \int_0^t \mu(Y_s) \, ds + \int_0^t \sigma(Y_s) \, dW_s
\]  
(129)

(specific process/state process/system process), assume for every \( A \in \mathcal{B}(\mathbb{R}^d) \) that \( \mathbb{P}(Y_0 \in A) = \int_A \varphi(x) \, dx \), let \( V : [0, T] \times \Omega \to \mathbb{R}^d \) be a standard \((\mathcal{F}_t)_{t \in [0,T]}\)-Brownian motion, assume that \( V \) and \( W \) are independent, and assume that for every \( t \in [0, T] \), \( x \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that

\[
Z_t(x) = \int_0^t h(Y_s) \, ds + V_t
\]  
(130)

(observation process). Note that \([78]\) and the hypothesis that for every \( w = (w_1, w_2, \ldots, w_d) \in \mathbb{R}^d \) it holds that \( \sigma(x)w = d^{-1/2}(\sum_{i=1}^d w_i, \sum_{i=1}^d w_i, \ldots, \sum_{i=1}^d w_i) \) ensure that for every \( t \in [0, T], x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that

\[
X_t(x) = \varphi(x) + \int_0^t f(x, X_s(x), (\nabla X_s)(x)) \, ds + \int_0^t \langle b(x, X_s(x), (\nabla X_s)(x)), dZ_s \rangle_{\mathbb{R}^d}
\]

\[
+ \int_0^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)\sigma(x)^*) (\text{Hess} X_s)(x) \right] \, ds
\]

\[
= \varphi(x) + \int_0^t \left[ -\sum_{i=1}^d [X_s(x)\left( \frac{\partial}{\partial x_i}\mu_i(x) \right)] \right] \, ds + \int_0^t X_s(x) \langle h(x), dZ_s \rangle_{\mathbb{R}^d}
\]

\[
+ \int_0^t \left[ \frac{1}{2} \text{Trace}(\sigma(x)\sigma(x)^*) (\text{Hess} X_s)(x) \right] \, ds
\]  
(131)

\[
= \varphi(x) + \int_0^t \left[ -\sum_{i=1}^d [X_s(x)\left( \frac{\partial}{\partial x_i}\mu_i(x) \right)] \right] \, ds + \int_0^t X_s(x) \langle h(x), dZ_s \rangle_{\mathbb{R}^d}
\]

\[
+ \int_0^t \left[ \frac{1}{2} \left[ \sum_{i,j=1}^d \left( \frac{\partial^2}{\partial x_i \partial x_j} X_s(x) \right) \right] - \langle \mu(x), (\nabla X_s)(x) \rangle_{\mathbb{R}^d} \right] \, ds.
\]

The fact that for every \( s \in [0, T], x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds that

\[
\sum_{i=1}^d [X_s(x)\left( \frac{\partial}{\partial x_i}\mu_i(x) \right)] \] + \langle \mu(x), (\nabla X_s)(x) \rangle_{\mathbb{R}^d} = \sum_{i=1}^d \frac{\partial}{\partial x_i} \langle \mu(x)X_s(x) \rangle
\]  
(132)

hence proves that for every \( t \in [0, T], x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \) it holds \( \mathbb{P} \)-a.s. that

\[
X_t(x)
\]

\[
= \varphi(x) + \int_0^t \left[ \frac{1}{2} \left[ \sum_{i,j=1}^d \left( \frac{\partial^2}{\partial x_i \partial x_j} X_s(x) \right) \right] - \left[ \sum_{i=1}^d \frac{\partial}{\partial x_i} \langle \mu(x)X_s(x) \rangle \right] \right] \, ds + \int_0^t X_s(x) \langle h(x), dZ_s \rangle_{\mathbb{R}^d}.
\]

In the next step we depict our numerical simulation results for the Zakai equations described in \([133]\) above. In Table 4 we present numerical approximations for the relative \( L^2 \)-errors \( \left( \mathbb{E} \left[ |X_T(0)|^{-2} |\nabla_{N_m} \Theta_{m}^{0, N} (\Theta_{m}^{0, N}, 0) - X_T(0)|^2 \right] \right)^{1/2} \) for \( d \in \{1, 5, 10, 20, 50\} \) (cf. \([75]\) and \([76]\)).
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### Result of the approx. algorithm

|   | Result of the approx. algorithm | Runtime in seconds | Reference solution | Relative pathwise error | Relative $L^2$-error |
|---|---------------------------------|--------------------|--------------------|-------------------------|----------------------|
| 1 | 0.4699                          | 830.03             | 0.4812             | 0.0236                  |                      |
| 1 | 0.4574                          | 827.84             | 0.4781             | 0.0433                  |                      |
| 1 | 0.4719                          | 827.02             | 0.4800             | 0.0167                  |                      |
| 1 | 0.4681                          | 828.02             | 0.4798             | 0.0243                  |                      |
| 1 | 0.4681                          | 828.28             | 0.4783             | 0.0214                  | 0.0274               |
| 5 | 0.1984                          | 942.68             | 0.2063             | 0.0382                  |                      |
| 5 | 0.2044                          | 942.60             | 0.2076             | 0.0155                  |                      |
| 5 | 0.1983                          | 944.02             | 0.2058             | 0.0363                  | 0.0266               |
| 5 | 0.2027                          | 942.89             | 0.2072             | 0.0216                  |                      |
| 5 | 0.2042                          | 942.89             | 0.2055             | 0.0066                  |                      |
| 10| 0.1233                          | 944.60             | 0.1271             | 0.0301                  |                      |
| 10| 0.1246                          | 943.11             | 0.1264             | 0.0142                  |                      |
| 10| 0.1250                          | 942.84             | 0.1266             | 0.0130                  | 0.0165               |
| 10| 0.1268                          | 941.63             | 0.1279             | 0.0088                  |                      |
| 10| 0.1269                          | 942.62             | 0.1271             | 0.0016                  |                      |
| 20| 0.0691                          | 959.35             | 0.0695             | 0.0053                  |                      |
| 20| 0.0699                          | 961.43             | 0.0714             | 0.0215                  |                      |
| 20| 0.0726                          | 962.18             | 0.0732             | 0.0073                  | 0.0117               |
| 20| 0.0699                          | 959.87             | 0.0707             | 0.0119                  |                      |
| 20| 0.0754                          | 962.79             | 0.0753             | 0.0016                  |                      |
| 50| 0.0283                          | 957.60             | 0.0283             | 0.0011                  | 0.0209               |
| 50| 0.0255                          | 958.08             | 0.0263             | 0.0079                  |                      |
| 50| 0.0307                          | 955.14             | 0.0297             | 0.0341                  |                      |
| 50| 0.0257                          | 958.00             | 0.0256             | 0.0032                  |                      |
| 50| 0.0310                          | 957.00             | 0.0305             | 0.0149                  |                      |

Table 4: Numerical simulations for the Zakai equations in (133).
4 PYTHON source codes for the proposed approximation algorithm

In Subsections 4.1–4.4 below we present the PYTHON source codes associated to the numerical simulations in Subsections 3.1–3.4 above. The following PYTHON source code, PYTHON code 1 below, is employed in the case of each of the PYTHON source codes in Subsections 4.1–4.4 below.

```python
import tensorflow as tf
import os
from glob import glob
from tensorflow.python.training.moving_averages \
import assign_moving_average

def neural_net(y, neurons, name, is_training, 
    reuse=None, decay=0.9, dtype=tf.float32):

    def batch_normalization(x):
        beta = tf.compat.v1.get_variable(
            'beta', [x.get_shape()[-1]], dtype, 
            tf.zeros_initializer())
        gamma = tf.compat.v1.get_variable(
            'gamma', [x.get_shape()[-1]], dtype, 
            tf.ones_initializer())
        mv_mean = tf.compat.v1.get_variable(
            'mv_mean', [x.get_shape()[-1]], dtype=dtype, 
            initializer=tf.zeros_initializer(), trainable=False)
        mv_var = tf.compat.v1.get_variable(
            'mv_var', [x.get_shape()[-1]], dtype=dtype, 
            initializer=tf.ones_initializer(), trainable=False)
        mean, variance = tf.nn.moments(x, [0], name='moments')
        tf.compat.v1.add_to_collection(
            tf.compat.v1.GraphKeys.UPDATE_OPS, 
            assign_moving_average(mv_mean, mean, decay, 
                zero_debias=True))
        tf.compat.v1.add_to_collection(
            tf.compat.v1.GraphKeys.UPDATE_OPS, 
            assign_moving_average(mv_var, variance, decay, 
                zero_debias=False))

        if is_training:
            return tf.nn.batch_normalization(x, mean, variance, 
                beta, gamma, 1e-6)
        else:
            return tf.nn.batch_normalization(x, mv_mean, mv_var, 
                beta, gamma, 1e-6)
```
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def layer(x, out_size, activation):
    w = tf.compat.v1.get_variable('weights', [x.get_shape().as_list()[-1], out_size],
    dtype, tf.initializers.glorot_uniform())
    return activation(batch_normalization(tf.matmul(x, w)))

with tf.compat.v1.variable_scope(name, reuse=reuse):
    y = batch_normalization(y)
    for i in range(len(neurons) - 1):
        with tf.compat.v1.variable_scope('layer%i' % (i + 1)):
            y = layer(y, neurons[i], tf.nn.tanh)
    with tf.compat.v1.variable_scope('layer%len(neurons))'):
        return layer(y, neurons[-1], tf.identity)

def splitting_model(y, z, t, n, phi, h, net, neurons, batch_size, dtype=tf.float32):
    vn = None
    _y = y[:, :, 1]
    _z = z[:, net]
    if net == 0:
        vi = phi(_y)
    else:
        vi = neural_net(_y, neurons, 'v%i' % net,
                        False, dtype=dtype)
    grad_v = tf.gradients(vi, _y)
    z = tf.reshape(tf.constant(z, dtype=tf.float32), (1, 1))
    if net == n - 1:
        vn = tf.compat.v1.get_variable('v%i' % (net + 1), [], dtype,
                                        tf.random_uniform_initializer())
        vj = tf.ones([batch_size, 1], dtype) * vn
    else:
        vj = neural_net(y[:, :, 0], neurons, 'v%i' % (net + 1),
                        True, dtype=dtype)
    loss = (vj - tf.stop_gradient(  
        h(_y, vi, grad_v[0], _z, t / n))) ** 2
    return tf.reduce_mean(loss), vn

def simulate(t, n, d, sde, phi, h, z, neurons, train_steps,  
        batch_size, lr_boundaries, lr_values,
        path, epsilon=1e-8):
for i in range(n):
    tf.compat.v1.reset_default_graph()

    y = sde(d, n - i - 1)
    loss, v_n = splitting_model(y, z, t, n, phi, h, i,
                               neurons, batch_size)

    global_step = tf.compat.v1.get_variable(
        'global_step' + '%i' % (i + 1), [], tf.int32,
        tf.zeros_initializer(), trainable=False)

    learning_rate = tf.compat.v1.train.piecewise_constant(
        global_step, lr_boundaries, lr_values)
    update_ops = tf.compat.v1.get_collection(
        tf.compat.v1.GraphKeys.UPDATE_OPS, 'v' + '%i' % (i + 1))
    with tf.control_dependencies(update_ops):
        train_op = tf.compat.v1.train.AdamOptimizer(
            learning_rate, epsilon=epsilon).minimize(
            loss, global_step=global_step)

    with tf.compat.v1.Session() as sess:
        sess.run(tf.compat.v1.global_variables_initializer())
        var_list_n = tf.compat.v1.get_collection(
            tf.compat.v1.GraphKeys.GLOBAL_VARIABLES,
            'v' + '%i' % (i + 1))
        saver_n = tf.compat.v1.train.Saver(var_list=var_list_n)

        if i > 0:
            saver_p = tf.compat.v1.train.Saver(
                var_list=tf.compat.v1.get_collection(
                    tf.compat.v1.GraphKeys.GLOBAL_VARIABLES,
                    'v' + '%i' % i))
            saver_p.restore(sess, os.path.join(
                path, 'model' + '%i' % i))

        for _ in range(train_steps):
            sess.run(train_op)

        saver_n.save(sess, os.path.join(
            path, 'model' + '%i' % (i + 1)))

        try:
            for filename in glob(os.path.join(
                path, 'model' + '%i' % (i - 1))):
                os.remove(filename)
        except OSError:
            pass
if i == n - 1:
    return sess.run(v_n)

---

**Python code 1: common.py**

### 4.1 A **Python** source code associated to the numerical simulations in Subsection 3.1

```python
import tensorflow as tf
import numpy as np
import os
import time
import shutil
from common import simulate

def phi(x):
    return tf.reduce_sum(x ** 2, 1, keepdims=True)

def h(x, u, w, z, dt):
    return u + z

def sde(_d, n):
    x = [tf.compat.v1.random_normal(
        [batch_size, _d, 1], stddev=np.sqrt(2. * n * T / N)),
        tf.compat.v1.random_normal(
        [batch_size, _d, 1], stddev=np.sqrt(2. * T / N))]
    return tf.cumsum(tf.concat(x, axis=2), axis=2)

tf.compat.v1.disable_eager_execution()
batch_size = 1024
train_steps = 8000
lr_boundaries = [2000, 4000, 6000]
lr_values = [0.1, 0.01, 0.001, 0.0001]
T = 1.
N = 5

path = '/tmp/heat'
_file = open('HeatEquationAdd.csv', 'w')
_file.write('d, T, N, run, value, time, ref, pc\n')
```
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for d in [1, 5, 10, 20, 50]:
    neurons = [d + 50, d + 50, 1]
    for run in range(5):
        if os.path.exists(path):
            shutil.rmtree(path)
        os.mkdir(path)
        t_0 = time.time()
        z = np.random.normal(0., np.sqrt(T / N), (1, N))
        xi = np.zeros((d, ))
        vn = simulate(T, N, d, sde, phi, h, z, neurons, train_steps,
                       batch_size, lr_boundaries, lr_values, path)
        t_1 = time.time()
        b1 = np.cumsum(z, 1)
        u_reference = b1[:, -1] + 2. * T * d + np.sum(xi ** 2, 0)
        _file.write('%i, %f, %i, %i, %f, %f, %f, %f
' % (d, T, N, run, vn, t_1 - t_0, u_reference,
               abs(vn - u_reference) / u_reference))
        _file.flush()
    _file.close()
return u * (1. + z + 0.5 * z * 2 - 0.5 * dt)

def sde(d, n):
    x = [tf.compat.v1.random_normal(
        [batch_size, d, 1], stddev=np.sqrt(2. * n * T / N)),
        tf.compat.v1.random_normal(
        [batch_size, d, 1], stddev=np.sqrt(2. * T / N))]
    return tf.cumsum(tf.concat(x, axis=2), axis=2)

tf.compat.v1.disable_eager_execution()
batch_size = 2048
train_steps = 12000
lr_boundaries = [5000, 7000, 10000]
lr_values = [0.1, 0.01, 0.001, 0.0001]
T = 0.5
N = 25
path = '/tmp/heat'
_file = open('HeatEquationMult.csv', 'w')
_file.write('d, T, N, run, value, time, ref, pc\n')
for d in [1, 5, 10, 20, 50]:
    neurons = [d + 50, d + 50, 1]
    for run in range(5):
        if os.path.exists(path):
            shutil.rmtree(path)
        os.mkdir(path)
        t_0 = time.time()
        z = np.random.normal(0., np.sqrt(T / N), (1, N))
        xi = np.zeros((d, 1))
        vn = simulate(T, N, d, sde, phi, h, z, neurons, train_steps,
            batch_size, lr_boundaries, lr_values, path)
        t_1 = time.time()
        bl = np.cumsum(z, 1)
u_reference = np.exp(b1[:, -1] - T / 2.) * (2. * T * d)
        _file.write('%i, %f, %i, %i, %f, %f, %f\n' %
            (d, T, N, run, vn, t_1 - t_0, u_reference,
                abs(vn - u_reference) / u_reference))
4.3 A Python source code associated to the numerical simulations in Subsection 3.3

```python
import tensorflow as tf
import numpy as np
import os
import time
import shutil
from common import simulate

def phi(x):
    return np.exp(-1. / 50. * T) * tf.maximum(tf.reduce_max(x, 1, keepdims=True) - 100., 0.)

def h(x, u, w, z, dt):
    return u * (1. + z + 0.5 * z ** 2 - 0.5 * dt)

def sde(d, n):
    x = [tf.compat.v1.random_normal([batch_size, d, 1], stddev=np.sqrt(n * T / N)),
         tf.compat.v1.random_normal([batch_size, d, 1], stddev=np.sqrt(T / N))]
    t = tf.reshape(np.array([n * T / N, (n + 1) * T / N],
                         dtype=np.float32), [1, 1, 2])
    return tf.exp((mu - sigma ** 2 / 2.) * t +
                   sigma * tf.cumsum(tf.concat(x, axis=2), axis=2)) \
                * tf.ones([1, d, 1]) * 100.

def mc(d):
    y = tf.compat.v1.random_normal([batch_size, d, 1],
                                    stddev=np.sqrt(T))
    x = tf.exp((mu - sigma ** 2 / 2.) * T + sigma * y) \
         * tf.ones([1, d, 1]) * 100.
    x = phi(x)
    return tf.reduce_mean(x)
```
tf.compat.v1.disable_eager_execution()
batch_size = 1024
train_steps = 10000
lr_boundaries = [4000, 6000, 8000]
lr_values = [0.1, 0.01, 0.001, 0.0001]
T = 0.5
N = 20

path = '/tmp/bs'
file = open('BlackScholes.csv', 'w')
file.write('#d, T, N, run, value, time, ref, pc

for d in [1, 5, 10, 20]:
    neurons = [d + 50, d + 50, 1]

    for run in range(5):
        if os.path.exists(path):
            shutil.rmtree(path)
        os.mkdir(path)

        t_0 = time.time()

        mu = np.reshape((np.sin(np.linspace(d * 1., 1. * d * d, d))
                         + 1.) / (1. * d), (1, d, 1))
        sigma = np.reshape(np.linspace(1., 1. * d, d) / (4. * d),
                           (1, d, 1))

        z = np.random.normal(0., np.sqrt(T / N), (1, N))

        vn = simulate(T, N, d, sde, phi, h, z, neurons, train_steps,
                       batch_size, lr_boundaries, lr_values, path)

        t_1 = time.time()

        bl = np.cumsum(z, 1)
        u_reference = np.exp(bl[:, -1] - T / 2.)

        tf.compat.v1.reset_default_graph()
        ref_sol = mc(d)
        mc_val = 0.

        with tf.compat.v1.Session() as sess:
            for _ in range(1000):
                mc_val += sess.run(ref_sol)

        u_reference = u_reference * mc_val / 1000.
Python code 4: black_scholes.py

4.4 A Python source code associated to the numerical simulations in Subsection 3.4

```python
import tensorflow as tf
import numpy as np
import os
import time
import shutil
from common import simulate

def phi(x, d):
    return (alpha / 2. / np.pi) ** (d / 2.) * tf.exp(-alpha / 2. * tf.reduce_sum(x ** 2, axis=1, keepdims=True))

def h(x, u, w, z, dt, d):
    sum_x2 = tf.reduce_sum(x ** 2, axis=1, keepdims=True)
    hz_sum = tf.reduce_sum(beta * x * z, axis=1, keepdims=True)
    tmp1 = u * hz_sum
    tmp2 = u / 2. * tf.reduce_sum(beta * x * z * hz_sum, axis=1, keepdims=True)
    tmp3 = u * T / N / 2. * tf.reduce_sum(beta * x * beta * x, axis=1, keepdims=True)
    return u - u * tmp0 * gamma + tmp1 + tmp2 - tmp3

def sde(d, n):
    y = [tf.constant(np.zeros((batch_size, d)), dtype=np.float32)]
    for n_ in range(n+1):
        mu = gamma * y[-1] / (1. + tf.reduce_sum(y[-1] ** 2, axis=1, keepdims=True))
        sigma = tf.ones((batch_size, d)) * tf.reduce_sum(
            tf.comapt.v1.random_normal((batch_size, d),
            stddev=np.sqrt(T / N), axis=1, keepdims=True))
```
```python
y.append(y[-1] + mu * T / N + sigma / np.sqrt(d))
return tf.stack(y[n:n + 2], axis=2)

def example():
w = np.random.normal(0., np.sqrt(T / N), (d, N))
v = np.random.normal(0., np.sqrt(T / N), (d, N))
y = [np.zeros((d, ))]
z = [np.zeros((d, ))]
for i in range(N):
z.append(z[-1] + beta * T / N * y[-1] + v[:, i])
y.append(y[-1] + gamma * T/N * y[-1]
  / (1. + np.sum(y[-1] ** 2))
  + np.sum(w[:, i]) / np.sqrt(d))
return v, y, z

def ref_solution(v, y):
v = tf.cumsum(tf.expand_dims(tf.cast(v, tf.float32), axis=0),
  axis=2)
y = tf.cast(tf.expand_dims(tf.stack(y, axis=1), axis=0),
  tf.float32)
x_0 = tf.zeros((batch_size, d)) + 0.
w = tf.compat.v1.random_normal((batch_size, d, N),
  stddev=np.sqrt(T / N))
yy = [x_0]
BB = 0.
fact = 0.5
for i in range(N):
  vv = v[:, :, N - i - 1]
  vv_sum = tf.reduce_sum(vv[:, :, N - i - 1], axis=1,
    keepdims=True)
  yy_norm = tf.reduce_sum(yy[-1] ** 2, axis=1, keepdims=True)
  BB += fact * T/N * tf.reduce_sum(0.5 * vv_sum
    * tf.ones((1, d)) * vv * beta ** 2, axis=1,
    keepdims=True)
  BB += fact * T/N * tf.reduce_sum(yy[-1]
    * y[:, :, N - i - 1] * beta ** 2
  - 0.5 * (beta * yy[-1]) ** 2
  - beta * gamma * vv * yy[-1] / (1. + yy_norm)
  - gamma * (1. + yy_norm - 2. * yy[-1] ** 2)
    / ((1. + yy_norm) ** 2), axis=1, keepdims=True)
  yy.append(yy[-1] + T/N * (beta * vv_sum * tf.ones((1, d))
    - gamma * yy[-1] / (1. + yy_norm))
    + tf.reduce_sum(w[:, :, i], axis=1, keepdims=True)
    / np.sqrt(d))
fact = 1.
vv = v[:, :, 0] * 0.
```

vv_sum = tf.reduce_sum(v[:, :, 0] * 0., axis=1, keepdims=True)
yy_norm = tf.reduce_sum(yy[-1] ** 2, axis=1, keepdims=True)
BB += 0.5 * T / N * tf.reduce_sum(0.5 * vv_sum * tf.ones((1, d))
  * vv * beta ** 2, axis=1, keepdims=True)
BB += 0.5 * T / N * tf.reduce_sum(yy[-1] * y[:, :, 0] * beta ** 2
  - 0.5 * (beta * yy[-1]) ** 2
  - beta * gamma * vv * yy[-1] / (1. + yy_norm)
  - gamma * (1. + yy_norm - 2. * yy[-1] ** 2)
  / ((1. + yy_norm) ** 2), axis=1, keepdims=True)
return tf.reduce_mean(((alpha / 2. / np.pi) ** (d / 2))
  * tf.exp(BB - alpha / 2. * yy_norm),
  axis=0, keepdims=True)

tf.compat.v1.disable_eager_execution()
batch_size = 2048
train_steps = 12000
lr_boundaries = [5000, 10000]
lr_values = [0.01, 0.001, 0.0001]
alpha, beta, gamma = 2. * np.pi, 0.25, 0.1
T = 0.5
N = 25
path = '/tmp/zakai'
_file = open('Zakai.csv', 'w')
_file.write('/d, T, N, run, value, time, ref, pc
')
for d in [1, 5, 10, 20, 50]:
  neurons = [d + 50, d + 50, 1]
  for run in range(5):
    if os.path.exists(path):
      shutil.rmtree(path)
      os.mkdir(path)
  t_0 = time.time()
  tf.compat.v1.reset_default_graph()
  v, y, z = example()
  z = np.stack(z, axis=1)
  z = np.diff(z, axis=1)
  v_mean = ref_solution(v, y)
  sum = 0.
with tf.compat.v1.Session() as sess:
    for _ in range(1000):
        sum += sess.run(v_mean)

    sum /= 1000.

bl = np.cumsum(v, 1)
ur = reference = sum * np.exp(np.sum(beta * 0. * bl[:, -1]))
tf.compat.v1.reset_default_graph()

vn = simulate(T, N, d, sde, lambda x: phi(x, d),
               lambda x, u, w, z, dt: h(x, u, w, z, dt, d),
               z, neurons, train_steps, batch_size,
               lr_boundaries, lr_values, path)

t1 = time.time()
output = '{:.5f} {:.5f} {:.5f} {:.5f} {:.5f} {:.5f} {:.5f}
'.format(d, T, N, run, vn, t1 - t0, ur, abs(vn - ur) / ur)
file.write(output)

file.flush()
file.close()

**Python code 5: zakai_equation.py**
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