Weather integrated multiple machine learning models for prediction of dengue prevalence in India
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Abstract
Dengue is a rapidly spreading viral disease transmitted to humans by Aedes mosquitoes. Due to global urbanization and climate change, the number of dengue cases are gradually increasing in recent decades. Hence, an early prediction of dengue continues to be a major concern for public health in countries with high prevalence of dengue. Creating a robust forecast model for the accurate prediction of dengue is a complex task and can be done through various data modelling approaches. In the present study, we have applied vector auto regression, generalized boosted models, support vector regression, and long short-term memory (LSTM) to predict the dengue prevalence in Kerala state of the Indian subcontinent. We consider the number of dengue cases as the target variable and weather variables viz., relative humidity, soil moisture, mean temperature, precipitation, and NINO3.4 as independent variables. Various analytical models have been applied on both datasets and predicted the dengue cases. Among all the models, the LSTM model was outperformed with superior prediction capability (RMSE: 0.345 and $R^2$:0.86) than the other models. However, other models are able to capture the trend of dengue cases but failed in predicting the outbreak periods when compared to LSTM. The findings of this study will be helpful for public health agencies and policymakers to draw appropriate control measures before the onset of dengue. The proposed LSTM model for dengue prediction can be followed by other states of India as well.
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Introduction
Dengue is the most common mosquito-borne viral disease prevalent in tropical and sub-tropical regions of the world. According to the World Health Organization (WHO), about half of the World’s population is at risk of dengue infection. The risk of dengue infection is spreading rapidly over the last two decades and it has increased more than eight fold. Dengue virus (DENV) is a Flaviviridae, and there are four related but antigenically distinct, serotypes (DENV1, DENV2, DENV3, DENV4) of the virus that cause dengue fever. Prior to 1970, dengue was prevalent in nine countries, has now spread in more than 125 countries, and the number of dengue infections increased from 505,430 cases in 2000 to 2.4 million in 2010 and 5.2 million in 2019 (WHO 2020, Stanaway et al. 2016). Dengue was prevalent in the America, South-East Asia (SEA), and Western Pacific regions of the World. The Asia represents ~70% of the global burden of disease (WHO 2020). In recent years, the dengue infections have increased over 400% in Asia and WHO estimated that there would be 100 million symptomatic cases and 300 million asymptomatic cases, annually (WHO 2012). Approximately 87% of the total population in the SEA region are at risk of dengue (WHO 2012).

In 2010, nearly 34% of globally occurred dengue infections contributed by India alone (approximately 96 million cases) (Bhatt et al. 2013). Dengue is endemic in India and reported frequent or continuous risk of dengue transmission across all states with substantial annual and geographic variation (Jentes et a. 2016). Recent findings suggest that...
the dengue was varied greatly between regions such as the highest seroprevalence was in southern regions (76-9%), followed by western (62-3%), and northern (60-3%) regions. Similarly, the urban areas (70-9%) contributing high dengue seroprevalence than rural areas (42-3%) (Wildersmith & Rupali 2019). The expansion of dengue cases in India may be due to unplanned rapid urbanisation, population immunological factors, population movement, climate change, poor surveillance, and inadequate vector control operations (Mutheneni et al. 2017).

Dengue virus is transmitted to humans by the bite of infected female mosquitoes Aedes aegypti and Aedes albopictus. The Aedes aegypti mosquito is considered as primary vector and Aedes albopictus is secondary vector for dengue transmission in Asia. These mosquitoes are also acting as vectors for chikungunya, yellow fever, and Zika viruses (WHO 2020, Stanaway et al. 2016). Both mosquito species are diurnal, biting mostly in the morning and evening rather than at night periods (Trpis et al. 1973).

Several studies have demonstrated the association between climate variability and dengue infections. Climate variables such as rainfall, relative humidity, and temperature were found to be associated with dengue transmission (Mutheneni et al. 2017; Kakarla et al. 2020; Bal & Sodoudi 2020; Mala & Jat 2019). However, the association between climate factors and dengue varied across geographical locations and socio-environmental strata (Arcari et al. 2007; Thammapalo et al. 2008). Rainfall provides the ample breeding sites for Aedes vectors whereas temperature helps to fasten the life cycle. Furthermore, the temperature also influences the virus development (extrinsic incubation period), mosquito biting rate, human to vector and vector to human transmission of parasite, and mosquito mortality (Kakarla et al. 2020). Similarly, the relative humidity influences the longevity of vectors which can lead the infected female mosquito to complete more than one cycle of virus replication, thus becoming infective (Donalisio & Glasser 2002).

Currently, there is no effective vaccine is available for to prevent the dengue infections and the available vaccine does not provide equal protection against all four serotypes (Thomas and Yoon 2019). Thus, controlling mosquito vectors and reducing human-vector contact to reduce dengue transmission are the primary prevention strategies (WHO 2020). To address this critical public health issue, many health authorities have focused their attention towards early warning system to reduce disease burden and to allocate health resource effectively. Hence, the present study has applied statistical method vector auto regression (VAR), machine learning methods support vector regression (SVR) and generalized boosted regression model (GBM), and deep learning method long short-term memory (LSTM) to forecast dengue well in advance. Machine learning models were successfully applied to predict dengue in the Philippines, China, Singapore, and Europe (Guo et al. 2017; Carvaljal et al. 2018; Ong et al. 2018; Salami et al. 2020). Early and accurate forecast of dengue using various modelling approaches might minimize the threat and also helps the policy makers for effective disease control. In the same way, the present study explored various machine learning and deep learning algorithms on integrated datasets (epidemiology and climate data) to forecast dengue cases in the Kerala state of India.

Materials and methods

Study area

The state Kerala is situated in the south-western end of the Indian subcontinent and geographically located between 8° 17’ 30” and 12° 47’ 40” north latitude and 74° 27’ 47” and 77° 37’ 12” east longitudes. It lies between the Arabian Sea in the west and the Western Ghats in the east with an area of 38,863 km². The state shares boarder with Tamil Nadu and Karnataka states. Geographically Kerala is divided into three parts highland, mid plains and coastal areas. The area in and around the Western Ghats is mostly hilly and thick evergreen rainforests. The major rivers of Kerala originate from these highlands. The lakes and backwaters make Kerala a water rich land mass state. The state consist of rich bio-diversity and Western Ghats region is one of the biodiversity hotspots in the world.

Epidemiological data

Reported month wise positive dengue case data were obtained from the annual reports of the state surveillance unit, Integrated Disease Surveillance Programme (IDSP), Directorate of Health Services, Kerala for the study period from January 2003 to December 2017. The incidence rate of dengue was calculated by dividing the total number of cases with the total population of Kerala state for a particular year and district was multiplied by a factor of per million population.

Meteorological data

The monthly meteorological data of mean temperature (mean. temp in °C), total rainfall (mm), relative humidity (RH in %), soil moisture (SM), and NINO 3.4 were obtained from the Indian Meteorological Department (IMD), Pune and National Oceanic and Atmospheric Administration (NOAA), USA for the period of 2003 to 2017.
Data processing

The dataset consists of dengue cases and weather variables from January 2003 to December 2017 were used for the study. Prior to the analysis, feature engineering was carried out to generate new features of variables or transform original data into more informative format. The study considers two datasets, the first dataset is raw data consist of weather parameters such as monthly mean temperature, rainfall, relative humidity (RH), soil moisture (SM), NINO 3.4, and dengue cases (ln: natural logarithm), and this dataset is denoted as DS1. The second dataset consists of delayed time lags to the first dataset to take temporal characteristics into account and this dataset is denoted as DS2. To capture the delayed effect of climatic factors on dengue transmission, cross correlation analysis was performed and determined the appropriate lag time for each meteorological factor between 0 to 12 months lag. The most significant lagged terms were observed those are Nino3.4 with two-month lag (Nino3.4_2), mean temperature with three months lag (Mean.Temp_3), soil moisture with one-month lag (SM_1), rainfall and relative humidity with zero-month lag (Rainfall_0 & RH_0) were considered as explanatory variables in lagged climate dataset (DS2). Similarly, the autocorrelation analysis (ACF) was performed to assess the impact of previous dengue cases on the current dengue cases. A strong autocorrelation was observed with 1-month lag; hence, ACF1 feature is considered as one of the explanatory variable along with significant lagged terms of climate factors.

Prior to the analysis, the datasets were split into training and testing data. Train data consists of observations from January 2003 to December 2015 for DS1 and April 2003 to December 2015 for DS2. Similarly, test data is considered from January 2016 to December 2017 for both DS1 and DS2. The training dataset was used to build the models whereas, the test data used to validate the models.

Data modelling

In the present study, statistical, machine learning and deep learning models such as vector auto regression (VAR), support vector regression (SVR), generalized boosted regression (GBM), and long short-term memory (LSTM) models were implemented to predict the dengue prevalence in Kerala. The overall framework of the study and stepwise modelling pathway is illustrated in Fig. 1. The natural logarithm (ln) values of dengue cases taken as dependent or response variable whereas, climate variables and their corresponding lags were used as independent variables. The comparison of the model performance proceeded using the inverse logarithm of the predicted value.

Vector autoregressive (VAR) model

The vector autoregressive (VAR) model is an approach to describe the interaction of variables through time in a complex multivariate system. The VAR model helps to assess the degree of dependence between components, the main reasons are as follows: 1) VAR models are dynamical models that can capture the temporal structure in the variations of individual components and in the interdependence between them. 2) The parameters of autoregressive model are relatively easy to estimate by solving a linear regression problem. 3) Random processes can be very well approximated by a sufficiently high order autoregressive (AR) model. 4) The VAR models form a natural context in which measures of directed influence based on the concept of Granger causality analysis (Goebel et al. 2003). In the present study, the VAR model was used to capture pattern and fluctuations of dengue cases through different time periods of climate parameters.

The mathematical notation for VAR model with p-Lags can be formed as

\[ Y_t = k + \varnothing_1 Y_{t-1} + \varnothing_2 Y_{t-2} + \cdots + \varnothing_p Y_{t-p} + \epsilon_t, t = 1, \ldots, T \]  

Equation 1 is a resemblance of multiple linear regression equation where \( Y_t = (Y_1, Y_2, \ldots, Y_m)' \) is a \((n \times 1)\) vector of time series variables, \( k \) denotes the intercept of the time series curve, \( \varnothing_i (i = 1, 2, \ldots, p) \) is the coefficient matrix of lagged values with the maximum entry of order \( p \), and \( \epsilon_t \) is white noise process with multivariate normal distribution of zero mean and a constant variance.

The VAR model works with inter correlated variables. That is, we can predict the variable with the past values of itself (auto correlations) along with past values of other variables (cross correlations) in the system. Granger causality test was performed to analyse the causal relationships between variables. The test is a statistical hypothesis test for determining whether one time series is useful for forecasting another. The test was computed between weather factors and dengue cases (In), and the null hypothesis shows that the coefficients of past values in the regression equation is zero, more precisely it shows that the past values of time series \( X \) do not cause the other series \( Y \). Therefore, the \( p \)-value is less than the significance level \( P < 0.05 \), and we can safely reject the null hypothesis.

Augmented Dickey Fuller (ADF) test was generally used to assess data stationarity. The ADF test was applied to the DS1 and DS2 datasets to assess stationarity in time series. If a series is said to be stationary, the \( p \)-value should be less than the significant level (5%) and it rejects the null hypothesis. The non-stationary series were made stationary by differencing the series and tested for stationarity until every non–stationary series achieve stationarity.
An appropriate lag-length was selected and the maximum lags constrained to 6 months for DS1 using select_order method of VAR class. These lag lengths are frequently selected using an explicit statistical criterion such as the Akaike information criteria (AIC), Bayesian information criteria (BIC), final prediction error (FPE) and Hannan-Quinn information criterion (HQIC) (Lütkepohl 2005). Followed by, Durbin-Watson test (Chris 2019) was performed to check the serial correlation of residuals. The Durbin-Watson statistic will always have a value between 0 and 4. A value of 2.0 indicates that there is no autocorrelation detected in the sample. Values from 0 to < 2 indicate positive autocorrelation and values from 2 to 4 indicate negative autocorrelation.

**Generalized boosted regression models (GBM)**

Generalized boosted regression models are non-parametric machine learning models which are extended models of Freund and Schapire’s AdaBoost algorithm and Friedman’s gradient boosting machine learning approach (Greg 2007). In GBM process primarily a regression tree was fitted for response variable and it was iteratively improved in a forward stepwise manner (boosting) by minimizing the variation of response variable. In each iteration, the variation was reduced by fitting error which was not explained in the previous iteration.

The GBM contains two categories of hyper parameters such as boosting parameters and tree specific parameters. Boosting parameters include number of trees and shrinkage or learning rate. The number of trees denotes total number of trees in the sequence. Each tree grown in sequence to reduce past tree’s error but high number of trees can lead to over fitting of the model. Hence, optimal number of trees can be found with cross validation. Shrinkage or learning rate determines contribution of each tree on out coming response. Smaller learning rate increases the number of trees and vice versa. Smaller learning rate and larger number of trees is preferable for better model selection. The tree specific hyper parameters which tree depth it captures the interaction between predictor variables with each other (Carvajal et al. 2018). To find the optimal parameters, hyper parameter tuning was performed on train set of DS1, DS2 by creating a grid search function which uses different combinations of hyper parameters to develop each individual
model. The initial hyper parameters such as learning rates: 0.3, 0.1, 0.05, 0.01, and 0.005, interaction depth: 3, 5, 7; n.minobsinnode: 5, 10, 15; cv.folds: 3, 5, 10 were used for the hyper parameter tuning whereas bag.fraction (0.5) was set as default parameter.

**Support vector regression (SVR)**

Support vector regression (SVR) is most popular and widely used machine learning algorithm. The function approximation can be addressed using \(\varepsilon\)-insensitive Support Vector Regression (SVR) whose framework has been derived from Vapnik–Chervonenkis (VC) theory. VC theory helps the learning models to perform better on test data. SVR incorporates regularization term and slack variables to avoid infeasible solutions. SVR outputs a function that has the most training points that lie inside \(\varepsilon\)-band (Harris et al. 1997; Smola and Schölkopf 2004; Jayadeva Khemchandani & Chandra 2007).

\[
\begin{align*}
\text{Minimize} & \quad \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \\
\text{Subjectto} & \quad y_i - w^T x_i - b \leq \varepsilon + \xi_i \\
& \quad w^T x_i + b - y_i \leq \varepsilon + \xi_i^* \\
& \quad \xi_i, \xi_i^* \geq 0
\end{align*}
\]

(2)

Here \(\xi_i, \xi_i^*\) are slack variables and \(C > 0\) is the regularization term. Let our training data be \(\{(x_1, y_1), (x_2, y_2), ..., (x_n, y_n)\}\) and \(w\) be the projection of training points on the hyperplane. Equation 2 is the objective/cost function that can be solved by converting it into a quadratic programming problem (QPP) using Lagrangian multipliers (Harris et al. 1997). The QPP formulation can be seen in Eq. 3.

\[
\begin{align*}
\text{Maximize} & \quad \frac{1}{2} \sum_{j=1}^{n} (a_j - a_j^*) \left( a_j - a_j^* \right) x_j^T x_j - \varepsilon \sum_{j=1}^{n} (a_j + a_j^*) + \sum_{j=1}^{n} y_j (a_j - a_j^*) \\
\text{Subjectto} & \quad \sum_{j=1}^{n} (a_j + a_j^*) = 0; 0 \leq a_j, a_j^* \leq C
\end{align*}
\]

(3)

Here \(a_j, a_j^*\) are lagrange multipliers.

The hyperparameter \(C\) helps as tradeoff factor between overfitting and underfitting of SVR model. The higher \(C\) implies model has high variance, low bias and low \(C\) implies low variance, high bias. If \(C\) is large, the width of \(\varepsilon\)-band is smaller and vice versa. In the present study the data was split into train (12 years), validation (1 year), and test (2 years) datasets. Followed by, the 3 datasets (train, test, validation datasets) were normalized and converted into supervised data using sliding window technique.

Here the window size \((i)\), kernel \((k)\), and the regularization parameter \(C\) are considered as hyperparameters. The best kernel was chosen based on hyperparameter tuning using optuna package. The optimal hyperparameters \((i, k\) and \(C\)) were used for training the model by merging of both train and validation datasets and testing was done on test dataset.

The hyperparameters were optimized using linear and rbf kernel in hyperparameter space. During hyperparameter tuning, the epsilon \((\varepsilon)\) is assigned as 0.1 and regularization parameter \(C\) consider between \(10^{-3}\) to 1 using log uniform distribution. Similarly, the window size chosen from the integer range between 1 and 6 from uniform distribution. In SVR analysis the ACF 1 is excluded from DS2-SVR data as it inherently deals with auto correlation of dengue cases. The hyperparameter search analysis also ran for 100 trails to find best hyperparameters for SVR analyses. After obtaining the optimal parameters, both training and validation datasets were combined and were used to train the model. Followed by, test data was used to evaluate the model.

**Long short-term memory (LSTM)**

Long short-term memory (LSTM) is the most effective approach for time series forecasting (Choi & Lee 2018), where classical linear methods are difficult to use multivariate forecasting issues. Among various machine learning methods, the recurrent neural network (RNN) uses feedback loops; subsequently, the network can learn the sequence of information. However, standard RNN fails to remember the long-term information; hence, the present study proposes LSTM network for dengue prediction.

LSTM is the recurrent neural network (RNN) architecture and it was designed by the Hochreiter and Schmidhuber to address the vanishing and exploding gradient problems of traditional RNNs (Hochreiter & Schmidhuber 1997). These vanishing and gradient issues hinder the model accuracy. The LSTM consists of different blocks called memory cells (Figure-S1). Memory block contains memory cells and gates. Memory cells are able to remember and manipulating the temporal state of the memory or network by self-connections and the process of memory or information controlled through three gates. The first gate called as “Forget” gate \((f_j)\), which is responsible for removing information. The second gate is “Input” gate \((i_j)\), which is responsible for addition of information to the cell state. The final gate is “Output” gate \((o_j)\), which selects the useful information from current cell and shows it as an output (Wang et al. 2017). These forget gate, input gate, and output gate of LSTM are described by Hochreiter and Schmidhuber (1997) using the following notations mentioned below:

\[
f_j = \sigma(w_f[h_{j-1}, x_j] + b_f) \\
i_j = \sigma(w_i[h_{j-1}, x_j] + b_i)
\]
\[ o_j = \sigma(w_o[h_{j-1}, x_j] + b_o) \]

\[ \hat{C} = \tanh(w_c[h_{j-1}, x_j] + b_c) \]

\[ C_j = f_j \cdot C_{j-1} + i_j \cdot \hat{C} \]

\[ h_j = o_j \cdot \tanh(C_j) \]

where \( f, i, o \) are forget gate, input gate and output gate respectively. The input gate is used to decide the information to be stored in the cell, forget gate is used to decide what kind of information is to be dropped from cell and output gate is used to decide output from the cell. \( \sigma \) represents the logistic sigmoid function. \( w, b, h \) are weights, biases, and value of hidden layers respectively. \( \hat{C} \) and \( C \) are vector of new candidate values and cell state respectively.

**Predictive performance and model validation**

Predictive performance of models (VAR, GBM, SVR, and LSTM) measured specifically by coefficient of determination \((R^2)\) and root mean square error (RMSE) as model evaluation metrics. The \( R^2 \) measures variability between observed and predicted cases. Similarly, RMSE is a widely used performance measure of a developed model which takes the deviation between observed values and the predicted values. RMSE can be calculated by using the following formula

\[
RMSE = \sqrt{ \frac{\sum (y_i - \hat{y}_i)^2}{n}}
\]

Here, \( y_i \) is the observed dengue cases (ln) at time \( t \), \( \hat{y}_i \) is the predicted Dengue cases (ln).

**Statistical software**

R software version 3.6.2 and its packages such as gbm, H2O, dplyr, metrics, and ggplot2 were used for GBM analysis. Python 3.7.4 and its packages such as stats models 0.10.1, pandas, numpy, sci-kit learn, matplotlib, optuna (version 0.19.0), and keras were used for VAR, SVR, and LSTM model development.

**Results**

Dengue infection was first reported in Kottayam district of Kerala in 1997 with 14 cases, since then the cases are steadily increasing every year. In the year 2001 and 2002, the number of dengue infections are 74 and 163 only. The outbreak of dengue was occurred first time in Kerala in the year 2003 with 3546 cases and 68 deaths. Following the outbreak, the dengue cases were gradually decreased till 2009. From 2010 onwards, the number of dengue cases are gradually increasing and highest number of infections are reported during the year 2017 with 19,994 cases (incidence rate (IR): 555.13 per million population) and 37 deaths. Along with the year 2017, the highest number of cases are also observed in 2013 (7938 cases; IR:225.87) and 2016 (7218 cases; IR:232.08), while analyzing the data from 2003 to 2017 shows that the prevalence of dengue is fluctuated strongly from year to year, and between the months/seasons within a year. A total of 59,801 dengue cases were reported in Kerala during 2003 to 2017, with a mean of 3986 cases annually. During the study period, Kerala has faced six major dengue epidemics in the years 2003, 2010, 2012, 2013, 2016, and 2017 respectively. The year-wise dengue cases and incidence rate of Kerala are shown in Fig. 2.

The spatiotemporal distribution of dengue cases by district wise in Kerala is shown in figure-S2. Out of 14 districts, the highest incidence rate (IR) of dengue reported from Thiruvananthapuram district (IR:510.98), followed by Pathanamthitta (IR:156.95), Kollam (IR:137.92), Kasaragod (IR:108.14), Alappuzha (IR:101.13), Idukki (IR:96.54), Wayanad (IR:96.16), and other districts contributes IR < 90 respectively (Figure-S3). The month and year wise, district and year wise incidence rates of Kerala state is shown in figure-S4A&B.

In Kerala, the transmission of dengue generally starts in May/June, reaches peak during the July to September and declined gradually in October, and reached the lowest level by November (Figure-S5). The highest monthly dengue cases (5251 cases) were reported in July 2017, whereas total monthly cases from 2003 to 2017 show that July has reported highest number of dengue cases (Figure-S5). The dengue infection is highly seasonal and the highest number of cases are observed in each year during the monsoon period, i.e., June to September (38,087 dengue cases) followed by summer/pre-monsoon season, i.e., February to May (11,032 cases) and winter/post-monsoon period, i.e., October to January (10,682 cases) (Figure-S4B & S5).

The time series plots of monthly weather variables such as mean temperature, rainfall, relative humidity, soil moisture, and Nino3.4 from 2003 to 2017 of Kerala state are shown in Fig. 3. The descriptive statistics of weather vari-ables are shown in Table 1. The minimum and maximum monthly mean temperature were 26 °C and 31.8 °C and the monthly average rainfall 200 mm respectively (Table 1). It is observed that the mean temperatures are slightly increased for the period 2010, 2013, 2016, and 2017 (Fig. 3). The increasing temperature fastens the development of vector and virus replication, and increases the dengue transmission intensity leads to dengue outbreak.
Fig. 2  Year-wise distribution of dengue cases and incidence rate (per million population) in Kerala, India, from 2003 to 2017.

Fig. 3  Time series plots of monthly climate variables and dengue cases from January 2003 to December 2017. (A) Nino3.4, (B) mean temperature, (C) rainfall, (D) relative humidity, (E) soil moisture, (F) dengue cases (ln)

Table 1  Descriptive statistics of monthly weather variables and dengue cases from 2003 to 2017 in Kerala state, India

| Variables             | Number of months | Minimum | Maximum | Mean  | Standard deviation |
|-----------------------|------------------|---------|---------|-------|--------------------|
| Dengue cases          | 180              | 7       | 5251    | 336   | 636                |
| Mean temperature (°C) | 180              | 26      | 31.8    | 28.1  | 1.136              |
| Rainfall (mm)         | 180              | 0.07    | 889.1   | 200   | 208.597            |
| Relative humidity (%) | 180              | 37      | 93      | 66    | 18.002             |
| Soil moisture         | 180              | 2.8     | 10.42   | 6.63  | 2.0148             |
| Nino3.4               | 180              | 24.71   | 29.6    | 27    | 1.008              |
The Pearson correlation analysis showed that the weather variables are significantly associated with the dengue cases (Table 2). Similarly, cross correlations analysis was also performed to check any delayed correlations exist between weather factors and dengue cases. The analysis reveals that rainfall and relative humidity has direct association with dengue cases at zero lag. The other climatic factors such as soil moisture have 1-month time lag \((t_1)\) association with dengue cases, Nino3.4 with 2 months lag association and mean temperature with three months lag \((t_3)\) association was observed (Table 2, Figure-S6). Similarly, the auto correlation analysis also performed to find the association of previous months cases on present month (Figure-S6). Moreover, it is found that there is a strong autocorrelation exhibited by dengue cases with 1-month lag (Table 2).

**VAR model**

The Granger Causality test explains that there is a significant \((p < 0.05)\) correlation between climatic variables and dengue cases. Similarly, the ADF test results were shown in table-S1. Before differencing the rainfall and relative humidity have shown stationarity whereas, other variables have shown stationarity after differencing (Table-S1).

The hyper parameters namely trend, lag order, and Information criteria (IC) were used to get the optimal predicted values for dengue prevalence. Followed by, to determine the appropriate number of lags, the Akaiake information criteria (AIC) was used as common selection criteria and optimal model was obtained at a lag order of six months with AIC of 6.86234. Table-S2 represent the results obtained from Durbin-Watson test and most of the test values were closure to two or greater than two. Hence, the test explains that there is no serial correlation existing among the residuals of the model. The final results consisting of RMSE and \(R^2\) values calculated based on VAR model presented in Table 3.

**Generalized boosted regression model (GBM)**

Grid search was performed for hyper parameter optimization and the optimal hyper parameters for both models are shown in table-S3. Based on cross-validation techniques, the optimal number of trees was set as 29 and 40 for DS1-GBM and DS2-GBM respectively (Figure-S7). The relative influence (RI) of each climate variables (DS1) and lagged climate variables (DS2) with generalized boosted regression model is shown in Fig. 4A&B. The DS1 dataset shows that relative humidity (RH) is the highly influencing variable whereas mean temperature is the least influencing variable on dengue transmission. Similarly, none of the climatic factors has shown zero influence; hence, each climate variable is influencing dengue prevalence at different levels. The descending order of climate variables based on RI values are relative humidity \((\text{RI} = 32.285)\), rainfall \((\text{RI} = 21.425)\), soil moisture \((\text{RI} = 19.367)\), Nino3.4 \((\text{RI} = 17.934)\), and mean temperature \((\text{RI} = 8.98)\) (Fig. 4A). The model developed with metrological factors (DS1-GBM) has shown 0.5653 RMSE and explained 77% of variance observed with dengue

### Table 2 Results of correlation, cross correlation (up to three lag periods), and auto correlation

| Predictor       | Correlation          | Cross correlation          |
|-----------------|----------------------|----------------------------|
|                 | Lag-0 | p-value | Lag-1 | p-value | Lag-2 | p-value | Lag-3 | p-value |
| Nino3.4         | 0.148 | 0.048   | 0.305 | <0.0001 | 0.396 | <0.0001 | 0.388 | <0.0001 |
| Mean Temp       | −0.246 | 0.0009 | −0.001 | 0.9893 | 0.306 | <0.0001 | 0.486 | <0.0001 |
| Rainfall        | 0.388  | <0.0001 | 0.351 | <0.0001 | 0.217 | 0.0033 | 0.025 | 0.7383 |
| Relative humidity | 0.477 | <0.0001 | 0.306 | <0.0001 | 0.096 | 0.1986 | −0.1 | 0.1804 |
| Soil Moisture   | 0.477  | <0.0001 | 0.51  | <0.0001 | 0.473 | <0.0001 | 0.343 | <0.0001 |
| Lag Cases (Auto correlation) | 1 | <0.0001 | 0.845 | <0.0001 | 0.636 | <0.0001 | 0.465 | <0.0001 |

### Table 3 Predictive performance of all developed models

| Model       | Train data | Test data |
|-------------|------------|-----------|
|             | RMSE | \(R^2\) | \(R\) | RMSE | \(R^2\) | \(R\) |
| VAR         | 2.48 | 0.73 | 0.85 | 0.572 | 0.67 | 0.81 |
| DS1-GBM     | 0.565 | 0.77 | 0.87 | 1.656 | 0.36 | 0.60 |
| DS2-GBM     | 0.317 | 0.91 | 0.95 | 0.503 | 0.70 | 0.84 |
| DS1-SVR     | 0.401 | 0.85 | 0.92 | 0.441 | 0.77 | 0.88 |
| DS2-SVR     | 0.447 | 0.81 | 0.9 | 0.41 | 0.8 | 0.9 |
| DS1-LSTM    | 0.501 | 0.72 | 0.88 | 0.421 | 0.79 | 0.89 |
| DS2-LSTM    | 0.453 | 0.81 | 0.9 | 0.345 | 0.86 | 0.93 |
cases ($r = 0.875, p < 0.0001$) on train data. Similarly, while validating the model with test dataset has shown RMSE of 1.65 and explained 36% of variance with observed dengue cases ($r = 0.604, p = 0.0014$). However, GBM with lagged dataset (DS2) shows ACF1 is the most influencing variable and Nino3.4 with 2-month lag is the least influencing variable. The descending order of climate variables based on RI values: ACF1 (RI = 62.3282), mean temperature with three months lag (RI = 14.01206), relative humidity (RI = 8.8909), and rainfall (RI = 5.55436) with zero-month lag, soil moisture with 1-month lag (RI = 5.1101) and Nino3.4 with 2 months lag (RI = 4.104) (Fig. 4B). The DS2-GBM analysis shows that 0.31737 RMSE and explained 91% variance with observed dengue cases ($r = 0.95, p < 0.0001$) on train data. Whereas while validating the trained model with test set it shows 0.5034 RMSE and explained 70% of variance with observed dengue cases ($r = 0.83, p < 0.0001$).

**Support vector regression (SVR)**

The study used a similar hyper parameter search space for both DS1 and DS2 datasets to predict dengue prevalence. The optimal hypermeters for DS1 & DS2 datasets are listed in table-S4. Figure 4C&D shows that the relative feature importance for both the datasets. Among all the variables, SVR has given a high priority for rainfall and least priority for mean temperature in DS1. Similarly, in DS2, relative humidity is an important feature and Nino 3.4 as a non-influential feature in dengue prediction. Among two datasets, the DS2 is a featured engineered dataset and performed slightly better than DS1 on test data. The RMSE was used to calculate the prediction errors in two datasets and assessed the performance of the model. The RMSE values for train and the test datasets are almost similar and less than one observed. The values for train and test for DS1 and DS2 are shown in Table 3.

**LSTM model**

Primarily, the time series data was converted into supervised multivariate data. This dataset was split in to train data and test data to build the LSTM model followed by Min–Max normalization technique was used to normalize the data. Optuna, an automatic hyperparameter optimization software...
framework, was used for hyperparameter tuning. The table-S5 represents the optimal hyperparameters obtained from the optuna for both DS1 and DS2 datasets. The test dataset was used to evaluate the optimal model for dengue prediction. Figure 5 shows the observed and predicted dengue cases in Kerala using LSTM model. By analyzing the graphs and metrics, it is concluded that LSTM model outperformed other three models. The predicted results of LSTM are quite similar with the real case scenarios of Kerala (Fig. 5).

Assessment of predictive performance

Models’ performance and prediction accuracy were measured by using RMSE. The observed and predicted values of all developed models are shown in Fig. 5. The models were well captured the trend of dengue cases but some of the models performed poor in predicting the outbreak periods. Among all the models, LSTM and SVR showed the lowest RMSE and highest $R^2$ values (Table 3). However, the LSTM model was outperformed among all models on both the datasets but the lowest RMSE values (0.345) were observed with lagged dataset. Moreover, it was also shown that lagged meteorological factors dataset (DS2) has the lowest RMSE and high $R^2$ values compared to DS1 dataset across different models. Next to the LSTM, SVR model has shown better performance than the other models. Both GBM and VAR models captured the trend of dengue cases but failed in predicting the outbreak periods when compared to LSTM and SVR models.

Discussion

The novel analytical methods such as statistical, machine learning, and deep learning approaches and increasing of data availability on infectious diseases have led to growth in developing disease forecasting systems. Accurate disease-forecasting models would improve epidemic prevention and control capabilities. These forecast models help the policy decisions, public health authorities, and management of resources effectively during the disease outbreak. Dengue is a global public health problem that can affect the millions of people every year. Hence, prediction of dengue epidemics is a valuable objective that can help in preparing healthcare system and implementing appropriate vector control interventions much in advance, and that could reduce the impact (Johansson et al. 2016; Alkhamis et al. 2018). In the present study, we have applied various statistical, machine and deep learning approaches to predict dengue prevalence in Kerala, India.

The prevalence of dengue in Kerala, India, was analyzed retrospectively from 2003 to 2017 and their spatial
distribution pattern reveals that the heterogeneity of cases was observed among the districts. The high dengue incidence rates were reported from the Thiruvananthapuram, followed by Kollam, Malappuram, Kozhikode, Ernakulam, and Thrissur districts. The state Kerala is hyperendemic for dengue and it is also one of the leading states in deaths due to dengue infection (Karunakaran et al. 2014). Dengue was first time reported in Kerala in 1997 followed by the state has reported dengue epidemics during the years 2003, 2010, 2012, 2013, 2016, and 2017. During the year 2017, the state has reported the highest number of dengue cases. The district Thiruvananthapuram contributes nearly 40 to 50% total cases in the state and most of these cases are from the urban areas of the district (Anoop et al. 2010).

Kerala has experienced ample rainfall, seasonal variations in temperature, and high humidity throughout the year as it is located in the tropical wet climate region of the country. The weather conditions and urbanized environment favor the presence of *Aedes* mosquitoes and the transmission of dengue virus, thus making the region highly vulnerable to dengue (Reddy et al. 2017). During the correlation analysis between dengue cases and weather variables, rainfall, soil moisture, relative humidity, and NINO3.4 showed positive correlations, while mean temperature showed negative correlation with dengue. Similarly, various lag times between weather variables and dengue cases were analyzed to identify optimum lag periods including interactions of multiple lags. The mean temperature was shown high correlation at 3-month lag time in the selected model. These longer lag periods suggest that the *Aedes* mosquito eggs can survive for several months in dry containers and long egg hatching periods (Withanage et al. 2018). However, the rainfall and relative humidity have shown the zero lag association with dengue cases. The rainfall provides ample breeding grounds for *Aedes* mosquito, whereas, heavy rainfall can flush out breeding sites (Jeelani & Sabesan 2013). Similarly, relative humidity favors the survival rate and biting activity of adult mosquito. This allows the infected female *Aedes* mosquitoes to complete more than one replication cycle of the virus (Donalisio & Glasser 2002).

Statistical regression, ARIMA and SARIMA are most commonly used models for prediction of dengue, malaria in various geographic regions (Hii et al. 2012; Bhatnagar et al. 2012; Gharbi et al. 2011; Mopuri et al. 2020). In recent years, data-driven techniques based on machine learning and deep learning techniques have gained importance in predictive analytics (Kondeti et al. 2019; Bhimala et al. 2021). The machine learning techniques such as K-nearest neighbour, artificial neural network, support vector machine, naive Bayes, random forest, and gradient boosting are frequently used machine learning approaches in predicting dengue prevalence (Guo et al. 2017; Althouse et al. 2011; Gambhir et al. 2018; Laureano-Rosario et al. 2018; Scavuzzo et al. 2018). In the present study along with statistical (VAR), machine learning techniques (SVR, GBM) most advanced deep learning technique (LSTM) were applied for dengue prediction. LSTM was successfully utilised for prediction of Influenza, epidemics of hand, foot, and mouth disease, and COVID-19 (Bhimala et al. 2021; Liu et al. 2018; Wang et al. 2019).

The predictive models developed in this study were based on retrospective monthly rainfall, mean temperature, relative humidity, soil moisture, NINO3.4, and dengue cases. The study does not include any mosquito density data in the model as this data is unavailable with authors. Among all the developed models, the prediction accuracy of LSTM model is superior than the other models. Because the LSTM model learns temporal dependencies from the data and understand the situation based on past observations over time by incorporating memory state. The results show that the deep learning method LSTM model has the potential for predicting the cases and captured the epidemic trends with high accuracy than the VAR, GBM and SVR models. Among the two datasets (DS1 & DS2), the LSTM and SVR models were outperformed for predicting the dengue with lagged dataset (DS2). The RMSE of statistical, machine learning and deep learning models is also computed and it is evident that the LSTM (Train data: RMSE = 0.453, $R = 0.9$; Test data: RMSE = 0.345, $R = 0.9$) exhibits better performance (Table 3). Followed by, machine learning model, SVR (Train data: RMSE = 0.447, $R = 0.9$; Test data: RMSE = 0.41, $R = 0.9$) has shown better performance in predicting the dengue cases during 2016–2017 period.

The climate-based disease prediction models developed in the present study can be feasibly implemented as a dengue early warning system. The incorporation of real time climate forecasts and the current dengue case data will drive the dengue early warning system which is formulated using the machine learning framework to produce a dengue forecast for short term and long-term periods well in advance. Similarly, establishing a web version of these developed models and integrating with the local meteorological department on the real-time climate and disease data can enable the dengue early warning system to estimate the climate sensitive disease-risk timely and accurately, thus assisting the public health authorities to promptly target the risk areas.

**Conclusion**

Infectious diseases cause a significant burden on public health and economic stability of societies globally. The aim of this study was to design an infectious disease prediction model that is more suitable than existing models by using various statistical, machine learning and deep learning techniques. A very little or scared information is available on
dengue predictions in India using machine or deep learning applications. Hence, the present study utilized machine learning (SVR, GBM) and deep learning (LSTM) models along with statistical model (VAR), for dengue prediction. Among all the models, the LSTM model was outperformed (RMSE = 0.345, R = 0.9) with lagged dataset and predicted monthly dengue cases using weather variables and dengue cases in Kerala state. These predictions will be helpful for public health authorities, researchers, and planners for managing services and arranging medical infrastructure accordingly. The proposed LSTM model for dengue prediction can be followed by other states of India as well.
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