Achieving Sustainable New Product Development by Implementing Big Data-Embedded New Product Development Process
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Abstract: Literature suggests that new product development (NPD) has an impact on sustainable organizational performance. Yet, previous studies in NPD have mainly been based on “experience-driven”, not data-driven, decision-making in the NPD process. We develop a research model to examine how the big data-embedded NPD process affects the sustainable innovation performance of NPD projects. We test the proposed model and conduct the cross-national comparison using data collected on 1858 NPD projects in the United States of America (USA), the United Kingdom (UK), and Australia. The research findings suggest that big data-embedded business analysis, product design, and product testing increase sustainable innovation performance in all three countries. The study findings also reveal several surprising results: (1) in the USA, big data-embedded product testing has the highest effect on sales growth and gross margin, (2) in Australia, big data-embedded commercialization has the highest effect on sales growth and gross margin, and (3) in the UK, big data-embedded commercialization has the highest effect on second-year sales growth, first-year, and third-year gross margin; in addition, big data-embedded product testing has the highest effect on third-year sales growth and second-year gross margin.
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1. Introduction

The role of the new product development (NPD) process in driving sustainable growth and performance has been the central focus of many innovation scholars [1–11]. The NPD process can be characterized as a series of stages, comprising idea development, business analysis, product design, product testing, and commercialization [3,4,6]. Previous research has demonstrated that the “experience-driven” NPD process is a positive effect on innovation performance [2–7,9,12,13]. Yet, few extant studies have examined how the big data-embedded NPD process affects sustainable innovation performance. Therefore, it is important to investigate the relationship between big data-embedded NPD processes and sustainable innovation performance [14,15].

Prior studies suggest that big data have effects on the NPD process [14,16–19]. Big data can help firms build a data-driven decision-making environment and increase the effectiveness of decision-making in NPD [14]. Moreover, big data can help firms identify customer needs, analyze business opportunities, optimize innovation processes, and increase innovation performance [16–19]. Since firms increasingly see big data as an opportunity rather than a cost, many now embed big data into various aspects of their NPD process. Unfortunately, studies suggest that embedding big data into the NPD process suffers the “Big Data Productivity Paradox” [19,20]. Furthermore, no studies
have examined what big data-embedded NPD process is and how a big data-embedded NPD process affects sustainable innovation performance. Therefore, we develop the following research questions for this study:

**RQ1:** Does a big data-embedded NPD process increase sustainable innovation performance?

**RQ2:** Do different stages of the big data-embedded NPD process have different effects on sustainable innovation performance?

**RQ3:** Which stage of big data-embedded NPD process has the highest effect on sustainable innovation performance?

Based on the NPD theory, we propose a research model and focus on five key stages of big data-embedded NPD process: big data-embedded idea development, business analysis, product design, product testing, and commercialization. We also develop new measurement scales for measuring big data-embedded NPD process. We hypothesize that big data-embedded NPD process has a positive relationship with sustainable innovation performance. We collect empirical data from 497 NPD projects in the United States of America (USA), 510 NPD projects in the United Kingdom (UK), and 851 NPD projects in Australia. The data collected include NPD projects in telecommunications, high-tech technology, automotive, pharmaceutical, and healthcare systems and services.

We find that big data-embedded business analysis, product design, and product testing increase sustainable innovation performance in the USA, UK, and Australia. However, in the USA, big data-embedded commercialization has no impact on sustainable innovation performance, and in Australia, big data-embedded idea development has a partial impact on sustainable innovation performance. Furthermore, the most important stage with regard to the impact on sales growth and gross margin is big data-embedded product testing in the USA, and big data-embedded commercialization in Australia. The most important stage with regard to the impact on second-year sales growth, first-year and third-year gross margin is big data-embedded commercialization in the UK, but the most important stage with regard to the impact on third-year sales growth and second-year gross margin is big data-embedded product testing in the UK.

We make three contributions to sustainable NPD literature. First, we enrich the NPD theory by identifying big data-embedded NPD processes and developing new measurement scales. Second, we advance extant NPD literature by empirically testing the effect of big data-embedded NPD process on sustainable innovation performance. Third, we enrich cross-national comparative literature by exploring similarities and differences in big data-embedded NPD. Finally, we also provide managerial implications for creating a big data-embedded NPD process.

### 2. Literature Review

#### 2.1. The NPD Process

The NPD literature suggests that the NPD process often comprises five stages, starting with idea development, then moving through business analysis, product design, product testing, and commercialization [1,3,4]. Each stage of the NPD process involves several specific NPD activities and tasks [7]. During the idea development stage, innovative ideas are proposed by evaluating customer needs and identifying business objectives. Good ideas are developed into full product concepts and poor ideas are removed from this stage [3,4]. During the business analysis stage, the NPD team further evaluates the market potential, competitive advantage, investment required, and reward potentials of the product concept. The purpose of the business analysis stage is to identify potentials and evaluate the necessary resources to fully developed the project concept. During the product design stage, the NPD team develops product prototypes, production models, or marketable products [3,4]. During the product testing stage, the NPD team adjusts product prototype according to the market and customer feedback and tests marketing and commercialization strategies. During the commercialization stage, the NPD team develops the final manufacturing and marketing plans, selects
business partners and suppliers, creates the overall direction of the commercialization, and introduces the products into the marketplace.

2.2. The NPD Process and Innovation Performance

Although there are many studies on the relationship between the NPD process and innovation performance, the findings are mixed. For example, many studies find that the NPD process helps firms embrace business opportunities, meet customer needs, and establish competitive advantages, which lead to improving innovation performance [1,3–6,9,11,13]. Other studies suggest that some stages of the NPD process do not increase innovation performance. For example, Barczak [21] finds that only the idea development stage significantly increases innovation performance. Rubera, Chandrasekaran, and Ordanini [22] find that the two early stages of the NPD process (idea development and business analysis) enhance innovation performance.

2.3. The Big Data-Embedded NPD Process

Most current research studies focus on how “experience-driven” NPD process affects innovation performance [1,3–6,9,11,13]. However, recent studies have found that the “experience-driven” NPD process has some problems such as higher development cost and risk, lower efficiency of decision-making, and longer development cycle [14]. Thus, scholars suggest that firms need to establish a big data-driven NPD process to solve these problems [14,23–25].

Big data are profoundly influencing the “experience-driven” NPD process [17]. On the one hand, embedding big data into the NPD process helps firms build “data-driven” decision-making environments, which lead to higher quality NPD decisions [14]. On the other hand, embedding big data into the NPD process helps firms accurately identify business opportunities, analyze customer needs, optimize the NPD process, and improve innovation performance [23–25]. Although the importance of big data usage in NPD is a significant issue in building competitive advantages, few studies have investigated what big data-embedded NPD is and how embedding big data into the NPD process can help companies achieve superior innovation performance.

3. Theoretical Model and Research Hypotheses

3.1. Theoretical Model

To address these existing literature gaps, we develop a research model based on the NPD theory in Figure 1 and suggest that the five stages of the big data-embedded NPD process enhance sustainable innovation performance. Big data-embedded NPD process refers to using big data in the five stages of the NPD process, including big data-embedded idea development, big data-embedded business analysis, big data-embedded product design, big data-embedded product testing, and big data-embedded commercialization.
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**Figure 1.** Big data-embedded new product development (NPD) process and sustainable innovation performance.
3.2. Big Data-Embedded Idea Development and Sustainable Innovation Performance

Big data-embedded idea development refers to using big data to identify innovative ideas and key business opportunities, develop multiple product concepts, and develop NPD project proposals [3,4,15]. We argue that big data-embedded idea development positively affects sustainable innovation performance. On the one hand, big data-embedded idea development can help firms obtain comprehensive market and customer needs information. By analyzing the information, the NPD project team can better generate creative ideas [13]. On the other hand, big data-embedded idea development can help firms identify key business opportunities and provide a data-driven NPD proposal to guide the NPD project team to develop new product concepts, which are vital for NPD projects to profit and succeed [13,15,26,27]. Thus, the first formal hypothesis is proposed:

**Hypothesis 1.** Big data-embedded idea development increases sustainable innovation performance.

3.3. Big Data-Embedded Business Analysis and Sustainable Innovation Performance

Big data-embedded business analysis refers to using big data to conduct market opportunity analyzes (market potential, customer preference, purchase process, and buyer adoption), appraise current and future products and services, determine desired innovative features and development feasibility, assess costs, time, risks, and business implications, and evaluate internal and external innovation capability and resources [3,4,15]. We argue that big data-embedded business analysis positively affects sustainable innovation performance. On the one hand, big data-embedded business analysis can help firms accurately analyze business information related to market potential, customer preferences, purchase process, and buyer adoption [28–30]. The market and customer knowledge provided by analyzing big data help firms select good product concepts and determine potential innovative attributes and characteristics. On the other hand, big data-embedded business analysis can help firms effectively assess NPD’s costs, time, and risks [30]. Therefore, the second formal hypothesis is developed:

**Hypothesis 2.** Big data-embedded business analysis increases sustainable innovation performance.

3.4. Big Data-Embedded Product Design and Sustainable Innovation Performance

Big data-embedded product design refers to using big data to conduct engineering, technological, and manufacturing assessments, develop technologies, product features, and product prototypes, evaluate prototypes against performance specifications, determine the final product design, and perform cost reduction and quality control tasks [3,4,15]. We argue that big data-embedded product design positively affects sustainable innovation performance. First, big data-embedded product design can help firms better understand the existing engineering, technological, and manufacturing capabilities and thereby provide effective guidance for new product prototype development [31]. Second, big data-embedded product design enables customers to participate in product design through data. Thus, firms can adjust product prototypes in time to better meet customer needs [3,4,15]. Third, big data-embedded product design can help firms integrate digital technologies in the NPD process, which is lead to increasing differentiation characteristics and competitive advantages for the product prototype. Finally, a higher quality of big data-embedded product design also resolves the trade-offs between product costs and product quality, which will lead to lower cost and higher value for customers. Therefore, the third formal hypothesis is proposed:

**Hypothesis 3.** Big data-embedded product design increases sustainable innovation performance.
3.5. Big Data-Embedded Product Testing and Sustainable Innovation Performance

Big data-embedded product testing refers to using big data to evaluate prototypes, market performance, and different product and service offers, test alternative technologies, simulate customer acceptance and customer use, and assess feedback from technology and market tests [3,4,15]. We argue that big data-embedded product testing positively affects sustainable innovation performance. First, big data-embedded product testing can help firms obtain customer feedback information on the use of new product prototypes. Therefore, firms can find the deficiencies and defects in product prototypes and then adjust product attributes and functions to solve these problems [3,4,15]. Second, big data-embedded product testing can help firms simulate consumer behavior and better predict customer buy decisions. Third, big data-embedded product testing can help firms predict possible successful marketing and commercialization strategies. Therefore, the fourth formal hypothesis is developed:

**Hypothesis 4.** Big data-embedded product testing increases sustainable innovation performance.

3.6. Big Data-Embedded Commercialization and Sustainable Innovation Performance

Big data-embedded commercialization refers to using big data to evaluate suppliers and commercialization partners, complete the final plans for production, evaluate and complete the final commercialization plans (the timing of product launch), develop pricing strategies and tactics, and launch the innovation in the marketplace (sales, promotion, and distribution) [3,4,15]. We argue that big data-embedded commercialization positively affects sustainable innovation performance. First, big data-embedded commercialization can help firms accurately assess and select suppliers and business partners, resulting in providing sufficient guarantee for the final production and sale [32]. Second, big data-embedded commercialization can help firms better understand customer’s price expectations, as well as their purchase channels and promotion preferences, which lead to accurately located target market segments, determined appropriate product prices, selected appropriate distribution and promotion strategies. Third, big data-embedded commercialization can help firms develop digital marketing methods (e.g., email marketing, social network marketing, viral marketing, and mobile marketing) [13]. Thus, customers can easily compare new products and thereby reach a quick decision about which new products to purchase. Finally, a higher quality of big data-embedded commercialization increases customer experience with new product purchases and uses. Therefore, the fifth formal hypothesis is proposed:

**Hypothesis 5.** Big data-embedded commercialization increases sustainable innovation performance.

4. Methodology

In order to empirically test five research hypotheses, we collected project-level data which include 1858 NPD projects with the following characteristics: (1) 497 NPD projects were from the USA, 510 NPD projects were from the UK, and 851 NPD projects were from Australia, (2) the projects include five product industries (telecommunications, high-tech technology, automotive, pharmaceutical, and healthcare systems and services), and (3) to be included in this study, all project-level data must include sales growth and gross margin for the first three years after the commercialization.

4.1. Overall Research Design

We executed this study in three phases. In the first phase, we followed the methods in Douglas and Craig [33] and Song and Montoya-Weiss [5] to develop new measurement scales to assess the levels of the big data-embedded NPD process and to select methods to implement the cross-national comparative study. In the second phase, we administered the survey to collect data regarding five
stages of the big data-embedded NPD process. In the third phase, we collected three-year sales growth and gross margin data.

4.2. Measuring Scale Development

The current NPD and management literature did not have existing measures for assessing the big data-embedded NPD process. Therefore, we followed a three-step procedure reported by Song and Montoya-Weiss [5] to develop a specific measurement scale for measuring big data-embedded NPD process.

First, we conducted in-depth case studies of 18 big data-embedded NPD projects as well as focus-group interviews with NPD project team members in the USA, UK, and Australia. The focus-group interviews are divided into three parts. The first part was designed to examine the conceptual equivalence of the constructs by asking team members to define each of the variables [5,33]. The second part was designed to assess the functional equivalence of the constructs by asking team members to evaluate the relationship between the constructs [5,33]. The third part was designed to evaluate whether or not there is a category equivalence of the theoretical variables by examining the relevance and completeness of the measurement scale items [5,33]. These interviews suggested some modifications to the scale items.

Second, we adopted Churchill’s method to develop big data-embedded NPD scales [34] by involving academic experts in the USA, UK, and Australia, and 18 NPD project leaders. Experts were asked to evaluate measurement items and provide recommendations for improvement [5]. Minor revisions and a further review by the experts and leaders resulted in measurement scales with high consistency and face validity.

Third, we conducted two pretests to further validate the measurement scales [5]. The first pretest was on-site to review the questionnaire to determine whether any items were unclear. The second pretest was through a professionally drafted survey that was administered to 32 project team members. We used these pretests to further modify the measurement scales.

4.3. Variable Measurement

To measure sustainable innovation performance, we used objective performance data (sales growth and gross margin) adopted by Hao et al. [19] and Hu et al. [35].

To measure the big data-embedded NPD process, we used five 4-item scales for the five stages of the NPD process. Respondents rated each measure from 0 to 10 (big data was extensively used). The big data-embedded idea development includes (a) using big data to identify innovative ideas, (b) using big data to develop product concepts, (c) using big data to identify key business opportunities, and (d) using big data to develop written project proposals.

The big data-embedded business analysis measures the extent of (a) using big data to conduct market opportunity analyses, (b) using big data to appraise current and future products and services, (c) using big data to determine the desired innovative features and development feasibility, and (d) using big data to measure costs, time, risks, and business implications.

The measures for the big data-embedded product design are: (a) using big data to conduct engineering, technological, and manufacturing assessments, (b) using big data to develop technologies and product features, (c) using big data to develop product prototypes, and (d) using big data to evaluate prototypes against performance specifications.

The big data-embedded product testing is measured with four measures: (a) using big data to evaluate prototype market performance, (b) using big data to test alternative technologies, (c) using big data to simulate customer acceptance and customer use tests, and (d) using big data to evaluate different product and service offers.

The measurement items for the big data-embedded commercialization include four measures: (a) using big data to evaluate suppliers and commercialization partners, (b) using big data to complete
the final plans for production, (c) using big data to evaluate, and (d) using big data to determining the
timing of product launch and pricing strategies.

In addition to the independent variable and dependent variable, past studies suggest that industry
characteristics may influence sustainable innovation performance [19]. Thus, we included five industry
dummies as control variables: IND1 = telecommunications industry, IND2 = high-tech technology
industry, IND3 = automotive industry, IND4 = pharmaceutical industry, and IND5 = healthcare
systems and services industry.

4.4. The Data Collection Method

In the first step, we sent express mail and/or e-mail to all selected companies with a cover letter,
a one-page presurvey, a data confidential agreement, and a list of free research reports for participating
organizations. In the second step, we adopted a survey methodology to collect the five stages of
the big data-embedded NPD process data from the companies from all companies that responded
during the first step [36]. Following the survey methodology, we sent a business card, a cover letter,
the survey, a prepaid express mail return envelope, and a list of free research reports selected by the
companies. We asked each company to provide four NPD projects if possible: a recently completed
project, a typical project, a successful project, and a failed project. We followed up twice and made
multiple phone calls to project managers to increase the participation rate.

4.4.1. The USA Data

We selected 1000 firms randomly from the companies in the Russell 3000 Index and the Dun &
Bradstreet database. We strictly followed the above data collection method and was able to get 176 USA
firms to provide data for at least one NPD project. The participation rate at the firm level was 17.6%.

From 176 firms, we collected 558 big data-embedded NPD projects, including 106 from
telecommunications, 96 from automotive, 138 from pharmaceutical, 92 from healthcare systems
and services, and 126 from high-technology. We also tracked three years and collected sales growth
and gross margin but were unable to get sales and gross margin data for 61 projects. Therefore, we ended
up with complete data for a sample of 497 big data-embedded NPD projects in the USA.

Among the 497 respondents, 67.03% was male and 32.97% was female; 19.18% has bachelor
degrees and 80.82% has master degrees or above; 10.22% was president, 15.59% was division manager,
21.51% was strategic business manager, 32.97% was new business project manager, and 19.71% was
R&D director; the average age was 39.87 years; the average industry experience was 14.09 years; 39.25%
developed less than 5 NPD projects, 53.05% developed 6–10 NPD projects, 3.58% developed 11–15 NPD
projects, 2.69% developed 16–20 NPD projects, and 1.43% developed more than 20 NPD projects.

4.4.2. The UK Data

From the listings of the Dun & Bradstreet database and the World Business Directory, we identified
companies that develop products in the same industries as in the USA sample. We randomly selected
1500 firms from the final list for conducting data collection. We used the same data collection protocol
as described above for the USA and collected 595 big data-embedded NPD projects from 247 UK firms.
The participation rate at the firm level was 16.5%.

The NPD projects were divided 73 from telecommunications, 115 from automotive, 153 from
pharmaceutical, 98 from healthcare systems and services, and 156 from high-technology. Unfortunately,
85 projects of the 595 projects failed to provide sales and gross margin data. Therefore, the final sample
for this study included only 510 big data-embedded NPD projects in the UK.

Among the 510 respondents, 67.56% was male and 32.44% was female; 17.82% has bachelor
degrees and 82.18% has master degrees or above; 9.92% was president, 16.47% was division manager,
21.51% was strategic business manager, 31.60% was new business project manager, and 20.50% was
R&D director; the mean value for the age was 41.28 years; the mean working experience was 19.19 years;
2.35% developed 5 NPD projects, 16.98% developed 6–10 NPD projects, 39.50% developed 11–15 NPD projects, 26.55% developed 16–20 NPD projects, and 14.64% developed more than 20 NPD projects.

4.4.3. Australia Data

We used the same sample selection protocol of the UK sample to select Australian firms. Following the sample selection criteria as in the UK sample, we randomly selected 1500 firms from the Dun & Bradstreet database and the World Business Directory. We collected data on 924 big data-embedded NPD projects from 341 Australian firms. The participation rate at the firm level was 22.7%.

The 924 NPD projects included 187 from telecommunications, 197 from automotive, 229 from pharmaceutical, 144 from healthcare systems and services, and 167 from high-technology. Unfortunately, 73 projects failed to provide performance data, we ended up with complete data for a sample of 851 big data-embedded NPD projects in Australian.

The data providers’ characteristics are: 66.67% was male and 33.33% was female; 17.86% has bachelor degrees and 82.14% has master degrees or above; 10.28% was president, 15.80% was division manager, 21.65% was strategic business manager, 32.90% was new business project manager, 21.12% was departmental manager, 21.12% was project team leader, 17.86% was R&D director; the average age was 39.61 years; the mean industry working experience was 5.12 years; 31.62% was senior manager, 45.35% was manager, 23.03% was team leader; 43.62% was middle age; 42.01% was over 40 years old; 53.33% was R&D; 36.95% was business; 50.00% was pharmaceutical; 25.86% was healthcare systems and services; 24.04% was high-technology.

In Table 1, we report means, standard deviations, and correlations for all variables in the three samples. Results from Table 1 provide some initial results of the variables. We also reported Cronbach’s alpha in Table 1 to evaluate reliability. The Cronbach’s alpha ranged from 0.739 to 0.914 in the USA sample, 0.758 to 0.908 in the UK sample, and 0.702 to 0.904 in the Australian sample, indicating that all constructs’ reliability is acceptable.

Table 1. Descriptive statistics of the sample.

| Variable | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------|---|---|---|---|---|---|---|---|---|----|
| Mean     | 74.61 177.141 29.127 45.047 84.784 4.743 6.282 5.498 5.350 5.276 |
| S.D.     | 58.311 99.220 12.296 14.772 28.549 2.493 1.983 2.857 2.148 2.190 |
| 1.SALEG1 | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. |
| 2.SALEG2 | 0.964*** | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. |
| 3.GMY1   | 0.895*** | 0.884*** | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. |
| 4.GMY2   | 0.828*** | 0.835*** | 0.933*** | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. |
| 5.GMY3   | 0.841*** | 0.837*** | 0.943*** | 0.935*** | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. |
| 6.BDIDEAA | 0.425*** | 0.414*** | 0.383*** | 0.328*** | 0.362*** | 0.651 | n.a. | n.a. | n.a. | n.a. |
| 7.BDBMOA | 0.443*** | 0.434*** | 0.420*** | 0.395*** | 0.400*** | 0.345*** | 0.657 | n.a. | n.a. | n.a. |
| 8.BDDES | 0.230*** | 0.229*** | 0.266*** | 0.274*** | 0.248*** | 0.122*** | 0.130*** | 0.791 | n.a. | n.a. |
| 9.BDTEST | 0.524*** | 0.519*** | 0.489*** | 0.475*** | 0.485*** | 0.451*** | 0.345*** | 0.100*** | 0.757 | n.a. |
| 10.BDCOMM | -0.022 -0.021 -0.004 0.000 -0.019 -0.066 -0.167*** -0.099*** -0.040 0.875 |
| Cronbach’s α | 0.779 0.739 0.828 0.833 0.914 | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. |

5. Results

5.1. Basic Statistics

In Table 1, we report means, standard deviations, and correlations for all variables in the three samples. Results from Table 1 provide some initial results of the variables. We also reported Cronbach’s alpha in Table 1 to evaluate reliability. The Cronbach’s alpha ranged from 0.739 to 0.914 in the USA sample, 0.758 to 0.908 in the UK sample, and 0.702 to 0.904 in the Australian sample, indicating that all constructs’ reliability is acceptable.
Table 1. Cont.

| Variable | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------|---|---|---|---|---|---|---|---|---|----|
| 1.SALEG1 | n.a. |  |  |  |  |  |  |  |  |  |
| 2.SALEG2 | 0.927*** | n.a. |  |  |  |  |  |  |  |  |
| 3.GMY1   | 0.814*** | 0.797*** | n.a. |  |  |  |  |  |  |  |
| 4.GMY2   | 0.683*** | 0.684*** | 0.817*** | n.a. |  |  |  |  |  |  |
| 5.GMY3   | 0.717*** | 0.709*** | 0.849*** | 0.849*** | n.a. |  |  |  |  |  |
| 6.BDIDEAA | 0.321*** | 0.307*** | 0.354*** | 0.294*** | 0.325*** | 0.716 |  |  |  |  |
| 7.BDBMOA | 0.410*** | 0.406*** | 0.365*** | 0.303*** | 0.320*** | 0.250*** | 0.627 |  |  |  |
| 8.BDDESI | 0.197*** | 0.174*** | 0.191*** | 0.157*** | 0.143*** | 0.008 | 0.140*** | 0.813 |  |  |
| 9.BDTEST | 0.458*** | 0.442*** | 0.455*** | 0.365*** | 0.396*** | 0.394*** | 0.358*** | 0.056*** | 0.778 |  |
| 10.BDCOMM | 0.462*** | 0.463*** | 0.458*** | 0.414*** | 0.435*** | 0.530*** | 0.220*** | 0.105*** | 0.405*** | 0.735 |
| Mean     | 81.015 | 185.684 | 82.469 | 116.646 | 138.099 | 4.802 | 6.350 | 5.792 | 5.665 | 5.216 |
| S.D.     | 60.533 | 92.343 | 34.400 | 49.110 | 56.527 | 2.098 | 1.850 | 2.843 | 2.121 | 2.121 |
| Cronbach's α | 0.819 | 0.702 | 0.904 | 0.858 | 0.923 |

Note: * $p < 0.10$; ** $p < 0.05$; *** $p < 0.01$ (all significant levels are based on two-tailed test). SALEG1 = Second-year sales growth; SALEG2 = Third-year sales growth; GMY1 = First-year gross margin; GMY2 = Second-year gross margin; GMY3 = Third-year gross margin; BDIDEAA = Big data-embedded idea development; BDBMOA = Big data-embedded business analysis; BDDESI = Big data-embedded product design; BDTEST = Big data-embedded product testing; BDCOMM = Big data-embedded commercialization. The numbers on diagonal are square root of AVE; n.a. indicates the non-multiitem scales.

5.2. Measurement Model Validation Using CFA

We performed a confirmative factor analysis (CFA) to validate the measurement model fit using AMOS software [37]. The initial measurement model for each country was run by using all measures. The fit indices and modification indices suggested that the initial models can be significantly improved by adding four correlations among four errors of the four measures (as shown in Figure 2): (1) the error term of BDIDEAA2 should be correlated with the error term of BDIDEAA1 and BDIDEAA4 respectively, (2) the error terms of BDDESI1 and BDDESI2 should be correlated, and (3) the error term of BDDESI3 and BDDESI4 should be correlated. Table 2 presents the relevant statistics of the final measurement models for all three countries.
Consistent with prior studies [5,38], Table 2 suggests that the empirical data have good fit measurement models: (1) for the USA sample, RMSEA = 0.070; χ²/degrees of freedom (df) = 3.761; CFI = 0.928; NFI = 0.905; GFI = 0.907. (2) for the UK sample, RMSEA = 0.063; and χ²/degrees of freedom (df) = 3.346; CFI = 0.960; NFI = 0.943; GFI = 0.923. (3) for Australian sample, CFI = 0.943; NFI = 0.931; GFI = 0.921; RMSEA = 0.069; χ²/degrees of freedom (df) = 5.350; given the large sample in Australian sample, the χ²/degrees of freedom (df) is acceptable [5,38].

To assess convergent validity, we also used Cronbach’s alphas. As shown in Table 1, the lowest alpha is 0.739 for the USA sample, 0.758 for the UK sample, and 0.702 for Australia sample. We then computed the average variance explained (AVE) for each construct to evaluate discriminant validity (as shown in the last column of Table 2).

### Table 2. Statistics for the measurement model.

| Construct Items | Unstandardized Estimate | Standard Error | Z-Value | p-Value | Standardized Estimate | AVE  |
|-----------------|-------------------------|----------------|---------|---------|-----------------------|------|
| BDIDEAA1        | 1                       | 0.539          | 0.424   |         |                       |      |
| BDIDEAA2        | 1.205                   | 0.094          | 12.796  | ***     | 0.678                 |      |
| BDIDEAA3        | 1.665                   | 0.163          | 10.192  | ***     | 0.864                 |      |
| BDIDEAA4        | 0.785                   | 0.163          | 8.38    | ***     | 0.447                 |      |
| BDIMOA1         | 1                       | 0.758          |         |         |                       |      |
| BDIMOA2         | 0.989                   | 0.073          | 13.577  | ***     | 0.743                 |      |
| BDIMOA3         | 0.793                   | 0.077          | 10.324  | ***     | 0.499                 |      |
| BDIMOA4         | 0.785                   | 0.065          | 12.084  | ***     | 0.59                  |      |
| BDDES1          | 1                       | 0.596          |         |         |                       |      |
| BDDES2          | 1.192                   | 0.074          | 16.067  | ***     | 0.695                 | 0.625|
| BDDES3          | 1.172                   | 0.048          | 10.324  | ***     | 0.755                 |      |
| BDDES4          | 1.6                     | 0.635          | 2.521   | 0.015   | 0.755                 |      |
| BDTEST1         | 1                       | 0.796          |         |         |                       |      |
| BDTEST2         | 1.201                   | 0.056          | 21.58   | ***     | 0.892                 | 0.573|
| BDTEST3         | 0.765                   | 0.052          | 14.54   | ***     | 0.618                 |      |
| BDTEST4         | 0.938                   | 0.056          | 16.619  | ***     | 0.693                 |      |
| BDCOMM1         | 1                       | 0.929          |         |         |                       |      |
| BDCOMM2         | 0.988                   | 0.023          | 42.831  | ***     | 0.765                 |      |
| BDCOMM3         | 1.011                   | 0.019          | 52.342  | ***     | 0.79                  |      |
| BDCOMM4         | 0.564                   | 0.035          | 16.047  | ***     | 0.581                 |      |
| Overall Model   |                         | χ²/degrees of freedom (df) = 586.764/156 = 3.761; CFI = 0.928; NFI = 0.905; GFI = 0.907; IFI = 0.929; RMSEA = 0.070. |

| Construct Items | Unstandardized Estimate | Standard Error | Z-Value | p-Value | Standardized Estimate | AVE  |
|-----------------|-------------------------|----------------|---------|---------|-----------------------|------|
| BDIDEAA1        | 1                       | 0.89           |         |         |                       |      |
| BDIDEAA2        | 0.996                   | 0.029          | 34.115  | ***     | 0.885                 | 0.697|
| BDIDEAA3        | 1.041                   | 0.03           | 34.785  | ***     | 0.993                 |      |
| BDIDEAA4        | 0.507                   | 0.04           | 12.571  | ***     | 0.474                 |      |
| BDIMOA1         | 1                       | 0.755          |         |         |                       |      |
| BDIMOA2         | 1.013                   | 0.074          | 13.673  | ***     | 0.751                 | 0.449|
| BDIMOA3         | 0.969                   | 0.078          | 12.404  | ***     | 0.591                 |      |
| BDIMOA4         | 0.792                   | 0.064          | 12.3    | ***     | 0.559                 |      |
| BDDES1          | 1                       | 0.537          |         |         |                       |      |
| BDDES2          | 1.991                   | 0.142          | 13.99   | ***     | 1.065                 | 0.672|
| BDDES3          | 1.483                   | 0.137          | 10.782  | ***     | 0.881                 |      |
| BDDES4          | 1.197                   | 0.118          | 10.185  | ***     | 0.699                 |      |
| BDTEST1         | 1                       | 0.79           |         |         |                       |      |
| BDTEST2         | 1.153                   | 0.052          | 22.068  | ***     | 0.878                 | 0.577|
| BDTEST3         | 0.798                   | 0.05           | 15.933  | ***     | 0.657                 |      |
| BDTEST4         | 0.907                   | 0.053          | 17.094  | ***     | 0.694                 |      |
| Overall Model   |                         | χ²/degrees of freedom (df) = 521.980/156 = 3.346; CFI = 0.960; NFI = 0.943; GFI = 0.923; IFI = 0.960; RMSEA = 0.063. |
Table 2. Cont.

c. Results of Measurement Model Validation Using CFA for Australia Sample (N = 924).

| Construct Items | Unstandardized Estimate | Standard Error | Z-Value | p-Value | Standardized Estimate | AVE |
|-----------------|--------------------------|----------------|---------|---------|------------------------|-----|
| BDIDEAA1        | 1                        |                |         |         |                        |     |
| BDIDEAA2        | 0.689                    | 0.05           | 17.64   | ***     | 0.657                  | 0.513|
| BDIDEAA3        | 1.144                    | 0.054          | 20.949  | ***     | 0.825                  |     |
| BDIDEAA4        | 0.777                    | 0.046          | 16.712  | ***     | 0.603                  |     |
| BDDESI1         | 1                        |                |         |         |                        |     |
| BDDESI2         | 2.094                    | 0.274          | 7.644   | ***     | 1.08                   | 0.661|
| BDDESI3         | 1.499                    | 0.169          | 8.875   | ***     | 0.861                  |     |
| BDDESI4         | 1.203                    | 0.139          | 8.633   | ***     | 0.666                  |     |
| BDTEST1         | 1                        |                |         |         |                        |     |
| BDTEST2         | 1.055                    | 0.041          | 25.887  | ***     | 0.842                  | 0.605|
| BDTEST3         | 0.911                    | 0.042          | 21.945  | ***     | 0.732                  |     |
| BDTEST4         | 0.969                    | 0.043          | 22.561  | ***     | 0.754                  |     |
| BDCOMM1         | 1                        |                |         |         |                        | 0.671|
| BDCOMM2         | 1.143                    | 0.061          | 18.654  | ***     | 0.725                  | 0.54 |
| BDCOMM3         | 1.239                    | 0.063          | 19.826  | ***     | 0.828                  |     |
| BDCOMM4         | 1.054                    | 0.057          | 18.369  | ***     | 0.707                  |     |
| Overall Model   |                         | χ²/degrees of freedom (df) = 834.635/156 = 5.350; |          |         |                        |     |
|                 |                          | CFI = 0.943; NFI = 0.931; IFI = 0.943; RMSEA = 0.069. |          |         |                        |     |

Note: *** p < 0.001 (two-tailed test). BDIDEAA = Big data-embedded idea development; BDBMOA = Big data-embedded business analysis; BDDESI = Big data-embedded product design; BDTEST = Big data-embedded product testing; BDCOMM = Big data-embedded commercialization.

As shown in the lower left off-diagonal of Table 1, the lowest square root of the AVE (USA: 0.750; UK: 0.670; Australian: 0.627) was greater than the highest correlation between that construct and other constructs (USA: 0.524; UK: 0.528; Australian: 0.530). Thus, prior studies suggest that these results indicate acceptable discriminant validity [39].

5.3. Hypothesis Testing

The research model has following five equations:

\[
\text{SALEG1} = \alpha + \beta_1 \times \text{BDIDEAA} + \beta_2 \times \text{BDBMOA} + \beta_3 \times \text{BDDESI} + \beta_4 \times \text{BDTEST} + \beta_5 \times \text{BDCOMM} + \beta_6 \times \text{IND1} + \beta_7 \times \text{IND2} + \beta_8 \times \text{IND3} + \beta_9 \times \text{IND4} + \varepsilon \tag{1}
\]

\[
\text{SALEG2} = \alpha + \beta_1 \times \text{BDIDEAA} + \beta_2 \times \text{BDBMOA} + \beta_3 \times \text{BDDESI} + \beta_4 \times \text{BDTEST} + \beta_5 \times \text{BDCOMM} + \beta_6 \times \text{IND1} + \beta_7 \times \text{IND2} + \beta_8 \times \text{IND3} + \beta_9 \times \text{IND4} + \varepsilon \tag{2}
\]

\[
\text{GMY1} = \alpha + \beta_1 \times \text{BDIDEAA} + \beta_2 \times \text{BDBMOA} + \beta_3 \times \text{BDDESI} + \beta_4 \times \text{BDTEST} + \beta_5 \times \text{BDCOMM} + \beta_6 \times \text{IND1} + \beta_7 \times \text{IND2} + \beta_8 \times \text{IND3} + \beta_9 \times \text{IND4} + \varepsilon \tag{3}
\]

\[
\text{GMY2} = \alpha + \beta_1 \times \text{BDIDEAA} + \beta_2 \times \text{BDBMOA} + \beta_3 \times \text{BDDESI} + \beta_4 \times \text{BDTEST} + \beta_5 \times \text{BDCOMM} + \beta_6 \times \text{IND1} + \beta_7 \times \text{IND2} + \beta_8 \times \text{IND3} + \beta_9 \times \text{IND4} + \varepsilon \tag{4}
\]

\[
\text{GMY3} = \alpha + \beta_1 \times \text{BDIDEAA} + \beta_2 \times \text{BDBMOA} + \beta_3 \times \text{BDDESI} + \beta_4 \times \text{BDTEST} + \beta_5 \times \text{BDCOMM} + \beta_6 \times \text{IND1} + \beta_7 \times \text{IND2} + \beta_8 \times \text{IND3} + \beta_9 \times \text{IND4} + \varepsilon \tag{5}
\]

where: SALEG1 = Second-year sales growth; SALEG2 = Third-year sales growth; GMY1 = First-year gross margin; GMY2 = Second-year gross margin; GMY3 = Third-year gross margin; BDIDEAA = Big data-embedded idea development; BDBMOA = Big data-embedded business analysis; BDDESI = Big data-embedded product design; BDTEST = Big data-embedded product testing; BDCOMM = Big data-embedded commercialization; IND1 = Telecommunications industry; IND2 = High-tech...
Technology industry; IND3 = Automotive industry; IND4 = Pharmaceutical industry; \( \alpha \) = intercept; \( \beta \) = Coefficient estimate; \( \varepsilon \) = disturbance terms for the equation.

Since we used objective performance data (three-year sales and gross margin data), we followed Zhang et al. [40] and used ordinary least squares (OLS) estimation to estimate these five equations. Prior studies suggest that OLS estimation procedure is more appropriate when the dependent variables are objective data with wide ranges [40]. The estimation results for Equations (1) and (2) are presented in Table 3 and the estimations for Equations (3)–(5) are presented in Table 4. To summarize the results of hypothesis testing, we present in Table 5.

Table 3. Regression results of big data-embedded NPD process on sale growth.

| dependent Variable: Sale Growth | USA Sample (N = 497) | UK Sample (N = 510) | Australia Sample (N = 851) |
|--------------------------------|----------------------|---------------------|---------------------------|
|                                | \( \beta \) (S.E.)  | \( \beta \) (S.E.)  | \( \beta \) (S.E.)  |
| Intercept                      | −53.947*** (11.489) | −45.959 (33.932)  | −59.549*** (16.004)  |
|                               | 4.890*** (1.172)    | 13.532*** (3.461) | 2.273** (0.987)     |
| BDIDEAA                       | 8.272*** (1.249)    | 23.714*** (3.688) | 5.380*** (1.132)    |
| BDBMOA                        | 3.253*** (0.831)    | 9.522*** (2.456)  | 2.225*** (0.717)    |
| BDDESI                        | 10.757*** (1.167)   | 31.399*** (3.446) | 6.620*** (1.205)    |
| BDTEST                        | 0.475 (0.907)       | 1.442 (2.678)     | 7.190*** (1.146)    |
| IND1                          | 3.277 (7.641)       | 7.502 (22.566)    | 4.691 (7.691)       |
| IND2                          | 10.517 (7.289)      | 22.751 (21.527)   | 9.375 (6.385)       |
| IND3                          | 4.060 (7.758)       | 4.981 (22.912)    | 3.783 (6.803)       |
| IND4                          | 12.114 (7.241)      | 25.047 (21.387)   | 0.207 (6.353)       |
| F-value \( R^2 \)             | 37.630*** (5.608)   | 35.520*** (5.531) | 37.430*** (7.626)   |
| Adjusted \( R^2 \)            | 0.410 (0.572)       | 0.396 (0.564)     | 0.403 (0.778)       |

Note: * \( p < 0.10; ** \( p < 0.05; *** \( p < 0.01. \) \, \text{SALEG1} = \text{Second-year sales growth}; \text{SALEG2} = \text{Third-year sales growth}; \text{BDIDEAA} = \text{Big data-embedded idea development}; \text{BDBMOA} = \text{Big data-embedded business analysis}; \text{BDDESI} = \text{Big data-embedded product design}; \text{BDTEST} = \text{Big data-embedded product testing}; \text{BDCOMM} = \text{Big data-embedded commercialization}. \text{IND}1 = \text{Telecommunications industry}; \text{IND}2 = \text{High-Tech technology industry}; \text{IND}3 = \text{Automotive industry}; \text{IND}4 = \text{Pharmaceutical industry}; \text{IND}5 = \text{Healthcare Systems and Services industry}. \text{IND}5 \text{ is the baseline; } \beta = \text{Coefficient estimate; S.E. = Standard error.}

Table 4. Regression results of big data-embedded NPD process on gross margin.

| dependent Variable: Gross Margin | USA Sample (N = 497) | UK Sample (N = 510) | Australia Sample (N = 851) |
|---------------------------------|----------------------|---------------------|---------------------------|
|                                | \( \beta \) (S.E.)  | \( \beta \) (S.E.)  | \( \beta \) (S.E.)  |
| Intercept                      | 4.856*** (5.608)    | 19.401*** (5.331)  | 20.624*** (7.626)  |
|                               | 1.878*** (0.572)    | 1.192*** (0.564)   | 2.136*** (0.778)    |
| BDIDEAA                        | 1.878*** (0.572)    | 1.192*** (0.564)   | 2.136*** (0.778)    |
|                               | 0.425*** (0.209)    | 0.538*** (0.265)   | 1.210** (0.498)     |
|                               | 0.370 (0.561)       | 0.373 (0.858)      | 0.366 (0.969)       |
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| USA Sample (N = 497) | UK Sample (N = 510) | Australia Sample (N = 851) |
|----------------------|---------------------|-----------------------------|
| GMY1  | GMY2  | GMY3  | GMY1  | GMY2  | GMY3  | GMY1  | GMY2  | GMY3  |
| β (S.E.)  | β (S.E.)  | β (S.E.)  | β (S.E.)  | β (S.E.)  | β (S.E.)  | β (S.E.)  | β (S.E.)  | β (S.E.)  |
| BDBMOA | 3.758*** | 3.382*** | 4.639*** | 0.667*** | 0.758*** | 1.180*** | 3.298*** | 3.974*** | 4.773*** |
| (0.609) | (0.601) | (0.829) | (0.240) | (0.303) | (0.571) | (0.571) | (0.974) | (0.986) |
| BDDESI | 2.000*** | 2.083*** | 2.492*** | 0.503*** | 0.347*** | 0.746*** | 1.587*** | 1.796*** | 1.740*** |
| (0.406) | (0.400) | (0.552) | (0.152) | (0.192) | (0.361) | (0.343) | (0.525) | (0.592) |
| BDTEST | 4.766*** | 4.704*** | 6.561*** | 1.524*** | 1.884*** | 3.563*** | 4.085*** | 4.158*** | 5.289*** |
| (0.570) | (5.562) | (0.775) | (0.255) | (0.323) | (0.608) | (0.528) | (0.808) | (0.912) |
| BDCOMM | 0.383 | 0.330 | 0.219 | 1.723*** | 1.672*** | 3.808*** | 4.406*** | 6.434*** | 7.493*** |
| (0.443) | (0.437) | (0.602) | (0.243) | (0.307) | (0.578) | (0.556) | (0.850) | (0.960) |
| IND1 | −1.000 | 0.128 | −2.882 | 0.022 | −0.433 | −1.670 | 0.367 | −1.032 | 1.460 |
| (3.730) | (3.679) | (5.072) | (1.628) | (2.061) | (3.878) | (3.245) | (4.966) | (5.605) |
| IND2 | 1.824 | 1.824 | 2.445 | 2.153 | 1.658 | 3.407 | 2.949 | 1.262 | 1.301 |
| (3.558) | (3.509) | (4.838) | (1.352) | (1.711) | (3.220) | (3.334) | (5.103) | (5.760) |
| IND3 | −0.423 | 0.771 | −0.119 | 1.198 | 1.727 | 2.011 | 2.026 | −1.814 | −0.233 |
| (3.787) | (3.735) | (5.149) | (1.441) | (1.823) | (3.430) | (3.195) | (4.090) | (5.519) |
| IND4 | 1.732 | 1.925 | 1.982 | 1.408 | 1.890 | 2.600 | 0.530 | 0.789 | 2.741 |
| (3.353) | (3.486) | (4.807) | (1.345) | (1.703) | (3.203) | (3.309) | (4.743) | (5.394) |

Note: *p < 0.10; **p < 0.05; ***p < 0.01. GMY1 = First-year gross margin; GMY2 = Second-year gross margin; GMY3 = Third-year gross margin; BDDEAI = Big data-embedded idea development; BDBMOA = Big data-embedded business analysis; BDDESI = Big data-embedded product design; BDTEST = Big data-embedded product testing; BDCOMM = Big data-embedded commercialization. IND1 = Telecommunications industry; IND2 = High-tech technology industry; IND3 = Automotive industry; IND4 = Pharmaceutical industry. IND5 = Healthcare Systems and Services. IND5 is set to be the baseline; β = Coefficient estimate; S.E. = standard error.

Table 5. Summary of hypotheses testing in USA, UK, and Australia samples.

| Hypothesis | USA Sample (N = 497) | UK Sample (N = 510) | Australia Sample (N = 851) |
|------------|---------------------|---------------------|-----------------------------|
| H1: Big data-embedded idea development increases sustainable innovation performance. | Supported | Supported | Partial supported |
| H2: Big data-embedded business analysis increases sustainable innovation performance. | Supported | Supported | Supported |
| H3: Big data-embedded product design increases sustainable innovation performance. | Supported | Supported | Supported |
| H4: Big data-embedded product testing increases sustainable innovation performance. | Supported | Supported | Supported |
| H5: Big data-embedded commercialization increases sustainable innovation performance. | Not supported | Supported | Supported |

5.3.1. USA Results

For the USA sample, the numbers in the first two columns in Table 3 indicate that the effects of big data-embedded idea development ($\beta_{SALEG1} = 4.890$, $\beta_{SALEG2} = 13.532$, $p < 0.01$), business analysis ($\beta_{SALEG1} = 8.272$, $\beta_{SALEG2} = 23.714$, $p < 0.01$), product design ($\beta_{SALEG1} = 3.253$, $\beta_{SALEG2} = 9.522$, $p < 0.01$), and product testing ($\beta_{SALEG1} = 10.757$, $\beta_{SALEG2} = 31.399$, $p < 0.01$) on sales growth are positive and significant.
The numbers in the first two columns in Table 4 show that big data-embedded idea development ($\beta_{GMY1} = 1.878, p < 0.01; \beta_{GMY2} = 1.192, p < 0.05; \beta_{GMY3} = 2.136, p < 0.01$), business analysis ($\beta_{GMY1} = 3.758, \beta_{GMY2} = 3.382, \beta_{GMY3} = 4.639, p < 0.01$), product design ($\beta_{GMY2} = 2.000, \beta_{GMY3} = 2.083, \beta_{GMY2} = 2.492, p < 0.01$), and product testing ($\beta_{GMY1} = 4.766, \beta_{GMY2} = 4.704, \beta_{GMY3} = 6.561, p < 0.01$) significantly increase gross margin. However, big data-embedded commercialization does not increase sales growth or gross margin ($p > 0.10$). Therefore, H1-H4 were supported, but H5 was not supported.

5.3.2. UK Results

For the UK sample, the numbers in the third and fourth columns of Table 3 reveal that big data-embedded idea development ($\beta_{SALEG1} = 2.273, \beta_{SALEG2} = 3.475, p < 0.05$), business analysis ($\beta_{SALEG1} = 5.380, \beta_{SALEG2} = 8.834, p < 0.01$), product design ($\beta_{SALEG1} = 2.225, p < 0.01; \beta_{SALEG2} = 3.170, p < 0.05$), product testing ($\beta_{SALEG1} = 6.620, \beta_{SALEG2} = 12.770, p < 0.01$), and commercialization ($\beta_{SALEG1} = 7.190, \beta_{SALEG2} = 9.943, p < 0.01$) significantly increase sales growth.

The numbers in the third and fourth columns of Table 4 suggest that big data-embedded idea development ($\beta_{GMY1} = 0.425, \beta_{GMY2} = 0.538, \beta_{GMY3} = 1.210, p < 0.05$), business analysis ($\beta_{GMY1} = 0.667, p < 0.01; \beta_{GMY2} = 0.758, p < 0.05; \beta_{GMY3} = 1.180, p < 0.05$), product design ($\beta_{GMY1} = 0.503, p < 0.01; \beta_{GMY2} = 0.347, p < 0.10; \beta_{GMY3} = 0.746, p < 0.05$), product testing ($\beta_{GMY1} = 1.524, \beta_{GMY2} = 1.884, \beta_{GMY3} = 3.563, p < 0.01$), and commercialization ($\beta_{GMY1} = 1.723, \beta_{GMY2} = 1.672, \beta_{GMY3} = 3.808, p < 0.01$) significantly increase gross margin. Therefore, H1-H5 were supported.

5.3.3. Australian Results

For Australian sample, the numbers in the fifth and sixth columns of Table 3 indicate that the effects of big data-embedded business analysis ($\beta_{SALEG1} = 7.685, \beta_{SALEG2} = 11.988, p < 0.01$), product design ($\beta_{SALEG1} = 2.714, \beta_{SALEG2} = 3.367, p < 0.01$), product testing ($\beta_{SALEG1} = 7.113, \beta_{SALEG2} = 10.152, p < 0.01$), and commercialization ($\beta_{SALEG1} = 8.409, \beta_{SALEG2} = 13.591, p < 0.01$) on sales growth were significantly positive.

The numbers in the fifth and sixth columns of Table 4 show that big data-embedded business analysis ($\beta_{GMY1} = 3.298, \beta_{GMY2} = 3.974, \beta_{GMY3} = 4.773, p < 0.01$), product design ($\beta_{GMY1} = 1.587, \beta_{GMY2} = 1.796, \beta_{GMY3} = 1.740, p < 0.01$), product testing ($\beta_{GMY1} = 4.085, \beta_{GMY2} = 4.158, \beta_{GMY3} = 5.289, p < 0.01$), and commercialization ($\beta_{GMY1} = 4.406, \beta_{GMY2} = 6.434, \beta_{GMY3} = 7.493, p < 0.01$) significantly increase gross margin.

Tables 3 and 4 reveal some interesting results for Australian sample. For sales growth, big data-embedded idea development did not significantly increase sales growth ($p > 0.10$). Yet, big data-embedded idea development significantly increases first-year gross margin ($\beta_{GMY1} = 0.961, p < 0.10$), but it did not significantly increase second-year and third-year gross margin ($p > 0.10$). Therefore, H2-H5 were supported, but H1 was partial supported.

5.4. Cross-National Comparison

5.4.1. Cross-National Similarities

From the regression results reported in Tables 3 and 4, we found some interesting cross-national similarities. In the USA, UK, and Australia, the effects of big data-embedded business analysis, product design, and product testing on sales growth and gross margin were all significantly positive.

5.4.2. Cross-National Differences

There are some interesting results by comparing the results among the three countries. In the USA, big data-embedded commercialization does not increase sales growth and gross margin. In Australia, big data-embedded idea development does not increase sales growth, second-year, and third-year gross margin. Because the development stage of big data technologies differs between the USA and Australia, a plausible explanation for the surprising results may be that big data have been more widely
used in companies in the USA. Thus, the value of big data-embedded commercialization has already
evidence. A second plausible explanation for the surprising findings may be that Australian companies
may not yet fully understand the importance of big data at the beginning of the NPD process. The idea
development may still be based on experience-driven decision-making. Therefore, firms benefit less
from big data-embedded idea development.

A second interesting cross-national difference is the rank ordering of the effect of each stage of big
data-embedded NPD process on sales growth and gross margin. We summarized the standardized estimates in Tables 6 and 7.

Table 6 presents the rank ordering of the effects of each stage of the big data-embedded NPD
process on sales growth. The results suggest the following:

(1) For the USA, big data-embedded product testing increases sales growth the most.
(2) For the UK, big data-embedded commercialization increases second-year sales growth the most,
but big data-embedded product testing increases third-year sales growth the most.
(3) For Australia, big data-embedded commercialization increases sales growth the most.

| Table 6. Relative ranking of regression coefficients: sale growth as the dependent variable. |
|---------------------------------------------------|----------------|----------------|----------------|
| Dependent Variable: Sale Growth                   | USA Sample (N = 497) | UK Sample (N = 510) | Australia Sample (N = 851) |
| Standardized Estimate (Rank)                      | SALEG1 | SALEG2 | SALEG1 | SALEG2 | SALEG1 | SALEG2 |
| BDIDEAA                                           | 0.167 (3) | 0.158 (3) | 0.097 (5) | 0.087 (5) | −0.001 (ns) | −0.017 (ns) |
| BDBMOA                                            | 0.255 (2) | 0.250 (2) | 0.186 (3) | 0.179 (3) | 0.233 (3) | 0.238 (2) |
| BDDESI                                            | 0.139 (4) | 0.139 (4) | 0.109 (4) | 0.091 (4) | 0.127 (4) | 0.103 (4) |
| BDTEST                                            | 0.363 (1) | 0.363 (1) | 0.245 (2) | 0.278 (1) | 0.251 (2) | 0.235 (3) |
| BDCOMM                                            | 0.019 (ns) | 0.019 (ns) | 0.267 (1) | 0.217 (2) | 0.295 (1) | 0.312 (1) |

Note: 1 = The most important stage; 5 = The least important stage; ns = Not significant; SALEG1 = Second-year sales
growth; SALEG2 = Third-year sales growth; BDIDEAA = Big data-embedded idea development; BDBMOA = Big
data-embedded-business analysis; BDDESI = Big data-embedded product design; BDTEST = Big data-embedded
product testing; BDCOMM = Big data-embedded commercialization.

Table 7 presents the rank ordering of the effects of each stage of the big data-embedded NPD
process on gross margin. The results suggest the following:

(1) For the USA, big data-embedded product testing has the biggest effect on gross margin.
(2) For the UK, big data-embedded commercialization has the biggest effect on first-year and
third-year gross margin and big data-embedded product testing has the biggest effect on
second-year gross margin.
(3) For Australia, big data-embedded commercialization has the biggest effect on gross margin.

| Table 7. Relative ranking of regression coefficients: gross margin as dependent variable. |
|---------------------------------------------------|----------------|----------------|----------------|
| Dependent Variable: Gross Margin                  | USA Sample (N = 497) | UK Sample (N = 510) | Australia Sample (N = 851) |
| Standardized Estimate (Rank)                      | GMY1 | GMY2 | GMY3 | GMY1 | GMY2 | GMY3 | GMY1 | GMY2 | GMY3 |
| BDIDEAA                                           | 0.135 (4) | 0.089 (4) | 0.115 (4) | 0.086 (5) | 0.091 (5) | 0.105 (3) | 0.059 (5) | 0.035 (ns) | 0.054 (ns) |
| BDBMOA                                            | 0.245 (2) | 0.229 (2) | 0.227 (2) | 0.109 (4) | 0.103 (3) | 0.083 (4) | 0.176 (3) | 0.148 (3) | 0.155 (3) |
| BDDESI                                            | 0.181 (3) | 0.196 (3) | 0.169 (3) | 0.117 (3) | 0.067 (4) | 0.075 (5) | 0.131 (4) | 0.104 (4) | 0.087 (4) |
| BDTEST                                            | 0.341 (1) | 0.349 (1) | 0.351 (1) | 0.267 (2) | 0.275 (1) | 0.269 (2) | 0.254 (2) | 0.181 (2) | 0.200 (2) |
| BDCOMM                                            | 0.032 (ns) | 0.028 (ns) | 0.014 (ns) | 0.303 (1) | 0.245 (2) | 0.289 (1) | 0.272 (1) | 0.278 (1) | 0.281 (1) |

Note: 1 = The most important stage; 5 = The least important stage; ns = Not significant; GMY1 = First-year gross
margin; GMY2 = Second-year gross margin; GMY3 = Third-year gross margin; BDIDEAA = Big data-embedded
idea development; BDBMOA = Big data-embedded business analysis; BDDESI = Big data-embedded product
design; BDTEST = Big data-embedded product testing; BDCOMM = Big data-embedded commercialization.
To explain these differences, we consider the actual levels of using big data in the NPD process. In the USA, firms have widely used big data to simulate consumer behavior and collect customer feedback information. Therefore, big data-embedded product testing can help firms accurately improve new products and increase the possibility of successful product sales. In Australia, we speculate that the Australians may indicate a willingness to learn and adopt the successful experience of big data application in the USA, this may reflect a willingness to widely use big data into commercialization stage, which lead to better commercialization strategies and superior sustainable innovation performance. In the UK, we speculate that Britisher may better copy the experience of big data applications in the USA. Thus, the most significant impact on sustainable innovation performance is big data-embedded commercialization, followed by big data-embedded product testing. Our studies reveal many similarities and differences between the USA, UK, and Australia. Some of the differences may be due to cultural factors.

6. Discussion

6.1. Results

Based on the NPD theory, we defined big data-embedded NPD processes and developed new measurement scales. We then proposed a theoretical model that investigated how the big data-embedded NPD process affects sustainable innovation performance. Using empirical data from the USA, UK, and Australia, we verified the research hypothesis and explored cross-national similarities and differences.

First, we identified the connotation of the big data-embedded NPD process and developed new measurement scales. Previous research has suggested that an “experience-driven” NPD process should be transformed into a big data-driven NPD process [14,17]. Consistent with this logic, our study first developed related theories about big data-embedded NPD process.

Second, we empirically tested the relationship between big data-embedded NPD process and sustainable innovation performance using data from the USA, UK, and Australia. Previous studies have demonstrated that the “experience-driven” NPD process had a significant positive effect on innovation performance [1,3–6,9,11,13]. Consistent with prior studies, we found that big data-embedded business analysis, product design, and product testing significantly increase sustainable innovation performance in the USA, UK, and Australia.

Third, we also presented some differences for the USA, UK, and Australia. On the one hand, in the USA, big data-embedded commercialization did not affect sales growth and gross margin. In Australia, big data-embedded idea development did not affect sales growth and second-year and third-year gross margin. On the other hand, in the USA, big data-embedded product testing has the biggest effect on sales growth and gross margin. In Australia, big data-embedded commercialization has the biggest effect on sales growth and gross margin. In the UK, big data-embedded commercialization has the biggest effect on second-year sales growth, first-year and third-year gross margin. In addition, big data-embedded product testing has the biggest effect on third-year sales growth and second-year gross margin. Therefore, American firms, British firms, and Australian firms should have some differences in the big data-embedded NPD process.

6.2. Theoretical Implications

We make three contributes to the literature of sustainable NPD. First, our study extends the NPD theory by defining big data-embedded NPD processes and developing new measurement scales. Prior studies have highlighted the role of big data for the NPD process and sustainable innovation performance [14,15,17,23–25]. However, the existing studies do not develop big data-embedded NPD process theory. We identified the connotations of the big data-embedded NPD process and developed new measurement scales. Our findings provide a more comprehensive understanding of the big data-embedded NPD process.
Second, this study extends the NPD literature by empirically testing the effects of big data-embedded NPD process on sustainable innovation performance. Previous research has confirmed that the “experience-driven” NPD process has a significant positive impact on innovation performance [1,3–6,9,11,13]. Consistent with this logic, we find that some stages of big data-embedded NPD process increase sustainable innovation performance while others don’t. Our findings add to the research findings of McAfee and Brynjolfsson [14] and George, Haas, and Pentland [17] that big data-driven innovation has superior innovation performance. In addition, we find that in the USA, big data-embedded commercialization does not enhance sustainable innovation performance, and in Australia, big data-embedded idea development only has a partial effect on sustainable innovation performance. Our findings indicate that different stages of the big data-embedded NPD process have different impacts on sustainable innovation performance. These findings add to the findings of Barczak [21] and Rubera, Chandrasekaran, and Ordanini [22].

Third, this study supplements cross-national comparative study by exploring similarities and differences in the USA, UK, and Australia. Previous research has emphasized that the effect of the “experience-driven” NPD process on innovation performance has cross-national similarities and differences [3,4]. Consistent with this logic, we revealed that the effects of five stages of big data-embedded NPD process on sustainable innovation performance had cross-national similarities and differences. Our findings add to new research results of how the big data-embedded NPD process affects sustainable innovation performance in different countries [41–45].

6.3. Insights for NPD Managers

Our findings offer three new insights for NPD project managers regarding developing a big data-embedded NPD process. First, when resources are limited, it is suggested that firms in the USA should not invest in big data-embedded commercialization, and firms in Australia should not invest in big data-embedded idea development. Since investing in these stages does not improve sustainable innovation performance but increases the innovation cost.

Second, if the objective is to improve sales growth, American firms should first invest in big data-embedded product testing, while Australian firms should first invest in big data-embedded commercialization, and British firms should first invest in big data-embedded commercialization and then invest in big data-embedded product testing to improve longer-term sales growth (i.e., third-year sales growth).

Third, if the objective is to improve gross margin, American firms should first invest in big data-embedded product testing, while Australian firms should priority invest in big data-embedded commercialization, and British firms should priority invest in big data-embedded commercialization and then invest in big data-embedded product testing.

Firms should do the following to implement big data-embedded product testing:

1. using big data to evaluate prototype market performance,
2. using big data to test alternative technologies,
3. using big data to simulate customer acceptance and customer use tests, and
4. using big data to evaluate different product and service offers.

Firms should do the following to implement big data-embedded commercialization:

1. using big data to evaluate suppliers and commercialization partners,
2. using big data to complete the final plans for production,
3. using big data to evaluate and complete the final commercialization plans including the timing of product launch, and
4. using big data to develop pricing strategy and tactics.
6.4. Future Research Directions

This study has some research limitations that offer some future research directions. First, we only included five stages of the big data-embedded NPD process in this study. There are other possible stages (e.g., big data-embedded post-commercialization, big data-embedded operations management). These stages may also affect sustainable innovation performance. Future studies should investigate what additional stages should be included in the big data-embedded NPD process and how the new stages affect sustainable innovation performance. Second, because the objective of this study was to evaluate the effects of the big data-embedded NPD process on sustainable innovation performance, we did not make any formal hypotheses regarding cross-cultural differences. It would be interesting for future research studies to develop cross-cultural hypotheses and test them. The initial findings of this study may serve as starting points for developing cross-cultural hypotheses. Third, we only conducted three empirical studies in the USA, UK, and Australia. This limits the generalizability of the research results to other countries. Although cross-national data are expensive and difficult to obtain, additional studies in other countries will provide additional insights and help future theoretical development.

7. Conclusions

In this study, we defined big data-embedded NPD processes, developed new measure scales for big data-embedded NPD process, and investigated the effect of big data-embedded NPD process on sustainable innovation performance. Using data collected from 497 NPD projects in the USA, 510 NPD projects in the UK, and 851 NPD projects in Australia, we make the following conclusions: (1) For USA, UK, and Australia, big data-embedded business analysis, product design, and product testing are positive effects on sustainable innovation performance, but big data-embedded commercialization has no significant impact on sustainable innovation performance in the USA and big data-embedded idea development has a partial impact on sustainable innovation performance in Australia, (2) Big data-embedded product testing is the most important stage for sustainable innovation performance improvement in the USA, (3) Big data-embedded commercialization is the most important stage for sustainable innovation performance improvement in Australia, and (4) Big data-embedded commercialization is the most important stage for second-year sales growth and first-year and third-year gross margin improvement and big data-embedded product testing is the most important stage for third-year sales growth and second-year gross margin improvement in the UK. Our findings enrich extant NPD literature and deepen our understanding of the effect of big data-embedded NPD processes on sustainable innovation performance in the USA, UK, and Australia.
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