Coherent Control of Trapped Ion Qubits with Localized Electric Fields
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We present a new method for coherent control of trapped ion qubits in separate interaction regions of a multi-zone trap by simultaneously applying an electric field and a spin-dependent gradient. Both the phase and amplitude of the effective single-qubit rotation depend on the electric field, which can be localised to each zone. We demonstrate this interaction on a single ion using both laser-based and magnetic field gradients in a surface-electrode ion trap, and measure the localisation of the electric field.

Trapped ion systems are a leading platform for quantum computation due to their excellent coherence properties [1,2], high-fidelity single [3] and two-qubit [4–7] operations. A promising route towards a larger-scale trapped-ion quantum processor is the ‘quantum charge-coupled device’ (QCCD) architecture [8,9], where ions are stored in separate interaction zones. The ions are transported using time-dependent electric potentials applied to neighbouring electrodes, for example to bring them to specific zones for individually addressed single-qubit operations, as required for universal computation [10]. To minimise the overall computation duration, these individually addressed operations can be performed in parallel [11], which requires local control of the phase and amplitude of the qubit drive field resonant with the qubit frequency.

Local single-qubit operations are commonly performed using lasers, focused on individual ions [12], or routed to each zone via integrated optics [13,14]. As the wavelengths of the lasers required (~500 nm) are typically much smaller than the distances between trapping zones (~0.1–1 mm), crosstalk can be minimised. While laser-free methods using magnetic fields have been used for global single-qubit rotations [15], localising this field to individual zones or ions is a challenge due to the long wavelengths of the microwave and radiofrequency fields required (~1 mm–1 m). Instead, individual ions in a global field can be addressed by separating them in frequency space. Confining the ions close to a current-carrying electrode [8,16] or a permanent magnet [17] can achieve significant spatial variation of the magnetic field over typical ion separations (~1–10 μm). Static magnetic field gradients can create a differential Zeeman shift [17,18], or oscillating magnetic-field gradients can induce differential ac Zeeman shifts on the qubits [18,19]. Multiple tones can also be used to coherently cancel magnetic fields at some ions but not others [19,20].

For each of these methods, qubit control in each zone is accomplished by modulating the amplitude and phase of the driving laser or magnetic field (see Fig. 1). When scaling to large devices, these modulators would ideally be integrated into the trap to minimise the number of separate signals that need to be routed to the chip. This integration significantly increases the complexity of the device and its fabrication [21]. A control method that leverages the already existing infrastructure for the delivery of static or oscillating voltages to trap electrodes would vastly simplify this problem.

Instead of modulating the qubit drive, such voltages applied to the trap electrodes can generate electric fields that modulate the ion motion. For example, when the ion is shifted off the radiofrequency null in a Paul trap, the electric field at the trapping frequency drives micromotion which modulates the fields seen by the ion [22]. This micromotion can be used for addressing using lasers [23], or in combination with a magnetic field gradient [19,24].
However, as there is usually only one trap drive that defines the micromotion frequency and phase, there is no local phase control, and any uncompensated electric fields that move the ion off the radiofrequency null can lead to crosstalk. There has also been a recent proposal of using an electric field in combination with spin-dependent forces for addressing [25], but the phase of the interaction is governed by the global gradient rather than the local electric field.

Here, we present a new method of performing single-qubit rotations using a spin-dependent gradient in combination with an applied electric field. The phase and amplitude of the operation can be controlled by the phase and amplitude of the electric field, enabling control of multiple zones in parallel, where each zone has its own local electric field as shown in Fig. 1b). The frequency of the electric field can also be used to compensate for any qubit frequency shifts between different zones. Further, even relatively small oscillating voltages applied to existing electrodes can generate the required ion motion, simplifying control integration and scaling. We demonstrate and characterise this method using a single ion in a surface-electrode ion trap and measure the localisation of the electric field.

We apply an oscillating gradient and an electric field to a single ion, generating the interaction

\[ \hat{H} = \hbar \Omega_g \hat{\sigma}_i \cos \omega_g t (\hat{a} + \hat{a}^\dagger) + \hbar \Omega_e \cos (\omega_e t + \phi_e) (\hat{a} + \hat{a}^\dagger), \]

where the first term corresponds to a spin-dependent gradient with coupling strength \( \Omega_g \) oscillating at a frequency \( \omega_g \). This gradient couples the internal states of an ion to its motion via the Pauli spin operator \( \hat{\sigma}_i \), where \( i \in \{x,y,z\} \), and the creation (annihilation) operator \( \hat{a}^\dagger \) (\( \hat{a} \)). The second term describes the effect of the electric field with coupling strength \( \Omega_e \equiv q E r_0 / \hbar \), where the ion charge is \( q \), the electric field amplitude along the motional mode is \( E \), \( r_0 \) is the ground state extent of the ion motion, and \( \hbar \) is the reduced Planck constant. This electric field is oscillating at frequency \( \omega_e \) with a controllable phase \( \phi_e \) relative to the gradient term. In contrast to the spin-dependent gradient term, the electric field exerts a spin-independent force on the ion.

To evaluate the dynamics, we first go into the interaction picture with respect to the bare Hamiltonian \( \hat{H}_0 = \hbar \omega_0 \hat{\sigma}_z / 2 + \hbar \omega_m \hat{a}^\dagger \hat{a} \), where \( \omega_0 \) and \( \omega_m \) are the qubit and motional frequencies, respectively. We further transform into the interaction picture with respect to the electric field term in Eq. (1). To perform single-qubit rotations, \( i \in \{x,y\} \), and the gradient frequency should be \( \omega_i = \omega_0 \pm \omega_m \). For \( i = x \), the interaction Hamiltonian, after dropping faster-rotating terms, is

\[ \hat{H}_{\text{eff}} = \frac{\hbar \Omega_g \Omega_e \omega_m}{2(\omega_m^2 - \omega_m^2)} (\cos \phi_e \hat{\sigma}_x + \sin \phi_e \hat{\sigma}_y), \]

which drives single-qubit rotations with an effective Rabi frequency \( \Omega_{\text{eff}} \equiv \Omega_g \Omega_e \omega_m / (\omega_m^2 - \omega_m^2) \) and phase \( \pm \phi_e \) [27] [28]. This interaction, henceforth referred to as the forced motion sideband, can be viewed as involving an off-resonant driving of the mechanical motion of the ion due to the E-field with an amplitude that is proportional to \( 1/(\omega_m^2 - \omega_m^2) \). As the gradient couples the spin to the motion, the driven motion can lead to effective spin-flips when the gradient is detuned from the qubit frequency by the electric field frequency. Crucially, the phase and
amplitude of the forced motion sideband are both controllable with the applied (local) electric field.

We implement this scheme in a cryogenic surface-electrode trap at 5 K. We trap a single $^{40}$Ca$^+$ ion approximately 80 μm above the chip surface while applying a static magnetic field of ≈9 mT. The information is encoded in either the Zeeman qubit $|\downarrow\rangle \equiv 4^2S_{1/2} |m_J = -1/2\rangle$, $|\uparrow\rangle \equiv 4^2S_{1/2} |m_J = +1/2\rangle$, or the optical qubit $|\downarrow_o\rangle \equiv 4^2S_{1/2} |m_J = +1/2\rangle$, $|\uparrow_o\rangle \equiv 3^2D_{5/2} |m_J = +5/2\rangle$. We use the field from an integrated microwave electrode to manipulate the Zeeman qubit ($\omega_o/2\pi \approx 250$ MHz), and a 729 nm laser to drive the optical transition as shown in Fig. 2(b). The motional mode frequencies are $(\omega_x, \omega_y, \omega_z)/2\pi \approx (1.0, 2.6, 2.8)$ MHz. The axial mode frequency is $\omega_z$, while $\omega_y$ and $\omega_z$ denote the frequencies of the two radial modes, which are oriented approximately 45° to the trap surface. For these experiments, we cool all the motional modes to close to the ground state.

The forced motion sideband requires both a spin-dependent gradient and an electric field. For the spin-dependent gradient, we apply a microwave gradient of $\sim 3$ T/m along the radial motional modes or $\sim 0.5$ mW of the 729 laser using a $1/e^2$ beam radius of 25 μm. These values correspond to $\Omega_{g}/2\pi = 0.5$ kHz or 1 kHz for the microwave and laser, respectively. We drive the forced motion sideband at frequency $\omega_y \approx \omega_0 + \omega_z$. We create the electric field by applying an oscillating voltage from an arbitrary waveform generator (AWG) to a nearby dc electrode, as shown in Fig. 2(a). As the electric field has a frequency close to the motional mode, we smoothly ramp the voltage on and off to minimise any residual motional excitation after the pulse [25]. We employ square pulses.
for the spin-dependent gradients, either from the 729 nm laser or the microwaves, that turn on after the electric field has finished ramping.

First, we demonstrate Rabi flopping via the forced motion sideband using either the microwave gradient or the 729 laser as shown in Figure 3(c). For these data, we apply an oscillating electric field with frequency \( \omega_e/2\pi = 2.5 \text{ MHz}, -100 \text{ kHz detuned from the radial mode at 2.6 MHz} \). With the microwave gradient, we use an electric field of \( E = 1.2 \text{ V/m} \), as estimated from independent measurements on the lower-frequency radial mode [28]. This electric field corresponds to an oscillating voltage with amplitude 3 mV on the dc electrode. With the 729 laser, we set the electric field to 0.6 V/m, such that the forced motion sideband has an effective Rabi frequency \( \Omega_{\text{eff}}/2\pi \approx 5 \text{ kHz} \) for both methods. We observe a decay in the contrast of the Rabi oscillations when using the 729 nm beam, likely due to phase noise on the laser.

We characterise the dependence of the forced motion sideband interaction on the electric field parameters in Fig. 5. For the data in this figure, we only use the interaction with the microwave gradient. Fig. 5(a) and (b) show that the forced motion sideband Rabi frequency \( \Omega_{\text{eff}} \) can be set by the amplitude of the electric field, or the detuning of its frequency \( \omega_e \) from the motional modes. In addition, the electric field phase \( \phi_e \) sets the phase of the forced motion sideband as seen in Fig. 5(c). The frequency of the electric field \( \omega_e \) can compensate for any differences in the qubit frequency in different zones. Keeping the gradient frequency \( \omega_g \) fixed, we can vary \( \omega_e \) to drive the forced motion sideband resonantly when \( \omega_g - \omega_e = \omega_\theta \) (see Fig. 5(d)).

Lastly, we investigate the localisation of the electric field. We apply the oscillating voltage to a fixed electrode and measure \( \Omega_{\text{eff}} \) at different positions along the trap axis as shown in Fig. 4. At each point, we ensure that the mode orientations and frequencies are kept constant by adjusting the static confining potential. Figure 4 also includes simulation data based on a trap model that only considers a voltage applied to a single electrode. The discrepancy between the data and the model is consistent with pickup on nearby electrodes. We expect that this pickup can be significantly reduced by careful design of the trap structures and the electrical routing path to minimise capacitive couplings between electrodes. About 450 \( \mu \text{m} \) away from its initial position, we observe a factor of 7 suppression in \( \Omega_{\text{eff}} \). This suppression can be increased by moving the ion further away, or driving two neighbouring dc electrodes simultaneously out of phase, which would reduce the electric field projection onto the radial modes of ions in distant zones. The orientation and frequency of the motional modes in each zone also provide additional degrees of freedom to reduce the strength of the interaction in the non-target zone. Additionally, this crosstalk results in a coherent error and can be corrected with additional pulses.

In this proof-of-principle demonstration, \( \Omega_{\text{eff}} \) is limited to \( \sim 10 \text{ kHz} \) partly due to the low amplitude of the applied gradient. For example, increasing the microwave gradient to 100 T/m would increase \( \Omega_{\text{eff}} \) to \( \sim 300 \text{ kHz} \) with our parameters. Such large gradients are already a requirement for fast, high-fidelity two-qubit gates. Increasing the amplitude of the forced ion motion can also increase \( \Omega_{\text{eff}} \). One can apply a larger oscillating voltage to the driving electrode or tune \( \omega_e \) closer to a motional mode frequency. The larger ion motion increases the sensitivity to anharmonicities in the trap potential, which can lead to additional errors. Tuning closer to resonance increases the pulse shaping requirements [28] and the sensitivity to mode frequency fluctuations.

Thus far, we have only discussed the use of this method for addressing qubits in separate zones. To address qubits within the same zone, an electric field driving modes other than the centre-of-mass mode could be used. For example, a differential electric field that drives the forced motion sideband on the out-of-phase mode of a two-ion crystal can be used to generate a differential Rabi frequency between the two ions.

Finally, while the effective Hamiltonian in Eq. 2 acts only on the qubit, ion temperature has a second-order influence on the dynamics [25]. We verify numerically that this effect results in infidelities below the \( 10^{-4} \) level for
an ion temperature of $\bar{n} = 1$. Our estimate is limited by the number of Fock states included in the simulation [28]. Further numerical and experimental work is necessary to verify the performance of the forced motion sideband, especially for ions in anharmonic potentials. However, such errors can be mitigated by reducing the magnitude of the electric field or its detuning at the cost of the strength of the interaction. As reducing the motional excitation of the ion decreases this effect and the second-order temperature dependence, we expect that these errors can be reduced to an arbitrary degree by decreasing the magnitude of the electric field or its detuning at the cost of the strength of the interaction.

In conclusion, we have introduced a new method of driving single-qubit rotations in trapped ions using a spin-dependent gradient and an electric field. The electric field can be used to control both the amplitude and phase of the single-qubit rotations. We have demonstrated this method experimentally, generating the spin-dependent gradient with a microwave field from an integrated current-carrying electrode or a laser on a quadrupole transition. This method is also applicable to two-photon Raman transitions [8] and can be used with other charged particles such as molecular [29] or highly charged ions [30], [31], or electrons [32]. With the local control offered by the electric field, a single gradient could drive single-qubit rotations simultaneously in multiple zones of a trapped-ion quantum processor, each with their own controllable amplitude, phase, and even frequency. The use of a single gradient is readily applicable to experimental implementations that use a single laser source routed into different zones for parallel operations [33], or a global magnetic-field gradient from current-carrying electrodes. Further, this scheme imposes minimal additional hardware requirements and leverages the existing infrastructure in modern ion traps, namely applying fast voltage waveforms to dc electrodes for shuttling [34],[35]. Future work will focus on increasing the speed of these operations and characterising parallel operations on ions in separate zones.
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SUPPLEMENTAL MATERIAL

DERIVATION OF SPIN-FLIP HAMILTONIAN

From Eq. (1), the interaction of a spin-dependent gradient and an electric field is

\[ \hat{H} = \hbar \Omega_g \hat{\sigma}_i \cos \omega_g t (\hat{a} + \hat{a}^\dagger) \]

+ \hbar \omega_c \cos (\omega_c t + \phi_e) (\hat{a} + \hat{a}^\dagger),

where the first line describes a spin-dependent gradient with Rabi frequency \( \Omega_g \) oscillating at a frequency \( \omega_g \). The second term corresponds to an electric field with Rabi frequency \( \Omega_e \) oscillating at frequency \( \omega_c \) and phase \( \phi_e \). For simplicity, we set the phase of the gradient to be zero. The gradient couples the internal states of an ion to its motion via the Pauli spin operator \( \hat{\sigma}_i \), where \( i \in \{x, y, z\} \), and the creation (annihilation) operator \( \hat{a}^\dagger \) (\( \hat{a} \)). The electric field Rabi frequency is \( \Omega_e \equiv q E r_0 / \hbar \), where the ion charge is \( q \) and \( E \) is its amplitude along the motional mode, and \( \hbar \) is the reduced Planck’s constant. The ground state extent of the ion motion is \( r_0 = \sqrt{\hbar/(2 M \omega_m)} \), where \( M \) is the ion mass and \( \omega_m \) is the motional frequency.

The Hamiltonian describing the ion’s qubit and motional frequencies is

\[ \hat{H}_0 = \frac{\hbar \omega_0}{2} \hat{\sigma}_z + \hbar \omega_m \hat{a}^\dagger \hat{a}. \quad (S1) \]

The ion qubit frequency is \( \omega_0 \). Transforming \( \hat{H} \) into the interaction picture with respect to \( \hat{H}_0 \), for \( i = x \), we obtain

\[ \hat{H}_g = \frac{\hbar \Omega_g}{2} (\hat{\sigma}_x e^{-i\delta t} + \hat{\sigma}_z e^{i\delta t}) (\hat{a} e^{-i\omega_m t} + \hat{a}^\dagger e^{i\omega_m t}), \]

\[ \hat{H}_e = \frac{\hbar \Omega_e}{2} \left[ e^{i(\omega_m t + \phi_e)} + e^{-i(\omega_m t + \phi_e)} \right] (\hat{a} e^{-i\omega_m t} + \hat{a}^\dagger e^{i\omega_m t}). \quad (S2) \]

We now transform \( \hat{H}_g \) into the interaction picture with respect to \( \hat{H}_e \). The latter corresponds to the Hamiltonian of a driven harmonic oscillator. Since \( \hat{H}_e \) does not commute with itself at all times, we make use of the Magnus expansion to find the corresponding time-evolution operator \( \hat{U}_e(t) \). The second-order term of the expansion is proportional to the identity operator, which only contributes a global phase, and thus higher-order terms vanish. Omitting the global phase, we find that \( \hat{U}_e(t) \) is given by a displacement operator

\[ \hat{U}_e(t) = \hat{D}(\alpha(t)) = e^{\alpha(t) \hat{a}^\dagger - \alpha^*(t) \hat{a}} \quad (S4) \]

with

\[ \alpha(t) = \frac{\Omega_e}{2} \left[ e^{-i\phi_e} \frac{e^{-i(\omega_m - \omega_m) t} - 1}{\omega_c - \omega_m} - e^{i\phi_e} \frac{e^{i(\omega_m + \omega_m) t} - 1}{\omega_c + \omega_m} \right]. \quad (S5) \]

The gradient term \( \hat{H}_g \) transforms as \( \hat{H}_g = \hat{U}_e^\dagger \hat{H}_g \hat{U}_e \). Noting that \( \hat{U}_e(t) \) only acts on the motional degree of freedom and using \( \hat{D}^\dagger(\alpha) \hat{\sigma}_i \hat{D}(\alpha) = \hat{\sigma}_i + \hat{\sigma}_i \hat{\sigma}_i \hat{D}(\alpha) = \hat{\sigma}_i + \alpha^* \hat{\sigma}_i \), we obtain

\[ \hat{H}_f = \frac{\hbar \Omega_g}{2} (\hat{\sigma}_x e^{-i\delta t} + \hat{\sigma}_z e^{i\delta t}) (\hat{a} e^{-i\omega_m t} + \hat{a}^\dagger e^{i\omega_m t}) \]

+ \frac{\hbar \Omega_g \Omega_e}{4} (\hat{\sigma}_x e^{-i\delta t} + \hat{\sigma}_z e^{i\delta t}) \times

\[ \left[ \frac{e^{-i(\omega_m t + \phi_e)} + e^{i(\omega_m t - \phi_e)}}{\omega_c - \omega_m} - \frac{1}{\omega_c + \omega_m} \right] \times \]

\[ \frac{e^{i(\omega_m t + \phi_e)} + e^{-i(\omega_m t - \phi_e)}}{\omega_c + \omega_m} - \frac{e^{i(\omega_m t + \phi_e)} + e^{-i(\omega_m t + \phi_e)}}{\omega_c - \omega_m} \]. \quad (S6) \]

The first line corresponds only to \( \hat{H}_f \). When \( \delta = \pm \omega_c \), we obtain Eq. (2)

\[ \hat{H}_{\text{eff}} = \frac{\hbar \Omega_g \Omega_e \omega_m}{2(\omega_c^2 - \omega_m^2)} (\cos \phi_e \hat{\sigma}_x + \sin \phi_e \hat{\sigma}_y) . \]

Here, we can define the effective Rabi frequency of this interaction as

\[ \Omega_{\text{eff}} \equiv \frac{\Omega_g \Omega_e \omega_m}{\omega_c^2 - \omega_m^2} . \quad (S7) \]

ESTIMATE OF ELECTRIC FIELD AT ION

We infer the strength of the electric field by applying an oscillating voltage resonant with the ion motion and measuring the coherent displacement of the ion. We first cool the ion close to the ground state of all three motional modes through an initial stage of Doppler cooling, followed by resolved-sideband cooling using the 729 nm and 854 nm lasers. This cooling achieves an average occupation of \( \bar{n} \approx 0.01 \) for the radial modes and \( \bar{n} \approx 0.1 \) for the axial mode. We then apply the oscillating voltage for a duration \( t \) to the same dc electrode that is used for the experiments presented in the main text. The electric field results in the coherent state \( \hat{D}(\alpha) \ket{0} \), where \( |\alpha(t)| = q E r_0 / (2 \hbar) \left[ t + (e^{i2\omega_m t} - 1) / (2 \omega_m) \right] \). We have assumed \( \phi_e = 0 \) here for convenience since the choice of phase is not relevant for subsequent measurements.

To estimate the value of \( \alpha \), we drive the blue sideband of the mode in question using 729 nm laser pulses of variable duration. We then fit the resulting Rabi flops with a theoretical model to extract \( |\alpha| \). We repeat this
for different durations $t$. From the measured slope, we can estimate the magnitude of the electric field $E$ along the mode using $d|\alpha(t)|/dt = qEr_0/(2\hbar)$, neglecting the small contribution from the term rotating at $2\omega_m$. We find $E_y = 614(3)$ mV/m and $E_z = 175(1)$ mV/m for the two radial modes, with an AWG output amplitude of 0.1.

**PULSE SHAPING**

We employ pulse shaping of the electric field to minimise any residual excitation of the motional modes. The duration of the pulse shaping required scales as $1/|\omega_e - \omega_m|$. In our demonstration, we conservatively use an approximate $\sin^2$ pulse with a 300 $\mu$s duration for each of the rising and falling edges.

**NUMERICAL SIMULATIONS**

We perform numerical simulations of $\hat{H}_g$ and $\hat{H}_e$ using QuTiP [36] to estimate the fidelity of a $\pi$ pulse using the forced motion sideband. We set $\omega_m/2\pi = 7$ MHz, $\Omega_g/2\pi = 15$ kHz, $\omega_e/2\pi = 5$ MHz, and $\Omega_e/2\pi = 1$ MHz. The resulting $\pi$ pulse has a duration of about 114 $\mu$s. We have not included any pulse shaping of the electric field and consider only the first 150 Fock states in our simulation. We find that the error is less than $10^{-4}$ even when the motional mode has an initial thermal occupation of $\bar{n} = 1$. 