Nonlinear looped band structure of Bose-Einstein condensates in an optical lattice
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We study experimentally the stability of excited, interacting states of bosons in a double-well optical lattice in regimes where the nonlinear interactions are expected to induce “swallowtail” looped band structure. By carefully preparing different initial coherent states and observing their subsequent decay, we observe distinct decay rates that provide direct evidence for multivalued, looped band structure. The double well lattice both stabilizes the looped band structure and allows for dynamic preparation of different initial states, including states within the loop structure. We confirm our state preparation procedure with dynamic Gross-Pitaevskii calculations. The excited loop states are found to be more stable than dynamically unstable ground states, but decay faster than expected based on a mean-field stability calculation, indicating the importance of correlations beyond a mean field description.

Interactions in Bose-Einstein condensates (BECs) can give rise to qualitatively new nonlinear phenomena [1–5]. For example, superfluids in optical lattices can exhibit additional, interaction-stabilized states arising from the so-called “swallowtail catastrophe” in which the band structure becomes multi-valued [6–9]. As the interaction increases, the collective band structure at the edge of the Brillouin zone (BZ) develops a cusp (a discontinuity in the derivative), and subsequently a loop with multiple energy states that can be occupied at the same quasimomentum. The existence of loop states is related to dynamical asymmetry in Landau-Zener tunneling between coupled states of the many-body system [10], which has been used to indirectly observe nonlinear loop structure [4–11]. Despite the fact that ultracold atoms in optical lattices are an ideal system to realize nonlinear wave dynamics, the interaction strengths needed to generate such interesting band structure in a simple lattice are prohibitively large.

In addition to multi-valued band structure at the edge of the BZ, period doubled solutions are also expected to occur halfway to the edge of the BZ [12]. Adding a weak lattice at half the main lattice period expands the parameter regime where band structure loops are expected [8], making them more experimentally feasible. The states associated with the loop are collective excited states, and an essential consideration in their observation is their stability. Even in the weakly interacting, mean-field limit, dynamical instabilities [13–15] can arise that quickly destroy the excited superfluid state. Dynamically stable mean-field solutions exist [16], and in particular there are accessible regimes where mean field calculations predict different stability for the multi-valued bands. An example of such looped band structure is shown in Fig. 1. Correlations outside of a mean field description of the system, however, can cause additional instability in the excited states [17]. Using ultra cold atoms to study unconventional excited states [18–22] requires understanding such relaxation processes.

Here, we dynamically produce nonlinear excited states of a BEC in a two dimensional optical lattice and show experimentally that the multi-valued nature of the looped band structure can be observed as differences in the stability of BEC coherence, depending on which initial non-linear state is prepared. The distinct coherence decay rates occur near the band edge for addition of a weak lattice at half the main period, in qualitative agreement with theory. We observe substantial decay in the loop states where a mean-field treatment predicts stability, indicating that inhomogeneities and correlations that invalidate the mean-field description may play an important role [17]. By measuring the energy released upon decay, we show that there is an energy difference between states prepared in the loop and ground band, providing additional evidence of multi-valued band structure.

Although equilibrium calculations suggest the existence of stable loop states at the band edge, such states are not necessarily trivial to produce experimentally. The mean-field interacting states obey Bloch’s equation and are characterized by a quasimomentum \( q \). Raman or Bragg excitation can excite weakly-interacting BECs to a given quasimomentum \( q \neq 0 \) because the initial and final states are single-particle in nature, as are such excitation techniques. The loop states, however, rely on interactions, and it is not clear how well single-particle Raman excitation couples to such collective states via intermediate states with only partial transfer. In order to prepare states in the interacting band with high fidelity, we use a combination of adiabatic and diabatic manipulation of the lattice structure [21–23] while accelerating the BEC to momenta near the band edge.

The 2D lattice is produced with a 813 nm laser in a
The stability of each of these states by measuring characteristically different timescales as functions of quasimomentum $q$, staggered offset $\Delta$, and atomic density $n$.

All experiments start with a $^{87}$Rb BEC at rest ($q = 0$) in the ground band of a 10.6 $E_R$ lattice with a staggered offset too large to support a loop. (Here, $E_R = \hbar k_R^2/2m = 3.5$ kHz is the single-photon recoil energy associated with the short period lattice, $k_R = 2\pi/\lambda = \sqrt{2}k_X$.) A force, $F$, is applied to the atoms using a magnetic field gradient, resulting in an acceleration $\dot{q} = F$ along the direction “$X$” associated with the long period of the lattice (see Fig. 1) to near the edge of the band, which occurs at $q = k_X = \pi/(\lambda/\sqrt{2})$. The force is chosen to accelerate fast enough to minimize the decay associated with dynamic instabilities [15], yet slow enough to preclude band excitation. The resulting acceleration rate is calibrated by pulling the atoms through the entire BZ and observing Bloch oscillations of $q$ [20].

For each state preparation sequence, G, L, and E, the final lattice configuration is identical, with a final staggered offset $\Delta$ of order the interaction energy $g\bar{n}$. For the G sequence, the accelerating force is applied until the desired final $q$ is reached, at which point the offset is reduced (in 50 $\mu$s) to the final value $\Delta$. For the L and E sequences, when the accelerating force brings the BEC to $q \approx k_X/2$, the sign of the staggered offset is switched (in 50 $\mu$s), projecting the state into the excited band. Switching at $q \approx k_X/2$ avoids the dynamically unstable regions $0 < q < k_X/2$ in the excited band and $k_X/2 < q < k_X$ in the ground band. The accelerating force continues to increase $q$ with the BEC in the excited band until the desired $q$ is reached, at which time the offset is switched to the final $\Delta$ and the accelerating force is terminated. The wavefunctions in the excited and loop bands are nearly identical for $\Delta \rightarrow -\Delta$ when $q$ is near $k_X$ so the sign of the final $\Delta$ determines whether the E or L state is prepared. See [25] for further information on the state preparation.

To confirm the preparation sequences, we simulated the dynamics using the time-dependent Gross-Pitaevskii (GP) equation with the time sequences used in the experiment, starting with the GP ground state at $q = 0$. We then calculated the overlap of the dynamically created nonlinear wavefunctions with the ideal GP solutions at the same $q$ and $\Delta$. The resulting overlap with the given target state is better than 90% for the range of $q$ studied for all three sequences, as shown by the solid lines in Fig. 1. Note that unlike for linear equations, two different nonlinear solutions to the same GP equation are not expected to be orthogonal, and overlap with the unwanted states does not imply preparation fidelity. Indeed, there is significant overlap for the ideal GP solutions between the different solutions. We note that non-adiabatic excitation of the states can contribute to the instability of dynamically prepared states.

Having prepared states near the desired state in a given lattice configuration, the BEC is held in the lattice for a variable time $t_D$. The lattice is subsequently turned off in 1.5 ms, chosen such that the quasimomentum distr-
distribution is mapped to position following time-of-flight \[25\]. We take an absorption image and determine the occupation of the first and second BZ for each preparation sequence and \(t_D\). To quantify the decay, the absorption signal is integrated over regions of the BZ that contain the initial coherent BEC to get the average column density \(S\) within those small regions. The signal \(S\) is compared to the integrated column density \(B_1\) (\(B_2\)) contained in the first (second) BZ, with visibility defined as \[25\]

\[
V_i = \frac{S - B_i}{S + B_i} + C,
\]

where \(C\) is chosen so that the visibility \(V_i\) decays to zero. Example \(V_i\) are shown in Fig. 2 with example images of the filling of the first and second BZ as insets. The large inset indicates the regions \(S, B_1,\) and \(B_2\).

The behavior of the decay is qualitatively and quantitatively different for the different preparation sequences: the E sequence leads to slower decay (near the band edge) that initially fills the second BZ before eventually filling the first BZ, while the G and L sequences lead to decay that fills predominantly the first BZ. As such, \(V_1\) is used to extract decay rates for the G and L preparations and \(V_2\) is used to extract a decay rate for the E prepared states. Despite the fact that the final lattice configurations are identical for the G and L sequence, we find that the L prepared states decay more slowly than the G states over a range of parameters.

We first study the stability of the G, L, and E states as a function of quasimomentum \(q\). Fig. 3 shows the decay rates for the ground and loop states for two different staggered offsets \(\Delta/h = 0.7\) kHz, 1.1 kHz and similar interaction energy \(\tilde{g}_n/h \approx 0.31\) kHz. The slower, excited band decay (in blue) is shown primarily for reference when included. We find the L decay rate is approximately 40 \% smaller than the G decay rate for \(q\) near the band edge, indicating greater stability of the loop states in that region. The discrepancy in decay rate disappears, however, at smaller \(q\). The closing of the discrepancy between the L and G decay rates occurs at larger \(q\) for larger staggered offset \(\Delta\), qualitatively agreeing with GP calculations \[16\]. Near \(q = k_F\), a GP analysis predicts dynamical stability, which we do not observe \[25\]. The relatively large decay rates of the L state as compared to the higher energy E state may be due to inhomogeneities in the system that close the loop when the local density becomes too low to support a loop, or due to correlations \[27\] of the atoms in the lattice, invalidating the mean-field description in \[16\].

We expect the loop to only be present for \(\Delta\) smaller than the interaction energy. We observe this behavior, as the difference between the L and G decay rates decreases for increasing \(\Delta\) or decreasing atomic density (see Fig. 4). In particular, the interaction necessary to observe a difference between the G and L state is higher for larger staggered offset, as seen in Fig. 4-b. In addition, Fig. 4-d shows that the loop and ground decay rates converge closer to the band edge for larger staggered offset, as in Fig. 3.

An additional consequence of the nonlinear band structure is that the total energy of the looped band state should be more than the ground band state at the same \(q\). We investigate the energy released from the different initial states by measuring the cloud width after decay. For each preparation sequence, we calculate the mean square width of the quasimomentum distribution, \(w^2 = \langle r^2 n(r) \rangle / \langle n(r) \rangle\), at times much longer than the decay time, where \(r\) is the distance measured from the
The observed convergence of the decay rate of the G and L prepared states occurs at values of $q$, $\Delta$, and $g\bar{n}$ that agree qualitatively with the trends we expect from a mean-field calculation. However these points do not agree with a quantitative analysis of the region where a stable loop is predicted given the Bogoliubov spectrum either in full 2D or restricted to modes in the direction of the acceleration in quasimomentum [25]. This discrepancy suggests the measured decay rates are due to a combination of effects beyond just the dynamic stability of the mean field state, including inhomogeneities across the lattice, state preparation infidelities and beyond mean-field correlations. It is clear, however, that the nature of the mean field state for a given preparation plays an important role in the relaxation. The decay mechanisms and their interplay with the transverse degrees of freedom is an interesting topic that could be further studied by adding a weak lattice in the third spatial dimension to control the magnitude of correlations and dispersion in that direction.
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SUPPLEMENT

Lattice and state preparation

All experiments begin with a $^{87}$Rb BEC with no discernible thermal fraction in the |$F = 1, m_F = -1$| internal hyperfine state, optically trapped with trap frequencies ($\nu_x, \nu_y, \nu_z$) = (12(2), 40(4), 100(9)) Hz. Control of the atom number, independent of lattice parameters, is achieved by microwave removal of a fraction of atoms before the final stage of cooling. The lattice depth and offset $\Delta$ are determined from an experimentally calibrated model of the 2D lattice potential [21]. We parameterize the interaction energy by $g\bar{n}$, where $\bar{n}$ is the peak density averaged over a unit cell, $\bar{n} = (2/\lambda^2)n_{1D}(z = 0)$ and $n_{1D}$ is the 1D density along the lattice-free central tube. The interaction energy, $g\bar{n}(\lambda^2/2) \int d^2r |\phi(r)|^4$, depends on the size of the compressed localized Wannier function $\phi(r)$, $|\phi(r)|$ is normalized to 1). For the lattice depths considered here, $(\lambda^2/2) \int d^2r |\phi(r)|^4 \approx 4$, giving rise to an effective factor of four increase in interaction compared to a lattice-free case with the same average density. The value of $g\bar{n}$ is calculated either from an effective Thomas-Fermi approximation using the measured total atom number $N$ and trap frequencies (including the lattice), or from a full 3D ground state solution of the GP equation in the lattice. The two methods agree to 5%.

The preparation sequences were empirically chosen to optimize the coherence of the final state BEC, while avoiding band excitations and minimizing dynamical instability decay during preparation. The BEC was initially loaded into an 8.9 $E_R$ lattice with positive offset $\Delta_1 > 0$ by turning on the lattice beams during 200 ms, followed by a 400 ms hold time. ($\Delta_1/h = 2.8$ kHz for the E and L sequence and $\Delta_1/h = 1.7$ kHz for the G sequence.) In order to minimize excitations during subsequent lattice manipulations, the lattice depth is then ramped in 0.5 ms to a depth of 10.6 $E_R$ and a larger offset $\Delta_2$. ($\Delta_2/h = 3.3$ kHz for the E and L sequences, and $\Delta_2 = 2.0$ kHz for the G sequence.)

After the increase in lattice depth, a magnetic field gradient is turned on to accelerate the BEC from $q = 0$ to the final value near $q = k_X$ in a time $t_F \approx 1$ ms. The acceleration time was chosen to prevent excitations, but to minimize dynamical decay during the acceleration. The switch from positive to negative offset in the E and L sequences, as well as the switch to the final offset value, only couple states with the same $q$, and were chosen to project the BEC onto particular states in the resulting band structure without residual band excitation. The switch from positive to negative offset was tested at $q = 0$ by switching back and looking for excitation in the second BZ. No discernible excited fraction was observed for the lattice depth used. The GP simulations confirm that this combination of adiabatic and diabatic manipulations results in preparation of states with large overlap with the desired final states.

Image analysis

The data was taken by absorption imaging the atom cloud after 21 ms time-of-flight, effectively measuring the momentum distribution. The lattice turn-off time of 1.5 ms was chosen to “band map” the quasimomentum distribution $n(q)$ onto the free particle momentum distribution $n(p)$. (Near the band edges, it is impossible to be fully adiabatic, but this does not mix q and only results in some mixing of $n(q)$ at points near the band edges that differ by reciprocal lattice vectors.) For the G and L sequences, some additional coherence decay occurs during the band mapping. The resulting momentum distribution is then divided into several regions $S$, $B_1$, $B_2$, and $K$. The relative position of $B_1$, $B_2$, and $K$ are fixed, but the position of region $S$ depends on $q$, since the signal in $S$ measures the initially prepared BEC state. The signals in regions $B_1$ and $B_2$ measure the population outside of $S$ in the first and second BZ, respectively. These regions are chosen slightly smaller than the BZ to avoid ambiguous population mixed between different zones. The large...
by the energy functional

\[ E = \int d^2r \left( \frac{-\hbar^2}{2m} \nabla^2 + V_{\text{lat}}(r) + \frac{g_{2D}}{2} |\psi(r)|^2 \right) \psi(r) \tag{2} \]

and the corresponding time-dependent Gross-Pitaevskii equation

\[ i\hbar \partial_t \psi(r) = \left( \frac{-\hbar^2}{2m} \nabla^2 + V_{\text{lat}}(r) + g_{2D} |\psi(r)|^2 \right) \psi(r), \tag{3} \]

where \( V_{\text{lat}}(r) \) is the lattice potential. \( V_0 \) is the lattice depth, and \( g_{2D} = g\bar{n}\lambda^2/2 \) is the effective interaction coupling. In our dynamical simulations of Eq. (3) to model the state preparation, we consider unit cells of area \( \lambda^2/2 \) and impose periodic boundary conditions in the phase-gradient of \( \psi(r) \). We calculate the nonlinear band structure following the method of [10]. We find the stationary Bloch solutions of Eq. (3), which have the form \( \psi_{n\mathbf{q}}(r) = e^{i\mathbf{q}\cdot r} u_{n\mathbf{q}}(r) \) where \( n \) is the band index and \( \mathbf{q} \) is the quasimomentum in two dimensions. We work in the reciprocal space, and expand \( u_{n\mathbf{q}}(r) = \sum_k c_{nk} e^{i\mathbf{k}\cdot r} \). We find \( \{c_{nk}\} \) numerically for all relevant values of \( n \) and \( \mathbf{q} \), reconstruct \( \psi_{n\mathbf{q}} \), then find the energy of the state using Eq. (2).

The expected parameter regime for looped band structure at a representative interaction strength of \( g\bar{n} = 0.3 \) kHz is shown in Fig. 6. Here, the blue region indicates the presence of looped band structure, and the shading corresponds to the decay rate of the loop state at a given quasimomentum \( \mathbf{q} = (q, 0) \). We model decay rates using a linear stability analysis, which in this mean-field framework corresponds to a Bogoliubov treatment. We derive the Bogoliubov equations by substituting \( \psi_{n\mathbf{q}}(r) \rightarrow \psi_{n\mathbf{q}}(r) + \delta \sum_p (U_{n\mathbf{q}+\mathbf{p}} e^{i(\mathbf{p}\cdot r - \omega t)} + V^*_{n\mathbf{q}-\mathbf{p}} e^{-i(\mathbf{p}\cdot r + \omega t)}) \) in Eq. (3) and linearizing in \( \delta \). We diagonalize these equations to obtain the Bogoliubov spectrum. The imaginary part of this spectrum corresponds to decay of the equilibrium state at the rate \( \text{Im}[\omega] \). In Fig. 6, the blue shading represents the maximum value of this rate for all values of \( \mathbf{p} = (p_x, p_y) \), while the black circles enclose a region where modes propagating in the direction of the quasimomentum acceleration are dynamically stable, and correspondingly exhibit no decay.

**Mean-field loop and stability regions**

We model the experimental state preparation, the nonlinear band structure, and the stability of the states with an effective two-dimensional mean-field theory described

**FIG. 6.** Presence and stability of the loop band for interaction energy \( g\bar{n}/\hbar = 0.3 \) kHz as a function of \( \Delta \) and \( q \). Multi-valued band structure is present in the blue region to the right of the black line. The color represents the decay rate for the condensate in the loop band, predicted by the Bogoliubov spectrum. Black points enclose a region where modes propagating in the direction of the acceleration in quasimomentum are stable, important because dynamic instabilities are more troublesome if seeded.

where \( N_X \) is the number of pixels in zone \( X \) and \( C \) is a single constant for each preparation \( G, E \) or \( L \), chosen so that the visibility decays to zero.

The mean squared width, \( w^2 = \langle r^2 n(r) \rangle / \langle n(r) \rangle \), is calculated from images taken after the atom distribution has relaxed. We note that the band mapping technique modifies the initial energy distribution, and the observed time of flight \( w^2 \) does not directly represent the energy distribution in the lattice. Within a band, the measured \( w^2 \) is monotonically related to the energy in the band.

**Mean-field loop and stability regions**

We model the experimental state preparation, the nonlinear band structure, and the stability of the states with an effective two-dimensional mean-field theory described