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Background: The study of regulatory B cells (Bregs) in systemic lupus erythematosus (SLE) has been in full swing in recent years, but the number and function of Bregs in SLE patients have also present quite contradictory results. Therefore, we conducted a meta-analysis to verify the changes in Bregs in active SLE. Methods: We identified studies reporting the proportions of Bregs in SLE patients by searching PubMed, Embase, Web of Science, Cochrane and CNKI. Due to the degree of heterogeneity is very high, we used a random effects model to assess the mean differences in percentages of Bregs between active SLE and controls. Then, sensitivity analysis and subgroup analysis were performed to verify potential sources of heterogeneity. Results: Seven eligible articles involving 301 active SLE patients and 218 controls were included in the meta-analysis. The pooled percentages of Bregs were found no significant difference between active SLE patients and healthy controls \[0.259, (-1.150, 1.668), p = 0.719\], with great heterogeneity \(I^2 = 97.5\%\). The result of sensitivity analysis showed that exclusion of any single study or single article did not materially resolve the heterogeneity, but after excluding the article conducted by Cai X and his colleagues, the percentages of Bregs were significantly higher in active SLE than those in controls \[1.394, (0.114, 2.675), p = 0.033\], with great heterogeneity \(I^2 = 97.5\%\). The result of sensitivity analysis showed that exclusion of any single study or single article did not materially resolve the heterogeneity, but after excluding the article conducted by Cai X and his colleagues, the percentages of Bregs were significantly higher in active SLE than those in controls \[1.394, (0.114, 2.675), p = 0.033\]. The results of subgroup analysis revealed that when the disease activity was judged by SLEDAI score ≥ 5, the percentages of Bregs were significantly lower in the SLE groups than in the control groups \[-1.99, (-3.241,-0.739), p = 0.002\], but when the threshold of SLEDAI score ≥ 6 chosen for active SLE, the percentages of Bregs were significantly increased in the SLE groups \[2.546, (1.333, 3.759), p < 0.001\]. Meanwhile, other subgroup analysis based on the different phenotypes of Bregs, diagnostic criteria, enrolled research countries, treatment status, and organ involvement did not differ in proportion of Bregs between SLE patients and controls. Conclusions: The study implies that Bregs may play a role in the pathogenesis of active SLE, and the thresholds of SLEDAI score to distinguish between active and inactive SLE patients are important factors affecting the percentages of Bregs.
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1. Introduction

Systemic lupus erythematosus (SLE) is an autoimmune connective tissue disease involving multiple organs, which is common in young women. There are excessive activation of various immune cells and secretion of autoantibodies, and antigen-antibody complexes formed by binding of autoantibodies to antigens are deposited on skin, joints and other positions to cause tissue damage and diseases. In recent years, the role of regulatory B cells (Bregs) in SLE has been attracted widespread attention. This type cells interact with CD4⁺ T cells by secreting cytokines, directly contacting among cells, and involving in immune responses, which are closely related to the pathogenesis and disease activity of SLE.

Bregs are a subgroup of B cells, which play a role in immune regulatory mainly through the secretion of regulatory cytokines such as interleukin(IL)-10 and transforming growth factor (TGF) –β and expression of inhibitory antibodies that inhibit pathogenic T cells and autoreactive B cells [1]. The hypothesis of regulatory B cells can suppress the immune system was first proposed in the 1970s, and they are capable of producing inhibitory antibodies to maintain this inhibitory function [2]. The regulatory function of B cells in autoimmune diseases was first discovered by Janeway et al. in experimental autoimmune encephalomyelitis (EAE) in murine. They found B cells are not required for EAE induction, but may play an immunomodulatory role in EAE from acute to complete recovery [3]. With the further research on Bregs, it has been found that there are many subtypes of Bregs, such as marginal B cells, IL-10-producing Bregs (Br1 or B10), TGF-β-producing Bregs (Br3), Foxp3-expressing Bregs and other Bregs that have cytotoxic effects [4].

Human Bregs are categorized mainly as either transitional (CD19⁺CD24highCD38high) or memory (CD24highCD27⁺) [5]. The production of proinflammatory factors by CD4⁺ T cells can be inhibited by CD19⁺CD24highCD38high Bregs, relying on IL-10, CD80 and CD86, but not TGF-β [6]. CD19⁺CD25highCD86highCD1dhigh Bregs produce IL-10 and TGF-β that inhibit CD4⁺ T cells proliferation and enhance expression of FoxP3 and T lymphocyte antigen 4 in regulatory T cells [7]. CD24highCD27⁺ Bregs also regulate the production of TNF-α by producing IL-10 [8]. Therefore, human Bregs are not a single phenotype, but regardless of phenotype, most of their regulatory function depends on IL-10. Although there are few studies on human regulatory B cells, evidence suggested that they may become targets for the treatment of human immune diseases in the future.

Despite these evidences, we still lack confidence in the beneficial effects that therapeutic Bregs may have on SLE patients. The use of Breg-based therapies should be based on changes in the number of Bregs and/or impaired regulatory function associated with the pathogenesis of SLE. However, the results of studies on the number of Bregs in active SLE patients and normal healthy people are quite contradictory; the frequency of Bregs in SLE patients is reduced or increased [8,14]. Importantly, the role of Bregs in SLE is also controversial. It is conceivable that quantifying Breg’s strategy is crucial to draw conclusions about Breg subtypes. In addition, differences in patients recruitment (research country, diagnostic criteria, treatment status, disease activity, organ involvement) may also be the cause of significant differences in the literature. However, to the best of our knowledge, no source of these inconsistent results has been studied. It is still unclear that the quantitative and qualitative changes about Bregs in SLE, but immunotherapy based on Bregs shows promising therapeutic power, thus we performed this meta-analysis to obtain more information about Bregs in SLE patients, explore the reasons for inconsistent sources of results, and gain a more detailed understanding of the role of Bregs in the pathogenesis of SLE.

2. Methods

2.1 Search Strategy

The literature search was conducted in Pubmed, Embase, Web of Science, Cochrane and CNKI using the MeSH terms “regulatory B cell” and “systemic lupus erythematosus” and their combination. We searched for relevant studies that were updated to October 20, 2019. All potentially eligible articles were also considered except for murine experiments, reviews and conference abstract superseded by publication. There were no limits on geographical location and ethnicity.

2.2 Eligibility Criteria

Studies that fulfilled the following criteria were included: (1) evaluating the levels of Bregs in SLE patients and controls; (2) the levels of Bregs were presented as ratio of Bregs to total lymphocytes(%); (3) available as a full text article; (4) providing mean (standard deviation/ standard error) or median (range/ interquartile range); (5) case-control study. Reviews, studies about murine experiments, conference abstracts that were not published as full-length articles were not included.

2.3 Data Extraction

Two independent researchers selected and recorded eligible articles. The other researchers were consulted to reach a consensus when any divergence occurred. The following
information was extracted from the studies: first author’s name, publication time, regions where the authors performed studies, diagnostic criteria, Breg definition, treatment status, threshold of SLEDAI chosen to define active SLE, the number of patients and controls, the frequency of Bregs(%). When the medians and ranges (or interquartile ranges) were provided in studies instead of means and standard deviations, we calculated the means and standard deviations by estimation methods [13]. The quality of included studies was evaluated by the Newcastle-Ottawa Quality Assessment Scale (NOS).

### 2.4 Statistical Analysis

We used the $I^2$-statistic to explore the heterogeneity among studies. The $I^2$ values of 25, 50, and 75%, respectively, were used as evidence of low, medium, and high heterogeneity. When the pooled results were in high heterogeneity, a random effects model was used, and a fixed-effects model was used in the case of low heterogeneity or no heterogeneity. We performed other analysis when heterogeneity was high, including subgroup analysis and publication bias to explore heterogeneity. We explored the heterogeneity of researches by drawing forest plots to visualize the results more intuitively. By examining funnel plot asymmetry using the Beggger and Egger tests ($p \geq 0.05$), we assessed the publication bias. We also performed a sensitivity analysis to test the robustness of the original results. All statistical analysis were performed using Stata software (ver.15.0). This meta-analysis was conducted according to the PRISMA guidelines.

### 3. Results

#### 3.1 Literature Search

We searched the database for 1779 articles that might be eligible. The flow chart about the screening process of literatures is shown in Figure 1. We excluded 1677 articles by screening headlines and abstracts. Then 16 duplicated articles were excluded, 15 articles were not case-control trials, 15 articles were not for SLE patients, 14 articles were conference abstract superseded by publications, 17 articles did not provide relevant data, and 18 articles could not obtain full-text information. Therefore, this meta-analysis included a total of seven articles [8-14].

#### 3.2 Study Characteristics

All main characteristics of the included studies are presented in Table 1. These studies were published between 2014 and 2019. The analysis included 301 active SLE patients and 218 controls from seven eligible articles. Of these articles, five were conducted in China [8,10,12-14], one in Israel [11] and one in Germany [9]. The diagnose criteria of SLE varied across studies. All controls were healthy people without any autoimmune disease. We regarded all studies as case-control studies and scored them using the NOS, and all studies had a scored of 5-6.

### Table 1. Characteristics of studies included in the meta-analysis

| References | Region | Diagnosis criteria | Treatment status | Threshold of SLEDAI for active SLE | Breg definition | Case (n) | Control (n) | Bregs in case (mean±SD,%) | Bregs in control (mean±SD,%) | NOS score |
|------------|--------|--------------------|------------------|----------------------------------|-----------------|--------|-------------|--------------------------|-----------------------------|----------|
| Cai X et al. | China | 1997 | Not report | ≥5 | IL-10+CD19+ | 38 | 20 | 1.54±0.64 | 4.35±1.00 | 6 |
| | | | | | CD19+CD24highCD38high | 38 | 20 | 1.26±0.45 | 3.14±0.87 | |
| Heinemann K et al. | Germany | *ACR | Partial treated | >4 | IL-10+ | 34 | 21 | 5.04±4.80 | 17.00±7.00 | 5 |
| | | | | | CD19+CD24highCD38high | 34 | 21 | 1.60±2.60 | 1.50±1.10 | |
| Wang H et al. | China | 1982 | Partial treated | ≥5 | CD19+CD24highCD38high | 30 | 30 | 2.70±1.97 | 0.38±0.33 | 5 |
| Vadasz Z et al. | Israel | 1992 | Untreated | Not report | CD19+CD25high | 21 | 20 | 18.50±3.05 | 11.00±1.65 | 5 |
| | | | | | CD19+CD24highCD38high | 56 | 35 | 39.83±21.39 | 8.74±3.97 | |
| Wang T et al. | China | 1997 | Not report | Not report | CD19+CD24highCD38high | 16 | 15 | 4.90±1.27 | 1.63±0.99 | 5 |
| Yang X et al. | China | 1997 | Treated | ≥6 | IL-10+CD19+ | 6 | 6 | 3.44±0.69 | 1.15±0.45 | 5 |
| Wang Z et al. | China | 1997 | Untreated | ≥5 | CD19+CD24highCD38high | 28 | 30 | 2.10±1.09 | 4.07±1.48 | 5 |

Notes: *ACR without detailed description

DOI: https://doi.org/10.30564/jhp.v2i1.1594
3.3 Meta-Analysis of the Breg Percentages in Active SLE Patients and Publication Bias

Initially, we compared the percentages of Bregs in active SLE patients and healthy controls, regardless of the Breg definitions were used. A total of ten studies were available in seven eligible articles, and five studies reported higher percentage of Bregs in active SLE patients than those in the control group [10-13], three studies reported decreased percentages [8,14]. In addition, the simultaneous analysis of two different subtypes of Breg in two studies from one article yielded conflicting results [9]. Surprisingly, in the overall analysis, there was no significant difference in any studies [0.259, (−1.150, 1.668), p = 0.719, Figure 2]. Meanwhile, the heterogeneity was 97.5% (p < 0.001) by I² statistic and thus very high, and a random effect model was used for meta-analysis. The Egger test showed no publication bias (t = 0.13, p = 0.898, Figure 3).

3.4 Sensitivity Analysis and Subgroup Analysis

Due to the high heterogeneity of the results, we performed a sensitivity analysis. Then, considering the different phenotypes of Bregs, diagnostic criteria, enrolled regions, threshold of SLEDAI chosen for active SLE definition, treatment status, and organ involvement are potential factors that may lead to bias in the results, we performed a subgroup analysis based on these factors.

Firstly, we performed sensitivity analysis to explore potential sources of heterogeneity. Exclusion of any single study or single article did not materially resolve the heterogeneity. But after excluding the article conducted by Cai X and his colleagues [8], the percentages of Bregs were significantly higher in active SLE than those in controls [1.394, (0.114,2.675), p = 0.033].

Then, we hypothesized that the main cause of unexpected results may be the inconsistent definition of Bregs. Therefore, we performed a subgroup analysis based on the Bregs definition to explore potential sources of heterogeneity. There are several subtypes in the selected articles, which can roughly divide Bregs into two groups: based on IL-10+ and CD19+ (Table 2). To our surprise, no matter whether Breg was based on IL-10+ or CD19+, there was no statistical difference between SLE patients and control groups. When Bregs were gated based on IL-10+, the percentages of Bregs in active SLE were comparable to those in the controls [-0.783, (-3.526,1.960), p = 0.576, Figure 4]. Meanwhile, pooled analysis of nine studies revealed the proportion of Bregs defined as CD19+ cells did not differ significantly between active SLE patients and healthy controls [0.517, (-0.979,2.014), p = 0.498, Figure 5].

Table 2. Subgroup analysis based on different definitions of Bregs in patients with SLE

| Definition of Bregs | Number of studies | Test of association |
|---------------------|-------------------|---------------------|
| Association with IL-10-positive | | |
| IL-10+CD19+ | 3 | -0.783 (−3.526,1.960) | 0.576 |
| IL-10+ | 2 | 0.106 (−7.272,7.484) | 0.978 |
| Association with CD19-positive | | |
| IL-10+CD19+ | 9 | 0.517 (−0.979,2.014) | 0.498 |
| CD19+CD24highCD38high | 5 | -0.186 (−1.856,1.483) | 0.827 |
| CD19+CD5+CD1dhigh | 1 | 2.86 (1.841,3.879) | - |
| CD19+CD25high | 1 | 3.037 (2.127,3.948) | - |

From the articles we collected, it was found that the researchers did not agree on the diagnostic criteria for active SLE patients. Six of the studies were based on the 1997 diagnostic criteria [8,12-14], one based on the 1982 ACR standard [10], and three studies showing only the ACR criteria without specific years [9,11]. Therefore, we conducted
a subgroup analysis to explore whether it is a source of heterogeneity. However, our subgroup analysis showed no statistically significant difference between the percentages of Bregs calculated using the 1997 diagnostic criteria and the ACR diagnosis criteria [0.008, (-2.203, 2.219), p = 0.994 for subgroup of 1997, 0.340, (-2.137, 2.817), p = 0.788 for subgroup of ACR, Figure 6].

More and more recent studies have shown that SLE has geographical and ethnic differences \textsuperscript{[16]}, so we assumed that the heterogeneity was caused by the different countries of the research population. There are differences in the prevalence and incidence of SLE in different countries, which may have a certain impact on the percentages of Bregs. Of the ten studies, seven were conducted in China \textsuperscript{[8,10,12-14]}, two in Germany \textsuperscript{[9]}, and one in Israel \textsuperscript{[11]}. However, by subgroup analysis, the percentages of Bregs in each subgroup of SLE patients and controls was still not statistically significant(Figure 7).

Our results revealed that choosing the SLEDAI score to distinguish thresholds between active SLE and inactive SLE may result in heterogeneity. We attributed the study with a SLEDAI score of >4 to the ≥5 group \textsuperscript{[9]}, and the study with a score of >5 to the ≥6 group \textsuperscript{[10]}. Therefore, ultimately all studies could be divided into three subgroups, “≥5” group, “≥6” group and “not reported” group(Figure 8). When the disease activity was judged by SLEDAI score ≥ 5, the percentages of Bregs were significantly lower in the SLE groups than in the control groups[-1.99, (-3.241, -0.739), p = 0.002] \textsuperscript{[8,9,14]}, but when the threshold of SLEDAI score ≥ 6 chosen for active SLE, the percentages of Bregs were significantly increased in the SLE groups[2.546, (1.333, 3.759), p < 0.001] \textsuperscript{[10,13]}

Previous study suggested that glucocorticoid therapy can increase the frequency of Bregs in patients with SLE \textsuperscript{[17]}. The subgroup treatment status analysis of this meta-analysis showed no statistically significant differences among studies receiving drug therapy or those partially receiving drugs or no drug therapy(Figure 9). Given the fact that most patients who enrolled in the current studies received medication and the differences in the use of drugs, the possible effects of the treatment require further evaluation.

SLE can involve many organs, and lupus nephritis (LN) is a typical major organ involving of SLE. In all articles, Heinemann K et al. \textsuperscript{[9]} compared the percentages of two different Breg subtypes in LN with the healthy control group. The data showed that the percentages of Bregs in active LN was not statistically different from the healthy controls[-1.010, (-2.882, 0.863), p < 0.291].

To assess the impact of disease activity further, we analyzed the percentages of Breg in active SLE versus in inactive SLE and in inactive SLE versus in healthy controls.
4. Discussion

B cells are one of the main components of specific immunity, and play a positive regulatory role mainly by initiating and activating immunity. Including secretion of antibodies, antigen presentation, production of inflammation and immunoregulatory factors, providing synergistic stimulation signals, etc. It is known that T cells have immunoregulatory functions, and whether B cells have regulatory subpopulations has become a research hotspot in recent years. Increased or decreased percentage of Bregs has been reported in patients with active SLE [8-14]. Therefore, we conducted further research on these results. However, meta-analysis results found no significant difference in percentages of Bregs between active SLE patients and healthy controls. Since the results showed great heterogeneity ($I^2 > 90$), sensitivity analysis and subgroup analysis was subsequently performed to evaluate the possible effect of several factors on the percentages of Bregs, and the results indicated that different thresholds of SLEDAI chosen for defining active SLE might influence the frequency.

When studying Bregs, it is important to determine their phenotype. Previous research found that Bregs can produce IL-10, TGF-$eta$, and Foxp3. One subtype of Bregs mainly secrete IL-10, which can inhibit the differentiation of T helper cells 1 (Th1) and T helper cells 17 (Th17), and reduce the production of inflammatory cytokines through dendritic cells [18]. Such IL-10-producing Bregs are called B10 cells. In humans, B10 cells account for less than 1% of the total number of B cells in the blood. Human Bregs include CD19$^+$CD24$^{high}$CD38$^{high}$CD1d$^{high}$ and CD19$^+$CD24$^{high}$CD27$^+$, etc [19]. The relationship between development and differentiation of these subtypes of Bregs is unclear. In addition, Breg functioning involves CD40, TLR, B cell receptor, CD19, CD1d, etc [20]. In this study, no statistically significant difference was found in the different statistical strategies of Bregs subtype classification. Normal frequencies were observed when IL-10$^+$ was chosen to define Bregs [-0.783, (-3.526, 1.960), $p = 0.576$] [8,9,13]. The percentages of Breg based on CD19$^+$ did not show a significant difference between the patients and the control group [0.517, (-0.979, 2.014), $p = 0.498$] [8,10-14]. Considering that some studies only mentioned IL-10$^+$ Bregs, but did not mention the specific Bregs subtypes that secreted IL-10, and the research sample size was insufficient, further researches on the frequency of Bregs with different subtypes are needed in the future.

Since SLE is a heterogeneous disease, the diagnosis is not always so simple. From American College of Rheumatology (ARA) established the SLE classification standard in 1971 [21], many changes have taken place in the diag-
nthetic criteria for SLE. The effect of different diagnostic criterion on the percentages of Bregs was not found in our study, and the results showed no statistical significance. However, the underlying causes and mechanisms leading to this result need to be further clarified in the future.

Recently, many studies have shown that there are significant regional differences in the incidence, clinical manifestations, and mortality of SLE. Khan A et al. [23] showed that significant regional differences existed in the clinical manifestations of SLE in Khyber Pakhtunkhwa compared to other regions through cross-sectional studies. In addition, Yen EY et al. [24] found that the United States since 1968, mortality of SLE has declined, but it remains higher than mortality in non-SLE, and there were significant gender, ethnic, and regional differences. Therefore, we hypothesized that differences in the study regions may result in variability in the results, but unexpectedly, the analysis results showed that the percentages of Breg in SLE patients from different regions was comparable to those of the healthy control group. We considered that most of researches originated in China, while the sample size of other countries was small, China had a large land area, a large span of latitudes and longitudes, different environments and ethnicities, which would also cause heterogeneity of Bregs in SLE patients. Thus, a larger sample size studies are needed for analysis.

The SLEDAI score can be used to judge the condition of SLE. Different scores indicate differences in disease activity, which determine the use of different doses of glucocorticoid and the choice of different immunosuppressants [24]. Our results revealed that active SLE could cause heterogeneity by choosing different thresholds of SLEDAI score. When SLEDAI score ≥ 5 was defined as active SLE, the percentages of Bregs in patients with active SLE were significantly lower than those in the healthy control group [-1.99, (-3.241-0.739), p = 0.02] [8,9,14]; however, the percentages of Bregs in patients with active SLE were significantly higher than control groups, when SLEDAI score ≥ 6 as the activity standard [2.546, (1.333, 3.759), p <0.001] [10,13]. Considering that higher thresholds of SLEDAI score in recruited SLE patients may indicate a more severe conditions, Bregs seems to be positively correlated with disease activity in SLE, but this does not explain that the percentages of Bregs in SLE patients with a slightly lower SLEDAI score were lower than in healthy controls. Therefore, the changes of Bregs in the process of SLE disease need to be further studied.

Drug treatment for patients with SLE includes glucocorticoid, hydroxychloroquine, cyclophosphamide, and azathioprine etc. Previous studies showed that glucocorticoid therapy can increase the frequency of Bregs in patients with SLE [17]. However, the use of cyclophosphamide appeared to reduce the amount of Bregs [25]. Results of the subgroup analysis based on treatment status did not reveal a statistical difference between patients who received drug therapy and untreated patients. Drugs for SLE are diverse, and each SLE patient enrolled in the studies received different treatment status and used different drugs. Thus the possible effects of different treatment modalities on Bregs need to be further evaluated in the future.

Recently, studies by Szabó K et al. and Makiyama A. et al. found that activated T helper cells, especially Th1 cells, were associated with the promotion of B cell differentiation in SLE patients [26-27]. On the one hand, Bregs can secrete IL-10, TGF-β and other related factors, inhibit the conversion of Th0 to Th1 and Th2, reduce the production of inflammatory factors such as TNF-α and IFN-γ, and down-regulate autoimmune response and excessive immunity [28-29]; On the other hand, Bregs can exert immunoregulatory effects by affecting the number and function of Tregs [30]; Bregs can also suppress the immune response through cell-to-cell contact, such as by contacting CD40 / CD40L with effector T cells and causing T cells death [31]. It seems that the Bregs and T cells can interact and influence each other. In the past, Zhang SX et al. [32] systematically reviewed and performed a meta-analysis about the proportion of Tregs in patients with SLE, the results showed that the percentages of Tregs in SLE patients was significantly lower than those in healthy controls. Considering the correlation between Bregs and Tregs, we evaluated the proportion of Bregs in SLE patients, and analyzed the relevant influencing factors to obtain more evidence about Bregs in the pathogenesis of SLE, which may aid in the development of approaches to the therapeutic modalities employing the use of Bregs.

The present study has certain limitations. First of all, not all research-related information is publically available, such as the duration of the disease, specific information on the use of drugs or treatments, etc., and we did not contact the corresponding authors in time to obtain more information, which prevented us from comprehensive investigation of the disease course and the effect of drugs on the percentages of Bregs. Second, our assessment of the factors affecting the percentages of Bregs was inadequate. Faced with a high degree of heterogeneity, more SLE patients who are in different backgrounds and disease status need to be studied, which may help to clarify the role and changes of Bregs in SLE disease process better.

5. Conclusion

In summary, our meta-analysis results suggest that Bregs may play a role in the pathogenesis of active SLE, and the
thresholds of SLEDAI score to distinguish whether SLE patients are active or not are important factors affecting the percentages of Bregs. Our findings support the notion that Bregs status is important in patients with SLE, but we cannot determine how Bregs have changed throughout the course of SLE. Due to the evidence is still limited, more and further large-scale and well-designed randomized controlled trials are urgently needed.
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ABSTRACT

Physiotherapists usually ignore the electric polarization of human bodies that occurs under the influence of the electromagnetic forces of the Earth. This is irrational, since the positive or negative electrification of human tissues has the opposite effect on both their properties and functional activity. How physiotherapists must take into account the polarizing effect of the electromagnetic forces of the Earth when analysing the functional states of the tissues of the human body is shown here. It also shows how these electromagnetic forces can be used by manual and physiotherapists.

1. Introduction

Electromagnetic forces of understandable origin constantly act on the earth’s surface. First of all, such forces include the Lorentz forces arising from the diurnal rotation of the Earth relative to the geomagnetic field (Figure 1).

Thus, thanks to the daily rotation of the Earth, its atmosphere and surface intersect the horizontal lines of the geomagnetic field. Therefore, both objects of the earth’s surface and objects of the earth’s atmosphere are constantly exposed to the Lorentz force $F_L$, which is directed upward and therefore moves positive charges up and negative charges down. The fact that this force is significant is confirmed by calculations according to which this force is capable of accelerating up a single proton up to $4.175 \times 10^7$...
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m·s⁻², and a single electron to 2,7·10¹² m·s⁻², in any case, on the equator line. In addition, calculations show that under the influence of the same Lorentz force \( F_L \), one proton can “raise” a drop consisting of \( \sim 84830 \) water molecules \((\sim 1,5 \cdot 10^6 \text{ D})\) \(^1\,^2\).

Given the results of such calculations, it is not surprising that this Lorentz force \( F_L \) is able to quickly and efficiently distribute positively and negatively charged water vapor in the clouds (Figure 2) \(^3\).

![Figure 2. Polarization of clouds: the lower part of a typical cloud has a negative charge and the upper part has a positive charge \(^2\,^3\)](image)

All this makes it possible to assume that the same Lorentz force \( F_L \) causes a positive charge of the upper atmosphere and a negative charge on the Earth’s surface. The fact that such a distributive effect of the Lorentz force \( F_L \) is significant is confirmed by the fact that the upper layers of the earth’s atmosphere have a potential of \( \sim 1 \cdot 10^5 \text{ V} \) relative to the earth’s surface \(^3\).

As well, it is not also surprising that the same Lorentz force \( F_L \) is able to create the celestial discharges, both up directed positively charged (Figure 3, left), and down directed negatively charged (Figure 3, right) \(^2\).

![Figure 3. Left: these are blue jets representing ascending currents of hydrated protons. Right: these are ordinary thunderstorms, which are downward flows of hydrated electrons \(^3\)](image)

Given all this, it is not surprising that this Lorentz force \( F_L \) can cause electric polarization of the body of a standing or sitting person. Thus, when a person is standing or sitting, his head is positively charged, and his legs are negatively charged, like the cloud in Figure 2.

There is also a polarization effect of the Lorentz force \( F_{L*} \), arising due to the interaction of the moving surface of the Earth with the vertical component of the geomagnetic field (Figure 1) and directed towards the equator. Thus, the head and legs of a person lying along the meridian turn out to be charged differently.

The effect of both of these polarizations on the human body is discussed here. The possible medical use of these polarizations is also being discussed.

### 2. Results

#### Properties of Water, Depending on its Electrical Potential

It was discovered that the electrical potential of the water determines its ability to hydrate some polymers of biological origin. In particular, it has been shown that water with a positive potential better hydrates biological polymers than water with a negative potential (Figure 4) \(^4\,^5\).

![Figure 4. There is a swelling of starch in water with a different electric potential. Starch does not swell in water with the potential of –250 (left) and swells in water with the potential of +250 mV (right)](image)

Water with a positive potential has an abnormal penetration, due to which it can evaporate even from a closed plastic bottle: the arrow shows how much during the day the level of such water has decreased.

Water with negative potential was obtained by bubbling uncharged water with hydrogen gas (left); water with positive potential was obtained by bubbling uncharged water with gaseous oxygen (right).

Both water used had 20 – 22 °C \(^4\,^5\).

It was also found that an increase in the positive electric potential of water is accompanied by an increase in its surface tension, and an increase in the negative electric potential of water is accompanied by a decrease in its surface tension. Since this relationship is very distinct, it is easily visualized (Figure 5) \(^4\,^5\).

The fact that the surface tension of water strongly depends on its electric potential, salt crystals convincingly demonstrate. So, the drying of salt solutions prepared in water with a positive electric potential (charge) is accompanied by the formation of cubic or rhombic crystals (Figure 6, left), and the drying of salt solutions prepared in water with a negative electric potential (charge) is accompanied by the...
formation of needle or tree crystals (Figure 6, right) \cite{4,5}.

Figure 5. Left: 5 ml of water with a potential of –200 mV completely cover the bottom of the Petri dish. Right: 5 ml of water with a potential of +200 mV do not completely cover the bottom of a Petri dish.

Due to the small surface tension, water with negative electric potential can spread throughout the bottom of the Petri dish; due to the large surface tension, water with a positive electric potential cannot spread throughout the bottom of the Petri dish \cite{4,5}.

Figure 6. It is the crystals that formed after the drying of solutions of KH₂PO₄ prepared on the water with potentials of +250 mV (left) and –250 mV (right) \cite{4,5}.

It is especially important that the described regularities are subject to crystals formed during drying of aqueous solutions of sodium chloride (Figure 7), which is the main salt component of human biological liquids \cite{5}.

Figure 7. Crystals formed after drying a NaCl solution prepared in water with a potential of –200 mV \cite{5}.

Let us now try to evaluate all this knowledge in the medical aspect.

3. Discussion

3.1 The Relationship between the Electric Polarization of the Human Body and Its Hydration

It should be noted right away that the awareness of the described dependencies made it possible to assume that the properties of human biological fluids also substantially depend on their electric potential. So, this allowed us to explain the changes in the properties of biological fluids of women and the state of their reproductive organs during the menstrual cycle. Also, knowledge of the described dependencies made it possible to explain the polymorphism of crystals formed during the drying of biological fluids of women at different stages of the menstrual cycle \cite{5}.

The knowledge of these dependencies allowed us to assert that during the menstrual cycle there is a cyclic change in the electrical potential of biological fluids of women, in particular, that the beginning of the ovulation stage correlates with their negative electrization \cite{5}.

In addition, knowledge of the described dependencies allowed us to explain the nature of the phenomena that determine the weather dependence of the tone of blood vessels and human skin \cite{6}. Thus, knowledge of the dependencies found to be very productive.

We now discuss the possible difference in the properties of biological fluids and the structures of a standing or sitting person, taking into account the electric polarization of his body. So, it can be assumed that the head of a standing person (together with the brain, vestibular apparatus, eyes, ears, etc.) is electrified positively, and its legs – negatively. As a result, the biological polymers located in the upper part of the human body are better hydrated than biopolymers located in its lower part. Since the hydration of biopolymers determines their stability, structure, and functional activity \cite{7–10}, it can be expected that the properties of biopolymers located in the upper and lower parts of a standing or sitting person will differ significantly.

This difference in the degree of hydration is especially important for DNA, whose properties strongly depend on the stage of hydration \cite{11–13}. Suffice it to say that changing the degree of hydration of DNA molecules induces their A↔B transitions \cite{11,13} and, consequently, the activity of DNA and RNA polymerases, the intensity of peptide synthesis, cell proliferation, etc. \cite{14}.

In order to better understand the effect of electric polarization on human metabolism, it is useful to take into
account the results obtained by studying the effect of electrets on human cells, in particular on neuronal cells. In order to better understand the effect of electric polarization on human metabolism, it is useful to take into account the results obtained by studying the effect of medical electrets on human cells, in particular on neuronal cells. It is especially useful to take into account the fact that positively charged electrets initiate the proliferation of cells of the nervous system, and negatively charged electrets initiate the formation of dendrites by neurons \[15\] (compare with Figure 7).

Thus, standing on your head (Figure 8), yoga does not only change the usual view of the world.

3.2. The Use of the Polarizing Action of the Considered Lorentz Forces in Manual Therapy

Let’s also try to use the forces of Lorentz \( F_L \) and \( F_L^* \) for physiotherapeutic purposes, in particular, to increase the effectiveness of manual therapy. For this, we first take into account the electric polarization of human hands, namely, the negative electrization of the right hand and the positive electrization of the left hand (Figure 9).

![Figure 8. This is Sirshasana or a headstand. When performing such an asana, negative charges accumulate in the person’s head, and positive charges in his legs.](image)

There is no doubt that the tradition of doing a daily headstand is ancient. This allows us to conclude that the positive impact of this kind of depolarization on humans has been tested by time. In particular, it can be assumed that a daily headstand contributes to the formation of new dendritic processes in brain cells and is thus a way of counteracting dementia. There is also no doubt about the regenerative effect of the tradition of yogis on the brain to go to bed with the head on the equator, that is, in the direction of movement of negative charges. Thus, yogis have long used the distributive effect on the electric charges of both Lorentz forces \( F_L \) and \( F_L^* \) (Figure 1, see comments).

![Figure 9. Human hands are polarized in such a way that the left hand has a predominantly positive charge, and the right one is predominantly negative.](image)

In addition, it is necessary to take into account the location of the spinal nerves and their “areas of responsibility” (Figure 10).

This allows us to conclude that the Lorentz force \( F_L \) will effectively direct the negative charges of the right hand (Figure 9) to the human spinal nerves (Figure 10) when it lies face down. Thus, we can stimulate the innervation of the corresponding organs and initiate the appearance of new interneuron contacts.

Obviously, directing negative charges of the right hand to the spinal nerves of a person can be no less effective if his face is oriented to the equator – in this case, the action of the Lorentz force \( F_L^* \) will be used. Thus, in both cases we can get effects comparable to the effects of negatively charged electrets \[15\].

Clearly, also using the Lorentz force \( F_L^* \), one can direct the positive charges of the left hand (Figure 9) onto the spinal nerves of a person whose face is oriented opposite to the equator. Thus, we can get an effect comparable to the effect of positively charged electrets \[15\].

DOI: https://doi.org/10.30564/jhp.v2i1.1608
Figure 10. This shows the location of the head and vertebral nerves, as well as some of the organs that they innervate. Based on this, it is possible, in particular, to assess the consequences of injuries (curvature, dislocation, contusion, etc.) of different parts of the spine.

Thus, taking into account the electric polarity of human hands (Figure 9) and using the Lorentz forces $F_L$ and $F_L^*$, the therapeutic effects of medical electrets [15] and pulsed electromagnetic fields [17, 18] can be reproduced.

4. Conclusion

The study of electromagnetic forces acting on the Earth must be continued. This need is motivated by an increase in the number of sources of electromagnetic radiation, both natural and artificial origin. It is also necessary to study the various effects of electromagnetic forces on humans, in particular their electrifying effect. It is hoped that the information obtained in these studies will help to better understand the causes of personal sensitivity to electromagnetic influences, both natural and artificial. One can also hope that this information will provide methods that can reduce personal sensitivity to electromagnetic influences. At the same time, the information obtained can be successfully used in preventive medicine, as well as give an understanding of the conditions for comfortable work and rest. Of course, the same information can be effectively used in manual and physiotherapy.
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ABSTRACT

Kapalbhati is well known for improving cardiovascular health. But there are some reports of heart attacks while practising kapalbhati. We hypothesize that ill-effect of kapalbhati could be because of autonomic dysfunction to heart. In the present study, we aim to understand the acute effect of kapalbhati yoga on heart rate dynamics using heart rate variability (HRV) analysis. Resting heart rate (HR) varies widely in different individuals and during various physiological stresses, particularly, exercise it can go up to three-fold. These changes in heart rate are known as heart rate variability (HRV). Variability in heart rate reflects the control of autonomic system on the heart and which can be determined during brief periods of electrocardiographic (ECG) monitoring. HRV measures the effect of any physical exercise on the heart rate using time- and frequency-domain methods. Frequency-domain method involves power spectral analyses of the beat-to-beat intervals (R-R intervals) variability data. When total power vs. frequency, fast fourier transform analysis of R-R intervals data is done, it shows three well-defined peaks/rhythms in every individual, which contain different physiological information. Thus, the total spectral power of R-R intervals data can be divided into three components or bands viz., the very low frequency (VLF) band, the low-frequency (LF) band and the high frequency (HF) band. VLF represent very long time-period physiological phenomenon like thermoregulation, circadian rhythms etc. and thus are not seen in short-term recordings like in this work. LF band power represents long period physiological rhythms in the frequency range of 0.05-0.15 Hz and LF band power increases as a consequence of sympathetic activation. HF band represent physiological rhythms in the frequency range of 0.15-0.5 Hz and they are synchronous with the respiration rate, and arise due to the intrathoracic pressure changes and mechanical vibrations caused by the breathing activity. In this work, twenty healthy male volunteers were trained in kapalbhati yoga and their ECG waveforms (2 min.) were obtained while doing kapalbhati (breathing at 1 Hz frequency for 2 min.) and were compared with the baseline (just 2 min. before the start) and post-kapalbhati (immediately 2 min. after completing the practice) HRV data. Our results showed a significant decrease in the time-domain measures i.e., NN50, pNN50 and the mean heart rate interval during-kapalbhati when compared statistically to the respective before practice or “pre”-kapalbhati (p < 0.05, student’s paired t-test) values. Frequency-domain indices showed that during-kapalbhati there is a significant increase (~48%) in the LF band power which suggests sympathetic activation and a significant increase (~88%) in the low frequency to the high frequency power ratio (LF/HF ratio) which indicates sympathetic system predominance. A significant decrease (~63%) in the HF component was also noted during-kapalbhati as compared to the “pre-kapalbhati” values which shows decrease in parasympathetic tone. Thus, these results suggest that during-kapalbhati there is drastic increase of sympathetic tone whereas parasympathetic activity is reduced. We propose these changes in autonomic system control on heart are responsible for the myocardial ischemic attacks induced during kapalbhati in some individuals.
1. Introduction

Yoga is a union of body and the mind. Kapalbhati is a fast (high frequency) yogic breathing technique which involves short, strong and rapid forceful exhalations at the rate of 1 to 2 Hz and inhalation is automatic such that mind is directed to the flow of breath\footnote{1}. Regularly practicing kapalbhati improves cardiac and mental health which makes it a very popular technique\footnote{2-4}. Despite reported health benefits, there are case reports available, suggesting people had undergone myocardial ischemic attacks while performing kapalbhati\footnote{5,6}. In a study, a decrease in cardiac vagal tone during kapalabhati was reported due to decreased sensitivity of arterial baroreflex and increase in systolic blood pressure and low frequency blood pressure oscillations\footnote{7}. In another case, spontaneous pneumothorax caused by kapalabhati was reported\footnote{8}. As Kapalbhati is a very popular technique for improving cardiovascular health and practised widely by people of all age groups (especially by old age), it is very important to determine its deleterious effect on cardiovascular function if any. Intense exercisers say that watching heart rate variability (HRV) during any physical exercise can give an edge and a boost in workout performance. When HRV returns to normal after exercise, this shows that the person has fully recovered from workout, which tells it’s safe to exercise again and helps avoid overtraining. Thus, HRV is a good indicator to study any ill-effects of kapalbhati on cardiac function. In this work, we aim to study the acute effect of kapalbhati practice on cardiac autonomic tone using HRV analyses while kapalbhati is done, so that maximum health benefits can be explored by every individual without deleterious side-effects. HRV analysis involves assessment of successive heart beat periods (between successive ECG wave R-R peak-to-peak intervals) using time- and frequency-domain methods. Time-domain measures involve measurement of different variables on the beat-to-beat intervals data. Frequency-domain indices involve decomposing R-R intervals into power-frequency spectrum which divides R-R intervals into three spectral components/bands viz., very low frequency band; the high frequency (HF) (0.15-0.5 Hz) and the low frequency (LF) (0.05-0.15 Hz) band\footnote{9-11}. Although there are several controversies in the scientific community regarding using LF power to indicate sympathetic activation but still till date it is used for the same\footnote{12}. On the other hand, HF band power and time-domain measures mainly reflect parasympathetic tone. Few reports are available on the effect of kapalbhati on cardiac function using HRV analyses. Raghuraj et al studied the effect of kapalbhati on autonomic function using HRV analyses before and after the practice using twelve male volunteers. They found significant increase in the LF power and LF/HF power ratio and significant decrease in the HF power immediately after doing 1 min. kapalbhati (at 2 Hz) when compared to the immediately before or “pre”-kapalbhati values\footnote{13}. Telles et al studied the effect of kapalbhati on HRV using thirty-eight male volunteers and found a significant decrease in NN50, pNN50 and the mean RR intervals while and after doing three rounds of 5 min. kapalbhati at 2 Hz but they found no change in any of the frequency domain measures during and after kapalbhati\footnote{14}. The above reports suffer from several limitations. First, they measure the effect of kapalbhati practice before and after the practice not during kapalbhati. Second, reproducibility of their results because of few reports is highly questionable. Thus, the present study is designed to study the acute effect of kapalbhati yoga on heart rate using HRV analyses during its practice.

2. Materials and Methods

2.1 Subjects

Twenty healthy young untrained male volunteers (age range, 18-35 years) not suffering from any known cardiovascular or neurological disorder and are not taking any medication were selected for the study. They were trained by a yoga instructor for one week in 1 Hz kapalbhati using a stop watch before the actual experiment. We made sure that participants did not have tea, coffee or meals at least two hours before participating in the study.

2.2 Recording

Volunteers were asked to sit in padmasana with back erect, rigid and wrist over the knee. Two ECG chest leads were placed below the collar bone on the left and right side and third one on the left fifth intercostal space at the mid axillary line (V5). Baseline ECG waves
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(pre-kapalbhati data) were recorded with normal breathing for 2 minutes in the steady state immediately before starting kapalbhati and stored at 250 Hz frequency using portable Alice PDX polysomnography instrument (Philips-Respironics, USA). Then, volunteers were asked to do kapalbhati for 2 minutes (60 expirations in 1 min.) i.e. at 1 Hz frequency and ECG waves were continuously recorded (During-Kapalbhati data). After that, subjects took normal breaths, keeping the posture erect and ECG was recorded continuously for another 2 minutes (post-kapalbhati data). Thus, it took a total of six minutes to complete the entire recording from one individual and recording is done only once per volunteer. All the experiments were performed between 10:00 to 12:00 a.m. every time. ECG amplitude data (in µV) of pre-, during- and post-kapalbhati was separately exported into separate ASCII files and analyzed. The recording during-kapalbhati was collected only for 2 minutes because our aim in this study is to measure HRV during-kapalbhati, which can only be done continuously for two minutes by the recruited individuals.

2.3 Analysis

HRV was analysed in the pre-, during- and post-kapalbhati ECG data. ECG waveform was reconstructed from the amplitude data using the Kubios 2.2 HRV software (Biomedical Signal Analysis Group, Department of physics, University of Kuopio, Finland) and analysis was done using the time- and frequency-domain HRV methods. Power spectrum was separated into low frequency (LF, 0.04 – 0.15 Hz) and high frequency (HF, 0.15 – 0.4 Hz) components and a ratio of the LF and HF expressed in normalized units (n.u) (LF n.u./HF n.u.) was calculated. The following time-domain measures were analyzed: (i) mean R-R interval (the mean of the intervals between adjacent QRS complexes), (ii) mean heart rate, (iii) NN50 (the number of interval differences of successive NN intervals greater than 50 milliseconds), (iv) pNN50 (the proportion derived by dividing NN50 by the total number of RR intervals) in the 2 min. recordings. All the changes between the pre-, during-, post-kapalbhati were compared using paired student t-test. A p-value < 0.05 was considered statistically significant. All statistical analysis was done using Graph pad prism software.

3. Results

Table 1 shows comparison of different HRV variables pre-, during- and post-kapalbhati.

| Variables | Pre-Kapalbhati (n=20) | During-Kapalbhati (n=20) | Post-Kapalbhati (n=20) |
|-----------|----------------------|-------------------------|-----------------------|
| Heart rate (bpm) | 73.59 ± 1.89 | 92.63 ± 1.62 | 77.00 ± 1.64 |
| LF (nu) | 38.31 ± 4.58 | 37.50 ± 3.67 | 55.74 ± 4.31 |
| HF (nu) | 53.49 ± 4.59 | 19.57 ± 2.80 | 39.15 ± 4.02 |
| LF/HF (nu) | 0.69 ± 0.19 | 5.88 ± 1.61 | 1.78 ± 0.88 |
| Mean RR (seconds) | 0.87 ± 0.02 | 0.66 ± 0.02 | 0.85 ± 0.03 |
| NN50 (count) | 31.5 ± 9.46 | 7.3 ± 4.11 | 21.7 ± 6.09 |
| pNN50 | 33.67 ± 5.23 | 5.40 ± 2.59 | 30.36 ± 4.43 |

Notes: All values are expressed as Mean +/- Standard Error. bpm - beats per minute; LF – Low Frequency; nu – normalized units; HF – High Frequency.

3.1 Time-domain Analysis

Table 1 shows mean ± Standard Error values (n = 20) of mean heart rate; pre, during and post-kapalbhati. During-kapalbhati, mean heart rate increased by 19 beats per minute from pre-kapalbhati values. Pre-kapalbhati mean heart rate data was statistically compared with during-kapalbhati mean heart rate data using paired student t-test. The two-tailed p-value came out to be 0.0006 which is < 0.05 which suggests that the change in mean heart rate is significant. Mean R-R interval, NN50 and pNN50 were also computed. During-kapalbhati, a significant decrease in mean R-R interval, NN50 and pNN50 was noted as compared to “pre-” values. The decrease in mean RR intervals was extremely significant (p-value 0.0001<0.05). The decrease in NN50 was also found to be very significant (p-value 0.0046 <0.05).

3.2 Frequency-domain Analysis

Table 1 shows mean ± Standard Error values (n = 20) of normalized LF power, pre, during and post-kapalbhati. It is noted that there is an increase in LF power during-kapalbhati when compared with the pre-values. When the difference was checked for statistical significance between pre- and during-kapalbhati LF power, the p-value was less than 0.001 which is < 0.05 suggesting extremely significant difference between the two LF power. Similarly, a reduction in HF values was observed during-kapalbhati as compared to the pre-values. When the difference was checked for statistical significance between pre- and during-kapalbhati HF power, the p-value was less than 0.0001 which suggests extremely significant difference. The increase in LF and reduction in HF band power lead to a significant increase in the LF/HF.
ratio during kapalbhati as compared to the baseline.

4. Discussion

The aim of the present study is to understand the control of autonomic nervous system on heart during kapalbhati practice. Heart rate variability (HRV) analysis is used to study the aim. A HRV analysis involves calculations on beat-to-beat intervals (R-R intervals) data using time- and frequency-domain methods. Time-domain methods (i.e., the mean R-R interval, NN50 and pNN50) which mainly reflect parasympathetic or vagal tone were calculated pre, during and post-kapalbhati practice. We observed a statistically significant decrease in the mean heart rate, mean RR interval, mean NN50 and mean pNN50 values during kapalbhati as compared to the “pre-values” which suggest that during kapalbhati there is decrease of parasympathetic autonomic tone. Frequency-domain measures (LF power, HF power and LF/HF nu power ratio) were also calculated. LF/HF nu ratio which is an indicator of balance between sympathetic and parasympathetic activity (also known as sympatho-vagal balance) is also calculated. Increase in LF power indicates sympathetic activation although its physiological interpretation is still controversial; it is thought both sympathetic and parasympathetic contributions can be involved in LF power activity. On the other hand, HF power mainly reflects parasympathetic activity. Under control or resting conditions, parasympathetic activity is the main activity which controls the heart rate and sympathetic activity is very low. In this study, we observed a statistically significant increase in the LF power during kapalbhati as compared to the “pre-values” which signifies sympathetic system activation by the act of kapalbhati. Also, LF/HF power ratio increased drastically during kapalbhati from “pre-values” and remained elevated post-kapalbhati, this shows that kapalbhati practice leads to sustained sympathetic activation and sympatho-vagal balance is disturbed which can be detrimental to heart if maintained for prolonged intervals. Furthermore, a decrease in the HF component was observed both during and immediately post-kapalbhati which suggests sustained inhibition or reduction of the parasympathetic activity to the heart. We propose over-activation of the sympathetic nervous system and withdraw/inhibition of the parasympathetic activity is responsible for the deleterious cardiovascular effects reported due to kapalbhati practice reported in some individuals. 

Heart rate is controlled by various neuronal and hormonal factors. Heart rate is determined by the rate of depolarization of the cardiac pacemaker. Pacemaker tissue is found in the sinoatrial (SA) node, the atrioventricular (AV) node, and the Purkinje tissue of the heart. But, SA node is considered the main pacemaker as it depolarizes faster than other pacemaker tissues and mainly controls the heart rate. SA node cells receive neuronal input from both sympathetic and parasympathetic (vagal) nerve fibers. Parasympathetic input to SA node decreases heart rate whereas sympathetic input increases it. During exercise, sympathetic activation leads to the release of catecholamines mainly epinephrine and norepinephrine from the post-ganglionic sympathetic nerve fibers innervating the heart which act on the SA node cells adrenergic receptors causing cells depolarization leading to increase of the heart rate. Also, norepinephrine is synthesized in the adrenal medulla which upon stimulation during physical, mental or emotional stress is released in the blood. Norepinephrine while in the blood circulation acts on all the body tissues including the heart. Norepinephrine is also released in the blood as a result of spillover (known as norepinephrine spillover) from the post-ganglionic sympathetic nerve fibers. Thus, norepinephrine exerts its sympathetic effect by acting both as a neurotransmitter and a hormone, thereby, increasing the heart rate during exercise. We think during kapalbhati yoga practice physical stress is induced which release norepinephrine both via the sympathetic nervous system to the heart and also from the adrenal medulla in the blood. In the heart, it acts on sinoatrial node (SA node) increasing the heart rate and in the blood stream it cause constriction of most of the blood vessels leading to increase of blood pressure. In the same way, parasympathetic activity to the heart is primarily mediated by post-ganglionic vagal nerve endings. Vagal nerve endings upon stimulation release acetylcholine neurotransmitter which acts on SA node slowing its conduction thus actively modulating vagal tone and slowing/relaxing the heart rate. This is to note that similar to our results an increase in the LF/HF power ratio and a decrease in the HF power has been reported previously immediately before myocardial ischemic attacks in coronary artery disease patients.

The exact mechanism by which doing kapalbhati influences autonomic tone to heart remains a question. It has been proposed earlier that at relatively high respiration rate of 60 min−1, hyperventilation might lead to changes in blood gases or pH which might stimulate central respiratory control. The respiratory and cardiovascular centers are closely associated in the brain stem. Thus, it is very likely that voluntarily changes in respiratory rate like while doing kapalbhati can bring about changes in cardiovascular parameters. As we have observed during kapalbhati there is sympathetic activation which
can increase heart rate and systolic blood pressure thus if it is performed beyond a certain time and at greater frequency can be detrimental to heart. In medical practice, hyperventilation (high frequency breathing such as kapalbhhati) is used as a provocation method for the induction of seizures in suspected epileptic individuals. Thus, hyperventilation procedures are good for health only when performed with proper guidelines and the effect is highly individual-specific. All these factors justify our effort to measure HRV during kapalbhhati, thereby helping in standardization of parameters (frequency, duration) for which if kapalbhhati is done would provide maximum benefit to a particular individual. There are several limitations to our study like it has been done on healthy, young male individuals although kapalbhhati is very popular among obese individuals and also amongst people of all age groups. Thus, this study needs to be repeated in individuals with cardiovascular disorders, obese people and people of all age groups where the results can be very different or even opposite. Furthermore, in this study we have used only HRV analyses as an indicator to study the effect of kapalbhhati on cardiovascular function but there are several other cardiovascular parameters as well like baroreflex sensitivity, continuous blood pressure monitoring which should also be studied during kapalbhhati practice to understand the complex mechanisms of the cardiac autonomic control from the research perspective.
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**Table 2.** Mean ± Standard Error values (n = 20) of heart rate (HR) pre-, during- and post-kapalbhati yoga

| S. No. | Heart Rate pre-Kapalbhati | Heart Rate during-Kapalbhati | Heart Rate post-Kapalbhati |
|--------|---------------------------|-----------------------------|---------------------------|
| 1.     | 62.86                     | 90.32                       | 70.58                     |
| 2.     | 64.28                     | 89.26                       | 60.54                     |
| 3.     | 82.91                     | 90.29                       | 81.91                     |
| 4.     | 76.91                     | 98.02                       | 81.68                     |
| 5.     | 86.26                     | 91.23                       | 75.90                     |
| 6.     | 60.20                     | 83.67                       | 75.64                     |
| 7.     | 64.48                     | 76.69                       | 61.50                     |
| 8.     | 89.45                     | 91.11                       | 81.91                     |
| 9.     | 64.95                     | 90.29                       | 82.77                     |
| 10.    | 80.15                     | 100.14                      | 80.81                     |
| 11.    | 73.54                     | 100.72                      | 76.38                     |
| 12.    | 74.91                     | 96.02                       | 79.68                     |
| 13.    | 72.42                     | 89.32                       | 75.63                     |
| 14.    | 75.95                     | 101.29                      | 80.67                     |
| 15.    | 80.91                     | 99.91                       | 79.68                     |
| 16.    | 70.26                     | 89.02                       | 75.28                     |
| 17.    | 77.50                     | 97.12                       | 83.32                     |
| 18.    | 79.12                     | 90.26                       | 83.15                     |
| 19.    | 69.52                     | 85.62                       | 75.29                     |
| 20.    | 65.71                     | 90.51                       | 68.52                     |
|        | 73.59 ± 1.84              | 92.63 ± 1.62                | 77.00 ± 1.64              |

**Table 3.** Mean ± Standard error values (n = 20) of ECG RR intervals (in seconds) pre-, during- and post-kapalbhati yoga

| S. No. | RR intervals (in seconds) | Pre-kapalbhati | During-kapalbhati | Post-kapalbhati |
|--------|---------------------------|----------------|------------------|----------------|
| 1.     | 0.95                      | 0.63           | 0.87             |
| 2.     | 0.93                      | 0.67           | 1                |
| 3.     | 0.72                      | 0.65           | 0.74             |
| 4.     | 0.78                      | 0.61           | 0.73             |
| 5.     | 0.74                      | 0.67           | 0.8              |
| 6.     | 1                         | 0.75           | 0.84             |
| 7.     | 0.94                      | 0.78           | 0.97             |
| 8.     | 1.16                      | 0.91           | 1.21             |
| 9.     | 0.93                      | 0.66           | 0.87             |
| 10.    | 0.75                      | 0.5            | 0.77             |
| 11.    | 0.90                      | 0.60           | 0.82             |
| 12.    | 0.88                      | 0.62           | 0.96             |
| 13.    | 0.72                      | 0.64           | 0.74             |
| 14.    | 0.75                      | 0.59           | 0.68             |

**Table 4.** Mean ± Standard Error values (n = 20) of pNN50 (%) values pre-, during- and post-kapalbhati yoga

| S. No. | pNN50 (%) Pre-Kapalbhati | During-kapalbhati | Post-kapalbhati |
|--------|--------------------------|------------------|----------------|
| 1.     | 44.3                     | 0                | 36.9           |
| 2.     | 30.6                     | 0                | 31.0           |
| 3.     | 6.2                      | 0                | 11.4           |
| 4.     | 2.7                      | 0                | 2.5            |
| 5.     | 82.3                     | 45.9             | 76.1           |
| 6.     | 84.5                     | 13               | 75.4           |
| 7.     | 29.2                     | 25.7             | 14.3           |
| 8.     | 1.1                      | 0                | 1.1            |
| 9.     | 63.9                     | 4.5              | 46.2           |
| 10.    | 20.5                     | 0                | 30.3           |
| 11.    | 40.5                     | 0                | 31.5           |
| 12.    | 35.3                     | 0                | 34.5           |
| 13.    | 11.2                     | 0                | 15.4           |
| 14.    | 5.7                      | 0                | 7.5            |
| 15.    | 32.53                    | 0                | 30.53          |
| 16.    | 38.21                    | 0                | 30.89          |
| 17.    | 40.82                    | 10               | 35.59          |
| 18.    | 36.53                    | 8.91             | 32.52          |
| 19.    | 37.45                    | 0                | 33.95          |
| 20.    | 29.9                     | 0                | 29.8           |
|        | 33.67 ± 5.23             | 5.40 ± 2.59      | 30.36 ± 4.43   |

**Table 5.** Mean ± Standard Error values (n = 20) of normalized power of low frequency (LF) component of heart rate variability (HRV) pre-, during- and post-kapalbhati yoga

| S. No. | LF pre-Kapalbhati | LF during-Kapalbhati | LF post-Kapalbhati |
|--------|------------------|----------------------|-------------------|
| 1.     | 17.9             | 88.3                 | 63.2              |
| 2.     | 70.3             | 94.5                 | 90.6              |
| 3.     | 36.6             | 48.1                 | 35.8              |
| 4.     | 18.3             | 79.7                 | 74.7              |
| 5.     | 34.2             | 90.6                 | 40.3              |
| 6.     | 48.3             | 86.1                 | 22.6              |
| 7.     | 31.1             | 72.6                 | 59.8              |

**Table 6.** Mean ± Standard Error values (n = 20) of normalized power of low frequency (LF) component of heart rate variability (HRV) pre-, during- and post-kapalbhati yoga

| S. No. | LF pre-Kapalbhati | LF during-Kapalbhati | LF post-Kapalbhati |
|--------|------------------|----------------------|-------------------|
| 1.     | 17.9             | 88.3                 | 63.2              |
| 2.     | 70.3             | 94.5                 | 90.6              |
| 3.     | 36.6             | 48.1                 | 35.8              |
| 4.     | 18.3             | 79.7                 | 74.7              |
| 5.     | 34.2             | 90.6                 | 40.3              |
| 6.     | 48.3             | 86.1                 | 22.6              |
| 7.     | 31.1             | 72.6                 | 59.8              |

DOI: https://doi.org/10.30564/jhp.v2i1.1755
### Table 6. Mean ± Standard Error values (n = 20) of high frequency (HF) power component of heart rate variability pre-, during- and post-kapalbhati yoga

| S. No. | HF pre-Kapalbhati | HF during-Kapalbhati | HF post-kapalbhati |
|--------|-------------------|----------------------|--------------------|
| 1.     | 81.7              | 11.6                 | 36.7               |
| 2.     | 29.7              | 5.5                  | 9.4                |
| 3.     | 62.6              | 51.6                 | 63.5               |
| 4.     | 81.4              | 20.2                 | 25.2               |
| 5.     | 65.7              | 9.4                  | 59.6               |
| 6.     | 51.6              | 13.9                 | 77.3               |
| 7.     | 68.9              | 27.2                 | 40.2               |
| 8.     | 60.5              | 10.9                 | 51.5               |
| 9.     | 79.1              | 36.8                 | 49.3               |
| 10.    | 59.1              | 18.6                 | 53.9               |
| 11.    | 54.49             | 37.87                | 51.21              |
| 12.    | 56.05             | 35.98                | 40.71              |
| 13.    | 15.73             | 5.49                 | 8.71               |
| 14.    | 62.6              | 5.16                 | 43.5               |
| 15.    | 34.38             | 17.5                 | 33.20              |
| 16.    | 35.94             | 16.8                 | 22.2               |
| 17.    | 37.89             | 23.8                 | 36.33              |
| 18.    | 25.00             | 16.41                | 15.23              |
| 19.    | 28.52             | 15.23                | 27.7               |
| 20.    | 81.7              | 11.6                 | 36.7               |

|          | 53.63 ± 4.59      | 19.57 ± 2.80         | 39.15 ± 4.02       |
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ABSTRACT
An overview of about 70-year research efforts in area of mathematical modeling of human physiology is provided. The overview has two goals: (1) to recognize the main advantages and causes of disadvantages or disappointments; (2) to distinguish the most promising approach for creating future models. Until recently, efforts in the modeling of quantitative physiology were concentrated on the solving of three main types of tasks: (1) how to establish the input-output dynamic characteristics of a given isolated organ or isolated anatomical-functional system (AFS); (2) how to create a computer-based simulator of physiological complex systems (PCM) containing many organs and AFSs; and (3) how to create multi-scale models capable of simulating and explaining causalities in organs, AFSs, PCMs, and in the entire organism in terms that will allow using such models for simulating pathological scenarios (the “Physiome” project) too. The critical analysis of the modeling experience and recent physiological concepts convinced us that the platform provided by the paradigm of physiological super-systems (PPS) looks like the most promising platform for further modeling. PPS causally combines activities of specific intracellular mechanisms (self-tunable but of limited capacities) with their extracellular enhancers. The enhancement appears due to the increase of nutrients incomes toward cells affected because of low energy and inadequate chemical composition of cytoplasm. Every enhancer has its activator chemicals released by the affected cells. In fact, PPS, indicating causal relationships between cell-scale and upper-scales (in organs, AFSs, PCMs) physiological activities, is the single platform for future models. They must definitely describe when and how the bottom-to-up information flows do appear and how is the organism-scale adaptation activated against destructive trends in cells.

1. Introduction
In traditional human and animal physiology, mathematical methods for a long time were associated and mainly limited by statistics and regression analysis. However, since the middle of the XX Century, researchers who were initially educated in mathematics, physics, engineering or cybernetics, started to collaborate with biologists, widened the opportunities for analyzing life events and living systems. In particular, the adjoined researchers started to apply their professional knowledge and skills to assist in solving of certain actual problems in human physiology and medicine. Over time, one group of
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these assistants, who would not change their initial specialization, again switched-out to solving other problems not related to biology. Others, on the contrary, began to go so deep into biology, in particular, into physiology, that they began capable to clarify the existent biological concepts or even independently propose new concepts that in turn became the object of mathematical modeling and verifying. In parallel with the increased computers’ power, and with the advent of new computing technologies for visualizing complex dynamic processes of life, these neo-physiologists became independent researchers capable of self-working on the creation of theoretical human physiology. Certainly, concepts concerning mathematical modeling of physiological events, objects, and systems also have been evolved. Currently, there are none human organ or anatomical-functional system (AFS) that’s function is not formally described yet and investigated via computer simulations. Currently, publications on different aspects of these investigations exceed tens of thousands of articles, thousands of dissertations and monographs.

The purpose of this article is not to review all of these publications: it is simply impossible. Readers interested in modeling methods and specifics of concrete models can independently find the necessary information in thematic reviews.

The goals of this short review article are (1) in outlining of the main milestones and approaches to modeling of human physiology, and (2) in highlighting the most promising ways for creating of models that could simulate the human integrative physiology on a basis of main rules evolutionary saved in a community of specialized cells.

2. A Brief Prehistory

The phenomenon of life was of interest not only to thinkers of antiquity and natural philosophers of the seventeenth and eighteenth centuries. In the 1870-s, Claude Bernard suggested the physical-chemical state of the internal liquid environment of the body to be almost constancy. These conjectures were strictly experimentally substantiated by Walter Cannon in 1929 when he formulated his concept of homeostasis [1]. Cannon’s achievements intensified the common interest to life phenomenon. The mathematician Norbert Wiener, who collaborated with the physiologist Arturo Rosenblueth, and not only published a joint article with him on the processes of excitation in the heart muscle [2], but also, using Cannon’s idea of the stabilizing role of negative feedback, he created a new science - cybernetics [3]. Some earlier, the famous physicist, one of the creators of quantum mechanics, Erwin Schrödinger published a book in which he tried to explain life from the point of view of a physicist [4]. Two questions he formulated concerned the basis of life - why biological molecules have to be permanently synthesized and why life needs enormously high energy expenditures. Namely, later by answering these questions, biochemists gave physiologists a new key for explaining the fundamental causalities between energy support and physiology. Now we realize that the emergence of special mechanisms (we call them physiological mechanisms), using the outside energy for the organization of cyclic transformations against natural gradients, had supported the physics and chemistry to origin the life phenomenon.

Although these scientists could not solve all the problems of biology, we should consider them as first modelers of the life phenomena: they have had looked at life from novel perspectives and their ideas and research methodology were further developed in unexpected directions.

3. A Brief History of Human Physiology Modeling Approaches

Cybernetics streamlined both design and the mathematical methods of calculation of stable technical dynamic systems. By the beginning of the 1950-s, the interest of cybernetics-mathematicians in the phenomenon of life received a methodologically new research impulse. Its initiator was Fred Grodins [5-6], for the first time tried to use the methodology of the control theory for a mathematical synthesis of human cardiovascular and respiratory quantitative physiology.

Looking at the history of physiological objects’ and processes’ modeling from a bird’s-eye view, we can distinguish three main phases each with its characteristic signs.

At the initial stage, which started in the middle 50-s and continued up to the 90-s of the XX Century, modelers have seen their main role in formalizing accumulated empirical data. As the data basis mainly concerned physiology of isolated organs (heart, kidneys, liver, and pancreas) or anatomical-functional systems (AFS) like the cardiovascular system (CVS) and the respiratory system (RS), these systems were first formalized [5-15]. The formalization, spirited by the theories of the cybernetics and automatic systems, was aimed to present the functioning of both CVS and RS in cybernetic terms. Internal structural nuances and their likely consequences on the functionality of the original object had not been considered.

The object had been looked like a “black-box” that within the given time interval T (observation time) has its input variables \( X(x_1(t), x_2(t),...,x_n(t)) \), output variables \( Y(y_1(t), y_2(t),...,y_p(t)) \), and internal constants...
\( K(k_1, k_2, ..., k_p) \). In the frame of this formalization, the function \( Z(K, t) \) calculated as:

\[
Z(K, t) = \frac{Y(y_1(t), y_2(t), ..., y_p(t); k_1, k_2, ..., k_p)}{X(x_1(t), x_2(t), ..., x_p(t))}
\]

(1)

is a transfer function of the modeled object. Quantitative investigations of \( Z(K, t) \) for certain test-situations (for variations of \( x_1(t) \), \( x_2(t), ..., x_p(t) \); \( y_1(t) \), \( y_2(t), ..., y_p(t) \); and/or \( k_1, k_2, ..., k_p \)) allowed the modeler to obtain additional calculated data capable to give the physiologist-empiricist additional information about object’s properties.

In the sixteens and seventeens of the XX Century, one of the main physiological problems was a problem how to determine the goal functions of physiological systems (CVS, RS, or others) [15-17]. Moreover, echoes of this problem have not calmed down to this day too [18-22]. In this regard CVS is an illustrative object to demonstrate the novelty of the cybernetic analysis.

CVS provides organism by two variables - cardiac output (CO) and arterial pressure (AP). According to cardiovascular mechanisms, the mean arterial pressure (MAP) better characterizes the hemodynamic laws than AP which is displaying cyclic variations. Therefore, experts often operate with MAP than with AP.

Physiologists discussed whether CO or MAP is the main goal function of CVS. Most experts suggested the homeostasis of MAP, provided by baroreceptor reflexes, to be the main goal function of CVS [18-23]. However, empirical data illustrated many situations in which MAP-level is floating [24-27]. One of actual problem was associated with hypertension [27-30]. According to spread concept, the altered sensitivity of MAP’s control mechanism is an initiator of hypertension thus certain theoretical research was focused on searching of quantitative approaches capable of measuring or calculating this sensitivity.

The cybernetic concept considers CVS to be a dynamic closed system (CS) built of two open systems (OS): an uncontrolled object (UO) and a regulator systems (RS). In fact, OS is the heart and vasculature filled by a summary blood volume and possessing by certain constant parameters. The function of RS is to alter these constants depending on input information came from multiple sensors. In short time intervals, arterial baroreceptors were commonly suggested to be the main sensors thus the arterial baroreflex is considered to be the main RS of MAP [13,16,21,26]. In long-time intervals, RS includes all physiological mechanisms capable of altering the hemodynamics. As the latter also depends upon summary blood volume that is under influences of multiple mechanisms and factors not relating to CVS, this simplified presentation is not to be adequate. Nevertheless, using the cybernetic approach, investigators have calculated the values of gains for both physiological and hypertensive conditions [14-16].

Another approach to clinical use of calculated gains (sensitivity coefficients) was focused on assessing of the baroreflex servo-mechanism via its ability to change UO’s parameters. As the heart rate (\( F(t) \)) is the most easy measurable parameter, the approach can be illustrated using \( F(t) \). It is necessary to have at least two pairs of values of both MAP and heart rate: one - in an initial state of organisms, the second - after application of a standard procedure causing alteration of \( F(t) \). For our convenience, let us denote MAP as \( P_A \). Then \( \Delta P_A = P_{A2} - P_{A1} \) and \( \Delta F = F_2 - F_1 \). The sensitivity of the heart rate to changes of MAP is: \( S_F = \frac{\Delta F}{\Delta P} \). It is not hard to see that this approach requires all other influences on MAP and heart rate to be constant. However, evolution has saved a lot of multi-scale mechanisms simultaneously altering both these variables. Thus within the interval \( F_{\min} \leq F(t) \leq F_{\max} \) real \( F(t) \) should be calculated as:

\[
F(t) = \begin{cases} 
F_{\min}, & \sum_{i=7}^{45} \Delta F_i^{-1}(t) > F_0 - F_{\min} \\
F_{\min} + \Delta F(T) + \sum_{i=7}^{45} \Delta F_i^{-1}(t) - \sum_{i=1}^{45} \Delta F_i^+(t), & F_{\min} < F(t) < F_{\max} \\
F_{\max}, & \sum_{i=7}^{45} \Delta F_i^+(t) + F_0 > F_{\max}
\end{cases}
\]

(2)

where \( F_{\min} \) is the heart rate under normal temperature \( (T) \), biochemical characteristics of blood, and biophysical characteristics of cells of sinus node, \( \Delta F(T) \) is elevation of \( F_{\min} \) with temperature increasing, \( \Delta F_i^+(t) \) are accelerating effects of \( m \) mechanisms and \( \Delta F_i^-(t) \) are decelerating effects of \( n \) mechanisms. Note, that each such mechanism has its power and developmental inertia.

There is a theoretical problem: is each mechanism, influencing HR, specific regulator of CVS or certain mechanisms do not have the necessary and sufficient signs to be considered as the regulator [31-33]. Indeed, the baroreceptor reflexes that have receptor organs, central neurons reacting to the receptor impulses, and sympa-
thetics and vagus nerves for controlling the activity of sinus node pacemakers, form a closed negative feedback nervous-reflector loop. However, a lot of blood chemicals influencing \( \Delta F_i(t) \) or \( \Delta F_j(t) \), have not their own feedback loops. By the way, this note also concerns multiple mechanisms generally activating or suppressing CVS via humoral channels \[^{30}\]. The last factor is one of causes forcing physiologists to think that certain chemical agents like angiotensin, vasopressin, NO, CO2, SO2, despite having real pressor or depressor effects, are sooner sources for the appearing hypertension or hypotonic state than regulators of MAP-level. Real CVS is not an isolated system as it is assumed in the most models of hemodynamics. CVS interacts with multiple organs and AFS. In particular, total blood volume \( (V_b(t)) \), that is the main modifier of both central venous pressure and MAP, only in very little values of the observation time \( \tau \) can be considered to be constant. Modifiers of \( V_b(t) \) are acting via changing the liquid intakes from the digestive system \( (q_{aw}(t)) \), of the diuresis \( (q_d(t)) \), expirations in lungs and skin. So, these effectors obviously do not belong to CVS.

\[
\frac{dV_b}{dt} = q_{aw}(t) - q_d(t) - q_{aw}(t) - q_d(t) - q_{aw}(t) + C_{aw}(t) + C_{aw}(t)
\]

(3)

where \( q_{aw}(t) \) - trans-capillary flows, \( q_d(t) \) - the evaporation with sweat, \( q_{aw}(t) \) - expiratory fumes, \( C_{aw}(t) \) - blood salt concentrations, \( C_{aw}(t) \) - concentrations of blood lipids.

In addition, MAP-level is also under influences of vessels’ rigidity \( (D(t)) \) and unstressed volume \( (U(t)) \). However, neither \( D(t) \) nor \( U(t) \) can be directly measured: at organism-scale, they are still virtual characteristics. Nevertheless, they are important for modeling, especially in models with lumped parameters \[^{7,10,12,36,37}\]. Formally,

\[
D(t) = D0 + \sum_{i=1}^{m1} \Delta D_i(t); \quad U(t) = U0 - \sum_{i=1}^{m1} \Delta D_i(t)
\]

(4)

where \( m1 \) is the number of vascular region, \( D0, U0 \) represent the initial values of \( D(t) \) and \( U(t) \).

The considerations above, formally presented in (2)-(4), are not the exclusive problems arose during use the model-based methods in clinics. As a rule, the function \( Z(K,t) \) for an organ or even for a receptor is non-stationary and has a non-linear form. In case of a multi-fiber aortic nerve, the non-linear impulses-pressure curve looks like S-shaped \[^{38,39}\]. For correct calculations of gains one needs to use complex calculus. The problem is facilitated by the fact that in the field of normal physiological quantities of \( x_1(t) x_2(t),...,x_m(t) \); \( y_1(t) y_2(t),...,y_n(t) \), and \( k_1,k_2,...,k_p \), the non-linearity can be ignored and linear dependencies used. In the simplest case, when \( m = 1 \) instead of the dynamic \( Z(K,t) \) one can use a simple output-input ratio.

Modelers try to approximate empirically obtained nonlinear curves by piecewise linear ones. Though such substitutions often are not incorrect they do not reveal and take into account one important internal cause of the nonlinearity. The matter is that the nonlinearity usually is an effect appearing when one sums a lot of discrete results that are reactions of individual components (receptors, common type cells) forming a population \[^{34}\]. In fact, elements of such populations rarely are absolutely identical. Normally, they have slight structural differences (anisotropies). So, changes in the statistical distributions of elements possessing by the same anisotropy altering the graph form of \( Z(K,t) \). As these ultra-structural alterations are the first signs of pathological trends, the substitution of the dynamic \( Z(K,t) \) by the simple output-input ratio hides these early pathological trends.

In (1), we considered \( k_1,k_2,...,k_p \) to be independent of time. However, this assumption is not correct forever. In some organs (for example, in heart) certain \( k_1,k_2,...,k_p \) are constant in the models that describe static input-output relations and variables if the model does simulate the dynamic events within the cardiac cycle. Thus in the latter case, the myocardium elastance, valves’ resistance are included with approximations of their dynamics \[^{40-41}\].

The cybernetic concept and calculations of the simplified version of the gain also were used during the analysis of more complex RSs like the renal control of MAP through the renin-angiotensin-aldosterone loops (see review \[^{45}\]). However, there is an additional reason to estimate such theoretic models as those that creating incorrect physiological understanding of negative feedbacks. The matter is that cybernetics use a virtual notion known as “set-point”. The cybernetic mechanism stabilizing the value of \( \bar{y}(y_1(t) y_2(t),...,y_n(t) \) despite certain alterations of \( X(x_1(t) x_2(t),...,x_m(t) \) is based on a comparison of the current value of \( \bar{y}(t) \)
with a given value of $Y_0$ (namely, the “set-point”). A difference $\epsilon = Y_0 - Y(t)$ is a signal that goes to the gears forming a correction influence added to the input variable $X(x_1(t), x_2(t), ..., x_m(t))$. However, real neuronal structures providing the “set-point” have not been identified yet. So, reasonable is to state that biological homeostatic mechanisms will have another organizing principle. The reciprocally acting physiological mechanisms are the most likely pretenders of this role [34].

Perhaps, the reasons and examples described above are sufficient to state that already at the first phase of modeling, in several models most organs, instead of the “black-box”, were already transformed into a “gray-box” in which certain physiological rules were already clarified and formalized. Certainly, this widened model’s usability. At the same time, a lot of difficulties and problems appeared. Some of them practically disappeared with the beginning of modeling’s second phase that began due to appearing of powerful personal computers. A little by little, new mathematical methods and software, had provided modelers by high-speed computing and advanced visualization technologies. So, modelers became aware of creating models containing more and more detailed physiological nuances.

During 1980-s and early 1990-s, traditional physiology has essentially modified due to penetrated methods of molecular analysis. Therefore, the advanced versions of models increasingly included descriptions of the molecular basis of certain physiological mechanisms. However, already in the middle of 1990-s, both modelers and potential users met new problems: (1) how to compare simulation results of different versions of the one and the same organ’s model; (2) how to estimate model’s correctness; (3) how long the necessity of new model creation will last, and at last (4) is it possible to unify human physiology models?

The “Physiome” long-term project opened the third phase of modeling and lasting currently was the general answer to these questions.

The “Physiome” Ideology and Research

The “Physiome” project was inspired by the well-known “Genome” project. The International Union of Physiological Sciences (IUPS) launched the Physiome Project at the IUPS World Congress in St Petersburg in 1997 [46]. Apologists of a novel research ideology aimed to bring quantitative bioengineering approaches to the study of anatomy and physiology. Both physiologists and modelers assumed that the model of human physiology must incorporate all scientific data concerning genetic, molecular, intracellular, multicellular events, organs’ functionalities, and at last integrative organism-scale physiology.

It also was declared every model to be strongly verified using empirical data. In the frame of the project, to support it by powerful techniques and technologies, both creation of special software and data centers for an accumulation of both initial biological and simulation data was planned [http://www.iups.org/physiome-project/]. Financial support of the research and developments was organized in the frames of both international “Physiome” projects (http://www.iups.org/physiome-project/; http://physiomeproject.org/about/molecules-to-human-kind; https://www.auckland.ac.nz/en/abi/our-research/research-groupsThemes/physiome-project.html), and national “Physiome” projects (for example, [46-52]; [https://www.physiome.org/; https://www.physiome.org/Links/publications.html; https://www.researchgate.net/publication/312381514_HD_Phyiology_Project-Japanese_efforts_to_promote_multilevel_integrative_systems_biology_and_physiome_research.

Over the past two decades, in the development of models, the ideology of the Physiome has become to be dominant. Many models of particular physiological mechanisms that function on different spatial scales have been created (for example, [53-57]. We cannot provide here for their detailed and comparative analysis. We only note that each such model is a huge work of its creators, which includes not only complex mathematics and simulation technologies, but also a rigorous justification of the assumptions forced to made and the limitations resulting from them. As a rule, most models were created with a direct or remote applied purpose. Some of them are relatively simple, while the model [56], designed to simulate the main effects of a combination of physiological and artificial mechanisms protecting humans against loss of vision or consciousness in conditions of extreme pilotage accelerations, contains more than 2000 differential equations. Since none of the Earth-based physical models is adequate, separate models (for example [57,58]) were developed to test existing hypotheses regarding the processes of the organism’s adaptation to zero-gravity conditions.

To our opinion, at least in the aspect of the multi-scale physiology, the “Physiome” ideology met unsolvable problems. Some of them are discussed below.

4. Discussion

Physiology is a fundamental science that simultaneously is the theory of medicine. However, physiologists already released that their empirical research methods are too
primitive to reveal the real complexity of the human organism. Models developed since the middle 1950s use origin mixed reactions of traditional physiologists. On the one side, they need methodological support. On the other side, mainly because the mathematics and research technologies used by modelers are not comprehensively understood by physiologists, the latter feeling certain distrust in these models and the results. This distrust is also based on the fact that models use a lot of quantitative data that cannot be measured. In contrast, orders (users) of applied models use simulators to have certain presentations, namely about these un-measured living characteristics. Perhaps, this is why applied physiologists ordered the most computer simulators. It seems this reason is right also for the practical medicine needed to improve diagnostic and treat technologies via the creation of personalized computer models of pathologies. Namely, the medical needs forced to support large research projects like the “Physiome” project. However, to our opinion, models of complex physiological mechanisms are still far from this medical ideal. Nevertheless, modeling efforts have to be supported because there is none acceptable alternative to how to reveal these mechanisms.

Only a little part of the models has been analyzed above. The analysis did not concern models of functional systems like the system of thermoregulation and the immune system. Certainly, models of both these systems also exist [for example, (59-62)].

**Concerning the Reasonable Complexity of the Model**

The model cannot take into account all the facts. If one creates a didactic model of certain organ or AFS, he/she are free to reduce the model until it simulates distinguish biological functionalities. Currently, a lot of depositaries accumulated free-usable didactic models of human physiology (https://cahealthcare.com/patient-simulation/pediasim/; https://physiology.kitware.com/; https://biogearsengine.com/; http://hummod.org/; http://simvascular.github.io/; https://simtk.org/projects/opensim/). Creators of other models always are searching for a reasonable compromise between the requirements of empiricists and technological constraints. In this sense, the famous model of circulation’s overall control [65] is an exclusive one both by its enormous complexity and by the attempt to test several concepts and hypotheses concerning general human physiology. Studying this model was obligatory work for each modeler thus we should make several notations here.

First of all, the model was not strongly identified. Critics considered this a sufficient reason not to notice or downplay the model’s merits. But the main author - Arthur Guyton was a very famous and well-recognized physiologist one to suggest that the quantitative relationships used in the model approximately do correspond to reality. It is worth to underlay that the model incorporated 16 organs and AFS influencing the parameters of CVS and determining both central and regional circulation. Many curves and constants reflecting the current state of each modeled unit were tunable. But authors have had not proposed a reasonable algorithm for automatically tuning: they did it in manual mode, based on their experiences. By the way, authors of another complex model [63], looked like the model of Guyton et al [13] model, were also forced to simulate physiological events in the rest condition or under the gradual exercise by altering constants in manual mode.

To our opinion, the model of Guyton et al [13] had one big aim - to make a theoretic analysis of complex physiological events as it is possible. However, such models also met specific problems concerned technologies of simulations. The model incorporated physiological mechanisms of essentially different dynamics. Some events go on within seconds while others, to show essential alterations, need hours or months. Neither mathematical methods nor computers’ power was capable to provide simultaneous modeling. Thus, the authors tried to make partial simulations and then combine their results manually. Despite modern computers exceeding the power of computers of XX Century thousand times, currently, the simultaneously modeling of multi-scale biological transformations is still an actual problem and nowadays.Shim et al [64] have developed a comprehensive cell model that simulates the sequential cellular events from membrane excitation to contraction in the human ventricle. By combining this ventricular cell model with a lumped circulation model, they examined how blood pressure dynamics in the ventricle and aorta are related to the cellular processes. However, to convert cell contraction into ventricular pressure authors have used Laplace’s law, introducing a simple geometric model of a ventricle: one shaped like a thin-walled hemisphere. The time courses of the hemodynamic properties, as well as the volume-pressure trajectory of the left ventricle, were well reproduced. The multi-scale cardiovascular model, which covers from cardiac cells to the circulatory system, simulates the typical characteristics of heart mechanics, such as the pressure-volume relationship, stroke volume and the effect of the increased maximum free calcium concentration on cardiovascular hemodynamics. The variation due to different pacing frequencies for myocyte excitation was also investigated to assess the
effects of heart rate on cardiac cells and the circulatory system.

To model real physiological mechanisms acting on a whole organism-scale, it is necessary to take into account the followings. First of all, the modeler needs a correct conceptual vision of the organs’ interaction. Second, he/she should take into account mechanisms providing the self-adaptiveness of the cell. Third, it also is necessary a conceptual vision of mechanisms-enhancers that are activating when the cell-scale mechanisms are not capable of lonely provide cell survival. This triad duly understood should be transferred into a technology in which the cell-scale events are the primary ones while every next-scales’ mechanisms represent assistant mechanisms evolutionarily being saved because they enhance the cell capability to provide optimal-like metabolism. Namely, these ideas were proposed and argued in recent publications [31-34,65,66].

Even accepting this recommended ideology, the modeler should not ignore the effects of two other fundamental cell-scale facts. The first one concerns the rate of metabolism. Though its mean value is genetically predetermined in each cell type, the metabolic rate is essentially varying in different phases of the cell cycle. In addition, the duration of every phase is not stable but depends upon material incomes. Therefore, special check-point mechanisms control whether products to be synthesized within the current phase are already present. The second effect mostly expressed in exciting cells, appears because of influences that came from other cells. Namely, due to these stimulating or inhibiting influences, both the integrative physiology and behaviors are provided [34]. However, the integrating influences disrupt the normal course of metabolism, cause internal destruction in the target cell. Therefore, special mechanisms, which can be read in more detail in [31-34], activate mechanisms that serve the synthesis of ATP molecules. As many organs take part in obtaining, transforming, and delivering of source materials for the synthesis of ATP in a cell, they all together are considered functionally to be physiological super-systems (PS). Another PS is providing the chemical purity of the cytoplasm.

To realistically model physiological events in multicellular objects (in a cells’ population, in organs built of multiple such populations, as well as in AFS, and PS), the modeler also should take into account dynamic effects caused by internal heterogeneities of cells into the cell population [65].

So, the multi-scale modeling, to be capable of realistically simulating both the normal physiological mechanisms and multiple scenarios leading to the abnormal working of these mechanisms, needs to be based on the recent concept explaining the metabolic and functional integrity of human specialized cells [34].

In the review [69], authors discussing research efforts to the whole-heart modeling. The models seems to be multi-scale are rather describing biophysical than physiological mechanisms. The same is true for the models like [69-71] while models described in [72-74] combine both physiological and biophysical mechanisms. The multi-scale model of the heart, described in [75], illustrates the effects provided by using massively parallel computers. It is undoubtedly that supercomputers opening new opportunities for simulations in physiology.

Clinical models we have not analyzed because they include a lot of nuances specific for each pathology but not principal in the frame of our overview.

It is worth to return to the questions first formulated by Schrödinger in [4] and described above. Three main answers are now known. Tertiary and quaternary macromolecules, which make up most of the biological structures of the cell, are sensitive to thermodynamic and other fluctuations. Therefore, a permanent compensatory synthesis of destroyed molecules takes place in the cell. Fluctuations also affect the throughput of the portal mechanisms of cell membranes, disrupting the resting potential of the cell. Their recovery is possible with the consumption of ATP. In addition to these reasons, in a multicellular organism of animals or humans, the integration of heterogeneous cells during the functioning of organs and systems also contributes to the additional energy expenditure [36]. Thus, it is impossible to correctly model physiological multi-scale processes and phenomena without properly describing the energy dependence of the simulated effects in these models. Since ATP is synthesized from the limited internal resources of carbohydrates and oxygen, in fact, these restrictions significantly modulate both organ and body physiology. So far, only the first attempts have been made to create an integrated model of the physiological megasystem providing the energy balance in each cell of the body [31-34,36]. We believe that this aspect of modeling should be further developed in future models of human physiology and pathophysiology.

5. Conclusion

Mathematical modeling now is a legal method of physiological research. Multiple quantitative models describe functions of human organs, anatomical-functional systems (AFS), and functional systems (FS) under norm and certain pathologies. Most models, operating with both measured data and virtual data or heuristics, give the physiologists-empiricists additional information and help them to better understand intimate mechanisms governing
the living system. As the physiological concepts serve the basis of the models and specialized computer simulators, simulations cannot provide conclusions cardinally differing from the used concept. This is why nether principles or rules organizing and governing the human integrative physiology at rest and/or under behavioral activities have not been clarified yet by simulations. Moreover, even concepts used in most models of organs or AFSs suggest the organ or AFS have its physiological goals and mechanisms for their providing. In fact, at physiological levels of life organization, there is none special goal: it is an illusion born by mechanisms structurally-functionally linked in forms of special negative or positive feed-backs to supply cells by energy and materials in order that makes possible the entire chain to repetitively do biological works. Every mechanism combining reciprocally activating sub-mechanisms damps the extreme oscillations of life variables thus creating the illusion of the local goal. In order to comprehend the principles of such mechanisms at multiple scales, it is necessary to create novel mathematical models (NMM). Cellular self-regulators must be the basis of NMM. As every self-regulator possessing limited power, NMM also must contain models describing conditions for appearing/disappearing of special chemical agents that are penetrating into the blood and activating additional multiple scales, it is necessary to create novel mathematical models (NMM). Cellular self-regulators must be the basis of NMM. As every self-regulator possessing limited power, NMM also must contain models describing conditions for appearing/disappearing of special chemical agents that are penetrating into the blood and activating additional multi-cellular enhancers of intracellular self-regulators. As cells simultaneously fighting for common resources, the entire organism will be modeled as a net of physiological super-systems together supporting cells’ optimal physiology. Only such models could simulate both short-term and long-term adaptive responses of the human organism to internal/external destructive challenges.
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