Native molecule sequencing by nano-ID reveals synthesis and stability of RNA isoforms
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Eukaryotic genes often generate a variety of RNA isoforms that can lead to functionally distinct protein variants. The synthesis and stability of RNA isoforms is poorly characterized because current methods to quantify RNA metabolism use short-read sequencing and cannot detect RNA isoforms. Here we present nanopore sequencing–based isoform dynamics (nano-ID), a method that detects newly synthesized RNA isoforms and monitors isoform metabolism. Nano-ID combines metabolic RNA labeling, long-read nanopore sequencing of native RNA molecules, and machine learning. Nano-ID derives RNA stability estimates and evaluates stability determining factors such as RNA sequence, poly(A)-tail length, secondary structure, translation efficiency, and RNA-binding proteins. Application of nano-ID to the heat shock response in human cells reveals that many RNA isoforms change their stability. Nano-ID also shows that the metabolism of individual RNA isoforms differs strongly from that estimated for the combined RNA signal at a specific gene locus. Nano-ID enables studies of RNA metabolism at the level of single RNA molecules and isoforms in different cell states and conditions.

[Supplemental material is available for this article.]

In metazoan cells, a single gene locus can give rise to a variety of different RNA molecules that are generally referred to as isoforms. These RNA isoforms can differ in their 5′- and 3′-ends that arise from the use of different transcription start sites and polyadenylation sites, respectively (Pelechano et al. 2013; Core et al. 2014; Chen et al. 2016; Turner et al. 2018). In addition, alternative splicing results in RNA isoforms that differ in the composition of their RNA body (Tilgner et al. 2015; Garalde et al. 2018). Different mRNA isoforms can result in functionally different proteins. Vulnerabilities in splicing can lead to nonfunctional protein products. Diseases have been linked to alternative splicing, which can generate aberrant RNA isoforms (Li et al. 2016). Duchenne muscular dystrophy (DMD), for example, can be pinpointed to a single gene encoding the protein dystrophin. The underlying aberrant RNA isoform shows a different splicing pattern and leads to a nonfunctional protein, which disrupts muscular cell integrity (Long et al. 2018). Likewise, the three most common types of breast tumors are linked to exon skipping and intron retention (Eswaran et al. 2013).

RNA isoforms can also differ in their stability. The untranslated region of an RNA molecule, which contains regulatory elements, can differ in length between isoforms and influence stability (Mayr 2017). The length of the poly(A)-tail at the 3′-end of RNA molecules can also vary between isoforms, affecting RNA stability (Houseley and Tollervey 2009; Falcone and Mazzoni 2018) and, in some cases, resulting in disease (Yamaguchi et al. 2018).

Not much is known, however, about the synthesis and stability of single RNA isoforms in cells because the systematic characterization of RNA isoforms and their metabolism is technically difficult. In particular, the detection, quantification, and estimation of the stability of RNA isoforms is essentially impossible with short-read RNA sequencing methods because those reads generally cannot be assigned to RNA isoforms. Also, alternative splicing patterns can be manifold and are difficult to identify using short-read sequencing approaches (Steijger et al. 2013). Finally, although the length of poly(A)-tails of RNAs can be measured on a genome-wide basis (Chang et al. 2014; Subtelny et al. 2014), they cannot currently be obtained at the level of individual RNA isoforms.

The architecture of RNA isoforms has been addressed so far by short-read RNA sequencing approaches such as DARTS (Zhang et al. 2019), VastDB (Tapial et al. 2017), and MPE-seq (Xu et al. 2019) to study alternative splicing or TIF-seq (Pelechano et al. 2013; Chen et al. 2016) to elucidate combinations of paired 5′- and 3′-ends of individual RNAs. More recent approaches include long-read sequencing on the Pacific Biosciences (PacBio) SMRT sequencing platform (Tilgner et al. 2015) or Oxford Nanopore Technologies (ONT) nanopore sequencing platform (Garalde et al. 2018; Clark et al. 2020; Tang et al. 2019). With these methods, however, it is not possible to study the metabolism of individual RNA isoforms as they lack the ability to assign age to single reads.

Methods to measure the synthesis and stability of RNA in a combined manner for entire gene loci are available (Dolken et al. 2008; Miller et al. 2011; Rabani et al. 2011). Transient transcriptome sequencing (TT-seq) is a protocol used to distinguish newly synthesized from pre-existing RNA in human cells (Schwalb et al. 2016). TT-seq involves a brief exposure of cells to the nucleoside analog 4-thiouridine (4SU). 4SU is incorporated into RNA during transcription, and the resulting 32P-labeled RNA can be purified and sequenced to provide a snapshot of immediate transcription activity. RNA synthesis and stability at the level of the combined RNA signal can then be computationally inferred for a given gene locus.

© 2020 Maier et al. This article is distributed exclusively by Cold Spring Harbor Laboratory Press for the first six months after the full-issue publication date (see http://genome.cshlp.org/site/misc/terms.xhtml). After six months, it is available under a Creative Commons License (Attribution-NonCommercial 4.0 International), as described at http://creativecommons.org/licenses/by-nc/4.0/.

1These authors contributed equally to this work.

Corresponding author: bjoern.schwalb@mpibpc.mpg.de

Article published online before print. Article, supplemental material, and publication date are at http://www.genome.org/cgi/doi/10.1101/gr.257857.119. 

1332 Genome Research www.genome.org 30:1332–1344 Published by Cold Spring Harbor Laboratory Press; ISSN 1088-9051/20; www.genome.org
Recent methods to assess RNA stability include SLAM seq (Herzog et al. 2017) and TimeLapse-seq (Schofield et al. 2018). Like TT-seq, SLAM seq and TimeLapse-seq involve an exposure of cells to 4SU for labeling of newly synthesized RNA. A chemical modification of the incorporated 4SU then facilitates the identification of labeled RNA in silico without the need for purification. All of these methods, however, have limitations. First, sequencing reads can usually be assigned to only entire gene loci and not to RNA isoforms and thus only allow for a combined RNA stability assessment. Second, they require template amplification, which can lead to an imbalance in measured sequences and information loss, for example, modified RNA bases (Shendure et al. 2017). Finally, labeled RNA purification (TT-seq) and cDNA library preparation (TT-seq, SLAM seq, and TimeLapse-seq) can also introduce biases, such as cross-contamination with unlabeled RNA and read duplication.

Therefore, monitoring RNA metabolism at the level of RNA isoforms requires a method that can detect individual RNA molecules. Recent advances in long-read nanopore sequencing indeed enable the sequencing of single, full-length RNA molecules (Garalde et al. 2018). Nanopore technology can directly sequence the original native RNA molecule with its modifications, either natural or acquired by metabolic RNA labeling. Moreover, with the availability of the entire RNA and coding sequence (CDS) within a single read, one can unambiguously and directly determine exon usage (Clark et al. 2020). Direct RNA long-read nanopore sequencing also has the potential to detect the position and length of the poly(A)-tail along with each individual isoform.

Here we aim at developing nanopore sequencing–based isoform dynamics (nano-ID), a method that combines metabolic RNA labeling, native RNA long-read nanopore sequencing, machine learning, and computational modeling to fully characterize RNA isoform dynamics.

Results

Experimental design

To monitor the RNA metabolism at the level of single isoforms, we sought to combine metabolic RNA labeling with direct, single-molecule RNA nanopore sequencing (Fig. 1A). By culturing cells in the presence of a nucleoside analog, cells will take up and incorporate the analog in nascent RNA during transcription, making it possible to distinguish newly synthesized RNA isoforms from pre-existing RNA isoforms in silico based on the quantification of analog-containing subpopulations. From this, the synthesis rate and stability of single RNA isoforms can be inferred. To dynamically characterize functional and fully processed RNA species, the library preparation kit offered by Oxford Nanopore Technologies for direct RNA sequencing is specifically optimized for this purpose. A 3’ poly(A)-tail–specific adapter is first ligated to the RNA transcript. This is followed by ligation of a second sequencing adapter equipped with a motor protein to the transcript-specific adapter. The preparation of RNA libraries from biological samples for direct RNA nanopore sequencing is established and can be performed within 2 h (Garalde et al. 2018). However, we faced significant challenges both in finding a suitable nucleoside analog for RNA labeling and in detection of labeled RNA isoforms. Challenges in detection are rooted in a low labeling efficiency, which is known to be limited to ~2%–3%, that is, only two or three out of 100 natural nucleosides are replaced by the analog (Jao and Salic 2008). Furthermore, the nucleoside context, namely, sequences flanking the analog, poses additional difficulties for detection.

5-Ethynyluridine can be detected in RNA by nanopore sequencing

To investigate if nucleoside analogs incorporated into RNA are detectable in the nanopore, we used synthetic RNAs derived from the ERCC RNA spike-in mix (Invitrogen). These synthetic RNAs of approximately 1000 nucleotides (nt) in length were chosen with similar U content (Supplemental Table S3). RNAs were transcribed in vitro either using the standard bases A, U, C, or G as a control or using one of the natural bases exchanged for a nucleoside analog (Fig. 1B; Methods). Subsequently, we subjected these synthetic RNAs to direct RNA nanopore sequencing (Supplemental Fig. S1A,B). We compared the nucleoside analogs 5-Ethynyluridine (5EU), 5-bromouridine (5BrU), 5-iodouridine (5IU), 4sU, and 6-thioguanine (6sG). To this end, we used the base-called and aligned direct RNA sequencing results to calculate how probable the identification would be at the level of single nucleotides. In particular, we assessed how likely a single-nucleoside analog was to cause a mismatch in the reference alignment in comparison to natural U or G (Fig. 1C, Methods).

The thiol-based analogs, 4sU and 6sG, showed lower incorporation efficiencies during in vitro transcription (IVT) and led to substantially shorter reads during nanopore sequencing. The original molecule was putatively full-length, but we observed that these reads did not span the entire molecule (Supplemental Fig. S1A). 5EU and 5BrU could be detected to a similar extent by nanopore sequencing, whereas 5IU was less easily recognized (Fig. 1C,D). Because 5EU has already been established to label endogenous RNAs in mammalian cells without toxic effects (Jao and Salic 2008; Bharmal et al. 2010; Abe et al. 2012), we used 5EU for a more detailed analysis. Approximately 37% of all U positions in 5EU-containing synthetic RNAs cause mismatches above background in reference sequence alignment after base-calling and can thus be discerned from U (Fig. 1E; Supplemental Fig. S1B,E). This observation is also supported by a shift in the electric current associated with 5EU in comparison to natural U (Fig. 1D). Aberrations caused by stretches of RNA containing 5EU are distinguishable from stretches of RNA containing the naturally occurring U in the nanopore (Fig. 1E). Further analysis showed that different 5-mers harboring the nucleoside analog show varying degrees of detectability (the probability of identification ranges from 0 to 0.6) with a tendency of better detectability toward higher U content (Supplemental Fig. S1F). Taken together, 5EU-based RNA labeling is well suited for nanopore sequencing.

Detection and sequencing of newly synthesized RNA isoforms

We next investigated whether it is possible to use metabolic RNA labeling with 5EU in human cells to detect single RNA molecules by nanopore sequencing. Identification probability assessment using the direct RNA nanopore sequencing of the 5EU-containing synthetic RNAs showed that RNAs are recognizable as 5EU-containing with a probability of 0.75 once a minimum length of 500 nt is reached (Supplemental Fig. S1C). This covers the vast majority (93%) of all mature RNAs in the human organism (UCSC RefSeq GRCh38).

We then established direct RNA nanopore sequencing in the human myelogenous leukemia cell line K562. We cultured K562 cells in the presence of 5EU for 60 min (4sU 60 min) in six biological replicates (Methods) (Supplemental Tables S1, S2). The labeling
Figure 1. Nanopore sequencing–based isoform dynamics (nano-ID) combines metabolic RNA labeling with long-read nanopore sequencing of native RNA molecules. (A) Experimental schematic of $^{5}\text{E}$U-labeled RNA isoforms subjected to direct RNA long-read nanopore sequencing. Metabolic labeling of human K562 cells with the nucleoside analog 5-ethynyluridine ($^{5}\text{E}$U) in vivo. Newly synthesized RNA isoforms will incorporate $^{5}\text{E}$U instead of standard uridine (U) residues. Newly synthesized RNA isoforms (labeled) can then be distinguished from pre-existing RNA isoforms (unlabeled) in silico after sequencing the native full-length molecules on an array of nanopores (Garalde et al. 2018). $^{5}\text{E}$U-containing RNA isoforms are computationally traceable and can thus be classified. Identification and quantification of single molecules subsequently enable assessment of exon usage, poly(A)-tail length, and RNA isoform stability. (B) Experimental schematic to derive synthetic RNAs for nucleoside analog benchmark. RNAs were in vitro transcribed: Either the standard bases A, U, C, and G were used as a control, or one of the natural bases was exchanged for a nucleoside analog (shown for $^{5}\text{E}$U). (C) Barplot showing the probability of a single-nucleoside analog to cause a mismatch in the alignment (compared with natural U or G, Methods) of all tested nucleoside analogs ($^{5}\text{E}$U), ($^{5}\text{Br}$U), ($^{5}\text{I}$U), ($^{4}\text{S}$U), ($^{6}\text{S}$G). (D) Box plots showing the electric current readout (averaged per read) of the nanopore in pico-Amperes (pA; y-axis) associated with different nucleoside analogs ($^{5}\text{E}$U, $^{5}\text{Br}$U, $^{5}\text{I}$U, $^{4}\text{S}$U, $^{6}\text{S}$G) in comparison to A, C, G, and U. Black horizontal lines indicate median raw electric current readout associated with G and U nucleosides. (E) Box plots showing the probability of a single-nucleoside analog to cause a mismatch in the alignment (compared with natural U or G, Methods) of all tested nucleoside analogs ($^{5}\text{E}$U), ($^{5}\text{Br}$U), ($^{5}\text{I}$U), ($^{4}\text{S}$U), ($^{6}\text{S}$G) (center position in 5-mer) in comparison to A, C, G, and U. Black horizontal lines indicate median raw electric current readout associated with G and U nucleosides. (E, top) Base miscalls (colored vertical bars) of the standard base-calling algorithm for synthetic RNAs containing $^{5}\text{E}$U instead of U ($^{5}\text{E}$U, 7756 molecules) and synthetic control RNAs (U, 17,149 molecules) in comparison to the original sequence (reference) of an exemplary region on synthetic RNA “Spike-in 8” (Methods) (Supplemental Table S3). (Middle) Synthetic RNA sequences with ($^{5}\text{E}$U) and without $^{5}\text{E}$U. (Bottom) Alignment of the raw signal readout of the nanopore in pico-Amperes (pA) to the reference sequence (nt). Synthetic control RNAs (U, 17,149 molecules) are shown in black. $^{5}\text{E}$U-containing synthetic RNAs are shown in red ($^{5}\text{E}$U, 7756 molecules). Traces represent the average signal of all molecules. $^{5}\text{E}$U-containing synthetic RNAs show a clear deviation from the expected signal level in blue. Blue boxes indicate mean and standard deviation of 5-mers in the nanopore (provided by ONT).
duration was chosen to be in the range of the reported median mRNA half-life in the same cell type (~50 min) (Supplemental Note 1; Supplemental Fig. S3D; Schwalb et al. 2016). For comparison, we created three biological replicates of cells exposed to $^{5}$EULabeling for 24 h ($^{5}$EU 24 h) and three biological replicates of cells that were not labeled (control) (Methods; Supplemental Tables S1, S2). After base-calling, we could map reads to support 13,673 RefSeq annotated transcription units (RefSeq-TUs) (Methods), 8608 of these were supported in all conditions, and 2068 were supported in all samples (Supplemental Tables S1, S2).

All combined samples were then used to perform a full-length alternative RNA isoform analysis by means of the FLAIR algorithm (Methods; Tang et al. 2020). This makes it possible to define instances of unique exon—intron architecture with unique start and end sites in human K562 cells. Raw human direct RNA nanopore reads were corrected with the use of short-read sequencing data (RNA-seq) to increase splice site accuracy (Methods). We were able to detect 41,090 distinct RNA isoforms with an average of three isoforms per gene. Of which, 63% have not been annotated so far compared with RefSeq. This shows that direct RNA nanopore sequencing uncovers individual RNA isoforms in human K562 cells (Fig. 2D) with high reproducibility (Supplemental Fig. S2B, C).

A neural network identifies newly synthesized RNA isoforms

The next step was to derive a computational method that could classify each sequenced RNA molecule into one of two groups, newly synthesized ($^{5}$EU-labeled) or pre-existing (unlabeled) RNA. To this end, the nucleoside analog $^{5}$EUL had to be detected in RNA molecules, allowing the quantification of RNA isoforms generated during the $^{5}$EULabeling pulse. Because of the high error rate of nanopore sequencing, the random nature of nucleoside analog incorporation, and the context dependence of detectability (Supplemental Fig. 1F), a single $^{5}$EU base-call is inappropriate as an indicator. We instead used the raw signal of the entire RNA nanopore read, including the base-calls and the alignment (Supplemental Fig. 1C, D), to discriminate $^{5}$EU-labeled from unlabeled RNAs. This discrimination was implemented as a classifying neural network trained on human K562 direct RNA nanopore sequencing data (Supplemental Tables S1, S2, S5; samples 10–15). We developed a custom multilayered data collection scheme to train a neural network for the classification of human RNA isoforms under the assumption that after $^{5}$EU 24 h $^{5}$EU-labeling (Supplemental Tables S1, S2, samples 13–15) samples exclusively contain labeled reads and that the control samples (Methods; Supplemental Tables S1, S2, samples 10–12) solely contain unlabeled reads (Fig. 2A, B; Methods). Support for this assumption (24 h $^{5}$EU-labeling) is given by the observation that upon 24 h of $^{5}$EU labeling, stable RNA species are strongly labeled as detected by fluorescence read-out (Jao and Salic 2008). Furthermore, human RNA half-life distributions of previous studies (Raban et al. 2011; Schwalb et al. 2016) suggest that there is only a minor fraction of RNA species that lives >24 h. Thus, the majority of RNA molecules in the $^{5}$EU 24 h samples (Supplemental Tables S1, S2, samples 13–15) are putatively $^{5}$EU containing.

We then trained a neural network (Methods) on the $^{5}$EU 24 h versus control samples with an accuracy of 0.87 and a false-discovery rate (FDR) of 0.1 (fivefold cross-validated) (Fig. 2C). To mitigate the risk of overtraining the neural network, we introduced several drop-out layers in the network structure (Methods; Supplemental Table S5). A ROC analysis (1—specificity versus sensitivity) for all reads of the test set showed an area under the curve (AUC) of 0.94. For reads with an alignment length >500 nt and >1000 nt, the AUC improved to 0.95 and 0.96 (Fig. 2C; Supplemental Fig. S2B). Each single layer alone and all possible pairwise combinations were only able to yield an AUC between 0.86 and 0.92 (Supplemental Fig. S3C). All three different layers therefore contain additional unique information for training the neural network and classification of reads (Methods). Given that our carefully designed neural network mitigates the risk of overtraining and that we apply computational measures to validate this, we consider the degree of redundancy between layers harmless. Subsequently, we used the trained neural network to classify reads of the $^{5}$EU 60 min samples into $^{5}$EU-labeled and unlabeled. Taken together, $^{5}$EU-containing RNA isoforms are computationally detectable with high accuracy (Fig. 2C). Thus, we were able to determine for each single RNA molecule with a low FDR if it had been produced during $^{5}$U labeling or before (Fig. 2C).

Nano-ID estimates the stability of RNA isoforms

The ability to distinguish newly synthesized and pre-existing RNA molecules allows us to derive estimates for the stability of RNA isoforms. For each single direct RNA nanopore read, we were able to assign the RNA isoform it represents. Additionally, we were able to assess the stability of RNA for single RNA isoforms by applying a first-order kinetic model (Methods) to derive estimates for RNA isoform—specific synthesis and stability. This can be performed based on the number of reads classified as $^{5}$EU-labeled and unlabeled by the neural network. For a half-life estimate to be considered for further analysis, the corresponding RefSeq-TU had to be supported by at least five reads in each of the six biological replicates ($^{5}$EU 60 min) (Methods; Supplemental Tables S1, S2). Comparison of our half-life estimates with estimates derived from the short-read approach 4xU-seq (Schwalb et al. 2016) yielded only a moderate correlation of 0.25, which is likely owing to technical differences such as the purification step of premature RNAs not present in nano-ID (Supplemental Fig. S3A). Taken together, nano-ID has the capability to infer synthesis rates and stability estimates of individual RNA isoforms in different cell states and conditions and to thus monitor their dynamic metabolism.

Determining factors of RNA isoform stability

To show the strength of nano-ID derived stability estimates, we wanted to know to what extent determining factors such as sequence, poly(A)-tail length (Methods; Supplemental Fig. S3B, nanopolish) (Workman et al. 2019), RNA secondary structure in silico or in vivo (as measured by DMS-seq) (Rouskin et al. 2014), translation efficiency (as measured by Ribo-seq) (Ingolia et al. 2014), and RNA-binding proteins (RBPs, as measured by eCLIP) (Van Nostrand et al. 2020) influence RNA stability on the combined RNA (i.e., RNA that originates from the entire gene loci regardless of isoform assignment, gene level) as well as at the level of RNA isoforms. To address this, we asked whether we can predict if an RNA isoform is stable (above median half-life) or unstable (below median half-life) using a classifying neural network (Fig. 3) compared with the combined RNA (gene level). This analysis suggested that all of these factors are indeed associated with RNA stability. For features such as sequence, RNA secondary structure, and translation, the ability to predict RNA stability improved further at the level of RNA isoforms compared with the combined RNA (gene level). This suggests that these features have stronger variability among different isoforms even if they arise from the
same genomic locus and, thus, molecular environment. In contrast, poly(A)-tail length and RBP association performed better on the combined gene level, suggesting a regulatory nature of these features on the gene level rather than on the RNA level. Taken together, nano-ID-derived RNA stability estimates can be validated by independent methods and, in principle, allow for further studying factors determining RNA stability.

Nano-ID monitors RNA isoform dynamics during heat shock

To show the advantages of nano-ID, we subjected human K562 cells to heat shock (42°C) for 60 min in the presence of $^{38}$U ($^{38}$U 60 min HS) (Fig. 4A). The heat shock response provides a well-established model system (Supplemental Fig. S4; Theodorakis et al. 1989; Sistonen et al. 1992; Mathew et al. 1998; Vihervaara et al. 1998).
We then asked if the RNA isoform synthesis rate is altered by heat shock and observed significant differential RNA isoform synthesis rates for 272 isoforms (fold change >1.25 and \( P \)-value < 0.1). One hundred fifty-four RNA isoforms were significantly up-regulated, whereas 118 were down-regulated (Supplemental Fig. S4B). RNA isoforms that changed their synthesis rate during heat shock were also observed to alter their stability (Fig. 4B,C). In particular, RNA isoforms that were up-regulated in their synthesis during heat shock also showed a lower stability and vice versa, resembling typical stress response behavior (Miller et al. 2011). The destabilization of up-regulated RNA isoforms is likely to ensure their rapid removal toward the end of the stress response.

To show the importance of individual RNA isoform assessment, we first derived estimates for the half-lives of combined RNAs (gene level) regardless of isoform assignment under steady-state conditions (Methods). We found a robust correlation of combined RNA stability with poly(A)-tail length (Spearman’s rank correlation coefficient 0.48) (Fig. 4D). We then asked whether changes in RNA stability would also be reflected in changes in poly(A)-tail length upon heat shock, and this was not the case (Fig. 4D). Following this, we asked if there is differential behavior in RNA stability of individual RNA isoforms genome-wide or if, instead, RNA isoforms generally reflect the changes in RNA stability of the combined RNA from their respective gene loci. To this end, we compared changes in RNA stability estimates of individual RNA isoforms to those from combined RNAs and found that the dynamics of individual RNA isoforms during heat shock varies globally. This indicates that the observed RNA stability fold changes of individual RNA isoforms upon heat shock can differ significantly from RNA stability fold changes of the combined RNA level (gene level) that stems from entire gene loci (Fig. 4E). This analysis includes the uncertainty of individual estimates over replicate measurements and clearly indicates the need for detailed individual RNA isoform assessment as individual RNA isoforms can lead to functionally distinct protein variants. Thus, it is crucial to also study the behavior of individual RNA isoforms and not just an averaged and combined view of the entire gene locus. Taken together, this shows that conclusions made using only combined RNAs can be misleading and that much can be learned at the level of single RNA isoforms by using nano-ID.

**Discussion**

Here we develop nano-ID, a method that can resolve the dynamic metabolism of functional and fully processed RNA isoforms at the level of single native RNA molecules. Nano-ID combines metabolic RNA labeling with native RNA nanopore sequencing to enable RNA isoform identification. In combination with machine learning and computational modeling, nano-ID is able to fully characterize RNA isoform dynamics by means of age assignment and a measurement of the poly(A)-tail length of a single RNA molecule. Nano-ID visualizes changes in RNA isoform synthesis and stability, revealing a so-far-hidden layer of gene regulation. Nano-ID will, in principle, enable further study into the extent to which determining factors such as sequence, poly(A)-tail length, RNA secondary structure, translation efficiency, and RBPs influence RNA stability on the combined gene level as well as at the level of RNA isoforms. Nano-ID thus allows the study of transcriptional regulation in unprecedented detail and can prevent misleading conclusions that would be obtained when only combined RNA from an entire gene locus was examined.
gene locus can be considered, as is the case with cDNA short-read sequencing approaches such as RNA-seq, 4sU-seq, or TT-seq. Nano-ID has many advantages over other sequencing-based transcriptomic strategies because the original native RNA molecule is sequenced. In particular, there is no need for fragmentation of RNA before sequencing. Hence, in the present study, reads can be assigned to RNA isoforms with high confidence, leaving only residual ambiguity. Furthermore, nano-ID does not require template amplification and thus omits copying errors, sequence-dependent biases, and read duplication events. It therefore also prevents the loss of information on epigenetic modifications and artificially introduced RNA base analogs. Taken together, nano-ID overcomes significant drawbacks and limitations of state-of-the-art approaches, allowing study of RNA metabolism at the level of individual RNA isoforms.

Current limitations to nanopore sequencing are a lower throughput and lower accuracy compared with short-read cDNA sequencing approaches. In the specific context of nano-ID, the random nature of nucleoside analog incorporation and the sequence context (5-mer) dependence of nucleoside analog detectability may be limiting as well. Furthermore, we train the neural network with an approach that bears the risk of learning transcriptome-specific characteristics (i.e., human myelogenous leukemia cells) that might prevent immediate applicability to other model organisms. It is, however, possible to retrain the neural network for a different model organism once such data become available. Our neural network is carefully designed to mitigate the risk of overtraining, and we take strict computational measures to validate this.

These drawbacks, however, are outweighed by the novel information obtained about the age of the RNA sequencing substrates. The longer the sequenced molecules are, the less problematic the lack in accuracy in identifying their origin or classifying them into newly synthesized or pre-existing molecules. In the present study, we show that our algorithmic strategies are sufficient to address metabolic rate estimation in a reliable manner for abundant transcripts in human cells. The requirements for reliable RNA stability estimation that we implemented (threshold on the number of reads; Methods) as well as the depth to which we sequenced control and treated samples in biological replicates (Supplemental Tables S1, S2) are sufficient to detect rate changes in a significant manner for highly abundant RNA isoforms (Fig. 4E). Technical improvements in nanopore sequencing and its computational processing will further improve the sequencing depth and the accuracy of individual read sequences and thus the detectability of nucleoside analogs such as 5EU. This will have a direct impact on the robustness of RNA stability estimation at the level of combined RNA as well as RNA isoforms toward larger subpopulations that can be analyzed. Moreover, there are strategies to enrich for subpopulations of RNAs with transcript-specific adapters (ONT), which would allow an in-depth analysis of a certain loci of interest at a much higher sequencing depth.

A future challenge will involve the development of a novel signal-level base-calling algorithm for direct RNA nanopore...
sequencing with an extended base alphabet (A, C, G, U, and $^{5}$EU). This requires a large amount of artificial sequences to train on. These should ideally contain not only cases of non-$^{5}$EU-containing 5-mer instances but also all possible combinations of $^{5}$EU-containing instances, especially those 5-mers carrying both $^{5}$EU and U. Furthermore, increased throughput of the nanopore sequencing platform will further improve the statistical precision of metabolic rate estimation to elucidate low abundance transscripts or transient processes.

Nanopore-based transcriptomic studies will allow us to monitor the formation of transcripts, post-transcriptional processing, export, and translation at the level of single RNA isoforms. Nano-ID is in principle also transferable to single-cell methodologies to catch heterogeneity of the RNA population in any state of the cell. This, however, requires sequencing library preparation with lower input amounts. The use of $^{5}$U is widely established for in vivo applications in the field, such as for fluorescence microscopy. We thus envision that nano-ID is in principle applicable to a large range of organisms, cells, and conditions.

**Methods**

**Labeling and direct RNA nanopore sequencing of synthetic RNAs**

Labeled synthetic RNAs and synthetic control RNAs are derived from selected RNAs of the ERCC RNA spike-in mix (Invitrogen) as previously described (Schwalb et al. 2016). Characteristics of selected RNAs of the ERCC RNA spike-in mix are listed in Supplemental Table S3. Briefly, selected spike-in sequences were cloned into a plC19 cloning vector and verified by Sanger sequencing. For IVT template generation, the plasmid (3 µg) was linearized using an EcoRV-HF (blunt end cut) digestion mix containing 1/20 volume of 0.5 M EDTA. Subsequently, DNA was precipitated by ethanol for 1 h at 37°C, and the reaction was terminated adding 1/20 volume of 0.5 M EDTA. Purified poly(A)-tailed synthetic RNA pools were subjected to direct RNA nanopore sequencing library preparation (SQK-RNA001, Oxford Nanopore Technologies) following the manufacturer's protocol. All libraries were sequenced on a MinION Mk1B (MIN-101B) for 20 h, unless reads sequenced per second stagnated.

**Culturing of human K562 cells**

Human K562 erythroleukemia cells were obtained from DSMZ (ACC-10). K562 cells were cultured antibiotic-free in accordance with the DSMZ cell culture standards in RPMI 1640 medium (Thermo Fisher Scientific) containing 10% heat inactivated fetal bovine serum (FBS; Thermo Fisher Scientific) and 1x GlutaMAX supplement (Thermo Fisher Scientific) at 37°C in a humidified 5% CO2 incubator. Cells used in this study display the phenotypic properties, including morphology and proliferation rate, that have been described in literature. Cells were verified to be free of mycoplasma contamination using a Plasmotest mycoplasma detection kit (InvivoGen). Biological replicates were cultured independently.

$^{5}$U labeling and direct RNA nanopore sequencing of human K562 cells

K562 cells were kept at low passage numbers (fewer than six) and at optimal densities (3 x 10^5-8 x 10^5) during all experimental setups. Per biological replicate, K562 cells were diluted 24 h before the experiment was performed (Supplemental Tables S1, S2). Per $^{5}$U 60 min sample (six replicates), cells were incubated in 5% CO2 for 1 h at 37°C after a final concentration of 500 µM $^{5}$U (Jena Bioscience) was added. Per $^{5}$U 24 h sample (three replicates), cells were incubated in 5% CO2 for 2 h at 37°C. $^{5}$U was added three times during the 24-h incubation, namely, every 8 h (0 h, 8 h, 16 h) at a final concentration of 500 µM. Control samples were not labeled (three replicates). Per $^{5}$U 60 min HS (heat shock) sample (five replicates), cells were incubated for 5 min at 42°C (until cell suspension reached 42°C), and then $^{5}$U was added at a final concentration of 500 µM. Further, heat shock treatments were performed in a water bath (LAUDA, Aqualine AL12) for 1 h at 42°C. Temperature was monitored by thermometer. To avoid transcriptional changes by freshly added growth medium, fresh growth medium was added ~24 h before heat shock treatments (Mahat and Lis 2017). Exactly after the labeling duration, cells were centrifuged at 1500g for 2 min at 37°C. Total RNA was extracted from K562 cells using QIAzol (Qiagen) according to the manufacturer's instructions. Poly(A) RNA was purified from 1 mg of total RNA using the µMACS mRNA isolation kit (Milteny Biotec) following the manufacturer's instructions. The quality of poly(A) RNA selection was assessed using the TapeStation system (Agilent). Poly(A)-selected RNAs were subsequently subjected to direct RNA nanopore sequencing library preparation (SQK-RNA001, Oxford Nanopore Technologies) following the manufacturer's protocol with 1000 ng input. All libraries were sequenced on a MinION Mk1B (MIN-101B) for 48 h, unless reads sequenced per second stagnated.

**RNA-seq**

Two biological replicates of K562 cells were diluted 24 h before the experiment was performed. Per replicate, 3.6 x 10^7 cells in growth medium were labeled at a final concentration of 500 µM 4-thio-uracil (4SU; Sigma-Aldrich) and incubated in 5% CO2 for 5 min at 37°C. Exactly after 5 min of labeling, cells were harvested at 1500g for 2 min at 37°C. Total RNA was extracted from K562 cells using QIAzol according to the manufacturer's instructions.
except for the addition of 150 ng RNA spike-in mix (Schwalb et al. 2016) together with QIAzol. To isolate poly(A) RNA from 75 μg of total RNA, two subsequent rounds of purification by Dynabeads Oligo (dT)25 (Invitrogen) were performed. Purification based on the manufacturer’s instructions was performed twice, using 1 mg of Dynabeads Oligo (dT)25 beads for the first round and 0.5 mg for the second round of purification. The quality of polyadenylated RNA selection was assessed using RNA ScreenTape on a TapeStation (Agilent). Sequencing libraries were prepared using the NuGEN ovation universal RNA-seq kit according to the manufacturer’s instructions. Fragments were amplified by 10 cycles of PCR and sequenced on an Illumina NextSeq 550 in paired-end mode with a 75-bp read length.

Direct RNA nanopore sequencing data preprocessing of synthetic RNAs

Direct RNA nanopore sequencing reads were obtained for each of the samples (Supplemental Tables S1, S2). FAST5 files were base-called using Guppy 3.1.5 (Oxford Nanopore Technologies) with the following parameters: guppy_basecaller -i fast5 -s basecalled -num_callers 1 -cpu_threads_per_caller 12 -c rna_r9.4.1.70bp-s_hac.cfg -r -fast5_out -calib_detect -u_substitution on -q 0. Direct RNA nanopore sequencing reads were mapped with GraphMap 0.5.2 (Sovic et al. 2016) to the synthetic RNA reference sequence with the following parameters: graphmap align --evalue 10^-10. Further data processing was performed using the R/Bioconductor environment. Note that for the IVT of our synthetic RNA pools, 100% of UTP was substituted with 5-ethynyl-UTP (among other analogs). This creates a sequence dissimilarity of >20% in the samples (Supplemental Tables S1, S2). FAST5 files were base-called using Guppy 3.1.5 (Oxford Nanopore Technologies) with the following parameters: guppy_basecaller -i fast5 -s basecalled -num_callers 1 -cpu_threads_per_caller 12 -c rna_p9.4.1.70bp-s_hac.cfg -r -fast5_out -calib_detect -u_substitution on -q 0. Direct RNA nanopore sequencing reads were mapped with GraphMap 0.5.2 (Sovic et al. 2016) to the synthetic RNA reference sequence with the following parameters: graphmap align --evalue 10^-10. Further data processing was performed using the R/Bioconductor environment. Note that for the IVT of our synthetic RNA pools, 100% of UTP was substituted with 5-ethynyl-UTP (among other analogs). This creates a sequence dissimilarity of >20% in the alignment necessary for mapping. Note also that these synthetic RNA pools just serve the purpose of benchmarking nucleosides to be combined with nanopore sequencing. These samples are thus not involved in training and validation of the neural network.

Direct RNA nanopore sequencing data preprocessing of human K562 cells

Direct RNA nanopore sequencing reads were obtained for each of the samples (Supplemental Tables S1, S2). FAST5 files were base-called using Guppy 3.1.5 (Oxford Nanopore Technologies) with the following parameters: guppy_basecaller -i fast5 -s basecalled -num_callers 1 -cpu_threads_per_caller 12 -c rna_p9.4.1.70bp-s_hac.cfg -r -fast5_out -calib_detect -u_substitution on -q 0. Direct RNA nanopore sequencing reads were mapped with miniMAP2 2.10 (Li 2018) to the GRCh38/hg38 genome assembly (Human Genome Reference Consortium) with the following parameters: minimap2 -ax splice-k14 -secondary=n. SAMtools 1.3.1 (Li et al. 2009) was used to quality filter SAM files, whereby alignments with MAPQ smaller than 20 (-q 20) were skipped. Further data processing was performed using the R/Bioconductor environment (v3.3.3; R Core Team 2017) and Python (see Software availability).

Probability of 55U-labeled RNA isoform identification based on synthetic RNAs

The following parameters were collected on the direct RNA nanopore sequencing data of synthetic RNAs and used to calculate the probability of identification of a 55U-labeled RNA isoform as labeled. Detectability $d$ is the number of 55U caused mismatches in the 55U-labeled sample. Background $b$ is the number of U caused mismatches in the unlabeled control sample. Given these parameters, the probability of identification $p$ can be calculated as the probability of a U-based mismatch being caused by a 55U in the transcript as

$$p = 0.25 \times 0.028(1 - b),$$

with 0.25 as the empirical probability of U content, and labeling efficiency of 0.028 as the empirical probability of a U being replaced by a 55U in the labeling process (Jiao and Salic 2008). This then allows to calculate the probability of labeled RNA identification $p_{RNA}$ as

$$p_{RNA} = 1 - (1 - p)^{bases},$$

the probability that an RNA contains at least one detectable 55U.

Definition of transcription units based on the UCSC RefSeq genome assembly GRCh38 (RefSeq-TLUs)

For each annotated gene, transcription units were defined as the interval from the first start site to the last poly(A)-site of all existing inherent transcript isoforms (UCSC RefSeq GRCh38). It thus defines the area of transcription of the entire gene locus. Transcription units were considered expressed with a minimum of two nanopore reads assigned in each 55U 60 min sample.

Definition of isoform-independent exonic regions (constitutive exons)

Isoform-independent exonic regions were determined using a model for constitutive exons based on UCSC RefSeq annotation (GRCh38). It defines the set of consecutive exonic bases (i.e., portion of or entire exon) that belong to each isoform of the gene (Bullard et al. 2010).

Isoform determination and quantification for human K562 cells

The full-length alternative isoform analysis of RNA (FLAIR) algorithm (Tang et al. 2020) was used following the developer’s instructions for the correction and isoform definition of raw human K562 direct RNA nanopore reads. Corrected and collapsed isoforms were obtained by adding short-read data (RNA-seq) to help increase splice site accuracy of the nanopore reads (https://github.com/BrooksLabUCSC/FLAIR). First, “flair align” was used to align all reads to the GRCh38/hg38 genome assembly (Human Genome Reference Consortium) using minimap2 2.10 (Li 2018) and SAMtools 1.3.1 (Li et al. 2009) with the following parameters: align -m ./minimap2 -sam ./SAMtools -c chromsizes.tsv -n -p. Second, “flair correct” was used to correct misaligned splice sites using genome annotation (UCSC RefSeq GRCh38) and short-read splice junctions (SJ.out.tab, extracted from assay 21 and 22 in Supplemental Table S1 via STAR 2.3.0; Dobin and Gingeras 2015) with the following parameters: flair_correct -i RefSeq.gtf -c chromsizes.tsv -j SJ.out.tab -n. Third, “flair collapse” was used to define high-confidence isoforms from corrected reads using minimap2 2.10 (Li 2018) and SAMtools 1.3.1 (Li et al. 2009) with the following parameters: flairCollapse -i RefSeq.gtf -m ./minimap2 -sam ./SAMtools. For nanopore read to isoform assignment and quantification of isoforms, reads were mapped with minimap2 2.10 (Li 2018) to the resulting high-confidence isoforms generated with flair collapse using the following parameters: minimap2 -ax splice-k14 -secondary=n. Further data processing was performed using the R/Bioconductor environment and Python (see Software availability).

Differential expression analysis

Differential expression analysis was performed using the R/Bioconductor package DESeq2 (Love et al. 2014). Isoforms with a fold change of at least 1.25 and a $p$-value lower than 0.05 were
considered differentially induced or repressed dependent on the observed direction.

Parameter collection for neural network training and classification

For each read in each human K562 sample (35U 60 min, control, 35U 24 h, and 35U 60 min HS), we obtained approximately 4700 parameters from three different layers: The raw signal layer consisting of electric current readout in [pA], the base-calls layer consisting of trace and move values (base-caller confidence and movement of substrate through the nanopore), and the alignment layer consisting of mismatch and indel properties derived from the reference sequence alignment. All three layers are described in more detail in the following.

Raw signal layer

Raw signal values are assigned to the (base-called) read sequence by means of the "move," "stride," and "num_events" values supplied by the base-caller. In brief, the raw electric current values are divided into "num_events" intervals with a length given by the "stride" parameter. Subsequently, the "move" parameter is used to combine intervals belonging to the same 5-mer. This enables to assign mean raw signal values to 5-mers (see Software availability). The raw signal layer consists of 2048 parameters in total. This entails raw electric current signal averaged for each possible 5-mer of nucleotides as well as the raw electric current signal averaged for each possible 3-mer centered in a 5-mer. The latter parameters were collected for U-containing and non-U-containing instances. In addition to that, raw electric current signal was gathered for 5-mers with all possible nucleotides in their center position also for U-containing and non-U-containing instances, as well as 5-mers exclusively leading or lagging U content. All collected raw signal parameters were standardized on all non-U-containing instances given the mean values of the pore model (mean electric current signal of 5-mers in the nanopore) provided by Oxford Nanopore Technologies. In brief, the raw signal is calibrated by means of a standardization that calibrates the entire signal to a unified signal level and magnitude (ONT pore model), but only considering raw signal assigned to non-U-containing 5-mers for the calculation of the standardization parameters. This approach unifies the raw signal on all non-U-containing 5-mers but keeps the relative signal changes on U-containing 5-mers unaltered. Note that it is necessary to calibrate global differences in the electric current readout between different reads. These global differences are likely owned to fluctuations in the voltage applied and different sensitivities of individual nanopores. Given the incompleteness of 5-mers (especially non-U-containing) in typical reads, we implemented the strategy of looking at the centered 3-mer contained in a 5-mer. Given that the centered 3-mer contained in a 5-mer is more influential on the electric current readout of the nanopore (Supplemental Fig. S3E), it makes the necessary standardization more robust.

The base-calls layer

The trace values (flip- and flop-bases) supplied by the base-caller (confidence in its output at each position of the signal considered) are assigned to the (base-called) read sequence and can thus be differentiated among different types of nucleotides. The base-calls layer consists of 2330 parameters derived from the trace table summarized for instances showing translocation and those that did not ("move" parameter) as mean, median, and centiles for all flip- and flop-bases and all different possible nucleotides in the called sequence. Note that although base-calls are performed on the raw signal, base identification adds on additional information that is not contained in the raw signal layer (please see Supplemental Fig. S3C). The base-call layer consists of information produced by the flip-flop algorithm, which informs on confidence and alternatives of the called bases in the sequence. In some cases, for example, the base-caller will call an instance of 35U as a native uridine. In such a case however, it will do so with a much lower probability. The base-call layer also contains the number of moves of the measured RNA molecule through the nanopore. This is largely determined by the motor protein and will likely be influenced by instances of 35U in the measured molecule.

The alignment layer

The alignment is additional information that is added to the other two previously described layers of raw signal and base-calls, given that it informs on inserts, deletions, and homopolymer length with respect to the reference sequence (please see Supplemental Fig. S3C). The alignment layer consists of 147 parameters, including the length of the reads, nucleotide occurrences, number of nucleotide transitions (mismatch statistics, please also see Supplemental Fig. S1E), number of inserts, and deletions on a single-nucleotide basis, as well as on a 5-mer basis for U-containing and non-U-containing instances. Note that the model thus incorporates background frequencies of sequencing errors for the definitive classification of molecules into newly synthesized and pre-existing based on each entire read. In other words, reads with low sequencing quality are allowed to have more miscalls before they are classified as newly synthesized. For more detailed information on parameter collection, please see R code (see Software availability).

Neural network training, validation, and classification of human RNA isoforms into 35U-labeled and unlabeled

Neural network was trained on the 35U 24 h (Supplemental Tables S1, S2, samples 13–15) versus control (Supplemental Tables S1, S2, samples 10–12) sample parameters under the assumption that the 35U 24 h sample solely contains labeled reads and the fact that the control sample solely contains unlabeled reads. Human RNA half-life distributions of previous studies (Rabani et al. 2011; Schwabl et al. 2016) suggest that there is only a minor fraction of RNA species that live >24 h. Thus, the majority of RNA molecules in the 35U 24 h samples (Supplemental Tables S1, S2, samples 13–15) are putatively 35U-containing. Further, 24 h of labeling with 35U has been shown to strongly label stable RNA species (Jao and Salic 2008). The trained neural network consists of eight dense layers with decreasing output shape (dense; units = 512, 265, 128, 64, 32, 16, 8, and 1; activation = “relu” and “sigmoid”; see below) with preceding batch normalization layers. Seven dropout layers (with 25% dropout) in between regularize the attempted classification. Training was conducted on 294,467 reads; validation was performed on 126,130 reads in 40 epochs with the R interface to Keras on a TensorFlow backend (https://github.com/rtstudio/keras). For more detailed information on neural network design, please also see Supplemental Table S5 and the R code (see Software availability).

The neural network was fivefold cross-validated with an accuracy of 0.87 and a FDR of 0.1 and was used to classify reads of the 35U 60 min (Supplemental Tables S1, S2, samples 4–9) and 35U 60 min heat shock (Supplemental Tables S1, S2, samples 16–20) samples into 35U-labeled and unlabeled. A ROC analysis (1–specificity vs. sensitivity) for all reads of the test set showed an AUC of 0.94. For reads with an alignment length >500 nt and >1000 nt, the AUC improved to 0.95 and 0.96. This suggests a small potential length bias. This is, however, uncritical to RNA stability assessment,
especially on the RNA isoform level, as non-full-length reads are not considered. Note that different network architectures, such as additional dense layers, batch normalization, and dropout percentage, did not change the performance of the classification. The accuracy of the neural network is likely delimited by the lower accuracy of the direct RNA platform rather than the number of reads in the training set. This will very likely improve in the future owing to technical improvements driven by ONT. Note that the implemented multilayered data collection scheme (raw signal, basecalls, and alignment) might cause a high level of redundancy of the underlying data/information. Our neural network, however, is carefully designed, and we take a lot of computational measures to validate this (fivefold cross-validation) and thereby mitigate the risk of overtraining.

Polyl(A)-tail length determination

Polyl(A)-tail length estimates were calculated with Nanopolish’s polyl(A)-tail feature (nanopolish polyA) (Workman et al. 2019) according to the developers’ instructions (http://gensoft.pasteur.fr/docs/nanopolish/0.11.1/quickstart_polyA.html).

RNA stability (degradation rate \( \lambda_q \) half-life \( h_{lj} \) and synthesis rate \( \mu_j \) estimation of human RNA isoforms

Each neural network classified direct RNA nanopore sequencing read of the \(^{5}\)EUT 60 min and \(^{5}\)EUL 60 min heat shock samples was assigned to a FLAIR-defined human isoform (or RefSeq-TU) either as \(^{5}\)EUT-labeled \( L_q \) and unlabeled \( T_q - L_q \). The resulting counts were subsequently converted into synthesis rates \( \mu_j \) and degradation rates \( \lambda_q \) for isoform \( i \) in sample \( j \) assuming first-order kinetics as previously described (Miller et al. 2011) using the following equations:

\[
\lambda_q = -\alpha_i - \frac{1}{t} \times \log(1 - L_q/T_q) \\
\mu_j = T_q(\alpha_i + \lambda_q),
\]

where \( t \) is the labeling duration in minutes, and \( \alpha \) is the growth rate (dilution rate, i.e., the reduction of concentration owing to the increase of cell volume during growth) defined as

\[
\alpha_i = \frac{\log(2)}{CCL_j} 
\]

with cell cycle length \( CCL_j \) [min]. The half-life \( h_{lj} \) for isoform \( i \) in sample \( j \) can thus be calculated as

\[
h_{lj} = \frac{\log(2)}{\lambda_q}
\]

in minutes [min].

Determining factors of RNA isoform stability

For all features, for example, sequence, polyl(A)-tail length, RNA secondary structure, translation (Ribo-seq) (Ingolia et al. 2014), and RBP peak occupancy (eCLIP) (Van Nostrand et al. 2020), a classifying neural network was trained to distinguish stable (above median half-life) and unstable (below median half-life) RNA (combined gene level) and RNA isoforms. For each feature, the area under the ROC curve was calculated as a predictor. Only expressed transcription units (see above) were used for gene level predictions. For isoform level predictions, only isoforms were used, which were overlapping with expressed transcription units. Quantification or sequence assessment was either performed on entire isoforms (isoform level) or on constitutive exons (see above) for the gene level.

Sequence

For each RNA isoform (or constitutive exon) not exceeding 5000 nt, the underlying sequence was split into all possible consecutive \( k \)-mers \( (k = 1, \ldots, 9) \), overlapping by \( k-1 \). For each \( k \), a neural network was constructed containing an embedding layer (with input_dimension = \( 5^k + 1 \), output_dimension = 16), a global average pooling layer (1d), and a fully connected layer (dense, units = 16, activation = “relu”). All layers were subsequently merged into a final dense layer with sigmoid activation. The neural network was trained against a binary classification of the respective half-life into stable (above median) and unstable (below median) isoforms. Note that embedding layers possess the ability to account for position of a \( k \)-mer.

Polyl(A)-tail length: data (see above)

A neural network was constructed containing a batch normalization, followed by three fully connected layers (dense, units = 64, 8 and 1, activation = “relu,” “relu,” and “sigmoid”). Additional batch normalization and dropout (25%) layers were placed between the fully connected layer. The neural network was trained against a binary classification of the respective half-life into stable (above median) and unstable (below median) isoforms.

RNA secondary structure: in silico

For each isoform (or constitutive exon), the mean minimum free energy was calculated from subsequent minimum free energy estimates of 13-bp RNA sequence fragments tiling the entire length of the respective feature using RNAfold from the ViennaRNA package (Lorenz et al. 2011). Minimum free energy estimates were aggregated as mean, min, and centiles. In addition, the minimum free energy was calculated on the entire sequence. The neural network was constructed and trained as for polyl(A)-tail length.

In vivo

For each isoform (or constitutive exon), the DMS-seq (Rouskin et al. 2014) coverage was calculated using the processed files of following samples: 300DMS, 400DMS, vitro, and denatured. The neural network was constructed and trained as for polyl(A)-tail length.

Translation

For each isoform (or constitutive exon), the Ribo-seq (Ingolia et al. 2014) coverage was calculated using the following samples: GFPshCtrl and GFP0d (K562). Reads were mapped with STAR 2.3.0 (Dobin and Gingeras 2015) to the hg38 (GRCh38) genome assembly. Additional features 2.3.1 (Li et al. 2009) was used to quality filter SAM files, whereby alignments with MAPQ smaller than seven (-q 7) were skipped and only proper pairs (-2) were selected. The neural network was constructed and trained as for polyl(A)-tail length.

RBPs

For each isoform (or constitutive exon), the RBP peak occupancy (eCLIP) (Van Nostrand et al. 2020) was calculated using the processed files of all available K562 samples. The neural network was constructed and trained as for polyl(A)-tail length.

RNA-seq data preprocessing and antisense bias correction

Paired-end 75-base reads with additional six-base reads of barcodes were obtained for each of the samples (Supplemental Table S1). Reads were demultiplexed and mapped with STAR 2.3.0 (Dobin and Gingeras 2015) to the hg38 (GRCh38) genome assembly
The real number of read counts or coverage ratios were calculated for each sample introduced by the reverse transcription reaction. Antisense bias ratios were calculated for each sample $j$ according to

$$c_j = \text{median}_i \left( \frac{\text{antisense}}{\text{sense}} \right)$$

for all available spike-ins $i$. Read counts ($k_i$) for spike-ins were calculated using HTSeq (Anders et al. 2015). The number of transcribed bases ($b_i$) for all samples was calculated as the sum of the coverage of evident (sequenced) fragment parts (read pairs only) for all fragments in addition to the sum of the coverage of non-evident fragment parts for fragments with an inner mate interval not entirely overlapping a RefSeq annotated intron (UCSC RefSeq GRCh38). The number of transcribed bases ($b_i$) or read counts ($k_i$) for all features (RefSeq-TUs) were corrected for antisense bias $c_j$ as follows using the parameter calculated as described above. The real number of read counts or coverage $s_j$ for transcribed unit $i$ in sample $j$ was calculated as

$$s_j = \frac{S_j - c_j A_j}{1 - c_j^2}$$

where $S_j$ and $A_j$ are the observed numbers of read counts or coverage on the sense and antisense strand. RPks were calculated upon antisense bias corrected read counts ($k_i$) falling into the region of a RefSeq-TU divided by its length in kilobases. Coverages were calculated upon antisense bias-corrected number of transcribed bases ($b_i$) falling into the region of a RefSeq-TU divided by its length in bases.

Software availability

All information and detailed description regarding data collection and the open source and custom code used in this study is explained in detail in the Methods section, and an additional conceptual description of the data collection scheme and neural network design is provided in Figure 2A and Supplementary Table S5. Custom R and Python code was used to analyze the data and has been deposited in a GitHub repository (https://github.com/birdumbrella/nano-ID) and as Supplementary Code. R add-on software packages used in custom R code are listed and cited in the respective parts of the Methods section.

Data access

All raw and processed sequencing data generated in this study have been submitted to the NCBI Gene Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/geo/) under accession number GSE127890 and to the Göttingen Research Online Data Archive (GRO) under the DOI https://doi.org/10.25625/XNSXV6. GEO contains *.fastq and *.bw files; GRO contains base-called *.fast5 files. Modified *.bam files for the 35U 60 min and 35U 60 min heat shock samples contain an additional tag “YC” to highlight 35U-labeled reads in Integrative Genomics Viewer (IGV; human hg38), as well as the poly(A)-tail length estimate per read as elongated alignment, and are available at https://www3.mpibpc.mpg.de/downloads/cramer/illuminatON/ or as a UCSC Genome Browser Track Hub at https://www3.mpibpc.mpg.de/downloads/cramer/nano-ID/. If reads are not highlighted in two different colors (red and gray for labeled and unlabeled, respectively), right click on the display to open the “configure SEU 60 min combined” tab. Under “additional coloring modes,” you can activate the field “use R,G,B colors specified in user-defined tag” and enter “YC” in the adjacent box. After application, the reads should be colored accordingly.
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