Non-perturbative determination of the $\Lambda$-parameter in the pure SU(3) gauge theory from the twisted gradient flow coupling
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Abstract: We evaluate the $\Lambda$-parameter in the $\overline{\text{MS}}$ scheme for the pure SU(3) gauge theory with the twisted gradient flow (TGF) method. A running coupling constant $g_{\text{TGF}}^2(1/L)$ is defined in a finite volume box with size of $L^4$ with the twisted boundary condition. This defines the TGF scheme. Using the step scaling method for the TGF coupling with lattice simulations, we can evaluate the $\Lambda$-parameter non-perturbatively in the TGF scheme. In this paper we determine the dimensionless ratios, $\Lambda_{\text{TGF}}/\sqrt{\sigma}$ and $r_0\Lambda_{\text{TGF}}$ together with the $\Lambda$-parameter ratio $\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}$ on the lattices numerically. Combined with the known ratio $\Lambda_{\overline{\text{MS}}}/\Lambda_{\text{SF}}$, we obtain $\Lambda_{\overline{\text{MS}}}/\sqrt{\sigma} = 0.517(10)(^{+8}_{-7})$ and $r_0\Lambda_{\overline{\text{MS}}} = 0.593(12)(^{+12}_{-9})$, where the first error is statistical one and the second is our estimate of systematic uncertainty.
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1 Introduction

The Λ-parameter is a fundamental quantity in asymptotically free gauge theories and plays the role to set the scale of the theory. Λ characterizes the low energy non-perturbative physics and its determination is one of the most important tasks in lattice gauge theory. In the pure Yang-Mills theory, Λ is the only free parameter of the theory and is determined from the coupling constant. Its value depends on the renormalization scheme. In the \( \overline{\text{MS}} \) scheme, for example, it is defined by

\[
\Lambda_{\overline{\text{MS}}} = \mu \left( b_0 g_{\overline{\text{MS}}}^2(\mu) \right)^{-\frac{b_1}{2b_0}} \exp \left[ -\frac{1}{2b_0 g_{\overline{\text{MS}}}^2(\mu)} \right] \exp \left[ -\int_0^{g_{\overline{\text{MS}}}^2(\mu)} d\xi \left( \frac{1}{\beta(\xi)} + \frac{1}{b_0 \xi^3} - \frac{b_1}{b_0^2 \xi} \right) \right],
\]

where \( g_{\overline{\text{MS}}}^2(\mu) \) is the \( \overline{\text{MS}} \) coupling renormalized at the renormalization scale \( \mu \), and \( \beta(\xi) \) is the beta function in the \( \overline{\text{MS}} \) scheme. \( b_0 \) and \( b_1 \) are the first two coefficients of the perturbative beta function, \( b_0 = \frac{11}{3} \frac{N_C}{16\pi^2} \) and \( b_1 = \frac{34}{3} \left( \frac{N_C}{16\pi^2} \right)^2 \), for the pure SU(\( N_C \)) gauge theory. Since the \( \overline{\text{MS}} \) scheme is only defined perturbatively, the non-perturbative estimate of \( \Lambda_{\overline{\text{MS}}} \) thoroughly within the \( \overline{\text{MS}} \) scheme is impossible. Therefore we usually convert a Λ-parameter determined with a non-perturbative scheme to \( \Lambda_{\overline{\text{MS}}} \) through the perturbative relation.
On the lattice, the Λ-parameter can be defined by

\[
\Lambda_{\text{Lat}} = \frac{1}{a} (b_0 g_{\text{Lat}}^2 (1/a))^{-\frac{b_1}{2b_2}} \exp \left[ -\frac{1}{2b_0 g_{\text{Lat}}^2 (1/a)} \right] \times \exp \left[ \int_0^{g_{\text{Lat}} (1/a)} d\xi \left( \frac{1}{\beta(\xi)} + \frac{1}{b_0 \xi^3} - \frac{b_1}{b_2 \xi} \right) \right],
\]

(1.2)

with the lattice spacing \(a\). The bare coupling \(g_0\) can be related to the lattice spacing \(a\) non-perturbatively and be used as \(g_{\text{Lat}} (1/a) = g_0\) in eq. (1.2). This defines a lattice scheme. It is, however, well known that the scaling is largely violated for the range of \(g_0^2\) accessible with the presently available computational power. In the early stage of the lattice studies, it was common to use an improved coupling such as \(g_E^2 = \frac{8N_C}{N_A^2-1} (1 - u_p)\) or \(g_A^2 = \frac{g_0^2}{u_p}\) with \(u_p\) the observed plaquette value [1, 2]. They exhibit a better scaling property, nonetheless there are only intuitive arguments of “tad-pole improvement” to explain why they work.

Great progresses for evaluating non-perturbatively running coupling constants have been made with the discovery of the step scaling method [3], where the renormalization scale is introduced by the physical box-size of the target system. In this method, one can calculate the running coupling in a wide range of the scale covering both the hadronic scale, where we make the non-perturbative calculation of physical quantities with lattice techniques, and the high energy scale, where we can estimate the Λ-parameter neglecting higher order corrections. The most successful non-perturbative scheme for the running coupling constant in QCD is the Schrödinger functional (SF) scheme [4–9], in which a specific Dirichlet boundary condition is imposed on the temporal direction of the box. The advantages of the SF scheme are that it is regularization independent and can be defined non-perturbatively. In addition, the calculation of the Λ-parameter ratio \(\Lambda_{\text{MS}}/\Lambda_{\text{SF}}\) has been done in ref. [10] perturbatively. The disadvantage of the SF scheme, on the other hand, is that it becomes difficult to calculate the coupling at larger physical box sizes (i.e. low energy renormalization scale) due to the appearance of exceptional configurations and the noisy behavior which result the large statistical error [6].

Several other schemes are also available to define the running coupling with the step scaling method. The gradient flow scheme is one of the applications of the gradient flow method, in which the gauge field is smeared with the so-called flow equation and the smeared gauge field has a nice perturbative property on the renormalizability [11–13]. In ref. [14], a renormalized coupling via the gradient flow in a finite size box with the periodic boundary condition has been introduced. However, \(\Lambda_{\text{MS}}\) cannot be extracted from the coupling, since the coupling has a non-analytic expansion in \(\alpha_{\text{MS}}\) due to the zero-mode of the gauge field in the periodic boundary condition. To avoid the zero-mode problem, the twisted boundary condition has been introduced by Ramos [15]. The renormalized coupling defined in a finite box with the twisted boundary condition (the TGF scheme) has the normal one-loop relation to the \(\overline{\text{MS}}\) scheme and is regularization independent. The running can be traced via the step scaling method on the lattice. The TGF running coupling for the pure SU(2) Yang-Mills theory has been evaluated using the step scaling method [15] and extended to two-color many flavor dynamical simulations [16]. The gradient flow coupling
with the Schrödinger functional boundary condition is another scheme avoiding the zero-mode problem and has been investigated in refs. [17–19] for the SU(3) gauge theories.

We extend Ramos’s work [15] to the pure SU(3) Yang-Mills theory. In addition to this, we extract the Λ-parameter in the TGF scheme and convert it to the $\overline{\text{MS}}$ scheme. The ratio $\Lambda_{\overline{\text{MS}}/\Lambda_{\text{TGF}}}$, which is usually evaluated using the perturbation theory, is not yet available at this time (but there is an ongoing study [20]). Since we already know $\Lambda_{\overline{\text{MS}}/\Lambda_{\text{SF}}}$ [10], actually what we have to estimate is the ratio $\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}$. Therefore we estimate $\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}$ for the pure SU(3) gauge theory numerically with lattice simulations in this study. It should be noted that the analysis made in this paper is applicable to the gauge theories with dynamical fermions provided that the fermion representations and contents are compatible with the twisted boundary condition. This study is the first attempt to apply the TGF method for evaluating the Λ-parameter in the SU(3) gauge theories from the beginning to the end.

In this study we estimate $\Lambda_{\overline{\text{MS}}}$ in terms of physical observables via the TGF method. Our strategy is summarized as follows:

$$\frac{\Lambda_{\overline{\text{MS}}}}{A_{\text{phys}}} = \frac{\Lambda_{\overline{\text{MS}}}}{\Lambda_{\text{SF}}} \times \frac{\Lambda_{\text{SF}}}{\Lambda_{\text{TGF}}} \times \frac{L_{\text{max}} A_{\text{TGF}}}{L_{\text{max}} A_{\text{phys}}}.$$ (1.3)

Here $A_{\text{phys}}$ is a physical observable with mass dimension and $L_{\text{max}}$ is an intermediate scale which connects the non-perturbative energy scale and the perturbative energy scale. In this paper, we consider the string tension $\sqrt{\sigma}$ and the Sommer scale $1/r_0$ as the physical observable $A_{\text{phys}}$. (Another reference scale can be considered, for example $w_0$ [21].) We will numerically calculate $L_{\text{max}} A_{\text{TGF}}$, $L_{\text{max}} A_{\text{phys}}$, and $\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}$. $L_{\text{max}} A_{\text{TGF}}$ is calculated with the step scaling method. In order to evaluate $L_{\text{max}} A_{\text{phys}}$, we employ data available from refs. [1, 22] and ref. [23] for $a \sqrt{\sigma}$ and $a/r_0$, respectively. We finally estimate $\Lambda_{\overline{\text{MS}}}/A_{\text{phys}}$ using eq. (1.3). We show that our estimates for $\Lambda_{\overline{\text{MS}}}/A_{\text{phys}}$ are compatible with the values previously obtained with other methods. This demonstrates the validity of our non-perturbative analysis.

This paper is organized as follows. In the next section, we introduce the TGF method and explain how to calculate the TGF coupling briefly. Our strategy eq. (1.3) and the details of lattice simulations are explained in section 3. $L_{\text{max}} A_{\text{TGF}}$ and $L_{\text{max}} A_{\text{phys}}$ are presented in sections 4 and 5, respectively. $\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}$ and $\Lambda_{\overline{\text{MS}}}/A_{\text{phys}}$ are extracted in section 6. Finally we summarize this paper in the last section 7. Our preliminary result has been presented at the Lattice conference [24].

### 2 Twisted gradient flow coupling

We use the Wilson gauge action on a $(L/a)^4$ lattice with twisted boundary condition:

$$S_W[U] = \frac{\beta}{2N_C} \sum_{n, \mu, \nu} Z_{\mu\nu}(n) \text{Tr} \left[ U_\mu(n) U_\nu(n + \hat{\mu}) U_{\mu}^\dagger(n + \hat{\nu}) U_{\nu}^\dagger(n) \right].$$ (2.1)

Here $U_\mu(n)$ is the SU($N_C$) link variable with periodic boundary condition. We represent the twisted boundary condition by using the twist phase $Z_{\mu\nu}(n)$. In this work, we follow
ref. [15] and put the twisted boundary condition in the $x$-$y$ plane. The twist phase is defined as

$$Z_{\mu\nu}(n) = Z_{\nu\mu}^*(n) = \begin{cases} \exp \left[ -\frac{2\pi n}{N_C} \right] & \mu = 1, \nu = 2, \text{ and } n_1 = n_2 = 0, \\ 1 & \text{otherwise}, \end{cases} \quad (2.2)$$

in the case. The derivation of the action with the periodic variables (2.1) is given in appendix A.

We first introduce link variables $V_\mu(n, t)$ evolved with the gradient flow equation:

$$\frac{dV_\mu(n, t)}{dt} = -\frac{2N_C}{\beta} \left\{ \partial_{n,\mu} S_W[V] \right\} V_\mu(n, t), \quad V_\mu(n, t)|_{t=0} = U_\mu(n), \quad (2.3)$$

where $t$, a fictitious time or so called flow time, is introduced. $\partial_{n,\mu}$ is the $\mathfrak{su}(N_C)$-valued differential operator with respect to $V_\mu(n, t)$.

The twisted gradient flow (TGF) coupling $g^2_{\text{TGF}}(1/L)$ is defined as

$$g^2_{\text{TGF}}(1/L) = N^{-1}_T(c, a/L) t^2 \langle E(t) \rangle \Big|_{t=2L^2/\beta}, \quad (2.4)$$

where $E(t)$ is a energy density made of $V_\mu(n, t)$. The explicit form of $E(t)$ will be given later. The vacuum expectation value $\langle E(t) \rangle$ is a renormalized quantity at the scale $1/\sqrt{\beta t}$ at any $t > 0$ [13]. In a finite volume system we can use the volume size $L$ as the scale of the renormalization so we have set

$$\frac{1}{\sqrt{\beta t}} = \frac{1}{cL} \quad (2.5)$$

in eq. (2.4). The factor $c$ is, in principle, a free parameter: a different choice of $c$ gives a different renormalization scheme. Throughout this work we choose $c = 0.3$ for a reason we will state later. The normalization factor $N^{-1}_T(c, a/L)$ depends on the definition of the energy density on the lattice.

In this work, we employ the following definition for the energy density $E(t)$:

$$E(t) = -\frac{1}{64N_C(L/a)^2} \sum_{n,\mu\neq\nu} \text{Tr} \left[ G^{2}_{\mu\nu}(n, t) \right], \quad (2.6)$$

with

$$G_{\mu\nu}(n, t) = Z_{\mu\nu}(n) V_{\nu}(n, t) V_{\nu}(n + \hat{\mu}, t) V_{\nu}^\dagger(n + \hat{\nu}, t) V_{\nu}^\dagger(n, t)$$

$$+ Z_{\mu\nu}(n - \hat{\mu}) V_{\nu}(n, t) V_{\nu}^\dagger(n - \hat{\nu}, t) V_{\nu}^\dagger(n, t) V_{\nu}(n - \hat{\mu}, t)$$

$$+ Z_{\mu\nu}(n - \hat{\mu} - \hat{\nu}) V_{\nu}^\dagger(n - \hat{\mu}, t) V_{\nu}^\dagger(n - \hat{\nu}, t) V_{\nu}(n - \hat{\mu} - \hat{\nu}, t) V_{\nu}(n - \hat{\nu}, t)$$

$$+ Z_{\mu\nu}(n - \hat{\nu}) V_{\nu}^\dagger(n - \hat{\nu}, t) V_{\nu}(n - \hat{\nu}, t) V_{\nu}(n + \hat{\mu} - \hat{\nu}, t) V_{\nu}^\dagger(n - \hat{\nu}, t) - \{\text{h.c.}\}. \quad (2.7)$$

With this definition, the normalization factor $N^{-1}_T(c, a/L)$, which is defined so as to match $g^2_{\text{TGF}}(1/L)$ with the bare coupling $g^2_0$ at the tree level of the perturbation theory, is

$$N^{-1}_T(c, a/L) = \frac{c^4}{128} \sum_P \exp \left[ -\frac{c^2 L^2}{4} \beta^2 \right] \frac{P^2 C^2 - (P_\mu C_\mu)^2}{P^2}, \quad (2.8)$$
where
\[ \hat{P}_\mu = \frac{2}{a} \sin \left[ a \frac{P_\mu}{2} \right], \quad \check{P}_\mu = \frac{1}{a} \sin[aP_\mu], \quad C_\mu = \cos \left[ a \frac{P_\mu}{2} \right]. \] (2.9)

The summation over \( P_\mu \) runs
\[ P_{1,2} = \frac{2\pi m_{1,2}}{N_C L}, \quad 0 \leq m_{1,2} \leq \frac{N_C L}{a} - 1, \] (2.10)
for \( \mu = 1, 2 \) and
\[ P_{3,4} = \frac{2\pi m_{3,4}}{L}, \quad 0 \leq m_{3,4} \leq \frac{L}{a} - 1, \] (2.11)
for \( \mu = 3, 4 \). The prime (′) symbol on the summation indicates the exclusion of the zero momentum contribution \((P_1, P_2, P_3, P_4) = (0, 0, 0, 0)\) from the sum.

We employ \( c = 0.3 \) throughout this work. In general, a smaller value of \( c \) gives smaller statistical error. It causes, however, a larger lattice artifact. According to the previous works [15, 17], \( c = 0.3 \) gives a good compromise between these two effects. This is the reason for our choice \( c = 0.3 \).

3 Overview of strategy and simulation details

Here we explain the strategy for evaluating eq. (1.3). We take the following steps.

1. We evaluate the discrete beta function \( B_s(u) \) as a function of \( u = g_{TGF}^2(1/L) \). It is defined as
\[ B_s \left( g_{TGF}^2(1/L) \right) = \frac{g_{TGF}^2(s/L) - g_{TGF}^2(1/L)}{\log(s^2)}, \] (3.1)
where \( s \) is the scaling parameter. We extract this discrete beta function by taking the continuum limit of lattice discrete beta functions evaluated on several lattices. The details of the fitting and the analysis for the continuum limit will be explained in the next section.

2. We estimate \( L_{max}A_{TGF} \) using the discrete beta function evaluated in the previous step. By fixing the scale \( 1/L_{max} \) implicitly through the value of the coupling \( u^* = g_{TGF}^2(1/L_{max}) \), \( L_{max}A_{TGF} \) can be evaluated with
\[ cL_{max}A_{TGF} = (b_0 u^*)^{-\frac{b_1}{2b_0}} \exp \left[ -\frac{1}{2b_0 u^*} \right] \times \exp \left[ -\int_0^{u^*} d\xi \left( \frac{1}{\beta_{TGF}(\xi)} + \frac{1}{b_0} - \frac{b_1}{(b_0)^2} \xi \right) \right] \zapprox s^n (b_0 u_n)^{-\frac{b_1}{2b_0}} \exp \left[ -\frac{1}{2b_0 u_n} \right]. \] (3.2)

Here we explicitly put \( c \) on the left-hand side, which is to use the same notation as eq. (2.5) for the scale setting. The TGF coupling at scale \( s^n/L_{max} \) is evaluated with the following recurrence equation (step scaling),
\[ u_i = u_{i-1} + B_s(u_{i-1}) \log[s^2], \quad u_0 = u^*. \] (3.3)
For a sufficiently small value of $u_n = g^2_{\text{TGF}}(s^n/L_{\text{max}})$ we can safely use the two-loop approximation in eq. (3.2) to extract $L_{\text{max}}\Lambda_{\text{TGF}}$.

3. We relate the intermediate scale $1/L_{\text{max}}$ to a hadronic scale $A_{\text{phys}}$ in the continuum limit. We employ two hadronic scales for the consistency check; the string tension $\sqrt{\sigma}$ and the Sommer scale $r_0$. The lattice data of $\sqrt{\sigma}$ and $r_0$ are taken from refs. [1, 22] and [23], respectively. To outline the procedure, let us assume that $A_{\text{phys}}$ has a mass dimension one for simplicity. We interpolate each of $g^2_{\text{TGF}}(1/L, \beta)$ and $aA_{\text{phys}}(\beta)$ as a function of bare coupling $\beta$. By keeping the coupling constant $g^2_{\text{TGF}}(1/L_{\text{max}}, \beta^*)$ fixed to $u^*$ over several lattices $L_{\text{max}}/a^*$, we obtain the corresponding values of $\beta^*$ (here to show the connection between $u^*$ and the lattice spacing (or bare coupling), we use $a^*$ (or $\beta^*$ )). For each value of $\beta^*$ (thus $a^*/L_{\text{max}}$) we have a pair of $L_{\text{max}}/a^*$ and $a^*A_{\text{phys}}(\beta^*)$. We then take the continuum limit of $(L_{\text{max}}/a^*)(a^*A_{\text{phys}})$ as a function of $a^*/L_{\text{max}}$.

4. To convert $\Lambda_{\text{TGF}}$ to the $\Lambda$-parameter in the $\overline{\text{MS}}$ scheme, we need the ratio $\Lambda_{\text{MS}}/\Lambda_{\text{TGF}}$. We split the ratio into two pieces: $(\Lambda_{\text{MS}}/\Lambda_{\text{SF}})(\Lambda_{\text{SF}}/\Lambda_{\text{TGF}})$. The value of the former factor is already known to be $\Lambda_{\text{MS}}/\Lambda_{\text{SF}} = 0.48811(1)$ [10], but the latter is not known in the literature. We therefore calculate $\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}$ numerically via the one-loop relation between $g^2_{\text{SF}}$ and $g^2_{\text{TGF}}$ at the same renormalization scale $1/L$. To obtain the one-loop relation, we calculate the couplings with lattice simulations in the weak coupling region.

5. Finally we combine the all pieces obtained above to have

$$
\frac{\Lambda_{\text{MS}}}{\sqrt{\sigma}} = \frac{\Lambda_{\text{MS}}}{\Lambda_{\text{SF}}} \frac{\Lambda_{\text{SF}}}{\Lambda_{\text{TGF}}} \frac{L_{\text{max}}\Lambda_{\text{TGF}}}{L_{\text{max}}\sqrt{\sigma}}, \quad r_0\frac{\Lambda_{\text{MS}}}{\Lambda_{\text{SF}}} \frac{\Lambda_{\text{SF}}}{\Lambda_{\text{TGF}}} \frac{L_{\text{max}}\Lambda_{\text{TGF}}}{L_{\text{max}}/r_0}.
$$

The TGF couplings on the lattice in the steps 1–3 explained above are evaluated on five lattices with $L/a = 12, 16, 18, 24$ and 36. We use the heat-bath method introduced by Fabricius and Haan [25] to increase the acceptance ratio. We accumulate configurations as listed in table 7 in appendix B. Each configuration is separated by 100 sweeps. The TGF couplings, we computed, are listed in table 1, of which error is statistical one and estimated by taking the autocorrelation into account with the procedure proposed in ref. [26]¹. We take several values for the bare coupling $\beta = 6/g_0^2$ on each lattice to take the continuum limit.

On the other hand, simulations in the weak coupling region have been done on four lattices $L/a = 8, 10, 12$ and 16, with three values of the bare coupling $\beta = 40, 60$ and 80. We use the same plaquette gauge action with the $O(a)$-improvement boundary correction and the SF boundary condition [4, 27] to calculate $g^2_{\text{SF}}$. The error of the coupling from these data is estimated with the Jackknife method after binning data into 10 bins. We execute $O(10^6)$–$O(10^7)$ sweeps for each parameter. The SF coupling is evaluated every sweep and the TGF coupling is evaluated every 100 sweeps.

¹We observed long autocorrelations for some of the parameter sets so we increased the statistics for them. We leave the identification of the source of this behavior for future study.
| $\beta$ | 12  | 16  | $g_{TGF}^2$ | 18  | 24  | 36  | $L/a$  |
|--------|-----|-----|------------|-----|-----|-----|--------|
| 6.11   | 6.9717(35) |     |            |     |     |     |        |
| 6.20   | 5.8715(38)  |     |            |     |     |     |        |
| 6.29   |             | 8.423(28) |            |     |     |     |        |
| 6.30   |             | 7.0234(94) |           |     |     |     |        |
| 6.38   |             | 7.082(14)  |           |     |     |     |        |
| 6.40   | 4.5129(29)  | 5.892(12)  | 6.848(14)  |     |     |     |        |
| 6.50   | 4.1052(26)  | 5.118(13)  | 5.734(14)  |     |     |     |        |
| 6.60   |             | 4.5733(58)  | 6.967(31)  |     |     |     |        |
| 6.75   | 3.3836(18)  | 3.9874(69)  | 4.3092(87)  | 5.459(12) |     |     |        |
| 6.90   |             |             | 4.6212(83)  | 7.065(47) |     |     |        |
| 7.00   | 2.9041(14)  | 3.3168(75)  | 3.5318(73)  | 4.2291(91) | 5.962(44) |     |        |
| 7.25   | 2.5489(12)  | 2.8649(40)  | 3.0163(57)  | 3.4855(78) | 4.467(21) |     |        |
| 7.50   | 2.2783(11)  | 2.5122(41)  | 2.6370(57)  | 2.9838(83) | 3.672(12) |     |        |
| 7.75   | 2.06258(94) | 2.2627(32)  | 2.3452(47)  | 2.6121(73) | 3.126(13) |     |        |
| 8.00   | 1.88717(88) | 2.0469(36)  | 2.1238(42)  | 2.3304(54) | 2.715(13) |     |        |
| 8.25   | 1.74054(80) | 1.8722(30)  | 1.9380(35)  | 2.1109(47) | 2.4035(77) |     |        |
| 8.50   | 1.61638(71) | 1.7312(26)  | 1.7868(34)  | 1.9264(40) | 2.1657(66) |     |        |
| 9.00   | 1.41544(65) | 1.4971(24)  | 1.5438(39)  | 1.6460(43) | 1.8190(70) |     |        |
| 9.50   | 1.26024(62) | 1.3242(22)  | 1.3576(30)  | 1.4391(46) | 1.5748(54) |     |        |
| 10.00  | 1.13594(49) | 1.1879(16)  | 1.2134(17)  | 1.2804(33) | 1.3759(51) |     |        |

**Table 1.** TGF coupling on each $L/a$ and $\beta$.

The error propagation of the statistical error on non-primary observables, such as the discrete beta function in the continuum limit, is estimated by a random re-sampling method. For the re-sampling, we assume the primary data in table 1 satisfies Gaussian distribution with the width of the measured statistical error.

4 TGF running coupling constant and $L_{\text{max}} A_{\text{TGF}}$

To extract the discrete beta function eq. (3.1), we take the continuum limit of the lattice discrete beta function defined by

$$B^\text{LAT}_s(g_{TGF}^2(1/L, \beta)) = \frac{g_{TGF}^2(s/L, \beta) - g_{TGF}^2(1/L, \beta)}{\log[s^2]}.$$  (4.1)

We use $s = 3/2$ as the scaling parameter. To take the continuum limit of eq. (4.1), the value of $g_{TGF}^2(1/L, \beta)$ is kept fixed at $g_{TGF}^2(1/L, \beta) = u$ as the renormalization condition irrespective of $\beta$. This implies that the physical length $L$ is fixed. The lattice discrete beta function is evaluated using eq. (4.1) by substituting the data of table 1. We fit the lattice
Figure 1. The discrete beta function on each lattice size.

Figure 2. The discrete beta function in the continuum limit (solid purple line) together with the one- and two-loop analytic results. The statistical error band (light purple shade) for the result is underlaid behind the solid purple line, but is almost same as the width of the line.

discrete beta function with

\[
B^{3/2}_{\text{LAT}}(u, a/L) = \left[ \sigma_0 + d_1 \left( \frac{a}{L} \right)^2 \right] u^2 + \left[ \sigma_1 + d_2 \left( \frac{a}{L} \right)^2 \right] u^3 + \left[ c_3 + d_3 \left( \frac{a}{L} \right)^2 \right] u^4 + \left[ c_4 + d_4 \left( \frac{a}{L} \right)^2 \right] u^5,
\]  

(4.2)
as a function of $a/L$ and $u$. Here $\sigma_0 = -b_0$ and $\sigma_1 = \sigma_0^2 \log[s^2] - b_1$ are fixed to the analytical values from the two-loop perturbation. We fit all data ($B_{3/2}^{\text{LAT}}(u, a/L), u, a/L)$ simultaneously by taking the correlation among $u$’s and $B_{3/2}^{\text{LAT}}(u, a/L)$’s into account [28]. The continuum limit is obtained by dropping the $d_j$ terms. The fit result is

$$B_{3/2}^{\text{LAT}}(u, a/L) = \left[ \sigma_0 + 0.19(52)(a/L)^2 \right] u^2 + \left[ \sigma_1 + 1.19(47)(a/L)^2 \right] u^3$$

$$+ \left[ 0.000624(44) - 0.39(14)(a/L)^2 \right] u^4 + \left[ -0.0000515(76) + 0.027(12)(a/L)^2 \right] u^5,$$

(4.3)

with $\chi^2/\text{DoF} = 0.94(45)$. Figures 1 and 2 show $B_{3/2}^{\text{LAT}}$ and $B_s$ respectively. Plotted are also analytic one- and two-loop lines for comparison.

We evaluate $L_{\text{max}}^{\Lambda_{\text{TGF}}}$ according to the step 2 in section 3. Eleven values from $u^* = 6.0, 6.1, \ldots, 7.0$ are taken for the intermediate scale $L_{\text{max}}$. The fluctuations coming from the different choice of $L_{\text{max}}$ will be used to estimate the systematic errors of the final results of $r_0\Lambda_{\text{MS}}$ and $\Lambda_{\text{MS}}/\sqrt{\sigma}$ in section 5. The number of steps $n$ to evolve eq. (3.3) is $n = 200$, where $u_{n=200}$ is sufficiently small to utilize eq. (3.2). The values of $cL_{\text{max}}^{\Lambda_{\text{TGF}}}$ for each $u^*$ are tabulated in table 2.

### 5 Physical scale in terms of $L_{\text{max}}$

As described in section 3, the hadronic scales, the string tension $\sqrt{\sigma}$ and the Sommer scale $r_0$, have to be determined in terms of $L_{\text{max}}$. $a\sqrt{\sigma}$ and $r_0/a$ with the plaquette gauge action in large physical volumes have been determined at $\beta \in [5.65, 6.515]$ in refs. [1, 22] and $\beta \in [5.70, 6.692]$ in ref. [23], respectively. To relate the intermediate scale $L_{\text{max}}/a$ and the physical scales $aA_{\text{phys}} (= a\sqrt{\sigma}$ or $a/r_0$ at the same lattice cut-off “a”, we need the bare coupling constant $g_0^2$ dependence (or $\beta$ dependence) of $g_{\text{TGF}}^2(1/L_{\text{max}}, \beta)$ and $aA_{\text{phys}}(\beta)$.

If the values of $aA_{\text{phys}}(\beta^*)$ at a fixed value $g_{\text{TGF}}^2(a^*/L_{\text{max}}, \beta^*) = u^*$ on several lattice sizes are obtained, we can take the continuum limit for $L_{\text{max}}^{A_{\text{phys}}}$ as follows:

$$L_{\text{max}}^{A_{\text{phys}}} = \lim_{a^*/L_{\text{max}} \to 0} \left[ \left( \frac{L_{\text{max}}^{\Lambda_{\text{TGF}}}}{a^*} \right) \left( a^*A_{\text{phys}} \right) \right]_{\text{fixed } g_{\text{TGF}}^2 = u^*}.$$  

(5.1)
shows the values of $C_4$. It seems that $\ln u$ in appendix is magnified in figure showing a smooth region are available in the ranges $\beta \in [6.11, 6.515]$ for $a\sqrt{\sigma}$ and $\beta \in [6.11, 6.92]$ for $a/r_0$, respectively. Therefore we can take any renormalization condition $u^*$ in this region and we employ several different values $u^* = 6.0, 6.1 \ldots, 7.0$ to see the consistency as stated in the previous section.

Let us start with interpolation of $g_T^2(1/L_{\max}, \beta)$, $a\sqrt{\sigma}$ and $a/r_0$ as functions of $\beta$ separately in the following. Then we combine the interpolated results to take the continuum limit using eq. (5.1).

To interpolate $g_T^2(1/L_{\max}, \beta)$, we fit the data at $L_{\max}/a = 12, 16$ and $18$ in table 1 with the following interpolating function;

$$g_T^2(1/L_{\max}, \beta) = g_0^2 \frac{1}{1 + \sum_{k=1}^{5} c_i g_0^{2i}}. \quad (5.2)$$

We use all the data in $\beta \in [6.1, 10.0]$ to stabilize the interpolation, while we need the interpolating formula only in the scaling region corresponding to $u^*$ we chose. Figure 3 shows the fit result, and table 3 shows the parameters obtained. It seems that $\chi^2/\text{DoF}$ shown in table 3 are rather large, especially for $L/a = 12$. This is caused by using wider range than needed for the fitting. What we need is a smooth interpolating formula in the scaling region but not the fitting itself so we do not have to take the value of the $\chi^2/\text{DoF}$ seriously. The scaling region of figure 3 is magnified in figure 4 showing a smooth interpolation of the fitting. Solving $g_T^2(1/L_{\max}, \beta^*) = u^*$ at each $u^*$ for $\beta^*$ using eq. (5.2), we obtain $\beta^*$ as shown in table 8 in appendix C.

Interpolating the data from refs. [1, 22] for $a\sqrt{\sigma}$ as a function of $\beta$, we obtain

$$(a\sqrt{\sigma})(\beta) = f(g_0^2) (21935(1683) - 10256(829)\beta + 1608(136)\beta^2 - 84.2(7.4)\beta^3),$$

with $\chi^2/\text{DoF} \approx 1.43$. As plotted in figure 5, eq. (5.3) smoothly interpolates the data in the scaling region $\beta \in [6.11, 6.515]$. Substituting $\beta^*$ from table 8 into eq. (5.3), and multiplying $L_{\max}/a^*$ which corresponds to $\beta^*$ on it, we obtain $L_{\max}\sqrt{\sigma}$ at each $u^*$. Table 9 in appendix C shows the values of $L_{\max}\sqrt{\sigma}$ before taking the continuum limit. The cut-off dependence of $L_{\max}\sqrt{\sigma}$ for each $u^*$ is shown in the left panel of figure 7. The values in the continuum limit are tabulated in the middle column of table 4.

| $L/a$ | $c_1$       | $c_2$       | $c_3$       | $c_4$       | $c_5$       | $\chi^2/\text{DoF}$ |
|-------|-------------|-------------|-------------|-------------|-------------|---------------------|
| 12    | $-5.79(18)$ | $26.97(90)$ | $-54.0(1.7)$ | $47.7(1.4)$ | $-15.76(44)$ | $33.8(3.7)$        |
| 16    | $-6.30(67)$ | $30.1(3.4)$ | $-61.3(6.5)$ | $55.1(5.5)$ | $-18.5(1.7)$ | $2.1(1.0)$         |
| 18    | $-2.42(89)$ | $9.7(4.6)$  | $-21.9(8.8)$ | $21.6(7.5)$ | $-8.0(2.4)$  | $6.4(1.7)$         |

Table 3. Fitted parameters for eq. (5.2) at each lattice size.
We analyze $L_{\text{max}}/r_0$ similarly to the case of $L_{\text{max}}\sqrt{\sigma}$. The interpolating formula is

$$\frac{a}{r_0}(\beta) = f(g_0^2)$$

$$\times (71325(12239) - 43166(7824)\beta + 9815(1873)\beta^2 - 992(199)\beta^3 + 37.6(7.9)\beta^4)$$

(5.4)

with $\chi^2/\text{DoF} \approx 1.76$ (figure 6 shows the interpolation in the scaling region). We list the values of $L_{\text{max}}/r_0$ at each renormalization condition $u^*$ with finite lattice cut-off in table 10.
in appendix C. The cut-off dependence and the values in the continuum limit are shown in the right panel of figure 7 and the right column in table 4, respectively.

6 \textbf{\textit{\Lambda}}-\textbf{parameter ratio} $\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}$ \textbf{and} $\Lambda_{\text{MS}}$

To move from the TGF scheme to the $\overline{\text{MS}}$ scheme, we need the $\Lambda$-parameter ratio $\Lambda_{\text{MS}}/\Lambda_{\text{TGF}}$. Usually the ratio is calculated with the one-loop perturbation theory but the value is not yet available at the present time, while there is an ongoing project [20] of the perturbative
Figure 7. \((a/L)^2\) dependence of \(L_{\text{max}}\sqrt{\sigma}\) (left) and \(L_{\text{max}}/r_0\) (right) for each \(u^*\). The lines show the liner extrapolation to the continuum limit.

| \(u^*\) | \(L_{\text{max}}\sqrt{\sigma}\) | \(L_{\text{max}}/r_0\) |
|---|---|---|
| 6.0 | 1.9268(81) | 1.6924(92) |
| 6.1 | 1.9560(78) | 1.7154(92) |
| 6.2 | 1.9842(76) | 1.7387(92) |
| 6.3 | 2.0117(76) | 1.7611(92) |
| 6.4 | 2.0386(77) | 1.7827(90) |
| 6.5 | 2.0654(73) | 1.8042(89) |
| 6.6 | 2.0914(75) | 1.8245(90) |
| 6.7 | 2.1160(76) | 1.8452(92) |
| 6.8 | 2.1403(77) | 1.8643(89) |
| 6.9 | 2.1640(78) | 1.8840(91) |
| 7.0 | 2.1867(79) | 1.9031(90) |

Table 4. \(L_{\text{max}}\sqrt{\sigma}\) and \(L_{\text{max}}/r_0\) for each \(u^*\) in the continuum limit.

calculation. As we already know the ratio \(\Lambda_{\text{MS}}/\Lambda_{\text{SF}}\) [10], what we have to calculate is the ratio \(\Lambda_{\text{SF}}/\Lambda_{\text{TGF}}\). Since both \(g_{\text{SF}}^2\) and \(g_{\text{TGF}}^2\) can be evaluated on the lattice with the same cut-off and with the renormalization scale (that is, \(a\) and \(L\) are the same), we can evaluate them with the Monte Carlo simulation on the lattice. We employ the two-loop formula [4, 27],

\[
c_t(g_0) = 1 - 0.08900(5)g_0^2 - 0.0294(3)g_0^4,
\]

for the \(O(a)\)-improvement boundary correction in the SF simulations so that \(g_{\text{SF}}^2\) is \(O(a)\)-improved at the two-loop level.

Let us denote the SF and TGF couplings at the gauge coupling \(\beta\) on a finite box \((L/a)^4\) by \(g_{\text{SF}}^2(a/L, \beta)\) and \(g_{\text{TGF}}^2(a/L, \beta)\), respectively. In a weak coupling region, these couplings
are related through

\[ \frac{g_{SF}^2(a/L, \beta)}{g_{TGF}^2(a/L, \beta)} = 1 + c_g(a/L)g_{TGF}^2(a/L, \beta) + \cdots. \] (6.2)

We extract the value of \( c_g(a/L) \) by investigating \( g_{TGF}^2(a/L, \beta) \) dependence of the ratio (6.2). Both couplings \( g_{TGF}^2 \) and \( g_{SF}^2 \) are numerically evaluated at \( \beta = 40, 60 \) and \( 80 \) on \( L/a = 8, 10, 12 \) and 16 lattices. Since the TGF scheme is automatically free from \( O(a) \) errors and \( g_{SF} \) is \( O(a) \)-improved, the \( a/L \) dependence of \( c_g(a/L) \) should be

\[ c_g(a/L) = c_g^{(0)} + c_g^{(1)} \left( \frac{a}{L} \right)^2 + \cdots. \] (6.3)

The ratio of the \( \Lambda \)-parameters is defined by

\[ \frac{\Lambda_{SF}}{\Lambda_{TGF}} = c \times \exp \left[ c_g^{(0)} \left( \frac{a}{L} \right) \right]. \] (6.4)

with \( c_g^{(0)} \) from the continuum limit of \( c_g(a/L) \).

In table 5 we list the TGF and SF couplings measured on each lattice size and each \( \beta \). Figure 8 shows \( g_{SF}^2(a/L, \beta)/g_{TGF}^2(a/L, \beta) \) as a function of \( g_{TGF}^2(a/L, \beta) \). We fit the data linearly in \( g_{TGF}^2 \) and the lines drawn in the figure are the fit results. Table 6 summarizes the fitted value of \( c_g(a/L) \) for each \( L/a \). In figure 9, we plot \( c_g(a/L) \) as a function of \( (a/L)^2 \). Fitting the data linearly in \( (a/L)^2 \), we obtain

\[ c_g^{(0)} = -0.02215(99) \] (6.5)

with \( \chi^2/\text{DoF} \simeq 1.48 \). Consequently, eq. (6.4) with \( c = 0.3 \) yields

\[ \frac{\Lambda_{SF}}{c\Lambda_{TGF}} = 0.8530(61), \] (6.6)

where the error quoted is the statistical one.
Figure 8. The ratio between the SF coupling and TGF coupling vs the TGF coupling. The lines show the fit results with linear fitting.

![Graph showing the ratio between the SF coupling and TGF coupling vs the TGF coupling.]

Figure 9. The coefficient $c_g(a/L)$ vs $(a/L)^2$.

![Graph showing the coefficient $c_g(a/L)$ vs $(a/L)^2$.]

| $L/a$ | $c_g(L/a)$ | $\chi^2$/DoF | $L/a$ | $c_g(L/a)$ | $\chi^2$/DoF |
|-------|------------|---------------|-------|------------|---------------|
| 8     | -0.02859(92) | 1.42          | 12    | -0.02492(82) | 0.98          |
| 10    | -0.02793(85) | 2.76          | 16    | -0.02363(84) | 1.11          |

Table 6. The fit results for $c_g$ at each lattice.

We can now evaluate $\Lambda_{\text{MS}}$ according to our strategy eq. (1.3). We assemble $\Lambda_{\text{SF}}/\Lambda_{\text{MS}} =$
Our average

Figure 10. The intermediate scale \( u^* = g^2_{\text{TGF}}(1/L_{\text{max}}) \) dependence of our results \( \Lambda_{\text{MS}}/\sqrt{\sigma} \). The dotted lines are average over our results. The dashed lines are the known values \( \Lambda_{\text{MS}}/\sqrt{\sigma} = 0.555(^{+19}_{-17}) \) [29] and the gray band denotes 1σ.

0.48811(1) [10] and the results for \( L_{\text{max}}\Lambda_{\text{TGF}}, L_{\text{max}}A_{\text{phys}}, \) and \( \Lambda_{\text{SF}}/\Lambda_{\text{TGF}} \) (tables 2, 4 and eq. (6.6), respectively). Figures 10 and 11 show the renormalization condition \( u^* \) dependence of \( \Lambda_{\text{MS}}/\sqrt{\sigma} \) and \( r_0\Lambda_{\text{MS}} \), respectively. In these figures, the square symbols with error bar, which is statistical one, are our results and the dotted line is the average over our results with different \( u^* \). The dashed lines with gray band are from refs. [29] and [30] for comparison. We observe no renormalization condition dependence as expected. Our final estimates are

\[
\frac{\Lambda_{\text{MS}}}{\sqrt{\sigma}} = 0.517(10)_{\text{stat.}}(^{+8}_{-7})_{\text{syst.}}, \quad (6.7)
\]
\[
r_0\Lambda_{\text{MS}} = 0.593(12)_{\text{stat.}}(^{+12}_{-9})_{\text{syst.}}. \quad (6.8)
\]

The central values are from the averages stated above. The systematic error is estimated from the renormalization condition dependence. Our results of \( \Lambda_{\text{MS}}/\sqrt{\sigma} \) and \( r_0\Lambda_{\text{MS}} \) are compatible within 1.8σ and 1.1σ with the known values \( \Lambda_{\text{MS}}/\sqrt{\sigma} = 0.555(^{+15}_{-17}) \) from [29] and \( r_0\Lambda_{\text{MS}} = 0.62(2) \) from [30], respectively.

7 Summary

We have evaluated the \( \Lambda \)-parameter in the \( \text{MS} \) scheme for the pure SU(3) gauge theory via the twisted gradient flow method according to our strategy shown in (1.3). Our results are summarized in eqs. (6.7) and (6.8). To obtain the results we have determined the \( \Lambda \)-parameter ratio between the TGF scheme and the SF scheme with lattice simulations, which is a non-trivial step in our analysis. Having obtained sufficiently close values to the known ones in eqs. (6.7) and (6.8), we verified the ratio \( \Lambda_{\text{SF}}/\Lambda_{\text{TGF}} \) (6.6) determined with
non-perturbative simulations. To further confirm the value of the ratio $\Lambda_{SF}/\Lambda_{TGF}$, it would be interesting to compare our ratio with the analytic one from the explicit perturbative calculation [20].
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A Derivation of the action

In this appendix, we derive the action with periodic variables (2.1). We start from the following action in $\text{SU}(N_C)$ defined on a $(L/a)^4 \equiv \hat{L}^4$ lattice with the twisted boundary condition on the $x$-$y$ plane and periodic boundary condition in $z$ and $t$ directions:

$$S = \frac{\beta}{2N_C} \sum_{n,\mu,\nu} \text{Tr} [P_{\mu\nu}[n; V]], \quad (A.1)$$

where

$$P_{\mu\nu}[n; V] = V_\mu(n) V_\nu(n + \hat{\mu}) V_\nu^\dagger(n + \hat{\nu}) V_\mu^\dagger(n) \quad (A.2)$$
is a plaquette variable made of link variables $V_\mu(n)$ with the twisted boundary condition:

$$V_\mu(n + \hat{L} \hat{\nu}) = \Gamma_\nu V_\mu(n) \Gamma_\nu^\dagger \quad (\nu = 1, 2),$$

$$V_\mu(n + \hat{L} \hat{\nu}) = V_\mu(n) \quad (\nu = 3, 4),$$

where $N_C \times N_C$ unitary matrix $\Gamma_\nu$ ($\nu = 1, 2$) is called twist matrix and satisfies

$$\Gamma_1 \Gamma_2 = \omega \Gamma_2 \Gamma_1, \quad \omega = \exp \left[ \frac{2\pi i}{N_C} \right].$$

Let us eliminate the link variables on $n_1 = 0$ or $n_2 = 0$ by using the variables on $n_i = \hat{L}$. The plaquette on $n_1 = n_2 = 0$ becomes

$$\text{Tr} P_{12}[0, 0, n_3, n_4]; V] = \omega^* \text{Tr}[V_1(\hat{L}, \hat{L}, n_3, n_4) \Gamma_1 V_2(1, \hat{L}, n_3, n_4) \Gamma_2$$

$$\Gamma_1^\dagger V_1^\dagger (1, n_3, n_4) \Gamma_2^\dagger V_2^\dagger (\hat{L}, \hat{L}, n_3, n_4)].$$

By introducing the following new variables for $n_{1,2} = 1, 2, \ldots, \hat{L}$

$$U_1(\hat{L}, n_2, n_3, n_4) \equiv V_1(\hat{L}, n_2, n_3, n_4) \Gamma_1 = \Gamma_1 V_1(0, n_2, n_3, n_4),$$

$$U_2(n_1, \hat{L}, n_3, n_4) \equiv V_2(n_1, \hat{L}, n_3, n_4) \Gamma_2 = \Gamma_2 V_2(n_1, 0, n_3, n_4),$$

$$U_\mu(n_1, n_2, n_3, n_4) \equiv V_\mu(n_1, n_2, n_3, n_4) \quad \text{for others},$$

it becomes

$$\text{Tr} P_{12}[0, 0, n_3, n_4]; V] = \omega^* \text{Tr}[U_1(\hat{L}, n_2, n_3, n_4) U_2(n_1, \hat{L}, n_3, n_4)$$

$$U_1^\dagger (\hat{L}, 1, n_3, n_4) U_2^\dagger (\hat{L}, \hat{L}, n_3, n_4)].$$

Except for the overall factor $\omega$, this is exactly the plaquette with periodic link variables $U_\mu(n)$. Therefore we define link variables on $n_1 = 0$ and $n_2 = 0$ through the periodic boundary condition:

$$U_\mu(0, n_2, n_3, n_4) \equiv U_\mu(\hat{L}, n_2, n_3, n_4),$$

$$U_\mu(n_1, 0, n_3, n_4) \equiv U_\mu(n_1, \hat{L}, n_3, n_4),$$

$$U_\mu(0, 0, n_3, n_4) \equiv U_\mu(\hat{L}, \hat{L}, n_3, n_4).$$

Similar calculations show other plaquettes become those with $U_\mu(n)$ without overall factor. Then, we finally obtain the action with periodic link variable $U_\mu(n)$

$$S = \frac{\beta}{2 N_C} \sum_{n_{\mu\nu}} \text{Tr} \left[ Z_{\mu\nu}(n) P_{\mu\nu}[n; U] \right],$$

where $Z_{\mu\nu}(n) = Z_{\nu\mu}^*(n)$ is given as

$$Z_{\mu\nu}(n) = \begin{cases} \omega^* & \mu = 1, \nu = 2, \text{ and } n_1 = n_2 = 0, \\ 1 & \text{otherwise.} \end{cases}$$
### The number of the configurations for $g_{TGF}^2$

We list the number of the configurations used to calculate $g_{TGF}^2$ in table 7.

| $\beta$ | 12   | 16   | 18   | 24   | 36   | $L/a$ |
|---------|------|------|------|------|------|-------|
| 6.11    | 91300[1.7] |      |      |      |      |       |
| 6.20    | 69500[2.3] |      |      |      |      |       |
| 6.29    |      |      | 27500[3.7] |      |      |       |
| 6.30    |      |      |      | 16760[5.3] |      |       |
| 6.38    |      |      |      | 19500[1.0] | 26000[8.8] | 15266[4.9] |
| 6.40    |      | 15500[0.8] | 14300[8.7] | 14804[7.8] | 8746[4.8] |
| 6.50    |      |      |      | 69500[5.3] |      |       |
| 6.60    |      | 2750[2.5] | 1800[1.0] | 2000[1.2] | 6000[2.8] |
| 6.75    | 15500[0.7] | 2500[1.0] | 2200[1.2] |      |       |
| 6.90    |      |      |      | 5212[2.0] | 4670[17.6] |
| 7.00    | 15500[0.6] | 1600[1.3] | 1420[0.9] | 2556[1.6] | 2552[12.0] |
| 7.25    | 15500[0.6] | 1750[0.6] | 1900[1.0] | 2200[1.7] | 800[2.4] |
| 7.50    | 15500[0.7] | 1300[0.6] | 1350[1.0] | 1420[1.7] | 800[1.5] |
| 7.75    | 15500[0.7] | 1800[0.7] | 1200[0.9] | 1100[1.7] | 800[2.3] |
| 8.00    | 15500[0.7] | 1100[0.7] | 1200[0.9] | 1200[1.2] | 800[2.9] |
| 8.25    | 15000[0.7] | 1700[0.9] | 1480[0.9] | 1200[1.1] | 800[1.6] |
| 8.50    | 15000[0.6] | 1400[0.7] | 1300[1.0] | 1200[1.0] | 800[1.5] |
| 9.00    | 15500[0.7] | 1300[0.8] | 1100[1.5] | 880[1.2] | 800[2.2] |
| 9.50    | 15500[0.9] | 1800[1.1] | 1200[1.2] | 780[1.7] | 800[1.9] |
| 10.00   | 15500[0.7] | 1800[0.7] | 1600[0.7] | 780[1.2] | 800[2.4] |

**Table 7.** Number of configurations after thermalization used to calculate $g_{TGF}^2$. 
In tables 8, 9 and 10 we collect values needed to evaluate \( \frac{L_{\text{max}}}{A_{\text{phys}}} \) in section 5.

| \( u^* \) | \( \beta^* \) | 12       | 16       | 18       | \( \frac{L_{\text{max}}}{a^*} \) |
|-------|-------|--------|--------|--------|-----------------|
| 6.0   | 6.18950(20) | 6.38859(55) | 6.47578(82) |
| 6.1   | 6.17971(20) | 6.37826(54) | 6.46493(79) |
| 6.2   | 6.17032(20) | 6.36834(54) | 6.45449(76) |
| 6.3   | 6.16130(20) | 6.35881(54) | 6.44445(73) |
| 6.4   | 6.15263(20) | 6.34965(54) | 6.43477(71) |
| 6.5   | 6.14429(20) | 6.34084(55) | 6.42545(68) |
| 6.6   | 6.13627(20) | 6.33235(57) | 6.41646(67) |
| 6.7   | 6.12854(21) | 6.32418(58) | 6.40779(65) |
| 6.8   | 6.12109(21) | 6.31630(60) | 6.39942(64) |
| 6.9   | 6.11391(22) | 6.30870(62) | 6.39133(64) |
| 7.0   | 6.10697(23) | 6.30137(65) | 6.38351(63) |

**Table 8.** The bare coupling \( \beta^* \) at the renormalization condition \( u^* \).

| \( u^* \) | \( \frac{L_{\text{max}}}{a^*} \) \( \cdot \) \( a^* \sqrt{\sigma} \) | 12       | 16       | 18       | \( \frac{L_{\text{max}}}{a^*} \) |
|-------|--------------------------------|--------|--------|--------|-----------------|
| 6.0   | 1.9145(36) \( \cdot \) 1.9251(42) \( \cdot \) 1.9141(59) | 1.9251(42) | 1.9141(59) |
| 6.1   | 1.9426(34) \( \cdot \) 1.9532(42) \( \cdot \) 1.9441(56) | 1.9532(42) | 1.9441(56) |
| 6.2   | 1.9700(35) \( \cdot \) 1.9803(43) \( \cdot \) 1.9738(51) | 1.9803(43) | 1.9738(51) |
| 6.3   | 1.9967(36) \( \cdot \) 2.0068(44) \( \cdot \) 2.0019(50) | 2.0068(44) | 2.0019(50) |
| 6.4   | 2.0232(37) \( \cdot \) 2.0326(46) \( \cdot \) 2.0296(49) | 2.0326(46) | 2.0296(49) |
| 6.5   | 2.0487(36) \( \cdot \) 2.0579(44) \( \cdot \) 2.0566(46) | 2.0579(44) | 2.0566(46) |
| 6.6   | 2.0739(36) \( \cdot \) 2.0826(47) \( \cdot \) 2.0829(47) | 2.0826(47) | 2.0829(47) |
| 6.7   | 2.0987(38) \( \cdot \) 2.1064(47) \( \cdot \) 2.1083(47) | 2.1064(47) | 2.1083(47) |
| 6.8   | 2.1230(38) \( \cdot \) 2.1295(47) \( \cdot \) 2.1333(49) | 2.1295(47) | 2.1333(49) |
| 6.9   | 2.1468(40) \( \cdot \) 2.1522(49) \( \cdot \) 2.1577(48) | 2.1522(49) | 2.1577(48) |
| 7.0   | 2.1701(40) \( \cdot \) 2.1747(49) \( \cdot \) 2.1811(48) | 2.1747(49) | 2.1811(48) |

**Table 9.** \( L_{\text{max}} \sqrt{\sigma} \) at each \( u^* \).
\[
\left( \frac{L_{\text{max}}}{a^*} \right) \cdot \left( \frac{a^*}{r_0} \right)
\]

| \(u^*\) | 12  | 16  | 18  |
|-------|-----|-----|-----|
| 6.0   | 1.6549(38) | 1.6721(56) | 1.6751(61) |
| 6.1   | 1.6790(39) | 1.6951(54) | 1.6990(62) |
| 6.2   | 1.7024(37) | 1.7182(55) | 1.7227(62) |
| 6.3   | 1.7254(38) | 1.7404(54) | 1.7458(58) |
| 6.4   | 1.7481(38) | 1.7622(53) | 1.7683(61) |
| 6.5   | 1.7702(37) | 1.7833(56) | 1.7905(58) |
| 6.6   | 1.7921(38) | 1.8041(56) | 1.8118(59) |
| 6.7   | 1.8130(38) | 1.8242(56) | 1.8334(62) |
| 6.8   | 1.8340(36) | 1.8444(53) | 1.8536(61) |
| 6.9   | 1.8545(35) | 1.8634(58) | 1.8740(61) |
| 7.0   | 1.8745(37) | 1.8829(56) | 1.8938(60) |

Table 10. \(L_{\text{max}}/r_0\) at each \(u^*\).
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