Explosive spreading on complex networks: the role of synergy
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In this paper, we investigate the effect of synergy on reversible spreading dynamics on complex networks. Synergy describes the situation where the interaction of elements that produce a total effect greater than the sum of individual elements when combined, i.e., the phenomenon commonly known as “one plus one is greater than two.” Intuitively, synergy should have a significant effect on spreading dynamics. For example, when a disease begins to spread in the human society, a healthy individual who has a sick friend is likely to be infected with the disease. However, if the sick friend himself or herself has a number of friends with the same disease, the likelihood for the healthy individual to contract the disease would be higher, as (a) the fact that his/her sick friend has sick friends implies that the disease is potentially more contagious, and (b) the healthy individual is likely to have more sick friends. Similarly, in rumor or information spreading over a social network, a number of connected individuals possessing a piece of information make it more believable than just a single individual. Indeed, concrete evidence existed in both biological and social systems where the number of infected neighbors of a pair of infected-susceptible nodes would enhance the transmission rate between them, such as fungal infection in soil-borne plant pathogens, where the probability for an infected node to affect its susceptible neighbors depends upon the number of other infected nodes connected to the infected node. In social systems, the synergistic effect was deemed important in phenomena such as the spread of adoption of healthy behavior, microblogging retweeting, opinion spreading and propagation, and animal invasion.

While the classic SIR and SIS models ignore the synergistic effect by assuming that the transmission of infection between a pair of infected-susceptible nodes is independent of the states of their neighbors, there were previous efforts to...
study the impact of synergy on irreversible spreading dynamics and its interplay with the network topology. In particular, threshold models \([26, 27, 36]\) were developed, which take into account neighbors’ synergistic effects on behavior spreading by assuming that a node adopts a behavior only when the number of its adopted neighbors is equal to or exceeds a certain adoption threshold. One result was that, for each node in the network with a fixed adoption threshold, the final adoption size tends to grow continuously and then decreases discontinuously when the mean degree of the network is increased. The SIR model was also generalized to modify the transmission rate between a pair of infected and susceptible nodes according to the synergistic effect \([37–39]\), with the finding that it can affect the fraction of the epidemic outbreak, duration and foraging strategy of spreaders. These existing works were exclusively for irreversible spreading dynamics. A systematic study to understand the impact of the synergistic effects on reversible spreading dynamics on complex networks is needed.

The goal of this paper is to investigate, analytically and numerically, the impacts of synergy on reversible spreading dynamics on complex networks. We first generalize the classic SIS model to quantify the effect of the number of infected neighbors connected to an infected node on the transmission rate between it and its susceptible neighbors. To characterize the impact on the steady state of the spreading dynamics, we consider the local nodal environment and derive the master equations \([40, 41]\). To gain a physical understanding, we assume that, statistically, nodes with the same degree have the same dynamical characteristics, so the mean-field approximation can be applied. Let \(\alpha\) be a parameter characterizing the strength of the synergistic effect. For random regular networks (RRNs), we find that for \(\alpha \geq \alpha_c\), where \(\alpha_c\) is a critical value, a hysteresis loop \([14, 42]\) appears in which the steady state infected density, denoted by \(\rho(\infty)\), increases with the transmission rate \(\beta\) but typically exhibits an explosively increasing behavior, in contrast to the typical continuous transition observed in the classic SIS models \([5]\). For \(\alpha < \alpha_c\), the hysteresis loop disappears and \(\rho(\infty)\) increases with \(\beta\) continuously. The phenomena of explosive spreading and hysteresis loop are general in that they also occur for complex networks of different topologies.

II. MODEL

Network model. The networks in our study are generated from the uncorrelated configuration model \([6]\) with degree distribution \(P(k)\), where the degree-degree correlations can be neglected for large and sparse networks. Nodes in the network correspond to individuals or hosts responsible for spreading, with edges representing the interactions between nodal pairs.

Model of reversible spreading dynamics. We generalize the classic SIS model to incorporate the synergistic effect into the reversible spreading dynamics — we name it the synergistic SIS spreading model. At any time, each node can only be in one of two states: susceptible (S) or infected (I). An infected node can transmit the disease to its susceptible neighbors. The synergistic mechanism models the role of infected neighbors connected to a transmitter (i.e., an infected node) in enhancing the transmission probability. The synergistic SIS spreading process is illustrated schematically in Fig. [1]. Our model differs from the recent one in Ref. [43], which treated the synergistic effect of ignorant individuals attached to a receiver (in ignorant state).

Initially, a fraction \(\rho_0\) of nodes are chosen as seeds (infected nodes) at random, while the remaining nodes are in the susceptible state. Each infected node can transmit the disease to its susceptible neighbors at the rate

\[
p(m, \alpha) = 1 - (1 - \beta)^{1+\alpha m},
\]

where \(m\) and \(\alpha\), respectively, represent the number of the infected neighbors connected to the infected node and the strength of the synergistic effect, and \(\beta\) is the basic transmission rate. Equation (1) indicates that, the larger value of \(\alpha\) or \(m\), the higher the transmission rate \(p(m, \alpha)\) between an infected node and a susceptible neighbor will be. An infected node can recover to being susceptible with probability \(\mu\). Our model reduces to the classic SIS model for \(\alpha = 0\). For \(\alpha > 0\) \((\alpha < 0)\), the synergistic effects are constructive (destructive) where the infected neighbors favor (hamper) transmission of the disease to the receivers. In our study, we consider only the constructive synergistic effect, where the infected neighbors of an infected node cooperate with it to spread the disease. In addition, we set \(\alpha \leq 1\) so that the synergistic ability of any infected neighbor of the infected node is less than that of itself. This assumption is based on consideration of real situations such as fungal infection in soil-borne plant pathogens where the probability for a susceptible node infected by a direct infected neighbor is always greater than that from an indirect infected neighbor \([28, 29]\).

III. THEORY

We consider large and sparse networks with negligible degree-degree correlation. We first establish the master equations to describe the synergistic SIS spreading process quantitatively. We then provide an intuitive understanding of the role of synergy in the spreading dynamics through a mean-field analysis.

A. Master equations

In general, the transmission rate \(p(m, \alpha)\) between a pair of infected-susceptible nodes in the synergistic SIS spreading process is determined by the following three factors: (1) the basic transmission rate \(\beta\) between the pair of nodes, i.e., the rate in the absence of any synergistic effect, (2) the number of infected neighbors connected to the infected node, and (3) the strength \(\alpha\) of the synergistic effect. Because of the strong dynamical correlation among the states of the neighboring nodes leading to the synergistic effect, the approach of master equations \([40, 41]\) can be applied. For convenience, we denote \(S_{k,m}\) \((I_{k,m})\) as the \(k\)-degree susceptible (infected) node with
are infected nodes with degree \( k \), and the fractions of \( \sum_{m} \) infected neighbors and use \( \pi_{k,m}(t) dt \) with \( \pi_{k,m}(t) \) given by

\[
\pi_{k,m}(t) = m \sum_{k'} k' P_{k'} \sum_{n=0}^{k-1} \frac{ik_{n}(t)}{ik_{n}(t)} p(n, \alpha).)
\]  

There are three scenarios that can lead to an increase in \( s_{k,m}(t) \): (1) recovery of \( I_{k,m} \), with probability \( \mu \), (2) infection of a susceptible neighbor of \( S_{k,m-1} \), and (3) recovery of an infected neighbor of \( S_{k,m+1} \). The second (third) scenario corresponds to the situation where an S-S (S-I) edge changes into an I-S (S-I) edge, where an S-S edge connects two susceptible nodes, an S-I edge links a susceptible and an infected node, and so on. Denote \( \beta^s \) as the rate that an S-S edge changes to S-I. We can approximate \( \beta^s \) as the rate of edges that switch from being S-S to S-I in the time interval \( dt \), and the probability \( \beta^s dt \) is the ratio of the latter to the former. The rate \( \beta^s \) can thus be approximated as

\[
\beta^s = \frac{\sum P_k \sum_{m=0}^{k} (k-m) \pi_{k,m}(t) s_{k,m}(t)}{\sum P_k \sum_{m=0}^{k} (k-m) s_{k,m}(t)}.
\]  

Since the probability for the recovery of an infected node does not depend on its neighbors, the rate at which an S-I edge changes to S-S is \( \mu \). Similarly, there are three cases leading to a decrease in \( s_{k,m}(t) \): \( S_{k,m} \) being infected with probability \( \pi_{k,m} \), infection of a susceptible neighbor of \( S_{k,m} \), with probability \( \beta^s \), and recovery of an infected neighbor of \( S_{k,m} \) with probability \( \mu \). We then obtain the time evolution equation of \( s_{k,m}(t) \) as

\[
\frac{d}{dt} s_{k,m}(t) = \mu i_{k,m}(t) + \beta^s (k-m+1) s_{k,m-1}(t) - \mu (k+1) s_{k,m+1}(t).
\]  

Analogously, we can derive the time evolution equation of \( i_{k,m}(t) \):

\[
\frac{d}{dt} i_{k,m}(t) = (\mu + \beta^s) (k-m+1) i_{k,m-1}(t) - \mu (k+1) i_{k,m+1}(t).
\]  

If the initially infected nodes are distributed uniformly on the network, the initial conditions of Eqs. (2)-(6) are

\[
s_{k,m}(0) = \left(1 - \rho(0)\right) B_k \rho_m(0) \]  

\[
i_{k,m}(0) = \rho(0) B_{km}(0).
\]  

where \( B_{km}(p) = \binom{k}{m} p^m (1-p)^{k-m} \). Numerically solving Eqs. (2)-(6), we obtain the quantities \( i_{k,m} \) and \( s_{k,m} \) at any time \( t \). The quantity \( \rho(\infty) \) can be calculated as \( \rho(\infty) = \sum_k P_k \sum_{m=0}^{k} i_{k,m}(\infty) \) and we have \( s(\infty) = 1 - \rho(\infty) \). For simplicity, we denote \( \rho(\infty) = \rho \).
B. Mean-field approximation

To gain physical insights into the role of synergistic effects in spreading dynamics, we develop a mean-field analysis. In particular, we assume that nodes with the same degree exhibit approximately identical dynamical behaviors. The time evolution of the fraction of the degree \( k \) infected nodes is then given by

\[
\frac{d}{dt} \rho_k(t) = \left[ 1 - \rho_k(t) \right] k 
\sum_{k'} \frac{k' P_{k'} \rho_{k'}}{\langle k \rangle} \sum_{m=0}^{k'-1} B_{k'-1,m}(w)p(m, \alpha)
\rho_k(t),
\]

(7)

where \( w = \sum_{k} k P_{k} \rho_{k} / \langle k \rangle \) is the probability that one end of a randomly chosen edge is infected, \( \rho(t) = \sum_{k} P_{k} \rho_{k}(t) \), and the fraction of susceptible nodes at time \( t \) is \( s(t) = 1 - \rho(t) \). The steady state of synergistic SIS process in Eq. (7) corresponds to the condition \( \frac{d}{dt} \rho_k(t) = 0 \). For degree \( k \) we have

\[
\rho_k(\infty) = \left[ 1 - \rho_k(\infty) \right] k
\sum_{k'} \frac{k' P_{k'} \rho_{k'}}{\langle k \rangle} \sum_{m=0}^{k'-1} B_{k'-1,m}(w)p(m, \alpha),
\]

(8)

which can be solved analytically for RNs by approximating \( 1 - \left( 1 - (1 - \beta) \right) ^{(1+\alpha m)} \) as \( \beta(1 + \alpha m) \) for small \( \beta \). We get

\[
\rho(\infty) = \frac{-\alpha \beta k(1-1)}{\mu} \rho(\infty) ^3 + \frac{[\alpha \beta k(1-1) - \beta k]}{\mu} \rho(\infty)^2
+ \frac{\beta k}{\mu} \rho(\infty) - \rho(\infty),
\]

(9)

for \( t \to \infty \). Solving Eq. (9), we get the infected density \( \rho(\infty) \).

The epidemic threshold is a critical parameter value above which a global epidemic occurs but below which there is no epidemic. Similar to the analysis of the classic SIS spreading dynamics, we can obtain the critical condition from the nontrivial solution of Eq. (9). In particular, the function

\[
g[\rho(\infty), \beta, \mu, \alpha] = \frac{-\alpha \beta k(1-1)}{u} \rho(\infty) ^3
+ \frac{[\alpha \beta k(1-1) - \beta k]}{\mu} \rho(\infty)^2
+ \frac{\beta k}{\mu} \rho(\infty) - \rho(\infty),
\]

(10)

becomes tangent to the horizontal axis at \( \rho(\infty) \), which is the critical infected density in the limit \( t \to \infty \). The critical condition is given by

\[
\frac{d g[\rho(\infty), \beta, \mu, \alpha]}{d \rho(\infty)} \bigg|_{\rho(\infty)} = 0.
\]

(11)

Furthermore, the basic critical transmission rate can be calculated as:

\[
\beta_c = \frac{\mu}{\Gamma},
\]

(12)

where

\[
\Gamma = k[1 - 2(1 - (k - 1) \alpha) \rho_c(\infty) - 3(k - 1) \alpha \rho_c(\infty)^2].
\]

Numerically solving Eqs. (9) and (12), we get the critical transmission rate \( \beta_c \). For \( \alpha = 0 \), our synergistic SIS spreading model reduces to the classic SIS spreading model, and Eq. (9) has a trivial solution \( \rho(\infty) = 0 \). For \( \alpha = 0 \), Eq. (9) has only one nontrivial solution. We thus see that \( \rho(\infty) \) increases with \( \beta \) continuously. As shown in Fig. 2(a), the function \( g[\rho(\infty), \beta, \mu, \alpha] \) is tangent to the horizontal axis at \( \rho(\infty) = 0 \). Combining Eqs. (9) and (12), we obtain the continuous critical transmission rate \( \beta_c = \mu/k \) for \( \alpha = 0 \).

For \( \alpha > 0 \) so synergistic effects exist, \( \rho(\infty) = 0 \) is a trivial solution since Eq. (9) is a cubic equation for the variable \( \rho(\infty) \) without any constant term. As shown in Fig. 2(b), for a fixed \( \alpha > 0 \) (e.g., \( \alpha = 0.9 \)), the number of solutions of Eq. (9) is dependent upon \( \beta \), and there exists a critical value of \( \beta \) at which Eq. (9) has three roots (fixed points), indicating the occurrence of a saddle-node bifurcation [44, 45]. The bifurcation analysis of Eq. (9) reveals the physically meaningful stable solution of \( \theta(\infty) \) will suddenly increase to an alternate outcome. In this case, an explosive growth pattern of \( \rho(\infty) \) with \( \beta \) emerges. And whether the unstable state stabilizes to an outbreak state \( [\rho(\infty) > 0] \) or an extinct state \( [\rho(\infty) = 0] \) depends on the initial fraction of the infected seeds. As a result, a hysteresis loop emerges [14, 42]. To distinguish the two thresholds of the hysteresis loop, we denote \( \beta_{inv} \) as the invasion threshold corresponding to the trivial solution \( [\rho(\infty) = 0] \) of Eq. (9), associated with which the disease starts with a small initial fraction of the infected seeds, and let \( \beta_{per} \) be the persistence threshold corresponding to the nontrivial solution \( [\rho(\infty) > 0] \) of Eq. (9), at which the disease starts with a higher initial fraction of the infected seeds [14, 42]. Substituting the trivial solution \( [\rho(\infty) = 0] \) into Eq. (12), we obtain the invasion threshold as

\[
\beta_{inv} = \frac{\mu}{k}.
\]

(13)

Note that the classic SIS spreading process has the same invasion threshold. We can also solve Eqs. (9) and (12) simultaneously to get the persistence threshold \( \beta_{per} \) with \( \rho_c(\infty) > 0 \).

We now present an explicit example to understand the relationship between \( \rho(\infty) \) and \( \beta \). As shown in Fig. 2(b) for \( \alpha = 0.9 \), numerically solving Eqs. (9) and (12) gives the function \( g[\rho(\infty), \beta, \gamma, \alpha] \), which becomes tangent to the horizontal axis for \( \beta_{inv} = 0.01 \) or \( \beta_{per} = 0.0039 \). From Fig. 2(b), we see that Eq. (9) has 3 fixed points when \( \beta \) is in the range of \( \beta_{inv}, \beta_{per} \). As a result, the steady state infection density depends on \( \rho_0 \). If the disease starts with a small initial fraction of infected seeds, the root with the smallest value \( [\rho(\infty) = 0] \) of Eq. (9) corresponds to the steady state. However, if the disease starts with a large initial fraction of infected seeds, the root with the largest value is the infected density in the steady state. When \( \beta \) is smaller than \( \beta_{per} \), or larger than \( \beta_{inv} \), the initial fraction of infected seeds has no effect on the steady state.

Next, by solving the condition of the saddle-node bifurcation [44, 45], we can determine the critical value of infected
neighbors’ synergy effects $\alpha_c$, for $\alpha < \alpha_c$, $\rho(\infty)$ increases with $\beta$ continuous, while $\rho(\infty)$ will increase with $\beta$ explosively and the hysteresis appears when $\alpha > \alpha_c$. Combining Eqs. (9) and (11) together with the condition

$$\frac{d^2g[\rho(\infty), \beta, \mu, \alpha]}{d\rho^2_{\infty}}_{\rho(\infty)} = 0,$$

we obtain

$$\alpha_c = \frac{1}{k - 1 - 3(k - 1)\rho_{c}(\infty)}.$$  

Combining Eqs. (9), (11) and (15), we get $\alpha_c = 1/(k - 1)$, which is dependent only on the degree of the RRNs.

IV. NUMERICAL VERIFICATION

We perform extensive simulations of synergistic SIS spreading processes on RRNs of size $N = 10^4$ and degree $k = 10$. To calculate the pertinent statistical averages we use 30 network realizations and at least $10^3$ independent dynamical realizations for each parameter setting. To be concrete, we take synchronous updating processes [4] and set the recovery rate as $\mu = 0.1$ in all simulations (unless otherwise specified). To obtain the numerical thresholds $\beta_{inv}$ and $\beta_{per}$, we adopt the susceptibility measure [46, 47]:

$$\chi = N \frac{\langle \rho(\infty)^2 \rangle - \langle \rho(\infty) \rangle^2}{\langle \rho(\infty) \rangle},$$

where $\rho(\infty)$ is the steady-state density of infected nodes. In general, $\chi$ exhibits a maximum value at $\beta_{inv}$ and $\beta_{per}$ when the initial fraction of the infected seeds is relatively small and large, respectively. We define $\beta_{inv}^s$, $\beta_{per}^s$ as the numerical predictions of invasive (persist) threshold.

Figure 3(a) shows $\rho(\infty)$ versus $\beta$ for $\alpha = 0.9$, where the surprising phenomenon of explosive spreading, i.e., $\rho(\infty)$ exhibits an explosive increase as $\beta$ passes through a critical point, can be seen, as predicted [Eqs. (3), (7), and Eq. (9)]. In fact, there exists a range in $\beta$: $[\beta_{inv}, \beta_{per}]$, in which the steady state depends on the value of $\rho_0$. In particular, the two different steady states correspond to the spreader-free state [$\rho(\infty) = 0$] for initially small fraction of infected seeds and the endemic state [$\rho(\infty) > 0$] with initially larger fraction of infected nodes, respectively. The coexistence of endemic and spreader-free states, in the form of a hysteresis loop with explosive transitions between the states, is predicted by both theoretical approaches (i.e., the master equations and the mean-field theory), and is observed numerically. Figure 3(b) shows the susceptibility measure $\chi$ versus $\beta$ for the two cases of $\rho_0 = 0.01$ and $\rho_0 = 0.9$. We see that the numerical thresholds $\beta_{inv}^s$ and $\beta_{per}^s$ determined through $\chi$ match well with the predictions from the master equations, but the mean-field approximation gives only the value of $\beta_{per}^s$ correctly. Letting $\Delta \beta$ be the difference between $\beta_{inv}^s$ and $\beta_{per}^s$ (the width of the hysteresis loop), we find that $\Delta \beta$ increases with $\alpha$, as shown in the inset of Fig. 3(b), indicating that $\beta_{inv}^s$ decreases faster than $\beta_{per}^s$, as $\alpha$ is increased.

To explain why mean-field approximation can’t accurately predict $\beta_{inv}^s$, and to give a qualitative explanation for the explosively increasing behavior of $\rho(\infty)$ with $\beta$, we consider the case where the spreading process starts from a small fraction of infected seeds. Initially, for an infected seed [e.g., node 2 in Fig. 1(a)], all its neighbors are in the susceptible state. Thus, there is no synergistic effect when this infected node attempts to infect its susceptible neighbors. Once the infected node $(I_{k,0})$ has infected one of its susceptible neighbors [e.g., node 3 in Fig. 1(a)] successfully, both the originally and newly infected nodes become $I_{k,1}$, leading to a synergistic effect. In this case, if the average number of nodes infected by one seed is larger than 1, an epidemic will occur. In discrete time steps, this average number can be approximately calculated as [48]

$$R = k \sum_{t=1}^{\infty} [(1 - \mu)(1 - p(0, \alpha))]^{t-1} p(0, \alpha)$$

$$+ (k - 1) \sum_{t=2}^{\infty} [(1 - \mu)(1 - p(0, \alpha))]^{t-2} \times p(0, \alpha)(1 - \mu)[p(1, \alpha) - p(0, \alpha)],$$

FIG. 2. (Color online) Illustration of graphical solution of Eq. (10). For random regular networks with $k = 10$, (a) continuously increasing behavior of $\rho(\infty)$ with $\beta$ for $\alpha = 0$, (b) explosive change in $\rho(\infty)$ for $\alpha = 0.9$. The blue dashed line is tangent to the horizontal axis at $\rho(\infty) = 0$ (i.e., the blue circle) in (a). The red circle and green square respectively represent the points of tangency for the red dotted line and green solid line in (b). The recovery rate is $\mu = 0.1$. 



(17)
where the first term of Eq. (17) represents the basic reproduction number without any synergistic effect, the second term denotes the increment in the basic reproduction number as a result of the synergistic effect due to the newly infected neighbor, if the seed indeed successfully infects a neighbor before its recovery. Letting $R = 1$ in Eq. (17), we can approximately calculate the critical invasion threshold as

$$\beta_{\text{inv}} = \frac{\mu}{k + (k - 1)(1 - \mu)\alpha + \mu - 1}. \quad (18)$$

As shown in Fig. 4(a), the value of $\beta_{\text{inv}}$ agrees well with the value of $\beta_{\text{inv}}^c$. For the case of small initial infected density, the mean-field approximation fails to capture the dynamical correlation. Due to the synergistic effect, even only one end of the I-I edge transmits the disease to its susceptible neighbors, the $I_{k,1}$ node becomes $I_{k,2}$, which has a larger transmission rate than that from the original $I_{k,1}$ node. As the spreading process continues, more susceptible nodes in the neighborhood of the infected node are infected so the $I_{k,2}$ nodes become $I_{k,3}$, $I_{k,4}$ becomes $I_{k,4}$, and so on, leading to a cascading process that results in explosive spreading.

To gain further insights into the cascading phenomenon and the explosive increase of $\rho(\infty)$ with $\beta$ for $\alpha > \alpha_c$, we calculate the fraction $i_m$ of infected nodes with $m \ (m = 0, 1, ..., k)$ infected neighbors versus time for $\beta$ slightly larger than $\beta_{\text{inv}}$ (for $\alpha = 0.9$) and $\beta_c$ (for $\alpha = 0$). For $\alpha < \alpha_c$ (e.g., $\alpha = 0$), the synergistic SIS spreading is reduced to the classic SIS dynamics. As shown in the inset of Fig. 4(b), for $\beta = 0.0114 \gtrsim \beta_c = 0.0112$, $i_m$ increases with $t$ slowly and tends to a constant for large time. However, for $\alpha = 0.9$, if $\beta = 0.0064 \gtrsim \beta_{\text{inv}}^c = 0.0062$, $i_m$ increases fast initially, reaches a peak at some small value of $m$ (e.g., $m = 0, 1$), and then decreases rapidly. For larger $m$ values (e.g., $m = 3, 5$), $i_m$ increases later and faster in reaching the peak. These provide an explanation for the continuously and relatively slowly increasing behavior of $\rho(\infty)$ for $\alpha < \alpha_c$ and, more importantly, the explosively increasing behavior of $\rho(\infty)$ with $\beta$ for $\alpha > \alpha_c$.

We further examine the impact of parameters $\beta$ and $\alpha$ on the synergistic SIS spreading dynamics. Figures 5(a) and (b) show the value of $\rho(\infty)$ in the $(\beta, \alpha)$ plane for $\rho_0 = 0.01$ and $\rho_0 = 0.9$, respectively. In (a), the solid curves represent the analytical predictions of $\beta_{\text{inv}}$ versus $\alpha$ obtained from Eq. (13), and the circles display the numerical predictions of $\beta_{\text{inv}}^c$ determined by the susceptible measure, which increases with $\alpha$. The results in (b) show that the persistence threshold decreases as $\alpha$ is increased. A heuristic explanation for these results is that, due to the synergistic effect, there is an increase in the infection probability $p(m, \alpha)$ between the infected nodes and their susceptible neighbors, thereby reducing the epidemic threshold (e.g., $\beta_{\text{inv}}$ and $\beta_{\text{per}}$). In Figs. 5(a) and (b), depending on whether the disease becomes extinct or there is an outbreak, we can divide the parameter plane into regions I and II, respectively. For $\beta > \beta_{\text{inv}}$ (or $\beta > \beta_{\text{per}}$), $\rho(\infty)$ increases with $\alpha$ due to the enhancement in the transmission rate between the infected node and its susceptible neighbors. Since the initial fraction of infected seeds impacts only the steady state associated with the region of the hysteresis loop, we can determine this region by computing the difference between the values of every point $(\beta, \alpha)$ in Figs. 5(b) and 5(a). As shown in Fig. 5(c), there are four regions. Only when $\alpha$ is larger than a critical value $\alpha_c$ (obtained from Eqs. (9), (11) and (15)) will the final density $\rho(\infty)$ increase with $\beta$ explosively (regions II, III, and IV) and a hysteresis loop appears (region III). Otherwise there is no hysteresis (region I). In region II, the disease becomes extinct, but there is an outbreak in region IV.

While we focus our study on RRNs for the reason that an understanding of explosive spreading can be obtained,
the phenomenon can arise in general complex networks. To
demonstrate this, we simulate synergistic spreading dynam-
ics on Erdős-Rényi (ER) random and scale-free networks.
Figure 4 shows, for ER networks, an explosive increase in
the steady state infection density and a hysteresis loop with
the parameter $\beta$. We also investigate the spreading dynam-
ics on scale-free networks constructed according to the
standard configuration model. The degree distribution is
$P(k) = \Gamma k^{-\gamma}$, where $\gamma$ is degree exponent and the coefficient
is $\Gamma = 1/\sum_{k_{min}}^{k_{max}} k^{-\gamma}$ with the minimum degree $k_{min} = 3$,
maximum degree $k_{max} \sim N^{1/(\gamma-1)}$ and $\gamma = 3.0$. The phe-
omena of explosive spreading and hysteresis loop are present,
as shown in Fig. 4.

V. DISCUSSION

Synergy is a ubiquitous phenomenon in biological and so-
cial systems, and one is naturally curious about its effect on
spreading dynamics on networks. There were previous works
on synergistic irreversible spreading dynamics, and the goals
of this paper are to construct and analyze a generic model for
synergistic reversible spreading, where the effect of synergy is
For RRNs, the synergistic reversible spreading dynamics can be treated analytically by using the approach of master equations, as well as a mean field approximation. Qualitatively, we find that synergy promotes spreading. The manner by which spreading is enhanced is, however, quite striking. In particular, if the strength is above a critical value that is solely determined by the degree of the network, there is an explosive outbreak of the disease in that the steady state infection density increases abruptly and drastically as the basic transmission rate passes through a critical value. Associated with the explosive behavior is a hysteresis loop whereas, if the transmission rate is reduced through a different threshold, the final infected population collapses to zero. All these results have been obtained both analytically and numerically. While the analysis is feasible for RRNs, numerically we find that a similar explosive behavior occurs for general complex networks with a random or a scale-free topology.

The main contributions of our work are thus the discovery of synergy induced explosive outbreak for reversible spreading dynamics, and a qualitative and quantitative understanding of the phenomenon. A number of questions still remain. For example, the effects of network structural characteristics such as clustering [51–52], community [53–55], and core-periphery [56,59] on synergistic spreading dynamics need to be studied. The approach of master equations needs to be improved beyond random regular networks. Finally, the study needs to be extended to more realistic networks such as multiplex networks [20,22,23,60] or temporal networks [61,63].
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