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Introduction

Let \((0, T) \subset \mathbb{R}\) be a bounded time-interval with a finite constant \(T > 0\). Let \(\Omega \subset \mathbb{R}^N\) be a bounded spatial domain with a dimension \(N \in \{1, 2, 3\}\). We denote by \(\Gamma\) the boundary \(\partial \Omega\) of \(\Omega\), and when \(N > 1\), we suppose the Lipschitz regularity for \(\Gamma\). We denote by \(n_\Gamma \in S_{N-1}\) the unit outer normal on \(\Gamma\), and set \(Q := (0, T) \times \Omega\) and \(\Sigma := (0, T) \times \Gamma\). Besides, we define \(H := L^2(\Omega)\) and \(\mathcal{H} := L^2(0, T; L^2(\Omega))\) as the base spaces for our problems.

In this paper, we consider a class of systems of parabolic initial-boundary value problems. Each constituent system is denoted by \((P)\), and formulated as follows.

\[
(P): \begin{cases}
\partial_t p - \Delta p + \mu(t, x)p + \lambda(t, x)p + \omega(t, x) \cdot \nabla z = h(t, x), \quad (t, x) \in Q, \\
\nabla p \cdot n_\Gamma = 0 \text{ on } \Sigma, \\
p(0, x) = p_0(x), \quad x \in \Omega;
\end{cases}
\]

\[
\begin{cases}
a(t, x)\partial_z + b(t, x)z - \text{div} \left( A(t, x) \nabla z + \nu \nabla z + p\omega(t, x) \right) = k(t, x), \quad (t, x) \in Q, \\
z = 0 \text{ on } \Sigma, \\
z(0, x) = z_0(x), \quad x \in \Omega.
\end{cases}
\]

The unknown of the system \((P)\) is a pair of functions \([p, z] : Q \to \mathbb{R}^2\) with \([p_0, z_0] : \Omega \to \mathbb{R}^2\) denoting the initial data, and \([h, k] : Q \to \mathbb{R}^2\) denoting the forcing terms. Moreover, \(\nu > 0\) is a fixed constant, and \(a : Q \to (0, \infty), b : Q \to \mathbb{R}, \mu : Q \to [0, \infty), \lambda : Q \to \mathbb{R}, \omega : Q \to \mathbb{R}^N, \) and \(A : Q \to \mathbb{R}^{N \times N}\) are given functions.

System \((P)\) is associated with an optimal control problem for the following “regularized” state system, denoted by \((S)\).

\[
(S): \begin{cases}
\partial_t \eta - \Delta \eta + g(\eta) + \alpha'(\eta)f(\nabla \theta) = u(t, x), \quad (t, x) \in Q, \\
\nabla \eta \cdot n_\Gamma = 0 \text{ on } \Sigma, \\
\eta(0, x) = \eta_0(x), \quad x \in \Omega; \tag{0.1}
\end{cases}
\]

\[
\begin{cases}
\alpha_0(t, x)\partial_\theta - \text{div} \left( \alpha(\eta) \nabla f(\nabla \theta) + \nu \nabla \theta \right) = v(t, x), \quad (t, x) \in Q, \\
\theta = 0 \text{ on } \Sigma, \\
\theta(0, x) = \theta_0(x), \quad x \in \Omega. \tag{0.2}
\end{cases}
\]

This state system is a regularized version of a mathematical model of grain boundary motion, called “Kobayashi–Warren–Carter model”, which was proposed by Kobayashi et al.
al. [9, 10]. In their original works [9, 10], the spatial domain $\Omega$ is taken to be a two-dimensional domain, and the dynamics of grain boundaries are represented by a vector field 

$$(t,x) \in Q \mapsto \eta(t,x) \left[ \cos \theta(t,x), \sin \theta(t,x) \right],$$

consisting of two unknowns $\eta : Q \to \mathbb{R}$ and $\theta : Q \to \mathbb{R}$. The unknowns $\eta$ and $\theta$, with the initial data $\eta_0 : \Omega \to \mathbb{R}$ and $\theta_0 : \Omega \to \mathbb{R}$, denote the order parameters which indicate the orientation order and the orientation angle of the grain, respectively. The functions $u : Q \to \mathbb{R}$ and $v : Q \to \mathbb{R}$ are given as forcing terms. The Lipschitz function $g : \mathbb{R} \to \mathbb{R}$ in (0.1) helps us to control the range of $\eta$. Moreover, $\alpha_0 : \mathbb{R} \to (0, \infty)$ and $\alpha : \mathbb{R} \to (0, \infty)$ in (0.2) are given functions that correspond to the mobilities of grain boundaries, and $\alpha'$ in (0.1) denotes the differential of $\alpha$. Finally, $f : \mathbb{R}^N \to [0, \infty)$ is a given $C^2$-convex function, and $\nabla f$ denotes the gradient.

Notice that the $C^2$-function $f$ in (0.1) and (0.2) is not present in the original works [9, 10], instead the authors use a $N$-dimensional Euclidean norm. This is the main reason we call (0.1) and (0.2) a “regularized” state system, and in this regard, we call the corresponding optimal control problem as regularized optimal control problem. In case of the Euclidean norm, the diffusion profile is given in a singular form $-\text{div}(\alpha(\eta) \nabla \eta + \nu \nabla \theta)$, where such a singularity is desirable to reproduce the facet-like situations as in the practical crystalline structures. However, the new diffusion profile after introducing $f$ is given by $-\text{div}(\alpha(\eta) \nabla f(\nabla \theta) + \nu \nabla \theta)$. Thus in order to capture the facet-like situations using the regularized model, it is crucial to ensure that $f$ is a good approximation of the Euclidean norm. We shall elaborate on this further in a forthcoming paper.

For completeness, we state the regularized optimal control problem next. We shall denote it by (OCP).

(OCP) Find a pair of functions $[u_*, v_*] \in \mathcal{H}^2$, called an optimal control, such that

$$[u_*, v_*] \in \mathcal{W}_{ad} := \left\{ [u, v] \in \mathcal{H}^2 \bigg| u_a \leq u \leq u_b, v_a \leq v \leq v_b, \text{ a.e. in } Q \right\} \neq \emptyset,$$

and $[u_*, v_*]$ minimizes the following cost functional $J = J(u, v)$:

$$[u, v] \in \mathcal{W}_{ad} \subset \mathcal{H}^2 \mapsto J(u, v) := \frac{1}{2} \int_0^T \left( ||\eta - \eta_{ad}||_H^2 + ||\theta - \theta_{ad}||_H^2 \right) dt + \frac{\lambda_1}{2} \int_0^T |u(t)|^2_H dt + \frac{\lambda_2}{2} \int_0^T |v(t)|^2_H dt \in [0, \infty),$$

where $[\eta, \theta]$ solves the regularized state system (S).

Here, $[u_*, v_*], [u_b, v_b] \in L^\infty(Q)^2$ are fixed bounded obstacles for the variable $[u, v] \in \mathcal{H}^2$, called a control, and are known as control bounds, $\lambda_i > 0$, $i = 1, 2$, are constants of control cost, and $[\eta_{ad}, \theta_{ad}] \in \mathcal{H}^2$ is the pair of admissible target profiles for $[\eta, \theta]$.

The problem (P) generalizes the following two key-systems that arise in the mathematical analysis of (OCP):

\begin{align*}
&\text{(1)} \quad \frac{\partial \eta}{\partial t} + \text{div} \left( \eta \nabla \eta \right) = \text{div} \left( \alpha(\eta) \nabla \eta \right), \\
&\text{(2)} \quad \frac{\partial \theta}{\partial t} + \text{div} \left( \eta \nabla \theta \right) = \text{div} \left( \alpha(\eta) \nabla \theta \right),
\end{align*}

where such a singularity is desirable to reproduce the facet-like situations as in the practical crystalline structures.
1) the linearized system for (S) which is associated with the Gâteaux derivative $J'$ of the cost $J$ at each $[u, v] \in \mathcal{U}_{ad}$;

2) the adjoint system of the above problem 1).

In the context, problem 1) corresponds to the system (P) in the case when:

$$\begin{cases}
    a(t, x) = \alpha_0(t, x), & b(t, x) = 0, \\
    \mu(t, x) = [\alpha''(\eta)f(\nabla \theta)](t, x), \\
    \lambda(t, x) = [g'(\eta)](t, x), \\
    \omega(t, x) = [\alpha'(\eta)\nabla f(\nabla \theta)](t, x), \\
    A(t, x) = [\alpha(\eta)\nabla^2 f(\nabla \theta)](t, x), \\
    [p_0(x), z_0(x)] = [0, 0],
\end{cases}$$

a.e. $(t, x) \in Q$, (0.3)

and the problem 2) corresponds to the system (P) in the case when:

$$\begin{cases}
    a(t, x) = \alpha_0(T - t, x), & b(t, x) = \partial_t \alpha_0(T - t, x), \\
    \mu(t, x) = [\alpha''(\eta)f(\nabla \theta)](T - t, x), \\
    \lambda(t, x) = [g'(\eta)](T - t, x), \\
    \omega(t, x) = [\alpha'(\eta)\nabla f(\nabla \theta)](T - t, x), \\
    A(t, x) = [\alpha(\eta)\nabla^2 f(\nabla \theta)](T - t, x), \\
    [p_0(x), z_0(x)] = [0, 0],
\end{cases}$$

a.e. $(t, x) \in Q$, (0.4)

where $g'$ is the differential of the Lipschitz perturbation $g$.

The goals of this paper are to establish well-posedness of the system (P), and to design a convergent numerical scheme (time-discrete, spatially continuous) to numerically realize the problem. We shall accomplish our goals in the following two theorems.

**Main Theorem 1** (Well-posedness of (P)): to show existence, uniqueness, and continuous dependence on the data for (P).

**Main Theorem 2** (Numerical scheme and convergence): to set up a time-discretization for (P) and establish convergence of this scheme.

The content of this paper is as follows. The Main Theorems of this paper are stated in Section 2, on the basis of the preliminaries in Section 1. The proofs of Main Theorems are given in Section 4, by means of the Key-Lemmas provided in Section 3. Finally, in Section 5, we show several Corollaries and Remarks as the conclusions derived from the Main Theorems and Key-Lemmas.
1 Preliminaries

We begin by prescribing the notations used throughout this paper.

As is mentioned in the previous Section, let \((0, T) \subset \mathbb{R}\) be a bounded time-interval with a finite constant \(T > 0\). Let \(\Omega \subset \mathbb{R}^N\) be a bounded spatial domain with a dimension \(N \in \{1, 2, 3\}\). We denote by \(\Gamma\) the boundary \(\partial \Omega\) of \(\Omega\), and when \(N > 1\), we suppose the Lipschitz regularity for \(\Gamma\). We denote by \(n\) the unit outer normal on \(\Gamma\), and set \(Q := (0, T) \times \Omega\) and \(\Sigma := (0, T) \times \Gamma\). Besides, we define

\[
\begin{cases}
H := L^2(\Omega) & \text{and} & \mathcal{H} := L^2(0, T; H), \\
V := H^1(\Omega) & \text{and} & \mathcal{V} := L^2(0, T; V), \\
V_0 := H^1_0(\Omega) & \text{and} & \mathcal{V}_0 := L^2(0, T; V_0),
\end{cases}
\]

and we suppose that:

\[
\begin{aligned}
&V \subset H = H^* \subset V^* \quad \text{and} \quad \mathcal{V} \subset \mathcal{H} = \mathcal{H}^* \subset \mathcal{V}^*, \\
&V_0 \subset H = H^* \subset V_0^* \quad \text{and} \quad \mathcal{V}_0 \subset \mathcal{H} = \mathcal{H}^* \subset \mathcal{V}_0^*,
\end{aligned}
\]

where “=” is due to identification of the Hilbert spaces with their duals, and moreover, “⊂” denotes continuous embeddings.

Notations in real analysis. Let \(d \in \mathbb{N}\) take a fixed dimension. We denote by \(|x|\) and \(x \cdot y\) the Euclidean norm of \(x \in \mathbb{R}^d\) and the scalar product of \(x, y \in \mathbb{R}^d\), respectively, i.e.,

\[
|x| := \sqrt{x_1^2 + \cdots + x_d^2} \quad \text{and} \quad x \cdot y := x_1 y_1 + \cdots + x_d y_d,
\]

for all \(x = [x_1, \ldots, x_d], y = [y_1, \ldots, y_d] \in \mathbb{R}^d\).

We denote by \(\mathcal{L}^d\) the \(d\)-dimensional Lebesgue measure, and we denote by \(\mathcal{H}^d\) the \(d\)-dimensional Hausdorff measure. In particular, the measure theoretical phrases, such as “a.e.”, “\(dt\)”, and “\(dx\)”, and so on, are all with respect to the Lebesgue measure in each corresponding dimension. Also in case of a Lipschitz-surface \(S\), the phrase “a.e.” is with respect to the Hausdorff measure in each corresponding Hausdorff dimension.

Additionally, for a Borel set \(E \subset \mathbb{R}^d\), we denote by \(\chi_E : \mathbb{R}^d \rightarrow \{0, 1\}\) the characteristic function of \(E\).

Abstract notations. (cf. [3, Chapter II]) For an abstract Banach space \(X\), we denote by \(|\cdot|_X\) the norm of \(X\), and denote by \(\langle \cdot, \cdot \rangle_X\) the duality pairing between \(X\) and its dual \(X^*\). In particular, when \(X\) is a Hilbert space, we denote by \(\langle \cdot, \cdot \rangle_X\) the inner product of \(X\).

For two Banach spaces \(X\) and \(Y\), let \(\mathcal{L}(X; Y)\) be the Banach space of bounded linear operators from \(X\) into \(Y\).

For Banach spaces \(X_1, \ldots, X_d\) with \(1 < d \in \mathbb{N}\), let \(X_1 \times \cdots \times X_d\) be the product Banach space endowed with the norm \(|\cdot|_{X_1 \times \cdots \times X_d} := |\cdot|_{X_1} + \cdots + |\cdot|_{X_d}\). However, when all \(X_1, \ldots, X_d\) are Hilbert spaces, \(X_1 \times \cdots \times X_d\) denotes the product Hilbert space endowed with the inner product \(\langle \cdot, \cdot \rangle_{X_1 \times \cdots \times X_d} := \langle \cdot, \cdot \rangle_{X_1} + \cdots + \langle \cdot, \cdot \rangle_{X_d}\) and the norm.
| \cdot |_{X_1 \times \cdots \times X_d} := (| \cdot |_{X_1}^2 + \cdots + | \cdot |_{X_d}^2)^{\frac{1}{2}}. \] In particular, when all \(X_1, \ldots, X_d\) coincide with a Banach space \(Y\), we let:

\[
[Y]^d := \underbrace{Y \times \cdots \times Y},
\]

and moreover, when there is no possibility of confusion, we simply denote by \(Y^d\) the product space of this case.

For any proper functional \(\Psi : X \rightarrow (-\infty, \infty]\) on a Banach space \(X\), we denote by \(D(\Psi)\) the effective domain of \(\Psi\).

**Notations of basic differential operators.** Let \(F : V \rightarrow V^*\) be the duality map, defined as

\[
\langle F\varphi, \psi \rangle_V := (\nabla \varphi, \nabla \psi)_{[H]^N} + (\varphi, \psi)_H, \quad \text{for all } \varphi, \psi \in V.
\]

As is well-known,

\[
F\varphi = -\Delta \varphi + \varphi \text{ in } H, \quad \text{if } \varphi \in H^2(\Omega), \text{ and } \nabla \varphi \cdot n_{\Gamma} = 0 \text{ a.e. on } \Gamma.
\]

In the meantime, we note that the distributional divergence “\(\nabla^\ast\)" in \(\mathcal{D}'(\Omega)\) can be regarded as a bounded linear operator from \([H]^N\) into \(V_0^*\) (i.e. \(\nabla^\ast \in \mathcal{L}([H]^N; V_0^*)\)), via the following variational identity:

\[
\langle \nabla \varphi, \psi \rangle_{V_0} := -\langle \varphi, \nabla \psi \rangle_{[H]^N}, \quad \text{for every } \varphi \in [H]^N \text{ and } \psi \in V_0. \tag{1.2}
\]

**Notations for the time-discretization.** Let \(\tau \in (0, 1)\) be a constant that denotes the time step-size, and let \(\{t_i\}_{i=0}^\infty \subset [0, \infty)\) be the time sequence defined as:

\[
t_i := i\tau, \quad i = 0, 1, 2, \ldots \tag{1.3}
\]

Let \(X\) be a Banach space. Then, for any sequence \(\{[t_i, \gamma_i]\}_{i=0}^\infty \subset [0, \infty) \times X\), we define the **forward time-interpolation** \([\tau]_{\tau} \in L^\infty_{\text{loc}}([0, \infty) \times X)\), the **backward time-interpolation** \([\gamma]_{\tau} \in L^\infty_{\text{loc}}((0, \infty) \times X)\), and the **linear time-interpolation** \([\gamma]_{\tau} \in W^{1,2}_{\text{loc}}((0, \infty) \times X)\), by letting:

\[
\begin{align*}
[\tau]_{\tau}(t) &:= \chi_{(-\infty,0]}(t)\gamma_0 + \sum_{i=1}^\infty \chi_{(t_{i-1}, t_i]}(t) \gamma_i, \\
[\gamma]_{\tau}(t) &:= \sum_{i=0}^\infty \chi_{(t_i, t_{i+1}]}(t) \gamma_i, \quad \text{in } X, \text{ for } t \geq 0, \tag{1.4} \\
[\gamma]_{\tau}(t) &:= \sum_{i=1}^\infty \chi_{(t_{i-1}, t_i]}(t) \left( \frac{t_{i-1} - t}{\tau} \gamma_i + \frac{t - t_{i-1}}{\tau} \gamma_{i-1} \right),
\end{align*}
\]

respectively.

**Remark 1.** For an interval \(I \subset \mathbb{R}\), a Banach space \(X\), and a constant \(q \in [1, \infty]\), we say that \(L^q(I; X) \subset L^q_{\text{loc}}(\mathbb{R}; X)\) (resp. \(L^q_{\text{loc}}(\mathbb{R}; X) \subset L^q(I; X)\)) by identifying \(X\)-valued functions on \(I\) (resp. on \(\mathbb{R}\)) with the zero-extensions onto \(\mathbb{R}\) (resp. the restriction onto \(I\)). Besides, under the notations as in (1.3) and (1.4), the following facts can be verified.
(Fact 1) • If \( q \in [1, \infty) \), \( \gamma \in L^{q}(0,T;X) \), and the sequence \( \{ \gamma_{i} \}_{i=0}^{\infty} \subset X \) is given by:

\[
\gamma_{i} := \frac{1}{\tau} \int_{t_{i-1}}^{t_{i}} \gamma(s) \, ds \quad \text{in } X, \quad i = 0, 1, 2, \ldots, \tag{1.5}
\]

then

\[
[\gamma]_{\tau} \to \gamma, \quad [\gamma]_{\tau} \to \gamma, \quad \text{and } [\gamma]_{\tau} \to \gamma \quad \text{in } L^{q}(0,T;X), \quad \text{as } \tau \downarrow 0,
\]

and

\[
[\gamma]_{\tau}(t) \to \gamma(t), \quad [\gamma]_{\tau}(t) \to \gamma(t), \quad \text{and } [\gamma]_{\tau}(t) \to \gamma(t) \quad \text{in } X, \quad \text{a.e. } t \in (0,T), \quad \text{as } \tau \downarrow 0.
\]

• If \( X \) is a reflexive Banach space, and \( \gamma \in L^{\infty}(0,T;X) \), then the sequence \( \{ \gamma_{i} \}_{i=0}^{\infty} \subset X \) given by (1.5) fulfills that:

\[
\sup_{\tau \in (0,1)} \left\{ |[\gamma]_{\tau}|_{L^{\infty}(0,T;X)}, |[\gamma]_{\tau}|_{L^{\infty}(0,T;X)}, |[\gamma]_{\tau}|_{L^{\infty}(0,T;X)} \right\} \leq |\gamma|_{L^{\infty}(0,T;X)},
\]

\[
\begin{cases}
[\gamma]_{\tau} \to \gamma, & \text{in } L^{q}(0,T;X), \text{ for any } q \in [1, \infty), \quad \text{as } \tau \downarrow 0, \\
& \text{weakly-}^* \text{ in } L^{\infty}(0,T;X),
\end{cases}
\]

\[
[\gamma]_{\tau}(t) \to \gamma(t), \quad [\gamma]_{\tau}(t) \to \gamma(t), \quad \text{and } [\gamma]_{\tau}(t) \to \gamma(t)
\quad \text{in } X, \quad \text{a.e. } t \in (0,T), \quad \text{as } \tau \downarrow 0.
\]

• If \( \gamma \in W^{1,\infty}(Q) \), and the sequence \( \{ \gamma_{i} \}_{i=0}^{\infty} \subset W^{1,\infty}(\Omega) \) is given as:

\[
\gamma_{i} := \begin{cases}
\gamma(t_{i}) \text{ in } W^{1,\infty}(\Omega), & \text{if } t_{i} \leq T, \\
\gamma(t_{i-1}) \text{ in } W^{1,\infty}(\Omega), & \text{if } t_{i-1} \leq T < t_{i}, \\
0 & \text{in } W^{1,\infty}(\Omega), \text{ otherwise},
\end{cases} \quad i = 0, 1, 2, \ldots,
\]

then

\[
\begin{cases}
\sup_{\tau \in (0,1)} \left\{ |[\gamma]_{\tau}|_{L^{\infty}(Q)}, |[\gamma]_{\tau}|_{L^{\infty}(Q)}, |[\gamma]_{\tau}|_{C(\overline{Q})} \right\} \leq |\gamma|_{C(\overline{Q})}, \\
\sup_{\tau \in (0,1)} \left\{ |\nabla[\gamma]_{\tau}|_{L^{\infty}(Q)^{N}}, |\nabla[\gamma]_{\tau}|_{L^{\infty}(Q)^{N}}, |\nabla[\gamma]_{\tau}|_{L^{\infty}(Q)^{N}} \right\} \leq |\nabla[\gamma]|_{L^{\infty}(Q)^{N}},
\end{cases}
\]

\[
\sup_{\tau \in (0,1)} |\partial_{t}[\gamma]_{\tau}|_{L^{\infty}(Q)} \leq |\partial_{t}\gamma|_{L^{\infty}(Q)},
\]

\[
\begin{cases}
[\gamma]_{\tau} \to \gamma \text{ and } [\gamma]_{\tau} \to \gamma, & \text{in } L^{\infty}(0,T;C(\overline{Q})), \\
[\gamma]_{\tau} \to \gamma & \text{in } C(\overline{Q}), \\
\partial_{t}[\gamma]_{\tau} \to \partial_{t}\gamma \text{ weakly-}^* \text{ in } L^{\infty}(Q),
\end{cases}
\quad \text{and in the pointwise sense a.e. in } Q,
\]

and

\[
\begin{cases}
\nabla[\gamma]_{\tau} \to \nabla\gamma, & \text{weakly-}^* \text{ in } L^{\infty}(Q)^{N}, \\
\nabla[\gamma]_{\tau} \to \nabla\gamma & \text{as } \tau \downarrow 0.
\end{cases}
\quad \text{and in the pointwise sense a.e. in } Q,
2 Main Theorems

In this paper, the main results are discussed under the following assumptions.

(A1) The sextet of given data \([a, b, \mu, \lambda, \omega, A]\) belongs to a class \(\mathcal{S}_0 \subset [\mathcal{H}]^6\), defined as follows.

\[
\mathcal{S}_0 := \left\{ [\tilde{a}, \tilde{b}, \tilde{\mu}, \tilde{\lambda}, \tilde{\omega}, \tilde{A}] \in [\mathcal{H}]^6 \mid \begin{array}{l}
\tilde{a} \in W^{1,\infty}(Q) \text{ and } \log \tilde{a} \in L^\infty(Q); \\
\tilde{b} \in L^\infty(Q); \\
\tilde{\mu} \in L^\infty(0, T; H) \text{ and } \tilde{\mu} \geq 0 \text{ a.e. in } Q; \\
\tilde{\lambda} \in L^\infty(Q); \\
\tilde{\omega} \in L^\infty(Q)^N; \\
\tilde{A} \in L^\infty(Q)^{N \times N}, \text{ and the value } \tilde{A}(t, x) \in \mathbb{R}^{N \times N} \text{ is positive and symmetric, for a.e. } (t, x) \in Q. 
\end{array} \right\}
\]

(A2) \(\nu > 0\) is a fixed constant, and \([h, k] \in \mathcal{V}^* \times \mathcal{V}_0^*\) and \([p_0, z_0] \in [H]^2\) are given pairs of functions.

Remark 2. Let us define:

\[
\delta_*(\tilde{a}) := \text{ess inf}_{(t,x) \in Q} \tilde{a}(t, x) \in \mathbb{R}, \text{ for any } \tilde{a} \in L^\infty(Q).
\]

Then, the assumption (A1) implies that

\[ a(t, x) \geq \delta_*(a) > 0, \text{ for a.e. } (t, x) \in Q. \]

In view of the previous works [5–8, 13–17, 20] and the relations (0.3)–(0.4), we can say that (A1) is a meaningful assumption for the sextet of data \([a, b, \mu, \lambda, \omega, A]\), and especially for the components \(\mu, \omega,\) and \(A\).

Remark 3. We here verify the following key-properties.

(R1) Since \(N \in \{1, 2, 3\}\), and \(\Omega \subset \mathbb{R}^N\) is a bounded domain, we have the continuous (compact) embedding \(V \subset L^4(\Omega)\). Therefore, for any \(0 \leq \mu^p \in H\) and any \(p^o \in V\), we can say that \(\sqrt{\mu^p p^o} \in H\) and \(\mu^p p^o \in V^*\), via the following estimate:

\[
\int_\Omega \mu^o |p^o| |\varphi^o| \, dx \leq |\mu^o|_H |p^o|_{L^4(\Omega)} |\varphi^o|_{L^4(\Omega)} \\
\leq (C_{V}^{L^4}|p^o|_H |\varphi^o|_V)^2, \text{ for any } \varphi^o \in V,
\]

and the variational identity:

\[
\langle \mu^o p^o, \varphi^o \rangle_V := \left(\sqrt{\mu^p p^o}, \sqrt{\mu^o \varphi^o}\right)_H, \text{ for any } \varphi^o \in V, \text{ respectively,}
\]
where \(C_V^{4^i} > 0\) is the constant of embedding \(V \subset L^4(\Omega)\). Similarly, for any \(0 \leq \mu \in L^\infty(0,T;H)\) and any \(p \in \mathcal{V}\), we can say that \(\sqrt{\mu}p \in \mathcal{H}\) and \(\mu p \in \mathcal{V}^*\), via:

\[
\int_0^T \int_\Omega |\mu| |\varphi| \, dx \, dt \leq \int_0^T |\mu(t)| |\varphi(t)|_{L^4(\Omega)} \, dt
\]

\[
\leq (C_V^{4^i})^2 |\mu|_{L^\infty(0,T;H)} \int_0^T |\varphi|_V \, dt
\]

\[
\leq (C_V^{4^i})^2 |\mu|_{L^\infty(0,T;H)} |\varphi|_V, \text{ for any } \varphi \in \mathcal{V},
\]

and

\[
\langle \mu p, \varphi \rangle_{\mathcal{V}} := (\sqrt{\mu}p, \sqrt{\mu}\varphi)_{\mathcal{H}}, \text{ for any } \varphi \in \mathcal{V}, \text{ respectively.}
\]

(R2) For any \(\tilde{a} \in W^{1,\infty}(Q) \cup L^\infty(0,T;W^{1,\infty}(\Omega))\) and any \(w \in \mathcal{V}_0^*\), we can say that \(\tilde{a}w (= w\tilde{a}) \in \mathcal{V}_0^*\), via the following variational form:

\[
\langle \tilde{a}w, \psi \rangle_{\mathcal{V}_0^*} := \langle w, \tilde{a}\psi \rangle_{\mathcal{V}_0}, \text{ for any } \psi \in \mathcal{V}_0,
\]

and can estimate that:

\[
|\tilde{a}w|_{\mathcal{V}_0^*} \leq (1 + C_{\tilde{V}_0^*})(|\tilde{a}|_{L^\infty(Q)} + |\nabla \tilde{a}|_{L^\infty(Q)}^\infty)|w|_{\mathcal{V}_0^*},
\]

by using the constant \(C_{\tilde{V}_0^*}\) of the embedding \(\tilde{V}_0 \subset H\). In particular, if \(\tilde{a} \in W^{1,\infty}(Q)\) and \(w \in W^{1,2}(0,T;\tilde{V}_0^*)\), then \(\tilde{a}w \in W^{1,2}(0,T;\tilde{V}_0^*)\), and

\[
\partial_t(\tilde{a}w) = \tilde{a}\partial_tw + w\partial_t\tilde{a} \text{ in } \mathcal{V}_0^*.
\]

Meanwhile, if \(\tilde{a} \in W^{1,\infty}(Q) \cup L^\infty(0,T;W^{1,\infty}(\Omega))\) and \(\log \tilde{a} \in L^\infty(Q)\), then it is estimated that:

\[
|\tilde{a}w|_{\mathcal{V}_0^*} \geq \frac{\delta_*^2(\tilde{a})}{(1 + C_{\tilde{V}_0^*})(|\tilde{a}| + |\nabla \tilde{a}|_{L^\infty(Q)}^\infty)}|w|_{\mathcal{V}_0^*}.
\]

Now, the solution to our system (P) is defined as follows.

**Definition 1.** A pair of functions \([p, z] \in [\mathcal{H}]^2\) is called a solution to (P), iff. \([p, z]\) fulfills the following conditions.

(P1) \(p \in W^{1,2}(0,T;V^*) \cap L^2(0,T;V) \subset C([0,T];H)\) with \(p(0) = p_0\) in \(H\);

\(z \in W^{1,2}(0,T;\tilde{V}_0^*) \cap L^2(0,T;\tilde{V}_0) \subset C([0,T];H)\) with \(z(0) = z_0\) in \(H\).

(P2) \(p\) solves the following variational identity:

\[
\langle \partial_t p(t), \varphi \rangle_V + \int_{\Omega} \nabla p(t) \cdot \nabla \varphi \, dx + \int_{\Omega} \mu(t)p(t)\varphi \, dx
\]

\[
+ \langle \lambda(t)p(t) + \omega(t) \cdot \nabla z(t), \varphi \rangle_H = \langle h(t), \varphi \rangle_V,
\]

for any \(\varphi \in V\), and a.e. \(t \in (0, T)\).
(P3) $z$ solves the following variational identity:

$$
\langle \partial_t z(t), a(t) \psi \rangle_{V_0} + (b(t) z(t), \psi)_H \\
+ \int_{\Omega} (A(t) \nabla z(t) + \nu \nabla z(t)) \cdot \nabla \psi \, dx + \int_{\Omega} p(t) \omega(t) \cdot \nabla \psi \, dx \\
= (k(t), \psi)_{V_0}, \text{ for any } \psi \in V_0, \text{ and a.e. } t \in (0, T).
$$

Remark 4. Taking into account the notations as in (1.1) and (1.2), and Remark 3, the variational identities as in Definition 1 (P2) and (P3) can be reformulated as follows.

\[
\begin{cases}
\partial_t p + (Fp - p) + \mu p + \lambda \omega + \omega \cdot \nabla z = h \text{ in } V^*, \\
a \partial_t z + b z - \text{div} (A \nabla z + \nu \nabla z + p \omega) = k \text{ in } V_0^*.
\end{cases}
\]

In this paper, the solution to (P) will be obtained by means of the time-discretization method. In view of this, we denote by $\tau \in (0, 1)$ the constant of time step size, and consider the following semi-discrete (time discrete, spatially continuous) scheme, denoted by (DP)$_{\tau}$, which is a discrete version of (P).

$$(DP)_{\tau}:
\begin{align*}
\frac{1}{\tau} \left( p_i - p_{i-1}, \varphi \right)_{H} &+ \int_{\Omega} \nabla p_i \cdot \nabla \varphi \, dx + \int_{\Omega} \mu_i \varphi \, dx \\
+ (\lambda_i p_i + \omega_i \cdot \nabla z_i, \varphi)_{H} &= \langle h_i, \varphi \rangle_{V}, 
\end{align*}
\tag{2.1}
$$
for every $\varphi \in V$, $i = 1, 2, 3, \ldots$, with the initial data $p_0 \in H$,

$$
\frac{1}{\tau} \left( a_i (z_i - z_{i-1}), \psi \right)_{H} + (b_i z_i, \psi)_{H} \\
+ \int_{\Omega} (A_i \nabla z_i + \nu \nabla z_i) \cdot \nabla \psi \, dx + \int_{\Omega} p_i \omega_i \cdot \nabla \psi \, dx = \langle k_i, \psi \rangle_{V_0},
\tag{2.2}
$$
for every $\psi \in V_0$, $i = 1, 2, 3, \ldots$, with the initial data $z_0 \in H$. The solution to (DP)$_{\tau}$ is defined as a sequence $\{[p_i, z_i]\}_{i=0}^{\infty} \subset [H]^2$, such that

$$
[p_i, z_i] \in V \times V_0 \text{ for all } i \geq 1, \text{ and } \{[p_i, z_i]\}_{i=0}^{\infty} \text{ fulfills (2.1) and (2.2)}.
$$

We let $\{[a_i, b_i, \mu_i, \lambda_i, \omega_i, A_i]\}_{i=0}^{\infty}$ be a bounded sequence in $W^{1, \infty}(\Omega) \times L^{\infty}(\Omega) \times H \times L^{\infty}(\Omega) \times L^{\infty}(\Omega)^N \times L^{\infty}(\Omega)^{N \times N}$, such that:

\[
\begin{align*}
\sup_{i \geq 0} |a_i|_{W^{1, \infty}(\Omega)} &\leq |a|_{W^{1, \infty}(\Omega)}, \quad \sup_{i \geq 0} |b_i|_{L^{\infty}(\Omega)} \leq |b|_{L^{\infty}(\Omega)}, \\
\sup_{i \geq 0} |\mu_i|_{H} &\leq |\mu|_{L^{\infty}(0,T; H)}, \quad \sup_{i \geq 0} |\lambda_i|_{L^{\infty}(\Omega)} \leq |\lambda|_{L^{\infty}(\Omega)}, \\
\sup_{i \geq 0} |\omega_i|_{L^{\infty}(\Omega)^N} &\leq |\omega|_{L^{\infty}(\Omega)^N}, \quad \sup_{i \geq 0} |A_i|_{L^{\infty}(\Omega)^{N \times N}} \leq |A|_{L^{\infty}(\Omega)^{N \times N}},
\end{align*}
\tag{2.3a}
\]

\[
\begin{align*}
a_i &\geq \delta(a), \quad \mu_i \geq 0, \text{ and } A_i \text{ is positive and symmetric}, \\
a \text{ e. in } \Omega, \text{ for } i = 0, 1, 2, \ldots,
\end{align*}
\tag{2.3b}
\]
For every forcing pairs $(p^i, k^i) \in \mathcal{V}^* \times \mathcal{V}^*_0$, initial pairs $[p^0, z^0] \in [H]^2$, and sextets of data $[a^i, b^i, \mu^i, \lambda^i, \omega^i, A^i] \in \mathcal{J}_0$, $\ell = 1, 2$, let $[p^\ell, z^\ell] \in [H]^2$, $\ell = 1, 2$, be the corresponding solutions to $(P)$. Additionally, let $C^* = C^*(a^1, b^1, \lambda^1, \omega^1)$ be a positive constant, depending on $|a^1|_{W^{1,\infty}(Q)}$, $\delta_\nu(a^1)$, $|b^1|_{L^\infty(Q)}$, $|\lambda^1|_{L^\infty(Q)}$, and $|\omega^1|_{L^\infty(Q)^N}$, which is defined as:

\[
C^* := \frac{9(1 + \nu)}{\min\{1, 2, \delta_\nu(a^1)\}} \left( 1 + (C_{V^1}^{L^4})^2 + (C_{V^2}^{L^4})^4 + (C_{V_0^0}^{L^4})^2 \right),
\]

with the constants $C_{V^1}^{L^4} > 0$ and $C_{V_0^0}^{L^4} > 0$ of the respective embeddings $V \subset L^4(\Omega)$ and $V_0 \subset L^4(\Omega)$. Then, it holds that:

\[
|b^1|^2 + |a^1(t)| H(t)^2 \quad + \quad \int_0^T |(p^1 - p^2)(t)|^2 H(t)^2 dt
\]

\[
+ \quad \int_0^T |(p^1 - p^2)(\xi)|^2 d\xi + \nu \int_0^T |(z^1 - z^2)(\xi)|^2 d\xi
\]

\[
\leq e^{3C^*T} \left( |p^1_0 - p^2_0|_{H^1} + |\sqrt{a^1(0)(z^1_0 - z^2_0)}|^2 \right)
\]

\[
+ 2C^* e^{3C^*T} \int_0^T \left( |(h^1 - h^2)(t)|^2 V_0^* + |(k^1 - k^2)(t)|^2 V_0^* \right) dt
\]

\[
+ 2C^* e^{3C^*T} \int_0^T R^*(t) dt, \quad \text{for all } t \in [0, T],
\]
where

\[
R^*(t) := |\partial_t z^2(t)|_V^2 + |a^1 - a^2|_{C(\Omega)}^2 + |\nabla(a^1 - a^2)(t)|_{L^4(\Omega)}^2 \\
+ |p^2(t)|_V^2 ((\mu^1 - \mu^2)(t)|_H^2 + |(\omega^1 - \omega^2)(t)|_{L^4(\Omega)}^2) \\
+ |z^2(t)|_V^2 (b^1 - b^2)(t)|_H^2 + |p^2(t)(\lambda^1 - \lambda^2)(t)|_H^2 \\
+ |\nabla z^2(t) \cdot (\omega^1 - \omega^2)(t)|_H^2 + |(A^1 - A^2)(t)\nabla z^2(t)|_{H^2}^2, \tag{2.6}
\]

for a.e. \( t \in (0, T) \).

**Main Theorem 2** (Numerical scheme and convergence). Under the assumptions (A1) and (A2), the following two items hold.

**(II-A)** There is a constant \( \tau_* = \tau_*(a, b, \lambda, \omega) \in (0, 1) \), depending on \( \delta_*(a) \), \( |b|_{L^\infty(\Omega)} \), \( |\lambda|_{L^\infty(\Omega)} \), and \( |\omega|_{L^\infty(\Omega)} \), such that for any \( \tau \in (0, \tau_*) \), the semi-discrete scheme \((DP)_\tau\) admits a unique solution \( \{[p_t, z_t]\}_{t=0}^\infty \subset [H]^2 \).

**(II-B)** The sequence of the linear time-interpolation \( \{[p_t, (z_t)]\}_{t=0, \tau} \) converges to the solution \([p, z]\) to \((P)\), as \( \tau \downarrow 0 \), in the sense that:

\[
[p_t, (z_t)] \rightarrow [p, z] \quad \text{in} \quad [H]^2, \quad \text{in} \quad C([0, T]; V^*) \times C([0, T]; V_0^*),
\]

weakly in \( W^{1,2}(0, T; V^*) \times W^{1,2}(0, T; V_0^*) \),

and weakly-* in \( L^\infty(0, T; H)^2 \), as \( \tau \downarrow 0 \). \tag{2.7a}

Moreover, if \([p_0, z_0] \in V \times V_0\), then:

\[
[p_t, (z_t)] \rightarrow [p, z] \quad \text{in} \quad C([0, T]; H)^2, \quad \text{and} \quad \mathcal{V} \times \mathcal{V}_0, \quad \text{as} \quad \tau \downarrow 0. \tag{2.7b}
\]

**Remark 6.** Notice that the convergence (2.7a) implies that:

\[
[p_t, (z_t)] \rightarrow [p, z] \quad \text{and} \quad [p_t, (z_t)] \rightarrow [p, z],
\]

in \([H]^2\) and in \( L^\infty(0, T; V^*) \times L^\infty(0, T; V_0^*) \), as \( \tau \downarrow 0 \).

Also, the convergences (2.7b) implies that:

\[
[p_t, (z_t)] \rightarrow [p, z] \quad \text{and} \quad [p_t, (z_t)] \rightarrow [p, z], \quad \text{in} \quad L^\infty(0, T; H)^2, \quad \text{as} \quad \tau \downarrow 0.
\]

Moreover, when \([p_0, z_0] \in V \times V_0\), we will obtain that:

\[
[p_t, (z_t)] \rightarrow [p, z] \quad \text{and} \quad [p_t, (z_t)] \rightarrow [p, z], \quad \text{in} \quad \mathcal{V} \times \mathcal{V}_0, \quad \text{as} \quad \tau \downarrow 0.
\]

in the process of the proof (cf. (4.26)–(4.29)).
3 Key-Lemmas

In this Section, we prove a few Key-Lemmas that are vital for our Main Theorems.

**Key-Lemma 1.** Let the assumptions (A1) and (A2) hold. Let \( a^o \in L^\infty(\Omega), b^o \in L^\infty(\Omega), \mu^o \in H, \lambda^o \in L^\infty(\Omega), \omega^o \in L^\infty(\Omega)^N, \) and \( A^o \in L^\infty(\Omega)^{N \times N} \) be functions, such that

\[
\begin{align*}
|a^o|_{L^\infty(\Omega)} & \leq |a|_{L^\infty(Q)}, |b^o|_{L^\infty(\Omega)} \leq |b|_{L^\infty(Q)}, \\
|\mu^o|_H & \leq |\mu|_{L^\infty(0,T;H)}, |\lambda^o|_{L^\infty(\Omega)} \leq |\lambda|_{L^\infty(Q)}, \\
|\omega^o|_{L^\infty(\Omega)^N} & \leq |\omega|_{L^\infty(Q)^N}, \text{ and } |A^o|_{L^\infty(\Omega)^{N \times N}} \leq |A|_{L^\infty(Q)^{N \times N}},
\end{align*}
\]

and

\[
a^o \geq \delta_*(a), \mu^o \geq 0, \text{ and } A^o \text{ is positive and symmetric, a.e. in } \Omega.
\]

Then, there is a small constant \( \tau_0 = \tau_0(a,b,\lambda,\omega) \in (0,1) \), depending on \( \delta_*(a), |b|_{L^\infty(Q)}, |\lambda|_{L^\infty(Q)}, \text{ and } |\omega|_{L^\infty(Q)^N} \), such that for every pairs of functions \( [h^o,k^o] \in V^* \times V^*_0 \) and \( [p_0,z_0] \in [H]^2 \), the following variational system admits a unique solution \( [p,z] \in V \times V_0 \):

\[
\begin{align*}
\frac{1}{\tau}(p-p_0,\varphi)_H + \int_\Omega \nabla p \cdot \nabla \varphi \, dx + \int_\Omega \mu^o p \varphi \, dx \\
+ (\lambda^o p + \omega^o \cdot \nabla z, \varphi)_H &= (h^o, \varphi)_V, \text{ for any } \varphi \in V, \\
\frac{1}{\tau}(a^o(z-z_0),\psi)_H + (b^o z, \psi)_H + \int_\Omega (A^o \nabla z + \nu \nabla z) \cdot \nabla \psi \, dx \\
+ \int_\Omega \rho \omega^o \cdot \nabla \psi \, dx &= (k^o, \psi)_V, \text{ for any } \psi \in V_0.
\end{align*}
\]

**Proof.** First, for the proof of existence, we define a (non-convex) functional \( \mathcal{E} : [H]^2 \rightarrow (-\infty, \infty] \), by letting:

\[
[p,z] \in [H]^2 \mapsto \mathcal{E}(p,z) := \begin{cases} \\
\frac{1}{2\tau}(|p-p_0|^2_H + |\sqrt{a^o}(z-z_0)|^2_H) \\
+ \int_\Omega (|\nabla p|^2 + |[A^o]^{\frac{1}{2}} \nabla z|^2 + \nu |\nabla z|^2) \, dx \\
+ \int_\Omega |\sqrt{\mu^o}|^2 \, dx + \int_\Omega p(\omega^o \cdot \nabla z) \, dx \\
+ \int_\Omega (\lambda^o|p|^2 + b^o|z|^2) \, dx \\
- (h^o, p)_V + (k^o, z)_V, \text{ if } [p,z] \in V \times V_0, \\
\infty, \text{ otherwise,}
\end{cases}
\]

and we set:

\[
\tau_0 = \tau_0(a,b,\lambda,\omega) := \frac{\min\{1, \nu, \delta_*(a)\}}{16(1 + \nu + \delta_*(a))(1 + |b|_{L^\infty(Q)} + |\lambda|_{L^\infty(Q)} + |\omega|_{L^\infty(Q)^N})^2}.
\]
Notice that nonconvexity in $E$ is due to $\int_\Omega p(\omega^\ell \cdot \nabla z) \, dx + \frac{1}{2} \int_\Omega (\lambda^\ell |p|^2 + b^\ell |z|^2) \, dx$. Then, in the light of Remark 3, it is easy to check that $E$ is a proper lower semi-continuous functional on $[H]^2$, such that:

$$
E(p, z) \geq \frac{1}{8\tau} \left( |p|_H^2 + \delta_*(a) |z|_H^2 \right) + \frac{1}{4} \left( |\nabla p|_{[H]^N}^2 + \nu |\nabla z|_{[H]^N}^2 \right) - \frac{1}{2\tau} \left( |p_0|_H^2 + \delta_*(a) |z_0|_H^2 \right)
$$

for any $[p, z] \in V \times V_0$, whenever $\tau \in (0, \tau_0)$, via the following computations:

$$
\int_\Omega p(\omega^\ell \cdot \nabla z) \, dx + \frac{1}{2} \int_\Omega (\lambda^\ell |p|^2 + b^\ell |z|^2) \, dx 
\geq -\nu |\nabla z|_{[H]^N}^2 - \left( \frac{1}{2} \lambda |L^\infty(Q) + \frac{2}{\nu} |\omega|_{L^\infty(Q)^N} \right) |p|_H^2 - \frac{1}{2} |b|_{L^\infty(Q)} |z|_H^2.
$$

and

$$
\langle h^\ell, p \rangle_V + \langle k^\ell, z \rangle_V \geq -\frac{1}{4} \left( |p|_H^2 + |\nabla p|_{[H]^N}^2 - \nu |\nabla z|_{[H]^N}^2 - |h^\ell|_V^2 - \frac{2}{\nu} |k^\ell|_{V_0}^2 \right.
$$

Additionally, when $\tau \in (0, \tau_0)$, the system $\{(3.2),(3.3)\}$ coincides with the stationarity system for $\min E$, and hence, the solution to $\{(3.2),(3.3)\}$ is easily obtained, by means of the direct method of calculus of variations (cf. [2, Theorem 3.2.1]).

Next, to prove uniqueness, we assume that there are two solutions $[p^\ell, z^\ell] \in V \times V_0$, $\ell = 1, 2$, to the system $\{(3.2),(3.3)\}$. Besides, let us take the difference between the equations (3.2) (resp. (3.3)) corresponding to $p^\ell$ (resp. $z^\ell$), $\ell = 1, 2$, and put $\varphi = p^1 - p^2$ (resp. $\psi = z^1 - z^2$). Then, taking the sum of the results, we arrive at

$$
\frac{1}{\tau} \left( |p^1 - p^2|_H^2 + |\sqrt{a^\varphi} (z^1 - z^2)|_H^2 \right) + \int_\Omega b^\varphi |z^1 - z^2|^2 \, dx
+ \left( |\nabla (p^1 - p^2)|_{[H]^N} + |[A^\varphi]^\frac{1}{2} \nabla (z^1 - z^2)|_{[H]^N} + \nu |\nabla (z^1 - z^2)|_{[H]^N} \right)
+ |\sqrt{b^\varphi} (p^1 - p^2)|_H^2 + \int_\Omega \lambda^\varphi |p^1 - p^2|^2 \, dx + 2 \int_\Omega (p^1 - p^2) \omega^\varphi \cdot \nabla (z^1 - z^2) \, dx = 0.
$$

Here, applying (3.1)–(3.3), (3.5), and Young’s inequality, it is inferred that:

$$
\frac{1}{2\tau} \left( |p^1 - p^2|_H^2 + \delta_*(a) |z^1 - z^2|_H^2 \right) \leq 0, \text{ whenever } \tau \in (0, \tau_0).
$$

Since $\delta_*(a) > 0$ (cf. Remark 2), the proof is finished. \qed
Next, let us define:
\[
\mathcal{X} := \left( \mathcal{Y} \times W^{1,2}(0, T; V^*) \right) \times \left( \mathcal{Y} \times W^{1,2}(0, T; V_0^*) \right),
\]
\[
\mathcal{Y} := L^2(0, T; V^*) \times L^2(0, T; V_0^*) = \mathcal{Y}^* \times \mathcal{Y}_0^*,
\]
and define a class of sextets of functions \( \mathcal{F} \) as follows:
\[
\mathcal{F} := \left\{ \left[ \tilde{a}, \tilde{b}, \tilde{\mu}, \tilde{\lambda}, \tilde{\omega}, \tilde{A} \right] \in [\mathcal{F}]^6 \middle| \tilde{a} \in W^{1,\infty}(Q) \cup L^\infty(0, T; W^{1,\infty}(\Omega)), \quad \text{and} \quad \delta_{s}(\tilde{a}), \tilde{b}, \tilde{\mu}, \tilde{\lambda}, \tilde{\omega}, \tilde{A} \in \mathcal{F}_0^* \right\}.
\]
Then, for any sextet of data \([a, b, \mu, \lambda, \omega, A] \in \mathcal{F} \), we can define an operator \( \mathcal{T} = \mathcal{T}(a, b, \mu, \lambda, \omega, A) : \mathcal{X} \rightarrow \mathcal{Y} \), by letting:
\[
[p, \tilde{p}, z, \tilde{z}] \in \mathcal{X} \rightarrow \mathcal{T}[p, \tilde{p}, z, \tilde{z}] = \mathcal{T}(a, b, \mu, \lambda, \omega, A)[p, \tilde{p}, z, \tilde{z}] := \left\{ \partial_t \tilde{p} + (Fp - p) + \mu p + \lambda p + \omega \cdot \nabla z \right\} \in \mathcal{Y}.
\]

**Remark 7.** For any fixed sextet of data \([a, b, \mu, \lambda, \omega, A] \in \mathcal{F} \), we notice that the operator \( \mathcal{T} = \mathcal{T}(a, b, \mu, \lambda, \omega, A) : \mathcal{X} \rightarrow \mathcal{Y} \) is bounded and linear, i.e. \( \mathcal{T} = \mathcal{T}(a, b, \mu, \lambda, \omega, A) \in \mathcal{L}(\mathcal{X}; \mathcal{Y}) \). Indeed, invoking Remark 3, we can calculate that:
\[
|\mathcal{T}(a, b, \mu, \lambda, \omega, A)[p, \tilde{p}, z, \tilde{z}]|_{\mathcal{Y}} \leq |\partial_t \tilde{p} + (Fp - p) + \mu p + (\lambda p + \omega \cdot \nabla z)|_{\mathcal{Y}} + |a \partial_t z + b z - \div (A \nabla z + \nu \nabla z + p \omega)|_{\mathcal{Y}} \leq |\partial_t \tilde{p}|_{\mathcal{Y}} + (1 + (C_V^L)^2 |\mu|_{L^\infty(0, T; H)} + |\lambda|_{L^\infty(Q)} + |\omega|_{L^\infty(Q)} \nu) |p|_{\mathcal{Y}} + (1 + C_V^H) |\mu|_{L^\infty(Q)} + |\lambda|_{L^\infty(Q)} + |\omega|_{L^\infty(Q)} |p|_{\mathcal{Y}} + (C_V^H |b|_{L^\infty(Q)} + |\lambda|_{L^\infty(Q)} + |\omega|_{L^\infty(Q)} |p|_{\mathcal{Y}} + |A|_{L^\infty(Q)} \nu) |\tilde{z}|_{\mathcal{Y}}
\]
for any \([p, \tilde{p}, z, \tilde{z}] \in \mathcal{X} \).

So, putting:
\[
M_0 := (a, b, \mu, \lambda, \omega, A) := 2(1 + \nu)(1 + (C_V^L)^2 + C_V^H),
\]
\[
\left[ \frac{1}{\delta_s(a)^2} \right] \left( 1 + |a|_{L^\infty(Q)} + |\nabla a|_{L^\infty(Q)} + |b|_{L^\infty(Q)} + |\mu|_{L^\infty(0, T; H)} + |\lambda|_{L^\infty(Q)} + |\omega|_{L^\infty(Q)} + |A|_{L^\infty(Q)} \right) \cdot \left( |b|_{L^\infty(Q)} + |\mu|_{L^\infty(0, T; H)} + |\lambda|_{L^\infty(Q)} + |\omega|_{L^\infty(Q)} + |A|_{L^\infty(Q)} \right),
\]

it is estimated that:
\[
|\mathcal{T}(a, b, \mu, \lambda, \omega, A)[p, \tilde{p}, z, \tilde{z}]|_{\mathcal{Y}} \leq M_0 |[p, \tilde{p}, z, \tilde{z}]|_{\mathcal{X}}, \quad \text{for any} \quad [p, \tilde{p}, z, \tilde{z}] \in \mathcal{X}.
\]
Similarly, putting:
\[
[h, k] := \mathcal{T}(a, b, \mu, \lambda, \omega, A)[p, \tilde{p}, z, \tilde{z}] \in \mathcal{Y},
\]
and
\[
M_1 := (a, b, \mu, \lambda, \omega, A)
\]
\[
:= 2(1 + \nu)(1 + (C_V^L)^2 + C_V^H) \left[ \frac{1}{\delta_s(a)^2} \right] \left( 1 + \frac{1}{\delta_s(a)^2} (|a|_{L^\infty(Q)} + |\nabla a|_{L^\infty(Q)} \right) \cdot \left( 1 + |b|_{L^\infty(Q)} + |\mu|_{L^\infty(0, T; H)} + |\lambda|_{L^\infty(Q)} + |\omega|_{L^\infty(Q)} + |A|_{L^\infty(Q)} \right),
\]

(3.7)
we also see from Remark 3 (R2) that:

\[
\| \partial_t \tilde{p}, \partial_t \tilde{z} \|_{\mathfrak{Y}} \leq \left( 1 + \frac{(1 + C_{\mathfrak{Y}}^H)(\delta_\varepsilon(a) + |\nabla a|_{L^\infty(Q)^N})}{\delta_\varepsilon(a)^2} \right) \cdot \\
\left( |(Fp - p) + \mu p + \lambda p \cdot \nabla z - h|_{L^\infty(Q)^N}^2 + \|bz - \text{div}(A\nabla z + \nu \nabla z + p\omega) - k|_{L^\infty(Q)^N}^2 \right)^{\frac{1}{2}} \tag{3.10}
\]

Now, the second auxiliary lemma is concerned with the continuous dependence of the value \( T = T(a, b, \mu, \lambda, \omega, A)[p, \tilde{p}, \tilde{z}] \) with respect to data \([a, b, \mu, \lambda, \omega, A] \in \mathcal{S} \) and variable \([p, \tilde{p}, z, \tilde{z}] \).

**Key-Lemma 2.** Let \([a, b, \mu, \lambda, \omega, A] \in \mathcal{S} \) be any sextet of data, and let \( T = T(a, b, \mu, \lambda, \omega, A) \in \mathcal{L}(\mathcal{X}; \mathcal{Y}) \) be the operator as in (3.6). Also, let us take a sequence \( \{[a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n]\}_{n=1}^\infty \subset \mathcal{S} \), and consider a sequence of operators:

\[
\{T^n\}_{n=1}^\infty = \{T(a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n)\}_{n=1}^\infty \subset \mathcal{L}(\mathcal{X}; \mathcal{Y}).
\]

Also, let us assume that:

\[
\begin{align*}
\{[a^n, \nabla a^n, b^n, \lambda^n, \omega^n, A^n]\}_{n=1}^\infty & \text{ is bounded in } L^\infty(Q) \times L^\infty(Q)^N \times L^\infty(Q) \times L^\infty(Q)^N \times L^\infty(Q)^N \times L^\infty(Q)^{N \times N}, \\
[a^n, \nabla a^n, b^n, \lambda^n, \omega^n, A^n] & \to [a, \nabla a, b, \lambda, \omega, A] \text{ in the pointwise sense a.e. in } Q, \text{ as } n \to \infty, \\
\{\mu^n\}_{n=1}^\infty & \text{ is bounded in } L^\infty(0, T; H), \text{ and } \mu^n \to \mu \text{ in } \mathcal{H}, \text{ as } n \to \infty,
\end{align*}
\]

\[
\begin{align*}
[p^n, \tilde{p}, z^n, \tilde{z}] & \in \mathcal{X}, \{[p^n, \tilde{p}, z^n, \tilde{z}]\}_{n=1}^\infty \subset \mathcal{X}, \\
[p^n, \tilde{p}^n, z^n, \tilde{z}^n] & \to [p, \tilde{p}, z, \tilde{z}] \text{ weakly in } \mathcal{X}, \\
[p^n, z^n] & \to [p, z] \text{ in } [\mathcal{H}]^2, \text{ as } n \to \infty,
\end{align*}
\]

and

\[
[h^n, k^n] := T^n[p^n, \tilde{p}^n, z^n, \tilde{z}^n] \to [\tilde{h}, \tilde{k}] \text{ weakly in } \mathcal{Y} \text{ as } n \to \infty, \tag{3.11d}
\]

for some \([\tilde{h}, \tilde{k}] \in \mathcal{Y}\).

Then, it holds that:

\[
[\tilde{h}, \tilde{k}] = T[p, \tilde{p}, z, \tilde{z}] = T(a, b, \mu, \lambda, \omega, A)[p, \tilde{p}, z, \tilde{z}] \text{ in } \mathcal{Y}. \tag{3.12}
\]

**Proof.** Let us assume (3.11). Then, we may say that:

\[
\begin{align*}
[p^n, z^n] & \to [p, z] \text{ in the pointwise sense a.e. in } Q, \\
\mu^n & \to \mu \text{ in the pointwise sense a.e. in } Q, \text{ as } n \to \infty, \\
\mu^n(t) & \to \mu(t) \text{ in } H, \text{ for a.e. } t \in (0, T),
\end{align*}
\]

(3.13)
by taking a subsequence if necessary. Also, by (3.11a), (3.11c), and the dominated convergence theorem (cf. [12, Theorem 10]), we arrive at:

$$\lambda^n \varphi \to \lambda \varphi$$ in $\mathcal{H}$ and $\varphi \omega^n \to \varphi \omega$, in $[\mathcal{H}]^N$, for any $\varphi \in \mathcal{H}$, as $n \to \infty$, \hspace{1cm} (3.14a)

$$\nabla (a^n \psi) = \psi \nabla a^n + a^n \nabla \psi \to \psi \nabla a + a \nabla \psi = \nabla (a \psi)$$ in $[\mathcal{H}]^N$, i.e. $a^n \psi \to a \psi$ in $\mathcal{Y}_0$, for any $\psi \in \mathcal{Y}_0$, as $n \to \infty$, \hspace{1cm} (3.14b)

and

$$b^n \psi \to b \psi$$ in $\mathcal{H}$, $\omega^n \cdot \nabla \psi \to \omega \cdot \nabla \psi$ in $\mathcal{H}$, and $A^n \nabla \psi \to A \nabla \psi$ in $[\mathcal{H}]^N$, for any $\psi \in \mathcal{Y}_0$, as $n \to \infty$. \hspace{1cm} (3.14c)

Next, let us fix any test function $[\varphi, \psi] \in \mathcal{Y} \times \mathcal{Y}_0$. Then, as a consequence of (3.11) and (3.14), it is observed that:

$$\langle \partial_t \tilde{p}^n, \varphi \rangle_\mathcal{Y} \to \langle \partial_t \tilde{p}, \varphi \rangle_\mathcal{Y},$$ \hspace{1cm} (3.15a)

$$(F p^n - p^n, \varphi)_{\mathcal{Y}} = (\nabla p^n, \nabla \varphi)_{[\mathcal{H}]^N} \to (\nabla p, \nabla \varphi)_{[\mathcal{H}]^N} = (F p - p, \varphi)_{\mathcal{Y}},$$ \hspace{1cm} (3.15b)

$$\langle \lambda^n p^n, \varphi \rangle_{\mathcal{Y}} = (p^n, \lambda^n \varphi)_{\mathcal{Y}} \to (p, \lambda \varphi)_{\mathcal{Y}} = \langle \lambda p, \varphi \rangle_{\mathcal{Y}},$$ \hspace{1cm} (3.15c)

$$(\omega^n \cdot \nabla \omega^n, \varphi)_{\mathcal{Y}} = (\nabla \omega^n, \varphi \omega^n)_{[\mathcal{H}]^N} \to (\nabla \omega, \varphi \omega)_{[\mathcal{H}]^N} = (\omega \cdot \nabla \omega, \varphi)_{\mathcal{Y}},$$ \hspace{1cm} (3.15d)

$$\langle a^n \partial_t \tilde{z}^n, \psi \rangle_{\mathcal{Y}_0} = \langle \partial_t \tilde{z}^n, a^n \psi \rangle_{\mathcal{Y}_0} \to \langle \partial_t \tilde{z}, a \psi \rangle_{\mathcal{Y}_0} = \langle a \partial_t \tilde{z}, \psi \rangle_{\mathcal{Y}_0},$$ \hspace{1cm} (3.15e)

$$\langle b^n z^n, \psi \rangle_{\mathcal{Y}_0} = (z^n, b^n \psi)_{\mathcal{Y}} \to (z, b \psi)_{\mathcal{Y}} = (b z, \psi)_{\mathcal{Y}_0},$$ \hspace{1cm} (3.15f)

$$\langle - \text{div}(A^n \nabla z^n + \nu \nabla z^n), \psi \rangle_{\mathcal{Y}_0} = (\nabla z^n, A^n \nabla \psi + \nu \nabla \psi)_{[\mathcal{H}]^N} \to (\nabla z, A \nabla \psi + \nu \nabla \psi)_{[\mathcal{H}]^N} = \langle - \text{div}(A \nabla z + \nu \nabla z), \psi \rangle_{\mathcal{Y}_0},$$ \hspace{1cm} (3.15g)

and

$$\langle - \text{div}(p^n \omega^n), \psi \rangle_{\mathcal{Y}_0} = (p^n, \omega \cdot \nabla \psi)_{\mathcal{Y}} \to (p, \omega \cdot \nabla \psi)_{\mathcal{Y}} = \langle - \text{div}(p \omega), \psi \rangle_{\mathcal{Y}_0},$$ as $n \to \infty$. \hspace{1cm} (3.15h)

Next by invoking (3.11b) and Remark 3 (R1), we compute that:

$$|\sqrt{\mu^n}(t)\varphi(t) - \sqrt{\mu}(t)\varphi(t)|_H \leq \left[ \int_\Omega |(\mu^n - \mu)(t)||\varphi(t)|^2 \, dx \right]^{\frac{1}{2}} \leq |(\mu^n - \mu)(t)|_{L^1(\Omega)}^{\frac{1}{2}} |\varphi(t)|_{L^2(\Omega)} \leq C_V T \sup_{t \in (0, T)} |\varphi(t)|_V^{1/2} \to 0,$$ as $n \to \infty$, for a.e. $t \in (0, T)$, \hspace{1cm} (3.16)

and similarly,

$$\left\{ \begin{array}{l}
|\sqrt{\mu^n} - \sqrt{\mu}(t)\varphi(t)|_H \leq (C_V T)^2 \sup_{n \in \mathbb{N}} |\mu^n - \mu|_{L^\infty(0, T, H)} |\varphi(t)|_V^2, \\
a.e. \ t \in (0, T), \\
\sup_{n \in \mathbb{N}} |\sqrt{\mu^n} p^n|_{\mathcal{H}} \leq C_V T \sup_{n \in \mathbb{N}} \left\{ \sum_{n \in \mathbb{N}} |\mu^n|_{L^\infty(0, T, H)} |p^n| \right\} < \infty.
\end{array} \right. \hspace{1cm} (3.17)$$
Furthermore, by using (3.11), (3.13), (3.16), (3.17), Lions's lemma (cf. [11, Lemma 1.3 on page 12]), and the dominated convergence theorem (cf. [12, Theorem 10]), one can see that:

\[
\begin{align*}
\sqrt{\mu^n} \varphi & \to \sqrt{\mu} \varphi \text{ in } \mathcal{H}, \\
\sqrt{\mu^n} p^n & \to \sqrt{\mu} p \text{ weakly in } \mathcal{H}, \text{ as } n \to \infty,
\end{align*}
\]

and therefore,

\[
\langle \mu^n p^n, \varphi \rangle \to \langle \sqrt{\mu} p, \sqrt{\mu} \varphi \rangle \text{ as } n \to \infty.
\]  

(3.18)

Now, the conclusion (3.12) is verified by taking into account (3.11d), (3.15), and (3.18).

\[\square\]

**Key-Lemma 3.** Let us take sextets \([a^\ell, b^\ell, \mu^\ell, \lambda^\ell, \omega^\ell, A^\ell] \in \mathcal{S}\) and quartets \([p^\ell, \tilde{p}^\ell, z^\ell, \tilde{z}^\ell] \in \mathcal{Q}, \ell = 1, 2,\) and let us set:

\[
\mathcal{T}^\ell := \mathcal{T}(a^\ell, b^\ell, \mu^\ell, \lambda^\ell, \omega^\ell, A^\ell) \text{ in } \mathcal{L}(\mathcal{X}; \mathcal{Y}),
\]

and \([h^\ell, k^\ell] := \mathcal{T}^\ell[p^\ell, \tilde{p}^\ell, z^\ell, \tilde{z}^\ell] \in \mathcal{Y}, \ell = 1, 2.\)

Besides, let \(\tilde{C}^* = \tilde{C}^*(a^1, b^1, \lambda^1, \omega^1)\) be a positive constant, depending on \(\delta_\nu(a^1), |b^1|_{L^\infty(\Omega)}, |\lambda^1|_{L^\infty(\Omega)}, \) and \(|\omega^1|_{L^\infty(\Omega)^N},\) which is defined as:

\[
\tilde{C}^* := \frac{9(1 + \nu)}{\min\{1, \nu, \delta_\nu(a^1)\}} \left(1 + (C^L_t)^2 + (C^L_V^a)^4 + (C^L_V^b)^2\right) \cdot \left(1 + |b^1|_{L^\infty(\Omega)} + |\lambda^1|_{L^\infty(\Omega)} + |\omega^1|_{L^\infty(\Omega)^N}\right).
\]  

(3.19)

Then, it holds that:

\[
\begin{align*}
\langle \partial_t (p^1 - \tilde{p}^2)(t), (p^1 - p^2)(t) \rangle_V + \langle \partial_t (\tilde{z}^1 - \tilde{z}^2)(t), a^1(t)(\tilde{z}^1 - \tilde{z}^2)(t) \rangle_{V_0} \\
+ \frac{1}{2} |(p^1 - p^2)(t)|_V^2 + \frac{\nu}{2} |(\tilde{z}^1 - \tilde{z}^2)(t)|_{V_0}^2 \\
\leq \tilde{C}^* \left(|(p^1 - p^2)(t)|_H^2 + |(\tilde{a}^1(t) - \tilde{a}^2(t))|_H^2 \right) \\
+ \tilde{C}^* \left(|(h^1 - h^2)(t)|_{V^\ast}^2 + |(k^1 - k^2)(t)|_{V_0^\ast}^2 + \tilde{R}^*(t)\right),
\end{align*}
\]

for a.e. \(t \in (0, T),\)

where

\[
\tilde{R}^*(t) := |\partial_t \tilde{z}^2(t)|_{V_0^\ast}^2 \left(|a^1 - a^2|_{L^\infty(\Omega)} + |\nabla (a^1 - a^2)(t)|_{L^1(\Omega)^N}\right) \\
+ |p^2(t)|_V^2 \left(|(\mu^1 - \mu^2)(t)|_H^2 + |(\omega^1 - \omega^2)(t)|_{L^1(\Omega)^N}\right) \\
+ |z^2(t)|_{V_0}^2 \left(|b^1 - b^2(t)|_{L^1(\Omega)} + |p^2(t)(\lambda^1 - \lambda^2)(t)|_H^2 \right) \\
+ |\nabla z^2(t) \cdot (\omega^1 - \omega^2)(t)|_H^2 + |(A^1 - A^2)(t) \nabla z^2(t)|_{H^N}^2,
\]

(3.21)

for a.e. \(t \in (0, T).\)
Proof. The conclusion (3.20) will be deduced using the following identity:
\[
\langle \mathcal{T}^1[p_1^p, p^1_t, z^1](t) - \mathcal{T}^2[p_2^p, \tilde{p}^2_t, \tilde{z}^2](t), [(p_1^1 - p_2^1)(t), (z^1 - z^2)(t)] \rangle_{V \times V_0} \\
= \langle [(h^1 - h^2)(t), (k^1 - k^2)(t)], [(p_1^1 - p_2^1)(t), (z^1 - z^2)(t)] \rangle_{V \times V_0},
\]
a.e. \( t \in (0, T) \).

Then, the constant \( \tilde{C}^* = \tilde{C}^*(a^1, b^1, \lambda^1, \omega^1) > 0 \), as in (3.19), and the function \( \tilde{R}^* : (0, T) \to \mathbb{R} \), as in (3.21), can be derived based on the following computations, after using the estimates, as in Remark 3 (R1), and Hölder’s and Young’s inequalities:
\[
\langle (Fp_1^1 - p_1^1)(t) - (Fp_2^1 - p_2^1)(t), (p_1^1 - p_2^1)(t) \rangle_V \\
= |(p_1^1 - p_2^1)(t)|^2_V - |(p_1^1 - p_2^1)(t)|^2_H, \text{ a.e. } t \in (0, T);
\]
\[
\langle (\mu_1 p_1^1 - \mu_2 p_2^1)(t), (p_1^1 - p_2^1)(t) \rangle_V = \sqrt{|\mu_1|^2(t)(p_1^1 - p_2^1)(t)|^2_H + I_1(t),
\]
with
\[
I_1(t) := \int_\Omega p_2^2(t)(\mu_1 - \mu_2)(t)(p_1^1 - p_2^1)(t) \, dx \\
\leq (C^{L^4}_V)^2 |(\mu_1 - \mu_2)(t)|_H |p_2^2(t)|||(p_1^1 - p_2^1)(t)||_V \\
\leq \frac{1}{4} |(p_1^1 - p_2^1)(t)|^2_V + (C^{L^4}_V)^4 |p_2^2(t)||^2_V |(\mu_1 - \mu_2)(t)|^2_H, \text{ a.e. } t \in (0, T);
\]
\[
\langle (|\lambda|^1 p_1^1 - \lambda^2 p_2^1)(t), (p_1^1 - p_2^1)(t) \rangle_V = I_2(t) + I_3(t),
\]
with
\[
I_2(t) := \int_\Omega \lambda^1(t)|(p_1^1 - p_2^1)(t)||^2 dx \leq |\lambda^1|_{L^\infty(Q)}|(p_1^1 - p_2^1)(t)|^2_H,
\]
\[
I_3(t) := \int_\Omega p_2^2(t)(\lambda^1 - \lambda^2)(t)(p_1^1 - p_2^1)(t) \, dx \\
\leq \frac{1}{2} |(p_1^1 - p_2^1)(t)|^2_H + \frac{1}{2} |p_2^2(t)(\lambda^1 - \lambda^2)(t)|^2_H, \text{ a.e. } t \in (0, T);
\]
\[
\langle (\omega^1 \cdot \nabla z^1 - \omega^2 \cdot \nabla z^2)(t), (p_1^1 - p_2^1)(t) \rangle_V = I_4(t) + I_5(t),
\]
with
\[
I_4(t) := \int_\Omega (\omega^1 \cdot \nabla (z^1 - z^2))(t)(p_1^1 - p_2^1)(t) \, dx \\
\leq |\omega^1|_{L^\infty(Q)}|\nabla (z^1 - z^2)(t)||_H |(p_1^1 - p_2^1)(t)|_H \\
\leq \frac{\nu}{16} |(z^1 - z^2)(t)|^2_{V_0} + \frac{4}{\nu} |\omega^1|_{L^\infty(Q)}^2 |(p_1^1 - p_2^1)(t)|^2_H,
\]
\[
I_5(t) := \int_\Omega ((\omega^1 - \omega^2) \cdot \nabla z^2)(t)(p_1^1 - p_2^1)(t) \, dx \\
\leq \frac{1}{2} |(p_1^1 - p_2^1)(t)|^2_H + \frac{1}{2} |\nabla z^2(t) \cdot (\omega^1 - \omega^2)(t)|^2_H, \text{ a.e. } t \in (0, T);
\[ (h^1 - h^2)(t), (p^1 - p^2)(t) \| V \]
\[ \leq \frac{1}{4} \| (p^1 - p^2)(t) \| V^2 + \| (h^1 - h^2)(t) \| V^2, \text{ a.e. } t \in (0, T); \]
\[ \langle a_1 \partial_t \zeta \rangle (t) - \langle a_2 \partial_t \zeta \rangle (t), (z^1 - z^2)(t) \| V_0 \]
\[ = \langle \partial_t (z^1 - z^2)(t), a_1(t)(z^1 - z^2)(t) \| V_0 + J_1(t) \]
with
\[ J_1(t) := \langle \partial_t \zeta (t), (a_1^2 - a_2^2)(t)(z^1 - z^2)(t) \| V_0 \]
\[ \leq |\partial_t \zeta (t)| V_0^2 \| \nabla ((a_1^2 - a_2^2)(t)(z^1 - z^2))(t) \| H^N \]
\[ \leq C_{V_0}^2 |\partial_t \zeta (t)| V_0^2 \| \nabla (a_1^2 - a_2^2)(t) \| L^4(\Omega)^N \| (z^1 - z^2)(t) \| V_0 \]
\[ + |\partial_t \zeta (t)| V_0^2 |a_1^2 - a_2^2| L^\infty(Q) \| (z^1 - z^2)(t) \| V_0 \]
\[ \leq \nu \| (z^1 - z^2)(t) \| V_0^2 + \frac{4}{\nu} |\partial_t \zeta (t)| V_0^2 |a_1^2 - a_2^2| L^\infty(Q) \]
\[ + \frac{4(C_{V_0}^4 \nu)}{\nu} |\partial_t \zeta (t)| V_0^2 \| \nabla (a_1^2 - a_2^2)(t) \| L^4(\Omega)^N, \text{ a.e. } t \in (0, T); \]
\[ \langle b_1(t)z^1(t) - b_2(t)z^2(t), (z^1 - z^2)(t) \| V_0 = J_2(t) + J_3(t) \]
with
\[ J_2(t) := \int_{\Omega} b_1(t)|(z^1 - z^2)(t)|^2 dx \leq |b_1| L^\infty(Q) \| (z^1 - z^2)(t) \| H^2 \]
\[ \leq \frac{|b_1| L^\infty(Q)}{\delta_*(a_1)} |a_1^2(t)(z^1 - z^2)(t) \| H^2, \]
\[ J_3(t) := \int_{\Omega} z^2(t)(b_1^2 - b_2^2)(t)(z^1 - z^2)(t) dx \]
\[ \leq \frac{1}{\delta_*(a_1)} |\sqrt{a_1(t)(z^1 - z^2)(t)}| H \cdot C_{V_0}^2 |z^2(t)| V_0 \| (b_1^2 - b_2^2)(t) \| L^4(\Omega) \]
\[ \leq \frac{1}{2 \delta_*(a_1)} |\sqrt{a_1(t)(z^1 - z^2)(t)}| H^2 + \frac{(C_{V_0}^4 \nu)}{2} |z^2(t)| V_0^2 \| (b_1^2 - b_2^2)(t) \| L^4(\Omega), \text{ a.e. } t \in (0, T); \]
\[ - \langle \text{div} \left( (A^1 \nabla z^1 + \nu \nabla z^1) - (A^2 \nabla z^2 + \nu \nabla z^2) \right), (z^1 - z^2)(t) \| V_0 \]
\[ = |A^1| \frac{1}{2} \nabla (z^1 - z^2)(t) \| H^N + \nu |(z^1 - z^2)(t) \| V_0 + J_4(t) \]
with
\[ J_4(t) := \int_{\Omega} \left( (A^1 - A^2) \nabla z^2 \right)(t) \cdot \nabla (z^1 - z^2)(t) dx \]
\[ \leq \frac{\nu}{16} |(z^1 - z^2)(t) \| V_0^2 + \frac{4}{\nu} |(A^1 - A^2)(t) \nabla z^2(t) \| H^N, \text{ a.e. } t \in (0, T); \]
$- \langle \text{div} (p^1 \omega^1 - p^2 \omega^2)(t), (z^1 - z^2)(t) \rangle_{V_0} = J_5(t) + J_6(t),$

with

$J_5(t) := \int_{\Omega} (p^1 - p^2)(t)(\omega^1 \cdot \nabla(z^1 - z^2))(t) \, dx$

$\leq \frac{\nu}{16} |(z^1 - z^2)(t)|^2_{V_0} + \frac{4}{\nu} |\omega^1|_{L^\infty(Q)^N} |(p^1 - p^2)(t)|^2_{H^1}$,

$J_6(t) := \int_{\Omega} p^2(t)((\omega^1 - \omega^2) \cdot \nabla(z^1 - z^2))(t) \, dx$

$\leq C_{L^4}^2 |\nabla(z^1 - z^2)(t)|_{H^1} |p^2(t)|_{V} |(\omega^1 - \omega^2)(t)|_{L^4(\Omega)^N}$

$\leq \frac{\nu}{16} |(z^1 - z^2)(t)|^2_{V_0} + \frac{4(C_{L^4}^2)^2}{\nu} |p^2(t)|^2_{V} |(\omega^1 - \omega^2)(t)|^2_{L^4(\Omega)^N}$, a.e. $t \in (0, T)$;

and

$\langle (k^1 - k^2)(t), (z^1 - z^2)(t) \rangle_{V_0}$

$\leq \frac{\nu}{8} |(z^1 - z^2)(t)|^2_{V_0} + \frac{2}{\nu} |(k^1 - k^2)(t)|^2_{V_0}$, a.e. $t \in (0, T)$.

Thus, the proof is finished. \qed

## 4 Proofs of Main Theorems

This Section is devoted to the proofs of Main Theorems 1 and 2. The proofs are divided
in four parts, listed below:

§ 4.1 Proof of Main Theorem 2 (II-A);

§ 4.2 Proof of existence in Main Theorem 1 (I-A);

§ 4.3 Proofs of continuous dependence in Main Theorem 1 (I-B) and uniqueness in (I-A);

§ 4.4 Proof of Main Theorem 2 (II-B).

### 4.1 Proof of Main Theorem 2 (II-A)

Let us set the constant $\tau_0 = \tau_0(a, b, \lambda, \omega) \in (0, 1)$, given in (3.5), as the required constant $\tau_\ast = \tau_\ast(a, b, \lambda, \omega)$ in this Section. Let us fix any time step-size $\tau \in (0, \tau_\ast)$. Since the value of constant $\tau_\ast$ is independent of the time-index $i \in \mathbb{N}$ and the choice of given data as in (3.1), the solution $\{[p_i, z_i]\}_{i=0}^\infty$ to the time-discrete scheme (DP)$_\tau$ is obtained, by applying Key-Lemma 1 to the system (2.1) and (2.2), inductively, for every $i \in \mathbb{N}$. \qed
4.2 Proof of existence in Main Theorem 1 (I-A)

For simplicity of description, let us set:

\[ \Delta^T_t := (t_{i-1}, t_i) \cap (0, T), \quad \text{for } i = 1, 2, 3, \ldots, \]

and

\[ \mathcal{T}_\tau := \mathcal{T}(n_\tau, [\bar{b}]_\tau, [\bar{p}]_\tau, [\bar{z}]_\tau, [\bar{x}]_\tau, [\bar{y}]_\tau) \text{ in } \mathcal{L}(\mathcal{X}; \mathcal{Y}), \text{ for } \tau \in (0, \tau_*) \]

Then, invoking the definitions (2.1), (2.2), and (3.6), we can reformulate the time-discretization scheme (DP)\_\tau as the following linear equation:

\[
\begin{cases}
\mathcal{T}_\tau[[\bar{p}]_\tau, [p]_\tau, [\bar{z}]_\tau, [z]_\tau] = [[\bar{h}]_\tau, [\bar{k}]_\tau] \text{ in } \mathcal{Y}, \\
[[p]_\tau(0), [z]_\tau(0)] = [p_0, z_0] \text{ in } [H]^2, \\
\end{cases}
\]

for \( \tau \in (0, \tau_*) \). 

(4.1)

Next, for any \( \tau \in (0, \tau_*) \), let us denote by \( \hat{C}^*_{\tau} \) the constant \( C^* \) as in (3.19), corresponding to the case \([a^1, b^1, \lambda^1, \omega^1] = ([\bar{n}]_\tau, [\bar{b}]_\tau, [\bar{a}]_\tau, [\bar{b}]_\tau] \). Also, let \( C^*_0 \) be the constant \( C^* \) as in (2.4) corresponding to the case \([a^1, b^1, \lambda^1, \omega^1] = [a, b, \lambda, \omega] \). Notice that under the setting of (2.3a), (2.3b), (2.4), and (3.19), the constant \( C^*_0 \) is a uniform upper-bound for the sequence \( \{C^*_\tau\}_{\tau \in (0,1)} \), more precisely:

\[
C^*_0 - \hat{C}^*_{\tau} \geq \frac{9(1 + \nu)}{\min\{1, \nu, \delta_\ast(a)\}} |a|_{W^{1, \infty}(Q)} \geq 0, \text{ for any } \tau \in (0, \tau_*). 
\]

(4.2)

Next, let us apply Key-Lemma 3 to the following case:

\[
\begin{cases}
\mathcal{T}^\ell = \mathcal{T}_\tau \text{ in } \mathcal{L}(\mathcal{X}; \mathcal{Y}), \quad \ell = 1, 2, \\
[[p^1, \tilde{p}^1, z^1, \tilde{z}^1] = [[p]_\tau, [p]_\tau, [\bar{z}]_\tau, [z]_\tau] \\
\quad \text{and } [[p^2, \tilde{p}^2, z^2, \tilde{z}^2] = [0, 0, 0, 0] \text{ in } \mathcal{X}; \\
[[h^1, k^1] = [[\bar{h}]_\tau, [\bar{k}]_\tau] \text{ and } [h^2, k^2] = [0, 0] \text{ in } \mathcal{Y}, \quad \text{for } \tau \in (0, \tau_*). 
\end{cases}
\]

Then, from (3.20) and (4.2), we deduce that:

\[
\begin{align*}
\langle \partial_t [p]_\tau(t), [p]_\tau(t) \rangle_{V^*} + \langle \partial_t [z]_\tau(t), [\bar{z}]_\tau(t) [\bar{z}]_\tau(t) \rangle_{V^*} \\
+ \frac{1}{2} \|[p]_\tau(t)\|^2_{V^*} + \frac{\nu}{2} \|[\bar{z}]_\tau(t)\|^2_{V^*} \\
\leq C^*_0 \left( |[p]_\tau(t)|_{H^2} + \sqrt{|[\bar{z}]_\tau(t)|_{\bar{z}}_\tau(t)|_{H^2}} \right) \\
+ C^*_0 \left( |[\bar{h}]_\tau(t)|_{V^*}^2 + |[\bar{k}]_\tau(t)|_{V^*}^2 \right), \quad \text{for a.e. } t \in (0, T).
\end{align*}
\]

(4.3)
Also, since:
\[
\langle \partial_t[p]_\tau(t), [p]_\tau(t) \rangle_\nu + \langle \partial_t[z]_\tau(t), [\bar{z}]_\tau(t) \rangle_{\nu_0} \\
\geq \frac{1}{2\tau} \int_\Omega (|p_i|^2 - |p_i-1|^2) \, dx + \frac{1}{2\tau} \int_\Omega (|a_i|^2 - |a_i-1|^2) \, dx \\
- \frac{1}{2\tau} \int_\Omega |a_i - a_i-1||z_i-1|^2 \, dx,
\]
\[
\geq \frac{1}{2\tau} (|p_i|^2_H - |p_i-1|^2_H) + \frac{1}{2\tau} (|\sqrt{a_i}z_i|^2_H - |\sqrt{a_i-1}z_i-1|^2_H) \\
- \frac{1}{2\tau} |\sqrt{a_i}z_i|^2_H,
\]
the inequality (4.3) can be reduced to:
\[
(|p_i|^2_H - |p_i-1|^2_H) + (1 + C_0^*\tau)(|\sqrt{a_i}z_i|^2_H - |\sqrt{a_i-1}z_i-1|^2_H) \\
+ \tau (|p_i|^2_V + \nu|z_i|^2_{\nu_0}) \\
\leq 3C_0^*\tau(|p_i|^2_H + |\sqrt{a_i}z_i|^2_H) + 2C_0^*\tau(|h_i|^2_V + |k_i|^2_{\nu_0}),
\]
for any \(\tau \in (0, \tau_*)\), and \(i = 1, 2, 3, \ldots\).

Here, let us take \(\delta_0 \in (0, \tau_*)\) so small to satisfy:
\[
\delta_0 < \frac{1}{6C_0^*}, \text{ and in particular, } \frac{1}{1 - 3C_0^*\delta_0} < 2,
\]
and having in mind (1.4), (2.3), (4.2), and (4.5), let us apply the discrete version of Gronwall’s lemma [4, Section 3.1] to (4.4). Then, it is observed that:
\[
||[p]_\tau(t)||^2_H + \delta_\ast(a)||[\bar{z}]_\tau(t)||^2_H + \int_0^t (||[p]_\tau(s)||^2_V + \nu||[\bar{z}]_\tau(s)||^2_{\nu_0}) \, ds \\
\leq |p_i|^2_H + (1 + C_0^*\tau)|\sqrt{a_0}z_0|^2_H + \tau \sum_{j=1}^i (|p_j|^2_V + \nu|z_j|^2_{\nu_0}) \\
\leq e^{3C_0^*\delta_\ast(a)} \left[ |p_0|^2_H + (1 + C_0^*\tau)|\sqrt{a_0}z_0|^2_H + 2C_0^*\tau \sum_{j=1}^i (|h_j|^2_V + |k_j|^2_{\nu_0}) \right] \\
\leq 2(1 + C_0^* + |a|_{L^\infty(Q)}) e^{6C_0^*T+1} \left[ (|p_0|^2_H + |z_0|^2_H) + \left[ |[\bar{h}]_T, [\bar{k}]_T \right]_{\nu_0}^2 \right],
\]
for all \(\tau \in (0, \delta_0), t \in \Delta_T^\tau\), and \(i = 1, 2, 3, \ldots\).

Hence, putting:
\[
C_1^* := \left( \frac{2(1 + C_0^* + |a|_{L^\infty(Q)}) e^{6C_0^*T+1}}{\min\{1, \nu, \delta_\ast(a)\}} \right)^{\frac{1}{2}},
\]
it is deduced from (2.3f) and (4.6) that:

\[
\begin{align*}
\sup_{\tau \in (0, \tau_0)} \left\{ \left[ \left[ \mathcal{F}_{\tau}, \mathcal{F}_{\tau} \right] \right]_{L^\infty(0, T; H^2)} + \left[ \left[ \mathcal{F}_{\tau}, \mathcal{F}_{\tau} \right] \right]_{L^\infty(0, T; H^2)} \right\} \\
\leq C_1^* \left( \left[ \left[ \mathcal{F}, \mathcal{F} \right] \right]_{\mathcal{F}} + \left[ \left[ \mathcal{F}, \mathcal{F} \right] \right]_{\mathcal{F}} \right) \\
\leq C_1^* \left( \left[ \left[ \mathcal{F}, \mathcal{F} \right] \right]_{\mathcal{F}} + K^* \right) \\
\end{align*}
\]

(4.7)

Meanwhile, in the light of the estimate (3.10) as in Remark 7, it is inferred that:

\[
\left[ \partial_t [p], \partial_t [z] \right]_{\mathcal{Y}} \leq M_{1, \tau} \left( \left[ \left[ \mathcal{F}, \mathcal{F} \right] \right]_{\mathcal{Y}} + \left[ \left[ \mathcal{F}, \mathcal{F} \right] \right]_{\mathcal{Y}} \right) \\
\leq M_{1, \tau} \left( C_1^* \left( \left[ \left[ \mathcal{F}, \mathcal{F} \right] \right] \mathcal{F} + K^* \right) \right) \text{, for all } \tau \in (0, \delta_0),
\]

where for any \( \tau \in (0, \delta_0) \), \( M_{1, \tau} \) is the constant given in (3.9) corresponding to the case \([a, b, \mu, \lambda, \omega, A] = \left[ \mathcal{F}, \mathcal{F}, \mathcal{F}, \mathcal{F}, \mathcal{F}, \mathcal{F} \right] \). Additionally, invoking the settings (2.3) and (3.9), we estimate that:

\[
M_{1, \tau} := M_1 \left( \left[ \mathcal{F}, \mathcal{F}, \mathcal{F}, \mathcal{F}, \mathcal{F}, \mathcal{F} \right] \right) \leq M_1 (a, b, \mu, \lambda, \omega, A) =: M_1,
\]

and

\[
\left[ \partial_t [p], \partial_t [z] \right]_{\mathcal{Y}} \leq M_1 (1 + C_1^* + K^*)^2 \left( 1 + \left[ \left[ \mathcal{F}, \mathcal{F} \right] \right] \right) \text{, for all } \tau \in (0, \delta_0).
\]

(4.8)

Now, referring to the general theories of compactness (cf. [18, 19]), e.g. theories of Aubin’s type [18, Corollary 4], Arzerà–Ascoli [19, Theorem 1.3.1], Alaouglu–Bourbaki–Kakutani [19, Theorem 1.2.5], and so on, it is ensured that the estimates (4.7) and (4.8) imply the existence of a pair of functions \([p, z] \in \mathcal{Y} \), together with a sequence:

\[
\delta_0 > \tau_1 > \tau_2 > \cdots > \tau_n \downarrow 0 \text{ as } n \to \infty;
\]

(4.9a)

fulfilling:

\[
\left[ [p]_{\tau_n}, [z]_{\tau_n} \right] \to [p, z] \text{ weakly in } \mathcal{Y},
\]

and weakly-\* in \( L^\infty(0, T; H^2) \),

(4.9b)

\[
\left[ [p]_{\tau_n}, [z]_{\tau_n} \right] \to [p, z] \text{ in } C([0, T]; V^*) \times C([0, T]; V^*_0),
\]

in \( L^2(\delta, T; H^2) \), for any \( \delta \in (0, T) \),

weakly in \( W^{1,2}(0, T; V^*) \times W^{1,2}(0, T; V^*_0) \),

and weakly-\* in \( L^\infty(0, T; H^2) \), as \( n \to \infty \),

(4.9c)

and in particular,

\[
[p(0), z(0)] = \left[ [p]_{\tau_n}(0), [z]_{\tau_n}(0) \right] = [p_0, z_0] \text{ in } [H]^2, \text{ for } n = 1, 2, 3, \ldots
\]

(4.9d)
Here, from (4.7) and (4.9c), it follows that:
\[
\lim_{n \to \infty} \left[ [p]_{r_n}, [z]_{r_n} - [p, z]\right]^2_{\mathscr{H}}
\leq \delta \cdot \sup_{n \in \mathbb{N}} \left[ [p]_{r_n}, [z]_{r_n} - [p, z]\right]^2_{L^\infty(0, T ; H)} + \lim_{n \to \infty} \left[ [p]_{r_n}, [z]_{r_n} - [p, z]\right]^2_{L^2(\delta, T; H)}
\leq \delta \cdot 4(C^*)^2 (\|p_0, z_0\|_H^2 + K^*)^2, \text{ for any } \delta \in (0, T).
\]
Thus,
\[
[p]_{r_n}, [z]_{r_n} \to [p, z] \text{ in } [\mathscr{H}]^2, \text{ as } n \to \infty, \quad (4.9e)
\]
and moreover, the estimate (4.7) allows us to derive:
\[
[p]_{r_n}, [z]_{r_n} \to [p, z] \text{ and } [p]_{r_n}, [z]_{r_n} \to [p, z], \text{ in } [\mathscr{H}]^2, \text{ as } n \to \infty. \quad (4.9f)
\]

On account of (2.3), (4.1), (4.9), (A1), Remark 1, and the dominated convergence theorem (cf. [12, Theorem 10]), it is checked that the following sequences:
\[
\left\{([a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n])_{n=1}^\infty \right\} := \left\{([p]_{r_n}, [\bar{p}]_{r_n}, [p]_{r_n}, [\bar{p}]_{r_n}, [\bar{p}]_{r_n}, [\bar{A}]_{r_n})\right\}_{n=1}^\infty,
\]
\[
\left\{([p^n, \tilde{p}^n, z^n, \tilde{z}^n])_{n=1}^\infty \right\} := \left\{([p]_{r_n}, [p]_{r_n}, [\bar{p}]_{r_n}, [z]_{r_n})\right\}_{n=1}^\infty,
\]
\[
\left\{([h^n, k^n])_{n=1}^\infty \right\} := \left\{[T_{\tau_n}, p^n, \tilde{p}^n, z^n, \tilde{z}^n] = T(a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n)[p^n, \tilde{p}^n, z^n, \tilde{z}^n]\right\}_{n=1}^\infty,
\]
enjoy the assumptions (3.11) of Key-Lemma 2, in the case when \([\tilde{p}, \tilde{z}] = [p, z]\) and \([\tilde{h}, \tilde{k}] = [h, k]\). Therefore, as a consequence of the Key-Lemma 2, we can show that:
\[
[h, k] = T(a, b, \mu, \lambda, \omega, A)[p, p, z, z] \text{ in } \mathscr{Y}. \quad (4.10)
\]
This implies that \([p, z]\) is the solution to (P), with the initial condition verified in (4.9d).

\[
\square
\]

4.3 Proofs of continuous dependence in Main Theorem 1 (I-B) and uniqueness in (I-A)

We begin by confirming the following relationships:
\[
T^\ell[p^\ell, p^\ell, z^\ell, z^\ell] := T(a^\ell, b^\ell, \mu^\ell, \lambda^\ell, \omega^\ell, A^\ell)[p^\ell, p^\ell, z^\ell, z^\ell] = [h^\ell, k^\ell] \text{ in } \mathscr{Y}, \ell = 1, 2,
\]
for the two solutions \([p^\ell, z^\ell]\) to (P), \(\ell = 1, 2\). On this basis, let us apply Key-Lemma 3 to the case when \([\tilde{p}, \tilde{z}] = [p^\ell, z^\ell], \ell = 1, 2\). Then, with (2.4), (2.6), and (3.19)–(3.21) in mind, we infer that:
\[
\frac{1}{2} \frac{d}{dt} \left( (p^1 - p^2) - (z^1 - z^2) + \sqrt{a^1(t)(z^1 - z^2)(t)} \right)_{H^1}^2
\leq \frac{3C^*}{2} \left( (|h^1 - h^2|_V^2 + |(k^1 - k^2)(t)|_V^2 + R^*(t)) \right), \quad (4.11)
\]
a.e. \(t \in (0, T);\)
via the following computations:

\[ C^* - \tilde{C}^* \geq \frac{9(1 + \nu)}{\min\{1, \nu, \delta_s(a^1)\}} |a^1|_{W^{1,\infty}(Q)} \geq 0, \quad R^* = \tilde{R}^* \text{ a.e. in } (0, T), \]

and

\[ \langle \partial_t(z^1 - z^2)(t), a^1(t)(z^1 - z^2)(t) \rangle_{V_0} = \frac{1}{2} \frac{d}{dt} \| a^1(t)(z^1 - z^2)(t) \|_H^2 - J_\tau(t), \]

with

\[ J_\tau(t) := \frac{1}{2} \int_\Omega \partial_t a^1(t)(z^1 - z^2)(t) dx \leq \frac{\| \partial_t a^1 \|_{L^\infty(Q)}}{2} \int_\Omega \| a^1(t)(z^1 - z^2)(t) \|_H^2 \]

\[ \leq \frac{C^*}{2} \| a^1(t)(z^1 - z^2)(t) \|_H^2, \text{ a.e. } t \in (0, T), \]

where we have also used Remark 2.

Now, the conclusion (2.5) of (I-B) will be obtained by applying Gronwall’s lemma to (4.11).

Furthermore, we can conclude the uniqueness part of (I-A), immediately, by using the inequality (2.5) in the special case when \([a^1, b^1, \mu^1, \lambda^1, \omega^1, A^1] = [a^2, b^2, \mu^2, \lambda^2, \omega^2, A^2], [p^1_0, z^1_0] = [p^2_0, z^2_0], \) and \([h^1, k^1] = [h^2, k^2]. \]

\[ \square \]

### 4.4 Proof of Main Theorem 2 (II-B)

On account of (4.7), (4.9b), (4.9c), (4.9e), (4.9f), (4.10), and the uniqueness result as in Main Theorem 1 (I-A), we can easily verify the convergence (2.7a), together with:

\[
\begin{align*}
\left\{ \begin{array}{l}
[\bar{p}, \bar{z}]_\tau \to [p, z] \text{ in } [\mathcal{H}]^2, \text{ and weakly in } \mathcal{V} \times \mathcal{V}_0, \text{ as } \tau \downarrow 0.
\end{array} \right.
\end{align*}
\]

(4.12)

Now, let us assume \([p_0, z_0] \in V \times V_0, \) and verify the convergence (2.7b). Let us apply Key-Lemma 3 to the case when:

\[
\begin{align*}
\left\{ \begin{array}{l}
[a^1, b^1, \mu^1, \lambda^1, \omega^1, A^1] = [[\bar{p}], [\bar{z}]_\tau, [\bar{p}], [\bar{z}]_\tau, [\bar{p}], [\bar{z}]_\tau, [\bar{A}]_\tau], \\
[a^2, b^2, \mu^2, \lambda^2, \omega^2, A^2] = [a, b, \mu, \lambda, \omega, A],
\end{array} \right.
\end{align*}
\]

(4.13a)

\[
\begin{align*}
\left\{ \begin{array}{l}
[p^1, \hat{p}^1, z^1, \hat{z}^1] = [[\bar{p}], [p], [\bar{z}], [z]], \\
[p^2, \hat{p}^2, z^2, \hat{z}^2] = [p, p, z, z],
\end{array} \right.
\end{align*}
\]

(4.13b)

and

\([h^1, k^1] = [[\bar{h}], [\bar{k}]_\tau] \) and \([h^2, k^2] = [h, k]. \)
Then, we can see that:

\[
\begin{align*}
\langle \partial_t ([p]_\tau - p)(t), ([\bar{p}]_\tau - p)(t) \rangle_V + \langle \partial_t ([z]_\tau - z)(t), [\bar{z}]_\tau(t)([\bar{z}]_\tau - z)(t) \rangle_{V_0} \\
+ \frac{1}{2} \|([\bar{p}]_\tau - p)(t)\|_V^2 + \frac{1}{2} \|([\bar{z}]_\tau - z)(t)\|_{V_0}^2 \\
\leq \tilde{C}_\tau^* \left(\|([\bar{p}]_\tau - p)(t)\|_H^2 + \sqrt{[\bar{p}]_\tau(t)}(\|[\bar{z}]_\tau - z)(t)\|_H^2 \right) \\
+ \tilde{C}_\tau^* \left(\|([\bar{z}]_\tau - k)(t)\|_{V_0}^2 + R_\tau^*(t)\right),
\end{align*}
\] (4.14)

for a.e. \( t \in (0, T) \), and any \( \tau \in (0, \delta_0) \).

Here, for any \( \tau \in (0, \delta_0) \), \( \tilde{C}_\tau^* \) is the constant as in (4.2), and \( R_\tau^* \) is the function of time as in (3.21), corresponding to the case of (4.13).

Next, let us invoke (1.4), and compute that:

\[
\begin{align*}
\langle \partial_t ([p]_\tau - p)(t), ([\bar{p}]_\tau - p)(t) \rangle_V & = \frac{1}{2} \frac{d}{dt} \|([\bar{p}]_\tau - p)(t)\|_H^2 + \frac{1}{\tau} I_0^*(t) + I_1^*(t), \\
\text{with} \\
I_0^*(t) & := \tau \langle \partial_t [p]_\tau(t), ([\bar{p}]_\tau - [p]_\tau)(t) \rangle_V \\
& = \sum_{i=1}^{\infty} \left(\frac{t_i - t}{\tau}\right) \chi_{\Delta_{\tau}}(t) \|([\bar{p}]_\tau - [p]_\tau)(t)\|_H^2, \quad (4.15b) \\
I_1^*(t) & := - \langle \partial_t p(t), ([\bar{p}]_\tau - [p]_\tau)(t) \rangle_V, \text{ a.e. } t \in (0, T), \quad (4.15c)
\end{align*}
\]

\[
\|([\bar{p}]_\tau - p)(t)\|_H^2 \leq 2 \left(\|([\bar{p}]_\tau - p)(t)\|_H^2 + \|([\bar{p}]_\tau - [p]_\tau)(t)\|_H^2 \right) \\
= 2 \|([\bar{p}]_\tau - p)(t)\|_H^2 + 2 \sum_{i=1}^{\infty} \left(\frac{t_i - t}{\tau}\right)^2 \chi_{\Delta_{\tau}}(t) \|([\bar{p}]_\tau - [p]_\tau)(t)\|_H^2 \\
\leq 2 \|([\bar{p}]_\tau - p)(t)\|_H^2 + 2 I_0^*(t), \text{ a.e. } t \in (0, T),
\] (4.16)

\[
\begin{align*}
\langle \partial_t ([z]_\tau - z)(t), [\bar{z}]_\tau(t)([\bar{z}]_\tau - z)(t) \rangle_{V_0} & = \frac{1}{2} \frac{d}{dt} \sqrt{a(t)}([z]_\tau - z)(t)\|_H^2 + \frac{1}{\tau} J_0^*(t) + J_1^*(t) + J_2^*(t) + J_3^*(t), \\
\text{with} \\
J_0^*(t) & := \tau \langle \partial_t [z]_\tau(t), a(t)([\bar{z}]_\tau - [z]_\tau)(t) \rangle_{V_0} \\
& = \sum_{i=1}^{\infty} \left(\frac{t_i - t}{\tau}\right) \chi_{\Delta_{\tau}}(t) \sqrt{a(t)}([\bar{z}]_\tau - [z]_\tau)(t)\|_H^2,
\end{align*}
\] (4.17b)
\[ J_1^*(t) := -\frac{1}{2} \int_{\Omega} \partial_t a(t)([[z]_\tau] - z(t))^2 \, dx \]
\[ \geq - \frac{|\partial_t a|_{L^\infty(Q)}}{\delta_*(a)} |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H^2}, \]
\[ \geq - C_0^* |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H^2}, \] (4.17c)
\[ J_2^*(t) := \langle \partial_t ([z]_\tau) - z(t), ([\bar{a}]_\tau - a(t))([\bar{z}]_\tau - z(t)) \rangle_{V_0} \]
\[ \geq - |\partial_t ([z]_\tau) - z(t)|_{V_0} |([\bar{a}]_\tau - a(t)) \nabla ([\bar{z}]_\tau - z(t))|_{H^N} \]
\[ - |\partial_t ([z]_\tau) - z(t)|_{V_0} |([\bar{z}]_\tau - z(t)) \nabla ([\bar{a}]_\tau - a(t))|_{H^N}, \]
\[ \geq - |[\bar{a}]_\tau - a|_{L^\infty(Q)} |\partial_t ([z]_\tau) - z(t)|_{V_0} |([\bar{z}]_\tau - z(t))|_{V_0} \]
\[ - 2|a|_{W^{1,\infty}(Q)} |\partial_t ([z]_\tau) - z(t)|_{V_0} |([\bar{z}]_\tau - z(t))|_{H}, \] (4.17d)
\[ J_3^*(t) := -\langle \partial_t z(t), a(t) ([\bar{z}]_\tau - [z]_\tau) \rangle_{V_0}, \] (4.17e)
a.e. \( t \in (0, T) \),
\[ |\sqrt{[\bar{a}]_\tau(t)}([\bar{z}]_\tau - z(t)) |_{H^2}^2 \leq \frac{|[\bar{a}]_\tau|_{L^\infty(Q)}}{\delta_*(a)} |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H^2}^2 \]
\[ \leq \frac{2|a|_{L^\infty(Q)}}{\delta_*(a)} \left( |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H^2}^2 + |\sqrt{a(t)}([[z]_\tau] - [z]_\tau)|_{H^2}^2 \right) \]
\[ \leq C_0^* |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H^2}^2 \]
\[ + C_0^* \sum_{i=1}^\infty \left( \frac{t_i - t}{\tau} \right)^2 \chi_{\Delta T}(t) |\sqrt{a(t)}([\bar{z}]_\tau - [z]_\tau)|_{H^2}^2 \]
\[ \leq C_0^* |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H^2}^2 + C_0^* J^*_0(t), \text{ a.e. } t \in (0, T). \] (4.18)
Here, let us set a constant \( \delta_1 \in (0, \delta_0) \) of time step-size, so small to satisfy:
\[ 0 < \delta_1 < \frac{1}{2} \min \left\{ \delta_0, \frac{1}{(1 + C_0^*)^2} \right\}. \] (4.19)

Then, from (4.14)–(4.19), we can deduce that:
\[ \frac{1}{2} \frac{d}{dt} \left( (|[p]_\tau - p(t)|_H^2 + |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H}^2 \right) \]
\[ + \frac{1}{2} (|[\bar{p}]_\tau - p(t)|_V^2 + |\sqrt{2}|([\bar{z}]_\tau - z(t))|_{V_0}^2 \]
\[ \leq (1 + C_0^*)^2 (|[p]_\tau - p(t)|_H^2 + |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H}^2) - J^*_1(t) \]
\[ + C_0^* \left( (|[\bar{t}]_\tau - h(t)|_V^2 + |([\bar{z}]_\tau - k(t))|_{V_0}^2 + R^*_2(t) \right) \]
\[ - \frac{1}{\tau} \left( 1 - \tau (1 + C_0^*)^2 \right) (I^*_0 + J^*_0(t) - I^*_1(t) - J^*_2(t) - J^*_3(t) \]
\[ \leq 2(1 + C_0^*)^2 (|[p]_\tau - p(t)|_H^2 + |\sqrt{a(t)}([[z]_\tau] - z(t))|_{H}^2) \]
\[ + C_0^* (|[\bar{t}]_\tau - h(t)|_V^2 + |([\bar{z}]_\tau - k(t))|_{V_0}^2 + R^*_2(t) \]
\[ + |I^*_1(t)| + |J^*_2(t)| + |J^*_3(t)|, \text{ a.e. } t \in (0, T), \text{ and any } \tau \in (0, \delta_1). \] (4.20)
Additionally, taking into account (1.4), (4.7), and \([p_0, z_0] \in V \times V_0\), we can observe that:

\[
\begin{align*}
\sup_{\tau \in (0, \delta_1)} \left| \left[ [p]_\tau, [z]_\tau \right] \right|_{Y \times V_0} &\leq \sqrt{\delta_1} \left| [p_0, z_0] \right|_{V \times V_0} + C_1^* \left( \left| [p_0, z_0] \right|_H^2 + K^* \right), \\
\sup_{\tau \in (0, \delta_1)} \left| \left[ [p]_\tau, [z]_\tau \right] \right|_{Y \times V_0} &\leq \sqrt{\delta_1} \left| [p_0, z_0] \right|_{V \times V_0} + 2C_1^* \left( \left| [p_0, z_0] \right|_H^2 + K^* \right),
\end{align*}
\]

and therefore, owing to (4.12), and the compactness theory of Alaoglu–Bourbaki–Kakutani [19, Theorem 1.2.5],

\[
\left[ [p]_\tau, [z]_\tau \right] \rightarrow [p, z] \quad \text{and} \quad \left[ [p]_\tau, [z]_\tau \right] \rightarrow [p, z], \quad \text{weakly in} \ V \times V_0, \quad \text{as} \ \tau \downarrow 0.
\] (4.21)

In the light of (2.3), (3.21), (4.7), (4.8), (4.12), (4.21), Remark 1, Remark 3 (R2), and the dominated convergence theorem (cf. [12, Theorem 10]), it is verified that:

\[
\begin{align*}
|R^*_1|_{L^1(0,T)} &\leq |\partial_t z|_{l^r \infty}^2 |[\vec{a}]_\tau - a|_{L^1(\Omega)}^2 \\
&\quad + \int_0^T |z(t)|_{L^1(\Omega)}^2 (|\vec{a}| - b(t)(t)|_{L^1(\Omega)}^2 dt \\
&\quad + \int_0^T |\partial_t z(t)|_{L^1(\Omega)}^2 |\nabla([\vec{a}]_\tau - a)(t)|_{L^1(\Omega)} dt \\
&\quad + \int_0^T |p(t)|_{H^1(\Omega)}^2 (|(\vec{a})_\tau - \mu)(t)|_{H^1(\Omega)}^2 + |(\vec{a}_\tau - \omega)(t)|_{H^1(\Omega)}^2 dt \\
&\quad + \int_0^T |(\vec{a}_\tau - A)(t)|_{H^1(\Omega)}^2 dt \rightarrow 0, \\
|I^*_1|_{L^1(0,T)} &\leq |\langle \partial_t p, [\vec{p}]_\tau - p \rangle_H^r + |\langle \partial_t p, [p]_\tau - p \rangle_H^r | \rightarrow 0, \\
|J^*_2|_{L^1(0,T)} &\leq |\partial_t ([z]_\tau - z)|_{Y_0}^2 |[\vec{a}]_\tau - a|_{L^1(\Omega)}^2 \\
&\quad + 2|a|_{W^{1, \infty}(\Omega)}^2 |\partial_t ([z]_\tau - z)|_{Y_0}^2 |[\vec{a}]_\tau - z|_{X_0}^r \rightarrow 0,
\end{align*}
\] (4.22)

and

\[
\begin{align*}
|J^*_3|_{L^1(0,T)} &\leq |\langle a|\partial_t z, [\vec{a}]_\tau - z \rangle_{Y_0} + |\langle a|\partial_t z, [z]_\tau - z \rangle_{Y_0} | \\
&\quad \rightarrow 0, \quad \text{as} \ \tau \downarrow 0.
\end{align*}
\] (4.25)

Now, on account of (2.3f), (4.20), (4.22)–(4.25), we obtain the following convergence:

\[
\begin{align*}
\left[ [p]_\tau, [z]_\tau \right] &\rightarrow [p, z] \quad \text{in} \ C([0, T]; H^2), \\
\left[ [\vec{p}]_\tau, [\vec{z}]_\tau \right] &\rightarrow [p, z] \quad \text{in} \ V \times V_0, \quad \text{as} \ \tau \downarrow 0,
\end{align*}
\] (4.26)

by applying Gronwall’s lemma to (4.20), and by letting \(\tau \downarrow 0\) for the resulted inequality.
Moreover, with (1.4), (4.21), (4.26), and \([p_0, z_0] \in V \times V_0\) in mind, we can see that:

\[
|p| \leq \lim_{\tau \to 0} \left( |p| \tau + |\tau| \right) \leq \lim_{\tau \to 0} \left( |p| \tau + |\tau| \right) = |p| \tau + |\tau| \leq |p| \tau + |\tau| \to 0, \quad \text{as } \tau \to 0.
\]

By (1.4), (4.26), and (4.28), we infer that:

\[
\left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{Y}}^2 \leq \lim_{\tau \to 0} \left( \left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{Y}}^2 + \left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{Y}}^2 \right) = \left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{Y}}^2,
\]

i.e., \(\lim_{\tau \to 0} \left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{Y}}^2 \leq \left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{Y}}^2\).

Subsequently, from (4.21), (4.27) and the uniform convexity of the topology of \(\mathcal{V} \times \mathcal{Y}_0\), it follows that:

\[
\left| \left[ \begin{array}{c} p \\ \tau \\ z \end{array} \right] \right|_{\mathcal{V} \times \mathcal{Y}_0} \rightarrow \left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{V} \times \mathcal{Y}_0}, \quad \text{as } \tau \downarrow 0.
\]

By (1.4), (4.26), and (4.28), we infer that:

\[
\left| \left[ \begin{array}{c} p \\ \tau \\ z \end{array} \right] \right|_{\mathcal{V} \times \mathcal{Y}_0} \leq \lim_{\tau \to 0} \left( \left| \left[ \begin{array}{c} p \\ \tau \\ z \end{array} \right] \right|_{\mathcal{V} \times \mathcal{Y}_0} + \left| \left[ \begin{array}{c} p \\ \tau \\ z \end{array} \right] \right|_{\mathcal{V} \times \mathcal{Y}_0} \right) = \left| \left[ \begin{array}{c} p \\ z \end{array} \right] \right|_{\mathcal{V} \times \mathcal{Y}_0} \to 0, \quad \text{as } \tau \downarrow 0.
\]

The convergence (2.7b) will be deduced as a consequence of (4.26) and (4.29). 

5 Conclusions

In this Section, several Corollaries and Remarks will be shown as conclusions derived from Main Theorems and Key-Lemmas as in Sections 2 and 3.

We begin by prescribing additional notations. Let us define:

\[ \mathcal{Z} := \left( W^{1,2}(0, T; V^*) \cap \mathcal{V} \right) \times \left( W^{1,2}(0, T; V_0^*) \cap \mathcal{Y}_0 \right). \]

Then, for any sextet of data \([a, b, \mu, \lambda, \omega, A] \in \mathcal{S}_0\), the Main Theorem 1 allows us to define an operator \(\mathcal{P} = \mathcal{P}(a, b, \mu, \lambda, \omega, A) : [H]^2 \times \mathcal{Y} \to \mathcal{Z}\), which maps any pair \([p_0, z_0], [h, k]\) of the initial pair \([p_0, z_0] \in [H]^2\) and the forcing pair \([h, k] \in \mathcal{Y}\) to the corresponding solution \([p, z]\) to (P), i.e.:

\[ [p, z] = \mathcal{P}([p_0, z_0], [h, k]) = \mathcal{P}(a, b, \mu, \lambda, \omega, A) \left[ [p_0, z_0], [h, k] \right] \in \mathcal{Z}. \]

**Remark 8.** Let us fix any sextet of data \([a, b, \mu, \lambda, \omega, A] \in \mathcal{S}_0\). Then, from Remark 7, the operator \(\mathcal{P} : [H]^2 \times \mathcal{Y} \to \mathcal{Z}\) coincides with the inverse of:

\[
\mathcal{Q} = \mathcal{Q}(a, b, \mu, \lambda, \omega, A) : [p, z] \in \mathcal{Z} \mapsto \left[ [p_0, z_0], [h, k] \right] = \left[ [p(0), z(0)], \mathcal{T}(a, b, \mu, \lambda, \omega, A)[p, p, z, z] \right] \in [H]^2 \times \mathcal{Y}.
\]

Namely, \(\mathcal{P} = \mathcal{P}(a, b, \mu, \lambda, \omega, A) \left( = [\mathcal{Q}(a, b, \mu, \lambda, \omega, A)]^{-1} \right)\) is a bijective operator from \([H]^2 \times \mathcal{Y}\) onto \(\mathcal{Z}\). Hence, the Hilbert space \(\mathcal{Z}\) coincides with the class \(\mathcal{P}([H]^2 \times \mathcal{Y})\) of solutions to (P), for all initial pairs \([p_0, z_0] \in [H]^2\) and forcing pairs \([h, k] \in \mathcal{Y}\).
Remark 9. Notice that \( \mathcal{L} \) is a Hilbert space, endowed with the following inner product:

\[
(p, z), (\hat{p}, \hat{z})\|_{\mathcal{L}} := (p, \hat{p})_{W^{1,2}(0,T;V')} + (p, \hat{p})_X + (z, \hat{z})_{W^{1,2}(0,T;V'_0)} + (z, \hat{z})_{\gamma_0}, \quad \text{for } [p, z], [\hat{p}, \hat{z}] \in \mathcal{L},
\]

and the norm:

\[
| [p, z] |_{\mathcal{L}} := \left[ [(p, z), [p, z]]_{\mathcal{L}} \right]^{1/2}, \quad \text{for } [p, z] \in \mathcal{L}.
\]

(5.2)

In addition, the Hilbert space \( \mathcal{L} \) is a subspace of Banach spaces \( C([0, T]; H)^2 \) and \( L^\infty(0, T; H)^2 \), and \( \mathcal{L} \) is compactly embedded in \( L^\infty(0, T; H)^2 \) in the weak-* topology. In fact, if \( \mathcal{B}_0 \) is a bounded subset in \( \mathcal{L} \), then by referring to the compactness theories of Aubin’s type [18, Corollary 4] and Alaoglu–Bourbaki–Kakutani [19, Theorem 1.2.5], we find a sequence \( \{[\hat{p}^n, \hat{z}^n]\}_{n=1}^\infty \subset \mathcal{B}_0 \) such that:

\[
[\hat{p}^n, \hat{z}^n] \to [\hat{p}, \hat{z}] \text{ in } [\mathcal{H}]^2, \text{ and weakly in } \mathcal{L},
\]
as \( n \to \infty \), for some \( [\hat{p}, \hat{z}] \in \mathcal{L} \).

Subsequently, from the strong convergence in \( [\mathcal{H}]^2 \), one can see that:

\[
[\hat{p}^n(t_0), \hat{z}^n(t_0)] \to [\hat{p}(t_0), \hat{z}(t_0)] \text{ in } [H]^2, \text{ as } n \to \infty, \text{ for some } t_0 \in (0, T),
\]

by taking a subsequence if necessary. Hence, we can observe the weak-* compactness of \( \mathcal{B}_0 \) in \( L^\infty(0, T; H)^2 \), via the following estimate for the sequence \( \{[\hat{p}^n, \hat{z}^n]\}_{n=1}^\infty \subset \mathcal{B}_0 \):

\[
\frac{1}{2} \left| \left| \hat{p}^n(t), \hat{z}^n(t) \right|_{\mathcal{H}}^2 \right|_{H}^2 \leq \frac{1}{2} \left| \left| \hat{p}^n(t_0), \hat{z}^n(t_0) \right|_{\mathcal{H}}^2 \right|
\]

\[
+ \frac{1}{2} \left( \frac{1}{2} \left| \int_0^t \left( \left| \partial_t [\hat{p}^n(s), \hat{z}^n(s)]_{V \times V_0} \right| ds \right) \right|_{\mathcal{H}}^2 + \left| \left| \partial_t \hat{p}^n, \partial_t \hat{z}^n \right|_{\mathcal{H}} \right|_{\mathcal{H}}^2 \right),
\]

\[
\leq \sup_{n \in \mathbb{N}} \left( \left| \left| \hat{p}^n(t_0), \hat{z}^n(t_0) \right|_{\mathcal{H}}^2 \right|_{H}^2 + \left| \left| \partial_t \hat{p}^n, \partial_t \hat{z}^n \right|_{\mathcal{H}} \right|_{\mathcal{H}}^2 \right),
\]

for all \( t \in [0, T] \), and \( n \in \mathbb{N} \).

Furthermore, by the inclusion \( \mathcal{L} \subset C([0, T]; H)^2 \), we can let \( \mathcal{L} \) be a Banach space by using another norm:

\[
\left| \left| \hat{p}, \hat{z} \right| \right| := \left| \left| \hat{p}, \hat{z} \right| \right|_{\mathcal{H}} + \left| \left| \hat{p}, \hat{z} \right| \right|_{C([0, T]; H)^2}, \quad \text{for } [p, z] \in \mathcal{L}.
\]

(5.4)

In view of this, we denote by \( (\mathcal{L}, \| \cdot \|) \) the Banach space with the norm as in (5.4), and distinguish it from the Hilbert space \( \mathcal{L} \) with the usual topology as in (5.2) and (5.3).

Based on these, we can derive the following Corollaries.

Corollary 1. Let us fix a sextet of data \( [a, b, \mu, \lambda, \omega, A] \in \mathcal{A}_0 \). Then, the following two items hold.

(C0) There is a positive constant \( M_0^* = M_0^*[a, b, \mu, \lambda, \omega, A] \), depending on \( |a|_{C(\overline{\mathcal{T}})} \), \( |\nabla a|_{L^\infty(Q)^N} \), \( |b|_{L^\infty(Q)} \), \( |\mu|_{L^\infty(0,T;H)} \), \( |\lambda|_{L^\infty(Q)} \), \( |\omega|_{L^\infty(Q)^N} \), and \( |A|_{L^\infty(Q)^{N \times N}} \), and there is another positive constant \( M_1^* = M_1^*[a, b, \mu, \lambda, \omega, A] \), depending on \( |a|_{C(\overline{\mathcal{T}})} \), \( |\nabla a|_{L^\infty(Q)^N} \), \( |b|_{L^\infty(Q)} \), \( |\mu|_{L^\infty(0,T;H)} \), \( |\lambda|_{L^\infty(Q)} \), \( |\omega|_{L^\infty(Q)^N} \), and \( |A|_{L^\infty(Q)^{N \times N}} \)
\[|\nabla a|_{L^\infty(\mathcal{Q})^N}, \delta_*(a), |b|_{L^\infty(Q)}, |\mu|_{L^\infty(0,T;H)}, |\lambda|_{L^\infty(Q)}, |\omega|_{L^\infty(Q)}], and |A|_{L^\infty(Q)^N\times N}, such that:

\[
M_0^* \left[ [p_0, z_0], [h, k] \right]_{[H]^2 \times \mathcal{Y}} \leq \left[ [p, z] \right]_\mathcal{X} \left[ (x; \| \cdot \|) \right] \leq M_0^* \left[ [p_0, z_0], [h, k] \right]_{[H]^2 \times \mathcal{Y}},
\]

for all \([p_0, z_0] \in [H]^2\), \([h, k] \in \mathcal{Y}\),

and \([p, z] = \mathcal{P}(a, b, \mu, \lambda, \omega, A) [p_0, z_0], [h, k] \in \mathcal{X}\),

i.e. the operator \(\mathcal{P} = \mathcal{P}(a, b, \mu, \lambda, \omega, A)\) is an isomorphism between the Hilbert space \([H]^2 \times \mathcal{Y}\) and the Banach space \((\mathcal{X}, \| \cdot \|)\).

(C1) The class of solutions \(\mathcal{P}([H]^2 \times \mathcal{Y})\) is decomposed as follows:

\[
\mathcal{P}([H]^2 \times \mathcal{Y}) = \mathcal{P}([H]^2 \times \{[0, 0]\}) + \mathcal{P}(\{[0, 0]\} \times \mathcal{Y}),
\]

and moreover, the restricted class \(\mathcal{P}(V \times V_0 \times \mathcal{Y})\) is represented as:

\[
\mathcal{P}(V \times V_0 \times \mathcal{Y}) = [V \times V_0] + \mathcal{P}(\{[0, 0]\} \times \mathcal{Y}),
\]

by identifying \(V \times V_0\) with a class of constants in time.

Proof. First, we show (C0). On account of Remarks 7 and 8, we can see that the operator \(\mathcal{Q} = \mathcal{Q}(a, b, \mu, \lambda, \omega, A) : \mathcal{X} \rightarrow [H]^2 \times \mathcal{Y}\) given in (5.1) is a bijective linear operator. Besides, we can check that \(\mathcal{Q} = \mathcal{Q}(a, b, \mu, \lambda, \omega, A) [p_0, z_0] \in \mathcal{L}((\mathcal{X}, \| \cdot \|); [H]^2 \times \mathcal{Y})\), by using the estimate (3.8), and the trivial estimate:

\[
[p(0), z(0)]_{[H]^2} \leq M_0 [p, z]_{C([0,T];H)^2}, \quad for \; [p, z] \in \mathcal{X},
\]

with use of the constant \(M_0 = M_0(a, b, \mu, \lambda, \omega, A)\) given in (3.7). The estimates (3.8) and (5.8) imply that:

\[
|\mathcal{Q}(a, b, \mu, \lambda, \omega, A)|_{\mathcal{L}((\mathcal{X}, \| \cdot \|); [H]^2 \times \mathcal{Y})} \leq M_0,
\]

i.e. \(\mathcal{P}(a, b, \mu, \lambda, \omega, A)|_{\mathcal{L}([H]^2 \times \mathcal{Y}; (x; \| \cdot \|))} \geq \frac{1}{M_0} =: M_0^*\),

if \(\mathcal{P}(a, b, \mu, \lambda, \omega, A)\) is bounded.

Now, our task is reduced to verify the boundedness of linear operator \(\mathcal{P} = \mathcal{P}(a, b, \mu, \lambda, \omega, A) : [H]^2 \times \mathcal{Y} \rightarrow (\mathcal{X}, \| \cdot \|)\). To this end, we apply Main Theorem 1 (I-B) to the case when:

\[
[a^\ell, b^\ell, \mu^\ell, \lambda^\ell, \omega^\ell, A^\ell] = [a, b, \mu, \lambda, \omega, A], \quad \ell = 1, 2,
\]

\([p^1, z^1] = [p, z], \quad [p^2, z^2] = [0, 0],
\]

\([h^1, k^1]\) is taken as an arbitrary \([h, k] \in \mathcal{Y}\), and \([h^2, k^2] = [0, 0]\).

Then, we have:

\[
\min \{1, 2, 3, 4\} (|p, z|^2_{C([0,T];H)^2} + |[p, z]|_{\mathcal{X} \times \mathcal{Y}})
\]

\[
\leq 4e^{3C_0^3T} \max \{1, |a|_{C(\bar{\Omega})}\} |[p_0, z_0]|_{[H]^2} + 8C_0^3 e^{3C_0^3T} |[h, k]|_{\mathcal{Y}}^2,
\]
so that

\[ \|p, z\|^2_{C([0,T],[H])^2} + \|p, z\|_{Y \times \gamma_0} \leq (C_0^*)^2 e^{3C_0^* T} \left( \|p_0, z_0\|^2_{[H]^2} + \|[h, k]\|_{\gamma}^2 \right), \quad (5.10) \]

where \( C_0^* = C_0^*(a, b, \lambda, \omega) \) is the constant as in (4.2), i.e. the constant \( C^* \) as in (2.4) corresponding to the case \([a^1, b^1, \lambda^1, \omega^1] = [a, b, \lambda, \omega] \). Also, from the estimate (3.10) as in Remark 7, and (5.10), one can see that:

\[
\begin{align*}
\|p, z\|_{\gamma} &\leq \sqrt{T} (C_{H}^{V^*} + C_{H}^{V}) \|p, z\|_{C([0,T],[H])^2} \\
&\leq (1 + T) (1 + C_{H}^{V^*} + C_{H}^{V}) \cdot C_0^* e^{3C_0^* T} \left( \|p_0, z_0\|_{Y} + \|p, z\|_{Y \times \gamma_0} \right) \\
\|\partial_t p, \partial_z z\|_{\gamma} &\leq M_1 (\|[h, k]\|_{\gamma} + \|p, z\|_{Y \times \gamma_0}) \\
&\leq M_1 \left( 1 + C_0^* e^{3C_0^* T} \right) \left( \|p_0, z_0\|_{Y} + \|[h, k]\|_{[H]^2 \times \gamma} \right),
\end{align*}
\]

(5.11)

with use of the constants \( C_{H}^{V^*} > 0 \) and \( C_{H}^{V} \geq 0 \) of respective embeddings \( H \subset V^* \) and \( H \subset V_0^* \), and the constant \( M_1 \) given in (3.9). The above (5.10) and (5.11) imply that

\[
\mathcal{P} = \mathcal{P}(a, b, \mu, \lambda, \omega, A) \in \mathcal{L} ([H]^2 \times \gamma; (\mathcal{Z}, \|[\cdot]\|)),
\]

and

\[
\mathcal{P}(a, b, \mu, \lambda, \omega, A) \mid_{(\mathcal{Z}, \|[\cdot]\|)} \leq 4M_1 (1 + T) (1 + C_{H}^{V^*} + C_{H}^{V}) (1 + C_0^* e^{3C_0^* T}) =: M_1^{*}.
\]

(5.12)

(5.9) and (5.12) are sufficient to verify (5.5).

Next, we show the item (C1). Since (P) is a linear system, the decomposition (5.6) allows us to verify (5.7) as follows:

\[
\mathcal{P}([H]^2 \times \gamma) = \bigcup_{[p_0, z_0] \in V \times V_0} \left( \mathcal{P}(\mathcal{Q}[p_0, z_0]) + \mathcal{P}([0,0] \times [-T[p_0, p_0, z_0, z_0] + \gamma]) \right) \\
= \bigcup_{[p_0, z_0] \in V \times V_0} ([p_0, z_0] + \mathcal{P}([0,0] \times \gamma)) = [V \times V_0] + \mathcal{P}([0,0] \times \gamma).
\]

Thus, the proof is complete.

**Corollary 2.** Let us assume \([a, b, \mu, \lambda, \omega, A] \in \mathcal{J} \), \([\{a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n\}\}_{n=1}^{\infty} \subset \mathcal{J} \),

\[
[a^n, \partial_t a^n, \nabla a^n, b^n, \lambda^n, \omega^n, A^n] \rightarrow [a, \partial_t a, \nabla a, b, \lambda, \omega, A] \quad \text{weakly-* in} \\
L^\infty(Q) \times L^\infty(Q) \times L^\infty(Q)^N \times L^\infty(Q) \times L^\infty(Q) \times L^\infty(Q)^N \times L^\infty(Q)^{N \times N},
\]

(5.13a)

and

\[
\mu^n \rightarrow \mu \quad \text{weakly-* in} \quad L^\infty(0, T; H), \\
\mu^n(t) \rightarrow \mu(t) \quad \text{in} \quad H, \quad \text{for a.e.} \ t \in (0, T), \quad \text{as} \ n \rightarrow \infty.
\]

(5.13b)
Also, let us assume \([p_0, z_0] \in [H]^2\), \([[p_0^n, z_0^n]]_{n=1}^{\infty} \subset [H]^2\), \([h, k] \in \mathcal{Y}\), \([[h^n, k^n]]_{n=1}^{\infty} \subset \mathcal{Y}\), \([p, z] \in \mathcal{Z}\), and \([[p^n, z^n]]_{n=1}^{\infty} \subset \mathcal{Z}\). In addition, we suppose the following relationship:

\[
\begin{cases}
[p, z] = \mathcal{P}(a, b, \mu, \lambda, \omega, A)[[p_0, z_0], [h, k]] \text{ in } \mathcal{Z}, \\
[p^n, z^n] = \mathcal{P}(a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n)[[p_0^n, z_0^n], [h^n, k^n]] \text{ in } \mathcal{Z}, \text{ for } n \in \mathbb{N},
\end{cases}
\]

or equivalently,

\[
\begin{cases}
[[p_0, z_0], [h, k]] = \mathcal{Q}(a, b, \mu, \lambda, \omega, A)[p, z] \text{ in } [H]^2 \times \mathcal{Y}, \\
[[p_0^n, z_0^n], [h^n, k^n]] = \mathcal{Q}(a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n)[p^n, z^n] \text{ in } [H]^2 \times \mathcal{Y}, \text{ for } n \in \mathbb{N}.
\end{cases}
\]

Then, the following two items hold.

(C2) The convergence:

\[
[[p_0^n, z_0^n], [h^n, k^n]] \rightarrow [[p_0, z_0], [h, k]] \text{ in } [H]^2 \times \mathcal{Y}, \text{ as } n \rightarrow \infty,
\]

implies the convergence:

\[
[p^n, z^n] \rightarrow [p, z] \text{ in } C([0, T]; H)^2, \text{ and in } \mathcal{Y} \times \mathcal{Y}_0, \text{ as } n \rightarrow \infty.
\]

(C3) The following two convergences:

\[
[[p_0^n, z_0^n], [h^n, k^n]] \rightarrow [[p_0, z_0], [h, k]] \text{ weakly in } [H]^2 \times \mathcal{Y}, \text{ as } n \rightarrow \infty,
\]

and

\[
[p^n, z^n] \rightarrow [p, z] \text{ weakly in the Hilbert space } \mathcal{Z}, \text{ as } n \rightarrow \infty,
\]

are equivalent to each other.

Proof. We begin by referring to the Rellich–Kondrachov theorem (cf. [1, Theorem 6.3]), and confirm that the assumption (5.13a) implies the uniform convergence of \([a^n]_{n=1}^{\infty}\), i.e.:

\[
a^n \rightarrow a \text{ in } C(\overline{Q}) \text{ as } n \rightarrow \infty.
\]

So, we can find a large number \(N_a^* \in \mathbb{N}\) such that:

\[
0 < \frac{\delta(a)}{2} \leq \inf_{n \geq N_a^*} \delta(a^n) \leq \sup_{n \geq N_a^*} |a^n|_{C(\overline{Q})} \leq 2|a|_{C(\overline{Q})}.
\]

Now, we show the item (C2). Let us assume the convergence (5.14a), and let us apply Main Theorem 1 (I-B) under the replacements of:

- \([a^1, b^1, \mu^1, \lambda^1, \omega^1, A^1]\) by \([a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n]\), \([[p_0^n, z_0^n]]_{k=1}^{\infty}\) by \([[p_0^n, z_0^n]]_{k=1}^{\infty}\),
- \([h^1, k^1]\) by \([h^n, k^n]\), and \([p^n, z^n]\) by \([p^n, z^n]\), for \(n \geq N_a^*\),

and

- \([a^2, b^2, \mu^2, \lambda^2, \omega^2, A^2]\) by \([a, b, \mu, \lambda, A]\), \([[p_0^n, z_0^n]]_{k=1}^{\infty}\) by \([[p_0^n, z_0^n]]_{k=1}^{\infty}\),
- \([h^2, k^2]\) by \([h, k]\), and \([p^n, z^n]\) by \([p^n, z^n]\).
Then, we have:
\[
(p^n - p)^2_{L^2([0,T];H)} + |\sqrt{a^n}(z^n - z)|^2_{L^2([0,T];H)} + (p^n - p)^2_{\mathcal{V}} + |\nu(z^n - z)|^2_{\mathcal{V}}_0
\]
\[
\leq 2e^{3C^*T} \left( |p^n|_{H^1}^2 + |\sqrt{a^n}(z^n - z)|^2_{H^1} \right)
+ 4C^*e^{3C^*T} \left( |h^n - h| + k^n - k \right)^2_{\mathcal{V}} + |R_0^n|_{L^1(0,T)} , \text{ for all } n \geq N^*_a,
\]
where
\[
C^*_0 := \frac{18(1 + \nu)}{\min \{ 1, \nu, \delta_0(a) \}} \left( 1 + (C^{L^4})^2 + (C^{L^4})^4 + (C^{V_0})^2 \right) + \sup_{n \geq N^*_a} \left( 1 + |a^n|_{W^{1,\infty}(Q)} + |b^n|_{L^\infty(Q)} + |\lambda^n|_{L^\infty(Q)} + |\omega^n|_{L^\infty(Q)} \right),
\]
and
\[
R_0^n(t) := |\partial_t z(t)|_{V_0}^2 \left( |a^n - a|_{C(\overline{Q})}^2 + |\nabla(a^n - a)(t)|_{L^4(\Omega)}^2 \right)
+ |z(t)|_{V_0}^2 (|b^n - b|_{L^4(\Omega)}^2 + |p(t)(\lambda^n - \lambda)(t)|_{H}^2)
+ |p(t)|^2_{V} (|\mu^n - \mu|_{L^4(\Omega)}^2 + |\omega^n - \omega|_{L^4(\Omega)}^2)
+ |\nabla z(t) \cdot (\omega^n - \omega)(t)|_{H}^2 + |(A^n - A)(t)\nabla z(t)|_{H^1}^2
\]
for a.e. \( t \in (0,T) \), and all \( n \geq N^*_a \).

Notice that the assumption (5.13), and the estimate (5.17) let the above \( C^*_0 \) be a finite constant, and let it be an upper bound for the sequence of constants given in (2.4), under (5.17) and (5.18). On this basis, we can verify the convergence (5.14b), by letting \( n \to \infty \) for (5.19) and (5.21), with use of (5.13), (5.16), (5.17), and the dominated convergence theorem (cf. [12, Theorem 10]).

Next, we show the item (C3). If the convergence (5.15a) holds, then thanks to (5.13), (5.17)–(5.21), we can say that
\[
\{ [p^n, z^n] \}_{n = N^*_a}^\infty \text{ is bounded in } C([0,T]; H)^2, \text{ and in } \mathcal{V} \times \mathcal{V}_0.
\]
(5.22)

Also, the assumption (5.13), and the estimate (5.17) lead to the boundedness of a sequence \( \{ M_1(a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n) \}_{n = N^*_a}^\infty \), which consists of the constants \( M_1 = M_1(a, b, \mu, \lambda, \omega, A) \) given in (3.9), in cases when:
\[
[a, b, \mu, \lambda, \omega, A] = [a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n], \text{ for } n \geq N^*_a.
\]
(5.23)

Therefore, from (5.15a), (5.22), and the estimate (3.10) as in Remark 7, it is inferred that:
\[
\{ [\partial_t p^n, \partial_t z^n] \}_{n = N^*_a}^\infty \text{ is bounded in } \mathcal{V}.
\]
(5.24)

On account of (5.22) and (5.24), we can ensure that:
\[
[p^n, z^n] \to [\bar{p}, \bar{z}] \text{ in } [\mathcal{H}]^2, \text{ in } C([0,T];V^*) \times C([0,T];V_0^*), \text{ weakly in } \mathcal{V},
\]
and weakly-\ast in \( L^\infty(0,T;H)^2 \), as \( n \to \infty \),
(5.25)

and in particular,
\[
[p(0), z(0)] = \lim_{n \to \infty} [p^n(0), z^n(0)] = \lim_{n \to \infty} [p_0^n, z_0^n] = [p_0, z_0]
\]
in the topology of \( V^* \times V_0^* \), and in the weak topology of \( [H]^2 \),
(5.26)
for some \([\tilde{p}, \tilde{z}] \in \mathcal{Z}\), and some subsequence, by applying the weakly-\(*\) compact embedding \(\mathcal{Z} \subset L^\infty(0, T; H)^2\) as in Remark 9, and the theories of compactness of Aubin’s type [18, Corollary 4], Arzer–Ascoli [19, Theorem 1.3.1], and Alaoglu–Bourbaki–Kakutani [19, Theorem 1.2.5]. Furthermore, under the replacements of:

\[
\{[\tilde{p}^n, \tilde{z}^n]\}_{n=1}^\infty \text{ by } \{[p^n, z^n]\}_{n=N_0}^\infty, \quad [\tilde{p}, \tilde{z}] \text{ by } [p, z], \quad \text{and } [\tilde{h}, \tilde{k}] \text{ by } [h, k],
\]

we can derive the assumption (3.11) of Key-Lemma 2 from (5.13), (5.15a), (5.25), and the dominated convergence theorem (cf. [12, Theorem 10]). So, applying Key-Lemma 2, one can observe that:

\[
\mathcal{T}(a, b, \mu, \lambda, A)[\tilde{p}, \tilde{p}, \tilde{z}, \tilde{z}] = [h, k] \text{ in } \mathcal{Y},
\]

Taking into account (5.26), (5.27), and the uniqueness result of Main Theorem 1 (I-A), we deduce that \([\bar{p}, \bar{z}] = [p, z]\), and the convergence (5.25) holds without necessity of subsequence. This implies the convergence (5.15b).

Conversely, if the convergence (5.15b) holds, then from the weakly-\(*\) compact embedding \(\mathcal{Z} \subset L^\infty(0, T; H)^2\) as in Remark 9, and the compactness theories of Aubin’s type [18, Corollary 4], and Arzer–Ascoli [19, Theorem 1.3.1], we can see that:

\[
[p^n, z^n] \to [p, z] \text{ in } [\mathcal{H}]^2, \text{ in } C([0, T]; V^*) \times C([0, T]; V^*_0),
\]

and weakly-\(*\) in \(L^\infty(0, T; H)^2\), as \(n \to \infty\),

and in particular,

\[
[p^n_0, z^n_0]:= [p^n(0), z^n(0)] \to [p(0), z(0)] := [p_0, z_0]
\]

in \(V^* \times V^*_0\), and weakly in \([H]^2\), as \(n \to \infty\),

by taking a subsequence. Also, the assumption (5.13) and the condition (5.17) lead to the boundedness of a sequence \(\{M_0(a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n)\}_{n=N_0}^\infty\) which consists of the constants \(M_0 = M_0(a, b, \mu, \lambda, \omega, A)\) given in (3.7), in the cases as in (5.23). So, from the estimate (3.8) as in Remark 7, it is observed that the sequence \(\{[h^n, k^n]\}_{n=N_0}^\infty := \{\mathcal{T}(a^n, b^n, \mu^n, \lambda^n, \omega^n, A^n)[p^n, p^n, z^n, z^n]\}_{n=N_0}^\infty\) is bounded in \(\mathcal{Y}\), and by taking more one subsequence if necessary,

\[
[h^n, k^n] \to [\bar{h}, \bar{k}] \text{ weakly in } \mathcal{Y} \text{ as } n \to \infty, \text{ for some } [\bar{h}, \bar{k}] \in \mathcal{Y}.
\]

Additionally, (5.13), (5.15b), (5.28), and (5.30) allows us to apply Key-Lemma 2 under the replacements of:

\[
[p, z], \quad \{[p^n, z^n]\}_{n=1}^\infty \text{ by } \{[p^n, z^n]\}_{n=N_0}^\infty, \quad \text{and } [\tilde{h}, \tilde{k}] \text{ by } [\bar{h}, \bar{k}],
\]

and deduce that:

\[
[\bar{h}, \bar{k}] = [h, k] := \mathcal{T}(a, b, \mu, \lambda, \omega, A)[p, p, z, z] \text{ in } \mathcal{Y}.
\]

By virtue of (5.29)–(5.31), we can conclude the convergence (5.15a), because (5.29), (5.31), and the uniqueness result in Main Theorem 1 (I-A) guarantee the unnecessity of subsequence in (5.29) and (5.30).

Thus, the proof of this Corollary is complete. \(\square\)
Remark 10. By Corollary 2, we can say that (5.13) is a sufficient assumption in the application to the optimal control problem (OCP) mentioned in Introduction. However, this assumption is not sufficient to make the convergences (5.14a) and (5.14b) to be equivalent to each other.

Concluding Remark 1. The first Corollary 1 suggests us that the linear operator $\mathcal{P}[[0,0],\cdot] = \mathcal{P}(a,b,\mu,\lambda,\omega,A)[[0,0],\cdot]: \mathcal{Y} \to \mathcal{Z}$ takes over one of essential roles in the mathematical analysis of our system (P), and especially, all cases of $[p_0,z_0] \in V \times V_0$ are reduced to the case of $[p_0,z_0] = [0,0]$. Additionally, we note that the reduced initial condition $[p_0,z_0] = [0,0]$ is a natural setting in the application to the problems $\#1$ and $\#2$, under the corresponding relations (0.3) and (0.4).

Finally, as a result of Main Theorem 1 (I-B) and Key-Lemma 1, we can conclude that our numerical scheme for the system (P) is designed as the minimization algorithm for a single governing energy $\mathcal{E}$ given in (3.4).
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