FFT-based investigation of the shear stress distribution in face-centered cubic polycrystals
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Abstract

The onset of nonlinear effects in metals, such as plasticity and damage, is strongly influenced by the heterogeneous stress distribution at the grain level. This work is devoted to studying the local stress distribution in fcc polycrystals using FFT-based solvers. In particular, we focus on the distribution of shear stresses resolved in the slip systems as the critical driving force for plastic deformations. Specific grain orientations with respect to load direction are investigated in the linear elastic regime and at incipient plastic deformations based on a large ensemble of microstructures. The elastic anisotropy of the single crystal is found to have a crucial influence on the scatter of the stress distribution, whereas the Young’s modulus in the respective crystal direction governs the mean stress in the grain. It is further demonstrated that, for higher anisotropy, the shear stresses deviate from the normal distribution and are better approximated by a log-normal fit. Comparing the full-field simulations to the Maximum Entropy Method (MEM), reveals that the MEM provides an excellent prediction up to the second statistical moment in the linear elastic range. In a study on the spatial distribution of shear stresses, the grain boundary is identified as a region of pronounced stress fluctuations and as the starting point of yielding during the elastic-plastic transition.
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1 Introduction

Due to their polycrystalline structure, metals display anisotropic behavior at the grain level inducing a heterogeneous local stress distribution. This distribution has a major influence on nonlinear effects and failure mechanism, such as micro-plastic deformations, e.g. grain boundary pop-ins [1], or incipient damage, e.g. fatigue fracture [2]. Therefore, investigating the local stress distribution in polycrystalline materials has been the subject to numerous experimental, analytical and numerical studies.

In experiments, techniques such as neutron diffraction [3,4], x-ray diffraction [5,6], electron back-scattering diffraction (EBSD) [2,7] and digital image correlation (DIC) [7,8] were used for investigating the mechanical fields on the microscale. For instance, in their recent article Berger et al. [9] use the latter two techniques for a detailed examination of the spatial strain distribution in α-FE polycrystals. As experiments are associated with considerable cost and effort, analytical and numerical approaches appear attractive for predicting the stress distribution, owing to their higher flexibility. However, in this context,
experimental data is still crucial for validating analytical \cite{3,7} and numerical results \cite{6,10}. Therefore, according to Berger et al. \cite{9}, the dialogue between experiments and simulations should be sought.

Early analytical homogenization approaches assumed a homogeneous strain \cite{11–14} or stress field \cite{15,16}, enabling a (crude) estimate for the localization of the conjugate stress and strain field, respectively. More sophisticated models, using a statistical description of the microstructure, were developed to arrive at more accurate predictions. For instance, the self consistent approach for linear \cite{17,18} and nonlinear material behavior \cite{19–22} has been exploited for predicting the first and second statistical moment of the stress field in polycrystals \cite{23,24}. A different analytical technique is the Maximum Entropy Method (MEM) pioneered by Kreher and Pompe \cite{25}, see Krause and Böhlke \cite{26} for a review and an in-depth study on the capabilities of the method.

In numerical studies, full-field simulations are carried out on discretized microstructures. As solvers, commercial finite element software \cite{27–31} and dedicated FFT-based micromechanics codes \cite{23,24,32,33} are most commonly used. In particular, the computational efficiency of FFT-based methods \cite{34,35} and improvements in solver technology \cite{36–38} have enabled the study of larger samples \cite{24,39}. Due to the flexibility of the full-field approach, various studies have focused on different aspects of the stress localization in polycrystals. For instance, it was shown that the neighborhood effect - comprising the impact of the neighboring grains’ stiffness, their relative position with respect to loading axis and their crystallographic orientation \cite{40} - leads to a large scatter of the mean stress in a grain \cite{30,40–43}. This influence is suspected to be greater than the scatter resulting from the grain’s own orientation \cite{30}. However, a grain’s orientation has a major impact on the stress distribution in the plastified regime \cite{31,44}, whereas, in the elastic regime and during the elastic-plastic transition, the single crystal anisotropy is more crucial \cite{28,30,31,45}. In addition to the grain’s orientation, the hardening behavior tends to influence the stress distribution in fully plastified polycrystals \cite{29}. A detailed study on the impact of phenomenological and physical hardening laws can be found in Demir et al. \cite{10}. At the grain boundaries, on average, larger disorientations \cite{46}, a higher number of active slip systems and an increased sum of plastic slips \cite{47} can be found. The resulting local stress and strain concentrations are suspected to be the precursor of crack initiation and growth \cite{41,47} although Bieler et al. \cite{44} state that the first microcracks do not occur at the exact location of the stress or strain peaks but in close proximity. Therefore, the spatial distribution of the stresses has attracted increased research interest \cite{46,51}.

The present work is devoted to investigating the local shear stress distribution using FFT-based solvers in face-centered cubic (fcc) polycrystals \cite{30,45,52}. In particular, we study the stress distribution with respect to grain orientations, focusing on the (100), (110) and (111) grains. For the elastic regime, we follow the strategy of Brenner et al. \cite{24} and Sauzay \cite{30}, studying the characteristics of the stress distribution based on a large ensemble. In particular, we focus on the impact of elastic anisotropy and the specific shape of the stress distribution. The results are supplemented by spatial information, taking the distance with respect to grain boundaries into account \cite{12,48}. Furthermore, we compare our results to predictions of the Maximum Entropy Method (MEM), which has proven to be a powerful analytical tool for polycrystals \cite{26}. In the plastic regime, studies are often limited to a single realization \cite{48,49} or a small ensemble (e.g. 30 realizations \cite{53}), due to the associated computational cost. Thus, an analysis based on a large ensemble is of interest to obtain representative results. Building upon the elastic results, we investigate the onset of plastification. More precisely, we study the characteristics of the stress distribution during the elastic-plastic transition and correlate the grain boundary distance to incipient plasticity.

The outline is as follows. After a short introduction of the methods in Sec. 2 a preliminary study
follows in Sec. 3 in order to determine the required resolution and ensemble size. In the first part of the actual study, the influence of anisotropy on the stress distribution in the linear elastic range is examined (see Sec. 4.1). An analysis of the specific shape of the stress distribution is given in Sec. 4.2 followed by a comparison to results of the Maximum Entropy Method (MEM) in Sec. 4.3 and an investigation of the stress distribution with respect to grain boundary distance in Sec. 4.4. Secondly, the stress distribution is examined during the elastic-plastic transition in Sec. 5.1 taking a closer look at the location of the plastified regions in Sec. 5.2.

2 Methods

2.1 Crystal plasticity

For the present study, we rely on a small-strain single-crystal elasto-viscoplasticity model. The elastic behavior is governed by Hooke’s law

$$\sigma = C \varepsilon_e \quad \text{with} \quad \varepsilon = \varepsilon_e + \varepsilon_p,$$

where the total strain $\varepsilon$ is decomposed additively into an elastic part $\varepsilon_e$ and a plastic part $\varepsilon_p$. As we restrict to crystals with cubic crystal symmetry, the stiffness tensor $C$ is specified by three elastic constants ($C_{11} = C_{1111}$, $C_{12} = C_{1122}$, $C_{44} = C_{1212}$) and the orientations of the lattice vectors. The Zener parameter

$$A = \frac{2C_{44}}{C_{11} - C_{12}}$$

serves as a measure of the elastic anisotropy and is equal to one in the isotropic case. In single-crystal plasticity, a flow rule of the form

$$\dot{\gamma}_\alpha = \sum_{\alpha=1}^{12} \dot{\gamma}_\alpha \operatorname{sym}(d_\alpha \otimes n_\alpha)$$

is typically assumed, i.e., the plastic strain arises as a linear combination of shears on crystallographic slip systems described by the Schmid tensors $d_\alpha \otimes n_\alpha$. The plastic slip in a system is activated when the shear stress, $\tau_\alpha = \sigma : (d_\alpha \otimes n_\alpha)$ reaches a critical resolved yield stress $\tau^F_\alpha$. In this context the operator $\cdot$ stands for a double tensor contraction creating a projection of the Cauchy stress tensor on the Schmid tensor. Thus, in elasto-viscoplastic formulations, $\dot{\gamma}_\alpha$ is generally a function of $\tau_\alpha$ and $\tau^F_\alpha$. For the present study, we use the flow rule proposed by Chaboche

$$\dot{\gamma}_\alpha = \dot{\gamma}_0 \operatorname{sgn}(\tau_\alpha) \left( \frac{\vert \tau_\alpha \vert - \tau^F_\alpha}{\tau^D} \right)^m,$$

where we assume a common yield stress for all slip systems. The Macaulay brackets are defined by $\langle \cdot \rangle = \max(0, \cdot)$. Note that, for this particular model, the true elastic regime is bounded by $\tau^F$. However, for large stress exponents $m$, significant plastic slip only occurs for stress values above $\tau_{\text{crit}} = \tau^F + \tau^D$. Based on the accumulated plastic slip $\dot{\gamma}^V$, a phenomenological linear-exponential approach

$$\tau^F = \tau_0 + (\tau_\infty - \tau_0) \left( 1 - \exp \left( \frac{\Theta_0 - \Theta_\infty}{\tau_\infty - \tau_0} \gamma^V \right) \right) + \tau_\infty \gamma^V \quad \text{with} \quad \dot{\gamma}^V = \sum_{\alpha=1}^{12} \vert \dot{\gamma}_\alpha \vert$$

serves as the hardening law. Irrespective of the particular formulations for (2.4) and (2.5), the shear stresses $\tau_\alpha$ constitute the driving force for plastic deformations on the single crystal level. Hence, we
consider the maximum shear stress $\tau_{\text{max}}$ as our primary quantity of interest when investigating the stress distribution. More precisely, we focus on the dimensionless shear stress

$$\tau^*_{\text{max}} = \frac{\tau_{\text{max}}}{\sigma_{11}},$$

restricting to uniaxial loading in $e_1$ direction with associated macroscopic stress $\sigma = \sigma_{11} e_1 \otimes e_1$. Note that $\tau^*_{\text{max}}$ coincides with the Schmid factor under the assumption of a homogeneous stress-field. However, in practice, its value may exceed the maximum value of 0.5 for the Schmid factor, due to local stress concentrations in the microstructure.

### 2.2 Statistical evaluation

For the present study, we focus on the stress distribution in grains with certain characteristic orientations with respect to the macroscopic loading. More precisely, we consider grains with a $\langle 100 \rangle$, $\langle 110 \rangle$ and $\langle 111 \rangle$ configuration, where the Miller index denotes the crystallographic direction parallel to the tensile axis. However, for a single grain, its particular size, shape and neighborhood \cite{30,32,43} may have a large impact on its stress distribution. To obtain representative results, i.e., the distribution for all grains of a certain orientation in the infinite volume limit, we follow the strategy of Brenner et al. and Lebensohn et al. \cite{23,24}. In particular, we generate an ensemble of finite-sized polycrystalline microstructures, each containing a $\langle 100 \rangle$, $\langle 110 \rangle$ and $\langle 111 \rangle$ grain embedded in a random neighborhood. Thus, by evaluating the stress distribution for a particular orientation over all grains in the ensemble, we mitigate the influence of the neighborhood effect on our results. For characterizing the stress distribution, we consider the mean value and standard deviation

$$\langle \tau^*_{\text{max}} \rangle = \frac{1}{N} \sum_{i=1}^{N} (\tau^*_{\text{max}})_i \quad \text{and} \quad SD(\tau^*_{\text{max}}) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} ((\tau^*_{\text{max}})_i - \langle \tau^*_{\text{max}} \rangle)^2}.$$  

(2.7)

When discussing the shape of the stress distribution, see Sec. 4.2, we further examine the standardized third and fourth statistical moments, i.e., the skewness and the excess kurtosis. Firstly, the skewness, defined by

$$SK(\tau^*_{\text{max}}) = \frac{1}{N} \sum_{i=1}^{N} \frac{((\tau^*_{\text{max}})_i - \langle \tau^*_{\text{max}} \rangle)^3}{SD(\tau^*_{\text{max}})^3},$$

serves as a measure for the asymmetry of a distribution, where positive values signify right-skewed distributions and negative values indicate left-skewed distributions \cite{55}. As a simple heuristic, a right-skewed distribution is associated with a longer tail on its right and vice versa. Some care is advised, as the textbook rule, where a long tail on the right (left) is indicated by the mean being farther out in the tail than the median, fails surprisingly often \cite{56}. However, for the large samples of the present study which lead to close to Gaussian shaped distributions, the aforementioned geometric intuition is expected to hold. Secondly, the excess kurtosis

$$EK(\tau^*_{\text{max}}) = \frac{1}{N} \sum_{i=1}^{N} \frac{((\tau^*_{\text{max}})_i - \langle \tau^*_{\text{max}} \rangle)^4}{SD(\tau^*_{\text{max}})^4} - 3$$

(2.9)

quantifies the tail-heaviness, i.e., the occurrence of outliers, in comparison to the normal distribution and does not measure the peakedness \cite{57}. Positive values of the excess kurtosis represent heavier tails than the normal distribution and vice versa \cite{55}. Both skewness and excess kurtosis are zero in case of a normal distribution and may therefore additionally serve as measures for the normality of a distribution. In this context, one approach is to interpret absolute values smaller than one as fairly close to normal \cite{58}. Lei and Lomax \cite{59} propose to assume normality only at absolute values of 0 and slight non-normality at a skewness between 0.3 and 0.4 and an excess kurtosis around 1.
2.3 Computational setup and algorithms

For generating the ensemble of polycrystalline microstructures, we rely on the algorithm for computing centroidal Laguerre tessellations by Kuhn et al. [60] based on the framework by Bourne et al. [61], see Fig. 1(left). By prescribing the same volume fraction for all grains and enforcing a centroidal tessellation, the influence of grain size and shape on the resulting stress distributions is minimized. For all generated structures, the orientations are distributed uniformly and the grains closest to the chosen set of investigated orientations are set to \( \langle 100 \rangle \), \( \langle 110 \rangle \) and \( \langle 111 \rangle \), respectively. All microstructures consist of \( 8^3 = 512 \) grains, so that each grain is embedded in a sufficiently large random neighborhood of at least 3 layers [40]. In a post-processing step, the spatial distribution of stresses is investigated in Sec. 4.4. In this context distance maps, see Fig. 1(right), are used which assign to each voxel the Euclidean distance of the voxel center to the nearest grain boundary [42,46,48].

![Figure 1: Microstructure (left, colored according to orientation) and associated distance map (right, colored according to distance \( d \) to the closest grain boundary)](image)

For computing the stress-fields, we use an in-house FFT-based micromechanics code written in Python 3.7 with Cython extensions. Computations in the linear elastic range are solved with the conjugate gradient method [62]. For the crystal-plasticity computations, the Newton-CG method [37,63] in the stress-based framework [64] is used. To avoid ringing artifacts, typically observed for the classic discretization by trigonometric polynomials [35], we rely on the staggered grid discretization by Schneider et al. [65]. In this study the Conjugated Gradient (CG) method [62] is used for the linear elastic simulations and the Newton-CG method in the dual formulation [64] for the elasto-viscoplastic simulations. More details concerning FFT-based solvers can be found in Wicht, Schneider and Böhlke [38,64].

2.4 The Maximum Entropy Method as an analytical benchmark

In addition to full-field simulations, an analytical approach known as the Maximum Entropy Method (MEM) [25] is used to estimate the distribution of maximum shear stress for the elastic regime. For a detailed introduction of the method and a comprehensive study of its capabilities, we refer to Krause and Böhlke [26]. The MEM estimates the probability distribution of local stresses and strains by the principle of maximum entropy first developed by Jaynes [66]. It takes the probability distribution of phase properties and the effective properties as an input, then returns the first and second moments of local stresses and strains. Using this approach, higher statistical moments are zero.
The MEM solution given here is based on Krause and Böhlke [26] box 12, which is meant for general thermoelastic polycrystals. As the linear elastic case is considered here, the formulas are adapted with $\bar{\varepsilon}^I = \bar{\varepsilon}$, $\bar{\varepsilon}^{II} = 0$. For any given single crystal orientation $Q$, the formulas yield one six-dimensional gaussian probability distribution of strains with the strain means and covariances

$$\langle \varepsilon \rangle_Q = Q \ast C_0^{-1} \{ \mu \} + \mu_\sigma,$$

$$K_Q = \frac{1}{2d} C^{-1}.$$

The $\mu$ and $d$ terms are defined in terms of Voigt and Reuss bounds. For statistical isotropy, these bounds are isotropic. For cubic $C_0$ in specific, the compression modulus $K$ is homogeneous. The spherical part of the strain $\text{sph}(\bar{\varepsilon})$ then becomes homogeneous, and the formulas in box 12 of the aforementioned paper [26] are singular. A MEM solution can nonetheless be obtained if the deviatoric part $\text{dev}(\bar{\varepsilon})$ is solved separately in terms of the shear moduli of the Voigt and Reuss bounds, which are denoted as $G_+$ and $G_-$ respectively. The solution takes the form

$$\mu_\varepsilon = \frac{2 G_+ - \bar{G}}{G_+ - G_-} \text{dev}(\bar{\varepsilon}),$$

$$\mu_\sigma = \frac{\bar{G} - G_-}{G_+ - G_-} \text{dev}(\bar{\varepsilon}) + \text{sph}(\bar{\varepsilon}),$$

$$d = \frac{2}{3} \frac{(G_+ - \bar{G})(G_- - \bar{G})}{G_+ - G_-} \text{dev}(\bar{\varepsilon}) \cdot \text{dev}(\bar{\varepsilon}).$$

After combining the results, stress means and covariances are recovered through $\sigma = C[\varepsilon]$, leading to

$$\langle \sigma \rangle_Q = \frac{G_+ (G_+ - \bar{G})}{G_+ - G_-} \text{dev}(\bar{\varepsilon}) + \frac{(G_- - \bar{G})}{G_+ - G_-} Q \ast C_0[\text{dev}(\bar{\varepsilon})] + 3K\text{sph}(\bar{\varepsilon}),$$

$$K_\sigma Q = \frac{G_+ - G_-}{(G_+ - \bar{G})(G_- - \bar{G})} \text{dev}(\bar{\varepsilon}) \cdot \text{dev}(\bar{\varepsilon}) Q \ast C_0.$$  

The MEM prediction for the resulting shear stress distribution for $\tau_{\text{max}}^*$ is obtained by a Monte-Carlo approach, sampling from the distribution of the Cauchy stress $\sigma$ using (2.15) and (2.16).

### 3 Influence of resolution and ensemble size

#### 3.1 Resolution study for a single microstructure

| Resolution | $e_{\text{HV}}^{\text{max}}$ in % | $e_{\text{SD}}^{\text{max}}$ in % |
|------------|----------------------------------|----------------------------------|
| 100        | 1.86                             | 31.56                            |
| 200        | 0.69                             | 27.44                            |
| 500        | 0.52                             | 11.15                            |
| 1000       | 0.44                             | 7.93                             |
| 2000       | 0.19                             | 5.10                             |
| 5000       | 0.15                             | 3.59                             |

Table 1: Maximum relative error caused by resolution

Computing the stress and strain field on a microstructure is associated with considerable computational effort, especially for more involved material laws such as the crystal plasticity model in Sec. 2.1 Thus,
before committing to computations on a large ensemble, we seek a suitable resolution which limits the computational cost but is still fine enough to permit a meaningful investigation of the stress field. More precisely, for a single microstructure discretized with various resolutions, we track the mean value and standard deviation of $\tau_{\text{max}}^*$ in the designated $\langle 100 \rangle$, $\langle 110 \rangle$ and $\langle 111 \rangle$ grains for a uniaxial extension to 0.5% (see Sec. 5.1 for material parameters and boundary conditions). Based on Lim et al. [52], a resolution of 10000 voxels per grain is taken as reference. The relative errors in mean value and standard deviation for various resolutions are shown in Fig. 2 and the maximum errors over the whole loading path are listed in Tab. 1. Notably, the accuracy for computing the mean of $\tau_{\text{max}}^*$ is hardly affected by the chosen resolution. Even for the coarsest choice of 100 voxels per grain, the relative error mostly stays well below 1% and never exceeds 2%. However, much larger errors are observed for the standard deviation, indicating that the stress distribution cannot be properly resolved for very small voxel counts. Indeed, for an error which is reliably below 5%, more than 2000 voxels per grain are necessary. To be on the safe side, we use the conservative choice of 5000 voxels per grain for the remainder of this study, corresponding to an edge length of 137 voxels for a cubic volume element. Thus, in comparison to similar studies, such as Brenner et al. [24] (500 grains with 4200 voxels per grain) or Rollett [48] (426 grains with 5000 voxels per grain), we arrive at a comparable resolution and volume element size.
3.2 Ensemble size

As noted by Brenner et al. and Lebensohn et al., the stress distribution in a single grain embedded in a specific neighborhood may differ substantially from the representative stress distribution obtained by considering a large ensemble. To quantify the influence of the ensemble size, we plot the mean value and standard deviation of $\tau_{\text{max}}^*$ for an increasing number of realizations $n_R$ in Fig. 3. For ease of exposition, we restrict to the elastic regime and use the stiffness tensor of copper, see Sec. 4. Similar to the observations of Sec. 3.1, the average maximum shear stress $\langle \tau_{\text{max}}^* \rangle$ changes marginally with ensemble size. Taking a look at the relative error to our maximum ensemble size of 200, the error never exceeds 5% and is consistently below 2% for ensembles of 10 or more microstructures, see Fig. 4. Moving on to the standard deviation of $\tau_{\text{max}}^*$, the influence of ensemble size on stress distribution becomes more notable. For ensembles containing less than 10 realizations, the observed standard deviation is distinctly lower than for the reference of $n_R = 200$. Subsequently, the values for $SD(\tau_{\text{max}}^*)$ stagnate, however, more than...
50 realizations are necessary for the relative error to consistently drop below 5%. Thus, an ensemble size of at least 50 is recommended for representative results. Having already generated the large data set, we use the results for all 200 realizations throughout. We revisit the topic of ensemble size in Sec. 4.2 when the shape of the shear stress distribution is discussed in greater detail.

4 Distribution of shear stresses in the linear elastic range

4.1 Influence of anisotropy

In the following, we investigate the stress distribution of fcc polycrystals in the linear elastic range, focusing on the effect of anisotropy. To this end, we consider a set of 4 materials with increasingly anisotropic stiffness, see Tab. 2, with aluminum being nearly isotropic ($A = 1.2$) and δ-plutonium as the most anisotropic example. For illustrating the different degrees of anisotropy, the Young’s modulus as a function of load direction is visualized in Fig. 5 in the crystal coordinate system. For better comparability, all values have been normalized with the effective Young’s modulus of the respective polycrystal, obtained by averaging the computed Young’s modulus over all 200 realizations of the ensemble.

| Material | $C_{11}$ in GPa | $C_{12}$ in GPa | $C_{44}$ in GPa | A | Reference |
|----------|----------------|----------------|----------------|---|-----------|
| Al       | 107            | 61             | 28             | 1.2 | [67]     |
| Cu       | 170.2          | 114.9          | 61.0           | 2.2 | [68]     |
| Th       | 77             | 51             | 46             | 3.5 | [69]     |
| δ-Pu     | 36             | 27             | 34             | 7.6 | [69]     |

Table 2: Elastic moduli of fcc materials with respective sources

With the material parameters at hand, we evaluate the distribution of the maximum shear stress $\tau^*_{\text{max}}$ in the designated ⟨100⟩, ⟨110⟩ and ⟨111⟩ grains, see Fig. 6. As additional reference, the maximum shear stress $\tau^*_{\text{max}}$ for an assumed homogeneous stress field, i.e., the Reuss hypothesis, has been included, coinciding with the Schmid factor of the respective orientation. In general, we notice broader stress distributions for higher anisotropy, consistent with the trends observed by Brenner et al. [24] in the elastic regime and by

![Figure 5: Young’s modulus of fcc materials](image-url)
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Figure 5: Young’s modulus of fcc materials
Castelnau et al. [70] and Bhattacharyya et al. [71] in the plastic regime. Indeed, the standard deviation of the distribution appears to be primarily a function of $A$, with the orientation only playing a minor role, see Fig. 7(b). In contrast, the trends observed for the mean value of $\tau_{\text{max}}^*$ are closely tied to the specific grain orientation. For low anisotropy, $\langle \tau_{\text{max}}^* \rangle$ starts close to the Reuss prediction $\tau_{\text{max}}^* = 0.408$ for the ⟨100⟩ and ⟨110⟩ grains and $\tau_{\text{max}}^* = 0.272$ for the ⟨111⟩ grain, see Fig. 7(a). With increasing anisotropy, the stress distribution shifts to the left in case of the ⟨100⟩ grains and to the right for the ⟨111⟩ orientation.

For the ⟨110⟩ grains, there is little change in $\langle \tau_{\text{max}}^* \rangle$ with respect to anisotropy and all distributions stay fairly centered around the corresponding Schmid factor. The observed trends can be related to the stiffness of the crystals in the respective directions, see Fig. 5 and Tab. 3. For all investigated materials, the Young’s modulus is lowest in ⟨100⟩ direction and highest in ⟨111⟩ direction. More precisely, the ratio $E_{\langle 100 \rangle}/E_{\text{eff}}$ is smaller than one throughout, i.e., the ⟨100⟩ grain is more compliant than its surroundings and therefore carries lower stresses. The effect is amplified for higher anisotropy, hence the gradual shift of $\langle \tau_{\text{max}}^* \rangle$. The opposite is true for the ⟨111⟩ grains, which are increasingly stiffer than their surroundings.

For the picked materials, $E_{\langle 110 \rangle} \approx E_{\text{eff}}$, hence, no strong trend is noted. Up to this point, we have focused on the maximum shear stress as indicator/initiator of plastic activity.
Figure 8: Average standardized shear stress in the slip systems
Table 3: Young’s modulus for specific orientations

| Material | $E_{(100)}$ in GPa | $E_{(110)}$ in GPa | $E_{(111)}$ in GPa | $E_{\text{eff}}$ in GPa |
|----------|-------------------|-------------------|-------------------|---------------------|
| Al       | 62.7              | 71.4              | 74.8              | 69.8                |
| Cu       | 77.6              | 126.9             | 161.0             | 122.0               |
| Th       | 36.4              | 73.0              | 109.8             | 73.2                |
| δ-Pu     | 12.9              | 33.8              | 74.0              | 40.7                |

However, Henning and Vehoff [72] claim that the initially active slip systems influence strongly the activation of other slip systems and thus the development of inelastic deformation. To get a more detailed picture of the slip system activity for each grain orientation, the mean values of the shear stresses in all twelve fcc slip systems is plotted in Fig. 8, where the black bar represents a single standard deviation. For a better overview, the slip systems have been sorted by magnitude of mean shear stress, see Tab. 4 for a detailed breakdown. As a general trend, carrying over from our previous investigations, the observed values for aluminum are close to the Reuss prediction, with more pronounced deviations and higher scatter for increasing anisotropy. For an idealized homogeneous stress field, eight slip systems are predicted to be active in the $\langle 100 \rangle$ grain, four in the $\langle 110 \rangle$ grain and six in the $\langle 111 \rangle$ grain. This is reflected in the computational results, with a corresponding number of slip systems displaying significantly higher activity in the respective grains. However, the difference between active and inactive systems becomes less distinct for higher anisotropy. For instance, the shear stress values of active and inactive systems overlap within one standard deviation for δ-plutonium in the $\langle 100 \rangle$ grain. In the $\langle 110 \rangle$ grain, four distinct slip systems with intermediary stresses appear with increasing anisotropy. The effect may be traced back to the multi-axiality of the stress state in the individual grains, caused by the fluctuation of mechanical properties in the polycrystal. Take a look at the average stress tensor in each grain

$$\langle \sigma \rangle_{Al}^{(110)} = \begin{pmatrix} 353.14 \\ -10.99 \\ 7.62 \\ 0.06 \\ 0.01 \\ 0.14 \end{pmatrix} \text{ MPa}, \quad \langle \sigma \rangle_{Cu}^{(110)} = \begin{pmatrix} 633.79 \\ -74.95 \\ 52.55 \\ 0.28 \\ 0.07 \\ 1.07 \end{pmatrix} \text{ MPa},$$

$$\langle \sigma \rangle_{Th}^{(110)} = \begin{pmatrix} 393.12 \\ -69.00 \\ 48.32 \\ 0.23 \\ 0.08 \\ 1.11 \end{pmatrix} \text{ MPa}, \quad \langle \sigma \rangle_{Pu}^{(110)} = \begin{pmatrix} 226.33 \\ -57.30 \\ 40.42 \\ 0.12 \\ 0.07 \\ 1.00 \end{pmatrix} \text{ MPa},$$
given in Voigt notation. For aluminum, the stress state is nearly uniaxial with $\| (I - e_1 \otimes 4 e_1) : \sigma \| / \| \sigma \| = 3.79\%$, whereas plutonium exhibits a pronounced deviation from uniaxiality with 29.60%. Thus, the projection of the off-axis components onto the respective Schmid tensors leads to the intermediary activity in four slip systems in the $\langle 110 \rangle$ grain.

4.2 On the shape of the shear stress distribution

In studies on the stress localization in polycrystals, a normal distribution of stresses is often assumed or, at least, suspected [24,48,50,73,74]. For instance, Rollet et al. [48] note that the von Mises stress distribution...
is approximate normal in shape, while Gallardo-Basile et al. found the same resemblance for the axial stress distribution. In a more detailed study, Brenner et al. compared the stress distribution in a grain for a single microstructure and an ensemble of 100 polycrystals and noted that "[the stress distribution] gets closer to Gaussian when many random realizations are considered although there is no proof that it becomes really Gaussian". To illustrate this point, we follow Brenner et al. and take a look at the shear stress distribution resulting from a single realization and the full ensemble in Fig. The associated normal distributions with the same mean and standard deviation as the sample data are included as red curves. As in the aforementioned study, the distribution for a larger ensemble is notably smoother and closer to the normal distribution than for the single realization. However, the sample data displays a small but noticeable asymmetry, with a slightly longer tail on the right. Overall, it is difficult to judge from visual inspection, whether the sample data meaningfully deviates from a normal distribution. Having evaluated a large data set of 200 microstructures, this motivates us to inspect the distribution of \(\tau_{\max}^*\) more closely. Firstly, we revisit the topic of ensemble size, as a larger ensemble is expected to yield a more normal distribution. To this end, we investigate the higher statistical moments in the form of
Recall that both quantities are zero for a normal distribution. At first glance, Fig. 10 confirms the initial hypothesis, as a general decrease in skewness and kurtosis with ensemble size is observed. However, the values mostly stabilize for more than 50 realizations, indicating that the converged distribution is indeed slightly right-skewed and more tail-heavy than a normal distribution.

For the full ensemble, both skewness and kurtosis have a magnitude smaller than one, which may lead to the conclusion that the remaining deviation from a normal distribution is insignificant either way. However, up to this point, the investigations in this sections are based on the material parameters of copper. Taking materials with higher anisotropy into account, we observe a general increase in skewness and kurtosis, see Fig. 11 with the ⟨111⟩ grain as a notable exception. The resulting deviation from a normal distribution can be further illustrated using a so-called quantile-quantile (Q-Q) plot, a common tool for inspecting if a sample agrees with some assumed distribution [55,75,76]. Plotting the quantiles of the sample over the quantiles of the tested distribution, a good agreement is characterized if most
points lie close to the 45° line. Taking a look at Fig. 12 where the data sets of copper and plutonium are compared to a normal distribution, the deviation can be readily seen for both cases. Overall, we can conclude that the stress distribution does not converge to a normal distribution, even though the deviation may be small for materials with low anisotropy. If a more accurate statistical description of the data is necessary, e.g., due to high anisotropy, a fit by a log-normal distribution may be more appropriate, see Fig. 13 for the case of plutonium.

4.3 Comparison with MEM results

In a previous comparison of the MEM with FFT-computations for a single copper polycrystal [26], the MEM results closely matched the stress distribution of the full-field simulation over the whole polycrystal. However, the MEM was found to significantly overestimate the stress fluctuations for specific orientations. It was hypothesized that this discrepancy is due partly to the effect of the crystal being embedded in
a single determined neighborhood in a single-microstructure simulation. Thus, we are interested if the MEM proves to be more accurate when considering a more representative ensemble. Applying the MEM formulas described in Sec. 2.4, mean and covariance of the local stresses are calculated using the effective
stiffness of the entire ensemble of polycrystals. The resulting multivariate normal distribution of the single grain with the considered orientation is sampled for computing the distribution of \( \tau_{\text{max}}^* \) via (2.6) using a Monte Carlo approach. In Fig. 14, the material specific stress distributions are shown. The numerically resolved stress distributions, identical to Fig. 6, are plotted as lines. The MEM estimate is drawn as a dashed line. Overall, the MEM results and the FFT-based computations are in excellent agreement, with both distributions being nearly visually indistinguishable. A closer look at the statistical moments in Fig. 15 shows that the means of the MEM estimates are very close to the numerical results. The estimates of the standard deviation exhibit a larger discrepancy, especially for high anisotropy. By comparing the skewness and excess kurtosis, some limitations of the MEM come to light. The MEM predicts a multivariate normal distribution for the stress tensor \( \mathbf{\sigma} \). Even though \( \tau_{\text{max}}^* \) is not a linear function of \( \mathbf{\sigma} \), the resulting MEM predictions are still very close to normal, as signified by the low values of skewness and kurtosis. Thus, for higher anisotropy, the shape of the shear stress distribution may not be precisely matched by the MEM. Overall, the MEM still proves to be a powerful analytical tool for predicting the stress distribution in polycrystalline materials. Indeed, for most investigated cases, the relative error in the mean is below 1% and in the standard deviation below 10%.

4.4 On the spatial stress distribution

Due to the local mismatch in material properties, pronounced stress and strain hot spots are commonly observed close to grain boundaries [9,42,48,72], serving as sites for incipient microplasticity and/or damage. For example, Berger et al. [9] recognized that the resulting pattern of plastic deformation in \( \alpha \)-Fe polycrystals strongly depends on the initial strain localization, which is located at the grain boundary. Thus, the spatial distribution of strains and stresses in the grains has attracted increased research interest. For instance, Rollett et al. [48] used Euclidean distance maps to relate stress to grain boundary distance and investigated stress hot spots in two polycrystalline microstructures. Similar strategies were used by Castelnau et al. [42] for studying Wadsleyite (10 realizations) and Gallardo-Basile et al. [74] for lath martensite (10 realizations). Motivated by these studies, in the present section, we focus on the spatial stress distribution in relation to the degree of elastic anisotropy. Building upon these results, the spatial stress distribution during the initial stages of plastification is further discussed in Sec. 5.1.

Following Rollett et al. [48], the distance \( d \) to the nearest grain boundary in each voxel is stored as a distance map. For a dimensionless representation of the results, we use \( d^* = d/r_0 \), i.e., the ratio of the boundary distance and the equivalent grain radius \( r_0 = \sqrt[3]{0.75\pi V} \) for a grain with volume \( V \). Generally, \( d^* \) may lie in the range [0, 1]. However, for the generated microstructures, we find that the maximum is around 0.8 as the actual grains are not perfectly spherical. Note that, in the discretized structure, more data points or voxels are located close to the boundary compared to the center of the grain. Indeed, the region with \( d^* \leq 0.1 \) accounts for roughly 30% of the total volume in our synthetic polycrystals.

For illustrating the spatial distribution of the shear stresses, we rely on heat maps, see Fig. 17, where the frequency of a tuple \((d^*, \tau_{\text{max}}^*)\) is encoded by a color map. As observed in Sec. 4.1, a higher elastic anisotropy generally leads to a wider distribution. This is true for both core and boundary regions, which
Figure 17: Spatial probability density in the linear elastic range.
follow similar trends. However, for $d^* \leq 0.1$, there is a marked increase in scatter, leading to a standard deviation up to 30% higher than in the remainder of the grain, see Fig. 10. Consequently, conforming to the observations by Rollett et al., the stress maxima and minima are found close to the grain boundary. This matches the experimental findings of Berger et al. [9] according to which some grain boundaries show intense deformation, while others only deform quasi-elastically. Furthermore, it can be seen in Fig. 17 that the spatial distribution of the shear stresses is not necessarily symmetrical, as exemplified by the ⟨100⟩ grains. Close to the boundary, the stress distribution is notably right-skewed, with a pronounced tail at the end of high stress values. Thus, stress hot-spots are more likely to occur than low-stress regions and the stress minima are closer to the mean than the stress maxima. These observations still hold for the ⟨110⟩ and ⟨111⟩ grains but are much less pronounced.

5 Onset of plastification

5.1 Statistical moments

In the following, we expand our investigation of the stress distribution into the elastic-plastic range. To keep computational costs manageable, we restrict to a single set of material parameters corresponding to copper, see Tab. 5, taken from Eghtesad et al. [77] and adapted to the material model in Sec. 2.1 by Wicht et al. [64]. For the investigation at hand, we focus on the initial stages of plastification, i.e. the transition from the elastic to the plastic regime, building upon the results of Sec. 4. More precisely, we consider uniaxial extension up to 0.5%, subdivided into 20 steps of 0.005% up to 0.1% followed by 8 steps of 0.05%, see Fig. 18 for the effective stress-strain curve. Note that, for larger plastic strains, the particular formulation for flow rule and hardening law are expected to have a significant impact on the results, as the shear stress distribution is governed by the evolution of the critical shear stresses on the slip systems. However, during the initial stages of loading, all suitable crystal plasticity models should cover the basic phenomena such as plastification upon reaching the initial yield stress. Thus, even for the simple model in Sec. 2.1, we expect qualitatively meaningful results.

As a first step, let us take a look at the evolution of the statistical moments in Fig. 19. To give a clearer impression of the stress evolution during extension, we plot the values corresponding to the distribution of the maximum shear stress $\tau_{\text{max}}$, and not its dimensionless counterpart $\tau_{\text{max}}^*$. Table 5: Material parameters of copper in an elasto-viscoplastic material model

| Elastic moduli | Flow rule (Chaboche) | Linear exponential Hardening |
|----------------|----------------------|-----------------------------|
| $C_{11} = 170.2$ GPa | $\dot{\gamma}_0 = 0.001$ s$^{-1}$ | $\Theta_0 = 250$ MPa |
| $C_{12} = 114.9$ GPa | $m = 20$ | $\Theta_\infty = 14$ MPa |
| $C_{44} = 61.0$ GPa | $\tau_0 = 6.5$ MPa | $\tau_\infty = 113.5$ MPa |
| | $\tau_D = 8$ MPa | |

Figure 18: Macroscopic stress-strain curve
In the elastic regime, mean and standard deviation scale according to the results of Sec. 4.1. Note that, for \( \langle \tau_{\text{max}} \rangle \), the vertical difference between the different orientations (recall Fig. 7) does not translate to a pronounced horizontal offset of the curves, due to the high elastic stiffness. Thus, all grains plastify at similar macroscopic strain. A more detailed view of this process is shown in Fig. 20, where the fraction of plastified voxels is plotted based on the indicator \( \tau_{\text{max}} > \tau_{\text{crit}} \) where \( \tau_{\text{crit}} = \tau_{\text{F}} + \tau_{\text{D}} = 14.5 \text{ MPa} \). Thus, the onset of plasticity can be located at around 0.02%, with a transitional range up to 0.08% when virtually all grains are fully plastified. The onset of plastification is further marked by rapid changes in the higher statistical moments. The standard deviation drops from roughly 10% down to around 2% of the mean stress value, signifying the concentration of stresses around the critical shear stress.

Looking at the skewness, the distribution shifts from slightly right-skewed to heavily left-skewed, as the
critical shear stress acts as a natural boundary on the higher end of stress values. In addition, the strong deviation from normal is reflected in the excess kurtosis peaking at high values around 10.

For strains beyond $0.1\%$, we observe an increase in the scatter of the shear stress, as the increasing heterogeneity of the plastic slips is reflected in the stress distribution via the hardening law. Indeed, around $0.5\%$, the standard deviation exceeds the values for the linear elastic range. However, we wish to reemphasize that the specific formulation of the hardening law is expected to have an increased influence at this point, which would justify a more detailed study in its own right. Last but not least, we note that skewness and excess kurtosis return to the levels of the elastic domain between $0.1\%$ and $0.2\%$, indicating that the shape of the stress distribution in the plastified material is similar to the one determined in Sec. 4.

5.2 Spatial stress distribution during plastification

In Sec. 4.4, we noted that the extremal shear stresses are found close to the grain boundaries. To evaluate, whether this is reflected during plastification, we track the boundary distance of the plastified and unplastified voxels in Fig. 21, where the average distance $\langle d^* \rangle = 0.22$ for all voxels is marked as reference. More precisely, in Fig. 21(a), the average distance of voxels which plastified in the associated load step is shown, indicating where plastification occurs at any particular point during loading. The average of all plastified voxels is shown in Fig. 21(b). In agreement to Sec. 4.4, we observe that plastification does indeed start at the grain boundary. Up to $0.04\%$, the plastified region expands to the inside of the grain. At this point, the average distance of plastified voxel is equivalent to the average distance of all voxels, indicating that the grain has homogeneously plastified. Notably, the last voxels to plastify and the last unplastified voxels, see Fig. 21(c), are, on average, located closer to the grain boundary, consistent with the fact that not only stress maxima but also stress minima are found in this region.

For a more vivid illustration of the plastification progress, Fig. 22 shows the heat maps of the spatial stress distributions for the $\langle 100 \rangle$ grain at different strain levels. More precisely, the x-axis is scaled with $\tau_{\text{crit}}$ so that values over one indicate plastification. Indeed, around $0.025\%$ the right tail of the distribution starts to exceed the critical stress close to the grain boundary. As the whole distribution shifts further to the right, larger regions plastify. Whereas the part of the distribution left of $\tau_{\max}/\tau_{\text{crit}} = 1$ roughly retains its shape, the stresses in the plastified regions concentrate around the critical shear stress, shedding light onto the evolution of the statistical moments in Fig. 19. At $0.045\%$ the grain is virtually fully plastified, with only some faint regions close to the grain boundary with stresses below $\tau_{\text{crit}}$. 

Figure 21: Plastification in relation to grain boundary distance
Regarding the influence of anisotropy on the stress distribution in the linear elastic range, an increase in scatter is observed with increasing anisotropy, irrespective of grain orientation. However, the grain orientation has a marked influence on the average stress level as a higher Young’s modulus with respect to loading direction leads to higher stresses (orientation has a marked influence on the average stress level as a higher Young’s modulus with respect to loading direction leads to higher stresses). In this context, the number of active slip systems is found to correspond well to the commonly used Reuss hypothesis, i.e., assuming a homogeneous stress field, for the average resolved shear stress and plastic strain \[78\]. An analysis of the type of statistical distribution of the local shear stress distribution is performed using Q-Q plots and taking into account higher statistical moments (skewness and excess kurtosis). It is shown that, even though the stress distribution gets smoother and more symmetric for larger ensembles, it does

6 Conclusions

In the present work, the local shear stress distribution in polycrystalline metals with fcc crystal structure and anisotropic stiffness is investigated numerically using FFT-based solvers. In particular, we focus on characteristically oriented grains in the linear elastic range and at incipient elasto-viscoplastic deformation. All studies are carried out on a data set of 200 microstructures.

Regarding the influence of anisotropy on the stress distribution in the linear elastic range, an increase in scatter is observed with increasing anisotropy, irrespective of grain orientation. However, the grain orientation has a marked influence on the average stress level as a higher Young’s modulus with respect to loading direction leads to higher stresses ((100) grains) and vice versa ((111) grains). The aforementioned behavior is confirmed by a more granular analysis of the standardized shear stresses in the 12 slip systems. In this context, the number of active slip systems is found to correspond well to the commonly used Reuss hypothesis, i.e., assuming a homogeneous stress field, for the (100) grains (8 active systems) and (111) grains (6 active systems). However, for the (110) grains, 4 semi-active slip systems can be identified, in addition to the 4 active systems predicted by the Reuss hypothesis. This is due to the multi-axial stress state, which becomes more pronounced with increasing anisotropy. Overall, we conclude that, depending on the degree of anisotropy and the specific grain orientation, the average resolved shear stress and the slip system activity may deviate notably from the classical values, obtained by only considering the (constant) mean stress. For future investigations, it would be of interest to check whether these deviations persist when the (shear) stress distribution over a whole polycrystal is considered instead of the (constant) mean stress. For future investigations, it would be of interest to check whether these deviations persist when the (shear) stress distribution over a whole polycrystal is considered instead of the (constant) mean stress. An analysis of the type of statistical distribution of the local shear stress distribution is performed using Q-Q plots and taking into account higher statistical moments (skewness and excess kurtosis). It is shown that, even though the stress distribution gets smoother and more symmetric for larger ensembles, it does

![Figure 22: Spatial probability density during the elastic-plastic transition](image)
not converge to a normal distribution. Furthermore, the deviation from normal is found to get larger with increasing anisotropy. The log-normal distribution, as the natural choice for positive valued data, appears to be a better fit. However, a theoretical justification for this choice is currently outstanding.

In a previous investigation by Krause and Böhlke [26], the MEM was unable to provide accurate predictions for single grain orientations when compared to computations on a single microstructure. Using the large data set of the present study, we confirm that the MEM results correspond to the representative distribution for an arbitrary neighborhood. In particular, the MEM results are found to be in excellent agreement to the full-field computations up to the second statistical moment.

In investigation on the spatial stress distribution, we observe that both stress maxima and minima occur at the grain boundary confirming the results by Rollett et al. [48]. In general, we observe an asymmetry towards higher stresses, i.e., maximum stresses depart further from the mean value. Whereas stress maxima are usually associated with high stress gradients due to the mismatch of material properties at the grain boundaries, the occurrence of stress minima is suspected to be due to microstructural shielding mechanisms [48], which is yet to be investigated in more detail.

Last but not least, we observe that during the elastic-plastic transition plastification tends to start close to the grain boundary, in accordance to the results in the elastic regime. Subsequently the voxels at the inside of the grain plastify, whereas the last voxels to yield are again located close to the grain boundary. Concerning the elastic-plastic range, our observation is limited to small deformations (up to 0.5% strain) as the behavior at higher deformations is strongly dependent on the specific material model in terms of flow rule and hardening law. A dedicated study on the impact of different phenomenological and physical hardening laws (see, for instance, Demir et al. [10], Lim et al. [52]) on the stress distribution in the plastic regime would considerably expand upon the present work and aid to generalize its findings. In particular, physics-based models taking into account the evolution of dislocations [29] and the underlying thermodynamics [82–84] appear promising for predicting the mechanical behavior of polycrystals over a wide range of deformations, temperatures and strain rates using the same physics-based parameter set.
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