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ABSTRACT. Let \( K \) be a field and \( S = K[x_1, \ldots, x_n] \). In 1982, Stanley defined what is now called the Stanley depth of an \( S \)-module \( M \), denoted \( \text{sdepth}(M) \), and conjectured that \( \text{depth}(M) \leq \text{sdepth}(M) \) for all finitely generated \( S \)-modules \( M \). This conjecture remains open for most cases. However, Herzog, Vladoiu and Zheng recently proposed a method of attack in the case when \( M = I/J \) with \( J \subseteq I \) being monomial \( S \)-ideals. Specifically, their method associates \( M \) with a partially ordered set. In this paper we take advantage of this association by using combinatorial tools to analyze squarefree Veronese ideals in \( S \). In particular, if \( I_{n,d} \) is the squarefree Veronese ideal generated by all squarefree monomials of degree \( d \), we show that if \( 1 \leq d \leq n < 5d+4 \), then \( \text{sdepth}(I_{n,d}) = \left\lfloor \binom{n}{d+1} / \binom{n}{d} \right\rfloor + d \), and if \( d \geq 1 \) and \( n \geq 5d+4 \), then \( d+3 \leq \text{sdepth}(I_{n,d}) \leq \left\lfloor \binom{n}{d+1} / \binom{n}{d} \right\rfloor + d \).

1. INTRODUCTION

Let \( K \) be a field and \( S = K[x_1, \ldots, x_n] \) be the polynomial ring in \( n \) variables with coefficients from \( K \). The ring \( S \) is naturally equipped with a \( \mathbb{Z}^n \)-grading. A Stanley decomposition of a finitely generated \( \mathbb{Z}^n \)-graded \( S \)-module \( M \) is a representation as a finite direct sum of \( K \)-vector spaces

\[
\mathcal{D} : M = \bigoplus_{i=1}^{m} u_i K[Z_i],
\]

where each \( u_i \in M \) is homogeneous, and \( Z_i \) is a subset of \( \{x_1, \ldots, x_n\} \). The Stanley depth of this decomposition is \( \text{sdepth}(\mathcal{D}) := \min \{|Z_i| \mid 1 \leq i \leq m\} \), where \( |Z_i| \) is the cardinality of \( Z_i \). The Stanley depth of \( M \) is defined to be

\[
\text{sdepth}(M) := \max \{\text{sdepth}(\mathcal{D}) \mid \mathcal{D} \text{ is a Stanley decomposition of } M\}.
\]

In [17], Stanley conjectured that \( \text{depth}(M) \leq \text{sdepth}(M) \) for all finitely generated \( \mathbb{Z}^n \)-graded \( S \)-modules \( M \). This conjecture has been confirmed in several special cases, for instance, when the module \( M \) is clean in the sense of Dress [8], that is, it allows a homogeneous prime filtration \( \mathcal{F} \) with \( \text{Supp}(\mathcal{F}) = \text{Min}(M) \). The Stanley-Reisner ring \( K[\Delta] \) of a simplicial complex \( \Delta \) is clean if and only if \( \Delta \) is shellable. It was proved in [15] that Stanley’s conjecture also holds for \( M = S/I \), where \( I \subseteq S \) is a monomial ideal and \( \text{dim}(S) \leq 5 \). For other recent developments, see for example [2, 3, 6, 10, 11].

However, Stanley’s conjecture still remains open, partly because of the difficulty of computing the Stanley depth of \( M \). Herzog, Vladoiu and Zheng proposed a method of attack in the special case where \( M = I/J \) with \( J \subseteq I \) being monomial \( S \)-ideals in [11]. They associate \( I/J \) with a poset \( P_{i/J} \), and thus the computation of \( \text{sdepth}(I/J) \) is reduced to a corresponding computation on the poset \( P_{i/J} \). We briefly review their method for
squarefree monomial ideals in Section 2. Though a direct implementation of this method is computationally expensive, it has yielded a wealth of information; see [4, 5, 12, 13, 14, 16] for its applications.

In this paper, we investigate the squarefree Veronese ideal \( I_{n,d} \), which is generated by all squarefree monomials of degree \( d \) in \( S = K[x_1, \ldots, x_n] \). The ideal \( I_{n,d} \) is the Stanley-Reisner ideal of the \((d-1)\)-skeleton of the \( n \)-simplex, hence the Stanley-Reisner ring \( S/I_{n,d} \) is Cohen-Macaulay of dimension \( n-d \). The ideal \( I_{n,d} \) is a polymatroidal ideal [9], and has linear quotients. The Rees algebras of squarefree Veronese ideals and their \( a \)-invariants were studied in [1].

Herzog et al. showed in [11] that Stanley’s conjecture holds for both \( I_{n,d} \) and \( S/I_{n,d} \). However, it is still difficult to determine \( \text{sdepth} \) \( I_{n,d} \) and \( S/I_{n,d} \). The ideal \( I_{n,1} \) is the homogeneous maximal ideal \((x_1, \ldots, x_n)\) of \( S \). Herzog et al. conjectured in [11] that \( \text{sdepth}(I_{n,1}) = \left\lceil \frac{n}{2} \right\rceil \). This formula was later confirmed by Biró, Howard, Keller, Trotter and Young in [4] using combinatorial techniques upon which this paper builds. The Stanley depth of \( I_{n,d} \) in the other situation remains unexplored in general, although Cimpoeaş considered a similar problem in [7]. In this paper, we prove an exact formula for the Stanley depth of \( I_{n,d} \) for certain values of \( n \) and \( d \) and a bound for others. Our principal result is the following theorem:

**Theorem 1.1.** Let \( K \) be a field, \( S = K[x_1, \ldots, x_n] \) be a polynomial ring in \( n \) variables over \( K \). Furthermore, let \( I_{n,d} \) be the squarefree Veronese ideal in \( S \), generated by all squarefree monomials of degree \( d \).

1. If \( 1 \leq d \leq n < 5d + 4 \), then the Stanley depth \( \text{sdepth}(I_{n,d}) = \left\lceil \frac{n}{d+1} \right\rceil + d \).
2. If \( d \geq 1 \) and \( n \geq 5d + 4 \), then

\[
\text{sdepth}(I_{n,d}) \leq \left\lceil \frac{n}{d+1} \right\rceil + d.
\]

We begin the paper by reviewing the method of Herzog et al. for associating a poset with a monomial ideal. We also introduce our notation and prove some preliminary results in Section 2. Section 3 is devoted to proving Theorem 1.1 in three stages.

2. **Background, Notation, and Preliminary Results**

2.1. **From ideals to interval partitions.** By definition, the ideal \( I_{n,d} \) is squarefree. The method of Herzog et al. for determining the Stanley depth of a squarefree monomial ideal \( I \) using posets can be summarized in the following way. Let \( G(I) = \{v_1, \ldots, v_m\} \) be the unique set of minimal monomial generators of \( I \). For each \( c = (c(1), \ldots, c(n)) \in \mathbb{N}^n \), denote \( x^c = \prod_{i=1}^n x_i^{c(i)} \). The monomial \( x^c \) is squarefree precisely when \( c(i) \in \{0, 1\} \) for \( 1 \leq i \leq n \). By definition, all the \( v_i \) are squarefree. If \( x^c \) is squarefree, let \( \text{Supp}(x^c) = \{i \mid c(i) = 1\} \subseteq [n] := \{1, \ldots, n\} \) be the support of \( x^c \). For the squarefree ideal \( I = (v_1, \ldots, v_m) \), there is a poset with ground set

\[
P_I = \{C \subseteq [n] \mid C \text{ contains } \text{Supp}(v_i) \text{ for some } i\}
\]

partially ordered by inclusion. The poset \( P_I \) is a subposet of the Boolean algebra of subsets of \([n]\); it consists of all supersets of the support of the generators of \( I \). For every \( A, B \in P_I \) with \( A \subseteq B \), define the interval \( [A, B] \) to be \( \{C \in P_I \mid A \subseteq C \subseteq B\} \). Let \( \mathcal{P} : P_I = \bigcup_{i=1}^m [C_i, D_i] \) be a partition of \( P_I \), and for each \( i \), let \( c_i \in \mathbb{N}^n \) be the tuples such that \( \text{Supp}(x^{c_i}) = C_i \). There
is then a Stanley decomposition $\mathcal{D}(\mathcal{P})$ of $I$:

$$\mathcal{D}(\mathcal{P}): I = \bigoplus_{i=1}^{r} x^{c_i} K[x_j \mid j \in D_i].$$

It is clear that $\text{sdepth}(\mathcal{D}(\mathcal{P})) = \min \{|D_1|, \ldots, |D_r|\}$. Most importantly, Herzog et al. showed in [11] that if $I$ is a squarefree monomial ideal, then

$$\text{sdepth}(I) = \max \{\text{sdepth}(\mathcal{D}(\mathcal{P})) \mid \mathcal{P} \text{ is a partition of } P_I\}.$$

Before introducing our combinatorial approach to this problem, we establish some bounds on the Stanley depth of squarefree Veronese ideals. We also prove other results which show that our approach to proving Theorem [1.1] can focus on values of $n$ having a particular form.

**Lemma 2.1.** If $I$ is a squarefree monomial ideal and $G(I)$ is the minimal monomial generating set of $I$, then $\text{sdepth}(I) \geq \min \{\deg u \mid u \in G(I)\}$.

**Proof.** This follows directly from the method of Herzog et al. \hfill \Box

**Lemma 2.2.** For integers $1 \leq d \leq n$, $\text{sdepth}(I_{n,d}) \leq \binom{n}{d+1} / \binom{n}{d} + d$.

**Proof.** Since $I_{n,d}$ is generated by monomials of degree $d$, by Lemma 2.1 we have $k := \text{sdepth}(I_{n,d}) \geq d$. The poset $P_{n,d}$ has a partition $\mathcal{P} : P_I = \bigcup_{i=1}^{r} (C_i, D_i)$, satisfying $\text{sdepth}(\mathcal{D}(\mathcal{P})) = k$. For each interval $[C_i, D_i]$ in $\mathcal{P}$ with $|C_i| = d$, we have $|D_i| \geq k$. Furthermore, there are $|D_i| - |C_i|$ subsets of cardinality $d + 1$ in this interval. Since these intervals are disjoint, counting the number of subsets of cardinality $d + 1$, we have the inequality:

$$\binom{n}{d}(k-d) \leq \binom{n}{d+1}.$$

After simplification, we get the desired estimate. \hfill \Box

The following corollary is now immediate.

**Corollary 2.3.** If $d \geq \left\lceil \frac{n}{2} \right\rceil$, then $\text{sdepth}(I_{n,d}) = d$.

We expect the following conjecture, which generalizes our Theorem 1.1, to be true.

**Conjecture 2.4.** For positive integers $1 \leq d \leq n$, $\text{sdepth}(I_{n,d}) = \left\lceil \frac{n}{d+1} \right\rceil / \binom{n}{d} + d$.

This formula is already known to be valid for $d = 1$, see [3]. A further implementation by computer shows that it is also valid for $1 \leq d \leq n \leq 13$.

The structure of the Boolean algebra of subsets of $\mathcal{n}$ provides the following lemma which allows us to use known bounds on the Stanley depth of a squarefree Veronese ideal to establish other bounds.

**Lemma 2.5.** Suppose $d, n, a$ are positive integers such that $\text{sdepth}(I_{n,d-1}) \geq a$ and $\text{sdepth}(I_{n,d}) \geq a + 1$. Then $\text{sdepth}(I_{n+1,d}) \geq a + 1$.

**Proof.** The poset $P_{n,d-1}$ has a partition $\mathcal{P}_1$ with $\text{sdepth}(\mathcal{D}(\mathcal{P}_1)) = a$, while $P_{n,d}$ has a partition $\mathcal{P}_2$ with $\text{sdepth}(\mathcal{D}(\mathcal{P}_2)) = a + 1$. Now

$$\mathcal{D} : P_{n+1,d} = \bigcup_{(C, D) \in \mathcal{P}_1} [C \cup \{n+1\}, D \cup \{n+1\}] \cup \mathcal{P}_2$$

is a partition of $P_{n+1,d}$ with $\text{sdepth}(\mathcal{D}(\mathcal{P})) = a + 1$. \hfill \Box
Notice that when \( \binom{n}{d+1} / \binom{n}{d} = c - 1 \in \mathbb{Z} \), we have \( n = cd + c - 1 \). In fact, the following lemma establishes that if we can prove Conjecture 2.4 for such values of \( n \), it is true for all \( n \) and \( d \), \( 1 \leq d \leq n \).

**Lemma 2.6.** Suppose \( \text{sdepth}(I_{cd+e-1,d}) = d + c - 1 \) for all positive integers \( c \) and \( d \). Then \( \text{sdepth}(I_{n,d}) \geq d + c - 1 \) for all \( c \) such that \( cd + c - 1 \leq n \).

**Proof.** The proof proceeds by double induction, first on \( d \) and then on \( n \). For the induction on \( d \), notice that in [4], Biro et al. proved that when \( d = 1 \), \( \text{sdepth}(I_{n,d}) \geq \lceil n/2 \rceil \). So if \( n \geq cd + c - 1 = 2c - 1 \) then

\[
\text{sdepth}(I_{n,d}) \geq \left\lceil \frac{n}{2} \right\rceil \geq \left\lceil \frac{2c - 1}{2} \right\rceil = c = d + c - 1.
\]

So suppose that for all \( 1 \leq d' \leq d \) and for all \( c \geq 1 \), we have for all \( n \geq cd' + c - 1 \) that \( \text{sdepth}(I_{n,d}) \geq d' + c - 1 \).

Now consider \( I_{n,d+1} \). For this, we use induction on \( n \). For the base case, suppose \( n = d + 1 \), which is the smallest \( n \) can be since \( n \geq c(d+1) + c - 1 \) and \( c \geq 1 \). This case follows from the assumption of the lemma with \( c = 1 \). By assumption we have that if \( n = c(d+1) + c - 1 \) for some \( c \), then \( \text{sdepth}(I_{n,d+1}) \geq (d+1) + c - 1 \). Hence, for all \( 1 \leq c' \leq c \) for which \( n \geq c'(d+1) + c' - 1 \), we have \( \text{sdepth}(I_{n,d+1}) \geq c'(d+1) + c' - 1 \).

Thus suppose there exists some \( c'' \geq 1 \) such that

\[
c''(d+1) + c'' - 1 < n < (c''+1)(d+1) + (c'' - 1) - 1.
\]

As \( n - 1 \geq c''(d+1) + c'' - 1 \), our inductive hypothesis on \( n \) yields \( \text{sdepth}(I_{n-1,d+1}) \geq (d+1) + c'' - 1 \). Also, \( n > c''(d+1) + c'' - 1 = c''d + 2c' - 1 \), and therefore we have \( n - 1 > c''d + c'' - 1 \). Thus the inductive hypothesis for \( d \) yields \( \text{sdepth}(I_{n-1,d}) \geq d + c'' - 1 \). Thus, by Lemma 2.5, \( \text{sdepth}(I_{n,d+1}) \geq (d+1) + c'' - 1 \), as desired. This concludes both inductions and finishes the proof of the lemma. \( \square \)

Observe that if \( c = \left\lceil \frac{n+1}{d+1} \right\rceil \) then \( cd + c - 1 \leq n \). Thus if \( \text{sdepth}(I_{cd+e-1,d}) \geq c + d - 1 \) for all positive integers \( c \) and \( d \), then by Lemma 2.2 and Lemma 2.6 we have that for all \( n \geq d \),

\[
d + \left\lfloor \frac{n - d}{d+1} \right\rfloor = \frac{n + 1}{d + 1} + d - 1 \leq \text{sdepth}(I_{n,d}) \leq d + \left\lfloor \frac{n + 1}{d} \right\rfloor = d + \frac{n - d}{d+1}.
\]

Thus, in order to prove Conjecture 2.4 it suffices to show that \( \text{sdepth}(I_{cd+e-1,d}) \geq d + c - 1 \) for all positive integers \( c \) and \( d \). In other words, we may restrict our attention to \( I_{n,d} \) where \( 1 \leq d \leq n \) and \( n = cd + c - 1 \) for some \( c \geq 1 \).

### 2.2. Combinatorial Tools and Definitions

In this paper, we will frequently refer to the Boolean algebra of subsets of \([n]\) partially ordered by inclusion as the \( n \)-cube. A \( t \)-set is a subset of \([n]\) of size \( t \). Recall that for \( A \subseteq B \) in \([n]\), we have defined the interval \([A,B]\) as the set of all \( C \subseteq [n] \) such that \( A \subseteq C \subseteq B \). Notice that \([A,B]\) is isomorphic to the \( (|B| - |A|) \)-cube. We say that an interval \([A,B]\) covers a set \( C \) if \( C \in [A,B] \). For our purposes, it is helpful to think of a subset \( S \) of \([n]\) by evenly distributing the points \( 1, 2, \ldots, n \) around a circle in the plane, with the elements of \( S \) depicted as solid points and the elements of \([n]\)\(\setminus S \) depicted as open points. As such, the circle will have inherent clockwise and counterclockwise directions. We will refer to this as the circular representation of \([n]\).

In order to facilitate our proofs in this paper, we first establish some definitions. Given the circular representation of \([n]\), a block is a subset of consecutive points on the circle. For \( i, j \in [n] \) we denote by \([i, j]\) the block starting at \( i \) and ending at \( j \) when traversing the circular representation of \([n]\) clockwise. Let \( A \subseteq [n] \) and let \( \delta \in \mathbb{R} \) with \( \delta \geq 1 \) be a density.
The block structure of a set $A$ is a partition of the elements of the circular representation of $[n]$ into clockwise-consecutive blocks $B_1, G_1, B_2, G_2, \ldots, B_k, G_k$ such that

(i) the first (going clockwise) element $b_i$ of $B_i$ is in $A$,
(ii) for all $i \in [k]$, $G_i \cap A = \emptyset$,
(iii) for all $i \in [k]$, $\delta \cdot |A \cap B_i| - 1 < |B_i| \leq \delta \cdot |A \cap B_i|$,
(iv) for all $y \in B_i$ such that $[b_i, y] \subseteq B_i$, $|[b_i, y]| + 1 \leq \delta \cdot |[b_i, y] \cap A|$.

The purpose of (iii) and (iv) in the definition of block structure above is to ensure that the density of elements of $A$ in a block is close to $1/\delta$. For two examples of a block structure, see Fig. 1.

**Lemma 2.7.** For $1 \leq \delta \leq (n - 1)/|A|$ the block structure for a set $A$ on $[n]$ exists and is unique.

**Proof.** It is clear for $\delta$ in this range that a block structure can be constructed by iteratively expanding blocks. That is, for each element of $A$ assign the next $\lfloor \delta \rfloor$ elements cyclically to the block containing $A$. If any of these blocks contain another element of $A$, merge the two blocks and then add points from $[n] \setminus A$ if the number of elements of $A$ in the block allows. This process will eventually terminate, yielding a block structure, since $\delta |A| \leq n - 1$.

Now suppose that $B_1, G_1, \ldots, B_k, G_k$ and $B'_1, G'_1, \ldots, B'_k, G'_k$ are two block structures for the set $A$ with different blocks. Then there are two blocks, say $B_i$ and $B'_j$, which are not the same and overlap. From (iii) and (iv) it is clear that $b_i \neq b'_j$ and so without loss of generality we may assume that $b_i$ precedes $b'_j$ in the clockwise ordering. We then note that if $B'_j \setminus B_i$ is nonempty; that is, there is an element of $B'_j$ following $B_i$, then

$$\begin{align*}
|B_i| &= |B_i \setminus B'_j| + |B_i \cap B'_j| \\
&\leq \delta \cdot |(B_i \setminus B'_j) \cap A| - 1 + \delta \cdot |(B_i \cap B'_j) \cap A| - 1 \\
&= \delta |B_i \cap A| - 2,
\end{align*}$$

where the inequality comes from (iv), applied to the initial segments of $B_i$ and $B'_j$, respectively. Note that this contradicts (iii), as $\delta |B_i \cap A| - 1$ is not less than $|B_i|$. Furthermore,
this implies that $B_i' \subseteq B_i \setminus \{b_i\}$. But since $b_i \in A$, there must be some block $B_i' (i \neq j)$ that contains $b_i$. Clearly, $B_i \setminus B_i'$ is nonempty. Specifically, it contains $B_i'$ and so by the above, $B_i \subseteq B_i'$. But then $B_i' \subset B_i \subset B_i''$, contradicting that the block structure is a partition. 

We denote the set \{\text{\emph{B}-blocks}($A$)\} by \text{\emph{B}}-blocks($A$) and the union $B_1 \cup B_2 \cup \cdots \cup B_k$ by $\text{\emph{B}}$-blocks($A$). Each $G_i$ for $i \in [k]$ is called a gap. We denote the set \{\text{\emph{G}-gaps}($A$)\} by \text{\emph{G}}-gaps($A$) and the union $G_1 \cup G_2 \cup \cdots \cup G_k$ by $\text{\emph{G}}$-gaps($A$). Given density \(\delta\), let $f_{\delta}$ be the function that maps each $A \subseteq [n]$ with $|A| \leq (n-1)/\delta$ to $A \cup \text{\emph{G}}$-gaps($A$) $\subseteq [n]$. Throughout this paper we will be concerned with intervals of the form $[A, f_{\delta}(A)]$.

We will also require the use of some graph theoretic notions. The \emph{neighborhood} of a vertex $v$ is the set of all vertices adjacent to $v$ and is denoted $N(v)$. If $S$ is a set of vertices, then $N(S)$ denotes all vertices not in $S$ that are adjacent to a vertex in $S$. A \emph{bipartite graph} is a graph whose vertex set can be partitioned into sets $V_1$ and $V_2$ such that all edges of $G$ have one end in $V_1$ and the other in $V_2$. A \emph{matching} in a graph is a set of edges in which no two edges in the set have a common end. A \emph{complete matching} from $V_1$ to $V_2$ in a bipartite graph $G$ with bipartition $(V_1, V_2)$ is a matching containing precisely one edge incident with each vertex in $V_1$. A famous result concerning complete matchings is the following theorem due to Hall.

\begin{theorem}[Hall] \label{theo:hall}
Let $G$ be a bipartite graph with bipartition $(V_1, V_2)$. Then $G$ has a complete matching from $V_1$ to $V_2$ if and only if $|N(S)| \geq |S|$ for all $S \subseteq V_1$.
\end{theorem}

In this paper, we will find the following consequence of Hall’s Theorem useful.

\begin{corollary}
Let $G$ be a bipartite graph with bipartition $V(G) = (V_1, V_2)$. If each vertex in $V_1$ has degree $t$ and $t$ is the maximum degree of $G$, then $G$ has a complete matching from $V_1$ to $V_2$.
\end{corollary}

The following lemma provides the first step toward proving Theorem \ref{theo:main}

\begin{lemma} \label{lem:3.10}
Let $d \geq 1$ be an integer and $n = 2d + 1$. Then sdepth$(I_{n,d}) = d + 1$.
\end{lemma}

\begin{proof}
It suffices to show that the $d$-sets in $I_{n,d}$ can be covered by intervals $[A, B]$ with $|B| = d + 1$. Consider the bipartite graph in which $V_1$ consists of the $d$-sets of $[n]$, $V_2$ consists of the $(d+1)$-sets, and a $d$-set is adjacent to precisely the $(d+1)$-sets of which it is a subset. Then every vertex has degree $d + 1$, so by applying Corollary \ref{cor:hall} to $V_1$, there is a complete matching from $V_1$ to $V_2$. The edges of this matching then give rise to intervals of the desired form. \hfill \Box
\end{proof}

Lemma \ref{lem:3.10} is the case of $n = cd + c - 1$ with $c = 2$. The next section tackles the more challenging cases of $c = 3$ and $c = 4$.

\section{Proof of Theorem \ref{theo:main}}

To prove Theorem \ref{theo:main} it suffices by Lemma \ref{lem:2.2} Lemma \ref{lem:2.5} Lemma \ref{lem:3.10} and the proof of Lemma \ref{lem:2.6} to show that if $n = cd + c - 1$ and $c \in \{3, 4\}$, then sdepth$(I_{n,d}) = d + c - 1$. To do this, we first prove some lemmas about intervals of the form $[A, f_{\delta}(A)]$. Our first lemma deals with the disjointness of these intervals in certain cases.

\begin{lemma} \label{lem:3.1}
Given a positive integer $n$, let $A, A' \subseteq [n]$ with $A \neq A'$ and $|A| = |A'|$, and let $\delta \in \mathbb{R}$ with $\delta \geq 1$. If $|f_{\delta}(A)| - |A| \leq \delta - 1$, then $[A, f_{\delta}(A)]$ does not intersect $[A', f_{\delta}(A')]$.
\end{lemma}
Proof. Suppose not. Then \([A, f_\delta(A)]\) and \([A', f_\delta(A')]\) have nontrivial intersection. In particular, \((A \cup A') \subseteq [A, f_\delta(A)] \cap [A', f_\delta(A')]\). This implies that \(a \in A' \cup f_\delta(A')\) for all \(a \in A\), and \(A' \cup A \subseteq f_\delta(A)\) for all \(A' \subseteq A\). As \(A \neq A'\), there exists an \(x \in A' \setminus A\) satisfying \(x \in f_\delta(A)\).

Let \(B_1, G_1, B_2, \ldots, B_k, G_k\) be as in the definition of the block structure of \(A\) and, without loss of generality, suppose \(x \in G_1\). Note that

\[|f_\delta(A)| = |f_\delta(A)| - |A| \leq \delta - 1.\]

Therefore, the block in \(\delta\)-blocks(A') that contains \(x\), say \(B'\), must also contain \(b_{21}\), the first element of \(B_2\). As \(b_{21} \in A\) and \(b_{21} \notin f_\delta(A')\) it must be that \(b_{21} \in A'\). Let \(b_{22}\) be the next element of \(B_2 \cap A\) found when proceeding clockwise around the circular representation of \([n]\). Clearly \(b_{22} \in B'\), so it must be the case that \(b_{22} \in A'\) as otherwise \(b_{22} \notin f_\delta(A')\). Proceeding clockwise in this manner, we find \(A \cap B_2 \subseteq A'\) and \(B_2 \subseteq B'\).

Again, using the fact that \(|f_\delta(A)| \leq \delta - 1\) and the fact that \(x \in B'\), we find that \(b_{31}\), the first element of \(B_3\), is also in \(B'\). Applying the same argument as was applied to \(B_2\) we find that \(A \cap B_3 \subseteq A'\) and \(B_3 \subseteq B'\).

Finally, proceeding clockwise and using analogous arguments, we conclude that \(A \cap f_\delta(A) \subseteq A'\). However, \(A \cap f_\delta(A) = A\), contradicting the fact that \(A \not\subseteq A'\).

We also require the following lemma about the size of \(f_\epsilon(A)\).

Lemma 3.2. Let \(c, d\) be positive integers and let \(n = cd + c - 1\). Let \(A \subseteq [n]\) be a \(d\)-set. Then \(|f_\epsilon(A)| = d + c - 1\).

Proof. Since \(c \in \mathbb{N}\), it follows from the definition of the block structure of \(A\) with respect to the density \(\epsilon\) that \(|f_\epsilon(A)| = c|A|\). Since \(A\) is a \(d\)-set, we find that \(|f_\epsilon(A)| = n - cd = c - 1\). Thus, \(|f_\epsilon(A)| = |A| + |f_\epsilon(A)| = d + c - 1\).

We now show that the intervals of the form \([A, f_\epsilon(A)]\) with \(|A| = d\) cover all the \((d + 1)\)-subsets of \([n]\).

Lemma 3.3. Let \(c, d\) be positive integers and let \(n = cd + c - 1\). Let

\[\mathcal{I} = \{[A, f_\epsilon(A)] \mid A \subseteq [n], |A| = d\}.
\]

Then each \((d + 1)\)-subset of \([n]\) is covered by a unique element of \(\mathcal{I}\).

Proof. Lemma 3.2 implies that \(|f_\epsilon(A)| - |A| = c - 1\). Thus, we may apply Lemma 3.1 which implies that each \((d + 1)\)-set is covered by at most one element of \(\mathcal{I}\). So it suffices to show that the number of \((d + 1)\)-sets covered by the elements of \(\mathcal{I}\) is precisely \(\binom{n}{d+1}\).

By Lemma 3.2, each element of \(\mathcal{I}\) is a \((c - 1)\)-cube. Thus, each element of \(\mathcal{I}\) covers exactly \(c - 1\) sets of size \((d + 1)\). Since \(|\mathcal{I}| = \binom{n}{d+1}\), we find that the elements of \(\mathcal{I}\) cover \((c - 1)\binom{n}{d+1}\) sets. Moreover, since \(n = cd + c - 1\), it is easy to verify that

\[(c - 1)\binom{n}{d+1} = \binom{n}{d+1}\]

as desired.

The following theorem resolves the first of our two remaining cases, that of \(c = 3\).

Theorem 3.4. Let \(d\) be a positive integer and let \(n = 3d + 2\). Then there exists a partition of the subsets of \([n]\) of size at least \(d\) into intervals \([A, B]\) such that \(|B| \geq d + 2\).
Let \( c \) for all \(|I|\) implies that \([I] = 2\), we can apply Lemma 3.1 to the \( d \)-sets to show that \( I \cap I' = \emptyset \) for all \( I \neq I' \in \mathcal{I} \). Moreover, the \((d + 2)\)-sets that are not covered by any element of \( \mathcal{I} \) and the subsets of \([n]\) of size at least \( d + 3 \) can be covered with trivial intervals. Therefore we have found a partition of the desired type.

The next lemma provides the final tool required for our proof. It shows that after selecting the intervals of the form \([A, f_c(A)]\) with \(|A| = d\) for our partition, any uncovered set has all of its supersets uncovered as well.

**Lemma 3.5.** Let \( c, d \) be positive integers with \( c \geq 2 \). Let \( n = cd + c - 1 \) and let \( k \) be a positive integer. Let \( \mathcal{I} = \{[A, f_c(A)] \mid A \subseteq [n], |A| = d\} \). Suppose \( D_k \) is a \((d + k)\)-set that is not covered by any element of \( \mathcal{I} \). Then there is no superset of \( D_k \) that is covered by an element of \( \mathcal{I} \).

**Proof.** Suppose not. Let \( D' \) be a superset of \( D_k \) that is covered by some \( I \in \mathcal{I} \). By Lemma 3.2 \( I \) covers some \((d + c - 1)\)-set, say \( D'' \), that is also a superset of \( D_k \). Thus, it suffices to prove that there is no superset of \( D_k \) of size \((d + c - 1)\) that is covered by an element of \( \mathcal{I} \). To this end, let \([D_0, f_c(D_0)] \in \mathcal{I}\) with \( D_k \subseteq f_c(D_0) \). Let \( X = f_c(D_0) \setminus D_k \). We call such a combination of sets \((X, D_0)\) a pair. We call the pair \((X, D_0)\) optimal if, among all pairs, \([X \cap D_0]\) is minimized.

Let \((X(0), D_0(0))\) be an optimal pair. Notice that if \(X(0) \cap D_0(0) = \emptyset\), then since we know \(D_0 \subseteq X(0) \cup D_k\), we have that \(D_0 \subseteq D_k \subseteq f_c(D_0(0))\). In this case, \([D_0(0), f_c(D_0(0))]\) covers \(D_k\), a contradiction. Thus \(|X(0) \cap D_0(0)| \geq 1\). Consider \(x_0 \in X(0) \cap D_0(0)\). Let \( B \in c\)-blocks\((D_0(0))\) such that \(x_0 \in B\). Let \(x_1\) be the first element in \(G_c(D_0(0))\) counterclockwise from \(B\) in the circular representation of \([n]\), and let \(z_0\) be the last element of \(B\) (that is, the most clockwise element of \(B\)). The point \(z_0\) exists and is distinct from \(x\) since for \(\delta \geq 2\), a block cannot end in an element of \(A\). Let \(x_2, \ldots, x_i\) be the successive elements of the gaps of \(D_0(0)\), indexed counterclockwise from \(x_1\). Fix \(s\) as small as possible so that \(x_{i+1} \in D_0\). Such an \(s\) must exist, as otherwise all the gap points belong to \(X(0)\), so we would have \(|X(0)| \geq c - 1\), but \(|X(0)| = d + c - 1 - (d + k) = c - 1 - k \leq c - 1\).

We now define a sequence of pairs \((X(i), D_0(i))\). Let \(0 \leq i \leq s\) and then define \(D_0(i+1) = (D_0(i) \setminus \{x_i\}) \cup \{x_{i+1}\}\). Notice that \(D_0(i+1) = (f_c(D_0) \setminus \{x_i\}) \cup \{z_i\}\), where \(z_i\) is the last element of the block of \(c\)-blocks\((D_0(i))\) that contains \(x_i\). We then define \(X(i+1) = f_c(D_0(i+1)) \setminus D_k = (X(i) \setminus \{x_i\}) \cup \{z_i\}\). See, for example, Fig. 2. Now note that we have the following property from our definition.

\[
|X(i+1) \cap D_0(i+1)| = \left| (D_0(i) \setminus \{x_i\}) \cup \{z_i\} \right| - 1 + 0 + |X(i) \cap \{x_{i+1}\}|
\]

For \(0 \leq i < s\), we know that \(x_{i+1} \notin D_k\), and therefore \(x_{i+1} \in X(i)\). From the computation above, we see that this implies \(|X(i+1) \cap D_0(i+1)| = |X(i) \cap D_0(i)|\). Therefore, the pair \((X(i+1), D_0(i+1))\) is optimal for \(i < s\). On the other hand, \(x_{i+1} \in D_k\), and therefore \(x_{i+1} \notin X(i)\),
for each $S$ exists a complete matching from $V_b$ to the bipartite graph with vertex set $S$. Therefore, a set $D_k$ as described above cannot exist.

With this result in hand, we are now prepared to resolve the case $c = 4$.

**Theorem 3.6.** Let $d$ be a positive integer, and let $n = 4d + 3$. Then there exists a partition of the subsets of $|n|$ of size at least $d$ into intervals $[A, B]$ such that $|B| \geq d + 3$.

**Proof.** Let $\mathcal{F} = \{ |A, f_4(A)| A \subseteq [n], |A| = d \}$. By Lemma 3.2, all $(d + 1)$-sets are covered by the elements of $\mathcal{F}$. Since Lemma 3.2 implies that $|f_4(A)| - |A| = 3$, we can apply Lemma 3.1 to the $d$-sets to show that $I \cap I' = \emptyset$ for all $I \neq I' \in \mathcal{F}$. Therefore we have partitioned all of the $d$-sets and $(d + 1)$-sets into the appropriate intervals. What remains to show is that the $(d + 2)$-sets and $(d + 3)$-sets that are not covered by any element of $\mathcal{F}$ can be partitioned according to the theorem.

For $i \in \{1, 2\}$ let $\mathcal{Y}_i = \{ S \subseteq [n] \ | S = d + i + 1, S \notin \cup_{(A, B) \in \mathcal{F}} [A, B] \}$. Let $G$ be the bipartite graph with vertex set $\mathcal{Y}_1 \cup \mathcal{Y}_2$ and $S_1S_2 \in E(G)$ if and only if $S_1 \in \mathcal{Y}_1$ is a subset of $S_2 \in \mathcal{Y}_2$. By Lemma 3.5 with $k = 2$ we have that

$$\deg(S) = n - (d + 2) \geq d + 3$$

for each $S \in \mathcal{Y}_1$. Furthermore, $\deg(S) \leq d + 3$ for all $S \in \mathcal{Y}_2$. Hence, by Corollary 2.9, there exists a complete matching from $\mathcal{Y}_1$ to $\mathcal{Y}_2$. Therefore we can use the 1-cubes corresponding to the matching to cover the elements of $\mathcal{Y}_1$, and these intervals are disjoint. The remaining elements of $\mathcal{Y}_2$ can then be covered by trivial intervals. Furthermore, the sets of size at least $d + 3$ can be covered by trivial intervals as well. Thus, we have found a partition of the desired type.

This completes the proof of Theorem 1.1

4. **Conclusion**

Although this paper only resolves a fraction of the possible cases of Conjecture 2.4, we believe that it is true in full generality, in part because many of the lemmas in this paper are stated and proved in greater generality than is required for their applications here. However, it is not clear how to apply them to advance this line of research. It seems that after applying Lemma 3.5 it may be beneficial to pass from our combinatorial setting back to the algebraic setting to acquire some insight. Although it is not immediately obvious, our approach here generalizes the constructive proof for $d = 1$ given by Biró et al. in [4]. The generalization comes through the notion of balanced sets as originally defined there and an equivalent method of finding the intervals. Unfortunately, we do not see how to
generalize the method of finding intervals that appears in [4] to higher values of \( d \). We also note that the inductive proof for \( d = 1 \) given by Biró et al. seems to face significant challenges in generalizing, and while we would not rule out the use of such a method to prove Conjecture 2.4 it seems unlikely to be successful.
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