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Abstract
Recently, interest in immersive tele-conference is increasing. Conventional 2D images cannot provide a stereoscopic effect, but stereoscopic 3D (S3D) images can provide a more realistic image to people. Also, hand tracking technology is an interesting research area, in the field of human computer interaction. Hand tracking technology that tracks and recognizes human hand movements has made it possible to provide a new concept of natural user interface. A depth sensor such as Kinect provides color information and depth information at the same time. In this paper, we propose an immersive S3D system by generating stereoscopic images using depth image based rendering technology and applying 3D hand tracking and augmented reality technology.
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1. Introduction

Recently, with the development of ICT technology, interest in communication methods through real-time video call or video conference is increasing. Technological advances have solved many problems with video calls, but there are still limitations for immersive video calls. For a realistic video call, calibration between specific equipment or camera rigs and equipment for stereoscopic 3D image generation is required. In order to solve this problem, stereoscopic image production technology using a depth sensor is being studied to apply stereoscopic 3D technology and real time viewing in a video call application.

Depth sensors [1][2] such as Microsoft Kinect and ToF (time of flight) generate depth map in real time, which is expected to enable real-time implementation, which was a problem in conventional stereoscopic image generation technology. The use of a depth sensor (PrimeSensor, Kinect, ToF, etc.) that can acquire real-time 3D information is applicable to real-time applications such as video calls and has the advantage of being lower in cost than existing 3D acquisition devices. Due to the commercialization of ToF camera and PrimeSensor, which can acquire 3D information in real time, various applications based on existing 2D images are extended to 3D applications, and 2D image-based hand recognition technology is also able to recognize the natural movement of the user by enabling recognition of the 3D motion of the hand. Through the development of 3D hand tracking technology, it became possible to recognize various motions of human being.

The conventional 2D image based natural user interface [3][4] is sensitive to ambient...
illumination changes, and it is not enough to perceive performance degradation and the movement of human body moving in 3D space through 2D image. Therefore, fusion of 2D and 3D information is required [7–9]. Depth sensor based 3D hand tracking technology solves these problems and provides information to recognize human 3D hand movements in real time. In this paper, we apply augmented reality technology to 3D hand tracking based on stereoscopic 3D system. The proposed system obtains depth map from Microsoft Kinect to generate stereoscopic 3D image and uses depth based 3D tracking technology [10, 11]. Next, 3D objects are augmented on the hand that is tracked in 3D space, and augmented reality is applied. The proposed system is an augmented reality system that generates stereoscopic 3D images from depth images, tracks human hand movements in 3D space, creates 3D virtual objects on hands, and displays stereoscopic 3D images to users.

We use depth image based rendering (DIBR) technology to generate 3D stereoscopic images from depth information [12–14]. 3D hand tracking technology based on depth image is applied for hand motion estimation in 3D space. After placing a 3D virtual object on the traced 3D hand and acquiring a depth map from the 3D information of the 3D object, the virtual object is also displayed as a 3D stereoscopic image by applying the DIBR technique. In this paper, we explain depth image based technologies in Section 2 and describe the proposed stereoscopic 3D system with hand tracking in Section 3. We discuss the experimental results in Section 4 and finally conclude.

2. Background

2.1 Depth Image Based Rendering

A depth sensor such as Kinect provides both a color map and a depth map. Because the depth image contains 3D information, it can be converted into 3D information. In addition, 3D color information can be generated in 3D space by including information obtained from color image. The DIBR technique creates a virtual viewpoint from the depth image and generates a stereoscopic image by separating it into left and right binocular images.

Stereoscopic camera setup can be divided into the toed-in camera setup and shift-sensor camera setup [15]. Toed-in camera setup is similar to human eye structure, but distortion occurs such as depth non-linearity, depth plane curvature, and so on. In the shift-sensor camera setup, there is no depth plane curvature distortion such as a toed-in method. In the DIBR, assuming a shift-sensor camera setup, a simplified parallax shift calculation formula is applied to reduce computational complexity in the real implementation [15, 16]. Non-linear formulation is as follows:

\[ p = x_B \left( -\frac{1}{W} \left( \frac{m}{2\pi} (k_{near} + k_{far}) - k_{far} \right) - 1 \right) + 1 \],

(1)

where \( w \) is screen width, and \( m \) is depth.

The parallax \( p_{pix} \) in units of pixels is expressed as follows:

\[ p_{pix} = \frac{p N_{pix}}{W}, \]

(2)

where \( N_{pix} \) is the number of horizontal pixels of the display.

The linear approximation is expressed as follows:

\[ p_{pix} \approx -x_B \frac{N_{pix}}{D} \left( \frac{m}{2\pi} (k_{near} + k_{far}) - k_{far} \right). \]

(3)

2.2 3D Hand Tracking

An adaptive local binary pattern (ALBP) method is applied for hand tracking in depth images [10]. Conventional local binary pattern (LBP) is robust to rotation, but ALBP is robust to rotation and distance. In feature extraction for hand tracking, ALBP uses only depth information without color information. A texture \( T \) is first defined with respect to a pixel with local neighborhoods with radius size \( r \) as the joint distribution of the gray levels of \( I (I > 0) \) image pixels as shown below:

\[ T_r (g_c) = \ell (g_0, g_1, g_2, \ldots, g_{I-1}). \]

(4)

where \( g_i (i = 0, 1, \cdots, I-1) \) are the pixel intensities of circular neighborhoods around the center pixel. \( I \) is the number of circular neighborhood points of ALBP. Figure 1 shows example of ALBP [10].

In this paper, the fast version of ALBP [10] is applied in
order to perform real-time processing as shown below:

\[
\sum_{i=0}^{l-2} p(s_i + s_{i+1}) + p(s_0 - s_{l-1}),
\]

(5)

where \(s_i\) denotes \(s(g_i + g_c)\) and \(p(x) = \begin{cases} 
0, & x = 0, \\
1, & \text{otherwise}.
\end{cases}\)

3. System Overview

3.1 Pre-processing

In the proposed system, smoothing filtering is applied to remove noise from the depth image. As the size of the mask increases, the filtering operation time becomes longer and the information distortion becomes larger. Through the experiment of various morphology operations, erode, median filtering, and dilate are applied in order to remove the noise of the image. Figure 2 used morphology operation and original and filtered images in depth map.

3.2 Object Segmentation

Depth information obtained from Kinect is used to separate foreground and background. The foreground is assumed to be human and other objects are assumed to be background. In the proposed system, the original depth map size is \(640 \times 480\) pixels. The original depth map consists of \(x\) and \(y\) coordinates and brightness values according to depth information. We first change the depth map consisting of \(x\) and \(y\) coordinates to represent \(x\) and \(z\) coordinates, where the \(z\) coordinate normalizes the depth from 0 to 255 so that the size of the transformed image is \(640 \times 255\) pixels. Through this process, we can convert the view point of the acquired image into a bird view as seen from the top. Figure 3 shows converted depth map by \(x\) and \(z\) coordinates.

In the next step, a morphological operation is applied to remove noise and group the pixel masses. Finally, position information between objects is obtained by labeling each component using the connected component labeling method in the image represented by \(x-z\) coordinates. Figure 4 result of object segmentation by connected component labeling.

Since the labeling number obtained as a result of connected component labeling changes every frame, it keeps track of the selected object in the first frame. In the first frame, a face detection algorithm \([17]\) is used to designate a human object as foreground in order to specify a component corresponding to a foreground object among the respective components. Figure 5 shows original depth map and segmented result in color map. Figure 6 shows procedure of object segmentation.
4. Experimental Results

4.1 Depth Image Histogram Equalization

In order to maximize the 3D image viewing effect of the object and to clarify the depth difference within the object, the histogram equalization experiment of the depth image is performed. In order to convert 16 bit source depth information into 8 bit depth information, we normalize the range of 50 - 3,500 cm from 0 - 255 from Kinect and then perform histogram equalization using 8 bit depth information using OpenCV function and MATLAB. Since the histogram of the depth image depends on the object shown on the Kinect (to create a normal video call situation), we add an object and apply depth histogram equalization to each of the three different samples. Figure 7 shows example of depth images and histogram equalization results by original depth, OpenCV and MATLAB, respectively. Figure 8 shows change of pixel value according to distance by original depth, OpenCV and MATLAB, respectively.

Histogram equalization showed that both the OpenCV and MATLAB methods showed homogeneous histogram results, but with 0 values in the hole region in the original depth image, the histogram had many frequency distributions to zero values, and the resulting histogram equalization results are not obtained. Therefore, histogram equalization using the remaining intensity values is applied except for the 0 value and the range not actually output in the experiment.

4.2 Stereoscopic 3D with 3D Hand Tracking

We assume a shift-sensor camera setup environment and reduce the computational complexity by applying the parallax shift equation for real-time display. In order to confirm real-time 3D stereoscopic images, LR images are synthesized by interlaced method. In the proposed system, the depth range is limited to 50 - 200 cm in order to enhance stereoscopic 3D effect of the object closer to the camera than the background. By restricting the depth range, it is possible to adjust the change of the values within the range in the depth image, thereby providing a more accurate 3D viewing effect on the object. However, the stereoscopic 3D effect disappears outside the depth range. Figure 9 shows generated stereoscopic images in color map.

When DIBR technique is applied to the depth image ob-
Figure 10. Example of generated stereoscopic image by interlaced method.

Figure 11. Example of focus gesture.

user to start the gesture. In the experiment, the focus gesture is defined as the action of reaching the depth camera. Figure 11 shows example of focus gesture.

First, the searching window is set using the position of the hand detected in the previous frame depth image, and the position of the hand is tracked in the window. Next, the unscented Kalman filter [19–21] is applied to consecutive tracking points. There is noise in the tracking point due to the noise of the depth image. To eliminate this noise, we use the unscented Kalman filter to minimize the effect of noise on the tracking point path. It is necessary to deal with cases where the hand does not exist in the searching window and hand is not detected by the other area. In order to do this, it is necessary to check whether the hand enters the searching window while operating in the tracking mode in the current searching window for a predetermined time, and initialize the hand position information in another area by operating the detection mode simultaneously.

To load a virtual 3D object on the user’s hand, we use OpenGL to create a cube-shaped object and create a depth map and texture for that object. Since the object to be raised on the hand is a virtual object, the depth of the object according to its size and position is arbitrarily set and the 3D image is generated according to the depth change by setting the cube to be rotated at an arbitrary angle every frame [22]. Figure 12 shows example of hand tracking with AR.

5. Conclusions

In this paper, we propose an immersive S3D system based on a depth camera. The proposed system generates stereoscopic image based on depth image and applies hand tracking technology at the same time. DIBR technology is applied to generate stereoscopic images from depth images. Applying morphology operations to depth images as pre-processing, and object segmentation using X-Z transformation and connected component labeling are applied. In order to provide stereoscopic images efficiently, face detection is applied to color images to separate...
foreground and background. The proposed system is designed to control stereoscopic effect. The ALBP method is applied for hand tracking. The depth-based hand tracker starts tracking the position of the hand after the focus gesture. When the position of the hand is tracked, the virtual object is augmented on the hand, and the depth of the virtual object is designed to be changed according to the position of the hand. Experimental results show that stereoscopic image generation and hand tracking are possible at the same time.
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