SUMMARY  We propose a retrieval method using scale invariant visual phrases (SIVPs). Our method encodes spatial information into the SIVPs which capture translation, rotation and scale invariance, and employs the SIVPs to determine the spatial correspondences between query image and database image. To compute the spatial correspondences efficiently, the SIVPs are introduced into the inverted index, and SIVP verification is investigated to refine the candidate images returned from inverted index. Experimental results demonstrate that our method improves the retrieval accuracy while increasing the retrieval efficiency.  
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1. Introduction

Content-based image retrieval has attracted increasing interests in recent years. Given a query image, the image retrieval system returns the similar images from an image database. Most state-of-the-art retrieval systems [1]–[3] are based on bag-of-visual-words (BoV) model, in which the images are represented by visual word histograms. Although the BoV model is simple and effective, it does not consider spatial information in the histogram representation. Since spatial information is an important component of image, developing a retrieval method with spatial information is of great significance.

Recently, many algorithms have been proposed to utilize spatial information based on the BoV model. Geometric verification methods [1], [3] calculate spatial information in the post-processing step. Because geometric verification methods are computationally expensive, they are applied only to the top-ranked retrieved images. On the other hand, many approaches encode spatial information in the searching step. Spatial pyramid matching [4] repetitively partitions the image into finer grids, but the rigid spatial information is not invariant to typical transformations. Bundled features method [5] encodes spatial information in the stable regions, but the relative ordering relationship in these regions is sensitive to rotation transformation. Spatial-bag-of-features method [6] arranges the order of visual word histograms to represent the relative spatial relationship, but the arrangement does not correspond to the true transformation. Visual phrase [7] captures spatial information through the co-occurring visual words in the local neighborhood, but sophisticated mining algorithm used in the method discards some representative visual phrases. Geometry-preserving visual phrase (GVP) [8] uses the grids to capture the local and long range spatial layouts of visual words. Due to the limitation of grids, GVP is only invariant to translation transformation. To our best knowledge, most existing retrieval methods encode spatial information after detecting local features. Because the spatial relationship among the detected features is not fixed, few retrieval methods have addressed encoding the spatial information which is invariant to translation, rotation and scale transformation.

In this letter, we propose Scale Invariant Visual Phrases (SIVPs) for content-based image retrieval. A SIVP is a set of visual words which encode the co-occurring features generated by scale invariant feature detection, so it captures the fixed spatial relationship which provides translation, rotation and scale invariance. The SIVPs are then employed to determine the spatial correspondences between query image and database image. To compute the spatial correspondences efficiently, the SIVPs are introduced into the inverted index to count the number of spatial correspondences. Afterwards, SIVP verification is investigated to verify the spatial correspondences and refine the candidate images returned from inverted index. The final retrieved images are the candidate images with the greatest spatial similarity.

The remaining of this letter is organized as follows. Section 2 details our method using scale invariant visual phrases. Section 3 presents experiments performed to evaluate our method. Section 4 summaries this letter.

2. The Proposed Method

2.1 SIVP Generation

The basic idea of SIVP is to generate the co-occurring features in the scale invariant feature detection and encode these features into the co-occurring visual words. The co-occurring features consist of dominant feature and affiliated feature, as shown in Fig. 1. The dominant feature $P$ is detected by scale invariant feature detector and denoted as $P(X, \sigma, \theta)$, where $X$ is the location, $\sigma$ is the scale, and $\theta$ is the orientation. For the first affiliated feature $P_1$, its location is determined by moving a distance $n\sigma$ along the orientation $\theta$ from the location $X$, its scale and orientation are taken the same as those of dominant feature $P$. After the first affiliated feature is generated, the fixed spatial relationship is created
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between the dominant feature $P$ and the first affiliated feature $P_1$, and it is invariant to translation, rotation and scale transformation.

Other than the first affiliated feature, more affiliated features can be generated by rotating the orientation of dominant feature. Assuming that the rotation angle is $\varphi$, the number of affiliated features is computed as $n_\varphi = 360/\varphi$. Although different rotation angles generate different numbers of affiliated features and change the spatial arrangement of affiliated features, they do not affect the spatial relationship between dominant feature and each affiliated feature. Because only the fixed spatial relationship is used to determine the spatial correspondences, the rotation angle $\varphi$ can be set as any value. To demonstrate the co-occurring features generation, Fig. 1 gives an example where the rotation angle is set as 90 degree. After the dominant feature and affiliated feature are quantized into the co-occurring visual words, the spatial correspondences, the rotation angle $\varphi$ can be set as any value. To demonstrate the co-occurring features generation, Fig. 1 gives an example where the rotation angle is set as 90 degree. After the dominant feature and affiliated feature are quantized into the co-occurring visual words, the fixed spatial relationship is integrated into SIVP, which can provide translation, rotation and scale invariance.

To locate the affiliated feature properly, the scale error of dominant feature $\Delta$ is introduced into the moving distance $n\sigma$ to analyze the value $n$. The scale error $\Delta$ is caused by scale invariant feature detector, and it is defined as the difference between measured scale $\sigma$ and true scale $\sigma'$. According to the definition, the moving distance $n\sigma$ is computed as:

$$n\sigma = n(\sigma' + \Delta) = n\sigma' + n\Delta \quad (1)$$

As the value $n$ increases, the error $n\Delta$ becomes greater, which decreases the location accuracy of affiliated feature. On the contrary, if the value $n$ is too small, the affiliated feature is close to the dominant feature, and the spatial relationship cannot be described clearly. Thus, the value $n$ is empirically set as 1.5.

After SIVP is generated, it is compared with BoV and GVP and has the following fundamental differences:

First, the three methods capture the spatial relationship in different stages. BoV does not consider the spatial relationship in the retrieval process. Although GVP utilizes the spatial relationship after detecting the local features, it requires additional computation to capture the spatial relationship. Compared with BoV and GVP, SIVP determines the spatial relationship in the process of feature detection and reduces the computational cost.

Second, GVP and SIVP employ different ways to capture the spatial relationship and determine the geometric invariance. GVP uses the grids to capture the spatial relationship among the detected features, but it is only invariant to translation transformation. By contrast, SIVP captures the spatial relationship by generating the co-occurring features in the scale invariant feature detection. Thus, SIVP is invariant to translation, rotation and scale transformation, and it can tolerate more geometric transformations than GVP.

### 2.2 Inverted Index with SIVP

After generating the SIVPs, the spatial correspondences between query image and database image can be determined if the co-occurring features are represented by the same SIVP. To compute the number of spatial correspondences, the SIVPs are introduced into the inverted index to record the co-occurrences of SIVPs between query image and database image.

Let $D = \{D_i\}_{i=1}^N$ be $N$ database images. The database image $D_i$ is represented by bag of SIVPs $V_{D_i} = \{v_i\}v_i = (v^d_i, v^f_i)$, where $v_i$ is the $i$-th SIVP, $v^d_i$ and $v^f_i$ are the $i$-th dominant and affiliated visual word. The inverted relationship between SIVP $v_i$ and database image $D_j$ can be represented as $v_i \rightarrow (D_j, v^d_i)$. According to the inverted relationship, the inverted index is constructed by supplying an entry for the dominant visual word $v^d_i$ and storing the database image ID and affiliated visual word $v^f_i$ in the inverted list. If the identical SIVP appears many times in the same image, it is only recorded once in the same inverted list. Figure 2 shows the structure of the inverted index using SIVP.

The query image $Q$ is represented by bag of SIVPs $V_Q = \{v_q\}v_q = (v^d_q, v^f_q)$, where $v_q$ is the $i$-th SIVP, $v^d_q$ and $v^f_q$ are the $i$-th dominant and affiliated visual word. When the $i$-th SIVP $v^d_q$ is searched in the inverted index, the dominant visual word $v^d_q$ is used to find the corresponding entry, and the affiliated visual word $v^f_q$ is used to refine database images in the inverted list. Only the database images which contain the same affiliated visual word are selected from the inverted list, and the occurrences of database images.
images are accumulated as the number of spatial correspondences. After all the SIVPs of query image are searched in the inverted index, the occurrences of all the database images are ranked and the top-ranked database images are taken as candidate results.

2.3 SIVP Verification

When the inverted index computes the number of spatial correspondences, it sometimes fails to obtain the accurate results, because the orientation of the co-occurring features is not involved in the SIVP. The co-occurring features which contain different orientations may be represented by the same SIVP, which results in false spatial correspondence between query image and database image. To verify the spatial correspondences, SIVP verification estimates the orientation consistency between query image and candidate image. The SIVP verification is summarized as follows:

First, because one pair of co-occurring features in an image may correspond to multiple pairs of co-occurring features in another image, the overall spatial correspondences \( C = \{c_j\}_{j=1}^{n_c} \) are divided into single correspondences \( C_s \) and multiple correspondences \( C_m \).

Second, a spatial correspondence is randomly selected from single correspondences \( C_s \), and the corresponding orientations \( \theta_q \) and \( \theta_c \) are taken as reference orientations for query image and candidate image. To estimate the orientation consistency, the angles between reference orientation and any other orientation are respectively computed in the query image and candidate image. The angles are denoted as \( a_q = \{a_{q,j}\}_{j=1}^{n_p} \) and \( a_c = \{a_{c,j}\}_{j=1}^{n_p} \), where \( a_{q,j} \) and \( a_{c,j} \) are respectively the \( j \)-th angle in the query image and candidate image.

Third, based on the spatial correspondences, the error between angle \( a_{q,j} \) and angle \( a_{c,j} \) is computed as:

\[
e_j = |a_{q,j} - a_{c,j}|
\]  
(2)

If the angle error \( e_j \leq \eta \), the corresponding orientations are consistent with each other, and the number of positive spatial correspondences \( n_p \) is accumulated. The threshold \( \eta \) is empirically set as 5.

Fourth, the process is repeated until a predefined number of iterations are reached. The greatest value \( \max(n_p) \) is taken as the spatial similarity between query image and candidate image. After re-ranking candidate images through the spatial similarity, the candidate image with the greatest spatial similarity is the final retrieved result.

3. Experiments and Results

In the experiments, two image datasets are used to test our method. The magazine dataset [9] includes 7665 images scanned from the magazines and 300 query images captured by different camera phones. Because the query images are taken under various conditions, they are affected by many factors such as rotation, scale, illumination and noise contamination. The ImageNet dataset [10] contains 100 K images crawled from the Internet, and it is added as distractors to perform the large scale experiment.

In the image datasets, to ensure the computational efficiency of feature detection, fast Hessian detector is used to detect the dominant features, and SURF descriptor [11] is used to describe the dominant and affiliated features. Because excessive co-occurring features increase the computational cost in the searching process, the co-occurring features are generated only by the first affiliated feature. There are 6 million pairs of co-occurring features extracted from the magazine dataset and 80 million pairs of co-occurring features extracted from the ImageNet dataset. Afterwards, 6 million dominant features are selected from the magazine dataset and clustered by approximate K-means [3] to build the visual word vocabulary. The visual words are utilized to encode the co-occurring features and generate the SIVPs.

To evaluate the retrieval performance, SIVP is compared with BoV [3] and GVP [8]. RANSAC [12] is involved in the BoV and GVP as a post-processing step. All the methods are performed on PC with Intel Dual Quad-Core Xeon E5653 2.53 GHz and 24 GB of RAM. Because the magazine dataset has only one correct database image that corresponds to each query image, we just consider the top one retrieved image. The retrieval accuracy is defined as:

\[
\text{Accuracy} = \frac{D_q}{T_q}
\]  
(3)

where \( D_q \) is the number of queries that obtain positive database images, \( T_q \) is the total number of query images.

Figure 3 demonstrates that SIVP provides rotation and scale invariance, and that BoV and GVP cannot achieve the same result. In Fig. 3, three pairs of matching images are respectively generated by BoV, GVP and SIVP. In each pair of matching images, the left image is the query image, and the right image is the corresponding database image. There exists rotation and scale transformation between query image and database image. In Fig. 3 (a), BoV only generates the feature point correspondences and does not consider the spatial relationship, so it cannot provide rotation and scale invariance. In Fig. 3 (b), from the changed spatial relationship and the false spatial correspondences, it can be seen that GVP is not invariant to rotation and scale transformation. In Fig. 3 (c), according to the invariant spatial relationship and the positive spatial correspondences, it can be observed that SIVP provides rotation and scale invariance.

To evaluate the retrieval accuracy of our method, the accuracy is compared under different numbers of visual words in the magazine dataset, as shown in Fig. 4. In Fig. 4 (a), the three methods consider the initial results returned from inverted index. BoV only represents the image as visual word histogram and does not consider the spatial information. Compared with BoV, SIVP captures the spatial relationship and uses the spatial correspondences to compute the image similarity. Thus, SIVP can achieve greater accuracy than BoV. Although SIVP and GVP capture the spatial relationship, SIVP can tolerate more geometric transformations than GVP, thereby determining more positive spatial correspondences than GVP and increasing the im-
Fig. 3 A set of matching images which are used to compare rotation and scale invariance among three methods: (a) BoV (b) GVP (c) SIVP. In Fig. 3, the red point represents the dominant feature, the blue point represents the affiliated feature, the green line represents the relative spatial relationship between dominant feature and affiliated feature, and the white line represents the corresponding relationship between query image and database image. In order to see clearly, we only demonstrate some of the correspondences in the matching images.

Fig. 4 The accuracy comparison with different numbers of visual words in the magazine dataset: (a) Without the post-processing step (b) With the post-processing step.

image similarity. Due to the increased image similarity, SIVP achieves greater accuracy than GVP. In Fig. 4 (b), RANSAC is introduced as post-processing step to estimate spatial correspondences, but it is only applied to the candidate images returned from inverted index. Compared with RANSAC, SIVP is applied to all the database images in the retrieval process. Thus, although the accuracy of BoV and GVP is increased by RANSAC, it is still lower than that of SIVP. From Fig. 4, it can be seen that SIVP achieves greater accuracy than BoV and GVP.

To evaluate the retrieval performance in the large scale image dataset, the accuracy and efficiency are compared under different numbers of distractor images from the ImageNet dataset. In Fig. 5 (a), as the number of distractor images increases, the accuracy of three methods decreases. However, the accuracy of SIVP is still greater than that of BoV and GVP, even if the number of distractor images increases to 100K. In Fig. 5 (b), as the number of distractor images increases, the time of three methods also increases, but the time of SIVP is much less than that of BoV and GVP. SIVP can improve the retrieval efficiency because it captures the spatial relationship in the feature detection process and only counts the number of spatial correspondences in the inverted index. By contrast, GVP requires additional computation to capture the spatial relationship after detecting the local features, and BoV increases the computational cost because it computes the cosine similarity among the visual word histograms. From Fig. 5, it can be observed that SIVP outperforms BoV and GVP in the large scale dataset.

After comparing the retrieval performance, Fig. 6 shows the retrieved results which are respectively generated by BoV, GVP and SIVP. In Fig. 6 (a), the retrieved images are returned from the magazine dataset. BoV gives the false results in the top-4 retrieved images, because it only computes the cosine similarity among the visual word histograms and does not compare the spatial information of database images. GVP also gives the false results in the top-5 retrieved images, because it cannot tolerate rotation and scale transformation between query image and database image. By contrast, SIVP obtains the positive result in the top-1 retrieved image. Moreover, SIVP gives the false results in the following four retrieved images, because the magazine dataset has only one correct database image for the query image. In Fig. 6 (b), the retrieved images are returned from the magazine and ImageNet dataset. BoV and GVP give the false results in the top-5 retrieved images, because the ImageNet dataset which is added as distractors affects the retrieved results. However, SIVP can still obtain the positive result in the top-1 retrieved image.
4. Conclusion

We have presented a retrieval method using scale invariant visual phrases. The first advantage is that SIVP provides translation, rotation and scale invariance and employs the spatial correspondences to retrieve images. Secondly, SIVP is integrated into the inverted index, which computes the number of spatial correspondences efficiently. Thirdly, SIVP verification refines the candidate images returned from inverted index and further improves the retrieval accuracy. The experimental results demonstrate that our method outperforms the state-of-the-art methods in the content-based image retrieval.
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