The effectiveness of data augmentation in porous substrate, nanowire, fiber and tip images at the level of deep learning intelligence
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Abstract:
To prepare for identifying the composition of nanowire-fiber mixtures in Scanning Electron Microscope (SEM) images, we optimize the performance of image classification between nanowires, fibers and tips due to their geometric similarities. The SEM images are analyzed by deep learning techniques where the validation accuracies of 11 convolutional neural network (CNN) models are compared. By increasing the diversity of data such as reflection, translation and scale factor approaches, the highest validation accuracy of recognizing nanowires, fibers and tips is 97.1%. We proceed to classify the level of porosity in anodized aluminum oxide for the self-assisted nanowire growth where the validation accuracy is optimized at 93%. Our software allow scientists to count the percentage of fibers in any nanowire-fiber composite and design the porous substrate for embedding different sizes of nanowires automatically, which assists the software development in Nanoscience Foundries & Fine Analysis (NFFA) Europe Projects.

Introduction:

Image recognition is one of the leading computer vision technologies that allows the digital world interacting with the physical world [1-5]. Computer vision engineers always label images into different categories for image classification. In the last decade, image recognition was widely implemented by machine learning algorithms such as the Support Vector Machine and the Cascade Object Detector [5]. Machine learning algorithms analyze data and learn from those data to announce informed decisions only [6]. In contrast, deep learning models intensify the algorithms layer-by-layer to establish an artificial neural network where the software may learn and make wise decisions on its own [7].

Deep learning is an evolution of artificial intelligence. The convolutional neural network (CNN) is a type of deep neural networks [8] for artificial intelligence. As a rule of thumb, establishing a pre-training network requires at least ~500 images per category. The architecture of CNN involves image input layer, convolutional layer, batch normalization layer, ReLU layer, cross channel normalization layer, pooling layers, dropout Layer, fully connected layer and output layer [9]. When deep neural networks combine with data augmentation, it is always effective to
improve the success rate of image recognition [10]. Data augmentation utilizes a domain-specific matrix to mimic the existing data to generate ‘new’ training samples artificially [11,12]. However, there is no universal rule to set up the parameters of data augmentation. Empirical methods are always used to find out the best method of data-augmentation for a particular category [10-13].

Scanning electron microscopes (SEM) is a powerful machine to observe the structure of materials in nanoscale [14]. However, human eyes always struggle to classify SEM images unless the researchers spend a tremendous amount of time to analyze them. This is the origin of the Nanoscience Foundries & Fine Analysis (NFFA) Europe Projects [15] which is collaborated by 20 European nanoscience research laboratories that aims at reorganizing SEM images under an artificial intelligence platform such as the cellular organisms, the dendrites and the morphology of carbon nanotubes…etc. [16,17].

Nanowire-Fiber composite is a valuable research topic in materials science. The silver-nanowire-cellulose-fiber composite can improve the sensitivity of detecting pressure and proximity [18]. In addition, the Si₃N₄ nanowire-carbon nanotube networks show a strong impact on aerospace engineering [19]. However, human eyes are not effective to recognize the nanowires and fibers where their geometric similarities can be observed in Figure 1a & 1c [14]. Worse still, it is an uphill struggle to count the percentage of nanowires in any nanowire-fiber composite because the SEM image contains nanowires and fibers simultaneously. Hence, our first project is to improve the image recognition between nanowires and fibers [14] with the help of data augmentation. After the best method of augmenting these two subjects is found, it will be easier for scientists to examine the percentage of nanowires in any nanowire-fiber composite. As the shape of an isolated nanowire or fiber is similar to tip, we add it into the SEM dataset where their geometric similarities can be observed in Figure 1b & 1d.

Figure 1: The SEM images of (a) fibers, (b) an isolated nanowire (c) nanowires and (d) a tip [14].
Another valuable object for image classification is the porosity of anodized aluminium oxide (AAO). Controlling the porosity of the AAO substrate is advantageous to prepare nanoparticles, nanowires and nanotubes. The dimensions of the AAO holes (pore diameter and pore-to-pore distance) depend on the applied voltage where the geometric similarities are displayed in Figure 2 [20,21]. It should be noted that the AAO as shown in Figure 2 was prepared by soft ultraviolet nanoimprint pre-patternning of aluminum films (as a guide of pore growth) followed by anodization in phosphoric acid with different voltages. However, embedding nanowires in different diameters require dissimilar sizes of the AAO holes. When the size of the AAO holes varies as a function of space, the image classification of the AAO holes assists scientists to examine whether the distribution of the dissimilar AAO holes is desired or not. Hence, our second project is to find out the best method of augmenting the AAO images in order to prepare for the AAO substrate for embedding different types of nanowires in near future.

Figure 2: The porosity of anodized aluminum oxide prepared with different voltages (a) 110V (b) 130V (c) 150V (d) 170V (e) 190V [20,21].

**Computational methods:**

We used a FUJITSU computer equipped with Intel(R) Core(TM) i7-3632QM CPU at 2.2GHz to implement deep learning tasks. The SEM images of nanowires, fibers and tips can be downloaded in ref 14. These three categories, “Nanowire”, “Fiber” and “Tip” [14], are abbreviated as “NFT” objects where 152 images per category is assigned. The definition of “Nanowire” and “Fiber” can be found in reference 14. The AAO images are provided by the Department of Applied Physics at The Hong Kong Polytechnic University [20,21]. There are five image categories (“110V”, “130V”, “150V, “170V”, “190V”) in the AAO dataset where 20 images per category are randomly chosen for training. We use the famous SqueezeNet, ShuffleNet, GoogLeNet, MobileNetV2, ResNet-18, Darknet-19, ResNet-50, NASNet-Mobile,
ResNet-101, DenseNet and Xception networks to train the SEM dataset, respectively [22]. Eleven validation accuracies are compared in which the data augmentation is only applied to the top-score network. Data augmentation increases the amount of training data but it may reduce overfitting on computational models [10-13]. The flowchart of the deep learning process is drawn in Figure 3. We aim at evaluating the model’s performance under different methods of data augmentation and therefore monitoring validation accuracy is already representative. The data augmentations are applied in the following ways [10-13].

(1) Random reflection along X direction under a specified scalar. The reflection factor is always activated unless otherwise specified.

(2) The angle of rotation is chosen randomly from a continuous uniform distribution within the specified interval $[-\theta_R, \theta_R]$. The maximum rotational angle is abbreviated as $\theta_R$.

(3) The scale factor is assigned in a random manner from a continuous uniform distribution within the specified interval $[1-S_F,1+S_F]$ along the XY plane. The maximum scale factor is labelled as $S_F$. For instance, $S_F$ equals to 10% which is equivalent to the specified interval of $[0.9,1.1]$.

(4) The shear angles along Y direction are assigned randomly from a continuous uniform distribution within the maximum shear angle $[-\theta_S, \theta_S]$.

(5) The translational widths are selected randomly from a continuous uniform distribution within the maximum translational interval $[-T,T]$ along X and Y direction, respectively.

---

Figure 3: The flowchart of the deep learning process. We split the data into 70% training and 30% validation.
Results and Discussion:

We display the validation accuracies in different neural networks in Figure 4. The computational cost of SqueezeNet is the smallest but its validation accuracy is less than 90%. The GoogLeNet shows the highest accuracies at 92.7% in a reasonable computational cost. The poorest neural network for recognizing the “NFT” objects is ResNet-18. Using the other neural networks with higher computational costs does not show further improvement in terms of validation accuracy. The GoogLeNet [24] makes use of the inception modules and allows the network to choose different sizes of convolutional filters in each block [22]. The Inception network stacks these modules layer-by-layer with occasional max-pooling layers to optimize the resolution of the grids [22]. On the other hand, the depth of the layer plays an important role to the ResNet family. ResNet-18, ResNet-50 and ResNet-100 are the convolutional neural networks that contain 18, 50 and 100 layers, respectively [23]. The more layers the ResNet involves, the higher validation accuracy it attains [22,23].

![Figure 4: The validation accuracies of classifying the “NFT” objects in various deep learning algorithms.](image)

We have found that the GoogLeNet [24] is very accurate to identify the “NFT” objects where the validation accuracy without data argumentation reaches 92.7% already. In order to improve the validation accuracy even better, we search for the desired matrices to augment [10-13] the SEM image data. Figure 5 illustrates that the translational matrix influences the validation accuracy significantly. The translation distance is picked in a random manner from a continuous uniform distribution within the specified interval [-T,T]. When the ±T interval is selected at [-10,10], the validation accuracy increases from 92.7% to 93.4%. Setting the ±T interval to [-20,20] makes the validation accuracy slightly better only. The best ±T interval to classify the “NFT” objects is [-30,30] where the validation accuracy is as high as 94.9%. However, the ±T intervals at [-40,40] and [-50,50] do not enhance the image classification anymore. Symmetry gives significant
impacts to image classification [25]. When the SEM users capture images, they always try to locate the target at the best position. However, the target may not be perfectly located due to human errors. The random shift within the translational intervals likely remedy the loss of feature detection due to the human errors. On the other hand, the translational intervals beyond the critical limit reduce the success rate of image classification because the main features in the images may become unreadable.

![Figure 5](image.png)

Figure 5: The validation accuracy of the “NFT” objects is affected by translational augmentation. The image dataset is randomly shifted within the ±T interval.

Using translational matrix [28] is not the only way to augment image data. Scaling images [26,28] is another method to improve the validation accuracy. We fix the ±T interval to [-30,30] and then search for the optimal scale factor. The maximum scale factor S_f is applied to the XY plane simultaneously. Figure 6 confirms that scaling the images within ±10% raises the validation accuracy to 97.1%. Increasing the scale factor to ±20% does not enhance the validation accuracy. Setting the maximum scale factor to ±30% drops the validation accuracy. Scaling images may emerge the features predominantly. For example, magnifying the objects with a reasonable magnification power can visualize the features more easily. A wrong magnification power destroys the performance of image recognition. If the scale factor is too large, the images become blurry and therefore the validation accuracy decreases. In contrast, diminishing the images may hide the poorly captured regions that prevents the occurrence of a poor image classification.
By fixing the ±T interval to [-30,30] and the ±S interval to 10%, we examine whether the rotational and shear augmentations improve the validation accuracy or not [27,28]. According to Figure 7, rotating the SEM images within the ±θR interval of [-45°,45°] reduces the validation accuracy to 92.6%. Widening the ±θR interval to [-90°,90°] makes the image classification very poor. Extending the ±θR interval to [-135°,135°] and [-180°,180°] restores the validation accuracy above 90% again. The V-like shape in Figure 7 is owing to the loss of vertical symmetry during rotation. For the “NFT” dataset, most nanowires, fibers and tips propagate along the vertical direction [14]. The use of ±θR = ±90° points the propagation axis toward the horizontal axis and hence the image classifier works less properly. Let us demonstrate it with an example. Imagine that the task is to recognize nine letters (‘1’, ‘2’, ‘3’, ‘4’, ‘5’, ‘6’, ‘7’, ‘8’, ‘9’). If the letter ‘8’ is rotated by 90 degree, the image classifier is unlikely to recognize that the augmented letter ‘∞’ and the original letter ‘8’ belong to the same category. The use of ±θR = ±180° raises the recognition performance back to 94% because the vertical symmetry almost reappears. As plotted in Figure 8, applying shear augmentation is destructive to recognize the “NFT” objects because the shape of nanowires (or fibers) is arguably rectangular. The shear matrix changes the shape of nanowires (or fibers) to parallelogram-like shapes and hence the software is hard to detect correctly. In view of this, the use of rotational augmentation and shear augmentation are not recommended for classifying 1D materials.
In contrast, rotational augmentation is very effective to increase the validation accuracy of the AAO images as plotted in Figure 9. The validation accuracy of the AAO images without the application of rotational augmentation is 86% only. However, the validation accuracy reaches 92% after setting $\pm \theta_R = \pm 90^\circ$ or $\pm 135^\circ$. If the reflection factor is applied, the validation accuracy of the AAO images is decreased by $\sim 10\%$ regardless of the value of $\theta_R$. Due to this empirical result, no validation accuracies in Figure 9 involve the reflection factor. Unlike the situation of the “NFT” objects, the holes in the AAO images under rotational augmentation do not break the vertical symmetry severely [25]. An analogy is that the circular shape of an orange is still maintainable even though the orange is rotated. As the geometric symmetry of the AAO holes is
protected under rotational effect, applying the rotational augmentation creates a more valuable dataset for image classification that boost the validation accuracy to 92%. According to Figure 10, the shear matrix also provides a negative effect on classifying the AAO images because the shape of the AAO holes may be transformed from circle to ellipse (or vice versa) by the shear matrix that makes the image classification worse. Despite the scale factor improves the validation accuracy of the “NFT” objects, it is not recommended to recognize the porous materials with the evidence of Figure 11. Let’s recall the fact that the size of the AAO holes depends on the applied voltage. Scaling the AAO images is equivalent to resizing the AAO holes virtually [28] and hence the use of scale factor augmentation makes the image classification very poor. Applying translational matrices do not enhance the validation accuracy of the AAO images even further.

Figure 9: The validation accuracies of the AAO images under rotational augmentation.
Figure 10: The shear augmentation drops the validation accuracy of the AAO images.

Despite the total number of images per category is small in our dataset, we aim at understanding how data augmentations improve image classification instead of building a reliable pre-trained model at this stage [28]. By setting 20 images per category, we have already found that the rotational augmentation can benefit the image recognition of the AAO images. If more AAO
images per category are assigned, the value of validation accuracy and the optimized \( \theta_k \) may change but the model should draw the same conclusion again: i.e. applying the rotational augmentation improves the image classification of the AAO images. The prediction generated from a small dataset is arguably representative depending on which algorithm researchers use [29,30]. On the other hand, the classification of the “NFT” images is important for the future development in estimating the percentage of nanowires in nanowire-fiber mixtures. Every image-classification comes with a score point. Assume the image classification between nanowires and fibers are 100% in the two-class pre-trained model ideally, when the sample contains nanowires only, the score point of the SEM image is 100% nanowires vs 0% fibers. If the SEM image of a nanowire-fiber composite is analyzed by the two-class pre-trained model, the score point of the SEM image may be 60% nanowires vs 40% fibers where we may conclude that the nanowire-fiber composite contains 60% nanowires and 40% fibers. The same argument applies to the dissimilar AAO holes. For example, a two-class predictor is trained to identify the AAO substrate under 170V and 190V. After combining Figure 2d and Figure 2e in equal partition, the software shows that the combined figure belongs to the category of “170V” with the score point of 58%. It implies that the combined figure contains 58% AAO holes under the applied voltage of 170V (or 42% AAO holes are generated by the applied voltage of 190V). When scientists create the AAO holes in the radius of 5nm and 10 nm for embedding dissimilar nanowires, the score point of the SEM image will inform the probability of having AAO holes in the radius of 5nm. This score point will assist scientists to find out the composition in the nanowire-fiber mixture and the distribution of the AAO holes very quickly that presumably actuates the progress of materials science research.

**Conclusions:**

By utilizing the GoogleNet network, we have found the desired types of data augmentations for classifying nanowires, fibers, tips and the porosity of anodized aluminum oxide (AAO). The line of symmetry plays the most dominant role to classify the above objects. These results assists the artificial-intelligence software to ‘visualize’ the composition of nanowire-fiber mixtures and the distribution of the AAO holes significantly. This work actuates the development of the artificial-intelligence software for the Nanoscience Foundries & Fine Analysis (NFFA) Europe Projects.
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