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Abstract

Let $K$ be a complex separable Hilbert space of finite or infinite dimensions. We prove that the Petz-Rényi relative entropy of any two quantum states $\rho$ and $\sigma$ on $K$, denoted by $D_\alpha(\rho||\sigma)$ reduces to the Rényi relative entropy (divergence) of two classical probability measures $P$ and $Q$ obtained from $\rho$ and $\sigma$. This leads to a number of new results in the infinite dimensions, and new proofs for some known results in the finite dimensional setting. Our method provides a general framework for proving a quantum counterpart of any result about the classical Rényi divergence involving only two probability distributions. Furthermore, we construct an example to show that the information theoretic definition of the von Neumann relative entropy is different from Araki’s definition of relative entropy. This disproves a recent attempt in the literature to prove such a result. All the results proved here are valid in both finite and infinite dimensions and hence can be applied to continuous variable systems as well.
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1 Introduction

Following the pioneering work of Shannon on information theory, Kullback and Leibler defined a divergence of two probability measures $P$ and $Q$ \cite{1}

$$D_{KL}(P||Q) = \sum_x P(x) \log \frac{P(x)}{Q(x)} \text{ with the convention } 0 \cdot \infty = 0.$$ 

This would later come to be known as the Kullback-Leibler divergence of probability measures. Later, Rényi generalised the notion of Kullback-Leibler divergence \cite{2}. For $0 < \alpha \neq 1$, Rényi defined

$$I_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \sum_x P(x)^\alpha Q(x)^{1-\alpha}.$$ 

Quantizing these developments Umegaki in \cite{3} extended these notions to the setting of von Neumann algebras. If $\mathcal{M}$ be a von Neumann algebra with a faithful normal trace $\tau$, and $\rho, \sigma$ are elements of the noncommutative $L^1(\mathcal{M}, \tau)$ space, Umegaki defined

$$I(\rho||\sigma) = \begin{cases} \tau(\rho \log \rho - \rho \log \sigma), & \text{if } \text{supp } \rho \subseteq \text{supp } \sigma; \\ \infty, & \text{otherwise.} \end{cases}$$

Araki defined the relative entropy between two states of a von Neumann algebra using the theory of relative modular operators in \cite{4} and \cite{5} (See Appendix A.2 and Section 3.1.3). Similar to the generalisation Rényi obtained for the Kullback-Leibler divergence, Petz and Ohya \cite{6, 7} generalised the notion of Araki’s relative entropy to what is known today as Petz-Rényi $\alpha$-relative entropy. The Petz-Rényi $\alpha$-relative entropy of two density operators (positive trace class operators with unit trace, also known as states) $\rho$ and $\sigma$ is defined as

$$D_\alpha(\rho||\sigma) = \frac{1}{\alpha - 1} \log \text{Tr } \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2}, \alpha \in (0, 1) \cup (1, \infty).$$
Datta in [8] studied an entropic quantity called $D_{\min}(\rho||\sigma)$ in the finite dimensional setting, and verified that $D_{\min}(\rho||\sigma) = \lim_{\alpha \to 0} D_\alpha(\rho||\sigma)$ [8, equation (10)]. Recently, Seshadreeshan, Lami and Wilde in [9] and Parthasarathy in [10] studied the Petz-Rényi relative entropy in the infinite dimensional setting, for the particular case of gaussian states. A related entropic quantity called sandwiched Rényi relative entropy gained prominence in the recent years due to several nice properties satisfied by them, [11, 12, 13, 14, 15]. It should be noted that all of these entropic quantities are important in quantum information theory in general and quantum hypothesis testing in particular. One may refer to [16] and the other articles cited above to know more about different uses of relative entropy.

Our aim in this article is to prove that the Petz-Rényi relative entropy enjoys several important properties even in the infinite dimensional setting which is not well understood in the literature. Some important results obtained in this article are:

1. A new formula: For $\alpha \in (0, 1) \cup (1, \infty)$, a formula to compute the Petz-Rényi $\alpha$-relative entropy between states $\rho$ and $\sigma$, in terms of certain classical probability measures on the positive integer lattice of the plane $\mathbb{R}^2$ (Theorems 3.3 and 3.5).

2. Positivity and Monotonicity: $D_\alpha(\rho||\sigma) \geq 0$ and is nondecreasing in $\alpha$ (Theorems 3.10 and 3.37).

3. Limiting Cases: Formulae for limits of $D_\alpha(\rho||\sigma)$ as $\alpha \to 0, 1$, and $\infty$. The von Neumann relative entropy $D(\rho||\sigma)$ is recovered as

$$\lim_{\alpha \uparrow 1} D_\alpha(\rho||\sigma) = D(\rho||\sigma)$$

(Theorems 3.14, 3.16 and 3.21).

4. Necessary and sufficient conditions for $\lim_{\alpha \downarrow 0} D_\alpha(\rho||\sigma) = 0$ (Theorem 3.41).

5. Necessary and sufficient conditions for $D_\alpha(\rho||\sigma) = \infty$ for some $\alpha \in [0, 1)$ (Theorem 3.42).

6. A counter example: Information theoretic definition of the von Neumann relative entropy is different from Araki’s definition of relative entropy. This disproves a recent attempt to prove such a result in [17, Theorem 20] (Example 3.20, Theorem 3.28).

7. Continuity: $D_\alpha(\rho||\sigma)$ is continuous in $\alpha$ on

$$\mathcal{A} = \{ \alpha \in [0, \infty] : 0 \leq \alpha \leq 1 \text{ or } D_\alpha(\rho||\sigma) < \infty \}$$

(Theorem 3.36).

8. Quantum Pinsker Type inequality: For $\alpha \in (0, 1]$

$$\frac{\alpha}{2}||\rho - \sigma||_2^4 \leq D_\alpha(\rho||\sigma),$$

where $||\cdot||_2$ denotes the Hilbert-Schmidt norm (Theorem 3.31).

9. Skew symmetry: for $0 < \alpha < 1$,

$$D_\alpha(\rho||\sigma) = \frac{\alpha}{1 - \alpha} D_{1-\alpha}(\sigma||\rho)$$

(Proposition 3.38).

10. Concavity: The function $(1 - \alpha)D_\alpha(\rho||\sigma)$ is concave in $\alpha$ (Proposition 3.43).
2 Preliminaries

2.1 A Criteria for Finite Trace

Let us recall the definition of the trace of a positive operator, as this definition have an important role in our analysis. We refer to Section 11 in Chapter 2 of [18] for this definition of the trace. Let $K$ denote an arbitrary but fixed complex separable Hilbert space for this section. In what follows, a selfadjoint operator $T$ (not necessarily bounded) is said to be positive if

$$\langle x|T|x \rangle \geq 0, \quad \forall x \in D(T),$$

(2.1)

(See Definition 9 of Chapter 2 (page 62) of [18]). A positive operator defined in this way has spectrum on the positive half of the real line.

Definition 2.1. Let $T$ be a positive operator defined on a dense subspace $D(T) \subseteq K$. Let $\{u_j\} \subseteq D(T)$ be any orthonormal basis (onb) of $K$ (such an onb always exists by applying Gram-Schmidt process to a countable dense subset of $D(T)$). Define the trace of $T$, denoted by $\text{Tr} T$, by

$$\text{Tr} T = \sum_j \langle u_j|T|u_j \rangle \in [0, \infty].$$

(2.2)

Trace of $T$ thus defined is independent of the choice of the onb $\{u_j\}$ [18]. A positive operator $T$ is said to be a trace class operator if $\text{Tr} T < \infty$.

The following lemma shows that a positive trace class operator (as in the previous definition) extends as a bounded operator on $K$.

Lemma 2.2. Let $D(T) \subseteq K$ be a dense subspace and let $T : D(T) \to K$ be a positive operator. Assume that there exists an orthonormal basis $\{u_k\} \subseteq D(T)$ such that

$$\sum_k \langle u_k|T|u_k \rangle = M < \infty,$$

i.e., $T$ is a trace class operator in the sense of Definition 2.1, then $T$ extends to a bounded operator on $K$.

Proof. It is enough to prove that $T$ is bounded. Let $h \in D(T)$ be a finite linear combination of $u_k$’s, i.e., $h = \sum_k \langle u_k|h \rangle |u_k\rangle$, where $\langle u_k|h \rangle = 0$ for all but finitely many $k$’s. Then

$$Th = \sum_k \langle u_k|h \rangle T|u_k\rangle.$$

Let $\xi^T$ denote the spectral measure associated with $T$, $\sqrt{T}$ exists as a positive operator and then we have

$$D(\sqrt{T}) = \{u \in K : \int_{\mathbb{R}} |x| \langle u|\xi^T(dx)|u \rangle < \infty \}$$

$$\supseteq \{u \in K : \int_{\mathbb{R}} |x|^2 \langle u|\xi^T(dx)|u \rangle < \infty \} = D(T).$$
Therefore, by applying Cauchy-Schwartz inequality twice we have

\[
0 \leq \langle h|T|h \rangle = \left\langle \sum_j \langle u_j|h \rangle \left| u_j \right| \sum_k \langle u_k|h \rangle \left| T_u k \right| \right\rangle
\]

\[
= \sum_{j,k} \langle u_j|h \rangle \langle u_k|h \rangle \langle u_j|T_u k \rangle
\]

\[
\leq \left( \sum_k |\langle u_k|h \rangle| \right)^2 \left( \sum_k \| \sqrt{T_u} u_k \| \right)^2
\]

\[
= M \| h \|^2, \quad \forall h \in D(T).
\]

Hence \( T \) defined on \( D(T) \) extends to a bounded operator on \( K \).

In order to study the Petz-Rényi \( \alpha \)-relative entropy (see Definition 3.1) of two states, \( \rho \) and \( \sigma \) we need to understand whether an operator of the form \( \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2} \) is trace class or not. Theorem 2.6 in this section provides an equivalent criteria to deal with this situation. We do not expect Theorem 2.6 to be new but we could not find a suitable reference to cite the same. First we recall the definition of the support of a positive operator.

**Definition 2.3.** Define the support of a positive operator \( \tau \), denoted by \( \text{Supp} \tau \) as

\[
\text{Supp} \tau = (\text{Ker} \tau)^{\perp} = \text{Ran} \tau.
\]

**Definition 2.4.** Let \( K \) be a complex separable Hilbert space and \( K_1 \subseteq K \) be a closed subspace. Let \( X \) be a (possibly unbounded) selfadjoint operator defined on \( D(X) \subseteq K_1 \subseteq K \) with spectral measure \( \xi^X \) and let \( \tau \) be a positive compact operator on \( K \) with \( \text{Supp} \tau \subseteq K_1 \). Define a (possibly infinite) positive measure \( \mu^{\tau,X} \) on \((\mathbb{R}, \mathcal{B}_{\mathbb{R}})\), where \( \mathcal{B}_{\mathbb{R}} \) is the Borel \( \sigma \)-algebra of \( \mathbb{R} \), by

\[
\mu^{\tau,X}(E) := \text{Tr} \xi^X(E) \tau, \quad \forall E \in \mathcal{B}_{\mathbb{R}}.
\]

Then \( \mu^{\tau,X} \) is called the *distribution of \( X \) with respect to \( \tau \).*

**Remark 2.5.** If \( \tau \) is a positive compact operator on \( K \) with \( \text{Supp} \tau \subseteq K_1 \), then by the spectral theorem,

\[
\tau = \sum_i p_i |u_i\rangle \langle u_i|,
\]

where \( p_i \geq 0 \) and \( \{u_i\} \) is an orthonormal basis in \( K \), \( u_i \in K_1 \) when \( p_i \neq 0 \). In this case,

\[
\mu^{\tau,X}(E) = \sum_{\{i: p_i \neq 0\}} p_i \langle u_i|\xi^X(E)|u_i \rangle,
\]

for any Borel set \( E \subseteq \mathbb{R} \). Thus \( \mu^{\tau,X} \) is supported inside the spectrum of \( X \). Furthermore, \( \mu^{\tau,X} \) is a \( \sigma \)-finite measure.
Theorem 2.6. Let \( \tau \) be a positive compact operator on \( \mathcal{K} \) with spectral decomposition

\[
\tau = \sum_{i \in \mathcal{I}} p_i |u_i\rangle \langle u_i|
\]

where \( p_i \geq 0 \) and \( \{u_i\}_{i \in \mathcal{I}} \) an orthonormal basis of \( \mathcal{K} \). Let \( X \) be a positive operator defined on a dense subspace \( D(X) \) of a closed subspace \( \mathcal{K}_1 \) of \( \mathcal{K} \). Assume that

\[
u_i \in D(X), \text{ for all } i \in \mathcal{I} \text{ such that } p_i \neq 0.
\]

(2.5)

Then the operator \( \tau^{1/2} X \tau^{1/2} \) initially defined on the dense subspace \( \text{span}\{u_i\}_{i \in \mathcal{I}} \) by

\[
\tau^{1/2} X \tau^{1/2} u_i = \begin{cases} \sqrt{p_i} \tau^{1/2} X u_i, & \text{when } p_i \neq 0 \\ 0, & \text{when } p_i = 0 \end{cases}
\]

extends as a positive selfadjoint operator on a dense domain in \( \mathcal{K} \). Furthermore,

\[
\text{Tr} \tau^{1/2} X \tau^{1/2} = \int_0^\infty x \mu^{\tau, X}(dx), \tag{2.6}
\]

where \( \mu^{\tau, X} \) is the distribution of \( X \) with respect to \( \tau \) (see Definition 2.4). 

Proof. Note that \( \text{span}\{u_i\}_{i \in \mathcal{I}} \) is a dense subspace of \( \mathcal{K} \). Clearly, \( \tau^{1/2} X \tau^{1/2} \) defined as in the statement of the Theorem is a symmetric operator. For any \( x \in \text{span}\{u_i\}_{i \in \mathcal{I}} \), we have

\[
\langle x | \tau^{1/2} X \tau^{1/2} | x \rangle = \langle \tau^{1/2} X | \tau^{1/2} X \rangle \geq 0.
\]

Now the fact that \( \tau^{1/2} X \tau^{1/2} \) defined on \( \text{span}\{u_i\}_{i \in \mathcal{I}} \) extends as a positive selfadjoint operator is a consequence of the Friedrichs extension ([19, Theorem 5.1.13], also [20, Theorem X.23]). We fix the Friedrichs extension of \( \tau^{1/2} X \tau^{1/2} \) and use same notation for the extended operator.

Now we prove (2.6). Since \( \tau^{1/2} X \tau^{1/2} \) is a positive operator, we have

\[
\text{Tr} \tau^{1/2} X \tau^{1/2} = \sum_{i \in \mathcal{I}} \langle u_i | \tau^{1/2} X \tau^{1/2} | u_i \rangle
\]

\[
= \sum_{\{i \mid p_i \neq 0\}} p_i \langle u_i | X | u_i \rangle
\]

\[
= \sum_{\{i \mid p_i \neq 0\}} p_i \int_0^\infty x \langle u_i | \xi^X (dx) | u_i \rangle
\]

\[
= \int_0^\infty x \sum_{\{i \mid p_i \neq 0\}} p_i \langle u_i | \xi^X (dx) | u_i \rangle
\]

\[
= \int_0^\infty x \mu^{\tau, X}(dx), \tag{2.7}
\]

where (2.7) follows from the spectral theorem, (2.8) follows because all the terms are positive and we used (2.4) in the last line above.

Remark 2.7. Since \( T = \tau^{1/2} X \tau^{1/2} \) is a positive operator, Lemma 2.2 shows that \( \tau^{1/2} X \tau^{1/2} \) is a trace class operator if and only if \( \int_0^\infty x \mu^{\tau, X}(dx) < \infty \).
3 Petz-Rényi Relative Entropy of States

Definition 3.1. Let ρ and σ be any two states on a Hilbert space K. For α ∈ (0, 1) ∪ (1, ∞), the Petz-Rényi α-relative entropy of ρ given σ is

\[ D_α(ρ||σ) = \frac{1}{α - 1} \log \text{Tr} \frac{ρ^{α/2}σ^{1-α}ρ^{α/2}}{ρ^{α/2}σ^{1-α}ρ^{α/2}}, \quad (3.1) \]

whenever \( ρ^{α/2}σ^{1-α}ρ^{α/2} \) is a positive selfadjoint operator defined on a dense subspace operator on K. Otherwise, \( D_α(ρ||σ) = \infty. \)

Remarks 3.2. 1. When \( α > 1 \), we note that \( σ^{1-α} \) is defined as the pseudoinverse of \( σ \) raised to the power \( (α - 1) \). If the spectral decomposition of \( σ \) is \( \sum_j λ_j |f_j⟩ ⟨f_j| \) with \( λ_j > 0 \), then

\[ σ^{1-α} = \sum_j λ_j^{1-α} |f_j⟩ ⟨f_j|. \quad (3.2) \]

It may be noted from the spectral theorem (Theorem 12.4 in [21]) that the pseudoinverse as defined above is a selfadjoint operator (not necessarily bounded) because its spectral measure is supported on the real line. Furthermore, by (3.2), we also have \( σ^{1-α} \) is a positive operator.

2. Let \( ∥A∥_p \) denote the Schatten p-norm of an operator \( A \). When \( 0 < α < 1 \), we know that \( ρ^{α} \) and \( σ^{1-α} \) are bounded operators. In this case we have,

\[ \text{Tr} ρ^{α/2}σ^{1-α}ρ^{α/2} = \text{Tr} ρ^{α}σ^{1-α} ≤ ∥ρ^{α}∥_1 ∥σ^{1-α}∥_\frac{1}{1-α} = 1. \]

Hence \( 0 ≤ D_α(ρ||σ) \) for \( 0 < α < 1. \)

3.1 Main Results

Theorem 3.3. Let \( K \) be a complex Hilbert space with \( \text{dim} K = |I| \), where \( I ⊆ \mathbb{N} \) may be a finite or infinite set. Let ρ and σ be states on \( K \) with spectral decomposition

\[ ρ = \sum_{i∈I} r_i |u_i⟩⟨u_i|, \quad r_i ≥ 0, \quad \sum_i r_i = 1, \quad \{u_i\}_i \text{ is an orthonormal basis}; \]
\[ σ = \sum_{j∈I} s_j |v_j⟩⟨v_j|, \quad s_j ≥ 0, \quad \sum_j s_j = 1, \quad \{v_j\}_j \text{ is an orthonormal basis}. \quad (3.3) \]

Let \( α ∈ (0, 1) ∪ (1, ∞) \). Then the Petz-Rényi α-relative entropy of ρ and σ is finite if and only if the following two conditions are satisfied:

1. \( u_i ∈ D(σ^{1-α}), \forall i \) such that \( r_i ≠ 0, \) which is same as

\[ \sum_j s_j^{2(1-α)} |⟨u_i|v_j⟩|^2 < ∞, \quad \forall i \text{ such that } r_i ≠ 0 \quad (3.4) \]

2. \( \sum_{i,j} r_i^{α} s_j^{1-α} |⟨u_i|v_j⟩|^2 < ∞. \)
Furthermore,

\[ D_\alpha(\rho \| \sigma) = \frac{1}{\alpha - 1} \log \sum_{i,j} r_i^\alpha s_j^{1-\alpha} |\langle u_i | v_j \rangle|^2, \]  

whenever the Condition [4] above is satisfied.

**Proof.** By Lemma 2.2 and Theorem 2.6 the operator \( \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2} \) is trace class if and only if the following two conditions are satisfied:

(i) \( u_i \in D(\sigma^{(1-\alpha)}) \), \( \forall i \) such that \( r_i \neq 0 \);

(ii) \( \int_0^\infty x \mu^{\rho,\sigma^{(1-\alpha)}}(dx) < \infty \),

where (i) ensures that the operator \( \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2} \) is well defined and (ii) provides the value of a sum determining the trace. We will show that Condition [i] above is equivalent to (3.4) and Condition [ii] above is equivalent to Condition 2 in the statement of the present theorem. To this end, let \( \xi^{\sigma^{1-\alpha}} \) denote the spectral measure corresponding to the operator \( \sigma^{1-\alpha} \). Then

\[ \xi^{\sigma^{1-\alpha}} \{ s_j^{1-\alpha} \} = \sum_{\{ r \in \mathbb{Z} | s_j = r \}} |v_r \rangle \langle v_r |. \]  

Now by spectral theory, for \( i \) such that \( r_i \neq 0 \) in Condition [i]

\[ u_i \in D(\sigma^{(1-\alpha)}) \]

\[ \iff \int_0^\infty |x|^2 \langle u_i | \xi^{\sigma^{1-\alpha}}(dx) | u_i \rangle < \infty \]

\[ \iff \sum_j |s_j|^{2(1-\alpha)} \langle u_i | \xi^{\sigma^{1-\alpha}} \{ s_j \} | u_i \rangle < \infty \]

\[ \iff \sum_j |s_j|^{2(1-\alpha)} \langle u_i | \left( \sum_{\{ r \in \mathbb{Z} | s_j = r \}} |v_r \rangle \langle v_r | \right) | u_i \rangle < \infty \]

\[ \iff \sum_j \sum_{\{ r \in \mathbb{Z} | s_j = r \}} |s_j|^{2(1-\alpha)} \langle u_i | (|v_r \rangle \langle v_r |) | u_i \rangle < \infty \]

\[ \iff \sum_j \sum_{\{ r \in \mathbb{Z} | s_j = r \}} |s_j|^{2(1-\alpha)} |\langle u_i | v_r \rangle|^2 < \infty \]

\[ \iff \sum_j |s_j|^{2(1-\alpha)} |\langle u_i | v_j \rangle|^2 < \infty \]

which proves (3.4). Now a similar computation as above using (2.6), (2.4) and the fact that \( \mu^{\rho,\sigma^{(1-\alpha)}} \) is supported on the spectrum of \( \sigma^{1-\alpha} \) shows that

\[ \text{Tr} \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2} = \int_0^\infty x \mu^{\rho,\sigma^{(1-\alpha)}}(dx) \]

\[ = \sum_j s_j^{1-\alpha} \sum_i r_i\langle u_i | \xi^{\sigma^{1-\alpha}} \{ s_j^{1-\alpha} \} | u_i \rangle \]

\[ = \sum_{i,j} r_i^{\alpha} s_j^{1-\alpha} |\langle u_i | v_j \rangle|^2. \]

Thus Condition [ii] is same as Condition 2 and also (3.5) is proved. \( \square \)
Remarks 3.4.  1. It may be noted that the Condition 1 merely states that the operator \( \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2} \) is well defined. Hence the Condition 2 is the only condition necessary and sufficient for the finiteness of the Petz-Rényi \( \alpha \)-relative entropy between two states \( \rho \) and \( \sigma \), if we already know that the operator \( \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2} \) is well defined.

2. In our definition of Petz-Rényi relative entropy between \( \rho \) and \( \sigma \) the finiteness of \( D_\alpha(\rho||\sigma) \) implies (by Lemma 2.2) that the operator \( \rho^{\alpha/2} \sigma^{1-\alpha} \rho^{\alpha/2} \) is a bounded operator. In Chapter 2 of Mathematical Foundations of Quantum Mechanics [18], John von Neumann defines the trace of the product of two unbounded positive operators \( A, B \), which we denote as \( \text{vN-Tr}\{AB\} \), by

\[
\text{vN-Tr}\{AB\} = \sum_j \left\| \sqrt{A} \sqrt{B} u_j \right\|^2 = \sum_j \left\| \sqrt{A} \sqrt{B} v_j \right\|^2.
\]  

(3.7)

where \( \{u_j\} \) is an orthonormal basis of the Hilbert space contained in the domain of \( B \). Then the sum on the right side of (3.7) is independent of the choice of basis. We can define

\[
\text{vN-D}_\alpha(\rho||\sigma) := \frac{1}{\alpha - 1} \log \left( \text{vN-Tr}\{\rho^{\alpha} \sigma^{(1-\alpha)}\} \right).
\]

Now we compute the \( \text{vN-Tr}\{\rho^{\alpha} \sigma^{(1-\alpha)}\} \) using an orthonormal basis consisting of eigenvectors of \( \sigma \) as in Theorem 3.3,

\[
\text{vN-Tr}\{\rho^{\alpha} \sigma^{(1-\alpha)}\} = \sum_j \left\| \rho^{\alpha/2} \sigma^{(1-\alpha)/2} v_j \right\|^2
= \sum_j s_j^{1-\alpha} \left\| \rho^{\alpha/2} v_j \right\|^2
= \sum_j s_j^{1-\alpha} \langle v_j | \rho^{\alpha} | v_j \rangle
= \sum_j s_j^{1-\alpha} \langle v_j | \left( \sum_i r_i^\alpha |u_i\rangle \langle u_i| \right) | v_j \rangle
= \sum_{i,j} r_i^\alpha s_j^{1-\alpha} |\langle u_i|v_j \rangle|^2.
\]  

(3.8)

Thus the formula (3.5) for the relative entropy remains the same in this case also.

Since \( \rho^{\alpha} \sigma^{(1-\alpha)} \) is a densely defined operator, we do not require Condition 1 of Theorem 3.3 to hold in this case. The definition of trace according to von Neumann has the property, \( \text{vN-Tr} AB = \text{vN-Tr} BA \), whenever \( AB \) and \( BA \) are well-defined.

It is not clear to us (from the book [18]) whether von Neumann wants to define the trace only when \( AB \) and \( BA \) both are well defined or not. Nevertheless, we have \( \text{vN-Tr} \rho^{\alpha} \sigma^{1-\alpha} = \text{vN-Tr} \sigma^{1-\alpha} \rho^{\alpha} \) whenever the latter is well-defined, but in this case Condition 1 in Theorem 3.3 is needed. For example, if \( \alpha > 1 \) and \( \sigma \) is any state, then \( \sigma^{1-\alpha} \) is an unbounded operator. Let \( u \in K \) be such that \( u \notin D(\sigma^{1-\alpha}) \) and choose \( \rho = |u\rangle \langle u| \). In this case \( \sigma^{1-\alpha} \rho^{\alpha} \) is not well defined.

Now we prove one of the major results in this article. The reader is referred to Appendix A.1 for the basic definitions and properties related to the classical Petz-Rényi divergence.
Theorem 3.5 (Petz-Rényi relative entropy reduces to Rényi relative divergence). Let $\mathcal{K}$ be a complex Hilbert space with $\dim \mathcal{K} = |\mathcal{I}|$, where $\mathcal{I} = \{1, 2, \ldots, n\}$ or $\mathcal{I} = \mathbb{N}$. Let $\rho$ and $\sigma$ be as in $\text{(3.3)}$. Define $P$ and $Q$ on $\mathcal{I} \times \mathcal{I}$ such that

$$
P(i, j) = p_{ij} = r_i |\langle u_i | v_j \rangle|^2, \quad Q(i, j) = q_{ij} = s_j |\langle u_i | v_j \rangle|^2, \quad \forall (i, j) \in \mathcal{I} \times \mathcal{I}. \quad (3.9)$$

Then $P$ and $Q$ are probability measures on $\mathcal{I} \times \mathcal{I}$ such that

$$
D_\alpha(\rho || \sigma) = D_\alpha(P || Q), \quad \forall \alpha \in (0, 1) \cup (1, \infty), \quad (3.10)
$$

where the $D_\alpha$ on the left side of the equation above denotes the Petz-Rényi relative entropy of quantum states $\rho$ and $\sigma$, and that on the right side is the classical Rényi relative divergence of probability distributions $P$ and $Q$.

Proof. Since $\{u_i \}$ and $\{v_j \}$ are orthonormal bases,

$$
\sum_{i, j} p_{ij} = \sum_i r_i \sum_j |\langle u_i | v_j \rangle|^2 = \sum_i r_i = 1.
$$

Similarly, $\sum_{i, j} q_{ij} = 1$. Hence $P$ and $Q$ are probability distributions on $\mathcal{I} \times \mathcal{I}$. Let $\mu$ be the counting measure on $\mathcal{I} \times \mathcal{I}$, then clearly $P \ll \mu$, $Q \ll \mu$,

$$
\frac{dP}{d\mu}(i, j) = p_{ij}, \quad \text{and} \quad \frac{dQ}{d\mu}(i, j) = q_{ij},
$$

where $\frac{dP}{d\mu}$ and $\frac{dQ}{d\mu}$ are the respective Radon-Nikodym derivatives. Now by Definition A.1 and equation (3.5) in Theorem 3.3 for $\alpha \in (0, 1) \cup (1, \infty)$ the Rényi divergence of $P$ from $Q$ is given by

$$
D_\alpha(P || Q) = \frac{1}{\alpha - 1} \log \int_{\mathcal{I} \times \mathcal{I}} \left( \frac{dP}{d\mu} \right)^\alpha \left( \frac{dQ}{d\mu} \right)^{1-\alpha} d\mu
$$

$$
= \frac{1}{\alpha - 1} \log \sum_{i, j} (r_i |\langle u_i | v_j \rangle|^2)^\alpha (s_j |\langle u_i | v_j \rangle|^2)^{1-\alpha}
$$

$$
= \frac{1}{\alpha - 1} \log \sum_{i, j} r_i^\alpha s_j^{1-\alpha} |\langle u_i | v_j \rangle|^2
$$

$$
= D_\alpha(\rho || \sigma),
$$

where for $\alpha > 1$, we adopt the conventions $0^{1-\alpha} = \infty$ and $0 \cdot \infty = 0$ as in Definition A.1.

Remark 3.6. In the setting of Theorem 3.5 and its proof, for $i, j \in \mathcal{I}$ define $A_{ij} = \langle u_i | v_j \rangle |u_i\rangle \langle v_j |$. Then $\sum_{i, j} A_{ij} A_{ij}^\dagger = I = \sum_{i, j} A_{ij}^\dagger A_{ij}$. Hence both $\{A_{ij} A_{ij}^\dagger \}$ and $\{A_{ij}^\dagger A_{ij} \}$ are POVM’s. Furthermore, it may be noted that $p_{ij} = \text{Tr} \rho A_{ij} A_{ij}^\dagger$ and $q_{ij} = \text{Tr} \sigma A_{ij}^\dagger A_{ij}$. Thus the probability measures $P$ and $Q$ in the previous theorem are precisely those measures that are obtained by measuring $\rho$ and $\sigma$, respectively in $\{A_{ij} A_{ij}^\dagger \}$ and $\{A_{ij}^\dagger A_{ij} \}$.

Now we prove a lemma and two propositions which describe some relationships between the pairs $(\rho, \sigma)$ and $(P, Q)$ described in (3.3) and (3.9).
Let \( \rho \) and \( \sigma \) be as in (3.3). Then \( \text{Supp} \rho \subseteq \text{Supp} \sigma \) if and only if \( s_j = 0 \) for some \( j \) implies that for every \( i \) at least one of the two quantities \( \{ \langle u_i | v_j \rangle, r_i \} \) is equal to zero.

Proof. (\( \Rightarrow \)) Assume \( \text{Supp} \rho \subseteq \text{Supp} \sigma \). The assumption that \( s_j = 0 \) implies that \( v_j \in \text{Ker} \sigma \). Now the condition \( \langle u_i | v_j \rangle \neq 0 \) implies that \( u_i \notin (\text{Ker} \sigma)^\perp = \text{Supp} \sigma \). Since \( \text{Supp} \sigma \supseteq \text{Supp} \rho \) and \( u_i \) is an eigenvector of \( \rho \) we see that

\[
\langle R \rangle = \text{Supp} \rho \Rightarrow u_i \in \text{Ker} \rho \Rightarrow r_i = 0.
\]

(\( \Leftarrow \)) We will prove that \( \text{Ker} \sigma \subseteq \text{Ker} \rho \). It is enough to prove that every \( v_j \) for which \( s_j = 0 \) belong to \( \text{Ker} \rho \). Fix such \( j \) such that \( s_j = 0 \), by our assumption, \( \langle u_i | v_j \rangle = 0 \) for all \( i \) such that \( r_i \neq 0 \) and hence \( \sum_{i(r_i \neq 0)} \langle u_i | v_j \rangle |u_i\rangle = 0 \). This means that the projection of \( v_j \) to \( \text{Supp} \rho \) is the vector is the zero vector which means that \( v_j \in \text{Ker} \rho \).

Proposition 3.8. Let \( \rho \) and \( \sigma \) be as in (3.3) and let \( P \) and \( Q \) be as in (3.9) then

\[
P = Q \iff \rho = \sigma.
\]

Proof. Clearly, if \( \rho = \sigma \) then \( P = Q \). Now assume \( P = Q \). By definition

\[
P = Q \Rightarrow r_i |\langle u_i | v_j \rangle|^2 = s_j |\langle u_i | v_j \rangle|^2, \quad \forall i, j.
\]

Therefore, \( s_j = 0 \) for some \( j \) implies that for every \( i \) at least one of the two quantities \( \{ \langle u_i | v_j \rangle, r_i \} \) is equal to zero. Now by Lemma 3.7, \( \text{Supp} \rho \subseteq \text{Supp} \sigma \). Also \( \text{Supp} \sigma \subseteq \text{Supp} \rho \) by symmetry of the situation. Hence we have

\[
\text{Supp} \rho = \text{Supp} \sigma.
\]

Therefore, \( \text{Ker} \rho = \text{Ker} \sigma \). To prove that \( \rho = \sigma \), we will prove that the nonzero eigenvalues and corresponding eigenspaces of \( \rho \) and \( \sigma \) are same. Now fix \( i_0 \in \mathcal{I} \) such that \( r_{i_0} \neq 0 \). If \( r_{i_0} \neq s_j \) for all \( j \), the second equality in (3.11) shows that \( \langle u_{i_0} | v_j \rangle = 0 \) for all \( j \) such that \( s_j \neq 0 \). But this is impossible because \( \{ v_j | s_j \neq 0 \} \) is an orthonormal basis for \( \text{Supp} \sigma \) and \( 0 \neq u_{i_0} \in \text{Supp} \sigma \). Therefore, for each \( i_0 \) \( \in \mathcal{I} \) such that \( r_{i_0} \neq 0 \), there exists \( j_0 \in \mathcal{I} \) such that \( r_{i_0} = s_{j_0} \). Hence \( \text{sp}(\rho) \subseteq \text{sp}(\sigma) \). A similar argument shows that \( \text{sp}(\sigma) \subseteq \text{sp}(\rho) \). Thus we have

\[
\text{sp}(\rho) = \text{sp}(\sigma).
\]

Fix \( i_0 \) and \( j_0 \) such that \( r_{i_0} = s_{j_0} \). Let \( R_{i_0} \) denote the eigenspace of \( \rho \) corresponding to the eigenvalue \( r_{i_0} \) and \( S_{j_0} \) denote the eigenspace of \( \sigma \) corresponding to the eigenvalue \( s_{j_0} \). We will show that \( R_{i_0} = S_{j_0} \), which will complete the proof since \( r_{i_0} \) is an arbitrary non zero eigenvalue. It is enough to show the following two claims:

1. If \( r_i = r_{i_0} \) for some \( i \) then \( u_i \perp v_j \) for all \( j \in \mathcal{I} \) with \( s_j \neq s_{j_0} \);
2. If \( s_j = s_{j_0} \) for some \( j \) then \( v_j \perp u_i \) for all \( i \in \mathcal{I} \) with \( r_i \neq r_{i_0} \).

Proof of both the claims above are similar so we will prove only. Fix \( i \) such that \( r_i = r_{i_0} \) and \( j \) such that \( s_j \neq s_{j_0} \). Since \( r_{i_0} = s_{j_0} \), we have \( r_i \neq s_j \). Thus by our assumption \( \langle u_i | v_j \rangle = 0 \), which proves \( \square \)

Proposition 3.9. Let \( \rho \) and \( \sigma \) be as in (3.3) and let \( P \) and \( Q \) be as in (3.9), then

\[
\text{Supp} \rho \subseteq \text{Supp} \sigma \iff P \ll Q.
\]
Proof. Assume $P \ll Q$, we have

$P \ll Q \iff \exists (i, j) \in \mathcal{I} \times \mathcal{I}$ such that $\langle u_i | v_j \rangle \neq 0, s_j = 0, r_i \neq 0$
$\iff \exists (i, j) \in \mathcal{I} \times \mathcal{I}$ such that $\langle u_i | v_j \rangle \neq 0, v_j \in \text{Ker} \sigma, u_i \in \text{Supp} \rho$
$\iff \exists i \in \mathcal{I}$ such that $u_i \in \text{Supp} \rho, u_i \not\in (\text{Ker} \sigma)^\perp$
$\iff \exists i \in \mathcal{I}$ such that $u_i \in \text{Supp} \rho, u_i \not\in \text{Supp} \sigma$
$\iff \text{Supp} \rho \not\subseteq \text{Supp} \sigma$

\[ \square \]

### 3.1.1 The Limiting Cases

The definition of Petz-Rényi $\alpha$-relative entropy excludes the values 0, 1 and $\infty$ of $\alpha$. Nevertheless, we can give meaning to the entropic quantities corresponding to these values of $\alpha$ and they are important in applications too [8, 11, 14]. In this section, we study the limits at 0 and $\infty$ of $D_\alpha(\cdot || \cdot)$. The case $\alpha = 1$ is requires more analysis and we discuss that in detail in Section 3.1.2. First we prove that the Petz-Rényi $\alpha$-relative entropy is nondecreasing in $\alpha$, which will help us to extend the definition of $D_\alpha$ to the values 0, 1 and $\infty$.

**Theorem 3.10.** For $\alpha \in (0, 1) \cup (1, \infty)$ the Petz-Rényi entropy, $D_\alpha(\rho || \sigma)$ is nondecreasing in $\alpha$.

**Proof.** This is an easy consequence of Theorem 3.5 and Theorem A.4. \[ \square \]

Theorem 3.10 enables us to extend the definition of $D_\alpha(\rho || \sigma)$ to the values $\alpha = 0, 1$ and $\infty$ as in the following definition.

**Definition 3.11.** The Petz-Rényi relative entropies of orders 0, 1 and $\infty$ are defined as

\[
D_0(\rho || \sigma) = \lim_{\alpha \downarrow 0} D_\alpha(\rho || \sigma),
\]

\[
D_1(\rho || \sigma) = \lim_{\alpha \uparrow 1} D_\alpha(\rho || \sigma),
\]

\[
D_\infty(\rho || \sigma) = \lim_{\alpha \uparrow \infty} D_\alpha(\rho || \sigma).
\]

With the definition above, we have the following corollary.

**Corollary 3.12.** For $\alpha \in [0, \infty]$, the function $\alpha \mapsto D_\alpha(\rho || \sigma)$ is nondecreasing and thus

\[
D_0(\rho || \sigma) \leq D_\alpha(\rho || \sigma) \leq D_\infty(\rho || \sigma), \quad \forall \alpha \geq 0.
\]

**Remark 3.13.** Following the notations used in [8], the quantity $D_0(\rho || \sigma)$ may also be written as $D_{\min}(\rho || \sigma)$.

If $\rho = \sum_i r_i | u_i \rangle \langle u_i |$ is a spectral decomposition of $\rho$, where $\{u_i\}$ is an orthonormal basis of $\mathcal{K}$, then

\[
\text{Supp} \rho = \overline{\text{span}} \{ u_i | r_i \neq 0 \}.
\]

In [8], Datta observes in the finite dimensional setting that,

\[
D_0(\rho || \sigma) = - \log \text{Tr} \Pi_{\rho} \sigma,
\]

\[ \text{Eq. (3.12)} \]

\[ \text{Eq. (3.13)} \]
where $\Pi_\rho$ is the projection onto the support of $\rho$, i.e., by keeping the notations of Theorem 3.3,

$$\Pi_\rho = \text{Projection onto the span}\{u_i \mid r_i \neq 0\}.$$  

In the finite dimensions, this result follows from our formula (3.5) as well, because we have

$$D_0(\rho||\sigma) = \lim_{\alpha \to 0} \frac{1}{\alpha - 1} \log \sum_{i,j} r_i^\alpha s_j^{1-\alpha} |\langle u_i|v_j \rangle|^2$$

$$= - \log \sum_{\{i,j \mid r_i \neq 0\}} s_j |\langle u_i|v_j \rangle|^2$$

$$= - \log \text{Tr} \sum_{\{i \mid r_i \neq 0\}} |u_i\rangle \langle u_i| \sum_j s_j |v_j \rangle \langle v_j|$$

$$= - \log \text{Tr} \Pi_\rho \sigma. \quad (3.14)$$

Now we prove (3.13) in the infinite dimensional situation. A priori, the computation in (3.14) cannot go through in infinite dimensions because we need a limit theorem to pass the limit through the infinite sum. Nevertheless, Theorem A.5 helps us to prove the desired result and the following proof works in both finite and infinite dimensional setting.

**Theorem 3.14.** The Petz-Rényi relative entropy satisfies,

$$D_0(\rho||\sigma) = - \log \text{Tr} \Pi_\rho \sigma, \quad (3.15)$$

where $\Pi_\rho$ is the projection onto $\text{Supp}\rho$.

**Proof.** Keeping the notations of Theorem 3.3 we have by Theorems 3.5 and A.5

$$D_0(\rho||\sigma) = - \log (Q(\{p_{ij} > 0\}))$$

$$= \sum_{\{i,j \mid r_i > 0, \{u_i|v_j \rangle \neq 0\}} s_j |\langle u_i|v_j \rangle|^2$$

$$= - \log \sum_{\{i,j \mid r_i \neq 0\}} s_j |\langle u_i|v_j \rangle|^2$$

$$= - \log \text{Tr} \sum_{\{i \mid r_i \neq 0\}} |u_i\rangle \langle u_i| \sum_j s_j |v_j \rangle \langle v_j|$$

$$= - \log \text{Tr} \Pi_\rho \sigma. \quad \square$$

**Remark 3.15.** On a related note, it may be recalled that a sandwiched Rényi relative entropy, $\tilde{D}_\alpha$ was introduced by Müller-Lennert et al. in [11]. Furthermore, Datta and Leditzky in their Theorem 1 of [14] proved that

$$\lim_{\alpha \to 0} \tilde{D}_\alpha = D_0(\rho||\sigma),$$

whenever $\text{Supp}\rho = \text{Supp}\sigma$.

**Theorem 3.16.** Let $\rho$ and $\sigma$ be as in (3.3). Then

$$D_\infty(\rho||\sigma) = \log \sup \left\{ \frac{r_i}{s_j} : \langle u_i|v_j \rangle \neq 0 \right\}, \quad (3.16)$$

with the conventions that $0/0 = 0$ and $x/0 = \infty$ if $x > 0$. 
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Proof. Let $P$ and $Q$ be as in (3.9). By the definition of $D_\infty(\rho||\sigma)$ and Theorem 3.5, we have

$$D_\infty(\rho||\sigma) = \lim_{a \to \infty} D_a(\rho||\sigma) = \lim_{a \to \infty} D_a(P||Q) = D_\infty(P||Q)$$

But by equation (A.8),

$$D_\infty(P||Q) = \log \sup_{(i,j) \in I \times I} \frac{r_i}{s_j} = \log \sup \left\{ \frac{r_i}{s_j} : \langle u_i | v_j \rangle \neq 0 \right\}$$

with the conventions that $0/0 = 0$ and $x/0 = \infty$ if $x > 0$.

In the following Corollary, we remove the condition $\langle u_i | v_j \rangle \neq 0$ from the formula for $D_\infty(\rho||\sigma)$ obtained in the previous theorem. But this will result in imposing an extra condition on the $\rho$ and $\sigma$.

**Corollary 3.17.** Let $\rho$ and $\sigma$ be as in (3.3). Assume further that $\langle u_i | v_j \rangle = 0$ for some $(i, j)$ $\Rightarrow r_i = 0$,

then

$$D_\infty(\rho||\sigma) = \begin{cases} 
\log \|\rho\|\|\sigma^{-1}\|, & \text{when } \dim \mathcal{K} < \infty; \\
\infty, & \text{when } \dim \mathcal{K} = \infty,
\end{cases}$$

(3.18)

where $\|\cdot\|$ denotes the operator norm, $\|\sigma^{-1}\|$ is defined to be infinity if $\sigma$ is not invertible, and $\log \infty := \infty$.

**Proof.** Notice that in Equation (3.16) we can remove the restriction $\langle u_i | v_j \rangle \neq 0$, since when $\langle u_i | v_j \rangle = 0$, then by the hypothesis (3.17), the fraction $\frac{r_i}{s_j}$ is equal to 0 and it does not contribute to the $\sup_{(i,j) \in I \times I} \frac{r_i}{s_j}$. Now

$$D_\infty(\rho||\sigma) = \log \sup_{(i,j) \in I \times I} \frac{r_i}{s_j}.$$ 

Note that if $\dim \mathcal{K} = \infty$ then $s_j = 0$ for some $j$ or there is a subsequence of $s_j$’s which converges to zero. In both cases we get $\log \sup_{(i,j) \in I \times I} \frac{r_i}{s_j} = \infty$. On the other hand, if
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\[ \dim \mathcal{K} < \infty \text{ we have} \]
\[ D_\infty(\rho \| \sigma) = \log \sup_{(i,j) \in I \times I} \frac{r_i}{s_j} \]
\[ = \sup_{(i,j) \in I \times I} \log \left( \frac{r_i}{s_j} \right) \]
\[ = \sup_{(i,j) \in I \times I} \left( \log r_i + \log s_j^{-1} \right) \]
\[ = \sup \{ \log r_i \} + \sup \{ \log s_j^{-1} \} \]
\[ = \log \left( \sup \{ r_i \} \right) + \log \left( \sup \{ s_j^{-1} \} \right) \]
\[ = \log \| \rho \| + \log \| \sigma^{-1} \| \]
\[ = \log \| \rho \| \| \sigma^{-1} \|. \]

\[ \square \]

**Remark 3.18.** Recall the definition of \( D_{\max}(\rho \| \sigma) \) from equation (7) in [8],
\[ D_{\max}(\rho \| \sigma) := \log \| \sigma^{-1/2} \rho \sigma^{-1/2} \|, \]
whenever \( \text{Supp} \rho \subseteq \text{Supp} \sigma \). When \( \text{Supp} \rho \subseteq \text{Supp} \sigma \), the equation (31) of [8] notes that
\[ D_{\max}(\rho \| \sigma) \leq \log \sup \{ \log s_j^{-1} \}. \] (3.19)

Let \( \text{sp}(A) \) denote the spectrum of an operator \( A \). Note that
\[ \| \sigma^{-1/2} \rho \sigma^{-1/2} \| = \sup \text{sp}(\sigma^{-1/2} \rho \sigma^{-1/2}) = \sup \text{sp}(\rho \sigma^{-1}) \leq \| \rho \| \| \sigma^{-1} \|. \]
Therefore, when (3.17) is satisfied and \( \sigma \) is invertible, Corollary 3.17 shows that
\[ D_{\max}(\rho \| \sigma) := \log \| \sigma^{-1/2} \rho \sigma^{-1/2} \| \leq \log \| \rho \| \| \sigma^{-1} \| = \log \| \rho \| + \log \| \sigma^{-1} \| \]
\[ \leq \log \| \sigma^{-1} \| = \log \sup \left\{ \frac{1}{s_j} : s_j \neq 0 \right\}. \] (3.20)

Thus equation (3.20) above improves (3.19) under the extra assumption (3.17) and \( \sigma \) is invertible.

Next example shows that the expressions in Theorem 3.16 and Corollary 3.17 for \( D_\infty(\rho \| \sigma) \) are different in general.

**Example 3.19.** Let \( \dim \mathcal{K} = 2 \) and let \( \{ u_1, u_2 \} \) be any orthonormal basis of \( \mathcal{K} \). Let
\[ \rho = \sigma = \frac{2}{3} |u_1 \rangle \langle u_1| + \frac{1}{3} |u_2 \rangle \langle u_2|. \]

Then \( r_1 = s_1 = 2/3, r_2 = s_2 = 1/3 \) and
\[ \left\{ \frac{r_i}{s_j} : \langle u_i | v_j \rangle \neq 0 \right\} = \{1\}, \quad \left\{ \frac{r_i}{s_j} : r_i \neq 0 \right\} = \{2, 1\}. \]

Hence
\[ \log \sup_{(i,j) \in I \times I} \frac{r_i}{s_j} = \log 2 = 1 > 0 = \log \sup \left\{ \frac{r_i}{s_j} : \langle u_i | v_j \rangle \neq 0 \right\}. \]
3.1.2 von Neumann Relative Entropy

In this section, we discuss the limiting case $D_1(\rho||\sigma)$ for the Petz-Rényi $\alpha$-relative entropy. Theorem [3.21] shows that this limit is the von Neumann entropy. The result is straightforward in the finite dimensional setting. But the infinite dimensional situation is a bit tricky because of reasons we shall see below. One definition of the von Neumann entropy in the infinite dimensional setting is Araki’s definition [4, 5] for general semifinite von Neumann Algebra, using the heavy machinery of relative modular operator. To avoid this, we will show that it makes sense to define the von Neumann entropy as $D_1(\rho||\sigma)$ itself when $K$ is infinite dimensional. We begin with the definition of von Neumann relative entropy in the finite dimensional setting.

In the finite dimensional situation, the von Neumann relative entropy $D(\rho||\sigma)$ of two states $\rho$ and $\sigma$ are defined as

$$D(\rho||\sigma) = \begin{cases} \text{Tr} \rho (\log \rho - \log \sigma), & \text{when Supp } \rho \subseteq \text{Supp } \sigma; \\ \infty, & \text{otherwise}. \end{cases}$$

Let $\dim K = n < \infty$, and let $\rho = \sum_{i=1}^{n} r_i |u_i\rangle \langle u_i|$, $\sigma = \sum_{j=1}^{n} s_j |v_j\rangle \langle v_j|$, where $\{u_i\}_{i=1}^{n}$, $\{v_j\}_{j=1}^{n}$ are orthonormal bases of $K$. The operators $\log \rho$ and $\log \sigma$ have to be appropriately understood when $\rho$ and $\sigma$ have a non-trivial kernel. We may define

$$\log \rho = \sum_{r_i \neq 0} \log r_i |u_i\rangle \langle u_i| \text{ on } \text{Supp } \rho$$

and

$$\log \sigma = \sum_{s_j \neq 0} \log s_j |v_j\rangle \langle v_j| \text{ on } \text{Supp } \sigma. \quad (3.21)$$

Under the assumption $\text{Supp } \rho \subseteq \text{Supp } \sigma$, the operator $(\log \rho - \log \sigma)$ is well defined on $\text{Supp } \rho$. Now we describe another way to make sense of the definition of the von Neumann entropy. With the convention $0 \cdot \infty = 0$, the operator $\rho \log \rho$ can be defined as

$$\rho \log \rho = \sum_{j=1}^{n} r_i \log r_i |u_i\rangle \langle u_i|.$$  

Also, $\rho \log \sigma$ can be defined as

$$\rho \log \sigma = \sum_{i,j=1}^{n} r_i \log s_j |u_i\rangle \langle u_i| |v_j\rangle \langle v_j|, \quad \text{whenever } \text{Supp } \rho \subseteq \text{Supp } \sigma, \quad (3.22)$$

because of Lemma [3.7].

We wish to set up a definition of $D(\rho||\sigma)$ which works well both in the finite and infinite dimensional setting. To this end, we first define the operator $-\log \sigma$ on a dense subspace of $\text{Supp } \sigma$ by the spectral decomposition

$$-\log \sigma = \sum_{\{j \in \mathbb{Z} | s_j \neq 0\}} -\log s_j |v_j\rangle \langle v_j|, \quad (3.23)$$

where $v_j$ is considered as an element of the Hilbert space $\text{Supp } \sigma$. Note that, by the spectral theorem the domain of $-\log \sigma$ is given by

$$D(-\log \sigma) = \{ v \in \text{Supp } \sigma | \sum_{\{j \in \mathbb{Z} | s_j \neq 0\}} |\log s_j|^2 |\langle v|v_j\rangle|^2 < \infty \} \subseteq \text{Supp } \sigma. \quad (3.24)$$
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It is easy to see that \( \text{span}\{v_j : s_j \neq 0\} \subseteq D(-\log \sigma) \). Now \((-\log \sigma)\) is a positive (selfadjoint) operator on \(D(-\log \sigma) \subseteq \text{Supp} \sigma \). A similar definition applies to \(\log \rho\) also, and \(\log \rho\) defined on \(D(\log \rho) \subseteq \text{Supp} \rho \) is a selfadjoint operator with spectrum on the negative half of the real line. It may be observed that \(\log \rho \) (or \(-\log \sigma\)) as defined above is bounded if and only if \(\rho \) (or \(\sigma\)) has only a finite number of nonzero eigenvalues.

**Example 3.20** \((\text{Supp} \rho \subseteq \text{Supp} \sigma, \) but the operator \((\log \rho - \log \sigma)\) does not make sense and \(\rho^{1/2}(-\log \sigma)\rho^{1/2}\) is not densely defined). Let \(\{v_j\}_{j=1}^{\infty}\) be an orthonormal basis of \(K\). Take

\[
\sigma = \sum_{j=1}^{\infty} 2^{-j} |v_j\rangle\langle v_j|
\]

\[
\rho = |u_1\rangle\langle u_1|, \quad \text{where } u_1 = \left( \sum_{j=1}^{\infty} \frac{1}{j^2} \right)^{1/2} \sum_{j=1}^{\infty} \frac{1}{j} |v_j\rangle.
\]

Then \(\text{Supp} \sigma = K\) and the condition \(\text{Supp} \rho \subseteq \text{Supp} \sigma\) is trivially satisfied. Note that

\[
\sum_{j=1}^{\infty} \left| \log 2^{-j} \right|^2 |\langle u_1|v_j\rangle|^2 = \left( \sum_{j=1}^{\infty} \frac{1}{j^2} \right)^{-1/2} \sum_{j=1}^{\infty} \frac{1}{j^2} = \infty,
\]

so by \((3.24)\), \(u_1 \notin D(-\log \sigma)\). But for any \(v \in K\) with \(v \neq 0\), \(\rho^{1/2}v = \langle u_1|v\rangle u_1\) and hence \(\rho^{1/2}v \in D(-\log \sigma)\) if and only if \(v \in \ker \rho\). Therefore,

1. \(D(\rho^{1/2}(-\log \sigma)\rho^{1/2}) = \ker \rho\) and hence it is not densely defined;
2. \(\log \rho\) is defined only on \(\text{span}\{u_1\}\) and \(\log \rho = 0\) on \(\text{span}\{u_1\}\);
3. \(D(\log \rho - \log \sigma) = \{0\}\);
4. \(\rho^{1/2}(-\log \sigma)\rho^{1/2} = 0\) on \(\ker \rho\) and \(\rho^{1/2}(-\log \rho)\rho^{1/2} = 0\).

Thus we have

\[
\text{Tr} \rho^{1/2}(-\log \sigma)\rho^{1/2} - \text{Tr} \rho^{1/2}(-\log \rho)\rho^{1/2} = 0. \quad (3.25)
\]

Let \(K\) be a finite or infinite dimensional Hilbert space. Let \(\rho\) and \(\sigma\) be as in \((3.3)\). Assume that

\[
\text{span}\{u_i : r_i \neq 0\} \subseteq \text{span}\{v_j : s_j \neq 0\}.
\]

Now by the first half of Theorem 2.6 \(\rho^{1/2}(-\log \sigma)\rho^{1/2}\) first defined on the dense domain \(\text{span}\{u_i\}_{i \in I}\) extends as a positive (selfadjoint) operator on a dense domain in \(K\). Next theorem shows that our definition of the von-Neumann entropy coincides with the standard definition of the same in the finite dimensional setting, and also generalizes nicely to the infinite dimensional setting, whenever the quantities involved do make sense.
Theorem 3.21. Let $\rho$ and $\sigma$ be as in (3.2). Then

$$\lim_{\alpha \uparrow 1} D_\alpha(\rho||\sigma) = \begin{cases} 
\text{Tr} \rho^{1/2}(\log \rho - \log \sigma)\rho^{1/2} - \text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2}, & \text{when } (3.26) \text{ is satisfied and at least one of the quantities } \\
\text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2} \text{ or } \text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2} \text{ is finite; } \\
\infty, & \text{when } \text{Supp } \rho \subseteq \text{Supp } \sigma. 
\end{cases}$$

(3.27)

In particular, if $\dim K < \infty$, then

$$\lim_{\alpha \uparrow 1} D_\alpha(\rho||\sigma) = \begin{cases} 
\text{Tr} \rho(\log \rho - \log \sigma), & \text{when } \text{Supp } \rho \subseteq \text{Supp } \sigma; \\
\infty, & \text{otherwise.} 
\end{cases}$$

(3.28)

Moreover, if $D_1(\rho||\sigma) = \infty$ or there exists $\beta > 1$ such that $D_\beta(\rho||\sigma) < \infty$, then also

$$D_1(\rho||\sigma) = \lim_{\alpha \uparrow 1} D_\alpha(\rho||\sigma).$$

(3.29)

Proof. Assume first that (3.26) is satisfied. By the remarks after (3.26) the operators $\rho^{1/2}(\log \rho)\rho^{1/2}$ and $\rho^{1/2}(\log \rho)\rho^{1/2}$ are densely defined positive operators. We have

$$\text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2} = \sum_{i} \langle u_i | \rho^{1/2}(\log \rho)\rho^{1/2} | u_i \rangle 
= \sum_{i} r_i \langle u_i | (\log \rho)| u_i \rangle 
= \sum_{i} \sum_{j \neq 0} r_i (\log s_j) \langle u_i | (| v_j \rangle \langle v_j |)| u_i \rangle 
= \sum_{i} \sum_{j \neq 0} -r_i (\log s_j) |\langle u_i | v_j \rangle|^2.$$ 

By Remark 3.22, Lemma 3.7 is satisfied in our case. Now by using the convention $0 \cdot \infty = 0$, we can sum over all possible $j$'s in the last sum above and write

$$\text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2} = \sum_{i,j} -r_i (\log s_j) |\langle u_i | v_j \rangle|^2. \tag{3.30}$$

Similarly, we also have $\text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2} = \sum_{i} -r_i (\log r_i) |\langle u_i | v_j \rangle|^2$. Since $\sum_i |\langle u_i | v_j \rangle|^2 = 1$ for all $i$, we can write

$$\text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2} = \sum_{i,j} -r_i (\log r_i) |\langle u_i | v_j \rangle|^2. \tag{3.31}$$
By (3.30) and (3.31), we have

\[
\text{Tr} \, \rho^{1/2}(- \log \sigma)\rho^{1/2} - \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2} = \sum_{i,j} -r_i (\log s_j) |\langle u_i|v_j \rangle|^2 - \sum_{i,j} -r_i (\log r_i) |\langle u_i|v_j \rangle|^2
\]

\[
= \sum_{i,j} r_i (\log r_i) |\langle u_i|v_j \rangle|^2 - \sum_{i,j} r_i (\log s_j) |\langle u_i|v_j \rangle|^2.
\]

(3.32)

If at least one of the quantities \(\text{Tr} \, \rho^{1/2}(- \log \sigma)\rho^{1/2}\) or \(\text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2}\) are finite, we can combine the two summations above to write,

\[
\text{Tr} \, \rho^{1/2}(- \log \sigma)\rho^{1/2} - \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2} = \sum_{i,j} r_i (\log r_i) |\langle u_i|v_j \rangle|^2 - r_i (\log s_j) |\langle u_i|v_j \rangle|^2.
\]

By using Lemma 3.7 and the conventions \(\frac{0}{0} = 0, \frac{\infty}{0} = \infty\) if \(x > 0, 0 \cdot \infty = 0\), to get

\[
\text{Tr} \, \rho^{1/2}(- \log \sigma)\rho^{1/2} - \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2} = \sum_{i,j} r_i |\langle u_i|v_j \rangle|^2 \log \frac{r_i}{s_j}
\]

\[
= \sum_{i,j} r_i |\langle u_i|v_j \rangle|^2 \log \frac{r_i |\langle u_i|v_j \rangle|^2}{s_j |\langle u_i|v_j \rangle|^2}
\]

\[
= \text{D}(P||Q),
\]

where \(\text{D}(P||Q)\) is the Kullback-Leibler divergence of \(P\) and \(Q\), where \(P\) and \(Q\) are as in (3.39). Now by Theorem A.6 we get

\[
\text{D}_1(\rho||\sigma) = \text{D}(P||Q) = \text{Tr} \, \rho^{1/2}(- \log \sigma)\rho^{1/2} - \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2}
\]

whenever (3.20) is satisfied and at least one of the quantities \(\text{Tr} \, \rho^{1/2}(- \log \sigma)\rho^{1/2}\) or \(\text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2}\) is finite.

To prove the second equality in (3.27), assume that \(\text{Supp} \, \rho \not\subseteq \text{Supp} \, \sigma\). Then Proposition 3.9 shows that \(P \not\ll Q\), and hence by equation (A.3), and Theorem A.6 the Kullback-Leibler divergence \(\text{D}(P||Q) = \infty = \lim_{\alpha \uparrow} D_\alpha(P||Q) = \text{D}_1(\rho||\sigma)\) in this case.

Finally, equation (3.29) follows from Theorem A.6 and Remark 3.23.

\[
\text{Remark 3.22.} \text{ Note that (3.26) is same as the condition Supp} \, \rho \subseteq \text{Supp} \, \sigma \text{ when dim} \, \mathcal{K} \text{ is finite. Also, the condition (3.26) implies} \text{ Supp} \, \rho \subseteq \text{Supp} \, \sigma. \text{ Hence Lemma 3.7 holds in this case as well.}
\]

\[
\text{Example 3.23.} \text{ If} \rho \text{ is any state such that} \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2} = - \sum_{i: r_i \neq 0} r_i \log r_i = \infty, \text{ then} \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2} - \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2} = \infty - \infty. \text{ A specific example of such a state is obtained by taking} \rho = \sum_i r_i |u_i\rangle\langle u_i| \text{ where} \{u_i\} \text{ is an orthonormal basis and} r_i = \left(\sum_j \frac{1}{j(\log j)^2}\right)^{-1} \frac{1}{i(\log i)^2}.
\]

\[
\text{Example 3.23 suggests that it is impossible to define the von-Neumann entropy in the infinite dimensional setting by} \text{D}(\rho||\sigma) = \text{Tr} \, \rho^{1/2}(- \log \sigma)\rho^{1/2} - \text{Tr} \, \rho^{1/2}(- \log \rho)\rho^{1/2}, \text{ even when (3.20) is satisfied because this can lead to} \text{D}(\rho||\sigma) = \infty - \infty, \text{ in certain situations. Finally, in the light of Theorem 3.21 we propose the following definition for von Neumann relative entropy.}
\]
Definition 3.24. Define the von-Neumann relative entropy $D(\rho||\sigma)$ of two states $\rho$ and $\sigma$ by

$$D(\rho||\sigma) = D_1(\rho||\sigma) := \lim_{\alpha \uparrow 1} D_\alpha(\rho||\sigma).$$

(3.33)

Remark 3.25. Let $\rho$ and $\sigma$ be as in (3.3) and let $P$ and $Q$ be as in (3.9). By Theorem A.6 and Theorem 3.5, the von-Neumann entropy of $\rho$ and $\sigma$ is the Kullback-Leibler divergence of $P$ and $Q$, i.e., we have

$$D(\rho||\sigma) = D(P||Q).$$

(3.34)

3.1.3 Example: Araki’s Relative Entropy is different from Information Theoretic Relative Entropy when $\dim K = \infty$

In this section we discuss a counter example to Theorem 20 of [17] thus disproving that result. Consider $\rho$ and $\sigma$ as in Example 3.20. It was shown that $\text{Supp } \rho \subseteq \text{Supp } \sigma$ and

$$\text{Tr } \rho^{1/2}(\log \rho)\rho^{1/2} - \text{Tr } \rho^{1/2}(\log \sigma)\rho^{1/2} = 0.$$

We take the semifinite von Neumann algebra $B(K)$. If $\eta \in B(K)$ is a density operator i.e., $\eta \geq 0$, and $\text{Tr } \eta = 1$, then $\eta$ can be considered as a normal state $\varphi_\eta$ on the von Neumann algebra $B(K)$ via its action

$$X \mapsto \varphi_\eta(X) = \text{Tr } \eta X, \quad \forall X \in B(K).$$

We will show that Araki’s relative entropy $S(\varphi_\rho||\varphi_\sigma)$, of $\rho$ and $\sigma$ as in Example 3.20 is

$$S(\varphi_\rho||\varphi_\sigma) = \infty$$

in this case.

The definition of Araki’s relative entropy uses the notion of relative modular operator. A quick introduction to the description of relative modular operator in our setting is provided in Appendix A.2. Let $B_2(K)$ be the Hilbert space of Hilbert-Schmidt operators on $K$ with scalar product given by $\langle a|b \rangle_2 = \text{Tr } a^\dagger b$ for $a, b \in B_2(K)$. If $\rho$ and $\sigma$ are density operators on $K$ with $\text{Ker } \sigma = \{0\}$ then the relative modular operator $\Delta_{\rho,\sigma}$ can be seen as the closure of densely defined operator $X \mapsto \rho X$, $\forall X \in B(K)$ and $\Delta_{\rho,\sigma}$ is a unbounded positive selfadjoint operator on the Hilbert space $(B_2(K), \langle \cdot | \cdot \rangle_2)$ satisfying

$$\Delta_{\rho,\sigma}(X \sigma) = \rho X, \quad \forall X \in B(K).$$

(3.35)

Consider two density operators $\rho$ and $\sigma$ on $K$. When considered as normal states $\varphi_\rho$ and $\varphi_\sigma$ on the von Neumann algebra $B(K)$, let $E_{\rho,\sigma}$ denote the spectral measure associated with the relative modular operator $\Delta_{\rho,\sigma}$ of $\rho$ and $\sigma$. Araki defined the relative entropy [4, 5] of $\varphi_\rho$ and $\varphi_\sigma$ as

$$S(\varphi_\rho||\varphi_\sigma) := \begin{cases} \int_{0^+}^{\infty} \log \lambda \langle \sqrt{\rho} | E_{\rho,\sigma}(d\lambda) | \sqrt{\rho} \rangle_2, & \text{when Supp } \rho \subseteq \text{Supp } \sigma; \\ \infty, & \text{otherwise}. \end{cases}$$

(3.36)
When $\mathcal{K}$ is finite dimensional, it is well known [4, 5, 6] that

$$S(\varphi|\varphi) = \begin{cases} \text{Tr} \rho^{1/2}(\log \rho)\rho^{1/2} - \text{Tr} \rho^{1/2}(\log \sigma)\rho^{1/2}, & \text{when Supp } \rho \subseteq \text{Supp } \sigma; \\ \infty, & \text{otherwise.} \end{cases}$$

(3.37)

Recently, there have been attempts [17] to prove a similar formula as in (3.37) when $\dim \mathcal{K} = \infty$. In this section, we provide a counter example to show that (3.37) will not hold in general when $\mathcal{K}$ is infinite dimensional.

**Lemma 3.26.** Let $\rho$ and $\sigma$ be as in Example 3.20. Let $X_{1,j} = |u_1\rangle|v_j\rangle \in B_2(\mathcal{K})$, $j = 1, 2, \ldots$. Then $\{X_{1,j}\}_{j=1}^{\infty}$ is an orthonormal set in $B_2(\mathcal{K})$ and the spectral decomposition of $\Delta_{\rho,\sigma}$ is given by

$$\Delta_{\rho,\sigma} = \sum_{j=1}^{\infty} 2^j |X_{1,j}\rangle\langle X_{1,j}|,$$

(3.38)

where $|X_{1,j}\rangle\langle X_{1,j}|$ is considered as a rank one projection acting on $B_2(\mathcal{K})$.

**Proof.** Extend $\{u_1\}$ to $\{u_1, u_2, \ldots\}$ as an orthonormal basis of $\mathcal{K}$. Define

$$X_{\ell,j} = |u_\ell\rangle|v_j\rangle, \quad \forall \ell, j = 1, 2, \ldots.$$  

(3.39)

Since $\{u_\ell\}$ and $\{v_j\}$ are orthonormal bases for $\mathcal{K}$, it is easy to see that the double sequence $\{X_{\ell,j}\}_{\ell,j=1}^{\infty}$ is an orthonormal basis of $B_2(\mathcal{K})$.

To complete the proof, we will show the following:

1. $X_{\ell,j} \in D(\Delta_{\rho,\sigma})$ for all $\ell, j = 1, 2, \ldots$;
2. for $\ell \neq 1$, $X_{\ell,j} \in \text{Ker } \Delta_{\rho,\sigma}$;
3. $\Delta_{\rho,\sigma}(X_{1,j}) = 2^j X_{1,j}$ for all $j = 1, 2, \ldots$.

To prove 1, by (3.35) it is enough to prove that there exists $Y_{\ell,j} \in B(\mathcal{K})$ such that $X_{\ell,j} = Y_{\ell,j}\sigma$. Note that

$$2^j X_{\ell,j}\sigma = 2^j |u_\ell\rangle|v_j\rangle \left( \sum_{k=1}^{\infty} 2^{-k} |u_k\rangle|v_k\rangle \right) = |u_\ell\rangle|v_j\rangle = X_{\ell,j}, \quad \forall \ell, j = 1, 2, \ldots.$$  

(3.40)

Now to prove 2 and 3, note that by (3.40) and (3.35),

$$\Delta_{\rho,\sigma}(X_{\ell,j}) = \Delta_{\rho,\sigma}(2^j X_{\ell,j}\sigma) = 2^j \rho X_{\ell,j}$$

$$= 2^j |u_1\rangle|u_1\rangle|u_\ell\rangle|v_j\rangle$$

$$= \begin{cases} 2^j |u_1\rangle|v_j\rangle, & \text{if } \ell = 1 \\ 0, & \text{if } \ell \neq 1. \end{cases}$$

Thus $\Delta_{\rho,\sigma}(X_{1,j}) = 2^j X_{1,j}$ for all $j = 1, 2, \ldots$ and $\Delta_{\rho,\sigma}(X_{\ell,j}) = 0$ when $\ell \neq 1$. \qed
Corollary 3.27. Let $\rho$ and $\sigma$ be as in Example 3.20 and $X_{\ell,j}$ be as in (3.39). The spectral measure $E_{\rho,\sigma}$ of $\Delta_{\rho,\sigma}$ is supported on the set $\{0, 2, 2^2, \ldots \}$ and

$$E_{\rho,\sigma}\{0\} = \sum_{\ell=2}^{\infty} \sum_{j=1}^{\infty} |X_{\ell,j}\rangle\langle X_{\ell,j}|,$$  \hfill (3.41)

$$E_{\rho,\sigma}\{2^j\} = |X_{1,j}\rangle\langle X_{1,j}| \quad j = 1, 2, \ldots.$$  \hfill (3.42)

**Proof.** Follows easily from Lemma 3.26 and the fact that $\{X_{\ell,j}\}_{\ell,j=1}^{\infty}$ forms an orthonormal basis of $B_2(K)$. \hfill \Box

Theorem 3.28. Let $\rho$ and $\sigma$ be as in Example 3.20 then Araki’s relative entropy of $\rho$ and $\sigma$ is

$$S(\varphi_\rho||\varphi_\sigma) = \infty,$$

but

$$\operatorname{Tr} \rho^{1/2} (\log \rho)^{1/2} - \operatorname{Tr} \sigma^{1/2} (\log \sigma)^{1/2} = 0.$$

**Proof.** The second equality in the statement of the theorem is already shown in Example 3.20. To prove the first equality we will evaluate the integral in (3.36). To this end, fix $j \in \mathbb{N}$ and note that

$$\langle \sqrt{\rho}|E_{\rho,\sigma}\{2^j\}|\sqrt{\rho}\rangle_2 = \langle \sqrt{\rho}|(X_{1,j}\langle X_{1,j}|)|\sqrt{\rho}\rangle_2$$

$$= \langle \sqrt{\rho}|X_{1,j}\rangle_2 \langle X_{1,j}|\sqrt{\rho}\rangle_2$$

$$= |\langle \sqrt{\rho}|X_{1,j}\rangle_2|^2$$

$$= \operatorname{Tr} \sqrt{\rho} X_{1,j}^2.$$

Recall that $\rho = |u_1\rangle\langle u_1| = \sqrt{\rho}$ and $X_{1,j} = |u_1\rangle\langle v_j|$. Therefore,

$$\langle \sqrt{\rho}|E_{\rho,\sigma}\{2^j\}|\sqrt{\rho}\rangle_2 = |\langle u_1|v_j\rangle|^2.$$

Finally, since $u_1 = (\sum_{k=1}^{\infty} \frac{1}{k^2})^{-1/2} \sum_{k=1}^{\infty} \frac{1}{k} |v_k\rangle$, we have

$$\langle \sqrt{\rho}|E_{\rho,\sigma}\{2^j\}|\sqrt{\rho}\rangle_2 = \left(\sum_{k=1}^{\infty} \frac{1}{k^2}\right) \frac{1}{j^2}. \quad (3.43)$$

Now

$$S(\varphi_\rho||\varphi_\sigma) = \int_{0^+}^{\infty} \log \lambda \langle \sqrt{\rho}|E_{\rho,\sigma}(d\lambda)|\sqrt{\rho}\rangle_2$$

$$= \sum_{j=1}^{\infty} \log 2^j \left(\sum_{k=1}^{\infty} \frac{1}{k^2}\right) \frac{1}{j^2}$$

$$= \left(\sum_{k=1}^{\infty} \frac{1}{k^2}\right) \sum_{j=1}^{\infty} \frac{j}{j^2} = \infty,$$

which completes the proof. \hfill \Box
3.1.4 Quantum Pinsker Type Inequality

Lemma 3.29. Let $\rho$ and $\sigma$ be as in (3.3) and let $P$ and $Q$ be as in (3.9), then the total variation distance $V(P, Q)$ between $P$ and $Q$ is given by

$$V(P, Q) = \sum_{i,j} |r_i - s_j||\langle u_i|v_j \rangle|^2$$  \hspace{1cm} (3.44)

Proof. By the definition of the total variation distance as in (A.9), we have

$$V(P, Q) = \sum_{x \in \mathcal{I} \times \mathcal{I}} |P(x) - Q(x)|\mu(x) = \sum_{x \in \mathcal{I} \times \mathcal{I}} |P(x) - Q(x)|\mu(x)$$

$$= \sum_{i,j} |r_i - s_j||\langle u_i|v_j \rangle|^2,$$

which completes the proof.

Lemma 3.30. Let $\rho$ and $\sigma$ be as in (3.3), and let $P$ and $Q$ be as in (3.9), then

$$\|\rho - \sigma\|_2^2 = \sum_{i,j} (r_i - s_j)^2|\langle u_i|v_j \rangle|^2 \leq V(P, Q),$$  \hspace{1cm} (3.45)

where $\|\cdot\|_2$ denotes the Hilbert-Schmidt norm.

Proof. Note that

$$\|\rho - \sigma\|_2^2 = \text{Tr}(\rho - \sigma)^2 = \text{Tr} \rho^2 + \text{Tr} \sigma^2 - 2 \text{Tr} \rho \sigma.$$  \hspace{1cm} (3.46)

By (3.3),

$$\rho \sigma = \sum_{i,j} r_i s_j \langle u_i|v_j \rangle |u_i\rangle\langle v_j|$$

is a trace class operator. Hence

$$\text{Tr} \rho \sigma = \sum_{i,j} r_i s_j |\langle u_i|v_j \rangle|^2.$$

Along with the fact that $\text{Tr} \rho^2 = \sum_i r_i^2$ and $\text{Tr} \sigma^2 = \sum_j s_j^2$, we get from (3.46),

$$\|\rho - \sigma\|_2^2 = \sum_i r_i^2 + \sum_j s_j^2 - 2 \sum_{i,j} r_i s_j |\langle u_i|v_j \rangle|^2$$

$$= \sum_{i,j} r_i^2|\langle u_i|v_j \rangle|^2 + \sum_{i,j} s_j^2|\langle u_i|v_j \rangle|^2 - 2 \sum_{i,j} r_i s_j |\langle u_i|v_j \rangle|^2$$

$$= \sum_{i,j} (r_i - s_j)^2|\langle u_i|v_j \rangle|^2.$$

To prove the last inequality in (3.46) note that $r_i, s_j \in [0, 1]$ for all $i, j$ and thus we have

$$(r_i - s_j)^2 \leq |r_i - s_j|, \ \forall i, j.$$

Lemma 3.29 completes the proof.
Theorem 3.31 (Quantum Pinsker Type Inequality). For $\alpha \in (0, 1]$, the Petz-Rényi relative entropy satisfies the quantum Pinsker’s inequality,

$$\frac{\alpha}{2} \|\rho - \sigma\|_2^4 \leq D_\alpha(\rho\|\sigma),$$

(3.47)

where $\|\cdot\|_2$ denotes the Hilbert-Schmidt norm.

Proof. Let $\rho$ and $\sigma$ be as in (3.3) and let $P$ and $Q$ be as in (3.9). By Theorem A.16 and Theorem 3.5 we have

$$\frac{\alpha}{2} V^2(P, Q) \leq D_\alpha(P\|Q) = D_\alpha(\rho\|\sigma),$$

where $V(P, Q)$ denote the total variation distance between $P$ and $Q$. Lemma 3.30 completes the proof. \qed

Remark 3.32. The quantum Pinsker’s inequality presented above bounds the relative Petz-Rényi entropy from below by a function of the Hilbert-Schmidt norm of the difference of two quantum states. Usually, in the Pinsker’s type inequalities the relative Petz-Renyi entropy between two states on a finite dimensional Hilbert space is bounded from below by an increasing function of their von Neumann relative entropy, which in turn, is bounded from below by a function of the trace class norm of their difference (for example one may refer to equation (43) in [22]). Our inequality is weaker since we only use the Hilbert-Schmidt norm, but on the other hand, our inequality is obtained using only the classical Pinsker’s inequality on the Rényi relative entropy.

3.1.5 Continuity, Positivity, Symmetry and Concavity

We begin this section with three examples which illustrate behaviour of $D_\alpha(\rho\|\sigma)$ when $\alpha \geq 1$. These examples will help us to understand continuity points of $D_\alpha(\rho\|\sigma)$

Example 3.33 ($D_1(\rho\|\sigma) < \infty$ but $D_\alpha(\rho\|\sigma) = \infty, \forall \alpha > 1$). Let \( \{u_i\}_{i=1}^\infty \) be any orthonormal basis on $\mathcal{K}$. Take

$$\rho = \sum_{i=1}^\infty 2^{-i} |u_i\rangle \langle u_i|$$

$$\sigma = s^{-1} \sum_{j=1}^\infty 2^{-j^2} |u_j\rangle \langle u_j|,$$

where $s = \left(\sum_j 2^{-j^2}\right)^{1/2}$. In this case, keeping the notations in (3.3), and (3.9), $r_i = 2^{-i}$, $s_j = s^{-1} 2^{-j^2}$, $\langle u_i| v_j\rangle = \delta_{i,j}$, we have

$$D_1(\rho\|\sigma) = D(P\|Q) = \sum_i r_i \log \left(\frac{r_i}{s_i}\right) = \sum_i 2^{-i} \log \left(\frac{s_i^2}{s_i^2}\right)$$

$$= \sum_i 2^{-i} \log \left(s_i^2 2^{-i^2}\right) = \sum_i 2^{-i} \log s_i + \sum_i 2^{-i} \log \left(2^{-i^2}\right)$$

$$= \sum_i 2^{-i} \log s_i + \sum_i 2^{-i} (-i + i^2) < \infty.$$
On the other hand, for $\alpha > 1$,
\[
\sum_i r_i^\alpha s_i^{(1-\alpha)} = s^{-1(1-\alpha)} \sum_i 2^{-\alpha i} 2^{-(1-\alpha)i^2} = s^{-1(1-\alpha)} \sum_i 2^{(\alpha-1)i^2-\alpha i} = \infty
\]
because $(\alpha - 1) > 0$. Therefore,
\[
D_\alpha(\rho||\sigma) = D_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \sum_i r_i^\alpha s_i^{1-\alpha} = \infty.
\]

**Example 3.34** ($D_\alpha(\rho||\sigma) < \infty$ for $1 < \alpha < 2$ but $D_\alpha(\rho||\sigma) = \infty$). Let $\{u_i\}_{i=1}^\infty$ be any orthonormal basis on $\mathcal{K}$. Take
\[
\rho = \sum_{i=1}^\infty 2^{-i} |u_i\rangle \langle u_i|,
\]
\[
\sigma = s^{-1} \sum_{j=1}^\infty 2^{-2i} |u_j\rangle \langle u_j|,
\]
where $s = \left( \sum_j 2^{-2i} \right)^{1/2}$. In this case, keeping the notations in (3.3) and (3.9), $r_i = 2^{-i}$, $s_j = s^{-1} 2^{-2i}$, $\langle u_i|u_j\rangle = \delta_{i,j}$. We have for $\alpha > 1$,
\[
\sum_i r_i^\alpha s_i^{(1-\alpha)} = s^{-1(1-\alpha)} \sum_i 2^{-\alpha i} 2^{-(1-\alpha)i^2} = s^{-1(1-\alpha)} \sum_i 2^{(\alpha-1)i^2-\alpha i} = s^{-1(1-\alpha)} \sum_i 2^{(\alpha-2)i}.
\]
The above series converges for $1 < \alpha < 2$ and diverges for $\alpha = 2$. Therefore,
\[
D_\alpha(\rho||\sigma) = D_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \sum_i r_i^\alpha s_i^{1-\alpha}
\]
is finite for $1 < \alpha < 2$ and diverges for $\alpha = 2$.

**Example 3.35** ($D_\alpha(\rho||\sigma) < \infty$ but $D_\alpha(\rho||\sigma) = \infty$ for $\alpha > 2$). Let $\{u_i\}_{i=1}^\infty$ be any orthonormal basis on $\mathcal{K}$. Take
\[
\rho = \sum_{i=1}^\infty 2^{-i} |u_i\rangle \langle u_i|,
\]
\[
\sigma = s^{-1} \sum_{j=1}^\infty i^2 2^{-2i} |u_j\rangle \langle u_j|,
\]
where $s = \left( \sum_j i^2 2^{-2i} \right)^{1/2}$. In this case, keeping the notations in (3.3) and (3.9), $r_i = 2^{-i}$, $s_j = s^{-1} i^2 2^{-2i}$, $\langle u_i|u_j\rangle = \delta_{i,j}$. We have for $\alpha \geq 2$,
\[
\sum_i r_i^\alpha s_i^{(1-\alpha)} = s^{-1(1-\alpha)} \sum_i i^{2(1-\alpha)} 2^{(1-\alpha)2i} = s^{-1(1-\alpha)} \sum_i i^{2(1-\alpha)} 2^{(\alpha-1)2i-\alpha i} = s^{-1(1-\alpha)} \sum_i i^{2(1-\alpha)} 2^{(\alpha-2)i}.
\]
The above series converges for $\alpha = 2$ and diverges for $\alpha > 2$. Therefore,

$$D_\alpha(\rho||\sigma) = D_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \sum_i r_i^\alpha s_i^{1-\alpha}$$

is finite for $\alpha = 2$ and diverges for $\alpha > 2$.

**Theorem 3.36.** The Petz-Rényi relative entropy $D_\alpha(\rho||\sigma)$ is continuous in $\alpha$ on $A = \{\alpha \in [0, \infty) | 0 \leq \alpha \leq 1 \text{ or } D_\alpha(\rho||\sigma) < \infty\}$.

*Proof.* By Theorem 3.5 we know $D_\alpha(\rho||\sigma) = D_\alpha(P||Q)$ where $\rho$ and $\sigma$ are as in (3.3) and $P$ and $Q$ are as in (3.9). The result follows because the same result is true for the classical Rényi relative divergence (refer Theorem A.6). \qed

**Theorem 3.37.** For any order $\alpha \in [0, \infty]$,

$$D_\alpha(\rho||\sigma) \geq 0.$$

For $\alpha > 0$, $D_\alpha(\rho||\sigma) = 0$ if and only if $\rho = \sigma$. For $\alpha = 0$, $D_\alpha(\rho||\sigma) = 0$ if and only if $\text{Supp } \sigma \subseteq \text{Supp } \rho$.

*Proof.* Follows easily from Theorem A.10 and Proposition 3.8 because of Theorem 3.5. \qed

**Proposition 3.38.** For any $0 < \alpha < 1$, the Petz-Rényi relative entropy shows the following skew-symmetry property

$$D_\alpha(\rho||\sigma) = \frac{\alpha}{1 - \alpha} D_{1-\alpha}(\sigma||\rho).$$

*Proof.* Follows from Proposition A.11. \qed

Note that in particular, Petz-Rényi relative entropy is symmetric for $\alpha = 1/2$, and that skew-symmetry does not hold for $\alpha = 0$ and $\alpha = 1$.

**Theorem 3.39.** For any $0 < \alpha \leq \beta < 1$,

$$\frac{\alpha}{\beta} \frac{1 - \beta}{1 - \alpha} D_\beta(\rho||\sigma) \leq D_\alpha(\rho||\sigma) \leq D_\beta(\rho||\sigma).$$

*Proof.* Follows from Theorems A.12 and 3.5. \qed

**Remark 3.40.** In the light of the Theorem 3.39 we can discuss about a topology on the set of states arising from $D_\alpha$. For a fixed $\alpha \in (0, 1)$, one can define $\alpha$-left open ball with center $\rho$ and radius $r > 0$ to be the set $\{\sigma | D_\alpha(\rho||\sigma) < r\}$, and subsequently define $\alpha$-left open sets to be the union of $\alpha$-left open balls. Notice that Theorem 3.39 yields that for $\alpha, \beta \in (0, 1)$, the $\alpha$-left topology is equivalent to the $\beta$-left topology. Similarly, one can define $\alpha$-right open balls and $\alpha$-right topologies by reversing the order of $\rho$ and $\sigma$ in the definition of $\alpha$-left topology. Proposition 3.38, combined with the fact that the $\alpha$-left topologies are all equivalent for $0 < \alpha < 1$, gives that the $\alpha$-left topologies are equivalent with the $\beta$-right topologies for all $\alpha, \beta \in (0, 1)$.

**Theorem 3.41.** The following conditions are equivalent:

1. $\text{Supp } \sigma \subseteq \text{Supp } \rho$, 

2. Tr Πρσ = 1, where Πρ is the orthogonal projection onto Supp ρ.

3. D₀(ρ||σ) = 0,

4. lim_{α→0} D_α(ρ||σ) = 0.

Proof. 1 ⇔ 3 follows from Theorem 3.37.

3 ⇔ 2 follows from Theorem 3.14.

3 ⇔ 4 follows from Theorem 3.36.

Theorem 3.42. The following conditions are equivalent:

1. Supp ρ ⊥ Supp σ,

2. Tr Πρσ = 0, where Πρ is the orthogonal projection onto Supp ρ,

3. D_α(ρ||σ) = ∞ for some α ∈ [0, 1),

4. D_α(ρ||σ) = ∞ for all α ∈ [0, ∞).

Proof. 1 ⇔ Supp σ ⊆ Ran(I − Πρ) ⇔ Tr(I − Πρ)σ = Tr σ = 1 ⇔ the statement 2.

By Theorem 3.14, the statement 2 ⇔ D₀(ρ||σ) = ∞ ⇔ statement 4 by Theorem 3.10.

Finally, 3 ⇔ 4 because of Theorem 3.39.

Proposition 3.43. The function [0, ∞]∋ α ↦→ (1 − α)D_α(ρ||σ) is concave, with the conventions that it is 0 at α = 1 even if D(ρ||σ) = ∞ and that it is 0 at α = ∞ if ρ = σ.

Proof. Follows from Corollary A.15 and Theorem 3.5.

4 Conclusion and Discussion

The major contributions of this article are: (1) we provide a procedure for obtaining results related to Petz-Rényi relative entropy using the classical results available for Rényi divergence of probability measures; and (2) we give an example to show that Araki’s definition of von Neumann relative entropy in infinite dimensions does not agree with its usual information theoretic definition. We illustrated (1) by proving several results about Petz-Rényi relative entropy from the classical results available in the survey article [23]. All our results work both in finite and infinite dimensional setting which is a strength of this method. Hence these results are particularly useful in continuous variable quantum information theory as well. For instance, we use the results of the current work in order to study the Petz-Rényi relative entropy of gaussian states in a follow-up article [24]. There have been several recent new results in the classical theory of Rényi divergences after the publication of [23]. This shows that more results about Petz-Rényi relative entropy can be proved using the Theorem 3.5 of this article. This method directly works for proving a quantum counterpart of any result about the classical Rényi divergence involving only two probability distributions. An interesting open problem is to develop methods in order to overcome the technical difficulties one encounters while trying to obtain a quantum version of a result starting from a classical result in which more than two probability distributions are involved. One example of such result, that may be explored is the data processing inequality which is satisfied by many other entropic quantities.
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A Appendix

A.1 Rényi divergence in the Classical setting

In this section, we recall a few facts about the Rényi divergence in the setting of classical probability. We refer to the survey article [23] for the following definitions and results which we state in this subsection. The results we need from [23] are repeated here for the ease of the reader. If $\mu$ and $\nu$ are two positive measures on a measure space $(X, \mathcal{F})$, then $\nu$ is said to be absolutely continuous with respect to $\mu$ and we write $\nu \ll \mu$, if for every $E \in \mathcal{F}$ such that $\mu(E) = 0$, then $\nu(E) = 0$.

**Definition A.1.** Let $P, Q$ be probability distributions on a measure space $(X, \mathcal{F})$. Let $\mu$ be any $\sigma$-finite measure such that $P \ll \mu$ and $Q \ll \mu$. Let $p$ and $q$ denote the Radon-Nikodym derivatives with respect to $\mu$, of $P$ and $Q$, respectively.

1. The Rényi divergence of order $\alpha \in (0, 1) \cup (1, \infty)$ is defined as

$$D_\alpha(P||Q) = \frac{1}{\alpha - 1} \log \int_X p^\alpha q^{1-\alpha} d\mu,$$

where for $\alpha > 1$, we adopt the conventions $0^{1-\alpha} = \infty$ and $0 \cdot \infty = 0$.

2. The Kullback-Leibler divergence of $P$ from $Q$ is defined as

$$D(P||Q) = \int p \log \frac{p}{q} d\mu,$$

with the conventions that $0 \log(0/q) = 0$, for $q \geq 0$ and $p \log(p/0) = \infty$ if $p > 0$. Consequently,

$$D(P||Q) = \infty \text{ if } P \not\ll Q.$$

**Remark A.2.** The Rényi divergence defined by (A.1) is independent of the choice of $\mu$. To see this, fix the measure $\mu_0 = \frac{P + Q}{2}$, then $\mu_0$ is a probability measure on $(X, \mathcal{F})$ such that $P \ll \mu_0$ and $Q \ll \mu_0$. We will show that $\int \left( \frac{dP}{d\mu_0} \right)^\alpha \left( \frac{dQ}{d\mu_0} \right)^{1-\alpha} d\mu = \int \left( \frac{dP}{d\mu_0} \right)^\alpha \left( \frac{dQ}{d\mu_0} \right)^{1-\alpha} d\mu_0$ for any measure $\mu$ such that $P \ll \mu$ and $Q \ll \mu$. Since $P \ll \mu$ and $Q \ll \mu$, we have $P + Q \ll \mu$. Hence $\mu_0 \ll \mu$ and we have

$$\int \left( \frac{dP}{d\mu_0} \right)^\alpha \left( \frac{dQ}{d\mu_0} \right)^{1-\alpha} d\mu_0 = \int \left( \frac{dP}{d\mu} \right)^\alpha \left( \frac{dQ}{d\mu} \right)^{1-\alpha} \left( \frac{d\mu_0}{d\mu} \right) d\mu$$

$$= \int \left( \frac{dP}{d\mu_0 \cdot d\mu} \right)^\alpha \left( \frac{dQ}{d\mu_0 \cdot d\mu} \right)^{1-\alpha} d\mu$$

$$= \int \left( \frac{dP}{d\mu} \right)^\alpha \left( \frac{dQ}{d\mu} \right)^{1-\alpha} d\mu.$$
**Definition A.3.** The Rényi divergences of orders 0, 1 and $\infty$ are defined as

$$D_0(P||Q) = \lim_{\alpha \downarrow 0} D_{\alpha}(P||Q)$$
$$D_1(P||Q) = \lim_{\alpha \uparrow 1} D_{\alpha}(P||Q)$$
$$D_{\infty}(P||Q) = \lim_{\alpha \uparrow \infty} D_{\alpha}(P||Q)$$

The limits in Definition [A.3] always exist because Rényi divergence is nondecreasing in order.

**Theorem A.4 (Theorem 3 in\cite{23}).** For $\alpha \in [0, \infty]$ the Rényi divergence $D_{\alpha}(P||Q)$ is nondecreasing in $\alpha$.

**Theorem A.5 (Theorem 4 in\cite{23}).**

$$D_0(P||Q) = -\log(Q(\{p > 0\})). \quad (A.4)$$

**Theorem A.6 (Theorem 5 in\cite{23}).** The Kullback-Leibler divergence is the limit of the Rényi divergence, i.e.,

$$D(P||Q) = D_1(P||Q). \quad (A.5)$$

Moreover, if $D(P||Q) = \infty$ or there exists $\beta > 1$ such that $D_{\beta}(P||Q) < \infty$, then also

$$\lim_{\alpha \uparrow 1} D_{\alpha}(P||Q) = D(P||Q). \quad (A.6)$$

**Remark A.7.** It is possible that $D_{\alpha}(P||Q) = \infty$ for all $\alpha > 1$, but $D(P||Q) < \infty$, and hence [A.6] does not hold [23].

For any random variable $Y$, the essential supremum of $Y$ with respect to $P$ is

$$\text{ess sup}_{P} Y = \sup \{c | P(Y > c) > 0\}.$$

**Theorem A.8 (Theorem 6 in\cite{23}).**

$$D_{\infty}(P||Q) = \log \sup_{A \in \mathcal{F}} \frac{P(A)}{Q(A)} = \log \left( \text{ess sup}_{P} \frac{p}{q} \right), \quad (A.7)$$

with the convention that $0/0 = 0$ and $x/0 = \infty$ if $x > 0$.

If the sample space $X$ is countable, then with the notational conventions of Theorem [A.8] the $P$-essential supremum of $\frac{p}{q}$ reduces to the ordinary supremum of $\frac{p}{q}$, which in turn is equal to the supremum of $\frac{P}{Q}$, and we have

$$D_{\infty}(P||Q) = \sup_{x} \frac{P(x)}{Q(x)}, \quad (A.8)$$

with the convention that $0/0 = 0$ and $x/0 = \infty$ if $x > 0$.

**Theorem A.9 (Theorem 7 in\cite{23}).** The Rényi divergence $D_{\alpha}(P||Q)$ is continuous in $\alpha$ on $\mathcal{A} = \{\alpha \in [0, \infty] | 0 \leq \alpha \leq 1 \text{ or } D_{\alpha}(P||Q) < \infty\}$. 
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Theorem A.10 (Theorem 8 in [23]). For any order $\alpha \in [0, \infty]$

$$D_\alpha (P||Q) \geq 0.$$  

For $\alpha > 0$, $D_\alpha (P||Q) = 0$ if and only if $P = Q$. For $\alpha = 0$, $D_\alpha (P||Q) = 0$ if and only if $Q \ll P$.

Proposition A.11 (Proposition 2 in [23]). For any $0 < \alpha < 1$, the Rényi divergence shows the following skew-symmetry property

$$D_\alpha (P||Q) = \frac{\alpha}{1-\alpha} D_{1-\alpha} (Q||P).$$

Note that in particular, Rényi divergence is symmetric for $\alpha = 1/2$, and that skew-symmetry does not hold for $\alpha = 0$ and $\alpha = 1$.

Theorem A.12 (Theorem 16 in [23]). For any $0 < \alpha \leq \beta < 1$,

$$\frac{\alpha}{1-\alpha} D_{1-\alpha} (P||Q) \leq D_\alpha (P||Q) \leq D_\beta (P||Q).$$

Theorem A.13 (Theorem 23 in [23]). The following conditions are equivalent:

1. $Q \ll P$,
2. $Q(\{p > 0\}) = 1$,
3. $D_0 (P||Q) = 0$,
4. $\lim_{\alpha \downarrow 0} D_\alpha (P||Q) = 0$.

Theorem A.14 (Theorem 24 in [23]). The following conditions are equivalent:

1. $P \perp Q$,
2. $Q(\{p > 0\}) = 0$,
3. $D_\alpha (P||Q) = \infty$ for some $\alpha \in [0,1)$,
4. $D_\alpha (P||Q) = \infty$ for all $\alpha \in [0, \infty]$.

Corollary A.15 (Corollary 2 in [23]). The function $[0, \infty] \ni \alpha \mapsto (1-\alpha) D_\alpha (P||Q)$ is concave, with the conventions that it is 0 at $\alpha = 1$ even if $D(P||Q) = \infty$ and that it is 0 at $\alpha = \infty$ if $P = Q$.

Recall the total variation distance between $P$ and $Q$, defined as

$$V(P,Q) = \int |p-q|d\mu = 2 \sup_{A \in \mathcal{F}} |P(A)-Q(A)|.$$ (A.9)

With this definition of total variation distance we now state the theorem on Pinsker’s Inequality.

Theorem A.16 (Theorem 31 in [23]). Let $V(P,Q)$ be the total variation distance as in (A.9). Then for any $\alpha \in (0,1]$,

$$\frac{\alpha}{2} V^2 (P,Q) \leq D_\alpha (P||Q).$$ (A.10)
A.2 Relative Modular Operator on $\mathcal{B}(\mathcal{K})$

Let $\rho$ and $\sigma$ be two density operators on a Hilbert space $\mathcal{K}$. Assume further that $\text{Ker}\ \sigma = \{0\}$. In this section, we provide a quick exposition to the definition of the relative modular $\Delta_{\rho,\sigma}$. The references for this exposition are [5, 17]. Let $(\mathcal{B}_2(\mathcal{K}), \langle \cdot | \cdot \rangle_2)$ denote the Hilbert space of Hilbert-Schmidt operators on $\mathcal{K}$. Then define the closable antilinear operator $S$ on the dense domain

$$D(S) = \{X \sqrt{\sigma} | X \in \mathcal{B}(\mathcal{K})\} \subseteq \mathcal{B}_2(\mathcal{K})$$

by

$$S(X \sqrt{\sigma}) = X^\dagger \sqrt{\rho}.$$  \hspace{1cm} (A.11)

For an antilinear operator $S$, the adjoint $S^\dagger$ is defined as the operator satisfying

$$\langle a | Sb \rangle = \langle S^\dagger a | b \rangle$$

on the appropriate domains. Now for the the antilinear operator $S$ defined by (A.11) it may be noticed that

$$\langle \sqrt{\sigma}Y | S(X \sqrt{\sigma}) \rangle_2 = \text{Tr}(Y^\dagger \sqrt{\sigma}X^\dagger \sqrt{\rho}) = \langle \sqrt{\rho}Y^\dagger | X \sqrt{\sigma} \rangle_2, \ \forall X, Y \in \mathcal{B}(\mathcal{K}).$$

Therefore, $S^\dagger$ is also densely defined and satisfies

$$S^\dagger (\sqrt{\sigma}Y) = \sqrt{\rho}Y^\dagger.$$  \hspace{1cm} (A.12)

The relative modular operator $\Delta_{\rho,\sigma}$ is defined as

$$\Delta_{\rho,\sigma} = S^\dagger \overline{S}$$  \hspace{1cm} (A.13)

where $\overline{S}$ denotes the closure of $S$. Furthermore, it may also be noted that

$$\Delta_{\rho,\sigma} (X \sigma) = S^\dagger \overline{S} (X \sqrt{\sigma} \sqrt{\sigma}) = S^\dagger (\sqrt{\sigma}X^\dagger \sqrt{\rho}) = \sqrt{\rho} (X^\dagger \sqrt{\rho})^\dagger = \rho X, \ \forall X \in \mathcal{B}(\mathcal{K}).$$  \hspace{1cm} (A.14)
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