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Abstract

Text-based audio retrieval takes a natural language query to retrieve relevant audio files in a database. Most retrieval models are trained, optimized, and evaluated on a single dataset. In this paper, we quantify the effect of adding training data using three datasets and the effect on performance by evaluating the same model on two datasets. For our study, first, we introduce a new collection of about 5000 audio-text pairs called WavText5K. We qualitatively show how WavText5K differs from audio-text datasets and quantitatively show its effectiveness for retrieval. Our results show that adding more audio-text pairs does not necessarily improve performance. Second, we compare two effective audio encoders: CNN and audio transformers. We propose an architecture that demonstrates that utilizing both encoders improves the individual model’s performance. Overall, using WavText5K and the proposed encoder combination outperforms the benchmark for AudioCaps and Clotho by 6% and 23%.

1. Introduction

The audio-retrieval technology has numerous applications in search engines, anomaly detection, and audio and video editing. We will use audio-retrieval to refer to both text-audio and audio-text retrieval in this work. The early works in audio-retrieval focused on using audio tags or events [5, 6, 7, 8]. With the availability of audio captioning datasets [1, 2, 4], the audio-retrieval task was expanded to include natural language descriptions as queries [9, 10]. The difficulty of building a high recall audio-retrieval system is evident from the metrics in the first audio retrieval Challenge at IEEE DCASE 2022 Task 6B[10].

The machine learning approach to audio-retrieval [4, 11, 9] consists of an audio encoder and a text encoder that learns a joint multimodal space. In literature, best results [11] are obtained by training independent audio-retrieval models for each target dataset. The direction of training on larger audio-text pairs and its impact on audio-retrieval performance is not explored. Therefore, in this work, we evaluate and quantify the effect of using multiple datasets in training without optimizing for a target evaluation dataset. We show that adding more training datasets does not necessarily improve audio-retrieval performance. We hypothesize that learning alignment between acoustic information and descriptions is difficult from complex audio scenes containing the occurrence of multiple audio events and interactions, leading to a drop in performance. So we introduce a new collection of audio-text pairs called WavText5K consisting of audio recordings and descriptions focused on isolated audio events. We describe what is isolated audio events and how these are different from the existing datasets in Section 2.2.

From model architecture, the type of audio-encoder has a significant impact on audio-retrieval performance. We explore and compare two main families of audio encoders: CNN [12, 13] and Transformers [14, 15]. Recent literature has shown audio transformers [13, 16, 15, 14] work well on a variety of downstream tasks. However, the transformer models can intake limited input patches and tokens. This is unfavorable for training audio-retrieval models which have to learn temporal dependencies over 20-30 seconds of audio clips.

Our three main contributions are:

1) Would combining a CNN and a transformer be redundant, or complement each other? 2) If they complement each other, what is the performance gain?

2. WavText5K

In this section, we introduce WavText5K and describe the unique sources of audio-text pairs, how the descriptions of the audio content differ from other datasets, and a quantitative analysis of the data.

2.1. Dataset collection

WavText5K is derived from two sound effects libraries that are royalty-free and free to download. The BigSoundBank website consists of sound effects in WAV, BFW, AIFF, MP3, OGG format with audio title and audio descriptions available. The SoundBible website consists of sound effects in WAV or MP3 with audio titles, descriptions. BigSoundBank has other metadata available like channels, conditions, sound type, bit depth etc, which we did not collect. The sampling rate of audio files varies, so we resampled all audio to 44.1 kHz. While collecting the audio, we encountered empty audio files, incorrect downsampling rate, incorrect duration, etc, which we did not collect. The sampling rate of audio files varies, so we resampled all audio to 44.1 kHz. While collecting the audio, we encountered empty audio files, incorrect downsampling rate, incorrect duration, etc, which we did not collect.
load links, and empty metadata. We removed those entries from the final collection.

### 2.2. Description of isolated events

| Source    | Description                                                                 |
|-----------|-----------------------------------------------------------------------------|
| AudioCaps | Sreeching and light banging with a distant crow calling.                     |
| Clotho   | A crow crows loudly as a person is heard imitating the sound.               |
| MACS     | a crow is screaming in the background kids are yelling then another bird is screaming. |
| SoundDescs | Birds - Birds, Madumbalai National Park, early morning with close-up partridge calls, warblers, crow-pheasants and house crow |
| WavText5K | A single crow crying in the middle of the night                              |

Table 2: Variability of captions.

WavText5K has audio-text pairs with natural language descriptions that focus on isolated events rather than complex acoustic content. In Table 2, we exemplify the variability in the complexity of captions across the datasets in this study. The captions in Clotho contain multiple sound events like "crow crows and a person imitating the crow" and the same in MACS "a crow screaming with kids yelling in the background along with another bird". SoundDescs has longer captions with multiple events in longer-duration audio recordings. In contrast to this, the WavText5K caption focuses on "crow crying" and provides a description of where and when ("the middle of the night") the event is happening. We show such audio-text pairs help in improving audio-retrieval performance in Section 5.2.

WavText5K has free-form descriptions provided by the uploader of the audio recording. The captions of Clotho or AudioCaps were designed primarily for audio captioning with curated annotation processes. SoundDescs was designed for audio retrieval benchmarks and is considerably more varied in duration and audio content than the previous two. However, the text descriptions are of mixed quality, since they are obtained automatically from descriptions provided with the original audio. MACS had a curated process to annotate descriptions but was not designed for any of these tasks. Due to the lack of captioned datasets MACS has become popular.

### 2.3. Data analysis

We provide a breakdown of the statistics of the datasets of this study in Table 1. WavText5K consists of 4525 audios, 4348 descriptions, and 4525 audio titles. The titles can be used together with the descriptions to form captions (see Section 5.4). The number of audios in WavText5K is comparable to MACS and Clotho. AudioCaps has the largest number of audios with 55,512 and SoundDescs has 32,979. The average number of words in WavText5K descriptions (12.5 words) is comparable to other datasets. The average audio duration (20.27 seconds) is longer than datasets like AudioCaps and comparable to Clotho.

To exemplify some of the audio events encountered in WavText5K, we plot the most common words in Figure 1. We obtained the words from the descriptions, which are filtered to remove filler words. We can see that materials like “metal” and “water” are the two most common terms.

### 3. Audio-retrieval with contrastive learning

We utilize the CLAP model [17] which jointly trains audio and text encoder to learn a common multimodal space using contrastive learning. The trained audio and text encoder are then later used to retrieve files for audio-text and text-audio retrieval. The proposed architecture is shown in Figure 2.

#### 3.1. CLAP Training

Let the training data be \( D = \{(a_i, t_i)\}_{i=1}^N \). Let \( f(a) \) be the audio encoder and \( g(t) \) be the text encoder which are learnable embedding functions. Here, the audio encoder \( f(a) \) first converts the raw audio into a log Mel spectrogram followed by a learnable embedding function. For a batch size of \( b \):

\[
x_n = \{ f(a_i) \}_{i=1}^b; x_t = \{ f(t_i) \}_{i=1}^b
\]

where \( x_n \in \mathbb{R}^{b \times v} \) are the audio representations of dimension \( v \), and \( x_t \in \mathbb{R}^{b \times u} \) are the text representations of dimension \( u \). The audio and text representation are brought into a common multimodal space of dimension \( d \) by independent linear projection layers \( l_n(a), l_t(t) \). This results in:

\[
\hat{x}_n = l_n(x_n); \hat{x}_t = l_t(x_t)
\]

where \( \hat{x}_n \in \mathbb{R}^{b \times d} \) and \( \hat{x}_t \in \mathbb{R}^{b \times d} \). Once both audio and text embeddings are in common embedding space, we can compare their similarity as:

\[
C = \tau(\hat{x}_n \cdot \hat{x}_t^\top)
\]
where $\tau$ is a temperature parameter and the similarity matrix $C$ has $b$ correct pairs in the diagonal. To learn the embedding functions and projection layers we use symmetric cross-entropy loss ($\mathcal{L}$):

$$\mathcal{L} = 0.5(\ell_{text}(C) + \ell_{audio}(C))$$

(4)

where $\ell_b = \frac{1}{N} \sum_{i=0}^{N} \log \text{diag} (\text{softmax}(C))$ along text and audio axis respectively.

3.2. Audio Retrieval

After CLAP training, the model is used for audio-retrieval as shown in Figure 2. The audio file(s) are embedded by audio encoder $f_a$ and the descriptions by text encoder $g_t$. This is followed by independently projecting $(l_t, l_a)$ the embeddings into common multimodal space and computing the similarity matrix between the audio and text embeddings. This similarity matrix is represented as $C$ in Figure 2. For audio-retrieval, top-$N$ descriptions are computed by picking the descriptions corresponding to the top $N$ values in similarity matrix $C$. Similarly, for text-audio retrieval, top-$N$ audios are computed by picking the audios corresponding to the top $N$ values in $C$.

3.3. Audio and Text encoder

The CLAP model [17] used PANN’s CNN14[13] as the audio encoder and BERT as the text encoder. There have been recent advances in audio transformer models [16, 15, 14] which show comparable or better performance than CNN models. However, the transformer models can intake limited input patches and tokens. For example, the HTSAT is trained with 10 seconds audio clips. This is unfavorable for audio-text pair training where the audio concepts and complex descriptions have temporal dependencies which evolve over 20-30 seconds of audio. On the other hand, the HTSAT (0.47 mAP) is better than CNN14 (0.38 mAP) in understanding sound events. So instead, we propose using the combination of CNN14 and HTSAS as the encoder:

$$f(a) = \text{Concat}(CNN14(a), HTSAT(a))$$

(5)

In section 5.3, we show that the CNN14 and HTSAS complement each other and improve audio-retrieval performance. We leave the investigation of unified models like Wav2Vec [18, 19] and deep fusion for future work. For text encoder, we use RoBERTa [20] instead of BERT which is a more robust text encoder. We leave dynamic methods of combining audio embeddings like attention mechanisms [21, 22] for future work.

4. Experiments

4.1. Datasets

We use Clotho [2] and AudioCaps [1] for training the baseline and their test sets for audio-retrieval model evaluation. We also use MACS [3], SoundDescs [4] and WavText5K in the training dataset for experiments in Table 3. For WavText5K, we use 4348 audio-text pairs which have both description and title.

4.2. Experimental setups

The audio files are resampled to 44.1 kHz and represented by log Mel spectrum. The log Mel spectrumogram is constructed with a hop size of 320, a window size of 1024, and 64 Mel bins in the range of 50-8000 Hz. Each audio file is randomly truncated to 20 seconds for CNN14 and 10 seconds for HTSAT. We use SpecAugment [23] for augmenting audio files. The captions were not augmented or altered. The audio-text pairs are randomly sampled to form batches during training. The projection dimension for CLAP is set to be 1024 and the temperature $\tau$ is initialised to 0.007. We use Adam Optimiser [24] with the learning rate of $10^{-4}$ which is reduced by a factor of 0.1 every 20 epochs for a total of 45 epochs. The model is trained on 8 GPUs with a batch size of 128.

5. Results and Discussion

In this section, we show how WavText5K helps to improve audio-retrieval performance. We evaluate and quantify the effect of training an audio retrieval system on multiple datasets. We show how our proposed architecture combining encoders outperforms the benchmark.

5.1. Training with multiple datasets

Our baseline is a model trained on AudioCaps and Clotho and the test set of either AudioCaps or Clotho are used to evaluate the model’s performance for audio to text and text to audio retrieval. As noted in [4], the Clotho dataset is particularly more challenging than AudioCaps due to its varied audio content distributed in 10-30 seconds audio files. This is unlike AudioCaps which is limited in temporal dependencies to 10 seconds.

In Table 3 we show that adding more data (audio-text pairs) to training does not necessarily improve performance. We used CNN14 as an audio encoder and kept settings constant across experiments. Adding MACS [3] (row 2 and row 6 in Table 3), adds 17k audio-text pairs and leads to a drop in both audio-text and text-audio retrieval performance. SoundDescs has 33k recordings consisting of complex acoustic scenes and detailed descriptions. The model is not able to utilize and learn from SoundDescs audio-text pairs, as evident from row 4 and row 8 in Table 3. Authors in [25, 26, 27] reported similar conclusions with self-collected audio-text pairs and did not provide numerical evidence to understand the effect in performance.

5.2. WavText5K improves performance

We hypothesize that learning alignment between acoustic information and descriptions is difficult from complex audio scenes
containing the occurrence of multiple audio events and interactions, leading to a drop in performance. So we evaluated WavText5K as training data in row 4 and row 8 in Table 3. With about 5000 audio-text pairs focusing on isolated events, both text-audio and audio-text performance improves. For the harder Clotho evaluation, text-audio R@1 improves by 4.4% and audio-text retrieval R@1 improves by 6%.

5.3. Audio encoder architecture

In Table 4, we show that CNN and the audio transformer complement each other and improve audio retrieval performance. CNN is the most common encoder in the audio retrieval literature, followed by audio transformers [28, 27]. However, they have not been combined into one architecture. Other authors have combined up to four encoders [25], but have not outperformed benchmarks like our architecture. In row 3 of Table 4, the audio retrieval model with transformer-based audio encoder HTSAT performs better than the CNN14 model on AudioCaps evaluation. However, the CNN-based audio encoder (row 6) performs better on Clotho evaluation where the recording is 20-30 seconds in length and more complex than AudioCaps. By combining CNN14 and HTSAT, the audio retrieval models' performance improves on all metrics for both the evaluation datasets. Compared with benchmark [11] on row 1, our proposed combination leads to an improvement on text-audio R@1 by 2.3% and 16.3% on AudioCaps and Clotho dataset respectively. Similarly, for audio-text R@1, we see an improvement of 6.4% and 23.5% on AudioCaps and Clotho respectively.

5.4. Caption construction in WavText5K

Titles in WavText5K have additional information which can be combined with the descriptions to improve audio-retrieval performance (See Table 5). Overall we suggest using the title and descriptions for training models. We performed an ablation study to understand the effect of caption construction using "{title}" and "{description}" in addition to AudioCaps and Clotho to train the model CNN14+HTSAT. On Clotho, using caption as "{title}, {description}" provides about 3.5% and 4.5% improvement on T-A and A-T R@1 metrics against using only "{description}" as caption. On AudioCaps, we observed mixed results where performance decreases by 0.2% on T-A retrieval and increases on A-T retrieval by 4.4%.

6. Conclusion

We analyzed the effect of training audio-retrieval system on multiple datasets and quantified its effect on audio-retrieval performance on two publicly available datasets. We found that adding more audio-text pairs or training datasets does not necessarily improve audio-retrieval performance. We introduced a collection of 5000 audio-text pairs called WavText5K which focuses on isolated audio events and their descriptions. We demonstrate quantitatively how adding WavText5K to training data improves audio-text and text-audio retrieval performance, unlike other datasets like SoundDescs and MACS. Our analysis of audio encoder architecture shows that CNN and Transformer models complement each other, and their combination achieves benchmark performance on both audio-retrieval evaluation datasets. Further exploration of the relation between the quality of audio-text pairs and its effect on learning audio representations can offer additional insights into making text-based retrieval systems better.
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