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ABSTRACT

Hogwild! implements asynchronous Stochastic Gradient Descent (SGD) where multiple threads in parallel access a common repository containing training data, perform SGD iterations, and update shared state that represents a jointly learned (global) model. We consider big data analysis where training data is distributed among local data sets – and we wish to move SGD computations to local compute nodes where local data resides. The results of these local SGD computations are aggregated by a central “aggregator” which mimics Hogwild!. We show how local compute nodes can start choosing small mini-batch sizes which increase to larger ones in order to reduce communication cost (round interaction with the aggregator). We prove a tight and novel non-trivial convergence analysis for strongly convex problems which does not use the bounded gradient assumption as seen in many existing publications. The tightness is a consequence of our proofs for lower and upper bounds of the convergence rate, which show a constant factor difference. We show experimental results for plain convex and non-convex problems for biased and unbiased local data sets.

1 Introduction

The optimization problem for training many Machine Learning (ML) models using a training set \( \{ \xi_i \}_{i=1}^M \) of \( M \) samples can be formulated as a finite-sum minimization problem as follows

\[
\min_{w \in \mathbb{R}^d} \left\{ F(w) = \frac{1}{M} \sum_{i=1}^M f(w; \xi_i) \right\}.
\]

The objective is to minimize a loss function with respect to model parameters \( w \). This problem is known as empirical risk minimization and it covers a wide range of convex and non-convex problems from the ML domain, including, but not limited to, logistic regression, multi-kernel learning, conditional random fields and neural networks. In this paper, we are interested in solving the following more general stochastic optimization problem with respect to some distribution \( D \):

\[
\min_{w \in \mathbb{R}^d} \{ F(w) = \mathbb{E}_{\xi \sim D} [f(w; \xi)] \},
\]
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where $F$ has a Lipschitz continuous gradient and $f$ is bounded from below for every $\xi$.

Big data analysis in the form of ML over a large training set distributed over local databases requires computation to be moved to compute nodes where local training data resides. Local SGD computations are communicated to a central "aggregator" which maintains a global model. Local computations are executed in parallel and resulting SGD updates arrive out-of-order at the aggregator. For this purpose we need robust (in terms of convergence) asynchronous SGD.

Our approach is based on the Hogwild!\cite{Recht2011} recursion

$$w_{t+1} = w_t - \eta_t \nabla f(\hat{w}_t; \xi_t),$$ \hspace{1cm} (2)

where $\hat{w}_t$ represents the vector used in computing the gradient $\nabla f(\hat{w}_t; \xi_t)$ and whose vector entries have been read (one by one) from an aggregate of a mix of previous updates that led to $w_j, j \leq t$. In a single-thread setting where updates are done in a fully consistent way, i.e. $w_t = w_0$, yields SGD with diminishing step sizes $\{\eta_t\}$.

Recursion (2) models asynchronous SGD. We define the amount of asynchronous behavior by function $\tau(t)$:

**Definition 1.** We say that the sequence $\{w_t\}$ is consistent with a delay function $\tau$ if, for all $t$, vector $\hat{w}_t$ includes the aggregate of the updates up to and including those made during the $(t - \tau(t))$-th iteration\footnote{\footnotetext{$\tau(t)$ includes the (t+1)-th iteration, where $\eta_t \nabla f(\hat{w}_t; \xi_t)$ represents the (t+1)-th update.}} i.e., $\hat{w}_t = w_0 - \sum_{j\in\mathcal{U}} \eta_j \nabla f(\hat{w}_j; \xi_j)$ for some $\mathcal{U}$ with $\{0, 1, \ldots , t - \tau(t) - 1\} \subseteq \mathcal{U}$.

Our main insight is that the asynchronous SGD framework based on Hogwild! can resist much larger delays than the natural delays caused by the network communication infrastructure, in fact, it turns out that $\tau(t)$ can scale as much as $\approx \sqrt{t}/\ln t$ for strongly convex problems\cite{Nguyen2018,Nguyen2019a}. This means that recurrence (2) can be used/exploited in an asynchronous SGD implementation over distributed local data sets where much more asynchronous behavior is introduced by design.

In our setting where SGD recursions are executed locally at compute nodes where local training data resides, compute nodes execute SGD recursions in 'rounds'. From the perspective of a local compute node, a round consists of the sequence of SGD recursions between two consecutive 'update' communications to the central aggregator. Within a round, $w_t$ is iteratively updated by subtracting $\nabla f(\hat{w}_t; \xi_t)$. The sum of updates $\sum_{t\in\text{round}} \eta_t \nabla f(\hat{w}_t; \xi_t)$ is communicated to the aggregator at the end of the round after which a new round starts leading to a next sum of updates to be communicated at the end of the next round. Locally, compute nodes receive (out of sync) broadcast messages with the current global model from the central aggregator (according to some strategy, e.g., on average one or two such messages per round). This is used to replace their local model $w_t$ computed so far. Details are given in Section 3.

Rather than having each round execute the same/constant number of SGD recursions, this paper builds on our main observation that we are allowed to introduce asynchronous behavior by design while still maintaining convergence (as we will see at a rate that matches a lower bound up to a constant). We propose to increase the number of SGD iterations performed locally at each compute node from round to round. This reduces the amount of network communication compared to the straightforward usage of recurrence (2) where each compute node performs a fixed number of SGD iterations within each round.

In the distributed data setting, each local compute node may only execute for a fraction of an epoch (where the number of iterations, i.e., gradient computations, in an epoch is equal to the size of the global big training data set defined as the collection of all local training data sets together). In order to disperse to all local compute nodes information from local updates by means of updating the global model and receiving feedback from the global model (maintained at the central aggregator), there needs to be a sufficient number of round interactions. For the best convergence, we need to have more round interactions at the very start where local updates contain the most (directional) information about (where to find) the global minimum to which we wish to converge. This corresponds to small 'sample' sizes (measured in the number of local SGD updates within a round) in the beginning. And in order to gain as much useful information about where to find the global minimum, initial local updates should use larger step sizes (learning rate).

From our theory we see that in order to bootstrap convergence it is indeed the best to start with larger step sizes and start with rounds of small sample size after which these rounds should start increasing in sample size and should start using smaller and smaller step sizes for best performance (in terms of minimizing communication while still achieving high test accuracy). Experiments confirm our expectations.

**Contributions.** For the distributed data setting where SGD recursions are executed locally at compute nodes where local training data resides and which update a global model maintained at a centralized aggregator, we introduce a new SGD algorithm based on Hogwild!\cite{Recht2011} which does not use fixed-sized mini-batch SGD at the local compute nodes but uses increasing mini-batch (sample) sizes from round interaction to round interaction:
[I] The compute nodes and server can work together to create a global model in asynchronous fashion, where we assume that messages/packets never drop; they will be re-sent but can arrive out of order. In Theorem [I] we characterize distribution $D$ in the stochastic optimization problem (I) to which the global model relates.

[II] Given a specific (strongly convex, plain convex or non-convex) stochastic optimization problem, we may assume (believe in) a delay function $\tau$ which characterizes the maximum asynchronous behavior which our algorithm can resist for the specific problem. Given the delay function $\tau$, we provide a general recipe for constructing increasing sample size sequences and diminishing round step size sequences so that our algorithm maintains $\tau$ as an invariant. For strongly convex problems, [Nguyen et al., 2018] prove that $\tau(t)$ can be as large as $\approx \sqrt{t/\ln t}$ for which our recipe shows a diminishing round step size sequence of $O\left(\frac{\ln \tau}{\tau^2}\right)$; the sample size sequence can almost linearly increases from round to round.

[III] For strongly convex problems with ‘linearly’ increasing sample size sequences $\Theta\left(\frac{1}{t}\right)$ we prove in Theorem [II] an upper bound of $O\left(1/t\right)$ on the expected convergence rate $E[\|w_t - w^*\|^2]$, where $w^*$ represents the global minimum in (I) and $t$ is the SGD iteration number (each local node computes a subset of the $w_i$). In fact, the concrete expression of the upper bound attains for increasing $t$ the best possible convergence rate (among stochastic first order algorithms) within a constant factor $\leq 8 \cdot 36^2$, see Theorem [III] which directly applies the lower bound from [Nguyen et al., 2018].

[IV] Let $K$ be the number of gradient computations needed for the desired test accuracy, and let $T$ be the number of communication rounds in our algorithm. Then, $T$ scales less than linear with $K$ due to the increasing sample size sequence (if a constant sample size sequence is used, i.e., fixed-sized mini-batch SGD at each of the local compute nodes, then $T = O(K)$). For strongly convex problems with diminishing step sizes $T = O(\sqrt{K})$. This implies that using diminishing step sizes gives a much better performance compared to constant step sizes in terms of communication.

[V] Experiments for linearly increasing sample size sequences for strongly convex problems as well as plain convex and non-convex problems confirm the robustness of our algorithm in terms of good test accuracies (our theoretical understanding from strongly convex problems seems to generalize to plain and non-convex problems). We use biased local training data sets (meaning different compute nodes see differently biased subsets of training data) and compare to unbiased local training data sets.

2 Related Work

Asynchronous training [Zinkevich et al., 2009] Lian et al., 2015 Zheng et al., 2017 Meng et al., 2017 Stich, 2018 Shi et al. 2019] is widely used in traditional distributed SGD. Hogwild!, one of the most famous asynchronous SGD algorithms, was introduced in [Recht et al., 2011] and various variants with a fixed and diminishing step size sequences were introduced in [Mania et al., 2015] De Sa et al., 2015 Leblond et al., 2018 Nguyen et al., 2018]. Typically, asynchronous training converges faster than synchronous training in real time due to parallelism. This is because in a synchronized solution compute nodes have to wait for the slower ones to communicate their updates after which a new global model can be downloaded by everyone. This causes high idle waiting times at compute nodes. Asynchronous training allows compute nodes to continue executing SGD recursions based on stale global models. For non-convex problems, synchronous training [Saeed Ghadimi, 2013] and asynchronous training with bounded staleness [Lian et al., 2015], or in our terminology bounded delay, achieves the same convergence rate of $O\left(1/\sqrt{nK}\right)$, where $n$ is the number of compute nodes and $K$ is the total number of gradient computations.

The methods cited above generally use mini-batch SGD (possibly with diminishing step sizes from round to round) at each of the distributed computing threads, hence, parallelism will then lead to asynchronous behavior dictated by a delay $\tau$ which can be assumed to be bounded. Assuming bounded delays, the convergence rate is mathematically analysed in the papers cited above with the exception of [Nguyen et al., 2018] which also analyses the convergence rate for unbounded delays (i.e., increasing delay functions $\tau$).

As explained in this introduction, this paper exploits the advantage of being able to resist much more asynchronous behavior than bounded delay. We show how one can use diminishing step sizes alongside increasing sample sizes (mini-batch sizes) from round to round. This provides a technique complimentary to [Zinkevich et al., 2009] Lian et al., 2015] Zheng et al., 2017 Meng et al., 2017 Stich, 2018 Shi et al., 2019] with which current asynchronous training methods can be enhanced at the benefit of reduced communication – which is important when training over distributed local data sets in big data analysis. For example, rather than sending gradients to the server after each local update, which is not practical for edge devices (such as mobile or IoT devices) due to unreliable and slow communication, [Shi et al., 2019] introduces the idea of using a tree like communication structure which aggregates local updates in pairs from leaves to root – this technique for meeting throughput requirements at the centralized server can be added to our technique of increasing sample sizes from round to round. As another example, [Lian et al., 2017] introduces
asynchronous decentralized SGD where local compute nodes do not communicate through a centralized aggregator but instead perform a consensus protocol – our technique of increasing sample sizes is complementary and can possibly be beneficial to use in this decentralized network setting. Similarly, our technique may apply to Jie Xu [2020], where the authors studied a new asynchronous decentralized SGD with the goal of offering privacy guarantees. We stress that our setting is asynchronous centralized SGD and is completely different from asynchronous decentralized SGD algorithms as in Shi et al., 2019, Lian et al., 2017, Jie Xu [2020].

Federated Learning (FL) [Chen et al., 2016, McMahan et al., 2016] is a distributed machine learning approach which enables training on a large corpus of decentralized data located on devices like mobile phones or IoT devices. Federated learning brings the concept of "bringing the code to the data, instead of the data to the code" [Bonawitz et al., 2019]. Google [Konečný et al., 2016] demonstrated FL for the first time at a large scale when they conducted experiments of training a global model across all mobile devices via the Google Keyboard Android application [McMahan and Ramage, 2017].

Original FL requires synchrony between the server and clients (compute nodes). It requires that each client sends a full model back to the server in each round and each client needs to wait for the next computation round. For large and complicated models, this becomes a main bottleneck due to the asymmetric property of internet connection and the different computation power of devices [Chen et al., 2019a, Konečný et al., 2016, Wang et al., 2019, Hsieh et al., 2017]. In [Xie et al., 2019, Chen et al., 2019b] asynchronous training combined with federated optimization is proposed. Specifically, the server and workers (compute nodes) conduct updates asynchronously: the server immediately updates the global model whenever it receives a local model from clients. Therefore, the communication between the server and workers is non-blocking and more effective. We notice that [Xie et al., 2019] provides a convergence analysis, while [Chen et al., 2019b] does not.

In Li et al., 2019b, the authors introduce FedProx which is a modification of FedAvg (i.e., original FL algorithm of McMahan et al., 2016). In FedProx, the clients solve a proximal minimization problem rather than traditional minimization as in FedAvg. For theory, the authors use $B$-local dissimilarity and bounded dissimilarity assumptions for the global objective function. This implies that there is a bounded gradient assumption applied to the global objective function. Moreover, their proof requires the global objective function to be strongly convex.

One major shortcoming in the terms of convergence analysis of asynchronous SGD in many existing publications is that the bounded gradients and strongly convex assumptions are used together, for example Lian et al., 2015, 2017, Mania et al., 2015, De Sa et al., 2015, Jie Xu, 2020, Xie et al., 2019, McMahan et al., 2016, Li et al., 2019b). However, the bounded gradient assumption is in conflict with assuming strong convexity as explained in Nguyen et al., 2018, 2019a, 2019b. It implies that the convergence analysis should not use these two assumptions together to make the analysis complete.

Our method of increasing sample sizes together with its convergence analysis for strongly objective functions (which does not use the bounded gradient assumption) complements the related work in FL and distributed SGD. This paper analyses and demonstrates the promise of this new technique but does not claim a full end-to-end implementation of FL or distributed SGD with asynchronous learning. It also does not consider practical settings where data is heterogeneous (which may cause divergence in asynchronous FL [Li et al., 2019b]).

### 3 Hogwild! & Increasing Sample Sizes

The next subsections explain our proposed algorithm together with how to set parameters in terms of a concrete round to round diminishing step size sequence and sample size sequence.

#### 3.1 Asynchronous SGD over Local Data Sets

Compute node $c \in \{1, \ldots, n\}$ updates its local model $\hat{w}$ according to Algorithm 1. Lines 15, 16, 18, and 19 represent an SGD recursion where $\xi$ is sampled from distribution $D_c$, which represents $c$'s local data set. Variable $U$, see line 17, keeps track of the sum of the gradients that correspond to $s_{i,c}$ samples during $c$'s $i$-th local round. This information is send to the server in line 23, who will multiply $U$ by the round step size $\bar{\eta}_i$ and subtract the result from the global model $\hat{v}$. In this way each compute node contributes updates $U$ which are aggregated at the server. As soon as the server has aggregated each compute node’s updates for their first $k$ local rounds, the server broadcasts global model $\hat{v}$. As soon as $c$ receives $\hat{v}$ it replaces its local model $\hat{w}$ with $\hat{v} - \bar{\eta}_i \cdot U$ (this allows the last computed gradients in $U$ that have not yet been aggregated into the global model at the server not to go to waste).

Line 14 shows that a compute node $c$ will wait until $t_{\text{delay}}$ becomes smaller than $\tau(t_{\text{glob}})$. This will happen as a result of ISRRECEIVE($\hat{v}, k$) receiving broadcast message $\hat{v}$ together with a larger $k$ after which the ISR computes a new (smaller) $t_{\text{delay}}$. Line 14 guarantees the invariant $t_{\text{delay}} \leq \tau(t_{\text{glob}})$, where $\tau$ is initialized to some "permissible" delay
We remark that our asynchronous distributed SGD is compatible with the more general recursion mentioned in [Nguyen et al., 2018, 2019a] and explained in Supplemental Material C.1. In this recursion each client can apply a "mask" which
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function which characterizes the amount of asynchronous behavior we assume the overall algorithm can tolerate (in that the algorithm has fast convergence leading to good test accuracy).

Supplemental Material [A] has all the detailed pseudo code with annotated invariants.

We want to label the SGD recursions computed in each of the `MainComputeNode(D_c)` applications for $c \in \{1, \ldots, n\}$ to an iteration count $t$ that corresponds to recursion $[2]$; We want to put all SGD recursions computed by each compute node in sequential order such that it is as if we used $[2]$ on a single machine. This will allow us to analyse whether our algorithm leads to a sequence $\{w_t\}$ which is consistent with the initialized permissible delay function $\tau$. In order to find an ordering based on $t$ we define in Supplemental Material [B.1] a mapping $\rho$ from the annotated labels $(c, i, h)$ in `MainComputeNode` to $t$ and use this to prove the following theorem:

**Theorem 1.** Our setup, compute node, and server algorithms produce a sequence $\{w_t\}$ according to recursion $[2]$ where $\{\xi_t\}$ are selected from distribution $D = \sum_{c=1}^{n} p_c D_c$. Sequence $\{w_t\}$ is consistent with delay function $\tau$ as defined in `Setup`.

The theorem tells us that the algorithms implement recursion $[2]$ for distribution $D = \sum_{c=1}^{n} p_c D_c$, i.e., a convex combination of each of the local distributions (data sets). Scaling factors $p_c$ represent a distribution (i.e., they sum to 1) and are used to compute local sample sizes $s_{i,c} \approx p_c s_i$, where $s_i = \sum_{c=1}^{n} s_{i,c}$ indicates the total number of samples in rounds $i$ across all compute nodes.

We remark that our asynchronous distributed SGD is compatible with the more general recursion mentioned in [Nguyen et al., 2018, 2019a] and explained in Supplemental Material C.1. In this recursion each client can apply a "mask" which
indicates the entries of the local model that will be considered. This allows each client to only transmit the local model entries corresponding to the mask.

### 3.2 Delay \( \tau \)

We assume that messages/packets never drop. They will be resent but can arrive out-of-order. We are robust against this kind of asynchronous behavior: The amount of asynchronous behavior is limited by \( \tau(t) \); when the delay is getting too large, then the client enters a wait loop which terminates only when ISRRECEIVE receives a more recent global model \( \hat{v} \) with higher \( k \) (making \( t_{\text{delay}} \) smaller). Since \( \tau(t) \) increases in \( t \) and is much larger than the delays caused by network latency and retransmission of dropped packets, asynchronous behavior due to such effects will not cause clients to get stuck in a waiting loop. We assume different clients have approximately the same speed of computation which implies that this will not cause fast clients having to wait for long bursts of time.\(^1\)

We exploit the algorithm’s resistance against delays \( \tau(t) \) by using increasing sample size sequences \( \{s_i\} \). Since the server only broadcasts when all clients have communicated their updates for a "round" \( k \), increasing sample sizes implies that \( t_{\text{delay}} \) can get closer to \( \tau(t_{\text{glob}}) \). So, sample size sequences should not increase too much: We require the property that there exists a threshold \( d \) such that for all \( i \geq d + 1 \),

\[
\tau \left( \sum_{j=0}^{i} s_j \right) \geq \sum_{j=i-d}^{i} s_j. \tag{3}
\]

In Supplemental Material B.3 we show that this allows us to replace condition \( \tau(t_{\text{glob}}) = t_{\text{delay}} \) of the waiting loop by \( i = k + d \) when \( i \geq d + 1 \) while still guaranteeing \( t_{\text{delay}} \) as an invariant. In practice, since sample sizes increase, we only need to require \( (3) \) for \( d = 1 \) in order to resist asynchronous behavior due to network latency.

### 3.3 Recipe Sample Size Sequence

Given a fixed budget/number of gradient computations \( K \) which the compute nodes together need to perform, an increasing sample size sequence \( \{s_i\} \) reduces the number \( T \) of communication rounds/interactions (defined by update messages coming from the compute nodes with broadcast messages from the server). Convergence to an accurate solution must be guaranteed, that is, \( \{s_i\} \) has to satisfy \( (3) \) if we assume \( \tau \) is indeed a permissible delay function.

Supplemental Material B.3 proves how a general formula for function \( \tau \) translates into an increasing sample size sequence \( \{s_i\} \) that satisfies \( (3) \).

**Lemma 1.** Let \( g > 1 \). Suppose that \( \tau(x) = M_1 + (x + M_0)^{1/g} \) for some \( M_1 \geq d + 1 \) and \( M_0 \geq ((m + 1)(g - 1)/g)^{g/(g - 1)} \), where \( m \geq 0 \) is an integer. Then

\[
s_i = \left\lfloor \frac{1}{d + 1} \left( \frac{m + i + 1}{d + 1} \right)^{1/(g-1)} \right\rfloor \tag{4}
\]

satisfies property \( (3) \).

The above lemma is a direct consequence of Supplemental Material B.3 which has a more general proof that also allows functions such as \( \tau(x) = M_1 + ((x + M_0)/\ln(x + M_0))^{1/g} \) (needed for analysing the convergence of strongly convex problems with \( g = 2 \)).

### 3.4 Recipe Round Step Size Sequence

As soon as we have selected an increasing sample size sequence based on \( \tau \), Supplemental Material B.4 shows how we can translate the diminishing step size sequence \( \{\eta_t\} \) of recurrence \( (2) \) to a diminishing round step size sequence \( \{\eta_i\} \) that only diminishes with every mini-batch \( s_i \) from round to round. The lemma below is a direct consequence of Supplemental Material B.4 which has a slightly more general statement.

**Lemma 2.** Let \( 0 \leq q \leq 1 \) and \( \{E_t\} \) a constant or increasing sequence with \( E_t \geq 1 \). For \( q \) and \( \{E_t\} \) consider the set \( \mathcal{Z} \) of diminishing step size sequences \( \{\eta_t\} \) in recurrence \( (2) \) with \( \eta_t = \alpha_t/((q + t + E_t)^q) \) where \( \{\alpha_t\} \) is some sequence of values with \( \alpha_0 \leq \alpha_t \leq \alpha_0 \cdot q \).

\(^1\)When entering a waiting loop, the client’s operating system should context switch out and resume other computation. If a client \( c \) is an outlier with slow computation speed, then we can adjust \( p_c \) to be smaller in order to have its mini-batch/sample size \( s_{i,c} \) be proportionally smaller; this will change distribution \( \mathcal{Z} \) and therefore change the objective function of \( (1) \).
We assume sample size sequence \( \{ s_i \} \) of Lemma 1 for \( g \geq 2 \). For \( i \geq 0 \), we define \( E_i = E \sum_{j=0}^{i} s_j \). We define \( E_{i-1} = E_0 \). If \( E_i \leq 2E_{i-1} \) for \( i \geq 0 \) and if \( s_0 - 1 \leq E_0 \), then there exists a diminishing step size sequence \( \{ \eta_t \} \) in set \( Z \) such that

\[
\eta_t = \frac{\alpha_t}{\mu(t + E_t)^q} = \frac{\alpha_0}{\mu \left( \frac{\sum_{j=0}^{i-1} s_j + E_{i-1}}{s_i - 1} \right)^q} = \tilde{\eta}_t
\]

for \( t \in \left\{ (\sum_{j=0}^{i-1} s_j), \ldots, (\sum_{j=0}^{i-1} s_j) + s_i - 1 \right\} \).

Notice \( s_i = \Theta\left( i^{1/(g-1)} \right) \) and \( \tilde{\eta}_t = O\left( i^{-q(1+1/(g-1))} \right) \).

In Supplemental Material C.3 we discuss plain and non-convex problems. We argue in both cases to choose a diminishing step size sequence of \( O\left( \frac{i}{\ln i} \right) \), i.e., \( q = 1/2 \), and to experiment with different increasing sample size sequences \( \Theta\left( i^{1/(g-1)} \right) \), for \( g \geq 2 \), to determine into what extent the presented asynchronous SGD is robust against delays. Substituting \( p = 1/(g-1) \in (0, 1] \) gives sample size sequence \( \Theta(i^p) \) and round step size sequence \( O\left( i^{-1+\frac{p}{2}} \right) \). It turns out that \( p = 1 \) gives a good performance and this confirms our intuition that the results from our theory on strongly convex functions in the next section generalizes in that also plain and non-convex problems have fast convergence for linearly increasing sample size sequences.

\[ 4 \] Convergence Rate for Strongly Convex problems

In this section we let \( \bar{g} \) be strongly convex, i.e., there exists a constant \( \mu > 0 \) such that, for all \( w, w' \in \mathbb{R}^d \),

\[
\| \nabla f(w; \xi) - \nabla f(w'; \xi) \| \leq L \| w - w' \|.
\]

**Assumption 1** (L-smooth). \( f(w; \xi) \) is L-smooth for every realization of \( \xi \), i.e., there exists a constant \( L > 0 \) such that,

\[
\forall w, w' \in \mathbb{R}^d, \quad \| \nabla f(w; \xi) - \nabla f(w'; \xi) \| \leq L \| w - w' \|.
\]

**Assumption 2.** \( f(w; \xi) \) is convex for every realization of \( \xi \), i.e., \( \forall w, w' \in \mathbb{R}^d, \quad f(w; \xi) - f(w'; \xi) \geq \langle \nabla f(w; \xi), (w - w') \rangle. \)

**Assumption 3** (\( \mu \)-strongly convex). The objective function \( F : \mathbb{R}^d \rightarrow \mathbb{R} \) is a \( \mu \)-strongly convex, i.e., there exists a constant \( \mu > 0 \) such that, \( \forall w, w' \in \mathbb{R}^d, \)

\[
F(w) - F(w') \geq \langle \nabla F(w'), (w - w') \rangle + \frac{\mu}{2} \| w - w' \|^2.
\]

Being strongly convex implies that \( F \) has a global minimum \( w_* \). For \( w_* \) we assume:

**Assumption 4** (Finite \( \sigma \)). Let \( N = 2\mathbb{E}[\| \nabla f(w_*; \xi) \|^2] \) where \( w_* = \arg \min_w F(w) \). We require \( N < \infty \).

In this section we let \( f \) be \( L \)-smooth, convex, and let the objective function \( F(w) = \mathbb{E}_{\xi \sim \mathcal{D}}[f(w; \xi)] \) be \( \mu \)-strongly convex with finite \( N = 2\mathbb{E}[\| \nabla f(w_*; \xi) \|^2] \) where \( w_* = \arg \min_w F(w) \). Notice that we do not assume the bounded gradient assumption which assumes \( \mathbb{E}[\| \nabla f(w_*; \xi) \|^2] \) is bounded for all \( w \in \mathbb{R}^d \) (not only \( w = w_* \) as in Assumption 4) and is in conflict with assuming strong convexity as explained in [Nguyen et al., 2018, 2019a].

\[ 4.1 \] Sample Size and Round Step Size Sequences

After sequentially ordering the SGD recursions from all compute nodes we end up with a Hogwild! execution as defined by recursion (2) and we may apply the results from [Nguyen et al., 2018, 2019a] that state that \( \{ w_t \} \) is consistent with any delay function \( \tau(t) \leq \sqrt{t/\ln t} \cdot (1 - 1/\ln t) \). By suitably choosing such a function \( \tau \) (see Supplemental Material C.2.2 for details), application of the more general Lemma 1 from Supplemental Material B.3 gives sample size sequence

\[
s_i = \left\lceil \frac{m + i + 1}{16(d + 1)^2 \ln(\frac{m + i + 1}{2(d + 1)})} \right\rceil = \Theta\left( \frac{i}{\ln i} \right)
\]

For a fixed number of gradient computations \( K \), the number \( T \) of communication rounds satisfies \( K = \sum_{j=0}^{T} s_j \). When forgetting the \( \ln i \) component, this makes \( T \) proportional to \( \sqrt{K} \) rather than proportional to \( K \) for a constant sample
We summarize experimental results for strongly convex, plain convex and non-convex problems with diminishing step sizes from round to round. As one benchmark we compare to using a constant step size $\eta$.

Among first order stochastic algorithms, upper bound (4) converges for increasing sample size sequence $\{s_i\}$ and round step size sequence $\{\tilde{\eta}_i\}$ we prove in Supplemental Material [C.2.2] the following upper bound on the convergence rate for strongly convex problems:

$$\mathbb{E}[\|w_t - w_*\|^2] \leq \frac{4 \cdot 36^2 \cdot N \cdot 1}{\mu^2 t} + O\left(\frac{1}{t \ln t}\right).$$

(4)

We do not know whether the theory for delay functions $\tau$ for strongly convex problems gives a tight bound in terms of the maximum delay $\tau$ for which we can prove a tight upper bound on the convergence rate. For this reason we also experiment with the larger linear $s_i = \Theta(i)$ in the strongly convex case. (For $s_i = \Theta(i)$ we have $\tilde{\eta}_i = O(i^{-2})$.)

As one benchmark we compare to using a constant step size $\eta = \tilde{\eta}_i$. Supplemental Material [C.2.1] analyses this case and shows how to choose the constant sample size $s = s_i$ (as large as $\frac{\alpha}{\tau \mu (d+1)}$ for a well defined constant $\alpha$) in order to achieve the best convergence rate.

### 4.3 Lower Bound Convergence Rate

By using the lower bound from [Nguyen et al., 2019b] for first order stochastic algorithms we prove the following lemma in Supplemental Material [C.2.2].

**Theorem 3.** Among first order stochastic algorithms, upper bound (4) converges for increasing $t$ to within a constant factor $8 \cdot 36^2$ of the (theoretically) best attainable expected convergence rate, which is at least $\frac{8}{2\mu^2} \cdot \left(1 - O\left(\frac{m+t}{t}\right)\right)$ (for each $t$).

Notice that the factor is independent of any parameters like $L$, $\mu$, sparsity, or dimension of the model. Theorem 3 shows that non-parallel (and therefore synchronous) SGD can at most achieve a factor $8 \cdot 36^2$ faster convergence rate compared to our asynchronous SGD over local data sets. It remains an open problem to investigate second (and higher) order stochastic algorithms and whether their distributed versions attain tight convergence rates when increasing sample sizes and diminishing step sizes from round to round.

### 5 Experiments

We summarize experimental results for strongly convex, plain convex and non-convex problems with linear increasing sample sequences and biased versus unbiased local data sets.

1We remark that this theorem also holds for our algorithm where the compute nodes compute mini-batch SGD for the sample set and it can be adapted for the more general recursion with masks as explained in Supplemental Material [C.1] (with “$D > 1$”).

1Permissible delay functions can possibly be larger than $\sqrt{(t/\ln t)} - (1 - 1/\ln t)$. 
As the plain convex objective function we use logistic regression: The weight vector $\vec{w}$ and bias value $b$ of the logistic function can be learned by minimizing the log-likelihood function $J$:

$$J = -\sum_{i} \left[ y_i \cdot \log(\sigma_i) + (1 - y_i) \cdot \log(1 - \sigma_i) \right],$$

where $M$ is the number of training samples $(x_i, y_i)$ with $y_i \in \{0, 1\}$, and $\sigma_i = \sigma(\vec{w}, b, x_i)$ is the sigmoid function $\sigma(\vec{w}, x, b) = \frac{1}{1 + e^{-(\vec{w}^T x + b)}}$. The goal is to learn a vector $w^*$ which represents a pair $w = (\vec{w}, b)$ that minimizes $J$. Function $J$ changes into a strongly convex problem by adding ridge regularization with a regularization parameter $\lambda > 0$, i.e., we minimize $\hat{J} = J + \frac{\lambda}{2} \|w\|^2$ instead of $J$. For simulating non-convex problems, we choose a simple neural network (LeNet) [LeCun et al., 1998] for image classification.

We use a linearly increasing sample size sequence $s_i = a \cdot i^c + b$, where $c = 1$ and $a, b \geq 0$. For simplicity, we choose a diminishing round step size sequence corresponding to $\eta_0 \frac{1}{1 + \beta \cdot t}$ for the strongly convex problem and $\eta_0 \frac{1}{1 + \beta \cdot \sqrt{t}}$ for both the plain convex and non-convex problems, where $\eta_0$ is an initial step size. The asynchronous SGD simulation is conducted with $d = 1$, see (3).

**Our asynchronous SGD with linear increasing sample sizes:** Figures [1a][2a] and [3a] show our proposed asynchronous SGD with linear increasing sample size sequence for constant step sizes and diminishing step sizes. We conclude that diminishing step sizes achieve (approximately) a convergence which is as fast as the convergence of the best constant step size sequence. See Supplemental Material [D.2.3] for details and larger sized graphs (also for other data sets); we also show experiments in [D.2.4] and [D.2.5] that compare using slower increasing sample size sequences with linear sample size sequences and they all achieve approximately the same convergence rate. We conclude that using a linear sample size sequence over a constant sized one does not degrade performance – on the contrary, the number of communication rounds reduces significantly. This confirms the intuition generated by our theoretical analysis for strong convex problems which generalizes to plain and non-convex problems.

**Figure 1:** Our asynchronous SGD for strongly convex problems: (a) The Phishing data set - various step size sequences. (b) MNIST - biased and unbiased data sets.

**Our asynchronous SGD with biased data sets:** The goal of this experiment is to show that our asynchronous SGD can work well with biased (non-iid) local data sets meaning that different compute nodes use different distributions $D_c$ (contrary to all nodes using unbiased data sets such that they all have the same $D_c = D$ distribution). We continue with the setting as mentioned above with an adapted initial step size $\eta_0$, see Supplemental Material [D.2.3] for details. Figures [1b] and [2b] show no significant difference between using biased or unbiased data sets for strongly convex and plain convex problems. For the non-convex problem, Figure [3b] shows that although the accuracy might fluctuate during the training process, our asynchronous SGD still achieves good accuracy in general. We conclude that our asynchronous SGD tolerates the effect of biased data sets, which is quite common in practice.

**Scalability:** Supplemental Material [D.2.5] shows that our asynchronous SGD with linear sample size sequence scales to larger number of compute nodes. The accuracy for the same total number of gradient computations stays approximately the same and the overall execution time will reach a lower limit (where increased parallelism does not help). The linear sample size sequence gives a reduced number of communication rounds (also for an increased number of compute nodes).
6 Conclusion

We provided a tight theoretical analysis for strongly convex problems for our asynchronous SGD with increasing sample size sequences. Experiments confirm that not only strongly convex but also plain and non-convex problems can tolerate linear increasing sample sizes – this reduces the number of communication rounds.
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Supplemental Material

A Algorithms

Algorithm 2 Initial Setup

1: procedure Setup(n)  
2:   Initialize global model $\hat{v}_0 = \hat{w}_{c,0,0}$ for server and compute nodes $c \in \{1, \ldots, n\}$  
3:   Initialize diminishing round step size sequence $\{\bar{\eta}_i\}_{i \geq 0}$  
4:   Initialize increasing sample size sequence $\{s_i\}_{i \geq 0}$  
5:   for $i \geq 0$ do  
6:     for $t \in \{0, \ldots, s_i - 1\}$ do  
7:       Assign $a(i, t) = c$ with probability $p_c$  
8:     end for  
9:     for $c \in \{1, \ldots, n\}$ do  
10:        $s_{i,c} = |\{t : a(i, t) = c\}|$  
11:     end for  
12:   end for  
13: end procedure

Algorithm 3 Server – Global Model

1: procedure ISRRReceive(message)  
2:   if message == $(i, c, U)$ is from a compute node $c$ then  
3:     Q.enqueue(message)  
4:   end if  
5: end procedure

6: procedure MaintServer  
7:   $k = 0$  
8:   $\hat{v} = \hat{v}_0$  
9:   Initialize Q and H to empty queues  
10: while True do  
11:   if Q is not empty then  
12:     $(i, c, U) \leftarrow Q.dequeue()$  
13:     $\hat{v} = \hat{v} - \bar{\eta}_i \cdot U$  
14:     H.enqueue($i, c$)  
15:   end if  
16:   if H has $(k, c)$ for all $c \in \{1, \ldots, n\}$ then  
17:     H.dequeue($k, c$) for all $c \in \{1, \ldots, n\}$  
18:     $k++$  
19:     Broadcast ($\hat{v}, k$) to all compute nodes  
20:   end if  
21: end while

13
We remark that which case the ISR routines execute before returning to the main code.

Algorithm 4 ComputeNode \( c \) – Local Model

```plaintext
1: procedure ISRRECEIVE(message) \( \triangleright \) Interrupt Service Routine
2: if message == (\( \hat{v}, k \)) comes from the server & \( k > kold \) then
3: \( \triangleright \) The compute node will only accept and use a more fresh global model
4: Replace the variable \( k \) as maintained by the compute node by that of message
5: \( \hat{w} = \hat{v} - \bar{\eta}_i \cdot U \)
6: \( kold = k \)
7: \( t_{delay} = s_k + \ldots + s_i - (s_{i,c} - \hat{h}) \)
8: end if
9: end procedure

10: procedure MAINCOMPUTE_NODE(D_c) \( \triangleright D_c \) represents the local training data for compute node \( c \)
11: \( h = 0, U = 0 \)
12: while True do
13: \( h < s_{i,c} \) do
14: \( t_{glob} = s_0 + \ldots + s_i - (s_{i,c} - \hat{h}) - 1 \)
15: \( t_{delay} = s_k + \ldots + s_i - (s_c - \hat{h}) \)
16: \( \triangleright \) Invariant: \( t_{delay} \leq \tau(t_{glob}) \)
17: \( \triangleright U_{i,c,h} \) for \( h = 0 \) equals the all-zero vector
18: while \( \tau(t_{glob}) \leq t_{delay} \) do
19: only keep track of the update of \( t_{delay} \)
20: end while
21: Sample uniformly at random \( \xi \) from \( D_c \)
22: \( g = \nabla f(\hat{w}, \xi) \)
23: \( U = U + g \)
24: \( \triangleright \) This represents \( U_{i,c,h+1} = U_{i,c,h} + g_{c,i,h} \)
25: Update model \( w = \hat{w} - \bar{\eta}_i \cdot g \)
26: Update model \( \hat{w} = \hat{w} \)
27: end while
28: Send \( (i, c, U) \) to the Server.
29: \( i++ \)
30: end while
31: end procedure
```

The centralized aggregation server maintains a global model which is updated according to Algorithm 3. The server receives updates from compute nodes who work on local models by executing Algorithm 4. Before any computation starts both server and clients agree on the used diminishing step size sequence, the increasing sample (mini-batch) sequences, initial default global model, and permissible delay function \( \tau \), see Algorithm 2. Note that the Interrupt Service Routines (ISR) at the compute node and server interrupt the main execution as soon as a message is received in which case the ISR routines execute before returning to the main code.

The algorithms have added comments with interpretation of the locally computed variables. These interpretations/annotations are used in next sections when proving properties.

We remark that \( s_{i,c} \) are initialized by a coin flipping procedure in SETUP. Since the \( s_i \) are increasing, we may approximate \( s_{i,c} \approx E[s_{i,c}] = p_c s_i \) (because of the law of large numbers).

### B Proofs of the asynchronous distributed SGD

#### B.1 Proof of Theorem 1

The clients in the distributed computation apply recursion 2. We want to label each recursion with an iteration count \( t \); this can then be used to compute with which delay function the labeled sequence \( \{ w_t \} \) is consistent. In order to find an ordering based on \( t \) we first define a mapping \( \rho \) from the annotated labels \( (c, i, h) \) in MAINCOMPUTE_NODE to \( t \):

\[
\rho(c, i, h) = \left( \sum_{l < i} s_l \right) + \min \{ t' : h = |\{ t : a(i, t) = c \}| \},
\]

where sequence sample size sequence \( \{ s_i \} \) and labelling function \( a(\cdot, \cdot) \) are defined in SETUP.
We propose to use increasing sample size sequences $\rho$ as long as
This shows that the new invariant implies the old one when
The new wait loop guarantees that
This implies that
for the following reason: Let
B.2 Invariant $t_{\text{delay}} \leq t_{\text{glob}}$

We propose to use increasing sample size sequences $\{s_{i,c}\}$ such that we can replace the condition $\tau(t_{\text{glob}}) = t_{\text{delay}}$ of the wait loop by $i = k + d$, where $d$ is a threshold such that for all $i \geq d + 1$,

$$
\tau \left( \sum_{j=0}^{i} s_j \right) \geq \sum_{j=i-d}^{i} s_j. \tag{5}
$$

The new wait loop guarantees that $i - k \leq d$ as an invariant of the algorithm. This implies the old invariant $t_{\text{delay}} \leq t_{\text{glob}}$ for the following reason: Let $i \geq d + 1$. Since $t - \tau(t)$ is increasing,

$$
t_{\text{glob}} - \tau(t_{\text{glob}}) \leq \sum_{j=0}^{i} s_j - \tau \left( \sum_{j=0}^{i} s_j \right) \leq \sum_{j=0}^{i} s_j - \sum_{j=i-d}^{i} s_j = \sum_{j=0}^{i-d-1} s_j.
$$

Together with $i - d \leq k$, this implies

$$
\tau(t_{\text{glob}}) \geq t_{\text{glob}} - \sum_{j=0}^{i-d-1} s_j = s_{i-d} + \ldots + s_i - (s_{i,c} - h) - 1 \geq s_k + \ldots + s_i - (s_{i,c} - h) - 1 = t_{\text{delay}}.
$$

This shows that the new invariant implies the old one when $i \geq d + 1$. 

Notice that given $t$, we can compute $i$ as the largest index for which $\sum_{l<i} s_l \leq t$, compute $t' = t - \sum_{l<i} s_l$ and $c = a(i, t')$, and compute $h = |\{t' \leq a(i, t') : a(i, t') = c\}|$. This procedure inverts $\rho$ since $\rho(c, i, h) = t$, hence, $\rho$ is bijective. We use $\rho$ to order local models $\hat{\omega}_{c,i,h}$ by writing $\hat{\omega}_t = \hat{\omega}_{c,i,h}$ with $t = \rho(c, i, h)$. Similarly, we write $\xi_t = \xi_{c,i,h}$ for local training data samples.

From the invariant in MAINSERVER we infer that $\hat{\omega}_k$ includes all the aggregate updates $U_{i,c}$ for $i < k$ and $c \in \{1, \ldots, n\}$. See Algorithm 4 for compute nodes, 

$$
\sum_{c \in \{1, \ldots, n\}} U_{i,c} = \sum_{c \in \{1, \ldots, n\}} \sum_{h=0}^{s_{i,c} - 1} g_{c,i,h} \text{ with } g_{c,i,h} = \nabla f(\hat{\omega}_{c,i,h}; \xi_{c,i,h}).
$$

By using mapping $\rho$, this is equal to

$$
\sum_{c \in \{1, \ldots, n\}} \sum_{h=0}^{s_{i,c} - 1} \nabla f(\hat{\omega}_{c,i,h}; \xi_{c,i,h}) = \sum_{c \in \{1, \ldots, n\}} \sum_{h=0}^{s_{i,c} - 1} \nabla f(\hat{\omega}_{\rho(c,i,h)}; \xi_{\rho(c,i,h)})
$$

$$
= \sum_{t=s_0 + \ldots + s_{i-1}} \nabla f(\hat{\omega}_t; \xi_t).
$$

This implies that $\hat{\omega}_k$ includes all the gradient updates (across all clients) that correspond to $\hat{\omega}_t$ for $t \leq s_0 + \ldots + s_{k-1} - 1 = t_{\text{glob}} - t_{\text{delay}}$ in the notation of MAINCOMPUTE NODE.

Let $\rho(c, i, h) = t$. Notice that $t = \rho(c, i, h) \leq s_0 + \ldots + s_i - (s_{i,c} - h) - 1 = t_{\text{glob}}$. In MAINCOMPUTE NODE we wait as long as $\tau(t_{\text{glob}}) = t_{\text{delay}}$. This means that $\hat{\omega}_t$ will not further increase until $k$ increases in compute node $c$’s ISRRECEIVE when a new global model is received. This implies $t_{\text{delay}} \leq \tau(t_{\text{glob}})$ as an invariant of the algorithm. Because $t - \tau(t)$ is an increasing function in $t$, the derived inequality implies $t - \tau(t) \leq t_{\text{glob}} - \tau(t_{\text{glob}}) \leq t_{\text{glob}} - t_{\text{delay}}$. Notice that $\hat{\omega}_t = \hat{\omega}_{c,i,h}$ includes the updates aggregated in $\hat{\omega}_t$ as last received by compute node $c$’s ISRRECEIVE. We concluded above that $\hat{\omega}_t$ includes all gradient updates that correspond to gradient computations up to iteration count $t_{\text{glob}} - t_{\text{delay}}$. This includes gradient computations up to iteration count $t - \tau(t)$. Therefore, the computed sequence $\{\hat{\omega}_t\}$ is consistent with delay function $\tau$.

As a second consequence of mapping $\rho$ we notice that $\{\xi_t\} = \{\xi_{c,i,h}\}$. In fact $\xi_t = \xi_{c,i,h}$ for $(c, i, h) = \rho^{-1}(t)$. Notice that SETUP constructs the mapping $a(i, t) = c$ which is used to define $\rho$. Mapping $a(i, t)$ represents a random table of compute node assignments $c$ generated by using a probability vector $(p_1, \ldots, p_n)$ (with $c$ being selected with probability $p_c$ for the $(i, t)$-th entry). So, $\xi_t \sim D_c$ in MAINCLIENT with probability $p_c$. This means that $\xi_t \sim D$ with $D = \sum_{c=1}^{n} p_c D_c$. 

B.2 Invariant $t_{\text{delay}} \leq t_{\text{glob}}$
B.3 Increasing sample size sequences

The following lemma shows how to construct an increasing sample size sequence given a delay function \( \tau \).

**Lemma 3.** Let \( g > 1 \). Let function \( \gamma(z) \) be increasing (i.e., \( \gamma'(z) \geq 0 \)) and \( \geq 1 \) for \( z \geq 0 \), with the additional property that \( \gamma(z) \geq z \gamma'(z) \frac{g}{g-1} \) for \( z \geq 0 \). Suppose that

\[
\tau(x) = M_1 + \left( \frac{x + M_0}{\gamma(x + M_0)} \right)^{1/g} \quad \text{with} \quad M_0 \geq \left( \frac{m + 1}{g-1} \right)^{g/(g-1)} \quad \text{and} \quad M_1 \geq d + 1
\]

for some integer \( m \geq 0 \) (we can choose \( M_0 = 0 \) if \( m = 0 \)), and define

\[
S(x) = \left( \frac{x}{\omega(x)} \right)^{1/(g-1)} \quad \text{with} \quad \omega(x) = \gamma \left( \left( \frac{x}{g-1} \right)^{g/(g-1)} \right).
\]

Then \( s_i \equiv \left[ \frac{1}{d+1} S \left( \frac{m+i+1}{d+1} \right) \right] \) satisfies property (S) (i.e., (3)).

The lemma simplifies to Lemma 1 if we use \( \gamma(z) = 1 \).

**Proof.** Since \( \gamma(z) \) is increasing and \( \geq 1 \) for \( z \geq 0 \), also \( \omega(x) \) is increasing and \( \geq 1 \) for \( x \geq 0 \) (notice that \( g > 1 \)). We also want to show that \( z/\omega(z) \) is increasing for \( z \geq 0 \). Its derivative is equal to

\[
\frac{1}{\omega(z)} \left( 1 - \frac{z \omega'(z)}{\omega(z)} \right)
\]

which is \( \geq 0 \) if \( \omega(z) \geq z \omega'(z) \) (because \( \omega(z) \) is positive). The latter is equivalent (by \( \omega \)'s definition) to

\[
\gamma \left( \left( \frac{z}{g-1} \right)^{g/(g-1)} \right) \geq z \gamma' \left( \left( \frac{z}{g-1} \right)^{g/(g-1)} \right) \frac{g}{g-1} \left( \frac{z}{g-1} \right)^{g/(g-1)} \frac{g-1}{g}.
\]

This is implied by \( \gamma(y) \geq y \gamma'(y) \frac{g}{g-1} \) for \( y = \left( \frac{z}{g-1} \right)^{g/(g-1)} \). From our assumptions on \( \gamma(z) \) we infer that this is true.

Since \( x/\omega(x) \) is increasing, also \( S(x) \) is increasing for \( x \geq 0 \). This implies

\[
s_i = \sum_{j=0}^{i} \left[ \frac{1}{d+1} S \left( \frac{m+j+1}{d+1} \right) \right] \geq \sum_{j=m}^{i+m} \frac{1}{d+1} S \left( \frac{j+1}{d+1} \right) \]

\[
= \sum_{j=0}^{i+m} \frac{1}{d+1} S \left( \frac{j+1}{d+1} \right) - \sum_{j=0}^{m-1} S(j+1)
\]

\[
\geq \int_{z=0}^{m+i+1} S(d+1) \frac{z}{d+1} dz - \frac{1}{d+1} S \left( \frac{z}{d+1} \right) dz - \int_{z=0}^{m+1} S \left( \frac{z}{d+1} \right) dz
\]

\[
= \int_{z=0}^{(m+i+1)/(d+1)} S(z) dz - \int_{z=0}^{(m+1)/(d+1)} S(z) dz.
\]

Since \( \omega(z) \geq 1 \),

\[
\int_{z=0}^{(m+1)/(d+1)} S(z) dz \leq \int_{z=0}^{(m+1)/(d+1)} \left( \frac{g-1}{g} \right)^{1/(g-1)} dz = \left( \frac{m+1}{d+1} \cdot \frac{g-1}{g} \right)^{g/(g-1)} \leq M_0.
\]

Let \( x = (m+i+1)/(d+1) \). Then,

\[
\sum_{j=0}^{i} s_j \geq \int_{z=0}^{x} S(z) dz - M_0.
\]

Because \( \omega(z) \) is increasing for \( z \geq 0 \) we have

\[
\int_{z=0}^{x} S(z) dz \geq \frac{1}{\omega(x)^{1/(g-1)}} \cdot \int_{z=0}^{x} \left( \frac{g-1}{g} \right)^{1/(g-1)} dz = \left( \frac{g-1}{g} \right)^{g/(g-1)}
\]

16
Since \(x/\gamma(x)\) is increasing (its derivative is equal to \(\frac{1}{\gamma(x)} \left(1 - \frac{x\tau'(x)}{\gamma(x)}\right)\) and is positive by our assumptions on \(\gamma(x)\)), also \(\tau(x)\) is increasing and we infer

\[
\tau \left( \sum_{j=0}^{i} s_j \right) \geq \tau \left( \int_{z=0}^{x} S(z)dz - M_0 \right) \geq \tau \left( \frac{1}{\omega(x)^{1/(g-1)}} \cdot \left( \frac{x-g-1}{g} \right)^{g/(g-1)} - M_0 \right).
\]

By \(\tau\)'s definition, the right hand side is equal to

\[
M_1 + \frac{\left( \frac{1}{\omega(x)^{1/(g-1)}} \cdot \left( \frac{x-g-1}{g} \right)^{g/(g-1)} \right)^{1/g}}{\gamma \left( \frac{1}{\omega(x)^{1/(g-1)}} \cdot \left( \frac{x-g-1}{g} \right)^{g/(g-1)} \right)^{1/g}}.
\]

(6)

Since \(S(x)\) is increasing, we have

\[
\sum_{j=i-d}^{i} s_j = \sum_{j=i-d}^{i} \left[ \frac{1}{d+1} S \left( \frac{m+j+1}{d+1} \right) \right] \leq (d+1) \left[ \frac{1}{d+1} S \left( \frac{m+i+1}{d+1} \right) \right]
\]

\[
\leq d+1 + S \left( \frac{m+i+1}{d+1} \right) = d+1 + S(x).
\]

Since \(M_1 \geq d+1\), the right hand side is at most \(6\) if

\[
M_1 = \frac{\left( \frac{1}{\omega(x)^{1/(g-1)}} \cdot \left( \frac{x-g-1}{g} \right)^{g/(g-1)} \right)^{1/g}}{\gamma \left( \frac{1}{\omega(x)^{1/(g-1)}} \cdot \left( \frac{x-g-1}{g} \right)^{g/(g-1)} \right)^{1/g}} \geq \left( \frac{x-g-1}{g} \right)^{g/(g-1)} = S(x).
\]

After raising to the power \(g\) and reordering terms this is equivalent to

\[
\omega(x) \geq \gamma \left( \frac{1}{\omega(x)^{1/(g-1)}} \cdot \left( \frac{x-g-1}{g} \right)^{g/(g-1)} \right).
\]

Since \(\omega(x) \geq 1\) and \(\gamma(z)\) is increasing, this is implied by

\[
\omega(x) \geq \gamma \left( \left( \frac{x-g-1}{g} \right)^{g/(g-1)} \right).
\]

Since this is true by the definition of \(\omega(x)\), we obtain inequality \(5\).

### B.4 Diminishing step size sequences

We assume the sample size sequence \(s_i = \left[ \frac{1}{d+1} S \left( \frac{m+i+1}{d+1} \right) \right]\) developed in the previous subsection:

**Lemma 4.** We assume the sample size sequence \(s_i = \left[ \frac{1}{d+1} S \left( \frac{m+i+1}{d+1} \right) \right]\) of Lemma 3. Let \(\{E_i\}\) be a constant or increasing sequence with \(E_i \geq 1\). For \(i \geq 0\), we define

\[
\bar{E}_i = E_{\sum_{j=0}^{i} s_j}.
\]

We define \(\bar{E}_{i-1} = E_0\) and assume for \(i \geq 0\) that

\[
\bar{E}_i \leq 2\bar{E}_{i-1} \text{ and } s_0 - 1 \leq E_0.
\]

Let \(q \geq 0\), and \(a_0\) and \(a_1\) be constants such that

\[
a_1 = a_0 \cdot \max \left\{ 3, \left( 1 + \frac{m+2}{m+1} \right)^{1/(g-1)} \right\}^q.
\]
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For $g \geq 2$ and $q \leq 1$ this implies $a_0 \leq a_1 \leq 3 \cdot a_0$.

Then the diminishing step size sequence $\eta_t = \frac{\alpha_t}{\mu(t+E_t)^q}$ with parameters $\{\alpha_t\}$ defined by

$$\eta_t = \frac{\alpha t}{\mu(t+E_t)^q} = \frac{a_0}{\mu\left(\frac{\sum_{j=0}^{t-1} s_j}{\sum_{j=0}^{t-1} s_j} + \bar{E}_{t-1}\right)^q} = \bar{\eta}_t$$

for $t \in \{(\sum_{j=0}^{i-1} s_j), \ldots, (\sum_{j=0}^{i-1} s_j) + s_i - 1\}$ and $i \geq 0$ satisfies

$$a_0 = a_0 \leq \alpha_t \leq a_1.$$ 

Notice that Lemma 2 describes the case $g \geq 2$ and $q \leq 1$ in a different wording (by defining a set $Z$ of step size sequences).

**Proof.** For $i \geq 1$, we first show a relation between $s_i$ and $s_{i-1}$ (notice that $\omega$ is increasing):

$$s_i - 1 \leq \frac{1}{d + 1} S \left(\frac{m + i + 1}{d + 1}\right) = \frac{1}{d + 1} \left(\frac{1}{\omega\left(\frac{m + i + 1}{d + 1}\right)} - \frac{m + i + 1}{d + 1}\right)^{1/(g - 1)}$$

$$\leq \frac{1}{d + 1} \left(\frac{1}{\omega\left(m + i\right)} - \frac{m + i}{d + 1}\right)^{1/(g - 1)}$$

$$= \frac{1}{d + 1} \left(\frac{1}{\omega\left(m + i\right)} - \frac{m + i}{d + 1}\right)^{1/(g - 1)} = \left(\frac{m + i + 1}{m + i}\right)^{1/(g - 1)} \frac{1}{d + 1} S \left(\frac{m + i}{d + 1}\right) \leq \left(\frac{m + 2}{m + 1}\right)^{1/(g - 1)} s_{i-1} \quad (7)$$

For $i \geq 1$ and $t \in \{(\sum_{j=0}^{i-1} s_j), \ldots, (\sum_{j=0}^{i-1} s_j) + s_i - 1\}$, we are now able to derive a bound

$$\alpha_t = a_0 \frac{(t + E_t)^q}{\left(\sum_{j=0}^{t-1} s_j + \bar{E}_{t-1}\right)^q} \leq a_0 \left(\frac{\sum_{j=0}^{t-1} s_j - 1 + \bar{E}_{t-1}}{\sum_{j=0}^{t-1} s_j + \bar{E}_{t-1}}\right)^q$$

$$\leq a_0 \left(1 + \frac{(1 + 1/(m + 1))^{1/(g - 1)} s_{i-1} + \bar{E}_{i-1}}{(\sum_{j=0}^{i-1} s_j) + \bar{E}_{i-1}}\right)^q$$

$$\leq a_0 \left(1 + \frac{(1 + 1/(m + 1))^{1/(g - 1)} (\sum_{j=0}^{i-1} s_j) + \bar{E}_{i-1}}{(\sum_{j=0}^{i-1} s_j) + \bar{E}_{i-1}}\right)^q$$

$$\leq a_0 \left(1 + \frac{(1 + 1/(m + 1))^{1/(g - 1)} (\sum_{j=0}^{i-1} s_j) + \bar{E}_{i-1}}{(\sum_{j=0}^{i-1} s_j) + \bar{E}_{i-1}}\right)^q = a_0 \left(1 + \frac{(m + 2}{m + 1}\right)^{1/(g - 1)} \right)^q.$$

Notice that for $g \geq 2$ and $q \leq 1$, this bound is at most $3 \cdot a_0$.

We still need to analyse the case $i = 0$. This gives the bound

$$\alpha_t = a_0 \frac{(t + E_t)^q}{\left(\sum_{j=0}^{t-1} s_j + E_0\right)^q} \leq a_0 \left(\frac{(s_0 - 1 + \bar{E}_0)^q}{E_0}\right) \leq a_0 \cdot 3^q.$$

The step size for iteration $t$ is equal to

$$\eta_t = \frac{\alpha t}{\mu(t+E_t)^q} = \frac{a_0}{\mu\left(\sum_{j=0}^{t-1} s_j + E_{t-1}\right)^q},$$

hence, $\alpha_0 = a_0$.  

18
C Analysis general recursion

The optimization problem for training many Machine Learning (ML) models using a training set \( \{\xi_i\}_{i=1}^{M} \) of \( M \) samples can be formulated as a finite-sum minimization problem as follows

\[
\min_{w \in \mathbb{R}^d} \left\{ F(w) = \frac{1}{M} \sum_{i=1}^{M} f(w; \xi_i) \right\}.
\] (8)

The objective is to minimize a loss function with respect to model parameters \( w \). This problem is known as empirical risk minimization and it covers a wide range of convex and non-convex problems from the ML domain, including, but not limited to, logistic regression, multi-kernel learning, conditional random fields and neural networks. We are interested in solving the following more general stochastic optimization problem with respect to some distribution \( \mathcal{D} \):

\[
\min_{w \in \mathbb{R}^d} \left\{ F(w) = \mathbb{E}_{\xi \sim \mathcal{D}} [f(w; \xi)] \right\},
\] (9)

where \( F \) has a Lipschitz continuous gradient and \( f \) has a finite lower bound for every \( \xi \).

The general form (9) can be solved by using SGD as described in Algorithm 5. Thanks to its simplicity in implementation and efficiency in dealing with large scale data sets, stochastic gradient descent, originally introduced in [Robbins and Monro, 1951], has become the method of choice for solving not only (8) when \( m \) is large but also (9).

Algorithm 5 Stochastic Gradient Descent (SGD) Method

1: Initialize: \( w_0 \)
2: Iterate:
3: for \( t = 0, 1, 2, \ldots \) do
4: Choose a step size (i.e., learning rate) \( \eta_t > 0 \).
5: Generate a random variable \( \xi_t \).
6: Compute a stochastic gradient \( \nabla f(w_t; \xi_t) \).
7: Update the new iterate \( w_{t+1} = w_t - \eta_t \nabla f(w_t; \xi_t) \).
8: end for

C.1 The Hogwild! algorithm

To speed up SGD, an asynchronous SGD known as Hogwild! was introduced in [Recht et al., 2011]. Here, multiple computing threads work together and update shared memory in asynchronous fashion. The shared memory stores the most recently computed weight as a result of the SGD iterations computed by each of the computing threads. Writes to and reads from vector positions in shared memory can be inconsistent. As a result a computing thread may start reading entries in the current weight vector from shared memory while these positions are updated by other computing threads out-of-order. Only writes to and reads from shared memory positions are considered atomic. This means that, when a computing thread reads the ‘current’ weight vector from shared memory, this weight vector is a mix of partial updates to the weight vector from other computing threads that executed previous SGD iterations.

[Nguyen et al., 2018, 2019a] introduce a general recursion for \( w_t \). The recursion explains which positions in \( w_t \) should be updated in order to compute \( w_{t+1} \). Since \( w_t \) is stored in shared memory and is being updated in a possibly non-consistent way by multiple cores who each perform recursions, the shared memory will contain a vector \( w \) whose entries represent a mix of updates. That is, before performing the computation of a recursion, a computing thread will first read \( w \) from shared memory, however, while reading \( w \) from shared memory, the entries in \( w \) are being updated out of order. The final vector \( \hat{w}_t \) read by the computing thread represents an aggregate of a mix of updates in previous iterations.

The general recursion (parts of text extracted from [Nguyen et al., 2019a]) is defined as follows: For \( t \geq 0 \),

\[
w_{t+1} = w_t - \eta_t d_\xi \nabla f(\hat{w}_t; \xi_t),
\] (10)

where

- \( \hat{w}_t \) represents the vector used in computing the gradient \( \nabla f(\hat{w}_t; \xi_t) \) and whose entries have been read (one by one) from an aggregate of a mix of previous updates that led to \( w_j, j \leq t, \) and
- the \( S_{\xi_t}^{\xi_t} \) are diagonal 0/1-matrices with the property that there exist real numbers \( d_\xi \) satisfying

\[
d_\xi \mathbb{E}[S_{\xi_t}^{\xi_t}] = D_\xi,
\] (11)
where the expectation is taken over \( u \) and \( D_\xi \) is the diagonal 0/1 matrix whose 1-entries correspond to the non-zero positions in \( \nabla f(w; \xi) \) in the following sense: The \( i \)-th entry of \( D_\xi \)’s diagonal is equal to 1 if and only if there exists a \( w \) such that the \( i \)-th position of \( \nabla f(w; \xi) \) is non-zero.

The role of matrix \( S^\xi_u \) is that it filters which positions of gradient \( \nabla f(\hat{w}_t; \xi_t) \) play a role in \([10]\) and need to be computed. Notice that \( D_\xi \) represents the support of \( \nabla f(w; \xi) \); by \( |D_\xi| \) we denote the number of 1s in \( D_\xi \), i.e., \( |D_\xi| \) equals the size of the support of \( \nabla f(w; \xi) \).

We restrict ourselves to choosing (i.e., fixing a-priori) non-empty matrices \( S^\xi_u \) that “partition” \( D_\xi \) in \( D \) approximately “equally sized” \( S^\xi_u \):

\[
\sum_u S^\xi_u = D_\xi,
\]

where each matrix \( S^\xi_u \) has either \([|D_\xi|/D]\) or \([|D_\xi|/D]\) ones on its diagonal. We uniformly choose one of the matrices \( S^\xi_u \) in \([10]\), hence, \( d_\xi \) equals the number of matrices \( S^\xi_u \), see \([11]\).

In order to explain recursion \([10]\) we consider two special cases. For \( D = \bar{\Delta} \), where

\[
\bar{\Delta} = \max_\xi \{|D_\xi|\}
\]

represents the maximum number of non-zero positions in any gradient computation \( f(w; \xi) \), we have that for all \( \xi \), there are exactly \( |D_\xi| \) diagonal matrices \( S^\xi_u \) with a single 1 representing each of the elements in \( D_\xi \). Since \( p_\xi(u) = 1/|D_\xi| \) is the uniform distribution, we have \( \mathbb{E}[S^\xi_u] = D_\xi/|D_\xi| \), hence, \( d_\xi = |D_\xi| \). This gives the recursion

\[
w_{t+1} = w_t - \eta_t D_\xi [\nabla f(\hat{w}_t; \xi_t)]_{u_t},\]

(12)

where \( [\nabla f(\hat{w}_t; \xi_t)]_{u_t} \) denotes the \( u_t \)-th position of \( \nabla f(\hat{w}_t; \xi_t) \) and where \( u_t \) is a uniformly selected position that corresponds to a non-zero entry in \( \nabla f(\hat{w}_t; \xi_t) \).

At the other extreme, for \( D = 1 \), we have exactly one matrix \( S^\xi_1 = D_1 \) for each \( \xi \), and we have \( d_\xi = 1 \). This gives the recursion

\[
w_{t+1} = w_t - \eta_t \nabla f(\hat{w}_t; \xi_t).
\]

(13)

Recursion \([13]\) represents Hogwild!. In a single-thread setting where updates are done in a fully consistent way, i.e. \( \hat{w}_t = w_t \), yields SGD.

Algorithm 6 gives the pseudo code corresponding to recursion \([10]\) with our choice of sets \( S^\xi_u \) (for parameter \( D \)).

**Algorithm 6 Hogwild! general recursion**

1: Input: \( w_0 \in \mathbb{R}^d \)
2: for \( t = 0, 1, 2, \ldots \) in parallel do
3: read each position of shared memory \( w \) denoted by \( \hat{w}_t \) (each position read is atomic)
4: draw a random sample \( \xi_t \) and a random “filter” \( S^\xi_u \)
5: for positions \( h \) where \( S^\xi_u \) has a 1 on its diagonal do
6: compute \( g_h \) as the gradient \( \nabla f(\hat{w}_t; \xi_t) \) at position \( h \)
7: add \( \eta_t g_h \) to the entry at position \( h \) of \( w \) in shared memory (each position update is atomic)
8: end for
9: end for

In order to use Algorithm 6 in our asynchronous SGD setting where local compute nodes compute SGD iterations on local data sets, we use the following reinterpretation of shared memory and computing threads. Compute nodes represent the different computing threads. The centralized server plays the role of shared memory where locally computed weight vectors at the compute nodes are ‘aggregated’ as in \([10]\). Each ComputeNode, first reads each of the entries of the weight vector \( w \) currently stored at the compute node itself. This weight vector \( w \) includes local updates (due to SGD iterations at the compute node itself) as well as updates from other compute nodes since \( w \) originally came from the server when transmitting the global model in a broadcast message. Therefore, ComputeNode, reads a \( \hat{w}_t \) that can be interpreted as a series of successive atomic reads from shared memory \( w \) as described above. Next the gradient \( \nabla f(\hat{w}_t; \xi_t) \) for some sample \( \xi_t \sim D_\xi \) is computed. Since the order in which compute nodes are executing their SGD iterations is determined by probabilities \( \{p_w\} \), this means that from a higher abstraction level \( \nabla f(\hat{w}_t; \xi_t) \) for some sample \( \xi_t \sim D_\xi \) is computed (that is, with probability \( p_w \) sample \( \xi_t \sim D_\xi \) and ComputeNode, is the one executing the corresponding SGD iteration). The gradient multiplied by a step size \( \eta_t \) and correction factor \( d_\xi \) is subtracted from
the weight vector stored at the server (after it receives the local update from the compute node). This is done by a
series of successive atomic writes. Each of the compute nodes (just like the computing threads above) work in parallel
continuously updating entries in the weight vector \( w \) stored at the server (and stored locally at each compute node).

In the context of different computing threads atomically reading and writing entries of vector \( w \) from shared memory, we define the amount of asynchronous behavior by parameter \( \tau \) as in [Nguyen et al., 2019a]:

**Definition 2.** We say that weight vector \( w \) stored at the server is consistent with delay \( \tau \) with respect to recursion (10) if, for all \( t \), vector \( \tilde{w}_t \) includes the aggregate of the updates up to and including those made during the \((t-\tau)\)-th iteration (where (10) defines the \((t+1)\)-st iteration). Each position read from shared memory is atomic and each position update to shared memory is atomic (in that these cannot be interrupted by another update to the same position).

Even though this (original) definition does not consider \( \tau \) as a function of the iteration count \( t \), the next subsections do summarize how \( \tau \) can depend as a function on \( t \).

### C.2 Convergence rate for strongly convex problems

In this section we let \( f \) be \( L \)-smooth, convex, and let the objective function \( F(w) = \mathbb{E}_{\xi \sim D}[f(w; \xi)] \) be \( \mu \)-strongly convex with finite \( N = 2\mathbb{E}[\|\nabla f(w; \xi)\|^2] \) where \( w_* = \arg \min_w F(w) \). Notice that we do not assume the bounded gradient assumption which assumes \( \mathbb{E}[\|\nabla f(w; \xi)\|^2] \) is bounded for all \( w \in \mathbb{R}^d \) (not only \( w = w_* \) as in Assumption 4 and is in conflict with assuming strong convexity as explained in [Nguyen et al., 2018, 2019a].

#### C.2.1 Constant step sizes

Algorithm 6 for \( D = 1 \) corresponds to Hogwild! with recursion (13). For finite-sum problems, [Leblond et al., 2018] proves for constant step sizes \( \eta_t = \eta = \frac{\mu}{L} \) with delay

\[
\tau \leq \frac{1}{\eta \mu} \tag{14}
\]

and parameter \( a \leq \left( 5(1 + 2\tau \sqrt{\Delta}) \sqrt{1 + \frac{\mu}{4L} \min\{ \frac{1}{\sqrt{\Delta}}, \tau \}} \right)^{-1} \) as a function of \( \tau \), where \( \Delta \) measures sparsity according to Definition 7 in [Leblond et al., 2018], that the convergence rate \( \mathbb{E}[\|\tilde{w}_t - w_*\|^2] \) is at most

\[
\mathbb{E}[\|\tilde{w}_t - w_*\|^2] \leq 2(1 - \rho)^t \|w_0 - w_*\|^2 + b,
\]

where \( \rho = \frac{aL}{\mu} \) and \( b = \left( \frac{\eta(C_1 + \tau C_2)}{\mu} + 2\eta C_1 \tau \right) N \) for \( C_1 = 1 + \sqrt{\Delta} \tau \) and \( C_2 = \sqrt{\Delta} + \eta \mu C_1 \).

With a fixed learning rate \( \eta_t = \eta \), SGD and Hogwild! may provide fast initial improvement, after which it oscillates
within a region containing a solution [Bottou et al., 2018, Chee and Toulis, 2018]. The upper bound on the convergence rate shows that convergence is to within some range of the optimal value; we have \( \mathbb{E}[\|\tilde{w}_t - w_*\|^2] = O(\eta) \).

Hence, SGD and Hogwild! can fail to converge to a solution. It is known that the behavior of SGD is strongly dependent
on the chosen learning rate and on the variance of the stochastic gradients. To overcome this issue, there are two
main lines of research that have been proposed in literature: variance reduction methods and diminishing learning rate
schemes. These algorithms guarantee to converge to the optimal value.

Upper bound (14) allows us to set the maximal sample size \( s = s_i \) in terms of the amount of asynchronous behavior
allowed by \( d \) in (5). This allows an informed decision on how to reduce the number of broadcast messages as much as possible. We need \( \tau = (d + 1)s \leq \frac{1}{\eta \mu} \), i.e., \( s \leq \frac{\eta \mu (d + 1)}{L \mu (d + 1)} \) which is typically large.

#### C.2.2 Diminishing step sizes

We slightly reformalize[1] Lemma 11 from [Nguyen et al., 2018]:

---

[1] The original lemma requires \( 2L \alpha / \mu \leq \tau (t) \leq \sqrt{\frac{2}{\mu \tau} \cdot \left( 1 - \frac{1}{\mu \tau} \right)} \) which cannot be realized for small \( t \). Nevertheless, if \( \tau (t) \leq \sqrt{\frac{2}{\mu \tau} \cdot \left( 1 - \frac{1}{\mu \tau} \right)} \) for \( t \geq T_1 \), where \( T_1 \) is a constant, then the derivation after (47) in [Nguyen et al., 2018] still holds true if we consider \( \sum_{i=T_1}^{t} a_i \tau (i)^2 \) and \( \sum_{i=T_1}^{t} a_i \tau (i) \), respectively. We can replace the sums \( \sum_{i=1}^{t} a_i \tau (i)^2 \) and \( \sum_{i=1}^{t} a_i \tau (i) \) by \( O(1) \) terms and as a result the derivations that lead to Lemma 11 still follow.

---
Lemma 5. [Nguyen et al., 2018, 2019a] Let $\tau(t)$ be a delay function satisfying $2L\alpha/\mu \leq \tau(t) \leq t$ with the additional property that there exists a constant $T_1$ such that for large enough $t \geq T_1$, $\tau(t) \leq \sqrt{\frac{t}{\ln t}} \cdot (1 - \frac{1}{\ln t})$. Let
\[
\eta_t = \frac{\alpha t}{\mu(t + 2\tau(t))}
\]
be a step sequence with $12 \leq \alpha_t \leq \alpha$. Then the expected convergence rates satisfy
\[
\mathbb{E}[\|w_{t+1} - w_*\|^2] \leq \frac{4\alpha^2 DN}{t} \frac{1}{\mu^2} + O\left(\frac{1}{t \ln t}\right)
\]
and
\[
\mathbb{E}[\|w_{t+1} - w_*\|^2] \leq \frac{4\alpha^2 DN}{t} \frac{1}{\mu^2} + O\left(\frac{1}{t \ln t}\right).
\]

We apply Lemma 5 for $D = 1$ which corresponds to Hogwild! as applied in this paper. The conditions of Lemma 3 are satisfied for $g = 2$ and $\gamma(z) = 4 \ln z$. Let
\[
M_1 = \max\left\{d + 1, \frac{2L\alpha}{\mu}, \frac{1}{2}, \frac{m + 1}{16(d + 1)^2 \ln \left(\frac{m + 1}{2(d + 1)}\right)}\right\}
\]
and
\[
M_0 = \left((m + 1)\frac{g - 1}{g}\right)^{g/(g - 1)} = (m + 1)^2
\]
This defines
\[
\tau(t) = M_1 + \left(\frac{t + M_0}{\gamma(t + M_0)}\right)^{1/g} = M_1 + \sqrt{\frac{t + M_0}{4 \ln(t + M_0)}}.
\]

For $t$ large enough such that both $t \geq \max\{M_0, e^3\}$ and $(1 - \sqrt{3/4} \cdot \sqrt{(t + M_0)/\ln(t + M_0)} \geq M_1$, $\tau(t) \leq \sqrt{(t/\ln t) \cdot (1 - 1/\ln t)}$ for the following reason: The square root
\[
\sqrt{\frac{t + M_0}{4 \ln(t + M_0)}} \leq \sqrt{\frac{3}{4 \ln t} \cdot \left(1 - \frac{1}{\ln t}\right)}
\]
because $1 - 1/\ln t \geq 2/3$ and $(t + M_0)/\ln(t + M_0) \leq (t + M_0)/\ln t \leq 2t/\ln t$. Adding the bound on $M_1$ completes the argument. Hence, we can apply Lemma 5. We use Lemma 3 to obtain a concrete sample size sequence $\{s_t\}$. This leads to an increasing sample size sequence defined by
\[
s_t = \left[m + i + 1 \frac{1}{16(d + 1)^2 \ln \left(\frac{m + 1}{2(d + 1)}\right)}\right] = O\left(\frac{i}{\ln i}\right).
\]
(For example, $s_0 = [31.989/(d + 1)]$ corresponds to $m + 1 = 2(d + 1) \cdot 1937$. For $d = 1$, this gives $s_0 = 16$.)

By setting $E_t = 2\tau(t)$ in the step size sequence based on $\{\eta_t\}$ of Lemma 5, we can apply our recipe of Lemma 4 for computing the round step size sequence $\{ar{\eta}_t\}$. Notice that we need to choose $a_0 = 12$ and $\alpha = a_1 \leq 3 \cdot a_0 = 36$ in Lemma 4, we use $\alpha = 36$ in the formulas below. Also notice that $E_0 = 2\tau(0) \geq s_0$ by the definitions of $s_0, M_1$ and $\tau(t)$.

The inequality $\bar{E}_{t+1} \leq 2\bar{E}_t$ follows from (remember $E_t = 2\tau(t)$)
\[
\sqrt{\frac{\sum_{j=0}^{\bar{t}} s_j + M_0}{4 \ln(\sum_{j=0}^{\bar{t}} s_j + M_0)}} \leq 2 \sqrt{\frac{\sum_{j=0}^{\bar{t}-1} s_j + M_0}{4 \ln(\sum_{j=0}^{\bar{t}-1} s_j + M_0)}}.
\]
Notice that (7) for $g = 2$ implies $s_t - 1 \leq 2s_{t-1}$. Since $s_{t-1} \geq 1$ we have $s_t \leq 3s_{t-1}$. We derive
\[
\sqrt{\frac{\sum_{j=0}^{\bar{t}} s_j + M_0}{4 \ln(\sum_{j=0}^{\bar{t}} s_j + M_0)}} \leq \frac{\sum_{j=0}^{\bar{t}} s_j + 3s_{t-1} + M_0}{4 \ln(\sum_{j=0}^{\bar{t}} s_j + M_0)} \leq \frac{4(\sum_{j=0}^{\bar{t}-1} s_j + M_0)}{4 \ln(\sum_{j=0}^{\bar{t}-1} s_j + M_0)} = 2 \sqrt{\frac{\sum_{j=0}^{\bar{t}-1} s_j + M_0}{4 \ln(\sum_{j=0}^{\bar{t}-1} s_j + M_0)}}.
\]
It remains to show that $\bar{E}_1 \leq 2E_0 = 2\bar{E}_{-1}$. This follows from a similar derivation as the one above if we can show that $s_0 \leq 3M_0$. The latter is indeed true because $\frac{10368}{2^{m+1}} \leq \frac{1}{16} \leq \frac{3m+3}{4}$.

Now we are ready to apply Lemma 4 from which we obtain diminishing round step size sequence defined by

$$\tilde{\eta}_t = 12 \cdot \mu \cdot \frac{1}{\sum_{j=0}^{i-1} s_j + 2M_1 + \sqrt{(m+1)\frac{1}{2} + \sum_{j=0}^{i-1} s_j}} = O\left(\frac{(\ln i)^2}{i^2}\right).$$

Application of Lemma 5 proves Theorem 3 (in the main body).

For first order stochastic algorithms the best attainable convergence rate for $t$ is at least $\frac{1}{2} \frac{1}{\mu^2} \frac{1}{t} (1 - O((\ln t)/t))$ as shown in [Nguyen et al., 2018]. This means that for increasing $t$ the upper bound on the expected convergence rate of Lemma 5 converges to factor $\leq 2 \cdot 4 \cdot 36^2 = 10368$ times the best attainable convergence rate. This proves Theorem 3 (in the main body).

The factor 10368 can be improved to a smaller value: The component 36 comes from $3a_0$ where the factor 3 follows from coarse upper bounding in the proof of Lemma 4.

**Discussion on how fast the upper bound gets close to within a constant factor of the best attainable convergence rate:** The $O(1/(t \ln t))$ term in the upper bound and $O((\ln t)/t)$ term in the lower bound (given by the best attainable convergence rate) converges to 0, but how fast? Some indication follows from analysis provided in [Nguyen et al., 2019b] where is stated that if $\tau(t)$ is set to meet the upper bound on the convergence rate that contains $\tau(t)$ are such that the concrete values of all these terms are at most the leading explicit term of the upper bound on the convergence rate $\bar{E}_1$. So, for $t \geq T_0$, we have that the upper bound on the convergence rate starts to look like (2 or a small factor) times the leading explicit term without the asymptotic $O(1/(t \ln t))$ term. This gives an indication when the upper bound starts to get close to $2 \cdot 4 \cdot 36^2$ times the best attainable convergence rate.

Our recipe in Lemma 4 for computing a sample size sequence $\{s_i\}$ can be applied for a smaller delay function, e.g., $\tau(t) = t^{1/3}$. For such a new sample size sequence we can repeat the same type of calculations as presented in this subsection and show how the diminishing round step size sequence computed according to our recipe in Lemma 4 can still achieve an $O(1/t)$ upper bound on the convergence rate which itself converges within a constant factor of the best attainable convergence rate. This convergence sets in for $t \geq T_0$ where $T_0$ corresponds to $\tau(t) = t^{1/3}$. The new $T_0$ is expected to be significantly smaller. So, the $O(1/t)$ convergence rate sooner gets close to within a constant factor of the best attainable convergence rate if we use a less increasing sample size sequence. In theory this means (1) less rounds because the convergence rate diminishes faster, hence, a smaller number $K$ of total gradient computations is needed. And (2), this means more rounds because the sample sizes are chosen smaller while still a total number of $K$ gradient computations are needed for the desired convergence. It is an open problem to find the right theoretical balance. In experiments, however, we see that even with linear increasing sample size sequences we attain (fast) practical convergence. So, the offered theoretical analysis in this subsection should be used as an understanding that using a (linearly) increasing sample size sequence is a promising design trick; experiments show practical convergence not only for strongly convex problems but also for plain and non-convex problems.

### C.3 Plain convex and non-convex problems

For an objective function $F$ (as defined in (1)), we are generally interested in the expected convergence rate

$$Y_t^{(F)} = \mathbb{E}[F(w_t) - F^*],$$

where $F^* = F(w^*)$ for a global minimum $w^*$ (and the expectation is over the randomness used in the recursive computation of $w_t$ by the probabilistic optimization algorithm of our choice). This implicitly assumes that there exists a global minimum $w^*$, i.e., $W^* = \{w^* \in \mathbb{R}^d : \forall w \in \mathbb{R}^d, F(w^*) \leq F(w)\}$ defined as the set of all $w^*$ that minimize $F(\cdot)$ is non-empty. Notice that $W^*$ can have multiple global minima even for convex problems.

---

1For completeness, the leading term is also independent of $\|w_0 - w^*\|^2$ – it turns out that for $t \geq T_1 = \frac{\mu^2}{\tau^2 N D} \|w_0 - w^*\|^2$ the higher order term that contains $\|w_0 - w^*\|^2$ is at most the leading term.
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Equation (15) defines the plain convex logistic regression problem. The weight vector
w
J
= −M ∑ i=1 [yixi · log(σi) + (1 − yi) · log(1 − σi)], (plain convex)
where
M
is the number of training samples (x, y) with
i ∈ {0, 1}, σi = σ(w, b, xi) and
σ(w, b, x) = 1
1 + e−(wx+b)
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In this section, we provide experiments to support our theoretical findings, i.e., the convergence of our proposed
asynchronous SGD with strongly convex, plain convex and non-convex objective functions.
We introduce the settings and parameters used in the experiments in Section D.1. Section D.2 provides detailed
experiments for asynchronous SGD with different types of objective functions (i.e., strongly convex, plain convex and
non-convex objective functions), different types of step size schemes (i.e., constant and diminishing step size schemes),
different types of sample size sequences (i.e., constant and increasing sample sizes) and different types of data sets at
the clients’ sides (i.e., unbiased and biased).
Our experiments are mainly conducted on LIBSVM** and MNIST data sets.
D.1 Experiment settings
Simulation environment. For simulating the asynchronous SGD, we use multiple threads where each thread represents
one compute node joining the training process. The experiments are conducted on Linux-64bit OS, with 16 cpu
processors and 32Gb RAM.
Experimental setup. Equation (15) defines the plain convex logistic regression problem. The weight vector
w
and bias
b
with
y ∈ {0, 1}, σi = σ(w, b, xi) and
σ(w, b, x) = 1
1 + e−(wx+b)
**https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html

For convex problems a more suitable definition for
Yt(A) = 1 t+1 ∑ 2t i=t+1 E[F(wi) − F∗]
and for strongly convex objective functions we may use
Yt(w) = E[inf{∥wi − w∗∥2 : w∗ ∈ W∗}].
The
ω
-convex objective functions define a range of functions between plain convex and strongly convex for which
both convergence rate definitions can be computed for diminishing step sizes [Van Dijk et al., 2019]. From [Van Dijk
et al., 2019] we have that an objective function with ‘curvature’
F
≤ 1
h
= 1 represents strongly convex and
h
< 1 represents non-convex (e.g., DNN) problems we generally use the averaged expected squared norm of the objective function
gradients:
Yt(∇) = 1 t+1 ∑ t j=0 E[∥∇F(wj)∥2].
This type of convergence rate analyses convergence to a stationary point, which is a candidate for any (good or
bad) local minimum and does not exclude saddle-points. There may not even exist a global minimum (i.e.,
W∗ is empty) in that some entries in the weight vector
w
may tend to ±∞ − nevertheless, there may still exist a value
F∗ = sup{Flow : Flow ≤ F(w), ∀w ∈ Rd} which can be thought of as the value of the global minimum if we include
limits to infinite points. In practice a diminishing step size sequence of
O(t−1/2) (as in the plain convex case) gives good results and this is what is used in our experiments.
is the sigmoid function with as parameters the weight vector $\bar{w}$ and bias value $b$. The goal is to learn a vector $w^*$ which represents a pair $w = (\bar{w}, b)$ that minimizes $J$.

Function $J$ can be changed into a strongly convex problem by adding a regularization parameter $\lambda > 0$:

$$
\tilde{J} = - \sum_i [y_i \cdot \log(\sigma_i) + (1 - y_i) \cdot \log(1 - \sigma_i)] + \frac{\lambda}{2} \|w\|^2,
$$

(structuring convex),

where $w = (\bar{w}, b)$ is vector $\bar{w}$ concatenated with bias $b$. For simulating non-convex problems, we choose a simple neural network (LeNet) [LeCun et al., 1998] for image classification.

The parameters used for our asynchronous SGD algorithm with strongly convex, plain convex and non-convex objective functions are described in Table 1.

| Sample size sequence | # of compute nodes | Diminishing step size $\eta_t$ | Reg. par. $\lambda$ |
|----------------------|--------------------|-------------------------------|---------------------|
| Strongly convex      | $s_i = a \cdot t^c + b$ | 5                             | $\frac{\eta_0}{1 + \beta t}$ | $\frac{\lambda}{\eta^2}$ |
| Plain convex         | $s_i = a \cdot t^c + b$ | 5                             | $\frac{\eta_0}{1 + \beta t}$ or $\frac{\eta_0}{1 + \beta t^2}$ | $N/A$ |
| Non-convex           | $s_i = a \cdot t^c + b$ | 5                             | $\frac{\eta_0}{1 + \beta t^2}$ | $N/A$ |

† This is the total sample size for the $i$-th communication round, i.e., $s_i = \sum_{c=1}^n s_{i,c}$, where $s_{i,c}$ is the sample size of client $c \in \{1, \ldots, n\}$. By default $s_{i,c} = s_i/n$.

‡ The $i$-th round step size $\eta_i$ is computed by substituting $t = \sum_{j=1}^{i-1} s_j$ into the diminishing step size formula.

For plain convex problems, we may use the diminishing step size schemes $\frac{\eta_0}{1 + \beta t}$ or $\frac{\eta_0}{1 + \beta t^2}$, although our experiments in this paper focus on using $\frac{\eta_0}{1 + \beta t^2}$.

In our experiments we use parameter $\beta = 0.001$ for strongly convex problems and $\beta = 0.01$ for plain and non-convex problems. Parameter $\eta_0$ is the initial step size which we compute by performing a systematic grid search for $\beta$ (i.e., we select the $\eta_0$ giving 'best' convergence).

When we talk about accuracy (in Table 2 and onward), we mean test accuracy defined as the fraction of samples from a test data set that get accurately labeled by the classifier (as a result of training on a training data set by minimizing a corresponding objective function). Test error in Fig 9, 11, 12 means one minus the test accuracy.

Rather than test accuracy, we may measure convergence by plotting $F(w_t) - F(w^*)$, where $F$ is the objective function (corresponding to $J$ and $\tilde{J}$ for strongly and plain convex problems, and corresponding to LeNet for the non-convex problem of image classification). The value $F(w_t) - F(w^*)$ reflects how close the $t$-th iteration gets to the minimal objective function value. Here, we estimate the actual minimum $w^*$ by using a single SGD with diminishing step sizes for a very large number of iterations.

### D.2 Asynchronous SGD

We consider our asynchronous SGD with strongly convex, plain convex and non-convex objective functions for different settings, i.e., different step size schemes (constant and diminishing step size sequences), different sample size schemes (constant and increasing sample sizes), and different type of the data sets (biased and unbiased data sets across compute nodes).

#### D.2.1 Asynchronous SGD with constant step size sequence and constant sample size sequence

The purpose of this experiment is to find the best constant sample size sequence we can use. We will use this in Section [D.2.3] to compare constant step size and constant sample size sequences with diminishing step size sequences that use increasing sample sizes.

For simplicity, we set the total number of iterations at $K = 20,000$ for $n = 5$ compute nodes, and a constant step size $\eta = 0.0025$.

The results are in Table 2. We see that with constant sample size $s_i = 100$ or $s_i = 200$, we get the best accuracy for strongly convex, plain convex and non-convex cases, when compared to the other constant sample sizes. We notice that we can choose the small constant sample size $s_i = 50$ as well, because this also achieves good accuracy, however, this
constant sample size requires the algorithm to run for (much) more communication rounds. In conclusion, we need to choose a suitable constant sample size, for example $s_i = 100$ or $s_i = 200$ to get a good accuracy and a decent number of communication rounds.

D.2.2 Asynchronous SGD with diminishing step size sequence and increasing sample size sequence

To study the behaviour of asynchronous SGD with different increasing sample size sequences, we conduct the following experiments for both $O(i)$ and $O\left(\frac{i}{\ln(i)}\right)$ sequences. The purpose of this experiment is to show that these two sampling methods provide good accuracy.

![Figure 4: Number of communication rounds by sampling methods.](image)

**Sampling method:** In this paper, we choose two ways to increase the sample sizes from one communication round to the next. Let $s_i$ be the number of iterations that the collection of all compute nodes runs in round $i$:

1. $O(i)$ method: $s_i = a \cdot i^c + b$ where $c \in [0, 1]$, $a, b \geq 0$.
2. $O\left(\frac{i}{\ln(i)}\right)$ method: $s_i = a \cdot \frac{i}{\ln(i)} + b$ where $a, b \geq 0$.

For simplicity, we set $b = 0$, $a = 50$, and the total number of iterations at 20,000 for 5 compute nodes in Figure 4. We choose the diminishing step size sequence $\frac{\eta_0}{1 + \beta \cdot t}$ for the strongly convex case and $\frac{\eta_0}{1 + \beta \cdot \sqrt{t}}$ for the plain convex case, with initial step size $\eta_0 = 0.01$. From Figure 5 and Figure 6, we infer that $O(i)$ with $c = 1.0$ and $O\left(\frac{i}{\ln(i)}\right)$ sample size sequences provide fewer communication rounds while maintaining a good accuracy, when compared to other settings. (For completeness, we verified that other increasing sample size sequences, such as exponential increase and cubic increase, are not good choices for our asynchronous SGD setting.)

D.2.3 Comparison asynchronous SGD with (constant step size, constant sample size) and (diminishing step size, increasing sample size).

In order to understand the behavior of the asynchronous SGD for different types of step sizes, we conduct the following experiments on strongly convex, plain convex and non-convex problems.

**Diminishing step size scheme:** We use the following two diminishing step size schemes:
1. Diminishing step size scheme over iterations (diminishing\(_1\)): Each compute node \( c \in \{1, \ldots, n\} \) uses \( \eta_t \) for 
\[
t = \sum_{c=1}^{n} (\sum_{j=0}^{t-1} s_{j,c} + h) = \sum_{j=0}^{t-1} s_{j} + n \cdot h
\]
where \( i \geq 0 \) denotes the current round, and \( h \in \{0, \ldots, s_{i,c}-1\} \) is the current iteration which the compute node executes. In our experiments all compute nodes use the same sample sizes \( s_{j,c} = s_{j} / n \).

2. Diminishing step size scheme over rounds (diminishing\(_2\)): Each client \( c \) uses a round step size \( \bar{\eta}_i \) for all iterations in round \( i \). The round step size \( \bar{\eta}_i \) is equal to \( \eta_t \) for \( t = \sum_{j=0}^{i-1} s_{j} \).

The detailed setup of this experiment is described in Table 1. In terms of diminishing step size, the experiment will start with the initial step size \( \eta_0 = 0.1 \). The experiment uses a linear increasing sample size sequence from round to round.

**Strongly convex case:** Figure 5a and Figure 6a show that our proposed asynchronous SGD with diminishing step sizes and increasing sample size sequence achieves the same or better accuracy when compared to asynchronous SGD with constant step sizes and constant sample sizes. The figures depict strongly convex problems with diminishing step size scheme \( \eta_t = \eta_0 \frac{1}{1 + \beta t} \) for an initial step size \( \eta_0 = 0.1 \) with a linearly increasing sample size sequence \( s_i = a \cdot i^c + b \), where \( c = 1 \) and \( a, b \geq 0 \); diminishing\(_1\) uses a more fine tuned \( \eta_t \) locally at the clients and diminishing\(_2\) uses the transformation to round step sizes \( \bar{\eta}_i \). The number of communication rounds, see Figure 7 as example, for constant...
step and sample sizes is 20 rounds, while the diminishing step size with increasing sample size setting only needs 9 communication rounds.

**Plain convex case:** We repeat the above experiments for plain convex problems. Figure 7b and Figure 8b illustrate the same results for the diminishing step size sequence $\eta_t = \frac{\eta_0}{1 + \beta \sqrt{t}}, \eta_0 = 0.1$ with increase sample size sequence $s_i = a \cdot i^c + b$, where $c = 1$ and $a, b \geq 0$.

**Non-convex case:** We run the experiment with the MNIST data set using the LeNet-5 model. We choose a diminishing step size sequence by decreasing the step size by $\eta_t = \frac{\eta_0}{1 + \beta \sqrt{t}}, \eta_0 = 0.1$ and use sample size sequence $s_i = a \cdot i^c + b$, where $c = 1$ and $a, b \geq 0$. The detailed result of this experiment is illustrated in Figure 9.

In addition, for the strongly convex problems we extend our experiments to constant step size sequences, while still linearly increase the sample sizes $s_i = a \cdot i^c + b$, where $c = 1$ and $a, b \geq 0$, from round to round. The difference between using a constant step size sequence plus increasing sample size sequence and diminishing step size sequence (starting at $\eta_0 = 0.01$) plus increasing sample size sequence can be found in Figure 10. Overall, our asynchronous SGD with diminishing step sizes gains good accuracy, which can only be achieved by fine tuning constant step sizes to $\eta = 0.01$ and $\eta = 0.005$ for the two data sets respectively.

---

**Figure 7:** Convergence rate with different step sizes (phishing dataset)

**Figure 8:** Convergence rate with different step sizes (ijcnn1 dataset)
In conclusion, our proposed asynchronous SGD with diminishing step size sequences and increasing sample size sequences works effectively for strongly convex, plain convex and non-convex problems because it can achieve the best accuracy when compared to other constant step size sequences while requiring fewer communication rounds.

D.2.4 Asynchronous SGD with biased and unbiased data sets

To study the behaviour of our proposed framework towards biased and unbiased data sets, we run a simple experiment with in total 10,000 iterations for 2 compute nodes, where each compute node has its own data set. The goal of this experiment is to find out whether our proposed asynchronous SGD can work well with biased data sets. Specifically, the first compute node will run for a data set which contains only digit 0 while the second client runs for a data set with only digit 1. Moreover, we choose the initial step size $\eta_0 = 0.01$ and a linearly increasing sample size sequence $s_i = a \cdot i^c + b$, where $c = 1$ and $a, b \geq 0$ for strongly convex and plain convex problems. For simplicity, we choose diminishing round step size sequence corresponding to $\frac{\eta_0}{1+\beta \cdot t}$ for the strongly convex problem and $\frac{\eta_0}{1+\beta \cdot \sqrt{t}}$ for the plain convex problem.
As can be seen from Figure 11, generally, there is no significant difference when compute nodes run for biased or unbiased local data sets. This means that our proposed SGD framework can tolerate the issue of biased data sets, which is common in reality. Turning to the non-convex problem, we extend this experiment to the MNIST dataset, where the local data set of each compute node is separately biased, i.e., each of (the 5) compute nodes just has a separate subset of 2 classes of MNIST digits (hence, covering all $5 \cdot 2$ digits). The experiment uses the initial step size $\eta_0 = 0.01$ with diminishing round step size sequence corresponding to $\eta_r = \frac{\eta_0}{1 + \beta \cdot \sqrt{t}}$. Figure 12 shows that while the accuracy might fluctuate during the training process, our asynchronous SGD still achieves good accuracy in general.

In conclusion, our asynchronous SGD framework works well under biased data sets, i.e., this framework can tolerate the effect of biased data sets, which is quite common in reality.

D.2.5 Asynchronous SGD with different number of compute nodes

We want to understand how varying the number $n$ of compute nodes while fixing other parameters, such as the total number of iterations $K = 20,000$ and diminishing step size sequence, affects the accuracy. The goal of this experiment is to show that the number of clients $n$ can not be arbitrary large due to the restriction from the delay function $\tau$.

To make the analysis simple, we consider asynchronous SGD with $d = 1$ (i.e., each compute node is allowed to run faster than the central server for at most 1 communication round) and unbiased data sets. Moreover, we choose a linearly
increasing sample size sequence $s_i = a \cdot i^c + b$, where $c = 1$ and $a = 50, b = 0$ for strongly convex and plain convex problems. The experiment uses an initial step size $\eta_0 = 0.01$ with diminishing round step size sequence corresponding to $\frac{\eta_0}{1 + \beta \sqrt{t}}$ and $\frac{\eta_0}{1 + \beta \sqrt{t}}$ for strongly convex and plain convex problems respectively.

Table 3: Test accuracy of asynchronous SGD with different number of compute nodes, strongly convex (phishing dataset)

| # of compute nodes | Accuracy (%) | Duration (in second) |
|--------------------|--------------|----------------------|
| 1                  | 0.9355       | 338                  |
| 2                  | 0.9354       | 169                  |
| 5                  | 0.9297       | 57                   |
| 10                 | 0.9202       | 24                   |
| 15                 | 0.9134       | 17                   |
| 20                 | 0.9069       | 16                   |
| 30                 | 0.9005       | 16                   |

Table 4: Test accuracy of asynchronous SGD with different number of compute nodes, plain convex (phishing dataset)

| # of compute nodes | Accuracy (%) | Duration (in second) |
|--------------------|--------------|----------------------|
| 1                  | 0.9341       | 324                  |
| 2                  | 0.9303       | 164                  |
| 5                  | 0.9258       | 53                   |
| 10                 | 0.9247       | 26                   |
| 15                 | 0.9215       | 16                   |
| 20                 | 0.9135       | 15                   |
| 30                 | 0.9047       | 15                   |

As can be seen from Table 3 and Table 4, when we increase the number of compute nodes $n$, the training duration decreases gradually. Specifically, when $n = 1$ (SGD with single machine) we achieve the best accuracy, compared to other settings. When $n = 2$ or $n = 5$, we get the same accuracy, compared to a single SGD setting while reducing the training time significantly. However, if we continue to increase $n$ to a large number, for example $n = 30$, then the accuracy has the trend to decrease and training duration starts to reach a lower limit.

We first note that the lower accuracy is an artifact of our simulation: We split the training data set of size $M$ among each of the compute nodes (according to some random process). This means that each compute node uses its own $M/n$-sized local data set. The larger $n$, the smaller the local data sets, and as a result the local data sets are less representative of distribution $D$ (the uniform distribution over the original $M$-sized training data set). In other words, the local distributions $D_c$ start looking less and less like one another. This implies a shift from unbiased local data sets to biased local data sets for increasing $n$. This leads to a slight degradation in accuracy (see previous Section D.2.4). If local data sets remain very large sample sets of the original training data, then we will keep on seeing the accuracy corresponding to unbiased local data sets (and this is what one would expect in practice).

Next we note that we are more likely to have a slow compute node among $n$ nodes if $n$ is large. The slowest compute node out of $n$ nodes is expected to be slower for increasing $n$. This means that other compute nodes will need to start waiting for this slowest compute node (see the while $\tau(t_{glob}) \leq t_{delay}$ loop in MAINCOMPUTENODE which waits for the server to transmit a broadcast message once the slowest compute node has finished its round and communicated its update to the server). So, a reduction in execution time due to parallelism among a larger number $n$ of compute nodes will have less of an effect. For increasing $n$, the execution time (duration) will reach a lower limit.

For larger $n$, the central server will process/aggregate a larger number of local updates – nevertheless, since sample sizes increase from round to round, this should not become a bottleneck in later rounds (implying that compute nodes will not need to wait for the server finishing its computations/aggregations).

In our simulations we see that a lower limit for the duration is reached for 15 compute nodes. We also see the same result for the experiment with non-convex problem, which can be seen in Table 5. This experiment uses the initial step size $\eta_0 = 0.01$ with diminishing round step size sequence corresponding to $\frac{\eta_0}{1 + \beta \sqrt{t}}$.

As a final remark, if local data happens to be stored at many nodes in for example a data center, then our algorithm still scales to that setting: The compute nodes are used to bring computation to the data. They also compute in parallel but this will only reduce the full execution time/duration to a lower limit (after which parallelism will not further benefit a
shorter full execution time). The increasing sample size sequence will still reduce communication with respect to a constant sample size sequence or fixed sized mini-batch SGD.

Table 5: Test accuracy of asynchronous SGD with different number of compute nodes, non-convex (MNIST dataset)

| # of compute nodes | Accuracy (%) | Duration (in second) |
|--------------------|--------------|----------------------|
| 1                  | 0.9838       | 513                  |
| 2                  | 0.9815       | 403                  |
| 5                  | 0.9797       | 117                  |
| 10                 | 0.9177       | 77                   |
| 15                 | 0.8809       | 75                   |

D.2.6 Asynchronous SGD with different number of iterations

We now want to understand how varying the total number of iterations $K = 20,000$ while fixing other parameters, such as the number $n$ of compute nodes and diminishing step size sequence, affects the accuracy. The goal of this experiment is to show that from some point onward it does not help to increase the number of iterations. This is because the test accuracy is measured with respect to a certain (test) data set of samples from distribution $D$ for which the fraction of correct output labels is computed. Such a fixed test data set introduces an approximation error with respect to the training data set; the training accuracy which is minimized by minimizing the objective function is different from the test accuracy. Therefore, it does not help to attempt to converge closer to the global minimum than the size of the approximation error. Hence, going beyond a certain number of iterations will not reduce the estimated objective function (by using the test data set) any further.

To make the analysis simple, we consider asynchronous SGD with $d = 1$ (i.e., each compute node is allowed to run faster than the central server for at most 1 communication round) and unbiased data sets. Moreover, we choose a linearly increasing sample size sequence $s_i = a \cdot i^c + b$, where $c = 1$ and $a = 50$, $b = 0$ for strongly convex and plain convex problems. The experiment uses an initial step size $\eta_0 = 0.01$ with diminishing round step size sequence corresponding to $\frac{\eta_0}{1 + \beta^i}$ and $\frac{\eta_0}{1 + \beta^i \sqrt{i}}$ for strongly convex and plain convex problems respectively. For simplicity, our simulation is based on 5 compute nodes (together with the central aggregation server).

Our observation from Table 6,7,8 is when the number of iterations is 50,000, we gain the highest accuracy. In addition, if we continue to increase the number of iterations, the accuracy keeps nearly unchanged, i.e, a larger number of iterations does not improve accuracy any further.

Table 6: Test accuracy of asynchronous SGD with different number of iterations, strongly convex (phishing dataset)

| # of iterations | Accuracy (%) |
|-----------------|--------------|
| 1,000           | 0.9062       |
| 2,000           | 0.9139       |
| 5,000           | 0.9211       |
| 10,000          | 0.9231       |
| 20,000          | 0.9257       |
| 50,000          | 0.9323       |
| 100,000         | 0.9301       |

Table 7: Test accuracy of asynchronous SGD with different number of iterations, plain convex (phishing dataset)

| # of iterations | Accuracy (%) |
|-----------------|--------------|
| 1,000           | 0.9003       |
| 2,000           | 0.9108       |
| 5,000           | 0.9149       |
| 10,000          | 0.9241       |
| 20,000          | 0.9264       |
| 50,000          | 0.9361       |
| 100,000         | 0.9343       |
Table 8: Test accuracy of asynchronous SGD with different number of iterations, non-convex (MNIST dataset)

| # of iterations | Accuracy (%) |
|-----------------|-------------|
| 1,000           | 0.4064      |
| 2,000           | 0.7613      |
| 5,000           | 0.9378      |
| 10,000          | 0.9642      |
| 20,000          | 0.9798      |
| 50,000          | 0.9868      |
| 100,000         | 0.9892      |