Vibrational and dielectric properties of monolayer transition metal dichalcogenides
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First-principles studies of two-dimensional transition metal dichalcogenides have contributed considerably to the understanding of their dielectric, optical, elastic, and vibrational properties. The majority of works to date focus on a single material or physical property. Here we use a single first-principles methodology on the whole family of systems to investigate in depth the relationships between different physical properties, the underlying symmetry, and the composition of these materials, and observe trends. We compare to bulk counterparts to show strong interlayer effects in triclinic compounds, and relationships between these monolayer compounds become apparent. These trends can then be exploited by the materials science, nanoscience, and chemistry communities to better design devices and heterostructures for specific functionalities.
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I. INTRODUCTION

Since the discovery of graphene [1], the search for useful two-dimensional materials [2–4] as components of more complex electronic [5–8] or electro-optical devices [9,10] has expanded significantly. Many two-dimensional materials display unique properties, and one can combine the individual layers [11–15] as building blocks to produce increasingly complex devices [16,17]. Recent studies have demonstrated the power of density functional theory (DFT) [18] in identifying novel two-dimensional materials that have useful electronic and optical properties [19–22] and of density functional perturbation theory (DFPT) in determining the stability and vibrational properties of these materials [23,24].

There is a significant amount of work, both experimental [25–31] and theoretical [32–37], focusing on how the properties of transition metal dichalcogenide (TMD) monolayers differ from their bulk counterparts. However, even with this copious amount of experimental and theoretical work, a wide-ranging analysis of the vibrational and dielectric properties of the monolayer compounds, and a systematic comparison of these properties with their bulk counterparts, has received little attention. Such an analysis is essential to understand and appreciate the unique properties that the monolayers and their bulk counterparts have.

In these layered materials, the interlayer interaction is generally weak compared to the intralayer one [38,39]. Consequently, one expects the intrinsic chemistry of the constituent layers to remain relatively unaffected by stacking. To some extent, the physical properties of the bulk or van der Waals (vdW) heterostructures should be related to the properties of the individual layers. Failures of this approximation include the recent discovery of superconductivity in bilayer graphene twisted at a specific angle [40], superconductivity in bilayer graphene/h-BN layers [41], and the ultralow thermal conductivity in disordered, layered WSe2 [42]. Additionally, when vdW layers are stacked during device construction, one or both of the lattices may compensate by expanding or contracting, to maximize the interlayer interactions at the expense of elastic energies [43]. This can result in the formation of a Moiré pattern and possible associated modification of electronic properties [16,44–48], as observed, for example, in the MoS2-WSe2 vdW heterostructure [49]. Knowledge of the structural properties of the monolayers leads to better device construction and orientation by taking into account the nature of each material (e.g., elasticity, dielectric response).

The theoretically predicted vibrational properties can easily be compared to Raman and infrared spectroscopy experiments [50,51] in order to identify the number of layers, strain states, and certain defect states. The related dielectric properties are critical as they relate directly to the electro-optical properties of these materials. With this in mind, we investigate systematically the physical, electrical, dielectric, and optical properties for the most common and stable TMD monolayers. These include the in-plane lattice parameters, the thickness of an individual layer, electronic energy gap, binding energy, and the elastic, dielectric, Born effective charge, piezoelectric, and nonlinear optical tensors.

In this article, we focus on the most common and stable TMDs, which cover the following three different symmetry classes: hexagonal (h)-TMDs (MoS2, MoSe2, MoTe2, WS2, and WSe2), trigonal (t)-TMDs (TiS2, TiSe2, TiTe2, ZrS2, and ZrSe2), and triclinic (tc)-TMDs (ReS2, ReSe2, and TcS2). This allows us to determine the effects of chemical composition and the local environment. We find both expected trends...
and unexpected ones in the elastic, dielectric, and vibrational properties. In particular, Young’s modulus for the triclinic compounds increases as the lattice parameter increases, which is counter to the intuition suggested in Ref. [52] linked to bond strength and charge transfer. Furthermore, some of these compounds have a bending rigidity that is 2–3 times larger than graphene, and even more so in MoS2, which had previously led the community to believe that TMDs were unadapted to flexible electronics. In the main text below, a single sulfdide member from each structural family is given as an example alongside the aggregate trends. Details on the remaining materials can be found in the Supplemental Material (SM) [53].

II. CALCULATION METHODS

To determine the properties of our chosen materials, DFT \[18,54\] and DFPT \[55–57\] calculations are undertaken using the ABINIT software package \[58–60\]. Consideration of the usual DFT approximations (pseudopotential, exchange correlation, dispersion correction, and spin-orbit coupling) is summarized in Ref. \[61\] for the bulk counterparts of these systems, and are systematically checked during our investigations of the monolayers.

For our calculations, we have used the generalized gradient approximation Perdew-Burke-Ernzerhof (GGA-PBE) exchange-correlation functional and Trouiller-Martins pseudopotentials \[18,62,63\], generated with the FHI98PP code for all elements except W and Ti. In the case of W, we exploit a pseudopotential generated with the OPIUM code \[64\], which produces accurate relaxed lattice parameters, while for Ti, we use an ONCVPSP \[65\] generated pseudopotential, which correctly reproduces the Kohn anomalies in the corresponding materials. Long-range dispersion forces are included using Grimme’s DFT-D3 scheme \[66\], as implemented in ABINIT, for both the ground-state and response-function parts of the code \[67,68\]. All electronic and response-function computations use the relaxed geometries. The residuals for the ground-state and first-order wave function were converged below \(10^{-18}\) and \(10^{-10}\), respectively. We perform convergence studies of the energy cutoff and the reciprocal-space \(k\) sampling using a Monkhorst-Pack grid \[69\] such that the total-energy change was less than 0.01 meV per unit cell. These studies provide a range of energy cutoffs between 20 and 50 Ha, depending on the atomic species, as outlined in the SM \[53\], and a \(k\)-point mesh of \(8 \times 8 \times 1\) was used for all stages of the calculation. During structural relaxation, we use the Broyden-Fletcher-Goldfarb-Shanno minimization procedure \[59\] to relax the positions and unit cell simultaneously, with a maximum force below \(1.0 \times 10^{-2}\) Ha/Bohr. For all the calculations presented in the main text, spin-orbit coupling was not included. We have found it makes little to no difference in the calculated lattice parameters and vibrational properties of similar bulk TMD materials \[61\]. However, spin-orbit coupling does have an influence on the allowed optical transition in monolayer materials, which we discuss below.

Our calculated Raman spectra and nonlinear optical tensor \[70\] use the local density approximation (LDA) exchange correlation \[71\] for the calculation of the third derivative of the exchange-correlation part of the energy. We have rescaled the Raman intensities by their maximum value: usually experiments do not report absolute values and only relative differences in intensity are comparable. In each case, we plot the Raman frequencies assuming a fixed Lorentz broadening for the spectral lines of \(1.0 \times 10^{-5}\) Ha and a laser wavelength of 532 nm, a typical frequency used in Raman experiments \[72,73\]. Our plotted Raman data include in-plane (XX and YY), out-of-plane (ZZ), and powder-averaged spectra, which are calculated assuming a random orientation of monolayer flakes, similar to what is done in Ref. \[74\].

III. RESULTS AND DISCUSSION

All TMDs consist of a layer of metal atoms packed between two layers of chalcogen atoms. The monolayer h-TMDs show sixfold octahedral coordination (in the form of a trigonal prism) in the layer and space group \(P\bar{6}m2\). In Fig. 1(a), we show a typical h-TMD layer in the \(xy\) and \(xz\) planes containing three atoms per unit cell. The t-TMDs consist of chalcogen atoms forming a trigonal antiprism, with space group \(P\bar{3}m1\), as shown in Fig. 1(b) where there are two chalcogens and one transition metal atom per unit cell. Finally, in Fig. 1(c), we show a typical tc-TMD composed of 12 atoms, grouped into two types of inequivalent distorted octahedra, and \(P\bar{T}\).
TABLE I. Properties of monolayer MoS2, ZrS2, and ReS2 with our calculations in the first subcolumn, literature values in the second, and the reference in the third. We report the in-plane lattice parameters, \( a \) and \( b \), the geometric thickness of an individual layer, \( d \), the in-plane components of the elastic tensor per unit area (\( c_{ij} \)), Young’s modulus (\( E_i \)), Poisson’s ratio (\( \nu_{ij} \)), bending rigidity (\( \kappa \)), Kohn-Sham electronic band-gap energy (\( E_g \)), in-plane components of the dielectric tensor (\( \epsilon^{xx}_{ij} \)), optical dielectric tensor (\( \epsilon^{\infty xx}_{ij} \)), and Born effective charges (\( Z^*_i \)) on the transition metal atom (blue in Fig. 1), piezoelectric coefficient (\( e_{11}^0 \)), nonlinear optical coefficient (\( e_{44}^0 \)), Debye temperature (\( \theta_D \)), average speed of sound (\( v_{\text{avg}} \)), and the Helmholtz free energy at zero temperature \([\Delta F(0)]\). * indicates the predicted gap is indirect, † indicates the values are divided by 2 for the sake of comparison with other TMDs, f.u. = formula unit, and values in brackets correspond to other first-principles calculations. For the tc compounds, the two lines of the Born effective charge tensor correspond to the two inequivalent transition metal atoms.

|          | MoS2   | ZrS2   | ReS2   |
|----------|--------|--------|--------|
| \( a (\text{Å}) \) | Calc. 3.165 | Lit. 3.200 [3.19] | Ref. [19,75] |
| \( b (\text{Å}) \) |       |        |        |
| \( d (\text{Å}) \) | Calc. 3.186 | Lit. 3.172 | Ref. [75] |
| \( E_g (\text{eV}) \) | 1.896 | 1.85 [1.6] | [11] |
| \( \theta_D (\text{K}) \) | 177.48 | 133.08 | 86.72 |
| \( v_{\text{avg}} (\text{km/s}) \) | 4.068 | 3.269 | [3.4] |
| \( \Delta F(0) (\text{kJ/mol}) \) | 14.567 | 10.962 | 46.093 |

space-group symmetry. Several authors \[77,85,86\] have noted that the two-dimensional Brillouin zone of these materials is similar to the in-plane Brillouin zone of a hexagonal or trigonal system, as shown in Fig. 1(e). There are inequivalent \( M \) points on the faces of the Brillouin zone due to the difference in lattice vector lengths. In the band structures and Raman spectra that follow for the tc compounds, we plot only the path \( \Gamma-M-K-\Gamma \), where \( M \) corresponds to \((\frac{1}{2},0,0)\), the \( a \) axes of the \( h \), \( t \), and tc compounds have been aligned, and we use a 120 degree unit cell for \( h \) and \( t \) systems.

The accurate calculation of monolayer properties with periodic boundary conditions requires a large vacuum to separate the periodic images. To compare the material properties which depend on volume, such as the dielectric tensor, to their bulk counterparts, the unit-cell volume must be rescaled. Similarly, the reduced dimensionality of the system means that the phonon band structures, and corresponding density of states, have different frequency dependencies in two and three dimensions. This dimensionality manifests itself in a distinct quadratic acoustic mode in the phonon band structure and as an apparent logarithmic divergence in the thermal properties of the system. In reality, the divergences of the thermal properties are suppressed by this quadratic ZA mode, which plays a dual role as a significant source of occupied phonon states and as a scattering source, as shown for graphene \[87,88\]. We do not present thermal properties here as our calculations stay at the harmonic level in ABINIT.

In Table I and Figs. 2(a) and 2(b), we show our calculated in-plane lattice parameters with the corresponding available literature data \[37,75,89–95\]. The lattice parameters should
FIG. 2. Comparison between our theoretical values (th) and literature values (lit) for the principal dielectric and structural properties of TMDs. h-TMDs are shown as black crosses, t-TMDs as blue stars, and tc-TMDs as red squares (xx component as empty and yy component as solid squares). (a) The in-plane lattice parameter, (b) thickness of the monolayer, and (c) a comparison between the electronic band-gap energy $E_{g,th}$ and the optical band-gap energy for the h-TMDs. The solid gray wedge in (a)–(c) represents ±3% error. (d) The relationship between the dielectric response and the inverse square root of the calculated electronic energy gap, with the solid line indicating a linear fit of the semiconducting TMDs for each family. (e) The relationship between the in-plane elastic constants and the in-plane lattice parameters. (f) and (h) compare monolayers with bulk, for calculated band-gap energies and Born effective charges with the atomic number of the transition metal ($Z_{TM}$) on the horizontal axis. (g) The calculated Young’s modulus vs lattice parameter. In (a), (e) and (g), the lattice parameter of the tc compounds is divided by two for the sake of comparison with other TMDs.

be compared to their bulk counterparts (MoS$_2$: 3.162 Å; ZrS$_2$: 3.687 Å; ReS$_2$: 6.420 and 6.587 Å) [61] and show only slight changes (0.2%) of the in-plane lattice parameters in Fig. 2(f). For the tc compounds, the calculated angle between the $a$ and $b$ lattice vectors is 60.2 degrees. The thickness of an individual layer, $d$, defined here as the vertical distance between the outermost chalcogen atoms, compares favorably to experimental data on freestanding layers for the h compounds and gives a reasonable comparison to half the experimentally measured thickness in measurements of monolayers on substrates [29,76,96–98]. Note that the observed differences between our calculated thickness and half the experimental thickness are most likely due to the changing interaction between the monolayer and substrate.

The binding energy $E_b$ of a given TMD material is defined as the gain of energy resulting from the stacking of the corresponding TMD monolayers on top of each other in the optimal stacking sequence. In other words, $E_b$ represents the difference in energy between the total energy of the bulk TMD compound ($E_{T,bulk}$) and the number of layers per primitive cell ($n$) times the total energy of a monolayer ($E_{T,mono}$) as

$$E_b = E_{T,bulk} - nE_{T,mono}. \quad (1)$$

While most of the binding energies for these TMD monolayers lie between 20 and 40 meV/Å$^2$, which is consistent with Ref. [19], the tc-TMD compounds have binding energies of the order of only 1 meV/Å$^2$. This small value is consistent with experimental Raman measurements and DFT interfacial
interaction energies, indicating that the interlayer coupling in the tc compounds is relatively weak [29,30,99]. In Raman measurements, there is only a very small shift in the peak frequencies between the monolayer and the bulk, and the ZO optical mode in tc bulk is lower than in MoS2 [29].

The planar elastic constants (per unit area; see Table I) are comparable to their bulk counterparts when rescaled to account for the vacuum spacing. In two dimensions, the only nonzero components of the elastic tensor are $c_{11}$, $c_{12}$, $c_{22}$, and $c_{66}$ ($c_{66} = (c_{11} - c_{12})/2$ for the hexagonal and trigonal systems) [100,101]. A direct comparison between these elastic tensor components and their bulk values reveals almost no difference, as is often assumed in finite-element analysis [102]. Our DFT calculations are an important sanity check for the whole set of common TMDs.

To compare to experiment, we calculate several derived properties, such as Young’s modulus and Poisson’s ratio, taking into account the two-dimensional nature of the system, as shown in the SM [53,100,103]. Our calculated Young’s modulus agrees well with experimental measurements on freestanding monolayers [78,104].

Of particular interest is the relationship between our calculated in-plane lattice constant and the components of the elastic tensor for each symmetry class of compounds. As shown in Fig. 2(e), there exists a roughly linear relationship between the in-plane lattice parameter and $c_{11}$ over the range of compositions and chemistries. Reference [52] suggests that the decrease in Young’s modulus of these materials is correlated to the increase in the lattice parameter and a decrease in charge transfer. The hypothesis is that by increasing the lattice parameter of a material, one would decrease the atomic overlap of the orbitals and thus decrease the electronic interaction, which would in turn soften the material and lower the Young modulus. We have plotted this first relationship in Fig. 2(g) and demonstrate that the relationship with lattice parameter holds for the h- and t-TMDs, but not for the tc-TMDs. The Born effective charge quantifies the charge transfer and polarizability in these monolayer systems; a comparison to their bulk counterparts is given in Fig. 2(h) where the ratio of the monolayer to the bulk $Z^*$ of Ref. [61] is given. Figure 2(h) reveals no difference in these systems for the h and t compounds, but does show a strong scatter in the Born effective charge in the tc compounds: isolating a monolayer rearranges the charge and polarizability of the inequivalent octahedra. As a measure of the static charge rearrangement, we present the Bader charges of the tc compounds compared to their bulk values and compare these with the bulk and monolayer Bader charges of MoS2 in the SM [53]. We find that the Bader charge also differs between the monolayer and the bulk for the triclinic compounds, but there is no such difference for MoS2. In summary, the tc compounds rearrange charges more in their monolayer forms.

It was recently demonstrated [68,105] that the bending modes are of critical importance to our understanding of Moiré patterns in vdW heterostructures. We calculate the bending rigidity $\kappa$ using Kirchhoff-Love theory for thin plates [106] as

$$\kappa = \frac{E d^3}{12(1-v^2)},$$

where $d$ is the thickness of the individual layer with Young’s modulus in GPa. As noted in Refs. [107,108], the definition of the thickness $d$ of the thin plate is potentially ambiguous when dealing with two-dimensional materials. Experimentally, the thickness of these materials frequently includes the height of the vdW gap. However, as we calculate freestanding monolayers, there is no vdW gap and we define the thickness as the vertical distance between the outermost atoms. This value is easily calculated in DFT and compares well to measurements of freestanding layers [81]. With this definition of the thickness, we agree well with the theoretical calculations of the bending rigidity of Lai et al. [107]. We calculate the bending rigidity using the larger of the two in-plane Young’s moduli and the maximum thickness of the layer, as reported in Table I. The bending rigidity of these compounds is significantly greater than for graphene ($\kappa = 1.2$ eV [109]), with the notable exception of the tc-TMDs: with their increased internal degrees of freedom and different sizes of octahedra, the materials are just two to three times stiffer than graphene, making them two to three times softer than MoS2, and potential candidates for flexible optoelectronics.

The piezoelectric tensor can be nonzero, due to the lack of inversion symmetry, for the h compounds. Our calculations provide a distinct nonzero component of the piezoelectric tensor which can be compared to Zhu et al. [83] and other theoretical results [110], after taking into account the vacuum spacing.

The calculated Kohn-Sham electron band structures for our compounds are given in Fig. 3 without the inclusion of spin-orbit coupling. Monolayer h-TMDs display both direct

![FIG. 3. Calculated Kohn-Sham band structure for the three example materials with the Fermi energy shifted to the zero of energy. The band structure is plotted along a path of high symmetry in reciprocal space.](image-url)
and indirect electronic band gaps, agreeing with earlier work \[28,113\], and which depend strongly on the residual strain in the system.

The electronic band gaps are given in Table I and denoted with a star when they are indirect. We compare our calculated electronic band gaps with the measured optical band-gap energy \[11,28,77,114,115\]. Although DFT normally underestimates the (quasiparticle) band gap of bulk materials, for the h-TMDs we find an average difference of only 6% compared to experimental optical gaps \[116–120\]. We compare electronic band-gap energies calculated without spin orbit to optical band-gap energies in Fig. 2(c) for the hexagonal TMD. It is now well established (e.g., in Ref. \[121\]) that there are strong excitonic effects in TMD monolayers, with a large two-dimensional (2D) binding energy which shrinks the optical gap: this approximately counterbalances the intrinsic DFT Kohn-Sham band-gap error \[122,123\]. The effects of spin-orbit coupling on the band structure are large (\(\approx 100\) meV at \(K\) in monolayer TMDs) \[124\] (as shown in the SM \[53\] for a single compound), but mainly splits off the second valence band, with little effect on the value of the band gap. Another important factor for the TMDs \[124\] is the optical spin-selection rules: the allowed transition must conserve spin and goes from the top valence band to the first or second conduction band, a further difference in the optical gap of \(\approx 30\) meV (much smaller than the valence band). The conduction-band minima at \(K\) and \(\Delta\) (located between \(K\) and \(\Gamma\), often also called \(Q\)) are nearly degenerate in our TMD band structures, which indicates very low residual strain \[27,125\].

Our calculations indicate that some of the t-TMDs are metallic, while the tc-TMDs are all semiconducting. The opening of the electronic band gap when compared to the bulk is given in Fig. 2(f), showing the ratio of the calculated electronic band gap of the monolayer, \(E_{g,m}\), to that for the bulk, \(E_{g,B}\) (from Ref. \[61\]) regardless of whether the band gaps are direct or indirect. For all the nonmetallic materials, we find an opening of the electronic band gap. For the hexagonal materials, this is approximately a doubling compared to their bulk counterparts and agrees with recent work indicating that as the number of layers decreases, the nature of the dielectric environment can change considerably (e.g., Ref. \[126\]).

To compare our calculated dielectric tensors to their bulk counterparts, we must once again take into account the vacuum spacing. A comparison between \(\epsilon^\infty\) and the inverse square root of our calculated band-gap energy in Fig. 2(d) shows the expected linear dependence of these two quantities \[127\] with different proportionality constants for each symmetry class. The magnitude of the Born effective charge tensor in these materials can be experimentally measured in infrared reflectivity experiments. The sign of the Born effective charge and its origin are discussed extensively in Ref. \[128\] and are counterintuitive for the h- and tc-TMDs. The Born effective charges calculated here agree with previous DFT and DFPT calculations \[82,129,130\] and with their bulk counterparts, as

![Raman spectra, phonon band structure, and phonon density of states of the example materials. Experimental data from Refs. \[30,31,111\] are shown as points at \(\Gamma\). The high-symmetry path in reciprocal space is from Ref. \[112\]. For the Raman spectra, red lines correspond to XX polarization, green lines to YY polarization, and blue lines to ZZ polarization. The black Raman spectra correspond to a powder spectra. In the density of states plots, the blue line corresponds to the density of states of the transition metal atom, the red line corresponds to the chalcogen atom, and the black line corresponds to the total density of states.](image-url)
shown in Fig. 2(h). While no significant changes are observed for the h and t compounds, the magnitude (and sign for TcS2) of the Born effective charge changes for the tc compounds due to differences in the charge and polarizability between the monolayer and the bulk.

We compare our nonlinear optical tensor to experimental work [84,131] after rescaling to account for the vacuum spacing, as was done in Ref. [132]. Comparisons to other literature results require care, as our calculated values are the zero-frequency limit of the frequency-dependent nonlinear susceptibility. With this in mind, we find an agreement with the order of magnitude of experimental measurements [132,133]. Our calculations indicate that the nonlinear susceptibilities of the h compounds change sign when going from S to Se to Te. The overall size of the tensor element decreases as the calculated band gap decreases, as was shown in other work [132].

The thermal and acoustic properties of our compounds come from calculations of the interatomic force constants including the dispersion correction [61]. Our calculated phonon band structures, phonon density of states, and Raman spectra for the model compounds are shown in Fig. 4, with experimental Raman frequencies at $\Gamma$ from Refs. [11,28,30,72,90,111,115,134]. Here, the phonon density of states contributed by the transition metal atoms is given in blue and the chalcogen atoms in red. The nearly quadratic behavior near $q \rightarrow 0$ (Ref. [135]) that there is no internal strain within these materials after relaxation. The ZA mode is not purely quadratic as the rotational sum rule is not imposed explicitly in our calculations. We have investigated the effects of an increased $q$-mesh density on this ZA mode and are using a $q$ mesh such that the frequencies of the ZA mode near $q \rightarrow 0$ are converged to better than 0.1%. Additionally, as reported in Refs. [136,137], we find the longitudinal optical (LO) and transverse optical (TO) modes are strongly affected by the dielectric environment of the two-dimensional layer for $q$ points near $\Gamma$. Our phonon band structures use the standard 3D Coulomb correction, and the LO-TO splitting is unrepresentative of a truly 2D system (Ref. [136]). Our calculations for the Born effective charges compare well to other theoretical work [82].

In some of these compounds, our phonon band structures show Kohn anomalies due to their small or zero band gaps [138–141]. When compared to their bulk counterparts [61], the Kohn anomalies appear at $M$ for both bulk and monolayer TiS2 and TiSe2, whereas in the case of bulk TiTe2, we find no Kohn anomaly at $M$ in the bulk but do find the Kohn anomaly at $M$ in the monolayer. This agrees with the fact that a charge density wave transition is not observed in bulk TiTe2, whereas one was observed in the monolayer [25]. Our calculations agree with other theory work [142] indicating that the relative size of the Kohn anomaly is a strong function of the smearing used during the DFPT calculation. Here, a smearing of 10 K is used. Additionally, for the tc compounds, our calculated phonon band structures show that they are stable at $\Gamma$, which is consistent with the theoretical predictions in Ref. [73], and are Raman active [29,30,73,134].

**IV. CONCLUSIONS**

With distinctive crystal symmetries and dimensional effects, the transition metal dichalcogenides display a variety of properties that can be exploited for future optoelectronic device applications. Our first-principles calculations of the monolayer TMDs reveal both significant similarities and differences between monolayer and bulk compounds, in terms of their electronic and vibrational properties. These are crucial when modeling the elastic/mechanical and dielectric properties of these materials.

The dimensionality of the monolayer systems brings about changes to many of the physical and electric properties. The most noticeable changes occur due to the switch from an indirect to a direct electronic band gap and, to a lesser extent, the appearance of finite nonlinear optical coefficients and piezoelectric coefficients in the hexagonal compounds. Likewise, the number and frequency of the Raman and infrared active modes change in monolayers compared to bulk (for the h and t compounds). With the reduced dimensionality of the materials, we find the dynamic charge of the system is nearly unchanged for the h and t compounds, but varies in magnitude and sign for the tc compounds, due to charge transfer and a change in the interlayer interaction.

Finally, our calculations of monolayer TcS2 and ReSe2 indicate that these monolayers of these materials will not be stable in the triclinic phase. When compared to our previous bulk calculations (Ref. [61]), it seems that stacking stabilizes the triclinic phase, indicating that the interlayer interaction plays an underappreciated role in these compounds. A determination of the low-temperature phase diagram and symmetry class of tc monolayers would be interesting but is beyond the scope of this work.

In conclusion, we have calculated the vibrational and dielectric properties of the most common transition metal dichalcogenides using the ABINIT software package, the DFT-D3 van der Waals functional, GGA exchange correlation, and norm-conserving pseudopotentials. Our calculations for the monolayer compounds are compared to bulk phases and experimental measurement, and show excellent agreement. We extract trends and outliers in the three symmetry classes. It is our hope that this information will stimulate experimental investigations of the less common TMD monolayers and serve to engineer heterostructures that combine the unique properties of the individual materials.
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