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Abstract
In the applied sciences and in engineering there is often a significant overlap between work at universities and in industry. For the individual scholar, this may lead to serious conflicts when working on joint university–industry projects. Differences in goals, such as the university’s aim to disseminate knowledge while industry aims to appropriate knowledge, might lead to complicated situations and conflicts of interest. The detailed cases of two electrical engineers and two architects working at two different universities of technology illustrate the kinds of problems individual scholars face in university–business collaborations. These cases are based on qualitative interviews and additional data and demonstrate that, while value conflicts emerge on the organizational level, it is primarily the individual researcher who must deal with such conflicts. This analysis adds to existing studies in two ways: first, it explicitly addresses normative issues framed in terms of ethical and social values, thereby going beyond the common social-science perspective of university–business collaboration. Secondly, it provides qualitative insights, thereby identifying details and issues not apparent in quantitative studies. In particular, it is evident that university–industry collaborations are prone to value conflicts not only in research but also in education and job training.
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Introduction

Western industrialized economies rely heavily on advances of science and technology. They are seen as vital in addressing the currently pressing societal goals, the so-called “grand challenges” of an ageing society facing increased environmental degradation such as climate change (e.g., European Commission 2013). Moreover, because of global competition Western industrialized economies rely heavily on generating knowledge and carrying out research and development in order to maintain economic welfare. As a consequence, integrating scientific research and technological advances has become increasingly important in recent decades. Policy makers, for example, want academic researchers to contribute much more to applied research, to technological development, to production and process development, and even to the dissemination of technology (Fromhold-Eisebith and Werker 2013; Martin 2012). Over the last decades, the desire to integrate scientific research and technological development has increased the importance of, and has changed the nature of, collaborations between universities and industry (Carayol 2003). Existing intermediary agencies do not suffice to integrate science and technology because their involvement extends the knowledge chain and leads to problems in knowledge creation and transfer (Etzkowitz and Viale 2010; Guerrero et al. 2012; Philpott et al. 2011). Therefore, a new form of university known as the “entrepreneurial university” has emerged as “… a gradual reinforcement of the ‘model of innovation centred on the university’. … This university gives birth to the dual academic career. Beyond the traditional truth seeking scientist, there is another scientist: the ‘entrepreneurial scientist’ who is able to interface knowledge and innovation” (Etzkowitz and Viale 2010).

As a result, university–industry collaborations are on the rise and research money spent at universities increasingly comes from industry.1 Governmental funding bodies encourage this trend. For example, with the current research funding schemes, “Corporative responsible innovation” (MVI—Maatschappelijk verantwoord innoveren), the national Dutch funding agency (NWO—Nederlandse Wetenschappelijke Organisatie) aims at starting and extending university–industry collaboration.2 Here only parts of the research are publicly funded; the participating companies have to provide substantial funding as well. Likewise, the German ministry of research and education (BMBF—Bundesministerium für Bildung und Forschung) imitated cofunding with the so-called “Leading-Edge Cluster (Spitzencluster) Competition” for more innovation and growth.3 The UK government even commissioned a report to review business-university collaborations in the UK to improve incentive schemes in order to improve university–business collaboration.4

---

1 For example, Katherine McComas (2012) reports that more than half of the nanotechnology researchers who responded to her survey depended on industry funding.
2 http://www.nwo.nl/onderzoek-en-resultaten/programmas/maatschappelijk+verantwoord+innoveren, in Dutch, last accessed 9 September 2019.
3 https://www.bmbf.de/de/der-spitzencluster-wettbewerb-537.html, in German, last accessed 9 September 2019.
4 http://www.raeng.org.uk/policy/dowling-review/the-dowling-review-of-business-university-research.
Close collaborations between academia and industry may lead to possible conflicts. The goals of business and universities differ considerably: while industry is mainly profit-oriented, the primary goals of the universities are the production of knowledge (i.e., research results that are publicly accessible and usable) and its dissemination, particularly in the form of education (Martin 2012). These differences in goals as well as differences in funding sources may lead to ethical concerns. Basic research is generally funded with public money in the form of taxes or philanthropic donations distributed by government agencies or charitable foundations, respectively. The assumption upon which the funding is based is that this research will serve the public good. When the fruits of research are directed mainly to the private sector and the production of products that then make a profit and thereby benefit a relative few, ethical concerns arise. The literature addressing such concerns focuses on the implications that close collaborations between university and business have for research. In this regard, the life sciences, including biotechnology and health care services, have received much attention (e.g., Blumenthal et al. 1996a, b).

While academics do not seem to face negative changes in their academic output when collaborating with industry partners, they nonetheless hesitate to engage in university–business collaborations. Quantitative studies indicate that there is no obvious correlation between industry engagement and research performance in terms of journal papers published by researchers (Gulbrandsen and Smeby 2005). While this indicates that academic performance usually measured by publications is not affected by collaboration with industry, researchers at universities remain skeptical about university–business collaboration (Lee 1996). At the core of this skepticism lies inadequate treatment of the various conflicts faced by individual university researchers engaged in close business collaboration. Existing contracts and arrangements, for example about sharing intellectual property rights (Carayol 2003), do not cover all aspects of collaboration with industry, thereby leaving researchers to deal with them on their own. As a consequence, two-thirds of the nanotechnology researchers responding to a survey carried out by Katherine McComas (2012) worried that the existing rules were insufficient to guard the integrity of their research.

In order to identify and analyse value conflicts, the present study considers both the entrepreneurial scientist who is central to the integration of science and technology, and universities and industries. This study examines conflicts that emerge from the very different aims of academia and industry. In so doing, it explores the abstract values held by organizations and the impact that potential conflicts in values between their different employers’ goals have on individual researchers. This study does not consider other kinds of conflicts researchers face, such as conflicts of interest due to an individual’s interest in money or fame that may conflict with organizational values. In order to get empirical insights into these value conflicts, this study analyzes qualitative interviews with four entrepreneurial scientists from universities of technology where there is often a significant overlap between academic research activities, technological development and industry applications in engineering and architecture. This analysis complements existing research in the field in two ways: first, from a theoretical point of view it explicitly addresses normative issues within a value approach. Thereby, it goes beyond the common social-science perspective on university–business collaboration. Secondly, from an empirical point of view, it
provides qualitative insights, identifying details and issues about value conflicts not visible in quantitative studies (Gulbrandsen and Smey 2005; Lee 1996; McComas 2012).

**Theory: A Values Approach to University–Industry Collaborations**

**A Normative Perspective on University–Industry Collaboration**

As a starting point, the fundamental assumption of the study is that universities and industries as organizations aim at different goals. The conflicts that individual researchers who engage in university–industry collaboration face arise from these. Further, it is assumed that the perceived severity of the conflicts reported in the following sections hint at underlying unresolved ethical dilemmas. Consequently conflicts are treated not as mere conflicts of interest, but as ethical conflicts, in particular as value conflicts. As a result, the focus is on two levels: one, at the organizational level, that is, conflicting values of industry and university; and the second on how these conflicts are perceived and treated by the individual researchers. Additional conflicts, such as the individual researchers’ goal of increasing his or her income or academic productivity, are potentially related but go beyond the scope of this paper.

While general moral and social values are shared by industrial and university partners alike, individual researchers who bridge both kinds of organizations often nonetheless feel that they cannot solve value conflicts in a way that does justice to them both. Often academia and industry face not only contradictory goals, such as maximizing profits or publishing as much as possible in high impact journals, but also vague goals, such as solving the grand challenges of society, or transferring and applying knowledge from university to industry. Therefore, individual researchers in university–industry collaborations face vague goals on top of contradictory goals at the organizational level. As a result, it can be extremely difficult for the individual researcher to locate and handle value conflicts adequately.

Addressing the problems of individual researchers within university–industry collaborations in terms of value makes this theoretical framework part of applied ethics. Focusing on universities of technology, our ethical analysis may be located somewhere between the ethics of technology or engineering, and business ethics. Since the mid-twentieth century, there has been much research on the ethics of engineering and technology. While the latter considers the normative legitimacy of various technologies, the former examines engineers’ obligations to society, clients, and the profession (Vermaas et al. 2014). In addition to ethical problems arising from technical practice, considerations of business conduct have increasingly become important. For example, the American Society for Civil Engineers (ASCE) mentions legal compliance and relationships with clients, consultants, competitors, and contractors as central to the ethics of engineering (American Society of Civil Engineers 2000). As John Hooker puts it: “Engineers must now think about ethical issues that were once the province of business managers” (Hooker 2000). Analyses of organizational arrangements that may or may not facilitate ethical behavior (e.g., enabling whistle blowing) prove to be more and
more necessary. Hence, in this field, there is a fair amount of overlap between
the ethics of engineering and technology on the one hand, and business or corpo-
rate ethics on the other (Birch and Fielder 1994). However, the specific conflicts
entrepreneurial scientists face have not yet received much attention in the norma-
tive literature.

Nevertheless, the interplay between industry partners and academic research-
ers working at universities or publicly funded research organizations is of central
relevance for applied ethical reasoning. In particular, including publicly funded
research in joint research with privately owned firms is frowned on because univer-
sities are mainly financed by public money. When using labs or manpower in univer-
sity–industry collaborations, some public money automatically benefits the specific
private companies involved in the collaboration. At the same time, universities aim
to generate and disseminate knowledge that can be applied to societal challenges.
To achieve this, the universities must tailor knowledge to potential users, ranging
from policy makers to industrial partners. Particularly for universities of technology,
this means engaging in university–business collaborations. To govern these kinds of
situations there are rules in place, for example:

> We strive to remain current in respect to the dilemmas and the social dimen-
sions of work in our field. We further strive to avoid potential conflicts of
interest, via transparency about our methods, intentions and results, and we
are called upon to bring any possible conflicts to the attention of the university.
Integrity and open inquiry are essential for the workings and reputation of sci-
ence, and as researchers at TU Delft we are expected to act accordingly (Delft
University of Technology 2019).

In formulating these rules, Delft University of Technology allows individual
researchers significant latitude in their activities when collaborating with industry.
Of course, such freedom reflects the dilemma faced by universities of technology:
on the one hand, publicly-funded universities should produce goods that are publicly
available, and on the other hand, they can only contribute to advancements in tech-
nology and innovation by sharing knowledge in collaboration with partners from
industry, who want to privately appropriate at least parts of the outcome. This is not
only problematic in cases where the industrial partner explicitly requires that the
publicly-funded knowledge be considered proprietary and kept secret, but also in
cases where academics work on industrial projects as they provide cheaper input to
the knowledge production for (some parts of) industry. Their labor is not available to
pursue research goals that are set by universities and thus, in these cases the inten-
tion of publicly-funded research may not be attained. University–industry collabora-
tions lead to complex and complicated conflicts of interest and only broad rules like
those cited above assure that knowledge sharing with collaboration partners that is
essential for achieving important societal goals, is not hampered (Delft University
of Technology 2019). At the same time, the broad scope of the rules means that
university researchers themselves must evaluate each situation in which they engage
with industry in light of potential conflicts and discuss them with peers and other
stakeholders. This additional uncertainty and effort can impede collaborations with
industry.
Values in Applied Engineering Ethics

Contemporary ethical theory and, to a large extent, applied ethics, often take action(s) or agency as a starting point (Mitcham 2005; van de Poel and Royakkers 2011). Classical modern ethical theories are concerned about what makes an action right or wrong, either in terms of its outcomes as in consequentialism, or in terms of intentions or obligations as in deontology. The recent revival of virtue ethics in the twentieth century which also left its traces in ethics of engineering and technology (e.g., Harris 2008) does not evaluate individual actions, but rather focuses on individuals and their intentions.5

In consequentialist, deontological, or virtue ethics, it is the individual who is center-stage, either directly in terms of being an agent, or in terms of her actions. Here, we hold that at the heart of the broader agenda of analyzing university–industry collaboration from a normative perspective lies the need for analyzing university–industry collaboration in terms of values. This approach has been argued for other areas of applied ethics as well, particularly engineering ethics and the ethics of specific technologies (e.g., Johnstone 2007). Using a value-based approach makes it possible to go beyond the limitations of evaluations in terms of actions or agency so that the complexity of university–business collaborations can be considered. Often indirect (side) effects of development and collaboration processes are difficult to estimate and impossible to trace back to individual agents. Moreover, a normative assessment in terms of agency does not adequately reflect the reality of individual researchers who often cannot predict the outcomes of their actions, nor the wider societal implications of those actions. Given the context of university–industry collaborations with its complex interactions between individuals who are aiming at innovations which are not fully predictable or controllable, an ethical evaluation in terms of agency seems untenable. Though research teams may be able to anticipate and take more risks than individual researchers, it is unrealistic to expect to capture all possible ethical issues in this way. Within applied ethics of technology and engineering, large parts of the discussion center on the inability to assign responsibility to individual agents. Even where individual agents can be identified, as is often the case in university–industry collaboration, e.g., in the context of information and communications technology (ICT) research

...non-linearity, opaqueness, positive feedback loops and complexity mean that agents are frequently unable to predict the outcomes of actions, assess the potential for unintended negative consequences, or even clearly distinguish causes and effects (Johnstone 2007).

Development of new production processes or products (e.g., in the form of prototypes), is often a complex process, with uncertain results not only regarding the product but also regarding the process of research. University–industry collaboration takes place off the beaten path of industrial production. It is about entering unknown territory or at least about gauging the unknown. Collaborations are

---

5 For a quick overview on the literature on engineering ethics, see the work of Pieter Vermaas and colleagues (2014).
one way of dealing with the inherent uncertainty that comes with research at the technological frontier (Etzkowitz and Leydesdorff 2000). At the same time, inherent uncertainty leads to even more complexity in deciding on ethical issues in university–industry collaborations, in particular because the nature of the relationship changes over time.

Analysing university–industry collaborations in terms of value is of practical value as reliability or efficiency can be seen as technological or economic values that are used in design. For example, the ways engineers phrase design requirements can often be straightforwardly reconstructed in terms of values, despite the fact that they do not explicitly use the term “value”. Moreover, firms as well as universities often articulate core values in their mission statements (van de Poel and Royakkers 2011). The mission statements of the universities of technology at which the four interview partners work are good examples. In its mission statement Delft University of Technology refers to values such as sustainability and safety (Delft University of Technology 2019); RWTH Aachen explicitly states the “Values at the RWTH” (RWTH Aachen University 2013) that aim at conducting interactions with respect to teaching and research both within the university and with external partners. While the mission statements demonstrate the desire of the university management to reflect ethical issues and values, it is not clear whether they also express the point of view of individual researchers and whether they guide their actions.

Values quite generally refer to what is worth striving for and may be distinguished from preferences of the individual researcher. Values as the term is used here, are normative: the underlying claim is that people or organizations should strive for realization of these values. While individual preferences, for example the career perspective of the researcher who engages in university–industry collaboration, certainly plays a central role in how value conflicts emerge and are resolved, this paper focuses on the general values on which organizations build their activities. Thereby we distinguish between intrinsic and instrumental (also called extrinsic or functional) value (Zimmerman and Bradley 2019). Something of intrinsic value is considered as valuable in itself. For example, knowledge generation is one of the aims of a university and therefore valuable in itself from the perspective of a university. Likewise making profit is intrinsically valuable for business. In contrast, something of instrumental value is of value only because it helps to realize another value. For example, companies can profit from knowledge generation, though this is not their actual aim. Hence, for businesses knowledge generation is of instrumental value if it helps to increase the company’s profit (e.g., by leading to the design of a new product, or increasing the efficiency of existing processes).

Methodology: Research Design and Data

Basic Versus Applied Research at Universities of Technology

While the role of universities in general and universities of technology in particular have changed considerably (Fromhold-Eisebith and Werker 2013; Martin 2012) their research activities are often still classified by the categories of basic versus applied
research stemming from the usage of Vannevar Bush (1945). In this approach, firms invest private money and produce private goods, aim at making a profit, and are entitled to privately appropriate it. In contrast, universities are financed by the general public and produce public goods, in particular publicly available knowledge (Balconi et al. 2010; Bush 1945). Hence, it stands to reason that the results of research at universities should be publicly available. From a policy point of view, the distinction between basic and applied research has served as a motivation to subsidize basic research at universities, thereby strengthening the role of academic researchers in basic research. The traditional distinction between basic and applied research (Bunge 1985; Bush 1945) seems today somewhat outdated and many have convincingly argued against it (Baird 2004; Balconi et al. 2010; Pitt 2000).

For universities of technology the notion of basic versus applied research has always been problematic. In particular, engineering sciences go well beyond a straightforward application of findings from the natural sciences (Balconi et al. 2010; Baird 2004; Pitt 2000; Stokes 1997). Moreover, in recent years academia has been increasingly requested to engage in applying results of research and to collaborate with industrial partners. Not only do policy makers ask for such involvement from academia (Fromhold-Eisebith and Werker 2013; Martin 2012), but universities of technology in particular also commit themselves to addressing societal goals with their research, for example in finding solutions to the grand challenges.

**Building the Empirical Basis with Stokes’ Quadrants**

To find interview partners at universities of technology who can clarify value conflicts emerging in collaborations with industrial partners the work described here draws on the well-known concept established by Donald E. Stokes (1997). This classification of types of research helps identify relevant interview partners as it captures the two major aspects of research activities. Stokes (1997) distinguished the quest for fundamental understanding from consideration of use. While the vertical axis in Fig. 1, the so-called Stokes-quadrant, indicates the degree to which research is done in pursuit of fundamental understanding, the horizontal axis indicates the extent to which research activities aim at solving specific practical problems of individuals.
or groups. The resulting four quadrants are Quadrant I (Q I), no research is taking place; while Quadrant II (Q II) represents pure basic research where the quest for fundamental understanding is primary. Quadrant IV (Q IV) represents pure applied research where development of practical, usable results is centre-stage. Quadrant III combines the quest for fundamental understanding with considerations of use. While this kind of research is often not captured within classifications of research and engineering, it is use-inspired basic research that contributes substantially to innovation and technological change in industrialized countries (Stokes 1997).

In this study, interviewees were selected based on Stokes’ concept. While generally speaking, the matched-pairs approach aims at using comparable data, we built a sample using theoretical constructs (Eisenhardt and Graebner 2007; Fromhold-Eisebith et al. 2014).6 Two scholars were selected at each of two universities: Delft University of Technology and RWTH Aachen University. At each university one member of the matched pair of interviewees was doing mainly use-inspired basic research, specifically in engineering. The second member of the pair at each university was engaged in mainly pure applied research, specifically in architecture. As a consequence, there are two sets of matches, both representing scholars doing a different type of research. The scholars in each set were matched regarding scientific discipline and seniority.

While in the Bohr quadrant of pure basic research collaboration of academics with industry are rather unlikely, they usually occur in the Pasteur-quadrant of use-inspired research and the Edison quadrant of applied research. Accordingly, we analyzed value conflicts for academics engaged in university and industry activities in the Edison quadrant and in the Pasteur quadrant. By using sets of scholars working in these quadrants, it is possible to tease out the existing and potential value conflicts. One set of scholars works mostly in the so-called Pasteur’s quadrant (i.e., engineering). Here, academics contribute to the fundamental understanding of their field and its potential application. The other set of scholars are architects who work mostly in the so-called Edison quadrant of purely applied research. The data consist of the contents of semi-structured interviews of about 1 h, and data derived from web-based research, in particular personal and professional webpages as well as publication databases. The first set of scholars consists of engineers working on microelectronics in a broad array of applications. The scholar at the RWTH Aachen University (RWTH E) has a distinct regional and international network of collaborators. This engineer has been closely cooperating with a number of small and medium-sized enterprises. His counterpart at Delft University of Technology is well connected on the regional, national and

---

6 One can either use probabilistic sampling when the sample is picked randomly, or theoretical sampling when the sample is picked according to criteria motivated by theory. In probabilistic sampling, the matched-pairs are usually formed by creating a sample randomly and then building a control group which matches the randomly chosen sample with regard to specific characteristics (e.g., age, seniority, rank). As an example, Arvanitis and Woerter (2009) analyzed collaborating and non-collaborating firms with the help of this method. A distinctively different route is theoretical sampling, where the sample is picked for theoretical reasons, i.e., particular cases are chosen that help to explore or even develop theory (Eisenhardt 1989; Eisenhardt and Graebner 2007).
The data stem from interviews at RWTH Aachen University and Delft University of Technology carried out in 2011 and 2012. Both universities belong to the so-called IDEA League, a network of five leading European universities of technology and science (IDEA League 2019). This means that all our interview partners have similar backgrounds by being affiliated with universities of science and technology located in the European Research Area. At the same time, the interview partners differ because of their specific national background and because of their different disciplines. Universities of science and technology are commonly regarded as prime sources of knowledge to be transferred to industrial partners and as hubs around which new technology firms tend to cluster. The interviews emerged not only as a result of on-going discussion within the universities, but also because of an obvious need to clarify conflicts going hand-in-hand with researchers’ work. For example, at Delft University of Technology, discussions dealt with ethical conflicts arising in the research life and have been mirrored in a living document where the current state-of-the-art is reflected (Delft University of Technology 2019). At RWTH Aachen University, there were discussions on how to increase the number of patents (Hoffmann 2010).

While the analysis of value conflicts presented here relies on the framework outlined above, the interviewees were not informed of this framework, thereby adhering to frequently accepted guidelines for qualitative research (Eisenhardt and Graebner 2007). In selecting the qualitative approach chosen here it is essential to keep a particularly open mind to theoretical insights that emerge from the data. Consequently, this project began with a rather broadly defined research question (Siggelkow 2007). It is of particular importance not to formulate any hypotheses or relationships between the constructs in advance, thereby trying to avoid “[…] preordained theoretical perspectives or propositions (that) may bias and limit the findings” (Eisenhardt 1989, p. 536). In order to avoid biases due to the interviewer, the interviewer used neither leading questions nor any concepts discussed in this paper. In particular, neither the concepts of “value” nor “value conflicts” were introduced by the interviewer. In so doing, it was possible to avoid putting words in the mouth of the interviewees, while at the same time gathering information on the various tensions perceived by the researchers themselves. Interviews were conducted with four academic scholars asking questions about their research, their collaboration partners and their research output.
Empirical Evidence: Value Conflicts in University–Industry Collaborations

For universities of technology as for any university, knowledge generation, knowledge dissemination and education are of inherent value, while for firms the inherent value lies with safeguarding return on investment as this is vital to the existence of the firm including employment for their staff. These values as well as several deriving from these might lead to conflicts. The value conflicts are examined for these four individuals (two engineers and two architects) as they might emerge in university–industry collaboration. The conflicts are grouped into five types: (1) students working in exchange for practical training, (2) public funding of applied research used to produce private profit, (3) outside personal earnings of publicly funded researchers, (4) universities not being compensated for industrial use of research, and (5) unfair competition resulting from the involvement of a publicly funded partner.

Value Conflict 1: Students Working in Exchange for Practical Training

Universities of technology educate engineers and architects, i.e., professions with fairly clear-cut job profiles. In this respect, education in engineering and architecture more resemble education within the medical sciences, and are less like education in the humanities or sciences: teaching does not only consist of a rather narrow academic focus on knowledge dissemination, that is, lecturing in a narrow sense, but also training. Just as future physicists in their academic training must learn not only about existing theories and knowledge in the field, but also about the “lab”-practice of how to do research, future engineers need to learn how to advance their field. As this is regularly done outside the academic realm and within companies, education at universities of technology often encompasses training on the job as well as pure knowledge dissemination through university lectures. Indeed, certain aspects of engineering practice can only be learned by taking part in that practice, e.g., internships with industry are necessary for a full engineering education. Students benefit immensely from being taught in the context of real problems. Hence there is significant overlap between the aims of universities of technology as regards this aspect of education, and the interests of firms in good, qualified (student) workers. In the case of student workers labor is also cheap, forming an additional incentive for industry to collaborate with universities. Despite these mutual interests differences in values might lead to problems, e.g., (1) while students carry out work for the firm might help the firm, it may not benefit the students’ education because it is not sufficiently related to it; (2) students have to work too many hours; or (3) they might not be adequately paid by the firm.

7 Here the engineering sciences are distinguished from the sciences in general (the latter being comprised of both the natural and social sciences) and are more likely to lie in the upper left Stokes’ quadrant.
The architect working at RWTH Aachen University (RWTH A) explained that his students profit from his relationships with the private sector, because they get the opportunity to learn from real world problems. For example, the architect contributes to the land development plan of a city. While the majority of the work is done by a privately owned architect’s office, students attending seminars that relate to the work of RWTH A are not asked to do any direct chores related to it but learn about the whole process. According to RWTH A, the advantage of these kinds of seminars is that students learn not only about successfully finished projects, but are involved in the project process itself. (RWTH A 00:08:43-9 to 00:09:26-8). This is a good example of implementing a mutually beneficial arrangement (see Fig. 2): the university benefits because it can improve the training of its students. At the same time, the industry partner obtains knowledge that is current state-of-the-art in research as well as contact with good students who might be interested in future employment. Most of the time, this kind of collaboration between universities and industry is initiated by university researchers in order to improve student’s training.

While the actual case does not show any value conflicts, it has the potential for a severe conflict. If, contrary to the case at hand, industry does not see sufficient reason to get involved in teaching as the balance between various instrumental values is set differently, it becomes tempting to offer students work in exchange for their opportunity to learn from real cases. In this kind of situation, students might be exploited because the work that they do in exchange for obtaining experience in

![Fig. 2](image_url)
the private sector might be worth much more than it costs the private sector to train them. It would be the task of the university to assure a fair solution considering both the need for firms to receive some compensation for their contribution to teaching, and for the students not to be exploited as cheap labor. So far, finding such a fair solution is up to researchers who teach the students. It would help the researcher if the university would facilitate this by developing appropriate regulations available to the individual researcher.

**Value Conflict 2: Public Money Spent on Applied Research to Make Private Profit**

Unlike the sciences or humanities, engineering and architecture are committed to real world practice. In particular, engineers and architects apply their knowledge in order to design, build or maintain artifacts in the broadest sense, ranging from machines or other devices to structures or processes. Value conflicts of university–industry collaboration may lead to situations where the outcome of the development of prototypes is inherently uncertain. It might be that firms are reluctant to invest in this kind of prototype because it goes hand-in-hand with the risk that no market launch is possible. At the same time, the development of the prototype might be of instrumental value to universities because it may provide a first step to solving real-world problems. The obvious conflict here is that the firm makes money with the market launch of the product, while a lot of research money that went into the design of the prototype was done by university researchers and thus was financed by the general public. In specific contexts, such conflicts may be partly resolved by drawing a clear line between knowledge generation and prototype generation on the one hand, and large-scale production on the other hand. As the engineer working at RWTH Aachen puts it regarding the firms with which he collaborates:

Of course we stay in contact with them, but we … only cooperate in the development of the product up to [a] certain point where we as a university say we are not [a] manufacturing industry, we can only produce a limited number of the thing. We cannot give any guarantees and cannot give a CE label … and then we are characterized by education. … then we need to say okay, guys, you can do this for a licensing fee or whatever, then this dissolves. … then they are just gone. And say, okay, it was a good time but you have nothing to offer us at this time. (RWTH E, 00:35:07-7, translation).

Whether or not such a clear cut line between prototype generation and large-scale production can be drawn can only be decided on a case-by-case basis. Here it is important to ask whether the university–industry collaboration contributes to general knowledge within the respective discipline as a whole, and not simply to creation of a prototype as the precursor to mass-production (cp. RWTH E, 00:32:51-9).

---

8 “The letters ‘CE’ appear on many products traded on the extended Single Market in the European Economic Area (EEA). They signify that products sold in the EEA have been assessed to meet high safety, health, and environmental protection requirements” [http://ec.europa.eu/growth/single-market/ce-marking/](http://ec.europa.eu/growth/single-market/ce-marking/), last accessed 19 July 2017.
Value Conflict 1, emerging from the need to involve industry in the training of engineers-to-be, and Value Conflict 2 have obvious and significant overlap. Consider as a generic example, the conflicting interests that emerge from the knowledge dissemination and implementation associated with spinning off companies. The arising conflicts for the university are clearly expressed by the engineer working at Delft University of Technology:

We have a student …, he starts up a company. So a few companies have been started up here. So that’s important. I, myself, am too busy to make a link between what we are doing here, because what we are doing here is always small scale and prototyping for the big industry. So it is important, but there’s always a conflict between your scientific output and your personal interest in that company. Sometimes technicians have a feeling they are there to make the professor rich and not the university. So, it is important, but I’m not always so happy about the way it goes (TUD E 01:04:40-5).

Spin-offs are a widely desired output of universities of technology, although they do not often emerge in a direct way and might come with problems regarding value conflicts. While the architect working at Delft University of Technology has no direct spin-offs out of his group, he knows that many of his former students start their own businesses:

**TUD A**: Spin-offs in an indirect sense of course we have. There are offices: young graduates, they’ll start an office and do their profession. And they will not do it with us, but they do it[?] with the knowledge that we gave them. But this is not…

**Interviewer**: It’s not like they developed an idea here and they start an office with that…?

**TUD A**: No, not that I’m aware of (TUD A 00:54:02-6 to 00:54:09-8).

Though TUD A is not aware of actual problems, there is the potential for severe conflicts. Suppose the students use knowledge developed in the university in their start-up. Despite the university’s aim to spread knowledge, the question arises as to whether there is money to be made from that particular knowledge, should not the university have its share. Then industry could indirectly pay back the taxpayer who initially funded the university research that made the spin-off possible. As always, “the devil is in the details” and a discussion as to where lies the boundary between acceptable and unacceptable behavior is beyond the scope of this paper. The following citation from the interview with an engineer at RWTH Aachen University illustrates this as it shows how much the intricate relationship between industrial and university partners changes over time. The relationships with a spin-off from Helmholtz Institute, a scientific-technical research center with 70% of its annual budget raised from public funds, is described by RWTH E:

And we collaborated with them for years, more than ten years, and then we could not collaborate with them anymore, because they were going too much into the production, and then they could not stay in close contact with a university institute anymore (RWTH E, 00:32:51-9, translation).
Value Conflict 3: Personal Earnings of Publicly-Funded Researchers

Value Conflict 3 identifies a problem that might occur in every university–industry collaboration when the university researcher is compensated for her efforts in solving industrial problems. While there are rules in place guiding researchers in this kind of situation (RWTH Aachen University 2013; Delft University of Technology 2019), it is always difficult to determine when a publicly funded researcher relies on either resources or time for which she is already compensated when working for the industrial partner. While RWTH E does not receive money from the company after the prototype is developed (see above), suppose he had been reimbursed for his efforts in helping to develop the prototype. Then, the question would arise whether he could privately accept the money. Because he is paid with public money while consulting on production of the prototype, it stands to reason that he should reinvest the money in research activities at the university.

At universities of technology it is fairly usual for senior university researchers to combine their position at the university with having their own company, e.g., TUD A, the architect who works at Delft University of Technology part-time and also has his own architectural office. TUD A did not recognize any conflicts in this context and yet there are strict regulations as to under which circumstances researchers may work in addition to their university position. Further, complications might emerge if the researcher’s students do work for the researcher’s company because this may improve the profit of the company. Hence, through their university affiliation researchers may experience personal financial benefit for their own companies.

Value Conflict 4: Universities are Not Compensated for Industrial Use of their Research

While the above discussion raises concerns about academics receiving personal income from work they do as public servants, at the same time, receiving no compensation from industry for commissioned work is also problematic. This point is illustrated by both architects. The one working at Delft University of Technology addressed the problem like this:

**Interviewer:** Would you say that you have a lot of customers/clients in the region of Delft?
**TUD A:** Well. Yes. We want to have these clients [laughing], but it’s hard to get them to pay (TUD A 00:04:14-2 to 00:04:23-9).

His counterpart at the RWTH Aachen University has similar experiences:

**Interviewer:** Could one summarize that in cases of collaborations with local councils they almost always approach you?
**RWTH A:** Well, it has to be formalized first. If there is a kind of assignment there has to be [a] call for proposals first. Usually, there have been professional contacts with these people in the past. If someone approaches me who does not know me, it often happens that in 80% to 90% we simply cannot do it.
People sometimes have rather strange ideas about what one can quickly produce for them which does not work like that, if you tell them that you need money for the chair\footnote{RWTH A is referring to the research group within the department.} and have to employ people, then they quickly say that they did not imagine it like that. There are relatively many blind requests that come to nothing. Everything else where I know what they do and they know under which conditions we contribute, is naturally much more stable (RWTH A 01:10:02-9, translation).

He points out that when cooperating with private offices he has to give 40% overhead costs to the university. This means that many of the small consultancy projects are not possible. Because he values the inspiration he receives from these projects, he continues to cultivate these relationships (RWTH A 01:10:02-9).

**Value Conflict 5: Unfair Competition Resulting from Involvement of a Publicly Funded Partner**

Not only for universities but also for companies collaboration might lead to value conflicts. This holds particularly for competitors of firms collaborating with universities of technology. The quotation from RWTH A above illustrates very clearly that collaborations with local councils do not work because of worries about unfair competition. While the university researcher already has his office and some staff are publicly funded as a result of his function as department chair at the university, privately funded competitors would have to bill the full costs of their working hours. At the same time, in order to advance knowledge of his field, RWTH A relied on these contacts outside the university. He was worried that his work would dry up without these collaborations and was looking for new forms of collaboration with local councils and private offices.

**Towards a Values Approach to University–Industry Collaborations**

Ethical values like health, welfare, or justice are often reflected in corporate or engineering values in the form of honesty (e.g., as a principle that guides communication in a firm), safety of launched products or working conditions, quality, efficiency, and so forth (cp. Kaptein 2004). Though it seems safe to assume that underlying moral values and many social values are shared by firms as well as universities, the two differ significantly as to what they hold valuable per se, i.e., they have different intrinsic values. Intrinsic values of a firm generally depend on their owner structure and commonly include guaranteeing the survival of the firm and earning returns on investment for the owners. In Table 1, the former are subsumed under “values articulated in the mission statement” (B), while the latter is referred to as “profit” (A). Concern for good working conditions (a), launch of a new product (e), or research for developing a prototype (f) have an instrumental value for firms. These and other
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instrumental as well as intrinsic values that are held by industry, and how they relate to each other, are depicted in Table 1. Note also that intrinsic values may be instrumental for other intrinsic values. For example, the values formulated in the mission statement of a private business may indirectly contribute to profit. Table 1 lists potential mutual reinforcement of different values: values reinforcing other values are indicated in parentheses. For example in the middle column, job training, “i”, is instrumental for achieving good relations with future workers (d), which in turn helps industry to find good workers (b), which is instrumental for a business’s intrinsic task, namely to generate profit (A). Values between university and industry overlap: overlap in instrumental values is indicated in italics while highlighted in bold are values that industry recognizes as instrumental, yet they are considered intrinsic by universities. As an example, RWTH E considers advancement of knowledge in his field as an intrinsic value for both research and education purposes. In contrast, for the firms with which he collaborates, this is only instrumental in getting the CE label and improving their production process. This is the reason why collaboration for

Table 1  Intrinsic and instrumental values of industry and universities of technology

| Intrinsic values | Industry | University of Technology |
|------------------|----------|--------------------------|
| (A) Profit       |          | 1. Knowledge generation  |
| (B) Values       |          | 2. Knowledge dissemination |
| articulated in   |          | 3. Education             |
| mission         |          | 4. Societal goals         |
| statement (A, 1)|          |                          |

| Instrumental values | Industry | University of Technology |
|---------------------|----------|--------------------------|
| (a) Good working conditions (A) |          | (i) Job training (3) |
| (b) Good workers (A) |          | (ii) Epistem values (1) |
| (c) Good relation to costumers (A) |          | (iii) Prototype (2) |
| (d) Good relation to possible future workers (b) |          | (iv) Freedom of research (1) |
| (e) Market-ready product (B) |          | ... |
| (f) Prototype (e) |          |                          |
| (g) Knowledge generation (e,f) |          |                          |
| (h) Various epistem values (g,e,f) |          |                          |
| (i) Job training (d) |          |                          |
| (j) Education (i, g) |          |                          |
| (k) Safeguarding employment (a) |          |                          |

The numbers and letters given in parentheses indicate typical possible relationships with other values. The values in italics are recognized as instrumental by both industry and university; the ones in bold are recognized as instrumental by industry, yet considered intrinsic by universities.

10 The CE label is a certification mark indicating conformity with health, safety, and environmental protection standards for any product sold within the European Economic Area.
RWTH E stops if his industrial partners move beyond producing prototypes (see Value Conflict 2 above).

As was shown by the interviews with the university researchers, universities fulfill various goals. In particular, the interviewees referred to the three roles of universities corresponding to what they hold as intrinsically valuable: (1) generation of knowledge by doing research, (2) knowledge dissemination by teaching, and (3) contributing to applied research (e.g., Deiaco et al. 2012; Martin 2012). Moreover, at least recently, universities of technology commit themselves, for example via their mission statements, to contributing to solutions to societal problems, as exemplified by the “grand challenges” such as climate change and an increasingly aging population (Delft University of Technology 2019; RWTH Aachen 2013). With their mission statement, universities of technology underline that solving societal problems has intrinsic value for them. As a consequence, one could argue that universities of technology distinguish themselves from many other universities by stressing the great importance of knowledge dissemination in order to contribute to societal goals.

Whether values are intrinsic or instrumental often depends on the point of view. For example, training on the job done by students through internships in companies often contributes substantially to education at universities of technology. Therefore, job training within industry is intrinsically valuable for universities of technology. It is a key part of the education. At the same time, industry can profit from job training in two ways. First, student workers can directly contribute to the company’s profit, thereby being of intrinsic value. Second, internships can be a means to establish good relationships with potential employees with a good and relevant knowledge base. As this goal is subordinate to the company’s intrinsic value of making profit, it is of instrumental value. Another example is the development of prototypes which is of instrumental value to the university as it helps to disseminate knowledge. In contrast, it is of intrinsic value for industry because it may help to produce profit.

The values listed in Table 1 comprise the values mentioned in the interviews. For completeness, freedom of research as well as epistemic values for universities are also added. Both are obvious values that aim to secure the university’s aim of knowledge generation. While freedom of research is, in certain countries like Germany at least, an essential prerequisite for university research, epistemic values comprise a whole group of various values. These values may be empirical adequacy, simplicity of theoretical descriptions (for the sake of computability), comprehensiveness of the used model, precision (i.e., resolution), consistency with more fundamental theoretical descriptions such as the laws of thermodynamics, or even reducibility to more fundamental theories. In the wake of Thomas Kuhn’s landmark work *The Structure of Scientific Revolutions* (1970), various epistemic values can be seen as criteria for success in research. These values become of direct instrumental value in fulfilling the university’s goals when it comes to knowledge generation. For industry, some epistemic values are also of instrumental value as they help, for example, in developing a prototype. But other values, such as comprehensiveness or consistency, play a rather subordinate role for industry.

As discussed above, overlapping values lead to collaborations. For example, university as well as industry are interested in job training or prototype development.
Nonetheless, serious conflicts arise from the different underlying intrinsic values. Some of these conflicts are depicted in Fig. 2. The most prominent cases of conflict arose due to conflicts between industry’s goal of making profit and the universities’ aim of knowledge dissemination, and between profit and education. Additional potential sources of conflict that were not addressed by the interviews are also indicated in the figure. One obvious conflict arises between the obligation of universities of technology to seek solutions to humanity’s grand challenges (societal goals), and industry’s primary goal of making a profit. In addition, various values within one organization may conflict. An example depicted in Fig. 2 is the potential conflict between the obligation of universities of technology to contribute to solving societal goals, and freedom of research.

Importantly, despite the aforementioned conflicts, universities and industry share many values, though these might not be of the same importance to both organizations. For example, while knowledge generation is intrinsic to universities, it is of instrumental value for industry. It is very valuable to acknowledge these positive relationships as it helps to make the point that university–business collaborations are not one-sided, or something that is merely enforced by policy makers, but rather of mutual benefit to both. Moreover, as detailed above, some of the aims of universities and industries can only be realized through close collaborations.

While the literature on university–business collaboration often focuses on research, our qualitative interviews showed that teaching and job training also require close collaboration. At the same time, job training may yield further conflicts. This tension is more pronounced for universities of technology as compared to universities in general. First of all, the education of engineers and architects requires hands-on training in their future jobs. This can only be achieved through close collaboration between industry and universities. Second, while some researchers at universities of technology do basic research, most focus on the third and fourth quadrant of the Stokes diagram (Fig. 1), i.e., use-inspired and pure applied research. This is exactly where industry involvement is often inevitable.

The approach depicted in this paper of deriving values not from an underlying value theory, but rather from qualitative interview data, aligns with recent developments in applied ethics. These (in part) turn away from general debates on ethical theory in order to acknowledge that applied ethics is more than a straightforward application of general ethical principles to specific cases (Beauchamp 1984). Moreover, despite no moral theory being generally accepted, there seems to be a consensus on norms and values guiding tangible behavior (van de Poel and Royakkers 2011). The approach of Tom Beauchamp and James Childress (1979) to biomedical ethics in terms of general principles is an example at hand.

Conclusions and Outlook

This paper identifies various value conflicts in university–industry collaborations. These results can be used for solving value conflicts by developing a framework along the lines of a recent approach within applied ethics of engineering, i.e., designing for values. A number of authors have developed approaches that aim to
incorporate values into engineering or architectural design such as “values at play”, “value conscious design”, or “design for sustainability”. The most comprehensive account may be the “design for values” approach (van den Hoven 2005), although “value sensitive design” was developed by Batya Friedman and David G. Handry in the 1990s and they pioneered this work, initially focusing on ethical issues within information and communications technology (ICT) (Friedman 1997). The general idea in all these accounts has been applied—amongst others—to all kinds of engineering design (van de Poel 2009).

All of these approaches try to offer a prospective account of ethical issues involved in the use of technology and thus aim at implementing various moral or social values during the design and development phase. Particularly the latter is important for detecting ethical issues, because in these early stages technologies and their social consequences are still malleable.

While designing for values has mainly been applied to the design of artifacts, it is also a framework for addressing the conflicts encountered in university–industry collaboration. It may prove useful both in devising specific research collaborations and even more, a suitable framework for providing more institutional guidance in the form of regulations. There are several noteworthy differences when applying a design for values approach to the “design” of university–industry collaborations, for example, in designing respective contracts between university and industry. Firstly, while in the design of material artifacts conflicts do not appear at the level of values, but rather at the level of norms or design requirements (van de Poel 2013), as indicated in the preceding sections, in university–industry collaboration one faces genuine value conflicts. Secondly, as within any university, knowledge generation is a value in itself; epistemic values also have importance here. While designing for values emphasizes ethical values, in order to deal appropriately with the conflicts in university–industry collaboration, one must also consider epistemic values. Here the question of how best to balance various epistemic values against societal goals is of particular relevance.

The values approach used to analyse university–industry collaborations facilitated examination of various forms of academic engagement in industrial activities, ranging from academic entrepreneurship through consultancy and publication of papers and patents (Perkmann et al. 2013). The range of conflicts that arise from university–industry collaborations are as diverse as these kinds of collaboration. With the help of detailed interviews and additional data we explored the complex landscape of potential conflicts in university–industry collaborations from the perspective of the underlying values. Interviews with engineers and architects at universities of technology illustrate the diverse conflicts of interest for individuals in these settings and inform the development of a theoretical concept.

As being aware of potential conflicts before they even emerge enables fruitful university–business collaboration, this study investigated conflicts in

---

11 Of course there are also limitations to value-sensitive approaches, see for example the work of Anders Albrechtslund (2007) and of Noëmi Manders-Huits (2011).

12 Exceptions are the integrated approach to a design for values in technical artifacts and institutions in the context of energy supply (Künneke et al. 2015).
university–industry collaboration regarding values in order to highlight the underlying ethical conflicts. In particular, the value conflicts discussed consist of (1) students working in exchange for practical training, (2) public money being spent on applied research to make private profit, (3) the personal earnings of publicly funded researchers, (4) universities not being compensated for industrial use of their research, and (5) unfair competition resulting from the involvement of a publicly funded partner. When moving towards a values approach, the values discussed here were not derived from an underlying value theory. Rather, they were reconstructed from the interviews. The work in this paper can be seen as a first step towards a value-sensitive design approach to various kinds of university–industry collaborations. Concrete legal or organizational implications of this approach were not discussed.

University–industry collaborations are challenging for the individual researcher, but as our analysis showed the underlying problems are much more fundamental in the sense that they are not related only to the individual. The challenges relate to the aims of industry and the university, organizations of diverse people or departments. This makes it often even difficult to identify the overall values and goals of a particular firm or a particular university. The fundamental differences in values between university and industry result in difficult choices for applied scientists or engineers. Although university–industry collaborations are regulated at universities of technology, these generally leave unconsidered many problems that the individual academic faces. As the architect at RWTH Aachen University points out quite clearly, he considers the university–industry relationships an area where no rules exist that would fit his needs (RWTH A 01:10:02-9). In our view, the only way to solve conflicts is to clearly identify differences between university and industry with regard to the organizations’ values.

Three lines of research emerge from the results presented here. First, it would be helpful to develop solutions for value conflicts on a case-by-case basis. Second, it would be even more fruitful to develop general strategies for addressing value conflicts as this would make it much easier to initiate university–industry collaboration. At the same time, it is unclear whether further research on value conflicts will eventually lead to a set of rules that can guide researchers involved in university–industry collaborations. It might well be that value conflicts, and the circumstances under which they emerge, have such divergent characteristics that they have to be solved on a case-by-case basis. Still, an open, transparent and trustful discussion of value conflicts at the level of the individual, the university and the firm could help solve them in an efficient and fair way. As a third line of research, it would be worthwhile, though challenging, to find out whether and how the characteristics of the national innovation systems, the laws and codes of conduct that regulate and guide research in a given country, as well as the characteristics of the different disciplines, influence the kinds of value conflicts that emerge. All three lines of research discussed here would benefit from more interviews with researchers from different disciplines and countries as these interviews might reveal more detailed characteristics of value conflicts across disciplines and borders.
Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made.

References

Albrechtslund, A. (2007). Ethics and technology design. *Ethics and Information Technology*, 9, 63–72.

American Society of Civil Engineers. (2000). *Standards of professional conduct*. Reston, VA: ASCE Press.

Arvanitis, S., & Woerter, M. (2009). Firms’ transfer strategies with universities and the relationship with firms’ innovation performance. *Industrial and Corporate Change*, 18(6), 1067–1106.

Baird, D. (2004). *Thing knowledge: A philosophy of scientific instruments*. Berkeley, CA: University of California Press.

Balconi, M., Brusoni, S., & Orsenigo, L. (2010). In defense of the linear model: An essay. *Research Policy*, 39(1), 1–13.

Beauchamp, T. (1984). On eliminating the distinction between applied ethics and ethical theory. *Monist*, 67, 514–531.

Beauchamp, T., & Childress, J. F. (1979). *Principles of biomedical ethics*. Oxford: Oxford University Press.

Birch, D., & Fielder, J. H. (Eds.). (1994). *The Ford Pinto Case: A study in applied ethics, business and technology*. Albany: State University of New York Press.

Blumenthal, D., Causino, N., Campbell, E., & Seashore Louis, K. (1996a). Relationships between academic institutions and industry in the life sciences—An industry survey. *New England Journal of Medicine*, 334, 368–374.

Blumenthal, D. Gluck, Seashore Louis, K., Stoto, M. A., & Wise, D. (1996b). University–industry research relationships in biotechnology: Implications for the university. *Science*, 232(4756), 1361–1366.

Bunge, M. (1985). *Treatise on basic philosophy VII: Methodology III: Philosophy of science and technology*. Dordrecht: Reidel.

Bush, V. (1945). Science—The endless Frontier. *Transactions: Kansas Academy of Science*, 48(3), 231–264.

Carayol, N. (2003). Objectives, agreements and matching in science–industry collaborations: Reassembling the pieces of the puzzle. *Research Policy*, 32(6), 887–908. https://doi.org/10.1016/s0048-7333(02)00108-7.

Deiaco, E., Hughes, A., & McKelvey, M. (2012). Universities as strategic actors in the knowledge economy. *Cambridge Journal of Economics*, 36(3), 525–541.

Delft University of Technology. (2019). *Consultation Draft TU Delft Code of Conduct*. Retrieved September 16, 2019 from https://d1rka87lqy5f1.cloudfront.net/TUDelft/Over_TU_Delft/Strategie/Integriteitsbeleid/Draft%20TU%20Delft%20Code%20of%20Conduct%20-%20Consultation.pdf.

Eisenhardt, K. M. (1989). Building theories from case study research. *Academy of Management Review*, 14(4), 532–550.

Eisenhardt, K. M., & Graebner, M. E. (2007). Theory building from cases: Opportunities and challenges. *Academy of Management Journal*, 50(1), 25–32.

Etzkowitz, H., & Leydesdorff, L. (2000). The dynamics of innovation: From National Systems and “Mode 2” to a Triple Helix of university–industry–government relations. *Research Policy*, 29, 109–123.

Etzkowitz, H., & Viale, R. (2010). Polyvalent knowledge and the entrepreneurial university: A third academic revolution? *Critical Sociology*, 36(4), 595–609.

European Commission. (2013). *Options for strengthening responsible research and innovation*. Mimeo. Retrieved from September 9, 2019 http://ec.europa.eu/research/science-society/document_library/pdf_06/options-for-strengthening_en.pdf.

Friedman, B. (Ed.). (1997). *Human values and the design of computer technology*. New York: Cambridge University Press.

Fromhold-Eisebith, M., & Werker, C. (2013). Universities’ functions in knowledge transfer: A geographical perspective. *The Annals of Regional Science*. https://doi.org/10.1007/s00168-013-0559-z.
Fromhold-Eisebith, M., Werker, C., & Vojnic, M. (2014). Tracing the social dimensions in innovation networks: From conceptualization to empirical testing. In R. Rutten, P. Benneworth, D. Irawati, & F. Boekema (Eds.), The social dynamics of networks (pp. 121–138). London: Routledge.

Guerrero, M., Urbano, D., Cunningham, J., & Organ, D. (2012). Entrepreneurial universities in two European regions: A case study comparison. The Journal of Technology Transfer. https://doi.org/10.1007/s10961-012-9287-2.

Gulbrandsen, M., & Smelby, J.-M. (2005). Industry funding and university professors’ research performance. Research Policy, 34(6), 932–950.

Harris, C. E., Jr. (2008). The good engineer: Giving virtue its due in engineering ethics. Science and Engineering Ethics, 14(2), 153–164.

Hoffmann, S. (2010). Raus aus den Schubladen. Studenten und Wissenschaftler melden ihre Erfindungen selten als Patente an. Das sollen Patentscouts nun ändern. Zeit Online, 13.1.2013. Retrieved September 9, 2019 from http://www.zeit.de/2010/03/C-Patentscouts.

Hooker, J. N. (2000). Some business-related ethical issues in engineering. Tepper School of Business., Paper 176. http://public.tepper.cmu.edu/ethics/guide.pdf. Accessed 7 October 2019.

IDEA League. (2019). A focused network of leading European universities of science and technology. Retrieved September 16, 2019 from http://idealleague.org/.

Johnstone, J. (2007). Technology as empowerment: A capability approach to computer ethics. Ethics and Information Technology, 9(1), 73–87.

Kaptein, S. P. (2004). Business codes of multinational firms: What do they say? Journal of Business Ethics, 50(1), 13–31.

Kuhn, T. (1970). The structure of scientific revolutions. Chicago: University of Chicago Press.

Künneke, R., Methos, D. C., Hillerbrand, R., & Hemmes, K. (2015). Understanding values embedded in offshore wind energy systems: Toward a purposeful institutional and technological design. Environmental Science & Policy, 53, 118–129. https://doi.org/10.1016/j.envsci.2015.06.013.

Lee, Y. S. (1996). ‘Technology transfer’ and the research university: A search for the boundaries of university–industry collaboration. Research Policy, 25(6), 843–863.

Manders-Huits, N. (2011). What values in design? The challenge in incorporating moral values into design. Science and Engineering Ethics, 17, 271–287.

Martin, B. R. (2012). Are universities and university research under threat? Towards an evolutionary model of university speciation. Cambridge Journal of Economics, 36(3), 543–565.

McComas, K. A. (2012). Researcher views about funding sources and conflicts of interest in nanotechnology. Science and Engineering Ethics, 18(4), 671–699. https://doi.org/10.1007/s11948-011-9264-4.

Mitcham, C. (Ed.). (2005). The encyclopedia of science, technology, and ethics. Detroit, MI: Macmillan Reference.

Perkmann, M., Tartari, V., McKeelvey, M., Autio, E., Broström, A., D’Este, P., et al. (2013). Academic engagement and commercialisation: A review of the literature on university–industry relations. Research Policy. https://doi.org/10.1016/j.respol.2012.09.007.

Philpott, K., Dooly, L., O’Reilly, C., & Lupton, G. (2011). The entrepreneurial university: Examining the underlying academic tensions. Technovation, 31(4), 161–170.

Pitt, J. C. (2000). Thinking about technology: Foundations of the philosophy of technology. New York, NY: Seven Bridges.

RWTH Aachen University. (2013). Die Werte der RWTH Aachen. Retrieved September 9, 2019 from http://www.rwth-aachen.de/cms/main/root/Die_RWTH/Profile/~doqa/Die_Werte_der_RWTH_Aachen/.

Siggelkow, N. (2007). Persuasion with case studies. Academy of Management Journal, 50(1), 20–24.

Stokes, D. E. (1997). Pasteur’s quadrant: Basic science and technological innovation. Washington DC: Brookings Institution Press.

van de Poel, I. (2009). Values in engineering design. In A. Meijers (Ed.), Handbook of the philosophy of science: Philosophy of technology and engineering sciences (Vol. 9). Oxford: Oxford University Press.

van de Poel, I. (2013). Translating values into design requirements. In D. Michelfelder, N. McCarthy, & D. Goldberg (Eds.), Philosophy and engineering: Reflections on practice, principles and process (pp. 253–266). Dordrecht: Springer.

van de Poel, I., & Royakkers, L. (2011). Ethics, technology, and engineering: An introduction. Sussex: Wiley.

van den Hoven, M. J. (2005). Design for values and values for design information age +. Journal of the Australian Computer Society, 7(2), 4–7.

Vermaas, P., van de Poel, I., & Hillerbrand, R. (2014). Philosophy and ethics of engineering. In D. Pritchard (Ed.), Oxford bibliographies in philosophy. New York: Oxford University Press.
Zimmerman, M. J., & Bradley, B. (2019). Intrinsic vs. extrinsic value. In Zalta, E. N. (ed.) The Stanford encyclopedia of philosophy (Spring 2019 Edition). Retrieved September 9, 2019 from https://plato.stanford.edu/archives/spr2019/entries/value-intrinsic-extrinsic/.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.