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Abstract—Navigating to destinations using human speech instructions is an important task for autonomous mobile robots that operate in the real world. Spatial representations include a semantic level that represents an abstracted location category, a topological level that represents their connectivity, and a metric level that depends on the structure of the environment. The purpose of this study is to realize a hierarchical spatial representation using a topometric semantic map and planning efficient paths through human-robot interactions. We propose a novel probabilistic generative model, SpCoTMHP; that forms a topometric semantic map that adapts to the environment and leads to hierarchical path planning. We also developed approximate inference methods for path planning, where the levels of the hierarchy can influence each other. The proposed path planning method is theoretically supported by deriving a formulation based on control as probabilistic inference. The navigation experiment using human speech instructions shows that the proposed spatial concept-based hierarchical path planning improves the performance and reduces the calculation cost compared with conventional methods. Hierarchical spatial representation provides a mutually understandable form for humans and robots to render language-based navigation tasks feasible.

I. INTRODUCTION

It is important for autonomous robots that coexist with humans in the real world to accomplish linguistic interaction tasks, such as navigation. To fulfill this task, the robot must adaptively form spatial structures and place semantics from the multimodal observations obtained while moving in the environment [1], [2]. Topometric semantic maps are useful for path planning using the generalized units of place, human-robot linguistic interaction, and robot support for humans. How robots can efficiently construct and utilize such hierarchical spatial representations for interaction tasks is a major challenge. The main purpose of this study was to realize efficient spatial representations and high-speed path planning from human speech instructions using topological semantic maps based on transitions between places.

Hierarchical spatial representation provides a mutually understandable form for humans and robots to render language-based navigation tasks feasible. As shown in Fig. 1, this study deals with the following three levels of spatial representation. (i) The semantic level, which represents place categories associated with words and abstracted by multimodal observations; (ii) The topological level, which represents the adjacency of places in a graph structure; (iii) The metric level, which represents the occupied grid map was obtained by simultaneous localization and mapping (SLAM). In this study, semantic knowledge in a multimodal place category is termed a spatial concept. This study had two phases: spatial concept learning and path planning. In learning, we assumed a scenario in which a robot moves around the environment with a person, and the person speaks about the location. In path planning, we assume that the robot is given speech instructions, such as ‘go to the kitchen’ as a basic task and ‘go to the kitchen through the bedroom’ as an advanced task. In particular, this study focuses on hierarchical path planning.

SpCoSLAM [3] forms spatial concept-based semantic maps based on multimodal observations obtained from the environment. SpCoSLAM can acquire novel place categories and vocabularies from unknown environments. However, SpCoSLAM has not been able to estimate the adjacency and transition probabilities between places, that is, whether one place is spatially connected to another. In this study, we applied the hidden semi-Markov model (HSMM), which estimates the transition probabilities between places and constructs a topological graph. In addition, SpCoNavi [4] plans the path in the framework of control as probabilistic inference.
inference (CaI) [5], which focuses on the action decision in the probabilistic generative model of SpCoSLAM. SpCoNavi has realized navigation from simple speech instructions using a spatial concept acquired autonomously by the robot. However, there are some problems to be solved: The Viterbi algorithm is computationally expensive because all grids of the occupied grid map are used as the state space, and it is vulnerable to the real-time performance required for robot navigation. The A* approximation reduces the computational cost, but its performance is inferior to that of the Viterbi. Therefore, in this study, we utilized a topological semantic map based on spatial concepts to reduce the number of states and enable the rapid inference of possible paths to be traveled between each state. In addition, we applied it to the case of specifying the waypoint.

We propose a probabilistic generative model for spatial concept-based topometric semantic mapping for hierarchical path planning (SpCoTMHP). The proposed topometric semantic map enables path planning that combines abstracted place transitions and geometrical structures in the environment. We also developed approximate inference methods for effective path planning, where each level of the hierarchy can influence the others. The proposed path planning is theoretically supported by deriving a formulation based on CaI. The main contributions of this work are as follows:

1) We propose an integrated model capable of both topometric semantic mapping and hierarchical path planning.
2) We show that the proposed method enables efficient path planning even with speech instructions that specify waypoints.

II. RELATED WORK

A. Topometric semantic map

In recent years, research on semantic mapping, which assigns a place to a robot’s map [1], [2], has been emphasized. However, many existing studies provide a preset location label for an area on a map. Our approach allows unsupervised learning based on multimodal perceptual information for categorizing unknown places and flexible vocabulary assignments.

The use of topological structures enables more accurate semantic mapping [6]. Our method is also expected to improve its performance by introducing topological levels. The nodes in a topological map can vary depending on the method, such as room units or small regions [7], [8]. Kimera [9] used multiple levels of spatial hierarchical representation, such as metrics, rooms, places, semantic levels, objects, and agents. In our study, the robot automatically determined the spatial segmentation unit based on experience.

Some semantic mapping studies [10], [11] have successfully constructed topological semantic maps from visual images or metric maps using convolutional neural networks. However, these studies have not been demonstrated for path planning. In contrast, our method is characterized by the integrated model being inclusive of learning and planning.

B. Hierarchical path planning

In terms of sampling candidate points and connecting them in planning, our method is related to a probabilistic roadmap (PRM) [12] and rapidly exploring a random tree (RRT) [13]. In contrast to PRM and RRT, which place waypoints completely randomly in space, our method allows the targeted sampling of promising candidates according to the destination named in the utterance.

Hierarchical path planning has long been a topic of study, as in hierarchical A* [14]. The use of topological maps for path planning (including the learning of paths between edges) is more effective for reducing computational complexity than considering only the movement between cells in a metric map [7], [9], [15]. In addition, the extension to semantic maps enables navigation based on speech [16].

Because our method realizes a hierarchy based on the CaI framework [5], it is theoretically connected with hierarchical reinforcement learning. In hierarchical reinforcement learning, sub-goals and policies are autonomously estimated [17], [18]. In our study, tasks similar to hierarchical reinforcement learning were realized to infer probabilistic models. In addition, recent studies on vision-and-language navigation have used deep and reinforcement learning [19], [20]. The proposed probabilistic model autonomously navigates toward the target location using the speech instructions as a modality.

III. PROPOSED METHOD: SpCoTMHP

We propose a spatial concept-based topometric semantic mapping for hierarchical path planning (SpCoTMHP). The proposed method realizes efficient navigation from human speech instructions through inference based on a probabilistic generative model. The capabilities of the proposed generative model are as follows: (i) Place categorization by extracting connection relations between places using unsupervised learning; (ii) Many-to-many correspondence between words and places; and (iii) Hierarchical path planning by introducing two types of variables with different time constants. The SpCoTMHP is designed as an integrated model for each module, as shown in Fig. 2. Therefore, it is easy to develop further module coupling in the Neuro-SEKET framework [21].

A. Definition of the probabilistic generative model

SpCoTMHP is an integrated SLAM model, a hidden semi-Markov model, a multimodal mixture model for place categorization (based on positions, speech-language, and image features), and a speech recognition model. Figure 2 shows the graphical model representation of SpCoTMHP for learning the global parameters, and Table I lists each variable of the graphical model. The details of the formulation of the generative process represented by the graphical model of
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1The source code is available at https://github.com/a-taniguchi/SpCoTMHP.git
SpCoTMHP are as follows.

\[
\begin{align*}
\pi & \sim \text{DP}(\alpha) & (1) \\
\phi_l & \sim \text{DP}(\gamma) & l = 1, 2, \ldots, \infty \quad (2) \\
\theta_i & \sim \text{Dir}(\chi) & (3) \\
W_l & \sim \text{Dir}(\beta) & (4) \\
LM & \sim p(LM \mid \lambda) & (5) \\
\psi_k & \sim \text{DP}(\omega) & k = 1, 2, \ldots, \infty \quad (6) \\
\Sigma_k & \sim \mathcal{IW}(V_0, \nu_0) & (7) \\
\mu_k & \sim \mathcal{N}(m_0, \Sigma_k / \nu_0) & (8) \\
C_e & \sim \text{Mult}(\pi) & e = 1, 2, \ldots, E \quad (9) \\
f_e & \sim \text{Mult}(\theta_{C_e}) & (10) \\
S_e & \sim p(S_e \mid C_e, W, LM) & (11) \\
i_e & \sim p(i_e \mid C_e, \phi, \psi_{i_{e-1}}) & (12) \\
y_e & \sim p(y_e \mid S_e, AM) & (13) \\
x_t & \sim p(x_t \mid x_{t-1}, u_t) & t = 1, 2, \ldots, T \quad (14) \\
z_t & \sim p(z_t \mid x_t, m) & (15) \\
o_t & \sim p(o_t \mid x_t, i_e, \mu, \Sigma) & t = t_e, \ldots, t'_e \quad (16) \\
D_e & \sim \text{Unif}(1, T) & (17) \\
t_e & = \sum_{e'<e} D_{e'} & \\
t'_e & = t_e + D_e - 1 \quad (18)
\end{align*}
\]

where \( \text{DP}(\cdot) \) represents the Dirichlet process, \( \text{Dir}(\cdot) \) is the Dirichlet distribution, \( \mathcal{IW}(\cdot) \) is the inverse Wishart distribution, \( \mathcal{N}(\cdot) \) is a multivariate Gaussian distribution, and \( \text{Mult}(\cdot) \) is a multinomial distribution. The duration distribution assumes uniform distribution \( \text{Unif}(\cdot) \) in \([1, T]\).

Self-localization assumes a transition at time \( t \) owing to the motion of the robot. Because the utterance is event-driven, it is assumed that the variables on the spatial concepts are observed only at event \( e \). The HSMM connects the two units of time and event. Here, \( T \) is the last time the robot operated and \( E \) is the number uttered by the user or the number of switched places. Let \( E < T \) and \( D_e \) be the event duration length for \( e \), that is, \( T = \sum_{e=1}^{E} D_e \).

The probability distribution in Eq. (11) can be defined by

![Graphical model representation of SpCoTMHP for topometric spatial concept formation and hierarchical path planning. The graphical model represents the conditional dependency between random variables. Gray nodes indicate observations, and white nodes denote unobserved latent variables. Several arrows from the global variables to local variables other than \( T \) and \( E \) are omitted.](image)

**TABLE 1**: Description of the random variables used in our model

| Symbol | Definition |
|--------|------------|
| \( m \) | Environmental map |
| \( x_t \) | Self-position of the robot (state variable) |
| \( u_t \) | Control data (action variable) |
| \( z_t \) | Depth sensor data |
| \( o_t \) | Optimality variable (event-driven) |
| \( D_e \) | Duration length for \( o_t \) in \( i_e \) |
| \( i_e \) | Index of the position distributions |
| \( f_e \) | Index of spatial concepts |
| \( V_0 \) | Visual features of the camera image |
| \( y_e \) | Speech signal of the uttered sentence |
| \( S_e \) | Word sequence in the uttered sentence |
| \( \Sigma_k \) | Parameters of multivariate Gaussian distribution (position distribution) |
| \( \psi_k \) | Parameter of the state-transition probability for \( i_t \) |
| \( \pi \) | Parameter of multinomial distribution for \( C_e \) |
| \( \phi_l \) | Parameter of multinomial distribution for \( f_e \) |
| \( \theta_i \) | Parameter of multinomial distribution for \( f_e \) |
| \( W_l \) | Parameter of multinomial distribution for \( S_e \) |
| \( LM \) | Language model |
| \( AM \) | Acoustic model for speech recognition |
| \( \alpha, \beta, \gamma, \delta, \omega, \lambda \) | Hyperparameters of prior distributions |
| \( m_0, \kappa_0, V_0, \nu_0 \) | Hyperparameters of prior distributions |
unigram rescaling [22], as follows:

$$p(S_e \mid C_e, W; LM) \propto p(S_e \mid LM) \prod_{B_e} \frac{\text{Mult}(S_{e,b} \mid W_{C_e})}{\text{Mult}(S_{e,b} \mid W_e)}$$  \hspace{1cm} (19)

where $B_e$ denotes the number of words in the sentence and $S_{e,b}$ is the $b$-th word in the sentence at time step $t$.

The probability distribution in Eq. (12) can be defined by unigram rescaling, as follows:

$$p(o_i \mid C_e, \phi, \psi_{i-1}) \propto \text{Mult}(o_i \mid \phi_{C_e}) \frac{\text{Mult}(i_e \mid \psi_{i-1})}{\sum_{c'} \text{Mult}(i_e \mid \phi_{c'})}.$$  \hspace{1cm} (20)

The probability distribution in Eq. (14) represents a motion model, that is a state-transition model, in SLAM. The probability distribution in Eq. (15) represents the measurement model in SLAM.

The probability distribution in Eq. (16) can be defined as

$$p(o_t = 1 \mid x_t, i_e, \mu, \Sigma) = \mathcal{N}(x_t \mid \mu_{i_e}, \Sigma_{i_e}),$$  \hspace{1cm} (21)

where $o_t = 1$ denotes that the event occurred at time $t$. A binary random variable that indicates whether there is an event is defined as $o_t$. This event-driven variable corresponds to the optimality variable in the Cal [5].

B. Spatial concept formation

In formulating SpCoTMHP, we describe the joint posterior distribution as

$$x_{0:T}, C_{1:E}, \Theta \sim p(x_{0:T}, C_{1:E}, \Theta \mid u_{1:T}, z_{1:T}, o_{\tau_{1:T}^*, y_{1:E}}, f_{1:E}, AM, h),$$  \hspace{1cm} (22)

where the set of latent variables $C_{1:E} = \{i_{1:E}, C_{1:E}, S_{1:E}\}$, the set of global parameters of the model $\Theta = \{m, \mu, \Sigma, \psi, \tau, \phi, \theta, W, LM\}$ and the set of hyperparameters is denoted by $h = \{o, \beta, \gamma, \omega, \lambda, m_0, \kappa_0, V_0, \nu_0\}$. The set of event-driven variables is $o_{\tau_{1:T}^*} = \{o_{t_e} = 1\}_{t_e=1}^E$. The variables of the joint posterior distribution can be learned by using Gibbs sampling. Online learning is also possible with particle filters as in SpCoSLAM [3]. Using the Dirichlet process, the number of spatial concepts $L$ and the number of position distributions $K$ were automatically determined according to the data.

In learning, the time of the $e$-th event (assumed to be the time when the place is indicated by the utterance) is $t_e$. Differently expressed, $o_{t_e} = 1$ is observed at times $t_e$, and $o_{t}$ is unobserved at other times. Therefore, the inference for learning $i_e$ is equivalent to that for an HMM.

Reverse replay: In the case of spatial movement, we can transition from $i_{e-1}$ to $i_e$, and vice versa. Therefore, $i_{E:1}$, which is replaced using the steps of $e$ in reverse order, can also be used for learning when sampling $\psi$. This was inspired by the replay performed in the hippocampus of the brain [23].

C. Formulation of path planning by control as inference

The probabilistic distribution, representing trajectory $\tau = \{u_{1:T}, x_{1:T}\}$ when a speech instruction $y_e$ is given, is maximized to estimate an action sequence $u_{1:T}$ (and the path $x_{1:T}$ on the map) as follows:

$$u_{1:T} = \arg\max_{u_{1:T}} p(\tau \mid o_{\tau_{1:T}^*}^*, y_{1:E}, x_0, \Theta).$$  \hspace{1cm} (23)

The planning horizon at metric level $T$ is the final time of the entire task when one time-step traverses one grid block on the metric map. The planning horizon at topological level $E$ is the number of event steps in the task of navigating by speech instruction. As shown in Eq. (16)–(18), each event step $e$ corresponds to time series $t_e; t_e^*; D_e$ is the metric-level planning horizon in step $e$, which corresponds to the duration of the HSMM. In the metric-level planning horizon, the event-driven variable is always $o_{\tau_{1:T}^*} = \{o_t = 1\}_{t=1}^T$ by the Cal. Speech instruction $y_e$ is assumed to be the same as that from $e = 1$ to $E$. This means that $o_t$ and $y_e$ are multiple optimality in terms of Cal [24].

From the above, Eq. (23) is as follows:

$$p(\tau \mid o_{\tau_{1:T}^*}^*, y_{1:E}, x_0, \Theta) \propto \sum_{i_t, x_{t,e}} \prod_{e=1}^E \text{Mult}(i_e \mid \psi_{i_{e-1}}) \sum_{c_e} \text{Mult}(i_e \mid \phi_{c_e}) \text{Mult}(S_e \mid W_{C_e}) \text{Mult}(C_e \mid \pi) \prod_{i_t \in i_{t_e}} \mathcal{N}(x_t \mid \mu_{i_e}, \Sigma_{i_e}) p(x_t \mid m) p(x_t \mid x_{t-1}, u_e),$$  \hspace{1cm} (24)

where $p(x_t \mid m)$ is a probabilistic representation of the cost map. In this case, we assume that a certain value of $D_{1:E}$ is given. In addition, the word sequence $S_e$ was obtained by speech recognition of $y_e$. The assumptions, for example, the SLAM models and cost map, in the derivation of the equation are the same as those in [4].

In this study, we assumed that the robot can extract words that indicate the goal and waypoint from a particular utterance sentence. In topological-level planning, including the waypoint, the waypoint word is input in the first half and the goal word in the second half.

D. Approximate inference for hierarchical path planning

Considering the strict inference of Eq. (24), a double-forward backward calculation was executed. In this case, it is necessary to reduce the calculation cost to accelerate path planning, which is one of the purposes of this study. Therefore, we propose an algorithm to solve Eq. (24). Algorithm 1 shows the hierarchical planning algorithm produced by SpCoTMHP.

The concept is that path planning is divided into topological and metric levels, and the Cal is solved at each level. Metric-level planning assumes that the partial paths in each transition between places are solved in $A^*$. The partial paths can be precomputed regardless of the speech instruction. Topological-level planning is approximated concerning the
Algorithm 1 Hierarchical path planning algorithm.

1: // Pre-calculation:
2: \{\hat{x}_{te}^i | i_e\} \sim \text{Gaussian\_Mixture}(\phi, \mu, \Sigma)
3: Create a graph between waypoint candidates
4: for all nodes, \(n_{i_e} \rightarrow n_{i_e}\), do
5: \(x_{i_{e-1} \rightarrow i_e} \leftarrow \Lambda^*(\hat{x}_{i_{e-1} \rightarrow i_e}^i, \hat{x}_{i_e}^i, w_e)\)
6: Calculate likelihood \(\hat{w}_{i_{e-1} \rightarrow i_e}\) for partial paths
7: end for
8: // When a speech instruction \(y_e\) is given:
9: \(S_e \leftarrow \text{Speech\_Recognition}(y_e, LM, AM)\)
10: Estimate an index \(i_0\) of the place in initial position \(x_0\)
11: \(n_{1:E}, i_{1:E} \leftarrow \text{Search}(i_0, S_e, \hat{w}, \Theta)\) // Eq. \(27\)
12: Connect the partial paths \(n_{1:E}\) as the whole path \(x_{1:E}\)
13: \(x_{1:E} \leftarrow \text{Path\_Smoothing}(x_{1:E}, m)\) // optional process

probability distribution of \(i_e\), assuming Markov transitions. Finally, the partial paths in each transition between places are integrated as a whole path. The metric and topological planning can influence each other.

Path planning at the metric level (i.e., partial path \(x_{i_{e-1} \rightarrow i_e}\) when transitioning from \(i_{e-1}\) to \(i_e\)) is described as follows:

\[
x_{i_{e-1} \rightarrow i_e} = \arg \max_{x_{i_{e-1} \rightarrow i_e}} \prod_{t = i_{e-1}}^{i_e} \mathcal{N}(x_t | \mu_{i_e}, \Sigma_{i_e}) \
p(x_t | m)p(x_t | x_{i_{e-1}}, u_e).
\]

(25)

This means that the inference of a metric-level path can be expressed in terms of Cal.

It was difficult to calculate Eq. \(24\) for all possible positions. Therefore, we use the mean or sampled values from the Gaussian mixture of position distributions as a goal position candidate, i.e., \(i_e \sim \text{Mult}(i_e | \phi)\), and \(\tilde{x}_{i_e}^{[n_{i_e}]} \sim \mathcal{N}(x_t | \mu_{i_e}, \Sigma_{i_e})\). In this case, \(n_{i_e}\) is an index that takes values of up to \(N_{i_e}\), and the number of candidate points sampled for a certain \(i_e\). By sampling multiple points according to the Gaussian distribution, candidate waypoints that follow the rough shape of the place can be selected. For example, it does not necessarily have to go to the center of a long corridor.

Therefore, as a concrete solution to Eq. \(25\), the partial path in the transition of candidate points from place \(i_{e-1}\) to place \(i_e\) is estimated as

\[
\hat{x}_{i_{e-1} \rightarrow i_e} = \Lambda^*(\hat{x}_{i_{e-1} \rightarrow i_e}^i, \hat{x}_{i_e}^i, w_e),
\]

(26)

where \(\Lambda^*(s, g, w)\) denotes the function of the \(\Lambda^*\) search algorithm, \(s\) is the initial position, \(g\) is the goal position, and \(w\) is the cost function. Here, \(w_e = \mathcal{N}(x_t | \mu_{i_e}, \Sigma_{i_e})p(x_t | m)\). The estimated partial path length can be interpreted as the estimated value of \(D_e\).

The selection of a series of partial metric path candidates corresponds to the selection of the entire path. Thus, we can replace the formulation of the maximization problem. Each partial metric path has corresponding indices \(i_{e-1}\) and \(i_e\). Therefore, if a series of pairs of indices that represent transitions between position distributions is given, the candidate paths to be considered are naturally narrowed down to the corresponding series of partial paths. The series of candidate indices that determines the series of candidate paths in this case is \(n_{1:E} = (n_{i_1}, n_{i_2}, \ldots, n_{i_E})\). This partial path sequence can be regarded as a sampling approximation of \(x_{1:T}\).

By taking the maximum value instead of the summing for \(i_{1:E}\), path planning at the topological level, is described as

\[
n_{1:E}, i_{1:E} = \arg \max_{n_{1:E}, i_{1:E}} \prod_{t = 1}^{E} \text{Mult}(i_e | \phi_{i_e}) \sum_{e = 1}^{N_{i_e}} \text{Mult}(i_e | \psi_{i_{e-1}}) \text{Mult}(n_{i_{e-1} \rightarrow i_e}, \text{Mult}(C_e | \pi), (27)
\]

where \(\hat{w}_{i_{e-1} \rightarrow i_e}\) is the likelihood of the metric path \(\hat{x}_{i_{e-1} \rightarrow i_e}\) when the transition from a candidate point of place \(i_{e-1}\) to a candidate point of place \(i_e\) at step \(e\). In this case, it is equivalent to formulating the state variables in the distribution for the Cal as \(x_{1:E}\) and \(i_{1:E}\). Therefore, path planning at the topological level can be expressed as Cal at event step \(e\).

IV. EXPERIMENT I: PLANNING TASKS IN SIMULATOR

We experimented with path planning using spatial concepts including topological structures from human speech instructions. We show that the proposed method can improve the efficiency of path planning. The simulator environment was SIGVerse, version 3.0 [25]. The virtual robot model in SIGVerse is the Toyota Human Support Robot (HSR). We used five three-bedroom home environments with different layouts and room sizes.

A. Spatial concept-based topometric semantic map

There were 11 spatial concepts and position distributions for each environment. Fifteen training data samples were provided for each location. The SLAM and speech recognition modules were inferred individually by splitting from the model, that is, the self-location \(x_{1:E}\) and word sequence \(S_{1:E}\) were input to the model as observations. The robot performs SLAM to generate an environment map using the gmapping package in the robot operating system (ROS). A word dictionary was provided in advance. We assumed that the speech recognition result was obtained accurately. Model parameters for the spatial concept were obtained via sampling from conditional distribution. We adopted the ideal learning results of spatial concepts, that is, the latent variables \(C_t\) and \(i_t\) were accurately obtained. Figure 3 shows the example of the spatial concepts.

B. Path planning from speech instructions

The experiment performs two types of path planning tasks. \textbf{Basic task:} The robot obtains the word that identifies the target location as the instruction such as ‘Go to the bedroom.’
**Advanced task:** The robot obtains the words that identify the locations of the waypoint and target as the speech instruction such as ‘Go to the bedroom via the corridor.’ Because the task was not demonstrated in [4], both the waypoint and target words were input as bag-of-words into SpCoNavi.

We compare the performances of the methods as follows:
(A) SpCoSLAM + SpCoNavi (Viterbi)
(B) SpCoSLAM + SpCoNavi (A* approx.)
(C) Baseline methods 1 / 2 (Heuristic hierarchical path planning using spatial concepts): Goal position is estimated by \( i_c \sim p(i_c | S_c, \Theta) \). The topological planning uses the cumulative cost of a partial path in A* / the partial path distance, instead of Eq. (27).
(D) SpCoTMHP (Topological: Dijkstra, Metric: A*)

The evaluation metrics for path planning are the success rate (SR), path length (PL), success weighted by path length (SPL) [26], and calculation runtime seconds (Time). The N-SR is the ratio at which the robot reaches its closest location from the initial position when several places have the same name. The W-SR is the ratio of correct waypoints that have been passed. For the evaluation, we corrected the position within the rectangular area surrounding the position coordinates provided by the same place name.

**Condition:** The planning horizons were \( E = 10 \) for the topological level and \( D = 100 \) for the metric level in the SpCoTMHP. The number of position candidates in the sample were \( N_{i_c} = 1 \). The planning horizon of SpCoNavi was \( T = 200 \). The number of goal candidates of SpCoNavi (A* approx.) was \( J = 1, 10 \). The global cost map was obtained from the costmap2d package for the ROS. The robot’s initial position was set from arbitrary movable coordinates on the map. The user provided a word to indicate the target’s name. The state of self-position \( x_t \) is expressed discretely for each movable cell in the occupancy grid map \( m \). The motion model assumes a deterministic model. The control value \( u_t \) is assumed to move one cell from its current position on the map per time-step. Action \( u_t \) is discretized into \( A = \{ \text{stay, up, down, left, right} \} \). The CPU was an Intel Core i7-6850K with 16GB DDR4 2133MHz SDRAM.

**Result:** Table III shows the evaluation results for the basic and advanced planning tasks. Figure 4 shows the example of the estimated path. Overall, the evaluation value of the proposed method is better than that of the comparative method, and the calculation time can be significantly reduced compared to SoCoNavi, which requires pre-calculation. For validation, this study was implemented on one CPU using Python, however, the computation time will be further accelerated by parallel processing and the use of GPUs. In the basic task, this also demonstrates that the proposed method solves the problem of stopping the path before reaching the objective, which occurs in SpCoSNavi (A* approx.). The N-SR of the baseline methods was lower than that of the proposed method because there were cases where the goal was chosen to be a bedroom far from the initial position. This demonstrated the effectiveness of the proposed method based on the theory of probabilistic inference.

The advanced task confirmed that the proposed method could estimate the path using the waypoint. In contrast, SpCoNavi and baselines could not estimate the path using the waypoint (Fig. 4). Although the PL of the proposed method tended to be longer than that of others, the reason for this comes from passing through the correct waypoint. The PL could be further shortened by increasing the number of waypoint candidates and adding post-processing to smooth the path. Consequently, the proposed method achieves better path planning by considering all the initial, waypoint, and goal positions.
TABLE II: Evaluation results of the path planning tasks (Experiments I).

| Methods                  | Basic task | Advanced task | Time ↓ |
|--------------------------|------------|---------------|--------|
|                          | N-SR↑       | PL↑           | SPL↑  |
| SpCoNavi (Viterbi)       | 0.960       | 81.5          | 0.976  | 2.68 × 10³ |
| SpCoNavi (A* approx.; J = 1) | 0.477       | 93.5          | 0.570  | 9.47 × 10³ |
| SpCoNavi (A* approx.; J = 10) | 0.389       | 65.7          | 0.404  | 5.42 × 10³ |
| Baseline 1 (partial path cost) | 0.750       | 120.8         | 0.723  | 7.56 × 10³ |
| Baseline 2 (partial path distance) | 0.710       | 121.2         | 0.714  | 7.96 × 10³ |
| SpCoTMHP                  | 0.941       | 112.1         | 0.810  | 4.79 × 10³ |

|                          | SR↑         | N-SR↑         | W-SR↑  | PL↑   | SPL↑  | Time ↑ |
|--------------------------|-------------|---------------|--------|-------|-------|--------|
| Baseline 1               | 0.315       | 0.233         | 0.455  | 96.3  | 0.312 | 9.44 × 10⁰ |
| Baseline 2               | 0.266       | 0.252         | 0.308  | 59.7  | 0.266 | 5.53 × 10⁰ |
| SpCoNavi (Viterbi)       | 0.932       | 0.784         | 0.260  | 121.5 | 0.917 | 7.53 × 10⁰ |
| SpCoTMHP                 | 0.923       | 0.736         | 0.263  | 121.9 | 0.902 | 8.03 × 10⁰ |

TABLE III: Evaluation results of learning the spatial concept (Experiment II).

| Methods                  | NMI       | ARI       |
|--------------------------|-----------|-----------|
|                          | C_e↑      | τ_e↑      | C_e↓   |
| SpCoSLAM                 | 0.767     | 0.803     | 0.539  | 0.578 |
| SpCoTMHP                 | 0.779     | 0.858     | 0.540  | 0.656 |
| SpCoTMHP (with reverse replay) | 0.786     | 0.862     | 0.562  | 0.658 |

V. EXPERIMENT II: REAL ENVIRONMENT

We demonstrate that the formation of spatial concepts, including the topological relations of places, can be realized in a real environment. Additionally, we confirmed that the proposed method can plan a path based on the learned topometric semantic map.

A. Spatial concept-based topometric semantic mapping

**Condition:** The experimental environment was identical to that of the open dataset Albert-b-laser-vision, which was obtained from the robotics dataset repository (Radish) [27]. The utterance is 70 sentences such as ‘This is a dining room.’ The latent variables including C_i and i are estimated by Gibbs sampling. A direct assignment sampler is used to estimate the Markov transition of i. The hyperparameters for learning were set as follows: α = 0.5, γ = 0.05, β = 0.1, χ = 1.0, m_τ = [0, 0]^T, κ_0 = 0.001, V_0 = diag(2, 2), and ν_0 = 3. The other settings are the same as in Experiment I.

Normalized mutual information (NMI) and adjusted Rand index (ARI), which are the most widely used in clustering tasks for unsupervised learning, were used as the evaluation metrics for learning the spatial concept. NMI is obtained by normalizing the mutual information between the clustering result and the correct label, in the 0.0-1.0 range. ARI is 1.0 when the clustering result matches the correct label and 0.0 when it is random.

**Result:** Figure 5 shows an example of learning the spatial concept. Table III shows the results of evaluating the average values of 10 trials of learning the spatial concept. SpCoTMHP showed a higher learning performance than SpCoSLAM. In addition, the proposed method with reverse replay had the highest performance. For example, Fig. 5 (b) caused overlapping distributions in the upper right and skipped connections to neighboring distributions, whereas (c) mitigated these problems. As a result, it can be said that using place transitions during learning and vice versa is effective for learning spatial concepts.

B. Path planning from speech instructions

The speech instruction is ‘Go to the break room via the white shelf.’ The other settings are the same as in Experiment I. Figure 6 shows the results for path planning using the spatial concept learned in Fig. 5. While SpCoSLAM could not reach the waypoint and goal, SpCoTMHP could estimate the path to reach the goal via the waypoint. The learning with reverse replay in (c) shortened the extra route that would result from the bias of the transition between places during learning in (b). The results show that the proposed method can perform hierarchical path planning accurately, although the learning results are not perfect, as shown in Table III.

VI. CONCLUSIONS

We realized topometric semantic mapping and hierarchical path planning with place-transition patterns based on multimodal observations by robots. Experiments showed that performance in spatial concept formation and path planning improved in simulators and real environments.

Future work will include combining the proposed method with syntactic analysis methods and transferring knowledge of adjacencies between places in multiple environments. The method can also be applied to online path planning, such as model predictive control because the proposed method has become computationally efficient. Additionally, the proposed method has the potential to enable visual navigation and linguistic path explanation tasks through cross-modal inference.
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