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Abstract—This paper studies deterministic and stochastic fixed-time stability of autonomous nonlinear discrete-time (DT) systems. Lyapunov conditions are first presented under which the fixed-time stability of deterministic DT systems is certified. Extensions to systems under deterministic perturbations as well as stochastic noise are then considered. For the former, sensitivity to perturbations for fixed-time stable DT systems is analyzed, and it is shown that fixed-time attractiveness results from the presented Lyapunov conditions. For the latter, sufficient Lyapunov conditions for fixed-time stability in probability of nonlinear stochastic DT systems are presented. The fixed upper bound of the settling-time function is derived for both fixed-time stable and fixed-time attractive systems, and a stochastic settling-time function fixed upper bound is derived for stochastic DT systems. Illustrative examples are given along with simulation results to verify the introduced results.
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I. INTRODUCTION

Lyapunov stability theory has a longstanding history as a powerful tool in control theory to obtain many important results in the design of a variety of controllers and adaptation laws. The basic framework of Lyapunov stability theory provides conditions under which their satisfaction guarantees the stability of the system in some sense. While finding a function satisfying these conditions, i.e., a Lyapunov function, is generally challenging, controllers and update laws can be developed to make a candidate Lyapunov function enforce stability conditions.

Lyapunov theory generally provides conditions to assure the states of system convergence to an equilibrium state. The qualitative guarantees that are provided for convergence time determine stability type, such as asymptotic stability, exponential stability, finite-time stability and fixed-time stability. While asymptotic stability and exponential stability provide assurance that the system’s states eventually converge to an equilibrium, many real-world practical systems demand intense time response constraints, which makes these types of stabilities insufficient. Therefore, a surge of interest has emerged in the control community in studying finite-time stability to design control systems and adaptation laws that exhibit finite-time convergence to an equilibrium point.

Finite-time stability [1] has been studied for continuous-time (CT) and discrete-time (DT) deterministic and stochastic systems [2]–[5]. Moreover, finite-time stability concept has been extensively applied for the finite-time control of DT [6]–[8] and CT [9]–[11] systems, as well as finite-time identification [12]–[21]. With finite-time stability, however, the settling (i.e., convergence) time, depends on the system’s initial condition, and, thus, cannot be specified a priori. Moreover, when the magnitude of the initial condition is large, it can lead to an unacceptable convergence time guarantee. Fixed-time stability, on the other hand, imposes a stronger requirement on the settling time, because it requires convergence guarantees with a pre-specified bound on the settling-time function, independent of the initial condition. Fixed-time stability of deterministic and stochastic CT systems, respectively, studied in [22] and [23], have been widely studied within the frameworks of fixed-time control design [24]–[33], fixed-time observer design [34]–[39] and fixed-time identification [40]–[45].

While most real-world systems are CT in nature, DT systems are of great importance since systems are typically discretized and controlled with digital computers and micro-controllers in real-world applications. DT Lyapunov analysis is different from its CT counterpart and the analysis applied for CT systems’ fixed-time stability can not be employed for DT systems. Moreover, development of Lyapunov conditions that guarantee fixed-time stability of DT deterministic and stochastic systems is challenging due to the requirement of having a fixed upper bound for the convergence time. This fixed-time bound represents a priori computable time of convergence independent of initial conditions. Even though finite-time stability of DT deterministic [5], [19], [46] and stochastic [47], [48] systems are recently studied, fixed-time stability of DT deterministic and stochastic systems is surprisingly unsettled, despite its practical importance. This gap motivates us to present fixed-time Lyapunov stability conditions that pave the way for realization of fixed-time control and identification of DT systems by designing appropriate controllers and adaptation laws, respectively.

Lyapunov theory can also be leveraged to study the behavior of uncertain systems. There are typically two types of uncertainties in control systems: randomness which is caused by noise in a stochastic system, and deterministic unknown perturbations with known bounds (here, we call the deterministic systems affected by deterministic perturbations per-
turbed deterministic systems). The stability results are typically presented in terms of stability in probability for the stochastic systems’ stability [2, 3, 23, 48, 49], which guarantees convergence in probability to an equilibrium point, even in terms of attractiveness to a bounded set for perturbed systems.

In this paper, we develop fixed-time stability conditions for both deterministic and stochastic DT autonomous nonlinear systems. First, fixed-time stability for equilibria of deterministic DT autonomous systems is defined. That is, a settling-time function is defined with a fixed upper bound independent of the initial condition. We then present Lyapunov theorems for fixed-time stability of both unperturbed and perturbed deterministic DT systems. Moreover, the sensitivity of fixed-time stability properties to perturbations of systems is investigated under the assumption of the existence of a locally Lipschitz discrete Lyapunov function. It is ensured that fixed-time stability is preserved under perturbations in the form of fixed-time attractiveness. Furthermore, sufficient Lyapunov conditions for fixed-time stability in probability of stochastic DT systems and their stochastic settling-time function are presented. The presented framework will pave the way for designing control laws with guaranteed satisfaction of a given performance measure in fixed time. Moreover, the presented stability results can be leveraged to develop fixed-time observers and identifiers for deterministic and stochastic DT systems, which are of great importance in control of safety-critical systems that highly rely on a system model and a state estimator to make less-conservative and feasible decisions. This is because fixed-time stability allows the system to preview and quantify probable errors in state estimators and identifiers considerably fast, which can be employed by the control system to avoid conservatism.

This paper is organized as follows. Section II describes the fixed-time stability of deterministic DT systems. The sensitivity to deterministic perturbation for fixed-time stable DT systems is analyzed in Section III. Section IV explains fixed-time stability in the probability of stochastic DT systems. Section V represents the verification of the introduced method through illustrative examples along with simulation results.

Notations: In this paper, the following notations are employed. \( \mathbb{R}, \mathbb{R}^+, \mathbb{Z}, \mathbb{N}^+, \) and \( \mathbb{N} \) represent, respectively, the set of real numbers, non-negative real numbers, integer numbers, natural numbers except zero, and natural numbers. Moreover, \( \mathbb{R}^n \) represents the set of \( n \times 1 \) real column vectors. \( \| \cdot \| \) is used to denote induced 2-norm for matrices and the Euclidean norm for vectors. The trace of a matrix \( A \) is indicated with \( tr(A) \). \( |\cdot| \) denotes the absolute value of any scalar \( x \). \( \lfloor \cdot \rfloor : \mathbb{R} \mapsto \mathbb{Z} \) is the floor function. \( \Delta(\cdot) \) is the DT difference operator for deterministic systems and is defined for a function \( V(y(k)) : \mathbb{R}^n \mapsto \mathbb{R}^+ \) as \( \Delta V(y(k+1)) = V(y(k+1)) - V(y(k)) \).

All random variables are assumed to be defined on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), with \( \Omega \) as the sample space, \( \mathcal{F} \) as its associated Borel \( \sigma \)-algebra and \( \mathbb{P} \) as the probability measure. For a random variable \( v : \Omega \mapsto \mathbb{R}^n \) is defined on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). With some abuse of notation, the statement \( v \in \mathbb{R}^n \) is used to state the dimension of the random variable. \( \mathbb{E}[X] \) denotes the expected value of the random variable \( X \) on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). It is assumed that the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) admits a sequence of mutually independent identically distributed random vectors \( v(k), k \in \mathbb{N} \).

II. FIXED-TIME STABILITY FOR DETERMINISTIC DISCRETE-TIME SYSTEMS

In this section, the fixed-time stability of autonomous unperturbed deterministic DT systems is defined and the Lyapunov theorem specifying sufficient conditions for their fixed-time stability is presented.

Consider the following nonlinear DT system:

\[ y(k+1) = F(y(k)) \]  

where \( F : \mathcal{D}_0 \mapsto \mathcal{D}_y, F(0) = 0 \) is a nonlinear function on \( \mathcal{D}_0 \), and \( \mathcal{D}_y \) is an open set with \( 0 \in \mathcal{D}_y \). Moreover, \( y(k) \in \mathcal{D}_y \subseteq \mathbb{R}^n, k \in \mathbb{N} \) is the system state vector. For an initial condition \( y(0) \), define the solution sequence \( y(k), k \in N_{y(0)} \subseteq \mathbb{N} \), where \( N_{y(0)} \) is the maximal interval of existence of \( y(k) \) after which the solution may cease outside the domain of \( F(\cdot) \). Then, the solution sequence \( y(k), k \in N_{y(0)} \subseteq \mathbb{N} \) is uniquely defined in forward time for every initial condition \( y(0) \in \mathcal{D}_y \) irrespective of whether or not the function \( F(\cdot) \) is a continuous function [5].

Before proceeding, the following definitions are needed.

**Definition 1 (Locally Lipschitz Function):** A function \( f(x) \) is locally Lipschitz on a domain \( \Omega \subseteq \mathbb{R}^n \) if for each point in \( \Omega \) there exist a neighborhood \( \Omega_0 \) and a positive constant \( L \) such that

\[ \| f(x) - f(y) \| \leq L \| x - y \|, \forall x \in \Omega_0, y \in \Omega_0. \]  

Moreover, \( L \) is called the Lipschitz constant of \( f(x) \).

The following definition extends the fixed-time stability definition presented in [22] for CT systems to DT systems.

**Definition 2 (Fixed-Time Stability):** Consider the DT nonlinear system (1). The zero solution of \( y(k) = 0 \) to system (1) is said to be fixed-time stable, if there exist an open neighborhood \( \mathcal{N}_0 \subseteq \mathcal{D}_0 \) of the origin and a settling-time function \( K : \mathcal{N}_0 \setminus \{0\} \mapsto \mathbb{N}^+ \) such that:

1) The system (1) is Lyapunov stable. That is, for every \( \epsilon > 0 \), there exists a \( \delta > 0 \) such that if \( \| y(0) \| \leq \delta \), then \( \| y(k) \| \leq \epsilon \) for all \( k \in \{0, \ldots, K(y(0)) \} \).

2) For every initial condition \( y(0) \in \mathcal{N}_0 \setminus \{0\} \), the solution sequence \( y(k) \) of (1) reaches the equilibrium point and remains there after \( k > K(y(0)) \) and \( \forall y(0) \in \mathcal{N}_0, K : \mathcal{N}_0 \setminus \{0\} \mapsto \mathbb{N}^+ \).

3) The settling-time function \( K(y(0)) \) is bounded, i.e., \( \exists K_{\max} \in \mathbb{N}^+: K(y(0)) \leq K_{\max}, \forall y(0) \in \mathcal{N}_0 \setminus \{0\} \).

The DT nonlinear system (1) is globally fixed-time stable if it is fixed-time stable with \( \mathcal{N}_0 = \mathcal{D}_0 = \mathbb{R}^n \).

**Remark 1:** If only conditions 1) and 2) of the above definitions are satisfied, finite-time stability [1] is ensured. In contrast, fixed-time stability imposes the additional condition 3). This requirement allows for the upper bound of the settling time to have fixed-time stability independent of the initial condition, in contrast to finite-time stability. Therefore, fixed-time stability is a stronger type of stability than finite-time stability.

The following theorem provides sufficient conditions under which the system (1) is fixed-time stable.
**Theorem 1:** Consider the nonlinear DT system (1). Suppose there is a Lyapunov function $V : \mathcal{D}_y \to \mathbb{R}^+$ where $\mathcal{D}_y$ is an open neighborhood around the origin and there exist a neighborhood $\Omega_y \subset \mathcal{D}_y$ of the origin such that
\[
V(y(0)) = 0
\]
\[
V(y(k)) > 0, \ y(k) \in \Omega_y \setminus \{0\}
\] for some positive constants $0 < \alpha < 1$, $0 < r_1 < 1$, and $r_2 > 1$. Then, the system (1) is fixed-time stable and has a settling-time function $K : \mathbb{N}^+ \to \mathbb{N}^+$ that satisfies
\[
V(y(0)) \leq \left| a^{r_1} (1 - a^{r_1}) \right| + \left| a^{-1} (a^{r_2} - 1) \right| + 3
\]
for all $y(0) \in \mathbb{N}^+$ where $\mathcal{N}_y$ is an open neighborhood of the origin. Moreover, if $\mathcal{D}_y = \mathbb{R}^n$, $V(\cdot)$ is radially unbounded and (5) holds on $\mathbb{R}^n$, then system (1) is globally fixed-time stable.

**Proof:** The Lyapunov stability of the system (1) can be concluded using similar arguments as of [5] (see Theorem 4.1). The proof of fixed-time stability consists of three parts. In the first part, we show that for $V(y(0)) \geq \alpha^{r_1/2}$, the settling time function $K(y(0)) = 1$. In the second part, we show that if $\alpha^{r_1/2} < V(y(0)) < \alpha^{r_2/2}$, there exists a settling-time function with a fixed upper bound $K^*$ (i.e., $K(y(0)) \leq K^*$) such that one has $V(y(k)) \approx 0$, $\forall k \geq K^*$. Finally, in the third part, for $V(y(0)) \leq \alpha^{r_1/2}$, the Lyapunov function reaches $V(0) = 0$ with the settling-time function $K(y(0)) = 1$.

Since $0 < r_1 < 1$ and $r_2 > 1$, one has
\[
V^2(y(k)) \leq V^1(y(k)), \quad \forall V(y(k)) \leq 1
\]
and
\[
V^1(y(k)) < V^2(y(k)), \quad \forall V(y(k)) > 1.
\]
We first prove part 1 where $V(y(0)) \geq \alpha^{r_1/2}$. In this case, since $\alpha^{r_1/2} > 1$, using (8), (5) leads to
\[
\Delta V(y(k+1)) \leq - \alpha \min \left( \frac{V(y(k))}{\alpha}, V^2(y(k)) \right).
\]
Moreover, since $V(y(0)) \geq \alpha^{r_1/2}$, the above inequality for $k = 0$ yields
\[
\Delta V(y(1)) \leq - V(y(0)).
\]
Now, (10) implies that the settling time function is $K(y(0)) = 1$, for $V(y(0)) \geq \alpha^{r_1/2}$.

For part 2 where $\alpha^{r_1/2} < V(y(k)) < \alpha^{r_2/2}$, based on (5), first we show that $V(k)$ reduces to $V(y(k)) \leq 1$ after some time where this time is upper bounded by a fixed constant $K_1^*$.

Note that for $1 < V(y(k)) < \alpha^{r_2/2}$, using (8), one has
\[
\min \left( \frac{V(y(k))}{\alpha}, \max \{V^1(y(k)), V^2(y(k)) \} \right) = V^2(y(k)) = V^2(y(k))
\]
Then, (11) and (5), lead to
\[
V(y(k+1)) \leq V(y(k)) - \alpha V^2(y(k)).
\]
The condition (12) holds for $k = 0, \ldots, K_1^* - 1$ where $1 < V(y(k)) < \alpha^{r_2/2}$. Therefore, using (12) for $k = 0, 1, \ldots, K_1^* - 1$, one has
\[
V(y(1)) - V(y(0)) \leq - \alpha V^2(y(0))
\]
\[
V(y(2)) - V(y(1)) \leq - \alpha V^2(y(1))
\]
\[
\vdots
\]
\[
V(y(K_1^* - 1)) - V(y(K_1^* - 2)) \leq - \alpha V^2(y(K_1^* - 2))
\]
\[
V(y(K_1^*)) - V(y(K_1^* - 1)) \leq - \alpha V^2(y(K_1^* - 1))
\]
where summing up the left and right-hand-side terms leads to
\[
V(y(K_1^*)) - V(y(0)) \leq \sum_{k=0}^{K_1^* - 1} - \alpha V^2(y(k)).
\]
Using the fact that $V(y(k)) < V(y(k - 1))$ and (14), one has
\[
\sum_{k=0}^{K_1^* - 1} V^2(y(k)) \geq K_1^* V^2(y(K_1^* - 1)) \Rightarrow
\]
\[
- \alpha \sum_{k=0}^{K_1^* - 1} V^2(y(k)) \leq - \alpha K_1^* V^2(y(K_1^* - 1)).
\]
Employing (14) and (15) leads to
\[
V(y(K_1^*)) - V(y(0)) \leq - \alpha K_1^* V^2(y(K_1^* - 1))
\]
which implies
\[
K_1^* \leq \frac{V(y(0)) - V(y(K_1^*))}{\alpha V^2(y(K_1^* - 1))}.
\]
Using $V(y(k)) < V(y(k - 1))$, one can rewrite (17) as follows:
\[
K_1^* \leq \frac{V(y(0)) - V(y(K_1^*))}{\alpha V^2(y(K_1^* - 1))}.
\]
Having $1 < V(y(0)) < \alpha^{r_1/2}$ for $k < K_1^*$ and $V(y(K_1^*)) \leq 1$, (18) implies
\[
K_1^* \leq \frac{\alpha^{r_1/2} - 1}{\alpha}
\]
which leads to the integer upper bound for $K_1^*$ as follows:
\[
K_1^* \leq \left| a^{-1} (\alpha^{r_1/2} - 1) \right| + 1.
\]
Note that since for $k > K_1^*$ one has $V(y(k)) \leq 1$. Thus, for $\alpha^{r_1/2} < V(y(k)) \leq 1$, using (7) one has
\[
\min \left( \frac{V(y(k))}{\alpha}, \max \{V^1(y(k)), V^2(y(k)) \} \right) = V^2(y(k))
\]
which leads to rewriting (5) as follows:
\[
V(y(k + 1)) \leq V(y(k)) - \alpha V^2(y(k))
\]
There exist a fixed positive integer $K_2^*$ and time $k > K_2^*$ such that $V(k)$ reaches $V(y(k)) \leq \alpha^{r_1/2}$ and using (21) for $k = K_1^*, K_1^* + 1, \ldots, K_2^* - 1$ one obtains
\[
V(y(K_2^* + 1)) - V(y(K_1^*)) \leq - \alpha V^2(y(K_1^*))
\]
\[
V(y(K_2^* + 2)) - V(y(K_1^* + 1)) \leq - \alpha V^2(y(K_1^* + 1))
\]
\[
\vdots
\]
\[
V(y(K_2^* - 1)) - V(y(K_2^* - 2)) \leq - \alpha V^2(y(K_2^* - 2))
\]
\[
V(y(K_2^*)) - V(y(K_2^* - 1)) \leq - \alpha V^2(y(K_2^* - 1)).
\]
Summation of the left and right-half-side terms in (22) gives

\[ V(y(K_2^2)) - V(y(K_1^2)) \leq -\alpha \sum_{i=0}^{K_2^2 - K_1^2 - 1} V^{i+1}(y(K_2^1 + i)). \] (23)

Using the fact that \( V(k) \leq V(k-1) \) and (23), by employing a similar procedure as in (14)–(18), one obtains

\[ K^2_2 - K^1_1 \leq \frac{V(K_1^2) - V(K_1^2 - 1)}{\alpha V^{i+1}(y(K_2^1 - 1))). \] (24)

Since \( a^{1\gamma_1} < V(y(k)) < 1 \) for \( k = K_1^2, K_1^1 + 1, \ldots, K_2^2 - 1 \), (24) reduces to

\[ K^2_2 \leq K^1_1 + a^{1\gamma_1}(1 - a^{1\gamma_1})] + 1. \] (25)

Using (20), (25) is rewritten as follows:

\[ K^2_2 \leq a^{1\gamma_1}(a^{1\gamma_2} - 1)] + a^{1\gamma_1}(1 - a^{1\gamma_1})] + 2. \] (26)

At time \( k > K^2_2 \) for which \( V(y(k)) \leq a^{1\gamma_1} \), (5) reduces to

\[ \Delta V(y(k+1)) \leq -V(y(k)) \] (27)

which leads to \( V(y(k+1)) = 0 \) for \( k \geq K^2_2 + 1 \). This completes the proof of part 2.

The proof of part 3 where \( V(y(0)) \leq a^{1\gamma_1} \) is also derived based on (27) where \( V(k) \) reaches zero with \( K^2_2 \). Hence, the Lyapunov function reaches \( V(y(0)) = 0 \) with the settling-time function \( K(y(0)) \) such that

\[ K(y(0)) = 1 \]

\[ V(y(0)) \geq a^{1\gamma_1} \text{ and } V(y(0)) \leq a^{1\gamma_1} \] (28)

and

\[ K(y(0)) \leq a^{1\gamma_1}(a^{1\gamma_2} - 1)] + a^{1\gamma_1}(1 - a^{1\gamma_1})] + 3 \]

\[ a^{1\gamma_2} < V(y(0)) < a^{1\gamma_1}. \] (29)

Therefore, the system is fixed-time stable, and the system trajectory converges to the origin with the settling-time function given in (6). This completes the proof.

Moreover, if \( N_T = \Omega_T = \mathbb{R}^n \) and \( V(\cdot) \) is radially unbounded, the global fixed-time stability follows using the same procedure.

**Remark 2:** Based on the definitions of fixed-time [22] and finite-time [1] stabilities, an autonomous DT fixed-time stable system is also finite-time stable. Fixed-time stability, which requires stronger conditions with finite-time stability, needs to represent a fixed upper bound for the settling-time function. However, in finite-time stability, the settling-time is a function of the initial conditions and no fixed upper bound is provided. Therefore, fixed-time stability is a stronger type of stability than asymptotic, exponential, and finite-time stabilities for DT systems.

**III. SENSITIVITY TO DETERMINISTIC PERTURBATION FOR FIXED-TIME STABLE DISCRETE-TIME SYSTEMS**

The system (1) usually describes a nominal model of the system that works under ideal conditions. Nevertheless, many real-world systems experience uncertainties and disturbances that affect the system’s behavior. To account for these uncertainties, a more accurate representation of the system can be given by the following deterministic perturbed model:

\[ y(k + 1) = F(y(k)) + g(k, y(k)) \] (30)

where \( g \) represents a perturbation caused by disturbances, uncertainties, or modeling errors. This section investigates the solution behavior of the deterministic perturbed system (30) in a neighborhood of the fixed-time stable equilibrium of the nominal system (1).

**Assumption 1:** The perturbation term \( g \) is bounded, i.e.,

\[ \sup_{N_T \times K_T} \|g(k, y(k))\| < \delta_0 \] (31)

for some \( \delta_0 < \infty \).

The following definition extends the fixed-time attractiveness definition presented in [22] and [50] for CT systems to DT systems.

**Definition 3 (Fixed-Time Attractiveness):** The perturbed system (30) is said to be fixed-time attractive by a bounded set \( \mathcal{Y} \) around the equilibrium point, if \( \forall y(0) \in \mathcal{N}_T \) the solution sequence \( y(k) \) of (30) reaches \( \mathcal{Y} \) in finite time \( k > K(y(0)) \) and remains there for all \( k > K(y(0)) \), where \( K : \mathcal{N}_T \setminus \{0\} \mapsto \mathbb{N}^+ \) is the settling-time function and the settling-time function \( K(y(0)) \) is bounded, i.e., \( \exists K_{\text{max}} \in \mathbb{N}^+: K(y(0)) \leq K_{\text{max}}, \forall y(0) \in \mathcal{N}_T \).

The following lemma is required in the proof of Lyapunov-based fixed-time attractiveness of perturbed deterministic systems.

**Lemma 1:** Let \( V(y(k)) : \Omega_T \mapsto \mathbb{R}^+ \) be a fixed-time Lyapunov function for the nominal (unperturbed) system (1), i.e., \( V(y(k)) \) satisfies conditions (3)–(5) for the system (30) when \( g = 0 \). Let also \( V(y(k)) \) be locally Lipschitz continuous on \( \Omega_T \) with Lipschitz constant \( L_V \) where Assumption 1 holds. Then, for the perturbed deterministic system (30), \( V(k) \) satisfies

\[ \Delta V(y(k + 1)) \leq -\alpha \min \left\{ \frac{V(y(k))}{\alpha}, \max \{V^{i+1}(y(k)), V^{i+2}(y(k))\} \right\} + L_V \|g(k, y(k))\| \] (32)

where \( \Delta V(y(k + 1)) \) is computed along the solution of the unperturbed deterministic system.

**Proof:** The proof is similar to [51], which is developed for exponential stability, and is thus omitted.

The following theorem provides the behavior of deterministic fixed-time stable DT systems under bounded deterministic perturbations.

**Theorem 2:** Suppose there exists a Lyapunov function \( V : \Omega_T \mapsto \mathbb{R}^+ \) which is locally Lipschitz on an open neighborhood \( \Omega_T \) of the origin with Lipschitz constant \( L_V \) and satisfies (3)–(5) for the nominal system (1) for some real positive numbers \( \alpha, r_1, r_2 > 0 \) such that \( 0 < \alpha < 1 \), \( 0 < r_1 < 1 \), and \( r_2 > 1 \). Let Assumption 1 hold. Then, around the origin, system (30) is fixed-time attractive to the following bound:

\[ b_T = \{y \in \Omega_T : V(y) \leq B\} \] (33)

where

\[ \Omega_T = \mathbb{R}^n; r_1; r_2 > 0 \] and

\[ \alpha, r_1, r_2 > 0 \] such that \( 0 < \alpha < 1 \), \( 0 < r_1 < 1 \), and \( r_2 > 1 \).
and its fixed-time bounded settling-time function is

\[ K(y(0)) \leq K^* \]

where

\[
K^* = \begin{cases}
\alpha_c^{-1} \left( \alpha^{-\frac{1}{m_1}} - 1 \right) + 1, & 1 < V(y(0)) < \alpha^{-\frac{1}{m_1}} \\
\alpha_d^{-1} \left( \alpha^{-\frac{1}{m_2}} - \alpha \right) + 1, & \alpha^{-\frac{1}{m_1}} < V(y(0)) \leq 1
\end{cases}
\]

\[ \alpha_c = (1 - \frac{1}{m_1}) \alpha, \quad \alpha_d = (1 - \frac{1}{m_2}) \alpha. \]

The constants \( m_1 > 1 \) and \( m_2 > 1 \) are selected such that

\[
\alpha \mathbb{B}^{\frac{1}{m_1}} - m_1 LV_0 \delta_0 > 0, \quad 1 < V(y(0)) < \alpha^{-\frac{1}{m_1}}
\]

\[
\alpha \mathbb{B}^{\frac{1}{m_2}} - m_2 LV_0 \delta_0 > 0, \quad \alpha^{-\frac{1}{m_1}} < V(y(0)) \leq 1.
\]

Proof: According to Theorem 1, the origin is the fixed-time stable equilibrium for the unperturbed or nominal system (1). Lemma 1 and (31) imply that

\[
\Delta V(y(k + 1)) \leq -\alpha \min \left\{ \frac{V(y(k))}{\alpha}, \max \{V(y(k)), V(y(k+1)) \} \right\} + LV_0 \delta_0.
\]

For \( 1 < V(y(0)) < \alpha^{-\frac{1}{m_1}} \), (37) leads to

\[
\Delta V(y(k + 1)) \leq -\alpha V^{\frac{1}{m_1}}(y(k)) + LV_0 \delta_0.
\]

Having \( 1 < V(y(0)) < \alpha^{-\frac{1}{m_1}} \) and \( V(y(0)) > \mathcal{B} \), and using (36) and \( m_1 > 1 \), one has

\[
\alpha \mathbb{B}^{\frac{1}{m_1}} - m_1 LV_0 \delta_0 > 0 \Rightarrow -\alpha \mathbb{B}^{\frac{1}{m_1}} + m_1 LV_0 \delta_0 < 0
\]

which results in

\[
LV_0 \delta_0 < \frac{1}{m_1} \alpha \mathbb{B}^{\frac{1}{m_1}}.
\]

For \( y(0) \notin \mathcal{B} \), (41) is upper bounded as follows:

\[
\Delta V(y(k + 1)) \leq -\alpha V^{\frac{1}{m_1}}(y(k)) + \frac{1}{m_1} \alpha \mathbb{B}^{\frac{1}{m_1}}.
\]

Using \( V(y(k)) > \mathcal{B} \), (41) is upper bounded as follows:

\[
\Delta V(y(k + 1)) \leq -\alpha V^{\frac{1}{m_1}}(y(k)) + LV_0 \delta_0.
\]

From (44), one obtains

\[
LV_0 \delta_0 < \frac{1}{m_2} \alpha \mathbb{B}^{\frac{1}{m_1}}.
\]

For \( y(0) \notin \mathcal{B} \), (46) is upper bounded as follows:

\[
\Delta V(y(k + 1)) \leq -\alpha V^{\frac{1}{m_1}}(y(k)) + \frac{1}{m_2} \alpha \mathbb{B}^{\frac{1}{m_1}}.
\]

Using \( V(y(k)) > \mathcal{B} \), (46) is upper bounded as follows:

\[
\Delta V(y(k + 1)) \leq -\alpha V^{\frac{1}{m_1}}(y(k))
\]

such that \( \alpha_d = (1 - \frac{1}{m_2}) \alpha \) is positive. Using the results of part 2 in Theorem 1 proof, (47) implies that for \( y(0) \notin \mathcal{B} \), and \( \alpha^{-\frac{1}{m_1}} < V(y(0)) < 1 \) with \( m_2 LV_0 \delta_0 < \alpha \), \( y(k) \) reaches the invariant set (33) within the fixed time steps \( K^* = \left[ \alpha_d^{-1} \left( \alpha^{-\frac{1}{m_1}} - \alpha \right) \right] + 1 \) and remains in \( \mathcal{B} \) ever after.

Remark 3: In (33), the bound \( \mathcal{B} \) is either a function of \( m_1 \) or \( m_2 \), as given in (34). Notice that the fixed-time attractive bound (34) increases by choosing large values for \( m_1 \) or \( m_2 \) and accordingly, the fixed-time of convergence given in (35) decreases. Therefore, the bigger we set the bounded set \( \mathcal{B} \), the shorter the fixed-time of convergence will be.

IV. FIXED-TIME STABILITY IN PROBABILITY FOR STOCHASTIC DISCRETE-TIME SYSTEMS

Consider the DT nonlinear stochastic system given by

\[ \eta(k + 1) = f(\eta(k)) + g(\eta(k)) v(k) + F(\eta(k), v(k)), \]

\[ \eta(0) \overset{a.s.}{=} \eta_0, \quad k \in \mathbb{N} \]

where for every \( k \in \mathbb{N} \), \( (\eta(k) : D \subseteq \mathbb{R}^n \) is a \( D \)-valued stochastic process with \( \eta_0 \in D \), and \( v(k) \in \mathbb{R}^m, k \in \mathbb{N} \), is the independent and identically distributed zero-mean stochastic process on \((\Omega, \mathcal{F}, \mathbb{P})\). \( f : D \rightarrow D \) and \( g : D \rightarrow \mathbb{R}^{m \times n} \) are continuous functions with \( f(0) = 0 \) and \( g(0) = 0 \) where \( \eta_0 = 0 \) is the equilibrium of the system (48), if and only if \( \eta(k) \in \mathbb{P} \)-almost surely (a.s.) equal to zero (i.e., \( \eta(k) \overset{a.s.}{=} 0 \)) and is a solution of (48).

A stochastic process \( \eta : [0, k] \times \Omega \rightarrow D \) is a solution sequence of (48) on the discrete-time interval \([0,k]\) with initial condition \( \eta(0) \overset{a.s.}{=} \eta_0 \) if \( \eta(k) \) satisfies (48).

The following definitions are given for stability in probability for the zero solution \( \eta(k) \overset{a.s.}{=} 0 \) of the DT nonlinear stochastic system (48).

Definition 4 [48, 52]:

1) The zero solution \( \eta(k) \overset{a.s.}{=} 0 \) to (48) is Lyapunov stable in probability, if for every \( \varepsilon > 0 \) and \( \rho \in (0, 1) \), there exist \( \delta = \delta(\varepsilon, \rho) > 0 \) such that, for all \( \|\eta(0)\| < \delta \),

\[ \mathbb{P} \left( \sup_{k \in \mathbb{N}} \|\eta(k)\| > \varepsilon \right) \leq \rho. \]

2) The zero solution \( \eta(k) \overset{a.s.}{=} 0 \) to (48) is asymptotically stable in probability if it is Lyapunov stable in probability and, for every \( \rho \in (0, 1) \), there exists \( \delta = \delta(\rho) > 0 \) such that if \( \|\eta(0)\| < \delta \), then

\[ \mathbb{P} \left( \lim_{k \rightarrow \infty} \|\eta(k)\| = 0 \right) \geq 1 - \rho. \]
3) The zero solution $\eta(k) \triangleq 0$ to (48) is globally asymptotically stable in probability if it is Lyapunov stable in probability and, for all $y_0 \in \mathbb{R}^n$,

$$\mathbb{P} \left( \lim_{k \to \infty} \|y(k)\| = 0 \right) = 1.$$ 

4) The zero solution $\eta(k) \triangleq 0$ to (48) is exponentially stable in probability if for some $0 < \gamma < 1$ independent of $\nu$, it is Lyapunov stable in probability and, for every $\rho \in (0, 1)$, there exists $\delta = \delta(\rho) > 0$ such that if $\|y(0)\| < \delta$, then

$$\mathbb{P} \left( \lim_{k \to \infty} \|y(k)\| = 0 \right) \geq 1 - \rho.$$ 

5) The zero solution $\eta(k) \triangleq 0$ to (48) is globally exponentially stable in probability if for some $0 < \gamma < 1$ independent of $\nu$, it is Lyapunov stable in probability and for all $\eta_0 \in \mathbb{R}^n$,

$$\mathbb{P} \left( \lim_{k \to \infty} \|y(k)\| = 0 \right) = 1.$$ 

Definition 5 [48]: For the DT stochastic dynamical system (48) and $V : \mathcal{D} \to \mathbb{R}^+$, the difference operator $\Delta V$ of $\eta$ is given as follows:

$$\Delta V(\eta) = \mathbb{E}[V(F(\eta, \nu))] - V(\eta), \quad \eta \in \mathcal{D}.$$ 

Note that the difference operator in Definition 5 is a deterministic function and does not involve the expectation of the system state trajectory and only involves the expectation over the random noise variable $\nu$. Moreover, the random vectors $\nu(k), k \in \mathbb{N}$, all have the same distribution.

In the following, sufficient conditions for Lyapunov, asymptotic and exponential stability in probability for system (48) are given.

Lemma 2 [47], [52]: Consider the discrete-time nonlinear stochastic system (48) and assume that there exists a continuous function $V : \mathcal{D} \to \mathbb{R}^+$ such that

$$V(0) = 0,$$ 

$$V(\eta) > 0, \quad \eta \in \mathcal{D}, \quad \eta \neq 0,$$ 

$$\Delta V(\eta) \leq 0, \quad \eta \in \mathcal{D}.$$ 

Then, the zero solution $\eta(k) \triangleq 0$ to (48) is Lyapunov stable in probability. Moreover, if

$$\Delta V(\eta) < 0, \quad \eta \in \mathcal{D}, \quad \eta \neq 0,$$ 

then the zero solution $\eta(k) \triangleq 0$ to (48) is asymptotically stable in probability. Furthermore, if

$$\Delta V(\eta) < -\gamma V(\eta), \quad 0 < \gamma < 1, \quad \eta \in \mathcal{D}, \quad \eta \neq 0,$$ 

then the zero solution $\eta(k) \triangleq 0$ to (48) is exponentially stable in probability. If $\mathcal{D} = \mathbb{R}^n$ and $V(\cdot)$ is radially unbounded, then the zero solution $\eta(k) \triangleq 0$ to (48) is globally asymptotically or exponentially stable in probability under the defined Lyapunov conditions.

The following definition provides the characteristics of stochastic DT systems under which they are fixed-time stable in probability.

Definition 6 (Fixed-Time Stability in Probability): Consider the stochastic DT nonlinear system (48). The zero solution $\eta(k) \triangleq \eta_0$ to the system (48) is said to be fixed-time stable in probability, if there exists a stochastic process called stochastic settling time function $K(\eta, \cdot)$, such that:

1) The system (48) is Lyapunov stable in probability. That is, for every $\epsilon > 0$ and $\rho \in (0, 1)$, there exists a $\delta = \delta(\epsilon, \rho) > 0$ such that for all $\eta(0) \triangleq \eta_0 \in \mathbb{D}\{0\}$, if $\|\eta(0)\| \leq \delta$, then

$$\mathbb{P} \left( \sup_{k \in [0, K(\eta(0), \nu))] \|\eta(k)\| > \epsilon \right) \leq \rho.$$ 

2) For every initial condition $\eta(0) \triangleq \eta_0 \in \mathbb{D}\{0\}$, the solution sequence $\eta(k)$ is defined on $[0, K(\eta(0), \nu)), \nu \in \Omega, \eta(k) \in \mathbb{D}\{0\}, k \in [0, K(\eta(0), \nu))$, and

$$\mathbb{P}(\|\eta(K(\eta(0), \nu)))\| = 0) = 1.$$ 

3) The stochastic settling-time function $K(\eta, \cdot)$, for all $\eta \in \mathcal{D}$, is finite almost surely and there exists a fixed-time upper bound for the stochastic settling-time $K(\eta, \cdot)$, i.e., $\mathbb{E}[K(\eta(0), \nu)] \leq K_{\max}$ where $K_{\max}$ is a positive integer.

The zero solution $\eta(k) \triangleq 0$ to (48) is globally fixed-time stable in probability if it is fixed time stable in probability with $\mathcal{D} = \mathbb{R}^n$.

Lemma 3: Consider the nonlinear stochastic DT system (48) and the scalar system

$$V(x(k+1)) = \gamma(V(x(k))), \quad x(k) \in \mathbb{R}^n$$ 

where

$$\gamma(V(x(k))) = V(x(k)) - \alpha \min\{V(x(k)), \max\{V_1(x(k)), V_2(x(k))\}\}$$ 

such that $0 < \alpha < 1$, $0 < r_1 < 1$, and $r_2 > 1$. If there exists a continuous positive-definite function $V : \mathbb{R}^n \to \mathbb{R}^+$ and the nondecreasing function $\gamma : \mathbb{R}^+ \to \mathbb{R}^+$ such that

$$\mathbb{E}[V(F(\eta, \nu))] \leq \gamma(V(\eta)), \quad \eta \in \mathbb{R}^n$$ 

then

$$V(0) \leq x_0, \quad x_0 \in \mathbb{R}^+$$ 

implies

$$\mathbb{E}[V(\eta(k))] \leq x(k), \quad k \in \mathbb{N}$$ 

where the sequence $x(k), k \in \mathbb{N}$, satisfies (49).

Proof: This Lemma is an extension of finite-time stability conditions [48], which is provided for fixed-time stability conditions. The proof is similar and is omitted.

The following theorem represents sufficient Lyapunov conditions for fixed-time stability in probability for stochastic DT nonlinear systems.

Theorem 3: Consider the nonlinear stochastic system (48). If there exists a continuous and radially unbounded function $V : \mathbb{R}^n \to \mathbb{R}^+$ such that

$$V(0) = 0$$ 

$$V(\eta) > 0, \quad \eta \in \mathbb{R}^n\{0\}$$ 

$$\mathbb{E}[V(F(\eta, \nu))] \leq \gamma(V(\eta)), \quad \eta \in \mathbb{R}^n\{0\}$$ 

where $\gamma(\cdot)$ is given in (50), then the zero solution $\eta(k) \triangleq \eta_0$ to (48) is globally fixed-time stable in probability. Moreover, there exists a stochastic settling-time $K : \mathbb{R}^n \to \mathbb{N}$ such that

$$\mathbb{E}[K(\eta(0))] \leq \hat{K}(x_0) < K_{\max}$$ 

where $K(\cdot)$ is almost surely a finite stochastic settling-time function and $\hat{K}(x_0)$ is the finite settling-time function of (49).
and $K_{\text{max}}$ is the fixed upper bound for $\hat{K}(x_0)$ and $\mathbb{E}[K(n_0)]$.

Proof: Based on (50) and (53), one has

$$\mathbb{E}[V(F(\nu, \nu))] - V(\nu) \leq \gamma(V(\nu)) - V(\nu)$$

and hence, it follows from Lemma 2 that the zero solution $\nu(k) \triangleq 0$ to (48) is globally asymptotically stable in probability. Now, consider the nonlinear DT system (49) and note that, by Theorem 1, the zero solution $x(k) \equiv 0$ to (49) is globally fixed-time stable and there exists $\hat{K}(x_0) < [a^{-1}(1 - a^{-1})] + 3$ such that

$$x(k) = 0, \quad k \geq \hat{K}(x_0), \quad x_0 \in \mathbb{R}^+.$$ 

Now, let $V(n_0) < n_0 \equiv n_0 \in \mathbb{R}^+$, and it follows from Lemma 3 that:

$$\mathbb{E}[V(\nu(k))] = 0, \quad k \geq \hat{K}(x_0).$$

Since $V(\nu(k)), k \in \mathbb{N}$, is a nonnegative random variable, it follows that $V(\nu(k)) \triangleq n_0$ for all $k \geq x_0$. Then, it follows from (51) and (52) that $n(k) \triangleq n_0$ for all $k \geq \hat{K}(x_0)$. Therefore, there exists a stochastic settling-time $\mathbb{E}[K(n_0)] \leq \hat{K}(x_0)$. Finally, since $\mathbb{E}[K(n_0)] \leq \hat{K}(x_0)$, it follows that:

$$\mathbb{E}[K(n_0)] \leq \hat{K}(x_0)$$

and hence, Definition 6 is satisfied.

V. EXAMPLE ILLUSTRATION AND SIMULATION

This section provides examples to verify the correctness of the presented fixed-time stability results. Examples 1 and 2 are, respectively, presented for deterministic scalar and higher-order systems without uncertainties and perturbations. Examples 3 and 4 are counterexamples that show that if the Lyapunov conditions for a deterministic scalar or higher-order system guarantee its fixed-time stability, by adding noise to the system, the same Lyapunov candidate only guarantees exponential stability in probability, and not fixed-time stability in probability. These examples clearly show that moving from a fixed-time stable deterministic system to a stochastic system with the same dynamics, one might look for new Lyapunov candidate other than the one used for the deterministic system to show its fixed-time stability in probability, if there exists one.

Example 1 (Fixed-Time Stable Scalar Deterministic Discrete-Time System): Consider the scalar nonlinear DT system given as follows:

$$y(k + 1) = ay(k) - \alpha' \text{sign}(y(k))$$

$$\times \min\{y(k)/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

where $y(k) \in \mathbb{R}, k \in \mathbb{N}, 0 < a \leq 1, \alpha' \in (0, 1), r_1' \in (0, 1)$ and $r_2' > 1$. Now, using Theorem 1, it is shown that the zero solution $y(k) = 0$ to (55) with $a = 1$ is globally fixed-time stable. Consider $V(y(k)) = y^2(k)$ and $y_L < y(0) < y_H$ where $y_L = a^{1/4}$ and $y_H = a^{1/2}$ (Note that if $y(0) > y_H$ or $y(0) < y_L$, then the zero solution $y(k) = 0$ for (55) with $a = 1$ is fixed-time stable with $K(y(0)) = 1$).

The difference of $V(y(k)) = y^2(k)$ is as follows:

$$\Delta V(y(k)) = \frac{\nu(0)}{a^2} - \frac{\nu(1)}{a}$$

$$= \frac{a^{-2}y^2(k)}{a^2} - \frac{\alpha' \text{sign}(y(k))}{\alpha'} \min\{y(k)/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

$$= \alpha' \min\{y(k)/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

Using the fact that

$$y(k) > \alpha' \min\{|y(k)|/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

one has

$$\Delta V(y(k)) \leq \frac{a^{-2}y^2(k)}{a^2} - \frac{\alpha' \text{sign}(y(k))}{\alpha'} \min\{y(k)/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

$$\leq (1 - 2a)a^{-2} \min\{|y(k)|/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

Therefore, using (58), (61) leads to

$$\Delta V(y(k)) \leq (a^2 - 2)y^2(k)$$

$$+ (1 - 2a)a^{-2} \min\{|y(k)|/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

and using $V(y(k)) = y^2(k)$ one can rewrite (59) as:

$$\Delta V(y(k)) \leq (a^2 - 2)\nu(0)$$

$$+ (1 - 2a)a^{-2} \min\{|y(k)|/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

Sice $\frac{1}{2} < a \leq 1, (60)$ is rewritten as

$$\Delta V(y(k)) \leq -\beta a^{-2} \min\{|y(k)|/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

where $\beta = (2a - 1)$ and for $\frac{1}{2} < a \leq 1, 0 < \beta \leq 1$. For $a = 1, (61)$ leads to

$$\Delta V(y(k)) \leq -\alpha a^{-2} \min\{|y(k)|/\alpha', \max\{|y(k)|', |y(k)|''\}\}$$

which is analogous to (5) where $\alpha = a^2, r_1 = r_2$ and $r_2 = r_2$, and all the parameters conditions mentioned in Theorem 1 are satisfied. Therefore, it is shown that system (55) with $a = 1$ is globally fixed-time stable. Based on (6), the fixed upper bound for the settling-time function of system (55) with $a = 1$ is

$$K^* = [a^{1/4}(1 - a^{1/4})] + [a^{-2}(a^{1/2} - 1)] + 3.$$ (63)

The state trajectory of the system (55) with $a = 1$ is simulated in Fig. 1 for 4 different values of parameters $a', r_1'$ and $r_2'$ to verify the fixed-time convergence of the system (55) with $a = 1$, and $\nu(0) = 20$ such that $y_L < y(0) < y_H$ in Cases 1–3 and $y(0) > y_H$ for Case 4. As depicted in Fig. 1, the settling-time is less than $K^*$ for Cases 1–3 where $K^*$ is calculated using (63) and given in Table 1, and as mentioned in (28), for Case 4, $K(y(0)) = 1$.

In Fig. 2, the state trajectory of system (55) with $a = 1$ and Case 1 parameters ($a' = 0.4, r_1' = 0.2, r_2' = 1.2$) is simulated for 4 different initial conditions, $y(0) = 0.1, (y(0) < y_L), y(0) = 8, (y_L < y(0) < y_H), y(0) = 80, (y_L < y(0) < y_H)$ and $y(0) =$
\begin{align}
\Delta V(y(k)) &= \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - [y_1(k) + y_2(k)]^2 \nonumber \\
&\quad - \bar{a}\text{sign}(y_2(k))\min\{[y_2(k)]/\bar{a}, 1\} - \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} \nonumber \\
&\quad - \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - [y_2(k)]^2 \nonumber \\
&\quad + \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - \bar{a}\text{sign}(y_3(k))\min\{[y_3(k)]/\bar{a}, 1\} \nonumber \\
&\quad - \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - [y_3(k)]^2 \nonumber \\
&\quad + \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - [y_3(k)]^2 \nonumber \\
&= \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - [y_1(k) + y_2(k)]^2 - [y_3(k)]^2 
\end{align}

where $\alpha_1 = \frac{1}{2}$, $\alpha_2 = \frac{1}{2}$, and $\alpha_3 = 1$. The term $\Delta V(y(k))$ is negative definite if $y(k)$ is bounded. Therefore, the system (55) is exponentially stable.

For $\alpha_1 = \frac{1}{2}$ and $\alpha_2 = \frac{1}{2}$, the system (55) is exponentially stable. However, for $\alpha_1 = \frac{1}{2}$ and $\alpha_2 = 1$, the system (55) is not exponentially stable. In this case, the system (55) is not stable.

It is worth noting that the autonomous system given in (55) with $a = 1$ can be considered as the following closed-loop system:

$$y(k + 1) = Ay(k) + Bu(k)$$

where $A = 1$, $B = 1$ and $u(k) = \alpha' \text{sign}(y(k)) \min\{[y(k)]/\alpha', \max\{[y(k)]^2, [y(k)]^2\}\}$ with $y(k) \in \mathbb{R}$, $k \in \mathbb{N}$, $\alpha' \in (0, 1)$, $r'_1 \in (0, 1)$ and $r'_2 > 1$. In other words, in this example we have presented a fixed-time feedback controller $u(k) = -\alpha' \text{sign}(y(k)) \times \min\{[y(k)]/\alpha', \max\{[y(k)]^2, [y(k)]^2\}\}$ which could stabilize the linear system (64) in a fixed amount of time.

Example 2 (Fixed-Time Stable Deterministic Discrete-Time Higher-Order System): Consider the nonlinear DT system of order 3 given as follows:

\begin{align}
y_1(k + 1) &= y_1(k) - \bar{a}\text{sign}(y_1(k)) \\
y_2(k + 1) &= y_2(k) - \bar{a}\text{sign}(y_2(k)) \\
y_3(k + 1) &= y_3(k) - \bar{a}\text{sign}(y_3(k)) \\
\end{align}

where $y(k) = [y_1(k), y_2(k), y_3(k)]^T \in \mathbb{R}^3$, $k \in \mathbb{N}$, $\bar{a} \in (0, 1)$, $r_1 \in (0, 1)$ and $r_2 > 1$. Now, using Theorem 1, it is shown that the zero solution $y(k) = 0$ to the above higher-order system is globally fixed-time stable. Consider

$$V(y(k)) = \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - [y_1(k) + y_2(k)]^2 - [y_3(k)]^2$$

and $y_L < V(0) < y_H$ where $y_L = \bar{a} r_1^{-1}$ and $y_H = \bar{a} r_2^{-1}$ (Note that if $V(0) > y_H$ or $V(0) < y_L$, then the zero solution $y(k) = 0$ of the above higher-order system is fixed-time stable with $K(y(0)) = 1$). The difference of (68) is as follows:

$$\Delta V(y(k)) = [y_1(k + 1) - y_1(k)] + [y_2(k + 1) - y_2(k)] + [y_3(k + 1) - y_3(k)]$$

where using (65)–(67) leads to

$$\Delta V(y(k)) = \frac{1}{3} \max\{[y_1(k) + y_2(k) + y_3(k)]^2\} - [y_1(k) + y_2(k)]^2 - [y_3(k)]^2$$

where $\alpha_1 = \frac{1}{2}$, $\alpha_2 = \frac{1}{2}$, and $\alpha_3 = 1$. The term $\Delta V(y(k))$ is negative definite if $y(k)$ is bounded. Therefore, the system (55) is exponentially stable.

However, for $\frac{1}{2} < \alpha < 1$, based on (61), Lemma 2 and a similar procedure to Theorem 1 proof, one can show that the system (55) with $\frac{1}{2} < \alpha < 1$ is exponentially stable.
Consider
\[ a = y_i(k) \]
\[ b = \bar{\text{sign}}(y_i(k)) \min \{|y_i(k)|/\bar{a}, \frac{1}{3} \max \{|y_1(k)| + |y_2(k)| + |y_3(k)||^2_1, |y_1(k)| + |y_2(k)| + |y_3(k)||^2_2 \} \]
where one knows that \( a \) and \( b \) have the same sign and for \( i = 1, 2, 3 \), \(|a| \geq |b|\). Therefore one has
\[ |a - b| = |a| - |b|. \] (72)

Thus using (71) and (72), (70) is rewritten as follows:
\[ \Delta V(y(k)) = -\bar{a} \min \{|y_1(k)| + |y_2(k)| + |y_3(k)|, \frac{1}{3} \max \{|y_1(k)| + |y_2(k)| + |y_3(k)||^2_1, |y_1(k)| + |y_2(k)| + |y_3(k)||^2_2 \} \]
\[ -\bar{a} \min \{|y_2(k)|/\bar{a}, \frac{1}{3} \max \{|y_1(k)| + |y_2(k)| + |y_3(k)||^2_1, |y_1(k)| + |y_2(k)| + |y_3(k)||^2_2 \} \]
\[ + |y_3(k)|^2_1, |y_1(k)| + |y_2(k)| + |y_3(k)||^2_2 \} \]
\[ -\bar{a} \min \{|y_3(k)|/\bar{a}, \frac{1}{3} \max \{|y_1(k)| + |y_2(k)| + |y_3(k)||^2_1, |y_1(k)| + |y_2(k)| + |y_3(k)||^2_2 \} \]
\[ + |y_3(k)|^2_1, |y_1(k)| + |y_2(k)| + |y_3(k)||^2_2 \} \] (73)

where (73) leads to
\[ \Delta V(y(k)) \leq -\bar{a} \min \{|y_1(k)| + |y_2(k)| + |y_3(k)|, \frac{1}{3} \max \{|y_1(k)| + |y_2(k)| + |y_3(k)||^2_1, |y_1(k)| + |y_2(k)| + |y_3(k)||^2_2 \} \]
\[ \cdot \max \{V(y(k))^2_1, V(y(k))^2_2 \} \] (74)

Using \( V(y(k)) = |y_1(k)| + |y_2(k)| + |y_3(k)| \), (74) is rewritten as follows:
\[ \Delta V(y(k)) \leq -\bar{a} \min \{V(y(k)), \max \{V(y(k))^2_1, V(y(k))^2_2 \} \} \] (75)

which is analogous to (5) where \( \alpha = \bar{\alpha}, r_1 = \bar{r}_1 \) and \( r_2 = \bar{r}_2 \), and all the parameters conditions mentioned in Theorem 1 are satisfied. Therefore, it is shown that the higher-order system specified in (65)–(67) is globally fixed-time stable. Based on (6), the fixed upper bound for the settling-time function of this higher-order system is
\[ K^* = [\bar{\alpha}^{-1}(\bar{\alpha}^{-1} - 1)] + 3. \] (76)

The state trajectories for the system (65)–(67) with \( \bar{\alpha} = 0.47, \bar{r}_1 = 0.2 \) and \( \bar{r}_2 = 1.2 \) are simulated in Figs. 3–5 for three different values of initial conditions. Based on the given parameters, one has \( V_L = \bar{\alpha}^{-1} = 0.3892 \) and \( V_H = \bar{\alpha}^{-1} = 43.60 \). Fig. 3 shows the system (65)–(67) trajectories reach the origin with \( K(y(0)) = 1 \) for initial conditions \( y_1(0) = 0.1, y_2(0) = 0.01, y_3(0) = 0.001 \) which imply that \( V(0) < V_L \). Fig. 4 shows that for the 3 states’ trajectories, it took several steps to reach the origin because the initial conditions are \( y_1(0) = 9, y_2(0) = 9.5, y_3(0) = 10 \) and \( V_H < V(0) < V_L \). Moreover, in this case, using (6), the fixed upper bound for the convergence time is obtained as 93 steps where the convergence is achieved before this time. In Fig. 5 where the initial conditions are \( y_1(0) = 90, y_2(0) = 900, y_3(0) = 9000 \) and \( V(0) < V_H \), the state trajectories reached the origin with \( K(y(0)) = 1 \).

Example 3 (Lyapunov Function Candidate: From Determin-
istic Fixed-Time Stable Scalar Systems to Their Stochastic Counterparts)

In this counterexample we show that the deterministic global fixed-time stable system may not preserve its fixed-time stability under the same Lyapunov function candidate after it is exposed to stochastic noise.

Consider the scalar stochastic nonlinear DT system as follows:

\[ y(k+1) = ay(k) - a' \text{sign}(y(k)) \]
\[ \times \min(|y(k)|/a', \max(|y(k)|, |y(k)|^{1/2})) + b_0(y(k))v(k) \]

(77)

where \( y(k) \in \mathbb{R}, \ k \in \mathbb{N}, \ a' \in (0, 1), \ r'_1 \in (0, 1) \) and \( r'_2 > 1 \), \( v(k) \in \mathbb{R} \) is a zero-mean stochastic noise with \( \mathbb{E}[v(k)] = 0 \) and \( \mathbb{E}[v^2(k)] = \sigma^2 \), \( \frac{1}{a} < a' \leq 1 \) and \( b < \sqrt{\frac{1-a^2}{\sigma^2}} \).

Now, using Theorem 3 and the results of Example 1, it is shown that the zero solution \( y(k) \equiv 0 \) to (77) (the stochastic version of (55)) does not show global fixed-time stability in probability for \( a = 1 \) but preserves its exponential stability in probability for \( \frac{1}{a} < a < 1 \), using the same Lyapunov function as in Example 1.

Consider \( V(y(k)) = y^2(k) \) such that for (77), one has

\[ \Delta V(y(k)) = \mathbb{E}\left[(a_0(y(k) - a' \text{sign}(y(k))) \min(|y(k)|/a', \max(|y(k)|, |y(k)|^{1/2})) + b_0(y(k))v(k) \right] - y^2(k) \]

(78)

where one can rewrite (78) as below,

\[ \Delta V(y(k)) = \mathbb{E}[a^2 y^2(k) + (a' - a') \min(|y(k)|/|a', \max(|y(k)|, |y(k)|^{1/2})] + b_0^2 y^2(k) + 2ab_0 \text{sign}(y(k))^2]v(k) \]

\[ - 2aa' \min(|y(k)|/|a', \max(|y(k)|, |y(k)|^{1/2})) + b_0 \text{sign}(y(k))^2]v(k) \]

\[ - 2aa' \text{sign}(y(k))^2]v(k) \min(|y(k)|/|a', \max(|y(k)|, |y(k)|^{1/2})) \]

\[ - y^2(k). \]

(79)

Applying the expectation operator to the first term on the left-half-side of (79), leads to

\[ \Delta V(y(k)) = (a^2 + b^2 \sigma^2 - 1) y^2(k) \]

\[ + a'^2 \min(|y(k)|^{1/2}, \max(|y(k)|, |y(k)|^{1/2})) \]

\[ - 2aa' \min(|y(k)|/|a', \max(|y(k)|, |y(k)|^{1/2})) \]

\[ 
\]

(80)

Using (57), (80) leads to

\[ \Delta V(y(k)) \leq (a^2 + b^2 \sigma^2 - 1) y^2(k) \]

\[ - (2a-1)a'^2 \min(|y(k)|/|a'^2, \max(|y(k)|^{1/2}, |y(k)|^{3/2})) \]

(81)

where using \( V(y(k)) = y^2(k) \) one can rewrite (81) as follows:

\[ \Delta V(y(k)) \leq (a^2 + b^2 \sigma^2 - 1) V(k) \]

\[ - \beta a \min(|V(k)/a, \max(|V(k)^r_1(k), V(k)^r_2(k)) \]

(82)

where \( \beta = 2a-1, \alpha = a'^2, r_1 = r'_1 \) and \( r_2 = r'_2 \).

For \( a = 1 \), (82) reduces to

\[ \Delta V(y(k)) \leq b^2 \sigma^2 V(k) \]

\[ - \alpha \min(|V(k)/a, \max(|V(k)^r_1(k), V(k)^r_2(k)) \]

(83)

However, (83) cannot support the global fixed-time stability in probability of the system (77) with \( a = 1 \), due to the injected noise stochasticity, while in Example 1 it was shown that the same system without noise is fixed-time stable.

For \( \frac{1}{2} < a < 1 \) and \( \beta \) < \( \frac{1}{\sqrt{1-a^2}} \), one has \( 0 < \beta < 1 \) and \( a^2 + b^2 \sigma^2 - 1 < 0 \). Thus, using (82) one obtains

\[ \Delta V(y(k)) \leq -\beta a \min(|V(k)/a, \max(|V(k)^r_1(k), V(k)^r_2(k)) \]

(84)

By using (84), Lemma 2 and a similar procedure to Theorem 3 proof, one can show that the system (77) with \( \frac{1}{2} < a < 1 \) and \( b < \sqrt{\frac{1-a^2}{\sigma^2}} \) is exponentially stable in probability. Therefore, the stochastic system (77) preserves exponential stability in probability for \( \frac{1}{2} < a < 1 \) and \( b < \sqrt{\frac{1-a^2}{\sigma^2}} \).

**Example 4 (Lyapunov Function Candidate: From Deterministic Fixed-Time Stable Higher-Order Systems to Their Stochastic Counterparts)**

In this counterexample we show that the deterministic global fixed-time stable higher-order system may not preserve its fixed-time stability under the same Lyapunov function candidate after it is exposed to stochastic noise. Consider the higher-order stochastic nonlinear DT system as follows:

\[ y_1(k+1) = y_1(k) - a_1 \text{sign}(y_1(k)) \]

\[ \times \min(|y_1(k)|/a_1, \max(|y_1(k)|, |y_1(k)|^{1/2})) + b_1(y_1(k))v_1(k) \]

\[ + b_2(y_1(k))v_2(k) \]

(85)

\[ y_2(k+1) = y_2(k) - a_2 \text{sign}(y_2(k)) \]

\[ \times \min(|y_2(k)|/a_2, \max(|y_2(k)|, |y_2(k)|^{1/2})) + b_2(y_2(k))v_2(k) \]

(86)

\[ y_3(k+1) = y_3(k) - a_3 \text{sign}(y_3(k)) \]

\[ \times \min(|y_3(k)|/a_3, \max(|y_3(k)|, |y_3(k)|^{1/2})) + b_3(y_3(k))v_3(k) \]

(87)

where \( y(k) = [y_1(k); y_2(k); y_3(k)] \in \mathbb{R}^3 \), \( r_1 \in (0, 1) \), \( r_1 < r_2 \), \( a_1 < 0 \), \( b_1 < 0 \), \( b_2 < 0 \), \( b_3 < 0 \), \( \sigma^2 \) is a zero-mean stochastic noise with \( \mathbb{E}[v(k)] = 0 \) and \( \mathbb{E}[v^2(k)] = \sigma^2 \), \( 0 < c < \sqrt{\alpha} \). Now, using Theorem 3 and the results of Example 2, it is shown that the zero solution \( y(k) \equiv 0 \) to (85)–(87) (the stochastic version of (65)–(67)) does not show global fixed-time stability in probability, using the same Lyapunov function as in Example 2. Consider

\[ V(y(k)) = |y_1(k)| + |y_2(k)| + |y_3(k)| \]

(88)

such that for the system (85)–(87), one has

\[ \Delta V(y(k)) = \mathbb{E}[|y_1(k)| - a_1 \text{sign}(y_1(k)) \min(|y_1(k)|/a_1, \max(|y_1(k)|, |y_1(k)|^{1/2})] + b_1(y_1(k))v_1(k) + b_2(y_1(k))v_2(k) \]

\[ - |y_1(k)| + \mathbb{E}[|y_2(k) - a_2 \text{sign}(y_2(k)) \min(|y_2(k)|/a_2, \max(|y_2(k)|, |y_2(k)|^{1/2})] + b_2(y_2(k))v_2(k) \]

\[ - |y_1(k)| + |y_2(k)| + |y_3(k)| \]

\[ \min(|y_1(k)|, |y_2(k)|, |y_3(k)|) \]

(89)
Using the triangle inequality for $a$, $b$ ($a$ and $b$ are defined in (71)) and $c = y_i(k)\nu(k)$, for $i = 1, 2, 3$, as

$$\|a - b + c\| \leq \|a - b\| + |c|$$

and employing (88), (71)–(72), and the noise properties, one can rewrite (89) as below,

$$\Delta V(n(k)) \leq -\bar{a}\min\{V(k)/\bar{a}, \max\{V(k)^{\frac{3}{2}}, V(k)^{2}\}\} + c^2 V(k).$$

(91)

One knows that (91) can not support global fixed-time stability in probability of system (85)–(87), due to injected noise stochasticity, while in Example 2 it was shown that the same system without noise is fixed-time stable. By using Lemma 2, one can show that system (85)–(87) preserved its exponential stability in probability for $0 < c < \sqrt{\bar{a}}$.

VI. CONCLUSION AND FUTURE WORK

This paper addressed fixed-time stability for deterministic and stochastic discrete-time (DT) autonomous systems based on fixed-time Lyapunov stability analysis. Novel Lyapunov conditions are derived under which fixed-time stability of autonomous DT deterministic and stochastic systems are certified. The sensitivity to perturbations for fixed-time stable DT systems is analyzed and the analysis shows that fixed-time attractiveness can result from the presented Lyapunov conditions. For both cases of fixed-time stable and fixed-time attractive systems, the fixed upper bounds of the settling-time functions are given. For the future work, we plan to employ the presented fixed-time stability analysis to develop fixed-time identifiers and controllers for DT systems.
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