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ABSTRACT The smart healthcare system has improved the patients quality of life (QoL), where the records are being analyzed remotely by distributed stakeholders. It requires a voluminous exchange of data for disease prediction via the open communication channel, i.e., the Internet to train artificial intelligence (AI) models efficiently and effectively. The open nature of communication channels puts data privacy at high risk and affects the model training of collected data at centralized servers. To overcome this, an emerging concept, i.e., federated learning (FL) is a viable solution. It performs training at client nodes and aggregates their results to train the global model. The concept of local training preserves the privacy, confidentiality, and integrity of the patient’s data which contributes effectively to the training process. The applicability of FL in the healthcare domain has various advantages, but it has not been explored to its extent. The existing surveys majorly focused on the role of FL in diverse applications, but there exists no detailed or comprehensive survey on FL in healthcare informatics (HI). We present a relative comparison of recent surveys with the proposed survey. To strengthen healthcare data privacy and increase the QoL of patients, we proposed an FL-based layered healthcare informatics architecture along with the case study on FL-based electronic health records (FL-EHR). We discuss the emerging FL models, and present the statistical and security challenges in FL adoption in medical setups. Thus, the review presents useful insights for both academia and healthcare practitioners to investigate FL application in HI ecosystems.

INDEX TERMS Blockchain, federated learning, healthcare informatics, gradient, model aggregation.

I. INTRODUCTION

The healthcare industry has converged towards healthcare 4.0, which presents an integration of assisted technologies like Internet-of-Things (IoT), big data, and artificial intelligence (AI) to support the medical operations and has automated the health operations at massive scales. With personalization and emergence of digital wellness, the healthcare industry in near future would transition towards Healthcare 5.0, which would assure customized disease control, virtual and emotive care, assisted living, virtual clinics, and remote monitoring [1]. Healthcare 5.0 would integrate the diverse technologies of Industry 4.0, with disruptive technologies like fifth-generation (5G) and beyond networks, unmanned aerial vehicle (UAV) monitoring, UAV logistics (of health centers), augmented and virtual reality, and nanotechnology. On the downside, the amount of generated data in healthcare has been massive, and thus proper techniques are required to maintain the collection of generated data among the medical stakeholders. Electronic medical records (EMRs) can conveniently solve the problem of collecting data. According to Groves et al. [2] in 2005, usage of EMR was only 30 per cent...
by hospitals and office-based physicians, which increased to more than 50% for physicians and nearly 75% for hospitals in 2011.

Healthcare 5.0 has shifted the dynamics of healthcare informatics (HI), which deals with resources, technicality, and methods to optimize data collection and retrieval. However, the management is easier said than done. Recently, with the surge of data privacy and confidentiality of health records, the sharing of data among different stakeholders should be authorized by the patient. Thus, with stringent rules on data sharing, the data is anonymized, and sensitive attributes of the patient are not released. Coupled with effective record maintenance, selecting precise models that help predict diseases and maintaining privacy for the records in HI ecosystems is a tedious task. Hence, privacy and security for personal information have become crucial tasks with the data sharing paradigm. Personal details of the patients should be only accessible to authorized users, and unauthorized users should be restricted in their usage to ensure privacy and security.

Centralized machine learning (ML) approach is often challenges by various threats like privacy and security issues. In case of central disk, network, and link failures, the central data is not retrievable. Such issues can create a significant problem in the medical space as the data accessed by HI very critical. For example, a significant threat is data vulnerability to cyberattacks, and crucial data can be lost [3]. Also, in centralized ML, data training is done from a single server source data, due to which optimal prediction of any disease is not possible.

To address the issues of data privacy and sharing among nodes, federated learning (FL) is a viable choice in HI. With FL, the training of models is conducted on the device level. The device gets trained from its data and sends updates to the main servers. The main server then aggregates the updates and again transfers them to the devices [4]. FL has a higher prediction accuracy than ML models, and allows personalization in model learning. However, privacy is a big concern when data is shared. Privacy-preservation techniques of FL are better than centralized ML techniques as in centralized ML possibility of gathering such extensive data and providing security to it is not possible [4].

In FL, the multiple sites can train different models in parallel to create an aggregated model, which improves the accuracy and computation of ML models. Two basic approaches are presented in FL, one data-parallel approach, and the other is the model-parallel approach. In a data-parallel approach, we consider the entire healthcare data distributed among different servers, and all the servers use a unified learning model. In the model-parallel approach, we use different models to train specific data portions. The usability depends on the specifics of the underlying application. Although FL allows parallel learning paradigms, it is often challenging due to statistical differences in local data, systems, and the models built to support the different data distributions. Different systems have different computing capacities, such as CPU-cycle rate, I/O rates, the learning times would be different at different sites. Moreover, data is quite heterogeneous, with sensitive attributes and non-independent and identical distributions (non-IID) of patients. The distributed ML algorithms executing at different servers have to rely on the aggregation approaches and the encryption standards applied while sharing the data to the global model to assure privacy.

As healthcare setups are resource-constrained, FL requires a compelling mix of resource optimization and security while training the local models. To improve the accuracy of local models, more data is required, and model learning tasks would require sufficient resources in terms of storage and energy to train. In such cases, the aggregation of local models is mainly assisted through a cloud server that can provide the required resources for effective training [11]. However, cloud-supported FL aggregation is limited in sharing the model parameters with the cloud server, which an adversary might intercept. Cloud-based communication also introduces high end-user latency, and thus focus have shifted towards edge-based aggregation models. Edge-based aggregation improves on the latency constraints and improves the context of local learning, as the edge servers are close to the local models. In some cases, a hybrid cloud-edge approach is also preferred, where specific healthcare models are trained and aggregated via edge nodes, and nodes with general data distributions are sent for cloud-based FL aggregation. Edge-cloud based FL aggregation would allow more local participants to train the global model collectively, and thus the convergence of global models is fast, as the learning rate improves significantly [12]. TABLE 1 presents the list of abbreviations and their intended meanings in the article.

**TABLE 1**

| Abbreviation | Meaning |
|--------------|---------|
| FL           | Federated Learning |
| HI           | Healthcare Informatics |

**A. MARKET STATISTICS AND INDUSTRY TRENDS**

In this subsection, we highlight the potential of FL adoption to HI. We investigate the predicted HI market cap by 2030 and analyze the privacy attacks on healthcare setups. We also investigate the FL adoption to the HI market in the future. FIGURE 1a shows the growth rate of FL from 2020 to 2030. As evident from the graph, the market cap of FL is continuously rising at an annual growth rate of 11.4% [5]. However, with decentralized healthcare analytics’ popularity, the perimeter of data breaches has also increased. An adversary can locate multiple training regions to launch malicious training models that can jeopardize the sanctity of the global model. In a similar view, FIGURE 1b shows various types of data breaches in healthcare like hacking incidents, unauthorized access, theft, improper disposal, and loss [6], [13]. Thus, FL is viable to ensure HI privacy, confidentiality, and security. FIGURE 1c shows the emergence of FL in HI markets till 2030. The use of FL in healthcare is constantly growing to preserve the privacy of client’s sensitive data [7].

Healthcare data is fragmented due to its complex nature, interconnected health processes, and entity interactions. It becomes difficult to assess the EMR sensitivity. FL addresses the issues of sensitive data fragmentation, where local devices train the global model instance. Thus, FL is a
TABLE 1. Abbreviations and their descriptions.

| Acronyms | Description                                      | Acronyms | Description                        |
|----------|--------------------------------------------------|----------|------------------------------------|
| 4G-LTE  | Fourth-Generation Long Term Evolution            | HI       | Healthcare Informatics             |
| 5G      | Fifth-Generation                                  | IIoT     | Healthcare Internet-of-Things      |
| 5G-uRLLC| Fifth-Generation ultra-Reliable Low Latency Communications | HIPPA   | Health Insurance Portability and Accountability Act |
| 6G      | Sixth-Generation                                  | IoT      | Internet-of-Things                |
| 6G-uRLLC| Sixth-Generation ultra-Reliable Low Latency Communications | LDPC    | Low Density Parity Checks          |
| AI      | Artificial Intelligence                          | LDS      | Local Data Store                   |
| ANN     | Artificial Neural Networks                        | LSTM     | Long-Short Term Memory             |
| API     | Application Programming Interface                 | ML       | Machine Learning                   |
| CPL     | Clustered FL                                      | MLP      | Multilayer Perceptron              |
| CIFAR   | Canadian Institute for Advanced Research dataset | MNIST    | Modified National Institute of Standards and Technology dataset |
| CNN     | Convolutional Neural Networks                     | MRI      | Magnetic resonance imaging         |
| COVID-19| Novel-Coronavirus-Disease-2019                   | non-IID  | non-independent and identical distributions |
| DL      | Deep Learning                                    | P2P      | Peer-to-Peer                       |
| DNN     | Deep Neural Networks                              | PHR      | Personal Health Records            |
| DP      | Differential Privacy                             | QSGD     | Gradient Quantization and Encoding |
| EMNIST  | Extended MNIST dataset                           | RPC      | Remote Procedure Call              |
| EMRs    | Electronic Medical Records                        | SGD      | Stochastic Gradient Descent        |
| FedAvg  | Federated Averaging                               | SMPC     | Secure Multi-Party Computation     |
| FedDist | Federated Distance                               | SVM      | Support Vector Machines            |
| FedMA   | Federated Matched Average                        | TFF      | TensorFlow Federated              |
| FL      | Federated Learning                               | TL-FL    | Transfer-Learning FL               |
| FLaaS   | FL-as-a-Service                                  | VPL      | Vertical FL                        |
| HER     | Electronic Health Records                        | WBAN     | Wireless Body Area Networks        |
| HFL     | Horizontal FL                                    |          |                                    |

FIGURE 1. Analysis of HI Markets and FL-driven Security to mitigate attack vectors in healthcare [5], [6], [7].

TABLE 2. Companies adopting FL as their solution.

| Company name                  | Year | Domain                  | Objective                                             | Benefit of integrating with FL                                      |
|-------------------------------|------|-------------------------|-------------------------------------------------------|---------------------------------------------------------------------|
| WeBank and Extreme Vision [8] | 2019 | Object detection        | Safety monitoring solutions with the use of FL       | High privacy and low cost of transmitting video data                |
| Google [9]                    | 2019 | Edge devices            | Virtual keyboard with FL for prediction of next word | High privacy and control over data                                  |
| WeBank and Swiss Re [10]      | 2019 | Finance                 | Analysis of data in finance and insurance            | High data security                                                  |
| Owkin [10]                    | 2020 | Healthcare              | Analysis of data in biomedical field                 | High data security is obtained with encryption                      |
| MELLODDY [10]                 | 2021 | Healthcare              | Drug discovery with FL                               | High precision                                                     |

Some of the notable projects concerning FL are as follows. Webank and Extreme vision collaborated and formed a higher efficient object detection framework that detects objects through computer vision with also use of FL [8]. Google launched its gboard, which uses the FL model where locally trained models are aggregated and the global gradient is obtained [9]. For high precise financial analysis, Webank and Swiss Re used FL model [10]. Owkin used FL for security and privacy of user’s data [10]. Furthermore, for drug discovery, MELLODDY also made use of the FL model [10]. Thus, good fit for HI, where both the data provider and data analyst can agree with the sharing rules defined. As public datasets do not contain explicit personal patient attributes, the data shared from global server models are free from risk. Due to this, many real-time project deployments of FL in healthcare and allied domains have started. TABLE 2 represents the companies that have adopted FL as a potential solution in their organizations. It also presents the project’s domain and objectives and highlights the potential benefits of FL integration in such projects.
the deployment of FL in such real-life projects in diverse domains illustrates the requirement of secured data analytics at low computational power.

B. THE NECESSITY OF THE SURVEY

As indicated in above discussions, there is an exponential rise in EMR on a daily basis. Thus, all local setups have ample data, which can be analysed to form informed decisions. However, there are strict regulations on data sharing, with the general data protection regulation (GDPR) act in 2018. GDPR compels personnel to send data with comprehensive classification, and access grants. Moreover, EMRs are strictly guided by health insurance portability and accountability act (HIPPA), where personal indicators of patient cannot be shared without the consent of the patient. Thus, centralized models (cloud-based) for AI-driven health analytics are challenged with the quality of shared data (most shared data is anonymized, and explicit indicators are hidden), which allowed generic interpretability.

With the emergence of FL, the tradeoff between effective model learning vs sharing compliance is effectively handled. Data from heterogeneous local nodes are not shared with central sources. As all local nodes agree collaboratively on a training model, a customized global model is envisioned. The pretrained global model is then shared with local healthcare setups, and is trained with local data (no data is shared), which assures privacy regulations are maintained. This improves the efficiency of HI with FL as more data is gathered and precise models for detecting any disease can be done. Various inherent benefits of adopting FL, like disclosing sensitive data, i.e., achieved user data privacy techniques like differential privacy (DP), homomorphic encryption (HE), and secure multiparty computation (SMPC) can be achieved. In support of this, Rieke et al. [14] have reviewed many applications and advantages for medical imaging [14], whole-brain segmentation in magnetic resonance imaging (MRI), and other similar use-cases have been demonstrated. Thus, all types of stakeholders can be benefited when FL is integrated with HI.

Recently, the global FL research has been extensively conducted, but the existing researchers have studied FL in healthcare from a model viewpoint. However, the complexity of modern healthcare setups necessitates an umbrella survey that would present novel FL frameworks, tools, and effective case-studies of federated learning in healthcare informatics (FL-HI), which would assist stakeholders to design practical FL setups, which is still in its infancy. The proposed review highlights the adoption of FL in HI, and presents a high-level FL-HI overview, and then delves deeper into the nuts and bolts of the architecture. As FL requires communication between local and global setups, security and privacy is equally important. We highlight the security and networking challenges, and practical frameworks, with an assisted decentralized FL-HI architecture underlying sixth-generation (6G) network services, which envisions a viable fit for Healthcare 5.0.

C. EXISTING SURVEYS

To date, researchers globally have proposed different surveys related to FL broad facets in healthcare applications. TABLE 3 presents the relative comparison of existing state-of-the-art surveys with the proposed survey on different proposed indicators like solution taxonomy, FL classification, architecture, privacy considerations, applications, metrics, and case-study. For example, Mothukuri et al. [15] discussed privacy and security concerns, achievements and impacts in FL. They presented a comparative study of threats in FL defence techniques, privacy preservation in FL, and approaches to enhance privacy preservation. The authors presented a detailed analysis of FL categorization, aggregation algorithms, security threats, and defensive techniques. However, they have not discussed any use case scenario as well as FL applications. Then, Xu et al. [16] reviewed various technologies, challenges, and privacy issues in FL-based healthcare systems. General solutions like consensus mechanisms and pluralistic solutions to statistical, system, and privacy challenges were discussed in this survey. A detailed analysis for communication efficiency was discussed into four groups-client selection, model compression, peer-to-peer (P2P) learning, and updates reduction. Later, Zhang et al. [17] surveyed the characteristics and applications of FL and divided it into five major parts-data partitioning, privacy mechanism, ML model, communication architecture, and system heterogeneity. The authors, however, have not mentioned the application of FL in HI ecosystems. Pfitzner et al. [18] proposed a survey that highlights the FL training process, and discussed the importance of uniform data collection in healthcare setups. The survey further discussed the neural network algorithms that are applied with the FL learning process. The survey indicates the FL model accuracy is heavily dependent on dataset characteristics. The survey delved into the hyperparameter tuning and optimization to reduce the number of epochs and improve the learning rate. Finally, different FL mechanisms are discussed, with open challenges. However, the survey did not focus on the security viewpoint in FL communication. To address this viewpoint, Prayitno et al. [19] proposed a survey that discusses the FL performance in medical imaging domain. Recent privacy and security challenges in data collection are discussed, and protection mechanisms are presented. Key aspects such as handling of data partitions, FL types, and non-IID characteristics are explored. Feature distribution skew characteristics, and hyperparameter tuning to support skewness is elaborated, with practical use-case examples. A privacy-preserving novel coronavirus disease-2019 (COVID-19) use case with the optimized classification and segmentation is proposed. However, the survey did not present any practical tools and frameworks to simulate the experimental parameters. Authors in [20] proposed a FL-based digital privacy health framework, that can collect data from collaborative hospital consortium setups. During the data collection, anonymization, and DP are induced into the data. The existing solutions and use-cases...
TABLE 3. A comparative analysis of the proposed survey with existing state-of-the-art surveys in FL healthcare systems.

| Author          | Year | Objective                                      | 1 | 2 | 3 | 4 | 5 | 6 | Pros                                      | Cons                                      |
|-----------------|------|------------------------------------------------|---|---|---|---|---|---|-------------------------------------------|-------------------------------------------|
| Weiss et al.    | 2018 | A review of mobile computing for the visually impaired | X | X | X | X | X | X | better individual care of the patient   | Privacy details are not mentioned         |
| Yang et al.     | 2019 | A review of federated ML with presented concept and applications | X | ✓ | ✓ | ✓ | X | X | Reliability and detailed categorization of FL is mentioned | Case-study and proof-based solutions on HI is not proposed |
| Motnikuri et al.| 2019 | A comprehensive literature review of security and privacy of federated learning | X | ✓ | ✓ | ✓ | X | X | Privacy, security, poisoning are explained in detail | Case-study and emerging applications are not discussed |
| Xu et al.       | 2020 | Survey for FL in HI                             | X | X | ✓ | ✓ | ✓ | X | The survey proposes details of communication efficiency of FL models, presents the summary of recent works in FL in healthcare domain | The survey is mainly concentrated on biomedical space, and thus lacks in the discussion of different prediction models |
| Rieke et al.    | 2020 | A review on digital health with FL              | X | ✓ | ✓ | ✓ | X | X | Presents a clear compact scenario on the importance of healthcare stakeholders, and presents various FL model design choices | A detailed architecture, system model that ensures privacy of records is not discussed |
| Hakak et al.    | 2020 | FL in edge-assisted healthcare data analytics  | X | X | ✓ | ✓ | ✓ | X | Efficient cloud-based FL models are presented with focus on improved resource management through cloud services | As cloud models are prone towards high-end latency, single-point attacks, discuss on the same is not presented |
| Aledehari et al.| 2020 | A comprehensive study on FL, enabling technologies, protocols and applications | X | ✓ | ✓ | ✓ | X | X | Techniques, market implementations, and business models are explained with adoption of FL in detail | Smooth network infrastructure and concerns about fairness-related issues are not mentioned |
| Manman et al.   | 2021 | Adoption of blockchain in asynchronous FL, one-shot FL, and FL-as-a-Service (FLaAS) is presented | X | ✓ | ✓ | ✓ | X | X | Architecture of FL and recent deployments are presented properly | Application categorization, and detailed analysis is not presented |
| Zhang et al.    | 2021 | A review on Federated Learning                  | X | ✓ | ✓ | ✓ | X | X | Categorization of FL methods for solving heterogeneity, and privacy methods are discussed in detail | Application for privacy, access restrictions in HI are not presented |
| Zheng et al.    | 2021 | A review on applications of FL in smart cities  | ✓ | X | ✓ | ✓ | X | X | Reliable, real-world applications of FL are presented in context of smart cities | Categorization of FL and associated metrics is not considered |
| Pinzner et al.  | 2021 | The article surveys the background of FL learning and its integration with ML and DL algorithms in healthcare | X | ✓ | ✓ | ✓ | ✓ | X | Extensive discussion on FL datasets are considered and presented, along with the challenges of each dataset (in terms of data split and heterogeneity) is discussed | Security and privacy issues with FL aggregation are not presented |
| Przybico et al.| 2021 | The survey discusses the requirements of data-anonymity and security in FL-assisted healthcare | X | ✓ | ✓ | X | X | X | The survey highlights the security attacks like model inversion and membership attacks | The survey does not address the research challenges of hybrid non-IID features |
| Long et al.     | 2022 | The survey explores the issues and challenges in presenting an open healthcare setups | X | ✓ | X | X | X | X | Specific focus is given to privacy rules and its protection and ownership in healthcare domain | A use-case of privacy-preserving scheme in FL-based healthcare is not discussed |
| Joshi et al.    | 2022 | Key FL algorithms for distributed model setups, along with their applications are discussed | ✓ | ✓ | ✓ | X | X | X | FL tools, emerging frameworks, and data collection and preprocessing in FL is explicitly discussed | Security and privacy prospective of centralized and decentralized FL aggregation are not presented |
| Tedeschini et al.| 2022 | The survey analysis different FL techniques in real-time medical setups | ✓ | ✓ | X | X | ✓ | X | Network protocols for sensor-driven FL communication is presented, and novel frameworks of decentralized FL is discussed | The survey does not discuss the challenges of data heterogeneity, and focuses on pre-trained models and available datasets for segmentation purposes |
| Nguyen et al.   | 2022 | Recent advancements in FL for smart healthcare setups are discussed like resource-intensive FL, secure FL, and collaborative FL | X | ✓ | ✓ | ✓ | X | X | Novel solutions of FL designs, specifically resource-constrained FL networks, and blockchain-assisted FL is discussed | The survey does not discuss the security protocols to support the new FL networks |
| Proposed        | 2022 | An exhaustive review on emerging FL applications, architecture, use-cases, and case-study in HI applications | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | Addresses gaps in earlier surveys through discussion of FL in HI from security, application, and architecture viewpoints. The proposed survey presents an umbrella view of emergence of FL in HI applications | - |

Survey Parameters: 1. Solution Taxonomy, 2. FL classification, 3. FL schemes and frameworks, 4. Privacy consideration, 5. FL applications/deployments, 6. Accuracy Metrics.

In edge-based analytics, Hakak et al. [23] presented edge-assisted data analytics framework that uses FL, using user-generated data to re-train local ML models. They have proposed an efficient, personalized edge-based federal learning approach with the help of three modules, namely, the cloud Module, edge Module, and application Module. They have not categorized the impact of cyberattacks by an adversary on the given modules. Aledehari et al. [4] presented an overview of FL protocols, frameworks, various applications, benefits, and challenges. The authors have compared HI’s architectures, FL platforms, optimization techniques, and challenges. They discussed different FL use case scenarios, such as anomaly detection, drug discovery, and visual object detection. However, they have not presented fairness and smooth network orchestration related issues.
In smart cities and assisted infrastructures, Zheng et al. [25] discussed the key applications and latest results of FL. They presented a detailed analysis of FL’s application and its challenges in various fields like aviation, financial, insurance, medical privacy, drug development, wireless communication, and sensor-based deployments. Then, Yang et al. [22] presented an FL-based architecture and for business domains. The survey reviewed training and evaluation metrics of different FL verticals. Also, they have mentioned detailed descriptions of applications of FL in various business models. But, the proof-of-concept based solutions were not discussed.

Later, Weiss et al. [21] proposed a mobile application for the visually impaired with the help of ML algorithms. They have considered general object detection, specific object detection, depth and text extraction. They have proposed a detailed model that takes better care of individuals. However, they have not mentioned any architecture of FL, use-cases, privacy and security issues. Joshi et al. [26] discussed the potential of FL in healthcare, and explicitly presented FL algorithms like federated average (FedAvg), secured weighted association, and federated neural architecture search (FedNAS), with others. The FL topology is presented (placement of FL clients, and FL servers, and associated communication), and feature are engineered to support the requirements. Then, the survey shifted towards security viewpoint and discussed mechanisms like DP, secret key sharing, and secure multi-party communication (SMPC). Attack models and prevention are presented, and data and communication challenges are presented. Finally, a case-study of FL for chest X-rays for COVID-19 detection is proposed, and evaluation metrics are highlighted. Tedeschini et al. [27] proposed a survey of distributed FL in sensor-assisted medical setups. An FL architecture with IoT networking is proposed, that exploited the message queue telemetry transport protocol. As decentralized FL is presented, different consensus schemes like node FL, committee FL, and gossip protocols are presented. To validate the presented theory, the authors investigated the performance on a brain tumor segmentation problem, which is developed on the U-net model. Metrics like accuracy and latency in FL communication are evaluated, and discussed to realize the use-case performance in real local hospital setups. Authors in [24] presented various opportunities and challenges in the field of FL. The author has mentioned the adoption of blockchain in FL, asynchronous FL, one-shot FL, incentive mechanisms in FL, and FL-as-a-service (FLaaS). However, the detailed analysis and categorization of applications, security, architecture are not presented. Nguyen et al. [28] surveyed FL in Internet-of-Medical-Things (IoMT) setups, and studied the requirements of reliable client-server communication requirements. Advanced FL mechanisms in IoMT are discussed, which addresses the computational constraints of IoMT setups. Specifically, mechanisms like resource-aware FL, incentive FL, and privacy-enhanced FL are discussed. Training datasets to support the key mechanisms are explored, and the adoption of FL mechanisms in applicative use-cases like medical imaging, remote wellness monitoring, and COVID-19 diagnosis is presented. Finally, the security and non-IID issues in these use-cases are discussed, and future directions are presented.

Xu et al. [29] proposed a low-latency automatic modulation recognition mechanisms at the backdrop of 5G communication networks to improve the accuracy of the DL models. A temporal CNN network is initiated, where principal component analysis is applied and uniform samples are achieved to reduce the computational complexity, which makes the scheme viable for lightweight setups. Rieke et al. [14] presented a solution for future of digital health and discussed the emerging challenges and considerations. They presented the concept of precise medical care to improve analytics through FL for precision medicine and for improving medical care. The security aspects, however, were not discussed.

D. IDENTIFICATION OF GAPS

Most FL surveys in healthcare domain have discussed FL frameworks and the general functioning of the models. As discussed in subsection I-B, in HI, both the dual issues of responsive and accurate analytics along with security and privacy of data-sharing is crucial. The proposed survey addresses the need of HI systems, and presents architectures, frameworks, tools, and statistical and security discussions to justify the completeness issues in earlier surveys. To validate the claim, a case-study of FL adoption to electronic health records (EHR) is presented, named as FL-EHR. And its potential is discussed. Thus, the proposed survey would help researchers globally propose novel solutions with FL adoption in HI.

E. NOVELTY OF THE SURVEY

The motivation and novelty of the survey is presented as follows.

- In the existing literature, different FL-based surveys are presented that focuses on secured analytics, and protective models and learning parameters [30]. Other sets of surveys are directed towards adversarial ML model to analyze threats towards encryption and secured access to healthcare models [31]. Schemes that combine lightweight security modules in HI to address a large corpus of big data with concerns of privacy and confidentiality have been proposed [32], [33]. As security and privacy play an essential role for data in the biomedical space, there is a need to present an end-to-end FL based survey in healthcare, with the building blocks that address decentralized HI analytics with the secured exchange.

- The current state-of-the-art FL in HI is still in development phases. The survey presents the existing methodologies used for the security and privacy of data. We discuss the use-cases, FL frameworks, and potential challenges not addressed in earlier surveys.

F. SURVEY CONTRIBUTIONS

The contributions of the proposed survey are as follows.
We propose the basic fundamentals and technicalities of FL in HI, and presents the FL basics, the communication and security requirements of FL, and its adoption in HI through a high-level overview architecture of FL-assisted HI.

We discuss the statistical and security challenges of adopting FL in HI systems, with the limitations of centralized HI model. Based on the limitations, we present the different FL aggregation techniques that are applied to HI ecosystems.

We discuss the different application scenarios of FL with IoT-assisted healthcare networks, FL with DP, homomorphic-based FL solutions, cloud-based FL schemes in HI, and integration of FL with emerging communication networks like 5G and beyond (B5G) that orchestrates the networking requirements for HI.

A solution-taxonomy is presented of adoption of FL in HI, based on review methodology section that selectively bifurcates out existing literature in terms of the proposed research questions of the study.

A case-study named as FL-EHR is proposed that discusses a potential scheme of FL integration to collect EHR from different heterogeneous sources and form a resilient HI model that can be trained over local data sites.

Open issues and challenges of the FL-based healthcare architecture are also discussed, with emerging directions.

G. FLOW OF THE ARTICLE

The article is divided into ten sections. Section II discusses the survey methodology. Section III discusses the fundamentals and technicalities of FL in HI. Section IV discusses the challenges in adopting FL-based HI. Section V discusses the state-of-the-art HI architectures. Section VI presents the conceptual overview of the FL-based HI aggregation. Section VII presents the solution taxonomy of FL application scenarios. Section VIII presents the proposed FL-based HI architecture. Section IX discusses the proposed case study FL-EHR. Section X discusses the open issues and lessons learned, and finally, Section XI concludes the article with future works. FIGURE 2 shows the organization of the proposed survey.

II. SURVEY METHODOLOGY

The proposed survey on the adoption of FL in HI is designed based on the guidelines given by Kitchenham et al. [34], [35]. Based on this, the proposed study is divided into five possible stages/steps, such as Review plan, research questions identification, possible data sources, search criteria adopted, and the inclusion and exclusion criteria. The detailed description on the above-mentioned stages are described as follows.

A. REVIEW PLAN

The planning of the proposed survey was done systematically such as identification of possible research questions, identification of data sources, data collection, effective search strings/criteria, and inclusion and exclusion criteria for articles. To perform this study there is a need for some pre-planning. The identification of relevant publications, white papers, technical blogs, books, and other works in FL has been considered for this survey that proved helpful for the proposed survey.

B. RESEARCH QUESTIONS

TABLE 4 shows the possible research questions the authors have identified in carrying out the proposed survey along with their objectives.

C. DATA SOURCES

We have considered a broad number of reputed and trusted literature for writing a detailed survey on FL-based HI. We referred only standard digital libraries and databases like IEEEXPLORE, Springer, ACM, Science Direct (Elsevier), ACM digital library, IET, Wiley online library, etc. Electronic data sources are also recommended for the literature survey, such as patents, related books, articles, technical reports, and technical blogs.

D. SEARCH CRITERIA

In the proposed survey, we explored related articles using the search criteria with keywords “Federated Learning”, “Federated Learning in Healthcare”, “Federated Learning in Healthcare Informatics”, “Need for Healthcare Informatics”, “Security issues in Federated Learning-based Healthcare Informatics” and other related keywords. FIGURE 3 shows the possible search strings used to explore the existing literature. We have majorly considered the papers that provide a survey on FL model as well as the centralized model in HI. Online references were also taken into consideration for better understanding.

E. INCLUSION AND EXCLUSION

After getting many papers, the papers that were relevant to the topic (by analyzing title, abstract, introduction, and conclusion) were only considered. The papers that included an introduction to FL and a centralized system and which have the same topic were taken into consideration. To make the survey interactive and effective, we preferred to include recent papers of the year 2021, 2022, and early access articles. For wider coverage and scope, we also considered tutorial approach articles, technical reports, patents, and other related materials. The filtering of papers and articles are based on the parameters mentioned above. Finally, we identified and focused on some papers having good citations.

III. FL-HI: FUNDAMENTALS AND TECHNICALITIES

In this section, we present the technicalities of FL and its convergence to HI. We begin the discussion with basic concepts of HI, and the requirements of HI, with the integration of FL-based HI. We present the requirement to adopt FL in HI
networks, and discuss the FL training process. Next, we discuss the communication and security requirements to set up FL in HI ecosystems. Next, we present a high level system design of different use-cases where FL fits in the healthcare domain. Finally, we discuss the training frameworks of FL. The details are presented as follows.

### A. HI: Basic Concepts

Earlier, medical data was only limited to a particular institution. With more raw data, more accuracy, precision, and higher efficiency can be calculated. Earlier, in the centralized model, the sharing of the model was not there. Hence, lesser knowledge was there, resulting in lesser precision in the...
model due to lesser input data. But, with HI, storage of data digitally is possible as a result of which shared users can use these large voluminous data and models can be made precise due to it as well as data can be obtained to remote users [36]. Much knowledge can be obtained from these data stored in EHR. Due to a large number of data, available doctors can obtain more knowledge with higher efficiency.

The integration of healthcare with technology gives rise to HI. According to Iyengar et al. [37], the relevance of healthcare and life sciences on information technology has been since 1950. Due to the digitization of healthcare faster, privacy-preserving and precise models can be made which are useful to both doctors and patients. For the protection of privacy and security, regulatory compliance requirements, such as the US health insurance portability and accountability act and EU GDPR, are working at various stages [37].

B. NEED FOR HI

Nowadays, a massive amount of medical data is generated from several medical institutions, patients, and healthcare professionals. But, it can be difficult to share this medical data of patients among different healthcare centres. For example, suppose there is an emergency regarding the patient’s health and healthcare professionals need to share their health history with another hospital to get the advice of an expert. In that case, this leads to the need for HI. With the help of HI, data related to the patient’s health history can be accessed across multiple healthcare centres using FL. An FL model is used to overcome the privacy and security issues while sharing the patient’s sensitive data among multiple users [38].

As FL applied with HI ensures that patients’ medical data is kept locally with the users, trained models from the local server can be transferred to the cloud to process the model further while preserving the sensitive data at the local server. Therefore, HI enables remote access of sensitive data across multiple hospitals digitally. Still, if it is applied with FL, then patients sensitive data can be secured by keeping it at the local server [39].

C. FL: BASICS

The convergence of healthcare 5.0 with AI has disrupted innovations in medical analysis, particularly in the way of data handling and distribution. Thus, healthcare analytics have become a separate domain of study, where different solutions of ML, and deep learning (DL) based analytics are presented [40]. Modern DL requires curated and big data sets to achieve accuracy and fairness. For example, a DL-based tumour detection algorithm requires a large database where the entire spectrum of possible tumour anatomy and input types should be present. The challenge of data collections, and heterogeneous data formats, often form a roadblock to collecting massive data to meet the DL model requirements. Moreover, with rising privacy concerns, the data has highly sensitive attributes and requires proper data anonymization techniques before the public release of datasets. Thus, the collection of datasets requires time, effort, and medical resources, and have low business impact value, if the models are not fine-tuned to meet the dataset requirements.

To address these challenges, recently, FL is an emerging paradigm that provides solutions for data governance and maintains the privacy of training models as data exchange is not required. FL forms a consensus-based model training, where the local datasets are trained on mobile devices, or edge nodes, and thus data remains safe within organizational boundaries. It is generally based on the traditional machine learning model, but it works on the principle that the data generated from multiple devices must be secure using a decentralized architecture. Once data is trained, the parameters and local gradients are transferred, and the process is iterated to improve accuracy. Each device has its local copy of training data in FL, which they use to train the model locally. Then, the trained models from local nodes are sent to the cloud to process the models further and get a single model out of it.

Thus, a successful FL model can preserve the sensitive patient information identifiers, and optimally customize the model parameters according to data distribution, level of access, and patient requirements. However, FL models are faced with the challenge of optimal progression of the model accuracy, without sacrificing the privacy of the data. FL also handles the issue of expensive centralized training and communication bottlenecks on the central server that handles the analytics. FL is thus suitable for resource-constrained healthcare Internet-of-Things (IIoT) setups, as data collected through sensor nodes for different users can have high non-IID, and thus traditional ML and DL models would render ineffective on such data distributions.

An interesting use-case of FL to collaboratively train a model across different mobile devices was proposed by McMahan et al. [41], where the federated averaging (FedAvg) algorithm is proposed. In FedAvg, the clients, or local nodes, independently train the local data via deep neural networks and average the values. A particular use-case of the FedAvg algorithm is the GBoard word prediction in mobile devices. The challenge is to optimize the uploading and downloading of data between local nodes and global servers, and thus researchers have proposed solutions that optimize the communication requirements, which reduces the potential overheads. For example, Wang et al. [42] proposed a network control algorithm that dynamically changes the number of local updates before the model uploads, and forms
a resource tradeoff condition between computing power and network usage bandwidth. Sattler et al. [43] proposed a sparse binary compression algorithm after the model is learned, and sends the compressed gradients to global models to preserve bandwidth.

1) FL TRAINING PROCESS
FL follows the distributed ML training approach, where the direct data sharing with the global cloud healthcare server is not shared. Instead, periodic updates from local mobile devices (edge nodes, gateways, or local mobile with real-time monitoring applications) is shared to the healthcare cloud server. From the $N$ different clients, we share the data periodically through a local aggregation process, and the global model parameters are updated. FIGURE 4 depicts the high-level overview of the FL training process. The entire FL training process can be divided into four phases, which are depicted as follows.

![FL training process](image)

**FIGURE 4. FL training process.**

1) **PHASE 1: Global model initiation**- In this phase, the initial setup parameters $C_p$, and the global model $G_m$ is fixed. Now, the global healthcare server $G_i$ decides on the number of local nodes to which it would communicate the information $\{C_p, G_m\}, G_s$, then broadcasts the information to all $n$ local clients $\{C_1, C_2, \ldots, C_n\}$ to participate in the collaborative training process. All $C_n$ now download $\{C_p, G_m\}$ from $G_i$, based on the networking channel statistics. Thus, in FL, the global updates might be propagated to local nodes at different time instants, depending on the communication channel specifics.

2) **PHASE 2: Local model updates** - Each participant $C_n$ generates a local model $L_m$, with local parameters $L_p$, based on the local data distribution, specifics, and privacy requirements of the patients. Once $C_n$ downloads $\{C_p, G_m\}$, it updates its own local parameters as $L^0_p$, which indicates the first iteration update. Consequently, the process is iterated $k$ times, and the local update of $L_p$ after $k$ iterations, is defined as $L^k_p$. The parameter updates are fine-tuned to minimize the local loss function $\min(F(L_p))$. The local loss function after $k$ iteration can be defined as $\min(F(L^k_p))$. The local models are then shared with the global server $G_i$ through an secured aggregation policy.

3) **PHASE 3: Local model aggregation**- For aggregation of $L_p$, different algorithms like FedAvg [41], federated learning with personalization layer (FedPer) [44], federated learning with matched averaging (FedMA) [45], and federated distance (FedDist) [46] are proposed. In FedAvg algorithm, every local client $C_n$ initializes a random neural network on local device in terms of local weights, layers, and neuron sets. When the on-device training is completed, the local model weights, denoted by $W(L_m)$ are communicated to $G_i$. The aggregation principle is based on weighted average, and thus is biased towards clients with more data, as they influence the global model. To address this limitation, FedPer is proposed, where every $C_n$ sends the neural base layers to $G_i$, and retains the specifics of other layers. The reason of communicating only the neural base layers is trivial, as they represent the representational learning. Higher layer are more shifted towards decision specifics, and thus are not required by $G_i$. FedPer achieves more accuracy on distributed and non-IID data, but is limited that $G_i$ might make a partial decision to favour any local $C_k$. Another approach is FedMA, which constructs a global shared model based on averaging values of hidden layers (convolutional layers, hidden states, and connected layer weights). FedMA is specifically useful on real-world datasets, and reduces the computational overheads. Finally, FedDist model computes the distance between neurons with similar features. The algorithm also identifies diverging neurons based on euclidean distance, and is suitable for sparse data, in which specific features are captured in small subsets, or data points.

4) **PHASE 4: Global model aggregation**- After $G_i$ receives $L_p$ from local participants based on a chosen aggregation strategy, it performs the computations to update the global model $G_m$. The updates are re-shared again with the local $C_k$, until the model reaches a convergence, and the global loss function is minimized. The global loss function, denoted by $G^k_w$ is presented as follows.

$$\min f(G_i) = \sum_{i=1}^{k} Q_k F_k(w) \tag{1}$$

where $k$ is the total local participants, and $Q_k \geq 0$ is the relative impact of local participants on $G_m$, with the constraint $\sum_k Q_k = 1$. $F_k(w)$ denotes the expected loss in prediction values of the local sample inputs for any $k^{th}$ local node. As any $C_k$ is assumed to have $q$ local samples $s_q$, thus $k = \sum_q s_q$. Overall, the relative impact of any $C_k$ on $G_m$ is denoted as $I_k = F_k(w)/q$. 
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2) COMMUNICATION AND SECURITY REQUIREMENTS

In this section, we discuss the impact of communication and security schemes in the FL process. The details are presented as follows.

1) Communication Requirements- In healthcare IoT setups, effective FL schemes are required to communicate data over a communication network, with the desired properties of low power and resource consumption. Thus, constrained FL schemes require optimization in both local computations, aggregation, and the final global computations. The local device performance over low-powered channels (ZigBee, 6LowPAN, and Bluetooth) mainly depends on the size of local datasets, the available energy, and local computational resources (CPU and I/O requirements). In the same direction, the energy consumption by a local device that operates at frequency $f$, with dataset of size $C$, and performs $k$ local iterations is given by Khan et al. [47] as follows.

$$E_l = k(\alpha \xi C f^2)$$

(2)

where $E_l$ denotes the energy requirements of any $p^{th}$ local node, $\alpha$, and $\xi$ are CPU and I/O dependent parameters, based on cycle rates required to process $C$. The local computation model time $T_l$ is then presented as follows.

$$T_l = k(\frac{\xi C}{f})$$

(3)

From the presented equations, there is an associated trade-off between the minimization of local model computation time and the energy requirements. As accuracy is a prime requirement in analytics, the dataset size becomes a dominant factor that drives $T_l$. Thus, fixed-sized datasets are generally preferred, so that the operating frequency $f$ can be controlled to minimize $E_l$. However, there is a significant heterogeneity in the models, datasets, and resources, and thus a unified condition which optimizes all the parameters is difficult. Thus, authors in [48] presented the notion of relative local accuracy, denoted by $\omega$, that shows that small values of $\omega$ have better local accuracy.

Once the learning parameters are aggregated, they are sent to the global model. The transfer time would depend on the channel access scheme, and the available radio link. Considering the uplink frequency as $f_u$, and the channel capacity as $C$, then the time taken to communicate the local model parameters of size $d$ is presented as follows.

$$G_l = \sum_{l \in k}(df_u/C)$$

(4)

where $G_l$ denotes the communication time to the global model, $I$ is the iteration steps (converging towards the $k^{th}$ step, and $d$ is the distance parameter. The energy consumption, denoted by $E_G$ would depend on the transmitting power $P_t$, and is given as follows.

$$E_G = \sum_{l \in k}(dP_t/f_uC)$$

(5)

2) Security Requirements- In FL schemes, security and privacy is of paramount importance. It is specifically more important in case of healthcare setups. However, FL assures privacy as data is trained locally, but still it suffers from different security concerns. In case the end-device and aggregation server exhibit a malicious behavior, then the local learning would be compromised. Thus, Nasr et al. [49] propose addition of noise to local learning models before sending the local parameters to the aggregation server. The scheme assures a local DP, and introduces the local data from $p$ local participants, based on Gaussian and Laplace mechanisms. In Laplace mechanism, we add local noise based on Laplace distribution to the local datasets, however, it reduces the overall sanctity of the data. Another approach involves addition of DP based on exponential distribution, where the local learning model updates are mapped to an exponential distribution. Exponential distribution performs significantly better than Laplace forms. Similarly, the dataset may be mapped with a Gaussian distribution. As Gaussian distribution is additive, it has significant benefits of simple analytics. The addition of noise generally improves the data privacy, but accuracy is generally compromised. Thus, there exists a tradeoff and convergence between privacy preservation and noise addition to the local models.

Another approach is through SMPC scheme, that encodes the local models. SMPC assures a cryptographic primitive that distributes a computation among multiple local nodes, where each local party is not able to see other local data, but each party jointly computes the security function based on send inputs. Thus, an adversary outside the SMPC ecosystem, would not be able to reconstruct the security function, as the initial and the partial computation conditions are not known. SMPC incurs high communication overheads, and might not be useful for high-privacy setups. In such cases, a hybrid approach that combines adding noise and SMPC is generally preferred. Another approach is usage of lightweight security paradigms to secure the local devices an the assisted network setups. Lightweight authentication and access schemes should be designed that can authenticate and verify the updates at the aggregator node setups is important. Moreover, communication of encrypted learning updates to aggregation model should be supported with edge resource setups. A proper tradeoff is required between scheme performance and the security overheads to address the resource requirements of the healthcare ecosystems.
D. ADOPTION OF FL IN HI

In 1996, the US congress formulated the HIPAA guideline for EHR storage [36]. HI is an emerging field in which all the records are maintained digitally. By 2007, EHRs which are initiated in Finland which were supposed to be fully functioning [36]. Australia is also taking steps towards EHR maintenance [36]. With digitization, the threat to security and privacy arises. If any violations are observed in security and privacy, then a maximum of ten years of jail sentence with a penalty of $ 250,000 is given [36].

With FL, these risks can be reduced to a great extend as FL provides a solution to the security and privacy questions of the users. With methods like HE, DP in FL models, users’ data is much more secure. Furthermore, with emerging wireless technologies, such as B5G, the latency in communication models have significantly decreased. With FL, precision can be increased as more raw data is available, so a more precise model can be made, which can help doctors and medical staff predict diseases more accurately. The FL healthcare model is divided into three basic layers:

- **Data Layer**: The data Layer is the first layer where the data is collected from various sources like patients, previous medical history, any recommendations, and the suggestions of doctors, nurses, etc. This data is trained into the individual model.
- **Integration Layer**: The individual models are concerted into local models, and various local gradients are computed in this layer. These local servers then aggregate the local data. Technologies like fourth generation (4G), 5G, and 6G can be used for better communication.
- **Analytical Layer**: The main server uses this aggregated gradient and converts it into a global model. The updates are also commuted when the clients send them.

According to the FL-based healthcare framework proposed by Vaid et al. [50], the central server initialized the main model by using random parameters. This model is sent to each client for updates and was trained for one epoch. Again, this model was sent to the main server and with an updated model for many epochs and from aggregator sent to various clients. In this way, the cycle is repeated many times.
E. HIGH LEVEL OVERVIEW OF FL-BASED HI

In this section, we present a high-level overview of FL-enabled healthcare architectures. FIGURE 5 presents the architecture design. At the lowest layer, we assume a medical data collection setup, where healthcare data is collected from primary setups, like wireless body area networks (WBAN), HIoT setups, and others. A secondary setup source would be recording the EHRs and personal health record (PHR) indicators. In the data collection process, we assume that the local nodes (or end-devices), collect data based on specific learning criteria. Once data is collected, we go through the data cleaning process, where missing data, outliers, and other values are added. Data collection follows a data transformation phase, that aligns the data according to the requirements of the learning model. After the data is cleaned, the end users, or healthcare users, may specify specific privacy constraints so that external linkage attacks are not possible. Sensitive attributes are hidden, and data specification phase builds the data according to the model required for learning. Thus, at local nodes, data is customized to meet the model requirements. The local datasets can be trained through different models (step 1) like feed-forward neural networks, convolutional neural networks (CNNs), support vector machines (SVM) classifiers. In case we require data analysis over a time-period, where data distribution follows a time-series, long-short term memory (LSTM) is a viable choice.

Once the data is trained through local learning model, the models are required to be compressed, and data quantization takes place (step 2). As model results are bulky in resource-constrained healthcare setups, a compressed model sent over the network would save space, as well as reduce the transmission time. For compression, normally, lossy FL models are preferred. For quantization, both the local and the global updates are effectively quantized via stochastic gradient descent (SGD), or gradient quantization and encoding (QSGD) schemes before sending to the aggregator node. Another quantization models proposed includes subtractive dithered lattice quantization, hexagonal lattice quantization, that performs better with lossy compressions. The amount of compression and quantization would depend on the network characteristics, and the resource banks at the disposal of the local nodes.

Once quantization and compression is complete, effective encryption and channel coding mechanisms are employed (step 3). As indicated, we can preserve privacy of healthcare data through SMPC scheme. A popular encryption technique employed in FL, HE, allows encryption between nodes where computations are performed without the requirement of decryption of the data. Once the data is encrypted, and finally when decrypted, it would produce the identical forms of the operations that are carried on the data itself. Thus, HE allows security and privacy of the data between multiple local nodes. It allows effective data sharing, with less computational overheads, and thus is useful for predictive analysis in healthcare setups. It also allows the data sent to the aggregation server to perform model updates. However, HE adds exponentiation overheads, which are complex operations. In case a large amount of data is encrypted, HE requires high network resources for transmission. A lightweight scheme, BatchCrypt, is proposed by Zhang et al. [51] that allows encryption on a batch of quantized gradients. In this case, a gradient-wise aggregation policy is designed at the aggregation server, and it combines both the quantization and encryption steps to improve on the communication requirements. BatchCrypt has the ability that preserves the quality of the aggregated model over cross-domain FL models. Once encryption is completed, channel coding is done that converts the data to be sent over communication medium. Normally, in wireless setups, channel coding should be designed with low latency principle. Different channel coding schemes are designed, like shortblock length codes that are designed specifically for shorter packets, and useful for fourth generation-long term evolution (4G-LTE), or 5G-ultra-reliable low-latency communications (5G-uRLLC) networks. Another specific schemes include low-density parity check schemes (LDPC), preferred in 5G networks, or 6G-uRLLC service. LDPC allows less errors while transmission [52]. Turbo codes are also specifically used along-with convolutional and polar coding schemes.

Once channel coding is completed, the updates are communicated to the aggregation server through a communication endpoint, that normally forms the basic networking stack for communication. For aggregation of data, we prefer the edge servers and cloud servers, so that they can address the resource requirements of the global server (step 4). To form trusted FL scheme, blockchain-based aggregation is a preferred choice, that allows local miners to add the data post verification to local mining pool [53]. Another schemes for aggregation includes FedAvg, or the FedMA approaches. Once data is aggregated, a blockchain-consensus scheme is executed to update the block proposal. Once block proposal is updated, the global model aggregation takes place, and the results are communicated to the final model (step 5). The final model is updated with the trusted local model learning updates, and the process is re-iterated till the convergence of final model is reached, and global model loss is minimized. Finally, the results of the model are communicated to different healthcare stakeholders like drug companies, research labs, hospitals, vaccine stakeholders, and patient EHRs/PHRs (step 6). The advantage of distributed aggregation is that it is secure against attacks of centralized aggregation, where the aggregation server might fail due to denial-of-service attacks on the server [54]. Moreover, centralized servers suffer from high-end latency, and computational bottlenecks, which is alleviated in the distributed approach. The only limitation is the computational complexity of the blockchain-mining process, as it involves a consensus algorithm for adding the block to the global chain. In such cases, effective low-powered consensus, and mining strategies are required to address the scalability of node additions.
F. SCHEMES AND FRAMEWORKS OF FL-HI

In this subsection, we present the different FL schemes applicable in healthcare ecosystems. Mainly, the FL schemes are designed based on two challenges: the statistical heterogeneity of local nodes, and the computational resource requirements of communicating the updates to the global server. Next, we present the different frameworks that are used for designing the FL schemes. The details are presented as follows.

1) FL SCHEMES

In this subsection, we present the different FL schemes applicable in healthcare ecosystems. As depicted, the goal of FL is to minimize the global loss function, where we consider the global model weights, and the local nodes as participants to the FL model update. A normal SGD update would require one communication round to update one local node, and thus it takes a long time for the global model to converge the results. Thus, a variant of SGD algorithm, federated SGD is normally employed, where all the end-devices compute a gradient \( \eta_t = \nabla F_n(w) \), where \( F_n \) is the \( n^{th} \) round function, and is based on local datasets, and aggregate the update in a single round \( u_t \). The next round, denoted by \( u_{t+1} \) is mapped to \( u_t \) as \( u_{t+1} \rightarrow u_t \sum_{i=1}^{N} k_i \eta_n \). Federated SGD improves the performance of local SGD by reducing the number of iterations for global model convergence. Another approach, FedAvg [41] involves a simple average on the local models at the aggregation server, and are particularly suitable for heterogeneous datasets. FedAvg tunes the local hyper-parameters so that the learning rate of the global model improves. However, with more local iterations, the model might get stuck at local minima, and convergence takes more time. Moreover, with higher learning rate would cause local models to not complete its learning in specified time, and thus, many local models are not able to participate in the collaborative learning process, that induces a biasness in the learning rate. A better approach was proposed in FedProx [55], that adds a local proximal term to the local loss function of the FedAvg model, which is defined as follows.

\[
\min_w q_{\mu}(\omega, \omega') = F_n(w) + \frac{\mu}{2||\omega - \omega'||^2}
\]  

The proximal term \( \omega \) handles the statistical heterogeneity of the local updates in a better manner, and thus less impact is on the model learning rate. At given time instant \( t \), \( w \) denotes the model weights, and \( \mu \) is the statistical variance.

Existing literature on FL schemes are presented as follows. Han et al. [56] investigated a robust zero-watermarking scheme based on federated learning for securing the healthcare data. Then, the edge-assisted healthcare framework is discussed for data analytics using FL in [23]. It majorly focuses on facilitating privacy in the system. Then, the authors in [57] explored the PFL-IU, a privacy-preserving FL scheme with irrelevant updates in E-healthcare applications to ensure the accuracy and robustness in the system.

Then, Li et al. [58] also discussed ADDetector, a privacy-preserving FL scheme to preserve the integrity of user’s data. Later, Thwal et al. [59] presented an FL scheme combined with a DL approach in maintaining the healthcare system and its privacy efficiently. Then, the authors in [60] designed an FL-based dynamic contract mechanism to ensure the user’s efficient participation and privacy in the healthcare system. Later, the authors in [61] presented an FL learning scheme combined with deep learning to mitigate the data integrity issues of the proposed scheme in [59] to preserve the data integrity and privacy in IoT-enabled healthcare systems using a secure access control mechanism.

2) FEDERATED LEARNING FRAMEWORKS

Now, we present the different frameworks for implementation of FL over healthcare setups.

1) PySyft [62]: PySyft is a framework designed in Python language and is based on PyTorch native interface. It assures that local learning is encrypted through SMPC and HE. Moreover, the users can include noise in the local datasets, and thus has variants to include DP. In PySyft, we include the local nodes as virtual machines, and a pointer tensor is used to locate the stored datasets.

2) FedML [63]: FedML is another framework that uses an application programming interface (API)-based library calls to implement FL. It is open-source, and uses FedML-core, that performs the operations of model training, and uses distributed remote procedure call (RPC) communication to send the updates to the aggregation server. Low-level API calls are made by the communication module between local clients and server, and the training module is implemented through PyTorch. It also provides a topology manager setup that allows the design of FL topologies and implement the communication model between the nodes.

3) TensorFlow Federated (TFF) [64]: TFF, presented by Google, is an open source framework, that can be used to train machine learning models on different datasets. For FL learning, TFF has introduced a FL-core API library, that provides an interface to make high-level calls to the local training models from the global models.

4) LEAF [65]: A specifically designed FL framework to support a variety of FL applications like meta-learning, multi-learning for different heterogeneous datasets. In LEAF, we can include open-source datasets like modified national institute of standards and technology (MNIST), anadian institute for advanced research (CIFAR), and many others, and also have a provision to make our own synthetic FL dataset. LEAF provides ready-made implementations of different FL aggregation algorithms like SGD, Federated SGD, FedAvg, and minibatch SGD. It allows ready-made call APIs to support the global learning, and improves the rate through defined set of hyperparameter tuning interface.
5) Paddle FL [66]: An open-source framework, PaddleFL, is used to offer FL implementations to support different verticals like IoT, computer vision libraries, natural language processing, with specific implementation of transfer and multi-task learning. FL allows job-scheduling and large scale distributed learning, powered by Kubernetes, and allows full stack development options.

6) OpenFed [67]: A comprehensive novel FL framework, OpenFed, is based on PyTorch, and provides an excellent FL toolkit, with rich libraries, and topology design. OpenFed allows automatic topology selection, with the power to decompose an entire FL scenario into individual atomic units. The framework can implement standard FL algorithms with rich configuration possibilities like partial-activation of local client nodes, sampling and dataset partition, and non-IID distribution. It allows the validation of different frameworks, and have third-party integration to other FL frameworks. It includes algorithms like SGD, FedAvg, with data augmentation, and local early stopping.

IV. CHALLENGES OF ADOPTING FL-BASED HI
In this section, we present the statistical and security challenges of adopting FL in HI. The details are presented as follows.

A. STATISTICAL CHALLENGES IN FL-ENABLED HI
As systems in FL learning are distributed and heterogeneous, each system’s resources and computational capabilities vary, owing to the different usage of the CPU, memory, and I/O. Moreover, every system is connected through different networking links, and thus the communication latency varies. Due to this heterogeneity, the learning rate varies on other nodes, and some nodes might experience drop-outs at different learning iterations. This results in an inconsistent state of learning models, which levels up the data inconsistency. In healthcare setups, the sensor devices generate high quantities, and the data collection is not homogeneous. Thus, the collected data is non-identical, redundant, and inconsistent. Coupled with system capabilities, the problem further intensifies, and therefore the underlying statistical context while the learning models from the prediction tasks vary significantly.

The collected data points among the distributed nodes in terms of structure, labels, and distributions also differ. Thus, even the consistent global model, which the global model downloads, differs due to statistical differences on local nodes. The underlying statistical structure and associated distributions are not identical, which magnifies the model’s complexity. Thus, empirical results and gradients might differ, and meta-learning is a preferred approach in such cases. A more native solution for better personalization results is a uniform computational device setup and device setup among local nodes.

To address the statistical heterogeneity issues, two techniques, meta-learning and multitask learning, are proposed by researchers. The FL framework is optimized in multitask learning to allow personalization through separate learning models, but the representation is a shared instance. The technique is proposed in Smith et al. [68], in which the authors designed a MOCHA framework that guarantees convergence for small FL networks. Once scaled to large networks, the problem is non-convex. Other approaches use a meta-learning framework that improves the learning rate through the multitask information through models like vanilla FedAvg, which averages the uneven distributions. Another approach is proposed by authors in [69], that uses agonistic FL, that exploits a min-max optimization on a centralized model for a given target distribution. The approach could be modelled with schemes like q-FFL [70], in which the nodes that suffer more losses are provided with some extra relative weight so that the overall variance is limited. However, the approach is not viable in case of high faults in systems, and in such cases, a local optimization solver is required. To improve the performance of FedAvg, a new model FedProx is proposed [71]. The idea is to improve the FedAvg through the underlying concept of dropping extreme values due to system and statistical constraints. In FedProx, a local partial update is performed across multiple devices that fine-tunes the local epochs. Moreover, the local updates are restricted in boundary conditions, and thus the model behaves under defined bound-box only. FedProx can be further combined with convex and uniform bounded gradients model, which heuristically models the statistical heterogeneity. However, the approaches increase the computational burden on the server, as resources like network bandwidth are greatly consumed. In such cases, auxiliary data can be prefetched through proxy servers to model the network latency. In medical scenarios, recent frameworks like federated AI technology enabler (FATE) is developed as an open source project by WeBank’s AI organization. In FATE, big data analytics is integrated with privacy regulations to instill high operational performance in medical systems. Another practical framework is Clara software defined kit (SDK), which is released by NVIDIA edge AI platforms. In CLARA, collaborative node learning and training is carried out seamlessly to train the weights of the global model. To reduce the computational constraints, the partial model weights are shared with global model. This step also prevents the model inversion attacks on the medical ecosystems.

B. SECURITY CHALLENGES IN FL-ENABLED HI
Security in HI plays a significant role as privacy and integrity of data of users should be maintained. Existing methods for security include various technologies like blockchain, cryptographic primitives, biometrics any many more. Dwivedi et al. [36] proposed a security preserving framework which is a combination of biometrics, public key infrastructure, and smartcard technologies for a secure healthcare system. Public key infrastructure is a cryptographic method for encryption and decryption of data, whereas biometrics are the physical or behavioral traits of humans for their identification like fingerprints [36].
Moosavi et al. [72] has proposed a system for mobility enabled healthcare IoT systems for authorization and authentication of data using smart gateways. Hölbl et al. [73] reviewed blockchain methods for security in healthcare. The use of blockchain is rapidly increasing as sharing and management of data becomes very easy. Bodkhe et al. [74] surveyed the use-cases of blockchain in Healthcare 4.0, specifically in the management of volumetric health record data, and presented schemes to store the data into timestamped ledgers. A reference architecture of blockchain-based electronic record management system is presented, and open challenges of storage in terms of data inconsistency, record fragmentation, and security issues are discussed. Sun et al. [75] has proposed privacy and security preserving framework using cryptography which provides data integrity, privacy, access control, and accountability, and existing wireless network construction, which provides rapid retrieval of data.

FL brings privacy-preservation in HI, however, schemes are required to be aligned to be computationally applicable in resource-constrained ecosystems, energy-efficient, with low communication overhead. Privacy preservation requires two categories of privacy, one that addresses the privacy of the global updates, and one that addresses for the local updates. For the same, approaches like SMPC [76], and DP models [77] are designed. SMPC allows the federated nodes to calculate a joint function over their private data, and thus the adversary is not able to intercept the communication data. In DP, a noise function is generally added to the data, so the explicit and sensitive healthcare identifiers of patients are not exposed. In the same regard, $k$-anonymity models are designed, that links to specific data which can be mapped to $k$ persons. Hence, it is not explicitly linked to a given patient. In FL, a secure aggregation technique is generally applied to guarantee low training loss and high privacy guarantees. The selection of effective hyperparameters simplifies the task and increases the accuracy of the local model. Authors in [78] proposed a local differential private algorithm with meta learning, that improves the personalization of the FL model. With DP, effective compression techniques are require that reduces the communication overheads, which is suitable to applications like IoT, vehicular networks [79], and healthcare setups.

V. STATE-OF-THE-ART HI ARCHITECTURE

This section explains the existing centralized healthcare architecture and its loopholes. It also depicts the comparative analysis of state-of-the-art FL-based centralized healthcare models. FIGURE 6 shows the traditional centralized HI model with three working layers such as physical, communication, and prediction layers. At the physical layer, sensors collect the person’s healthcare information like body...
temperature, sleep schedule, BP sensors, oxygen level, and so on. Researchers globally have proposed lightweight cryptographic mechanisms to secure the data access, and proposed effective data authorization mechanisms like signcryption mechanisms to reduce the computational constraints on the physical setups [85]. The data is then passed to the centralized intelligence server via an ultra-reliable low-latency wireless communication channel. The server then predicts the disease using various ML-based prediction models such as decision trees, random forest, and SVM, which sends back prediction results to the user for appropriate precautions [86]. The overall data of the physical layer reaches the mobile application, where the user can observe their data.

The communication layer transfers the data collected from the physical layer to the centralized server via a wireless communication channel faster. Here, various encryption standard protocols like data encryption standard (DES), advanced encryption standard (AES) and symmetric/asymmetric cryptographic algorithms are used to establish secure communication and prevent data leakage.

At the centralized server, the collected data is analyzed and predicted its accuracy using various ML algorithms such as artificial neural network (ANN), CNN, SVM, and many more. These models predict the type of disease the user is suffering from or any abnormal situations. The results are then passed to the user application so that they can view it.

TABLE 5 shows the comparative analysis of the centralized intelligence and FL models in healthcare.

A. ISSUES IN CENTRALIZED INTELLIGENCE MODELS

1) NETWORK CONNECTIVITY
In the traditional architecture, if a node loses its connection with the centralized intelligence server, the entire prediction model will fail as there is only one central server. Due to connectivity issues, if any node from the model loses its connection with the centralized intelligence server, it is not possible to retrieve the information. This results in an inaccurate finding due to a shortage of data. The model’s requirement in healthcare needs to be highly precise and accurate, as doctors use them directly for diagnosis. For instance, in the smart healthcare system, the data from wearable devices do not reach the main server in connectivity issues. This leads to a fall in prediction accuracy, which is due to the loss of vital information.

2) CENTRALIZED NODE FAILURE
In a centralized model, if any failure occurs at the server node and no backup is available, which is the biggest limitation of the centralized model. Huge and voluminous EHRs are stored at the server and its failure can create severe issues, as EHRs can be lost due to failure at the server node. For instance, if the server node of any centralized model fails, the whole system becomes useless as, without the central server, no further processing can be done.

3) SERVER MAINTENANCE
The timely maintenance of a centralized server is essential as a plethora of data needs to be updated regularly for greater efficiency. But, in centralized servers, the maintenance becomes complex and tedious, which requires time, during which the server is occupied and cannot be used for other works. Thus, it creates a situation where the server cannot be used and the model becomes ideal for the time during which maintenance occurs.

4) COMMUNICATION
In a centralized intelligence model, there is no sharing of data between clients for efficient processing. Whereas, in FL, the model is trained with different data models aggregated to the cloud server, which has a wide variety of medical data and higher precision can be obtained. Doctors can also share their data with different healthcare centres to increase their model’s accuracy as varied data is obtained. As discussed above, the data cannot be shared or distributed in a centralized intelligence model, resulting in no significant improvement. After a certain limit, the cost/benefit ratio becomes less than 1 in the server node despite upgrading hardware and software requirements of the server node [8].

5) SYSTEM SCALABILITY
With a centralized intelligence system, reliability cannot be achieved due to a limited number of connected resources, limiting the exchange of data. Thus, it also reduces the overall system’s precision. With more resources, the cost of the system is increased, which restricts its scalability.

6) PRIVACY AND SECURITY
Privacy of medical data is of utmost importance, as it contains sensitive information such as the personal details of an individual, which requires high security. With time, the exponential increase in healthcare data breaches raises severe security concerns for patient data. In centralized systems, the data breaches can easily be launched at the central server, which reduces its privacy and security. This can be achieved with the inclusion of FL concept along with HE, cryptographic primitives, and data DP. Attacks like data and model poisoning can easily occur in a centralized intelligence system. Further, FL uses data from the various localized models in encrypted form to obtain the optimal solution.

7) NETWORK LATENCY
Latency is also one of the major issues for centralized intelligence systems. The far nodes tend to have high latency, which decreases the overall efficiency of the system. In FL, the latency problem does not happen as the models are trained locally and then aggregated with the centralized model. In medical space, a time delay can result in fatal results, during which the server is occupied and cannot be used for other works. Thus, it creates a situation where the model cannot be used and the model becomes ideal for the time during which the server is occupied.
TABLE 5. Comparative analysis of various centralized intelligence and FL models in healthcare.

| Technique       | Author               | Year | Objective                                                                 | 1 | 2 | 3 | 4 | 5 |
|-----------------|----------------------|------|---------------------------------------------------------------------------|---|---|---|---|---|
| Centralized intelligence | Pirnejad et al. [80] | 2007 | Reviewed challenges, strategies and complexities involved in building an inter-organizational communication network in healthcare with centralized and decentralized approaches | N | N | Y | N | N |
| Centralized intelligence | Kierkegaard et al. [81] | 2011 | Reviewed the effectiveness, reduce costs, accuracy, and completeness on EHR | N | N | Y | N | N |
| Centralized intelligence | Shanin et al. [82] | 2018 | Proposed a new EHR system device with low power and cost | N | N | Y | N | Y |
| FL              | Xu et al. [16]       | 2020 | Presented a detailed review on FL in III                               | Y | Y | N | Y | Y |
| FL              | Silva et al. [83]    | 2020 | Proposed a Fed-BioMed framework with optimization methods                | Y | Y | N | Y | Y |
| FL              | Guo et al. [84]      | 2020 | Proposed a framework for healthcare with higher privacy and efficiency   | Y | Y | N | Y | Y |

1. Privacy, 2. Security, 3. Maintenance, 4. Efficiency, 5. Cost efficiency
N: Not included and Y: Included

the FL model. The findings of various authors conflict in terms of cost efficiency, such as Shalnin et al. [82] suggested that the centralized system is cost-efficient, whereas Pirnejad et al. [80] and Kierkegaard [81] suggested the centralized models are cost-inefficient. So, FL achieves better security, privacy, connectivity, maintenance, scalability, and efficiency results. Disadvantages of the centralized healthcare model can be prevented with the help of the FL. Solutions to the issues of the centralized intelligence healthcare systems with FL is given as follows:

a: NETWORK CONNECTIVITY
As in centralized healthcare intelligence architecture, if any node losses its connection with the central server, then it can lead to a compromise result in terms of precision and accuracy parameters. These parameters are highly important in the medical field as doctors rely on these models for patient diagnosis. Instead, in FL based healthcare model, there are numerous clients. Also, a specific node does not affect any local gradient, which is computed with the help of individual gradients of any particular node or on any other criteria on which the number of individual clients is allocated to a local server. Thus, the global model is not affected by network connectivity issues of any node as an aggregation of overall data in the case of the FL-based healthcare model. Thus, with a large volume of clients and the aggregation policy of FL, network connectivity can never be an issue in FL based healthcare model.

b: FAILURE AT SERVER NODE
This becomes a significant issue in a centralized intelligence healthcare model as only one central server has all the gathered data. If it fails, the model remains of no use. Thus reliability on a central server is not recommended in the healthcare sector, which restricts its adoption. To overcome this issue, FL is used in which local servers are installed along with the centralized server, i.e., the global server. The data lost probability is highly reduced in FL-based healthcare models. The local servers have information about various clients, and this information is then collectively passed to the global server with encryption. Further, the global gradient is computed and pass it to the concerned local server. This reduces the risk associated with the patient’s data. If anyone’s server crashes, other servers can temporarily take their place till the maintenance of the server is completed.

c: SERVER MAINTENANCE
In centralized intelligence healthcare systems, the model updation and maintenance takes a long duration. Due to only one server, all the gathered data is accommodated needs to be updated and maintained, which becomes quite time-consuming. In the case of the FL-based healthcare model, various local servers are there which are timely updated. Also, the central server needs not to be updated at one time. This is because they directly give any updates by the clients to a local server, where local gradients are calculated accurately according to the updates. Thus, from local gradients, the global gradients will be updated automatically. If one local server is under maintenance, then the other server’s work of finding local gradient is temporarily taken. Thus, the issue of maintenance can be easily solved by using an FL-based healthcare system.
d: COMMUNICATION
In centralized systems, a limited number of nodes are there and data is not being shared with client nodes, which reduces the model’s efficiency to a greater extent. Whereas, FL-based healthcare system has a large number of clients. In addition, the data is shared to find local gradients securely. Due to sharing data locally, we can get a local gradient that is not dependent on other models. Thus, an average gradient is obtained. Furthermore, many clients are sharing the data, and a huge volume of data is obtained, resulting in a highly precise and accurate model. Thus, the problem of communication is solved by the FL-based healthcare model.

e: SCALABILITY
With the limited number of resources, the efficiency of the model is not guaranteed to an extent. Centralized intelligence healthcare architecture is less scalable as the number of clients is less in numbers. Furthermore, the central main server cannot handle data more than its threshold capacity. Due to this, the scalability of the model decreases. In the FL-based healthcare model, we have a large number of clients, where the data is divided among local servers. Thus, better scalability can be achieved in the FL-based healthcare model, which was earlier a great concern in a centralized intelligence healthcare system.

f: PRIVACY AND SECURITY
In the medical biosphere, the security and privacy of data is a top priority. In a centralized intelligence healthcare system, frequent threats to data breaches affect the performance of the model. In an FL-based system, maintain the privacy and security of data while managing it at the local server and use security techniques like HE, cryptographic primitives, and deferential privacy. The individual data is processed at the local server and not being shared among the clients in lieu of data security and privacy.

g: NETWORK LATENCY
It is a prime concern in centralized intelligence healthcare systems. Using the FL-based healthcare model, this problem can be resolved as clients process their data at the local servers, which does not require fetching data from the remote centralized server.

VI. CONCEPTUAL OVERVIEW OF FL-HI AGGREGATION
In this subsection, we present the FL classification models, namely the horizontal FL (HFL), vertical FL (VFL), and transfer learning-based FL approach (TL-FL). FIGURE 7 presents the three scenarios. The classification models are based on the amount of data that is partitioned among different nodes and the assisted networking structure.

1) Horizontal FL- In HFL, we consider that the global server models are shared with all local clients and the clients then cooperate to train the server model with their local data instances. We consider that the local client nodes work with the same feature sets during the training but in different spaces. The benefit of using the same feature sets allows the clients to have a common ML and DL model, and thus the proposed updates converge faster as all nodes cooperatively propose the model values. In HFL, an adversary node, if authorized, might propose a common adversarial model which other client nodes would select and train the model. In such cases, the detection of anomalous nodes becomes crucial. Another approach is to secure the results with the addition of noise that perturbs the data.

2) Vertical FL- In VFL, we consider that all local clients are networked together, and opposite to HFL, now the clients have the same space but different feature sets. Thus, in VFL, the local clients can use their ML models, but the training has to be aligned at the same shared space set. As the space set is shared, the data samples...
might overlap, and thus, different AI models can be integrated to train a single sample. A potential example is heterogeneous loan providers that can collaboratively process a single user loan, but can use different prediction models to assess the risk, client income stats, and other portfolios and train the model to propose interest rates. In such cases, using VFL, a customer gets selective interest rates from different loan providers and selects the most optimal choice.

3) **Transfer Learning-based FL** - In TL-FL, the sample space of VFL is extended to include details of more local clients with different feature sets and the same sample space. However, the feature is extended as TL extends features from different samples to local space, and then the model can be used to aggregate global model. In FL-TL, random and local masking-based encryption schemes are proposed, where the TL focuses on minimization of losses of the FL space. TL-FL based approach is suitable for EMRs as they are collected from different heterogeneous sources (hospitals, labs, patients, doctors, insurance agencies, and other stakeholders), and via TL, common features sets are extracted to be stored in the same shared space. This improves the learning rate significantly over the basic VFL approach.

### VII. FL APPLICATION SCENARIOS: A SOLUTION TAXONOMY

This section discusses various scenarios where FL is applicable that can be helpful in healthcare applications. FIGURE 8 presents a solution taxonomy of FL applicative scenarios. The details are presented as follows.

#### A. FL WITH IoT NETWORKS

In this subsection, we discuss the integration of FL with the IoT for secure and efficient data processing. Various authors have given their frameworks for FL and IoT integration, such as Yaun *et al.* [88] proposed a framework in which there is a reduction in computational load and communication overhead from IoT devices. The proposed framework uses FL to train deep neural networks, which reduces network traffic by 99.8% compared to FedAVG and 90% in comparison with SplitNN. Then, the authors sparsified the gradients to reduce the network traffic. The limitation of the proposed framework is that it cannot be used for multiple IoT devices at a time, which can become an issue in healthcare systems, where more IoT devices need to be connected for greater accuracy. Further, the accuracy loss is also not mentioned based on theoretical analysis [89]. Then, Qayyum *et al.* [90] proposed a clustered FL (CFL)-based collaborative learning framework that processes the visual data obtained at the edge with a multi-modal ML model. The proposed model is capable of the diagnosis of COVID-19 with X-ray and Ultrasound imagery. The divergence in the training data improves the performance of the ML model. Improvement in F1-Score is achieved to 11% and 16% than the conventional FL. The proposed framework does not provide any personalized approaches for healthcare.

Later, Wang *et al.* [91] proposed an FL-based framework that integrates deep reinforcement learning with FL in mobile edge systems. Comparative analysis of centralized, distributed, and federated systems are given in detail. The artificial intelligence tasks are scheduled over the edge nodes and mobile devices collaboratively. The framework is not for heterogeneous scenarios and it does not give the best performance with FL. Then, Lim *et al.* [92] mentioned a comprehensive survey on FL, its opportunities, challenges, and solutions. They have also discussed the applications of FL for mobile edge network optimization. Detailed discussions on reduction in communication cost and resource allocation with FL has been discussed. Specific issues based on the individual model with FL are not mentioned. TABLE 7 shows the relative comparison of various state-of-the-art technologies for the integration of FL with IoT.

#### B. INTEGRATION OF FL WITH DP

This subsection focuses on achieving data privacy by integrating FL with DP techniques. The authors in [93] proposed an FL-based framework that learns from distributive data residing at different sites. It offers two levels of privacy protection with two real-world scenarios. However, differential FL provides privacy but can reduce the predictive capacity of the model. The model’s drawback is that it cannot be applied to real-world applications. Then, Li *et al.* [94] proposed a model for brain tumour segmentation on the Brats dataset using DP techniques. Detailed comparative analysis on segmentation performance with and without FL has been highlighted.
They also mentioned the comparison of various training and averaging algorithms. Further, to guarantee data privacy, the sparse vector technique has been used by the authors. Later, the authors of [16] provided a detailed survey on FL in healthcare on statistical challenges, security, and privacy. Detailed analysis on recent works of FL in HI and applications of FL in other fields were also mentioned. Many general issues like improvement in accuracy, increment in the number of devices having a high quality of data, and personalization of devices were not mentioned.

Then, Chamikara et al. [95] proposed an algorithm that can control the global perturbation parameter generation, whereas local data perturbation can be conducted by the distributed entities and enhance the privacy of the system. Impact on communication delay and number of distributed nodes is analyzed in detail. Comparative analysis of the proposed algorithm with the existing schemes based on the classification accuracy, time complexity, and attack resistance is also mentioned. Further, Kanani et al. [96] proposed a real-world application to detect adverse events in mass-scale vaccination programs. Detailed analysis of Federated fine-tuning algorithm with better performance and DP is mentioned. Further, the advantages of FL like robustness towards noise, personalized model, and FL for manufacturing were also given. The main focus of their proposed framework is to investigate the accuracy loss. TABLE 6 shows the relative comparison of various state-of-the-art technologies for the integration of FL with DP.

### C. FEDERATED LEARNING WITH HE

This subsection highlights the role of HE in FL. Various authors have initiated their research in this particular field. For example, Chen et al. [97] proposed a framework with wearables that provides personalization and enhances privacy during aggregation. Their framework produces high accuracy compared to the traditional approach by 5.3%. They have used both deep learning and HE to avoid data leakage. The usage of the proposed framework in a real-world scenario is not mentioned in detail. Then, Malekzadeh et al. [98] proposed a system using deep neural networks on datasets using FL with differentially private stochastic gradient. A better trade-off between differential and other approaches is obtained by using secured aggregation. Accuracy is retained in this framework while retaining privacy. Further, accuracy can be increased by involving hospitals in one more iteration by 3%. The limitation of the framework is that it cannot be applied at a record level. Then, Ma et al. [99] proposed a framework using multi-key HE to improve the data privacy. However, this model is not applied in real-world scenarios. Comparative analysis of framework with Paillier is mentioned in detail. The risk of privacy occurs as updates of individual devices are taken into consideration. The limitation of the framework is it cannot be applied to remotely participating devices. TABLE 8 shows the relative comparison of various state-of-the-art technologies for the integration of FL with HE.

### D. FL WITH CLOUD INFRASTRUCTURE

In this section, we discuss the integration of FL with the cloud infrastructure. To support this, Rajendran et al. [101] aimed at determining whether the performance of ML models would be increased with FL while preserving the security. Performance of artificial neural networks increased by 3%. Cyclic and incremental FL models in real-world scenarios were also mentioned along with experimental results. Few features are only taken into consideration for testing and complex ML models were not taken into consideration. Also, the security and privacy analysis of data has not been analyzed in detail.
Then, Mansour et al. [102] proposed three methods such as user clustering, data interpolation, and model interpolation. The performance is demonstrated with the efficiency of the methods. Theoretical proofs based on personalized learning were also discussed. Further, these approaches are used on the EMNIST dataset. FL integration with cloud infrastructure was discussed briefly. Later, Mammen et al. [24] surveys the opportunities and challenges in FL. Further, data poisoning, backdoor, model poisoning attacks, and recent developments with FL are mentioned in detail. Also presented an analysis of the integration of FL with blockchain technology. Theor paper also lacks the security and privacy preservation scheme for data.

Then, Rieke et al. [14] provided a detailed survey on FL in the field of healthcare and discussed its implementation challenges. A detailed analysis of its impact on various stakeholders like healthcare providers, patients, manufactures, hospitals, and practitioners has been discussed. Further, the privacy and security bottlenecks were not addressed. Later, the authors of [103] have given the experimental findings on the improvement of the model’s performance. They trained their system with CNN, LSTM, and MLP models and achieved the computing accuracy of 95% in 6 rounds of federated averaging. The framework proposes experimental results on IID and non-IID samples in a parametric study. Challenges and future opportunities of FL are mentioned.

Table 9 shows the relative comparison of various state-of-the-art technologies for the integration of FL with cloud infrastructure.

### E. FL WITH EMERGING COMMUNICATION NETWORKS

Researchers across the globe have focused on the integration of 6G with FL. Some are as, Liu et al. [104] presented a detailed survey on FL with 6G communication along with...
TABLE 9. Relative comparison for the state-of-art technologies for integration of FL with cloud infrastructure.

| Author          | Year | Purpose                                                                 | Key points                                      | Limitations                                      |
|-----------------|------|--------------------------------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| Rajendran et al. [101] | 2020 | Framework that achieved higher statistical performance is proposed       | Higher precision is achieved.                   | Simplistic model with few features for testing is not taken into consideration. |
| Mansour et al. [102] | 2020 | Proposed a FL based approach for personalization                        | Proof based algorithms are discussed            | FL integration with cloud is not mentioned in detail |
| Mammen [24]     | 2021 | Reviews challenges and opportunities in FL                              | Detailed explanation for FL with blockchain is mentioned | Experimental results are not mentioned            |
| Rieke et al. [14] | 2020 | Given survey on future of digital health using FL is mentioned          | Use-cases in FL in HI is mentioned in detail    | Privacy-preserving techniques are not given in detail |
| Das [103]       | 2019 | Presented experimental results on IID and non-IID samples in a parametric study | Increment in privacy and security               | Use-cases are not explained with experimental results |

TABLE 10. A relative comparison of state-of-art technologies for the integration of FL with 6G networks.

| Author           | Year | Purpose                                                                 | Key points                                                      | Limitations                                      |
|------------------|------|--------------------------------------------------------------------------|-----------------------------------------------------------------|-------------------------------------------------|
| Liu et al. [104] | 2021 | Presented a survey on 6G communications with FL                           | FL learning methods for 6G and various applications of 6G with Flare mentioned in detail. | Experimental results are not mentioned |
| Nguyen et al. [87] | 2021 | A comprehensive survey on FL with IoT                                    | Detailed analysis on 6G with FL is mentioned                     | Algorithms are not given in detail              |
| Kaur et al. [105] | 2020 | Detailed review of FL with 6G and its integration with ML                 | A case study on smart biometric application at infrastructural and application level is discussed in detail | High accuracy is not obtained |
| Lu et al. [106]  | 2020 | Proposed a model based on federated learning and blockchain to improve the efficiency | Reliability, security of the system, and data privacy is enhanced | Application of framework in healthcare sector is not given |

Its use cases. Comparative analyses of other studies on FL and use-case scenarios in the medical field were also not discussed. Then, Nguyen et al. [87] presented a comprehensive survey on FL with IoT. They presented a comparative study of existing surveys and the taxonomy of FL-IoT services were discussed. Also discussed the challenges of FL-IoT, applications of FL-IoT, and FL in smart healthcare with blockchain technology [107], [108]. Not discussed the integration security and privacy issues. Later, Kaur et al. [87] reviewed the communication system with ML techniques. Detailed analysis on the next-generation wireless communication systems and their applications. The performance of the proposed system with ML techniques such as artificial neural networks and reinforcement learning are discussed in detail. Further, Lu et al. [106] proposed a model based on FL and blockchain to improve the efficiency. They formulated an optimization problem to improve their system’s accuracy. Real-world datasets were used and improvements in latency and learning convergence were obtained. The study does not mention the application of FL in healthcare. Xu et al. [109] proposed a lightweight signcryption mechanism in the edge computing environment, that guarantees authentication and confidentiality of stored records. A certificateless signcryption using blockchain is proposed, such that the user identity is not compromised. The scheme eliminates illicit attacks from a malicious adversary with minimum computational overheads. TABLE 10 shows the relative comparison of various state-of-the-art technologies for the integration of FL with 6G networks [110].

F. ADVANCE FL MECHANISMS

In this subsection, we discuss some advanced FL mechanisms to support decentralized HI ecosystems. Modern healthcare setups are sensor-driven and collect patient readings from local WBAN environments. Such local setups are resource-constrained (in terms of storage and processing power), and thus emerging FL designs like resource-aware
FL, incentive-aware FL, and blockchain-based FL are proposed by researchers. The details are presented as follows.

1) RESOURCE-AWARE FL
Resource-aware FL is mainly designed to intelligently orchestrate the management of critical resource setups. In these setups, scheduling mechanisms play a critical part to transfer local model information collected from heterogeneous WBAN setups to an aggregation server (data collected from wearables to an edge/fog interface). Once data is sent, a joint optimization is proposed between local models to initiate the resource allocation for model training. Nguyen et al. [111] proposed an intelligent resource allocation framework for FL training for multiple local node setups, using a joint optimization of computation and communication costs of mobile devices and network parameters. The formulated problem minimizes the training overhead and lowers the energy consumption of local WBAN setups. Authors in [112] proposed a per-device FL service for multiple nodes and designed an AI algorithm to optimize the network bandwidth allocation to clients. A game-theoretic approach is presented to fine-tune the learning and fairness among the local clients.

2) INCENTIVE-AWARE FL
In limited resource setups, local nodes are memory and power-constrained, and hence are not interested to follow the conventional FL training mechanism, where local updates are collected securely, and send over to the global model. Thus, in incentive-aware FL, the main goal is to motivate the local setups to participate in the model training process. To exploit the same, incentive mechanisms are discussed for local nodes based on the amount of contributed data, the node reputation, and the number of allocated resources. In some cases, the global model gives more weightage to the quality of shared weights (which minimizes the iterations), over quantity (when a single node shares ample weights or gradient parameters). In some approaches, to optimize the incentive payoff, game-theoretic mechanisms are proposed. For example, Khan et al. [113] proposed a Stackelberg game model between local users, where each user is presented with an offer from the aggregator node. Based on the offer, the local nodes decide to participate in the FL training process. Once nodes are finalized, the aggregation server reveals the incentive strategy to the nodes, and nodes take corresponding actions to enhance their payoff function. On the other hand, the server also maximizes its utility function while proposing incentives. The process is repeated until the global model achieves a target accuracy (pre-defined), and the game assures that the number of training rounds is minimized, as both players (local nodes and aggregation server) want to maximize its payoff condition.

However, game formation schemes suffer from an inherent limitation of assuming that the aggregation server has full knowledge of local nodes, and their previous contributions to fix the incentives. To overcome this situation, authors in [114] proposed a deep reinforcement learning (DRL) mechanism that helps the aggregation server to formulate the awarding policy based on previous historic policies. This method is useful for cross-silo environments, where heterogeneous hospitals collaborate to build the global model and send their gradients to a third-party aggregation server. Based on past events, the DRL mechanism suggests the aggregation server fix an optimal incentive for the participants, which is quite promising and thus motivates them to participate in the learning process.

3) BLOCKCHAIN-BASED FL
In FL learning process, security attacks like model poisoning, trapdoors, and free-grants are manipulated by malicious adversaries [115]. In FL model training, data is collected from unreliable sources, and thus a malicious adversary can inject unreliable data streams to local clients (through privilege escalation), which manipulates the global training process. Thus, device reputation is a critical aspect of the FL training process. To prevent these attacks, recent research has suggested the use of decentralized FL models in HI to secure the local parameters and assure trust in communicated parameters. Decentralized FL mechanisms typically employ mechanisms like gossip, diffusion, and consensus to design trusted clients. However, due to the inherent complexity of the collected data, reliable user selection is difficult. Moreover, in decentralized FL, all the local nodes form a peer-to-peer (P2P) learning network, and there is no need for the transfer of model parameters to the global server. Thus, in such
P2P FL networks, blockchain is a viable choice to induce transparency and immutability in sharing of trusted gradients. FIGURE 9 presents a blockchain-based FL setup that exploits a gossip mechanism for secured sharing of model weights. Gossip protocol, sometimes referred to as epidemic transmission protocol, ensures that updates are transmitted to all nodes in the network (same as flooding mechanism) [116].

The figure illustrates a single round of FL communication via blockchain. Initially, each local WBAN setup (device) trains its local model on the collected patient data (step 1) and forms the local model (step 2). Once all local nodes complete their training process, the training parameters are communicated to all other nodes using the gossip strategy (step 2). This step is often termed the model broadcasting step. The broadcasted data, along with the node’s local data, is used to update the parametric weights, and improve the model learning. However, owing to the risk of false injection of false weights by an intruder, all the device model data is verified by elected miners in the blockchain network (step 3). The miner nodes are elected through a suitable low-powered consensus strategy that matches the end-application computational requirements [117]. The miners process the local broadcast as transactions and append them to local blocks for verification by verifier nodes (step 4). Once the unconfirmed transactions (in mempool) are verified, they are added to the local client blockchains. As transactions are verified and timestamped by the verifier and miner node, it places an inherent trust on another local node to use the model weights in the learning computations. Once all nodes synchronize their learning weights (sent through block proposals), the updated weights and communication parameters are recorded on the global blockchain (step 5). This greatly improves the upper bound of the model loss function, which depends on the data distribution time, and the number of participants. So et al. [118] investigated the aggregation overhead of the gossip protocol communication, and established that the overhead significantly reduces from $O(N^2)$ in centralized FL schemes, to $O(N\log N)$ in distributed schemes.

VIII. THE PROPOSED FL-BASED HI ARCHITECTURE

In this section, we present the key technicalities of a decentralized FL based HI ecosystem. The centralized intelligence models are challenged in terms of network and security considerations. To address the limitations, a FL based learning model is applicable. FIGURE 10 presents the key architectural details that comprises of three layers, namely, the data collection layer, the gradient layer, and the analytics layer. Similar to centralized model, we consider that data collection is one from different heterogeneous sources and healthcare stakeholders like hospitals, clinics, body-area networks assisted wearables, and EMRs. The collected data from $N$ stakeholders are arranged into static and real-time collection, and are then stored into local data store (LDS). In general, we consider that $n$ stakeholders collect their LDS, denoted as $\{D_1, D_2, \ldots, D_n\}$. The overall sample size is denoted as $N$, which is obtained as sum-total of overall sample size $\sum_{i=1}^{n} LDS_i$. For computation of gradient values, we consider a local instance module (IM), for all the $n$ nodes, denoted as $\{IM_1, IM_2, \ldots, IM_n\}$. IM nodes computes the local learning model parameter $\omega$, and computes the training cost as $\min_{\omega \in \mathcal{M}} F(\omega) = \sum_{i=1}^{N} \frac{1}{\gamma} F_i(\omega)$, where $F_i(\omega)$ denotes the loss functions. Once loss functions are estimated at IM, we collect the gradient to be sent to gradient layer.

B. GRADIENT LAYER

At the gradient layer, the collected data is statistically averaged using the FedAvg model that minimizes the skewness of the learning models. At this point, we compute the optimal

FIGURE 10. FL based healthcare architecture.
condition \( G_{opt} \) to generate results to be communicated to the aggregator node via the 5G or 6G assembled antennas, with edge-computing support [40]. At gradient layer, we can add noise distribution samples for data perturbation. We consider \( n \) noise samples \( \{N_{S_1}, N_{S_2}, \ldots, N_{S_n}\} \) are added which is generated from noise distribution \( N(0, \sigma^2) \). Through the noise-addition, the user data privacy is maintained. In such cases, the most preferred model is the \( \epsilon - DP \), where \( \epsilon \) denotes the upper-bound of added noise. The noise is added from neighboring data-samples, defined under the bound \( \epsilon' \) [119]. Once noise is added, the gradients are sent to the antenna uplink channel with defined bandwidth \( B_U \). We normally include a 5G or 6G-uRLLC service to minimize the end-point communication latency to the HI analytics layer [120].

C. ANALYTICS LAYER

At the analytics layer, the local gradients are presented to \( GS_m \), that might offload task-sets to nearby cloud-services. The statistical difference \( Diff = |U_{GM} - U_{LM}| \) is computed, where \( U_{GM} \) denotes the statistical weight average of global model, and \( U_{LM} \) denotes the weighted average for the local updates, and model edge weights are updated to minimize the bias. Via resilient uRLLC services, the communication latency is minimized, and updates to the global model are communicated faster, so the global model converges to optimal state with fewer iterations.

To explain the proposed FL-architecture in simple terms, at the primary level, healthcare consumers serve as clients for the model, which are hospitals, primary health centers, and outdoor patients. They are the main source of the data used to train the local and global models. The data is to be collected from mobile phones, smartwatches, smart bands, etc. The collected data are body temperature, respiratory rate, sleep tracking, heart rate, and blood pressure. The data processing is done at the edge device such as smartwatches and smart bands. In an FL-based healthcare model, individual edge devices train a local model using ML algorithms. Once the individual model is trained, its individual gradient is computed. These individual models are then passed to a local server, where it calculates the local gradient. If any update occurs, the slope of the local gradient is changed and accordingly, individual gradients would have also changed their slopes.

In FL, individual models at the same location are combined and the combined model is passed to the local server, where the local gradient is calculated. If the model has any kind of error in the data, then it is discarded. The large number of local gradients computed are then aggregated for the global server to obtain a global gradient. This aggregation of local gradients is possible with the help of algorithms like FedAvg, FedPROX, and FedCS. These algorithms have been used to achieve high security and privacy of the model with HE. The local gradients from the local servers are aggregated and passed to the centralized cloud server. The communication process evident here is the 6G technology. With 6G technology, ultra-reliable low latency communication can be achieved, which is quite necessary for a biomedical space.

The aggregated gradient is passed to the global server, where it is analyzed at the server. The global server forms a global gradient out of aggregated gradients. The global server then uses the aggregated gradient to form a global model. The global model is formed using ML algorithms to provide high accuracy and efficiency. This model can be adopted by various primary health centers and hospitals for disease prediction. The updates which are sent from various clients are also processed here. Thus, an updated model is obtained by each client from the global server. This proposed scheme can help in better privacy, security, accuracy, and efficiency in the model, with data not being shared among other clients.

In the next section, we present the solution taxonomy of the FL in HI ecosystems.

IX. FL-EHR: THE PROPOSED CASE STUDY

In this section, a case-study named as FL-EHR is proposed. The details are presented as follows. The proposed system (FIGURE 11) uses FL in HI for better privacy and security of the data of users. A centralized intelligence system deals with many limitations like data updation delay, lack of high precision and accuracy, lack of privacy and security, and handling limited resources. A centralized intelligence system can be implemented and set up easily. However, due to significant bottlenecks in the centralized system, we have proposed a new FL-based HI model that offers high privacy and security of the data to the users. In FL various resources are aggregated, which improves the precision and accuracy of the system. The proposed system achieves high precision and accuracy of data using methods like DP, HE, and cryptographic primitives. Privacy to a large extent is obtained with FL as the individual models are aggregated into one local model and the models are not shared among each other. With the usage of 6G technology, communications can be easily done in FL. Thus, with the usage of FL in HI, a secure and efficient model can be created in a biomedical space.

In the proposed system, we have \( n \) numbers of clients having their models encrypted with them. These models are not shared with other clients. The local gradients are calculated in the FL training scheme. Then all the local gradients are aggregated at the aggregation level with methods like FedAvg, FedProx, and FedSGD. The communication network used here is 6G, through which optimal and faster communication can be achieved. In 6G networks, effective optical wireless communication channels can be exploited for close and directed communication with the healthcare setups [121]. Interesting use-cases of 6G-assisted edge FL are proposed in applicative areas like vehicular networks, massive IoT aggregation networks, and other fields [122], [123]. The aggregated gradient is then used in the cloud server for prediction purposes with ML models like artificial neural networks, CNN, etc. The global gradient is calculated out of it.

The prediction model is then passed through the aggregation layer with HE to FL training scheme to various clients.
The $n$ clients send collaboratively request to the cloud for the model update. The request for model updates is satisfied by the centralized cloud server. The entire proposed model is bifurcated into diverse layers such as data collection, FL training, and data aggregation. The detailed description of each layer is discussed as follows.

**A. DATA COLLECTION LAYER**
The data collection layer consists of heterogeneous real-world data from smart wearables of the patients, pre-clinical tests records, clinical trial event information, and data from the hospitals up to $n$ resources. Each model is initially trained at the individual level and their gradient is calculated. The individual data of $n$ clients is not shared among each other to ensure the privacy and security of patients personal data. As medical data is quite sensitive, data privacy is considered an important aspect. DP is used for data privacy in this layer, which does not allow information sharing among other individuals, which ensures privacy of individual data. DP ensures privacy by adding noise to ensure the prevention of personal data. However, with the usage of DP, the enhancement in accuracy can be noted.

**B. FL TRAINING LAYER**
In this layer, the individual trained models having individual gradients are analyzed and trained locally again. Initially, the individual gradient computed of each model is aggregated with other individual gradients of the same localization. The localized models obtained are then passed to various ML algorithms like SVM and gradients are computed. The gradients of local models are known as localized gradients. Many localized models are obtained in this layer. Moreover, secure and high-speed communication is obtained by combining visible light communication techniques of optical wireless communication.

**C. DATA AGGREGATION LAYER**
The localized gradients are computed and aggregated in this layer using methods FedAVG, FedSGD and FedProx. The description of each method is as follows.

1) **FedAVG**
FedAVG is a method in which the model is updated locally and then aggregated with the global model at the cloud server. According to Muthukari et al., initially, the local models are aggregated, then the global model is computed and the pass it to local clients. FedAVG achieves high accuracy among all the aggregation algorithms [15].

2) **FedCS**
FedCS is a protocol through which the central server manages the various clients and decides the clients who participate in the training task [16]. The models participate in the local model through FedCS and then models are aggregated to pass to the central cloud server.

3) **FedProx**
FedProx is optimized method than Fedavg for efficient performance. The variation in computational power and factors in devices participating in the FL training round is considered and a solution to deal with non-uniformities in local data is given by FedProx [15]. In this algorithm, different iterations at different heterogeneous devices are performed [4]. The HE ensures the data privacy and security by preventing its...
leakage. HE achieves high level of privacy and security in addition to the accuracy of the model.

Overall, the proposed model enhances the performance of the healthcare system along with data security and privacy. This improves the prediction accuracy, which in turn enhances the quality of life of the patient.

The proposed FL-EHR case study integrates differential privacy which assures privacy in learning data, which is quite beneficial in real-world setups. Further, it removes the bias in data during the training process, that improves the model accuracy. Thus, compared to current healthcare setups, the proposed study improves the model validation, that forms the basis of effective analytics setups in heterogeneous medical ecosystems.

X. OPEN ISSUES AND LESSONS LEARNED
A. OPEN ISSUES AND CHALLENGES
Despite many advantages of FL, there are some challenges related to FL while working in the medical field. TABLE 11 describes the summary of open issues and challenges.

1) COMMUNICATION RELATED ISSUES IN FL-HI
As discussed in the aforementioned sections, there is a continuous exchange of model parameters (gradient weights) between the global and local client models for training purposes. It consumes substantial communication resources when the number of smart healthcare devices increases, i.e., more devices lead to more client models that require an enormous exchange of model parameters. The solution to this issue can be data compression, i.e., Compressing a model minimizes the number of communication cycles. Various model compression frameworks like sparsification [124] and quantization impressively minimizes the message size at each communication cycle [125]. These compression techniques manage to achieve high accuracy with low communication cost. Apart from sparsification and quantization, the neural network can also be used to reduce communication overhead (interference) in FL [126].

The authors in [127] investigated the redundancy in gradient that exchanges between the global and client models. The reduction/compression of gradient can significantly improves the communication bandwidth. Then, the authors in [128] proposed a Count Sketch-based gradient compression scheme for local clients before passing it to the global model. The communication performance of FL can be enhanced by compressing the uplink and downlink communications between the global and local client models. The authors in [129] proposed a novel communication protocol to compress the uplink and downlink communications while maintaining the robustness and reliability of the system. They have used optimal Golomb encoding technique to compress the uplink data and speeding up the training process for the global model. Above mentioned techniques significantly improves the performance quality of service in HI-based frameworks by minimizing the overall communication overhead. The efficiency of the communication system in FL-HI can further be improved by the incorporation of 6G communication network that offers ultra-low latency and extremely high reliability.

2) HANDLING DATA HETEROGENEITY IN FL-HI
Heterogeneous data is found in HI due to various diseases, treatments, and advances in the healthcare sector. The heterogeneous data obtained from various devices are used to train the model in FL. Messy data can create issues in the precision of the model. The model obtained should be of the highest accuracy and precision. It plays a vital role in monitoring and analyzing any patient as doctors rely on models for remote monitoring. The data is aggregated from various sources in FL, which can lead to biasing in optimization [4]. There exist many techniques in machine learning that models heterogeneity using meta and multitask learning methods. These methods and techniques can be applicable or extended in modeling the FL-based HI architecture. The authors in [126] and [131] presented a data heterogeneity solution with multitask learning to achieve quality results and predictions. Despite these solutions, handling heterogeneous data and heterogeneous modeling in HI with the increase in client models, some prime concerns are of need to be take care such as robustness, fairness, and scalability of heterogeneous HI data [126].

3) HANDLING AGGREGATE LOSS IN FL-HI
In FL-HI, the global model receives gradient weights from multiple client models to train itself. Some devices trained their model based on the devices having ample amount of data or some with their local updated. This creates variance in loss values at the global model and affect the overall system’s performance. A solution to this issue is to assign high weight to the client model having high loss value. Another solution to handle the aggregate loss is to perform optimization on loss values at the local client model. These approaches minimizes the variance in model’s performance.

4) PRIVACY AND SECURITY CONCERNS IN FL-HI
Though FL provides privacy and security, some attacks like data poisoning and Model-poisoning can affect users’ security. Security in HI plays an essential role in HI as the data contains sensitive information. There are chances of data leakage while transferring the data. Moreover, many attacks like data poisoning degrade the model. In data poisoning, some amount of malicious data by a person and the model is tampered with to generate false parameters [4]. Through data poisoning, data manipulation takes place, resulting in bad quality of precision. Another type of attack is model poisoning, where the updated model is tampered resulting in privacy and security issues [4]. In model poisoning, the gradient is manipulated, which can cause a difference inaccuracy. Thus due to these attacks, the results are manipulated and accurate precision is not obtained. According to Jiang et al. [131] to Generative Adversarial networks can exact data from the server-side, which manipulates the privacy of the user’s data.
| Challenges | Description | Possible Solution |
|------------|-------------|-------------------|
| Communication related issues in FL-HI | In FL-HI, the continuous exchange of weights between the global and the local models to accurately manage the healthcare data. This causes high communication overheads while uplinking and downlinking gradient/weights from the global and client models. | Gradient compression, sparsification, and quantization are the possible solutions that minimizes the communication cycle by compressing the gradient size. This also speedup the data processing. |
| Handling data heterogeneity in FL-HI | FL-HI is a distributed model, where the global model collects heterogeneous data from local client models to train itself. Heterogeneity in data may lead to an accuracy loss. | Meta and multitask learning techniques can be used to manage the data heterogeneity. |
| Handling aggregate loss in FL-HI | Aggregate weights received at the global FL-HI model from the client local models for training purpose. Due to biasness at the local model creates high variance in aggregate loss that affects the performance of the global model. | Assign high weight to the local model having high loss value or using optimization techniques to achieve low aggregate loss. |
| Privacy and security concerns in FL-HI | The security and privacy of the gradient weights exchanged between the local and global models need to be secure from malicious or non-trusted users. Such activities can degrade the model’s performance and minimize the prediction precision. | Traditional cryptography (homographic encryption) techniques and blockchain is a possible solution to share gradient weights between local and global models. AI-based solutions also exists that manages the security and privacy of the gradient weights. |
| Communication cost in FL-HI | In FL-HI, the many local client models are associated in aggregating global weights that persists high communication overheads. More the number of local client models, more will be the global model’s accuracy for predicting disease. | Data compression and multi-stage optimization are one of the possible solutions in reducing the communication overheads. |
| Quality of HI data | Data quality must be guaranteed in HI for the accurate diagnosis of a disease. Data collected from different client models may not assure the quality in terms of missing values, high variance, etc. | There is a need for highly efficient data preprocessing methodologies are required at the local as well as global models. |
| FL-HI system efficiency | The efficiency of FL-HI degrades with the increase in the number of local client modes. It is because of the massive and highly noisy data. Low efficient HI system leads to a wrong decision on diagnosis selection. | Efficient preprocessing and malicious client machine detection. Malicious machines can broadcast dummy packets towards the global model with an intention degrade the system’s performance. |

**a: HE-BASED FL-HI**

While exchanging the gradient/learning weights/parameters between the global and the local client models, an attacker can sniff or modify the weights/parameters. As in HI, the patient’s information is highly sensitive and due to the security and privacy issues, FL loses the trust. So, ensuring security and privacy is a primary concern, and HE helps achieve it. In this, the weights are encrypted with the shared secret key and forwarded to the global model. Encryption/decryption offers security but increases the computation cost. So, there is a requirement of a procedure that enhances the security without increasing the overall computation cost.

**b: TRUSTFUL AGGREGATION IN FL-HI**

A non-trusted user can participate in sending learning model to the global server, but it intentionally sends wrong weights to mislead the global model. It also leads global model towards the wrong aggregation of global weights [132]. The authors in [133] proposed a trusted aggregation system for FL, but it possesses high communication and computation overhead. In other works, the authors have given blockchain-based solutions to meet the trust criteria and mitigate the effect of non-trusted user [134]. Although, some literature were presented in lieu of the trustful aggregation, but not focused on latency and cost related issues (these are the important concerns in HI). So, there is a need for a protocol
that can perform trustful aggregation of gradient weights or learning models.

5) COMMUNICATION COST IN FL-HI
One of the major challenges in designing the FL-based HI system described by Zhang et al. [17] is communication cost. They described that the FL has many devices associated with it, which raises its communication cost. Communication overheads can be solved using data compression or sending only relevant information to the user [24]. Later, the authors in [135] given a multi-stage optimization solution to minimize the communication cost in FL. The same can be applicable to FL-HI. But, the multi-stage optimization technique is quite computationally expensive, which need to be addressed in the future prospects.

6) QUALITY OF HI DATA
The authors in [16] mentioned a challenge regarding the quality of data. As the data in the FL model comes from various clients, the quality of the data is not guaranteed. In biomedical space, dirty samples can even harm the data. The data collected can be not uniform; thus, the precision of the model is hampered due to raw, unclean data. Strategies should be incorporated to collect uniform data, which provides better precision to the model. Thus, there is a requirement for an efficient preprocessing model that makes the incoming healthcare data clean and uniform. One of the possible solutions is to disburse incentives to the local client HI model for providing the best learning model.

7) FL-HI SYSTEM EFFICIENCY
The performance efficiency of FL-HI is hindered to a large extent as massive data sources are there [25], which increases the algorithm complexity. Noisy datasets can often temper the convergence of the FL algorithm. Further, network communication also hinders its performance. Due to heterogeneous data, gradients can be affected, which leads to lesser precision in the model.

8) DATA PERSONALIZATION
The gradients in FL are calculated from various clients and then aggregated, which does not achieve personalization. The biomedical data is of various clients can lead to a reduction in personalized healthcare in wearables. Aggregating data from various clients results a specific problem solution is not always obtained. Further, more power is consumed when FL models are trained locally. So, power-efficient models should be designed.

B. LESSONS LEARNED
We have provided a detailed study on the applicability of FL in the healthcare sector. We come across some positive and negative lessons learned for the integration of FL in HI, which are as follows.

- In FL-HI, the accurate and efficient data processing capabilities of both global and local client models/servers is critical. Any kind of mishandling in the data preprocessing is intolerable as it leads to the wrong diagnosis, which can harm the patient’s health. Here, the local models are smart healthcare devices that collect patients’ sensitive healthcare information and aggregate it to the local server. Similarly, the global model collects gradient weights from various local servers for training purposes.
- It is necessary to secure the gradient weights or learning models that are exchanged between the global and local models/servers. The healthcare data of any patient is extremely important and any modification to that data may lead to adverse effects, i.e., health deterioration due to wrong data and misdiagnosis. So, the security of such data in the FL-HI model is of utmost importance. Cryptographic primitives and blockchain technology are plausible solutions to achieve high security and privacy.
- In the remote diagnosis of a patient, we cannot tolerate even a millisecond of the delay that can cause health deterioration. In the case of non-critical diseases, we can bear delay, but when it comes to critical diseases, i.e., stroke, a delay can cause the patient’s death. To prevent this, there is a need for a faster communication channel, i.e., 6G that possesses < 1ms of delay, the data rate in 10’s of Gbs, and reliability of 99.99999%.
- Another lesson learned from the survey is the importance of data reduction. If the data is too large, it’s better to compress the data that reduces the number of exchange communication cycles and helps achieve better and faster results.

XI. CONCLUSION AND FUTURE WORKS
This paper presents a comprehensive survey on the adoption of FL in smart healthcare informatics. The rise in adoption of decentralization concept in smart healthcare ecosystem, raises alarming concerns about the patient’s data privacy and security, which is remotely aggregated over the open communication channel. However, with strict privacy regulations, the shared data has tend to become more cryptic and anonymized for AI models. With less data, the models tend to become biased, and thus a fair accuracy judgement is not possible. Thus, centralized learning models for HI have become bulky, and these models do not support accurate decisions. Thus, the integration of FL allows decentralized local learning in HI without the requirement of data sharing that maintains the data privacy and confidentiality. This paper discusses a comprehensive survey on FL emergence as a potential solution to support HI. A tutorial approach is followed where the background and technicalities of HI and FL learning models is discussed. Next, a high-level overview of FL-assisted HI, and its communication and security requirements are discussed. We also present the different challenges in the adoption, and a comparative analysis with various past surveys is presented to give better solutions. Open issues and challenges
are mentioned so that researchers can find solutions to the questions of FL integration to HI. Finally, we discuss the lessons learned, and the concluding remarks are presented.

As part of the future scope, the authors would investigate the performance of FL systems on different healthcare datasets, with varying degrees of sensitivity and anonymity. The authors would propose a DP model for FL-HI that combines noise sources from heterogeneous nodes in the proposed framework and evaluates system performance under defined parameter sets. This would result in high secrecy of medical setups, with the advantage of accurate and verified diagnosis.
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