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ABSTRACT

The workhorse method of computational materials science is undeniably density functional theory (DFT) in the Kohn-Sham framework of approximate exchange and correlation energy functionals. However, the need for highly accurate electronic structure theory calculations in materials science motivates the further development and exploration of alternative as well as complementary techniques. Among these alternative approaches, quantum chemical wavefunction based theories and in particular coupled cluster theory hold the promise to fill a gap in the toolbox of computational materials scientists. Coupled cluster (CC) theory provides a compelling framework of approximate infinite-order perturbation theory in the form of an exponential of cluster operators describing the true quantum many-body effects of the electronic wave function at a computational cost that, despite being significantly more expensive than DFT, scales polynomially with system size. The hierarchy of size-extensive approximate methods established in the framework of CC theory achieves systematic improvability for many materials properties. This is in contrast to currently available density functionals that often suffer from uncontrolled approximations that limit the accuracy in the prediction of materials properties.

In this tutorial-style review we will introduce basic concepts of coupled cluster theory and recent developments that increase its computational efficiency for calculations of molecules, solids and materials in general. We will touch upon the connection between coupled cluster theory and the random-phase approximation that is widely-used in the field of solid state physics. We will discuss various approaches to improve the computational performance without compromising
accuracy. These approaches include large-scale parallel design as well as techniques that reduce the prefactor of the computational complexity. A central part of this article discusses the convergence of calculated properties to the thermodynamic limit which is of significant importance for reliable predictions of materials properties and constitutes an additional challenge compared to calculations of large molecules.

We mention technical aspects of computer code implementations of periodic coupled cluster theories in different numerical frameworks of the one-electron orbital basis: the projector-augmented-wave formalism using a plane wave basis set and the numeric atom-centered-orbital (NAO) with resolution-of-identity. We will discuss results and the possible scope of these implementations and how they can help to advance the current state of the art in electronic structure theory calculations of materials.
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1 INTRODUCTION

The solution of the many-electron Schrödinger equation is at the heart of ab-initio computational materials science. Density functional theory (DFT) in the Kohn-Sham framework of approximate exchange and correlation energy functionals is irrefutably the method of choice for the study of computational materials science problems due to its good trade-off between accuracy and computational cost. However, despite the great successes of DFT in the last decades, it remains difficult to improve systematically upon the accuracy of currently available approximate density functionals, which sometimes fail even qualitatively in cases where strong electronic correlation effects, non-local van der Waals interactions or density-driven errors arising from the non-vanishing self-interaction occur [1]. As a consequence, the community of ab-initio computational materials scientists explores the accuracy and computational efficiency of alternative methods to solve the many-electron problem, such as Green’s function based methods or many-electron wavefunction theories. Quantum chemical wavefunction theories have the potential to treat electronic exchange and correlation effects in a systematically improvable manner. Their computational cost is in general significantly larger than that required for DFT calculations, which limits their application to relatively small system sizes only. In this work we discuss recent efforts and improvements that expand the scope of quantum chemical wavefunction theories and in particular that of coupled cluster methods. Furthermore we outline implementation details and the relationship between the coupled cluster ansatz and the random phase approximation briefly. The latter method is becoming an increasingly efficient technique to treat electronic exchange and correlation effects in solids and molecules.

Quantum chemical wavefunction theories include a wide range of methods that are capable of treating weak as well as strong electronic correlation effects. In contrast to multi-reference methods, single-reference coupled cluster theory is in general not suited to treat strong correlation problems. However, coupled cluster theories have successfully been applied to calculate a wide range of materials properties including (i) cohesive energies of (molecular) solids [2, 3, 4, 5, 6, 7, 8, 9], (ii) pressure-temperature phase diagrams [10], (iii) exfoliation energies of layered materials [11, 12, 13], (iv) defect formation energies [14] and (v) adsorption and reaction energies of atoms and molecules on surfaces [15, 16, 17, 18, 19, 20]. Furthermore equation of motion coupled cluster theories have been implemented to calculate excited state and single-electron related properties including electron-addition and removal energies in solids [21]. As a model Hamiltonian for real metallic systems, the uniform electron gas has also been studied extensively using CC and related approaches [22, 23, 24, 25]. This list of applications is by no means complete.
but illustrates the potential of coupled cluster methods for computational materials science simulations. The achieved accuracy depends on the employed level of truncation in the coupled cluster wavefunction ansatz. Comparison to experimental findings and high-level quantum Monte Carlo (QMC) results for solids reveals that coupled cluster singles and doubles theory including perturbative triples (CCSD(T)) achieves a similar level of accuracy in solids as for molecular quantum chemistry applications, indicating that it is possible to obtain results with chemical accuracy (1 kcal/mol) or even better for most energetic properties such as cohesive energies. This level of accuracy is similar to the accuracy that can be achieved using QMC calculations although a systematic assessment for solids as it was carried out for molecules is still missing [26]. However, in contrast to QMC, perturbative Møller-Plesset and coupled cluster theories such as the perturbative triples approach are not suitable for the treatment of metallic systems, and more work is needed to understand and possibly correct for these deficiencies [25]. We stress that non-perturbative coupled cluster methods such as coupled cluster singles and doubles (CCSD) will yield convergent correlation energies even for metallic systems. The applications referred to above have been obtained using a variety of different computer code implementations of CC theories that can roughly be divided in three different categories: (i) local schemes that are based on a localized occupied orbital manifold and take advantage of the short-rangedness of electronic correlation explicitly [27], (ii) the incremental method that is extremely efficient for weakly interacting fragments, such as molecular crystals [2, 3, 4] and (iii) canonical schemes that explicitly account for the translational symmetry of periodic systems by employing delocalized Bloch orbitals [8, 21]. Recently another approach to coupled cluster theory using stochastic techniques has been developed and successfully applied to a range of systems including the uniform electron gas [28, 29, 30]. In this article we will mostly focus on canonical schemes that employ delocalized Bloch orbitals and we will discuss their advantages as well as disadvantages compared to other methods.

The general purpose of computationally expensive yet highly accurate electronic structure theories in materials simulations is two-fold: (i) production of benchmark results and (ii) prediction of materials properties without depending on uncontrolled approximations. Benchmark results are very valuable because they can be used to further test and improve upon the accuracy of computationally more efficient yet less accurate methods or adjust parameters used in simplified models of real systems. Although experiment can also provide benchmark results, experimental findings need to be corrected for the effect of lattice vibrations, finite temperature and possibly relativistic contributions in order to be directly comparable to non-relativistic zero temperature electronic structure theory calculations in the Born-Oppenheimer approximation. As such it is often more efficient to employ theoretical benchmark results obtained using high-level theories. Ideally it should be possible to perform benchmark calculations in a black-box manner. A black-box method allows for high-throughput calculations and enables non-expert users to obtain reliable simulation results for real materials. Compared to density functional theory, many-electron wavefunction theory calculations are more difficult to apply in practice because calculated properties such as the ground state energy converge much slower with respect to the employed computational parameters such as \( k \)-point mesh density and basis set size, often requiring extrapolation techniques that need to be checked carefully. Recent progress makes it possible to accelerate the convergence with respect to such computational parameters significantly and control approximations in an automated way such that coupled cluster methods become more “user-friendly”. In this article we will review some of the most important and recent improvements that aim at expanding the scope of coupled cluster theories to the field of computational materials science. Many methodological developments are inspired by related techniques in the field of molecular quantum chemistry and quantum Monte Carlo.
Due to the potential use of coupled cluster theory as an accurate benchmark tool in materials simulations, it is also necessary to understand and revisit the influence of widely-used approximations in modern electronic structure theory codes. Obviously, the precision of the underlying numerical approach to solve the Schrödinger equation must not be lower than the accuracy of the employed many-electron theory. Pseudopotentials, basis sets and even frozen core approximations that have become standard practice in DFT calculations of solids can not necessarily be transferred directly to wavefunction theory calculations. To this end it is important to assess the influence of such approximations by comparing wavefunction theory calculations on different footings. In this article we will report on two different implementations of CC theory employing the numeric atom-centered orbital (NAO) and the projector augment wave (PAW) framework.

The coupled cluster method accounts for many-electron correlation effects explicitly using an exponential ansatz for the wavefunction. The wavefunction amplitudes are obtained by solving a set of nonlinear equations that can be derived using different methods including second quantization in combination with Wick’s theorem, Slater rules or diagrammatic techniques. The latter are also popular in the field of Green’s function based methods, where Feynman diagrams serve as a representation of quantum field theoretical expressions of many-particle interactions. Diagrammatic methods allow for characterizing the CC method as an approximate perturbation theory that performs a summation of a certain type of diagrams to infinite order. In a diagrammatic language the close relationship between coupled cluster theory and other approaches such as the random-phase approximation (RPA) becomes more obvious for both ground and excited state properties as discussed in detail in Refs. [31, 32]. This relationship also implies that the RPA and CC theory share computational characteristics such as a slow convergence with respect to the employed independent particle basis sets and \( k \)-point mesh. Therefore methodological improvements such as basis set extrapolation methods and finite size corrections can often be readily transferred between these approaches.

2 THEORY AND CONCEPTS

2.1 Coupled cluster theory

Coupled cluster theory was initially proposed by Fritz Coester and Hermann Kümmel in the field of nuclear physics [33, 34]. In the 1960s Jiri Cizek and Josef Paldus introduced the method for electron correlation [35, 36] and since then it has become a widely-used electronic structure theory method for quantum chemical calculations on systems that do not exhibit strong static correlation [37]. For a more detailed introduction to coupled cluster theory we refer the reader to Refs. [33, 37, 38, 40]. Coupled cluster theory uses an exponential ansatz of cluster operators for the many-electron wavefunction

\[
|\Psi^{CC}\rangle = e^{T}|\Phi^{HF}\rangle,
\]

where \( \Phi^{HF} \) is a single Slater determinant constructed from the Hartree-Fock (HF) one-electron orbitals that best approximates the ground state energy of a many-electron system. In passing we stress, however, that CC theory can in principle employ any single reference determinant although this can affect the accuracy. The cluster operator in the exponent is defined by \( T = \sum_{m=1}^{n} T_{m} \), where \( n \) corresponds to the order of the coupled cluster approximation. \( T_{m} \) is an \( m \)-fold excitation operator that generates \( m \)-fold excited Slater determinants \( |\Phi_{i_{1} \ldots i_{m}}\rangle \) multiplied by corresponding amplitudes \( (t_{i_{1} \ldots i_{m}}^{a_{1} \ldots a_{m}}) \) when applied to the HF
The groundstate ($|\Phi_{HF}\rangle$):

$$
\hat{T}_m |\Phi_{HF}\rangle = \sum_{\substack{i_1,\ldots,i_m \in \text{occ.} \\ \ a_1,\ldots,a_m \in \text{unocc.}}} t_{i_1\ldots i_m}^{a_1\ldots a_m} |\Phi_{i_1\ldots i_m}^{a_1\ldots a_m}\rangle.
$$

(2)

We will return to the discussion of the procedure for determining the amplitudes later. The mean-field wavefunction obtained from HF theory serves as a single reference determinant for the CC wavefunction and electronic correlation effects are accounted for explicitly using excitation operators and corresponding amplitudes. The indices $i$ and $a$ refer to occupied and unoccupied orbitals, respectively. We stress that depending on the choice of orbitals and their symmetry, the wavefunction amplitudes will reflect a different degree of sparsity. In the case of Bloch orbitals, as commonly used in periodic systems, the amplitudes vanish unless the sum of the momenta of the occupied orbitals is equal to the sum of the momenta of the unoccupied orbitals modulo a reciprocal lattice vector. We note that this property holds only for momentum-conserving Hamiltonians.

In coupled cluster singles and doubles theory the cluster operator is approximated using $\hat{T} \approx \hat{T}_1 + \hat{T}_2$. Due to the exponential ansatz of the CCSD wavefunction, the coefficients of all $i$-fold excited Slater determinants with $i \geq 2$ are approximated using antisymmetrized products of single and double excitation amplitudes. For two-electron systems, two-fold excited Slater determinants can be generated at most and therefore CCSD theory becomes exact. Higher orders of coupled cluster theory become exact for systems with the corresponding number of electrons. The cluster amplitudes $t_i^a$ and $t_{ij}^{ab}$ are obtained by inserting the wavefunction ansatz in the Schrödinger equation, projecting on the left by $\langle \Phi_{i}^{a} | e^{-\hat{T}}$ and $\langle \Phi_{ij}^{ab} | e^{-\hat{T}}$, and solving the amplitude equations $\langle \Phi_{i}^{a} | e^{-\hat{T}} H e^{\hat{T}} | \Phi_{HF}\rangle = 0$ and $\langle \Phi_{ij}^{ab} | e^{-\hat{T}} H e^{\hat{T}} | \Phi_{HF}\rangle = 0$, respectively. For practical computer implementations the latter equations are not useful but need to be recast in expressions that depend explicitly on Hamiltonian matrix elements and amplitudes, which can be achieved using further algebraic transformations including the Baker-Campbell-Hausdorff formula and Wick’s theorem, Slater rules or diagrammatic techniques [38, 37, 39, 40].

For most applications a good trade-off between computational cost and high accuracy is achieved by truncating the cluster operator at doubles (CCSD) and accounting for the effect of triples in a perturbative manner. This approach is referred to as CCSD(T) theory [41] and achieves chemical accuracy for the prediction of reaction energies and barrier heights for a wide range of chemical reactions [37, 40]. We note that CCSD and CCSD(T) theory include all diagrams for the correlation energy that occur in third- and fourth-order perturbation theory, respectively. However, as a consequence of the single-reference approximation in CC theory, the treatment of strong correlation problems is extremely limited. Examples for strong correlation problems include molecular dissociation problems where the HF approximation to the wavefunction fails dramatically due to the multideterminant nature of the true wavefunction. Conventional single-reference CC theory are accurate only for wavefunctions that are dominated by single-reference determinants. We note in passing that multireference coupled cluster theories aim at the treatment of strong correlation problems [42, 43].

To establish a connection between coupled cluster methods and the random-phase approximation, we now turn to coupled cluster doubles (CCD) theory. CCD theory approximates the cluster operator using $\hat{T} \approx \hat{T}_2$. The cluster amplitudes $t_{ij}^{ab}$ are obtained by solving the quadratic amplitude equations...
\[ \langle \Phi_{ij}^{ab} | e^{-T_2} H e^{T_2} | \Phi_{HF}^{ab} \rangle = 0 \] that in a canonical spin-orbital basis read

\[
t_{ij}^{ab} = \frac{1}{\epsilon_i + \epsilon_j - \epsilon_a - \epsilon_b} \left( \langle ij || ab \rangle + \langle cj || kb \rangle t_{ik}^{cd} + \langle ci || ka \rangle t_{jk}^{bc} + \langle cd || kl \rangle t_{lj}^{db} \right)
\]

\[
+ \frac{1}{2} \langle cd || ab \rangle t_{ij}^{cd} + \frac{1}{2} \langle ij || kl \rangle t_{kl}^{ab} + \frac{1}{4} \langle cd || kl \rangle t_{ij}^{cd} t_{kl}^{ab}
\]

\[
- \langle cj || ka \rangle t_{ik}^{bc} - \langle ci || kb \rangle t_{jk}^{ac} - \langle cd || kl \rangle t_{ij}^{cd} t_{kl}^{bc}
\]

\[
+ \frac{1}{2} \langle cd || kl \rangle \left( t_{ij}^{cd} t_{jk}^{bc} - t_{ij}^{ab} t_{jk}^{cd} + t_{ij}^{ac} t_{kl}^{db} - t_{ij}^{cd} t_{kl}^{bc} \right) \quad (3)
\]

In the above equation we use Einstein summation convention. The indices \( i, j, k \) and \( l \) label occupied orbital indices, whereas \( a, b, c \) and \( d \) label virtual orbital indices. \( \epsilon \) correspond to the HF one-electron energies and the anti-symmetrized electron repulsion integrals (ERIs) are defined as \( \langle ij || ab \rangle = \langle ij || r_{12}^{-1} | ab \rangle - \langle ij || r_{12}^{-1} | ba \rangle \), where the ERIs are defined by

\[
\langle ij || r_{12}^{-1} | ab \rangle = \int_{\Omega} \int_{\Omega} d\mathbf{x}_1 d\mathbf{x}_2 \frac{\chi^*_i(\mathbf{x}_1) \chi^*_j(\mathbf{x}_2) \chi_a(\mathbf{x}_1) \chi_b(\mathbf{x}_2)}{||\mathbf{r}_1 - \mathbf{r}_2||}. \quad (4)
\]

In the above expression the spin-orbitals \( \chi \) depend on the space-spin coordinate \( \mathbf{x} = (\mathbf{r}, \sigma) \) and the spatial coordinates are integrated over all space. In section \([5]\) we will return to the discussion of the evaluation of these integrals using different frameworks of the independent particle basis sets. Equation (3) is solved for the amplitudes in an iterative manner by updating the amplitudes in every iteration using the right-hand side of Eq. (3). To accelerate convergence standard techniques such as direct inversion of the iterative subspace (DIIS) can be employed \([44]\). Once the amplitudes are obtained, the CCD correlation energy can be calculated by

\[
E_c^{\text{CCD}} = \frac{1}{4} \langle ij || ab \rangle t_{ij}^{ab} \quad (5)
\]

As a consequence of the large number of virtual orbitals, \( N_o \), compared to the number of occupied orbitals, \( N_o \), needed to obtain converged correlation energies even when extrapolation techniques are employed, the computation and storage of ERIs as well as their contraction with amplitudes constitute the main source of computational cost and memory in canonical CC calculations. In terms of computational cost and memory the so-called particle-particle ladder term \( \langle cd || ab \rangle t_{ij}^{cd} \) exhibits the most unfavourable scaling with respect to the number of virtual orbitals \( \mathcal{O}(N_o N_v^2) \). In passing we note that a number of techniques have been suggested to reduce the computational cost of the \( \langle cd || ab \rangle t_{ij}^{cd} \) term in CC calculations \([45, 46]\) and that local schemes can treat this term very efficiently by construction since it couples a single electron-pair to itself only. The distribution of memory and computational load in parallel computer implementations as well as the possible on-the-fly calculation of the required ERIs make it possible to study systems containing several hundreds of virtual orbitals routinely. Furthermore modern tensor framework libraries greatly simplify the development of compact and also fully parallel coupled cluster theory computer codes \([47]\).

Equation (3) arranges the terms of the amplitude equations in the same manner as Shepherd et al. in \([48]\), who investigated different approximations to coupled cluster doubles theory for the uniform electron gas. The various terms are labeled in agreement with the corresponding diagrams such that the top line of Eq. (3) represents the driver and the ring terms, the second line ladder terms, the third line crossed-ring terms, and the bottom line mosaics \([49]\). The quadratic amplitude equations of coupled cluster doubles theory couple all electron pairs of a many-electron system using perturbation theory diagrams of a certain
type to infinite order. This is illustrated by the iterative solution for the amplitudes in Eq. (3): in the first
iteration it follows that
\[ t_{ij}^{ab} = \frac{\langle ij|ab \rangle}{\epsilon_i + \epsilon_j - \epsilon_a - \epsilon_b}. \]
In subsequent iterations the approximate first-order amplitudes are coupled via the corresponding ladder, ring, crossed-ring, and mosaic terms to each other. In this manner a summation of all possible couplings between different diagrams to infinite order is performed. The included diagrams balance and account for important physical effects of many-electron systems. All terms are accompanied by so-called exchange terms that are needed to correct for exclusion principle violating (EPV) contributions and account for the fermionic character of the many-electron wavefunction. EPV contributions cause self-interaction errors that are not necessarily restricted to approximate DFT methods. Furthermore the magnitude of ring and ladder contributions to the electronic correlation energy is system dependent. For homogeneous systems the dimensionality and electronic density plays a crucial role. In the high-density limit the ring approximation becomes exact for three-dimensional systems, whereas ladder terms become more important for lower-densities and lower dimensions \[22, 23, 50, 51]. The inclusion of ring diagrams is important to describe collective polarization effects and obtain effectively screened inter-electronic interactions that yield convergent correlation energies in metals.

Coupled cluster theory is based on a systematically improvable many-electron wavefunction ansatz and derived without using uncontrolled approximations. However, various approximations to the amplitude equations have been investigated and proven sometimes more accurate and even more stable than their parent method. The distinguishable cluster approximation (DCSD) \[52, 53\] demonstrates that disregarding certain diagrams in the amplitude equations and reweighting others such that the resultant method remains exact for two-electron systems yields results that clearly outperform CCSD in terms of accuracy. Furthermore it is possible to show that by a change of representation DCSD exhibits a computational complexity that scales with respect to system size only as \(O(N^5)\) instead of \(O(N^6)\) as in the case of CCSD \[54\]. This illustrates that the key to efficient and accurate many-electron perturbation theories lies in carefully chosen and well balanced truncations of the many body perturbation series. In this regard the random-phase approximation is a showcase for an efficient and reasonably accurate perturbation theory.

2.2 The random-phase approximation and its connection to CC theory

The random phase approximation (RPA) to the correlation energy dates back to the 1950s. It was first introduced by Macke to predict convergent correlation energies \[55\] in the uniform electron gas and was also developed by Bohm and Pines \[56\] for the collective description electron interactions. In the field of \(ab \text{-- initio}\) computational materials science the exact-exchange plus correlation in the random-phase approximation has attracted renewed and widespread interest in the last two decades \[57\]. This is due to the fact that computationally increasingly efficient implementations have become available and that this method is capable of describing all interatomic bonding situations reasonably well: ionic, covalent, metallic, and even van der Waals bonding. The computational complexity can even be lowered to \(O(N^3)\) in real space formulations \[58\]. Thus, the complexity of an RPA calculation does not exceed that of a canonical hybrid density functional theory calculation, the prefactor is however considerably larger. The RPA correlation energy can be derived from many-electron Green’s function theory, or using the adiabatic-connection fluctuation-dissipation theorem (ACFDT), or from coupled cluster theory.

As shown in \[32\], it is possible to transform the RPA equations, that are usually expressed in a general eigenvalue problem, to a quadratic Riccati equation that reads

\[ t_{ij}^{ab} = \frac{1}{\epsilon_i + \epsilon_j - \epsilon_a - \epsilon_b} \left( \langle ij|ab \rangle + \langle cj|kb \rangle t_{ik}^{ac} + \langle ci|ka \rangle t_{jk}^{bc} + \langle cd|kl \rangle t_{lj}^{db} t_{ik}^{ac} \right). \]
We stress that in the above equation $\epsilon$ correspond to the DFT one-electron energies. Once the amplitudes are obtained, the RPA correlation energy can be calculated by

$$E_{c}^{\text{RPA}} = \frac{1}{2} \langle ij|ab \rangle t_{ij}^{ab}$$  \hspace{1cm} (7)

Although the above formulation does not allow for an efficient computer implementation of the RPA, it illustrates that the RPA and CCSD are closely related. In the rings-only approximation, the second, third and fourth lines of Eq. (3) are disregarded. Furthermore the random-phase approximation includes the direct rings only. This implies that instead of using the (double bar) anti-symmetrized integrals, only $\langle ij|ab \rangle$ integrals are employed in the RPA amplitude and energy equations, making it necessary to employ a different prefactor in the correlation energy expression to stay consistent with many-body perturbation theory. Consequently, RPA can not be viewed as a wavefunction theory although it can be obtained from the CC amplitude equations as explained above. The close relationship between these approaches has motivated a number of post-RPA corrections, of which we will discuss only a small selection.

In the RPA, the magnitude of total correlation energies is significantly overestimated and binding energies are systematically underestimated compared to experiment even for weakly interacting systems. The origin of these shortcomings can in some cases be understood by comparing the RPA amplitude and energy expressions in Eqs. (6) and (7) to the coupled cluster doubles amplitude and energy expressions in Eqs. (3) and (5), respectively.

The lack of exchange-like terms in the RPA leads to the inclusion of EPV contributions (such as $\langle ii|ab \rangle t_{ii}^{ab}$) causing self-correlation errors; for example, RPA yields non-zero electron correlation energies for one-electron systems. This has motivated the introduction of various post-RPA corrections such as second-order screened exchange (SOSEX), AC-SOSEX or approximate exchange kernel methods (AXK). The inclusion of SOSEX to the random-phase approximation dates back to Monkhorst and Freeman in the 70s [59, 22]. Freeman showed in Ref. [22] that absolute correlation energies of the uniform electron gas get significantly improved when compared to more accurate methods if SOSEX correlation energy contributions are included. Furthermore the underestimation of cohesive energies calculated in the RPA originates from the fact that EPV contributions are larger for spin-polarized atoms than for non-spin-polarized solids. Therefore the RPA+SOSEX approximation yields more accurate cohesive energies compared to experiment than the RPA. We note in passing that similar findings have been obtained using related corrections to the RPA such as AXK [60].

Another important difference between RPA and coupled cluster theory is the choice of the reference determinant and orbital energies. In the framework of ACFDT-RPA, the KS-DFT reference determinant is well justified. However, from the perspective of CC theory the KS-DFT orbitals violate the Brillouin’s theorem and the correlation energy expression would therefore have to include terms that depend on the off-diagonal Fock matrix elements. These considerations have motivated the renormalized singles excitations (rSE) and related methods [57, 61, 62]. The inclusion of these contributions improves upon the description of weakly-bound molecules and solids compared to the RPA.

### 2.3 Size extensivity and the thermodynamic limit

In this section we discuss size extensivity and methods that accelerate the convergence to the thermodynamic limit (TDL). Both concepts are highly relevant for the application of quantum chemical methods to solids. In contrast to molecular systems, properties of solids or surfaces need to be calculated in the TDL in order to allow for a direct comparison to experiment and truly model an infinite periodic
system. The TDL can be approached in different ways using; for example, (i) sampling of the Brillouin zone with increasingly dense \( k \)-point meshes and in periodic boundary conditions, (ii) studying increasingly large supercells in periodic boundary conditions, or employing (iii) increasingly large clusters with open boundary conditions and/or embedding methods. Once the TDL is approached with respect to the number of \( k \)-points or the number of atoms in the cluster, intensive properties such as the correlation energy per atom are converged to a constant value.

An important advantage of truncated coupled cluster theories compared to truncated configuration interaction methods is their size extensivity. Size extensivity is a concept of particular importance in quantum chemistry, which judges if the calculated quantities have the correct asymptotic size dependence or not. For extensive quantities, like the (correlation) energy, a given size extensive method should yield the asymptotic \( N^1 \) dependence with \( N \) is the number of unit cells or wave vector sampling points in the Brillouin zone [63]. Obviously, the methods with incorrect asymptotic \( N^\alpha \) dependence of \( \alpha < 1 \), like the truncated configuration interaction methods, lead to the total energy per unit cell equal to that of the HF mean-field approximation, which is clearly useless for condensed-matter systems. The size extensivity of coupled cluster theories can also be understood via either the diagrammatic criteria [64] or the supermolecule criterion [65]. Moreover, it was argued that approximate post-HF correlation methods cannot capture the variational and size-extensive properties simultaneously [66].

The TDL is approached as the number of particles becomes infinite in the simulation (super-)cell while the density is kept constant. Once the TDL is approached, correlation energies per atom need to be converged to a constant for periodic systems, corresponding to \( \alpha = 1 \). Finite size errors are defined as the difference between the TDL and the finite simulation cell results. However, converging calculated properties with respect to the system size can be very slow, requiring substantial computational resources due to the steep scaling of the computational complexity of coupled cluster methods with respect to system size. We stress that many properties such as the binding energy of molecules on surfaces converge even slower than their counterparts calculated on the level of mean-field theories such as DFT. Correlated wavefunction based methods capture long-range electronic correlation effects; for example dispersion interactions, explicitly. Although the respective contribution to the electronic correlation energy can be small, the accumulation of such interactions can become a non-negligible contribution to the property of interest. Various different strategies have been developed to correct for finite size errors that are defined as the difference between the TDL and the finite simulation cell results. These strategies often involve extrapolation methods or range-separation techniques. Local theories that employ correlation energy expressions depending on localized electron pairs, can approximate correlation energy contributions of long-distant pairs using computationally more efficient yet less accurate theories. Alternatively local theories can account for electron pairs that are disregarded based on a distance criterion by using an \( R^{-6} \)-type extrapolation [15]. Canonical implementations of periodic post-HF methods employ scaling laws for extrapolations to the TDL that are based on an analogue rationale [7, 67, 21]. Auxiliary field quantum Monte Carlo theory employs finite size corrections that are based on parametrized density functionals obtained from finite uniform electron gas simulation cells [68].

We stress that the problem of slow thermodynamic limit convergence and concomitantly large finite size errors is a common feature of Quantum Monte Carlo (QMC) and many-electron quantum chemical methods due to their explicit treatment of electronic correlation effects. Recently structure factor interpolation and twist averaging (TA) techniques have been introduced in Ref. [8] to correct efficiently for finite size errors in CC calculations of solids. These techniques are inspired by related methods used in QMC calculations [69, 70]. These finite size (FS) corrections allow for achieving thermodynamic limit results
of solids and surfaces using quantum chemical wavefunction theories in a very efficient manner [8, 71], reducing the computational cost significantly. As shown in Figure 1, it is possible to achieve a much more rapid TDL convergence for simple solids such as carbon graphite and diamond by virtue of these corrections. Furthermore the fact that the converged energies per atom remain constant as the \( k \)-mesh density is increased, reflects that CC theories are size extensive.

3 IMPLEMENTATION AND APPLICATION

3.1 Projector-augmented wave method

In this section, we briefly review the calculation of two-electron repulsion integrals in the framework of the projector augmented wave (PAW) method using a plane wave basis set. These integrals are the most important quantities in addition to the cluster amplitudes for coupled cluster theory calculations. In the PAW method, the all-electron orbitals (\( |\psi_n\rangle \)) are obtained from the pseudo orbitals (\( |\tilde{\psi}_n\rangle \)) using a linear transformation [72],

\[
|\psi_n\rangle = |\tilde{\psi}_n\rangle + \sum_i (|\varphi_i\rangle - |\tilde{\varphi}_i\rangle) \left\langle \tilde{p}_i |\tilde{\psi}_n\right\rangle .
\] (8)

The index \( n \), labelling the orbitals \( \psi_n \), is understood to be shorthand for the band index and the Bloch wave vector \( k_n \), while the index \( i \) is a shorthand for the atomic site \( R_i \), the angular momentum quantum numbers.
\[ l_i \text{ and } m_i, \text{ and an additional index } \epsilon_i \text{ denoting the linearization energy. The wave vector is conventionally chosen to lie within the first Brillouin zone. The pseudo orbitals are the variational quantities of the PAW method and are expanded in reciprocal space using plane waves, } \langle \mathbf{r} | \tilde{\Psi}_n \rangle = \frac{1}{\sqrt{\Omega}} \sum \mathbf{G} C_{n\mathbf{G}}^* e^{i(k_n+G)\mathbf{r}}. \]

In this framework, it is possible to evaluate two-electron repulsion integrals approximately using the following expression:

\[
\langle i j | r_1^{-1} | a b \rangle = \sum \mathbf{G} \rho_{ai}^{(G)} \tilde{\nu}(G) \rho_{bj}^{*\phantom{=}G}, \tag{9}
\]

where \( \tilde{\nu} \) is the diagonal Coulomb kernel in reciprocal space \( 4\pi \mathbf{G}^2 \). We note the the reciprocal Coulomb kernel exhibits a singularity \( \mathbf{G} = 0 \). We employ a correction for the Coulomb kernel at the singularity that is obtained using a scheme introduced by Gygi and Baldereschi \cite{73}. In the present PAW implementation, the Fourier transformed codensities \( \rho_{ai}^{(G)} \) are approximated using Eq. (2.87) of Ref. \cite{74} as originally implemented by Kresse et al. \textit{for the calculation of correlation energies within the random phase approximation} \cite{75}. The codensities and the diagonal Coulomb kernel make it possible to calculate the ERIs in a computationally efficient on-the-fly manner. We note that the memory footprint of the transformed codensities scales cubic with respect to the system size. Furthermore, it is also possible to further reduce the dimension of the auxiliary plane-wave index \( \mathbf{G} \) significantly for system where the large number of degrees of freedom provided by the plane-waves are not needed to describe the employed codensities. A significant down-folding of the plane wave basis set size is possible without compromising accuracy for calculations of surfaces as well as atoms or molecules in a box. A convenient and computational efficient method to achieve this downfolding is based on singular value decomposition and outlined in Ref. \cite{45}. We note that our more recent implementation of CC theory that calculates the ERIs according to Eq. (9) (cc4s) employs the cyclops tensor framework (CTF, \cite{47}) and will be released in the near future.

### 3.2 Numeric atom-centered orbital framework

The implementation of quantum-chemistry methods in the numeric atom-centered orbital (NAO) framework utilizes the resolution-of-identity (RI) technique (also known as 'density fitting') to calculate the two-electron repulsion integrals which scale as \( N^4 \) in memory with respect to system size \( N \). The key idea is to decompose the four-rank repulsion integrals in terms of three-rank tensors with an \( N^3 \) scaling of memory and is therefore better suited to be pre-stored:

\[
\langle rs | r_1^{-1} | pq \rangle \approx \sum \mu m_{\mu pr}^* m_{\mu qs}, \tag{10}
\]

where the index \( \mu \) runs over an auxiliary basis \( \{ P_\mu(r) \} \), and \( m_{\mu pr} \) is a decomposed three-rank tensor in the molecular orbital basis. In RI-V approximation, \( m_{\mu pr}^* \) is determined by directly minimizing the errors in the repulsion integral of atomic orbitals using Eqs. (47 and 55) of Ref. \cite{76}. A hybrid-RI algorithm has been designed to balance the computing cost and communication in the CCSD(T) implementation for molecules in the Fritz Haber Institute \textit{ab initio} molecular simulation (FHI-aims) package. Together with a domain-based distributed-memory strategy, it allows for an effective utilization of the quickly increasing memory bandwidth of today’s supercomputers to avoid the on-the-fly disk storage and minimize interconnect communication, particularly for the tensor contraction in the evaluation of the particle-particle terms. As a result, an excellent strong scaling can be achieved up to over 10,000 cores \cite{77}. The parallel efficiency is competitive with the CC implementations in state-of-the-art high-performance computing computational chemistry packages.
Furthermore, a local variant of RI-V, namely RI-LVL, has been developed in the numeric atom-centered orbital framework. Unlike the standard RI-V approximation in Eq. 10, RI-LVL expands the products of basis functions only in the subset of those auxiliary basis functions \( P(I,J) \) which are located at the same atoms of \( I \) and \( J \) as the basis functions of \( \chi_i \) and \( \chi_j \):

\[
\langle rs | r_{12}^{-1} | pq \rangle \approx \sum_{\mu \lambda \in P(RP)} (rp|\lambda) L^{RP}_{\chi\mu}(\mu|\nu) L^{SQ}_{\chi\nu}(\sigma|sq),
\]

(11)

where the three-center \((rp|\lambda)\) and two-center \((\mu|\nu)\) integrals are defined as

\[
(rp|\lambda) = \int_{\Omega} \int_{\Omega} dx_1 dx_2 \chi^*_r(x_1) \chi_p(x_1) \chi_\lambda(x_2) \frac{1}{|r_1 - r_2|},
\]

(12)

and

\[
(\mu|\nu) = \int_{\Omega} \int_{\Omega} dx_1 dx_2 \chi^*_\mu(x_1) \chi_\nu(x_2) \frac{1}{|r_1 - r_2|},
\]

(13)

respectively. \( L^{RP} = (\mu|\nu)^{-1} \) with \( \mu, \nu \in P(RP) \). This choice further reduces the memory scaling to \( N^2 \) without compromising the accuracy [78]. For molecules, it is a useful alternative to the standard RI-V, which, however, is the only option for solids, since the memory consumption of RI-V quickly becomes unaffordable with the increase of k-grid numbers in periodic boundary conditions [79]. For MP2 and RPA, we demonstrated that the NAO-based periodic implementation can provide a smooth and consistent convergence towards the complete k-grid limit [80]. The periodic CCSD in FHI-aims has been implemented, but not yet fully optimized.

4 RESULTS

4.1 PAW-based coupled cluster applications

![Figure 2](image)

**Figure 2.** Overview of recent PAW-based periodic coupled cluster theory calculations: (a) pressure-driven phase transition from carbon graphite to diamond [10], (b) water adsorption on an \( h-BN \) sheet [8] and (c) dissociative hydrogen molecule adsorption on the Si(100) surface [16].
We now turn to a brief overview of \textit{ab \textendash; initio} computational materials science studies that have been performed using periodic coupled cluster theory. This overview is by no means complete but reflects the general purpose and scope of the CC implementation based on the PAW formalism and its relation to other approaches such as the method of increments. A selection of the investigated systems is depicted in Fig. 2. PAW-based periodic CC calculations have initially been limited to insulating solids with two-atomic unit cells such as the LiH crystal or the uniform electron gas simulation cell \cite{9,7,25}. However, recent methodological improvements make the study of surfaces and supercells containing approximately thirty atoms possible. In particular the development of finite size corrections \cite{8}, improved compact approximations to the virtual orbital manifold \cite{9,81} and auxiliary basis sets \cite{45} have substantially expanded the scope of periodic CC calculations. The advancement of explicitly correlated techniques in combination with a plane wave basis set holds the promise to reduce the computational cost further in the near future\cite{82,83}.

We first review studies that aim at assessing the precision of periodic CC calculations. An important task of method development includes demonstrating convergence of calculated properties such as the ground state energy with respect to the employed computational parameters; for example, basis set and $k$-mesh, and achieve agreement with results obtained using entirely different computational approaches. In this regard the calculation of the cohesive energy of the LiH solid on the level of HF, MP2 and CC theory has become common practice for benchmarking various implementations. The first quantum chemical calculations of the LiH crystal were performed by Egil Hylleraas in 1930 \cite{86}. In 2009, Nolan \textit{et al.} have presented MP2 and coupled cluster ground state energy calculations of the LiH crystal converged with respect to basis set and system size through a combination of periodic and finite-cluster electronic structure calculations \cite{6}. These findings have served as a reliable reference for other approaches including (local) periodic and incremental methods used to calculate MP2 or CC cohesive energies \cite{87,9,2,67,88}. Table 1 summarizes the obtained cohesive energies, indicating the achieved level of precision of the various calculations is better than chemical accuracy. Furthermore the CCSD(T) estimates agree with the experimental value (4.98 eV/LiH) to within a few ten meV. In a similar context, the adsorption energy of a single water molecule on the LiH surface has been studied and results have been compared among different theories and implementations to test their precision and accuracy \cite{17}. The corresponding adsorption energies are summarized in Table 2 and demonstrate an agreement of a few meV between different implementations.
Such benchmark calculations are useful despite their lack of reference to experiment. However, to further assess the scope of an implementation it is necessary to investigate different bonding situations. Weakly bond molecular and rare-gas crystals have been studied intensively using the incremental method with high accuracy \[3, 4\]. These systems are composed of many weakly interacting fragments, making them ideally suited for an expansion of the correlation energy into few-body incremental contributions. In contrast to the incremental method, a particular challenge for fully periodic and canonical approaches originates from the long-rangedness of correlation energy contributions to the binding energy, requiring dense $k$-mesh calculations or reliable finite size corrections \[8\]. However, using recently proposed finite size corrections, it is possible to achieve well converged CC cohesive energies of the neon solid in good agreement with results obtained using the method of increments despite employing relatively coarse $k$-meshes \[3, 8\]. The results obtained for the cohesive energy of the neon solid are summarized in Table 3. The periodic CCSD(T) estimate for the cohesive energy agrees to within 3 meV/atom with experimental value of 27 meV/atom, which has been corrected for zero-point fluctuations \[89\].

To benchmark the accuracy of periodic \textit{ab initio} methods in a systematic manner it is common practice to calculate cohesive energies, lattice constants and bulk moduli for a range of solids exhibiting different chemical bonding including van-der Waals, ionic, covalent and metallic systems. In molecular quantum chemistry similar calculations are routinely performed for a range of test sets that reflect a range of different chemical bonding situations as discussed in the following section. In solids, the systematic comparison to experimental findings, which have been corrected for beyond Born-Oppenheimer approximation effects, allows to identify and understand systematic errors for different levels of theory; for example, MP2 theory overestimates correlation energies for systems with small band gaps, which results in an overestimation of corresponding cohesive energies \[90\]. However, the computational cost of coupled cluster calculations using the PAW-based periodic implementation limits the number of benchmark systems so far. The range of simple solids for which cohesive energies have been calculated in the complete basis set limit on the level of CC theory include LiH (rock-salt), Ne (fcc), C (diamond), BN (zinc-blende) and AlP (zinc-blende) \[7, 8\]. Furthermore phase transitions and energy differences of different LiH, C and BN allotropes have also been investigated \[91, 8, 10\]. The study of pressure-temperature phase diagrams allows to investigate the relative level of accuracy of electronic structure theories for different chemical bonds that are present in the investigated phases. As such the predicted equilibrium phase boundaries often change significantly with respect to the employed electronic structure theory. In Ref. \[10\] we have employed periodic CCSD(T) theory to calculate relative enthalpies and pressure-temperature phase diagrams for C and BN allotropes. In contrast to currently available DFT methods, quantum chemical wavefunction theories allow for achieving reliable and systematically improvable benchmark results for the relative stability of C and BN allotropes.

Another promising area of application for quantum chemical wavefunction theories is the study of surface science problems including molecular adsorption and reactions on surfaces. CC theories are widely-used for predicting benchmark results for molecular gas-phase reaction energies as well as activation barrier heights. A similar level of accuracy for molecular surface reactions can currently only be achieved by QMC calculations and it would be advantageous to fully transfer quantum chemical wavefunction based...
methods to this area. Currently available QC approaches are based mostly on embedding, fragment models, the incremental technique or finite-cluster calculations [18] [19] [20] [15] [94]. Recently we have performed fully periodic calculations of adsorption energies for water on $h-BN$ and graphene sheets, confirming the expected level of accuracy [8] [93]. Table 4 summarizes the results of the water adsorption energies and compares them to DMC findings that agree well. Furthermore the dissociative H$_2$ adsorption on the Si(001) surface has also been investigated in Ref. [16]. The obtained results indicate that CC theory can predict accurate adsorption energies and study chemical reactions on surfaces in a reliable manner. However, we stress that, despite the accurate findings discussed above, the level of accuracy always depends on the electronic structure of the system and the level of many-electron wavefunction approximation. Therefore high accuracy can only be achieved using CCSD(T) theory for systems that do not exhibit strong correlation effects.

### 4.2 NAO-based coupled cluster applications

As an alternative basis set choice instead of GTOs and plane waves, NAOs, in particular those with valence correlation consistency namely NAO-VCC-nZ, hold the promise to provide improved description of advanced correlation methods with the increase of the basis set size. NAO-VCC-nZ allows for extrapolating the results of advanced quantum-chemistry methods to the complete-basis-set (CBS) limit. NAO-VCC-nZ was generated by minimizing frozen-core RPA total energies of individual atoms from H to Ar. The consistent convergence of RPA and MP2 binding energies of small molecules is demonstrated by using NAO-VCC-nZ basis sets in the original paper [95]. The applicability of NAO-VCC-nZ for solids has been benchmarked comprehensively for MP2 and RPA calculations of cohesive energy, lattice constants, and bulk modulus for representatives of first- and second-row elements and their binaries with cubic crystal structures and various bonding characters [80]. The generalization of the periodic RPA and MP2 implementation to CCSD(T) for solids is straightforward, but strong effort should be paid in order to achieve an efficient and practical implementation of the NAO-based periodic CCSD(T) method, which is still under development.

As the first step, the CCSD(T) has been implemented in FHI-aims for molecules, which has been used together with NAO-VCC-nZ basis sets to deliver accurate CCSD(T) results in the CBS limit for manifold properties of great chemical or physical interest. For 22 bio-orient weak interactions in the S22 test sets and 10 relative energies of cysteine conformers in the CYCONF test set, the CCSD(T)/CBS results by using NAO-VCC-nZ repeat the up-to-date reference data based on GTO basis sets with the deviation of less than 0.1 kcal/mol on average. For the first time, the high-level theoretical reference data at the CCSD(T)/CBS level has been generated for the 34 isomerization energies in the ISO34 test set in the NAO framework. For the sake of benchmarking newly developed electronic-structure methods, the use of the CCSD(T)/CBS reference data allows for the comparison based on exactly the same molecular geometry and immune to the experimental uncertainty [77].

| Method | H$_2$O@graphene | H$_2$O@h−BN |
|--------|-----------------|-------------|
| MP2    | -119            |             |
| CCSD   | -83 (-68)       |             |
| CCSD(T)| -102 (-87)      |             |
| DMC    | -99±6 (-84)     |             |

Table 4. Calculated adsorption energy of water on $h-BN$ and graphene sheets. The numbers in parenthesis have been obtained without finite size corrections. All values have been taken from Refs. [92] [8] [93].
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4.3 Outlook

During the last years the scope of quantum chemical wavefunction theories and in particular coupled cluster methods has been expanded significantly in the field of complex systems and solids. Fully periodic and canonical approaches have become increasingly efficient due to methodological improvements that reduce the prefactor of the computational cost. In this tutorial-style review we have given a brief overview of different frameworks for the implementation of periodic CC theories and their applications. Future work will focus on more systematic benchmark studies employing all recent methodological advancements including finite size corrections and explicit correlation techniques for solids. Furthermore it is expected that local approaches such as the use of truncated pair natural orbitals \cite{96,97,98} can also be transferred to solid state systems. The remaining technical and theoretical challenges are, however, significant and include the implementation of sparse tensor frameworks and the development of localization schemes that work reliable for metals as well as for insulators and semiconductors. Furthermore the calculation of additional properties such as gradients will eventually also be necessary in order to allow for structural relaxation. However, the high level of accuracy makes quantum chemical wavefunction theories and in particular CC theory a promising tool for future \textit{ab initio} computational materials science studies that can complement currently available DFT approaches and provide benchmark results. As discussed in this article, possible areas of application include the study of pressure-driven phase transitions, surface chemistry problems as well as optical properties of solids.
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