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Abstract: This paper presents an energy-management strategy based on a recently introduced Political Optimizer (PO) for a microgrid installation at Wroclaw University of Science and Technology. The aim of the study is to check the effectiveness of two recently introduced meta-heuristic algorithms at power-system-operations planning. The optimization algorithms were compared with other conventional meta-heuristics wherein performance tests were carried out by minimizing costs in an IEEE 30-bus system. The best performing algorithm was then used to minimize the Levelized Cost of Energy (LCOE) in a microgrid consisting of renewable energy sources such as solar PV panels, a micro-hydro power plant, a fuel cell with a hydrogen storage tank and a Li-ion storage unit.
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1. Introduction

The current topology of the power system is being modified by a host of factors including increasing energy consumption, penetration of renewable energy sources, decentralization and significant control-system implementation in order to satisfy the community-determined objectives such as cost or emissions minimization [1]. These changes are driven by a shift in the energy policies of both national and international governing bodies, as well as by the attitude of the people themselves, and are evidenced by the numerous binding agreements that have been signed, such as the Paris agreement [2] and the European green deal [3]. Both of these agreements promote sustainable development.

A fitting solution to the sustainable-development conundrum is the microgrid. It can also be seen as a concept that is partly responsible for the changes in the topology of the power system. The definition of a microgrid is varied and depends upon the organization defining it. Nevertheless, the common attributes between the definitions provided by the US Department of Energy [4] and CIGRE [5] are that microgrids represent a group of interconnected loads and generating sources, they have well-defined electrical boundaries, they are controllable, they are decentralized power systems, they are equipped with robust communication and smart-grid technologies, and they can work in tandem with the grid or in a standalone mode. Finally, they are seen as a single entity by the Distribution System Operator (DSO).

An integral part of the modern microgrid is the Energy-Management System (EMS) which according to the International Electrotechnical Commission (IEC) standard 61970 is defined as a computer system consisting of various applications and support services that enable the effective operation of the power system so that the adequate security of the energy supply is maintained and is provided at a minimum cost. In general, from review articles found in the literature [6–8], the EMS of a microgrid has a host of functions which
are shown in Figure 1. They include data acquisition, which involves the collection of data from various elements present in the microgrid such as generators, loads, storage devices, the main grid and weather forecasts. The acquired data is then appropriately processed according to the needs of the central computer of the microgrid, which could involve operations such as sampling, normalization, etc. Then comes forecasting, which involves predicting the time-dependent variables present in the microgrid such as the outputs of the weather-dependent renewable energy sources and the load demand. Forecasting in the long term (day ahead, week ahead and year ahead) is a process that is not performed online, and the forecasting referred to in Figure 1 is in the very short term (15 min ahead). This is because the short-term forecasts are more accurate than the long-term forecasts, and the plan for dispatch created 15 min before is much more accurate than the one created over a longer term. This process is succeeded by optimization which involves the creation of a schedule that balances power supply and demand over a period of time, which results in the Economic Dispatch (ED). This step is also the focus of this article. The final step involves the real-time control of the operation of the microgrid.

A few examples of EMSs found in the literature are described further on. A hierarchical multi-agent approach using Particle Swarm Optimization (PSO) [9] for the energy management of a microgrid consisting of storage devices, renewable energy sources and electrical vehicles is presented in [10]. The objective function used in the study was the minimization of the operational cost and the innovativeness of the study comes from the low-computational-burden models that were created in order to simulate both the electrical and thermal characteristics of the system under consideration. The performance of the approach was evaluated over 3 different scenarios which considered the normal operation of the microgrid, the normal operation with autonomous capability and the analysis of the prosumer operations of the consumers under normal operating conditions. Overall, the implementation of the EMS was shown to reduce the costs by 11% in comparison with a business-as-usual approach. A multi-objective optimization approach considering cost minimization, PV-system-utilization rate and power fluctuations in a microgrid is presented in [11]. The study investigated the influence of demand-side response and Electrical Vehicle (EV) charging and discharging on the functioning of the microgrid under four different scenarios. The scenarios involved cases where both the controlled and uncontrolled charging of EVs were each considered with and without transferrable loads. For the purposes of optimization, a multi-objective seeker optimization algorithm was con-


The microgrid model used consisted of elements such as PV panels, storage systems, EV charging ports, diesel engines and residential loads. The results showed an improvement in cost minimization, efficiency and security in the operation of the microgrid when controlled charging and demand-side response were considered together in comparison with the other explored scenarios. A mixed-integer, non-linear-programming approach to the optimization of an islanded water-energy-based microgrid is presented in [13]. The main purpose of the optimization model was to manage the demand for water within the water-distribution network, along with the smart management of electrical chillers for temperature moderation and, additionally, the management of electrical power generators. The study made an attempt to solve the ED problem on a day-ahead time horizon. The microgrid under consideration had numerous elements such as PV panels, energy-storage systems, conventional sources of power, both commercial and residential loads, and a comprehensive water-distribution network. In order to verify the performance of the proposed approach, a comparison was made between the cases wherein the ED was made with and without water-demand management and/or thermal management. The results indicated that hourly savings up to $150 can be made by including the water-distribution network within the ED problem, and that thermal management can additionally lower the hourly costs. While a few studies regarding EMSs of various microgrids have been described above, a more comprehensive description of the various microgrid architectures and EMSs are provided in detail in the following review papers [6,8].

- The examples provided above used different optimization algorithms in order to carry out the ED or energy management in diverse microgrids. In fact, new optimization algorithms are always being developed and it is not clear which optimization algorithm would serve as the best for the EMSs of microgrids. The question is quite relevant given the rapid adoption and development of microgrids. In this regard, the contributions of this paper are summarized as follows:
  - The investigation of two recently developed optimization algorithms for carrying out Optimal-Power-Flow (OPF) studies in electrical networks. This step is essential since it is important to test any new approach on a standard, well-known system before it is used for energy management in highly localized and diverse microgrids. The tested algorithms include the Political Optimizer (PO) and the Lichtenberg Algorithm (LA). The OPF studies were carried out by the cost minimization of the IEEE 30-bus system.
  - The comparison of the performance of the newly developed approaches with existing conventional approaches. In this regard, a comprehensive comparison of the values of all the decision variables as a result of applying the PO and LA were compared with the results from applying the Particle Swarm Optimization (PSO) and Genetic Algorithm (GA). Furthermore, a small comparison of the results taken from the well-known literature was also made.
  - The best performing optimization algorithm was then selected to carry out ED studies in a microgrid that consisted of numerous sources of energy such as Li-ion storage systems, fuel cells (FCs), solar PV panels, micro-hydro power plants and diesel generators (DGs). The LCOE of all the sources of energy were calculated and it was found to be minimized during the operation of the microgrid. The microgrid was connected and hourly grid prices were used in the study.
  - Finally, in order to understand the cost implications year round, clustering was used to identify representative days of the year with which comparisons were made regarding the microgrid operation. The microgrid model was based on the existing elements present at Wroclaw University of Science and Technology.
  - The novelty of the study comes from the fact that the Political Optimizer and the Lichtenberg Algorithm have not yet been used for OPF studies. Moreover, the study shows that the Political Optimizer is an effective option for an energy-management system of microgrids, which, to the best of our knowledge, has not yet been explored. The study presents an energy-management approach that analyzes the behavior of
the microgrid and the LCOE cost for an entire year, which is valuable to microgrid planners in the region.

The rest of the paper is organized as follows. Section 2 provides a comprehensive description of the PO, which was the main optimization algorithm chosen to carry out the ED for the microgrid. It also presents brief descriptions of other optimization algorithms that were considered. This is followed by a comparison of the results of applying the optimization algorithms to OPF studies. Section 3 provides the microgrid model, the mathematical model and the LCOE calculations. Section 4 describes the generators and their mathematical models. Section 5 presents the results and analysis of the microgrid operation while considering the changing weather during a calendar year. This is followed by the conclusions that were made from the study.

2. Investigated Optimization Algorithms

2.1. Political Optimizer

The PO is a socio-inspired, human-behavior-based, meta-heuristic optimization algorithm. It is based on the workings of political institutions and the electoral procedure. It is modeled on the steps that are usually followed in setting up a government, such as elections, the affairs of the parliament, the elections for constituencies, members defecting from one party to another, and in general the campaigns held by all of the stakeholders in the elections [14]. The effectiveness of this algorithm in locating the final global minimum solution comes from its dual-sided approach. The first approach involves every individual that represents a solution candidate trying to win an election, and the second approach involves every contesting political party trying to form a government by gaining a majority of the seats in the parliament.

The solution-searching process of the algorithm is as follows: it begins with a declaration of the population size that is then divided into n political parties that consist of n members. Every member of every party represents a candidate solution and is a vector of the decision variables of the problem. During this step the algorithm calculates the number of constituencies, which aids in locating the best party member at a particular index within a party, and is equal to the number of parties and members n. This concept is explained further with an explanation and is illustrated in Figure 2.

![Figure 2. Constituency allocation.](image)

It can be seen from the figure that for a population of nine individual candidates, three parties with three individuals are created. The political parties are represented by P1, P2 and P3 and every candidate has an index representing their party number and their position within the party. For example, P22 represents a member from party two and is located at the second position within the party. As mentioned previously, the algorithm creates as many constituencies as there are parties. Hence, from the figure it can be seen that three constituencies are created, which are C1, C2 and C3. Now the members (solution candidates) from each party that have the same position number within each constituency are compared with each other and the member with the best fitness is selected as that constituent’s winner. For example, in the case of constituent C1, the members at position 1
of every party (P1, P21 and P31) are compared and the best candidate solution is chosen as the constituent’s winner.

Apart from the constituency winners, all of the party members are also compared with one another within the same party and the solution candidate with the best fitness is chosen as the party leader. The constituency winners go on further to form the parliament, at which point a new phase of the solution-searching process is initiated wherein the existing solutions are further improved.

The process during which the existing solutions are improved is the exploratory and exploitation phase of the algorithm. This helps in the identification of the global minimum solution. The fitness of each candidate is improved by changing their position on the solution-search space wherein this change is guided by their past position, the position of the constituency winner and the position of the party leader. In addition to this process, party switching is also performed wherein members are moved from one party to another, and in doing so the member with the lowest fitness in a party is replaced by the newly arriving member. Once these two processes are complete, the new objective function values (fitness) are re-calculated and new constituency winners and party leaders are determined once again. A step called parliamentary affairs is then initiated, during which random position changes are introduced, and if this results in an improvement in the fitness value then the new location replaces the old one. The process is then repeated until the stopping criteria defined by the user are met. The algorithm is illustrated in Figure 3.
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Figure 3. Political Optimizer.
2.2. Lichtenberg Algorithm

The Lichtenberg Algorithm (LA) is a nature-inspired, meta-heuristic approach based on the exploitation of fractal power. It takes advantage of the randomness involved in the Lichtenberg-Figure (LF) formation and incorporates it into the solution-searching process. A well-known example of an LF is lightning formation in clouds.

In fact, lightning formation is the real-world phenomenon upon which the LA is based. Lightning is formed as a result of an electrical discharge from electrical fields that are formed due to the relative movement of clouds amongst one another and the resulting friction. They can be categorized into many different types, such as ground-to-cloud, inter-cloud and intra-cloud, cloud-to-ground and cloud-to-atmosphere. Amongst all the types of lightning propagation, the intra-cloud phenomenon is the most apt for an optimization algorithm due to its area coverage, which is considerably higher than in the case of the other lightning types. This propagation creates an LF that can be recreated in a laboratory by witnessing an electric discharge on dielectric materials [15].

A well-known approach for creating LFs is the Diffusion Limited Aggregation (DLA) which creates them via cluster formation [16]. Two inputs are needed for this approach, which are the cluster size and number of particles. Once these two parameters are defined, a random figure is generated by utilizing fractal geometry. Two such figures that were created on different runs of the algorithm are shown in Figure 4, and it can be seen that they are quite different despite being created from the same parameters. This randomness in formation aids in the exploration of the solution-search space for the optimization algorithm.

![Figure 4. Lichtenberg figure.](image)

The algorithm, while using the DLA and the LF to solve optimization problems, has introduced certain improvements, which are as follows. The first improvement, called measure 1, enables the efficient exploration of the solution-search space by reducing the space between branches. This is achieved by introducing a value between 0 and 1 at every iteration and multiplying it by the size of the LF. In measure 2, instead of altering the size of the LF it is rotated randomly, which has shown an improvement in the performance of the algorithm with respect to the problems associated with a large number of decision variables [17]. Measure 3 is introduced in order to solve local optimization problems and it is also known as the refinement parameter. This is done by creating an entirely new LF for the local optimization problem, which is obtained by multiplying the size of the original LF by the refinement parameter that takes a value between 0 and 1. The final measure is introduced in order to keep the solution-search space continuous and not discrete. It has 3 possible inputs which are 0, 1 and 2. A value of 0 maintains one LF throughout the iterative process, 1 creates a new LF at every iteration and 2 loads a previously saved LF from the archives. The algorithm is initiated by the declaration of the population size and the number of particles, which are two independent parameters. The number of
particles in this case is used for LF creation. During the creation of the figure, the particles are distributed throughout the solution-search space, during which time the objective function value is calculated for certain locations depending upon the population size. The algorithms continues to explore new areas of the solution-search space until the stopping criteria that were defined have been satisfied. The algorithm is shown in Figure 5.

Figure 5. Lichtenberg algorithm.

Apart from the two optimization algorithms mentioned, this study has also decided to compare the performance of the newly introduced algorithms with two conventional optimization algorithms which are the Genetic Algorithm (GA) and PSO. The literature on the two approaches and their applications to OPF studies is widely available. A few of them can be found in [18–21].

2.3. Performance Evaluation of the Investigated Algorithms

The PO, LA, GA and PSO were implemented in the IEEE 30-bus system since it is a well-known power system in the literature with which to compare the performance of optimization approaches. In this study, the proposed approaches were first evaluated in this standard system and then the best algorithm was chosen for ED in microgrids.

Modeled based on a part of an existing transmission system, the IEEE 30-bus system had a total of 6 generators located at bus numbers 1, 2, 5, 8, 11 and 13. The tap settings for the transformers could only be adjusted for a few within the system and they were located between 6 and 9, 28 and 27, 4 and 12, and finally 6 and 10. The reactive power injection was made at buses 10, 12, 15, 17, 20, 21, 23, 24 and 29.
Table 1 provides information regarding the decision variables as set by the optimization algorithms when they were run on the IEEE 30-bus system. The decision variables included the active power from five generators, except for the largest one since it served as the slack generator and included the voltage magnitude at all of the generating buses and the supply from the reactive power compensators. It can be seen from the table that the PO and GA both had the best result when it comes to cost minimization ($801.6/h) but the PO was quicker at arriving at the same result with a run time of 4.09 s, which is more than 3 s faster than that of PSO and was the quickest of the compared algorithms. With regard to the other algorithms, the GA performed slower than both the PO and PSO and had a good final solution, and the LA was the worst with the longest run time and the worst solution.

Table 1. Control variables, cost and computation time comparison of meta-heuristics applied to OPF.

| Control Variable       | GA    | PSO   | PO    | LA    |
|------------------------|-------|-------|-------|-------|
| \( P_{G1} \) (MW)      | 176.45| 176.76| 177.39| 180.45|
| \( P_{G2} \) (MW)      | 48.75 | 49.36 | 48.84 | 47.59 |
| \( P_{G5} \) (MW)      | 21.09 | 21.76 | 21.40 | 22.99 |
| \( P_{G8} \) (MW)      | 23.20 | 25.73 | 21.69 | 18.30 |
| \( P_{G11} \) (MW)     | 12.21 | 11.12 | 12.19 | 12.86 |
| \( P_{G13} \) (MW)     | 10.95 | 13.81 | 11.20 | 10.98 |
| \( V_1 \) (p.u.)       | 1.06  | 1.06  | 1.06  | 1.06  |
| \( V_2 \) (p.u.)       | 1.04  | 1.04  | 1.04  | 1.05  |
| \( V_5 \) (p.u.)       | 1.01  | 1.01  | 1.01  | 1.01  |
| \( V_6 \) (p.u.)       | 1.01  | 1.01  | 1.01  | 1.01  |
| \( V_{11} \) (p.u.)    | 1.08  | 1.08  | 1.08  | 1.08  |
| \( V_{13} \) (p.u.)    | 1.07  | 1.07  | 1.07  | 1.07  |
| \( T_11 \)             | 0.94  | 1.03  | 1.01  | 0.95  |
| \( T_{12} \)           | 1.07  | 0.96  | 0.93  | 1.01  |
| \( T_{15} \)           | 0.97  | 0.96  | 0.94  | 1.09  |
| \( T_{36} \)           | 0.94  | 0.95  | 0.93  | 1.00  |
| \( Q_{c10} \) (MVAr)   | 3.26  | 4.77  | 4.61  | 0.23  |
| \( Q_{c12} \) (MVAr)   | 4.30  | 4.10  | 5.00  | 3.39  |
| \( Q_{c15} \) (MVAr)   | 4.00  | 0.13  | 4.32  | 2.97  |
| \( Q_{c17} \) (MVAr)   | 4.85  | 0.04  | 4.92  | 3.55  |
| \( Q_{c20} \) (MVAr)   | 4.58  | 3.23  | 4.56  | 4.56  |
| \( Q_{c21} \) (MVAr)   | 4.65  | 4.26  | 5.00  | 2.56  |
| \( Q_{c23} \) (MVAr)   | 3.27  | 0.28  | 2.71  | 0.81  |
| \( Q_{c24} \) (MVAr)   | 1.39  | 4.27  | 3.65  | 3.75  |
| \( Q_{c25} \) (MVAr)   | 3.06  | 1.37  | 2.72  | 3.89  |
| Run time (s)            | 34.20 | 7.89  | 4.09  | 54.15 |
| Cost ($/h)              | 801.6 | 801.7 | 801.6 | 802.8 |

* The largest generator in the system used as slack. Not included in the decision variables.

3. Microgrid Layout, Mathematical Model and LCOE Calculations

3.1. Microgrid Layout

The layout of the microgrid is presented in the Figure 6 and was partially modeled on the setup at Wroclaw University of Technology. In total, the number of generators is 10 (including storage) and the number of loads is 13 (including storage). Amongst the generators were four PV panels with peak powers of 13 kW, 12.5 kW, 8 kW and 16.5 kW, two diesel generators with a rating of 4.8 kW / 6 kVA, a Li-ion battery system (BESS) with a capacity of 9.8 kWh, a fuel cell (FC), a hydrogen storage tank (HST) with a capacity of 4.2 kWh, and finally a micro-hydro power plant with a peak power of 10.46 kW. The loads were modeled according to the values provided in Figure 6.
The nodes of the microgrid were interconnected by aluminum cables that were XLPE insulated and had an outer sheath composed of PVC. The electrical characteristics of the cable are summarized in Table 2.

Table 2. Cable data.

| From      | To      | Distance (m) | \( r + jx \ (\Omega \times 10^{-1}) \) |
|-----------|---------|--------------|----------------------------------------|
| node 1    | node 2  | 180          | 0.455 + 0.147                         |
| node 2    | node 3  | 130          | 0.329 + 0.106                         |
| node 3    | node 4  | 145          | 0.367 + 0.118                         |
| node 4    | node 5  | 195          | 0.493 + 0.159                         |
| node 5    | node 1  | 140          | 0.354 + 0.114                         |
| node 2    | node 5  | 190          | 0.481 + 0.155                         |

3.2. Mathematical Model

The optimization process carried out by the EMS in this study was dependent upon an objective function that attempted to minimize the LCOE associated with the generators in the microgrid. The LCOE is a metric that takes into account numerous costs such as the capital cost, operational and maintenance costs and initial installation costs. Moreover, the model accounted for the import/export of power from the main grid for which the hourly prices were downloaded from the website for the European Network of Transmission System Operators for Electricity (ENTSO-E). The objective function is shown below where \( T_c \) is the overall cost function that is minimized during the microgrid operation, \( P_i \) is the generated power of every generator \( i \) in the microgrid and their corresponding LCOE is represented using \( C_i \). The power exchange with the main grid is represented by \( P_{EX} \) and the cost for doing so is represented by \( C_{EX} \). \( n_g \) represents the total generators present within the microgrid.

\[
\text{Min } (T_c) = \sum_{i=1}^{n_g} P_i C_i + P_{EX} C_{EX}
\]  

(1)
During microgrid operation, the EMS ensures that the parameters such as voltage magnitude and voltage angle, amongst others, are maintained within the limits defined by the DSO. It also ensures that the active and reactive powers produced by the generators stay within their respective minimum and maximum generating capabilities. In general, the above-mentioned functions of the EMS are represented by means of equality and inequality constraints and in this study, they follow the constraints that are typical for AC-OPF studies. The equations are shown from (2) to (7).

\[ P_{gi} = |V_i| \sum_{k=1}^{n} |V_k| |Y_{ik}| \cos(\theta_{ik} + \delta_k - \delta_i) + P_{di} \]  
\[ Q_{gi} = |V_i| \sum_{k=1}^{n} |V_k| |Y_{ik}| \sin(\theta_{ik} - \delta_k - \delta_i) + Q_{di} \]  
\[ P_{gi}^{\min} \leq P_{gi} \leq P_{gi}^{\max} \forall i \text{ No. of nodes} \]  
\[ Q_{gi}^{\min} \leq Q_{gi} \leq Q_{gi}^{\max} \forall i \text{ No. of nodes} \]  
\[ V_i^{\min} \leq V_i \leq V_i^{\max} \forall i \text{ No. of nodes} \]  
\[ \delta_i^{\min} \leq \delta_i \leq \delta_i^{\max} \forall i \text{ No. of nodes} \]  

Here, \( i \) represents the nodes within the microgrid. \( P_{gi}, Q_{gi}, P_{di} \) and \( Q_{di} \) represent the active power generated, reactive power generated, active power demand and reactive power demand, respectively, in each node \( i \). The voltages at any two nodes \( i \) and \( k \) are represented by \( V_i \) and \( V_k \). They are useful in calculating the active and reactive power losses according to Equations (2) and (3). \( Y_{ik} \) represents the admittance between two nodes \( i \) and \( k \) and \( \theta_{ik} \) represents the admittance angle between them, whereas the voltage angles at the nodes \( i \) and \( k \) are represented by \( \delta_i \) and \( \delta_k \). In general, the two equality constraints (2) and (3) are responsible for balancing the power within the microgrid. Equation (4) represents the limits of the active power of every generator within the minimum \( P_{gi}^{\min} \) and maximum \( P_{gi}^{\max} \). Equation (5) represents similar limits for the reactive power between minimum \( Q_{gi}^{\min} \) and maximum \( Q_{gi}^{\max} \) for every generator. Equation (6) represents the voltage magnitude limit at every node \( i \) between minimum \( V_i^{\min} \) and maximum \( V_i^{\max} \). Equation (7) represents the voltage angle limit at every node \( i \) between minimum \( \delta_i^{\min} \) and maximum \( \delta_i^{\max} \).

3.3. LCOE Calculations

Any microgrid is inherently diverse with regard to the multiple sources of renewable energy that are present within its energy mix. In order to compare the cost-effectiveness of all the different generators available and aid in investment planning, the LCOE is used [22,23]. The calculations result in the assertion of price per unit of energy produced for every generator type in the microgrid, and take into account the total investment costs such as the capital cost and the cost of installation. Additionally, it considers the operational and maintenance costs and any other costs one may encounter during the lifetime of the generator. The total energy produced by a generator type over its lifetime is also assumed. It is important to mention here that the LCOE is a static metric and not a dynamic one since it remains unchanged during the project lifetime. It is also a metric that is spatially dependent since the lifetime performance of renewable-energy-based generators is very much region specific. The LCOE also does not consider any financial benefits that might be associated with the project, such as tax rebates. In conclusion, it is a metric that is best representative of the costs when it is calculated by the project proponents that take into account the local availability of various sources of energy. The metric is calculated as per (9)

\[ LCOE = \frac{\sum_{t=0}^{T} C_t / (1 + r)^t}{\sum_{t=0}^{T} E_t / (1 + r)^t} \]  

Here, \( C_t \) represents the cost during the year \( t \) and \( E_t \) represents the energy produced during the year \( t \).
where $C_t$ represents the yearly total costs and $E_t$ represents the yearly total energy outputs. Both the terms are discounted over the generator lifetime by $(1+r)^t$ where, $r$ is the discounted rate and $t$ is the year under consideration. The total lifetime is $T$. A more comprehensive version of (8) is shown in (9).

$$\text{LCOE} = \frac{C_c + I_c + \sum_{t=1}^{T} (F_c + O&M_c) / (1+r)^t}{\sum_{t=1}^{T} E_t / (1+r)^t}$$

(9)

where:

$C_c$: Initial capital cost (assumed as a single payment in the study)
$I_c$: Installation costs
$F_c$: Fuel costs
$O&M_c$: Operation and maintenance costs discounted by $(1+r)^t$.

The rest of the variables have the same meaning as those used in Equation (9).

4. Generator Models

4.1. Solar PV Panels

The solar panels that were used in the microgrid layout derive their characteristics from the curves obtained from the real panels that are installed on the roof of the electrical engineering building at Wroclaw University of Science and Technology. The obtained data was normalized and then the peak power was set according to the models in the layout. The cost associated with the panels can be calculated by Equation (10)

$$C_{cpv} = N_{pv} \times C_{pv}$$

(10)

where the total capital cost of the solar panels is represented by $C_{cpv}$, the cost of one solar panel is $C_{pv}$ and the total number of such panels is $N_{pv}$. For the purposes of the calculation of the LCOE, the cost of installation was set at 20% of the capital cost [24]. The lifetime of the panels is around 25 years, which is equal to the project lifetime in this study; therefore, it was decided that no replacement would be involved. The yearly maintenance associated with the panels, which includes both cleaning and inspection, was set at $6.5/yr$ [24]. The inverters, which typically last around 10–11 years, had to be replaced two times during the project lifetime. All of the costs associated with the LCOE calculations are summarized in Table 3 at the end of the section.

| Parameters                              | Value                  | Parameters                              | Value                  |
|-----------------------------------------|------------------------|-----------------------------------------|------------------------|
| Capital cost of PV panels               | 0.6 $/kW               | Annual O&M for entire installation      | 141 $                 |
| Annual O&M costs of PV                  | 6.5 $/module           | Erection cost of FC + HST + electrolyzer| 5% of capital cost of entire FC installation |
| Total installed capacity                | 48.9 kW                | Fuel cost of FC + HST                   | $0.033$ times the energy consumed |
| Erection cost PV system                 | 20% of capital cost of PV system | Electrolyzer replacement cost | Cost of replacement at capital cost at discounted rate |
| Capital cost of BSS                     | 1500 $                 | Capital cost of DG                      | 2099 $/unit           |
| Erection cost of BSS                    | 5% of capital cost of BSS | Total number of units                   | 2                      |
Table 3. Cont.

| Parameters                  | Value                        | Parameters                  | Value                                      |
|-----------------------------|------------------------------|-----------------------------|--------------------------------------------|
| Fuel cost of BSS            | 0.033 time the energy consumed | Replacement cost            | Cost of replacement at capital cost at discounted rate |
| O&M costs of BSS            | Cost of replacement at capital cost at discounted rate | O&M cost for DGs            | 1020 $                                     |
| Capacity of BSS             | 9.8 kWh                      | Fuel Cost of DG             | Calculated based on yearly fuel consumption |
| Capital cost of FC          | 2400 $/kW                    | Capital cost of Francis turbine | 15,200 $                                   |
| Installed capacity of FC    | 3 kW                         | Total installed capacity    | 11.6 kW                                    |
| Capital cost of electrolyzer| 800 $/kW                     | Erection cost for Francis turbine | 20% of capital cost of turbine             |
| Installed rating of electrolyzer | 3 kW                        | Annual O&M costs            | 1216 $                                     |
| Capital cost of HST         | 600 $                        | Replacement cost            | No replacement, life > 25 years            |

1 coefficient obtained based on the charging process of the HST which is done only when there is excess power produced in the microgrid.

4.2. Li-Ion Storage System (BESS)

The BESS was modeled according to the approach presented in [24,25]. The equations related to BESS charging and discharging are as follows.

\[ E_s(t) = (1 - \sigma) \times E_s(t-1) + \left( \frac{E_g(t)}{\eta_{conv}} - \frac{E_l(t)}{\eta_{conv}} \right) \times \eta_{cc} \times \eta_{rbat} \]  

(11)

The charging process is represented by Equation (11) where the BESS energy level at a given time step \( t \) is represented by \( E_s(t) \) and at step \( t-1 \) it is represented by \( E_s(t-1) \). The self-discharge rate of the BESS is represented by \( \sigma \). \( E_g(t) \) and \( E_l(t) \) represent the energy produced and the load demand in the microgrid at the time step \( t \), whereas \( \eta_{conv} \), \( \eta_{cc} \) and \( \eta_{rbat} \) represent the converter efficiency, charge controller efficiency and round-trip efficiency, respectively.

The BESS discharging was modeled according to (12).

\[ E_s(t) = (1 - \sigma) \times E_s(t-1) + \left( \frac{E_l(t)}{\eta_{conv}} - \frac{E_g(t)}{\eta_{conv}} \right) / \eta_{rbat} \]  

(12)

where all the parameters are defined in the same manner as in (11).

The total cost \( C_{bss} \) associated with the BESS is presented in (13) where the capital cost associated with each unit is represented by \( C_{bss} \) and the total number of such units is represented by \( N_{bss} \).

\[ C_{bss} = N_{bss} \times C_{bss} \]  

(13)

The installation cost for BESS was determined at 5% of \( C_{bss} \) [24]. The O&M costs were not considered for this energy source since it needs little to no maintenance and has no moving parts. A standard Li-ion battery system has a lifespan of 5,000 cycles. Based on simulations of the microgrid model that was run on data from the past 5 years, it was found that the average cycles per year are 671.5. This puts the lifespan of the BESS in this project at 7.4 years, which indicates that it has to be replaced three times over the entire project lifespan. This replacement cost has been included in the LCOE calculations in a discounted fashion. Furthermore, the fuel costs for the BESS were calculated based on the energy consumed during charging.
4.3. Fuel Cell + Hydrogen Storage Tank

The hydrogen-fuel-based generating system was the most expensive system of all the generators in the microgrid and had numerous components to it. In general, the working of the system was modeled according to Equations (14) and (15), where (14) represents the process of energy production by the fuel cell. In this case, the H2 stored in the hydrogen storage tank was combined with oxygen to produce electrical energy, heat and water. This process took place when the load demand in the microgrid was greater than the energy produced.

$$E_{hs}(t) = E_{hs}(t-1) - \left( \frac{E_l(t) - E_g(t)}{\eta_{conv}} \right) / \eta_{FC}$$  \hspace{1cm} (14)

$E_{hs}(t)$ is the energy equivalent of the hydrogen stored during time step $t$ and $E_{hs}(t-1)$ represents the same during time step $t-1$. $E_g, E_l$ and $\eta_{conv}$ have the same definitions as before, whereas $\eta_{FC}$ is the fuel-cell efficiency. The process of excess-energy conversion to hydrogen within the microgrid is represented by Equation (15), in which case the electrolyzer utilized this energy to split water into hydrogen and oxygen and the hydrogen was stored in the tanks.

$$E_{hs}(t) = E_{hs}(t-1) + \left( \frac{E_g(t) E_l(t)}{\eta_{conv}} \right) \times \eta_{EL}$$  \hspace{1cm} (15)

In (15), $\eta_{EL}$ represents the electrolyzer efficiency, whereas the other variables have the same definitions as before. More information on the fuel cell and hydrogen storage apparatus can be obtained from [24].

The total cost associated with this system is as follows. The total capital cost ($C_{cfc}$) is defined as a product of the capital cost of one unit ($C_{fc}$) multiplied by the total number of units ($N_{fc}$). In this case, the capital cost included the cost of purchasing the fuel cell, the hydrogen storage tank and the electrolyzer. The total installation cost was set at 3% of the total capital cost. The O&M costs were considered for the fuel cell, the electrolyzer and the hydrogen storage tank, which were set at $120$/kW$/yr$, $12$/kW$/yr$ and $5$/kW$/yr$, respectively [24]. During the entire lifetime of the project, the fuel cell did not need replacement due to its high lifespan of 40,000 h. The electrolyzer had a shorter lifespan of 15 years and was replaced once. The fuel cost in this case included the energy that was consumed by producing hydrogen from water.

4.4. Diesel Generators (DGs)

The only non-renewable sources of energy in this microgrid were the DGs. They also represented a steady and stable source of energy within the microgrid. There were two units, both identical to one another with a rating of 4.8 kW/6 kVA. The fuel consumption of the DG was modeled as per (16),

$$F_{DG}(t) = (a_{DG} \times P_{DGgen}(t) + b_{DG} \times P_{DGrat}) l/h$$  \hspace{1cm} (16)

where $F_{DG}(t)$ is the total consumed fuel, $a_{DG}$ and $b_{DG}$ are consumption coefficients, $P_{DGgen}$ is the power produced by the DG and its rated power is represented by $P_{DGrat}$. The total capital cost is calculated by (17),

$$C_{cdg} = N_{dg} \times C_{dg}$$  \hspace{1cm} (17)

where the total cost is $C_{cdg}$, the cost per DG unit is $C_{dg}$ and the total number of units is $N_{dg}$. The installation cost in this study was set at 3.5% of the $C_{cdg}$. The O&M costs were set at $510$/kW$/yr$. The DG units had lifespans close to 20,000 h and since they operated regularly throughout the project lifespan, they were replaced every two years. The costs associated with the replacement were accounted for in the LCOE after being appropriately discounted.
4.5. Micro-Hydro Power Plant

Micro-hydro power plants usually refer to water-based generators that have a rating lower than 0.5 MW. The advantages of considering such miniature versions of hydro power plants are that they require less capital, they have a lower impact on the surrounding environment, they can work on smaller streams, and they are easy to operate [26]. Despite the advantages, the output power from the plant is variable and is seasonally dependent since the water levels are also seasonally dependent. In this study, the following equations were utilized to model the behavior of micro-hydro plants.

\[
P_{\text{gen}} = \eta \times \rho \times g \times h \times Q \tag{18}
\]

\[
Q = A \times V \tag{19}
\]

where \(\eta\) represents the turbine efficiency at 80% [26]. \(\rho\) represents the water density at a value of 998 kg/m\(^3\). \(g\) has a value of 9.8 m/s\(^2\) and represents the acceleration associated with gravity. The head of the water source feeding the power plant is represented by \(h\) with a value of 12 m in this study. The water discharge represented by \(Q\) is calculated using Equation (19) and the units are m\(^3\)/s. The stream is characterized by its velocity \((V)\) in m/s and cross-sectional area \((A)\) in m\(^2\). For this study, it was assumed that the plant was controllable and that the discharge was kept within a range of 0.7 m\(^3\)/s and 0.11 m\(^3\)/s.

\[
C_{\text{cwt}} = N_{\text{wt}} \times C_{\text{wt}} \tag{20}
\]

Equation (20) provides the capital cost that was associated with the project, where the total number of water turbines that were incorporated within the project is represented by \(N_{\text{wt}}\), and \(C_{\text{wt}}\) represents the cost of an individual turbine. represents the capital cost of the entire setup. The installation cost was set at 10% of the \(C_{\text{cwt}}\). In this study, the considered turbine was a Francis turbine and the O&M costs per year for such a turbine were set at 8% [26]. The lifespan of such a turbine was set at 32 years, but it was a very cautious estimate since the turbines can work much longer. Hence, no replacement was considered during the project lifetime.

Table 3 presents the values of all the variables needed to calculate the LCOE of each generator.

5. Results

In order to understand the operation of the microgrid from a yearly standpoint, clustering was employed in order to split the yearly load data. In this case, the optimal number of clusters was determined using the elbow method and the clustering algorithm used was k-means clustering [27,28]. Both of these methods are quite popular and can be found in numerous references such as in [29].

Figure 7 provides figures with respect to the clustering of the yearly load data and the yearly power output of the microgrid. The Within Cluster Sum of Squares (WCSS) process was used in order to determine the optimal number of clusters, which was three. From each cluster, a representative day was chosen. In general, they can be correlated with the seasonal changes in Poland. Cluster 1 in Figure 7a has a load demand between those of clusters 2 and 3, which represent the spring/autumn months. Cluster 2 in Figure 7a had the highest load demand and is typical of winter, whereas cluster 3 in Figure 7a had the lowest load demand and is typical of the summer months.

There are also generation data that corresponding to the load data of the days that represent the different clusters. This information is provided in Figure 7b, wherein cluster 1 is typical of the microgrid generation during the spring. Cluster 2 is characteristic of the winter, during which the microgrid energy generated was low throughout the day, and cluster 3 is characteristic of the summer when the microgrid energy production is at its maximum.
The microgrid storage devices operations are presented in Figure 8a,b. In Figure 8a for cluster 1, it can be seen that the Li-ion storage device was charged around mid-day. This is when the microgrid power generation exceeded the load demand, and it began discharging in the evening when the load demand exceeded the power that was generated in the microgrid. A similar characteristic is seen with the hydrogen storage device in Figure 8b for cluster 1. The microgrid operation for cluster 2 shows that the Li-ion storage device was charged to full capacity at mid-day, but it discharged immediately. In fact, on certain winter days the Li-ion storage device did not charge at all. This was because on most winter days, the load demand was greater than the microgrid power generation for much of the day. The hydrogen storage tank for cluster 2 was filled only up to 27% of its capacity due to the lack of excess net energy in the microgrid. The microgrid operation for cluster 3 shows that the Li-ion storage device was charged to full capacity in the morning and did not discharge until the evening. This was because of the high microgrid power generation during the day compared to the load demand. The hydrogen storage device also reached its maximum capacity due to an excess of net energy in the microgrid.

Figure 9a represents the dynamic microgrid interaction with the main grid. It can be deduced that for cluster 1 during mid-day, when the power generated within the microgrid was higher than the load demand, the power was exported to the main grid, whereas during the evening when the load demand was higher than the energy produced, it was imported. Figure 9b provides the price signal as a result of LCOE minimization by the optimizer, and it can be seen that the price signal remained below 0.1 USD/kWh for most parts of the day except when the fuel cell discharged. This is because the LCOE of the hydrogen-based generator is much higher when compared to the others. For cluster 2, it can be seen that, unlike in the case of cluster 1, where power was exported to the main grid during mid-day, there was only the importation of power from the main grid due to the high load demand and the low energy supply in the microgrid. The price signal for cluster
2 stayed below 0.1 (USD/kWh) with the exception of two small spikes. In comparison to cluster 1, the spike is lower in magnitude because in the earlier case the hydrogen storage reached full capacity and the fuel cell ran longer, and in this cluster the fuel cell ran for a shorter time. For cluster 3, it can be inferred that for much of the day the power was being exported to the main grid due to the high generation in the microgrid. This fact is also reflected in the price signal, where it can be seen that the price stayed close 0.02 USD/kWh, which is the lowest for all three seasonal clusters, and that there are two spikes in this case, which strictly point to the fuel-cell operation due to its high LCOE.

![Import/Export of power](figure9a.jpg) ![Price per unit of energy (USD/kWh)](figure9b.jpg)

**Figure 9.** Microgrid interaction with the main grid (a) price signal (b).

6. Conclusions

This paper presents the application of a recently introduced PO for the energy management of microgrids. This particular algorithm was chosen based on the analysis of its performance against numerous well-known optimization algorithms for optimal power flow in a standard IEEE 30-bus system. During the analysis, another recently introduced algorithm called the LA was also tested for its performance, and it was noticed that the LA performed poorly, whereas the PO showed promise.

A comprehensive microgrid model was chosen wherein the generators were modeled partly based on real data available from the generating sources at Wroclaw University of Science and Technology, and partly based on studies in the literature. The LCOE was calculated for all of the generators based on their lifetime, the project lifetime, and the expected energy returns and costs involved with their purchase and operation. The objective function for the EMS was to minimize the LCOE cost.

In order to carry out the analysis of the microgrid operation over an entire year, clustering was employed in order to select representative days and investigate the functioning of the storage devices, the price signal and the power exchange with the main grid during these days. It was observed that the microgrid operation was most profitable during the summer season.

This study can be improved in several ways. Among the goals of future works should be the consideration of the multi-objective functions with the inclusion of the emission coefficients of all the generating sources, the stochastic optimization considering the unpredictable nature of renewable energy generators in the microgrid, the addition of other renewable sources of energy such as wind turbines, bio gas generators and geothermal generators, the exploration of the possibility of multi-agent optimization and also the exploration of possible new optimization algorithms that have been developed, which could potentially lead to more efficient energy management.
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