Entropy and electronic orders of the three-orbital Hubbard model with antiferromagnetic Hund coupling
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An antiferromagnetic Hund coupling in multiorbital Hubbard systems induces orbital freezing and an associated superconducting instability, as well as unique composite orders in the case of an odd number of orbitals. While the rich phase diagram of the half-filled three-orbital model has recently been explored in detail, the properties of the doped system remain to be clarified. Here, we complement the previous studies by computing the entropy of the half-filled model, which exhibits an increase in the orbital-frozen region, and a suppression in the composite ordered phase. The doping dependent phase diagram shows that the composite ordered state can be stabilized in the doped Mott regime, if conventional electronic orders are suppressed by frustration. While antiferromagnetic Hund coupling dominates the filling range $2 \leq n \leq 3$, ferro orbital order strongly interacting for $1 \leq n < 2$, we find superconductivity with a remarkably high $T_c$ around $n = 1.5$ (quarter filling). Also in the doped system, there is a close connection between the orbital freezing crossover and superconductivity.

I. INTRODUCTION

The ferromagnetic Hund coupling in conventional multi-orbital Hubbard models leads to spin-freezing and bad metal behavior in a wide filling, interaction, and temperature range [1, 2]. This physics is crucial for understanding the normal-state properties of an interesting class of correlated materials, the so-called Hund metals [3–5], and it is closely linked to unconventional superconductivity [6, 7]. Related phenomena appear in multi-orbital Hubbard models with negative (antiferromagnetic) Hund coupling [8–10], where the physics turns out to be even more complex because of the appearance of odd-frequency orbital orders [11]. Particularly interesting is the case of the three-orbital Hubbard model with antiferromagnetic Hund coupling, which is relevant for the description of fulleride compounds [12–16]. Several recent studies [11, 17, 18] have considered the half-filled case and revealed (i) a connection between the unconventional s-wave superconductivity and an orbital-freezing phenomenon, (ii) the existence of spontaneous orbital selective Mott (SOSM) phases, which can be interpreted as odd-frequency orbital orderings, in the vicinity of the Mott transition, (iii) the existence of a spontaneous orbital selective superconducting phase, and (iv) various types of staggered or uniform orbital and magnetic orders. These results provide a general understanding of the phase diagram of alkali-doped fullerides ($K_xC_{60}$), with three electrons in three $\ell_1\sigma$ molecular orbitals, including the recently reported Jahn-Teller metal phase [19], which can be identified with the SOSM phase [11].

Last year, the first single crystals (thin films) of fullerides were grown epitaxially, and this experimental technique allows to control the filling over a wide range via doping [20, 21]. It is thus interesting to extend the theoretical studies of the three-orbital Hubbard model with negative Hund coupling to the doped regime. While a previous work has reported some results for a doped realistic model of fulleride superconductors [22], we currently lack a complete picture of how the doping affects the orbital freezing, superconductivity, SOSM states and other electronically ordered phases.

In this paper, we try to fill this gap by presenting a systematic study of the crossovers and phase transitions in the half-filled and doped three-orbital Hubbard model with degenerate bands. After introducing the model in Sec. II we start by revisiting the half-filled phase diagram and discuss in Sec. IIIA the effect of the orbital-freezing crossover, SOSM and Mott transitions on the entropy. We then turn our attention to electronic orders and show in Secs. IIIB and IIIC how the orbital-ordered, charge-ordered and (metastable) SOSM phases depend on the filling. In Sec. IIID, we clarify the connection between superconductivity and orbital freezing in the doped system. Section IV contains a summary and conclusions.

II. MODEL AND METHOD

We use dynamical mean field theory (DMFT) [23–27] to simulate the three-orbital Hubbard model on an infinitely connected Bethe lattice. This method provides a qualitatively correct description of three-dimensional materials, such as fulleride compounds. We consider a local Hamiltonian of the form $H_{\text{loc}} = \sum_{\alpha} U n_{\alpha \uparrow} n_{\alpha \downarrow} + \sum_{\alpha > \beta, \sigma} (U' n_{\alpha \sigma} n_{\beta \sigma} + (U' - J)n_{\alpha \sigma} n_{\beta \sigma})$, where $\alpha = 1, 2, 3$ denotes the orbitals, $\sigma = \uparrow, \downarrow$ the spin, $U$ the intra-orbital repulsion, $U'$ the interorbital same-spin repulsion, and $J$ the Hund coupling. We set $U' = U - 2J$ and $J = -U/4$, to be consistent with the parameters used in the previous studies of electronic orderings [11, 17, 18]. The density-density approximation enables an efficient solution of the
DMFT equations [28, 29], and hence allows us to systematically compute the entropy of the model, as well as lattice susceptibilities, which require the measurement of four-point correlation functions [6].

The infinitely connected Bethe lattice has a semi-circular density of states of bandwidth \( W = 4t \) (with \( t \) a properly rescaled hopping), and in this study, we will use \( W \) as the unit of energy. Magnetic order is suppressed by imposing the symmetry \( \eta_{\alpha \uparrow} = \eta_{\alpha \downarrow} \) for the Green’s functions, and we will search for solutions which satisfy \( \eta_{1\sigma} = \eta_{2\sigma} \) (while the Green’s function for orbital 3 can be different). This is consistent with the symmetry breaking to the SOSM phase [11] and with various types of orbital and charge order. The entropy per site \( S \) is calculated with the procedure detailed in Ref. [30], by first computing the total energy per site \( E_{\text{tot}} \) of the system on a fine temperature grid and evaluating the specific heat \( C_V(T) = dE_{\text{tot}}/dT \). Using the exactly known infinite-temperature result \( S_\infty = -6\frac{\eta}{15} \ln \frac{n}{\sigma} + \left(1 - \frac{n}{\sigma}\right) \ln \left(1 - \frac{n}{\sigma}\right) \) as a reference, we then compute \( S(T) = S_\infty - \int_0^\infty d\beta C_V(\beta)/\beta \). From the total energy and entropy we also obtain the free energy \( F = E_{\text{tot}} - TS \), which is useful for discussing the stability of different phases in a coexistence region [31, 32].

Conventional electronic orders such as charge order (CDW), antiferro orbital order (AFO), ferro orbital order (FO) or superconductivity (SC), can be studied in two complementary ways. The first strategy, which will be used in Secs. III B and III C for the study of charge and orbital orders, is to break the symmetry explicitly in the DMFT calculation [33]. An advantage of this approach is that it allows to discuss the stability regions of competing ordered phases. The second strategy, which will be used in Sec. III D, is to compute lattice susceptibilities for the different orders using the local vertex from the DMFT solution in a Bethe-Salpeter equation, and to search for divergences in these susceptibilities [6, 11]. This approach allows to extract information on the tendencies towards different electronic orders from a single simulation.

III. RESULTS

A. Entropy of the half-filled model with suppressed electronic orders

We start by discussing the entropy per site \( S \) of the half-filled model with suppressed antiferro-type orders by assuming, e. g., the presence of geometrical frustration as in fcc lattices. Figure 1 plots the contour lines of the entropy in the interaction-temperature plane, with the top panel showing a wide temperature range, and the lower panel a zoom of the low-temperature region, with the SOSM solutions indicated by the pink hashing. In the SOSM phase the equivalence between the three orbitals is spontaneously broken [34]. Also indicated as a gray dashed line is the Mott transition line which terminates at \( T \approx 0.022 \). We see that \( S \) reaches approximately \( \ln 12 \) in the Mott phase, which is explained by the dominant configurations with one doubly occupied orbital, one empty orbital and one singly occupied orbital with spin up or down. The \( S \approx \ln 12 \) entropy plateau extends beyond the end point of the Mott transition line into the metal-insulator crossover region. Clearly separated from the Mott phase is the orbital-freezing crossover line (dashed line with crosses in the lower panel), which we define as the maximum in the dynamical contribution to the local orbital susceptibility,

\[
\Delta \chi_{\text{loc}}^{\text{orb}} = \int_0^\beta d\tau [\langle \tau_i^n(\tau) \rangle \langle \tau_i^n(0) \rangle - \langle \tau_i^n(\beta/2) \rangle \langle \tau_i^n(0) \rangle],
\]

where \( n = 8, \tau_i^n = \sum_{\gamma \gamma'} \lambda_i^{\gamma \gamma'} c_i^{\gamma} \lambda_i^{\gamma' \gamma'} c_i^{\gamma'} \) and \( \lambda_i^{\eta} \) is the \( \eta \)-th Gell-Mann matrix [11]. This crossover line, which separates the Fermi liquid metal on the weak-\( U \) side from an “orbital frozen” metal on the large-\( U \) side, has been shown in Ref. 11 to correlate with the peak in the superconducting dome. We find that this line very roughly corresponds to the entropy contour for \( S \approx 0.8 \gtrsim \ln 2 \) at low temperatures. While the entropy in the orbital
frozen metal is enhanced, the crossover is very broad. The transition into the SOSM phase is associated with a reduction in the entropy, compared to the orbital frozen metal. At low temperatures, the SOSM state exhibits an ln 2 entropy per site, because there are two ways of distributing a doublon and a hole among the two paired Mott insulating orbitals. With increasing temperature, the entropy of the SOSM state increases, because of the metallic orbital $\alpha = 3$, and also because the gap in the “paired Mott” orbitals 1 and 2 starts to fill in; however, it increases less rapidly than in the orbital-frozen metal phase.

For a more detailed analysis, we show in Fig. 2 $S(T)$ curves for fixed interactions. In panel (a), the results are plotted on a logarithmic scale, to illustrate how the $S_\infty = \ln 64$ value of the entropy is reached at very high temperatures in all cases, and how the entropy plateau with $S \approx \ln 12$ appears in and near the Mott phase. Panel (b) shows a zoom of the low-temperature region on a linear scale. Here, one can see that while the entropy in the metallic region goes to zero linearly as $T \to 0$, it is enhanced (with values larger than ln2) in the orbital-frozen regime. On the other hand, in the SOSM phase, it approaches ln2. The curve for $U = 1.125$, which is on the metallic side of the Mott transition, exhibits several crossovers and a phase transition. As temperature is lowered below $T \approx 0.02$, there is a crossover from a bad metal state with suppressed quasi-particle peak and $S \approx \ln 12$ to a more coherent strongly correlated metal, and then, around $T \approx 0.014$ (black arrow) the transition into the SOSM phase, with a subsequent decrease of the entropy to ln2. The corresponding specific heat is plotted in panel (c), where we also show the quantity $-\beta G_{\sigma \sigma}(\beta/2)/\pi$ as a rough estimate of the density of states (DOS) near $\omega = 0$ [35]. Note that here all the orbitals are half-filled (no conventional orbital order) but the DOS can detect the broken orbital symmetry, reflecting a peculiarity of this ordered phase. While the DOS is suppressed in orbitals 1 and 2, compared to orbital 3, the Mott insulating nature is evident only at low temperatures. Near $T \approx 0.014$, the SOSM state is in fact a metallic state with a spontaneous symmetry breaking into two “bad metallic” and one “good metallic” orbital.

At $U = 1.0$, the system just barely crosses into the SOSM phase as $T$ decreases. It undergoes crossovers and transitions from bad metal to good metal, to SOSM, and (below $T \approx 0.004$) makes a transition to the low-temperature Fermi liquid. As shown in the Appendix (Fig. A.1(a)), there are three peaks in $C_V$ associated with these transitions or crossovers. The first two peaks are broad and overlap with each other. The peak associated with the transition from SOSM phase to the good metal below $T \approx 0.004$ is very sharp (in reality a delta function, if the transition is first order), and responsible for the decrease of the entropy below ln2, as shown by the green line in Fig. 2(a-b). The results for $U = 1.25$, on the Mott insulating side, are shown in Fig. A.1(b), where the $C_V$ peak associated with the transition into the SOSM phase also exhibits a delta-function like contribution, but extends to low temperatures due to the strongly correlated nature of the metallic orbital.

B. Electronic orders in the doped Mott regime

The phase diagram at $U = 1.5$ in the space of filling $n \in [0, 3]$ and temperature is shown in Fig. 3. Now we allow for translational symmetry breaking and consider antiferro-type orders, as relevant e.g. in the case of bcc lattices. Since we suppress magnetic orders, the half-filled Mott insulator is at low temperatures in a fully polarized AFO state, which we call AFO$^{(p)}$. In this state, orbital 3 is almost empty on sublattice A and almost fully...
occupied on sublattice B, while orbitals 1 and 2 are 3/4 filled on sublattice A and 1/4 filled on sublattice B. As we hole-dope this state, the orbitals 3 remains fully polarized (band insulating), while the occupation in orbitals 1 and 2 is reduced proportional to the doping on both sublattices. The spectral functions in Fig. C.1(c) show that the partially filled orbitals in the doped AFO\(^{(pp)}\) state are metallic. At \(n = 2\) the occupations in the three orbitals reach \(n_{\sigma} = (0.5, 0.5, 0)\) on sublattice A and \((0, 0, 1)\) on sublattice B, and the half-filled orbitals undergo a Mott transition. If we further hole dope this \(n = 2\) insulator, we obtain a partially polarized AFO state, denoted by AFO\(^{(pp)}\), where the orbital differentiation between sublattice A and B rapidly shrinks with hole doping, resulting in a state with large occupation in orbital 3 and small occupation in orbitals 1 and 2, and a transition to a state with FO order. The AFO solutions also exhibit a small CDW with a maximum \(|n_A - n_B| = 0.13\) reached near \(n \approx 2.65\) at \(T = 0.005\), as indicated by the dashed line in Fig. 3(c). Hence, we denote the green phases in Fig. 3 by AFO\(^{(pp)}\)+CDW and AFO\(^{(pp)}\)+CDW.

The FO state with large occupation in the metallic orbital 3 and low occupations in the orbitals 1 and 2 persists down to filling \(n = 1\), where the system becomes again Mott insulating. In most of this filling range, orbital 1 and 2 are in fact empty (band insulating, see spectral functions in Fig. C.1(a)), which is why we denote this phase as FO-I2M1 (two insulating orbitals and one metallic orbital). For fillings below 1 there is no orbital or charge order.

There exist also metastable electronically ordered phases, which can be stabilized in DMFT by starting from an appropriate initial solution. One of these metastable phases is the doped version of the SOSM phase, with one metallic and two paired Mott insulating orbitals. Away from half-filling, this phase (which is indicated by the pink hashing in Fig. 3(a)) has FO order, because the Mott insulating orbitals remain essentially half-filled, while the metallic one is doped. We call this the FO-SOSM phase, and show the corresponding orbital fillings in Fig. B.1 in Appendix B. This phase is continuously connected to the SOSM phase appearing next to the Mott insulator in the half-filled phase diagram (pink hashed region in Fig. 1). An interesting observation is that the FO-SOSM phase exists up to higher temperatures (\(T_{\text{max}} > 0.022\) at \(U = 1.5, n = 2.6\)) than the half-filled SOSM state (\(T_{\text{max}} \approx 0.013\) at \(U = 1.125, n = 3\)). Hence, if the AFO\(^{(pp)}\)+CDW order can be suppressed by geometrical frustration, e. g. in fulleride compounds with an fcc lattice, then electron or hole doping of the Mott insulating compounds should result in a FO-SOSM state which is stable over a wide doping range and up to high temperatures.

In the filling range \(1 < n < 2\) we also find a second FO solution, with two metallic and one (band) insulating orbital, as also indicated in Fig. B.1. We call this the FO-M2I1 phase (two metallic orbitals and one insulating orbital), which can be stabilized in DMFT by starting from an appropriate initial solution. One of these solutions is the Mott insulating phase, with one metallic and two paired Mott insulating orbitals. Away from half-filling, this phase (which is indicated by the pink hashing in Fig. 3(a)) has FO order, because the Mott insulating orbitals remain essentially half-filled, while the metallic one is doped. We call this phase as FO-I2M1 (two insulating orbitals and one metallic orbital). For fillings below 1 there is no orbital or charge order.
FIG. 4. (color online). Temperature dependence of the total energy $E_{\text{tot}}$ and relative free energy $\tilde{F}(T) = F(T) - F(T_c)$ near the phase transition from the metal to the FO phases at filling $n = 1.5$. Panel (a): order parameter $m_{\text{FO}} = (n_1 + n_2) / 2 - n_3$ for FO-I2M1 and FO-M2I1. The black arrow indicates that both FO orders appear below the same temperature $T_c$. Panel (b): $E_{\text{tot}}(T)$ and $\tilde{F}(T)$ for both FO phases.

C. Electronic orders in the doped SOSM regime

We next consider the filling dependence of the electronic orders at $U = 1.25$, where the half-filled system below $T \approx 0.01$ is in the SOSM phase (in the absence of conventional electronic orders), or in the AFO$^{(pp)}$+CDW phase. Here we do not map out the entire phase diagram in the filling-temperature plane but merely discuss the cut at $T = 0.005$. The occupations of the spin-orbitals are plotted as a function of total filling in Fig. 5 (stable phases) and Fig. B.1(b) (metastable phases). The results are similar to those shown for $U = 1.5$ in Fig. 3, but the FO-I2M1 phase is stable only down to filling $n \approx 1.2$, while the filling range of the AFO$^{(pp)}$+CDW phase slightly expands. Also, the metastable FO-SOSM phase directly connects to the (also metastable) half-filled SOSM phase, while in the doped Mott case ($U = 1.5$, $T = 0.005$, Fig. B.1(a)) the FO-SOSM state exists only above some critical doping concentration. In both cases, the FO-SOSM state can be stabilized over a wide doping range, down to $n \approx 2.2$. The orbital differentiation in $n_{\gamma\sigma}$ vanishes in the limit $n \to 3$ as shown in Fig. B.1(b) but the orbital symmetry breaking still remains there, which distinguishes the SOSM state from conventional FO orders. Based on these results, and the data in Fig. 1, we identify in Fig. 6 the FO phase at $n > 2$, which is detected by the susceptibility analysis, with the (FO-)SOSM phase.

D. Orbital freezing and superconductivity in the doped system

In this section we complement the previous results on electronic ordering instabilities with data obtained from susceptibility calculations. With this approach, we can also investigate the $s$-wave superconducting instability, without introducing Nambu Green’s functions in the DMFT simulations. This allows us to address the connection between orbital freezing and superconductivity in the doped system. The half filled model with $J = -U/4$ has been analyzed with the same technique in Ref. 11.

We start by plotting in Fig. 6 the potential stability regions of different phases in the space of $n$ and $U$ at temperature $T = 0.005$. We see that AFO order (in this analysis we do not distinguish between AFO$^{(pp)}$ and AFO$^{(pp)}$) covers a wide $U$ region in the filling range $2 \leq n \leq 3$ and also for some range of fillings below $n = 2$, while FO order potentially appears at large $U$ for fillings $n > 1$, except in the vicinity of $n = 2$. As mentioned in Sec. II, the susceptibility analysis cannot tell us which of two overlapping orders is stable, but it is natural to assume that the order which covers the larger parameter region is actually realized. Within the accuracy of our analysis, the results are then consistent with the data presented in the previous sections, which for $U = 1.5$ demonstrated AFO order
down to \( n \approx 1.76 \) (1.81 in Fig. 6) at \( T = 0.005 \) followed by FO order which is stable down to \( n \approx 1.05 \). Similarly, at \( U = 1.25 \) we found AFO order down to \( n \approx 1.73 \) (1.78 in Fig. 6) and FO order down to \( n \approx 1.2 \).

We also indicate by orange dots the potential stability region of the SC phase, and by the violet line with black crosses the orbital freezing crossover (maxima of \( \Delta \chi_{\text{orb}}^{\text{loc}} \)). At half-filling, the SC phase appears detached from the Mott phase next to the SOSM phase. (This is different from the two-orbital model, where the paired Mott state is very stable [10], and the SOSM phase does not exist.) Upon hole doping, the SC phase expands to larger \( U \), before it shrinks considerably as we approach the very stable \( n = 2 \) Mott insulator. For fillings below \( n = 2 \) the SC region expands again and reaches its largest extent in the \( U \) direction near \( n = 1.5 \).

Independent of filling, the highest superconducting \( T_c \) is reached near the orbital freezing crossover. This is suggested already by the obvious connection between the orbital freezing line in Fig. 6 and the shape of the SC region, and demonstrated explicitly in Fig. 7, which shows phase diagrams in the \( U-T \) plane for \( n = 2.5 \) and 1.5, respectively. The peaks of the SC domes appear in the orbital freezing crossover region, which demonstrates that the unconventional SC state in \( J < 0 \) multi-orbital systems is induced by the emergence of slowly fluctuating orbital moments, in analogy to the spin-freezing induced superconductivity in \( J > 0 \) multi-orbital systems [6, 7, 10].

While SC near \( n = 2.5 \) can only be realized by suppressing AFO order, or on the small-\( U \) side of the dome at very low \( T \) (see Fig. 7(a)), there are no competing electronic orders in the spin freezing crossover region near \( n = 1.5 \). The maximum \( T_c \) at \( n = 1.5 \) and 2.5 is comparable to the maximum \( T_c \approx 0.01 \) reached at half-filling [6]. In fcc fulleride superconductors, AFO is suppressed by geometrical frustration, and SC has been recently found also in doped compounds [20, 21], although a more careful modeling would be needed to account for the thin-film nature of these systems. Our results suggest that also the quarter-filled fulleride compounds should exhibit unconventional SC with a high \( T_c \).

IV. DISCUSSION AND SUMMARY

We have studied the filling dependence of electronically ordered states in the three-orbital Hubbard model with negative Hund coupling and degenerate bands. This model is relevant for the description of fulleride compound, where the small bare \( J \) is overscreened by a coupling to Jahn-Teller phonons [8, 15, 16]. Recent experimental progress [20, 21] enables a systematic study of chemically doped thin films of these unconventional superconductors. Our work is not meant to be a realistic study of fulleride compounds, but the simple model considered captures the qualitative physics of this class of materials, as has been shown in recent investigations of the half-filled system [11, 17, 18]. In particular, these theoretical studies have explained the puzzling “Jahn-Teller metal” phase [19] as a manifestation of the SOSM phase. This composite ordered phase is unique to multi-orbital Hubbard systems with negative Hund coupling, and conceptually related to odd-frequency order in the two-channel Kondo problem [36, 37]. The previous investigations of the half-filled model have also clearly revealed
that the unconventional superconductivity is induced by an orbital freezing crossover [11].

In this work, we have focused on orbital orders, the SOSM phase, and superconductivity, and investigated their stability as the system is doped away from half-filling. (Antiferromagnetic order also exists in this model, but it appears only in and near the \( n = 1 \) and \( n = 3 \) Mott insulating phases.) At low temperatures, the phase diagram for fillings \( n \gtrsim 1.75 \) is dominated by antiferro orbital order. At large interactions \( U \), FO order appears for \( 1 < n \ll 2 \). If the AFO state is suppressed, e. g. by geometric frustration as in fcc fullerides, superconductivity appears in a wide \( U \) range between \( 2 \leq n \leq 3 \), and it reaches maximum \( T_c \)s which are comparable to the undoped system. Also for \( 1.25 \lesssim n < 2 \) superconductivity is prominent and reaches similarly high \( T_c \)s near \( n = 1.5 \). This filling regime is particularly interesting, because here the superconducting state for \( U < 2 \) does not compete with other electronic instabilities.

Also away from half-filling, the highest superconducting \( T_c \)s are reached in the orbital-freezing crossover region, where slowly fluctuating orbital moments emerge within the metal phase. This connection to orbital freezing motivated us to also study the entropy of the three-orbital model with \( J < 0 \). Focusing on the half-filled model for simplicity, we indeed found the expected enhancement of the entropy in the orbital frozen metal regime, although the crossover is rather broad. This is consistent with enhanced orbital fluctuations in a wide interaction range and a correspondingly wide superconducting dome. A more prominent feature of the entropy is a \( \ln 12 \) plateau in the half-filled Mott state, which extends to high temperatures, and deep into the metal-insulator crossover region. We also showed that the entropy of the SOSM state is lower than that of the orbital-frozen metal.

While the SOSM phase is dominated by the AFO phase in our model, it can exist as a stable phase in geometrically frustrated systems [19]. It is thus interesting to ask how this composite ordered state evolves under doping. While the half-filled SOSM state at higher temperatures is in fact metallic (with two bad metallic and one good metallic orbital), it is characterized at low temperatures by the spontaneous symmetry breaking into two paired Mott insulating orbitals and one metallic orbital. Upon hole doping, the Mott insulating orbitals remain half-filled (and insulating), while the filling of the metallic orbital is reduced. The doped SOSM state thus exhibits a conventional FO order.

Not only does the half-filled SOSM state evolve under hole doping into a FO-SOSM state which is stable over a wide doping range, a similar FO-SOSM state can also be induced at larger interactions, by hole-doping the half-filled Mott insulator. In this doped large-\( U \) region, the \( T_c \) of the FO-SOSM phase can be higher than the maximum \( T_c \) of the half-filled SOSM (Jahn-Teller metal) phase. In experiments on doped Mott insulating fulleride compounds, e. g. doped \( \text{Cs}_3\text{C}_{60} \) [19, 38], one may thus find a prominent FO-SOSM phase, with experimental signatures similar to those of the Jahn-Teller metal.
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Appendix A: Specific heat and orbital occupations near the SOSM phase

In Fig. A.1 we plot the total energy, specific heat, and orbital occupations as a function of temperature for $U = 1$ (panel (a)) and 1.25 (panel (b)). In the $U = 1$ case, the system enters the SOSM phase around $T = 0.013$ and switches to a strongly correlated Fermi liquid around $T = 0.004$, which is accompanied by a large increase in the specific heat. (Since the transition is expected to be first order, the specific heat exhibits a delta-function peak at the transition point.) At $U = 1.25$ the system makes a transition from the Mott insulator to the SOSM phase at $T \approx 0.01$, again with a delta-function like peak in the specific heat at the transition point and an enhanced specific heat in the correlated Fermi liquid state at $T > 0$.

FIG. A.1. (color online). Supplementary data to Fig. 2. Green and red points show $-\beta G(\beta/2)/\pi$ ($\approx$ DOS at Fermi level) for orbitals 1, 2 and 3, respectively, the blue points the total energy $E_{\text{tot}}$ and the black dashed line the specific heat $C_V$ at (a) $U = 1$ and (b) $U = 1.25$.

Appendix B: Metastable electronically ordered phases

We illustrate in Fig. B.1 the stability regions and orbital occupations of the metastable phases, and the transitions induced by changing the chemical potential $\mu$ in these metastable phases. The green (black) thick arrows show the phase transitions observed by increasing (decreasing) the chemical potential $\mu$. By decreasing $\mu$ from the Mott phase at $n = 3, U = 1.5$, the system ends up in the AFO$^{(fp)}$-CDW phase, as indicated by the $\nearrow$ arrow in panel (a). The stability range of the AFO$^{(fp)}$-CDW phase is very narrow because $T = 0.005$ is very close to the transition between the half-filled Mott and SOSM phases. At higher temperatures, this phase will extend over a wider doping range, while at lower temperatures, it would disappear completely.

By decreasing $\mu$ from the SOSM phase at $n = 3, U = 1.25$, an orbital polarization is induced, and the system makes a transition into the FO-SOSM phase, as indicated by the $\nearrow$ arrow in panel (b).

Appendix C: Spectral functions

Figure C.1 plots representative spectral functions for the three stable orbitally ordered phases at $T = 0.005$. Panel (a) shows an example for the FO-I2M1 phase at $n = 1.5$, with orbital 3 metallic and orbitals 1 and 2 band insulating (empty). In contrast, panel (b) shows an example for the FO-M2I1 phase, with orbital 1 and 2 metallic and orbital 3 band insulating (empty). Panel (c) is an example for the AFO$^{(pp)}$-CDW state at $n = 1.79$. Here, we have different solutions for the two sublattices, with orbital 3 metallic and orbitals 1 and 2 essentially empty. Panel (d) plots the spectral functions at $n = 2.5$, in the AFO$^{(fp)}$-CDW phase. Here, orbital 3 is band insulating (full or empty) while orbitals 1 and 2 are metallic.
FIG. B.1. (color online). Filling per spin-orbital in the metastable phases and phase transitions from metastable phases to stable ones induced by changing $\mu$. In both panels $T = 0.005$. Panel (a) shows results for $U = 1.5$ and panel (b) for $U = 1.25$. The metastable phases are the FO-M2I1 phase (light blue), the FO-SOSM phase (light pink) and the AFO$^{(pp)}$-CDW phase (black hashed). The dark green region indicates the stable AFO$^{(fp)}$-CDW phase (see Fig. 3(a) for the full stability region of this phase). The black box in panel (a) denotes the Mott phase at $n = 3, U = 1.5$, while the black circle in panel (b) denotes the SOSM phase at $n = 3, U = 1.25$.

FIG. C.1. (color online). Spectral functions at $T = 0.005$, where panel (a) corresponds to the FO-I2M1 phase at $n = 1.5$, panel (b) to the FO-M2I1 phase at $n = 1.5$, panel (c) to the AFO$^{(pp)}$-CDW phase at $n = 1.79$ and panel (d) to the AFO$^{(fp)}$-CDW phase at $n = 2.5$. The insets in panels (c) and (d) show $A(\omega)$ in the range $-1 < \omega < 1$. 
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