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Abstract

This paper presents a hybrid numerical method to solve efficiently a class of highly anisotropic elliptic problems. The anisotropy is aligned with one coordinate-axis and its strength is described by a parameter \( \varepsilon \in (0, 1] \), which can largely vary in the study domain. Our hybrid model is based on asymptotic techniques and couples (spatially) an Asymptotic-Preserving model with its asymptotic Limit model, the latter being used in regions where the anisotropy parameter \( \varepsilon \) is small. Adequate coupling conditions link the two models. Aim of this hybrid procedure is to reduce the computational time for problems where the region of small \( \varepsilon \)-values extends over a significant part of the domain, and this due to the reduced complexity of the limit model.
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1 Introduction

The present work is a contribution to the numerical resolution of highly anisotropic elliptic equations, the anisotropy being aligned with one coordinate axis and described by a perturbation parameter \( \varepsilon \in (0, 1] \), varying considerably in the study domain. The approach presented here is based on a coupling strategy, solving an Asymptotic-Preserving reformulation of the elliptic problem where \( \varepsilon \) is non-negligible and solving
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the corresponding asymptotic Limit model, where \( \varepsilon \) is quasi vanishing. The strategy we propose is particularly well suited for physical systems in which the anisotropy parameter \( \varepsilon \) is very small in a large part of the study domain.

Such kind of directionally anisotropic diffusion systems are common in physical applications, such as plasma physics \([13,14,16,25,26]\).

The application which was at the origin of the present work comes from strongly magnetized ionospheric plasmas \([1,15,21]\). The problem we shall study here is extracted from the Dynamo model and represents an elliptic equation for the computation of the electric potential in 2D, \( i.e. \)

\[
(P) \begin{cases}
- \nabla \cdot (A \nabla u) = f, & \text{in } \Omega := \Omega_x \times \Omega_z, \\
(A \nabla u) \cdot n = g, & \text{on } \Omega_x \times \partial \Omega_z, \\
u = 0, & \text{on } \partial \Omega_x \times \Omega_z,
\end{cases} \tag{1.1}
\]

where \( \Omega_x \subset \mathbb{R}, \Omega_z \subset \mathbb{R} \) are intervals and \( \partial \Omega \) denotes the boundary of \( \Omega \), with outward normal \( n \). We assume that the anisotropy direction is fixed and aligned with the \( z \)-coordinate, the diffusion matrix \( A \) being thus given by

\[
A = \begin{pmatrix}
A_x & 0 \\
0 & \frac{1}{\varepsilon} A_z
\end{pmatrix}, \tag{1.2}
\]

with \( A_x \) and \( A_z \) of the same order of magnitude. The high anisotropy of the problem is parametrized by \( \varepsilon \in (0,1] \) that can become very small in some regions of \( \Omega \). In the ionospheric plasma framework referred above, this parameter \( \varepsilon \) is the ratio of the collision frequency to the cyclotron frequency. The aim of this paper is to propose a domain decomposition strategy for an efficient numerical resolution of this singularly perturbed system \((1.1)-(1.2)\) (P-model) in situations where \( \varepsilon \) undergoes large variations along the \( z \) coordinate. Generalizations of this strategy to 3D problems, where \( \mathbf{x} = (x,y) \in \Omega_x \subset \mathbb{R}^2, A_x(\mathbf{x},z) \in \mathbb{R}^{2 \times 2}, \) while the anisotropy is remaining aligned with the \( z \)-direction, are straightforward.

A naive resolution of \((1.1)-(1.2)\) leads to an unusable scheme in the limit \( \varepsilon \to 0 \), because \((1.1)-(1.2)\) degenerates into an ill-posed problem. Indeed, supposing \( \varepsilon \) constant and letting it tend formally towards zero, yields the reduced model

\[
(R) \begin{cases}
- \partial_z (A_z \partial_z u) = 0, & \text{for } (x,z) \in \Omega_x \times \Omega_z, \\
\partial_z u = 0, & \text{on } \Omega_x \times \partial \Omega_z, \\
u = 0, & \text{on } \partial \Omega_x \times \Omega_z.
\end{cases} \tag{1.3}
\]

All functions which are constant along the \( z \)-coordinate and which satisfy the boundary condition on \( \partial \Omega_x \times \Omega_z \) are solutions of this ill-posed R-model. This non-uniqueness leads to an ill-conditioned linear system for the discretized P-model, when \( \varepsilon \to 0 \). To avoid this degeneracy, one way is to use an asymptotic-preserving AP-scheme, notion
introduced firstly by Jin in [17]. These schemes are based on asymptotic techniques and consist in a reformulation of the singularly-perturbed problem \((P)\) into an equivalent problem \((AP)\), which in the limit \(\varepsilon \to 0\) yields the “right” Limit-model, defined as the problem satisfied by the \(\varepsilon \to 0\) limit of the solution-sequence \(\{u^\varepsilon\}_{\varepsilon>0}\). In this case, the L-model is given by

\[
\begin{aligned}
-\partial_x \left( \overline{A_x \partial_x u_0} \right) &= \overline{f} + \frac{g_+}{L_z} - \frac{g_-}{L_z}, &\text{for } x \in \Omega_z, \\
u_0(x_{\pm}) &= 0,
\end{aligned}
\]

where the bars signify the average over the \(z\)-direction (anisotropy-direction). We refer the reader to Section 2.2 for its derivation. This AP-procedure permits to solve special types of singularly-perturbed problems, equally accurate with respect to \(\varepsilon\), and in particular even its limit case \(\varepsilon = 0\). In recent works, such AP-schemes have been developed for highly anisotropic elliptic problems of type (1.1). In [7], Degond et al. present an AP-scheme for the \(\varepsilon\)-constant case, based on the decomposition of the unknown \(u\) into its mean part along the \(z\)-direction and the fluctuation part (so-called duality-based strategy). The reformulated system is solved iteratively, starting from an approximation of the fluctuation. A direct resolution is proposed in [2, 27], as well as a generalization to a variable anisotropy strength \(\varepsilon(z)\), presenting steep gradients. A further extension to a variable anisotropy direction, given by a known vector field, is treated in [5], using in addition Lagrange multiplier techniques.

Aim of this paper is to increase the efficiency of the duality-based method of [2] (anisotropy aligned with one coordinate axis), in the particular case of an anisotropy-strength \(\varepsilon(z)\) which is very small in a large part of the domain. A full AP-scheme like in [2,7] would be one possibility to solve such kind of problem. It appears however that in the region of small \(\varepsilon\)-values, solving the Limit-model is computationally more interesting in the framework of an anisotropy direction aligned with one coordinate axis. The reason for this is that the Limit-model is a lower-dimensional problem, in the present case a 1D, \(z\)-independent, elliptic problem.

These considerations lead us to the introduction of a domain decomposition strategy, where the AP-model is used where \(\varepsilon(z)\) is of order one, and the L-model in the regions where \(\varepsilon(z)\) is ”small” enough, both models being coupled with appropriate interface conditions. Such a coupling is studied in the one-dimensional framework in [6]. We propose here to extend this coupling strategy to 2D problems and to provide the first analysis results.

Domain decomposition methods [23] are standard techniques to derive computationally efficient numerical schemes for problems showing different behaviors in different regions of the domain. For example in many-particle dynamics, microscopic models (Boltzmann equations, corresponding to our P-model) are coupled to macroscopic models (Euler equations, corresponding to our L-model) via appropriate interface conditions [11,19,20]. Usually the P-model is singularly perturbed, meaning that its asymptotic limit model is of different nature (e.g. kinetic compared to fluid models), such that the coupling of both models is very delicate. Indeed, the positioning of the interface
requires the existence of a zone, where both models are valid and an automatic detection criteria. Moreover the design and computation of appropriate coupling conditions is generally challenging from an analytic as well as numerical point of view. In the transition from a kinetic equation to its hydrodynamic or diffusion limit, an issue has been proposed in [8, 9] to avoid interface conditions. It consists in using a buffer zone, where both models have to be solved. However, it is not always possible to find such a buffer zone, where both models are accurate. Our (AP/L)-coupling strategy overcomes all these difficulties, thanks to the fact that the L-model is automatically recovered from the AP formulation as $\varepsilon \to 0$. In other words, the AP-model is a regular perturbation of the L-model, fact which permits their coupling via simple interface conditions. Moreover, the AP-formulation gives accurate results for all values $\varepsilon \in (0, 1]$, such that the positioning of the interface is no more a problem.

The outline of this paper is the following. Section 2 presents the Singular-Perturbation P-problem, its asymptotic limit L-model and an Asymptotic-Preserving AP-reformulation, which was introduced in previous works (see [2, 5]). Section 3 is devoted to the coupling of the AP-reformulation with the L-model via Dirichlet-Neumann transfer conditions. We first explain this coupling-strategy and then analyze it rigorously. We present in Section 4 the numerical discretization based on a finite element method and comment the obtained numerical results. Section 5 is devoted to some conclusions.

2 The elliptic problem and its Asymptotic-Preserving reformulation

The anisotropic, two dimensional elliptic problem we shall consider, is posed for simplicity reasons on a rectangular domain $\Omega = \Omega_x \times \Omega_z$, where $\Omega_x := (x_-, x_+) \subset \mathbb{R}$ and $\Omega_z := (z_-, z_+) \subset \mathbb{R}$ are two intervals of respective length $L_x$ and $L_z$.

Aim of this section is firstly to present the Singular-Perturbation problem we are interested in, then to recall the corresponding asymptotic limit model as well as an Asymptotic-Preserving reformulation, introduced in some previous works [2, 5]. For more mathematical details, we refer the reader to these works.

2.1 The Singular-Perturbation problem: P-model

We are interested in an efficient resolution of the following Singular-Perturbation problem

\[
\begin{cases} 
-\partial_x (A_x \partial_x u_\varepsilon) - \partial_z \left( \frac{A_z}{\varepsilon(z)} \partial_z u_\varepsilon \right) = f, & \text{for } (x, z) \in \Omega_x \times \Omega_z, \\
\frac{A_x(x, z_\pm)}{\varepsilon(z)} \partial_z u_\varepsilon (x, z_{\pm}) = g_{\pm} (x), & \text{for } x \in \Omega_x, \\
u_\varepsilon (x_{\pm}, z) = 0, & \text{for } z \in \Omega_z,
\end{cases}
\]

(2.4)

where we suppose that the coefficients and source terms satisfy the following hypotheses.
Hypothesis A: We consider $A_x, A_z \in L^\infty(\Omega)$, $f \in L^2(\Omega)$, $g_\pm \in L^2(\Omega_x)$ and $\varepsilon \in L^\infty(\Omega_z)$, satisfying

$$0 < m_x \leq A_x(x, z) \leq M_x, \quad 0 < m_z \leq A_z(x, z) \leq M_z, \quad 0 < \varepsilon_{\text{min}} \leq \varepsilon(z) \leq \varepsilon_{\text{max}} \leq 1,$$

with $m_x, m_z, M_x, M_z, \varepsilon_{\text{min}}, \varepsilon_{\text{max}}$ some given positive constants.

For the mathematical investigations of the coupling strategy presented in this paper, we shall assume more regularity on the diffusion matrices and source terms, i.e.

Hypothesis B: Additionally to Hypothesis A we shall assume that $A_x, A_z \in W^{1,\infty}(\Omega)$, $(f, g_\pm) \in H^1(\Omega) \times H^1(\Omega_x)$ and $\varepsilon \in W^{1,\infty}(\Omega_z)$ is strictly increasing, with the bound $||\varepsilon||_{W^{1,\infty}(\Omega_z)} \leq \varepsilon_M$.

Let us now introduce the Hilbert-space

$$\mathcal{V} := \{ \psi \in H^1(\Omega) / \psi(x_\pm, z) = 0 \text{ for } z \in \Omega_z \},$$

associated with the scalar product

$$(\phi, \psi)_\mathcal{V} := (\partial_x \phi, \partial_x \psi)_{L^2(\Omega)} + (\partial_z \phi, \partial_z \psi)_{L^2(\Omega)}.$$

To simplify the notations, we shall denote in the following by $(\cdot, \cdot)_{L^2}$ resp. $(\cdot, \cdot)_{L^2_\Omega}$ the corresponding scalar-products in $L^2(\Omega)$ resp. $L^2(\Omega_x)$. The variational formulation of problem (P) reads then:

Find $u_\varepsilon \in \mathcal{V}$, such that

$$\int_\Omega A_x \partial_x u_\varepsilon \partial_x \psi \, dx \, dz + \int_{\Omega \times \Omega_z} A_z \partial_z u_\varepsilon \partial_z \psi \, dx \, dz = (f, \psi)_{L^2} + (g_+, \psi(\cdot, z_+))_{L^2_\Omega} - (g_-, \psi(\cdot, z_-))_{L^2_\Omega} \quad \forall \psi \in \mathcal{V}. \quad (2.5)$$

Under Hypothesis A, this model admits a unique solution (Lax-Milgram), however its numerical approximation can not be computed for $\varepsilon \ll 1$, by simply discretizing (2.4). Indeed as explained in the introduction, (P) degenerates for $\varepsilon \to 0$ into an ill-posed problem (R), called reduced model, leading to the inversion of an ill-conditioned linear system. This degeneracy motivates the construction of an Asymptotic-Preserving reformulation of (P), which shall permit to get automatically the "right" asymptotic limit, when $\varepsilon$ is vanishing. To do this, we shall first identify this limit model.

2.2 The limit model: L-model

Let us consider in this subsection that $\varepsilon$ is constant. In the limit $\varepsilon \to 0$, the solution of the singular-perturbation model (P) is shown to converge towards some function $u_0$, solution of a limit model to be identified here. This solution is a particular solution of the R-model and it is thus independent of the $z$ variable.

To simplify the following computations, let us introduce the following notations: for a function $f$, we denote by $\overline{f}$ the average over the $z$-direction (anisotropy direction) and by $f'$ the fluctuation part, given by

$$\overline{f}(x) := \frac{1}{L_z} \int_{\Omega_z} f(x, z) \, dz, \quad f' := f - \overline{f}.$$

Under Hypothesis A, this model admits a unique solution (Lax-Milgram), however its numerical approximation can not be computed for $\varepsilon \ll 1$, by simply discretizing (2.4). Indeed as explained in the introduction, (P) degenerates for $\varepsilon \to 0$ into an ill-posed problem (R), called reduced model, leading to the inversion of an ill-conditioned linear system. This degeneracy motivates the construction of an Asymptotic-Preserving reformulation of (P), which shall permit to get automatically the "right" asymptotic limit, when $\varepsilon$ is vanishing. To do this, we shall first identify this limit model.
We then have the following properties:

\[ \frac{\partial f}{\partial x} = 0, \quad \frac{\partial f}{\partial z} = \frac{\partial f}{\partial z}, \quad f = \frac{\partial f}{\partial x} + \frac{\partial f}{\partial z}, \quad \frac{\partial f}{\partial z} = \frac{\partial f}{\partial z}, \quad (fg)' = f'g - f + g + f'. \]  

(2.6)

Now, integrating (2.4) along the \( z \)-coordinate, passing to the limit \( \varepsilon \to 0 \) and assuming that \( u_{\varepsilon} \to u_0 \) in \( H^1(\Omega) \) with \( u_0 = u_0(x) \), permits to obtain the system satisfied by the limit solution \( u_0 \), i.e.

\[
\begin{aligned}
\left( L \right) &\quad \begin{cases}
-\frac{\partial_x}{\partial x} (A_x \partial_x u_0) = \overline{f} + \frac{g_+}{L_z} - \frac{g_-}{L_z}, & \text{for } x \in \Omega_x, \\
u_0(x_{\pm}) = 0.
\end{cases} \\
\end{aligned}
\]

(2.7)

This so-called L-model is well-posed due to the Lax-Milgram theorem and provides an accurate solution of the P-model for very small values of \( \varepsilon \).

The basic idea of Asymptotic-Preserving schemes is now to reformulate the P-model in such a manner to lead automatically towards the L-model in the limit \( \varepsilon \to 0 \), and not towards the ill-posed R-model (1.3). This procedure seems reasonable if one wants to treat, with no huge computational costs, problems with highly variable anisotropies \( \varepsilon \) within the domain.

### 2.3 The fully Asymptotic-Preserving reformulation: AP-model

Decomposing each quantity of the P-model in its average and fluctuation part, \( u_{\varepsilon}(x, z) = \overline{u}_{\varepsilon}(x) + u'_{\varepsilon}(x, z) \), permits to get an equivalent reformulation of the Singularly-Perturbed problem (P), called Asymptotic-Preserving model (AP-model). This model consists of two sets of equations, one for each part of the solution. Its derivation is recalled in the next lines.

Taking first the mean of the P-model over \( z \), we obtain the following problem, to be solved for \( \overline{u}_{\varepsilon}(x) \), problem which depends on \( \varepsilon \) only through the source term

\[
\begin{aligned}
\left( \overline{A}P \right) &\quad \begin{cases}
-\frac{\partial_x}{\partial x} (A_x \partial_x \overline{u}_{\varepsilon}) = \overline{f} + \frac{g_+}{L_z} - \frac{g_-}{L_z} + \partial_x \left( \frac{A_z}{\varepsilon(z)} \partial_z u'_{\varepsilon} \right), & \text{for } x \in \Omega_x, \\
\overline{u}_{\varepsilon}(x_{\pm}) = 0.
\end{cases} \\
\end{aligned}
\]

(2.8)

Secondly, decomposing now simply \( u_{\varepsilon}(x, z) = \overline{u}_{\varepsilon}(x) + u'_{\varepsilon}(x, z) \) in (P), yields the following equation for \( u'_{\varepsilon}(x, z) \):

\[
\begin{aligned}
\left( AP' \right) &\quad \begin{cases}
-\frac{\partial_x}{\partial x} (A_x \partial_x u'_{\varepsilon}) - \partial_z \left( \frac{A_z}{\varepsilon(z)} \partial_z u'_{\varepsilon} \right) = f + \partial_x \left( A_x \partial_x \overline{u}_{\varepsilon} \right), & \text{for } (x, z) \in \Omega_x \times \Omega_z \\
A_{z}(x, z_{\pm}) \frac{\partial_z}{\varepsilon(z_{\pm})} u'_{\varepsilon}(x, z_{\pm}) = g_\pm(x), & \text{for } x \in \Omega_x, \\
u'_{\varepsilon}(x_{\pm}, z) = 0, & \text{for } z \in \Omega_z, \\
\overline{u}_{\varepsilon} = 0, & \text{for } x \in \Omega_x \text{ (constraint)}.
\end{cases} \\
\end{aligned}
\]

(2.9)
The coupled system \((\overline{AP}) - (AP')\) is the Duality-Based AP-reformulation introduced in [5] and shown to be completely equivalent to the P-system for fixed \(\varepsilon > 0\), leading however in the limit \(\varepsilon \to 0\) towards the well-posed L-model. The important ingredient in this reformulation is the constraint \(\overline{u}_\varepsilon = 0\), which is automatically satisfied for \(\varepsilon > 0\), but helps to get in the limit \(\varepsilon \to 0\) the constraint \(u_0 = 0\), which is the missing information in (R) to get the well-posed L-model. For more details we refer the reader to [5], in particular for the rigorous existence, uniqueness and \(\varepsilon \to 0\) convergence proofs.

Let us introduce the following Hilbert-space

\[
W := \{ \psi \in H^1(\Omega_x) / \psi(x_\pm) = 0 \}, \quad (\phi, \psi)_W := (\partial_x \phi, \partial_x \psi)_{L^2}.
\]

Introducing a Lagrangian multiplier in order to cope with the constraint \(\overline{u}_\varepsilon = 0\), the variational formulation of problem \((\overline{AP}) - (AP')\) writes:

Find \((\overline{u}_\varepsilon, u'_\varepsilon, P) \in W \times V \times L^2(\Omega_z)\) such that

\[
\begin{align*}
(A_x \partial_x \overline{u}_\varepsilon, \partial_x \psi)_L^2 &= (f, \psi)_{L^2} + \frac{1}{L_x} (g_+ - g_-, \overline{\psi})_{L^2} - \frac{1}{L_x} (A'_x \partial_x u'_\varepsilon, \partial_x \overline{\psi})_{L^2} \quad \forall \overline{\psi} \in W, \\
(A_x \partial_x u'_\varepsilon, \partial_x \psi')_{L^2} + (A_x \partial_x \overline{u}_\varepsilon, \partial_z \psi')_{L^2} + L_z (P, \frac{1}{\varepsilon} \psi')_{L^2} &= (f, \psi')_{L^2} \\
(g_+, \psi'(\cdot, z_+))_{L^2} - (g_-, \psi'(\cdot, z_-))_{L^2} - (A_x \partial_x \overline{u}_\varepsilon, \partial_x \psi')_{L^2} &= (g_+, \psi'(\cdot, z_+))_{L^2} - (g_-, \psi'(\cdot, z_-))_{L^2} - (A_x \partial_x \overline{u}_\varepsilon, \partial_x \psi')_{L^2} \quad \forall \psi' \in V, \\
(\overline{Q}, \overline{u}_\varepsilon)_{L^2} &= 0, \quad \forall \overline{Q} \in L^2(\Omega_x).
\end{align*}
\]

Solving \((2.10)\) instead of \((2.4)\) is numerically much more appropriate, as one gets automatically the limit problem \((2.7)\) for vanishing \(\varepsilon\), which means \((2.10)\) is not degenerating for \(\varepsilon \to 0\). However, if the computational domain contains a large region, where the value of the parameter \(\varepsilon\) is very small, it can be more efficient from a computational point of view (simulation time and memory storage) to solve there directly the L-model, the latter model being of lower dimension. These considerations lead naturally to the idea of a coupling strategy between the AP-model \((2.10)\) (in regions where \(\varepsilon \sim O(1)\)) and the 1D L-model \((2.7)\) (where \(\varepsilon \ll 1\)).

3 The (AP/L)-coupling

This section is devoted to the coupling of the Asymptotic-Preserving reformulation \((2.8)-(2.9)\) with the asymptotic limit model \((2.7)\). Firstly we shall explain the strategy and then analyze it rigorously. For simplicity reasons, we shall omit in the following the index \(\varepsilon\) of the unknown \(u_\varepsilon\).

Let us remark here that a coupling of the P-model with the L-model, which is usually done in literature [11, 19, 20], is not always possible. Indeed, one important issue in developing a method implementing a standard discretization of the (P)-model in a sub-domain and the (L)-model elsewhere requires that both models are solved in a common
region containing the coupling interface. However, the limit model defines an accurate approximation for small values of the asymptotic parameter while the (P)-model suffers from significant precision discrepancies for these same parameter values. Defining a region where both models can produce an accurate approximation of the solution at the same time may thus be impossible (see [5, Figure 3.3] for an illustration). In contrast to this, the AP-formulation gives accurate results for all values of $\varepsilon \in [0,1]$, such that a coupling is always possible. Furthermore, due to the fact that the AP-formulation is a regular perturbation of the L-model, coupling interface conditions are easy to design. All these arguments underline the importance of the here presented strategy.

### 3.1 Presentation of the coupling strategy

Let us assume that in a large region of the computational domain the anisotropy parameter $\varepsilon$ is very small. For simplicity reasons, we assume that $\varepsilon$ is a strictly increasing function and that the domain is decomposed in the $z$-direction into two sub-domains, delimited by an interface $z_i \in (z_- , z_+)$. Let us introduce the following notation $\Omega^1_z := (z_i , z_+)$, $\Omega_z := \Omega^1_x \times \Omega^1_z$ and $\Omega_2 := \Omega^2_x \times \Omega^2_z$, and assume $\varepsilon$ to be small in $\Omega_2$, as illustrated in Figure 1. Recall however that $\varepsilon(\cdot) \in W^{1,\infty}(\Omega_z)$, such that the derivatives of $\varepsilon(\cdot)$ have to be bounded, even when $\varepsilon(\cdot)$ goes to zero in some parts of the domain. Our approach is now to use in $\Omega_2$ the Limit-model and elsewhere the AP-model, with the aim to reduce the overall computational costs for the resolution of (1.1). Let us detail here the coupling strategy and its variational formulation.

#### 3.1.1 The coupling strategy

Let us decompose the unknown $u$ as follows $u = \overline{u} + u'_1 + u'_2$, where

$$u'_1 := u'_1 \mathbb{1}_{\Omega^1_x \times \Omega^1_z} \quad \text{and} \quad u'_2 := u'_2 \mathbb{1}_{\Omega^2_x \times \Omega^2_z}$$

are the restrictions of the fluctuation on the two sub-domains. As mentioned above, we shall suppose that in $\Omega_2$ the parameter $\varepsilon$ is very small, meaning that $\varepsilon(z_i) \ll 1$. Let us now rewrite the AP-model for this new decomposition $(\overline{u}, u'_1, u'_2)$ coupling the two
sub-domains via Dirichlet-Neumann transfer conditions, which translate the fact that the solution as well as its normal derivative $\partial_z u$ are continuous at the interface $z_i$. This new system, called in the following (AP/AP)-reformulation is completely equivalent to the AP-model (2.8)-(2.9) and is given by

\[
\begin{aligned}
-\partial_x (A_x \partial_z \overline{u}) &= \overline{f} + \frac{g_+}{L_z} - \frac{g_-}{L_z} + \frac{1}{L_z} \partial_x \left( \int_{\Omega_1^x} A'_x \partial_z u'_1' \, dz + \int_{\Omega_2^x} A'_x \partial_z u'_2' \, dz \right), & \text{for } x \in \Omega_x, \\
\pi (x_{\pm}) &= 0, \\
-\partial_x (A_x \partial_z u'_1) - \partial_z \left( \frac{A_z}{\varepsilon (z)} \partial_z u'_1 \right) &= f + \partial_x (A_x \partial_z \overline{u}), & \text{for } (x, z) \in \Omega_1, \\
A_z \left( x, z_+ \right) = \frac{A_z}{\varepsilon (z_+)} \partial_z u'_1 \left( x, z_+ \right) &= g_+ (x), & \text{for } x \in \Omega_x, \\
u'_1 (x_{\pm}, z) &= 0, & \text{for } z \in \Omega_1^z, \\
A_z \left( x, z_{+} \right) \partial_z u'_1 \left( x, z_{+} \right) &= \frac{A_z}{\varepsilon (z_+)} \partial_z u'_2 \left( x, z_{+} \right), & \text{for } x \in \Omega_x \text{ (DN-cond)} \\
\int_{\Omega_1^x} u'_1 \left( x, z \right) \, dz + \int_{\Omega_2^x} u'_2 \left( x, z \right) \, dz &= 0, & \text{for } x \in \Omega_x \text{ (constraint)}, \\
-\partial_x (A_x \partial_z u'_2) - \partial_z \left( \frac{A_z}{\varepsilon (z)} \partial_z u'_2 \right) &= f + \partial_x (A_x \partial_z \overline{u}), & \text{for } (x, z) \in \Omega_2, \\
A_z \left( x, z_- \right) \partial_z u'_2 \left( x, z_- \right) &= g_- (x), & \text{for } z \in \Omega_2^z, \\
u'_2 (x_{\pm}, z) &= 0, & \text{for } x \in \Omega_x, \\
u'_2 (x, z_i) &= u'_1 (x, z_i), & \text{for } x \in \Omega_x \text{ (DN-cond)}.
\end{aligned}
\]

(3.11)

For the mathematical and numerical study, we shall need the weak form of this system. In this aim, and in order to get rid of the non-homogeneous Dirichlet interface condition, it will be more convenient to introduce the new variable (lifting procedure)

\[
\xi'_2 (x, z) := u'_2 (x, z) - u'_1 (x, z_i) \quad \text{for } (x, z) \in \Omega_x \times \Omega^2_z,
\]

(3.12)

where we remark that $u'_1 (x, z_i) \in H^1 (\Omega_z)$, as by Hyp. B, the solution $u$ of the P-model belongs to $H^2 (\Omega)$. This leads to the completely equivalent formulation, called in the
following also (AP/AP)-reformulation, for the unknowns \((\bar{u}, u_1', \xi_2')\): 

\[
\begin{align*}
\text{(AP)} & \quad \begin{cases}
-\partial_x (A_x \partial_x \pi) = f + \frac{g_+}{L_z} - \frac{g_-}{L_z} + \frac{1}{L_z} \partial_x \left( \int_{\Omega_z^1} A_x' \partial_x u_1' \, dz \right) \\
& \quad + \int_{\Omega_z^1} A_x' \partial_x (x, z_i) \, dz + \int_{\Omega_z^1} A_x' \partial_x \xi_2' \, dz, \quad \text{for } x \in \Omega_x, \\
\pi(x_\pm) = 0,
\end{cases} \\
\text{(AP')_1} & \quad \begin{cases}
-\partial_x (A_x \partial_x u_1') - \partial_z \left( \frac{A_z}{\varepsilon (z)} \partial_z u_1' \right) = f + \partial_x (A_x \partial_x \bar{u}), \\
u_1' (x_\pm, z) = 0, \\
A_z (x, z_+) \partial_z u_1' (x, z_+) = g_+ (x), \\
\int_{\Omega_z^1} u_1' (x, z) \, dz + L_z^2 u_1' (x, z_i) + \int_{\Omega_z^2} \xi_2' (x, z) \, dz = 0, \quad \text{for } x \in \Omega_x (\text{constraint}), \\
\text{(AP')_2} & \quad \begin{cases}
-\partial_x (A_x \partial_x \xi_2') - \partial_z \left( \frac{A_z}{\varepsilon (z)} \partial_z \xi_2' \right) = f \\
& \quad + \partial_x (A_x \partial_x (x, z_i)) + \partial_x (A_x \partial_x \bar{u}), \\
\xi_2' (x_\pm, z) = 0, \\
\xi_2' (x, z_i) = 0,
\end{cases} \\
\end{cases}
\end{align*}
\]

We shall prove in Section 3.2 that in the limit of vanishing anisotropy strength in \(\Omega_2\), 

\[\text{(3.13)}\]
Formally, one can immediately observe that the solution \( \xi_2 \) of \((AP)_2\) converges (in some sense to be defined later on) in the limit \( \varepsilon(z_i) \to 0 \) towards zero. Indeed, letting formally \( \delta = \varepsilon(z_i) \to 0 \) implies that the limit function \( \xi_2' \) is independent of \( z \). The \( x \)-dependence is then given by the Dirichlet interface condition in \( z = z_i \), hence \( \xi_2' = 0 \) in the limit \( \varepsilon(z_i) \to 0 \).

The rigorous mathematical study of the approximation error introduced by using \((3.14)\) instead of \((3.13)\) if \( \varepsilon(z_i) \ll 1 \), will be the subject of Section 3.2 and shall permit to find a criterion determining where to put the interface. Aim of this paper is to show that using the hybrid AP/L-model instead of the fully AP-model is computationally more efficient when the parameter \( \varepsilon(z) \) is small in a large part of the domain.

### 3.1.2 Variational formulations

Our numerical simulations will be based on finite element discretizations of the former systems. For this, we shall introduce now the variational formulations of the \((AP/AP)\)-model \((3.13)\) as well as of the \((AP/L)\)-model \((3.14)\), and define the Hilbert-spaces

\[
\mathcal{V}_1 := \left\{ \psi(\cdot, \cdot) \in H^1(\Omega_1) / \psi(x_{\pm}, \cdot) = 0 \right\}, \\
\mathcal{V}_2 := \left\{ \psi(\cdot, \cdot) \in H^1(\Omega_2) / \psi(x_{\pm}, \cdot) = 0, \; \psi(\cdot, z_i) = 0 \right\}, \\
\mathcal{W} := \left\{ \psi(\cdot) \in H^1(\Omega_2) / \psi(x_{\pm}) = 0 \right\},
\]

associated to the scalar products

\[
(\phi, \psi)_{\mathcal{V}_1} := (\partial_x \phi, \partial_x \psi)_{L^2_1} + (\partial_z \phi, \partial_z \psi)_{L^2_1}, \\
(\phi, \psi)_{\mathcal{V}_2} := (\partial_x \phi, \partial_x \psi)_{L^2_2} + (\partial_z \phi, \partial_z \psi)_{L^2_2}, \\
(\phi, \psi)_{\mathcal{W}} := (\partial_x \phi, \partial_x \psi)_{L^2_2},
\]
where we denoted by $(\cdot, \cdot)_{L^2_1}$ resp. $(\cdot, \cdot)_{L^2_2}$ the $L^2$ scalar-products in $\Omega_1$ resp. $\Omega_2$. To simplify the writing, we define further for $v' \in V_*$, $\psi' \in V_*$, $\pi \in W$, $\overline{\psi} \in W$, $\overline{P} \in L^2(\Omega_x)$ and $\overline{Q} \in L^2(\Omega_x)$, the following bilinear forms

\[
\begin{align*}
a_{xa} (v', \psi') & := \int_{\Omega_x} \int_{\Omega_x} \frac{A_x}{\varepsilon(x)} \partial_x \partial_z v' \partial_z \psi' dxdz, \\
\lambda_{x_f} (v', \psi') & := \int_{\Omega_x} \int_{\Omega_x} A_x \partial_z v' \partial_z \psi' dxdz, \\
b_{11} (\overline{P}, \psi') & := \int_{\Omega_x} \overline{P} \int_{\Omega_x} \frac{1}{\varepsilon(z)} \psi' dxdz, \\
c_{a_f} (\pi, \psi') & := \int_{\Omega_x} \int_{\Omega_x} A_x \partial_z \pi \partial_z \psi' dxdz, \\
d_i (v', \psi'_1) & := \int_{\Omega_x} \int_{\Omega_x} \frac{A_z(x, z)}{\varepsilon(z)} \partial_z v' (x, z_i) \psi'_1 (x, z_i) dx, \\
& \quad \text{for } v' \text{ s.t. } \frac{A_z(x, z)}{\varepsilon(z)} \partial_z v' (\cdot, z_i) \in L^2(\Omega_x),
\end{align*}
\]

where $\ast$ takes the value 1 or 2. The variational formulation of the (AP/AP)-model (3.13) writes: Find $(\pi, u'_1, \xi'_2, \overline{P}) \in W \times \mathcal{V}_1 \times \mathcal{V}_2 \times L^2(\Omega_x)$ such that

\[
\begin{align*}
a_{xa} (\pi, \psi) &= (\overline{P}, \psi)_{L^2_2} + \frac{1}{L_x} (g_+ - g_-, \overline{\psi})_{L^2_2} \\
& \quad - \frac{1}{L_x} \left( c_{a_1} (u'_1, \overline{\psi}) + c_{a_2} (u'_1 (\cdot, z_i), \overline{\psi}) + c_{\xi'_2} (\xi'_2, \overline{\psi}) \right), \quad \forall \overline{\psi} \in W, \\
a_{x_f1} (u'_1, \psi'_1) + a_{x_1} (u'_1, \psi'_1) + b_{11} (\overline{P}, \psi'_1) &= (f, \psi'_1)_{L^2_1} \\
& \quad + (g_+, \psi'_1 (\cdot, z_+))_{L^2_z} - d_i (\xi'_2, \psi'_1) - c_{f1} (\pi, \psi'_1), \quad \forall \psi'_1 \in \mathcal{V}_1, \\
a_{x_f2} (\xi'_2, \psi'_2) + a_{x_2} (\xi'_2, \psi'_2) &= (f, \psi'_2)_{L^2_2} - (g_-, \psi'_2 (\cdot, z_-))_{L^2_z} - c_{f2} (\pi, \psi'_2) \\
& \quad - a_{x_f2} (u'_1 (\cdot, z_i), \psi'_2), \quad \forall \psi'_2 \in \mathcal{V}_2, \\
b_{c1} (u'_1, \overline{Q}) &= -b_{c_2} (u'_1 (\cdot, z_i), \overline{Q}) - b_{c_2} (\xi'_2, \overline{Q}), \quad \forall \overline{Q} \in L^2.
\end{align*}
\]

Equally, we obtain the following variational formulation for the (AP/L)-model (3.14):

Find $(\pi, u'_1, \overline{P}) \in W \times \mathcal{V}_1 \times L^2(\Omega_x)$ such that

\[
\begin{align*}
a_{xa} (\pi, \psi) &= (\overline{P}, \psi)_{L^2_2} + \frac{1}{L_x} (g_+ - g_-, \overline{\psi})_{L^2_2} \\
& \quad - \frac{1}{L_x} \left( c_{a_1} (u'_1, \overline{\psi}) + c_{a_2} (u'_1 (\cdot, z_i), \overline{\psi}) \right), \quad \forall \overline{\psi} \in W, \\
a_{x_f1} (u'_1, \psi'_1) + a_{z_1} (u'_1, \psi'_1) + b_{11} (\overline{P}, \psi'_1) &= (f, \psi'_1)_{L^2_1} \\
& \quad + (g_+, \psi'_1 (\cdot, z_+))_{L^2_z} - c_{f1} (\pi, \psi'_1), \quad \forall \psi'_1 \in \mathcal{V}_1, \\
b_{c1} (u'_1, \overline{Q}) &= -b_{c_2} (u'_1 (\cdot, z_i), \overline{Q}), \quad \forall \overline{Q} \in L^2.
\end{align*}
\]
It will be this (AP/L)-model which will be used in our numerical simulations (Section 4) in order to compute the solution of the highly anisotropic elliptic equation (1.1).

3.2 Mathematical study

Aim of this section is to study the approximation error introduced when using the Limit-model in the sub-domain \( \Omega_x \times \Omega_x^2 \) (where the anisotropy strength \( \varepsilon \) is small) instead of the original problem. In other words we are interested in the error between the solution of the (AP/AP)-model and the (AP/L)-model. This error will depend on the position of the coupling interface, more precisely on \( \varepsilon(\zeta) \).

Let us denote in the following by \((\bar{u}, u', \xi_2') \in W \times V_1 \times V_2\) the solution of (3.13) or (3.16) and by \((\bar{v}, v', 0) \in W \times V_1 \times V_2\) the solution of (3.14) or (3.17). Remark that the existence and uniqueness of a solution of (3.13) can be straightforwardly shown by equivalence with the AP-model (2.8)-(2.9). Moreover the existence and uniqueness of a solution of (3.14) is shown by standard arguments, proving the boundedness of \((\bar{u}, u', \xi_2') \) in \( W \times V_1 \times V_2 \), uniformly in \( \varepsilon(\zeta) \), inducing thus weak convergences and passing finally to the limit in the variational formulation. We leave the details to the reader and prefer to concentrate on the error estimate. We will begin with estimating firstly \( \xi_2' \), showing its convergence towards zero for \( \varepsilon(\zeta) \to 0 \) (Theorem 3.2). Using this convergence result, we shall estimate in a second step the errors \( ||u - v||_W \) as well as \( ||u' - v'||_{V_1} \) (Theorem 3.3). For the convergence of \( \xi_2' \) we will need the following regularity result.

**Lemma 3.1** Under Hypothesis B, the solution \( u \) of the P-model (2.4) belongs to \( H^2(\Omega) \) and one has the following estimates

\[
||u||_{H^2(\Omega)} + ||u'||_{H^2(\Omega)} + ||\overline{u}||_{H^2(\Omega)} + ||u'(\cdot, \zeta)||_{H^1(\Omega_x)} \leq C_{f,g_\pm}(1 + \varepsilon M),
\]

with some constant \( C_{f,g_\pm} > 0 \) independent of \( \varepsilon \), however dependent on the source terms \( f \) respectively \( g_\pm \). Recall that \( \overline{u} \) is the average of \( u \) over \( z \) and \( u' := u - \overline{u} \).

**Proof:** The proof of this lemma uses standard “energy”-estimates and density arguments as well as the Poincaré and trace-theorems. See [3][10][12] for more details.

Standard elliptic results permit to show that, under the additional hypothesis of this theorem, the solution of (2.4) is more regular, i.e. \( u \in H^2(\Omega) \).

Remark then that multiplying (2.4) by \( u \) and integrating over \( \Omega \) yields by integration by parts the \( H^1 \)-estimate

\[
||\partial_x u||_{L^2}^2 + \frac{1}{\varepsilon(\zeta)} ||\partial_z u||_{L^2}^2 \leq C(||f||_{L^2}^2 + ||g_+||_{L^2}^2 + ||g_-||_{L^2}^2).
\]

Rewriting now the equation as

\[
-A_x \partial_{xx} u - \partial_z \left( \frac{A_z}{\varepsilon(\zeta)} \partial_z u \right) = f + (\partial_x A_x) \partial_x u,
\]
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multiplying it by \(-\partial_{xx} u\) and integrating over \(\Omega\) yields (by integration by parts)

\[
\|\sqrt{A_x} \partial_{xx} u\|^2 + \|\sqrt{\frac{A_x}{\varepsilon(z)}} \partial_{xx} u\|^2 + \int_\Omega \frac{\partial_x A_x}{\varepsilon(z)} \partial_x u \partial_{xx} u \, dx \, dz \\
\leq \|f\| \|\partial_{xx} u\| + C \|\partial_x u\| \|\partial_{xx} u\| + \int_{\Omega_x} \partial_x g_x \partial_x u(x, z_x) \, dx - \int_{\Omega_x} \partial_x g_x \partial_x u(x, z_-) \, dx.
\]

Using now the \(H^1\)-estimate (3.19) and the fact that \(\|\partial_x u(x, z)\|_{L^2} \leq C \|\partial_x u\|_{L^2} + C \|\partial_{xx} u\|_{L^2}\), yields the first \(H^2\)-estimates

\[
\|\partial_{xx} u\|^2_{L^2} + \|\frac{1}{\sqrt{\varepsilon(z)}} \partial_{xx} u\|^2_{L^2} \leq C_{f, g, \pm} (1 + \varepsilon_{\text{max}}).
\]

Coming now back to the equation

\[-\partial_z \left( \frac{A_x}{\varepsilon(z)} \partial_z u \right) = f + \partial_x (A_x \partial_x u),\]

one gets with (3.21)

\[
\|\partial_z \left( \frac{A_x}{\varepsilon(z)} \partial_z u \right) \| \leq C_{f, g, \pm} (1 + \varepsilon_{\text{max}}).
\]

Hence, remarking that

\[
\frac{A_x}{\varepsilon(z)} \partial_z u(x, z) = \frac{A_x}{\varepsilon(z_-)} \partial_z u(x, z_-) + \int_{z_-}^z \partial_z \left( \frac{A_x}{\varepsilon(\tau)} \partial_z u(x, \tau) \right) \, d\tau,
\]

permits to show an improved \(H^1\)-estimate

\[
\|\frac{1}{\varepsilon(z)} \partial_z u\|_{L^2} \leq C \|g_-\|_{L^2} + C \|\partial_z \left( \frac{A_x}{\varepsilon(z)} \partial_z u \right)\|_{L^2} \leq C_{f, g, \pm} (1 + \varepsilon_{\text{max}}).
\]

Finally, with all these estimates, one has

\[
\partial_{zz} u = \partial_z \left( \frac{\varepsilon(z)}{A_x} \right) \left( \frac{A_x}{\varepsilon(z)} \partial_z u \right) = \partial_z \left( \frac{\varepsilon(z)}{A_x} \right) \frac{A_x}{\varepsilon(z)} \partial_z u + \frac{\varepsilon(z)}{A_x} \partial_z \left( \frac{A_x}{\varepsilon(z)} \partial_z u \right),
\]

yielding

\[
\|\partial_{zz} u\|_{L^2} \leq \|\partial_z \left( \frac{\varepsilon(z)}{A_x} \right)\|_{L^\infty} \|\frac{A_x}{\varepsilon(z)} \partial_z u\|_{L^2} + C \varepsilon_{\text{max}} \|\partial_z \left( \frac{A_x}{\varepsilon(z)} \partial_z u \right)\|_{L^2} \leq C_{f, g, \pm} \varepsilon_M,
\]

which concludes the proof together with (3.21).

From now on, we shall not carry with us the bound of \(\|\varepsilon\|_{W^{1,\infty}(\Omega_z)}\), i.e. \(\varepsilon_M\), keeping in mind that the anisotropy has to be bounded from above in \(W^{1,\infty}\).
Theorem 3.2 Under Hypothesis B, the function \( \xi'_2 \in V_2 \), part of the solution of the \((A P / A P)-model\), converges towards zero in \( H^1(\Omega_2) \) as \( \varepsilon(z_i) \to 0 \). If we assume moreover that \( u'_1(\cdot, z_i) \in H^2(\Omega_x) \), then there exists a constant \( c > 0 \), independent of \( \varepsilon(z_i) \), such that

\[
\| \partial_x \xi'_2 \|_{L^2(\Omega_2)} \leq c\sqrt{\varepsilon(z_i)} \quad \text{and} \quad \| \partial_z \xi'_2 \|_{L^2(\Omega_2)} \leq c \varepsilon(z_i). \tag{3.24}
\]

Proof: The proof of this theorem is very similar to the proof of the previous lemma. Let us only recall that \( \xi'_2 \) is the solution of a diffusion problem with slightly different boundary condition on one side, when compared with the P-problem, i.e.

\[
\begin{cases}
-\partial_x \left( A_x \partial_x \xi'_2 \right) - \partial_z \left( \frac{A_z}{\varepsilon(z)} \partial_z \xi'_2 \right) = h & \text{for } (x, z) \in \Omega_x \times \Omega_z^2 \\
A_z (x, z_-) \partial_z \xi'_2 (x, z_-) = g_- (x), & \text{for } x \in \Omega_x, \\
\xi'_2 (x, z_i) = 0, & \text{for } x \in \Omega_x \\
\xi'_2 (x_\pm, z) = 0, & \text{for } z \in \Omega_z^2,
\end{cases}
\tag{3.25}
\]

where we denoted for simplicity reasons \( h := f + \partial_x \left( A_x \partial_x u'_1 (x, z_i) \right) + \partial_x (A_x \partial_x \pi) \). Let us first assume that \( u'_1 (\cdot, z_i) \in H^2(\Omega_x) \), such that \( h \in L^2(\Omega_2) \). Multiplying now the system \(3.25\) by \( \xi'_2 \) and integrating over \( \Omega_x \times \Omega_z^2 \) yields

\[
\left\| \sqrt{A_x} \partial_x \xi'_2 \right\|^2_{L^2(\Omega_z^2)} + \left\| \sqrt{A_z \varepsilon(z)} \partial_z \xi'_2 \right\|^2_{L^2(\Omega_z^2)} = \int_{\Omega_z^2} h \xi'_2 \, dx \, dz - \int_{\Omega_x} g_-(x) \xi'_2 (x, z_-) \, dx.
\]

Remark ing that \( \frac{1}{\varepsilon(z)} \geq \frac{1}{\varepsilon(z_i)} \) in \( \Omega_z^2 \), and that \( \xi'_2 (x, z) = 0 \) for all \( x \in \Omega_x \), such that by Poincaré’s inequality

\[
\| \xi'_2 (\cdot, z_-) \|_{L^2(\Omega_x)} \leq c \| \partial_x \xi'_2 \|_{L^2(\Omega_2)} \quad \text{and} \quad \| \xi'_2 \|_{L^2(\Omega_2)} \leq c \| \partial_z \xi'_2 \|_{L^2(\Omega_2)}, \tag{3.26}
\]

we obtain by Cauchy-Schwarz

\[
\| \partial_x \xi'_2 \|_{L^2(\Omega_2)}^2 + \frac{1}{\varepsilon(z_i)} \| \partial_z \xi'_2 \|_{L^2(\Omega_2)}^2 \leq c \left[ \| h \|_{L^2(\Omega_2)} + \| g_- \|_{L^2(\Omega_2)} \right] \| \partial_x \xi'_2 \|_{L^2(\Omega_2)},
\]

leading to

\[
\varepsilon(z_i) \| \partial_x \xi'_2 \|_{L^2(\Omega_2)}^2 + \| \partial_z \xi'_2 \|_{L^2(\Omega_2)}^2 \leq c(h, g_-) \varepsilon(z_i)^2, \tag{3.27}
\]

which completes the proof in the regular case. Remark that it is at this point that our proof differs from the \( H^1 \)-estimates \(3.19\), \(3.22\) of the previous proof, and this thanks to the Poincaré inequality \(3.26\), valid due to the boundary condition \( \xi'_2 (x, z_i) = 0 \), \( \forall x \in \Omega_x \). It is exactly this condition which implies the convergence of \( \xi'_2 \) towards zero.

Let us suppose now that we have only \( u'_1 (\cdot, z_i) \in H^1(\Omega_x) \), which is immediate under Hypothesis B, such that \( h \) belongs only to \( H^{-1}(\Omega_2) \). In this case, following the same arguments as above, would lead rather to

\[
\| \partial_x \xi'_2 \|_{L^2(\Omega_2)}^2 + \frac{1}{\varepsilon(z_i)} \| \partial_z \xi'_2 \|_{L^2(\Omega_2)}^2 \leq c \| h \|_{H^{-1}(\Omega_2)} \| \xi'_2 \|_{H^1(\Omega_2)} + c \| g_- \|_{L^2(\Omega_2)} \| \partial_z \xi'_2 \|_{L^2(\Omega_2)},
\]
leading only to
\[ \| \partial_x \xi_2^0 \|^2_{H^2(\Omega_2)} + \frac{1}{\varepsilon(z_i)} \| \partial_x \xi_2^1 \|^2_{H^2(\Omega_2)} \leq c(\| h \|^2_{H^{-1}(\Omega_2)} + \sqrt{\varepsilon(z_i)} \| g \|^2_{L^2(\Omega_2)}), \] (3.28)
which does not permit to have the desired convergence. However, density arguments permit to conclude the proof in the general case. Indeed, let us consider the linear, continuous mapping
\[ U : h \in H^{-1}(\Omega_2) \mapsto \xi_2^0 \in H^1(\Omega_2) \ \text{sol. of} \ (3.25). \] (3.29)
Let now \( h \in H^{-1}(\Omega_2) \). Then for each \( \delta > 0 \) there exists by density a more regular data \( \tilde{h} \in L^2(\Omega_2) \) such that \( \| h - \tilde{h} \|_{H^{-1}(\Omega_2)} \leq \delta \) and \( \| U(\tilde{h}) \|_{H^1(\Omega_2)} \leq c(\tilde{h}) \sqrt{\varepsilon(z_i)} \) by the estimate (3.27). As the map \( U \) is continuous and linear, one has then
\[ \| U(h) \|_{H^1(\Omega_2)} \leq \| U(h - \tilde{h}) \|_{H^1(\Omega_2)} + \| U(\tilde{h}) \|_{H^1(\Omega_2)} \leq c \| h - \tilde{h} \|_{H^{-1}(\Omega_2)} + c(\tilde{h}) \sqrt{\varepsilon(z_i)} \leq c\delta + c(\tilde{h}) \sqrt{\varepsilon(z_i)}. \]
Thus, for all \( \tau > 0 \), one can find \( \delta > 0 \) and \( \varepsilon(z_i) > 0 \) such that \( \| U(h) \|_{H^1(\Omega_2)} \leq \tau \) for all \( \varepsilon < \varepsilon(z_i) \), which proves the convergence of \( U(h) \) towards zero in \( H^1(\Omega_2) \), as \( \varepsilon(z_i) \to 0 \).

Let us now come to the study of the error on the mean part \( \overline{u} - \overline{v} \) and the fluctuation part \( u'_1 - v'_1 \), when approximating the (AP/AP)-model with the (AP/L)-model.

**Theorem 3.3** Let \( (\overline{u}, u'_1, \xi'_2) \in \mathcal{W} \times \mathcal{V}_1 \times \mathcal{V}_2 \) be the solution of (3.13) and \( (\overline{v}, v'_1, 0) \in \mathcal{W} \times \mathcal{V}_1 \times \mathcal{V}_2 \) the solution of (3.14) and let us assume Hypothesis B to be satisfied. Then one has
\[ \overline{u} \to_{\varepsilon(z_i) \to 0} \overline{v} \ \text{in} \ \mathcal{W} \ \text{and} \ u'_1 \to_{\varepsilon(z_i) \to 0} v'_1 \ \text{in} \ \mathcal{V}_1. \]
If we suppose moreover that \( u'_1(\cdot, z_i) \in H^2(\Omega_x) \), then there exists a positive constant \( c \), independent of \( \varepsilon(z_i) \), such that
\[ \| \partial_x (\overline{u} - \overline{v}) \|^2_{L^2(\Omega_x)} + \| \partial_x (u'_1 - v'_1) \|^2_{L^2(\Omega_1)} + \| \partial_x (u'_1 - v'_1) \|^2_{L^2(\Omega_1)} \leq c \sqrt{\varepsilon(z_i)}. \] (3.30)

**Proof:** To simplify the notations, we shall denote in this proof the difference between the two solutions of (3.13) resp. (3.14) by \( (\overline{w}, w'_1, \xi'_2) \), where \( \overline{w} := \overline{u} - \overline{v} \in \mathcal{W} \) and \( w'_1 := u'_1 - v'_1 \in \mathcal{V}_1 \). Aim is to show that both \( \overline{w} \) and \( w'_1 \) converge towards zero in the respective spaces. This shall be done in several steps.

First, let us suppose that \( u'_1(\cdot, z_i) \in H^2(\Omega_x) \) and start by writing the system of equations satisfied by \( \overline{w} \) and \( w'_1 \):
\[
\left\{
\begin{array}{l}
-\partial_x \left( \frac{A_x}{L_x} \partial_x \overline{w} \right) = \frac{1}{L_x} \partial_x \left( \int_{\Omega^2_x} A'_x \partial_x w'_1 \, dz \right) \\
+ \int_{\Omega^2_x} A'_x \partial_x w'_1(x, z_i) \, dz + \int_{\Omega^2_x} A'_x \partial_x \xi'_2 \, dz, \quad \text{for} \ x \in \Omega_x,
\end{array}
\right.
\] (3.31)
Integrating now (3.32) on $\Omega_1$ which allows to rewrite (3.31) as

$$\begin{equation}
\frac{A_z(x, z_+)}{\varepsilon(z_+)} \partial_z w_1'(x, z_+) = 0, \\
w_1' (x, z) = 0, \\
\int_{\Omega_1} w_1'(x, z) \, dz + L^2 w_1'(x, z_1) + \int_{\Omega_2} \xi_2'(x, z) \, dz = 0, \\
\text{for } x \in \Omega_x \\
\text{for } z \in \Omega_z^1 \\
\text{for } x \in \Omega_x \text{ (constraint).}
\end{equation}

Introducing on $\Omega_x \times \Omega_z^1$ the variable $w(x, z) := \overline{w}(x) + w_1'(x, z)$, this one solves:

$$\begin{equation}
\begin{cases}
-\partial_x \left( A_x \partial_x w \right) - \partial_z \left( \frac{A_z}{\varepsilon(z)} \partial_z w \right) = 0, & \text{for } (x, z) \in \Omega_x \times \Omega_z^1, \\
\frac{A_z(x, z_+)}{\varepsilon(z_+)} \partial_z w (x, z_+) = 0, & \text{for } x \in \Omega_x, \\
w (x, z) = 0, & \text{for } z \in \Omega_z^1, \\
\frac{A_z(x, z_+)}{\varepsilon(z_+)} \partial_z w (x, z_+) = \frac{A_z(x, z_1)}{\varepsilon(z_1)} \partial_z \xi_2' (x, z_1), & \text{for } x \in \Omega_x.
\end{cases}
\end{equation}

1st Step: $H^1$-estimate of $w$:

Multiplying (3.33) by $w$ and integrating on $\Omega_x \times \Omega_z^1$ by parts, yields

$$
\| \sqrt{A_x} \partial_x w \|_{L^2_x}^2 + \| \sqrt{\frac{A_z}{\varepsilon(z)}} \partial_z w \|_{L^2_z}^2 + \int_{\Omega_x} \frac{A_z(x, z_1)}{\varepsilon(z_1)} \partial_z \xi_2' (x, z_1) w (x, z_1) \, dx = 0.
$$

The difficulty in estimating $w$ comes now from the term $\int_{\Omega_x} \frac{A_z(x, z_1)}{\varepsilon(z_1)} \partial_z \xi_2' (x, z_1) w (x, z_1) \, dx$. To be able to reformulate this term, we shall come back to (3.31) - (3.32).

The constraint in (3.32) can be reformulated as

$$\begin{align*}
0 &= \partial_x \left( A_x \partial_x \left[ \int_{\Omega_1} w_1' \, dz + \int_{\Omega_2} w_1'(x, z_1) \, dz + \int_{\Omega_2} \xi_2' \, dz \right] \right) \\
&= \partial_x \left( \int_{\Omega_1} A_x \partial_x w_1' \, dz + \int_{\Omega_2} A_x \partial_x w_1'(x, z_1) \, dz + \int_{\Omega_2} A_x \partial_x \xi_2' \, dz \right),
\end{align*}

which allows to rewrite (3.31) as

$$\begin{equation}
-\partial_x (A_x \partial_x \overline{w}) = \frac{1}{L_x} \partial_x \left( \int_{\Omega_1} A_x \partial_x w_1' \, dz + \int_{\Omega_2} A_x \partial_x w_1'(x, z_1) \, dz + \int_{\Omega_2} A_x \partial_x \xi_2' \, dz \right).
\end{equation}

Integrating now (3.32) on $\Omega_z^1$ gives

$$\begin{align*}
- \int_{\Omega_1} \partial_z (A_x \partial_x w_1') \, dz + \frac{A_z(x, z_1)}{\varepsilon(z_1)} \partial_z \xi_2' (x, z_1) &= \int_{\Omega_1} \partial_x (A_x \partial_x \overline{w}) \, dz, \\
\end{align*}

(3.36)
and (3.35) becomes then
\[
-\frac{1}{L_z} \int_{\Omega_z} \partial_x (A_x \partial_x \bar{w}) \, dz = \frac{1}{L_z} \left( -\int_{\Omega_z} \partial_x (A_x \partial_x \bar{w}) \, dz + \frac{A_z (x, z_i)}{\varepsilon (z_i)} \partial_x \xi_2' (x, z_i) \right. \\
+ \left. \int_{\Omega_z} \partial_x (A_x \partial_x \bar{w}' (x, z_i)) \, dz + \int_{\Omega_z} \partial_x (A_x \partial_x \xi_2) \, dz \right),
\]
(3.37)
which is finally equivalent to
\[
\frac{A_z (x, z_i)}{\varepsilon (z_i)} \partial_x \xi_2' (x, z_i) = -\int_{\Omega_z} \partial_x (A_x \partial_x w (x, z_i)) \, dz - \int_{\Omega_z} \partial_x (A_x \partial_x \xi_2') \, dz.
\]
(3.38)
Using this last equation in (3.34), permits to get
\[
|| \sqrt{A_x} \partial_x w ||_{L_2^2}^2 + || \frac{A_z}{\varepsilon (z)} \partial_x w ||_{L_1^2}^2 + || \sqrt{A_x} \partial_x w (\cdot, z_i) ||_{L_2^2}^2 = - (A_x \partial_x \xi_2', \partial_x w (\cdot, z_i))_{L_2^2},
\]
(3.39)
Integrating by parts in the last two terms, yields
\[
|| \sqrt{A_x} \partial_x w ||_{L_2^2}^2 + || \frac{A_z}{\varepsilon (z)} \partial_x w ||_{L_2^2}^2 + || \sqrt{A_x} \partial_x w (\cdot, z_i) ||_{L_2^2}^2 = - (A_x \partial_x \xi_2', \partial_x w (\cdot, z_i))_{L_2^2},
\]
(3.40)
which permits to obtain, as \( \frac{1}{\varepsilon (z)} \geq \frac{1}{\varepsilon_{\text{max}}} \) in \( \Omega_1 \),
\[
|| \partial_x w ||_{L_2^2 (\Omega_1)}^2 + || \partial_x w ||_{L_2^2 (\Omega_1)}^2 + || \partial_x w (\cdot, z_i) ||_{L_2^2 (\Omega_2)}^2 \leq c || \partial_x \xi_2' ||_{L_2^2 (\Omega_2)} || \partial_x w (\cdot, z_i) ||_{L_2^2 (\Omega_2)},
\]
(3.41)
leading thanks to Theorem 3.2 to the \( H^1 \)-estimate of \( w \)
\[
|| \partial_x w ||_{L_2^2 (\Omega_1)}^2 + || \partial_x w ||_{L_2^2 (\Omega_1)}^2 + || \partial_x w (\cdot, z_i) ||_{L_2^2 (\Omega_2)}^2 \leq c || \partial_x \xi_2' ||_{L_2^2 (\Omega_2)}^2 \leq c \varepsilon (z_i).
\]
(3.42)
2nd Step: \( H^1 \)-estimate of \( \bar{w} \) and \( w'_1 \):
To estimate from this last inequality the functions \( \bar{w} \) and \( w'_1 \), we shall use the constraint. Indeed, one has
\[
\int_{\Omega_1} \bar{w} (x, z) (x, z) \, dz + L_z^2 w (x, z_i) + \int_{\Omega_2} \xi'_2 (x, z) \, dz = L_z \bar{w} (x), \quad \forall x \in \Omega_x,
\]
implying
\[
|| \bar{w} ||_{L_2^2 (\Omega_x)} \leq c \left( || w ||_{L_2^2 (\Omega_1)} + || w (\cdot, z_i) ||_{L_2^2 (\Omega_2)} + || \xi'_2 ||_{L_2^2 (\Omega_2)} \right) \leq c \varepsilon (z_i).
\]
(3.43)
As furthermore \( w'_1 = w - \bar{w} \), we can conclude the proof in the regular case. In the less regular case, Theorem 3.2 as well as formulae (3.42), (3.43) permit to get the convergences in \( H^1 \).

Estimates (3.24) and (3.30) will permit in the following to measure the error done by using the computationally more advantageous (AP/L)-hybrid model instead of a full AP-model for the resolution of (2.4), and to place the interface-position \( z_i \).
4 Numerical discretization and investigations of the hybrid model

The aim of this section is the discretization of the (AP/L)-coupling model (3.17) by means of a finite element method, and the discussion of the obtained numerical results.

4.1 Finite element discretization

Let us present here in some details the finite element method we used.

The computational domain \( \Omega_x \times \Omega_z \) with \( \Omega_x = [x_-, x_+] \) and \( \Omega_z = [z_-, z_+] \) is decomposed into a set of rectangular cells \([x_i, x_{i+1}] \times [z_k, z_{k+1}]\) where

\[
x_i = x_- + i \Delta x, \quad i = 0, \ldots, N_x + 1, \quad \Delta x = (x_+ - x_-) / (N_x + 1),
\]

\[
z_k = z_- + k \Delta z, \quad k = 0, \ldots, N_z + 1, \quad \Delta z = (z_+ - z_-) / (N_z + 1).
\]

The domain \( \Omega_z \) is decomposed into \( \Omega_z^1 \) and \( \Omega_z^2 \), \( z_\iota \) with \( \iota \in \{1, \ldots, N_z\} \) denoting the interface delimiting these two sub-domains so that \( \Omega_z^1 \) is composed of the cells \([z_k, z_{k+1}]\) for \( k = \iota, \ldots, N_z \).

The functional spaces \( \mathcal{V} \) resp. \( \mathcal{V}_1 \) are approximated by \( \mathcal{Q}_1 \) finite element spaces, denoted \( \mathcal{V}_h \) resp. \( \mathcal{V}_{1,h} \). The mean functions and the Lagrangian belonging to \( \mathcal{W} \) and \( \mathcal{L} \) are approximated by a \( \mathcal{P}_1 \) finite element giving rise to the definition of \( \mathcal{W}_h \) and \( \mathcal{L}_h \). In the sequel, \( \chi_i(x) \) and \( \kappa_k(z) \) denote the standard \( \mathcal{P}_1 \) hat functions respectively centered in \( x_i \) and \( z_k \).

The weak formulation of the hybrid (AP/L)-model (3.17) is approximated thanks to a three points Gauss quadrature formula, yielding the following linear system

\[
(\text{AP/L})_h \begin{pmatrix} A_{x_\iota} & \frac{1}{L_x} (C_{a_1} + C_{a_2}) & 0 \\ C_{f_1} & A_{xf_1} + A_{z_1} & B_{l_1} \\ 0 & B_{c_1} + B_{c_2} & 0 \end{pmatrix} \begin{pmatrix} \alpha \\ \beta \\ \gamma \end{pmatrix} = \begin{pmatrix} F_{\pi} \\ F_{u_\iota}^T \\ 0 \end{pmatrix},
\]

where \( A_\ast \) (resp. \( B_\ast, C_\ast \)) is the matrix associated to the bilinear form \( a_\ast \) (resp. \( b_\ast, c_\ast \)) introduced in (3.15). Note that the matrices \( C_{a_2}, B_{c_2} \in \mathbb{R}^{N_x \times N_z} \) associated to \( a_{a_2}, b_{c_2} \) involve only the nodes located on the interface, such that they are expanded to \( C_{a_2}^\ast, B_{c_2}^\ast \) by adding zero elements in order to conform with the size of \( C_{a_1}, B_{c_1} \in \mathbb{R}^{N_x \times N_z(N_z+2-\iota)} \) to define the system (4.44). The right-hand side definition is specified here

\[
(F_{\pi})_i := (\overline{f}, \chi_i)_{L^2(\Omega_z)} + \frac{1}{L_x} (g_{\iota} - g_{\iota}, \chi_i)_{L^2(\Omega_z)}, \quad \forall i = 1, \ldots, N_x,
\]

\[
(F_{u_\iota})_{ik} := (f, \chi_{i\kappa_k})_{L^2(\Omega_z)} + (g_{\iota} + \chi_{i\kappa_k}(z_\iota))_{L^2(\Omega_z)}, \quad \forall i = 1, \ldots, N_x, \quad k = \iota, \ldots, N_z + 1,
\]

and the unknowns of the system are three vectors \( \alpha \in \mathbb{R}^{N_x}, \quad \beta \in \mathbb{R}^{N_x(N_z+2-\iota)} \) and \( \gamma \in \mathbb{R}^{N_{z+2}} \)

\[
\alpha := (\alpha_1^{\ldots} \alpha_{N_x})^T, \quad \beta := (\beta_1^{\ldots} \beta_{1N_x+1}^{\cdots} \beta_{N_xN_z+1})^T, \\
\gamma := (\gamma_0^{\ldots} \gamma_{N_z+1})^T.
\]
As a comparison, the linear system corresponding to the AP-model (2.10) writes

\[
(AP)_h \begin{pmatrix}
A_{x_0} & \frac{1}{L_a} C_a & 0 \\
C_f & A_{x_f} + A_z & B_l \\
0 & B_c & 0
\end{pmatrix} \begin{pmatrix}
\alpha \\
\bar{\beta} \\
\gamma
\end{pmatrix} = \begin{pmatrix}
F_{\Pi} \\
F_{u'} \\
0
\end{pmatrix},
\] (4.45)

where \( A_z \) (resp. \( A_{x_f}, B_l, B_c, C_a \) and \( C_f \)) is associated to the bilinear form similar to \( a_{z1} \) (resp. \( a_{x_f1}, b_{l1}, b_{c1}, c_{a1} \) and \( c_{f1} \)) but integrated on \( \Omega_z \) instead of \( \Omega_1 \). The right-hand side \( F_{u'} \) is defined for \( i = 1, \ldots, N_x, \ k = 0, \ldots, N_z + 1 \), by

\[
(F_{u'})_{ik} := (f, \chi_{i\kappa_k})_{L^2(\Omega)} + (g_+, \chi_{i\kappa_k}(z_+))_{L^2(\Omega_z)} - (g_-, \chi_{i\kappa_k}(z_-))_{L^2(\Omega_z)},
\]

and the unknown \( \tilde{\beta} \in \mathbb{R}^{N_x(N_z+2)} \) writes

\[
\tilde{\beta} := (\beta_{10} \cdots \beta_{1N_z+1} \cdots \beta_{N_x0} \cdots \beta_{N_xN_z+1})^T.
\]

The gain of the hybrid (AP/L)-model as compared to the fully AP-model results from the size reduction of the fluctuation unknown. Indeed, \( \tilde{\beta} \) is a \( N_x (N_z + 2) \)-vector, while \( \beta \) is a \( N_x (N_z + 2 - \iota) \)-vector.

As for the P-model (2.5), the corresponding linear system is of the form

\[
(P)_h \begin{pmatrix}
A_{x_f} + A_z
\end{pmatrix} \delta = F,
\] (4.46)

where the second member is defined for \( i = 1, \ldots, N_x, \ k = 0, \ldots, N_z + 1 \), by

\[
(F)_{ik} := (f, \chi_{i\kappa_k})_{L^2(\Omega)} + (g_+, \chi_{i\kappa_k}(z_+))_{L^2(\Omega_z)} - (g_-, \chi_{i\kappa_k}(z_-))_{L^2(\Omega_z)},
\]

and the unknown \( \delta \in \mathbb{R}^{N_x(N_z+2)} \) writes

\[
\delta := (\delta_{10} \cdots \delta_{1N_z+1} \cdots \delta_{N_x0} \cdots \delta_{N_xN_z+1})^T.
\]

Note that the linear system providing the fluctuation in (4.45) is nothing but the P-model matrix (4.46) augmented with the two sub-matrices \( B_l \) and \( B_c \) discretizing the zero mean value constraint.

### 4.2 Numerical investigations

#### 4.2.1 Test case setup

The efficiency of the hybrid model is illustrated in this section. For this an anisotropy ratio with large variations within the computational domain is constructed thanks to the following definition

\[
\varepsilon (z) = \frac{1}{2} (\varepsilon_{\text{max}} (1 + \tanh (rz)) + \varepsilon_{\text{min}} (1 - \tanh (rz))),
\] (4.47)

where \( \varepsilon_{\text{min}} > 0 \) and \( \varepsilon_{\text{max}} > 0 \) define the range of values covered by \( \varepsilon \), \( r \in \mathbb{R} \) defining the rate of change. In the sequel this parameter value is set to \( r = 30 \). The different
heterogeneous anisotropy ratios used for the numerical investigations are represented on Figure 2 as a function of $z$.

The diffusion coefficients are defined as

$$A_x(x, z) = c_1 + xz^2, \quad A_z(x, z) = c_2 + xz,$$

with $c_1 \in \mathbb{R}$, $c_2 \in \mathbb{R}$ two constants chosen to meet the requirements $A_x(x, z) \geq m_x > 0$ and $A_z(x, z) \geq m_z > 0$ for $(x, z) \in \Omega$.

With these definitions an analytic setup is manufactured thanks to the exact solution

$$u_e(x, z) = \sin \left( \frac{2\pi}{L_x} x \right) \left( 1 + \varepsilon(z) \sin \left( \frac{2\pi}{L_z} z \right) \right),$$

(4.49)

by inserting this expression into (1.1)-(1.2) for the computations of the second member of the problem $f$ as well as $g_+$ and $g_-$. A second setup is investigated with the following definitions for the diffusion coefficients

$$A_x(x, z) = 1 + \cos(c_1 + xz), \quad A_z(x, z) = 1 + \sin^2(c_2 + xz),$$

(4.50)

and the exact solution

$$u_e(x, z) = \sin \left( \frac{2\pi}{L_x} x \right) \left( 1 + \sin \left( \frac{2\pi}{L_z} \varepsilon(z) z \right) \right).$$

(4.51)

The simulations are performed with $c_1 = c_2 = L_z$, on the domain $\Omega_a = \Omega_x \times \Omega_z = [0, 1] \times [-1, 1]$ for homogeneous $\varepsilon$ and with $\Omega_b = \Omega_x \times \Omega_z = [0, 1] \times [-1.5, 0.5]$ for $\varepsilon$ defined by (4.47). The results obtained for both setups (4.48)-(4.49) and (4.50)-(4.51) being very similar, only the computations performed thanks to the first definitions are reported in the sequel.

The linear systems stemming from the discretization of the singular perturbation problem (2.5), the AP-model (2.10) and the hybrid (AP/L)-model (3.17) are solved using the same solver. For the computations carried out in this paper, the sparse direct solver MUMPS [22] is used.
4.2.2 Choice of the interface

The choice of the interface location $z_i$ is of great importance because it influences the performance of the scheme, in terms of precision and computational time.

This question is often pointed out in hybrid models based on domain decomposition strategies. As explained in the introduction and the beginning of section 3, the motivation of our (AP/L)-coupling strategy is that it is always possible to situate the interface, which is not always the case in a (P/L)-coupling method. The position of the interface has to be chosen on one hand in order to preserve the precision of the numerical scheme and on the other hand to achieve a gain in the computational time (i.e., largest possible $L$-sub-domain). This means that the approximation error between the AP-solution and the hybrid (AP/L)-solution has to be of the order of the precision of the numerical scheme.

The analytic investigations carried out in section 3 (see Theorem 3.3) demonstrate that the error produced by the use of the limit problem in one sub-domain is bounded by the value of the asymptotic parameter at the interface, i.e. $\sqrt{\varepsilon(z_i)}$. If we denote by $u$ the exact solution of the problem, by $v$ the exact solution of the hybrid model and finally by $v_h$ its numerical approximation, the following inequality $||u - v_h||_{H^1} \leq ||u - v||_{H^1} + ||v - v_h||_{H^1}$ holds, leading to

$$||u - v_h||_{H^1} \leq c\sqrt{\varepsilon(z_i)} + Ch^m, \quad (4.52)$$

$C > 0$ denoting a constant, $h$ the typical mesh size and $m$ the approximation order of the numerical methods defined as the convergence rate of the error in the $H^1$-norm. In order to prevent any deterioration of the numerical method precision, the interface should hence be located in a region of the computational domain where the following condition is met $\sqrt{\varepsilon(z_i)} \sim h^m$.

To verify numerically the statements of Theorem 3.3 and more particularly the error estimate provided by the equation (4.52), a series of computations have been run. The evolution of the error measured between the exact solution (manufactured thanks to the set-up (4.48) and (4.49)) and the approximation carried out thanks to the hybrid method is displayed on Figure 3 (left plots). This Figure displays also the value of the optimal asymptotic parameter at the interface denoted $\varepsilon(z^*_i)$ as a function of the mesh size. The optimal value of $\varepsilon(z_i)$ is the largest value preserving the accuracy of the numerical method. As reported on Figure 3, the approximation error is decreasing with $\varepsilon(z_i)$ until a plateau is reached. Above this $\varepsilon(z^*_i)$-value, the error is dominated by the modeling error, due to the use of the limit model for large values of the asymptotic parameter. Below this value, the error does not depend on $\varepsilon(z_i)$ anymore and reduces to the numerical approximation error proportional to $h^m$. This optimal value ensures that the limit model is used on the largest sub-domain as possible without introducing any discrepancy in the numerical method precision. The second plot displays $\varepsilon(z^*_i)$ as a function of the mesh size. A linear decrease of the $\varepsilon(z^*_i)$ values with the mesh size is observed, analogously to the decrease of the error $H^1$-norm with the $\varepsilon(z_i)$-values, while this decrease is expected, as proved in Theorem 3.3 and stated in the equation (4.52) to be proportional to $\sqrt{\varepsilon(z_i)}$. This test case has been reproduced with different set-ups obtaining the same decrease rate of the approximation error. However, the $\sqrt{\varepsilon(z_i)}$-estimate of Theorem 3.3 is the only estimate we can guarantee such that the condition
\[ \sqrt{\varepsilon(z_i)} \sim h^{m} \] should be used to locate the interface.

This hybrid method has been developed to accelerate the simulation of time dependent systems described by a set of equations, in which the anisotropic elliptic equation investigated here provides one of the unknowns. This system is assumed to incorporate two different time scales. The first one is related to the evolution of the quantities advanced by the set of equations. The second one, much slower, characterizes the variations of the anisotropy ratio. This is the typical framework for the simulation of ionospheric plasma disturbances already mentioned in the introduction. Indeed the dynamics of the plasma perturbations is fast compared to that of the neutral particles properties that are responsible for the anisotropy variations. In this framework, the interface can be precisely located at the initial time, thanks to the use of the AP-scheme providing a reference solution. Note that the implementation of the AP-scheme is readily obtained from that of the hybrid model. Then the computation of a series of time steps can be accelerated using the hybrid model for the anisotropic equation resolution. When the anisotropy ratio value undergoes significant variations, the procedure can be repeated to determine a new location for the interface. The hybrid method is thus all the more efficient than the time scales separation is large.

**Remark 4.1** The hybrid model requires two sub-domains verifying: \( \Omega_{1} \neq \emptyset \) and \( \Omega_{2} \neq \emptyset \). This means that for \( \varepsilon \sim O(1) \) uniformly in the domain, the method introduced here cannot provide accurate computations since the limit problem will be used in one part of the domain where the asymptotic parameter is large. In such a situation the P-model or the AP-formulation should be preferred.

### 4.2.3 Accuracy of the numerical method

The precision of the hybrid numerical method is first examined. Primarily, we represent the solution computed by the (AP/L)-scheme when \( \varepsilon \) is given by (4.47) with \( \varepsilon_{\min} = 10^{-8} \), \( \varepsilon_{\max} = 1 \), \( N_x = N_z = 64 \) on Figure 4(a). We also give the difference between this
computed solution and the exact one on Figure 4(b).

Figure 4: $\varepsilon$ given by (4.47) case, with $\varepsilon_{\text{min}} = 10^{-8}$, $\varepsilon_{\text{max}} = 1$: (a) solution of the (AP/L)-scheme, (b) difference with the exact solution.

The relative $H^1$-error between the exact solution (4.49) and its numerical approximation via the (AP/L)-model is plotted on Figure 5(a) as a function of the mesh size $h := (\Delta x \Delta z)^{1/2}$. Note that the computations are performed with the same number of cells in each direction, which amounts, accordingly to the setup precised in section 4.2.1, to $\Delta z = 2\Delta x$. These errors are computed first, for constant $\varepsilon$, with $\varepsilon$ ranging from $10^{-25}$ to $10^{-8}$ (Figure 5(a)). Second, the same computations are performed and plotted on Figure 5(b) for heterogeneous anisotropy ratios $\varepsilon$ defined by (4.47) with $\varepsilon_{\text{max}}$ set to 1 and $\varepsilon_{\text{min}}$ ranging from $10^{-25}$ to $10^{-8}$ as displayed on Figure 2 (curves with triangle and star markers). The reference solution is manufactured thanks to the setup (4.48)-(4.49).

Figure 5: $H^1$ relative error between the exact solution and its numerical approximation as a function of the mesh size $h := (\Delta x \Delta z)^{1/2}$: (a) accuracy for constant anisotropy ratios $\varepsilon = 10^{-8}$ and $\varepsilon = 10^{-25}$, (b) accuracy for heterogeneous anisotropy ratios defined by (4.47) with $\varepsilon_{\text{max}} = 1$, and $\varepsilon_{\text{min}} = 10^{-8}$ or $\varepsilon_{\text{min}} = 10^{-25}$. 
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The hybrid method is observed to be first order accurate for both sets of computations as soon as the interface is located in a region where the value of $\varepsilon$ is small enough compared to the precision of the spatial discretization.

### 4.2.4 Asymptotic preserving property of the hybrid model

The Asymptotic-Preserving property of the hybrid model is now investigated. The error between the solution and its numerical approximations computed thanks to the hybrid (AP/L)-model (3.17), the standard AP-scheme (2.10) and the discretized singular perturbation problem (2.5), as well as the condition number of the corresponding linear systems, are plotted on Figures 6 and 7. These computations are carried out on meshes with $64 \times 64$ and $1024 \times 1024$ cells with the heterogeneous anisotropy ratio defined by (4.47). The condition numbers reported on these figures are estimated by the MUMPS solver. Concerning the condition number, remark that the relative error of the linear system solution, carried out by the solver, is upper bounded by two parameters denoted by $CN_1$ and $CN_2$ (see subsection 2.3 of [22]) and plotted on Figures 6(b) and 7(b).

![Figure 6: Comparison of the hybrid (AP/L)-model, the AP-scheme and the singular perturbation P-model accuracy for heterogeneous anisotropy ratios as defined by (4.47) on a $64 \times 64$ mesh: (a) relative $L^2$-error between the exact solution and its numerical approximations and (b) condition number of the linear systems (estimated by MUMPS) as a functions of $\varepsilon_{\text{min}}$ (with $\varepsilon_{\text{max}} = 1$).](image)

The condition number of the singular perturbation problem increases almost linearly with vanishing $\varepsilon_{\text{min}}$. When the condition number is comparable to the computer arithmetic precision, the accuracy of the solution is significantly altered as depicted on Figures 6(a) and 7(a). On the coarsest mesh the accuracy of the computations is altered for $\varepsilon_{\text{min}}$-values smaller than $10^{-11}$ (see Figure 6(b)). For these values the condition number of the linear system is reported by the solver to be as large as $10^{13}$. For the computations carried out on the refined mesh, this threshold is reached for larger values of the $\varepsilon_{\text{min}}$, precisely $\varepsilon_{\text{min}} = 10^{-7}$, corresponding to an estimate of condition number value above $10^{12}$. On this refined mesh, the solution cannot be accurately approximated via the singular perturbation problem for variations of the anisotropy ratio larger than...
Figure 7: Comparison of the hybrid (AP/L)-model, the AP-scheme and the singular perturbation P-model accuracy for heterogeneous anisotropy ratios as defined by (4.47) on a 1024 × 1024 mesh: (a) relative $L^2$-error between the exact solution and its numerical approximations and (b) condition number of the linear systems (estimated by MUMPS) as a functions of $\varepsilon_{\text{min}}$ (with $\varepsilon_{\text{max}} = 1$).

10$^7$, as depicted on Figure 7(a). The range of anisotropy variations tractable by the P-model is getting narrower with the mesh refinement.

The AP property on the standard AP-scheme translates into a condition number as well as a precision almost independent of the anisotropy strength.

As for the hybrid model, the condition number is observed to be very similar to that of the standard AP-scheme, with almost no variations with respect to the anisotropy strength. Concerning the precision, two regimes can be identified. For small enough $\varepsilon_{\text{min}}$-values the accuracy of the computations are comparable to the standard AP-scheme. For computations with $\varepsilon_{\text{min}}$-values that are not so small (see the growth of the error on Figures 6(a) and 7(a) for the largest values of $\varepsilon_{\text{min}}$), the limit regime is used in a sub-domain where the asymptotic parameter is too large to guarantee a good approximation of the solution. The approximation error explained by the use of the limit problem in one sub-domain is thus larger than the numerical error of the discretization, producing computations with a poor accuracy. Since the precision of the space discretization increases with vanishing mesh sizes, the accuracy of the computations carried out by the hybrid model is improved by a mesh refinement if the coupling interface is immersed in an area where the value of the asymptotic parameter is small enough. For the coarsest mesh, this requirement is met for $\varepsilon_{\text{min}}$ values smaller than $10^{-3}$ while this threshold equals $10^{-4}$ for the refined mesh.

4.2.5 Efficiency of the hybrid numerical method

Finally, the numerical efficiency of the hybrid method (in terms of simulation time and memory usage) is compared to that of the fully AP-scheme and the discretized singular perturbation problem. Two different sets of computations have been performed. The first one is related to an anisotropy ratio defined by (4.47) with $\varepsilon_{\text{max}} = 1$ and $\varepsilon_{\text{min}} = 10^{-8}$ and with a domain decomposition verifying $|\Omega_z^1| = \frac{1}{2} |\Omega_z|$ ($|\cdot|$ denoting the length) and
\(|\Omega_2| = 3/5 |\Omega_z|\). For the second setup the sub-domain \(\Omega_2\) is enlarged with a decomposition yielding to \(|\Omega_1| = 3/10 |\Omega_z|\) and \(|\Omega_2| = 7/10 |\Omega_z|\). The anisotropy ratio obeys the same definition \((4.47)\) but with \(\varepsilon_{\text{max}} = 10^{-5}\) and \(\varepsilon_{\text{min}} = 10^{-10}\). The main characteristics of the computations are gathered in Table 1 for the first setup and in Table 2 for the second one.

| Scheme | \(N_x = N_z\) | Time (AMF) | \#entries in factor (AMF) | \#rows | \#non zeros | L²-error |
|--------|----------------|------------|--------------------------|--------|-------------|----------|
| AP/L   | 250            | 83% (72%)  | 3 705 458 (2 859 836)    | 26 000 | 533 324     | 1.06 \times 10^{-4} |
| AP     | 250            | 247% (187%)| 10 742 572 (9 301 072)   | 63 500 | 1 318 724   | 1.06 \times 10^{-4} |
| P      | 250            | 100% (100%)| 5 614 870 (5 726 236)    | 63 000 | 563 992     | 1.06 \times 10^{-4} |
| AP/L   | 500            | 83% (72%)  | 18 461 132 (13 736 886)  | 102 000| 2 116 674   | 2.64 \times 10^{-5} |
| AP     | 500            | 311% (219%)| 61 429 052 (40 562 916)  | 252 000| 5 262 474   | 2.65 \times 10^{-5} |
| P      | 500            | 100% (100%)| 26 697 996 (26 940 422)  | 251 000| 2 252 992   | 2.70 \times 10^{-5} |
| AP/L   | 1000           | 72% (61%)  | 85 235 506 (61 449 488)  | 404 000| 8 433 374   | 6.52 \times 10^{-6} |
| AP     | 1000           | 357% (213%)| 319 347 622 (183 083 450)| 1 004 000| 21 024 974 | 6.64 \times 10^{-6} |
| P      | 1000           | 100% (100%)| 130 031 284 (121 110 920)| 1 002 000| 9 005 992   | 2.23 \times 10^{-5} |
| AP/L   | 2000           | 74% (43%)  | 527 455 320 (289 307 676)| 1 608 000| 33 666 774  | 1.54 \times 10^{-6} |
| AP     | 2000           | 351% (146%)| 1 678 279 706 (802 178 884)| 4 008 000| 84 049 974  | 1.66 \times 10^{-6} |
| P      | 2000           | 100% (100%)| 600 370 134 (557 859 738)| 4 004 000| 36 011 992  | 8.88 \times 10^{-5} |

Table 1: Efficiency of the Hybrid and AP methods compared to the discretized singular perturbation model: computational time relative to that of the P-model with the MUMPS solver and the METIS (AMF) ordering, number of non zero elements after factorization with the METIS (AMF) ordering, number of rows and of non zero elements in the matrices, and precision of the computations (relative error \(L^2\)-norm) carried out with \(|\Omega_1| = 2/5 |\Omega_z|\) and \(|\Omega_2| = 3/5 |\Omega_z|\) on different mesh resolutions.

Columns 5 and 6 display the number of rows and the number of non zero elements in the matrices stemming from the discretization of the three methods. The computational time required to solve these linear systems using the same solver (MUMPS) with two different matrix ordering algorithms (METIS [18] and AMF [24]) is collected in column 3. The entries of this column are relative to the computational time of the P-model. The number of non zero elements in the factorized matrix is precised in column 4 for the two matrix orderings mentioned above. The last column gives the relative \(L^2\)-error between the exact solution and the numerical approximations. The numerical method is specified in the first column and the mesh size in the second one.

The AP-scheme requires a larger memory amount than the P-model to store the linear system matrix. This growth is marginally explained by the increase in the number of unknowns due to the computation of the solution mean part, on the one hand, and to the introduction of the Lagrangian, on the other hand. Fortunately, both unknowns only depend on the \(x\) coordinate and explain thus a moderate increase in the number of the matrix rows: from \(N_x \times (N_z + 2)\) for the P-model to \((N_x \times (N_z + 4))\) for the AP-scheme. However, the AP-scheme matrix exhibits an amount of non zero elements.
Table 2: Efficiency of the Hybrid and AP methods compared to the discretized singular perturbation model: computational time relative to that of the P-model with the MUMPS solver and the METIS (AMF) ordering, number of non zero elements after factorization with the METIS (AMF) ordering, number of rows and of non zero elements in the matrices, and precision of the computations (relative error $L^2$-norm) carried out with $|\Omega^1_z| = \frac{3}{10} |\Omega_z|$ and $|\Omega^2_z| = \frac{7}{10} |\Omega_z|$ on different mesh resolutions. 

((7$N_z + 13)(3N_x - 2)$, see also [2, Figure 1]) significantly increased, by a factor of about $7/3 \approx 2.33$, compared to that of the P-model ($(3N_z + 4)(3N_x - 2)$). This is equally explained by the $B_l$ and $B_c$ sub-matrices, introduced in (4.45) for the discretization of the fluctuation zero mean value constraint, and by the coupling between the mean and the fluctuating parts of the solution by means of the $C_a$ and $C_f$ sub-matrices. These sub-matrices have a large amount of non zero elements compared to the $A_{xa}$ sub-matrix and explain thus most of the increase in the AP-scheme memory usage. A similar conclusion can be drawn from the comparisons of the factorized matrices. The fill-in of the factorized AP-matrix ranges from 140% to 280% that of the P-model (column 4 of Tables 1 and 2).

The improvement in the hybrid method efficiency is obtained thanks to the reduction of the fluctuation computational domain size. This offers a significant decrease in the row number of the hybrid (AP/L)-model matrix (4.44) as well as a reduction in the size of the sub-matrices with the poorest sparsity. Compared to the AP-scheme, the number of non zero elements stored in the (AP/L)-matrix is roughly divided by 2.4 for the first setup (Table 1) and by 3.3 for the second one (Table 2). Compared to the P-model, a gain in the matrix size of the (AP/L)-scheme can be anticipated as soon as the interface position verifies $\iota > \frac{4}{7}N_z \approx 0.57N_z$. The fill-in is reduced by 5% to 9% for the first setup ($\iota = \frac{3}{5}N_z$) and 20% to 30% for the second one ($\iota = \frac{7}{10}N_z$). Importantly also for the linear system solver used for these investigations, this advantage is amplified for the
sparsity of the factorized matrix. For the most favorable setup, the fill-in of the (AP/L) factorized matrix is only 43% to 59% that of the P-model matrix for the METIS ordering and 26% to 56% for the AMF algorithm. This gain results in a significant reduction of the computation time with a speed-up, relatively to the P-model, ranging from 1.2 to 3.8 over the data collected in these investigations.

Finally the last column of Tables 1 and 2 illustrates the precision of the different methods. For the first setup, both AP-methods produce accurate computations with a small advantage for the hybrid method (at most, less than 10%, for the largest system size). For the second setup, the hybrid (AP/L)-method fails to reach the accuracy of the standard AP-method for the most refined meshes. The mesh refinement increases the precision of the space discretization and necessitates, in order to improve the overall method accuracy, an interface immersed in a region with small enough ε-values. This requirement is met for the first setup, but not for the two most refined meshes with the second one. Note that the accuracy of the hybrid (AP/L)-method may be recovered by moving the interface location into a region with smaller ε-values.

These numerical investigations demonstrate a significant advantage of the hybrid method as soon as the limit model can be used on a sub-domain large enough. For the numerical investigations performed in this section, the overhead of the AP-scheme is completely erased. In favorable situations, the hybrid method is more efficient in terms of storage requirements as well as in the computational time than the standard P-model. Of course, these results should be worsen or improved accordingly to the domain decomposition authorized by the anisotropy ratio values and the precision required.

5 Conclusion

In this paper, we studied a 2D highly anisotropic elliptic problem, whose initial formulation (called P-model) leads to an ill-conditioned system when the anisotropy parameter ε tends to zero. Degond et al. developed recently an asymptotic-preserving AP-model to overcome this problem (see [7] for example). It is uniformly accurate for any value of ε ∈ [0, 1], but more costly than the P-model.

In the context of ionospheric plasmas, ε appears to be very small in a large region of the domain, such that, in this region, the use of the 1D limit L-model can be interesting from a computational point of view. The coupling of the L-model to the P-model is not always possible, because their validity domains may not overlap. That is the reason why we proposed to solve the L-model in the region where ε is close to zero, while an AP-model is used in the rest of the domain. The two models are coupled thanks to Dirichlet-Neumann transfer conditions.

The coupling strategy has been detailed and mathematically analyzed. Then, we have presented the numerical discretization and applied our new method in some test cases. The obtained (AP/L)-model is shown to be accurate and well-conditioned even if ε presents steep gradients with values closed to zero in one part of the domain and of order one in the other. Moreover, the computational time is significantly reduced compared to the full AP-model, due to the use of the 1D L-model in a large part of the domain.
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