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Understanding heat transport in semiconductors and insulators is of fundamental importance because of its technological impact in electronics and renewable energy harvesting and conversion. Anharmonic Lattice Dynamics provides a powerful framework for the description of heat transport at the nanoscale. One of the advantages of this method is that it naturally includes quantum effects due to atoms vibrations, which are needed to compute the thermal properties of semiconductors widely used in nanotechnology, like silicon and carbon, even at room temperature. While the heat transport picture substantially differs between amorphous and crystalline semiconductors from a microscopic standpoint, a unified approach to simulate both crystals and glasses has been devised. Here we introduce a unified workflow, which implements both the Boltzmann Transport equation (BTE) and the Quasi Harmonic Green-Kubo (QHGK) methods. We discuss how the theory can be optimized to exploit modern parallel architectures, and how it is implemented in κALDo: a versatile and scalable open-source software to compute phonon transport in solids. This approach is applied to crystalline and partially disordered silicon-based systems, including bulk silicon and clathrates, and on silicon-germanium alloy clathrates with largely reduced thermal conductivity.

I. INTRODUCTION

The theory of lattice thermal transport in solids has been developed over several decades. Yet, computing heat transport in complex nanostructured materials is still challenging, as one needs to model mesoscopic systems with low or no symmetry at full atomistic resolution. This challenge can be successfully tackled using Molecular Dynamics (MD) simulations, which can be carried out either by first principles or with empirical potentials.

In spite of its many advantages, such as versatility, efficient size scaling and inclusion of all orders of anharmonicity, classical MD is accurate only above the Debye temperature of the materials considered, a limitation that excludes a large set of important semiconductors at room temperature.

At temperatures well below melting or other phase transitions, vibrational properties and thermal transport in solids can be computed by anharmonic lattice dynamics (ALD). Since atomic displacements from equilibrium are much smaller than interatomic distances, they can be represented in the basis of normal modes in the harmonic approximation, using the phonons quasi-particle picture, while anharmonicity is treated as a perturbation.

Anharmonicity is responsible for temperature-dependent shifts in phonon frequencies and for line-broadening, i.e. finite phonon lifetimes, thus determining the value of the thermal conductivity of a material. The latter can be calculated by solving the linearized phonon Boltzmann Transport equation (BTE)\(^{15}\). The linearized BTE can be solved considering the population of each single mode out of equilibrium interacting with a bath of modes at equilibrium, in the so-called relaxation time approximation (RTA). In recent years, however, several approaches have been introduced to solve the BTE beyond RTA, including the self-consistent iterative approach,\(^{17,18}\) a variational method,\(^{19}\) and a direct diagonalization approach that leads to the theory of relaxons.\(^{13}\) A few software packages have been released that implement phonon BTE for crystals in various fashion: ShengBTE,\(^{14}\) PhonTS,\(^{13}\) Phono3py,\(^{14}\) AlmaBTE,\(^{15}\) and Alamode.\(^{16}\)

Alongside with these theoretical and algorithmic developments, the popularity of the ALD-BTE approach has grown, as it enables the calculation of the thermal conductivity of solids and nanostructures by first principles,\(^{7,10}\) and the discovery of new materials with unexpected thermal transport properties.\(^{19}\) The use of first-principles ALD-BTE has been further extended to 2D nanostructures,\(^{20,24}\) and to more complex systems, such as intercalated layered materials,\(^{22,26}\) and quasi-one-dimensional van der Waals systems.\(^{27}\)

The BTE formalism, however, cannot be applied straightforwardly to amorphous and partially disordered systems, due to their lack of periodicity, for which the quasi-particle picture of heat carriers breaks down. This problem was addressed by Allen and Feldman, who proposed a successful model of heat transport in glasses based on the harmonic approximation of the heat flux operator.\(^{28}\) Two recent works devised unified theories that explicitly include anharmonic line broadening and generalize the Boltzmann transport approach to non-crystalline systems.\(^{29,30}\)

In this work, we provide a unified framework to calculate thermal transport in crystals, glasses, and nanostructured solids, which takes advantage of both the
BTE as well as the quasi-harmonic Green-Kubo (QHK) method. We present an efficient implementation of this unified theory, highlighting the methodological steps, and how to reduce the computational workload in modern computer architectures. We introduce κALDo, an open-source software able to perform scalable ALD simulations. κALDo computes frequencies, lifetimes, generalized group velocities, heat capacities, and the thermal conductivity, for crystals and glasses, offering a phonon-resolved description, which is often fundamental to understand the underlying physical picture of thermal transport. κALDo implements different solvers of the BTE – specifically, the relaxation time approximation of the BTE solver beyond the current limit of crystalline solids with few tens of atoms per cell. Furthermore, the QHKG implementation in κALDo enables the computation of thermal transport for glasses and partially disordered materials up to several thousands of atoms. These capabilities are enabled by a versatile architecture that takes advantage of both CPU multithreading and GPU. Its modular design enables κALDo to couple seamlessly to a variety of force calculators, using either empirical potentials or density functional theory (DFT). Finally, we exploit κALDo to investigate the effect of germanium substitution on the thermal conductivity of pristine and germanium-doped silicon clathrates, treated with empirical potentials. We discuss the origin of different contributions to thermal transport in these systems using the ALD approach, highlighting the important role of symmetry breaking in these systems. We probe the conformity between the BTE and QHKG approaches to describe heat transport in crystalline materials and random alloys.

In section II we introduce the theoretical ALD framework. Starting from the expansion of the interatomic potential around the equilibrium configuration, we derive the relevant thermal quantities. We discuss the solution of the BTE using different methods and we then extend the framework to include the treatment of amorphous and partially disordered systems, using QHKG. The implementation of the theory into an open-source package, κALDo, is briefly outlined in section II where the main features of this project are described. In section IV we apply the aforementioned methods to three classes of systems, with very different thermal properties: the silicon diamond, the pristine Type-II Silicon clathrate, and different configurations of Si-Ge Type-II clathrate random-alloy.

II. THEORY

A. Lattice Dynamics

In semiconductors, electronic and vibrational dynamics often occur over different time scales, and can thus be decoupled using the Born Oppenheimer approximation. Under this assumption, the potential \( \phi \) of a system made of \( N_{\text{atoms}} \) atoms, is a function of all the \( x_{i\alpha} \) atomic positions, where \( i \) and \( \alpha \) refer to the atomic and Cartesian indices, respectively. Near thermal equilibrium, the potential energy can be Taylor expanded in the atomic displacements, \( u = x - x_{\text{equilibrium}} \):

\[
\phi\left(\{x_{i\alpha}\}\right) = \phi_0 + \sum_{i\alpha} \phi'_{i\alpha} u_{i\alpha} + \frac{1}{2} \sum_{i\alpha'\alpha''} \phi''_{i\alpha'\alpha''} u_{i\alpha'} u_{i\alpha''} + \ldots \tag{1}
\]

where

\[
\phi'_{i\alpha'\alpha''} = \frac{\partial^2 \phi}{\partial u_{i\alpha} \partial u_{i'\alpha'}} \quad \phi''_{i\alpha'\alpha''} = \frac{\partial^3 \phi}{\partial u_{i\alpha} \partial u_{i'\alpha'} \partial u_{i''\alpha''}} \tag{2}
\]

are the second and third order interatomic force constants (IFC). The term \( \phi_0 \) can be discarded, and the forces \( F = -\phi' \) are zero at equilibrium.

The IFCs can be evaluated by finite difference, which consists of calculating the difference between the forces acting on the system when one of the atoms is displaced by a small finite shift along a Cartesian direction. The second and third order IFCs need respectively, \( 2N_{\text{atoms}} \), and \( 4N_{\text{atoms}}^2 \) forces calculations. In crystals, this amount can be reduced by exploiting the spatial symmetries of the system, or adopting a compressed sensing approach. In the framework of DFT, it is also possible and often convenient to compute IFCs using perturbation theory. The dynamical matrix is the second order IFC rescaled by the masses, \( D_{i\alpha'\alpha''} = \phi''_{i\alpha'\alpha''}/\sqrt{m_i m_{\alpha'}} \). It is diagonal in the phonons basis

\[
\sum_{i'\alpha'} D_{i\alpha'\alpha''} \eta_{i'\alpha''} \mu = \eta_{i\alpha} \phi_{\mu\mu} \omega_{\mu}^2 \tag{3}
\]

and \( \omega_{\mu}/(2\pi) \) is the frequency of the normal mode \( \eta_{\mu} \) of the system.

For crystals, where there is long-range order due to the periodicity, the dimensionality of the problem can be reduced. The Fourier transform maps the large direct space onto a compact volume in the reciprocal space: the Brillouin zone. More precisely we adopt a supercell approach, where we calculate the dynamical matrix on \( N_{\text{replicas}} \) replicas of a unit cell of \( N_{\text{unit}} \) atoms, at positions \( \mathbf{R}_l \), and calculate

\[
D_{i\alpha'\alpha''} = \sum_l \chi_{kl} D_{i\alpha'\alpha''}, \quad \chi_{kl} = e^{-i\mathbf{q}_k \cdot \mathbf{R}_l}, \tag{4}
\]

where \( \mathbf{q}_k \) is a grid of size \( N_k \) indexed by \( k \) and the eigenvalue equation becomes

\[
\sum_{i'\alpha'} D_{i\alpha'\alpha''} \eta_{i'\alpha''} \kappa_s = \omega_{km}^2 \eta_{i\alpha k} \tag{5}
\]

which now depends on the quasi-momentum index, \( k \), and the phonons mode \( s \).
B. Boltzmann Transport Equation

At finite temperature $T$, the Bose-Einstein statistic is the quantum distribution for atomic vibrations

$$n_\mu = n(\omega_\mu) = \frac{1}{e^{\omega_\mu/k_B T} - 1}$$

where $k_B$ is the Boltzmann constant and we use $\mu = (k, s)$ to make the notation general and consistent with section III.C.

We consider a small temperature gradient applied along the $\alpha$-axis of a crystalline material. If the phonons population depends on the position only through the temperature, $\frac{\partial n_\mu}{\partial x_\alpha} = \frac{\partial n_\mu}{\partial T} \nabla_\alpha T$, we can Taylor expand it

$$\tilde{n}_\mu \simeq n_\mu + \lambda_{\mu\alpha} \frac{\partial n_\mu}{\partial T} \nabla_\alpha T$$

(7)

with $\psi_{\mu\alpha} = \lambda_{\mu\alpha} \frac{\partial n_\mu}{\partial T}$, where $\lambda_{\mu\alpha}$ is the phonons mean free path. Being quantum quasi-particles, phonons have a well-defined group velocity, which, for the acoustic modes in the long wavelength limit, corresponds to the speed of sound in the material,

$$v_{k\alpha} = \frac{\partial \omega_{k\alpha}}{\partial q_{k\alpha}} = \frac{1}{2\omega_{k\alpha}} \sum_{i\beta} i R_{i\alpha} D_{i\beta\alpha} \chi_{k\alpha} \eta_{k\beta} \eta_{k\alpha}$$

(8)

and the last equality is obtained by applying the derivative with respect to $q_{k\alpha}$ directly to Eq. [5].

The heat current per mode is written in terms of the phonon energy $\hbar \omega_k$, velocity $v_k$, and out-of-equilibrium phonons population, $\tilde{n}_k$:

$$J_{\mu\alpha} = \sum_\alpha \hbar \omega_{\mu\alpha} v_{\mu\alpha} (\tilde{n}_{\mu\alpha} - n_\mu) \simeq - \sum_\alpha c_{\mu\alpha} \lambda_{\mu\alpha} \nabla_\alpha T.$$

(9)

As we deal with extended systems, we can assume heat transport in the diffusive regime, and we can use Fourier’s law

$$J_\alpha = - \sum_{\alpha'} \kappa_{\alpha\alpha'} \nabla_{\alpha'} T,$$

(10)

where the heat current is the sum of the contribution from each phonon mode: $J_\alpha = 1/(N_k V) \sum_\mu J_{\mu\alpha}$. The thermal conductivity then results:

$$\kappa_{\alpha\alpha'} = \frac{1}{V N_k} \sum_\mu c_\mu v_{\mu\alpha} \lambda_{\mu\alpha},$$

(11)

where we defined the heat capacity per mode

$$c_\mu = \hbar \omega_\mu \frac{\partial n_\mu}{\partial T},$$

(12)

which is connected to total heat capacity through $C = \sum_\mu c_\alpha / N V$.

We can now introduce the BTE, which combines the kinetic theory of gases with collective phonons vibrations:

$$v_\mu \cdot \nabla T \frac{\partial n_\mu}{\partial T} = \frac{\partial n_\mu}{\partial t} \bigg|_{\text{scatt}},$$

(13)

where the scattering term, in the linearized form is

$$\frac{\partial n_\mu}{\partial t} \bigg|_{\text{scatt}} =$$

$$\frac{\nabla_\alpha T}{\omega_{\mu\alpha}} N_k \sum_{\mu'\mu''} \frac{\Gamma_{\mu'\mu''}}{\mu_0} (\omega_{\mu\alpha} \psi_{\mu'\alpha} + \omega_{\mu''} \psi_{\mu''\alpha} - \omega_{\mu'} \psi_{\mu''\alpha}) +$$

$$\frac{\nabla_\alpha T}{\omega_{\mu\alpha}} N_k \sum_{\mu'\mu''} \frac{1}{2} \frac{\Gamma_{\mu'\mu''}}{\mu_0} (\omega_{\mu\alpha} \psi_{\mu'\alpha} - \omega_{\mu''} \psi_{\mu''\alpha} - \omega_{\mu'} \psi_{\mu''\alpha}).$$

$\Gamma_{\mu'\mu''}$ and $\Gamma_{\mu''\mu'}$ are the scattering rates for three-phonon scattering processes, and they correspond to the events of phonons annihilation $\mu, \mu' \to \mu''$ and phonons creation $\mu \to \mu', \mu''$.

$$\Gamma_{\mu'\mu''} = \frac{\hbar \pi}{\omega_{\mu'\mu''}} \frac{g_{\mu'\mu''}}{8} \left| \delta_{\mu'\mu''} \right|^2,$$

(15)

and the projection of the potentials on the phonon modes are given by

$$\delta_{k_{\alpha'\alpha''}}^{\pm} = \sum_{i\beta\gamma\delta} \frac{\delta_{\mu'\mu''}}{\sqrt{m_\mu m_{\mu'}}} \eta_{k_i \delta} \eta_{k_{\mu'\beta}} \eta_{k_{\mu''\gamma}} \chi_{k_{\alpha'} \alpha''} \chi_{k_{\alpha'}} \chi_{k_{\alpha''}},$$

(16)

with $\eta' = \eta$, $\chi' = \chi$, $\eta' = \eta^*$, $\chi' = \chi^*$. The phase space volume $g_{\mu'\mu''}$ in Eq. [15] are defined as

$$g_{\mu'\mu''} = (n_{\mu'} - n_{\mu''}) \delta_{\mu'\mu''}$$

(17)

$$g_{\mu'\mu''} = (1 + n_{\mu'} + n_{\mu''}) \delta_{\mu''\mu'},$$

(18)

and include the $\delta$ for the conservation of the energy and momentum in three-phonons scattering processes,

$$\delta_{k_{\alpha'\alpha''}}^{\pm} = \delta_{q_{k\alpha'} - q_{k\alpha''}} Q \delta (\omega_{k_{\alpha'}} - \omega_{k_{\alpha''}}),$$

(19)

with $Q$ the lattice vectors. Finally, the normalized phase-space per mode $g_{\mu} = \frac{1}{N} \sum_{\mu'\mu''} g_{\mu'\mu''}$, provides useful information about the weight of a specific mode in the anharmonic scattering processes. More details about the conservation of the energy and the momentum and their numerical implementations are provided in the Appendix [A].

In order to calculate the conductivity, we express the mean free path in terms of the 3-phonon scattering rates

$$v_{\mu\alpha} = \tilde{\Gamma}_{\mu\alpha} \lambda_{\mu\alpha} = (\delta_{\mu\mu'} \Gamma^0_{\mu} + \Gamma^1_{\mu\mu'}) \lambda_{\mu\alpha},$$

(20)

where we introduced

$$\Gamma^0_{\mu} = \sum_{\mu'\mu''} (\Gamma^+_{\mu'\mu''} + \Gamma^-_{\mu'\mu''}),$$

(21)
and
\[
\Gamma_{\mu\mu'}^1 = \frac{\omega_{\mu'}}{\omega_{\mu}} \sum_{\mu''} (\Gamma_{\mu\mu''\mu'}^+ - \Gamma_{\mu''\mu\mu'}^+ - \Gamma_{\mu\mu'\mu''}^- - \Gamma_{\mu''\mu'\mu}^-). \tag{22}
\]

In RTA, the off-diagonal terms are ignored, \(\Gamma_{\mu\mu'}^1 = 0\), and the conductivity is
\[
\kappa_{\alpha\alpha'} = \frac{1}{N_k V} \sum_{\mu, \mu'} c_{\mu} v_{\mu\alpha} \lambda_{\mu\alpha'}, = \frac{1}{N_k V} \sum_{\mu, \mu'} c_{\mu} v_{\mu\alpha} \tau_{\mu} v_{\mu\alpha'}, \tag{23}
\]
where \(\tau_{\mu} = 1/2\tau_{\mu}^0\) corresponds blackto the phonons lifetime calculated using the Fermi Golden Rule.

It has been shown that, to correctly capture the physics of phonon transport, especially in highly conductive materials, the off diagonal terms of the scattering rates cannot be disregarded. More generally, the mean free path is calculated inverting the scattering tensor
\[
\lambda_{\mu\alpha} = \sum_{\mu'} (\tilde{\Gamma}_{\mu\mu'})^{-1} v_{\mu'\alpha}. \tag{24}
\]
and the conductivity is
\[
\kappa_{\alpha\alpha'} = \frac{1}{N_k V} \sum_{\mu, \mu'} c_{\mu} v_{\mu\alpha} (\tilde{\Gamma}_{\mu\mu'})^{-1} v_{\mu'\alpha'}. \tag{25}
\]
This inversion operation requires the allocation in memory of the whole \(3N_{\text{atoms}} \times 3N_{\text{atoms}}\) \(\Gamma_{\mu\mu'}\) tensor.

When the off-diagonal elements of the scattering rate matrix are smaller than the diagonal we can rewrite the mean free path obtained from the BTE as a series:
\[
\lambda_{\mu\alpha} = \sum_{\mu'} \left( \delta_{\mu\mu'} + \frac{1}{\Gamma_{\mu \mu'}^1} \right)^{-1} \frac{1}{\Gamma_{\mu \mu'}^1} v_{\mu'\alpha} =
\sum_{\mu'} \left[ \sum_{n=0}^{\infty} \left( -\frac{1}{\Gamma_{\mu \mu'}^1} \right)^n \right] \frac{1}{\Gamma_{\mu \mu'}^1} v_{\mu'\alpha}, \tag{26}
\]
where in the last step we used the identity \(\sum_{n=0}^{\infty} q^n = (1 - q)^{-1}\). This series converges if and only if \(|q| = ||1/\Gamma^1|| < 1\), which excludes several interesting physical systems. Eq. 26 can then be written in an iterative form
\[
\lambda_{\mu\alpha}^0 = \frac{1}{\Gamma_{\mu \mu'}^1} v_{\mu\alpha}, \quad \lambda_{\mu\alpha}^{n+1} = -\frac{1}{\Gamma_{\mu \mu'}^1} \sum_{\mu'} \Gamma_{\mu' \mu}^1 \lambda_{\mu'\alpha'}. \tag{27}
\]

Hence, the inversion in Eq. 24 is obtained by the recursive expression in Eq. 27. Once the mean free path is calculated, the conductivity is straightforwardly computed using Eq. 11. Because of the limitations on its applicability, and its computational cost, the self-consistent method may be conveniently applied only when there is no sufficient memory to perform the full inversion of the \(\Gamma\) matrix.

### C. Quasi-Harmonic Green Kubo

In non-crystalline solids with no long range order, such as glasses, alloys, nano-crystalline, and partially disordered systems, the phonon picture is formally not well-defined. While vibrational modes are still the heat carriers, their mean-free-paths may be so short that the quasi-particle picture of heat carriers breaks down and the BTE is no longer applicable. In glasses heat transport is dominated by a diffusive processes in which delocalized modes with similar frequency transfer energy from one to another. Whereas this mechanism is intrinsically distinct from the underlying hypothesis of the BTE approach, the two transport pictures have been recently reconciled in a unified theory, in which the thermal conductivity is written as
\[
\kappa_{\alpha\alpha'} = \frac{1}{V} \sum_{\mu, \mu'} c_{\mu} v_{\mu\alpha} v_{\mu\alpha'} \tau_{\mu\mu'}. \tag{28}
\]
This expression is analogous to Eq. 23 where modal heat capacity, phonon group velocity and lifetimes are replaced by the generalized heat capacity,
\[
c_{\mu\mu'} = \frac{\hbar \omega_{\mu'} \gamma_{\mu} - \gamma_{\mu'}}{T (\omega_{\mu} - \omega_{\mu'})}, \tag{29}
\]
the generalized velocities,
\[
v_{\mu\mu'} = \frac{1}{2 \sqrt{\omega_{\mu} \omega_{\mu'}}} \sum_{i' j' \beta} (x_i \alpha - x_{i'} \alpha') D_{i j' \beta} \eta_{\mu i} \gamma_{\mu' j'} \eta_{\mu' j'} \beta,' \tag{30}
\]
and the generalized lifetime \(\tau_{\mu\mu'}\). The latter is expressed as a Lorentzian, which weighs diffusive processes between phonons with nearly-resonant frequencies:
\[
\tau_{\mu\mu'} = \frac{\gamma_{\mu} + \gamma_{\mu'}}{(\omega_{\mu} - \omega_{\mu'})^2 + (\gamma_{\mu} + \gamma_{\mu'})^2} \tag{31}
\]
where \(\gamma_{\mu}\) is the line width of mode \(\mu\) that can be computed using Fermi Golden rule. These equations have been derived from the Green-Kubo theory of linear response applied to thermal conductivity by taking a quasi-harmonic approximation of the heat current, from which this approach is named quasi-harmonic Green-Kubo (QHGK). It has been proven that for crystalline materials QHGK is formally equivalent to the BTE in the relaxation time approximation and that its classical limit reproduces correctly molecular dynamics simulations both for amorphous silicon up to relatively high temperature (600 K) and for nanostructured silicon membranes.

In principle, QHGK entails the same computational costs as BTE-RTA, as the main bottleneck is the calculation of phonon linewidths \(\gamma_{\mu}\). The main advantage, however, is that QHGK can be implemented as a pure real-space approach, and one can carry out all the calculations at the 2D point. Furthermore, for disordered systems \(\kappa\) is not very sensitive to the values of \(\tau_{\mu\mu'}\), so
that one can scale to systems larger than $10^4$ atoms by numerically interpolating $\gamma_\mu$ computed for smaller systems.\textsuperscript{29}

Finally, we provide a microscopic definition of the mode diffusivity,\textsuperscript{23}

$$D_\mu = \frac{1}{N k T} \sum_\nu v_{\mu\nu} \tau_{\mu\nu} v_{\mu\nu}, \quad (32)$$

which conveniently provide a measure of the contribution of each mode to thermal transport.

\section{Classical limit}

Computing the classical limit of BTE and QHGK theories is useful to estimate quantum effects and to compare with results obtained from other classical methods, for example MD.\textsuperscript{10} In the classical limit all the vibrational modes have energy equal to $k_B T$, so that, instead of Eq. \eqref{eq:phonon populations} the phonon equilibrium populations are expresses as:

$$n_\mu = \frac{k_B T}{\hbar \omega_\mu}. \quad (33)$$

As a consequence the (generalized) modal heat capacity turns out $c_{\mu\nu} = c_\mu = k_B$. Furthermore, the difference in phonon populations affects the three-phonon scattering phase space (Eq. \ref{eq:three-phonon phase space}) and, therefore, the scattering rates (Eq. \ref{eq:scattering rates}) and ultimately the thermal conductivity calculated using Eqs. \ref{eq:thermal conductivity} and \ref{eq:thermal conductivity}. It is worth noting that the classical expression of $\kappa$ in the QHGK theory, which can be obtained by replacing the quantum populations with Eq. \ref{eq:phonon populations} in Eqs. \ref{eq:thermal conductivity} and \ref{eq:thermal conductivity} was formerly derived from the Green-Kubo integral of the autocorrelation function of the heat current in the quasi-harmonic approximation.\textsuperscript{20}
FIG. 1. Silicon diamond modes analysis. Quantum (red) and classical (blue) results are compared. a) Normalized density of states, b) Normalized phase-space per mode \( g \), c) lifetime per mode \( \tau \), d) mean free path \( \lambda \), and e) cumulative conductivity \( \kappa_{\text{cum}} \).

(b), phonon lifetimes (c) and mean free paths (d). The cumulative thermal conductivity is shown in Fig. 1e. We compare the phonon properties obtained using quantum and classical statistics, while in Fig. 1e thermal conductivity calculations are reported also comparing the direct inversion of the scattering matrix with the RTA approach. The reference result is the calculation with quantum statistics and direct inversion of the scattering tensor, which gives \( \kappa_{\text{Q,Inv}} = 147 \text{ Wm}^{-1}\text{K}^{-1} \), in good agreement with experiments and former BTE calculations.

As one should expect, solving BTE with RTA leads to underestimating the thermal conductivity, in this case by about 5%, as we get \( \kappa_{\text{Q,RTA}} = 140 \text{ Wm}^{-1}\text{K}^{-1} \). While this error for silicon at room temperature is acceptable, inaccuracies introduced by using RTA strongly depend on the phonon properties of the materials under study and become more severe at low temperature, where hydrodynamic effects are predominant.

Using classical statistics, as discussed in section 11D, leads to a reduction of the phonon lifetimes due to the increased population of the high-frequency modes. While in the classical limit every mode contributes to \( \kappa \) with larger heat capacity, at 300 K this effect is overcome by the reduction of \( \tau \), thus leading to an overall reduction of the thermal conductivity. The thermal conductivity of silicon at room temperature in the classical limit turns out \( \kappa_{\text{Cl,Inv}} = 123 \text{ Wm}^{-1}\text{K}^{-1} \) with direct inversion and \( \kappa_{\text{Cl,RTA}} = 118 \text{ Wm}^{-1}\text{K}^{-1} \) with RTA. When increasing the temperature, the quantum and classical calculations converge, as illustrated in Fig. 2.

As in the next section we discuss silicon clathrates treated with empirical potentials, it is worth noting that performing the same calculations using the Tersoff potential leads to a substantial overestimate of the thermal conductivity of diamond silicon with \( \kappa_{\text{Q}} = 305 \text{ Wm}^{-1}\text{K}^{-1} \) and \( \kappa_{\text{Cl}} = 260 \text{ Wm}^{-1}\text{K}^{-1} \), as reported in previous works.

B. Pristine and Germanium-doped Type-II Silicon Clathrates

Silicon clathrates are low-density allotropes of silicon, consisting of a 3D network framework of covalent tetrahedral bonds. These networks form cages that can incorporate extrinsic guest atoms, such as alkaline and alkaline-earth atoms. Because of these characteristics, clathrates are being actively studied for batteries, and hydrogen storage. These structures embody the electron-crystal-phonon-glass concept, which has been proposed as a paradigm for efficient thermoelectric materials, with low thermal conductivity and high power factor.

Among silicon clathrates, two structures are commonly synthesized: type-I and type-II with 46 and 136 Si atoms per conventional cubic cell, respectively. The irreducible cells for these structures contain 23 and 34 atoms, which made it possible to compute their thermal conductivity.
FIG. 3. Comparison between pristine type-II silicon clathrate Si$_{136}$ and the Si$_{116}$Ge$_{20}$ clathrate alloy carried out solving the BTE in the relaxation time approximation on a 136 atoms cell. a) normalized density of states, b) normalized phase-space per mode $g$, c) lifetimes $\tau$, d) mean free paths $\lambda$ and e) cumulative thermal conductivity $\kappa_{cum}$. The values of $\tau$, $\lambda$, and $\kappa_{cum}$ are computed using quantum statistics for the phonon population at 300 K.

by ab initio ALD.\cite{55,56} These works found that the thermal conductivity at room temperature of both clathrates is about 50 Wm$^{-1}$K$^{-1}$, that is $\sim$1/3 that of bulk silicon. Further thermal conductivity reduction may be achieved introducing substitutional defects in the cage structure and rattlers.\cite{57,58} The intercalation with rattling cations\cite{55} alters the dispersion relations and the scattering rates of clathrates phonon modes and their thermal conductivity. Without introducing guest atoms in the cages, heat transport can be engineered by substituting silicon in the framework with isovalent atoms, e.g. germanium, that maintain charge neutrality.\cite{59}

Applying the theoretical framework outlined in section II we investigate the effect of substitutional germanium on the thermal conductivity of the type-II silicon clathrate, transitioning from ordered to random alloy configurations. The following investigation is performed at a temperature of 300 K and it develops in three parts. First, since $\kappa$ALDo allows to carry out BTE calculations for large systems, we consider the 136 atoms unit cell, composed of 4 face sharing dodecahedral (Si$_{20}$) and 2 hexakaidecahedral (Si$_{28}$) silicon cages, and then we analyze the effects of substituting 20 Germanium atoms (15%) in this structure. Second, we replicate this structure in a $5 \times 5 \times 5$ supercell (17000 atoms) and we verify that $\kappa$ obtained by QHGK complies with the BTE calculation. Third, we use QHGK to compute thermal transport in a random alloy clathrate which has a much lower thermal conductivity than the corresponding alloy with diamond structure.

In the BTE calculations, starting from a minimized structure with lattice parameter 14.62 Å, the second and
FIG. 4. Comparison Type-II Silicon clathrate with and Germanium concentration at 15% using QHGK on a 17000-atoms unit cell. On the left, the Germanium atoms have been substituted in the unit cell, and then the unit cell has been replicated. On the right, the unit cell has been replicated and then the Silicon has been replaced by the Germanium atoms. a) density of states, b) normalized phase-space per mode $g$, c) lifetime $\tau$, d) diffusivity per mode $D$, and e) cumulative thermal conductivity. The values of $\tau$, $\lambda$, and $\kappa_{\text{cum}}$ are computed using quantum statistics for the phonon population at 300K.

third IFCs in Eq. [2] are computed using the Tersoff empirical potential [48] the ASE package [41] and the unfolding technique described in Appendix A on the 136-atoms conventional cell. As the Tersoff potential is short-range ($r_{\text{cut}}=3.1$ Å) the second and the third derivatives of the potential are calculated for the full range of the interatomic interactions by finite differences. The ALD calculations are performed with $\kappa_{\text{ALD}}$ using a (7, 7, 7) q-point grid, which is sufficiently dense to obtain well converged thermal conductivity. To solve the BTE we use the RTA solver (Equation [23]). Corrections beyond RTA (Eq. [25]), amount to a less than 1% increase of the thermal conductivity [55].

Fig. 2 compares the phonon transport properties of the pristine silicon clathrate (Si$_{136}$) and the 15% Germanium substituted one (Si$_{116}$Ge$_{20}$), in which substitution sites were chosen randomly. The room temperature thermal conductivity of Si$_{136}$ is 101.3 Wm$^{-1}$K$^{-1}$, which is about 1/3 of the reference value for diamond silicon computed by BTE with the Tersoff potential ($\kappa = 305$ Wm$^{-1}$K$^{-1}$) [40]. This result is in agreement with former first-principles BTE studies that report similar thermal conductivity ratios between diamond silicon and clathrates [55,56]. In the 15% Ge-alloyed material the thermal conductivity drops to 33.0 Wm$^{-1}$K$^{-1}$, which is a further 3x factor. The short-range disorder introduced by the Ge atoms breaks the symmetry of the system, modifying phonon dispersion relations and density of states. While the impact on the scattering phase-space volume appears small (Fig. 3b), phonon lifetimes (Fig. 3c) are reduced across the whole spectrum of frequencies. Group velocities are also reduced especially at intermediate fre-
quencies, thus leading to much shorter phonon mean free paths, in particular in the frequency range between 1 and 8 THz (Fig. 3). The effect on the frequency-resolved cumulative thermal conductivity is shown in Fig. 3.

| Structure              | Method | $\kappa$ Wm$^{-1}$K$^{-1}$ |
|------------------------|--------|---------------------------|
| Si$_{136}$             | BTE    | 101.3                     |
| Si$_{116}$Ge$_{20}$    | BTE    | 33.0                      |
| Si$_{116}$Ge$_{20}$    | QHGK   | 31.0                      |
| Si$_{0.85}$Ge$_{0.15}$ | clathrate | QHGK  | 1.7                  |

TABLE I. Comparison of thermal conductivities calculated from different Silicon-Germanium alloys using the BTE and QHGK. The discrepancy between the 15%-concentration replicated clathrates calculated using QHGK and BTE is due to size scale effect.

V. CONCLUSIONS

In summary, we reviewed the background theory and a new implementation of ALD approaches to compute the thermal conductivity of solids. The widely used BTE approach is supplemented by a recently developed unified theory, QHGK, that extends the application of ALD to compute heat transport in disordered materials. Using a relatively complex benchmark system, Ge-alloyed type-II silicon clathrate, we have shown that QHGK gives results in agreement with BTE for partially disordered systems, and it allows one to compute the thermal conductivity of systems with longer-range disordered. Through this unified approach, we analyzed the role of different levels of crystal symmetry breaking in the clathrate structure, showing that by alloying with Ge the Si$_{136}$ clathrate structure a stark reduction of the thermal conductivity can be attained, about a factor 200 lower than that of crystalline diamond silicon.

The methodology illustrated in this article is implemented in $\kappa$ALDo, a modern Python-based software that implements both the BTE and the QHGK methods, and can seamlessly link to different molecular simulation packages to get IFC either from DFT or semiempirical forcefields. $\kappa$ALDo runs on GPUs and CPUs, and is released open-source, for the scientific community to use and develop further.

DATA AVAILABILITY

The $\kappa$ALDo package is available for download at https://github.com/nanotheorygroup/kaldo. Input files to produce the data that supports the findings of this study are available in the same repository in the “examples” folder.
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The main features of κALDo have been highlighted in the main text. We here want to point out some technical details that can be useful in performing ALD calculations and to describe the simulation workflows. The software architecture is illustrated in Fig. 5. The input needed to create the IFC can be provided in two different ways, using an ASE calculator, which provides a general connector to many quantum chemistry codes or using one of the custom interfaces. When using ASE, the IFC calculated using finite displacements, and it depends on the choice of the shift, which is specified in A, and on the choice of the supercell.

For large unit cells, κALDo is able to exploits the periodic boundary conditions to reduce the number of calculations. If the interatomic forcefield is negligible outside a distance threshold and the unit cell is larger than twice this threshold, we can calculate forces only inside the unit cell, and exploit the periodic boundary condition, replacing the second IFC \( \Phi_{ij} \rightarrow \Phi_{ij}^{(2)} \) and the third \( \Phi_{ij}^{(3)} \rightarrow \Phi_{ij}^{(3)} \), effectively reducing the dimension of the system from \( N_{\text{replicas}} \cdot N_{\text{atoms}} \rightarrow N_{\text{atoms}} \).

The dynamical matrix is stored as a dense tensor of size \((3N_{\text{atoms}})^2\), or \( N_{\text{replicas}} (3N_{\text{unit}})^2 \) when using a supercell. The third order IFC is a sparse tensor of size \((3N_{\text{atoms}})^3\), or \( (N_{\text{replicas}})^2 (3N_{\text{unit}})^3 \).

The phonons calculations are dependent on the temperature, on the choice of the statistics, and on the choice of the size of the mesh of the reciprocal space. An important remark needs to be made about the Dirac delta in Eq. [15]. The first delta in Eq. [19] corresponds to the quasimomentum conservation in three-phonons scattering processes, in crystal. This symmetry can be exploited directly, as a constraint, to reduce the memory needed to store the single phonon state from \((N_k (3N_{\text{unit}}))^2\) to \(2(N_k (3N_{\text{unit}}))^2\), and the factor 2 comes to the two possible processes of creation and annihilation. The second \( \delta \)-distribution in Eq. [19] guarantees the energy conservation in all scattering processes. It requires a numerical implementation of the Dirac delta. Three common implementations are provided with the code: Gaussian, Lorentzian, and triangular. When introducing a frequency threshold, a finite-width representation of the Dirac delta can be exploited to store the generalized velocity as a sparse tensor. For a sufficiently dense energy grid, the physics is not dependent on the choice of the value for \( \delta \). In crystals, for a given grid size, an optimal choice of the width of the \( \delta \)-function can be estimated from the phonon velocities.

In the calculation of the conductivity, we need to specify the engine to use for the calculations, among “inverse”, “self-consistent”, and “RTA” for crystals, and “QHGK” for amorphous systems. In the latter, we can also provide an optional bandwidth. In this case the QHGK calculations are equivalent to the Allen and Feldman model. When performing QHGK calculations, and scaling to large systems, it is possible to introduce an energy threshold on the Lorentzian \( \tau_{pp} \) in Eq. [31]. Such tensor has size \((3N_{\text{atoms}})^2\), and is sparse when we introduce a threshold such that \( \tau_{mn} = 0 \) when \( |\omega_n - \omega_m| < \omega_{\text{threshold}} \).

Appendix A: Code details
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