Solar diffraction of LIGO-band gravitational waves
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Abstract. We show that chirping gravitational waves in the LIGO frequency band $f = 1$–5000 Hz can be gravitationally diffracted by the Sun, due to the coincidence of its Fresnel length $r_F \propto \sqrt{\text{AU}/f}$ and the solar radius $r_\odot$. This solar diffraction is potentially detectable through its frequency-dependent amplification of the wave. The detection rate with Einstein Telescope is estimated to be $\sim 1/1000$ per year, with the optical depth $\sim (\text{solar angular area on the sky})/4\pi$. High-frequency regimes of merger and ringdown phases are found to be crucial. In addition to the discovery, we advocate that solar diffraction allows probing the inner solar density profile, as $r_F$ sweeps a range of solar radius during the chirping. These physics are captured by a formalism in terms of convergence and shear, which allows much easier estimation and more intuitive understanding. Solar diffraction can be a new opportunity with ongoing and future LIGO-band missions.
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1 Introduction and summary

Gravitational waves (GWs) from binary mergers have distinguishing features from other waves in the universe. First of all, they have well-predicted waveforms chirping in frequency and time. Such characteristic waveforms allow them to be detected \[1\], but also contain extractable information about dark matter and dark energy \[2, 3\]. In addition, their wavelengths are astrophysical or cosmological in length so that wave properties in their propagation, scattering, and lensing lead to unique phenomena and opportunities.

GW's long wavelength is right to produce observable interference fringes from the lensing by primordial black holes \[4–9\] or by cosmic strings of the strong tension \[10\]. Even more wave-like diffraction is found to be useful in probing galactic (sub)halos of the diffuse NFW mass profile \[11–14\] and cosmological matter power spectrum \[15, 16\]. In more general, exquisite sensitivities to the chirp mass, eccentricity, and the last stage of mergers also open up new probes of wave dark matter \[17\], compact dark objects \[18, 19\], dark matter captures \[20\], sub-solar mass black holes \[21–23\], and non-standard gravitation theories.

In this work, based upon ref. \[12\] and pioneering works by Takahashi et al. \[15, 24\], we advocate a new opportunity with LIGO-band GWs — gravitational diffraction by the Sun and related physics. Along the study, we also develop intuitions and calculations of gravitational diffraction, in terms of convergence and shear, which make various underlying physics and estimations easier and clearer. They are essential to GW phenomenology. But they can also be applied to various other long-wavelength waves in the universe. As a remark, a similar phenomenon can be used to probe non-relativistic wave dark matter, which will be studied in a sequel \[47\].

Here, we summarize the main points of this work, which will be detailed in section 3.

• First of all, LIGO-band GWs are diffracted by the Sun. The condition for diffraction (beginning of section 3) makes it clear the relation between the LIGO frequency band and the Sun.
• Second, solar diffraction is detectable through its frequency-dependent amplification. The frequency dependence is a generic property of diffraction, and the chirping GW waveform allows us to detect it. The frequency dependence makes the high-frequency regime crucial for detection even though SNR gain may be small there (end of section 5.1). Further, diffraction can be readily understood and estimated by our formalism in terms of convergence and shear (middle of section 3 and demonstrated in section 5.1).

• Lastly, solar diffraction allows probing the inner profile of the Sun with the chirping evolution. Our formalism in terms of convergence and shear also gives insights on what this opportunity means (later part of section 3).

These are all aided by our calculation method based on analytic continuation (section 3.1), which is not only intuitive but also computationally fast and accurate.

With these main contents, we start by introducing solar lens and the lensing language in section 2, and finish by calculating detection prospects in later sections 4 and 5. We also make brief comments on the prospects with outer/inner solar system missions.

2 Preliminaries: solar lensing

In this section, we introduce the Sun as a gravitational lens, using the quantities projected onto the two-dimensional (2D) lens plane perpendicular to the line of sight. Those 2D quantities are suitable both for the usual (geometrical-optics) lensing as well as our main topic — the diffractive lensing by the Sun. We review the former in this section and diffraction in the next section.

In our study, the Sun is a gravitational lens of the chirping GWs produced from cosmological binary mergers, and the observer is on the Earth. As will be discussed, the Sun cannot be treated as a point lens, since the Einstein radius \( r_E \propto \sqrt{d_L} \) in this work is not much larger than the solar radius \( r_\odot \); \( d_L \sim 1 \text{ AU} \ll d_{S,LS} \) denote the angular-diameter distances to the lens, to the source, and between the lens and the source. Thus, its inner mass profile shall be taken into account, using the Standard Solar Model (SSM) \( \text{[25]} \).

The thin lens approximation describes gravitational lensing in terms of potentials and locations projected onto the 2D lens plane; for more details, see e.g. refs. \( \text{[26, 27]} \). The 2D mass profile is \( (x \equiv r/r_\odot \) is a lens-plane distance from the lens center located at the origin)

\[
\Sigma(x) = r_\odot \int_{-\sqrt{1-x^2}}^{\sqrt{1-x^2}} dz \rho(z^2 + x^2). \tag{2.1}
\]

Then we define dimensionless 2D quantities \( (d_{\text{eff}} \equiv d_L d_{LS}/d_S \simeq d_L \) in this work)

\[
\kappa(x) = \frac{\Sigma(x)}{\Sigma_{\text{cr}}} = 4\pi d_{\text{eff}} \Sigma(x) \simeq 4\pi d_L \Sigma(x) \tag{2.2}
\]

\[
\pi(x) = \frac{4\pi d_{\text{eff}}}{\pi x^2} \int_0^x dx' 2\pi x' \Sigma(x') \simeq \frac{8\pi d_L}{x^2} \int_0^x dx' x' \Sigma(x') \tag{2.3}
\]

\[
\gamma(x) = \pi(x) - \kappa(x), \tag{2.4}
\]

where the critical density \( \Sigma_{\text{cr}} = 1/4\pi d_{\text{eff}} \). Although the Sun is very close to the observer compared to any common cosmological lenses, the distance is still much larger than the size
of the relevant region on the lens plane — the solar radius and the Einstein radius — by at least $2r_{\odot}/1\text{ AU} \simeq 1\%$.

The convergence, $\kappa(x)$, obviously measures the projected mass density at the point $x$, related to the 2D potential $\psi(x)$ by the 2D Poisson equation $\nabla^2 \psi(x) = 2\kappa(x)$. But, by Gauss’ theorem or Birkhoff’s theorem, a more relevant quantity is the average density $\bar{\pi}(x)$ enclosed within the radial distance $x$. The cylindrical enclosed mass is

$$M(x) = 2\pi r_{\odot}^2 \int_0^x dy y\Sigma(y) = \pi r_{\odot}^2 x^2 \Sigma(x) = \bar{\pi}(x) \frac{r_{\odot}^2 x^2}{4d_L}, \quad (2.5)$$

or, $M(\theta) = \bar{\pi}(\theta) \theta^2 d_L/4$ in terms of the angle $\theta = r_{\odot} x/d_L$. Thus, the deflection angle at the impact parameter $\theta$ in the usual geometrical optics limit is

$$\alpha(\theta) = \frac{4M(\theta)}{d_L \theta} = \bar{\pi}(\theta) \theta. \quad (2.6)$$

The lens equation between the source and image positions, $x_s$ and $x_i$, is

$$x_s = x_i - \bar{\pi}(x_i) x_i. \quad (2.7)$$

When $x_s = 0$, i.e. the source is aligned with the lens, the Einstein ring is formed, with the Einstein radius $x_E$ satisfying

$$\bar{\pi}(x_E) = 1. \quad (2.8)$$

In other words, when $\bar{\pi}(x) \lesssim 1$ for all $x$, the lens system does not produce multiple images. This can be used to define the Einstein radius more generally in terms of the enclosed mass within it

$$\theta_E(x) = \sqrt{4M(\theta_E)/d_L} = \sqrt{\bar{\pi}(\theta_E) \theta_E}. \quad (2.9)$$

We have reviewed how usual geometrical-optics lensing can be described in terms of $\bar{\pi}(x)$. We will see in the next section that diffraction is also described by $\bar{\pi}(x)$.

The shear, $\gamma(x)$, is responsible for the asymmetric distortion of an image. Combined with $\bar{\pi}(x)$, it allows to map the mass profile of the lens, just as the lens galaxy profile is mapped with the background galaxy shape distortion. In the context of diffraction, alternative interpretation aided by the expression in eq. (2.4) is useful — it measures the variation of the density profile at $x$. We will see in the next section that the shear measures the frequency-dependent change of the diffraction amplification.

The 2D quantities for the Sun are shown in figure 1. Obviously, they are the largest inside the Sun ($x < 1$) and decreasing outward. Note that the 2D quantities are not the properties of the lens alone, but they are also proportional to $d_{\text{eff}} \simeq d_L$. Thus lensing effects grow with $d_L$. It is because as $d_L$ is larger, small deflection at the lens plane can cause larger changes at the observer location. But probably the most interesting $d_L$ dependence is from the diffraction physics, as will be discussed in section 6.

Another notable is that $\bar{\pi}(x) < 1$ for all $x$ if $d_L = 1\text{ AU}$, i.e. for the observer located on the Earth. Thus, the Sun will not produce multiple images when observed on the Earth. Only when $d_L \gtrsim 25\text{ AU}$, can multiple images be formed for some small $x_s$. The formation of multiple images can also be thought of as the focusing of two images at the location of the observer. Thus, the minimum focal length is $\sim 25\text{ AU}$ [28], but this is possible only when the wave can pass through the Sun (small $x$). For the waves that cannot (such as light or neutrinos with some energy), the minimum focal length is $\sim 550\text{ AU}$, where all images form outside the Sun; it is also where the Einstein radius $r_E = r_{\odot}$. 
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Figure 1. 2D projected lensing quantities of the Sun observed at $d_L = 1, 25, 550$ AU. The last panel shows the Einstein radius with $d_L$. The SSM solar mass profile [25].

When the Einstein radius is smaller than $r_\odot$ or is absent, the Sun cannot be treated as a point lens. The Einstein radius represents the boundary of strong lensing with multiple images; or the region with $\kappa \gtrsim 1$. Thus, for $d_L = 1$ AU as well as for observers located at the majority of outer solar systems, the Sun’s mass profile has to be properly taken into account. The 2D projected quantities are useful for this, and the non-trivial radial mass profile (combined with the right wavelength of GW) is the one that produces interesting signals of solar diffraction.

As a side remark, these conclusions on the focal length and $r_E$ of the Sun change if the wave becomes non-relativistic with a small velocity. It is due to the Sommerfeld enhancement of gravitational scattering. For related interesting physics with axion-like wave dark matter, see the sequel [47].

3 Solar diffraction

Waves are gravitationally diffracted (rather than deflected) when the Fresnel length $r_F$ matches with the characteristic length on the lens plane — $r_s \sim r_\odot$ in this work. The Fresnel length is defined as [24, 29]

$$r_F = \sqrt{\frac{d_{\text{eff}}}{2\pi f}} \approx 0.38 r_\odot \sqrt{\frac{d_L}{1 \text{ AU}}} \frac{100 \text{ Hz}}{f},$$

(3.1)

analogously to the single slit diffraction [12, 30]. The slit of size $a$ is blurry imaged when the passing rays have small phase differences, $2\pi(\sqrt{a^2 + d^2} - d)/\lambda \sim \pi a^2/(\lambda d) = (a/r_F)^2$. Then
the condition for diffraction is \cite{12, 15, 16}

\[ r_F \gtrsim r_s, \tag{3.2} \]

meaning that the wavelength is too large to resolve the source location \( r_s \) against the lens; for the single-slit case, \( r_s \) corresponds to the slit size \( a \). Similarly, \( r_F \) can also be thought of as the effective source size \cite{16}.

The diffraction amplification is approximately given by \cite{12}

\[ F(f) \simeq 1 + \pi \left( r = r_F e^{i \frac{\pi}{4}} \right), \tag{3.3} \]

where the lensing amplified wave amplitude is \( \tilde{h}_L(f) = F(f) \tilde{h}(f) \). Diffraction is indeed measured by \( \pi \), as alluded. Most importantly, it is frequency-dependent as explicit from the \( r_F \) dependence, and the effect can be readily estimated by \( \pi(x) \). But note that \( \pi \) has to be analytically continued in this approximate result; the analytic continuation as well as full calculation will be discussed in section 3.1. As shown in figure 2, eq. (3.3) describes diffraction well at low frequencies.

The frequency dependence in the diffraction regime is measured by the shear \( \gamma(x) \) as \cite{12}

\[ \left| \frac{dF(f)}{d\ln f} \right| \simeq \gamma \left( r = r_F e^{i \frac{\pi}{4}} \right). \tag{3.4} \]

This relation is consistent with eq. (3.3) and (2.4). Since lensing amplification measures the average density within \( r_F \), its change with the frequency must measure the density variation at \( r_F \), and this is nothing but the \( \gamma(r = r_F) \) in eq. (2.4); see more at the end of this
subsection. As compared in figure 3, this approximate result agrees with full calculation at low frequencies.

At high frequencies (of chirping GWs) with $r_F \lesssim r_s$, diffraction approximations do not hold, and lensing moves into the geometrical optics regime, roughly at the frequency satisfying $r_F \sim r_s$

$$f_{\text{trans}} \sim \frac{d_{\text{eff}}}{2\pi r_s^2} \sim \frac{d_L}{2\pi r_s^2} \simeq 1500 \text{ Hz} \left( \frac{d_L}{1 \text{ AU}} \right) \left( \frac{0.1}{x_s} \right)^2. \tag{3.5}$$

This rough estimate agrees with figure 2 up to a factor $\sim 2$. The transition is not sharp, often accompanying oscillations that exhibit interference among diffracted waves; thus, oscillations are more prominent for larger $x_s$ as path length variations become larger. Also for the same reason, $f_{\text{trans}}$ is smaller for larger $x_s$; the larger wavelength (hence a coarser probe) is enough to resolve the larger source separation.

Geometrical optics is where the wavelength is small enough to resolve the source away from the lens center so that the image becomes clear and frequency independent; $|F(f)|$ indeed becomes frequency independent in figure 2. This frequency independent amplification is calculated by the magnification of the geometrical-optics image

$$F \simeq \sqrt{\mu_i} = \sqrt{\frac{1}{(1 - \kappa(x_i))^2 - \gamma(x_i)^2}}, \tag{3.6}$$

where the location of the image is $x_i \simeq x_s$ for weak gravity, or more precisely satisfying the lens equation $x_s = x_i - \pi(x_i)x_i$. This assumes a single image, as $\kappa < 1$.\footnote{For $d_L \gtrsim 25 \text{ AU}$, $r_F \gtrsim r_s$ in the LIGO band. Thus, multi-image is not relevant to our study.} This geometrical-optics amplification roughly meets the diffraction result in eq. (3.3) at a frequency around eq. (3.5), as shown in figure 2.

Now we detail three main points of this work. The first is that the LIGO-band frequencies $f = 1$–$5000 \text{ Hz}$ of chirping GWs happen to be right to experience solar diffraction. It stems from the coincidence of scales $r_F \sim r_\odot$ (eq. (3.1)) in this frequency band.

\begin{figure*}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Same as figure 2 but for $d|F|/d\ln f$. Approximate diffraction results in terms of $\gamma(x)$ in eq. (3.4) are overlaid as black dashed.}
\end{figure*}
Secondly, solar diffraction is frequency-dependent, which makes it potentially detectable with chirping GWs. As chirping waveforms are characteristic in the frequency domain, additional effects from solar diffraction can be well discriminated. The same physics have been exploited to search for primordial black holes [4–8], cosmic strings [10], diffuse subhalo [11, 12], and matter power spectrum [15, 16].

In the rest of the work, we calculate the detectability of solar diffraction with LIGO-band missions. But one more exciting prospect remains to be discussed — seeing or probing the inner solar profile using diffraction.

What do we mean by seeing inside the Sun? A notable property of approximate results eq. (3.3) and eq. (3.4) is that they depend on the 2D quantities evaluated at a particular location $r = r_F$, which is frequency dependent. Although a whole region on the lens plane is involved in the full calculation with path integral, the region around $r = r_F$ dominates the integral for diffraction. Strictly speaking, this is true only if the integration on the real line is rotated by $\pi/4$ to the complex plane [12]; the complex argument $e^{i\pi/4}$ makes it explicit. But the phase does not significantly change the qualitative description here. Thus, with the phase ignored, the diffraction of the frequency $f$ measures the density enclosed within $r_F \propto f^{-1/2}$ (eq. (3.3)), and the frequency-dependent change of diffraction must measure the density variation at $r_F$ (eq. (3.4)). As chirping sweeps a range of frequencies, the mass profile at successively smaller corresponding radii can be measured. This is what we mean by seeing inside the Sun. The same physics was exploited to probe diffuse NFW dark matter profile with GWs [12]. Other ways to measure the lens mass profile include the well-known weak lensing by a galaxy and the eclipse by a lens star [31].

3.1 Full calculation with analytic continuation

So far, we have discussed approximate results. We now discuss our full numerical calculation for final results. The numerical calculation of the full path integral eq. (3.7) or (3.11) is technically challenging, and there are several well-developed methods, e.g. based on fast Fourier transform (FFT) [32, 33] and analytic continuation [34, 35]. We adapt and simplify the analytic continuation for our case. Along the way, a useful analytic continuation of 2D solar lens quantities will also be given. One can skip this subsection if not interested in technical details.

Lensing is calculated essentially by the path integral between the source and the observer. With the thin lens approximation, the integral can be taken over the 2D lens plane with the coordinate $x$ as (also known as Kirchhoff diffraction integral) [24, 33]

$$ F(w) = \frac{w}{2\pi i} \int d^2 x \exp\left[ iw T_d(x, x_s) \right], \quad (3.7) $$

where dimensionless quantities (frequency, time delay, and potential in order) are

$$ w = 2\pi f \frac{r_\odot^2}{d_{\text{eff}}} = \frac{r_\odot^2}{r_F^2}, \quad (3.8) $$

$$ T_d = \frac{1}{2} |x - x_s|^2 - \psi(x), \quad (3.9) $$

$$ \nabla_x^2 \psi = 2\kappa(x). \quad (3.10) $$

For axisymmetric lenses,

$$ F(w) = \frac{w}{i} \int_0^\infty dx \exp \left[ iwx - x_s^2 \right] \exp[-iw\psi(x)] J_0(wx_s x), \quad (3.11) $$
where $J_0$ is a Bessel function of the first kind of order zero. This integrand oscillates and does not converge quickly.

Instead, it is possible to analytically continue $x$ in eq. (3.11) and rotate the integration contour by $\pi/4$ in the complex plane (hence, $x = ye^{i\pi/4}$)

$$F(w) = e^{-iwx^2/2w} \int_0^\infty dy \exp \left[-w y^2/2\right] \exp \left[-i\omega \psi(\sqrt{\omega}y)\right] J_0(\sqrt{\omega}xsy).$$  \hspace{1cm} (3.12)

One difficulty is that the integrand of eq. (3.11) oscillates in $x$, not converging to zero as $x \to \infty$. But the simple analytic continuation in eq. (3.12) makes the integral dominated by a local region around $y = 1/\sqrt{\omega} = r_F/r_\odot$. This simple choice of contour works well for the diffraction regime we are interested in. Usual computational methods may produce overflows in the Bessel function when $\sqrt{2r_s^2/r_F^2} \gtrsim 10^3$, corresponding to the geometric optics regime. Yet, the integral is safely evaluated in the diffraction regime. For more general regimes, more dedicated choice of contours can be numerically found as in [34, 35]. From eq. (3.12), one can also obtain our analytic results in eq. (3.3) and (3.4) [12], by further using the Born approximation for weak gravity and ignoring $xs$ for diffraction.

To proceed with eq. (3.12), we need an analytic form of $\psi(x)$ in the complex plane. We use the following ansatz

$$\pi(z) = \frac{\pi(r = r_\odot)}{z^2 + \frac{a}{z + c}}.$$  \hspace{1cm} (3.13)

This should not have poles in $0 \leq \arg(z) \leq \pi/4$, and $\pi \propto 1/z^2$ for large $z > 1$. We fit the coefficients $a$ and $b$ to the numerical data of SSM on the real axis $z = x$. We found

$$a = 2.9178 \times 10^{-3}, \quad b = 6.6307 \times 10^{-2}, \quad c = 2.8755.$$  \hspace{1cm} (3.14)

For small $z$, the $a$-term fits the solar profile inside. Then, the solution of the Poisson equation eq. (3.10) for the axisymmetric case,

$$\psi(x) = \int_0^x dx' x' \pi(x'),$$  \hspace{1cm} (3.15)

allows finding the analytic form of $\psi(x)$. These analytic fitting functions of $\pi(x)$ and $\psi(x)$ have at most 0.5% differences with the SSM data on the real line. More importantly, as compared in figure 4, the analytic continuation yields only $O(0.01)$% difference in $|F(f)|$ from the FFT results, while significantly reducing computation time.

4 Detection likelihood

The main property of solar diffraction that allows its detection is its non-trivial frequency dependence. It cannot be readily mimicked by general relativistic effects of binary mergers (such as spin, eccentricity, higher-order effects) [5, 7, 11, 12].

Exploiting this, we take a simplified approach to estimate the detection likelihood: maximizing the matching between the lensed waveform and the unlensed template by varying only the overall amplitude, phase, and time shift. These variations do not induce extra non-trivial frequency dependences. The detection likelihood in terms of these variables is known to approximate full estimates reasonably well [5, 7, 11, 12].
Figure 4. Comparison of full calculations of $F(f)$ using our analytic continuation (eq. (3.12) and (3.13)) versus fast Fourier transform (FFT) [32, 33]. The difference between them is always $O(0.01)$%, agreeing well within unshown numerical errors; dominant errors come from FFT results in the low frequency and from the choice of analytic functional form in the high frequency.

In this paper, we used PhenomA waveform template [36, 37]. It is a phenomenological model for non-spinning binary mergers with inspiral, ringdown, and merger phases, which is a simple and optimistic approximation.

The template waveform at the leading order is

$$\tilde{h}(f) = A^0 A_p A(f) e^{i(2\pi ft_0^0 + \phi^0 + \Psi(f))},$$

(4.1)

with $A(f)$ containing the chirping evolution in inspiral, merger, and ringdown phases

$$A(f) = \begin{cases} 
A_{\text{insp}}(f) & f < f_{\text{merg}} \quad \text{(inspiral)} \\
A(f_{\text{merg}}) \left( \frac{f}{f_{\text{merg}}} \right)^{-2/3} & f_{\text{merg}} < f < f_{\text{ring}} \quad \text{(merger)} \\
A(f_{\text{ring}}) \left( \frac{\sigma_f^2/4}{f-f_{\text{ring}}} + \sigma_f^2/4 \right) & f_{\text{ring}} < f < f_{\text{cut}} \quad \text{(ringdown)}
\end{cases}$$

(4.2)

where

$$A_{\text{insp}}(f) = \sqrt{\frac{5}{96}} \frac{M_{5/6}^5 f^{-7/6} \pi^{-2/3}}{D_s}.$$  

(4.3)

$D_s$ is the luminosity distance to the source. Expressions for $f_{\text{merg}}, f_{\text{ring}}, \text{ and } \sigma_f$ are collected in [36], but $f_{\text{merg}}$ is approximately given by the innermost stable circular orbit

$$f_{\text{merg}} \sim \frac{1}{3 \sqrt{3} \pi (M_1 + M_2)} \approx 207 \text{ Hz} \left( \frac{60 M_\odot}{M_1 + M_2} \right)$$

(4.4)

and it marks the end of the inspiral phase. $A_p$ is a shorthand for binary and detector parameters (polarization, binary inclination, and detector antenna direction). Instead of specifying $A_p$ for event-by-event and detector-by-detector, we always normalize the amplitude to the maximum SNR for the given distance and masses; the maximum SNR is taken from the reported horizon distances [38-40]. For example, the maximum SNR at $D_s = 400$ Mpc
is 92 and 2150, with aLIGO and ET respectively. $\Psi(f)$ is the chirping phase evolution. It is canceled out in a likelihood measure between lensed and unlensed waveforms in eq. (4.5).

The superscripted variables $A^0, t_0^e, \phi^0_c$ are fitting variables; lensed true waveforms are the ones without these parameters but multiplied by amplification $|F(f)|$. They represent the overall scaling, the shift of coalescence time, and the shift of the overall phase. As discussed, they do not induce extra non-trivial frequency dependencies.

The likelihood of lensing detection is measured by a $p$ value, (e.g. [41, 42])

$$\ln p = -\frac{1}{2} (h_L - h_{BF}|h_L - h_{BF}),$$

(4.5)

where the inner product is

$$(a|b) = 4\text{Re} \int df \frac{\tilde{a}^*(f)\tilde{b}(f)}{S_n(f)},$$

(4.6)

for a given detector noise spectrum $S_n(f)$. The signal-to-noise ratio (SNR) is then $\rho^2 = (h|h)$. $h_L$ is the lensed waveform

$$\tilde{h}_L(f) = \tilde{h}(f)F(f),$$

(4.7)

and $h_{BF}$ is the best-fitted waveform above minimizing $|\ln p|$. The larger $|\ln p|$ means the worse fitting by unlensed waveforms or more confident detection of lensing. We require $3\sigma$ significance for detection, corresponding to $\ln p \leq -5.914$.

[11, 12] showed that the minimization with respect to $A^0$ and $\phi^0_c$ can be done analytically, yielding a useful form

$$\ln p = -\frac{1}{2}(\rho_L^2 - \rho_{uL}^2)$$

(4.8)

with SNR-squareds being

$$\rho_0^2 = (h_0|h_0),$$

(4.9)

$$\rho_L^2 = (h_L|h_L),$$

(4.10)

$$\rho_{uL}^2 = \max_{t_0^e} \left| \frac{4}{\rho_0} \int df \frac{|\tilde{h}_0(f)|^2}{S_n(f)} F^*(f)e^{2\pi if0^e} \right|^2.$$ (4.11)

The maximization with respect to $t_0^e$ barely changes $\rho_{uL}^2$ compared to the one with mere $t_0^e = 0$. So it was thought to be unimportant in [12]. But the differences between $\rho_0^2, \rho_L^2,$ and $\rho_{uL}^2$ are very small in the weak lensing. Thus, we found a small but non-negligible change of $\ln p$ by the maximization with $t_0^e$.

Lastly, we note a useful property: $\ln p \propto \rho^2 \propto 1/D_s^2$ for the given observed mass $M$. We use $D_s = 400$ Mpc for benchmark discussions, but final results are obtained with full calculation.

5 Result

5.1 Detection likelihood of solar diffraction

We used two kinds of detectors for $S_n(f)$ in our analyses: one is a system of three aLIGO detectors (referred to as 3 aLIGO) and another is Einstein telescope (ET). 3 aLIGO can be considered as consisting of aLIGO detectors (located at Hanford and Livingston) and Virgo.
detector which are all identical and independent. The sensitivities of both aLIGO and ET are displayed in figure 5.

Figure 6 shows $\ln p$ of solar diffraction with a network of three advanced LIGOs with design sensitivities (aLIGO) [1] or with one Einstein Telescope (ET) [43, 44], for equal-mass binaries with $M_1 = M_2 = M$ (these masses denote the redshifted observed values) and fixed $D_s = 400$ Mpc. The noise curves are shown in figure 5. Above all, $\ln p$ at aLIGO does not exceed $3\sigma$ significance at $D_s = 400$ Mpc. On the other hand, $\ln p$ at ET can readily exceed the $3\sigma$ threshold over a range of masses $M = 10 \sim 300$ M⊙ and $x_s \lesssim 0.5$ for $D_s = 400$ Mpc. With $\ln p \propto 1/D_s^2$, ET can perhaps detect up to $D_s \sim 4.2$ Gpc. Let us understand these likelihoods in more detail using ET results; the detection event rates will be calculated in the next subsection.

The ET’s sensitivity mass range is where corresponding chirping GWs merge in the LIGO frequency band; see $f_{\text{merg}}$ in eq. (4.4) as a proxy, and also figure 5 for example waveforms. $M \sim 80$ M⊙ is most sensitive in this range. GWs from heavier masses merge at lower frequencies so that a shorter frequency range can only be measured. Recall that a wide frequency range needs to be measured to detect the frequency-dependent effects of solar diffraction. On the other hand, GWs from lighter masses are simply too weak (small SNR) to be precisely measured. These two basic features are combined to yield $M \sim 80$ M⊙ as the most sensitive mass range.

The detection likelihood is maximal for small $x_s \sim 0$ and decreases with $x_s$. Obviously, gravity is strongest inside. ET is expected to detect solar diffraction up to about $x_s \lesssim 0.5$ for $D_s = 400$ Mpc. But for larger $x_s$, $\ln p$ does not monotonically decrease but often oscillates with $x_s$ as well as with $M$; see also figure 7. This is where interference becomes more rapid so that the oscillation of $|F(f)|$ (figure 2) becomes included in the measured frequency spectrum. In any case, the maximum detectable $x_s$ is $\lesssim 1$ in the majority of parameter space, meaning that only GWs overlapped with the Sun can be strongly diffracted. The probability of detectable solar diffraction will thus be small of order $(x_s r_\odot/d_L)^2/4\pi \sim 10^{-6}$ for $D_s = 400$ Mpc.

The $\ln p$ results can be further understood both quantitatively and intuitively. It is worthwhile to emphasize again that the main physics of detection is the frequency dependence of solar diffraction and this is measured by the shear $\gamma$ (eq. (3.4)).
Figure 6. $\ln p$ likelihood of solar diffraction detection at aLIGO network (upper) and ET (lower). $D_s = 400$ Mpc and $\ln p \propto 1/D_s^2$. Horizontal dashed lines denote the $3\sigma$ detection threshold. $\ln p$ decreases smoothly with $x_s$ for small $x_s$, but fluctuates for large $x_s$.

Figure 7. $\ln p$ at ET as a function of $x_s$ for several $M$ at $D_s = 400$ Mpc. The horizontal dashed line denotes the $3\sigma$ threshold. It shows oscillations at large $x_s$ due to more rapid interference.
Figure 8. \(\ln p\) full calculation (solid) is compared with analytic estimates using diffraction approximation in the form \(C\rho^2\gamma^2\), where ET is assumed. For analytic estimates, \(f_*\) is suitably chosen so that \(|F(f_*)| - 1\) is half of the maximum, and the overall factor \(C\) is chosen for each \(x_s\) to satisfy \(|\ln p| = C\rho^2\gamma^2 \) at \(M = 2000\ M_\odot\). The figures show that analytic estimates are good. See also main text.

Focus on the diffraction regime where \(|F(f)|\) smoothly grows with \(f\) (see figure 2). In this frequency range around \(f_\star\), the amplification can be approximated linearly as

\[
|F(f)| \simeq |F(f_\star)| + \frac{d|F(f)|}{d\ln f} \Delta \ln f \sim |F(f_\star)| + \mathcal{O}(1) \gamma_\star,
\]

(5.1)

where \(\gamma_\star \equiv \gamma(r_F(f_\star))\) is the shear at the Fresnel length with \(f = f_\star\). This simplifies the comparison: the lensed waveform linearly grows in \(f\) with the constant slope \(\gamma_\star\), while the unlensed waveform is flat with \(F = 1\) constant. \(\ln p\) is essentially the integration of the difference squared (eq. (4.5)), so that [12]

\[
|\ln p| \sim \rho^2\gamma^2\mathcal{O}(1).
\]

(5.2)

Figure 8 indeed shows that this estimation of \(\ln p\) agrees well with full results (up to the \(\mathcal{O}(1)\) factor, so the shape agrees well) for small \(x_s\) and large \(M\). These are the cases where only smoothly growing diffraction parts (with small \(f\)) are involved in the measured spectrum.
Figure 9. The accumulation rate of SNR (left) and $|\ln p|$ (right) in the log frequency interval as chirping proceeds. $x_s = 0$ with ET. $M = 5 M_\odot$ (upper) and $30 M_\odot$ (lower).

When $x_s$ is large or $M$ is small, the high-frequency geometrical-optics regime is involved in the measurements, and this linear approximation does not hold. The breakdown appears as extra features in the intermediate mass range in the figure. But the overall scaling with SNR still remains common, producing the same slopes for small $M$.

The bottom lines are that the observable diffraction effect is its frequency dependency, and it is induced by the shear or the variation of the mass profile, not just by the convergence or the density itself. Furthermore, we can estimate the detection likelihood without dedicated analysis; the required SNR for detection is $\rho \gtrsim O(1)/\gamma_s$.

Another important lesson is that high-frequency regimes (including merger and ringdown phases) are crucial for diffraction detection, even though SNR gain might be small there. It can be learned by examining how $\ln p$ really captures the main physics of frequency dependencies. Figure 9 shows that SNR and $\ln p$ are accumulated differently as chirping proceeds (shown as the corresponding frequency in the $x$-axis); $\ln p$ is accumulated more at higher frequencies while SNR is more at lower frequencies where the noise is smaller.

The main difference is that SNR is accumulated locally while $\ln p$ only by comparison with other frequencies (hence globally). If one considers a measurement over a narrow frequency range, the SNR integrated over this range remains the same while $\ln p$ is much smaller, because no comparison can be made to detect frequency-dependent effects. Technically, the constant scaling $A^0$ can fit the diffraction enhancement in this narrow range alone, but it cannot fit a broader range measurement altogether.

In particular for large $M$ which merges at a smaller frequency, most $\ln p$ is accumulated at the highest frequency that it spends $\sim f_{\text{ring}}$. For example, with only the inspiral phase
(without merger and ringdown), \( \ln p \) for \( M = 30M_\odot \) would have been smaller by a factor 4.9 and 4.5, respectively at aLIGO and ET. For \( M = 5M_\odot \), the impact is smaller.

If a broader frequency range is the only advantage, a small SNR gain there would not improve detection significantly. But it is the accumulation of frequency-dependent effects that makes the high-frequency regime crucial. The relevance of high-frequency regimes for diffraction detection was also pointed out in [9] also including spin effects. The importance of high-frequency regimes also means that combining lower-frequency measurements from other missions would not help much.

### 5.2 Event rate

The detectable GW diffraction event rate is

\[
\frac{dN}{dt} = \int dM \, dz \, d\chi(z) \, \frac{4\pi}{4\pi} \chi^2(z) \frac{\Omega(M, z)}{4\pi} \frac{d^3N}{dV_c dtdM}.
\]

\( N \) is the total number of detectable diffraction events (with more than 3\( \sigma \) significance), \( t \) is the observation time, \( \chi(z) \) is the comoving distance at redshift \( z \), and \( dV_c \) is a comoving volume element. The distribution of binary mergers \( d^3N/dV_c dtdM \) is taken from the interpolation of figure 6 and 8 in [45]: the total merger rate increases from 73 Gpc\(^{-3}\) yr\(^{-1}\) at \( z = 0 \) to 155 Gpc\(^{-3}\) yr\(^{-1}\) at \( z = 0.7 \). \( \Omega(M, z) \) is the angular area of the detectable source location \( x_s \) for given \( M \) and \( z \), which is found from the maximum detectable \( x_s \).\(^2\) In the event rate calculation, all information about diffraction is encoded in \( \Omega(M, z) \).

Figure 10 shows \( \Omega(M, z) \) and the event rate density \( d^3N/dtdMdz \) with ET. Above all, \( \Omega \sim 10^{-6} \), as expected from the maximum detectable \( x_s \lesssim 1 \) in the previous subsection; thus it is roughly the angular area of the Sun on the sky. Secondly, the two observables exhibit different distributions. As \( z \) increases, the volume element quickly increases, making the merger density distribution tend toward large \( z \). But too large \( z \) reduces \( \Omega(M, z) \). The turning point is at \( z \approx 0.3 \), where the detectable event rate is maximum. Also, the event rate density tends toward the small \( M \) mainly because merger rates are higher at small masses.

The total detectable solar diffraction event rate with ET is \( 2.67 \times 10^{-4} \) yr\(^{-1}\) and is very small with the aLIGO network. There exists a large uncertainty from merger rate calculations. By referring to the natal kick effects in [46], we approximately take optimistic (pessimistic) merger rates to be 4 times larger (smaller) than those we take above from [45]. The resulting optimistic and pessimistic event rates are \( 1.07 \times 10^{-3} \) yr\(^{-1}\) and \( 6.68 \times 10^{-5} \) yr\(^{-1}\), respectively.

In all, as usual, lensing event rates are limited by small lensing probabilities. Small GW merger rates further suppress in this case. If the detector sensitivity is \( r \) times improved, the comoving horizon volume grows by \( \sim r^3 \), and the increase of \( \Omega \) and the larger merger rate at large \( z \) (at least up to \( z \lesssim 7 \) [45, 46]) also enhance the event rate. Thus, if the next-generation GW sensitivity is improved by a factor \( \sim 10 \), several solar diffraction events may be detected every year.

### 6 Prospects with solar-system missions

We have considered GW missions on the Earth, i.e. \( d_L = 1 \) AU. What about space missions farther out or inside the Solar system?

\(^2\)Sometimes, small separated regions at large \( x_s \) can be detectable due to oscillations in figure 6 and 7. However, those regions exist only when \( D_s \) is small and have small contributions to the event rate, so we ignore them.
First of all, as discussed in section 2, lensing effects grow with $d_L$ as $\kappa, \pi, \gamma \propto d_L$ and $\ln p \propto \gamma^2 \propto d_L^2$ approximately. This may sound better in the outer solar system. But $\Omega$ and event rates do not necessarily grow with $d_L$. Although stronger lensing does increase the maximum detectable $x_s$, the corresponding angular area $\Omega \sim (x_s/d_L)^2$ does not necessarily increase with $d_L$. Thus, lensing probabilities and event rates are not necessarily improved in the outer solar system.

However, the change of $d_L$ does change the length scale. The Fresnel length $r_F \propto \sqrt{d_L}$ dictates the radial distance of the solar profile that can be probed with the diffraction of corresponding frequency $f$. Thus, in the inner/outer solar system, one may be able to probe the inner/outer part of the Sun better. This is an opportunity that becomes possible due to $d_{\text{eff}} \sim d_L$, that we do not have with galactic dark matter subhalos, studied in [12].
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