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We present a network framework for evaluating the theoretical performance limits of wireless data communication. We address the problem of providing the best possible service to new users joining the system without affecting existing users. Since, interference-wise, new users are required to be invisible to existing users, the network is dubbed PhantomNet. The novelty is the generality obtained in this context. Namely, we can deal with multiple users, multiple antennas, and multiple cells on both the uplink and the downlink. The solution for the uplink is effectively the same as for a single cell system since all the base stations (BSs) simply amount to one composite BS with centralized processing. The optimum strategy, following directly from known results, is successive decoding (SD), where the new user is decoded before the existing users so that the new users’ signal can be subtracted out to meet its invisibility requirement. Only the BS needs to modify its decoding scheme in the handling of new users, since existing users continue to transmit their data exactly as they did before the new arrivals. The downlink, even with the BSs operating as one composite BS, is more problematic. With multiple antennas at each BS site, the optimal coding scheme and the capacity region for this channel are unsolved problems. SD and dirty paper (DP) are two schemes previously reported to achieve capacity in special cases. For PhantomNet, we show that DP coding at the BS is equal to or better than SD. The new user is encoded before the existing users so that the interference caused by his signal to existing users is known to the transmitter. Thus the BS modifies its encoding scheme to accommodate new users so that existing users continue to operate as before: they achieve the same rates as before and they decode their signal in precisely the same way as before. The solutions for the uplink and the downlink are particularly interesting in the way they exhibit a remarkable simplicity and an unmistakable, near-perfect, up-down symmetry.
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1. INTRODUCTION

The rapid growth of cellular networks and the anticipation of ever increasing demand for higher data rates have expanded the scope of wireless research from single user, and single cell, and single antenna systems to multiuser multicellular systems employing multiple antennas. A traditional way of handling the multiantenna, multiuser, and multicellular system has been to reduce it to a single antenna, single user, and single cell system by orthogonally splitting the channel among the users in time/frequency/code/space, employing the base station antennas for sectoring/beamforming, and treating cochannel interference from other cells as noise. Moreover, since early wireless networks have been designed primarily for voice traffic, rate adaptation was not considered. This constrained approach may be simpler, but quite often it leads to suboptimal strategies. In order to estimate the absolute performance limits of these multidimensional systems, we need to explicitly account for the presence of multiple users, multiple antennas, and multiple cells on both the uplink and the downlink.

In this paper, where wireless data communication is
highlighted, the focus is on finding the best transmit strategy. Due to the presence of a multiplicity of contending users, the best transmit strategy is not as straightforward as for a single-user system. Assigning limited communication resources to effect the best transmit strategy is particularly relevant for handling delay tolerant data traffic since helping some users typically amounts to slowing others. The best strategy, of course, depends on the priorities assigned to each user. Given the prioritization, say, for example, first-come-first-served (FCFS), we find here the optimum communication means under different criteria.

Although we will proceed with the FCFS prioritization in our presentation, our results hold for other means of prioritizing such as last-come-first-served, random ordering, or any scheme that predetermines an ordering among users.

We consider both the uplink and the downlink of a multiuser multicellular system using multiple antennas at both ends. We consider a system that evolves in time with new users entering the system and old users leaving the system. Using FCFS, our objective is to provide the best service possible to the new users as they enter the system, without penalizing the users already in the system. Thus each user in the system has a higher priority than the users that come after him. Subsequent users are served under the requirement that the previous ones are not affected: interference-wise, new users must be invisible to exiting users. Since for both the uplink and the downlink only earlier entrants interfere while later entrants are invisible, the network is dubbed PhantomNet. The strategies that affect this invisibility will be seen to be successive decoding (SD) for the uplink (a form of multiuser detection) and dirty paper (DP) coding for the downlink. In our network context, these strategies are particularly interesting both because of their simplicity as well as the unmistakable symmetry evident between uplink-downlink operation. Just how resources like base stations, bandwidth, spatial modes, and power are used is not preordained. Rather, under the FCFS regime, the network can self-organize the deployment of these communication resources.

The FCFS model assigns lower priority to new users. However, as previous users complete their transmission, the user moves up on the priority scale. So users that stay in the system longer tend to experience a better average service. In other words, shorter messages experience a lower average rate, while longer messages experience a higher average rate. It is therefore reasonable to expect that the FCFS scheduling algorithm would make the time required to transmit different users’ messages more equal.\footnote{If one chooses instead a last-come-first-served model, short messages would see higher average rates, and long messages would see lower average rates. Thus last-come-first-served scheduling would make the time required to transmit different users’ messages more disparate. The average number of simultaneously active users would reflect the average interference seen by the users. Overall, the choice of the scheduling algorithm for a system will depend on such criteria.}

Our scope here is limited to the presentation of theoretical findings. These findings provide a tractable framework in which performance of multicellular, multiuser, and multiantenna wireless networks can be numerically evaluated through simulation. Information theoretic optimization is at the core of our approach. Simulation results with DP coding presented in [1] complement this work.

2. SYSTEM MODEL

Although we are ultimately interested in a multicellular system, for simplicity, we start with a single base station. Multiple base stations will be addressed in Section 7.

2.1. Uplink

The uplink is characterized by the following equation:

$$Y = \sum_{i=1}^{K} H_i X_i + N,$$

where $Y$ is the received vector at the base station, $K$ is the number of users currently active in the system, $H_i$ is the flat-fading matrix channel of user $i$, and $N$ is the additive white Gaussian noise (AWGN) vector at the base station.

Without loss of generality, we assume that the users are indexed by the order in which they arrive. So user 1 is the first user in the system, while user $K$ is the last user to join the system. The users are subject to transmit power constraints given by

$$\text{trace} \left[ E[X_iX_i^\dagger] \right] \leq P_i, \quad 1 \leq i \leq K.$$

Note that there is no data coordination between users, so the $X_i$ are independent.

2.2. Downlink

Finding the optimal transmit strategy for the downlink with multiple antennas is a hard problem. This is because the multiple antenna downlink channel is a nondegraded broadcast channel and its capacity region is a long standing unsolved problem in information theory [2]. The optimal coding strategy for the multiple antenna downlink is therefore unknown. The special cases of the AWGN broadcast channel where the optimal coding strategy is known include the degraded broadcast channel (single transmit antenna at the BS), and the recently solved sum rate capacity of multiple user vector broadcast channel with multiple transmit antennas at the BS and at each of the mobiles [3, 4, 5, 6, 7]. While SD achieves capacity in the first case, DP coding based on the results of [8] achieves capacity in the latter. DP coding can also be shown to achieve capacity for the degraded AWGN broadcast channel. Note that for all these cases where the capacity is known, it is achieved with SD or DP coding and with Gaussian codebooks. For this reason, in this paper, we will restrict our downlink transmit strategies to these

$$\text{trace} \left[ E[X_iX_i^\dagger] \right] \leq P_i, \quad 1 \leq i \leq K.$$
two coding schemes and we will assume that Gaussian codebooks are used. These assumptions may not be restrictive at all in case the conjectures about the optimality of Gaussian codebooks on the downlink can be established [9, 10]. Thus, our downlink model is given by the following equation:

\[ Y_i = H_i \sum_{j=1}^{K} X_j + N_i, \quad (3) \]

where \( Y_i, X_i, H_i, \) and \( N_i \) are the output vector, the input vector, the channel matrix, and the AWGN vector for user \( i \). For both SD and DP coding strategies, the input vectors corresponding to different users are independent. As in the uplink model described earlier, the downlink model also assumes that the users are indexed by the order in which they arrive. Further, the power in each user’s input vector is given by

\[ \text{trace} \left[ E[X_iX_i^\dagger] \right] \leq P_i, \quad 1 \leq i \leq K. \quad (4) \]

We would also like to point out that a “ranked known interference” scheme based on the results of [3] was used in [11] to minimize the delay in a multiuser multicellular system with multiple antennas at the base station and a single receive antenna at each mobile. While the scheme itself is suboptimal and limited in scope to a single receive antenna at each mobile, it is another example of a simple way to perform resource allocation on the downlink. The results of [11] are interesting and complement this work.

Unlike the uplink where users have individual power constraints, on the downlink, it is possible to redistribute transmit powers across users without changing the total transmitted power from the base station. Thus the downlink is typically characterized by a sum power constraint.

For both the uplink and the downlink, the channel is assumed to experience slow and flat fading. Note that, with a sufficiently refined partition of the frequency band, a frequency-selective fading channel can be viewed as a number of parallel spectrally disjoint noninterfering essentially flat subchannels. It follows that, for any desired accuracy, the resulting channel matrix is equivalent to a block-diagonal flat-fading channel matrix. Hence the flat channel analysis presented here extends to frequency-selective fading in a straightforward manner. We assume that the channel matrices are perfectly known to the BS. The users are assumed to know their own channel and the spatial covariance structure of the sum of the noise and the relevant interference seen at the receiver.

Lastly, since the notion of substreams comes up in later sections, we elaborate what we mean by it. Note that a user’s input vector \( X_i \) may further be composed of several independent vectors \( X_{i1}, X_{i2}, \ldots \). This amounts to splitting the total rate for that user among several substreams. For a single user, it can be shown that rate splitting does not decrease capacity. For a single-antenna multiple access AWGN channel, rate splitting allows all points in the capacity region to be achieved without time-sharing [12]. For our purpose, splitting a users’ power into substreams allows the substreams from different users to be interleaved in any manner with respect to the encoding/decoding order.

3. PROBLEM DEFINITION

Based on the FCFS model, our primary objective is to accommodate new users only to the extent that the users that are already active in the system are not affected. While this constitutes the general idea, to be precise, we need to distinguish between the following two cases.

Existing users are unaffected (preserving rates)

This would mean that the existing users continue to have the same rates as before. However, this leaves open the possibility that the existing users may adjust their transmit strategy on the uplink or their receive strategy on the downlink in some way to accommodate the new user. For example, on the downlink, it is conceivable that if superposition coding was used, then the existing users may need to decode and subtract out the new users signal before detecting their own signal. If this allows the existing users to achieve the same rates as before, we say that the existing users are not affected, or the rates are preserved.

Existing users are strictly unaffected (making the accommodation of new users invisible)

We could be more strict in our problem statement. We could demand that the new users be accommodated in such a way that not only do the existing users continue to achieve the same rates as before but also they are completely oblivious to the presence of new users. That is, the existing users’ transmitters/receivers on the uplink/downlink continue to process the input data stream/received signal exactly as before to generate the transmitted signal/output data stream. Thus the only changes needed to accommodate the new user are made at the base stations. To distinguish this case from the previous one, we say that the existing users are strictly unaffected, or the new users are invisible.

Within each of the cases mentioned above, there are several, more or less equally significant, problems that one can pose. We list these problems in Sections 3.1 and 3.2 for the uplink and the downlink, respectively. We will see later that all the uplink problems really amount to the same problem—basically the same solution procedure covers all of the uplink variations. Among the downlink problems, we will encounter some substantive differences.

3.1. Uplink

On the uplink, the user’s transmit power is the limiting factor. So, for the uplink, the first set of problems UP1a and UP1b (uplink problems 1a and 1b) that we wish to solve are as follows.

UP1a (preserving rates). Allocate the maximum possible rate to user \( K \) (new user) with transmit power \( P_K \) such
that the existing users’ rates are not affected. Note that this allows the existing users to modify their transmit strategy to accommodate the new user so long as their rates are unaffected.

**UP1b** (making the new user invisible). Allocate the maximum possible rate to user \( K \) (new user) with transmit power \( P_K \) such that the existing users are strictly unaffected. Note that now, we require that the new user be invisible to the existing users, that is, the existing users must not modify their transmit strategy or their rates. Thus, the existing users are, in effect, oblivious to the presence of the new user.

We also briefly address the alternate problem where users have certain rate requirements and wish to achieve those rates with the minimum possible transmit power as follows.

**UP2a** (preserving powers). Determine the minimum possible transmit power for a new user \( K \) with rate requirement \( R_K \) such that the existing users’ transmit powers are not affected.

**UP2b** (making the new user invisible). Determine the minimum possible transmit power for a new user \( K \) with rate requirement \( R_K \) such that the existing users are strictly unaffected.

### 3.2. Downlink

On the downlink, each base station distributes the total transmit power among the users it serves. Thus, unlike the uplink where each user has an individual power constraint, the downlink is characterized by a sum power constraint instead. The coding schemes we consider for the downlink are SD and DP. A brief description of these schemes is presented later. In particular, we wish to determine the following.

**DP1.** Is DP or SD a better scheme for the downlink in general?

For FCFS scheduling, the corresponding problems on the downlink would be as follows.

**DP2a** (preserving rates). Determine the maximum possible rate for user \( K \) subject to a total transmit power \( P_1 + P_2 + \cdots + P_K \) such that existing users’ rates are not affected.

**DP2b** (making the new user invisible). Determine the maximum possible rate for a user \( K \) subject to a total transmit power \( P_1 + P_2 + \cdots + P_K \) such that existing users are strictly not affected.

Note that in problems DP2a and DP2b, the BS adds a power \( P_K \) to the total power to accommodate a new user (user \( K \)) into the system. The powers \( P_1, P_2, \ldots, P_K \) determine how the rates are allocated to the users and need not be the actual transmitted powers in each user’s input signal.

Note that as the channel changes, the users’ rates/powers may change. So for each channel realization, we solve the FCFS scheduling problems listed above. The assumption that the channel varies slowly is important in this respect.

---

### 4. MIMO CAPACITY REVIEW

Before proceeding with the solutions to the problem defined in Section 3, we briefly visit the MIMO capacity expression. Consider the MIMO channel

\[
Y = HX + \sum_{i=1}^{I} H_i X_i + N.
\]  

(5)

Here, \( X \) is the desired signal and \( X_1, X_2, \ldots, X_I \) represent \( I \) independent interference signals. All input signals are assumed to be Gaussian with input covariance matrices \( Q, Q_1^*, Q_2^*, \ldots, Q_I^* \), respectively. Recall that the input covariance matrices identify the optimal spatial eigenmodes and the optimal power allocation across those eigenmodes. The input covariance matrices of the interfering signals \( Q_i^* \) are already fixed. We are interested in the optimal input covariance matrix \( Q^* \) for the desired signal \( X \) subject to total power constraint \( \text{trace}(Q) \leq P \). The \( H \) matrices represent the channels.

The noise is assumed to be AWGN with covariance matrix normalized to identity. Note that this could apply to either the downlink or the uplink.

Since the interference is independent of the signal, the capacity of this channel is

\[
C = \max_Q I(X; Y) = \max_Q h(Y) - h(Y | X)
\]

\[
= \max_Q h(HX + \sum_{i=1}^{I} H_i X_i + N) - h(HX + \sum_{i=1}^{I} H_i X_i + N | X)
\]

\[
= \max_Q h(HX + \sum_{i=1}^{I} H_i X_i + N) - h(\sum_{i=1}^{I} H_i X_i + N)
\]

\[
= \max_Q \log \left| I + HQ^† + \sum_{i=1}^{I} H_i Q_i^* H_i^† \right| - \log \left| I + \sum_{i=1}^{I} H_i Q_i^* H_i^† \right|
\]

\[
= \max_Q \log \left| I + \left( I + \sum_{i=1}^{I} H_i Q_i^* H_i^† \right)^{-1} HQ^† \right|.
\]  

(6)

Thus the capacity of this channel can be expressed as \( C = \log |I + (I + \sum_{i=1}^{I} H_i Q_i^* H_i^†)^{-1} HQ^†| \). The optimal \( Q^* \) is determined as follows.

Since \( \log |I + AB| = \log |I + BA| \), we can also express the capacity as

\[
C = \max_Q \log \left| I + \left( I + \sum_{i=1}^{I} H_i Q_i^* H_i^† \right)^{-1/2} \times HQ^† \left( I + \sum_{i=1}^{I} H_i Q_i^* H_i^† \right)^{-1/2} \right|
\]  

(7)

\[
= \max_Q \log \left| I + HQH^† \right|,
\]  

(8)
where
\[
H = \left( I + \sum_{i=1}^{I} H_i Q_i^* H_i^\dagger \right)^{-1/2} H. \tag{9}
\]

But (8) is the familiar MIMO capacity expression for a single user with channel \(H\) in the presence of AWGN and without interference. The optimal input covariance matrix \(Q^*\) is obtained by the well-known waterfilling algorithm over the eigenmodes of \(H\) [13].

Thus, in summary, the capacity for the channel (5) is given by
\[
C = \log \left| I + \left( I + \sum_{i=1}^{I} H_i Q_i^* H_i^\dagger \right)^{-1} H Q^* H^\dagger \right|, \tag{10}
\]

where \(Q^*\) is the optimal input covariance matrix obtained by waterfilling over the effective channel (9). Similar expressions appear quite frequently in later sections. To avoid repetition, instances of the same expressions presented later may be less descriptive. We advise the reader to refer back to this section and the references for details.

5. UPLINK SOLUTION

The uplink presents a relatively simple problem since the capacity region and the optimal coding strategy are known even with multiple antennas at the BS and the mobiles [14]. The desired solution is easily seen to be the well-recognized points on the capacity region corresponding to SD of users in a particular order. However, for the sake of completeness, and to strike a parallel with the downlink solutions presented later, we provide the solution and a self-contained proof as follows.

The solution to the first uplink problem UP1a (preserving rates) is given by the following theorem.

Theorem 1. The optimal set of rates \(R_i^*\) on the uplink is
\[
R_i^* = \log \left| I + \left( I + \sum_{j=1}^{j-1} H_j Q_j^* H_j^\dagger \right)^{-1} H_i Q_i^* H_i^\dagger \right|, \tag{11}
\]

where \(Q_i^*\) is the optimal input covariance matrix obtained by waterfilling over the eigenmodes of the effective channel matrix \(I + \sum_{j=1}^{I-1} H_j Q_j^* H_j^\dagger \)^{-1/2} subject to the power constraint trace\((Q_i) = P_i\).

In other words, an optimal strategy for the uplink is to use SD (multiuser detection with successive interference cancellation) at the base station in the inverse order of the user’s indices. The new user gets decoded first and his signal is subtracted out so that the existing users do not see him as interference. The highest rate that the new user can support without affecting existing users is simply given by the single-user waterfilling solution treating the existing users’ signal as colored Gaussian noise.

Proof. We start with user 1. Ignoring the rest of the users, the highest rate he can support with power \(P_1\) is
\[
R_1^* = \max_{p_1(\cdot)} I(X_1; H_1 X_1 + N), \tag{12}
\]
where the maximization is over all distributions \(p_1(X_1)\) that satisfy the power constraint (2). The optimal \(p_1^* (\cdot)\) is the well known zero-mean vector Gaussian distribution with covariance matrix \(Q_1^*\) determined by waterfilling over the eigenmodes of \(H_1\). Let \(X_1^* \sim p_1^*\). Note that the users’ channels \(H_i\) are known and therefore \(H_i\) is not a random variable in (12).

Now for the user 2, ignoring all but the user 1, from the multiple access capacity region, we have
\[
R_1 + R_2 \leq \max_{p_1(\cdot),p_2(\cdot)} I(X_1, X_2; H_1 X_1 + H_2 X_2 + N). \tag{13}
\]

But \(R_1\) and \(P_1\) are already determined by the user 1. So we have
\[
R_2^* = \max_{p_1(\cdot)} I(X_1^*, X_2; H_1 X_1^* + H_2 X_2 + N) - R_1^*, \tag{14}
\]
\[
R_2^* = \max_{p_1(\cdot)} I(X_1^*, X_2; H_1 X_1^* + H_2 X_2 + N) - I(X_1^*; H_1 X_1^* + N), \tag{15}
\]
\[
R_2^* = \max_{p_1(\cdot)} I(X_2; H_1 X_1^* + H_2 X_2 + N) + I(X_1^*; H_1 X_1^* + H_2 X_2 + N|X_2) - I(X_1^*; H_1 X_1^* + N), \tag{16}
\]
\[
R_2^* = \max_{p_1(\cdot)} I(X_2; H_1 X_1^* + H_2 X_2 + N) + I(X_1^*; H_1 X_1^* + N) - I(X_1^*; H_1 X_1^* + H_2 X_2 + N), \tag{17}
\]
\[
R_2^* = \max_{p_1(\cdot)} I(X_2; H_1 X_1^* + H_2 X_2 + N), \tag{18}
\]

where (16) follows from the chain rule of mutual information and (17) follows from the independence of \(X_1^*\) and \(X_2\). Note that this corresponds to decoding user 2 while treating user 1 as noise. Thus, at the base station, user 2 is decoded first and his signal is subtracted to obtain a clean channel for user 1. The optimal input distribution for user 2 is the waterfilling distribution over the eigenmodes of \(I + H_1 Q_1^* H_1^\dagger \)^{-1/2}.

Proceeding in this fashion, we obtain the result of Theorem 1.

It is interesting to note the simplicity of the solution. Note that the SD scheme requires only the BS to make some changes in the way it decodes the received signal. Specifically, the BS needs to decode the new user and subtract his signal before proceeding to decode the existing users’ signals. However, the existing users themselves do not need to do anything different because of the new user. Thus the new user is completely invisible to existing users. Thus, we conclude that on the uplink, an optimal strategy that leaves the existing users’ rates unaffected also leaves the existing users unaffected. In particular an optimal solution to UP1a (preserving rates) is also the optimal solution to UP1b (making the new user invisible).
The second pair of uplink problems UP2a (preserving powers, while using minimum additional power to meet a new user’s rate) and UP2b (making the new user invisible, while meeting his rate with minimum additional power) are also very similar to UP1a and UP1b. Clearly for the user 1, the required transmit power is the one that achieves a capacity equal to his required rate \( R_1 \) with optimal waterfilling over his channel. In order for user 1’s transmit power to be unaffected by user 2, the BS must decode user 2 before user 1. This also ensures that user 1 is not affected by user 2. Therefore, user 2 must see user 1 as noise. The required transmit power for user 2 is the one that achieves a capacity equal to his required rate \( R_2 \) with optimal waterfilling over his channel in the presence of colored noise due to the interference from user 1’s signal. Thus, except that we know the rates and we need to solve for the transmit powers, the solution is the same as given by Theorem 1. Again UP2a and UP2b have the same solution.

6. DOWNLINK

6.1. Successive decoding and dirty paper

We begin this section with a brief summary of the key features of the SD and DP schemes. The details can be found in references.

SD is the well-known strategy, where several substreams are encoded directly on the channel input alphabet and independent of each other. Figure 1 shows an SD encoder. If a user has access to all codebooks, then he can decode any substream that is encoded at a rate lower than the capacity of his channel for that substream’s input covariance matrix and treat other simultaneously transmitted codewords as noise. This allows him to reconstruct the transmitted codeword for the decoded substream and subtract its effect from the received signal, thus obtaining a cleaner channel for detecting other substreams.

With this strategy, a user may need to decode several codewords carrying other users’ data and subtract their effect before he achieves a channel good enough to decode the codeword carrying his own data. Notice from Figure 1 that each encoder operates independent of all the other encoders.

Now, without loss of generality, we can assume that the substreams are encoded in some order, one after the other. This means that while choosing the codeword \( C^n_i \) for the \( i \)th substream, the transmitter has precise, noncausal information about the interference caused by all the \( i - 1 \) substreams that have already been encoded. This brings us into the realm of DP coding. Figure 2 shows a DP encoder. Notice that unlike the SD scheme illustrated in Figure 1, where each encoder operates independent of the rest, in the DP scheme, there is a definite order such that the output of each encoder depends not only on the input substream data but also on the outputs of the encoders before it. This is possible because the encoders are collocated at the base station which allows them to cooperate perfectly.

![Figure 1: Encoding of \( L \) substreams in a successive decoding scheme.](image1)

![Figure 2: Encoding of \( L \) substreams in a dirty paper scheme.](image2)

The most powerful aspect of the DP scheme comes from the interesting work of Costa [8]. This paper presented the following result.

**Costa’s dirty paper result**

Consider the scalar channel

\[
Y_i = X_i + S_i + N_i, \tag{19}
\]

where at each instant \( i \in \mathbb{Z}^+ \), \( Y_i \) is the output symbol, \( N_i \) is AWGN with power \( P_N \), \( X_i \) is the input symbol constrained so that \( E[X_i^2] \leq P_X \), and \( S_i \) is the interference symbol generated according to a Gaussian distribution. Now suppose the entire realization of the interference sequence \( S_1, S_2, \ldots \) is known to the transmitter noncausally, that is, before the beginning of the transmission. This information is not available at the receiver. Then the capacity of the channel is given by

\[
C = \log \left( 1 + \frac{P_X}{P_N} \right), \tag{20}
\]

irrespective of the power in the interference signal. In other words, if the interference is known to the transmitter beforehand, the capacity is the same as if the interference was not present. The capacity-achieving input distribution is \( X \sim \mathcal{N}(0, P_X) \). Further, the channel input \( X \) and the interference \( S \) are independent.

Costa’s result assumed a Gaussian distribution for the interference. The coding scheme described in [8] requires a
knowledge of the distribution of the interference for designing the codebooks. Thus, if the statistics of the interference changed from one codeword to another, the receiver would have to be informed and it would have to switch to a different codebook. Thus, with Costa’s scheme, even though the capacity of a channel with interference known only to the transmitter would be the same as without it, the receiver would have to be informed about any change in the interference statistics so it can use the correct codebook.

Recent work by Erez et al. [15] showed that lattice strategies can be used to extend the Costa’s result to arbitrarily varying interference. Their scheme is able to handle arbitrarily varying interference by communicating modulo a fundamental lattice cell and using dithering techniques. It is this lattice strategy that we imply by the term DP coding in this paper. For a detailed exposition of the scheme and the required background, see [15, 16, 17, 18].

Although Costa’s work in [8] and the recent work of Erez et al. in [15] assume a scalar channel, the extension to the complex matrix channel is straightforward. A MIMO system with the channel matrix $H$ known to both the transmitter and the receiver can be transformed into several parallel non-interfering scalar channels by a singular value decomposition [19] of the channel. Thus, it is easily verified that Costa’s result carries through to the MIMO system with arbitrary interference and we have the following.

**Extension to complex MIMO systems with arbitrarily varying interference**

Consider the MIMO channel

$$Y_i = HX_i + S_i + N_i,$$

where $H$ is the channel matrix known to both the transmitter and the receiver and at each instant $i \in \mathbb{Z}^+$, $Y_i$ is the output vector, $N_i$ is AWGN vector with covariance matrix $Q_N$, $X_i$ is the input vector constrained so that $Q_X = \text{trace}(E[X_iX_i^\dagger]) \leq P_X$, and $S_i$ is an arbitrarily varying interference vector. All symbols are complex. Now suppose the entire realization of the interference sequence $S_1, S_2, \ldots$ is known to the transmitter non-causally. Then the capacity of the channel is given by

$$C = \max_{Q_X: \text{trace}(Q_X) \leq P_X} \log \frac{\text{trace}(H^*H + Q_N)}{|Q_N|},$$

irrespective of the power in the interference signal. In other words, if the interference is known to the transmitter beforehand, the capacity is the same as if the interference was not present. It is worth mentioning that this does assume that both the transmitter and receiver have access to a common source of randomness to allow the dithering operation. The capacity-achieving input distribution is $X \sim \mathcal{N}(0, Q_X)$. Further, the channel input $X$ and the interference $S$ are independent.

Unlike Costa’s scheme, the DP scheme works for arbitrarily varying interference. Therefore, no knowledge of interference statistics is required at the receiver. Thus, even if the interference statistics change from one codeword to another, the receiver continues to operate exactly the same way. This property in particular is crucial for our FCFS scheduling problem.

An important feature of the DP scheme is that the capacity-achieving codes are not the channel input symbols $E^u_i$ but the functions used to map the data and the transmitter side information to the channel input alphabet. Since the coding is not performed on the channel input alphabet itself, even if one decodes the data carried by a substream, it is not possible to subtract the effect of the transmitted symbols of the substream and obtain a cleaner channel. For example, refer to Figure 2. Decoding the $r$th substream does not allow a user to reconstruct the transmitted symbols $E^u_r$ and therefore the user cannot subtract out $E^u_r$ to obtain a cleaner channel.

In Figure 2, before encoding substream $i$, the transmitter knows the interference from substreams $1, 2, \ldots, i−1$. Thus the capacity achieved by substream $i$ is the same as if substreams $1, 2, \ldots, i−1$ were not present. The interference from substreams $i + 1, i + 2, \ldots, L$ is not known and so it must be treated as noise.

To highlight the distinction between SD and DP, consider the following example of a broadcast system with two encoded substreams: substream 1 and substream 2. With SD, especially on a nondegraded broadcast channel, it is possible that one user can decode and cancel substream 2 before decoding substream 1, and at the same time another user with a different channel can decode and cancel substream 1 before decoding substream 2. Thus the decoding order may vary from user to user. On the other hand, with DP, there is a fixed encoding order such that the substreams encoded later achieve the same capacity as if the substreams encoded before them were not present. Moreover, the substreams encoded earlier can achieve a capacity no higher than that achievable by treating all substreams encoded after them as noise. In a nutshell, in SD, the encoding order is irrelevant and the optimal decoding order may vary from one user to another. In DP, there is no notion of decoding order. Instead, there is only one encoding order, where each substream has a unique position relative to every other substream. For each receiver, this unique order decides which substreams have to be treated as noise and which substreams do not impact the capacity of its own substream.

### 6.2. Solution to DP1 (DP versus SD)

The first problem we address on the downlink is to determine whether SD or DP is a better scheme in general. Before stating the solution, we see why it is not trivial. Consider two substreams intended for two different users. With DP, one of the users (the one encoded second) can achieve the same capacity as if the other user was not present. However, the other user (who was encoded first) must treat this user as noise and his capacity is reduced. With SD on the other hand, depending on the users’ channels and the input covariance matrices, several situations are possible. It could be that the channels are such that each user can decode the other user’s substream and subtract it before decoding his own substream. This seems to be better than DP. However, it
could also happen that the channels are such that neither user can decode the other user’s substream. In that case, SD would be worse than DP. Since it is the downlink, one can also optimize the transmit power across users while keeping the same total transmit power. Further, the rate regions may not be convex. In such a case, we can make the rate region convex by including rate vectors achievable with time-sharing. With all these possibilities, the question as to whether SD or DP is the better strategy on the downlink does not seem to have an obvious answer.

With the following theorem, we show that DP is the better downlink strategy in general.

Theorem 2. Subject to a sum power constraint, the set of rate vectors achievable with SD and time-sharing is also achievable with DP and time-sharing.

In other words, the convex hull of the achievable rate region with SD is completely contained within the convex hull of the achievable rate region with DP.

Proof. We prove this by showing that the boundary of the achievable rate region with SD and time division is contained within the boundary of the achievable rate region with DP and time-sharing. Note that in either scheme, the points in the interior can always be attained by throwing away some codewords.

The boundary points of the rate region are obtained by maximizing

$$\sum_{i=1}^{K} \mu_i R_i$$

for all $\mu$ such that $\mu \geq 0$ and $\sum_{i=1}^{K} \mu_i = 1$.

Let $R_{SD}$ and $R_{DP}$ denote the sets of rate vectors achievable with SD and DP, respectively. Note that in order to prove the result of Theorem 2, it suffices to prove that for all $\mu$,

$$\max_{R \in R_{SD}} \sum_{i=1}^{K} \mu_i R_i \geq \max_{R \in R_{DP}} \sum_{i=1}^{K} \mu_i R_i.$$  (24)

In order to prove (24), we assume without loss of generality that the users’ priorities are arranged as $\mu_1 \geq \mu_2 \geq \cdots \geq \mu_K$. We start with the SD scheme and show that DP can achieve at least the same value of $\sum_{i=1}^{K} \mu_i R_i$. Let $\tilde{R}_{SD}$ be the rate vector that maximizes $\sum_{i=1}^{K} \mu_i \tilde{R}_i$ with SD. Without loss of generality, we can assume that $\tilde{R}_{SD}$ does not use time-sharing. This is because simple linear programming tells us that a rate vector corresponding to time-sharing between several different rate vectors is a convex combination of those rate vectors and therefore cannot achieve a higher value of $\sum_{i=1}^{K} \mu_i \tilde{R}_{SD}$ than the best of those rate vectors.

Let the total number of substreams being transmitted be $L$. Further, and again without loss of generality, we label the substreams from 1 to $L$ such that if $i < j$ and substream $i$ carries data for user $u(i)$ and substream $j$ carries data for user $u(j)$, then $\mu_{u(i)} \geq \mu_{u(j)}$. That is, the substreams are arranged in decreasing order of the priority of the user whose data they are carrying. For multiple substreams carrying the same user’s data, we label them in the order in which they are decoded by that user.

Now note that no user can decode a substream carrying data for a user with a lower priority. This is easily proved by contradiction as follows. Suppose that user A can decode a substream that carries user B’s data at a rate $r$. Now if user A has a higher priority than user B, that is, if $\mu_A > \mu_B$, then we can increase $\mu \cdot \tilde{R}_{SD}$ by simply having the substream carry user A’s data instead of user B’s data at the same rate, $r$ so that,

$$\mu \cdot \tilde{R}(\text{new}) = \mu \cdot \tilde{R}_{SD} - \mu_B r + \mu_A r > \mu \cdot \tilde{R}_{SD}. \quad (25)$$

But this is a contradiction since we assumed that the rate vector $\tilde{R}_{SD}$ maximizes $\mu \cdot \tilde{R}$ over all rate vectors $R$ achievable with SD and without time-sharing.

In light of this observation, it is clear that while decoding substream 1, the intended user must treat substreams 1 to $L$ as noise. The substreams 1 to $L$ may or may not be treated as noise depending upon whether it is possible to decode and subtract those substreams or not. So with SD, the rate achieved on the $l$th substream is no greater (could be smaller) than $r_l$, where $r_l$ is the achievable rate when the substreams 1 to $L$ are treated as noise while substreams 1 to $L$ are not present. Next, we show that DP can achieve $r_l$ on each of these substreams.

Suppose we use DP to encode the $L$ substreams in the order in which they are labeled. Then the $l$th substream sees substreams 1 to $L$ as noise since these substreams are encoded after substream $l$ and therefore the interference caused by them is not known. However, since substreams 1 to $L$ have already been encoded, they present known interference to substream $l$ and therefore do not affect the data rate that substream $l$ is capable of supporting. Thus DP allows substream $l$ a rate $r_l$ that is at least as large as the maximum allowed rate for that substream in the optimum SD rate vector that maximizes $\mu \cdot \tilde{R}$. This proves (24) and completes the proof of Theorem 2.

We can also easily extend this theorem to show that the achievable rate region of the pure DP scheme includes the achievable rate region of not only the pure SD scheme but also any hybrid scheme where some users use SD while others use DP. Lastly, we need time-sharing for this result because the achievable rate region for SD and DP without time-sharing may not be convex.

6.3. Downlink solutions for DP2a (preserving rates) and DP2b (making the accommodation of new users invisible)

In DP2a, we are only requiring rate conservation in dealing with the $K$th user. This leaves open the possibility that, in meeting the earlier rates, if the earlier users are handled in a different way than before, we can actually achieve a strictly
greater rate for the $K$th user. Indeed, in some instances, a greater rate is possible. This DP2a problem is exceptional in that we encounter the most difficult of the optimization problems in this paper and a solution is only presented for a special case. In the general case, based on the conjecture in [9], a solution can, in theory, be obtained by solving a number of convex programming problems to obtain the achievable rate region with DP coding [20]. However, the complexity of this is exponential in the number of users.

In problem DP2b, we insist that earlier users be treated exactly as before. Later users must be invisible (phantoms) to earlier ones. It turns out that, with this added constraint, we can obtain a complete solution. Moreover, as we will see in Section 7, a solution is possible for the full multiple base station setup.

6.3.1. Solution to DP2a (preserving rates)

Next, we address the problem of assigning the maximum rate to new user $K$ subject to total power $P_1 + P_2 + \cdots + P_K$ such that the existing users’ rates are not affected. So we wish to allocate the maximum possible rates to each user such that

(i) user 1 gets $R_1^*$, the maximum rate possible with power $P_1$ as if no other user was present,

(ii) user 2 gets $R_2^*$, the maximum rate possible with total power $P_1 + P_2$ such that user 1 still gets $R_1^*$ and as if users $3, \ldots, K$ were not present,

(iii) user $K$ gets $R_K^*$, the maximum rate possible with total power $P_1 + P_2 + \cdots + P_K$ such that users 1 through $K - 1$ still get rates $R_1^*$ through $R_{K-1}^*$.

While the overall optimization seems hard for the general multiple antenna broadcast system, limiting the number of transmit antennas at the base station to one does lead to a simple solution. A single transmit antenna at the base station makes the channel degraded and the optimality of Gaussian inputs is established from Bergman’s proof in [21]. Note that although Bergman’s proof is for scalar broadcast channels, that is, broadcast channels with a single transmit antenna at the base station and a single receive antenna at each user, the vector broadcast channel with a single antenna at the base station and multiple receive antennas at each user is easily seen to be equivalent to the scalar broadcast channel [22]. Thus, in this case, the capacity region is well known and we do not need the conjecture of [9]. Next, we present this solution to gain some insight.

With a single transmit antenna at the base station, the downlink is a degraded broadcast channel. Even with multiple receive antennas, each user can perform spatial matched filtering to yield a scalar AWGN channel for himself [22]. For this channel, the broadcast capacity is well known and either SD or DP can be used to achieve any point in the capacity region. In particular, all the rate points can be achieved with SD/DP with the same encoding/decoding order [23]. The user with the weakest channel is decoded/encoded first so that he sees everyone else as noise. The decoding/encoding proceeds in the order of the users’ channel strengths so that weaker users who cannot decode the stronger users are forced to treat their signal as noise while the stronger users can decode the weaker users’ data, and are therefore unaffected by the presence of weaker users. Thus, in this case, the encoding/decoding order is decided by the users’ channels and not by the order of users’ arrivals or their relative priorities.

For each channel state, we calculate the optimal rates and powers in an iterative fashion as follows. We start with only user 1 in the system with total power $P_1$ and find $R_1^*$. Then we incrementally add users to the system, in the order $2, 3, \ldots, K$, each time finding the optimal rates for the set of users in the system with total power given by the sums of the powers of those users. The $i$th user is added as follows.

1. Arrange the users in the order of their channel strengths.
2. The users with a stronger channel than user $i$ are not affected. That is, they continue to use the same power and rates as before.
3. The users with a weaker channel than user $i$ have to treat user $i$ as noise. So the additional power $P_i$ available to the system is distributed among user $i$ and the weaker users so that the weaker users can sustain the same rates as before.

The optimal distribution of the additional power among the new user and the weaker users requires only a one-dimensional optimization and is easily obtained. Proceeding in this fashion, after the $K$th user has been added, we obtain the optimal rate and power allocation for all the users in the system. Note that this is the optimal allocation because the rate vector obtained in this fashion lies on the boundary of the capacity region.

While this solution does not affect the existing users’ rates, it does affect the existing users in that they may have to decode the new user before decoding their own signals if SD is used. If DP is used, then the existing users may have to see the new user as spatially colored noise. They are still able to achieve the same rates as before because they have a higher power. Thus, the solution does not allow the existing users to continue operating as before.

Next, we present a solution that gives the new user $K$ the maximum rate possible with total transmit power $P_1 + P_2 + \cdots + P_K$ without affecting existing users.

6.3.2. Solution to DP2b (making the accommodation of new users invisible)

Theorem 3. The optimal set of rates $R_i^*$ on the downlink such that existing users are oblivious to the presence of the new users is given by

$$R_i^* = \log \left| I + \left( I + \sum_{j=1}^{i-1} H_j Q_j^* H_j^\dagger \right)^{-1} H_i Q_i^* H_i^\dagger \right|,$$

(26)

where $Q_i^*$ is the optimal input covariance matrix obtained by waterfilling over the eigenmodes of the effective channel matrix $(I + \sum_{j=1}^{i-1} H_j Q_j^* H_j^\dagger)^{-1/2} H_i$ subject to the power constraint $\text{trace}(Q_i) = P_i$. 

PhantomNet
In other words, an optimal strategy for the downlink that does not allow new users to affect existing users is to use DP encoding at the base station in the inverse order of the user’s indices. The new user gets encoded first so his signal is a known interference and the existing users’ rates do not get affected. The highest rate that the new user can support without affecting existing users is simply given by the single-user waterfilling solution treating the existing users’ signal as colored Gaussian noise. A simple example to illustrate the optimal downlink scheme is presented after the proof.

**Proof.** DP’s ability to handle arbitrarily varying interference makes it the obvious choice in this case. Using SD would require existing users to decode the new user, thus acknowledging the new user’s presence. However, since DP is able to handle arbitrary interference, it does not matter if the interference known to the $i$th user’s encoder comes from users $i, i + 1, \ldots, K - 1$ or from users $i, i + 1, \ldots, K$. The rate and decoding strategy for user $i$ depend only on the interference from users $1, 2, \ldots, i - 1$ that came before him and whose signals must be treated as noise for user $i$.

Note that time-sharing and rate-splitting are not required. This is easily seen as follows. With only user 1 in the system, time-sharing between different rates at different powers would decrease his overall rate since capacity is strictly concave in transmit power (Jensen’s inequality). Rate splitting is not needed either. Thus user 1 does not use time-sharing when he is the only user in the system. Since user 1 is oblivious to the presence of new users, the BS cannot use time-sharing or split user 1’s data into substreams and rearrange the encoding order of these substreams when new users appear. The same logic applies to all users.

Thus, no time-sharing or rate-splitting is required and the optimal DP vector is the one where users are encoded in the inverse order of their indices. □

To better illustrate the downlink strategy, we present a detailed example for a system with 3 users. The base station follows the following sequence of steps in this order.

1. Determine the rate $R_1^*$ and the input covariance matrix $Q_1^*$ for user 1 according to equation (26). Note that these are simply the single-user capacity of user 1’s channel and the waterfilling distribution that achieves that capacity when no other user is present.

2. Determine the rate $R_2^*$ and the input covariance matrix $Q_2^*$ for user 2 according to equation (26). These are the single-user capacity and the waterfilling distribution that achieves that capacity for user 2’s channel treating the interference from user 1 at the output of user 2’s channel as colored Gaussian noise.

3. Determine the rate $R_3^*$ and the input covariance matrix $Q_3^*$ for user 3 according to equation (26). These are the single-user capacity for user 3’s channel and the waterfilling distribution that achieves that capacity treating the interference from users 1 and 2 as colored Gaussian noise.

4. Encode user 3’s data. That is, generate $C_3^*$. (6) Using the knowledge of the interference caused by $C_3^*$ at the output of user 2’s channel, encode user 2’s data. That is, generate $C_2^*$. Thus, users 2 and 3 present known interference to user 1 and do not affect user 1’s capacity.

Note that in order to determine the users’ optimal rates and input distributions, we need to proceed in the order $1, 2, \ldots, K$. However, after that the actual codes are generated in the order $K, K - 1, \ldots, 1$.

The solution for the downlink is interesting for its simplicity and also for its striking symmetry with the uplink solution.

7. **MULTIPLE BASE STATIONS**

In this section, we incorporate multiple base stations to model a multicell environment. We assume that all the base stations are connected through a high-speed reliable network. It allows perfect coordination and information exchange between base stations. *Cooperation between base stations has also been considered previously for the uplink by Wyner in [24] and for the downlink by Shamai and Zaidel in [25].*

7.1. **Uplink**

On the uplink, the received signal at the $b$th base station is characterized by the following equation:

$$Y^{[b]} = \sum_{i=1}^{K} H_i^{[b]} X_i + N^{[b]},$$  \hspace{1cm} (27)

where $Y^{[b]}$ is the received vector at the $b$th base station, $K$ is the number of users currently active in the system, $H_i^{[b]}$ is the flat-fading $B_b \times U_i$ matrix channel between user $i$ and base station $b$, $B_b$ and $U_i$ are the numbers of antennas at the $b$th base station and the $i$th user, respectively, and $N^{[b]}$ is the AWGN vector at the $b$th base station.

However, since we allow perfect coordination and information exchange between base stations, note that we can treat all the base stations together as one big base station with all the antennas. The equivalent description of the received signal at this base station is given by (1).

$$Y = \sum_{i=1}^{K} H_i X_i + N.$$  \hspace{1cm} (28)

Here $Y$, $H$, and $N$ are obtained by stacking up on top of each other the corresponding $Y^{[b]}$, $H_i^{[b]}$, and $N^{[b]}$ for all the base stations. But this brings us back to the single-cell model. Thus, for the uplink, the optimal solutions for the single cell simply carry through to the multicell environment.

7.2. **Downlink**

We extend the downlink solution to DP2b (existing users oblivious to the presence of new users) with multiple cells.
The downlink with \( B \) base stations is described as

\[
Y_i = \sum_{b=1}^{B} H_i^{[b]} \sum_{j=1}^{K} X_j^{[b]} + N_i, \quad 1 \leq i \leq K, 1 \leq b \leq B,
\]  

(29)

where \( Y_i \) is the output vector, \( X_j^{[b]} \) and \( H_i^{[b]} \) are the input vector and the channel matrix from base station \( b \), and \( N_i \) is the AWGN vector for user \( i \). Further, the additional power for each new user is limited per base station so that

\[
\text{trace} [ E[X_i^{[b]} X_j^{[b]}^H] ] \leq P_i^{[b]}, \quad 1 \leq i \leq K, 1 \leq b \leq B.
\]  

(30)

Note that a system where each user is assigned to only one base station is included as a special case by setting the appropriate power constraints to zero.

Again, since we allow perfect coordination between base stations, we can represent the \( B \) base stations as one big base station. Defining

\[
H_i = \begin{bmatrix} H_i^{[1]} & H_i^{[2]} & \cdots & H_i^{[B]} \end{bmatrix}, \quad 1 \leq i \leq K,
\]  

(31)

and \( X_i \) as the vector obtained by stacking all the \( X_j^{[b]} \) into a single column, we obtain an equivalent representation for the downlink as (3). Now this looks similar to the single-cell downlink model we had earlier. However, note that the components of the input vector \( X_i \) come from different base stations. There is a different input power constraint on each base station. Thus, the solution presented earlier does not apply in the exact same form. However, a natural extension of the single-cell downlink solution to multiple base stations is obtained as follows.

Although rate splitting is not necessary, recall that it does not reduce capacity. We explain the multcell extension of the single-cell downlink solution in terms of rate splitting for clarity. Specifically, we split each user’s rate into \( B \) substreams. The idea is to perform the waterfill in \( B \) stages. At each stage, we waterfill until a base station meets its power constraint. Then we null out the antenna gains from that base station. This gives us \( B \) layers or \( B \) substreams that can be encoded using DP. Consider the \( i \)th user. As shown in Theorem 3, this user sees the interference from users \( 1, 2, \ldots, i - 1 \) as colored noise and is unaffected by the interference from users \( i + 1, i + 2, \ldots, K \). Therefore, the maximum rate he can achieve is given by

\[
R_i^* = \max_{Q_i} \log \left| I + \left( I + \sum_{j=1}^{i-1} H_j Q_j^H H_j^H \right)^{-1} H_i Q_i^H H_i^H \right|,
\]  

(32)

where the maximization is over all input covariance matrices that satisfy the power constraints per base station. We split the user’s rate into \( B \) substreams to be encoded in the order \( B, B-1, \ldots, 1 \) using DP encoding. So the \( B \)th substream sees all the other substreams as noise, while the first substream’s rate is unaffected by substreams \( B, B-1, \ldots, 2 \). Let the rates on these substreams be \( R_i^{[b]} \), and the corresponding input covariance matrices be \( Q_i^{[b]} \). Then we have

\[
R_i^* = R_i^{[1]} + R_i^{[2]} + \cdots + R_i^{[B]},
\]  

(33)

\[
Q_i^* = Q_i^{[1]} + Q_i^{[2]} + \cdots + Q_i^{[B]}.
\]  

The optimal \( Q_i^* \) is obtained as follows.

1. Perform a singular value decomposition of the effective composite channel \( \left( I + \sum_{j=1}^{i-1} H_j Q_j^H H_j^H \right)^{-1/2} H_i \) as

\[
\left( I + \sum_{j=1}^{i-1} H_j Q_j^H H_j^H \right)^{-1/2} H_i = F_i A_i M_i.
\]  

(34)

Start water-pouring over the eigenmodes of this channel. Continue adding power until one of the base stations meets its power constraint for the \( i \)th user \( P_i^{[b]} \). Without loss of generality, we assume base station 1 runs out of power for user \( i \). This corresponds to the first rate split, that is, call this the first substream for user \( i \). The input covariance matrix obtained in this way is \( Q_i^{[1]} \). Among the \( B \) substreams corresponding to user \( i \), this substream will be encoded last, so it is unaffected by the interference from the remaining \( B - 1 \) substreams. The rate on this substream is

\[
R_i^{[1]} = \log \left| I + \left( I + \sum_{j=1}^{i-1} H_j Q_j^H H_j^H \right)^{-1} H_i Q_i^{[1]} H_i^H \right|.
\]  

(35)

2. Since base station 1 already used up its power for user \( i \), we null out the contribution from \( H_i^{[1]} \) to the compound channel matrix by setting it to zero. Define a new composite channel

\[
H_i^{[-1]} = \begin{bmatrix} 0 & H_i^{[2]} & \cdots & H_i^{[B]} \end{bmatrix}.
\]  

(36)

Again, perform a singular value decomposition on the new composite effective channel

\[
\left( I + \sum_{j=1}^{i-1} H_j Q_j^H H_j^H + H_i Q_i^{[1]} H_i^H \right)^{-1/2} H_i^{[-1]} = F_i^{[-1]} A_i^{[-1]} M_i^{[-1]}.
\]  

(37)

Note that this treats the interference from the first substream as noise. Again, start water-pouring over the eigenmodes of this new channel until another base station meets its power constraint. Without loss of generality, we call this base station 2. This gives us the input covariance matrix \( Q_i^{[2]} \) on the second substream. The rate for the second substream is

\[
R_i^{[2]} = \log \left| I + \left( I + \sum_{j=1}^{i-1} H_j Q_j^H H_j^H + H_i Q_i^{[1]} H_i^H \right)^{-1} \times H_i^{[-1]} Q_i^{[2]} H_i^{[-1]^H} \right|.
\]  

(38)
Proceeding in this fashion, we obtain the input covariance matrices on all the substreams and the corresponding rates as well. Combining the substreams, we get the overall rate and input covariance matrix for each user from equations (33).

Thus we find that multiple base stations only affect the downlink solution to the extent that the waterfilling algorithm needs some modification in order to accommodate the different power constraints per base station. Otherwise, the solution does not change. In particular, we still use DP coding, and the ordering of users is the same as before. Also note that while we used rate splitting to derive the optimal input covariance matrix, it is not necessary to split the rates into substreams. The same overall input covariance matrix can be used without rate-splitting to achieve the same capacity.

8. CONCLUSIONS AND DISCUSSION

We addressed the problem of providing best possible rates to new users as they enter a wireless data network, without penalizing the existing users. We have dubbed the network a PhantomNet. This is because of the design theme, that when a user enters, all subsequent entrants must, to him, be phantoms, that is, interference-wise, they must be invisible. For both the uplink and the downlink, only earlier entrants can interfere with an entering user. PhantomNet operation involves treating all bases as a single composite base, so that the actual bases simply serve as multiple antenna sites which are networked, say with fibers, to and from a single central processor.

For the uplink we found that, to achieve the phantom requirement, we could make a straightforward application of the well-established SD strategy where the new user is decoded before the existing users. For the downlink, achieving the invisibility requirement is more problematic. The optimal downlink strategy is to use DP coding, where the new user is encoded before the existing users. This makes use of the fact that the bases have knowledge of all signals that are to be transmitted. This enables simultaneous communication to the users despite arbitrarily varying interference by signalling modulo a fundamental lattice cell and using dithering techniques.

The striking feature of the uplink and the downlink strategies is their simplicity, and even more than that, their similarity. In both cases, the new users are forced to see the existing users as noise while the existing users are not affected by the presence of the users who joined the system after them. That is, they can continue to operate exactly as before. The only changes need to be made at the BS. For the uplink, the base station is the decoder and thus the solution hinges on the optimal decoding order, whereas for the downlink, the base station is the encoder and the solution is based on the encoding order. Note that as users leave the system, the same structure is maintained. As a user exits, it does not affect the rates of the users who joined the system before him. It does help the users who joined the system after him since they no longer have to face interference from his signal.

With multiple cells, we found that the uplink was effectively the same as a single-cell system since all the base stations are treated as one composite base station. Thus the single-cell strategy extends to multiple cells without loss of optimality. In contrast to the uplink, while the downlink is also viewed as a single virtual base station, there is a refinement since each of the actual base stations has a separate total power constraint. Consequently, the multiple cell downlink solution is different in that the distinct total transmit power constraints require a multistage waterfilling solution in determining the optimal input covariance matrix for each user. At each stage, waterfilling is performed until each base station meets its total power constraint. Those base stations that have already met their power constraints are not considered in the successive waterfilling stages.

While we drew heavily on published results, the novelty of our finding is the generality achieved in our setting: multiple base stations and multiple users with multiple antennas accommodated at both the transmit and receive sites. We also proved a general result that extends beyond our framework. We showed that the achievable rate region with SD and time-sharing is contained within the achievable rate region with DP coding and time-sharing.

We stress that PhantomNet uses information theoretic means for self-organizing the allocation of communication resources. There is allowance of extreme flexibility in allocating resources to a user. For example, which bases, which antennas at the bases, (which sectors) and which frequency bands are made available to a user need not be imposed over the network area. Instead, resource allocations can be left to develop, dynamically as needed (on the fly), in a fine-grained manner as expressed by the information theory formulas that we have presented. Dynamic choices would emerge as users come and go. Whenever and wherever and to what extent such amorphous allocations result in a superior network compared to imprinting a rigid regular structure from the outset is a topic for future study. Through constraints, one is free to impose structure when it looks advisable. A simulation testbed could be used to study PhantomNet operation to learn which beneficial features should first be moved into practice. Such a testbed could also be used to quantify the value of more antennas, more sectorization, and so forth.
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Filter banks for the application of subband coding of speech were introduced in the 1970s. Since then, filter banks and multirate systems have been studied extensively. There has been great success in applying multirate systems to many applications. The most notable of these applications include subband coding for audio, image, and video, signal analysis and representation using wavelets, subband denoising, and so forth. Different applications also call for different filter bank designs and the topic of designing one-dimensional and multidimensional filter banks for specific applications has been of great interest.

Recently there has been growing interest in applying multirate theories to the area of communication systems such as, transmultiplexers, filter bank transceivers, blind deconvolution, and precoded systems. There are strikingly many dualities and similarities between multirate systems and multicarrier communication systems. Many problems in multicarrier transmission can be solved by extending results from multirate systems and filter banks. This exciting research area is one that is of increasing importance.

The aim of this special issue is to bring forward recent developments on filter banks and the ever-expanding area of applications of multirate systems.

Topics of interest include (but are not limited to):

- Multirate signal processing for communications
- Filter bank transceivers
- One-dimensional and multidimensional filter bank designs for specific applications
- Denoising
- Adaptive filtering
- Subband coding
- Audio, image, and video compression
- Signal analysis and representation
- Feature extraction and classification
- Other applications
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Source signal extraction from heterogeneous measurements has a wide range of applications in many scientific and technological fields, for example, telecommunications, speech and acoustic signal processing, and biomedical pattern analysis. Multiple signal reception through multisensor systems has become an effective means for signal extraction due to its superior performance over the monosensor mode. Despite the rapid progress made in multisensor-based techniques in the past few decades, they continue to evolve as key technologies in modern wireless communications and biomedical signal processing. This has led to an increased focus by the signal processing community on the advanced multisensor-based techniques which can offer robust high-quality signal extraction under realistic assumptions and with minimal computational complexity. However, many challenging tasks remain unresolved and merit further rigorous studies. Major efforts in developing advanced multisensor-based techniques may include high-quality signal extraction, realistic theoretical modeling of real-world problems, algorithm complexity reduction, and efficient real-time implementation.

The purpose of this special issue aims to present state-of-the-art multisensor signal extraction techniques and applications. Contributions in theoretical study, performance analysis, complexity reduction, computational advances, and real-world applications are strongly encouraged.

Topics of interest include (but are not limited to):

- Multiantenna processing for radio signal extraction
- Multimicrophone speech recognition and enhancement
- Multisensor radar, sonar, navigation, and biomedical signal processing
- Blind techniques for multisensor signal extraction
- Computational advances in multisensor processing
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With the general availability of 3D digitizers, scanners, and the technology innovation in 3D graphics and computational equipment, large collections of 3D graphical models can be readily built up for different applications (e.g., in CAD/CAM, games design, computer animations, manufacturing and molecular biology). For such large databases, the method whereby 3D models are sought merits careful consideration. The simple and efficient query-by-content approach has, up to now, been almost universally adopted in the literature. Any such method, however, must first deal with the proper positioning of the 3D models. The two prevalent-in-the-literature methods for the solution to this problem seek either

- Pose Normalization: Models are first placed into a canonical coordinate frame (normalizing for translation, scaling, and rotation). Then, the best measure of similarity is found by comparing the extracted feature vectors, or
- Descriptor Invariance: Models are described in a transformation invariant manner, so that any transformation of a model will be described in the same way, and the best measure of similarity is obtained at any transformation.

The existing 3D retrieval systems allow the user to perform queries by example. The queried 3D model is then processed, low-level geometrical features are extracted, and similar objects are retrieved from a local database. A shortcoming of the methods that have been proposed so far regarding the 3D object retrieval, is that neither is the semantic information (high-level features) attached to the (low-level) geometric features of the 3D content, nor are the personalization options taken into account, which would significantly improve the retrieved results. Moreover, few systems exist so far to take into account annotation and relevance feedback techniques, which are very popular among the corresponding content-based image retrieval systems (CBIR).

Most existing CBIR systems using knowledge either annotate all the objects in the database (full annotation) or annotate a subset of the database manually selected (partial annotation). As the database becomes larger, full annotation is increasingly difficult because of the manual effort needed. Partial annotation is relatively affordable and trims down the heavy manual labor. Once the database is partially annotated, traditional image analysis methods are used to derive semantics of the objects not yet annotated. However, it is not clear “how much” annotation is sufficient for a specific database and what the best subset of objects to annotate is. In other words how the knowledge will be propagated. Such techniques have not been presented so far regarding the 3D case.

Relevance feedback was first proposed as an interactive tool in text-based retrieval. Since then it has been proven to be a powerful tool and has become a major focus of research in the area of content-based search and retrieval. In the traditional computer centric approaches, which have been proposed so far, the “best” representations and weights are fixed and they cannot effectively model high-level concepts and user’s perception subjectivity. In order to overcome these limitations of the computer centric approach, techniques based on relevant feedback, in which the human and computer interact to refine high-level queries to representations based on low-level features, should be developed.

The aim of this special issue is to focus on recent developments in this expanding research area. The special issue will focus on novel approaches in 3D object retrieval, transforms and methods for efficient geometric feature extraction, annotation and relevance feedback techniques, knowledge propagation (e.g., using Bayesian networks), and their combinations so as to produce a single, powerful, and dominant solution.

Topics of interest include (but are not limited to):

- 3D content-based search and retrieval methods (volume/surface-based)
- Partial matching of 3D objects
- Rotation invariant feature extraction methods for 3D objects
Graph-based and topology-based methods
3D data and knowledge representation
Semantic and knowledge propagation over heterogeneous metadata types
Annotation and relevance feedback techniques for 3D objects
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Robustness can be defined as the ability of a system to maintain performance or degrade gracefully when exposed to conditions not well represented in the data used to develop the system. In automatic speech recognition (ASR), systems must be robust to many forms of signal degradation, including speaker characteristics (e.g., dialect and accent), ambient environment (e.g., cellular telephony), transmission channel (e.g., voice over IP), and language (e.g., new words, dialect switching). Robust ASR systems, which have been under development for the past 35 years, have made great progress over the years closing the gap between performance on pristine research tasks and noisy operational data.

However, in recent years, demand is emerging for a new class of systems that tolerate extreme and unpredictable variations in operating conditions. For example, in a cellular telephony environment, there are many nonstationary forms of noise (e.g., multiple speakers) and significant variations in microphone type, position, and placement. Harsh ambient conditions typical in automotive and mobile applications pose similar challenges. Development of systems in a language or dialect for which there is limited or no training data in a target language has become a critical issue for a new generation of voice mining applications. The existence of multiple conditions in a single stream, a situation common to broadcast news applications, and that often involves unpredictable changes in speaker, topic, dialect, or language, is another form of robustness that has gained attention in recent years.

Statistical methods have dominated the field since the early 1980s. Such systems tend to excel at learning the characteristics of large databases that represent good models of the operational conditions and do not generalize well to new environments.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Channel and microphone normalization
- Stationary and nonstationary noise modeling, compensation, and/or rejection
- Localization and separation of sound sources (including speaker segregation)
- Signal processing and feature extraction for applications involving hands-free microphones
- Noise robust speech modeling
- Adaptive training techniques
- Rapid adaptation and learning
- Integration of confidence scoring, metadata, and other alternative information sources
- Audio-visual fusion
- Assessment relative to human performance
- Machine learning algorithms for robustness
- Transmission robustness
- Pronunciation modeling
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The possibility of allowing elderly people with different kinds of disabilities to conduct a normal life at home and achieve a more effective inclusion in the society is attracting more and more interest from both industrial and governmental bodies (hospitals, healthcare institutions, and social institutions). Ambient intelligence technologies, supported by adequate networks of sensors and actuators, as well as by suitable processing and communication technologies, could enable such an ambitious objective.

Recent researches demonstrated the possibility of providing constant monitoring of environmental and biomedical parameters, and the possibility to autonomously originate alarms, provide primary healthcare services, activate emergency calls, and rescue operations through distributed assistance infrastructures. Nevertheless, several technological challenges are still connected with these applications, ranging from the development of enabling technologies (hardware and software), to the standardization of interfaces, the development of intuitive and ergonomic human-machine interfaces, and the integration of complex systems in a highly multidisciplinary environment.

The objective of this special issue is to collect the most significant contributions and visions coming from both academic and applied research bodies working in this stimulating research field. This is a highly interdisciplinary field comprising many areas, such as signal processing, image processing, computer vision, sensor fusion, machine learning, pattern recognition, biomedical signal processing, multimedia, human-computer interfaces, and networking.

The focus will be primarily on the presentation of original and unpublished works dealing with ambient intelligence and domotic technologies that can enable the provision of advanced homecare services.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Video-based monitoring of domestic environments and users
- Continuous versus event-driven monitoring
- Distributed information processing
- Data fusion techniques for event association and automatic alarm generation
- Modeling, detection, and learning of user habits for automatic detection of anomalous behaviors
- Integration of biomedical and behavioral data
- Posture and gait recognition and classification
- Interactive multimedia communications for remote assistance
- Content-based encoding of medical and behavioral data
- Networking support for remote healthcare
- Intelligent/natural man-machine interaction, personalization, and user acceptance
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Spatial sound reproduction has become widespread in the form of multichannel audio, particularly through home theater systems. Reproduction systems from binaural (by headphones) to hundreds of loudspeaker channels (such as wave field synthesis) are entering practical use. The application potential of spatial sound is much wider than multichannel sound, however, and research in the field is active. Spatial sound covers for example the capturing, analysis, coding, synthesis, reproduction, and perception of spatial aspects in audio and acoustics.

In addition to the topics mentioned above, research in virtual acoustics broadens the field. Virtual acoustics includes techniques and methods to create realistic percepts of sound sources and acoustic environments that do not exist naturally but are rendered by advanced reproduction systems using loudspeakers or headphones. Augmented acoustic and audio environments contain both real and virtual acoustic components.

Spatial sound and virtual acoustics are among the major research and application areas in audio signal processing. Topics of active study range from new basic research ideas to improvement of existing applications. Understanding of spatial sound perception by humans is also an important area, in fact a prerequisite to advanced forms of spatial sound and virtual acoustics technology.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Multichannel reproduction
- Wave field synthesis
- Binaural reproduction
- Format conversion and enhancement of spatial sound
- Spatial sound recording
- Analysis, synthesis, and coding of spatial sound
- Spatial sound perception and auditory modeling
- Simulation and modeling of room acoustics
- Auralization techniques
- Beamforming and sound source localization
- Acoustic and auditory scene analysis
- Augmented reality audio
- Virtual acoustics (sound environments and sources)
- Intelligent audio environments
- Loudspeaker-room interaction and equalization
- Applications
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Since its invention in the 19th century when it was little more than a scientific curiosity, the electrocardiogram (ECG) has developed into one of the most important and widely used quantitative diagnostic tools in medicine. It is essential for the identification of disorders of the cardiac rhythm, extremely useful for the diagnosis and management of heart abnormalities such as myocardial infarction (heart attack), and offers helpful clues to the presence of generalised disorders that affect the rest of the body, such as electrolyte disturbances and drug intoxication.

Recording and analysis of the ECG now involves a considerable amount of signal processing for S/N enhancement, beat detection, automated classification, and compression. These involve a whole variety of innovative signal processing methods, including adaptive techniques, time-frequency and time-scale procedures, artificial neural networks and fuzzy logic, higher-order statistics and nonlinear schemes, fractals, hierarchical trees, Bayesian approaches, and parametric models, amongst others.

This special issue will review the current status of ECG signal processing and analysis, with particular regard to recent innovations. It will report major achievements of academic and commercial research institutions and individuals, and provide an insight into future developments within this exciting and challenging area.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Beat (QRS complex) detection
- ECG compression
- Denoising of ECG signals
- Morphological studies and classification
- ECG modeling techniques
- Expert systems and automated diagnosis
- QT interval measurement and heart-rate variability
- Arrhythmia and ischemia detection and analysis
- Interaction between cardiovascular signals (ECG, blood pressure, respiration, etc.)
- Intracardiac ECG analysis (implantable cardiovascular devices, and pacemakers)
- ECGs and sleep apnoea
- Real-time processing and instrumentation
- ECG telemedicine and e-medicine
- Fetal ECG detection and analysis
- Computational tools and databases for ECG education and research
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Recently, end users and utility companies are increasingly concerned with perturbations originated from electrical power quality variations. Investigations are being carried out to completely characterize not only the old traditional type of problems, but also new ones that have arisen as a result of massive use of nonlinear loads and electronics-based equipment in residences, commercial centers, and industrial plants. These nonlinear load effects are aggravated by massive power system interconnections, increasing number of different power sources, and climatic changes.

In order to improve the capability of equipments applied to monitoring the power quality of transmission and distribution power lines, power systems have been facing new analysis and synthesis paradigms, mostly supported by signal processing techniques. The analysis and synthesis of emerging power quality and power system problems led to new research frontiers for the signal processing community, focused on the development and combination of computational intelligence, source coding, pattern recognition, multirate systems, statistical estimation, adaptive signal processing, and other digital processing techniques, implemented in either DSP-based, PC-based, or FPGA-based solutions.

The goal of this proposal is to introduce powerful and efficient real-time or almost-real-time signal processing tools for dealing with the emerging power quality problems. These techniques take into account power-line signals and complementary information, such as climatic changes.

This special issue will focus on recent developments in this key research area. Topics of interest include (but are not limited to):

- Detection of transients
- Classification of multiple events
- Identification of isolated and multiple disturbance sources
- Compression of voltage and current data signals
- Location of disturbance sources
- Prediction of transmission and distribution systems failures
- Demand forecasting
- Parameters estimation for fundamental, harmonics, and interharmonics

Digital signal processing techniques applied to power quality applications are a very attractive and stimulating area of research. Its results will provide, in the near future, new standards for the decentralized and real-time monitoring of transmission and distribution systems, allowing to closely follow and predict power system performance. As a result, the power systems will be more easily planned, expanded, controlled, managed, and supervised.
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Special Issue on
Super-resolution Enhancement of Digital Video

Call for Papers

When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide field-of-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view.

In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term “optical SR” to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as “detector SR.” Note that some methods may seek to perform both optical and detector SR.

Detector SR algorithms generally process a set of low-resolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.

With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:

- Detector and optical SR algorithms for video
- Real-time or near-real-time SR implementations
- Innovative color SR processing
- Novel SR applications such as improved object detection, recognition, and tracking
- Super-resolution from compressed video
- Subpixel image registration and optical flow

Authors should follow the EURASIP JASP manuscript format described at http://www.hindawi.com/journals/asp/. Prospective authors should submit an electronic copy of their complete manuscript through the EURASIP JASP manuscript tracking system at http://www.mstracking.com/asp/, according to the following timetable:
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NEWS RELEASE

Nominations Invited for the Institute of Acoustics

2006 A B Wood Medal

The Institute of Acoustics, the UK’s leading professional body for those working in acoustics, noise and vibration, is inviting nominations for its prestigious A B Wood Medal for the year 2006.

The A B Wood Medal and prize is presented to an individual, usually under the age of 35, for distinguished contributions to the application of underwater acoustics. The award is made annually, in even numbered years to a person from Europe and in odd numbered years to someone from the USA/Canada. The 2005 Medal was awarded to Dr A Thode from the USA for his innovative, interdisciplinary research in ocean and marine mammal acoustics.

Nominations should consist of the candidate’s CV, clearly identifying peer reviewed publications, and a letter of endorsement from the nominator identifying the contribution the candidate has made to underwater acoustics. In addition, there should be a further reference from a person involved in underwater acoustics and not closely associated with the candidate. Nominees should be citizens of a European Union country for the 2006 Medal. Nominations should be marked confidential and addressed to the President of the Institute of Acoustics at 77A St Peter’s Street, St. Albans, Herts, AL1 3BN. The deadline for receipt of nominations is 15 October 2005.

Dr Tony Jones, President of the Institute of Acoustics, comments, “A B Wood was a modest man who took delight in helping his younger colleagues. It is therefore appropriate that this prestigious award should be designed to recognise the contributions of young acousticians.”

Further information and an nomination form can be found on the Institute’s website at www.ioa.org.uk.

A B Wood

Albert Beaumont Wood was born in Yorkshire in 1890 and graduated from Manchester University in 1912. He became one of the first two research scientists at the Admiralty to work on antisubmarine defence. He designed the first directional hydrophone and was well known for the many contributions he made to the science of underwater acoustics and for the help he gave to younger colleagues. The medal was instituted after his death by his many friends on both sides of the Atlantic and was administered by the Institute of Physics until the formation of the Institute of Acoustics in 1974.
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EDITORS NOTES

The Institute of Acoustics is the UK’s professional body for those working in acoustics, noise and vibration. It was formed in 1974 from the amalgamation of the Acoustics Group of the Institute of Physics and the British Acoustical Society (a daughter society of the Institution of Mechanical Engineers). The Institute of Acoustics is a nominated body of the Engineering Council, offering registration at Chartered and Incorporated Engineer levels.

The Institute has some 2500 members from a rich diversity of backgrounds, with engineers, scientists, educators, lawyers, occupational hygienists, architects and environmental health officers among their number. This multi-disciplinary culture provides a productive environment for cross-fertilisation of ideas and initiatives. The range of interests of members within the world of acoustics is equally wide, embracing such aspects as aerodynamics, architectural acoustics, building acoustics, electroacoustics, engineering dynamics, noise and vibration, hearing, speech, underwater acoustics, together with a variety of environmental aspects. The lively nature of the Institute is demonstrated by the breadth of its learned society programmes.

For more information please visit our site at www.ioa.org.uk.
The popularity of multimedia content has led to the widespread distribution and consumption of digital multimedia data. As a result of the relative ease with which individuals may now alter and repackage digital content, ensuring that media content is employed by authorized users for its intended purpose is becoming an issue of eminent importance to both governmental security and commercial applications. Digital fingerprinting is a class of multimedia forensic technologies to track and identify entities involved in the illegal manipulation and unauthorized usage of multimedia content, thereby protecting the sensitive nature of multimedia data as well as its commercial value after the content has been delivered to a recipient.

“Multimedia Fingerprinting Forensics for Traitor Tracing” covers the essential aspects of research in this emerging technology, and explains the latest development in this field. It describes the framework of multimedia fingerprinting, discusses the challenges that may be faced when enforcing usage polices, and investigates the design of fingerprints that cope with new families of multiuser attacks that may be mounted against media fingerprints. The discussion provided in the book highlights challenging problems as well as future trends in this research field, providing readers with a broader view of the evolution of the young field of multimedia forensics.

**Topics and features:**

Comprehensive coverage of digital watermarking and fingerprinting in multimedia forensics for a number of media types; Detailed discussion on challenges in multimedia fingerprinting and analysis of effective multiuser collusion attacks on digital fingerprinting; Thorough investigation of fingerprint design and performance analysis for addressing different application concerns arising in multimedia fingerprinting; Well-organized explanation of problems and solutions, such as order-statistics-based nonlinear collusion attacks, efficient detection and identification of colluders, group-oriented fingerprint design, and anticollusion codes for multimedia fingerprinting.
Recent advances in genomic studies have stimulated synergetic research and development in many cross-disciplinary areas. Genomic data, especially the recent large-scale microarray gene expression data, represents enormous challenges for signal processing and statistics in processing these vast data to reveal the complex biological functionality. This perspective naturally leads to a new field, genomic signal processing (GSP), which studies the processing of genomic signals by integrating the theory of signal processing and statistics. Written by an international, interdisciplinary team of authors, this invaluable edited volume is accessible to students just entering this emergent field, and to researchers, both in academia and industry, in the fields of molecular biology, engineering, statistics, and signal processing. The book provides tutorial-level overviews and addresses the specific needs of genomic signal processing students and researchers as a reference book.

The book aims to address current genomic challenges by exploiting potential synergies between genomics, signal processing, and statistics, with special emphasis on signal processing and statistical tools for structural and functional understanding of genomic data. The book is partitioned into three parts. In part I, a brief history of genomic research and a background introduction from both biological and signal-processing/statistical perspectives are provided so that readers can easily follow the material presented in the rest of the book. In part II, overviews of state-of-the-art techniques are provided. We start with a chapter on sequence analysis, and follow with chapters on feature selection, clustering, and classification of microarray data. The next three chapters discuss the modeling, analysis, and simulation of biological regulatory networks, especially gene regulatory networks based on Boolean and Bayesian approaches. The next two chapters treat visualization and compression of gene data, and supercomputer implementation of genomic signal processing systems. Part II concludes with two chapters on systems biology and medical implications of genomic research. Finally, part III discusses the future trends in genomic signal processing and statistics research.