Diagnosing First and Second Order Phase Transitions with Probes of Quantum Chaos
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Abstract: We explore quantum phase transitions using two probes of quantum chaos: out-of-time-order correlators (OTOCs) and the $r$-parameter obtained from the level spacing statistics. In particular, we address $p$-spin models associated with quantum annealing or reverse annealing. Quantum annealing triggers first-order or second-order phase transitions, which is crucial for the performance of quantum devices. We find that the time-averaging OTOCs for the ground state and the average $r$-parameter change behavior around the corresponding transition points, diagnosing the phase transition. Furthermore, they can identify the order (first or second) of the phase transition by their behavior at the quantum transition point, which changes abruptly (smoothly) in the case of first-order (second-order) phase transitions.
1 Introduction

In recent years, out-of-time-order correlators (OTOCs) [1] have gained renewed interest, especially because of their connection with many-body quantum chaos and black hole physics [2, 3]. See [4], for a recent review. For works regarding the experimental measurement of OTOCs, see for instance [5–8].

An OTOC is defined as

\[ F_{VW}(t) = \langle W(t)V(0)W(t)V(0) \rangle, \]

where \( V \) and \( W \) are some simple operators and the expectation value is usually taken in a thermal state. The idea is that chaotic behavior leads to an early-time exponential\(^1\) suppression and the late-time vanishing of OTOCs, which happens for almost any choice of operators \( V \) and \( W \). On the other hand, the absence of chaos is expected to result in a non-universal, operator-dependent behavior of \( F_{VW}(t) \).

Another way to characterize quantum chaotic behavior is through the statistics of the spacing between consecutive energy eigenvalues, which is usually known as level spacing statistics. In chaotic systems, the level spacing statistics obeys a Wigner-Dyson distribution [9], while in integrable systems it follows a Poisson distribution [10, 11]. We can also study the so-called \( r \)-parameter statistics, which is computed from the level spacing information.

\(^1\)See Sec. 3.1 for subtleties and clarifications about the exponential behavior.
The average $r$-parameter takes different values depending on whether the system is chaotic or integrable. See Sec. 4 for more details.

The level spacing statistics is defined at zero temperature and involves time-scales much bigger than the ones involved in the behavior of OTOCs, which are usually computed at finite temperature. Despite these differences, both the level spacing statistics and the OTOCs can probe chaotic behavior, presumably capturing different aspects of it, due to the thermal nature of OTOCs.

Thermal effects can be removed by considering ground state OTOCs, in which the expectation value is taken in the ground state of the system. In this case, the OTOCs are completely controlled by the ground state physics [12] and may become sensitive to changes in the ground state, i.e., they may diagnose quantum phase transitions [12–14]. As far as we know, the relation between level spacing statistics and quantum phase transitions remains largely unexplored\(^2\). It is then interesting to explore if the tools used to characterize level spacing statistics are also useful in diagnosing phase transitions. This is one of the goals of this paper. This could help to clarify the role played by chaos in quantum phase transitions.

Quantum phase transitions are transitions between different phases of matter that occur at zero temperature by variation of a non-thermal control parameter. Quantum phase transitions found applications in the description of several properties of condensed matter systems [18], as well as in quantum computation algorithms. In this work, we will be interested in quantum phase transitions that are triggered by a method of adiabatic quantum computation known as quantum annealing.

Quantum annealing [19] is a meta-heuristic quantum method for solving combinatorial optimization problems and could be as powerful as universal computation when a system with a non-stoquastic Hamiltonian evolves in an adiabatic way [20]. The conventional form of quantum annealing is done by the quantum mechanical time evolution of an initial state, which is the ground state of a transverse magnetic field. The initial phase consists of the uniform superposition of all possible classical states, which is called the quantum paramagnetic (QP) phase. In general, the system evolves into a different phase and the performance of a quantum annealer depends heavily on the choice of transition paths. According to the adiabatic theorem, the computational time that is needed to efficiently obtain the ground state is proportional to the inverse square of the minimal energy gap $\Delta$ between the ground state and the first excited state. A lot of examples indicate that $\Delta$ decays polynomially if a phase transition is second-order [21, 22], whereas $\Delta$ decays exponentially if it is first-order (although there are some exceptions [23–25]). Therefore, the problem in the case of systems with second-order phase transitions is efficiently solved. There are some models for which the first-order phase transitions can be avoided when a non-stoquastic Hamiltonian or reverse annealing [26] is used. The $p$-spin model we address in this article is a typical example (see also [27, 28]). The ground state of the $p$-spin model is ferromagnetic (F) and, depending on the path, the QP/F transition becomes first-order or second-order. In [27, 29], it is suggested that entanglement measures are good tools to

\(^2\)The intuition that chaos probes could also detect phase transitions appears in [15], in the context of the mass deformed SYK model. This idea was further explored in [16, 17].
analyse phase transitions of such a fully connected spin system.

In this work, we aim at diagnosing quantum phase transitions triggered by quantum annealing using two probes of quantum chaos, namely, OTOCs and the $r$-parameter statistics. The relation between the second-order phase transition and the time average of OTOCs is reported [12–14], but not proven in general. For a better understanding, it will be useful if we can check it in other examples. In addition, less is known about the relation between the order of the phase transition and the behavior of the OTOC. As far as we know, the relation between phase transitions and the average $r$-parameter has not been studied either. In this paper, we show that OTOCs and the average $r$-parameter not only detect the phase transition but also distinguish the order of the phase transition. To our best knowledge, our paper is the first work in the following aspects: (1) relating both first-order and second-order phase transitions with the dynamics of OTOCs and the $r$-parameter statistics, (2) using probes of quantum chaos to study quantum annealing or adiabatic quantum computing and (3) the Hamiltonians we employed are non-stoquastic, which means the models cannot be efficiently simulated by classical ways. Some stoquastic models are studied elsewhere [30–33].

This article is organized as follows. In Sec. 2 we review and explain the phase transition associated with quantum annealing of the $p$-spin model. In Sec 3 we use the time average of OTOCs to characterize the QP/F transition. In Sec. 4, we study the $r$-parameter statistics and show that the average $r$-parameter is sensitive to the phase transition. In Sec. 5 we address phase transitions associated with reverse annealing and provide more evidence that they can be diagnosed by the time average of OTOCs. Finally, we present our conclusions in Sec. 6.

2 Model

Let us start with a Hamiltonian of adiabatic quantum computation

$$H(s) = sH_T + (1 - s)H_1, \quad s \in [0, 1],$$

(2.1)

where $H_T$ is a target Hamiltonian and $H_1$ is an initial Hamiltonian. They should not commute $[H_1, H_T] \neq 0$. As an initial Hamiltonian we use the widely used transverse magnetic field [19, 20]:

$$H_1 = -\sum_i^N X_i,$$

(2.2)

and as a target Hamiltonian let us consider the Hamiltonian of the $p$-spin model

$$H_T = -N \left( \frac{1}{N} \sum_{i=1}^N Z_i \right)^p,$$

(2.3)

where $X_i$ and $Z_i$ denote, for example,

$$X_1 = \sigma_x \otimes I_2 \otimes I_2 \otimes \cdots \otimes I_2,$$

$$Z_3 = I_2 \otimes I_2 \otimes \sigma_z \otimes I_2 \otimes \cdots \otimes I_2,$$  

(2.4)
with \( \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), \( \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \).

The Hamiltonian (2.1) is stoquastic. We say a Hamiltonian is stoquastic if all off-diagonal matrix elements in the standard basis are real and non-positive, otherwise it is non-stoquastic [34]. We add a term that introduces non-stoquastic antiferromagnetic (AF) interactions

\[
H_{AF} = +N \left( \frac{1}{N} \sum_i X_i \right)^2,
\]

(2.5)
in such a way that

\[
H(s, \lambda) = s(\lambda H_T + (1-\lambda)H_{AF}) + (1-s)H_I.
\]

(2.6)

Even though a non-stoquastic term is in general hard to simulate by quantum Monte Carlo due to the negative sign problem, sometimes it makes problems efficiently solvable by adiabatic quantum computation or quantum annealing [35]. Furthermore, it is believed that adding a stoquastic Hamiltonian to (2.1) is not helpful for quantum speedup.

The initial Hamiltonian \((s = 0)\) is \(H(0, \lambda) = H_I\) with any \(\lambda\). The final Hamiltonian is chosen to be \(H(1, 1) = H_T\). At the initial stage of annealing \((s = 0)\), since \(\sigma_x |+\rangle_i = |+\rangle_i\), the ground state \(|\psi_{QP}\rangle\) is a superposition of all possible \(2^N\) states with an equal probability weight

\[
|\psi_{QP}\rangle := \prod_i^N |+\rangle_i = \frac{1}{\sqrt{2^N}} (|\uparrow\uparrow\cdots\uparrow\rangle + |\uparrow\uparrow\cdots\downarrow\rangle + \cdots + |\downarrow\downarrow\cdots\downarrow\rangle),
\]

(2.7)

which we call the quantum paramagnetic (QP) phase. Here \(|\uparrow\rangle\) and \(|\downarrow\rangle\) denote eigenstates of \(\sigma_z\) at each site, i.e., \(\sigma_z |\uparrow\rangle = |\uparrow\rangle\) and \(\sigma_z |\downarrow\rangle = -|\downarrow\rangle\). The ground state of the target Hamiltonian \(H_T\) is degenerated if \(p\) is even so we consider the cases when \(p\) is odd. Then the ground state of \(H_T\) consists of all spins pointing up

\[
|\psi_F\rangle := |\uparrow\uparrow\cdots\uparrow\rangle,
\]

(2.8)

which is the ferromagnetic (F) phase.

Hence, as \(s\) increases, a phase transition from QP phase to F phase occurs. The corresponding order parameters are magnetizations

\[
m_x := \frac{1}{N} \sum_i^N \langle X_i \rangle,
\]

\[
m_z := \frac{1}{N} \sum_i^N \langle Z_i \rangle,
\]

(2.9)

where the expectation value is obtained by the ground state at a given \(s\). The first-order (second-order) phase transitions are defined by the discontinuity (continuity) of a given order parameter, respectively. Without the antiferromagnetic interactions \((\lambda = 1)\), it is known that this model costs exponentially long time to obtain the ground state of \(H_T\) due to a first-order phase transition [36]. The first-order phase transition can be avoided by strong enough antiferromagnetic interactions, with which the problem can be solved efficiently [27, 35, 37]. In fact, by studying the behavior of \(m_x\) along the quantum annealing
process, the authors of [35] showed that, for $p > 3$, the system displays a first-order phase transition when $\lambda \gtrsim 0.4$, but the transition becomes second order for smaller values of $\lambda$. In their analysis, they consider a large $N$ approximation. This phase transition was also studied at large $N$ using a spin-coherent state technique [27], which gives results that are consistent with the analysis of [35].

In this section, we first reproduce some of the results of [35] at finite $N$ without using a large $N$ approximation. By performing a direct diagonalization of the Hamiltonian (2.6), we numerically compute the ground state expectation values in (2.9). This is an important step because we will compute OTOCs at finite $N$ in the subsequent sections and try to understand its large $N$ properties. Thus, we first need to find an optimal $N$ which can be taken as large enough with reasonable computing time.

Fig. 1 shows the behavior of the magnetizations $m_x$ and $m_z$ as functions of $s$ for some values of $N$, $\lambda$ and $p$. As expected, at $s = 0$ $m_x$ ($m_z$) starts from one (zero) and decreases (increases) to zero (a constant positive value) as we increase $s$. We chose $N = 11$ for the sake of comparison because it is the optimal value we will use in the following OTOC computation. If $\lambda \gtrsim 0.4$ the transition is first-order while if $\lambda \lesssim 0.4$ the transition is second-order. To show this we choose $\lambda = 0.2$ and $\lambda = 1$. The feature of the first-order phase transition can be seen with $N = 11$ in Fig. 1a, but it is clearer for larger values of $N$. See Fig. 2 where we set $N = 20$.

3 Diagnosing Quantum Phase Transition with OTOC

In the previous section we reviewed that the system described by the Hamiltonian (2.6) displays a quantum phase transition from a quantum paramagnetic (QP) phase to a ferromagnetic (F) phase as we change the parameter $s$ from 0 to 1. In this section, we study quantum phase transitions from the viewpoint of quantum chaos, in particular in terms of out-of-time-order correlators (OTOCs).
3.1 Short Review on OTOC

Here we provide a short review on OTOCs. For more details we refer to [4]. The OTOCs have the form

\[ F_{VW}(t) = \langle VW(t)VW(t)V \rangle, \]  

(3.1)

where \( V \) and \( W \) are Hermitian and unitary local operators. In chaotic many-body systems, one expects \( F_{VW}(t) \) to vanish at late times for almost any choice of operators \( V \) and \( W \).

The late-time vanishing of OTOCs is tied to the idea of scrambling of quantum information, which takes place in chaotic systems. Using the Baker-Campbell-Hausdorff (BCH) formula, we can write the Heisenberg operator as

\[ W(t) = e^{iHt}W e^{-iHt} = W + it[H,W] + \frac{(it)^2}{2!}[H,[H,W]] + \cdots. \]

(3.2)

At \( t = 0 \), the operator only involves the local degrees of freedom associated with \( W \). Under time evolution, higher order terms in the BCH become important, and \( W(t) \) becomes more and more complicated as it starts to act non-trivially in an increasing number of degrees of freedom. In other words, the operator \( W(t) \) ‘grows’ with time, and the initially local information gets scrambled into a non-local form.

The scrambling of the operator \( W(t) \) can be probed by considering its commutator with some other, local operator, \( V \). To avoid phase cancellations, one usually defines the double commutator

\[ C(t) = \langle [W(t),V]^2 \rangle, \]

(3.3)

which starts at zero and grows as \( W(t) \) scrambles with an increasing number of degrees of freedom. After the so-called ‘scrambling time’, the operator \( W(t) \) is scrambled with

---

\[^3\text{For recent applications in the context of holographic duality, see [38, 39] and references there in.} \]
essentially all the degrees of freedom of the system, and \( C(t) \) saturates to a constant value, which equals \( 2 \langle V V \rangle \langle W W \rangle \). The double commutator is closely related to OTOCs. For unitary \( V \) and \( W \), the double commutator can be written as
\[
C(t) = 2(1 - \text{Re}[F_{VW}(t)])
\]
Hence, the saturation of the double commutator after the scrambling time implies the vanishing of OTOCs.\(^4\) In contrast, in non-chaotic systems, one expects a non-universal behavior of the OTOCs, which in general depends on the choice of the operators \( V \) and \( W \). Moreover, the absence of thermalization in integrable systems is expected to lead to an oscillatory behavior of OTOCs.

The way \( F_{VW}(t) \) approaches to zero is particularly simple in systems that display some sort of classical limit (e.g.: quantum mechanical systems that have a well-defined \( \hbar \to 0 \) limit or certain large-\( N \) systems). In those cases, in an appropriate time window, the double commutator grows exponentially, i.e., \( C(t) \sim e^{\lambda_L t} \), which is reminiscent of the divergence in the distance between initially nearby trajectories in the phase space of classically chaotic systems. In those cases, one can define a quantum Lyapunov exponent \( \lambda_L \) characterizing the onset of chaos in the system. By contrast, in standard spin chains models with local interactions, \( F_{VW}(t) \) does not have any sort of exponential behavior with time \([41, 42]\), even for systems that are known to be strongly chaotic by other more conventional criteria for quantum chaos. This prevents the definition of a quantum Lyapunov exponent for those systems\(^5\) (see, however, \([43]\)). Despite the absence of exponential behavior, one usually expects to distinguish chaotic and integrable systems by the late-time behavior of OTOCs, which vanishes in the case of many-body chaotic systems.

In finite-size systems, OTOCs do not decay exactly to zero at late times. In fact, it has been shown that the residual late-time value of OTOCs provides useful insights into the chaotic dynamics \([40]\). For energy-conserving chaotic spin chains, for example, the late-time value of the OTOCs scale as an inverse polynomial in the system size \([40]\).

### 3.2 Ground state OTOCs

We are interested in ground state OTOCs
\[
F_{VW}^{(0)}(t) = \langle \phi_0 | W(t)VW(t)V | \phi_0 \rangle,
\]
where \( V \) and \( W \) are Hermitian operators and \( | \phi_0 \rangle \) is the ground state of the total Hamiltonian \( H = H(s, \lambda) \). In the following, we consider cases where \( V \) and \( W \) are non-local operators, like
\[
S^x = \frac{1}{2} \sum_{i=1}^{N} \sigma^x_i, \quad \text{or} \quad S^z = \frac{1}{2} \sum_{i=1}^{N} \sigma^z_i,
\]
and also cases where \( V \) and \( W \) are local unitary operators, like \( X_i \) or \( Z_i \), for some site \( i \) as in \((2.4)\).

---

\(^4\)For an intuitive explanation (in the context of spin chains) of why the vanishing of OTOCs implies chaos, we refer to \([40]\). See also section 3 of \([4]\).

\(^5\)The time scale at which the OTOC vanishes is called the scrambling time \( t_s \). If \( C(t) \sim e^{\lambda_L t} \) at early times, then \( t_s \sim \log N_{\text{dof}} \), where \( N_{\text{dof}} \) is the number of degrees of freedom per site. For spin chains with local interactions, one typically has \( t_s \sim \mathcal{O}(1) \), which leaves no ‘room’ for an exponential growth \([41, 42]\).

---
Figure 3: Time dependence of $F_{S\rightarrow S'}^{(0)}(t)$ for increasing values of the annealing parameter $s$. Here we set $N = 11$, $p = 5$ and $\lambda = 0.2$. The OTOC oscillates around a constant positive value that depends on the value of $s$.

In both cases, the OTOCs show a qualitatively similar behavior, but the results for non-local operators tend to be more smooth. As an example, we show in Fig. 3 the time dependence of $F_{S\rightarrow S'}^{(0)}(t)$ for increasing values of the annealing parameter $s$. In the beginning of the annealing process, when $s < s_c$ (in this case, $s_c = 0.385$) and the system is in the QP phase, $F_{S\rightarrow S'}^{(0)}$ oscillates around one. After the phase transition to the F phase, for $s > s_c$, $F_{S\rightarrow S'}^{(0)}$ oscillates around a constant (smaller than one) value that quickly decreases to zero as $s$ approaches one.

The above time-behavior indicates that the time-averaging OTOCs

$$\bar{F}_{VW}^{(0)} = \lim_{T \to \infty} \frac{1}{T} \int_0^T F_{VW}^{(0)}(t) dt,$$

(3.6)

can diagnose the phase transition. We have checked that this is indeed true by studying the behavior of $\bar{F}_{VW}^{(0)}$ along the annealing process. Fig. 4 shows the behavior of $\bar{F}_{S\rightarrow S'}^{(0)}$ as a function of the annealing parameter $s$. The time-averaging OTOC changes behavior across the quantum phase transition, whose transition points (estimated at large $N$) are indicated in the plots by vertical lines. The transition points of the second-order phase transitions obey the formula $s_c = \frac{1}{3-2\lambda}$ and those of the first-order phase transitions are numerically estimated in [27]. Those estimates become more and more precise as we consider larger values of $N$.

The choice of parameters for Fig. 4 is such that we have a first-order phase transition in Fig. 4a, where $(p, \lambda) = (11, 1)$, and a second-order phase transition in Fig. 4b, where $(p, \lambda) = (5, 0.2)$. The order of the phase transition is visible in the behavior of the time-averaging OTOC, specially when we consider the curves for $N = 13$, where we can see that $\bar{F}_{S\rightarrow S'}^{(0)}$ has a discontinuous (continuous) behavior at the quantum transition point in first-order (second-order) phase transitions.

The diagnosis of the phase transition in terms of time-averaging OTOCs is not limited to a particular choice of operators. Fig. 5 shows that $\bar{F}_{Z\rightarrow Z}^{(0)}$ changes behavior around the quantum transition point, and also identifies the order of the phase transition. The same is true for time-averaging OTOCs involving local operators, e.g., $\bar{F}_{X_1X_8}^{(0)}$, as it is shown
Figure 4: Time-averaging OTOCs $\bar{F}_{S^z S^z}$ versus the annealing parameter $s$. Here we set $N = 6, 8, 13$. The phase transition is first-order for $(p, \lambda) = (11, 1.0)$ and second-order for $(p, \lambda) = (5, 0.2)$. The transition points of the second-order phase transitions obey the formula $s = \frac{1}{3-2\lambda}$ and those of the first-order phase transitions are numerically estimated in [27].

Figure 5: Time-averaging OTOC $\bar{F}_{S^x S^x}^{(0)}$ versus the annealing parameter $s$. The transition points for each case are indicated by vertical lines. Here we set $N = 11$. We have also checked that it is possible to detect the phase transition with different combinations, like $(V, W) = (Y_i, X_i)$, $(X_i, Z_i)$, etc. In this sense, we may say that the OTOCs provide a generalization of the order parameter, and thereby are useful to characterize a phase transition when the rigorous order parameter is unknown.

Naively, the fact that $\bar{F}_{X_i X_j}^{(0)}$ is initially one in the QP phase, and zero in the F phase, seem to suggest that the F phase is chaotic, but this is not correct. In fact, time-averaging OTOCs of the form $\bar{F}_{Z_i Z_j}^{(0)}$ start at zero in the QP phase, and approach one in the F phase. See Fig. 8a. That means that the value that $\bar{F}_{VW}^{(0)}$ takes in each phase depends on the operators $V$ and $W$ in the corresponding OTOC. We understand this operator dependence of $\bar{F}_{VW}^{(0)}$ as due to the absence of scrambling in the ground state OTOCs. As we will see
in the next section, the system under consideration displays some degree of scrambling at finite temperature, which makes thermal OTOCs to oscillate around zero at late-times in both phases. However, as we reduce the temperature, the physics is dominated by the ground state, and the behavior of $F_{Z_iZ_j}$ and $\tilde{F}_{Z_iZ_j}$ as a function of $s$ starts to mimic the behavior of the magnetizations $m_z$ and $m_x$, respectively.

### 3.3 Thermal OTOCs

We now consider thermal OTOCs to study thermal effects and the relation to chaos. Similarly to the ground state OTOCs, we first study the time-averaging thermal OTOC

$$\tilde{F}_{S^xS^x}^\beta \equiv \lim_{T\to\infty} \frac{1}{T} \int_0^T F_{S^xS^x}^\beta(t)dt,$$

where

$$F_{S^xS^x}^\beta(t) \equiv \langle F_{S^xS^x}(t) \rangle_\beta = \frac{\text{Tr} \left[ e^{-\beta H} F_{S^xS^x}(t) \right]}{\text{Tr} \left[ e^{-\beta H} \right]},$$

with the inverse temperature $\beta$.

Fig. 7 shows that the time-averaging thermal OTOC $\tilde{F}_{S^xS^x}^\beta$ can successfully diagnose the phase transition at small temperatures as expected. In high temperature regimes, $\tilde{F}_{S^xS^x}^\beta$ vanishes in both phases. At small temperatures, thermal OTOCs are dominated by a contribution coming from the ground state, and contributions from higher excited states are exponentially suppressed. In fact, if $\mathcal{F}(t) = W(t)V(0)W(t)V(0)$, we can write

$$\langle \mathcal{F}(t) \rangle_\beta = \frac{\text{Tr} \left[ e^{-\beta H} \mathcal{F}(t) \right]}{\text{Tr} \left[ e^{-\beta H} \right]} = \sum_{n=0}^{\infty} e^{-\beta E_n} \langle n | \mathcal{F}(t) | n \rangle = \langle 0 | \mathcal{F}(t) | 0 \rangle + \sum_{n=1}^{\infty} O \left( e^{-\beta(E_n-E_0)} \right),$$

where $|n\rangle$ denotes the state with energy $E_n$, with $E_0$ being the ground state energy. From (3.9) we see that corrections from excited states are all very small as long as the temperature is much smaller than the difference in energy between the ground state and the first excited

---

**Figure 6:** Time-averaging OTOC $F_{X_iX_j}^{(0)}$ versus the annealing parameter $s$. The transition points for each case are indicated by vertical lines. Here we set $N = 11$. 

(a) $p = 11, \lambda = 1.0$

(b) $p = 5, \lambda = 0.2$
state, i.e., $\beta(E_1 - E_0) \gg 1$. Therefore, at small temperatures, the thermal OTOC is roughly the same as the ground state OTOC, and that is why it can also diagnose phase transitions. For a more details about the relation between ground state OTOCs and phase transitions, we refer to [12].

Next, to have a clear understanding of the scrambling properties of our model, we also consider thermal OTOCs of the form, without time averaging,

\[
F_{\beta Z_i Z_j}^\beta(t) = \frac{\text{Tr}[e^{-\beta H}Z_i(t)Z_j(0)Z_i(t)Z_j(0)]}{\text{Tr}[e^{-\beta H}]},
\]  

(3.10)

where $\beta$ is the inverse temperature and $H$ is given by (2.6). Fig. 8 shows the time dependence of $F_{Z_i Z_j}^\beta$ for the system in the QP phase ($s = 0.2$, red curves), and for the system in the F phase ($s = 0.8$, blue curves). In Fig. 8a, we consider a very small temperature by setting $\beta = 100$. In this case, the thermal OTOC oscillates around a constant value which is close to one (zero) in the QP (F) phase. In Fig. 8b, we show the results at infinite temperature ($\beta = 0$). In this case, the thermal OTOC oscillates around zero in both phases.

In chaotic systems, thermal OTOCs are expected to approach zero at late times. In our case, thermal OTOCs computed at infinite temperature ($\beta = 0$) display an oscillatory behavior that persists at very large times, oscillating around zero and taking values that roughly range between -1 and 1. See Fig. 8b. The oscillatory behavior around zero is present in both phases of the annealing process, and it happens independently of the operator considered in the OTOC. This should be contrasted with the non-universal behavior of ground state OTOCs $F_{VW}^{(0)}(t)$, which oscillate around a constant value that depends both on the phase and on the operators $V$ and $W$.

We interpret the fact that all thermal OTOCs oscillate around zero at high temperatures as some sort of weak chaotic behavior of the model (2.6). The adjective *weak* is because the thermal OTOC do not vanish at late-time, but only oscillates around zero. We believe this characterizes a weak chaotic behavior that takes place in relatively simple

![Figure 7](image_url)

**Figure 7**: Time average of the thermal OTOC, $F_{\beta S_i S_j}^\beta$ versus the annealing parameter $s$. The transition points for each case are indicated by vertical lines. We set $N = 11$. $\beta$ is the inverse temperature.
systems at finite temperature. We provide a more detailed discussion about the idea of weak scrambling in Appendix A.

4 Level Spacing Statistics

The statistics of the spacing between consecutive energy eigenvalues (level spacing) differs significantly depending on whether we consider chaotic or integrable systems. In chaotic systems, the level spacing statistics obeys a Wigner-Dyson distribution [9], while in integrable systems it follows a Poisson distribution [10, 11]. The above statement holds for a properly normalized spectrum, in which the influence of model-dependent density of states is removed by normalizing the level spacing by the local density of states. A properly normalized spectrum is said to be unfolded. Moreover, if the Hamiltonian has symmetries, one needs to block-diagonalize it according the corresponding to conserved charges, and perform the unfolding for each block, because the eigenvalues of different blocks are uncorrelated.

The Hamiltonian (2.6) conserves the total spin operator \( S^2 = (S_x)^2 + (S_y)^2 + (S_z)^2 \), where \( S^x = \frac{1}{2} \sum_{i=1}^{N} \sigma_i^x \), and so on. We will be interested in the sector with maximal total spin, in which \( S = N/2 \), where \( S \) is the angular momentum quantum number that gives the eigenvalues of the total spin operator, i.e., \( S^2 = S(S+1) \). The reason for that choice is because at the beginning of the annealing process, when \( s = 0 \), the ground state of \( H_I \) has maximal total spin. Since the total spin is conserved during the annealing process, we can restrict our analysis to this subspace.

We use the total-spin basis

\[
S^2 |S, M\rangle = S(S+1) |S, M\rangle,
\]

\[
S^x |S, M\rangle = M |S, M\rangle,
\]

and, following [27], we label the states as

\[
|w\rangle := |S = N/2, M = N/2 - w\rangle,
\]
where $w = 0, 1, 2, \ldots, N$. In this subspace, the matrix elements of the Hamiltonian $[H]_{\omega,\omega'} := \langle \omega | H(s, \lambda) | \omega \rangle$ can be written as

\[
[H]_{w, w} = \frac{s}{N} \left[ -\lambda N \left( 1 - \frac{2w}{N} \right) + (1 - \lambda) \left( 2w - \frac{2w^2}{N} + 1 \right) \right],
\]

\[
[H]_{w+1, w} = [H]_{w, w+1} = -(1 - s) \sqrt{(N - w)(w + 1)},
\]

\[
[H]_{w+2, w} = [H]_{w, w+2} = \frac{1}{N} s(1 - \lambda) \sqrt{(w + 1)(w + 2)(N - w)(N - w - 1)},
\]

and all other elements are zero.

Here, we study the so-called $r$-parameter statistics, introduced in [44]. Given a sorted spectrum $\{E_n\}$ and the corresponding level spacing, $s_n = E_{n+1} - E_n$, the $r$-parameter is defined by

\[
r_n = \frac{\min\{s_n, s_{n-1}\}}{\max\{s_n, s_{n-1}\}}. \tag{4.7}
\]

This quantity is independent of the local density of states and so it does not require unfolding. We are interested in the average $r$-parameter,

\[
\bar{r} = \frac{1}{N - 2} \sum_{n=2}^{N-1} r_n, \tag{4.8}
\]

because it takes some simple benchmark values in the case of chaotic systems. For example, $\bar{r}_{\text{GOE}} \approx 0.53590$, $\bar{r}_{\text{GUE}} \approx 0.60266$, and $\bar{r}_{\text{GSE}} \approx 0.67617$, for random matrices of the Gaussian Orthogonal Ensemble (GOE), Gaussian Unitary Ensemble (GUE) and Gaussian Simplectic Ensemble (GSE), respectively.\(^6\) If the dynamics of a given system is chaotic, one expects the $r$-parameter statistics to be described by random matrix theory, and $\bar{r}$ to take one of the above-mentioned reference values. For integrable systems, one generally expects the statistics of the ratio of consecutive level spacing to be described by a Poisson distribution.

In this case, $\bar{r}_{\text{Poisson}} = 0.38624$. Thus, the average $r$-parameter, $\bar{r}$, diagnoses the chaotic behavior of the system, or the absence of it.

Fig. 9 exhibits $\bar{r}$ for the maximal spin sector of the Hamiltonian (2.6). For small values of $s$, $\bar{r}$ is close to one. As we increase $s$, the average $r$-parameter decreases slightly, and it starts to oscillate around the phase transition point. For the anti-ferromagnetic interactions at $\lambda = 0.2$ (Fig. 9a) one can precisely find out the phase transition value of $s$, which agree with our OTOC result in Fig. 4b. After the phase transition, in the F phase, $\bar{r}$ oscillates wildly as we increase $s$, taking values that correspond to chaotic behavior for some specific $s$.\(^7\)

\[\text{\(^6\)In the case of } 3 \times 3 \text{ random matrices, one can show that the distribution of consecutive level spacing ratios } P(r) \text{ is } P(r) = \frac{1}{2 \alpha \sqrt{(1 + \alpha^2)}} r e^{-r}, \text{ where } \alpha = 1, 2 \text{ or } 4 \text{ for GOE, GUE, GSE respectively [45]. For a Poisson distribution, } P(r) = e^{-r}. \text{ Here, } r \text{ denotes a continuous version of } r_n. \text{ The average } r \text{-parameter is defined as } \bar{r} = \int_0^\infty r P(r) \, dr.\]

\[\text{\(^7\)For some values of the annealing parameter, } \bar{r} \text{ takes the reference values that are indicative of chaotic behavior, so one may think the system may be chaotic for these specific values of } s. \text{ However, we find that the level spacing distributions at these values are not the ones of the random matrix distributions although they might have some vague resemblance.}\]
estimate the phase transition value of $s$, which also agree with our OTOC result in Fig. 4a, although in this case the phase transition point is less sharp. Moreover, in the F phase, $\bar{r}$ oscillates around some constant value which is far away from any reference value for $\bar{r}$. Thus, in general, our system is not chaotic.

It is interesting to question whether the behavior of $\bar{r}$ versus $s$ can indicate the order of the phase transition. Our result suggests that it may be the case in the sense of the local average value of $\bar{r}$ over $s$, $\bar{r}_{\text{avg}}$, defined as

$$\bar{r}_{\text{avg}}(s) = \frac{1}{\Delta s} \int_{s-\Delta s/2}^{s+\Delta s/2} ds' \bar{r}(s'),$$

where $\Delta s$ is the range of the interval in $s$ that we use to compute the local average. For the second order phase transition, Fig. 9b, the local average $\bar{r}_{\text{avg}}(s)$ changes smoothly at the transition point, while for the first order transition, it changes abruptly Fig. 9a.

5 Reverse Annealing and OTOCs

In this section, we study a relation between reverse annealing and OTOCs. Reverse annealing is a way to find a better classical solution than a given initial solution by starting from an appropriate classical state and gradually increasing and then decreasing the transverse magnetic field [26]. The current D-Wave quantum annealer implements reverse annealing and the performance has been studied for various cases [46–48]. Some studies on the efficiency of reverse annealing are provided theoretically [49] and numerically [50], where it is shown that, at least for the $p$-spin model, reverse annealing can turn first-order phase transition into second-order phase transition by choosing an appropriate process.
The Hamiltonian of reverse annealing we will consider is

\[ H(s, \lambda) = sH_T + (1 - s)(1 - \lambda)H_{\text{init}} + \Gamma(1 - s)\lambda H_I, \quad (5.1) \]

where \( s, \lambda \) both take values in \([0, 1]\) and \( H_T \) is the Hamiltonian of the \( p \)-spin model (2.3). \( \Gamma \) tunes the strength of the transverse magnetic field \( H_I \) (2.2). \( H_{\text{init}} \) is the initialization term

\[ H_{\text{init}} = -\sum_{i=1}^{N} \epsilon_i Z_i, \quad (5.2) \]

which is \( H(0, 0) \) and \( \epsilon_i \in \{-1, 1\} \) is the \( i \)th component of the given classical initial state. Due to the high spatial symmetry of the \( p \)-spin model, without loss of generality we can assign \( \epsilon_i \) as

\[ \epsilon_i = \begin{cases} +1 & \text{for } i \leq N - n, \\ -1 & \text{for } i > N - n, \end{cases} \quad (5.3) \]

where \( n \in \{0, 1, \cdots, N\} \). The system may be characterized by a parameter \( c = 1 - \frac{n}{N} \in [0, 1] \), which is the probability for \( \epsilon_i \) to be \( +1 \). The initial magnetization is \( 2c - 1 \). A large \( c \) implies the solution is close to the ground state of \( H_T \). According to [50], the \( p \)-spin model experiences phase transitions by reverse annealing. We will show that the phase transitions can be detected also by OTOCs.

In Fig. 10 we present the time averaged OTOCs of the form \( \bar{F}^{(0)}_{Z_i Z_i} \) as an example. We have confirmed that other choices of operators show the same properties. \( \bar{F}^{(0)}_{Z_i Z_i} \) grows around the dotted lines corresponding to the transition points obtained by computing the free energy following [50]. This confirms that OTOCs can diagnose the phase transition. The smaller \( c \) becomes, the larger the transition \( s \) becomes. The bigger \( \Gamma \) becomes, the bigger the transition points \( s \) becomes. All these properties are also consistent with [50]. Furthermore, the curves for \( c = 0.625 \) (blue circles) suggest a first order phase transition, while the curves for \( c = 0.875 \) (red squares) suggest a second order phase transition. The results for \( c = 0.750 \) depend on the value of \( \Gamma \). For \( \Gamma = 1 \), they suggest a first order phase transition, while for \( \Gamma = 5 \) they suggest a second order phase transition. These are also consistent with [50], and provide more evidences that time-averaging OTOCs can diagnose also the order of phase transitions. The time-averaging OTOCs may play the role of an order parameter.

6 Conclusions and Future Directions

In this work, we have studied quantum phase transitions associated with quantum annealing and reverse quantum annealing for the ferromagnetic \( p \)-spin model from the point of view of quantum chaos. More specifically, we have shown that time-averaging OTOCs and the \( r \)-parameter statistics, which are usually used to diagnose quantum chaos, can also be used to diagnose quantum phase transitions.\(^8\)

\(^8\)Recently, quantum phase transitions from a QP phase into a F phase were observed in a different setup [51]. Our results should be experimentally testable in the same manner.
In the case of quantum annealing (QA), the system’s ground state is initially in a quantum paramagnetic (QP) phase ($s = 0$). As we increase the value of $s$, the system displays a quantum phase transition to a ferromagnetic (F) phase. We observe that the time-averaging OTOC takes an approximately constant value which is different in each phase. The late-time average value of OTOCs of the form $\tilde{F}_{Z_i Z_j}$ vanishes in the QP phase, and it takes a non-zero value in the F phase. In contrast, in the quantum paramagnetic (QP) phase ($\Gamma = 1$), the operator-dependence of OTOCs sharply diagnoses the quantum phase transitions. Time-averaging OTOCs made out of non-local operators, $\tilde{F}_{S^0 S^0}^{(0)}$, and $\tilde{F}_{S^z S^z}^{(0)}$, show a qualitatively similar behavior to the local operators $\tilde{F}_{Z_i Z_j}^{(0)}$ and $\tilde{F}_{X_i X_j}^{(0)}$, respectively.

The operator-dependence of $\tilde{F}_{V_W}^{(0)}$ occurs because we are considering ground state OTOCs. The ground-state OTOCs is essentially controlled by the properties of the ground state and do not reflect any chaotic property of ferromagnetic $p$-spin model. To access the

Figure 10: $\tilde{F}_{Z_i Z_j}^{(0)}$ versus $s$ during the reverse annealing process for $N = 8$ and $\lambda = 0.2$. The left panel show the results for $p = 5$, while the right panel show the results for $p = 11$. We set $\Gamma = 1$ in the first row, and $\Gamma = 5$ in the second row.
chaotic properties of the model, we need to consider thermal OTOCs at temperatures which are sufficiently larger than the ground state energy, in such a way that the OTOC receives contributions from excited states. In those cases, however, the thermal fluctuations wash out the special properties of the ground state, and the OTOCs are no longer useful in diagnosing phase transition. This can be seen in Fig. 7, which shows that the time-averaging thermal OTOCs vanish in both phases at high temperature.

The thermal OTOCs oscillate with time wildly around zero at late times, taking values which range roughly from -1 to 1. See Fig. 8. We think this oscillatory behavior reflects two effects: finite-size effects and some sort of weak chaotic behavior. Finite-size effects account for the fact that OTOCs do not vanish at late-times in systems whose size is not very large. In fact, it was shown in [40] that for energy-conserving system the late-time value of OTOCs scale as an inverse polynomial in the system size. Since our calculation of thermal OTOCs were done for $N \sim 11$, we expect finite-size effects in our results. The second effect, which we call weak scrambling, is based on the idea that, if the system is not strongly chaotic, or even if it is integrable, the thermal OTOC (for spatially separated operators) will not vanish at late times, but it will rather oscillate around zero, with the size of the oscillation being smaller for systems which are more chaotic. We give more evidence for these ideas in Appendix A using the chaotic Ising model. Similar ideas are also explored in [52].

From the above-mentioned results, we could confirm that time-averaging OTOCs provide useful order parameters to detect quantum phase transition, as suggested in [30]. Interestingly, time-averaging OTOCs not only diagnose the phase transition, but they can also distinguish first-order and second order phase transitions. In the case of first-(second-) order phase transitions, the time averaging OTOCs display a discontinuous (continuous) behavior at the quantum transition point, just like ordinary order parameters. This suggests that time-averaging OTOCs might be useful in detecting phase transitions when the rigorous order parameter is unknown.

The effectiveness of ground state OTOCs in detecting quantum phase transitions motivated us to question if we could also diagnose phase transitions using other probes of quantum chaos. In order to do that, we have studied how the average $r$-parameter behaves during the quantum annealing process. Fig. 9 shows that the average $r$-parameter clearly changes behavior around the quantum transition point, with the phase transition being more sharp in the case with anti-ferromagnetic interactions ($\lambda = 0.2$). When $\lambda = 1$, the average $r$-parameter, $\tilde{r}$, never takes any reference value characterizing random matrix behavior or integrability. In contrast, for $\lambda = 0.2$, the curves of $\tilde{r}$ versus $s$ display large oscillations in the ferromagnetic phase, taking values that correspond to chaotic behavior at some specific $s$. However, we checked that the corresponding level spacing distributions are different from Poisson or random matrix distributions, although they might have some vague resemblance. Interestingly, the local average of $\tilde{r}$ also can distinguish first and second order phase transition like OTOCs. Since we have studied the $r$-parameter statistics in the maximal spin sector, and the ground state of the system belongs to this sector, it is natural that it can detect the ground state physics associated to the phase transition.

In the case of reverse QA, the $p$-model also displays quantum phase transitions, as
shown in [50]. Similarly to the QA case, the time-averaging OTOC also can diagnose the quantum phase transition and its order. There is a quantitative difference from the QA case. In the beginning of the reverse annealing schedule, at $s = 0$, the system already displays a non-zero value of $\tilde{F}^{(0)}_{Z_iZ_i}$, which then increases as we increase the values of $s$.

Finally, we make a comment about the presence of the anti-ferromagnetic interaction term, $H_{AF}$, which makes the Hamiltonian non-stoquastic and turns first-order phase transitions into second-order ones during the quantum annealing process. From the analysis of the level spacing statistic we observe that this term makes the dynamics richer in the ferromagnetic phase. In particular, for some values of $s$, the system displays some degree of level repulsion, which is typical of chaotic systems. This suggests a connection between chaos and the order of the phase transitions. In particular, it seems that the presence of chaos in the ground state sector may turn first order phase transitions into second order ones. It would be interesting to further investigate this possibility.

Acknowledgement

We thank Koji Hahimoto, Norihiro Iizuka, Keisuke Fujii, Mikito Koshino, Kin-ya Oda, and Masaki Tezuka for comments and stimulating discussion. Our collaboration started when the authors attended at the 13th Kavli Asian Winter School on Strings, Particles and Cosmology, and developed while they were participating in Quantum Information and String Theory 2019 at YITP. We thank the conference organizers. A part of this work was completed when KI visited Brookhaven National Laboratory (BNL) and he thanks the members at RIKEN BNL Research Center (RBRC), especially Taku Izubuchi, Dmitri Kharzeev, Yuta Kikuchi, and Akio Tomiya for hospitality and useful discussion. He was also benefited from communication with Akinori Tanaka. KI was partly supported by Grant-in-Aid for JSPS Research Fellow, No. 19J11073. VJ, KK and KH were supported in part by Basic Science Research Program through the National Research Foundation of Korea(NRF) funded by the Ministry of Science, ICT & Future Planning(NRF2017R1A2B4004810) and GIST Research Institute(GRI) grant funded by the GIST in 2020.

A Chaotic/Integrable Transition in the Ising Spin Chain

In this section we review the time-behavior of OTOCs for the Ising model with transverse and magnetic fields,

$$H = -\sum_{i=1}^{L-1} Z_i Z_{i+1} - \sum_{i=1}^{L} (h_x X_i + h_z Z_i) \ ,$$

(A.1)

where we chose open boundary conditions. The Hamiltonian (A.1) is known to display chaotic behavior when $(h_x, h_z) = (-1.05, 0.5)$ [53]. The system is integrable if either $h_x$ or $h_z$ vanish.

We will be interested in the behavior of thermal OTOCs of the form

$$F_{Z_iZ_j}(t) = \langle Z_i(0) Z_j(t) Z_i(0) Z_j(t) \rangle \ ,$$

(A.2)

where the expectation value is taken in a thermal state. In Fig. 11 we study the be-
behavior of OTOCs across the integrable/chaotic transition that takes place as we change 
the parameters from the integrable point \((h_x, h_z) = (-1, 0)\) to the strongly chaotic point 
\((h_x, h_z) = (-1.05, 0.5)\).

Let us first discuss the infinite-temperature results, which are shown in Fig. 11a. At 
the strongly chaotic point \((h_x, h_z) = (-1.05, 0.5)\), the OTOC vanishes at late times, which 
is a signal of scrambling\(^9\). As we move away from the strongly chaotic point, the OTOC 
starts to oscillate around zero, and the amplitude of the oscillations increase as we approach 
the integrable point. We understand this behavior as a manifestation of weak scrambling, 
in which the OTOCs do not vanish at late times, but rather oscillates around zero, with 
the amplitude of the oscillations being smaller for more chaotic cases.

The behavior of the OTOCs change as we reduce the system’s temperature. Fig. 11b 
shows the results for \(\beta = 50\), which are almost same as the corresponding ground state 
OTOCs. Interestingly, the OTOCs at the integrable point \((h_x, h_z) = (-1, 0)\) do not seem 
to depend on the temperature. For all other values of \((h_x, h_z)\), the late-time value of the 
OTOC does not approach zero at late times. Instead, it oscillates around some constant 
value that depends on \((h_x, h_z)\). This shows that the OTOC no longer displays universal 
behavior at small temperatures, being actually controlled by the ground state physics. Note 
that this happens even at the strong chaotic point \((h_x, h_z) = (-1.05, 0.5)\). We understand 
this phenomenon as an absence of scrambling at low temperatures.

The observed behavior of the OTOCs for the quantum annealing Hamiltonian (2.6) are 
qualitatively similar to the ones obtained for the Ising model when we move slightly away 
from the integrable point, e.g. \((h_x, h_z) = (-1.02, .02)\). In both cases the thermal OTOCs 
(for sufficiently high temperatures) oscillate around zero taking some \(\mathcal{O}(1)\) values. This 
suggests that the system described by the Hamiltonian (2.6) is close to be integrable.

\(^9\)Here, by scrambling, we mean the late-time vanishing of OTOCs. In the literature, people sometimes 
use the term scrambling to refer to the exponential behavior of OTOCs.
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