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Abstract—We consider a Thévenin equivalent circuit capturing the dynamics of a power grid as seen from the point of common coupling with a power electronic converter, and provide a solution to the problem of online identification of the corresponding circuit parameters. For this purpose, we first derive a linear regression model in the conventional abc coordinates and next design a bounded observer-based composite identifier that requires local measurements and knowledge of the grid frequency only. An extension that guarantees exponential convergence of the estimates, under the additional assumption of knowledge of the grid X/R ratio, is further provided. The performance of the proposed identifier, which subsumes a conventional gradient descent algorithm, is illustrated via detailed computer simulations.

I. INTRODUCTION

With the widespread penetration of power electronic converters in the existing power systems, the problem of establishing an accurate model that is representative of the grid dynamics for the purpose of analysis and of control design is timely and increasingly relevant [9]. The conventional approach is to use a Thévenin equivalent (TE) circuit to represent the overall grid as seen from the individual bus where the power converter is interfaced. The theoretical basis standing behind this concept is provided by the TE theorem, stating in its original version that any linear circuit constituted by current and/or voltage sources and resistances can be described via an equivalent circuit characterized by a voltage source combined in series with a resistance—a formulation that has been later extended to single-phase and three-phase AC circuits, with the notion of resistance being replaced by the notion of impedance [8]. This representation is suited for the analysis of a variety of key issues for a correct and safe operation of the power converter, ranging from fault studies [13], voltage stability analysis [10], loadability limit computation [11] to tuning of the related controllers [12]. In these studies it is emphasized that, to make the problem tractable in practice, the identification of the TE parameters shall be accomplished using only local measurements of voltage and currents.

The problem of online estimation of the TE parameters has been widely studied in the literature mainly using least-squares or extended Kalman filter techniques. As is well-known, the excitation requirements of these estimators, namely persistent excitation [7], is quite stringent and hard to satisfy (without probing signals) in the current application. Another disadvantage of these methods is that—if the excitation conditions are satisfied—the adaptation gain converges to zero losing the alertness of the estimator. In [1] a variation of the least-squares method proposed 32 years ago in [4], that converges in finite time, was used for this problem. Although the excitation conditions are weak the algorithm—that in its initial stage is akin to an off-line estimator—involves a numerically sensitive matrix inversion and, as it converges to a standard least-squares, loses its alertness.

The contributions of the paper are as follows. In Section [III] we discuss the fundamental assumptions behind the formulation of the mathematical model of a power converter interfaced to a TE circuit. Then, in Section [IV] we derive a LRE that is instrumental for the design of a bounded observer-based composite identifier, a task that is carried-out in Section [V]. By employing a further assumption, we next generate in Section [VI] an alternative, reduced LRE, for which a conventional gradient descent algorithm can be applied to ensure exponential convergence. The usefulness of the theoretical results are illustrated via simulations in Section [VII]. We conclude the paper in Section [VIII] with some final remarks and guidelines for future investigation.

Notation. Given a vector $a \in \mathbb{R}^n$, we denote the square of the Euclidean norm as $|a|^2 := a^T a$. The symbol $1_3$ denotes a three-dimensional vector of ones. Given a differentiable signal $u(t) \in \mathbb{R}^n$, we define the derivative operator $\frac{du(t)}{dt} := p[u(t)]$ and denote the action of an LTI filter $F(p) \in \mathbb{R}(p)$ as $F[p][u(t)]$. For given $\omega > 0$, $\varphi \in \mathbb{R}$, we denote the
vector
\[ S_\phi(t) := \sqrt{\frac{2}{3}} \begin{bmatrix} \sin(\omega t + \phi) \\ \sin(\omega t + \phi - \frac{2\pi}{3}) \\ \sin(\omega t + \phi + \frac{2\pi}{3}) \end{bmatrix}. \]

II. ASSUMPTIONS

The mathematical model, in abc reference frame, of the TE of a three-phase, symmetrical configured system—see Fig. 1 for the corresponding circuit schematic—is given by

\[ L \frac{d}{dt} i = -Ri + v - e, \quad (1) \]

where: \( i(t) \in \mathbb{R}^3 \), \( e(t) \in \mathbb{R}^3 \) denote the three-phase current and equivalent voltage of the grid, respectively; \( v(t) \in \mathbb{R}^3 \) denotes the three-phase voltage synthesized by the converter at the point of common coupling (PCC); \( L \in \mathbb{R}_{>0} \) and \( R \in \mathbb{R}_{>0} \) denote respectively the grid equivalent inductance and resistance.

Assumption 1 (Grid voltage): The TE voltage source is described by a three-phase balanced purely sinusoidal signal:

\[ e = ES_0, \quad (2) \]

with \( E > 0 \).

Assumption 2 (Parameters): The frequency \( \omega > 0 \) is known and the positive parameters \( L \), \( R \), \( E \) are unknown constants.

Assumption 3 (Measurements): The three-phase signals \( i(t) \in \mathbb{R}^3 \) and \( v(t) \in \mathbb{R}^3 \) are measurable.

Assumption 4 (PCC voltage): The voltage at the PCC is described by the three-phase signal

\[ v = VS_\phi + \epsilon_t, \quad (3) \]

with \( V > 0 \), \( \phi \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \), where \( \epsilon_t \in \mathbb{R}^3 \) is a signal exponentially decaying to zero.

Remark 1: A different steady-state amplitude \( V \), phase \( \phi \) and exponential term \( \epsilon_t \) is triggered in (3) any time a change occurs in the parameters of the TE or in the references provided to the power converter controllers. The rapidity at which the signal \( \epsilon_t \) vanishes is determined by the tuning of the converter control algorithms.

III. DERIVATION OF A LRE

For an appropriate modeling of the three-phase voltage synthesized by the converter at the PCC a caveat is necessary. In order to guarantee a correct operation of the power system, the state and input variables \( \{i, v\} \) are required to converge to suitable balanced, three-phase AC signal with the common grid frequency \( \omega \), but different amplitudes and phase shifts. These operating conditions are enforced by the converter control algorithms, which are usually based on a dq reference frame ensuring that the steady-states of interest, in new coordinates, correspond to constant quantities. Instrumental for the definition of such reference frame is the knowledge of the grid frequency \( \omega \). Indeed, using this information the overall system composed by the TE circuit and the power converter—transformed in dq coordinates—is linear time-invariant (LTI) and adequate control solutions can be established—see for example [6]. The design of an exponentially stabilizing controller legitimizes then the following assumption.

\[ Z = \Psi_f \theta + \epsilon_t, \quad (4) \]

where

\[ \theta := \text{col} \left( R \begin{array}{ccc} 1 & E \\ -L & -L & -L \end{array} \right) \in \mathbb{R}^3, \quad (5) \]

and \( \epsilon_t \in \mathbb{R}^3 \) is a signal exponentially decaying to zero.

Proof: The equation (1) may be written as

\[ \frac{d}{dt} i = \Psi \theta, \quad (6) \]

where we defined the three-dimensional square matrix

\[ \Psi := \begin{bmatrix} -i & v & -S_0 \end{bmatrix}. \quad (7) \]

The proof is completed applying to (6) the LTI, stable filter

\[ F(p) = \frac{\lambda}{p + \lambda}. \]
with \( \lambda > 0 \) and defining

\[
\begin{align*}
\mathbf{Z}(t) & := pF(p)[i(t)], \\
\Psi_f(t) & := F(p)[\Psi(t)].
\end{align*}
\]

Remark 2: Since we assumed that the power system configuration is symmetric, the sum of three phases of both the grid current and the voltage at the PCC is always zero, that is:

\[
i_3^T i_g(t) = i_3^T v(t) = i_3^T S_0(t) = 0, \quad \forall t \geq 0. \tag{8}
\]

A consequence of this fact is that the regression matrix \( \Psi \) satisfies \( \Psi i_3 = 0 \), hence it is singular and cannot satisfy the persistent excitation requirement

\[
\int_{t}^{t+T} \Psi(s)\Psi^T(s)ds \geq \delta I_3, \quad \forall t \geq 0, \tag{9}
\]

and some \( T > 0 \) and \( \delta > 0 \). Note also that in view of (8), only two of the three \( \text{abc} \) phases are required for the construction of such matrices.

IV. AN OBSERVER-BASED COMPOSITE IDENTIFIER

Clearly, a classical gradient descent (or least squares) algorithm can be applied to the LRE (4). However, in view of the lack of excitation indicated in Remark 2, poor performances are observed in simulations, that cannot be further improved by appropriate tuning of the estimator.

In view of this situation we propose instead the use of the composite identifier of [5], which offers additional freedom in the design at the expense of an higher-order dynamics.

**Proposition 1:** Consider the system (1) and the LRE (4). Define the observer-based composite identifier:

\[
\begin{align*}
\dot{i} & = -\alpha(i - i) + \Psi \hat{\theta} \\
\dot{\hat{\theta}} & = -\gamma_p \Psi^T (i - i) + \gamma_1 \Psi_f (\mathbf{Z} - \Psi_f \hat{\theta}),
\end{align*}
\]

with tuning gains \( \alpha > 0, \gamma_p > 0 \) and \( \gamma_1 > 0 \). Then the system trajectories are globally bounded and

\[
\lim_{t \to \infty} \dot{i}(t) = i(t). \tag{11}
\]

**Proof:** Let us define the incremental variables

\[
\begin{align*}
\dot{i} & := \dot{i} - i, \\
\dot{\theta} & := \dot{\hat{\theta}} - \hat{\theta}.
\end{align*}
\]

Using (4) and (4) we obtain the error dynamics:

\[
\begin{align*}
\dot{i} & = -\alpha \dot{i} + \Psi \dot{\hat{\theta}} \\
\dot{\hat{\theta}} & = -\gamma_p \Psi^T \dot{i} - \gamma_1 \Psi_f \dot{\hat{\theta}} + \Psi_f \epsilon_t.
\end{align*}
\]

Consider the Lyapunov function candidate

\[
\mathcal{V}(\dot{i}, \dot{\theta}) = \frac{1}{2} |\dot{i}|^2 + \frac{1}{2\gamma_p} |\dot{\theta}|^2.
\]

Some simple calculations show that

\[
\dot{\mathcal{V}} = -\alpha |\dot{i}|^2 - \frac{\gamma_1}{\gamma_p} |\Psi_f \dot{\hat{\theta}}|^2 + \frac{1}{\gamma_p} |\dot{\theta}|^2 \Psi_f \epsilon_t.
\]

The proof is completed invoking [5, Proposition 3.1].

**Remark 3:** If \( \alpha = \gamma_p = 0 \), the observer-based composite identifier (10) boils down to a classical gradient descent algorithm. For both solutions it would suffice the regression matrix \( \Psi_f \) to be persistently exciting to guarantee convergence of \( \dot{\hat{\theta}}(t) \) to the actual vector of parameters \( \theta \)—a condition that is unfortunately not verified, see Remark 2. However, as it will be shown in Section VI, a sufficiently small estimation error can be ensured by appropriate tuning of the parameters.

V. DERIVATION OF A REDUCED LRE

In this section we derive a second-order LRE that can be used to solve the problem of online identification of the TE circuit parameters under the following additional assumption.

**Assumption 5:** \( R = 0 \) or, alternatively, the ratio \( \rho := L\omega/R \) is a known constant.

This assumption can be justified whenever the power grid approximated by the TE circuit is dominantly inductive or it is characterized by transmission lines with a similar \( X/R \) ratio—the latter implying that at the occurrence of a trip of one or several lines, the average ratio remains unchanged. A straightforward consequence of adding the Assumption A5 is that we can reduce the number of parameters to be estimated from three to two. Indeed, from the knowledge of the grid inductance \( L \) we can compute the grid resistance from the equation \( R = L\omega/\rho \).

**Proposition 2:** Consider the system (1) verifying Assumptions A1-A5. There exist measurable signals \( Z_{ab}(t) \in \mathbb{R}^2 \) and \( \Psi_{f,ab}(t) \in \mathbb{R}^{2 \times 2} \) such that the following LRE is satisfied

\[
Z_{ab} = \Psi_{f,ab} \dot{\theta} + \epsilon_t, \tag{12}
\]

where

\[
\dot{\theta} := \text{col} \left( \frac{1}{L}, \frac{E}{L} \right) \in \mathbb{R}^2, \tag{13}
\]

and \( \epsilon_t \in \mathbb{R}^2 \) is a signal exponentially decaying to zero. Moreover, if \( \phi \neq 0 \), the trajectories generated by the gradient descent estimator

\[
\dot{\hat{\theta}} = \gamma \Psi_{f,ab} (Z_{ab} - \Psi_{f,ab} \hat{\theta}), \tag{14}
\]

with tuning gain \( \gamma > 0 \), verify

\[
\lim_{t \to \infty} \dot{\hat{\theta}}(t) = \hat{\theta}, \quad (exp).
\]

**Proof:** Let us consider the phase a and b from equation (11), so that we can write

\[
\frac{d}{dt} i_{ab} + \frac{\omega}{\rho} i_{ab} = \Psi_{ab} \hat{\theta}, \tag{15}
\]

where we defined the two-dimensional square matrix

\[
\Psi_{ab} := [i_{ab} \mid -S_{0,ab}]. \tag{16}
\]

The first part of the proof is then completed, similar to Lemma 1 by applying to (15) the LTI, stable filter

\[
F(p) = \frac{\lambda}{p + \lambda}\]

where \( \lambda \) is a small estimation error can be ensured by appropriate tuning of the parameters.

\[\text{Phases } a \text{ and } b \text{ are selected with no loss of generality, since a similar proof applies for a different choice of the phases.} \]
with $\lambda > 0$ and defining
\[
Z_{ab}(t) := \left( p + \frac{\omega}{p} \right) F(p) \left[ I_{ab}(t) \right]
\]
\[
\Psi_{f,ab}(t) := F(p) \left[ \Psi_{ab}(t) \right].
\]
To prove global exponential convergence, recall that
\[
\lim_{t \to \infty} \Psi_{ab} = \left[ V S_{\phi,ab} \mid - S_{0,ab} \right]
\]
and that, using standard trigonometric identities, we have
\[
\det[V S_{\phi,ab} \mid - S_{0,ab}] =
\]
\[
= V \left( \sin(\omega t) \sin(\omega t + \phi - \frac{2}{3} \pi) - \sin(\omega t + \phi) \sin(\omega t - \frac{2}{3} \pi) \right)
\]
\[
= V \left( \cos(\phi - \frac{2}{3} \pi) - \cos(\phi + \frac{2}{3} \pi) \right)
\]
\[
= \frac{\sqrt{3}}{2} V \sin(\phi),
\]
which is always non-zero, being $\phi \neq 0$. Then we can claim that the matrix $\Psi_{ab}$ eventually converges to a nonsingular matrix and that, since this property is preserved upon stable filtering, so does the regression matrix $\Psi_{f,ab}$. By leveraging standard theory in parameters identification [14] we conclude that $\Psi_{f,ab}$ is persistently exciting and therefore global exponential convergence can be ensured via the gradient descent estimator (14).

Remark 4: The property of persistency of excitation of the regression matrix $\Psi_{f,ab}$ is guaranteed under the mild assumption $\phi \neq 0$, which corresponds to having a non-zero active power transferred between the power converter and the grid.

Remark 5: It is clear from the proof of Proposition [14] that an observer-based composite identifier analogous to (10) can be applied to the LRE (12), at the cost of an higher-order dynamics. However, in view of the persistency of excitation of the regression matrix $\Psi_{f,ab}$, this additional complication is unnecessary.

VI. SIMULATIONS

To validate the theoretical results we consider a voltage source converter with rated power of 1000 MVA, interfaced to a 400 kV transmission grid operating at the nominal frequency of $f = 50$ Hz, with nominal SCR of 3 and an X/R ratio of $\rho = 5$. Accordingly, the nominal parameters of the TE are given as follows:

\[
R = 10.68 \, \Omega, \quad L = 169.77 \, \text{mH}, \quad E = 326.60 \, \text{kV}.
\]

We suppose that the transmission grid under consideration is characterized by a relatively high inertia and therefore we can safely assume that the frequency $\omega$ remains constant over the time-scale of interest. As for the converter side, we consider the scenario where the converter is operating at its rated power and that a standard synchronous reference frame PLL is deployed to quickly recover the actual value of the frequency. The proportional and integral gains for the PLL are set respectively to $\kappa_p = 2 \cdot 10^2$ and $\kappa_I = 5 \cdot 10^3$. The system is developed in the Matlab/Simulink simulation environment, release R2021b.

We evaluate the performance of the identifier following two types of perturbations occurring respectively at time $T = 1$ s and $2T$ s. The first type of perturbation consists in a simultaneous change of the resistance and inductance of the TE, following a drop in the SCR from 3 to 1.5. The second type of perturbation takes the form of a drop of 10% of the TE voltage source. Extensive simulations are realized for these two relevant scenarios, with the gains of the identifier (10) set to fixed $\lambda = 10^3$, $\gamma_I = 10^8$ and variable $\alpha \in [0, 10^6]$, $\gamma_p \in [0, 10^8]$. The obtained results for both scenarios and three illustrative gain pairs $(\alpha, \gamma_p)$ are reported in Fig. 3, where it is shown that for all such gains the identifier allows to correctly recover the actual values of the corresponding parameters. Unsurprisingly, we further observe that acceptable performances strongly depend on an appropriate selection of the gains of the identifier. A particular case is given whenever we pick $\alpha = \gamma_p = 0$, that is, the identifier coincides with a gradient descent (GD) algorithm, see also Remark 3. We observe indeed that with this design, both a change of the impedance and of the voltage of the TE generate large peaks in the estimates provided by the identifier, resulting in convergence times superior to 350 ms—performances that can be neatly improved with a different tuning of the gains. We thus conclude that the additional degrees of freedom provided by the observer-based composite identifier can be exploited to improve performances under all type of perturbations.

We complete this section briefly illustrating in Fig. 3 the performances of a gradient descent algorithm applied to the reduced LRE (12), with tuning gain $\gamma = 10^8$. In addition to the previously considered scenario, we evaluate the responses of the algorithm in case that a change of the X/R ratio, initially set to $\rho(0) = 5$, may occur concurrently with the change of the SCR at time $T = 1$ s, that is $\rho(t) = \{3, 5, 7\}$, for $t > T$. It is shown that, as long as the X/R ratio remains unchanged, the estimates fastly and asymptotically converge to their actual values—a fact that stems from Fig. 4, where we plot

\[
\lambda_{\min} \left\{ \int_0^t \Psi_{f,ab}(s) \Psi_{f,ab}^T(s) ds \right\},
\]

which grows to infinity. As is well-known [2, Proposition 4] the latter is a necessary condition for global convergence of the gradient estimator. Nevertheless, whenever the ratio $\rho$ changes at $T = 1$ s, Assumption A5 is violated and large estimation errors are observed, suggesting that caution must be taken in employing such solution.

VII. CONCLUSIONS

In this paper we have addressed the problem of online identification of the parameters of a Thévenin equivalent grid, where this is adopted to describe a power system interfaced with a power electronic converter in closed-loop with an exponentially stabilizing controller. Based on this setting, we have derived a linear regression model for the system and next designed an observer-based composite identifier.
Fig. 2. Estimates of the grid resistance, inductance and voltage amplitude (solid lines) obtained via the observer-based composite identifier (10), as compared to the corresponding, actual values (dotted lines), and following: a) a drop of the SCR from 3 to 1.5 at $T = 1$ s (left); b) a drop of 10% of the TE voltage source at $2T$ s (right).

ensuring that the resulting estimates are bounded for all positive gains. An alternative, exponentially converging design is further proposed, assuming either a dominantly inductive grid or the a priori knowledge of the X/R ratio—conditions that allow to generate a reduced linear regressor equation. The theoretical results are validated via simulations, which suggest that convergence and suitable performances can be enforced by an appropriate tuning of the gains.

Future works will explore solutions able to guarantee asymptotic convergence of the estimates to their actual values by lifting Assumption A5. Validation of the obtained results on a detailed benchmark and related experiments are under progress and will be reported soon.
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