Mathematical justification of the point vortex dynamics in background fields on surfaces as an Euler–Arnold flow
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Abstract
The point vortex dynamics in background fields on surfaces is justified as an Euler–Arnold flow in the sense of de Rham currents. We formulate a current-valued solution of the Euler–Arnold equation with a regular-singular decomposition. For the solution, we first prove that, if the singular part of the vorticity is given by a linear combination of delta functions centered at \( q_n(t) \) for \( n = 1, \ldots, N \), \( q_n(t) \) is a solution of the point vortex equation. Conversely, we next prove that, if \( q_n(t) \) is a solution of the point vortex equation for \( n = 1, \ldots, N \), there exists a current-valued solution of the Euler–Arnold equation with a regular-singular decomposition such that the singular part of the vorticity is given by a linear combination of delta functions centered at \( q_n(t) \). As a corollary, we generalize the Bernoulli law to the case where the flow field is a curved surface and where the presence of point vortices is taken into account. From the viewpoint of the application, the mathematical justification is of significance since the point vortex dynamics in the rotational vector field on the unit sphere is regarded as a mathematical model of geophysical flow in order to take effect of the Coriolis force on inviscid flows into consideration.
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1 Introduction
The motion of incompressible and inviscid fluids in the Euclidean plane is governed by the Euler equation,
\[ \partial_t v_t + (v_t \cdot \nabla)v_t = -\text{grad}p_t, \quad \text{div} v_t = 0, \]

where \( (v_t \cdot \nabla) = v_t^1 \partial_1 + v_t^2 \partial_2 \). The fluid velocity field \( v_t \in \mathcal{X}(\mathbb{R}^2) \) and the scalar pressure \( p_t \in C(\mathbb{R}^2) \) are the unknowns at time \( t \in (0,T) \). A solution of the Euler equation (1) is called an Euler flow. Applying the curl operator to the Euler equation, we obtain the following equation for the vorticity \( \omega_t = \text{curl} v_t = \partial_1 v_t^2 - \partial_2 v_t^1 \):

\[ \partial_t \omega_t + (v_t \cdot \nabla)\omega_t = 0, \]

which is called the vorticity equation. Owing to \( \text{div} v_t = 0 \), the velocity becomes a Hamiltonian vector field, i.e., \( v_t = -\mathcal{J} \text{grad} \psi_t = (\partial_2 \psi_t, -\partial_1 \psi_t) \) for some \( \psi_t \in C(\mathbb{R}^2) \), where \( \mathcal{J} \) is the symplectic matrix. The unknowns \( \psi_t, v_t \) and \( p_t \) are presented by \( \omega_t \). Since \( \psi_t \) satisfies

\[ \omega_t = -\text{curl} \mathcal{J} \text{grad} \psi_t = -(\partial_1^2 + \partial_2^2) \psi_t = -\Delta \psi_t, \]

it is given by \( \psi_t = \langle G_H, \omega_t \rangle \) and \( v_t = -\mathcal{J} \text{grad}(G_H, \omega_t) \), where \( G_H \) is the Green function for the Laplacian \(-\Delta\). To determine \( p_t \) from \( v_t \), Applying the divergence operator to the Eq. (1), we have

\[ \text{div}(v_t \cdot \nabla) = -\text{div} \text{grad}p_t = -\Delta p_t. \]

Hence, the pressure is determined as a solution of this Poisson equation. We thus obtain

\[ v_t = -\mathcal{J} \text{grad}(G_H, \omega_t), \quad p_t = \langle G_H, \text{div}(v_t \cdot \nabla)v_t \rangle. \]

Note that it is derived under the assumption that \( (v_t, p_t) \) is an Euler flow.

On the other hand, the formulae (2) still make sense in the sense of distributions when we give a time-dependent distribution \( \Omega_t = \sum_{n=1}^N \Gamma_n \delta_{q_n(t)} \) as a linear combination of delta functions centered at \( q_n(t) \) for \( n = 1, \ldots, N \). Replacing \( \omega_t \) by \( \Omega_t \) in the Eq. (2), we formally obtain a velocity field \( V_t \in \mathcal{X}(\mathbb{R}^2 \setminus \{q_n(t)\}_{n=1}^N) \) and a pressure \( \Pi_t \in C(\mathbb{R}^2 \setminus \{q_n(t)\}_{n=1}^N) \). However, the pair \((V_t, \Pi_t)\) is no longer an Euler flow in a regular sense, since it does not belong to \( L^2_{\text{loc}}(\mathbb{R}^2) \). Hence, we cannot define the dynamics of \( q_n(t) \) from the Euler equation. Instead, to determine the evolution of \( q_n(t) \) by \( V_t \), Helmholtz considered the following regularized equation for \( q_n(t) \) \[27\].

\[ \dot{q}_n = \lim_{q \to q_n} \left[ V_t(q) + \mathcal{J} \text{grad}(G_H, \Gamma_n \delta_{q_n(t)})(q) \right] \]

\[ = -\mathcal{J} \text{grad} \sum_{m=1}^N \Gamma_m G_H(q_n, q_m) \equiv v_n(q_n). \]

It is called the point vortex equation, and the solution of (3) is called the point vortex dynamics. Then, there arises a natural question; How can we interpret \((V_t, \Pi_t)\) as an Euler flow in an appropriate mathematical sense?

The research on connection between the point vortex dynamics and Euler flows was pioneered by Marchiolo and Pulvirenti \[21\]. They proved that the point vortex
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dynamics can be regarded as a limit of $L^\infty$ solutions of the Euler equation whose initial vorticity is concentrated in sufficiently small region. A good reference for the research in this direction is given in [22]. As another connection, it has been recently demonstrated that the point vortex dynamics can be obtained as a limit of the motion of a rigid body in an Euler flow when the radius and mass of the rigid body with fixed circulation go to zero [15]. A similar result in this direction has been also obtained by a different method when the flow field is a general curved surface [14]. Although there are numerous studies that connect point vortex dynamics with Euler flows, the space of solutions to Euler equations that directly include point vortex dynamics has not been constructed. Delort establishes the global existence of weak solutions to the Euler equation such that the initial vorticity is a bounded Radon measure with compact support and with distinguished sign and in $H^{-1}_{\text{loc}}(\mathbb{R}^2)$ [6]. The Delort solution contains a large class of examples in which the support of the initial vorticity consists of a curve, known as vortex sheets. However, the point vortices, where the support of the initial vorticity is a set of points, can not be applied to the Delort solution due to the fact that the delta function is not in $H^{-1}_{\text{loc}}(\mathbb{R}^2)$, i.e., the velocity field whose vorticity is the delta function is not in $L^2_{\text{loc}}(\mathbb{R}^2)$. Based on the method of constructing the Delort solution, the point vortex dynamics is characterized as a discretization of Euler flows [31]. Thus, due to the singularity of the vorticity and the nonlinearity of the Euler equation, the justification of the point vortex dynamics as an Euler flow is an important but difficult problem in the analysis of the two-dimensional Euler equation.

The point vortex dynamics is sometimes considered in the presence of the velocity field $X_t \in \mathfrak{X}(\mathbb{R}^2)$ of an Euler flow, in which the evolution of $q_n(t)$ is governed by the following equation.

$$\dot{q}_n(t) = \beta X_t(q_n(t)) + \beta \omega v_n(q_n(t)), \quad n = 1, \ldots, N$$

for a given pair of parameters $(\beta X, \beta \omega) \in \mathbb{R}^2$. The velocity field $X_t$ is called the background field. An experimental study confirm the importance of background fields in two-dimensional turbulence [34]. In the same way as in the absence of a background field, a velocity field $V_t \in \mathfrak{X}(\mathbb{R}^2 \setminus \{q_n(t)\}_{n=1}^N)$ and a pressure $\Pi_t \in C(\mathbb{R}^2 \setminus \{q_n(t)\}_{n=1}^N)$ are defined:

$$V_t(q) = X_t(q) - \mathcal{J} \text{grad} \sum_{n=1}^N \Gamma_n G_H(q, q_n(t)), \quad \Pi_t = \langle G_H, \text{div}(V_t \cdot \nabla) \rangle.$$

Even if the regularity of the background field is simply of class $C^r$, it remains open whether the pair is a weak solution of the Euler equation as it is open in the case with no background field.

The purpose of this paper is justifying the point vortex dynamics in background fields as an Euler flow by constructing a space of weak solutions to the Euler equation which contains the point vortex dynamics. To this end, we establish a weak formulation of the Euler equation in the space of currents, which is developed in the theory of geometric analysis and geometric measure theory. The notion of currents
is defined not only for the Euclidean plane but also general curved surface. Hence, the formulation established here can be naturally generalized for surfaces. The Euler equation is generalized for the case of Riemannian manifolds by Arnold [1], called the Euler–Arnold equation. From the viewpoint of the application, it is of significance to justify the point vortex dynamics in a background field on curved surfaces as an Euler–Arnold flow, since the point vortex dynamics in the rotational vector field on the unit sphere is regarded as a mathematical model of a geophysical flow in order to take effect of the Coriolis force on inviscid flows into consideration [24] for instance. As for prerequisites, it is helpful to be familiar with the theory of manifolds and calculus of differential forms, although some basic notions such as vector calculus on curved surfaces related with fluid dynamics, de Rham currents, and the Euler–Arnold equation are reviewed in this paper.

This paper is organized as follows. In Sect. 2, we collect some definitions and conventions from differential geometry that will be used throughout the paper. In Sect. 3, we derive the point vortex dynamics on curved surfaces from the Euler–Arnold equation in the similar manner to the case of the Euclidean plane. In Sect. 4, we review basic concepts of the theory of de Rham currents. Some notions in vector calculus are reformulated in terms of currents for the application to fluid dynamics. In Sect. 5, we examine the Euler–Arnold equation for more details from the viewpoint of currents. We formulate a current-valued solution of the Euler–Arnold equation on surfaces with a regular-singular decomposition, which we call a $C^r$-decomposable weak Euler–Arnold flow. In Sect. 6, our main results are stated and proved. In the first theorem, we prove that, for a given $C^r$-decomposable weak Euler–Arnold flow, if the singular part of the vorticity is given by a linear combination of delta functions centered at $q_n(t)$ for $n = 1, \ldots, N$, $q_n(t)$ is a solution of the point vortex equation (31) Conversely, in the second theorem, we next prove that, if $q_n(t)$ is a solution of the point vortex equation (31) for $n = 1, \ldots, N$, there exists a $C^r$-decomposable weak Euler–Arnold flow such that the singular part of the vorticity is given by a linear combination of delta functions centered at $q_n(t)$. As a consequence, the point vortex dynamics in a background field on a surface is justified as a $C^r$-decomposable weak Euler–Arnold flow. In Sect. 7, we apply the main results to some problems in fluid dynamics. As a corollary, we generalize the Bernoulli law to the case where the flow field is a curved surface and where the presence of point vortices is taken into account.

2 Background materials

Let $(M, g)$ be a connected orientable 2-dimensional Riemannian manifold, called a surface, with or without boundary, which can be compact or non-compact. Here, $g$ denotes the Riemannian metric. Let $\mathfrak{X}(M)$ be the space of all vector fields on $M$, that is, measurable sections of the tangent bundle of $M$. Let $\Omega^p(M)$ be the space of all $p$-forms on $M$, that is, measurable section of the $p$-th exterior power of the cotangent bundle. Let $\mathcal{D}^p(M)$ be the space of all smooth $p$-forms with compact support. In this section, every vector field and every differential form are smoothly defined on $M$. 
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By abuse of notation, the same symbol \( p \) is often used for the element of \( M \) and the order of differential forms and currents throughout this paper.

The Riemannian metric defines the musical isomorphism between \( \mathfrak{X}(M) \) and \( \Omega^1(M) \). Every vector field is converted to a 1-form by the flat operator \( b : X \in \mathfrak{X}(M) \to X^b = g(X, \cdot) \in \Omega^1(M) \). The inverse of the flat operator is called the sharp operator \( \sharp : \alpha \in \Omega^1(M) \to \alpha_\sharp \in \mathfrak{X}(M) \). Then, the 1-form \( X^\flat \) and the vector field \( \alpha_\sharp \) is called the velocity form and the dual vector field. Moreover, the Riemannian metric, which is defined on the tangent bundle is extended to the metric \( \tilde{g} \) on the cotangent bundle such that \( \tilde{g}(\alpha, \beta) = g(\alpha_\sharp, \beta_\sharp) \) for all \( \alpha, \beta \in \Omega^1(M) \). For simplicity of notation, we use the same letter \( g \) for \( \tilde{g} \).

Let us examine the musical isomorphism by using a local frame. The local frame \( (e_1, e_2) \) is defined as two vector fields on some open subset \( U \) such that for each \( p \in U, (e_1(p), e_2(p)) \) forms an orthonormal basis for \( T_p M \). Associated with the local frame, a pair of two 1-forms \( (\theta^1, \theta^2) \) on \( U \) is defined as the dual basis of \( T_p^\ast M \) and called the dual coframe. Then, we have

\[
g(e_i, e_j) = \delta_{i,j}, \quad \theta^i(e_j) = \delta^i_j,
\]

where \( \delta_{i,j} \) and \( \delta^i_j \) denote the Kronecker delta. It follows from \( \theta^i = e^\flat_i \) and \( e_j = \theta^j_\flat \) that for each vector field \( X = X^1 e_1 + X^2 e_2 \in \mathfrak{X}(U) \) and each 1-form \( \alpha = \alpha_1 \theta^1 + \alpha_2 \theta^2 \in \Omega^1(M) \),

\[
X^\flat = X^1 \theta^1 + X^2 \theta^2, \quad \alpha_\sharp = \alpha_1 e_1 + \alpha_2 e_2.
\]

A 2-form \( \text{dVol}_g \in \Omega^2(M) \) is called the Riemannian volume form if for each oriented local frame \( (e_1, e_2) \), \( \text{dVol}_g(e_1, e_2) = 1 \). Using the dual coframe \( (\theta^1, \theta^2) \), we can write \( \text{dVol}_g \) as \( \text{dVol}_g = \theta^1 \wedge \theta^2 \) on \( U \). The Riemannian volume form on surfaces is the differential form corresponding to the area element. The area of \( M \) is defined by \( \int_M \text{dVol}_g \). The \( L^2 \) inner product on \( \mathfrak{X}(M) \) is defined by

\[
(X, Y)_{L^2} = \int_M g(X, Y) \text{dVol}_g
\]

for each \( X, Y \in \mathfrak{X}(M) \).

The Hodge-\( * \) operator is defined as \( \alpha \wedge * \beta = g(\alpha, \beta) \text{dVol}_g \) for all \( \alpha, \beta \in \Omega^\rho(M) \). For each dual coframe \( (\theta_1, \theta_2) \), we have

\[
* 1 = \text{dVol}_g, \quad * \text{dVol}_g = 1,
\]

\[
* \theta_1 = \theta_2, \quad * \theta_2 = -\theta_1.
\]

Owing to the orientability of \( M \), the Hodge-\( * \) operator induces an isomorphism \( \mathcal{J} : TM \to TM \) such that \( \mathcal{J} X = (\ast X^\flat)_\sharp \) for each \( X \in \mathfrak{X}(M) \), which is called the complex structure. In particular, \( \mathcal{J} \) rotates vectors by the degree \( +\pi/2 \). We will see \( \mathcal{J} \) is a generalization of the symplectic matrix in the plane to the curved surface. Let \( d \) denote the differential operator \( d : \Omega^\rho(M) \to \Omega^\rho+1(M) \). The codifferential operator is defined by \( \delta = * d * : \Omega^\rho(M) \to \Omega^{\rho-1}(M) \). We denote the Hodge Laplacian by \( \Delta = d\delta + \delta d : \Omega^\rho(M) \to \Omega^\rho(M) \). The \( L^2 \) inner product on \( \Omega^\rho(M) \) is given by
\[(\alpha, \beta)_{L^2} = \int_M \alpha \wedge * \beta \]

for each \(\alpha, \beta \in \Omega^p(M)\). By definition, we have

\[(X, Y)_{L^2} = (X^\flat, Y^\flat)_{L^2}\]  \hspace{1cm} (4)

for each \(X, Y \in \mathfrak{X}(M)\).

**Remark 1** Let us derive a useful presentation of the Hodge-* operator. For each \(p \in M\), there exists a geodesic polar coordinate \((\rho, \theta) = (d(p, q), \theta)\) in the neighborhood \(V\) of \(p\) such that

\[g = (d\rho)^2 + \rho^2(1 + \rho h)^2(d\theta)^2\]

for some \(h \in C^\infty(V)\) (see, for instance, [11]). In this coordinate, the Riemannian volume form is written as

\[d \text{Vol}_g = \rho(1 + \rho h) d\rho \wedge d\theta.\]

Hence, we obtain

\[* d \log \rho = \rho^{-1} d \rho = (1 + \rho h) d\theta.\]

In particular, if \(q \in B_\varepsilon(p)\) for sufficiently small \(\varepsilon > 0\), we deduce

\[* d \log \rho = d \theta + \varepsilon h d\theta = d \theta + O(\varepsilon). \]  \hspace{1cm} (5)

Some notions in vector calculus such as the divergence, the curl, the gradient and the Hamiltonian vector field are rewritten in terms of differential forms. Let us define the divergence operator \(\text{div} : \mathfrak{X}(M) \to \Omega^0(M)\) and the curl operator \(\text{curl} : \mathfrak{X}(M) \to \Omega^0(M)\) by

\[\text{div} X = \delta X^\flat, \quad \text{curl} X = * d X^\flat. \] \hspace{1cm} (6)

Note that \(\Omega^0(M) = C^\infty(M)\). A vector field \(X \in \mathfrak{X}(M)\) is said to be incompressible (or divergence free) if \(\text{div} X = 0\). Given \(X \in \mathfrak{X}(M)\), we call the function \(\omega = \text{curl} X\) the vorticity. A vector field \(X \in \mathfrak{X}(M)\) is said to be irrotational if \(\omega = 0\) on \(M\). Let us define the gradient operator \(\text{grad} : \Omega^0(M) \to \mathfrak{X}(M)\) by

\[\text{grad} \phi = (d\phi)^\sharp.\]

A vector field \(X \in \mathfrak{X}(M)\) is called a gradient vector field if there exists a function \(\phi \in \Omega^0(M)\) such that \(X^\flat = d\phi\), i.e., \(X = \text{grad} \phi\). In contrast, a vector field \(X \in \mathfrak{X}(M)\) is called a Hamiltonian vector field if there exists a function \(\psi \in \Omega^0(M)\) such that \(X^\flat = -* d\psi\), i.e., \(X = - \mathcal{J} \text{grad} \psi\). Here, the symplectic form on the surface is taken as the Riemannian volume form. By definition, we obtain
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Hence, the vorticity $\omega$ of $X = -J \nabla \psi$ satisfies

$$\omega = -\nabla^2 \psi,$$

which yields that $\psi$ is determined by a solution of the Poisson equation (7). Owing to the slip boundary condition for $X$, $\psi$ obeys the Dirichlet boundary condition with a constant boundary value, since

$$d\psi = * X^0 = 0 \quad \text{on } \partial M.$$ 

We define a function $G_H \in C^\infty(M \times M \setminus \Delta)$ as the fundamental solution of the Poisson problem and call it the hydrodynamic Green function, where $\Delta$ is the diagonal set $\Delta = \{(x, x_0) \in M \times M | x = x_0\}$. 

**Definition 1** A function $G_H \in C^\infty(M \times M \setminus \Delta)$ is called a hydrodynamic Green function, if the function $G_H$ is a solution of the following boundary value problem. For each $(x, x_0) \in M \times M \setminus \Delta$ and each $\phi \in \mathcal{D}_1(M),$

$$-\nabla^2 G_H(x, x_0)[\phi] = \begin{cases} * \phi(x_0) - \frac{1}{\text{Area}(M)} \int_M \phi, & \text{if } M \text{ is a closed surface}, \\ * \phi(x), & \text{otherwise}, \end{cases}$$

$G_H(x, x_0) = G_H(x_0, x).$

If $M$ has a boundary, for each $x_0 \in \partial M$ and each boundary component $\gamma \subset \partial M$, there exists a constant $c(x_0, \gamma)$ depending on $x_0$ and $\gamma$ such that $G_H(x, x_0) = c(x_0, \gamma)$ for each $x \in \gamma$.

Let us note that a closed surface stands for a compact surface without boundary. A regularized hydrodynamic Green function, called Robin function $R \in C^\infty(M)$ [10, 14], is defined by

$$R(x) = \lim_{x_0 \to x} \left[ G_H(x, x_0) + \frac{1}{2\pi} \log d(x, x_0) \right],$$

where $d \in C^\infty(M \times M)$ is the geodesic distance on $M$. For each Hamiltonian vector field $X = -\nabla \psi$, by solving the Poisson problem (7), we obtain $\psi = \psi^0 + \langle G_H, \omega \rangle$ for some harmonic function $\psi^0$, which gives the Biot–Savart law on the surface.

$$X = -\nabla \psi = -\nabla (\psi^0 + \langle G_H, \omega \rangle).$$

Since the point vortex dynamics is formulated with a hydrodynamic Green function, it is necessary for the Green’s function to exist. One the other hand, there exists a surface with no Green function. Hence, throughout the paper, we assume that for a given surface $(M, g)$, there exists a hydrodynamic Green function. For instance, if
the surface is compact, the existence is guaranteed in [3]. Otherwise, the existence is discussed from the viewpoint of complex analysis [30]. We note that the hydrodynamic Green function \( G_M \) is determined up to harmonic functions which satisfy the Dirichlet constant boundary condition. Hence, according to the choice of the boundary value and asymptotic behavior near ends of surfaces, there are several definitions of the hydrodynamic Green function [10, 14]. In addition, we assume that if \( M \) is a surface with boundary, every vector field \( X \in \mathcal{X}(M) \) satisfies the slip boundary condition on \( \partial M \), that is \( X|_{\partial M} \in \mathcal{X}(\partial M) \). Note that the slip boundary condition is also written as \( \ast X^b = 0 \) in \( \Omega^1(\partial M) \).

**Remark 2** Let us recall that in the plane, every incompressible vector field becomes a Hamiltonian vector field. However, owing to the existence of genus, there exists an incompressible vector field which is not a Hamiltonian vector field. To see this, let us review the notion of (co)closedness, (co)exactness and the de Rham cohomology group. A \( p \)-form \( \alpha \in \Omega^p(M) \) is said to be closed if \( d\alpha = 0 \). A \( p \)-form \( \alpha \in \Omega^p(M) \) is said to be exact if there exists a \( (p-1) \)-form \( \beta \in \Omega^{p-1}(M) \) such that \( \alpha = d\beta \). In contrast, a \( p \)-form \( \alpha \in \Omega^p(M) \) is said to be coexact if there exists a \( (p+1) \)-form \( \beta \in \Omega^{p+1}(M) \) such that \( \alpha = \delta\beta \). Owing to \( \delta = * d * \), the condition \( \delta\alpha = 0 \) is equivalent to the condition \( d * \alpha = 0 \). Thus, a \( p \)-form \( \alpha \in \Omega^p(M) \) is coclosed if and only if \( * \alpha \) is closed. For the same reason, a \( p \)-form \( \alpha \in \Omega^p(M) \) is coexact if and only if \( * \alpha \) is exact.

Using these notions, we see that a vector field \( X \in \mathcal{X}(M) \) is irrotational if and only if the velocity form \( X^b \) is a closed 1-form. A vector field \( X \in \mathcal{X}(M) \) is a gradient vector field if and only if the velocity form \( X^b \) is exact. Similarly, a vector field \( X \in \mathcal{X}(M) \) is incompressible if and only if the velocity form \( X^b \) is coclosed, or equivalently, the 1-form \( * X^b \) is closed. A vector field \( X \in \mathcal{X}(M) \) is a Hamiltonian vector field if and only if the velocity form \( X^b \) is coexact, or equivalently, the 1-form \( * X^b \) is exact. Owing to \( d\delta \omega = \delta d\omega \), if the velocity form \( X^b \) is (co)exact, then \( X^b \) is (co)closed. Hence, every gradient vector field is irrotational as well as every Hamiltonian vector field is incompressible.

On the other hand, the converse does not always hold true. The notion that describes this gap quantitatively is the de Rham cohomology group. The \( p \)-th de Rham cohomology group, say \( H^p(M) \), is defined by the quotient vector space of the space of all closed \( p \)-forms over the space of all exact \( p \)-forms, i.e., \( H^p(M) = \text{Kerd/Imd} \). Clearly, every closed 1-form \( \alpha \) is exact if and only if \( H^1(M) = 0 \). Hence, for each irrotational (resp. incompressible) vector field \( X \in \mathcal{X}(M) \), since \( X^b \) (resp. \( * X^b \)) is closed, the irrotational (resp. incompressible) vector field becomes a gradient (resp. Hamiltonian) vector field if and only if \( H^1(M) = 0 \). For example, when \( M \) is the plane, by Poincaré lemma, we obtain \( H^1(\mathbb{R}^2) = 0 \). On the other hand, when the genus of \( M \) is more than 0, or the number of connected components of the boundary of \( M \) is more than 1, \( H^1(M) \) is not equal to 0 [30]. Note that this problem arises even for multiply connected domains in the plane.
Let us check the above notions are consistent with the notions in the case where the surface is given as the Euclidean plane $(\mathbb{R}^2, (dx^1)^2 + (dx^2)^2)$. Every vector field $X \in \mathfrak{X}(\mathbb{R}^2)$ is conventionally written as a vector-valued function $X = \gamma(X^1, X^2)$. However, in the theory of manifolds, it is rewritten as $X = X^1 \partial_1 + X^2 \partial_2$ by using an orthogonal basis $(\partial_1, \partial_2)$ of the tangent space of $\mathbb{R}^2$. Here, the orthogonal basis is identified with the partial derivative. Writing the dual basis in the cotangent space $X^\flat \in \Theta^1(\mathbb{R}^2)$ by using an orthogonal basis $(\partial_1, \partial_2)$ of the tangent space of $\mathbb{R}^2$, we obtain the velocity form $X^\flat = X^1 \partial_1 + X^2 \partial_2 \in \mathfrak{X}(\mathbb{R}^2)$ and the dual vector field $\alpha_\flat = \alpha_1 \partial_1 + \alpha_2 \partial_2 \in \mathfrak{X}(\mathbb{R}^2)$ for each $\alpha = \alpha_1 dx^1 + \alpha_2 dx^2 \in \Omega^1(\mathbb{R}^2)$. Obviously, the Euclidean metric, which is $(X, Y) = X^1 Y^1 + X^2 Y^2$ for each $X, Y \in \mathfrak{X}(\mathbb{R}^2)$, is extended to the metric on the cotangent bundle such that $(\alpha, \beta) = \alpha^1 \beta^1 + \alpha^2 \beta^2$ for each $\alpha, \beta \in \Omega^1(\mathbb{R}^2)$. For each $p$-form $\alpha \in \Omega^p(\mathbb{R}^2)$, $p = 0, 1, 2$, $d\alpha \in \Omega^{p+1}(\mathbb{R}^2)$ and $\ast \alpha \in \Omega^{2-p}(\mathbb{R}^2)$ satisfy

$$d\alpha = \begin{cases} \partial_1 \alpha dx^1 + \partial_2 \alpha dx^2, & \text{if } p = 0, \\ (\partial_1 \alpha_2 - \partial_2 \alpha_1) dx^1 \wedge dx^2, & \text{if } p = 1, \\ 0, & \text{if } p = 2, \end{cases}$$

$$\ast \alpha = \begin{cases} \alpha_0 dx^1 \wedge dx^2, & \text{if } p = 0, \\ -\alpha_2 dx^1 + \alpha_1 dx^2, & \text{if } p = 1, \\ \alpha_{12}, & \text{if } p = 2. \end{cases}$$

Hence, the complex structure $\mathcal{J} : T\mathbb{R}^2 \rightarrow T\mathbb{R}^2$ is exactly the symplectic matrix since

$$\mathcal{J} \partial_1 = \partial_2, \quad \mathcal{J} \partial_2 = -\partial_1.$$ 

Moreover, we obtain

$$\text{div} X = \delta X^\flat = \ast d \ast (X^1 \partial_1 + X^2 \partial_2)$$

$$= \ast (X^1 \partial_1 + X^2 \partial_2) dx^1 \wedge dx^2$$

$$= \partial_1 X^1 + \partial_2 X^2,$$

$$\text{curl} X = \ast dX^\flat = \ast d(X^1 \partial_1 + X^2 \partial_2)$$

$$= \ast (\partial_1 X^2 - \partial_2 X^1) dx^1 \wedge dx^2$$

$$= \partial_1 X^2 - \partial_2 X^1.$$
\[
\text{grad} \phi = (d\phi)_{\sharp} \\
= (\partial_1 \phi dx^1 + \partial_2 \phi dx^2)_{\sharp} \\
= \partial_1 \phi \partial_1 + \partial_2 \phi \partial_2,
\]
\[
- J \text{grad} \psi = -(* d\psi)_{\sharp} \\
= (\partial_2 \psi dx^1 - \partial_1 \psi dx^2)_{\sharp} \\
= \partial_2 \psi \partial_1 - \partial_1 \psi \partial_2,
\]
which gives the gradient vector field and the Hamiltonian vector field in the plane.

3 Point vortex dynamics on surfaces

Also for curved surfaces, the point vortex dynamics is derived from the Euler–Arnold equation in a similar manner to the case of the Euclidean plane. The Euler–Arnold equation on a surface \((M, g)\) is written as

\[
\partial_t v_t + \nabla_v v_t = -\text{grad} \rho_t, \quad \text{div} v_t = 0.
\]

The fluid velocity \(v_t \in \mathfrak{X}(M)\) and the pressure \(\rho_t \in C(M)\) are the unknowns at time \(t \in (0, T)\). The fluid velocity satisfies the slip boundary condition. The solution \((v_t, \rho_t)\) is called an Euler–Arnold flow. The references to the Euler–Arnold equation are found in [1, 2, 9, 32]. The advection term \((v_t \cdot \nabla) v_t\) in the Euler equation (1) is replaced as \(\nabla v_t v_t\) in the Euler–Arnold equation (9) by using the Levi-Civita connection \(\nabla\).

Applying the curl operator \(\text{curl} = \ast d\) to the Eq. (9) and writing the Lie derivative by \(\mathcal{L}\), we deduce from \(\nabla_v v_t = \mathcal{L}_{v_t} v_t - d|v|^2/2\) that

\[
\partial_t \omega_t + \mathcal{L}_{v_t} \omega_t = 0.
\]

The Eq. (10) is the vorticity equation on the surface. As we see in the Euclidean plane, we present \(v_t\) and \(\rho_t\) by \(\omega_t\) since every incompressible vector field becomes a Hamiltonian vector field, which makes it possible to utilize the Biot–Savart law. On the other hand, as we see in Remark 2, on general curved surfaces, there exists an incompressible vector field which is not a Hamiltonian vector field. For such incompressible vector field, we can not recover the vector field from the vorticity since we can not apply the Biot–Savart law to the incompressible vector field. Hence, to use the Biot–Savart law, it is necessary to assume that \(v_t\) is a Hamiltonian vector field, thereby deriving the presentation (2) for the surface. Then \(v_t\) is written as \(v_t = -\mathcal{J} \text{grad} \psi_t\), for some \(\psi_t \in C(M)\). Hence, we obtain

\[
\omega_t = -\text{curl} \mathcal{J} \text{grad} \psi_t = -\Delta \psi_t.
\]

By the Green function \(G_H\) for the Hodge Laplacian \(-\Delta\), \(\psi_t\) is given by \(\psi_t = \langle G_H, \omega_t \rangle\), which yields \(v_t = -\mathcal{J} \text{grad} \langle G_H, \omega_t \rangle\). Similarly, applying the divergence operator to the Eq. (9), we obtain
\[
\text{div}\nabla v_t = -\text{div}\text{grad}p_t = -\Delta p_t.
\]

Hence, under the assumption that \((v_t, p_t)\) is an Euler–Arnold flow and \(v_t\) is a Hamiltonian vector field, we deduce that the velocity field \(v_t\) and the pressure \(p_t\) are given by

\[
v_t = -\mathcal{J}\text{grad}\langle G_H, \omega_t \rangle, \quad p_t = \langle G_H, \text{div}\nabla v_t \rangle. \tag{11}
\]

As the time-dependent distribution, taking a linear combination of delta functions \(\Omega_t = \sum_{n=1}^{N} \Gamma_n \delta_{q_n(t)}\) centered at \(q_n(t) \in M\), we obtain a time-dependent vector field \(V_t \in \mathfrak{X}(M \setminus \{q_n(t)\}_{n=1}^{N})\) and a time-dependent function \(H_t \in C(M \setminus \{q_n(t)\}_{n=1}^{N})\) which is defined by (11) in the sense of distributions. Let us recall Helmholtz proposed that the motion of point vortices in the plane is governed by the evolution equation (3). Note that the velocity field \(v_n\) is written as

\[
v_n = \lim_{q \to q_n} \left[ V_t(q) + \frac{\Gamma_n}{2\pi} \mathcal{J}\text{grad} \log d(q, q_n(t)) \right], \tag{12}
\]

where \(d(q, q_n(t))\) is the Euclidean distance between \(q\) and \(q_n(t)\). By replacing the Euclidean distance in (12) with the geodesic distance \(d\) on the surface, we formulate the evolution equation of point vortices on the surface:

\[
\dot{q}_n = \lim_{q \to q_n} \left[ V_t(q) + \frac{\Gamma_n}{2\pi} \mathcal{J}\text{grad} \log d(q, q_n(t)) \right] = -\mathcal{J}\text{grad} q_n \left[ \sum_{m=1}^{N} \Gamma_n G_H(q_n, q_m) + \Gamma_n R(q_n) \right] \equiv v_n(q_n). \tag{13}
\]

The Eq. (13) is also called the point vortex equation, and the solution is called the point vortex dynamics on the surface.

Point vortex dynamics on surfaces is originally motivated by the applications to geophysical fluids [4]. In addition to the above derivation, which is based on the analogy of Helmholtz’s principle, there are several other derivations of the point vortex dynamics on surfaces. The point vortex dynamics is investigated in the many surfaces: a sphere [18], a hyperbolic disc [17], multiply connected domains [28], a cylinder [23], a flat torus [33], the Bolza surface [13], surfaces of revolution which is diffeomorphic to the plane [16], the sphere [8] and the torus [29]. For general curved surfaces, another derivation of point vortex dynamics from the vorticity equation (10) and the generalized Newton law has been recently developed in [14]. The generalized Newton law is a generalization of the Newton law in the plane to the mechanical system on curved surfaces (see, for instance [26]). Ragazzo and Viglioni compute the external force upon a fluid particle and derive the equation of motion of point vortices with mass by assuming the point vortices is moved by the external force.
As is the case of the Euclidean plane, we ask whether \((V_t, \Pi_t)\) is an Euler–Arnold flow. However, the problem is still open for curved surfaces nor the plane. Let us recall that even when the flow field is the plane, it is hard to justify the point vortex dynamics as an Euler flow owing to the nonlinearity of the vorticity equation and the singularity of the delta function. For general curved surfaces, this justification problem becomes more difficult due to the following reasons. First, the difficulty comes from the generalization of Helmholtz’s principle to the surface. In the analogy of the Helmholtz’s principle, the fluid velocity is regularized by the geodesic distance. There is no particular reason why the geodesic distance should be taken to regularize the fluid velocity. Another choice of the regularizing function has been recently discussed in [15]. Second, as we see in Remark 2, there exists an incompressible vector field which is not a Hamiltonian vector field. For the same reason, there exists an Euler–Arnold flow which is not a Hamiltonian vector field. For example, by using Hodge decomposition, we can construct an irrotational vector field which is not a Hamiltonian vector field. Clearly, the irrotational vector field is a steady solution of the Euler–Arnold equation. On the other hand, in order to derive the point vortex dynamics from an Euler–Arnold flow, we assume the Euler–Arnold flow is a Hamiltonian vector field. Hence, there is a gap between non-Hamiltonian Euler–Arnold flows and the point vortex dynamics.

As for the plane, the point vortex dynamics in the background field is considered. The background field is now taken as a fluid velocity \(X_t\) classical solution of the Euler–Arnold equation. Let us define the point vortex dynamics on surfaces in a background field by a solution of the following equation.

\[
\dot{q}_n(t) = \beta_X X_t(q_n(t)) + \beta_\omega \omega_n(q_n(t)), \quad n = 1, \ldots, N,
\]

for a given \((\beta_X, \beta_\omega) \in \mathbb{R}^2\), where \(X_t(q_n(t))\) is the velocity vector of the fluid velocity \(X_t\) at the point \(q_n(t)\). For example, in the application to geophysical flows, the point vortex dynamics in a background field on the unit sphere is adapted as a mathematical model of incompressible and inviscid fluid flows on the unit sphere with Coriolis force [24]. On the other hand, the problem remains open as to whether the point vortex dynamics in a background field is an Euler–Arnold flow.

### 4 de Rham current

#### 4.1 Basic concepts and properties

We review some basic notions in the theory of de Rham currents, which are alternatives of the Schwartz distributions in the Euclidean space that are required to give a weak formulation of the Euler–Arnold equation on curved surfaces. Roughly speaking, currents are differential forms with distribution coefficients in local charts. A good reference of the theory of de Rham currents is given in [7].

A \(p\)-current is defined as a continuous linear functional over \(\mathbb{R}\) on \(\mathcal{D}^{2-p}(M)\). Let \(T[\phi]\) denote the coupling of the \(p\)-current \(T\) and \(\phi \in \mathcal{D}^{2-p}(M)\). The elements of \(\mathcal{D}(M)\) are often called test forms. The space of all \(p\)-currents on \(M\) equipped with
the weak-* topology is denoted by $\mathcal{D}_p(M)$. The calculus of differential forms such as the differential operator $d$, the Hodge-* operator, the codifferential operator $\delta = * d *$ and the Hodge Laplacian $\Delta = d \delta + \delta d$ can be extended to currents via test forms. The differential operator $d : T \in \mathcal{D}_p(M) \to dT \in \mathcal{D}_{p+1}(M)$ is defined by

$$dT[\phi] = (-1)^{p+1} T[d\phi]$$

(14)

for each $\phi \in \mathcal{D}^{-p}(M)$. The Hodge-* operator $*: T \in \mathcal{D}_p(M) \to * T \in \mathcal{D}_p(M)$ is defined by

$$* T[\varphi] = (-1)^{p(2-p)} T[* \varphi]$$

(15)

for each $\varphi \in \mathcal{D}(M)$. Thus the notions for differential forms such as (co)closeness, (co)exactness and harmonicity can also be defined with respect to currents. A time-dependent current $T$ on $M$ is defined as a current on $(0, T) \times M$. Note that for each time-dependent current $T \in \mathcal{D}_p((0, T) \times M)$ and each $\tau \land \phi \in \mathcal{D}^{-p}((0, T) \times M)$ with $\tau \in \mathcal{D}((0, T))$ and $\phi \in \mathcal{D}^{-p}(M)$, the coupling of $T$ and only $\phi$ defines a 0-current on the time interval $(0, T)$. We also denote this time-dependent 0-current by $T[\phi] \in \mathcal{D}_0((0, T))$ and denote the coupling of $T[\phi]$ and $\tau$ by $T[\phi][\tau] = T[\tau \land \phi]$.

The time derivative of the time-dependent current $T$ is defined as the time derivative of $T[\phi] \in \mathcal{D}_0((0, T))$. For each time-dependent current $T \in \mathcal{D}_p((0, T) \times M)$, we define $\partial_1 T \in \mathcal{D}_p((0, T) \times M)$ by $\partial_1 T[\phi][\tau] = * \partial_1 T[\phi][\tau] = -T[\phi][* \partial_1 \tau]$. Note that for each $\phi \in \mathcal{D}^{-p}(M)$ and each $\tau \in \mathcal{D}((0, T))$.

For instance, the space $\mathcal{D}_0(M)$ corresponds to the space of distributions on $M$. For $p \in M$, we define the delta current, say $\delta_p \in \mathcal{D}_0(M)$, by $\delta_p[\phi] = * \phi(p)$. This is the counterpart of the delta function in the theory of distributions. As another example, every smooth $p$-form defines a $p$-current. For each smooth $p$-form $\alpha \in \Omega^p(M)$, it is naturally identified with a $p$-current by an inclusion map $I : \alpha \in \Omega^p(M) \hookrightarrow I(\alpha) \in \mathcal{D}_p(M)$ such that $I(\alpha)[\phi] = \int_M \alpha \land \phi$ for each $\phi \in \mathcal{D}^{-p}(M)$. The $p$-current $I(\alpha)$ is called the integral current of the $p$-form $\alpha$. Then, the inclusion map $I : \Omega^p(M) \hookrightarrow \mathcal{D}_p(M)$ commutes the differential operator $d$ and the Hodge-* operator, that is,

$$dI(\alpha) = I(d\alpha), \quad * I(\alpha) = I(* \alpha).$$

(16)

Indeed, we see that for each $\phi \in \mathcal{D}^{-p}(M)$ and each $\varphi \in \mathcal{D}^{-p}(M)$,

$$dI(\alpha)[\phi] = (-1)^{p+1} I(\alpha)[d\phi] = \int_M (-1)^{p+1} \alpha \land d\phi$$

$$= \int_M d\alpha \land \phi = I(d\alpha)[\phi],$$

$$* I(\alpha)[\varphi] = (-1)^{p(2-p)} I(\alpha)[* \varphi] = \int_M (-1)^{p(2-p)} \alpha \land * \varphi$$

$$= \int_M \star \alpha \land \varphi = I(* \alpha)[\varphi],$$

since
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\[
dI(\alpha) = I(\beta).
\]

The p-form \( \beta \) is called the weak derivative of \( \alpha \) and denoted by \( d\alpha \). Hence, even for each \( \alpha \in \Omega^p(M) \cap H^1_{\text{loc}}(M) \), the Eq. (16) is hold true. Note that the above argument of the regularity for measurable forms is applicable the regularity of measurable vector fields owing to the Eq. (4). From this reason, we use the same notation about the regularity of vector field as forms.

We now introduce \( \chi_p : v \in \mathfrak{X}^1(U) \to \mathfrak{X}_p v \in \mathfrak{D}_1(M) \) for a given submanifold \( U \subset M \) and \( p \in U \) by \( \chi_p v[\phi] = \phi_p[v_p] \) for each \( \phi \in \mathfrak{D}_1(M) \). For a given sufficiently small \( \varepsilon > 0 \), we denote by \( B_\varepsilon(p) \) the geodesic \( \varepsilon \)-ball centered at \( p \in M \), i.e.,

\[
B_\varepsilon(p) = \{ q \in M | d(q, p) < \varepsilon \}.
\]

It is characterized as a limit of the mean value for the vector field around a geodesic circle as follows.

**Proposition 1** Fix an open subset \( U \subset M \), \( p \in U \) and \( v \in \mathfrak{X}^1(U) \). Then for any \( \phi \in \mathfrak{D}_1(M) \), we have

\[
\chi_p v[\phi] = \lim_{\varepsilon \to 0} \frac{1}{\pi} \int_{\partial B_\varepsilon(p)} g(v, \mathcal{J} \text{grad log } d(p, q)) \phi.
\]

**Proof** Let us take the geodesic polar coordinate \( (\rho, \theta) = (d(p, q), \theta) \) that is given in Remark 1. We define a Cartesian coordinate \( (x^1, x^2) \) by

\[
x^1 = \rho \cos \theta, \quad x^2 = \rho \sin \theta.
\]

In the coordinate \( (x^1, x^2) \), we write the coordinate representations of \( v \) and \( \phi \) by

\[
v = v^1 \partial_1 + v^2 \partial_2, \quad \phi = \phi_1 dx^1 + \phi_2 dx^2,
\]

where \( \partial_i = \partial / \partial x^i \).

It follows from the Eq. (5) that

\[
g(v, \mathcal{J} \text{grad log } d(p, q)) = \ast d \log d(p, q)[v] = \ast d \log \rho[v]
\]

\[
= (1 + \rho h) d\theta[v].
\]

(17)
Since
\[ \partial_1 = \cos \theta \frac{\partial}{\partial \rho} - \frac{\sin \theta}{\rho} \frac{\partial}{\partial \theta}, \quad \partial_2 = \sin \theta \frac{\partial}{\partial \rho} + \frac{\cos \theta}{\rho} \frac{\partial}{\partial \theta}, \]
we obtain
\[ d\theta[v] = d\theta \left[ (v^1 \cos \theta + v^2 \sin \theta) \frac{\partial}{\partial \rho} + \left( -\frac{v^1}{\rho} \sin \theta + \frac{v^2}{\rho} \cos \theta \right) \frac{\partial}{\partial \theta} \right] = \frac{(-v^1 \sin \theta + v^2 \cos \theta)}{\rho}. \] (18)

Owing to
\[ dx^1 = \cos \theta d\rho - \rho \sin \theta d\theta, \quad dx^2 = \sin \theta d\rho + \rho \cos \theta d\theta, \]
we see that on \( \partial B_\varepsilon(p), \)
\[ \phi = \rho(-\phi_1 \sin \theta + \phi_2 \cos \theta) d\theta. \] (19)

Hence, we deduce from the Eqs. (17), (18) and (19) that for each \( q \in \partial B_\varepsilon(p), \)
\[ g(v, \mathcal{F} \text{grad log } d(p,q))\phi = (1 + \varepsilon h) \]
\[ \left\{ v^1 \phi_1 \sin^2 \theta + v^2 \phi_2 \cos^2 \theta - (v^1 \phi_2 + v^2 \phi_1) \sin \theta \cos \theta \right\} d\theta. \]

By continuous differentiability, we see that on \( \partial B_\varepsilon(p), \)
\[ v^j \phi_j = v^j(p)\phi_j(p) + O(\varepsilon) \]
for each \( i, j \in \{1, 2\}. \) Therefore, we conclude that
\[
\int_{\partial B_\varepsilon(p)} \frac{1}{\pi} g(v, \mathcal{F} \text{grad log } d(p,q))\phi = v^1(p)\phi_1(p) \int_{\partial B_\varepsilon(p)} \frac{\sin^2 \theta}{\pi} d\theta \\
+ v^2(p)\phi_2(p) \int_{\partial B_\varepsilon(p)} \frac{\cos^2 \theta}{\pi} d\theta \\
- (v^1(p)\phi_2(p) + v^2(p)\phi_1(p)) \int_{\partial B_\varepsilon(p)} \frac{\cos \theta \sin \theta}{\pi} d\theta + O(\varepsilon) \\
= v^1(p)\phi_1(p) + v^2(p)\phi_2(p) + O(\varepsilon) \\
= \chi_p v[\phi] + O(\varepsilon). \]

which complete the proof. \( \square \)

Let us recall that the velocity field whose vorticity is the delta function is not included in \( L^2_{\text{loc}}(M), \) which yields the Delort solution is not applicable to the point vortex dynamics. We now extend the space \( L^2_{\text{loc}}(M) \) slightly. A \( p \)-form \( \alpha \in \Omega^p(M) \) is said to be \textbf{almost locally 2-integrable} if there exists a subset \( U_a \subset M \) such that the complement \( M \setminus U_a \) is a countable set of points and that \( \alpha \) is of class \( L^2_{\text{loc}}(U_a). \) Let \( \Omega^p_{\text{aloc}}(M) \) denote the set of all almost locally 2-integrable \( p \)-form. Clearly, every \( p \)-form \( \alpha \in \Omega^p(M) \cap L^2_{\text{loc}}(M) \) is of class \( \Omega^p_{\text{aloc}}(M) \) since we can
take $U_\alpha$ as the whole space $M$. The topology of $\Omega^p_{\text{alloc}}(M)$ is defined as follows. A sequence \( \{\alpha_n\}_{n=1}^{\infty} \subset \Omega^p_{\text{alloc}}(M) \) converges to $\alpha_0 \in \Omega^p_{\text{alloc}}(M)$ in the sense of $\Omega^p_{\text{alloc}}(M)$ if \( ||\alpha_n - \alpha_0||_{L^2(K)} \to 0 \) for each compact subset $K \subset M \setminus \bigcup_{n=0}^{\infty} S(\alpha_n)$. For each $\alpha \in \Omega^p_{\text{alloc}}(M)$, there exists a maximal subset $U$ such that $\alpha \in L^2_\text{loc}(U)$. Then, the countable set $S(\alpha) = M \setminus U$ of points is called the singular support of $\alpha$.

We next define a singular integral current as an integral current whose integral kernel is an almost locally $2$-integrable $p$-form. What we would like to do here is to define an integral current for every almost locally $2$-integrable $p$-form $\alpha$ as well as for every locally $2$-integrable $p$-form. Unfortunately, since $\alpha$ is not integrable on a neighborhood of $S(\alpha)$, for each $\phi \in \mathcal{D}^2(M)$, the integral $I(\alpha)[\phi]$ does not make sense. However, if $\phi \in \mathcal{D}^2(M \setminus S(\alpha))$, the integral $I(\alpha)[\phi]$ always makes sense. Therefore, for this test form $\phi$, using its zero extension $\tilde{\phi} \in \mathcal{D}^2(M)$ to the whole space $M$, we can associate the integral $I(\alpha)[\phi]$ with the coupling $T[\phi]$ of a $p$-current $T \in \mathcal{D}^p(M)$. Namely, a $p$-current $T \in \mathcal{D}^p(M)$ is called a pseudointegral $p$-current, if there exists a $p$-form $\alpha \in \Omega^p_{\text{ alloc}}(M)$ such that for every $\phi \in \mathcal{D}^2(M \setminus S(\alpha))$, \( T[\phi] = I(\alpha)[\phi] \), where $\tilde{\phi} \in \mathcal{D}^2(M)$ is the zero extension of $\phi$ over $S(\alpha)$, i.e.,

\[
\tilde{\phi} = \begin{cases} 
\phi, & \text{on } M \setminus S(\alpha), \\
0, & \text{otherwise}.
\end{cases}
\]

By Zorn lemma, a pseudointegral $p$-current $T \in \mathcal{D}^p(M)$, there uniquely exists a $p$-form $\alpha_T \in \Omega^p_{\text{ alloc}}(M)$ such that $T[\tilde{\phi}] = I(\alpha_T)[\phi]$ for every $\phi \in \mathcal{D}^2(M \setminus S(\alpha_T))$ and that if $\alpha \in \Omega^p_{\text{ alloc}}(M)$ satisfies $T[\tilde{\phi}] = I(\alpha)[\phi]$ for any $\phi \in \mathcal{D}^2(M \setminus S(\alpha))$, $S(\alpha_T) \subset S(\alpha)$ and $\alpha_T|_{M \setminus S(\alpha)} = \alpha$. For each pseudointegral $p$-current $T$, the almost locally $2$-integrable $p$-form $\alpha_T$ is called the density of $T$. We define a subset $S(T) \subset M$ by $S(T) = S(\alpha_T)$ and call it the singular support of $T$. Let us note that the space of all pseudointegral $p$-currents is equipped with the relative topology of $\mathcal{D}^p(M)$. Since every pseudointegral $p$-current $T$ is a $p$-current, the differential operator $dT$ and the Hodge-$\ast$ operator $\ast$ $T$ is defined as one for the $p$-current.

Let us define the weak derivative of an almost locally $2$-integrable $p$-form $\alpha$. For a locally $2$-integrable form, the weak derivative is defined using the differential operator on an integral current. Unfortunately, neither $dI(\alpha)$ nor, for that matter, even $I(\alpha)$ can be defined as a $p$-current on the whole space $M$. On the other hand, if $\alpha$ comes from the density of a pseudointegral $p$-current, the weak derivative of $\alpha$ can be defined as follows. We will discuss when $\alpha$ comes from the density of a pseudointegral $p$-current later in Remark 4.

For each pseudointegral $p$-current $T$, we assume the $p+1$-current $dT$ becomes a pseudointegral $p + 1$-current again. Note that since every pseudointegral $p$-current is a $p$-current on $M$, $dT$ is defined as a $p + 1$-current. We then have the densities $\alpha_T \in \Omega^p_{\text{ alloc}}(M)$ and $\alpha_{dt} \in \Omega^{p+1}_{\text{ alloc}}(M)$ of $T$ and $dT$, respectively. We define the weak derivative of $\alpha_T$ by $\alpha_{dt}$ and denote it by $d\alpha_T$. Let us note that $\alpha_T \in \Omega^p(M) \cap L^2_\text{loc}(M \setminus S(\alpha_T))$ and $\alpha_{dt} \in \Omega^{p+1}(M) \cap L^2_\text{loc}(M \setminus S(\alpha_{dt}))$ and that $S(\alpha_{dt})$ is not equal to $S(\alpha_T)$ in general. For instance, $T = I(\log |z|) \in \mathcal{D}_0^p(C)$ gives $\alpha_T = \log |z| \in \Omega^p(C) \cap L^2_\text{loc}(C)$ and $d\alpha_T = (1/2)(z^{-1}dz + \bar{z}^{-1}d\bar{z}) \in \Omega^2(C) \cap L^2_\text{loc}(C \setminus \{0\})$, which yields $S(\alpha_T) = \emptyset$ but $S(d\alpha_T) = \{0\}$. 
Let \( \mathcal{D}_p^i(M) \) be the space of all pseudointegral \( p \)-currents \( T \) such that the \( p+1 \)-current \( dT \) is also a pseudointegral \( p+1 \)-current. The map \( K : T \in \mathcal{D}_p^i(M) \rightarrow K(T) = \alpha_T \in \Omega^p_{\text{aloct}}(M) \) is called the derivative. By definition, we can write the weak derivative by

\[
dK(T) = K(dT) \in \Omega^{p+1}_{\text{aloct}}(M).
\]

Moreover, the derivative \( K \) commutes the Hodge-* operator,

\[
* K(T) = K(\ast T) \in \Omega^p_{\text{aloct}}(M)
\]

for any \( T \in \mathcal{D}_p^i(M) \). To see this, let us substitute \( K(T) \) for \( \alpha \) in the Eq. (16). For each \( \phi \in \mathcal{D}^{2-p}(M \setminus S(T)) \) with its zero extension \( \tilde{\phi} \in \mathcal{D}^{2-p}(M) \), we have

\[
I(\ast K(T))[\phi] = \ast I(K(T))[\phi] = \ast T[\tilde{\phi}] = I(K(\ast T))[\phi],
\]

which gives

\[
I(\ast K(T) - K(\ast T))[\phi] = 0.
\]

Owing to the fundamental lemma of calculus of variation, we deduce the commutation relation. As a result, we obtain

\[
dK(T) = K(dT), \quad \ast K(T) = K(\ast T).
\]  

As a trivial example, for each \( p \)-form \( \alpha \in \Omega^p(M) \cap L^2_{\text{loc}}(M) \), the integral current \( I(\alpha) \) of the \( p \)-form is a pseudointegral \( p \)-current with singular support \( S(I(\alpha)) = \emptyset \), since for each \( \phi \in \mathcal{D}^{2-p}(M \setminus S(I(\alpha))) \) with its zero extension \( \tilde{\phi} \in \mathcal{D}^{2-p}(M) \), \( I(\alpha)[\tilde{\phi}] = I(\alpha)[\phi] \). Hence, we obtain

\[
K(I(\alpha)) = \alpha.
\]  

As another example, for each \( p \in M \), the delta current \( \delta_p \) is a pseudointegral \( 0 \)-current since, for each \( \phi \in \mathcal{D}^2(M \setminus \{p\}) \) with its zero extension \( \tilde{\phi} \in \mathcal{D}^2(M) \), \( \delta_p[\tilde{\phi}] = I(0)[\phi] = 0 \). Roughly speaking, when a \( p \)-current \( T \) is a pseudointegral current, the \( p \)-current is identified with the \( p \)-form \( K(T) \in \Omega^p_{\text{aloct}}(M) \) which has singularities in the singular support \( S(T) \). For example, since for each \( p \in M \), the delta current \( \delta_p \) is a pseudointegral \( 0 \)-current, the delta current \( \delta_p \) is identified with the \( 0 \)-form \( K(\delta_p) = 0 \in \Omega^0_{\text{aloct}}(M) \) which has a singularity at the point \( p \).

Especially, for each pseudointegral \( 1 \)-current, we can formulate a vector field with singularities by using the sharp operator \( \# : \alpha \in \Omega^1(M) \rightarrow \alpha_\# \in \mathfrak{X}(M) \). For each \( T \in \mathcal{D}^1_i(M) \), we define \( T_\# \in \mathfrak{X}(M \setminus S(T)) \) by \( T_\# = (K(T))_\# \). As an example, for each \( \psi \in \mathcal{D}^1_0(M) \), \( \mathcal{I}_{\text{grad}}K(\psi) = (K(\ast d\psi))_\# \) is a vector field on \( M \setminus S(\psi) \). The vector field \( \mathcal{I}_{\text{grad}}K(\psi) \) stands for the Hamiltonian vector field induced by the singular Hamiltonian \( \psi \in \mathcal{D}^1_0(M) \) with singularities in \( S(\psi) \). As an application of the calculus of currents, we will derive the Biot–Savart kernel from the Hamiltonian vector field whose vorticity is given by the delta current in Remark 5. This Hamiltonian vector field is regarded as a vector field generated by a point vortex.
Remark 3 In Definition 1, we state the definition of the hydrodynamic Green function in the sense of currents. For each \( x_0 \in M \), we define \( G_{x_0} \in \mathcal{D}_0^1(M) \) by \( K(G_{x_0})(x) = G_H(x, x_0) \). Then, the definition of the hydrodynamic Green function \( G_H \in C^0(M \times M \setminus \Delta) \) is rewritten in terms of the current \( G_{x_0} \) as follows. For each \( x_0 \in M \) and each \( \phi \in \mathcal{D}^2(M) \),

\[
- \Delta G_{x_0} [\phi] = \begin{cases} 
\ast \phi(x_0) - \frac{1}{\text{Area}(M)} \int_M \phi, & \text{if } M \text{ is a closed surface}, \\
\ast \phi(x_0), & \text{otherwise},
\end{cases}
\]

\[
K(G_{x_0})(x) = K(G_x)(x_0),
\]

\[
dK(G_{x_0}) = 0 \quad \text{on } \partial M.
\]

We define the principal value p.v. : \( \alpha \in \Omega_{\text{aloc}}^p(M) \rightarrow \text{p.v. } \alpha \in \mathcal{D}_p^1(M) \) by

\[
\text{p.v. } \alpha[\phi] = \lim_{\varepsilon \to 0} \int_{M \setminus B_\varepsilon(S(\alpha))} \alpha \wedge \phi
\]

for each \( \phi \in \mathcal{D}^2(M) \) if the limit exists, where

\[
B_\varepsilon(S(\alpha)) = \bigcup_{x \in S(\alpha)} B_\varepsilon(x).
\]

The domain of p.v., say \( \text{Dom(p.v.)} \), is defined as the space of \( p \)-currents in which the limit exists for every \( \phi \in \mathcal{D}^2(M) \). Let us note that given \( \alpha \in \Omega_{\text{aloc}}^p(M) \) such that the singular support \( S(\alpha) \) has a limit point \( x_0 \in S(\alpha) \), \( \alpha \) does not contained in \( \text{Dom(p.v.)} \) since the integral \( \int_{M \setminus B_\varepsilon(S(\alpha))} \alpha \wedge \phi \) diverges for any \( \varepsilon > 0 \) and any \( \phi \in \mathcal{D}^2(M) \). Hence, every almost locally \( 2 \)-integrable \( p \)-form in the domain \( \text{Dom(p.v.)} \) must have only a discrete singular support. In what follows, we assume every almost locally \( 2 \)-integrable \( p \)-form has only finite singular points.

For example, for each \( p \)-form \( \alpha \in \Omega_p(M) \cap L^2_{\text{loc}}(M) \), we have

\[
I(\alpha) = \text{p.v. } \alpha,
\]

since for each \( \phi \in \mathcal{D}^2(M) \),

\[
\text{p.v. } \alpha[\phi] = \int_M \alpha \wedge \phi = I(\alpha)[\phi].
\]

In particular, it follows from the Eq. (21) that \( I(\alpha) = \text{p.v. } K(I(\alpha)) \). On the other hand, for any \( p \)-current \( T \in \mathcal{D}_p^1(M) \), \( T = \text{p.v. } K(T) \) does not always hold true. As a matter of fact, if \( T = \delta_p \), we have \( \text{p.v. } K(T) = 0 \).

Remark 4 Given a \( p \)-form \( \alpha \in \Omega_{\text{aloc}}^p(M) \), if \( \alpha \in \text{Dom(p.v.)} \), there exists a pseudointegral \( p \)-current \( T_\alpha \in \mathcal{D}_p^1(M) \) such that the density of \( T_\alpha \) is given by \( \alpha \). For each \( p \)-form \( \alpha \in \text{Dom(p.v.)} \), p.v. \( \alpha \) becomes a pseudointegral \( p \)-current since for each \( \phi \in \mathcal{D}^2(M \setminus S(\alpha)) \) with its zero extension \( \tilde{\phi} \in \mathcal{D}^2(M) \),
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We thus obtain

\[ K(p.v. \alpha) = \alpha, \]

which is a generalization of the equality (21) from \( \alpha \in L^2_{\text{loc}}(M) \) to \( \alpha \in \text{Dom}(p.v.) \subset \Omega^p_{\text{aloc}}(M) \).

**Remark 5** Let us apply the calculus of currents to the derivation of the Biot–Savart kernel in the Euclidean plane \((\mathbb{C}, |dz|^2)\). First, let us consider a 0-current \( \psi = (G_H, \delta_0) \in \mathcal{D}'(\mathbb{C}) \), which is the singular Hamiltonian induced by the vorticity \( \delta_0 \). Since for each \( \phi \in \mathcal{S}(\mathbb{C}) \), \( \psi[\phi] = I(G_H(z, 0))[\phi] \), we deduce that \( \psi \) is a pseudointegral 0-current and that \( S(\psi) = \emptyset \). Defining \( u \in \mathcal{D}'(\mathbb{C}) \) by \( u = -*d\psi \), we have

\[-\int \text{grad}(\psi[\tilde{\phi}]) (\psi[\tilde{\phi}]) = (K(u))_{2}.\]

We see that \( u = I(-*dG_H(z, 0)) \) in \( \mathbb{C} \setminus \{0\} \), i.e., \( K(u) = -*dG_H(z, 0) \) and \( S(u) = \{0\} \), since for each \( \phi \in \mathcal{D}(\mathbb{C} \setminus \{0\}) \) with its zero extension \( \tilde{\phi} \in \mathcal{D}(\mathbb{C}) \),

\[ u[\tilde{\phi}] = d\psi[\tilde{\phi}] = -\psi[d*\tilde{\phi}] = \int_{\mathbb{C} \setminus \{0\}} G_H(z, 0) d*\phi \]

\[ = \int_{\mathbb{C} \setminus \{0\}} -d(G_H(z, 0) * \phi) + dG_H(z, 0) \wedge \phi \]

\[ = \int_{\mathbb{C} \setminus \{0\}} *dG_H(z, 0) \wedge \phi = I(-*dG_H(z, 0))[\phi]. \]

By using the Wirtinger derivative,

\[ \partial = \frac{\partial}{\partial z} = \frac{1}{2}(\partial_1 - i\partial_2), \]

\[ \bar{\partial} = \frac{\partial}{\partial \bar{z}} = \frac{1}{2}(\partial_1 + i\partial_2), \]

it follows from \( *d\bar{z} = -idz \) and \( *d\bar{z} = id\bar{z} \) that

\[-* dG_H(z, 0) = i(\partial G_H(z, 0)dz - \bar{\partial}G_H(z, 0)d\bar{z}), \]

which yields

\[-(*dG_H(z, 0))_\bar{z} = i(2\partial G_H(z, 0) \bar{\partial} - 2\bar{\partial} G_H(z, 0)\partial). \]

Therefore we obtain the Biot–Savart kernel as follows.
Remark 6  We compute the vorticity of \(-J\ \text{grad} K(u)\), in which \(p.v.\) plays a key role in the computation by the density of \(\psi\). Indeed, owing to \(K(u) = -\star dG_H(z,0)\), we deduce from (6) that for each \(z \in \mathbb{C} \setminus \{0\}\),

\[
\text{curl}(-J\ \text{grad} K(u)) = \star dK(u) = -\star d * dG_H(z,0) = -\Delta G_H(z,0) = 0.
\]

Hence, \(* dK(u)\) gives the vorticity of the vector field \(-J\ \text{grad} K(u)\) defined on \(\mathbb{C} \setminus \{0\}\) and equals to 0. In contrast, we have

\[
* du = - * d * d\psi = - \Delta \psi = \delta_0 \quad \text{in} \quad \mathcal{D}'_0(\mathbb{C}).
\]

Hence, when we derive the vorticity from the density \(K(u)\) as a pseudointegral 0-current, we need to modify \(* dK(u)\) so that the vorticity of \(u\) derived from \(K(u)\) is equal to the delta function \(\delta_0\) in \(\mathcal{D}'_0(\mathbb{C})\).

Now, we can see that

\[
* \text{p.v. } K(u) = \delta_0 \quad \text{in} \quad \mathcal{D}'_0(\mathbb{C}). \tag{23}
\]

Let us first check \(K(u) \in \text{Dom}(p.v.)\), i.e., the following limit exists:

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{C} \setminus B_{\varepsilon}(0)} K(u) \wedge \phi < \infty,
\]

which yields that \(p.v.\) \(K(u)\) becomes a pseudointegral 1-current. For each \(\phi \in \mathcal{D}(M)\) and each \(\varepsilon > 0\), it follows from

\[
K(u) \wedge \phi = - * dG_H(z,0) \wedge \phi
= dG_H(z,0) \wedge * \phi
= d(G_H(z,0) * \phi) - G_H(z,0) d * \phi
\]

that

\[
\int_{\mathbb{C} \setminus B_{\varepsilon}(0)} K(u) \wedge \phi = \int_{\mathbb{C} \setminus B_{\varepsilon}(0)} d(G_H(z,0) * \phi) - G_H(z,0) d * \phi
= - \int_{\partial B_{\varepsilon}(0)} G_H(z,0) * \phi - \int_{\mathbb{C} \setminus B_{\varepsilon}(0)} G_H(z,0) d * \phi.
\]

Writing \(\phi\) by \(\phi = \phi_1 dx^1 + \phi_2 dx^2\), owing to
\[\ast \, dx^1 = dx^2 = \varepsilon \cos \theta d\theta,\]
\[\ast \, dx^2 = -dx^1 = \varepsilon \sin \theta d\theta \quad \text{on } \partial B_{\varepsilon}(0),\]
we obtain
\[\int_{\partial B_{\varepsilon}(0)} G_H(z, 0) \ast \phi = \int_{\partial B_{\varepsilon}(0)} \left( -\frac{1}{2\pi} \log \varepsilon \right) \ast (\phi_1 dx^1 + \phi_2 dx^2)\]
\[= -\frac{1}{2\pi} \varepsilon \log \varepsilon \int_{\partial B_{\varepsilon}(0)} (\phi_1 \cos \theta + \phi_2 \sin \theta) d\theta\]
\[\to 0,\]
\[\int_{\mathbb{C} \setminus B_{\varepsilon}(0)} G_H(z, 0) d \ast \phi \to \int_{\mathbb{C}} G_H(z, 0) d \ast \phi < \infty.\]
Hence, we deduce \(K(u) \in \text{Dom}(p.v.)\) and \(p.v. K(u) \in \mathcal{D}^1_1(\mathbb{C}).\) Owing to the equalities (14) and (15), we see that for each \(\phi \in \mathcal{D}^2(\mathbb{C}),\)
\[\ast \text{ d.p.v. } K(u)[\phi] = \text{ p.v. } K(u)[d \ast \phi] = \lim_{\varepsilon \to 0} \int_{\mathbb{C} \setminus B_{\varepsilon}(0)} -\ast dG_H(z, 0) \wedge d \ast \phi\]
\[= \lim_{\varepsilon \to 0} \int_{\mathbb{C} \setminus B_{\varepsilon}(0)} d(\ast \phi \ast dG_H(z, 0)) - \ast \phi d \ast dG_H(z, 0)\]
\[= \lim_{\varepsilon \to 0} -\int_{\partial B_{\varepsilon}(0)} \ast \phi \ast dG_H(z, 0)\]
\[\quad - \lim_{\varepsilon \to 0} \int_{\mathbb{C} \setminus B_{\varepsilon}(0)} \ast \phi \bigtriangleup G_H(z, 0) dz \wedge d\bar{z}\]
\[= \lim_{\varepsilon \to 0} \int_{\partial B_{\varepsilon}(0)} \ast \phi i(\partial G_H(z, 0) dz - \bar{\partial} G_H(z, 0) d\bar{z})\]
\[= \ast \phi(0),\]
which gives the desired equality (23). Therefore, in order to recover the vorticity from the density, we need to consider \(\ast \text{ d.p.v. } K(u)\) instead of \(\ast dK(u)\).

Let us introduce the operator \(\mathcal{Q}\) by \(\mathcal{Q} : \alpha \in \Omega^p_{\text{aloc}}(M) \to \mathcal{Q}\alpha \in \mathcal{D}^{p+1}_p(M),\) which is called the localizing operator. \(\mathcal{Q}\alpha \in \mathcal{D}^{p+1}_p(M)\) is defined by
\[\mathcal{Q}\alpha[\phi] = (-1)^{p+1} \text{ p.v. } \alpha[\text{d}\phi]\]
for each \(\phi \in \mathcal{D}^{1-p}(M).\) The domain of \(\mathcal{Q}, \text{Dom}(\mathcal{Q}),\) is the space of all \(p\)-currents \(\alpha\) in which \(\text{p.v. } \alpha[\text{d}\phi]\) is well-defined for every \(\phi \in \mathcal{D}^{1-p}(M).\) As we see in Remark 4, for a given \(\alpha \in \Omega^p_{\text{aloc}}(M),\) if \(\alpha\) is contained in \(\text{Dom}(\text{p.v.}),\) then \(\text{p.v. } \alpha\) becomes a pseudointegral 0-current. Hence, by the equality (14), for each \(\phi \in \mathcal{D}^{1-p}(M)\) we obtain
\[\text{p.v. } \alpha[\text{d}\phi] = (-1)^{p+1} \text{ d.p.v. } \alpha[\phi],\]
which yields that p.v. $\alpha[d\phi]$ is well-defined and that $\alpha \in \text{Dom}(\mathcal{U})$. Namely, \(\text{Dom}(p.v.) \subset \text{Dom}(\mathcal{U})\) holds true. In particular, if $\alpha \in \text{Dom}(p.v.)$, then
\[
\mathcal{U}\alpha = d\text{p.v. } \alpha.
\]
For instance, for each $p$-form $\alpha \in \mathcal{U}'(M) \cap H^1_{\text{loc}}(M)$, we deduce from the Eq. (16) and (22) that $\alpha \in \text{Dom}(\mathcal{U})$ and
\[
\mathcal{U}\alpha = d\text{p.v. } \alpha = dI(\alpha) = I(d\alpha). \tag{24}
\]
If $\alpha \in \text{Dom}(\mathcal{U})$ satisfies $d\alpha = 0$ in $M \setminus S(\alpha)$, then we obtain
\[
\mathcal{U}\alpha[\phi] = (-1)^{p+1} \text{p.v. } \alpha[d\phi] = (-1)^{p+1} \lim_{\epsilon \to 0} \int_{M \setminus \mathcal{B}_\epsilon(S(\alpha))} \alpha \wedge d\phi
\]
\[
= -\lim_{\epsilon \to 0} \int_{\mathcal{B}_\epsilon(S(\alpha))} \alpha \wedge \phi,
\]
since $(-1)^{p+1} \alpha \wedge d\phi = -d(\alpha \wedge \phi) + d\alpha \wedge \phi$. Hence, $\mathcal{U}\alpha$ is determined by the asymptotic behavior of $\alpha$ near the singular support $S(\alpha)$. The name of \textit{localizing} operator is coming from this property.

### 4.2 Weak formulation of vector fields

Since the space $\mathfrak{X}^{\infty}(M)$ of all smooth vector fields is isomorphic to the space $\Omega^1(M)$ of all smooth 1-forms through the flat operator $\flat : v \in \mathfrak{X}^{\infty}(M) \rightarrow \flat v = g(v, \cdot) \in \Omega^1(M)$, we can obtain a weak extension of the notions associated with vector fields such as the divergence, the vorticity and the slip-boundary condition in the sense of currents by replacing the velocity form with a 1-current. We will use these notions to formulate the Euler–Arnold equations in the sense of currents.

As we see in Sect. 2, the divergence and the vorticity of $v \in \mathfrak{X}^{\infty}(M)$ is defined by $\delta v^\flat \in \Omega^0(M)$ and $\ast d v^\flat \in \Omega^0(M)$. The slip boundary condition is written by
\[
\ast X^\flat = 0, \quad \text{in } \Omega^1(\partial M). \tag{25}
\]
Hence, it is reasonable to define the divergence and the vorticity of a 1-current $\alpha \in \mathcal{A}_L(\partial M)$ by $\delta \alpha \in \mathcal{A}_L^0(\partial M)$ and $\ast d \alpha \in \mathcal{A}_L^0(\partial M)$. On the other hand, for each $\alpha \in \mathcal{A}_L^1(M)$ with $\partial M \cap S(\alpha) = \emptyset$, we define the slip boundary condition as $\ast K(\alpha) = 0$ in $\Omega^1(\partial M)$. Note that the slip boundary condition can not be defined for any 1-current straightforwardly since the restriction of the current on the boundary does not in general make sense.

**Remark 7** As we see in Remark 2, in the plane, every incompressible vector field is a Hamiltonian vector field. Hence, for any incompressible vector field $X \in \mathfrak{X}^{\infty}(\mathbb{R}^2)$, the vector field $X$ can be recovered from its vorticity $\omega$ by use of the Biot–Savart law $X = -\flat \text{grad}(G_H, \omega)$. However, for a general curved surface $M$, even for a multiply connected domain in the plane, not every incompressible vector field becomes a Hamiltonian vector field as long as $H^1(M) \neq 0$. With no restriction to Hamiltonian

\[\text{Springer}\]
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Let $X \in \mathfrak{X}^{\infty}(M)$ be an incompressible vector field. For a given incompressible vector field $Y \in \mathfrak{X}^{\infty}(M)$, let us assume that the relative vector field $Y - X$ is a Hamiltonian vector field: $Y - X = -J \nabla \psi$ for some $\psi \in \Omega^{0}(M)$. Then we note that the vector field $Y$ does not need to be a Hamiltonian vector field, but just the difference between $Y$ and $X$ need to be a Hamiltonian vector field. The relative vorticity $\omega = * (Y - X)$ now satisfies

$$\omega = * d(-J \nabla \psi) = -\bigtriangleup \psi.$$ 

Hence, we obtain $Y = X - J \nabla (G_{H}, \omega)$.

Let us extend the argument in Remark 7 with respect to vector fields to currents by replacing $Y$ with $\alpha \in D_{i}^{1}(M)$. Let us fix incompressible vector field $X \in \mathfrak{X}(M)$ arbitrarily. For a given current $\alpha \in D_{i}^{0}(M)$ with $\partial M \cap S(\alpha) = \emptyset$, let us assume that $\alpha$ satisfies the slip boundary condition and the relative current $\alpha - I(X^{\oplus})$ is coexact, i.e., $\alpha - I(X^{\oplus}) = -*d\psi$ for some $\psi \in D_{i}^{1}(M)$. Defining the relative vorticity $\omega \in D_{i}^{0}(M)$ to $X$ by $\omega = * (\alpha - I(X^{\oplus}))$, we obtain

$$-\bigtriangleup \psi = -*d\psi = * (\alpha - I(X^{\oplus})) = \omega,$$

which gives $\alpha = I(X^{\oplus}) - *d(G_{H}, \omega)$.

In the present paper, we consider a special form of a singular vorticity as follows.

**Definition 2** Let $Q_{N}$ denote $(\text{Int } M)^{N} \setminus \{(q_{n})_{n=1}^{N} \in (\text{Int } M)^{N} | \exists i, j, q_{i} = q_{j}\}$. Fix $N \in \mathbb{Z}_{\geq 1}$, $(\Gamma_{n})_{n=1}^{N} \in (\mathbb{R} \setminus \{0\})^{N}$ and $(q_{n})_{n=1}^{N} \in Q_{N}$. A 0-current $\omega \in D_{i}^{0}(M)$ is called a singular vorticity of point vortices placed on $\{q_{n}\}_{n=1}^{N} \subset M$, if for each $\phi \in D^{2}(M)$,

$$\omega[\phi] = \sum_{n=1}^{N} \Gamma_{n} * \phi(q_{n}) + c \int_{M} \phi,$$

where

$$c = \begin{cases} \frac{1}{\text{Area}(M)} \sum_{n=1}^{N} \Gamma_{n}, & \text{if } M \text{ is a closed surface,} \\ 0, & \text{otherwise.} \end{cases}$$

As we see in Remark 3, the hydrodynamic Green function $G_{H}$ is written in terms of the pseudointegral 0-current $G_{x_{0}}$. From this, every solution $\psi \in D_{i}^{0}(M)$ of the Poisson problem $-\bigtriangleup \psi = \omega$ is presented by

$$\psi = \sum_{n=1}^{N} \Gamma_{n}(G_{q_{n}} + I(\psi^{0}(\cdot, q_{n})))$$  \hspace{1cm} (26)

up to a harmonic function $\psi^{0}$, where
for each \((x, x_0) \in M \times M \setminus \Delta\), since for each \(\phi \in \mathcal{D}^2(M)\),

\[
- \Delta \psi^0(x, x_0) = 0, \\
\psi^0(x, x_0) = \psi^0(x_0, x)
\]

Let us recall that the hydrodynamic Green function is determined up to a harmonic function. Namely, we define a function \(G_H \in C^\infty(M \times M \setminus \Delta)\) by

\[
G_H(x, x_0) = G_H(x, x_0) + \psi^0(x, x_0).
\]

It is easy to see that the function \(G_H^\prime\) is also a hydrodynamic Green function. For each \(x_0 \in M\), defining \(G_{x_0} \in \mathcal{D}_0^j(M)\) by \(K(G_{x_0}^\prime)(x) = G_H^\prime(x, x_0)\), we have

\[
G_{x_0} + I(\psi^0(\cdot, x_0)) = G_{x_0}^\prime,
\]

which gives

\[
\psi = \sum_{n=1}^{N} \Gamma_n G_{q_n}.
\]

Hence, without loss of generality, we can assume that \(\psi\) satisfies

\[
\psi = \sum_{n=1}^{N} \Gamma_n G_{q_n}.
\]

Moreover, \(\omega\) and \(\psi\) are pseudointegral 0-currents with \(S(\omega) = \{q_n\}_{n=1}^{N}\) and \(S(\psi) = \emptyset\), since for each \(\phi \in \mathcal{D}^2(M \setminus \{q_n\}_{n=1}^{N})\) with its zero extension \(\tilde{\phi} \in \mathcal{D}^2(M)\) and each \(\varphi \in \mathcal{D}^2(M)\),

\[
\omega \equiv \psi.
\]
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Hence, we obtain

\[ K(\omega) = c, \quad K(\psi)(p) = \sum_{n=1}^{N} \Gamma(p, q_n). \]  \tag{27} \]

Let us define \( u \in \mathcal{D}'(M) \) by \( u = -*d\psi \). Then, it follows from the Eqs. (20) and (27) that

\[ K(u) = -*dK(\psi) = \sum_{n=1}^{N} \Gamma_n(-*d_pG_H(p, q_n)). \]  \tag{28} \]

and that \( S(u) = \{ q_n \}_{n=1}^{N} \). Let us note that the equalities (27) for \( K(\omega) \) and (28) hold true in \( M \setminus \{ q_n \}_{n=1}^{N} \) and \( \Omega^0_{\text{loc}}(M) \).

In the present paper, let us focus on the following vector field, which governs the evolution of point vortices. Let us fix \( N \in \mathbb{Z}_{\geq 1}, \ (\Gamma_n)_{n=1}^{N} \subseteq (\mathbb{R} \setminus \{0\})^N \) and \( (q_n)_{n=1}^{N} \subseteq Q_N \). For each \( n \in \{1, \ldots, N\} \), a vector field \( v_n \in \mathcal{X}(B_n(q_n)) \) of class \( C^1 \) with sufficiently small \( r \in \mathbb{R}_{>0} \) is defined by

\[ v_n(q) = -\mathcal{J} \text{grad}_q \left[ \sum_{m=1}^{N} \Gamma_m G_H(q_m, q) + \frac{\Gamma_n}{2\pi} \log d(q_n, q) \right]. \]  \tag{29} \]

It follows from the regularity theorem for a linear elliptic operator [3] that \( v_n \) is of class \( C^1 \). In particular, by the Eq. (28), we have

\[ K(u) = v_n^b + \frac{\Gamma_n}{2\pi} \ast d \log d(q, q_n). \]  \tag{30} \]

Note that

\[ v_n(q_n) = -\mathcal{J} \text{grad}_{q_n} \left[ \sum_{m\neq n}^{N} \Gamma_m G_H(q_m, q_n) + \Gamma_n R(q_n) \right]. \]
Since \( \sum_{m \neq n}^{N} \Gamma_{m} G_{H}(q_{m}, q_{n}) + \Gamma_{n} R(q_{n}) \) is smooth on \( Q_{N} \), \( v : (q_{n})_{n=1}^{N} \in Q_{N} \rightarrow (v_{n}(q_{n}))_{n=1}^{N} \in TQ_{N} \) is a smooth vector field on \( Q_{N} \). The point vortex dynamics is defined as a solution of the following ordinary differential equation,

\[
\dot{q}_{n}(t) = v_{n}(q_{n}(t)), \quad n = 1, \ldots, N.
\]

\( \mathfrak{X}'(M) \) denotes the space of vector fields of class \( C^{r} \) on \( M \). For a given classical Euler–Arnold flow \( (X_{t}, P_{t}) \in \mathfrak{X}'(M) \times C^{r}(M) \) and \( (\beta_{X}, \beta_{\omega}) \in \mathbb{R}^{2} \), The point vortex dynamics in the background field \( X_{t} \) with the vorticity \( \omega_{X} \) is defined as a solution of the following ordinary differential equation, called the point vortex equation,

\[
\sum_{n=1}^{N} \Gamma_{n} \mathcal{X}_{q_{n}} \{ \dot{q}_{n} - (\beta_{X} X + \beta_{\omega} v_{n}) \} = dI(K(\psi) d\omega_{X}) \quad \text{in} \quad \mathcal{T}_{2}(M). \tag{31}
\]

In particular, if \( \omega_{X} \) is constant, we deduce

\[
\dot{q}_{n}(t) = \beta_{X} X_{t}(q_{n}(t)) + \beta_{\omega} v_{n}(q_{n}(t)), \quad n = 1, \ldots, N. \tag{32}
\]

We will see later that the term \( dI(K(\psi) d\omega_{X}) \) comes from a part \( \ast (\ast d\psi) \ast \psi \) of the advection term of the Euler–Arnold equation.

Let us derive a presentation of the point vortex equation in a coordinate \((x^{i})\). We choose a test form \( \phi_{n} \in \mathcal{T}^{2}(M) \) for each \( n = 1, \ldots, N \) and each \( i = 1, 2 \) such that \( \text{supp}(\phi_{n}) \cap \{ q_{m} \}_{m=1}^{N} = \{ q_{n} \} \) and that \( (d\phi_{n})_{q_{n}} = dx_{q_{n}}^{i} \in T_{q_{n}}^{*} M \). Writing \( \dot{q}_{n}, X \) and \( v_{n} \) by

\[
\dot{q}_{n} = \dot{x}_{1}^{i} \partial_{1} + \dot{x}_{2}^{i} \partial_{2}, \\
X = x_{1}^{i} \partial_{1} + x_{2}^{i} \partial_{2}, \\
v_{n} = v_{1}^{i} \partial_{1} + v_{2}^{i} \partial_{2},
\]

we then have

\[
\sum_{n=1}^{N} \Gamma_{n} \mathcal{X}_{q_{n}} \{ \dot{q}_{n} - (\beta_{X} X + \beta_{\omega} v_{n}) \} \{ \phi_{n} \} = \Gamma_{n} \mathcal{X}_{q_{n}} \{ \dot{q}_{n} - (\beta_{X} X + \beta_{\omega} v_{n}) \} \{ \phi_{n} \} = \Gamma_{n} \mathcal{X}_{q_{n}} \{ \dot{q}_{n} - (\beta_{X} X + \beta_{\omega} v_{n}) \} \{ \phi_{n} \} = \Gamma_{n} \mathcal{X}_{q_{n}} \{ \dot{q}_{n} - (\beta_{X} X + \beta_{\omega} v_{n}) \} \{ \phi_{n} \}.
\]

Hence, in the coordinate, the point vortex equation (31) is presented by

\[
\dot{q}_{n}^{i} = \beta_{X} x_{t}^{i}(q_{n}) + \beta_{\omega} v_{n}^{i}(q_{n}) + \Gamma_{n}^{-1} dI(K(\psi) d\omega_{X})[\phi_{n}^{j}].
\]

\( \Gamma_{n}^{-1} dI(K(\psi) d\omega_{X})[\phi_{n}^{j}] \) becomes a non-local term since

\[
\Gamma_{n}^{-1} dI(K(\psi) d\omega_{X})[\phi_{n}^{j}] = \Gamma_{n}^{-1} \int_{M} (K(\psi) d\omega_{X} \wedge d\phi_{n}^{j}).
\]
Therefore, we see that if the background vorticity $\omega_X$ is not constant, the point vortex equation becomes an integro-differential equation.

## 5 Euler–Arnold flow

Let us derive some equivalent presentations of the Euler–Arnold equation. They are derived from the following dual presentation.

$$\partial_t v^\flat + \nabla_v v^\flat = -dp.$$  \hfill (33)

Based on the fact that

$$\nabla_v v^\flat = \mathcal{L}_v v^\flat - d|v|^2/2,$$
$$\nabla_v v^\flat = i_v dv^\flat + d|v|^2/2,$$

we obtain two equivalent formulations of (33),

$$\partial_t v^\flat + \mathcal{L}_v v^\flat - d|v|^2/2 = -dp,$$  \hfill (34)

$$\partial_t v^\flat + i_v dv^\flat + d|v|^2/2 = -dp,$$  \hfill (35)

where $\mathcal{L}$ and $i$ are the Lie derivative and the interior multiplication respectively. Applying the differential operator $d$ to the Eq. (34), we obtain

$$\partial_t dv^\flat + \mathcal{L}_v dv^\flat = 0.$$  \hfill (36)

Owing to $dv^\flat = \omega d\text{Vol}_g$, the equation is equivalent to the vorticity equation:

$$\partial_t \omega + \mathcal{L}_v \omega = 0.$$  

The Eq. (36) contains both $v$ and $v^\flat$. On the other hand, in order to obtain a weak formulation of the Euler–Arnold equation in terms of currents, we need to present the Euler–Arnold equation only in terms of $v^\flat$. We notice that

$$i_v dv^\flat = \omega i_v d\text{Vol}_g = (* dv^\flat) * v^\flat,$$

owing to $\dim M = 2$. In addition, let us recall the Riemannian metric can be extended to the metric on the cotangent bundle, which yields $|v^\flat|$ makes sense and $|v^\flat| = |v|$ holds. Hence, from the Eq. (35), we deduce that

$$\partial_t v^\flat + (* dv^\flat) * v^\flat + d|v^\flat|^2/2 = -dp.$$  \hfill (37)

Before we replace differential forms in (37) with currents, we need to deal with the nonlinear term carefully in order to avoid multiplication of currents. Let us recall multiplication of almost locally $2$-integrable $p$-forms is still valid and for each $\alpha \in \Omega^p_{\text{loc}}(M)$, if $\alpha \in \text{Dom}(p.v.)$, $\alpha$ is converted to a current by taking the principle
value. Hence, the Euler–Arnold equation is reformulated for a pair of a time-dependent currents \((a_t, p_t) \in \mathcal{D}_t^I((0, T) \times M) \times \mathcal{D}_0^I((0, T) \times M)\) as follows.

\[
\partial_t \text{p.v.} K(a_t) + \text{p.v.} \{K(\ast d a_t) K(\ast a_t) + d|K(a_t)|^2/2\} = -\text{p.v.} K(dp_t)
\]

in \(\mathcal{D}_t^I((0, T) \times M)\), if each of terms is contained in \(\text{Dom}(\text{p.v.})\) and for each \(\tau \wedge \phi \in \mathcal{D}_1((0, T) \times M)\) with \(\tau \in \mathcal{D}_1((0, T))\) and \(\phi \in \mathcal{D}(M)\), \(a_t(\phi), dp_t(\phi) \in \mathcal{D}_0^I((0, T))\) satisfy \(S(a_t(\phi)) = S(dp_t(\phi)) = 0\). When we focus on evolution of vorticity, the vorticity equation is useful rather than the Euler–Arnold equation. Let us remember that the vorticity equation is obtained by applying the curl operator \(\text{curl} = \ast d\) to the Euler–Arnold equation. Based on this, applying the differential operator \(d\) to the Eq. (38), we obtain the vorticity equation corresponding to the Eq. (38) if each terms in the Eq. (38) is contained in \(\text{Dom}(\mathcal{Q})\).

**Definition 3** A pair of a time-dependent currents \((a_t, p_t) \in \mathcal{D}_t^I((0, T) \times M) \times \mathcal{D}_0^I((0, T) \times M)\) is called a weak Euler–Arnold flow, if the following conditions are satisfied:

1. for each \(\tau \wedge \phi \in \mathcal{D}_1((0, T) \times M), S(a_t(\phi)) = S(dp_t(\phi)) = 0\);
2. \(K(a_t) \in \text{Dom}(\mathcal{Q})\) and \(K(\ast d a_t) K(\ast a_t) + d|K(a_t)|^2/2 \in \text{Dom}(\mathcal{Q})\);
3. \(K(dp_t) \in \text{Dom}(\mathcal{Q})\);
4. \(\partial_t \mathcal{Q} K(a_t) + \mathcal{Q} \{K(\ast d a_t) K(\ast a_t) + d|K(a_t)|^2/2\} = -\mathcal{Q} K(dp_t)\) in \(\mathcal{D}_2((0, T) \times M)\);
5. \(\delta a_t = 0\) in \(\mathcal{D}_0((0, T) \times M)\);
6. \(\partial M \cap \text{S}(a_t) = \emptyset\) and \(\ast K(a_t) = 0\) on \(\partial M\).

In particular, we call the fourth condition the weak Euler–Arnold equation and \(a_t\) the velocity current.

**Remark 8** Let us examine the relation between the original Euler–Arnold equation and the weak Euler–Arnold equation (Definition 3–4). Let \((X_t, P_t) \in \mathcal{X}(M) \times \mathcal{C}^r(M)\) be a classical solution of the Euler–Arnold equation, that is,

\[
\partial_t X_t^\phi + (\ast dX_t^\phi) \ast X_t^\phi + d|X_t^\phi|^2/2 = -dP_t, \quad \delta X_t^\phi = 0.
\]

Then, we now show that the pair of a time-dependent currents \((I(X_t^\phi), I(P_t)) \in \mathcal{D}_t^I((0, T) \times M) \times \mathcal{D}_0^I((0, T) \times M)\) is a weak Euler–Arnold flow. Let us recall that for each \(p\)-form \(\alpha \in \Omega^p(M)\) of class \(C^r\), \(\alpha\) also belongs to \(L^2_{\text{loc}}(M)\) so that the integral current \(I(\alpha)\) of the \(p\)-form \(\alpha\) is clearly a pseudointegral \(p\)-current with singular support \(S(I(\alpha)) = \emptyset\). With this in mind, let us check that the pair \((I(X_t^\phi), I(P_t)) \in \mathcal{D}_t^I((0, T) \times M) \times \mathcal{D}_0^I((0, T) \times M)\) satisfies the six conditions in Definition 3. First, since \(X_t\) and \(P_t\) are of class \(C^r\), we have \(S(I(X_t^\phi)) = S(I(P_t)) = \emptyset\). Second, it follows from the Eqs. (16) and (21) that
Euler–Arnold flow in the sense of de Rham currents

Hence, we deduce from the Eq. (24) that

\[ \mathcal{Q} K(I(X_i^p)) = I(dX_i^p), \]
\[ \mathcal{Q}[K(* dI(X_i^p))K(* I(X_i^p))] = I(d\{(dX_i^p) * X_i^p\}), \]
\[ \mathcal{Q}d|K(I(X_i^p))|^2/2 = I(d|X_i^p|^2/2) = I(0), \]

which gives the second condition. Third, by the Eq. (24), we obtain

\[ \mathcal{Q}dP_t = I(dP_t) = I(0), \]

which yields the third condition. Fourth, applying the differential operator \( d \) to the Eq. (39), we obtain

\[ \partial_t dX_i^p + d\{(dX_i^p) * X_i^p\} = 0. \]

Hence, for each \( \tau \wedge \phi \in \mathcal{D}^1((0, T) \times M) \), we have

\[ \int_0^T \int_M \phi \tau \wedge \partial_t dX_i^p + \int_0^T \int_M \phi \tau \wedge d\{(dX_i^p) * X_i^p\} = 0. \]

Since

\[ \int_0^T \int_M \phi \tau \wedge \partial_t dX_i^p = -I(dX_i^p)[\phi][\partial_t \tau] = \partial_t I(dX_i^p)[\phi][\tau], \]

It is rewritten in terms of currents as

\[ \partial_t I(dX_i^p)[\tau \wedge \phi] + I(d\{(dX_i^p) * X_i^p\})[\tau \wedge \phi] = I(0)[\tau \wedge \phi]. \]

It follows from the Eq. (40) and (41) that

\[ \left[ \partial_t \mathcal{Q} K(I(X_i^p)) + \mathcal{Q}[K(* dI(X_i^p))K(* I(X_i^p))] + d|K(I(X_i^p))|^2/2 \right][\tau \wedge \phi] = -\mathcal{Q} K(dP_t)[\tau \wedge \phi], \]

which is exactly the weak Euler–Arnold equation. Fifth, we see from the Eq. (16) that

\[ \delta I(X_i^p) = * d * I(X_i^p) = I(* d * X_i^p) = I(0), \]

which yields the fifth condition. Lastly, the vector field \( X_t \) now satisfies the slip boundary condition (25). Owing to \( \mathcal{S}(I(X_i^p)) = \emptyset \) and the Eq. (21), it follows that
\[ * K(I(X^b_t)) = * X^b_t = 0, \]

which gives the last condition. As a consequence, we conclude that the original Euler–Arnold flow \((X_t, P_t) \in \mathcal{X}'(M) \times C'(M)\) gives a weak Euler–Arnold flow \((I(X_t^b), I(P_t)) \in \mathcal{D}'_1((0, T) \times M) \times \mathcal{D}'_0((0, T) \times M)\).

**Remark 9** Let us consider a condition for the weak Euler–Arnold equation to become the conventional weak formulation of the Euler equation in the plane [20]. We fix a weak Euler–Arnold flow \((a_t, p_t) \in \mathcal{D}'_1((0, T) \times M) \times \mathcal{D}'_0((0, T) \times M)\). We denote \(K(a_t)\) by \(\nu_t\). We assume \(S(a_t) = S(p_t) = \emptyset\), which is satisfied when \(\nu_t, K(p_t) \in L^2_{\text{loc}}(M)\). Then, owing to the Eq. (20), we have

\[ K(* d\alpha_t) = * d\nu_t, \quad K(* \alpha) = * \nu_t. \]

Each of terms in the weak Euler–Arnold equation is now written for each \(\tau \wedge \phi \in \mathcal{D}'_1((0, T) \times M)\) as follows:

\[
\begin{align*}
\partial_t \mathcal{Q} K(a_t)[\tau \wedge \phi] &= - \int_0^T \int_M \nu_t \wedge d\phi \wedge \partial_t \tau, \\
\mathcal{Q} \{K(* d\alpha_t)K(* \alpha_t)\}[\tau \wedge \phi] &= \int_0^T \int_M (\ast d\nu_t) \ast \nu_t \wedge d\phi \wedge \tau, \\
\mathcal{Q} \{d|K(a_t)|^2/2\}[\tau \wedge \phi] &= \int_0^T \int_M d|\nu_t|^2/2 \wedge d\phi \wedge \tau, \\
\mathcal{Q} K(d\nu_t)[\tau \wedge \phi] &= \int_0^T \int_M dK(p_t) \wedge d\phi \wedge \tau.
\end{align*}
\]

Therefore, we deduce that when the velocity \(\nu_t\), vorticity \(\omega_t = * d\nu_t\) and the gradient of the pressure \(d\nu_t\) comes from \(L^2_{\text{loc}}(M)\), the weak Euler–Arnold equation becomes the conventional weak formulation of the Euler equation:

\[
0 = [\partial_t \mathcal{Q} K(a_t) + \mathcal{Q} \{K(* d\alpha_t)K(* \alpha_t)\}][\tau \wedge \phi] \\
+ [\mathcal{Q} \{d|K(a_t)|^2/2\} + \mathcal{Q} K(d\nu_t)][\tau \wedge \phi] \\
= - \int_0^T \int_M \nu_t \wedge d\phi \wedge \partial_t \tau + \int_0^T \int_M \omega_t \ast \nu_t \wedge d\phi \wedge \tau
\]

Note that neither is the Delort solution fully contained in our weak solution, nor is our weak solution fully contained in the Delort solution since the weak formulation of the Euler equation differs. More specifically, for the Delort solution, the Eq. (42) are equal to zero owing to Stokes theorem. In contrast, as we will see later, if the vorticity of a weak Euler–Arnold flow is given by a singular vorticity of point vortices, then the Eq. (42) does not equal to zero. Moreover, we will show that the term \(\mathcal{Q} \{d|K(a_t)|^2/2\}\) gives the vector field of the point vortex dynamics. Therefore, the behavior of the term \(\mathcal{Q} \{d|K(a_t)|^2/2\}\) changes drastically depending on whether the solution is smooth or has a strong singularity such as a point vortex.
Let us decompose a weak Euler–Arnold flow into a regular part and a singular part, thereby discussing the decomposition of each term in the weak Euler–Arnold equation (Definition 3-4). Let us fix a weak Euler–Arnold flow \((\alpha_r, p_r) \in \Omega^1_{\text{loc}}((0, T) \times M) \times \Omega^1_{\text{loc}}((0, T) \times M)\) and a classical Euler–Arnold flow \((X_t, P_t) \in \mathfrak{X}(M) \times \mathcal{C}(M)\). As we see in Remark 8, denoting \(K(\alpha_r) \in \Omega^1_{\text{loc}}(M)\) by \(\nu_r\), we have

\[
\partial_t \mathcal{L} \nu_r + \mathcal{L} \{(\ast d \nu_r) \ast \nu_r + d|\nu_r|^2/2\} = -\mathcal{L} K(d\rho),
\]

\[
\partial_t \mathcal{L} X_r^\rho + \mathcal{L} \{(\ast d X_r^\rho) \ast X_r^\rho + d|X_r^\rho|^2/2\} = -\mathcal{L} d P_r.
\]

Writing \(u_r = \alpha_r - I(X_r^\rho) \in \mathcal{D}^i(M), \omega_r = \ast du_r \in \mathcal{D}^i_0(M)\) and \(\omega_X = \ast dX_r^\rho\), we obtain

\[
\partial_t \mathcal{L} \nu - \partial_t \mathcal{L} X^\rho = \partial_t K(u),
\]

\[
\mathcal{L} \{(\ast d \nu) \ast \nu\} - \mathcal{L} \{(\ast d X^\rho) \ast X^\rho\} = \mathcal{L} \{(K(\omega) + \omega_X) \ast (K(u) + X^\rho) - \omega_X \ast X^\rho\}
\]

\[
= \mathcal{L} \{(\omega_X + K(\omega)) \ast K(u) + K(\omega) \ast X^\rho\},
\]

\[
\mathcal{L} d|\nu|^2 - \mathcal{L} d|X^\rho|^2 = \mathcal{L} d g(X^\rho + K(u), X^\rho + K(u)) - \mathcal{L} d g(X^\rho, X^\rho)
\]

\[
= \mathcal{L} d g(2X^\rho + K(u), K(u)),
\]

where we omit the subscript \(t\). Hence, the weak Euler–Arnold equation (Definition 3-4) is reduced to

\[
\partial_t \mathcal{L} K(u) + \mathcal{L} \{(\omega_X + K(\omega)) \ast K(u) + K(\omega) \ast X^\rho + d g(2X^\rho + K(u), K(u))/2\}
\]

\[
= -\mathcal{L}(K(dp) - dP).
\]

(43)

In addition, as we see in Sect. 4.2, if \(u_r\) is a coexact 1-current for each time \(t\), we obtain the Biot–Savart law for currents: \(u_r = -\ast d(G_H, \omega_r)\). Then, given a classical flow \((X_t, P_t)\), the Eq. (43) is regarded as an evolution equation for the relative vorticity \(\omega\) and the relative pressure \(p - P\).

**Remark 10** As an example, let us compute these terms in the Eq. (43) in the case where the flow field is the Euclidean plane \((\mathbb{C}, \langle \cdot, \cdot \rangle)\) and \(\omega\) comes from a singular vorticity of point vortices placed on \(\{z_n\}_{n=1}^N\). We fix an incompressible vector field \(X \in \mathfrak{X}(\mathbb{C})\) with the vorticity \(\omega_X\). We take \(\psi \in \mathcal{D}^i_0(\mathbb{C})\) which is given by the Eq. (26) with \(\psi^0 = 0\) and define \(u \in \mathcal{D}^i_0(\mathbb{C})\) by \(u = -\ast d\psi\). Then, we claim that

\[
\mathcal{L} \{(\omega_X + K(\omega)) \ast K(u) + K(\omega) \ast X^\rho\} = -d I(K(\psi) d\omega_X),
\]

\[
\mathcal{L} d(2X^\rho, K(u)) = -\sum_{n=1}^N \Gamma_n dX_{z_n} X,
\]

\[
\mathcal{L} d(K(u), K(u)) = -\sum_{n=1}^N \Gamma_n dX_{z_n} v_n.
\]

First, owing to the Eq. (26), we now have \(K(\omega) = 0\) in \(\Omega^0_{\text{loc}}(\mathbb{C})\) and \(S(K(\omega) \ast K(u)) = S(K(\omega)) = \{z_n\}_{n=1}^N\). Hence, for each \(\phi \in \mathcal{D}(\mathbb{C})\), we obtain
\[\mathcal{L}K(\omega) * K(u)[\phi] = \lim_{\epsilon \to 0} \int_{\mathcal{C} \setminus B_\epsilon(S(K(\omega)+K(u)))} K(\omega) * K(u) \wedge d\phi = 0,\]

\[\mathcal{L}K(\omega) * X^\flat[\phi] = \lim_{\epsilon \to 0} \int_{\mathcal{C} \setminus B_\epsilon(S(K(\omega)))} K(\omega) * X^\flat \wedge d\phi = 0.\]

We next see \(\mathcal{L}(\omega_X * K(u)) = -dI(K(\psi)d\omega_X)\). Owing to \(* K(u) = dK(\psi)\), for each \(\phi \in \mathcal{D}(\mathbb{C})\), we have

\[\mathcal{L}(\omega_X * K(u))[\phi] = \lim_{\epsilon \to 0} \int_{\mathcal{C} \setminus B_\epsilon(S(\omega))} \omega_X dK(\psi) \wedge d\phi.\]

Since

\[\omega_X dK(\psi) \wedge d\phi = d(\omega_X K(\psi) d\phi) - K(\psi) d\omega_X \wedge d\phi,\]

we deduce from Stokes theorem that

\[\lim_{\epsilon \to 0} \int_{\mathcal{C} \setminus B_\epsilon(S(\omega))} \omega_X dK(\psi) \wedge d\phi = \lim_{\epsilon \to 0} \int_{\mathcal{C} \setminus B_\epsilon(S(\omega))} d(\omega_X K(\psi) d\phi) - K(\psi) d\omega_X \wedge d\phi\]

\[= - \sum_{n=1}^N \lim_{\epsilon \to 0} \int_{\partial B_\epsilon(z_n)} \omega_X K(\psi) d\phi - \lim_{\epsilon \to 0} \int_{\mathcal{C} \setminus B_\epsilon(S(\omega))} K(\psi) d\omega_X \wedge d\phi.\]

By continuous differentiability of \(\omega_X\) and the Eq. (27), we obtain

\[\int_{\partial B_\epsilon(z_n)} \omega_X K(\psi) d\phi = \omega_X(z_n) \int_{\partial B_\epsilon(z_n)} K(\psi) d\phi + O(\epsilon)\]

\[= \omega_X(z_n) \sum_{m=1}^N \int_{\partial B_\epsilon(z_n)} \Gamma_m G_H(z, z_m) d\phi_z\]

\[= \omega_X(z_n) \left( \sum_{n=1}^N \Gamma_n G_H(z_n, z_m) - \frac{1}{2\pi} \log \epsilon \right) \int_{\partial B_\epsilon(z_n)} d\phi + O(\epsilon)\]

\[= O(\epsilon).\]

In contrast, since \(K(\psi)\) is of class \(L^2_{\text{loc}}(\mathbb{C}), S(K(\psi)) = \emptyset\) holds true. Hence, it follows that

\[\lim_{\epsilon \to 0} \int_{\mathcal{C} \setminus B_\epsilon(S(\omega))} K(\psi) d\omega_X \wedge d\phi = \int_{\mathcal{C}} K(\psi) d\omega_X \wedge d\phi\]

\[= I(K(\psi)d\omega_X)[d\phi]\]

\[= dI(K(\psi)d\omega_X)[\phi],\]

which gives \(\mathcal{L}(\omega_X * K(u))[\phi] = -dI(K(\psi)d\omega_X)[\phi]\). We next see that

\[\mathcal{L}d(2X^\flat, K(u)) = -\sum_{n=1}^N \Gamma_n dX_{z_n} X.\]
It follows from the Stokes theorem that

$$\mathcal{L}d(2X^b, K(u)) [\phi] = \lim_{\epsilon \to 0} \int_{C \setminus B_\epsilon(S(u))} d(2X^b, K(u)) \wedge d\phi$$

$$= - \sum_{n=1}^N \lim_{\epsilon \to 0} \int_{\partial B_\epsilon(z_n)} (2X^b, K(u)) d\phi.$$

We deduce from the Eq. (30) that

$$\int_{\partial B_\epsilon(z_n)} (2X^b, K(u)) d\phi = \int_{\partial B_\epsilon(z_n)} (2X^b, v_n^b) d\phi$$

$$+ \frac{\Gamma_n}{\pi} \int_{\partial B_\epsilon(z_n)} (X, \mathfrak{J} \text{grad log } |z - z_n|) d\phi.$$

By continuous differentiability, for each $z \in \partial B_\epsilon(z_n)$, we have

$$(2X^b(z), v_n^b(z)) = (2X^b(z_n), v_n^b(z_n)) + O(\epsilon),$$

which gives

$$\int_{\partial B_\epsilon(z_n)} (2X^b, v_n^b) d\phi = (2X^b(z_n), v_n^b(z_n)) \int_{\partial B_\epsilon(z_n)} d\phi + O(\epsilon) = O(\epsilon).$$

Applying Proposition 1, we have

$$\lim_{\epsilon \to 0} \int_{\partial B_\epsilon(z_n)} \frac{1}{\pi} (X, \mathfrak{J} \text{grad log } |z - z_n|) d\phi = \chi_{z_n} X[d\phi] = d\chi_{z_n} X[\phi].$$

Hence, we see that

$$\mathcal{L}d(2X^b, K(u)) [\phi] = - \sum_{n=1}^N \Gamma_n d\chi_{z_n} X[\phi].$$

We next show that

$$\mathcal{L}d(K(u), K(u)) = - \sum_{n=1}^N \Gamma_n d\chi_{z_n} v_n.$$

Let us recall that $v_n$ is defined by the Eq. (29). By Stokes theorem, we obtain

$$\mathcal{L}d(K(u), K(u)) = \lim_{\epsilon \to 0} \int_{C \setminus B_\epsilon(S(u))} d(K(u), K(u)) \wedge d\phi$$

$$= - \sum_{n=1}^N \lim_{\epsilon \to 0} \int_{\partial B_\epsilon(z_n)} (K(u), K(u)) d\phi.$$

The Eq. (30) gives
Since
\[|v_n^\phi|^2 = |v_n^\phi|^2(z_n) + O(\varepsilon), \quad |* \log |z - z_n|^2 = \varepsilon^{-2} \quad \text{on } \partial B_{\varepsilon}(z_n),\]
we see that
\[
\int_{\partial B_{\varepsilon}(z_n)} |v_n^\phi|^2 d\phi = |v_n^\phi|^2(z_n) \int_{\partial B_{\varepsilon}(z_n)} d\phi + O(\varepsilon) = O(\varepsilon),
\]
\[
\int_{\partial B_{\varepsilon}(z_n)} |* \log |z - z_n|^2 d\phi = \varepsilon^{-2} \int_{\partial B_{\varepsilon}(z_n)} d\phi = 0.
\]
Owing to
\[
(v_n^\phi, * \log |z - z_n|) = (v_n, J \nabla \log d(p, q)),
\]
we deduce from Proposition 1 that
\[
\lim_{\varepsilon \to 0} \int_{\partial B_{\varepsilon}(z_n)} d(p, q) = - \sum_{n=1}^{N} \frac{1}{\varepsilon} (v_n, J \nabla \log d(p, q)) d\phi = \chi_{z_n} v_n [d\phi] = d\chi_{z_n} v_n [\phi].
\]
Hence, we conclude that
\[
\mathcal{Q}d(K(u), K(u)) = - \sum_{n=1}^{N} \frac{\Gamma_n}{2\pi} d\chi_{z_n} v_n [\phi].
\]

**Remark 11** Let us examine the singular behavior of \(g(X, K(u))\) and \(|K(u)|^2\) around their singular support on a surface \((M, g)\). We assume \(\omega\) comes from a singular vorticity of point vortices placed on \(\{q_n\}_{n=1}^{N}\). As we see in the proof of Proposition 1, by the Eqs. (17) and (18), we now have
\[
g(v, J \nabla d(p, q)) = (-v^1 \sin \theta + v^2 \cos \theta)\rho^{-1}(1 + \rho h).
\]
By the Eq. (30), we obtain
\[
g(X^\phi, K(u)) = g(X^\phi, v_n^\phi) + \frac{\Gamma_n}{2\pi} g(X^\phi, * \log d(p, q_n))
\]
\[
= g(X, v_n) + \frac{\Gamma_n}{2\pi} g(X, J \nabla \log d(p, q_n)),
\]
which yields there exists a constant \(C\) such that
\[
|g(X^\phi, K(u))| \leq C \sum_{n=1}^{N} d(p, q_n)^{-1}.
\]
Hence, we deduce $g(X^p, K(u)) \in \text{Dom}(p.v.)$. On the other hand, $|K(u)|^2$ is not contained in $\text{Dom}(p.v.)$. In fact, since

$$|K(u)|^2 = \left| \sum_{n=1}^{N} - \ast d \Gamma_n G_H(p, q_n) \right|^2$$

$$= \sum_{m=1}^{N} \sum_{n \neq m} \Gamma_n \Gamma_m s(\ast dG_H(p, q_n), \ast dG_H(p, q_m))$$

$$+ \sum_{n=1}^{N} \Gamma_n^2 |\ast dG_H(p, q_n)|^2,$$

and

$$|g(\ast dG_H(p, q_n), \ast dG_H(p, q_m))| \leq Cd(p, q_n)^{-1}d(p, q_m)^{-1}$$

for some constant $C$, the first term of in (44) is contained in $\text{Dom}(p.v.)$ but the second term is not. In particular, the singular part of the second term in (44) derived from $\log d(p, q_n)$ since

$$|\ast dG_H|^2 = |\ast d(G_R - G_S)|^2$$

$$= |\ast dG_R|^2 - 2g(\ast dG_R, \ast dG_S) + |\ast dG_S|^2,$$

where

$$G_S = -\frac{1}{2\pi} \log d, \quad G_R = G_H + G_S.$$

Let us define a function $\sigma$ by

$$\sigma(u) = \sum_{n=1}^{N} \Gamma_n^2 |\ast dG_S(p, q_n)\rho(p, q_n)|^2,$$

where $\rho(p, q_n)$ is a cut-off function in order $\ast dG_S(p, q_n)\rho(p, q_n)$ to be smoothly defined on $M \setminus \{q_n\}$. In particular, $\sigma \in \Omega^0_{\text{aloc}}(M)$ with $S(\sigma) = \{q_n\}_{n=1}^{N}$. As a result, we deduce that instead of $|K(u)|^2$, $|K(u)|^2 - \sigma(u)$ is contained in $\text{Dom}(p.v.)$. Let us note that $\mathcal{L} d\sigma = 0$ in $\mathcal{D}'(M)$ since for each $\phi \in \mathcal{D}(M)$, by Stokes theorem,

$$\int_{M \setminus B_\varepsilon(\sigma)} d\sigma \wedge d\phi = -\sum_{n=1}^{N} \int_{\partial B_\varepsilon(q_n)} \sigma d\phi$$

$$= -\sum_{n=1}^{N} \left( \sum_{m \neq n} \Gamma_m^2 |dG_S(q_n, q_n)\rho(q_n, q_m)|^2 + \Gamma_n^2 \varepsilon^{-2} \right) \int_{\partial B_\varepsilon(q_n)} d\phi$$

$$+ O(\varepsilon)$$

$$= O(\varepsilon).$$
Remark 10 illustrates that the leading terms in the advection term consists of \( \mathcal{Q}(\omega_X \ast K(u)) \), \( \mathcal{Q}g(X^\varphi, K(u)) \) and \( \mathcal{Q}d|K(u)|^2/2 \). It will be confirmed in Lemma 1 that this property holds true for general curved surfaces. Based on this property and Remark 11, we introduce a model for the pressure that \( \mathcal{Q}K(dp) \) is killed out with a linear combination of singular terms \( \mathcal{Q}dg(X^\varphi, K(u)) \) and \( \mathcal{Q}d|K(u)|^2/2 \), that is,

\[
K(p) = P + (2\beta_X - 1)g(X^\varphi, K(u)) + (2\beta_\omega - 1)(|K(u)|^2 - \sigma(u))/2
\]

for some \( (\beta_X, \beta_\omega) \in \mathbb{R}^2 \). This mathematical model can be interpreted that the singular behavior of the pressure is balanced with the interaction energy density \( g(X^\varphi, K(u)) \) and the regularized kinetic energy density \( (|K(u)|^2 - \sigma(u))/2 \) with a parameter \( (\beta_X, \beta_\omega) \).

For example, when \( \omega \) comes from a singular vorticity of point vortices placed on \( \{q_n\}_{n=1}^N \), owing to the Eq. (30), the pressure \( p \) now satisfies

\[
K(p) = P + (2\beta_X - 1)g(X^\varphi, v^\varphi_n) + (2\beta_\omega - 1)|v^\varphi_n|^2/2 + \frac{\Gamma_n}{2\pi} \{ g(X^\varphi, * \ d \log d^{2\beta_X-1}) + g(v^\varphi_n, * \ d \log d^{2\beta_\omega-1}) \}.
\] (45)

The singular part of \( K(p) \) is given by the second line of the Eq. (45). This implies that the singular behavior of \( p \) in a neighborhood of \( q_n \) is governed by \( d^{2\beta_X-1} \) and \( d^{2\beta_\omega-1} \). Hence, the pressure \( p \) blows up at \( q_n \) and its growth rate in the spatial direction is given by the parameter \( (\beta_X, \beta_\omega) \). Summarizing the above, we propose the following regular-singular decomposition of a weak Euler–Arnold flow.

**Definition 4** A weak Euler–Arnold flow \( (\alpha_t, p_t) \in \mathcal{H}^j((0, T) \times M) \times \mathcal{H}^j((0, T) \times M) \) is said to be \( C^r \) decomposable \( (r \geq 1) \), if there exists a classical Euler–Arnold flow \( (X_t, P_t) \in \mathcal{X}'(M) \times C^r(M) \) and \( (\beta_X, \beta_\omega) \in \mathbb{R}^2 \) such that the following conditions are satisfied for each time \( t \).

1. \( u_t = \alpha_t - I(X^\varphi_t) \) is coexact and the vorticity \( \omega_t = * \ du_t \in \mathcal{H}^0(M) \) is a singular vorticity of point vortices.
2. \( K(p_t) = P_t + (2\beta_X - 1)g(X^\varphi_t, K(u_t)) + (2\beta_\omega - 1)(|K(u_t)|^2 - \sigma(u_t))/2 \).

Then we call \( X_t \) a background field of \( \alpha_t \), \( u_t \) a relative velocity current and \( (\beta_X, \beta_\omega) \) a growth rate of \( p_t \).

Let us note that the \( C^r \) decomposability of the weak Euler–Arnold flow guarantees the existence of the decomposition but there is no mention of the uniqueness of the decomposition. Hence, when we study a \( C^r \) decomposable weak Euler–Arnold flow \( (\alpha_t, p_t) \), we need to fix a classical Euler–Arnold flow \( (X_t, P_t) \in \mathcal{X}'(M) \times C^r(M) \) and a parameter \( (\beta_X, \beta_\omega) \in \mathbb{R}^2 \) such that the velocity field \( X_t \) is a background field of \( \alpha_t \) and the parameter \( (\beta_X, \beta_\omega) \) is a growth rate of \( p_t \). If a weak Euler–Arnold flow \( (\alpha_t, p_t) \) is \( C^r \) decomposable \( (r \geq 1) \), the Eq. (43) is written without the pressure term as follows.
\[
\begin{align*}
\partial_t \mathcal{L} K(u) \\
+ \mathcal{L} \{ (\omega_X + K(\omega)) * K(u) + K(\omega) * X^\psi \} \\
+ \mathcal{L} d g (2\beta_X X^\psi + \beta_\omega K(u), K(u)) \\
= 0.
\end{align*}
\] (46)

6 Main results

Let us fix \( N, r \in \mathbb{Z}_{\geq 1}, \) \((\Gamma_n^N)_{n=1}^N \in (\mathbb{R} \setminus \{0\})^N \) and a \( C^r \) one-parameter family \( \Phi : t \in [0,T] \rightarrow \Phi_t \in \text{Diff}^r(Q_N) \) in what follows, where \( \text{Diff}^r(Q_N) \) is the \( C^r \) diffeomorphism group of \( Q_N \). Let us denote by \((q_n(t))_{n=1}^N = \Phi_t((q_n(0))_{n=1}^N)\) an orbit of \( \Phi \).

We first prove that for a given \( C^r \)-decomposable weak Euler–Arnold flow, if the relative vorticity is given by a singular vorticity of point vortices placed on \( \{q_n(t)\}_{n=1}^N \), \( q_n(t) \) is a solution of the point vortex equation (31), which defines the point vortex dynamics in a background field.

**Theorem 1** Let \((\alpha_t, p_t) \in \mathcal{D}_1^1(0,T) \times \mathcal{D}_0^1(0,T) \) be a \( C^r \)-decomposable weak Euler–Arnold flow. Fix a background field \( X_t \) of \( \alpha_t \), a growth rate \((\beta_X, \beta_\omega)\) of \( p_t \). Suppose the relative vorticity \( \omega_t \) is a singular vorticity of point vortices placed on \( \{q_n(t)\}_{n=1}^N \). Then, \( q_n(t)(n = 1, \ldots, N) \) is a solution of the point vortex equation (31).

Conversely, we next prove that if \( q_n(t) \) is a solution of the point vortex equation, there exists a \( C^r \)-decomposable weak Euler–Arnold flow such that the relative vorticity is given by a singular vorticity of point vortices placed on \( \{q_n(t)\}_{n=1}^N \).

**Theorem 2** Fix a classical Euler–Arnold flow \((X_t, P_t) \in \mathfrak{X}(M) \times C^r(M)\) and \((\beta_X, \beta_\omega) \in \mathbb{R}^2 \). Let \( \alpha_t \in \mathcal{D}_0^1(M) \) be a singular vorticity of point vortices placed on \( \{q_n(t)\}_{n=1}^N \). Define a time-dependent current \( u_t \in \mathcal{D}_1^1(0,T) \times \text{Diff}^r(Q_N) \) by \( u_t = - \ast d (G_{\alpha_t}, \omega_t) \). Suppose \( q_n(t)(n = 1, \ldots, N) \) is a solution of the point vortex equation (31). Then, the following pair of time-dependent currents \( \alpha_t \) and \( p_t \) defines a \( C^r \)-decomposable weak Euler–Arnold flow.

\[
\begin{align*}
\alpha_t &= I(X^\psi) + u_t \in \mathcal{D}_1^1((0,T) \times M), \\
p_t &= \text{p.v.} \left\{ P_t + (2\beta_X - 1) g(X^\psi, K(u_t)) \right\} \\
&\quad + \text{p.v.} \left\{ (2\beta_\omega - 1)(|K(u_t)|^2 - \sigma(u_t))/2 \right\} \\
&\in \mathcal{D}_0^1((0,T) \times M).
\end{align*}
\]

The following lemma plays a key role in the proofs of Theorems 1 and 2.

**Lemma 1** Fix a time-dependent vector field \( X_t \in \mathfrak{X}(0,T) \times M \) with \( \text{div} X_t = 0 \) and \((\beta_X, \beta_\omega) \in \mathbb{R}^2 \). Let \( \omega_t \) be a singular vorticity of point vortices placed on \( \{q_n(t)\}_{n=1}^N \).
Define a time-dependent current \( u_t \in \mathcal{D}_1^b((0,T) \times M) \) by \( u_t = -\star dG_{H, \omega_t} \). Then, we have

\[
\partial_t \mathcal{K}(u) = \sum_{n=1}^{N} \Gamma_n d\chi_{q_n} \dot{q}_n,
\]

(47)

\[
\mathcal{K}\{ (\omega_X + K(\omega)) \ast K(u) + K(\omega) \ast X^\flat \} = -dI(K(\psi) d\omega_X),
\]

(48)

\[
\mathcal{K}\{ d\text{g}(2\beta_X X^\flat + \beta_\omega K(u), K(u)) \} = -\sum_{n=1}^{N} \Gamma_n d\chi_{q_n} (\beta_X X + \beta_\omega v_n).
\]

(49)

**Proof** We take the geodesic polar coordinate \((\rho, \theta) = (d(q, q_n), \theta)\) that is given in Remark 1. We fix \( \tau \wedge \phi \in \mathcal{D}_1^b((0,T) \times M) \), where \( \tau \in \mathcal{D}_1^b((0,T)) \) and \( \phi \in \mathcal{D}_0^b(M) \) and sufficiently small \( \varepsilon > 0 \) arbitrarily. We remember the relation

\[
\alpha \wedge d\phi = -d(\phi \alpha) + \phi d\alpha
\]

(50)

for each \( \alpha \in \Omega^1(M) \). To show (47), we first show that \( \mathcal{K}(u) = \ast \omega \). Using the Eq. (50), we have

\[
\mathcal{K}(u)[\phi] = \lim_{\varepsilon \to 0} \int_{M \setminus B_\varepsilon(S(u))} K(u) \wedge d\phi
\]

(51)

Applying the Stokes theorem to the first term in the Eq. (51), owing to \( S(u) = \{ q_n \}_{n=1}^{N} \), we obtain

\[
\int_{M \setminus B_\varepsilon(S(u))} -d(\phi K(u)) = \sum_{n=1}^{N} \int_{\partial B_\varepsilon(q_n)} \phi K(u).
\]

By continuous differentiability of \( \phi \), we see that for each \( q \in \partial B_\varepsilon(q_n) \),

\[
\phi(q) = \phi(q_n) + O(\varepsilon).
\]

Owing to the Eqs. (30) and (5), for each \( q \in \partial B_\varepsilon(q_n) \), we have

\[
K(u) = v^\flat_n(q) + \frac{\Gamma_n}{2\pi} \ast d \log \rho(q)
\]

\[
= v^\flat_n(q) + \frac{\Gamma_n}{2\pi} d\theta + O(\varepsilon),
\]

which yields

\[
\phi K(u) = \phi(q_n) v^\flat_n(q) + \phi(q_n) \frac{\Gamma_n}{2\pi} d\theta + O(\varepsilon)
\]
Euler–Arnold flow in the sense of de Rham currents

Since in a local coordinate \((x^1, x^2)\) with \(x^1 = \varepsilon \cos \theta, x^2 = \varepsilon \sin \theta\),

\[
\nu_n^\flat(q) = \nu_n^1(q) dx^1 + \nu_n^2(q) dx^2
= \varepsilon (-\nu_n^1(q_n) \sin \theta + \nu_n^2(q_n) \cos \theta) d\theta + O(\varepsilon),
\]

we obtain

\[
\int_{\partial B_r(q_n)} \nu_n^\flat = O(\varepsilon).
\]

Hence, we deduce that

\[
\int_{\partial B_r(q_n)} \phi K(u) = \phi(q_n) \frac{\Gamma_n}{2\pi} \int_{\partial B_r(q_n)} d\theta + O(\varepsilon)
= \Gamma_n \phi(q_n) + O(\varepsilon)
\]

and the first term in the Eq. (51) satisfies

\[
\lim_{\varepsilon \to 0} \int_{M \setminus B_r(S(u))} -d(\phi K(u)) = \sum_{n=1}^{N} \Gamma_n \phi(q_n).
\]

Regarding the second term in the Eq. (51), the Eqs. (20) and (27) implies

\[
\text{d}K(u) = \text{d}K(- \ast \text{d}\psi)
= K(- \ast \text{d}\psi)
= K(- \ast \Delta \psi)
= \ast K(\omega)
= c \text{dVol}_g.
\]

Hence, the second term in the Eq. (51) becomes

\[
\lim_{\varepsilon \to 0} \int_{M \setminus B_r(S(u))} \phi \text{d}K(u) = \int_M \phi c \text{dVol}_g.
\]

From the above, it follows that

\[
\mathfrak{A} K(u)[\phi] = \sum_{n=1}^{N} \Gamma_n \phi(q_n) + c \int_M \phi \text{dVol}_g = \omega[\ast \phi] = \ast \omega[\phi].
\]

Taking a local coordinate \((x^1, x^2)\) and using the chain rule, we obtain
\[
\frac{d}{dt} \phi(q_n(t)) = \partial_1 \phi(q_n) \frac{dq_1^n}{dt} + \partial_2 \phi(q_n) \frac{dq_2^n}{dt} \\
= d\phi(q_n) \\
= \chi_{q_n} \dot{q}_n \[d\phi] \\
= d\chi_{q_n} \dot{q}_n \[\phi].
\]

Therefore, we deduce that

\[
\partial_t \mathcal{K}(u) \[\phi] = \sum_{n=1}^{N} \Gamma_n \frac{d}{dt} \phi(q_n(t)) = \sum_{n=1}^{N} \Gamma_n \chi_{q_n} \dot{q}_n \[\phi].
\]

which yields the Eq. (47).

In what follows, we fix \( t \in [0, T] \) and omit the subscript \( t \) unless otherwise stated. We next show the Eq. (48). We begin by proving \( \mathcal{K}(u) \equiv 0 \). From the Eq. (28), it follows that

\[
\mathcal{K}(u) \equiv 0 = \lim_{\varepsilon \to 0} \int_{M \setminus B_\varepsilon(S(u))} \mathcal{K}(u) \wedge d\phi \\
= \lim_{\varepsilon \to 0} \int_{M \setminus B_\varepsilon(S(u))} d\mathcal{K}(\psi) \wedge d\phi.
\]

By Stokes theorem, we obtain

\[
\int_{M \setminus B_\varepsilon(S(u))} d\mathcal{K}(\psi) \wedge d\phi = - \sum_{n=1}^{N} \int_{\partial B_\varepsilon(q_n)} \mathcal{K}(\psi) d\phi.
\]

Using the Eq. (27), we see that for each \( q \in \partial B_\varepsilon(q_n) \),

\[
\mathcal{K}(\psi)(q) = \sum_{m=1}^{N} \Gamma_m G_H(q, q_m) \\
= \sum_{m \neq n}^{N} \Gamma_m G_H(q, q_m) + \Gamma_n \left( G_H(q, q_n) + \frac{1}{2\pi} \log d(q, q_n) \right) \\
- \frac{\Gamma_n}{2\pi} \log d(q, q_n) \\
= \sum_{m \neq n}^{N} \Gamma_m G_H(q_n, q_m) + \Gamma_n R(q_n) - \frac{\Gamma_n}{2\pi} \log \varepsilon + O(\varepsilon).
\]

We thus obtain

\[
\int_{\partial B_\varepsilon(q_n)} \mathcal{K}(\psi) d\phi = \left( \sum_{m \neq n}^{N} \Gamma_m G_H(q_n, q_m) + \Gamma_n R(q_n) - \frac{\Gamma_n}{2\pi} \log \varepsilon \right) \int_{\partial B_\varepsilon(q_n)} d\phi + O(\varepsilon) \\
= O(\varepsilon),
\] (52)
which yields
\[ \mathcal{Q} \ast K(u)[\phi] = 0. \]

As a result, we can see that
\[ \mathcal{Q} K(\omega) \ast K(u)[\phi] = \lim_{\epsilon \to 0} \int_{M \setminus B_{\epsilon}(S(K(\omega) + K(u)))} K(\omega) \ast K(u) \wedge d\phi \]
\[ = \lim_{\epsilon \to 0} c \int_{M \setminus B_{\epsilon}(S(u))} K(u) \wedge d\phi \]
\[ = c \mathcal{Q} \ast K[\phi] = 0. \]

We next check \( \mathcal{Q}(\omega_X \ast K(u)) = -dI(K(\psi)d\omega_X). \)
Since
\[ \omega_X \ast K(u) \wedge d\phi = \omega_X dK(\psi) \wedge d\phi \]
\[ = d(\omega_X K(\psi)d\phi) - K(\psi)d\omega_X \wedge d\phi, \]
we obtain
\[ \mathcal{Q}(\omega_X \ast K(u))[\phi] = \lim_{\epsilon \to 0} \int_{M \setminus B_{\epsilon}(S(u))} \omega_X dK(\psi) \wedge d\phi \]
\[ = \lim_{\epsilon \to 0} \int_{M \setminus B_{\epsilon}(S(u))} d(\omega_X K(\psi)d\phi) - K(\psi)d\omega_X \wedge d\phi \]
\[ = -\sum_{n=1}^{N} \lim_{\epsilon \to 0} \int_{\partial B_{\epsilon}(q_n)} \omega_X K(\psi)d\phi - \lim_{\epsilon \to 0} \int_{M \setminus B_{\epsilon}(S(u))} K(\psi)d\omega_X \wedge d\phi. \]

It follows from continuous differentiability of \( \omega_X \) and the Eq. (52) that
\[ \lim_{\epsilon \to 0} \int_{\partial B_{\epsilon}(q_n)} \omega_X K(\psi)d\phi = \lim_{\epsilon \to 0} \omega_X(q_n) \int_{\partial B_{\epsilon}(q_n)} K(\psi)d\phi = 0. \]

Since \( K(\psi) \) is of class \( L^2_{\text{loc}}(M) \), we have \( S(K(\psi)) = \emptyset \), which yields
\[ \lim_{\epsilon \to 0} \int_{M \setminus B_{\epsilon}(S(u))} K(\psi)d\omega_X \wedge d\phi = \int_{M} K(\psi)d\omega_X \wedge d\phi \]
\[ = I(K(\psi)d\omega_X)[d\phi] \]
\[ = dI(K(\psi)d\omega_X)[\phi]. \]

Concerning \( \mathcal{Q}K(\omega) \ast X^\beta \), it follows from the relation (50) that
Hence, we obtain

\[ \mathcal{Q} \{(\omega_X + K(\omega)) \ast K(u) + K(\omega) \ast X^\flat \} \phi = -dI(K(\psi) d\omega_X)[\phi], \]

which yields the Eq. (48).

We next see the Eq. (49). We deduce from Stokes theorem that

\[
\mathcal{Q} dg(2X^\flat, K(u)) \phi = \lim_{\epsilon \to 0} \int_{M \setminus B_\epsilon(S(u))} dg(2X^\flat, K(u)) \wedge d\phi
\]

The Eq. (30) yields that for each \( q \in \partial B_\epsilon(q_n) \),

\[
g_q(2X^\flat, K(u)) = g_q(2X^\flat, v_n^\flat) + \frac{\Gamma_n}{2\pi} g_q(2X^\flat, * d \log \rho(q))
\]

\[= g_{q_n}(2X^\flat, v_n^\flat) + \frac{\Gamma_n}{2\pi} g_q(2X^\flat, * d \log \rho(q)) + O(\epsilon)\]

\[= g_{q_n}(2X, v_n) + \frac{\Gamma_n}{2\pi} g_q(2X, \mathcal{J} \text{grad} \log \rho(q)) + O(\epsilon).\]

We thus obtain

\[
\int_{\partial B_\epsilon(q_n)} g(2X^\flat, K(u)) d\phi = g_{q_n}(2X, v_n) \int_{\partial B_\epsilon(q_n)} d\phi
\]

\[+ \frac{\Gamma_n}{2\pi} \int_{\partial B_\epsilon(q_n)} g(2X, \mathcal{J} \text{grad} \log \rho) d\phi + O(\epsilon)\]

\[= \frac{\Gamma_n}{2\pi} \int_{\partial B_\epsilon(q_n)} g(2X, \mathcal{J} \text{grad} \log \rho) d\phi + O(\epsilon).\]

It follows from Proposition 1 that

\[
\lim_{\epsilon \to 0} \int_{\partial B_\epsilon(q_n)} g(2X, \mathcal{J} \text{grad} \log \rho) d\phi = 2\pi \chi_{q_n} X[\phi] = 2\pi d\chi_{q_n} X[\phi].
\]
Euler–Arnold flow in the sense of de Rham currents

Hence, we deduce that
\[
\mathcal{L} dg(2X^\phi, K(u))[\phi] = - \sum_{n=1}^{N} \Gamma_n d\chi_{q_n} X[\phi].
\]

What is left is to prove that
\[
\mathcal{L} dg(K(u), K(u))[\phi] = - \sum_{n=1}^{N} \Gamma_n d\chi_{q_n} v_n[\phi].
\] (53)

By a similar argument, we obtain
\[
\mathcal{L} dg(K(u), K(u))[\phi] = \lim_{\epsilon \to 0} \int_{M \setminus B_{\epsilon}(S(u))} dg(K(u), K(u)) \wedge d\phi
\]
\[
= - \sum_{n=1}^{N} \lim_{\epsilon \to 0} \int_{\partial B_{\epsilon}(q_n)} g(K(u), K(u)) d\phi.
\]

It follows from the Eq. (30) that for each \( q \in \partial B_{\epsilon}(q_n) \),
\[
g_q(K(u), K(u)) = g_q(v_n^b, v_n^b) + \frac{\Gamma_n}{\pi} g_q(v_n^b, * d \log \rho) + \left( \frac{\Gamma_n}{2\pi} \right)^2 g_q(* d \log \rho, * d \log \rho).
\]

By continuous differentiability, we have
\[
g_q(v_n^b, v_n^b) = g_{q_n}(v_n^b, v_n^b) + O(\epsilon).
\]

From the Eq. (5), we see
\[
g_q(* d \log \rho, * d \log \rho) = g_q(d\theta, d\theta) + O(\epsilon) = \epsilon^{-2} + O(\epsilon).
\]

Hence, we deduce
\[
\int_{\partial B_{\epsilon}(q_n)} g(K(u), K(u)) d\phi = \left( g_{q_n}(v_n^b, v_n^b) + \left( \frac{\Gamma_n}{2\pi} \epsilon^{-2} \right) \right) \int_{\partial B_{\epsilon}(q_n)} d\phi
\]
\[
+ \frac{\Gamma_n}{\pi} \int_{\partial B_{\epsilon}(q_n)} g(v_n^b, * d \log \rho) d\phi + O(\epsilon)
\]
\[
= \frac{\Gamma_n}{\pi} \int_{\partial B_{\epsilon}(q_n)} g(v_n, \mathcal{J} \text{grad} \log \rho) d\phi + O(\epsilon).
\]

Proposition 1 leads to
\[
\lim_{\epsilon \to 0} \int_{\partial B_{\epsilon}(q_n)} g(v_n, \mathcal{J} \text{grad} \log \rho) d\phi = \pi \chi_{q_n} v_n [d\phi] = \pi d\chi_{q_n} v_n[\phi],
\]
which establishes the Eq. (53) and completes the proof. \( \square \)
We now show the two main theorems by using Lemma 1.

**Proof of Theorem 1** Since the background field \(X\) and the relative velocity current \(u\) satisfy the assumptions of Lemma 1, the equalities (47)–(49) hold true. Since \(X\) and \(u\) come from a \(C^r\)-decomposable weak Euler–Arnold flow, they satisfy the Eq. (46). Substituting (47)–(49) into (46), we obtain

\[
\sum_{n=1}^{N} \Gamma_n d\chi_{q_n} \left\{ \dot{q}_n - (\beta_X X + \beta_\omega v_n) \right\} = dI(K(\psi) d\omega_X),
\]

which is the conclusion as desired.

**Proof of Theorem 2** We first prove that the pair \((\alpha_t, p_t)\) is a weak Euler–Arnold flow. As we see in Remark 11, we have \(g(X^b, K(u)), (K(u)^2 - \sigma(u)) \in \text{Dom}(p.v.)\), which yields \(p_t\) is well-defined as a pseudointegral 0-current. Owing to Lemma 1, it is easy to check that \(\alpha_t\) and \(p_t\) satisfy the conditions in Definition 3 except for the weak Euler–Arnold equation. In addition, we see that

\[
\partial_t \mathcal{Q}K(\alpha) = \partial_t \mathcal{Q}(X^b + K(u))
\]

\[
= \partial_t dI(X^b) + \sum_{n=1}^{N} \Gamma_n d\chi_{q_n} \dot{q}_n,
\]

\[
\mathcal{Q}(K(\ast d\alpha)K(\ast \alpha)) = \mathcal{Q}(\ast dX^b) * X^b \mathcal{Q}(\omega_X + K(\omega)) * K(u) + K(\omega) * X^b \mathcal{Q}(\ast dX^b) * X^b - dI(K(\psi) d\omega_X)
\]

and

\[
\mathcal{Q}(K(\ast d\alpha)K(\ast \alpha) + d \{ d\gamma(2\beta_X X^b + \beta_\omega K(u), K(u)) \})
\]

\[
= - \sum_{n=1}^{N} \Gamma_n d\chi_{q_n} (\beta_X X + \beta_\omega v_n).
\]

As we see in Remark 8, since \((X, P)\) is an Euler–Arnold flow, we have

\[
\partial_t dI(X^b) + dI(\ast dX^b) * X^b = 0.
\]

Since \(q_n\) solves the point vortex equation (31), we deduce

\[
\partial_t \mathcal{Q}K(\alpha_t) + \mathcal{Q}(K(\ast d\alpha_t)K(\ast \alpha_t) + d \{ |K(\alpha_t)|^2 / 2 + K(p_t) \})
\]

\[
= \partial_t dI(X^b) + dI(\ast dX^b) * X^b
\]

\[
+ \sum_{n=1}^{N} \Gamma_n d\chi_{q_n} \left\{ \dot{q}_n - (\beta_X X + \beta_\omega v_n) \right\}
\]

\[
- dI(K(\psi) d\omega_X)
\]

\[
= 0,
\]
which yields \((\alpha, p, t)\) is a weak Euler–Arnold flow. By definition, it is obvious that the weak Euler–Arnold flow \((\alpha, p, t)\) is \(C^r\)-decomposable. \(\square\)

7 Applications

As applications of these theorems, we now discuss two examples of point vortex dynamics in a background field: two identical point vortices in a linear shear in the Euclidean plane \((\mathbb{C}, |dz|^2)\) and \(N\)-point vortices on a surface in an irrotational flow.

Let us first check that the point vortex equation without any background field in the plane is obtained from our results as a special case. \(N \in \mathbb{Z}_{\geq 1}, \left(\Gamma_n\right)_{n=1}^N \in (\mathbb{R} \setminus \{0\})^N\) and \((z_n)_{n=1}^N \in \mathcal{O}_N\) are arbitrarily fixed. Let us set \(\beta_X = 0\) and \(\beta_{io} = 1\). Then, the point vortex equation (32) is deduced as follows.

\[
\dot{z}_n(t) = v_n(z_n) = -\int_{\partial_a} \sum_{m \neq n} \Gamma_m G_H(z_n, z_m) + \Gamma_n R(z_n).
\]

(54)

Now, the Green function \(G_H\) clearly satisfies that for each \(z \in \mathbb{C}\),

\[
G_H(z, z_n) = -\frac{1}{2\pi} \log |z - z_n| = -\frac{1}{2\pi} \log d(z, z_n),
\]

which yields the Robin function \(R\) is constantly 0. Using the Eq. (8), we obtain

\[
-\int_{\partial} \nabla \nabla K(\psi) = \partial_2 K(\psi) \partial_1 - \partial_1 K(\psi) \partial_2 = -2i\overline{\partial} K(\psi) \partial + 2i \overline{\partial} K(\psi) \overline{\partial}.
\]

Hence, we deduce from the point vortex equation (54) that

\[
\dot{z}_n = -\int_{\partial_a} \sum_{m \neq n} \Gamma_m G_H(z_n, z_m)
\]

\[
= -\sum_{m \neq n} \Gamma_m 2i\overline{\partial} \left( -\frac{1}{2\pi} \log |z_n - z_m| \right)
\]

\[
= \frac{i}{2\pi} \sum_{m \neq n} \frac{\Gamma_m}{z_n - z_m}.
\]

Two identical point vortices in a linear shear Two identical point vortices in a linear shear is used as a model of the vortex merger in [34]. The vortex merger is characterized as a fundamental process of the inverse cascade in 2D turbulence. In the process, vortices with similarly small scales are affected by the shear flow induced from the surrounding vortices. As a result, small vortices combine to form a vortex with large scale. As a simple model for the vortex merger, two identical point vortices in a linear shear is utilized. To use the notations of this paper, let us set \(N = 2\),

\(\square\) Springer
\[ \Gamma_1 = \Gamma_2 = \gamma \] and the linear shear \( X = (cy, 0) \) where \( y = (z - \bar{z})/2i \). Based on [34],
the evolution equation of two identical point vortices in a linear shear placed on
\( \{ q_n(t) \}_{n=1}^2 \) is given by
\[
\dot{q}_n(t) = X(q_n) + v_n(q_n).
\] (55)

Since the Eq. (55) is a Hamiltonian system, plotting the Hamiltonian contours, we
see that the topology of the contours changes around the threshold \( \mu = c\xi_0^2/\gamma \) where
\( \xi_0 \in \mathbb{R} \) is the initial distance between two point vortices. Obviously, for the case
where \( \mu = 0 \), there is no background field and two point vortices moves in a cir-
cle without changing the distance. When \( \mu < 0 \), two point vortices are in periodic
motion and the distance between them becomes shorter, which implies the vortex
merger occurs. Otherwise, the distance is longer. This qualitative understanding is
confirmed to be consistent with experimental studies in [34]. In other words, it is
pointed out that the sign of \( \mu \), especially the orientation of the background field,
determines the occurrence of vortex merger.

Let us apply the main theorems to this fact. First, Theorem 2 shows that there
exists a \( C^\infty \)-decomposable weak Euler flow \( (a_i, p_i) \) such that the relative vorti-
city is a singular vorticity of point vortices placed on \( \{ q_n(t) \}_{n=1}^2 \). This guaran-
tees the dynamics in [34] comes from a weak Euler flow even though the evolu-
tion equation is formally derived with no relation with Euler flows. Second, as
an application of Theorem 1, let us take a \( C^\infty \)-decomposable weak Euler flow
\( (a_i, p_i) \) such that the background field is the linear shear \( X \) and the growth rate is
\( (\beta_X, \beta_\omega) \in \mathbb{R}^2 \) and the relative vorticity is a singular vorticity of point vortices
placed on \( \{ q_n(t) \}_{n=1}^2 \) with \( \Gamma_1 = \Gamma_2 = \gamma \). From Theorem 1, we can deduce that \( q_n(t) \) satisfies
the point vortex equation (32). Then, we can easily see that \( q_n(t) \) comes
from a Hamiltonian system and the Hamiltonian contours are the same as those
given in [34] by changing parameters from \( c \) to \( c\beta_X \) and from \( \gamma \) to \( \gamma\beta_\omega \). In the
similar manner, instead of \( \mu \), we obtain the threshold \( \mu' = c\beta_X\xi_0^2/\gamma\beta_\omega \). Moreover,
the same criterion is valid, that is, the vortex merger occurs if \( \mu' < 0 \). Note that
Theorem 1 tells us that the parameter \( (\beta_X, \beta_\omega) \) is not just a dynamical parameter
contained in the point vortex equation, but also a physical parameter derived from
the pressure of the Euler flow. From this point of view, we conclude that besides
the orientation of the background field, the sign of the growth rate of the pressure
determines the occurrence of vortex merger.

**N-point vortices on a surface in an irrotational flow** In the second case, let us
take a \( C^\infty \)-decomposable weak Euler–Arnold flow \( (a_i, p_i) \) such that the background
field is an irrotational field \( X \in \mathfrak{X}^\infty(M) \) and the relative vorticity is a singular vorti-
city of point vortices placed on \( \{ q_n(t) \}_{n=1}^N \). As we see in Sect. 5, the irrotational
field is the fluid velocity of a steady Euler–Arnold flow \( (X, P) \in \mathfrak{X}^\infty(M) \times C^\infty(M) \)
and the pressure \( P \in C^\infty(M) \) satisfies the Bernoulli law: \( P = -|X|^2/2 \). Let us fix
the growth rate \( (\beta_X, \beta_\omega) \in \mathbb{R}^2 \) and the parameter \( (\Gamma_n)_{n=1}^N \in (\mathbb{R} \setminus \{0\})^N \). For simplicity,
we ignore the interaction between the background field and point vortices, that is,
we assume \( \beta_X = 0 \). Then owing to Theorem 1, \( q_n(t) \) and \( p_i \) satisfy
\[
\begin{aligned}
\{ \dot{q}_n &= \beta_\omega v_n(q_n), \\
K(p_t) &= -(|K(\alpha_t)|^2 - \sigma(u_t))/2 + \beta_\omega(|K(u_t)|^2 - \sigma(u_t)).
\end{aligned}
\]

Let us focus on two cases $\beta_\omega = 0$ and $1$. In the case $\beta_\omega = 0$, it follows from $\dot{q}_n(t) = 0$ that each of point vortices does not move. Hence, we deduce that $(\alpha_t, p_t)$ is a steady solution. Moreover, the pressure satisfies a generalization of the Bernoulli law $K(p) = -(|K(\alpha_t)|^2 - \sigma(u_t))/2$ to the case with non-moving point vortices on curved surfaces. On the other hand, for $\beta_\omega = 1$ we obtain the conventional point vortex equation and the pressure satisfies a modified Bernoulli law $K(p) = -(|K(\alpha_t)|^2 - \sigma(u_t))/2 + |K(u_t)|^2 - \sigma(u_t)$. As a corollary, the Bernoulli law is generalized to the case where the flow field is a curved surface and where the presence of moving or non-moving point vortices is taken into account as follows.

**Corollary 2** (Generalized Bernoulli law with non-moving point vortices on surfaces)

If a $C^\infty$-decomposable weak Euler–Arnold flow $(\alpha_t, p_t)$ on a surface satisfies that the background field of $\alpha_t$ is an irrotational field $X \in \mathfrak{X}^\infty(M)$ and that the pressure is given by $K(p_t) = -(|K(\alpha_t)|^2 - \sigma(u_t))/2$ and that the relative vorticity is a singular vorticity of point vortices, then $(\alpha_t, p_t)$ is a steady solution of the weak Euler–Arnold equations.

**Corollary 3** (Modified Bernoulli law with moving point vortices on surfaces)

If a $C^\infty$-decomposable weak Euler–Arnold flow $(\alpha_t, p_t)$ on a surface satisfies that the background field of $\alpha_t$ is an irrotational field and that $K(p_t) = -(|K(\alpha_t)|^2 - \sigma(u_t))/2 + |K(u_t)|^2 - \sigma(u_t)$ and that the relative vorticity is a singular vorticity of point vortices placed on $(q_n(t))_{n=1}^N$, then for every $n \in \{1, \ldots, N\}$, $q_n(t)$ is a solution of the point vortex equation:

\[
\dot{q}_n(t) = v_n(q_n(t)).
\]

Let us finally discuss the role of the growth rate $\beta_\omega$ in the motion of point vortices and the pressure as an application of Theorem 2. Given a singular vorticity $\omega_t$ of point vortices on $(q_n(t))_{n=1}^N$ and $u_t = - \ast d(G_H, \omega_t)$, we now assume

\[
\dot{q}_n = \beta_\omega v_n(q_n).
\]

Then, the following pair $(\alpha_t, p_t) \in \mathcal{D}^r_1((0, T) \times M) \times \mathcal{D}^r_0((0, T) \times M)$ becomes a $C^r$-decomposable weak Euler–Arnold flow:

\[
\alpha_t = I(X) + u_t \in \mathcal{D}^r_1((0, T) \times M)
\]

\[
p_t = \p_v\{-(|K(\alpha_t)|^2 - \sigma(u_t))/2 + |K(u_t)|^2 - \sigma(u_t)\} \in \mathcal{D}^r_0((0, T) \times M).
\]

Denoting $Q_n(t)$ by the solution of $\dot{Q}_n = v_n(Q_n)$, the solution $q_n(t)$ in (56) can be written as $\dot{q}_n(t) = Q_n(\beta_\omega t)$. Letting $\beta_\omega \to 0$, we see that $q_n$ moves quite slowly on the orbit of $Q_n$. In this sense, $\beta_\omega$ stands for the flexibility of the motion of point vortices besides the growth rate of the pressure relative to the kinetic energy density. We notice that as $\beta_\omega \to 0$ the pressure $p_t$ converges to $\p_v\{-(|K(\alpha_t)|^2 - \sigma(u_t))/2\}$ in $\mathcal{D}^r_0((0, T) \times M)$, which is consistent with the generalized steady Bernoulli law. From
this we can observe that point vortices are frozen if the pressure $p_t$ is sufficiently close to the generalized Bernoulli law in weak-$^*$ topology. As a consequence, we conclude that $\beta_\omega$ describes the flexibility of the motion of point vortices and the growth rate of the pressure and that point vortices are slower to move as the pressure is sufficiently close to the generalized Bernoulli law in weak-$^*$ topology.
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