LIFE SPAN OF SMALL SOLUTIONS TO A SYSTEM OF WAVE EQUATIONS
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Abstract. We study the Cauchy problem with small initial data for a system of semilinear wave equations
\[ \square u = |v|^p, \quad \square v = |\partial_t u|^p \]
in \( n \)-dimensional space. When \( n \geq 2 \), we prove that blow-up can occur for arbitrarily small data if \((p, q)\) lies below a curve in \( p-q \) plane. On the other hand, we show a global existence result for \( n = 3 \) which asserts that a portion of the curve is in fact the borderline between global-in-time existence and finite time blow-up. We also estimate the maximal existence time and get an upper bound, which is sharp at least for \((n, p, q) = (2, 2, 2)\) and \((3, 2, 2)\).

1. Introduction

We are interested in the study of systems of semilinear wave equations of the form
\[ \square u = |v|^q, \quad \square v = |\partial_t u|^p. \] (1.1)
Here the unknown real-valued functions \( u, v \) depend on \((t, x) \in [0, T) \times \mathbb{R}^n\) for some \( T \in (0, \infty) \). Throughout this paper, we suppose \( n \geq 2 \). Given some functions \( f, g, \tilde{f}, \tilde{g} \), we consider the Cauchy problem for (1.1) with initial data
\[ u(0, x) = \varepsilon f(x), \quad \partial_t u(0, x) = \varepsilon g(x), \quad v(0, x) = \varepsilon \tilde{f}(x), \quad \partial_t v(0, x) = \varepsilon \tilde{g}(x), \] (1.2)
where \( \varepsilon > 0 \) is small. We want to determine, in the set \((1, \infty)^2\) of index-pairs \((p, q)\), the borderline between global-in-time existence and finite time blow-up for (1.1)–(1.2) when \( \varepsilon \) is small.

The system (1.1) reminds us of some related problems. Among them, the Cauchy problem for
\[ \square u = |v|^q \] (1.3)
has been especially well-studied since John’s pioneering work [14]. If \( q > q_0(n) \) where
\[ q_0(n) = \frac{n + 1 + \sqrt{n^2 + 10n - 7}}{2(n - 1)}, \]
then the Cauchy problem for (1.3) has a unique global-in-time solution for small and smooth initial data with compact support. If \( 1 < q \leq q_0(n) \) on the contrary, then there exists \((f, g) \in C_0^\infty(\mathbb{R}^n)^2\) such that the Cauchy problem for (1.3) with initial data \((u(0), \partial_t u(0)) = (\varepsilon f, \varepsilon g)\) has a solution which blows up in finite time no matter how small \( \varepsilon > 0 \) is. This phenomenon has been verified for all \( n \geq 2 \) through efforts of several authors: see, e.g., [14], [7], [30], [18], [23], [5] for global existence results, [14], [8], [26], [25], [24], [29] for blow-up results. Thus we have already understood
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that \( q_0(n) \) is the critical exponent which separates global-in-time solvability and unsolvability for (1.3).

The similar phenomenon can be observed for the equation

\[ \Box v = |\partial_t v|^p. \] (1.4)

For this equation, the critical value of \( p \) is

\[ p_0(n) = \frac{n+1}{n-1}. \]

In the case \( 1 < p \leq p_0(n) \), we know that solutions blow up in finite time in general, no matter how small the initial data are chosen. We also know that (1.4) with \( p > p_0(n) \) has a unique global-in-time solution for given small and smooth data, though the radial symmetry assumption is needed for \( n \geq 4 \) so far. See, e.g., [11], [27], [12] for global existence results, [1], [15], [31] for blow-up results.

Recently, combined effects of the two nonlinearities above have been studied by [9] and [12]. They considered the Cauchy problem for

\[ \Box u = |u|^q + |\partial_t u|^p \] (only when \( n = 2, 3 \) in [12]). According to their results, we can conclude that

\[ q = \frac{4}{(n-1)p-2} + 1 \quad (q > q_0(n), \ p > p_0(n)) \] (1.6)

is a portion of the critical curve in the \( p-q \) plane of index-pairs \( (p, q) \) (see [9], [12] for details). Observe that \((p_0(n), q_0(n))\) belongs to the domain \( q < 4/(n-1)p-2 \) + 1, in which \((p, q)\) corresponds to the blow-up case. As is pointed out in [9], this means that there exists \((p, q)\) such that a solution of the Cauchy problem (1.5) blows up in finite time for arbitrarily small initial data, while the Cauchy problems for (1.1) and (1.4) with small data have global solutions. Another remarkable feature of (1.5) is that, unlike (1.1) and (1.4), we can establish global existence for \((p, q)\) being on the curve (1.6) (see [12]).

When it comes to systems of wave equations, the Cauchy problem for

\[ \Box u = |u|^q, \ \Box v = |v|^p \] (1.7)

has been well-studied. It is known that

\[ \max \left\{ \frac{p+2+q^{-1}}{pq-1}, \frac{q+2+p^{-1}}{pq-1} \right\} - \frac{n-1}{2} = 0 \] (1.8)

is the critical curve in the \( p-q \) plane of index-pairs \( (p, q) \). See, e.g., [2], [3], [19], [6].

Remark that \((q_0(n), q_0(n))\) is on the critical curve. Also, the curve (1.8) lies above the curve (1.6) when \( q > q_0(n) \).

Now let us turn to the problem (1.1)–(1.2). We first show a blow-up result which is valid for all \( n \geq 2 \). When discussing blow-up, we say that \((u, v)\) satisfies (1.1) if the following two conditions (i), (ii) hold:
(i) The equalities
\[ \int_0^T \langle |v(s, \cdot)|^q, \psi(s, \cdot) \rangle \, ds = \int_0^T \langle u(s, \cdot), (\partial_s^2 \psi - \Delta \psi)(s, \cdot) \rangle \, ds, \quad (1.9) \]
\[ \int_0^T \langle |\partial_s u(s, \cdot)|^p, \psi(s, \cdot) \rangle \, ds = \int_0^T \langle v(s, \cdot), (\partial_s^2 \psi - \Delta \psi)(s, \cdot) \rangle \, ds, \quad (1.10) \]
hold for any \( \psi \in C_0^{\infty}((0, T) \times \mathbb{R}^n) \). 

(ii) \( u \) and \( v \) have the continuity and integrability properties
\[ u, v, \partial_t u, \partial_t v \in C([0, T); L^1(\mathbb{R}^n)), \quad (1.11) \]
\[ v \in C([0, T); L^q(\mathbb{R}^n)), \quad \partial_t u \in C([0, T); L^p(\mathbb{R}^n)). \quad (1.12) \]

In particular, the initial conditions (1.2) should be satisfied in the sense of (1.11).

**Theorem 1.1.** Let \( n \geq 2, 1 < q, 1 < p < 2n/(n-1) \) and
\[ \left( \frac{n-1}{2} p - 1 \right) (pq - 1) < p + 2. \quad (1.13) \]
Assume that the initial value problem (1.1)–(1.2) with non-negative initial data has a solution \((u, v)\) in the sense described above, which is localized inside a cone:
\[ \text{supp}(u, v, \partial_t u, \partial_t v) \subset \{ (t, x) \in [0, T) \times \mathbb{R}^n : |x| \leq t + 1 \}. \quad (1.14) \]
We also assume that \( f + g \) and \( \tilde{g} \) do not vanish identically. Then there exists a positive constant \( C_1 \), depending only on \( n, p, q, f, g, \tilde{f}, \tilde{g} \), such that
\[ T \leq C_1 \varepsilon^{-\frac{pq - 1}{p+2 - \left( \frac{n-1}{2} p - 1 \right) (pq - 1)}}. \quad (1.15) \]

Observe that \((p_0(n), q_0(n))\) belongs to the domain (1.13). Thus the same remark as the one stated on (1.5) above applies to (1.1). We infer from Theorem 1.1 that a portion of the curve
\[ \left( \frac{n-1}{2} p - 1 \right) (pq - 1) = p + 2 \quad (1.16) \]
gives a component part of the critical curve in the \( p-q \) plane. In order to confirm this expectation, we should establish a global existence theorem for \((p, q)\) above the curve (1.16). We solve the system of the integral equations
\[ u(t, r) = \varepsilon U_0(t, r) + L|v|^q(t, r), \quad (1.17) \]
\[ v(t, r) = \varepsilon V_0(t, r) + L|\partial_t u|^p(t, r), \quad (1.18) \]
where
\[ U_0(t, r) = \frac{1}{2r} \left\{ (r + t)f(r + t) + (r - t)f(r - t) \right\} + \frac{1}{2r} \int_{r-t}^{r+t} \rho g(\rho) \, d\rho, \]
\[ V_0(t, r) = \frac{1}{2r} \left\{ (r + t)f(r + t) + (r - t)f(r - t) \right\} + \frac{1}{2r} \int_{r-t}^{r+t} \rho \tilde{g}(\rho) \, d\rho \]
and
\[ LF(t, r) = \frac{1}{2r} \int_0^t \int_{r-(t-s)}^{r+(t-s)} \rho F(s, \rho) \, dp \, ds. \]
The system (1.17)–(1.18) is a radially symmetric version of the original system with \( n = 3 \), and we naturally suppose that \( f(r), g(r), u(t, r), \ldots \) are even functions of \( r \). Hence, the lower limits of the integrals above may be replaced by \( |r - t| \) or \( |r - (t - s)| \). \( LF(t, r) \) is also an even function of \( r \).

Throughout the proof of global existence, we suppose that

\[
q > 2, \quad 2 < p < 3. \tag{1.19}
\]

We want to show that if in addition

\[
(p - 1)(pq - 1) > p + 2 \tag{1.20}
\]

is assumed, then the system (1.17)–(1.18) has a global solution for sufficiently small data.

For this purpose, we introduce a weighted norm. We define weight functions \( w_1, w_2, w_3 \) by

\[
w_1(t, r) = \langle r \rangle \langle t - r \rangle^{\mu/p}, \tag{1.21}
\]

\[
w_2(t, r) = \begin{cases} \langle r \rangle^{p-2} \langle t + r \rangle^\mu & (r < t/2) \\ \langle t - r \rangle^{p-3+\mu} \langle t + r \rangle & (r \geq t/2) \end{cases}, \tag{1.22}
\]

\[
w_3(t, r) = \langle r \rangle^\mu \tag{1.23}
\]

for \( t \geq 0 \) and \( r \geq 0 \). Here we use the concise notation \( \langle \xi \rangle = \sqrt{1 + |\xi|^2} \) as usual, but we may replace it by \( 1 + |\xi| \) below. By (1.20), we can choose \( \mu \) so that

\[
3 - p < \mu < 1, \quad p \{2 - (p - 2)q\} < (pq - 1)\mu \tag{1.24}
\]

are satisfied. Then we define

\[
\|(w, v)\| = \|w_1 w\|_{L^\infty_{t,r}} + \|w_2 v\|_{L^\infty_{t,r}} + \|w_3 r \partial_r v\|_{L^\infty_{t,r}}
\]

where \( L^\infty_{t,r} = L^\infty([0, \infty) \times [0, \infty)) \).

**Theorem 1.2.** Suppose (1.19), (1.20). Suppose also that \( f, \tilde{f} \in C_0^2(\mathbb{R}), \ g, \tilde{g} \in C_1^1(\mathbb{R}) \) are even functions. There exist positive numbers \( \varepsilon_2, C_2 \) such that we have a unique global solution \((u, v)\) of (1.17)–(1.18) for \( 0 < \varepsilon < \varepsilon_2 \), satisfying \( \|\partial_t u, v\| \leq C_2 \varepsilon \) and

\[
\begin{align*}
& u(t, -r) = u(t, r), \quad v(t, -r) = v(t, r), \\
& (u, v) \in C([0, \infty) \times \mathbb{R}) \times C((0, \infty) \times \mathbb{R}), \quad \partial_t u \in C([0, \infty) \times \mathbb{R}), \\
& (ru, rv) \in C^2([0, \infty) \times \mathbb{R}) \times C^2([0, \infty) \times \mathbb{R}).
\end{align*}
\]

Thus we may say that a portion of the curve (1.16) is truly the borderline between global-in-time existence and finite time blow-up for (1.1)–(1.2). It is known for (1.7) that finite time blow-up occurs for \((p, q)\) being on the critical curve, but this problem is poorly understood for (1.1) and we have no results about the case where \((p, q)\) belongs to the critical curve at this time. Note that the curve (1.16) lies below the curve (1.6) for \( p > p_0(n) \).
If radial symmetry is not assumed, we can use the method of [10], [12] to get some partial results of global existence. However, the present authors have not yet succeeded in obtaining a global existence result right up to the critical curve. Instead, we treat the case \((p, q) = (2, 2)\) for \(n = 2, 3\) to describe the method of [12]. It is of some interest since we can solve (1.1)–(1.2) up to \(p, q\) (recall (1.15)).

We assume that

\[
\begin{align*}
  f & \in L^2(\mathbb{R}^n), \quad xg \in L^2(\mathbb{R}^n), \quad x\tilde{f} \in H^{1/4}(\mathbb{R}^n), \\
  x^a \partial_x^b f & \in L^2(\mathbb{R}^n), \quad x^a \partial_x^b g \in L^2(\mathbb{R}^n), \\
  x^a \partial_x^b \tilde{f} & \in H^{1/4}(\mathbb{R}^n), \quad x^a \partial_x^b \tilde{g} \in H^{-3/4}(\mathbb{R}^n)
\end{align*}
\]  

(1.25) \hspace{1cm} (1.26) \hspace{1cm} (1.27)

for \(|a| \leq |b| \leq 2\), where \(H^s(\mathbb{R}^n)\) is the standard homogeneous Sobolev space. We set

\[
\Lambda_1 := \|f\|_{L^2} + \sum_{i=1}^n \|x_i g\|_{L^2} + \sum_{|a| \leq |b| \leq 2} \left(\|x^a \partial_x^b f\|_{L^2} + \|x^a \partial_x^b g\|_{L^2}\right)
\]  

(1.28)

and

\[
\Lambda_2 := \sum_{i=1}^n \|x_i \tilde{f}\|_{H^{1/4}} + \sum_{|a| \leq |b| \leq 2} \left(\|x^a \partial_x^b \tilde{f}\|_{H^{1/4}} + \|x^a \partial_x^b \tilde{g}\|_{H^{-3/4}}\right).
\]  

(1.29)

Let us denote \(\partial_0 = \partial_t\) as usual. Following Klainerman [16]–[17], we introduce several partial differential operators as follows: \(L_j = t\partial_j + x_j \partial_0 (j = 1, \ldots, n), \Omega_{kl} = x_k \partial_l - x_l \partial_k (1 \leq k < l \leq n), L_0 = t\partial_0 + x_1 \partial_1 + \cdots + x_n \partial_n\). Operators \(\partial_0, \ldots, \partial_n, L_1, \ldots, L_n, \Omega_{12}, \ldots, \Omega_{1n}, \Omega_{23}, \ldots, \Omega_{n-1n}\) and \(L_0\) are denoted by \(\Gamma_0, \ldots, \Gamma_n\) in this order, where \(\nu := (n^2 + 3n + 2)/2\). For a multi-index \(\alpha = (\alpha_0, \ldots, \alpha_\nu), \Gamma_0^{\alpha_0} \cdots \Gamma_n^{\alpha_\nu}\) is denoted by \(\Gamma^\alpha\).

**Theorem 1.3.** Let \((p, q) = (2, 2)\) and \(n = 2, 3\). Assume (1.25)–(1.27). Then, there exist \(\varepsilon_3, C_3\) depending on \(n\), \(\Lambda_1\) and \(\Lambda_2\) such that the Cauchy problem (1.1)–(1.2) with \(0 < \varepsilon < \varepsilon_3\) and \(T = C_3\varepsilon^{-\frac{2}{n-1}}\) admits a unique solution satisfying

\[
\Gamma^\alpha u \in C([0, T]; H^1(\mathbb{R}^n)), \quad \partial_t \Gamma^\alpha u \in C([0, T]; L^2(\mathbb{R}^n)),
\]

\[
\Gamma^\alpha v \in C([0, T]; H^{1/4}(\mathbb{R}^n)),
\]

for \(|\alpha| \leq 2\) and

\[
\sup_{0 < t < T} (1 + t)^{-1} \|u(t)\|_{L^2} \leq C \varepsilon.
\]

(1.29)

In the rest of this paper, we prove Theorem 1.1, Theorem 1.2 and Theorem 1.3, in Sections 2, 3 and 4, respectively.
2. Proof of Theorem 1.1

Our aim in this section is to prove Theorem 1.1. Let us define
\[ F(t) = \int_{\mathbb{R}^n} u(t,x) \, dx, \quad G(t) = \int_{\mathbb{R}^n} v(t,x) \, dx. \] (2.1)

We adopt the strategy of deriving a system of ordinary differential inequalities with respect to \( F(t) \) and \( G(t) \), which causes blow-up of solutions. Remark that if \((u,v)\) solves the Cauchy problem in the sense stated above Theorem 1.1, then we can see that
\[ F''(t) = \|v(t, \cdot)\|_{L^q}^q, \quad G''(t) = \|\partial_t u(t, \cdot)\|_{L^p}^p \] for \( t \in (0,T) \). Hence we conclude from (1.11)–(1.12) that \( F, G \in C^2((0,T)) \cap C^1([0,T)) \). Furthermore, \( F'(t) \) and \( G(t) \) are non-negative. Thus the following lemma is crucial for the proof of Theorem 1.1.

**Lemma 2.1.** Let \( F, G \in C^2((0,T)) \cap C^1([0,T)) \). We suppose that they satisfy
\[ F'(t), G(t) \geq 0 \] and
\[ F''(t) \geq A(t+1)^{-\alpha} G(t)^q, \quad G''(t) \geq B(t+1)^{-\beta} F'(t)^p \] for all \( t \in (0,T) \), with some positive constants \( A, B \) and exponents \( p, q > 1, \alpha, \beta \geq 0 \). Assume also \( G'(0) > 0 \) and
\[ G(t) \geq \kappa t^a \] on some sub-interval \([t_0,T)\), where \( \kappa, a > 0 \) are constants. If \( \max\{t_0, G'(0)/G'(0), 1\} < T/2 \) and
\[ \beta + \alpha p < p + 2 + a(pq - 1), \] then
\[ T \leq C \kappa^{-\frac{pq+1}{pq-1}} \left\| G'(0) \right\|_{L^q}^q \] (2.6)
where \( C \) is a constant depending only on \( A, B, p, q, \alpha, \beta, a \).

2.1. Proof of Lemma 2.1. We follow the method of Kurokawa, Takamura and Wakasa (see Lemma 2.1 of [20]). Note beforehand that we have \( G'(t) > 0 \) as a result of \( G'(0) > 0 \) and (2.3). Hence by (2.2), we have
\[ \int_0^t F''(s)G'(s) \, ds \geq A \int_0^t (s+1)^{-\alpha} G(s)^q G'(s) \, ds \]
\[ \geq A(t+1)^{-\alpha} \int_0^t G(s)^q G'(s) \, ds. \]

Applying the integration by parts formula on the left-hand side, we get
\[ F'(t)G'(t) \geq \frac{A}{q+1}(t+1)^{-\alpha} \left( G(t)^{q+1} - G(0)^{q+1} \right) \] (2.7)
for \( t > 0 \).

We turn to the inequality (2.3) next. Multiplying both sides of it by \( G'(t)^p \) and using (2.7), we get
\[ G'(t)^p G''(t) \geq B(t+1)^{-\beta} \left( \frac{A}{q+1}(t+1)^{-\alpha} \left( G(t)^{q+1} - G(0)^{q+1} \right) \right)^p \]
for \( t > 0 \). Thus we immediately obtain

\[
\int_0^t G'(s)^p G''(s) \, ds \geq \frac{A p B}{(q + 1)^p} (t + 1)^{-\beta - \alpha p} \int_0^t (G(s)^q + G(0)^q + 1)^p \, ds.
\]

We can directly compute the left-hand side of this inequality. As for the right-hand side, we estimate the integral as follows:

\[
\int_0^t (G(s)^q + G(0)^q + 1)^p \, ds = \int_0^t (G(s)^q + G(0)^q + 1)^p \frac{(G(s)^q)'}{G(q) G''(s)} \, ds \geq \frac{1}{(q + 1) G(t) G''(t)} \int_0^t (G(s)^q + G(0)^q + 1)^p (G(s)^q)' \, ds.
\]

In the last inequality, we have used the fact that \( G(t) \) and \( G'(t) \) are increasing functions. Combining the estimates above, we have

\[
G'(t)^{p+2} \geq \frac{A p B (1 - 2^{-q-1} 1 + 2^{-q-1} G(t)^q (p+1) - q)}{(q + 1)^p + 1 + 1 + \alpha p} \frac{(t + 1)^{-\beta - \alpha p} (G(t)^q + G(0)^q + 1)^p}{G(t)^q} p \tag{2.8}
\]

for \( t > 0 \).

Now we suppose \( t \geq G(0)/G'(0) \). Then we see \( G(t) \geq 2G(0) \), because

\[
G(t) = G(0) + \int_0^t G'(s) \, ds \geq G(0) + t G'(0) \geq 2G(0).
\]

Hence (2.8) implies

\[
G'(t)^{p+2} \geq \frac{A p B (1 - 2^{-q-1} 1 + 2^{-q-1} G(t)^q (p+1) - q)}{(q + 1)^p + 1 + 1 + \alpha p} \frac{(t + 1)^{-\beta - \alpha p} (G(t)^q + G(0)^q + 1)^p}{G(t)^q} p \tag{2.9}
\]

for \( t \geq G(0)/G'(0) \). Since \( t + 1 \leq 2t \) if \( t \geq 1 \), we further get

\[
G'(t) \geq D t \frac{\beta + \alpha p}{p + 1} G(t)^{\frac{p q + p + 1}{p + 2}}
\]

for \( t \geq \max \{ G(0)/G'(0), 1 \} \), where

\[
D = \left\{ \frac{A p B (1 - 2^{-q-1} 1 + 2^{-q-1} G(t)^q (p+1) - q)}{(q + 1)^p + 1 + 1 + \alpha p} \frac{(t + 1)^{-\beta - \alpha p} (G(t)^q + G(0)^q + 1)^p}{G(t)^q} p \right\}^{\frac{1}{p+2}}.
\]

In what follows, we will show that the inequality (2.9) cannot hold if \( t \) is large enough. We use (2.4) in this position. By (2.9) and (2.4), we have

\[
G(t)^{-1-\delta} G'(t) \geq D t \frac{\beta + \alpha p}{p + 1} G(t)^{\frac{p q + p + 1}{p + 2} - \delta} \geq D t \frac{\beta + \alpha p}{p + 1} \frac{a(pq - 1) - (\beta + \alpha p)}{p + 2} - a \delta
\]

for \( t \geq \max \{ t_0, G(0)/G'(0), 1 \} \), where we choose \( \delta \) so that (recall (2.5))

\[
0 < \delta \leq \frac{pq - 1}{p + 2}, \quad \frac{a(pq - 1) - (\beta + \alpha p)}{p + 2} - a \delta < -1.
\]

Now we take arbitrary \( \hat{T} < T \) so that \( \max \{ t_0, G(0)/G'(0), 1 \} \leq \hat{T}/2 \). Integrating (2.10) over \( [\hat{T}/2, \hat{T}] \), we obtain

\[
\frac{1}{\delta} G \left( \frac{\hat{T}}{2} \right)^{-\delta} \geq \frac{D t \frac{\beta + \alpha p}{p + 1} \frac{a(pq - 1) - (\beta + \alpha p)}{p + 2} - a \delta}{1 + \frac{a(pq - 1) - (\beta + \alpha p)}{p + 2} - a \delta} \frac{\hat{T}^{\frac{p q + p + 1}{p + 2} - \delta}}{1 + \frac{a(pq - 1) - (\beta + \alpha p)}{p + 2} - a \delta} \tag{2.11}
\]
Using (2.4) again, we see that
\[
\text{LHS of (2.11)} \leq \frac{1}{\delta} R^{-\delta} \left( \frac{\tilde{T}}{2} \right)^{-\alpha \delta}.
\] (2.12)
Hence, it follows from (2.11) and (2.12) that
\[
\tilde{T} \leq C K^{-1} \langle 2 \rangle^{n-1} \langle 2 \rangle^{n-1}.
\] (2.13)
where \( C \) is a constant depending only on \( A, B, p, q, \alpha, \beta, a \). This completes the proof of Lemma 2.1.

2.2. Proof of Theorem

1.1. Following Yordanov–Zhang [28], we introduce the two positive functions
\[
\varphi_1(x) = \int_{S^{n-1}} e^{x \cdot \omega} d\omega, \quad \psi_1(t, x) = \varphi_1(x) e^{-t}.
\]
Note that \( \psi_1 \) satisfies \( \Box \psi_1 = 0 \). By a standard manner, we can deduce from (1.9)–(1.12) that
\[
\int_0^t \langle |v(s, \cdot)|^q, \psi(s, \cdot) \rangle \, ds = \langle \partial_t u(s, \cdot), \psi(s, \cdot) \rangle \bigg|_{s=0}^{s=t} - \langle u(s, \cdot), \partial_t \psi(s, \cdot) \rangle \bigg|_{s=0}^{s=t} + \int_0^t \langle u(s, \cdot), (\partial_t^2 \psi - \Delta \psi)(s, \cdot) \rangle \, ds
\]
for any \( \psi \in C^\infty([0, T) \times \mathbb{R}^n) \) such that \( \psi(s, \cdot) \in C_0^\infty(\mathbb{R}^n) \) for each \( s \in [0, T) \). Thanks to (1.14), we may substitute \( \psi = \psi_1 \). As a result, we easily obtain
\[
\int_0^t \langle |v(s, \cdot)|^q, \psi_1(s, \cdot) \rangle \, ds = \langle \partial_t u(t, \cdot) + u(t, \cdot), \psi_1(t, \cdot) \rangle - \varepsilon(f + g, \varphi_1).
\]
Moreover, we see from (1.9) that
\[
\frac{d}{dt} \langle \partial_t u(t, \cdot), \psi_1(t, \cdot) \rangle = \langle |v(t, \cdot)|^q, \psi_1(t, \cdot) \rangle + \langle u(t, \cdot), \Delta \psi_1(t, \cdot) \rangle - \langle \partial_t u(t, \cdot), \psi_1(t, \cdot) \rangle
\]
\[
= \langle |v(t, \cdot)|^q, \psi_1(t, \cdot) \rangle + \langle u(t, \cdot), \psi_1(t, \cdot) \rangle - \langle \partial_t u(t, \cdot), \psi_1(t, \cdot) \rangle
\]
for \( t \in (0, T) \). Combining these estimates, we get
\[
e^{-2t} \frac{d}{dt} \left( e^{2t} \langle \partial_t u(t, \cdot), \psi_1(t, \cdot) \rangle \right) = \frac{d}{dt} \langle \partial_t u(t, \cdot), \psi_1(t, \cdot) \rangle + 2 \langle \partial_t u(t, \cdot), \psi_1(t, \cdot) \rangle \geq \varepsilon(f + g, \varphi_1),
\]
which gives
\[
\langle \partial_t u(t, \cdot), \psi_1(t, \cdot) \rangle \geq \frac{1}{4} \varepsilon(f + g, \varphi_1)
\] (2.14)
for \( t \geq \log \sqrt{a} \).
On the other hand, according to Lemma 2.3 of Yordanov–Zhang [28],
\[
\| \psi_1(t, \cdot) \|_{L_0^{p'}([x] \leq t+1)} \leq C(t + 1)^{(n-1)(\frac{2}{p} - \frac{1}{2})}
\] (2.15)
for \( t \geq 0 \) (see also Zhou–Han [32]). Hence, by (2.14) and (2.15), we have
\[
G''(t) = \| \partial_t u(t, \cdot) \|_{L^p}^p \geq C \varepsilon^p (t + 1)^{-\frac{(n-1)(p-2)}{2}}
\]
for \( t \geq \log \sqrt{2} \). Since \((n - 1)(p - 2)/2 < 1\) by assumption, we eventually get the estimate
\[
G(t) \geq C \varepsilon^p (t + 1)^{2 - \frac{(n-1)(p-2)}{2}}
\]
for \( t \geq t_0 \), if \( t_0 \) is large enough.

Meanwhile, by (1.14) and the Hölder inequality, we immediately have
\[
(F'(t))^p \leq C(t + 1)^n(p-1)\|\partial_t u(t, \cdot)\|^p_{\mathcal{L}^p} = C(t + 1)^n(p-1)G(t),
\]
\[
(G(t))^q \leq C(t + 1)^n(q-1)\|v(t, \cdot)\|^q_{\mathcal{L}^q} = C(t + 1)^n(q-1)F'(t)
\]
for \( t > 0 \).

Now we are ready to apply Lemma 2.1 to the present problem. Set
\[
a = 2 - \frac{(n-1)(p-2)}{2}, \quad \alpha = n(q-1), \quad \beta = n(p-1)
\]
and \( \kappa = C \varepsilon^p \). Noting \( \beta + \alpha p = n(pq - 1) \), we see that (2.5) is equivalent to (1.13).
Hence we have (1.15) as a conclusion of Lemma 2.1.

\[ \Box \]

3. PROOF OF THEOREM 1.2

To control the iteration procedure, we need the estimates of derivatives. Computing the first derivatives of (1.17) and (1.18), we find that
\[
\begin{align*}
\rho \partial_t u(t, r) &= \varepsilon v \partial_t u_0(t, r) + K_+ |v|^q(t, r), \\
\partial_r \{rv(t, r)\} &= \varepsilon \partial_r \{rv_0(t, r)\} + K_- |\partial_r u|^p(t, r),
\end{align*}
\]
where
\[
K_{\pm} F(t, r) = \frac{1}{2} \int_0^t \{(r + t - s)F(s, r + t - s) \pm (r - t + s)F(s, r - t + s)\} \, ds.
\]
As functions of \( r \), \( K_+ F(t, r) \) is odd and \( K_- F(t, r) \) is even.

In order to prove Theorem 1.2, we use the following lemmas. Let us recall the definitions of the operator \( L \) and the weights \( w_1, w_2, w_3 \) for convenience:
\[
LF(t, r) = \frac{1}{2r} \int_0^t \int_{r-(t-s)}^{r+(t-s)} \rho F(s, \rho) \, d\rho ds,
\]
\[
w_1(t, r) = \frac{t}{r}(t-r)^{\mu/p},
\]
\[
w_2(t, r) = \begin{cases} (t)^{p+2}(t+r)^{\mu} \quad (r < t/2) \\
(t-r)^{p-3+\mu}(t+r) \quad (r \geq t/2) \end{cases},
\]
\[
w_3(t, r) = \frac{t}{r}(t-r)^{\mu}.
\]

**Lemma 3.1.** Suppose (1.19), (1.20). Then we have
\[
\begin{align*}
\|w_2 L w\|^p_{\mathcal{L}^p_{t,r}} &\leq C \|w_1 w\|^p_{\mathcal{L}^p_{t,r}}, \\
\|(t-r)^{\mu/p} K_+ |v|^q\|^q_{\mathcal{L}^q_{t,r}} &\leq C \|w_2 v\|^q_{\mathcal{L}^q_{t,r}}, \\
\|(t)^{\mu/p} r^{-1} K_+ |v|^q\|^q_{\mathcal{L}^q_{t,(r<1)}} &\leq C \|w_2 v\|^q_{\mathcal{L}^q_{t,r}} + C \|w_2 v\|^q_{\mathcal{L}^q_{t,r}} \|w_3 r \partial_r v\|_{\mathcal{L}^q_{t,r}}, \\
\|w_3 K_- |w|^p\|^p_{\mathcal{L}^p_{t,r}} &\leq C \|w_1 w\|^p_{\mathcal{L}^p_{t,r}}.
\end{align*}
\]
Lemma 3.2. Suppose (1.19), (1.20). Then we have
\[
\|w_2 L[|w|^p - |\tilde{w}|^p]\|_{L^q_{t,r}} \leq C \left( \|w_1 w\|_{L^q_{t,r}}^{p-1} + \|w_1 \tilde{w}\|_{L^q_{t,r}}^{p-1} \right) \|w_1 (w - \tilde{w})\|_{L^q_{t,r}},
\]
(3.5)
\[
\|t - r\|^{\mu/p} K_1 [||v|^q - |\tilde{v}|^q]\|_{L^q_{t,r}} \leq C \left( \|w_2 v\|_{L^q_{t,r}}^{q-1} + \|w_2 \tilde{v}\|_{L^q_{t,r}}^{q-1} \right) \|w_2 (v - \tilde{v})\|_{L^q_{t,r}},
\]
(3.6)
\[
\left\| \left( t \right)^{\mu/p} r^{-1} K_1 [||v|^q - |\tilde{v}|^q] \right\|_{L^q_{t,r}, (r < 1)} \leq C \left( \|w_2 v\|_{L^q_{t,r}}^{q-1} + \|w_2 \tilde{v}\|_{L^q_{t,r}}^{q-1} \right) \|w_2 (v - \tilde{v})\|_{L^q_{t,r}}
\]
\[
+ C \left( \|w_2 v\|_{L^q_{t,r}}^{q-2} + \|w_2 \tilde{v}\|_{L^q_{t,r}}^{q-2} \right) \|w_3 r \partial_r v\|_{L^q_{t,r}} \|w_2 (v - \tilde{v})\|_{L^q_{t,r}}
\]
\[
+ C \|w_2 \tilde{v}\|_{L^q_{t,r}}^{q-1} \|w_3 r \partial_r v - \partial_r \tilde{v}\|_{L^q_{t,r}},
\]
(3.7)
\[
\|w_3 K_1 [|w|^p - |\tilde{w}|^p]\|_{L^q_{t,r}} \leq C \left( \|w_1 w\|_{L^q_{t,r}}^{p-1} + \|w_1 \tilde{w}\|_{L^q_{t,r}}^{p-1} \right) \|w_1 (w - \tilde{w})\|_{L^q_{t,r}}.
\]
(3.8)

Proof of Theorem 1.2. We consider the system of integral equations
\[
w(t, r) = \varepsilon \partial_t w_0 (t, r) + r^{-1} K_1 [v]^q (t, r),
\]
(3.9)
\[
v(t, r) = \varepsilon v_0 (t, r) + L |w|^p (t, r)
\]
(3.10)
in the complete metric space
\[
X_\varepsilon = \{(w, v) \in C([0, \infty) \times \mathbb{R}) \times C([0, \infty) \times \mathbb{R}) : w(t, -r) = u(t, r), v(t, r) = v(t, -r), r \partial_r v \in C([0, \infty) \times \mathbb{R}), \}
\]
\[
\||w, v|| = \|w_1 w\|_{L^q_{t,r}} + \|w_2 v\|_{L^q_{t,r}} + \|w_3 r \partial_r v\|_{L^q_{t,r}} \leq C_2 \varepsilon \}.
\]

Lemmas 3.1, 3.2 imply that (3.9)\textendash(3.10) can be solved by applying the Banach fixed-point theorem for the mapping
\[
(w, v) \mapsto (\varepsilon \partial_t u_0 + r^{-1} K_1 [v]^q, \varepsilon v_0 + L |w|^p),
\]
if $C_2$ is suitably chosen and $\varepsilon$ is sufficiently small. Since the argument is standard, we omit the details. Setting
\[
u(t, r) := \varepsilon f(r) + \int_0^t w(s, r) \, ds,
\]
we see that $(u, v)$ satisfies (1.17)\textendash(1.18). Moreover, we can easily check the regularity property by using the integral equations (1.17)\textendash(1.18). \qed

We will prove Lemma 3.1 in the following subsections. We omit the proof of Lemma 3.2, since it is similar to the proof of Lemma 3.1. To prove Lemma 3.2, we adapt the proof of Lemma 3.1 by noting
\[
||v|^q - |\tilde{v}|^q| \leq C (||v|^{q-1} + |\tilde{v}|^{q-1}) |v - \tilde{v}|
\]
for (3.6),
\[
\left| \left( |v(s, r^+)|^2 - |\bar{v}(s, r^+)|^2 \right) - \left( |v(s, r^-)|^2 - |\bar{v}(s, |r^-|)|^2 \right) \right|
\leq C |r^+ - |r^-|| \left\{ \int_0^1 \left( |\nu|^2 + |\bar{v}|^2 \right) |\partial_r v - \bar{v}|(s, \theta r^+ + (1 - \theta)|r^-|) \, d\theta + \int_0^1 |\bar{v}|^2 |\partial_r(v - \bar{v})|(s, \theta r^+ + (1 - \theta)|r^-|) \, d\theta \right\}
\]
for (3.7), and so on. Here we set \( r^\pm = r \pm (t-s) \) (see Sections 3.2–3.4 below).

### 3.1. Proof of (3.1).

Let \( r > 0 \). Using the obvious pointwise estimate
\[
|w(s, \rho)| \leq w_1^{-1}(s, \rho)\|w_1\|_{L^\infty_{\rho}},
\]
we immediately get
\[
|L[w]^p(t, r)| \leq CLw_1^{-p}(t, r) \cdot \|w_1\|^p_{L^\infty_{\rho}}.
\]
Thus we need to show
\[
Lw_1^{-p} \leq Cw_2(t, r)^{-1}.
\]

Define the two sets \( D_1, D_2 \) by
\[
D_1 = \{(s, \rho) : 0 < s < t, |r - (t-s)| < \rho < r + (t-s), s - \rho > -|t-r| \}, \quad D_2 = \{(s, \rho) : 0 < s < t, |r - (t-s)| < \rho < r + (t-s), s - \rho \leq -|t-r| \}.
\]
Note that \( D_1 = \emptyset \) if \( r \geq t \). In what follows, we will estimate \( L[\chi_{D_1}w_1^{-p}] \) and \( L[\chi_{D_2}w_1^{-p}] \) separately.

**Estimate of \( L[\chi_{D_1}w_1^{-p}] \).** We assume \( t > r \), since otherwise \( D_1 = \emptyset \). We further write \( \chi_{D_1} = \chi_{D_{11}} + \chi_{D_{12}} \), where
\[
D_{11} = \left\{ (s, \rho) : (s, \rho) \in D_1, s - \rho < \frac{s + \rho}{2} \right\}, \quad D_{12} = \left\{ (s, \rho) : (s, \rho) \in D_1, s - \rho \geq \frac{s + \rho}{2} \right\}.
\]
Since \( \langle \rho \rangle \geq 4^{-1}(s + \rho) \) on \( D_{11} \), we have
\[
L[\chi_{D_1}w_1^{-p}] \leq \frac{C}{r} \int_{D_{11}} \langle s + \rho \rangle^{1-p} \langle s - \rho \rangle^{-\mu} \, ds \, dr,
\]
and applying the transformation \( \tau = s + \rho, \sigma = s - \rho \), we have
\[
\leq \frac{C}{r} \int_{t-r}^{t+r} \int_{(t-r)}^{t-r} \langle \tau \rangle^{1-p} \langle \sigma \rangle^{-\mu} \, d\sigma \, d\tau \leq \frac{C}{r} \int_{t-r}^{t+r} \langle \tau \rangle^{1-p} \, d\tau \int_0^{t-r} \langle \sigma \rangle^{-\mu} \, d\sigma.
\] (3.11)

Meanwhile, we can check that
\[
\frac{1}{r} \int_{t-r}^{t+r} \langle \tau \rangle^{-\kappa} \, d\tau \leq C(t + r)^{-1} \langle t - r \rangle^{-1} \kappa \quad \text{for} \quad \kappa > 1.
\] (3.12)
Thus we have shown $L^{1-p}[\chi_{D_1}] \leq Cw_2(t,r)^{-1}$. (3.13)

We next consider $L^{1-p}[\chi_{D_{12}}]$. Making the change of variables $\tau = s+\rho, \sigma = s-\rho$ in the integral, we obtain

$$L^{1-p}[\chi_{D_{12}}] \leq \frac{C}{r} \int_{D_{12}} (\rho^{1-p}(s+\rho)^{-\mu} d\rho ds.$$

Now suppose $r > t/2$ and $r > 1$. If, on the other hand, $r \leq t/2$ or $r \leq 1$,

$$\text{RHS of (3.14)} \leq \frac{1}{r} (t-r)^{-\mu} t^{2(t-r)} \langle \tau - t + r \rangle^{2-p} d\tau + \frac{C}{r} \int_{2(t-r)}^{t+r} \langle \tau \rangle^{2-p-\mu} d\tau$$

$$\leq Cw_2(t,r)^{-1}.$$

Thus we have shown $L^{1-p}[\chi_{D_{12}}] \leq Cw_2(t,r)^{-1}$. Together with (3.13), we obtain

$$L^{1-p}[\chi_{D_1}] \leq Cw_2(t,r)^{-1}.$$

**Estimate of $L^{1-p}[\chi_{D_2}]$.** By direct computation, we have

$$L^{1-p}[\chi_{D_2}] = \frac{1}{r} \int_{[t-r]}^{t+r} \min\{\rho - |t-r|, t-r-\rho\} (\rho^{1-p}(\rho - s)^{-\mu} d\rho ds.$$

Thus (3.12) gives $L^{1-p}[\chi_{D_2}] \leq Cw_2(t,r)^{-1}$. \(\square\)

### 3.2. Proof of (3.2)

We set

$$r^\pm = r \pm (t-s)$$

for brevity. Then we have

$$|K_1| \langle v \rangle(t,r) \leq \int_0^{t} \left\{ \frac{r^+}{w_2(s, r^+ \langle v \rangle)} + \frac{|r^|}{w_2(s, |r^| \langle v \rangle)} \right\} ds \cdot \|w_2v\|_{L_2}^p. \quad (3.15)$$
In order to estimate this integral, we note that
\[
\langle t - r \rangle \leq \langle s + |r^-| \rangle \leq \langle s + r^+ \rangle \quad \text{for} \quad 0 \leq s \leq t,
\]
\[
\langle t - r \rangle = \langle s - |r^-| \rangle \quad \text{if} \quad r^- \geq 0.
\]
Here the first inequality is a consequence of \(||t - r| - s| \leq |t - r - s| = |r^-|\).

Recalling (1.22), we see that, for the first part of the integral in (3.15),
\[
\langle t - r \rangle^{\mu/p} \int_0^t \frac{r^+}{w_2(s, r^+)^q} ds \leq \int_0^t \frac{r^+(s + r^+)^{\mu/p}}{w_2(s, r^+)^q} ds
\]
\[
\leq \int_{r^- < s/2} \langle r^+ \rangle^{1-(p-2)q} (s + r^+)^{\mu/p-\mu q} ds
\]
\[
+ \int_{r^- \geq s/2} \langle s + r^+ \rangle^{1+p/q/(p-3)q} \langle s - |r^-| \rangle^{-(p-3+\mu)q} ds.
\]
As for the second part, we estimate it as
\[
\langle t - r \rangle^{\mu/p} \int_0^t \frac{|r^-|}{w_2(s, |r^-|)^q} ds
\]
\[
\leq \int_{|r^-| < s/2} \langle r^- \rangle^{1-(p-2)q} (s + |r^-|)^{\mu/p-\mu q} ds
\]
\[
+ \int_{r^- \leq -s/2} \langle s + |r^-| \rangle^{1+p/q/(p-3)q} \langle s - |r^-| \rangle^{-(p-3+\mu)q} ds
\]
\[
+ \int_{r^- \geq s/2} \langle s + |r^-| \rangle^{q-1} \langle s - |r^-| \rangle^{(p-3+\mu)q} ds.
\]
(3.16)

Since \(\mu\) has chosen so that (1.24) holds, we see
\[
\frac{\mu}{p} + 1 - (p - 2 + \mu)q < -1.
\]
(3.17)

Therefore, for example,
\[
\sum_{i=+,-} \int_{|r^i| < s/2} \langle r^i \rangle^{1-(p-2)q} (s + |r^i|)^{\mu/p-\mu q} ds
\]
\[
\leq \sum_{i=+,-} \int_{|r^i| < s/2} \langle r^i \rangle^{1-(p-2)q-\mu q + \mu/p} ds \leq C.
\]

All the terms other than the last term of (3.16) can be treated similarly, and we find that they are bounded by a constant. Finally, using (3.17) again, we obtain
\[
\int_{r^- \geq s/2} \frac{(t - r)^{\mu/p}}{(s + |r^-|)^{q-1} \langle s - |r^-| \rangle^{(p-3+\mu)q}} ds
\]
\[
= (t - r)^{\mu/p-(p-3+\mu)q} \int_{s \geq \max\{0,2(t-r)\}} \langle r - t + 2s \rangle^{1-q} ds
\]
\[
\leq C(t - r)^{\mu/p-(p-3+\mu)q+2-q} \leq C.
\]
3.3. Proof of (3.3). We assume $0 < r < 1$ throughout the proof of (3.3). To cancel out the unbounded factor $r^{-1}$, we begin with
\[
\frac{1}{r} |K_+|v|^q(t, r)| = \frac{1}{r} \left| \int_0^t \{r^+ |v|^q(s, r^+) + r^- |v|^q(s, |r^-|)\} \, ds \right|
\leq \frac{1}{r} \int_0^t |r^+ + r^-||v|^q(s, r^+) \, ds
+ \frac{1}{r} \int_0^t |r^-||v|^q(s, r^+) - |v|^q(s, |r^-|) \, ds.
\tag{3.18}
\]

Firstly, let us consider the simpler part, the first integral of the last expression. Since $r^+ + r^- = 2r$, we have
\[
\frac{1}{r} \int_0^t |r^+ + r^-||v|^q(s, r^+) \, ds \leq 2 \int_0^t w_2(s, r^+)^{-q} \, ds \cdot \|w_2v\|_{L^2}^q.
\]

Using $(t)\mu/p$, we see that
\[
(t)^{\mu/p} \int_0^t w_2(s, r^+)^{-q} \, ds \leq \int_{r^+ < s/2} (r^+)^{-(p-2)q} (s + r^+)^{\mu/p-\mu} \, ds
+ \int_{r^+ \geq s/2} (s - r^+)^{-(p-3+\mu)} (s + r^+)^{\mu/p-q} \, ds
\leq C \int_{r^+ < s/2} (r^+)^{-(p-2)q+\mu/p-\mu} \, ds
+ C \int_{r^+ \geq s/2} (s - r^+)^{-(p-3+\mu)+\mu/p-q} \, ds.
\]

Thus we obtain the desired estimate by (3.17).

We turn to the remaining part of (3.18) next. Noting that $|r^+ - |r^-|| \leq 2r$, we obtain
\[
\frac{1}{r} \int_0^t |r^-||v|^q(s, r^+) - |v|^q(s, |r^-|) \, ds
\leq C \int_0^1 \int_0^t |r^-||v(s, r\theta)|^{q-1} |\partial_r v(s, r\theta)| \, ds \, d\theta,
\tag{3.19}
\]
where we set
\[
\theta t = \theta r^+ + (1 - \theta)|r^-|.
\]

Now we use the weighted norms as before, and see that
\[
\text{RHS} \text{ of (3.19)}
\leq C \int_0^1 \int_0^t \frac{|r^-|}{w_2(s, r\theta)^{q-1}} \frac{1}{w_3(s, r\theta)} \, ds \, d\theta \cdot \|w_2v\|_{L^2_t}^{q-1} \|w_3 \partial_r v\|_{L^\infty_t},
\leq C \int_0^1 \int_0^t \frac{1}{w_2(s, r\theta)^{q-1}w_3(s, r\theta)} \, ds \, d\theta \cdot \|w_2v\|_{L^2_t}^{q-1} \|w_3 \partial_r v\|_{L^\infty_t}.
\]

In what follows, we will show that
\[
\int_0^1 \int_0^t \frac{1}{w_2(s, r\theta)^{q-1}w_3(s, r\theta)} \, ds \, d\theta \leq C(t)^{-\mu/p}.
\tag{3.20}
\]
We may assume \( t \geq 1 \), because otherwise \((3.20)\) is easy (recall that we are assuming \( 0 < r < 1 \)). Note that the region \( r^- \geq 0 \) is included in \( t - 1 < s < t \). Therefore,

\[
\langle t \rangle^{\mu/p} \int_0^1 \int_{r^- \geq 0} \frac{1}{w_2(s, r_\theta)^{q-1} w_3(s, r_\theta)} \, ds \, d\theta \\
\leq C \int_0^1 \int_{r^- \geq 0} \frac{(s + r_\theta)^{\mu/p}}{(s + r_\theta)^{\mu/(q-1)}} \, ds \, d\theta \\
\leq C \int_{s = 1}^{t} \int_{t-1}^{t} ds \, d\theta \leq C.
\]

When \( r^- < 0 \), we see that the coefficients of \( s \) in \( r_\theta = (2\theta - 1)r + t - s \) and \( s - r_\theta = 2s + (1 - 2\theta)r - t \) are independent of \( \theta \). Thus we estimate the integral over the region \( r^- < 0 \) as

\[
\langle t \rangle^{\mu/p} \int_0^1 \int_{r^- < 0} \frac{1}{w_2(s, r_\theta)^{q-1} w_3(s, r_\theta)} \, ds \, d\theta \\
\leq C \int_0^1 \int_{r^- < s/2, \, r^- < 0} (r_\theta)^{-(p-2)(q-1)} (s + r_\theta)^{\mu/p - \mu(q-1)} - \mu \, ds \, d\theta \\
+ C \int_0^1 \int_{s/2 \leq r^- \leq s, \, r^- < 0} (s - r_\theta)^{-(p-3+\mu)(q-1)} - \mu \mu(p/q-1) \, ds \, d\theta \\
\leq C \int_0^1 \int_{r^- < s/2, \, r^- < 0} (r_\theta)^{-(p-2)(q-1) - \mu} ds \, d\theta \\
+ C \int_0^1 \int_{s/2 \leq r^- \leq s, \, r^- < 0} (s - r_\theta)^{-(p-3+\mu)(q-1) - \mu} \, ds \, d\theta.
\]

Since

\[
\frac{\mu}{p} = \mu(q-1) - (p-2)(q-1) - \mu < p - 4 < -1
\]

by \((3.17)\), the integrals above are bounded by a constant. We have finished the proof of \((3.3)\). \( \square \)

### 3.4. Proof of \((3.4)\)

We follow the same process as before.

\[
|K_-| w^p(t, r) | \leq C \int_0^1 \left\{ \frac{r^+}{w_1(s, r^+)} + \frac{|r^-|}{w_1(s, r^-)} \right\} ds \cdot \|w_1 w\|_{L^{\infty}_r}.
\]

Both of integrands \(|r^\pm| w_1(s, |r^\pm|)^{-1} \) can be treated similarly. We only show the estimate of the second part. We note that \( \langle t - r \rangle \leq \langle s + |r^-| \rangle \) and get

\[
\langle t - r \rangle^{\mu} \int_0^1 \frac{|r^-|}{w_1(s, |r^-|)^q} \, ds \\
\leq C \int_{r^- < s/2} (r^-)^{1-p} \, ds + C \int_{r^- \leq -s/2} (s - |r^-|)^{1-p} \, ds \\
+ C \int_{r^- \geq s/2} (s + |r^-|)^{1-p} \, ds \leq C.
\]

\( \square \)
We start this section by explaining some additional notation used in this section. It is necessary to define the norm for $1 \leq p, q < \infty$

$$\|v(\cdot)\|_{p,q} := \left( \int_0^\infty \left( \int_{S^{n-1}} |v(r\omega)|^q dS_\omega \right)^{p/q} r^{n-1} dr \right)^{1/p}$$

with an obvious modification for $p = \infty$

$$\|v(\cdot)\|_\infty := \sup_{r > 0} \left( \int_{S^{n-1}} |v(r\omega)|^q dS_\omega \right)^{1/q}$$

where $r = |x|$, $\omega \in S^{n-1}$. These types of norms have been effectively used for the existence theory of solutions to fully nonlinear wave equations in [21], [22]. Let $N$ be a nonnegative integer and $\Psi$ a characteristic function of a set of $\mathbb{R}^n$. We define the norm

$$\|u(t, \cdot)\|_{\Gamma, N, p, q, \Psi} := \sum_{|\alpha| \leq N} \|\Psi(\cdot)\Gamma^\alpha u(t, \cdot)\|_{p,q}. \quad (4.1)$$

For $\Psi \equiv 1$ in (4.1), we omit the subscript $\Psi$. If $p = q$, then we omit $q$. If $N = 0$, then we omit both the subscripts $\Gamma$ and $N$. In sum, we abbreviate the notation of the norm $\|u(t, \cdot)\|_{\Gamma, N, p, q, \Psi}$ to

- $\|u(t, \cdot)\|_{\Gamma, N, p, q}, \text{ when } \Psi \equiv 1,$
- $\|u(t, \cdot)\|_{\Gamma, N, p, q, \Psi}, \text{ when } p = q,$
- $\|u(t, \cdot)\|_{\Gamma, N, p}, \text{ when } p = q \text{ and } \Psi \equiv 1,$
- $\|u(t, \cdot)\|_{p, q, \Psi}, \text{ when } N = 0,$
- $\|u(t, \cdot)\|_{p, q}, \text{ when } N = 0 \text{ and } \Psi \equiv 1,$
- $\|u(t, \cdot)\|_{p, q}, \text{ when } N = 0 \text{ and } p = q,$
- $\|u(t, \cdot)\|_{p}, \text{ when } N = 0, p = q, \text{ and } \Psi \equiv 1.$

We find solutions to the Cauchy problem to the system of wave equations

$$\partial_t^2 u - \Delta u = v^2, \quad \partial_t^2 v - \Delta v = (\partial_t u)^2, \quad t > 0, \quad x \in \mathbb{R}^n \quad (4.2)$$

with initial data (1.2) by iteration. For any $T > 0$, $\varepsilon > 0$, and $(f, g), (\tilde{f}, \tilde{g})$ satisfying (1.25)–(1.27), let us define the set of functions

$$Z := Z(T, \varepsilon, f, g, \tilde{f}, \tilde{g})$$

$$= \{ (u, v) \in C([0, T]; H^1(\mathbb{R}^n) \times \dot{H}^{1/4}(\mathbb{R}^n)) :$$

- $\partial_t \Gamma^\alpha u \in C([0, T]; L^2(\mathbb{R}^n)) \quad (|\alpha| \leq 2, 0 \leq j \leq n),$
- $|D|^{1/4} \Gamma^\alpha v \in C([0, T]; L^2(\mathbb{R}^n)) \quad (|\alpha| \leq 2),$
- $u(0) = \varepsilon f, \partial_t u(0) = \varepsilon g, \quad v(0) = \varepsilon \tilde{f}, \partial_t v(0) = \varepsilon \tilde{g} \},$$

where $|D| := \sqrt{-\Delta}$. Denote by $u_0$ and $v_0$ the solutions to $\partial_t^2 u - \Delta u = 0$ with data $(\varepsilon f, \varepsilon g)$ and $(\varepsilon \tilde{f}, \varepsilon \tilde{g})$ at $t = 0$, respectively. We obviously see from the discussion
below that \((u_0, v_0) \in Z\). Therefore, the set \(Z\) is nonempty. Let us define the sequence \(\{(u_m, v_m)\}\) inductively by solving
\[
\partial_t^2 u_m - \Delta u_m = (v_{m-1})^2, \quad \partial_t^2 v_m - \Delta v_m = (\partial_t u_{m-1})^2, \quad t > 0, \ x \in \mathbb{R}^n \tag{4.3}
\]
with initial data
\[
(u_m(0), \partial_t u_m(0)) = (\varepsilon f, \varepsilon g), \quad (v_m(0), \partial_t v_m(0)) = (\varepsilon \tilde{f}, \varepsilon \tilde{g}).
\]
It is obvious from the discussion below that this is a well-defined sequence in \(Z\).

Using the quantity defined as \(M := \Lambda_1 + \Lambda_2 + \Lambda_2^2 + \Lambda_2^3 + \Lambda_1 \Lambda_2^2\) (see (1.28) and (1.29) for the definitions of \(\Lambda_1, \Lambda_2\)), we set \(Z(2C_0 M \varepsilon) := \{(u, v) \in Z : N((u, v)) \leq 2C_0 M \varepsilon\}\), where
\[
N((u, v)) := \sup_{0 < t < T} (1 + t)^{-1} \|u(t)\|_2 + \sum_{|\alpha| \leq 2} \sup_{0 < t < T} \|\partial_\alpha \Gamma^\alpha u(t)\|_2 + \sum_{|\alpha| \leq 2} \sup_{0 < t < T} (1 + t)^{-1/2} \|\partial_\alpha \Gamma^\alpha v(t)\|_2.
\]

For the constant \(C_0\), see (4.4) below. The set \(Z(2C_0 M \varepsilon)\) is complete with respect to the metric \(d((u, v), (u', v')) := N((u - u', v - v')) ((u, v), (u', v') \in Z(2C_0 M \varepsilon))\).

Let us first recall how to bound \((\Gamma^\alpha u_m, \partial_t \Gamma^\alpha u_m)|_{t=0}\) and \((\Gamma^\alpha v_m, \partial_t \Gamma^\alpha v_m)|_{t=0}\) for \(|\alpha| \leq 2\); see, e.g., Section 4 of [12]. We will rewrite them in terms of \(\varepsilon f, \varepsilon g, \varepsilon \tilde{f},\) and \(\varepsilon \tilde{g}\), and obtain for \(0 < \varepsilon < 1\)
\[
\|u_m(0)\|_2 + \sum_{|\alpha| \leq 2, \ 0 \leq \beta \leq n} \|\partial_\beta \Gamma^\alpha u_m(0)\|_2 + \sum_{|\alpha| \leq 2} (\|(D)^{1/4} \Gamma^\alpha v_m(0)\|_2 + \|(D)^{-3/4} \partial_t \Gamma^\alpha v_m(0)\|_2) \leq C_0 M \varepsilon. \tag{4.4}
\]
We like to put off the proof of this bound until the end of this section, and see how it is useful in the iteration argument. The crucial point in the proof of Theorem 1.3 is to prove the following.

**Proposition 4.1.** For \(|\alpha| \leq 2\) and \(0 \leq j \leq n\), the following estimates hold:
\[
\sup_{0 < t < T} \|\partial_j \Gamma^\alpha u_m(t)\|_2 \leq CM \varepsilon + C(1 + T)^{(10 - 3n)/6} \left( \sum_{|\beta| \leq 2} \sup_{0 < t < T} (t)^{-1/12} \|D^{1/4} \Gamma^\beta v_m - 1(t)\|_2 \right)^2,
\]
\[
\sup_{0 < t < T} (t)^{-1/12} \|D^{1/4} \Gamma^\alpha v_m(t)\|_2 \leq CM \varepsilon + C(1 + T)^{(10 - 3n)/6} \left( \sum_{|\beta| \leq 2} \sup_{0 < t < T} \|\partial_j \Gamma^\beta u_{m-1}(t)\|_2 \right)^2.
\]
Here, \(C\) denotes a positive constant independent of \(m\) and \(T\).

For the proof of this proposition, we use several inequalities.
Proposition 4.2. For any $2 < q < \infty$, there exists a constant $C > 0$ such that the inequality
\[
\|\|v(\tau)\|_{L^2(S^{n-1})}\|_{L^q((\lambda, \infty); t, n-1, d\tau)} \leq C\lambda^{-(n-1)s(q)}\|D|^{s(q)}v\|_2
\]
holds for all $\lambda > 0$, where $s(q) := 1/2 - 1/q$.

Proof. See Theorem 2.10 of Li and Zhou [22]. See also Section 4 of [12] where a different proof is given.

Proposition 4.3. If $1 \leq p < q < \infty$ and $1/q \geq 1/p - 1/n$, then the inequality
\[
\|v(t, \cdot)\|_{q, \chi_1} \leq C(1 + |t|)^{-n(1/p - 1/q)}\|v(t, \cdot)\|_{r,1,p}
\]
(4.5)
holds. Here $\chi_1$ denotes the characteristic function of the set $\{x \in \mathbb{R}^n : |x| < (1 + |t|)/2\}$.

Proof. See Theorem 2.9 of Li and Zhou [22].

Proposition 4.4. Suppose $n \geq 2$. (1) If $1/2 < s < n/2$, then the inequality
\[
\sup_{r > 0} r^{(n/2) - s}\|v(\tau)\|_{L^p(S^{n-1})} \leq C\|D|^{s}v\|_2
\]
(4.6)
holds, where $p$ is defined as
\[
\frac{1}{p} = \frac{1}{2} + \frac{s}{n}, \quad \frac{1}{p_2} = \frac{1}{2} + \frac{\frac{1}{2} - s}{n - 1}.
\]

(2) If $\sigma$ satisfies $1/2 < 1 - \sigma < n/2$, then the solution $u$ to the inhomogeneous wave equation \[\partial_t^2 u - \Delta u = F\] in $\mathbb{R}^n \times (0, \infty)$ with data $(f, g)$ at $t = 0$ satisfies
\[
\|D|^{\sigma}u(t, \cdot)\|_2 \leq \|D|f\|_2 + \|D|^{\sigma - 1}g\|_2 + C\int_0^t \|F(\tau, \cdot)\|_{p_1, \chi_1} d\tau
\]
\[+ C\int_0^t \langle \tau \rangle^{-(n/2) + 1 - \sigma}\|F(\tau, \cdot)\|_{1, p_2, \chi_2} d\tau.
\]
(4.7)

Here $p_1$ and $p_2$ are defined as
\[
\frac{1}{p_1} = \frac{1}{2} + \frac{1 - \sigma}{n}, \quad \frac{1}{p_2} = \frac{1}{2} + \frac{\frac{1}{2} - \sigma}{n - 1}.
\]
The functions $\chi_1$ and $\chi_2$ denote the characteristic functions of $\{x \in \mathbb{R}^n : |x| < (1 + \tau)/2\}$ and $\{x \in \mathbb{R}^n : |x| > (1 + \tau)/2\}$, respectively. The solution $u$ also satisfies for $j = 0, \ldots, n$
\[
\|\partial_j u(t, \cdot)\|_2 \leq \|D|f\|_2 + \|g\|_2 + \int_0^t \|F(\tau, \cdot)\|_2 d\tau.
\]
(4.8)

Proof. The inequality (4.6) is an immediate consequence of Trace Lemma (see [13] for $n \geq 3$ and [4] for $n \geq 2$) and the Sobolev embedding on the unit sphere $S^{n-1}$. The inequality (4.7) is also a direct consequence of the standard Sobolev embedding $\|v\|_{L^p(S^n)} \leq C\|v\|_{H^s(S^n)} (1/p^* = 1/2 - s/n)$, (4.6) and the standard duality argument. For details, see the proof of Theorem 2.11 of Li and Zhou [22]. The inequality (4.8) is the standard estimate.
Proposition 4.5. The following commuting relations hold:

\[ [\Gamma_i, \Box] = 0 \text{ for } i = 0, \ldots, \nu - 1, \text{ and } [L_0, \Box] = -2\Box, \]

\[ [\Gamma_j, \Gamma_k] = \sum_{l=0}^{\nu} C_{ijkl}^{jk} \Gamma_l, \quad j, k = 0, \ldots, \nu, \]

\[ [\Gamma_j, \partial_k] = \sum_{l=0}^{n} C_{ijkl}^{jk} \partial_l, \quad j = 0, \ldots, \nu, \quad k = 0, \ldots, n. \]

Here \( C_{ijkl}^{jk} \) denotes a constant depending on \( j, k, \) and \( l. \)

Proof. We can verify these relations by direct computations. \( \square \)

Remark 4.6. In particular, we see by this proposition

\[ \| \partial_t u(t, \cdot) \|_{L^{2,2}} \leq C \sum_{m+s+p \leq n} \| \partial_t \Gamma^m u(t, \cdot) \|_{2,2}. \]

This fact will be employed in (4.15) below.

Proof of Proposition 4.1. We drop the subscript \( m - 1 \) until the last step of the proof. We also note that, in what follows, the functions \( \chi_1 \) and \( \chi_2 \) denote the characteristic functions of \( \{x \in \mathbb{R}^n : |x| < (1 + \tau)/2 \} \) and \( \{x \in \mathbb{R}^n : |x| > (1 + \tau)/2 \}, \) respectively.

In view of (4.7) with \( \sigma = 1/4 \) and (4.8), our task is to bound \( \| v(\tau, \cdot)^2 \|_{\Gamma, 2,2}, \)

\[ \|(\partial_t u(\tau, \cdot))^2\|_{\Gamma, 2,2, \chi_1}, \text{ and } \|(\partial_t u(\tau, \cdot))^2\|_{\Gamma, 2,1, p_3, \chi_2}, \]

where

\[ \frac{1}{p_1} = \frac{1}{2} + \frac{3}{4n}, \quad \frac{1}{p_2} = \frac{1}{2} + \frac{1}{4(n-1)}. \]

Let us start with the estimate of \( \| v(\tau, \cdot)^2 \|_{\Gamma, 2,2}. \) We carry it out by dealing with \( \| v(\tau, \cdot)^2 \|_{\Gamma, 2,2, \chi_1} \) and \( \| v(\tau, \cdot)^2 \|_{\Gamma, 2,2, \chi_2}, \) separately.

Estimate of \( \| v(\tau, \cdot)^2 \|_{\Gamma, 2,2, \chi_1}. \) Define \( p^* \) and \( p_3 \) as \( 1/p^* = 1/2 - 1/(4n) \) and \( 1/2 = 1/p_3 + 1/p^*, \) respectively. Using the Hölder inequality, (4.5), and the Sobolev embedding \( \dot{H}^{1/4}(\mathbb{R}^n) \hookrightarrow L^{p^*}(\mathbb{R}^n), \) we get

\[
\sum_{|\alpha| + |\beta| \leq 2} \| (\Gamma^\alpha v(\tau))(\Gamma^\beta v(\tau)) \|_{2, \chi_1} \leq C \| v(\tau) \|_{\Gamma, 1, p_3, \chi_1} \| v(\tau) \|_{\Gamma, 2, p^*}.
\]

\[
\leq C(1 + \tau)^{-n(1/p^* - 1/p_3)} \| v(\tau) \|_{\Gamma, 2, p^*}^2.
\]

\[
\leq C(1 + \tau)^{-(n-1)/2} \left( \sum_{|\alpha| \leq 2} \| D^{1/4} \Gamma^\alpha v(\tau) \|_{2}^2 \right)^{1/2}. \tag{4.9}
\]

Here, we have used \( -n(1/p^* - 1/p_3) = -n(2/p^* - 1/2) = -(n-1)/2. \)
Estimate of $\|v(\tau, \cdot)^2\|_{\Gamma, 2, 2, \chi_2}$. We use the Hölder inequality, the Sobolev embedding on $S^{n-1}$, and Proposition 4.2 to get
\[
\sum_{|\alpha|\leq 2} \| (\Gamma^\alpha v(\tau)) (\Gamma^\beta v(\tau)) \|_{2, \chi_2}^2 \leq \sum_{|\alpha|\leq 2} \| v(\tau) \|_{4, \infty, \chi_2} \| \Gamma^\alpha v(\tau) \|_{4, 2, \chi_2} + \sum_{|\alpha|, |\beta| \leq 1} \| \Gamma^\alpha v(\tau) \|_{4, \chi_2} \| \Gamma^\beta v(\tau) \|_{4, \chi_2} 
\]
\[
\leq C \| v(\tau) \|^2_{2, 4, 2, \chi_2} \leq C (1 + \tau)^{-(n-1)/2} \left( \sum_{|\alpha|\leq 2} \| D^{|\alpha|/4} \Gamma^\alpha v(\tau) \|_2 \right)^2. \tag{4.10}
\]
We have finished the estimate of $\|v(\tau)^2\|_{\Gamma, 2, 2}$.

Estimate of $\| (\partial_t u(\tau))^2 \|_{\Gamma, 2, 2, 1, \chi_1}$. Recall $1/p_1 = 1/2 + 3/(4n)$. Using the Hölder inequality and (4.5), we get
\[
\sum_{|\alpha|\leq 2} \| \partial_t u(\tau) \|_{\Gamma, 2, 2, 1, \chi_1} \| \Gamma^\alpha \partial_t u(\tau) \|_{2} \leq \sum_{|\alpha|\leq 2} \| \partial_t u(\tau) \|_{4n/3, \chi_1} \| \Gamma^\alpha \partial_t u(\tau) \|_{2} \leq C (1 + \tau)^{-n(1/2 - 3/(4n))} \| \partial_t u(\tau) \|_{2}^{2, 2, 2}. \tag{4.11}
\]
Moreover, we also obtain
\[
\sum_{|\alpha|, |\beta| \leq 1} \| (\Gamma^\alpha \partial_t u(\tau)) (\Gamma^\beta \partial_t u(\tau)) \|_{1, \chi_1} \leq \| \partial_t u(\tau) \|_{2, 1, 2, 1, \chi_1} \leq C (1 + \tau)^{-n/2 + 3/4} \| \partial_t u(\tau) \|_{2, 2, 2}. \tag{4.12}
\]
Here, we have used $-2n(1/2 - 1/(2p_1)) = -n/2 + 3/4$.

Estimate of $\| (\partial_t u(\tau))^2 \|_{\Gamma, 2, 1, 2, \chi_2}$. Recall $1/p_2 = 1/2 + 1/(4(n-1))$. Using the Hölder inequality and then the Sobolev embedding on $S^{n-1}$, we get
\[
\sum_{|\alpha|\leq 2} \| \partial_t u(\tau) \|_{\Gamma, 2, 1, 2, \chi_2} \| \Gamma^\alpha \partial_t u(\tau) \|_{2} \leq \sum_{|\alpha|\leq 2} \| \partial_t u(\tau) \|_{2, 4(n-1)} \| \Gamma^\alpha \partial_t u(\tau) \|_{2} \leq C \| \partial_t u(\tau) \|_{1, 2, 1, \partial_t u(\tau)} \|_{\Gamma, 2, 2}. \tag{4.13}
\]
We also have by the Sobolev embedding on $S^{n-1}$
\[
\sum_{|\alpha|, |\beta| \leq 1} \| (\Gamma^\alpha \partial_t u(\tau)) (\Gamma^\beta \partial_t u(\tau)) \|_{1, 2, 2, \chi_2} \leq \| \partial_t u(\tau) \|_{2, 1, 2, 2, \chi_2} \leq C \| \partial_t u(\tau) \|_{2, 2, 2}. \tag{4.14}
\]
which, together with (4.13), implies for $\sigma = 1/4$
\[
\langle \tau \rangle^{-(n/2) + 1 - \sigma} \| (\partial_t u(\tau))^2 \|_{\Gamma, 2, 1, 2, \chi_2} \leq C \langle \tau \rangle^{-(n/2) + 3/4} \| \partial_t u(\tau) \|_{2, 2, 2}. \tag{4.15}
\]
By (4.9)–(4.15), together with Remark 4.6, we have shown for $|\alpha| \leq 2$,
\[
\sum_{j=0}^{n} \| \partial_j \Gamma^\alpha u_m(t) \|_2 
\]
\[
\leq \sum_{j=0}^{n} \| \partial_j \Gamma^\alpha u_m(0) \|_2 
\]
\[
+ C \int_0^T \langle \tau \rangle^{-(n-1)/2 + 1/6} d\tau \left( \sum_{|\beta| \leq 2} \sup_{0 < t < T} \langle t \rangle^{-1/12} \| D^{|\beta|/4} \Gamma^{\beta} u_{m-1}(t) \|_2 \right)^2,
\]
for a constant $\hat{u},v,$ the Cauchy problem (4.2) with initial data (1.2) admits a solution $(u,v)$ in $N_s$ satisfying

$$\|u,v\|_{\infty} \leq \sup_{0 \leq t \leq T} \|\partial_t \Gamma^a \Gamma^b u_m(t)\|_2.$$  

We also note that

$$\int_0^t \langle \tau \rangle^{-n/2+3/4} d\tau \leq C(1+t)^{(10-3\alpha)/6}.$$  

Hence we have obtained

$$N((u_m, v_m)) \leq C_0 M \varepsilon + \hat{C}(1 + T)^{(10-3\alpha)/6} N((u_{m-1}, v_{m-1}))^2$$ 

for positive constants $C_0, \hat{C}$ independent of $m, T.$ In the same way, we get

$$N((u_{m+1} - u_m, v_{m+1} - v_m)) \leq \hat{C}(1 + T)^{(10-3\alpha)/6} \left( N((u_m, v_m)) + N((u_{m-1}, v_{m-1})) \right) 
\times N((u_m - u_{m-1}, v_m - v_{m-1})) \quad (m = 1, 2, \ldots)$$

for a constant $\hat{C} > 0$ independent of $m, T.$ If we choose $T$ and $\varepsilon$ so that

$$\hat{C}(1 + T)^{(10-3\alpha)/6} C_0 M \varepsilon \leq 1, \quad \hat{C}(1 + T)^{(10-3\alpha)/6} (2C_0 M \varepsilon) \leq \frac{1}{2}$$

may hold, then it follows from the standard argument that $\{(u_m, v_m)\}$ converges to the limit in $Z(T, \varepsilon, f, g, \tilde{f}, \tilde{g}),$ which means that for any $\varepsilon$ with $0 < \varepsilon < \min\{1, 1/(\hat{C} C_0 M), 1/(4 \hat{C} C_0 M)\},$ the Cauchy problem (4.2) with initial data (1.2) admits a solution $(u,v)$ in $Z(T, \varepsilon, f, g, \tilde{f}, \tilde{g})$ satisfying $N((u,v)) \leq 2C_0 M \varepsilon.$ Here, $T_\varepsilon$ is defined as

$$T_\varepsilon := \left( \min \left\{ \frac{1}{CC_0 M}, \frac{1}{4CC_0 M} \right\} \right)^{6/(10-3\alpha)} \varepsilon^{-6/(10-3\alpha)}.$$ 

Uniqueness of solutions in $Z(T_\varepsilon, \varepsilon, f, g, \tilde{f}, \tilde{g})$ follows from essentially the same argument. We have finished the proof. $\square$

Proof of (4.4). We follow the argument of Section 4 of [12]. We know for $|\alpha| \leq 2$

$$\Gamma^a u_m(0) = \sum_{|b| \leq 2} C_{ab}^a \partial^b u_m(0),$$

$$\partial_t \Gamma^a u_m(0) = \sum_{1 \leq |b| \leq 2} \sum_{|\alpha| \leq |b|-1} \tilde{C}_{ab}^a \partial^\alpha \partial^b u_m(0) + \sum_{|\alpha| \leq |b|-1} \tilde{C}_{ab}^a \partial^\alpha \partial^b \partial_t u_m(0),$$

where $C_{ab}^a$ and $\tilde{C}_{ab}^a$ are defined in (3.18) and (3.19) with $\ell_0 = 2.$
where $x^a = x^{a_1} \cdots x^{a_n}$, $\partial^b = \partial_{t}^{b_1} \cdots \partial_{t}^{b_n}$; see (4.9)–(4.10) of [12]. Thus we have for $|a| \leq 2$

$$
\sum_{j=1}^{n} \| \partial_j \Gamma^a u_m(0) \|_2 + \| \partial_i \Gamma^a u_m(0) \|_2 \\
\leq C \sum_{j=1}^{n} \sum_{|b| \leq 2} \sum_{|a| \leq |b|} \| \partial_j (x^a \partial^b u_m(0)) \|_2 \\
+ C \sum_{|b|=1} \sum_{|a|=|b|} \| x^a \partial^b u_m(0) \|_2 + C \sum_{|a| \leq 2} \| x^a \partial^b \partial_i u_m(0) \|_2 \\
\leq C \varepsilon \Lambda_1 + C \| \partial^2 u_m(0) \|_2 + C \sum_{j=1}^{n} \| x_j \partial^2 u_m(0) \|_2 \\
+ C \sum_{|a| \leq 2} (\| x^a \partial_x \partial^2 u_m(0) \|_2 + \| x^a \partial^3 u_m(0) \|_2) \\
\leq C \varepsilon \Lambda_1 + C \sum_{|a| \leq 1} \| x^a \Box u_m(0) \|_2 \\
+ C \sum_{|a| \leq 2} (\| x^a \partial_x \Box u_m(0) \|_2 + \| x^a \partial_i \Box u_m(0) \|_2). 
\tag{4.19}
$$

Using the 1st equation of (4.3), we get for $|a| \leq 1$

$$
\| x^a \Box u_m(0) \|_2 = \| x^a (v_{m-1}(0))^2 \|_2 = \varepsilon^2 \| x^a \bar{f}^2 \|_2 \\
\leq \varepsilon^2 \| x^a \bar{f} \|_{p^*} \| \bar{f} \|_{4n} \leq C \varepsilon^2 \| D^{1/4}(x^a \bar{f}) \|_2 \| D^{n/2-1/4} \bar{f} \|_2 \\
= \left\{ \begin{array}{ll}
C \varepsilon^2 \Lambda_2 \| D^{1/4} \bar{f} \|_2^{1/2} \| D^{5/4} \bar{f} \|_2^{1/2}, & n = 2, \\
C \varepsilon^2 \Lambda_2 \| D^{5/4} \bar{f} \|_2, & n = 3
\end{array} \right.
\leq C \varepsilon^2 \Lambda_2^2, 
\tag{4.20}
$$

where $1/p^* = 1/2 - 1/(4n)$. Moreover, we get for $j = 1, \ldots, n$

$$
\sum_{|a| \leq 2} \| x^a \partial_j \Box u_m(0) \|_2 = 2 \varepsilon^2 \sum_{|a| \leq 2} \| x^a \bar{f} \partial_j \bar{f} \|_2 \\
\leq 2 \varepsilon^2 \sum_{|a| \leq 1} \| x^a \bar{f} \|_{p^*} \| \partial_j \bar{f} \|_{4n} + 2 \varepsilon^2 \sum_{|a|, |b| = 1} \| x^a \bar{f} \|_{p^*} \| x^b \partial_j \bar{f} \|_{4n} \leq C \varepsilon^2 \Lambda_2^2,
$$

where, as in (4.20), we have proceeded for $|b| = 1$

$$
\| x^b \partial_j \bar{f} \|_{4n} \leq \left\{ \begin{array}{ll}
C \| \! \! \! D^{1/4}(x^b \partial_j \bar{f}) \! \! \! \|_2^{1/2} \| \! \! \! D^{5/4}(x^b \partial_j \bar{f}) \! \! \! \|_2^{1/2}, & n = 2, \\
C \| \! \! \! D^{5/4}(x^b \partial_j \bar{f}) \! \! \! \|_2, & n = 3
\end{array} \right.
$$

and dealt with $\| D^{5/4}(x^b \partial_j \bar{f}) \|_2$ as

$$
\| D^{5/4}(x^b \partial_j \bar{f}) \|_2 \leq C \left( \| D^{1/4} \partial_j \bar{f} \|_2 + \sum_{|a| = 2} \| D^{1/4}(x^b \partial_a \bar{f}) \|_2 \right).
$$

We also obtain for $|a| \leq 2$

$$
\| x^a (\partial_i \Box u_m(0)) \|_2 = 2 \varepsilon^2 \| x^a \bar{f} \bar{g} \|_2 \\
\leq 2 \varepsilon^2 \sum_{|b| \leq 1} \| x^b \bar{f} \|_{p^*} \| \bar{g} \|_{4n} + 2 \varepsilon^2 \left( \sum_{|b| = 1} \| x^b \bar{f} \|_{p^*} \right) \left( \sum_{|b| = 1} \| x^b \bar{g} \|_{4n} \right) \leq C \varepsilon^2 \Lambda_2^2,
$$
where we have handled $\|x^b \tilde{g}\|_{4n}$ ($|b| = 1$) as

$$\|x^b \tilde{g}\|_{4n} \leq \begin{cases} C\|D^{1/4}(x^b \tilde{g})\|_{2}^{1/2}\|D^{5/4}(x^b \tilde{g})\|_{2}^{1/2}, & n = 2, \\ C\|D^{5/4}(x^b \tilde{g})\|_{2}, & n = 3 \end{cases}$$

and $\|D^{1/4}(x^b \tilde{g})\|_{2}$, $\|D^{5/4}(x^b \tilde{g})\|_{2}$ as

$$\|D^{1/4}(x^b \tilde{g})\|_{2} \leq C\left(\|D^{-3/4}\tilde{g}\|_{2} + \sum_{|\alpha| = 1} \|D^{-3/4}(x^b \partial_x^\alpha \tilde{g})\|_{2}\right),$$

$$\|D^{5/4}(x^b \tilde{g})\|_{2} \leq C\left(\|D^{1/4}\tilde{g}\|_{2} + \sum_{|\alpha| = 1} \|D^{1/4}(x^b \partial_x^\alpha \tilde{g})\|_{2}\right) \leq C\left(\sum_{|\alpha| = 1} \|D^{-3/4}\partial_x^\alpha \tilde{g}\|_{2} + \sum_{|\alpha| = 2} \|D^{-3/4}(x^b \partial_x^\alpha \tilde{g})\|_{2}\right),$$

respectively. Summing up, we have obtained

$$\sum_{|\alpha| \leq 2} \sum_{j = 0}^{n} \|\partial_j \Gamma^\alpha u_m(0)\|_2 \leq C\varepsilon \Lambda_1 + C\varepsilon^2 \Lambda_2.$$

We next prove the estimate related to $v_m(0)$. As in (4.17)–(4.19), we get for $|\alpha| \leq 2$

$$\|D^{1/4}\Gamma^\alpha v_m(0)\|_2 + \|D^{-3/4}\partial_x \Gamma^\alpha v_m(0)\|_2 \leq C\left(\sum_{|\alpha| \leq 2} \|D^{1/4}(x^a \partial_x^\alpha v_m(0))\|_2 + \sum_{|\alpha| \leq 2} \|D^{-3/4}(x^a \partial_x^\alpha v_m(0))\|_2\right) + C\sum_{|\alpha| \leq 2} \|D^{-3/4}(x^a \partial_x^\alpha v_m(0))\|_2. \ (4.22)$$

The 1st term on the right-hand side above is handled as

$$\sum_{|\alpha| \leq 2} \|D^{1/4}(x^a \partial_x^\alpha v_m(0))\|_2 + \sum_{|\alpha| \leq 2} \|D^{1/4}(x^a \partial_x^\alpha v_m(0))\|_2 \leq C\varepsilon \Lambda_2 + C\sum_{|\alpha| \leq 2} \|D^{1/4}(x^a \partial_x^\alpha v_m(0))\|_2.$$

The 2nd term on the right-hand side of (4.22) is treated as

$$\sum_{|\alpha| \leq 1} \|D^{-3/4}(\partial_x^\alpha v_m(0))\|_2 + \sum_{|\alpha| \leq 1} \|D^{-3/4}(x^a \partial_x^\alpha v_m(0))\|_2 \leq C\varepsilon \Lambda_2 + C\sum_{|\alpha| \leq 1} \|D^{-3/4}(x^a \partial_x^\alpha v_m(0))\|_2.$$

We remark that we have dealt with $\|D^{-3/4}(x^a \partial_x^\alpha \tilde{f})\|_2$ ($|\alpha| = 1$) as

$$\|D^{-3/4}\partial_x^\alpha(x^a \partial_x \tilde{f})\|_2 + \|D^{-3/4}(\partial_x^\alpha x^a \partial_x \tilde{f})\|_2 \leq \|D^{1/4}(x^a \partial_x \tilde{f})\|_2 + \|D^{1/4}\tilde{f}\|_2 \leq 2\Lambda_2.$$
The 3rd term on the right-hand side of (4.22) is treated as, for $|a| \leq 2$,

$$
\sum_{i,j=1}^{n} \varepsilon \|D^{-3/4}(x^a \partial_i \partial_j \tilde{g})\|_2 \\
+ \sum_{i=1}^{n} \|D^{-3/4}(x^a \partial_i \overline{\partial}_i^2 v_m(0))\|_2 + \|D^{-3/4}(x^a \overline{\partial}_i^2 v_m(0))\|_2 \\
\leq C \varepsilon \Lambda_2 + \sum_{i=1}^{n} \|D^{-3/4}(x^a \partial_i (x^a \partial_i^2 v_m(0)))\|_2 + \sum_{|b| \leq 1} \|D^{-3/4}(x^b \overline{\partial}_i^2 v_m(0))\|_2 \\
+ \|D^{-3/4}(x^a \Delta \partial_i v_m(0))\|_2 + 2 \|D^{-3/4}(x^a \partial_i u_{m-1}(0) \partial_i^2 u_{m-1}(0))\|_2 \\
\leq C \varepsilon \Lambda_2 + C \|D|^{1/4}(x^a \Box v_m(0))\|_2 + \sum_{|b| \leq 1} \|D^{-3/4}(x^b \partial_i v_m(0))\|_2 \\
+ 2 \|D^{-3/4}(x^a \partial_i u_{m-1}(0) \partial_i^2 u_{m-1}(0))\|_2.
$$

Since the term $\|D|^{1/4}(x^a \Box v_m(0))\|_2$ ($|a| \leq 2$) can be treated as

$$
\sum_{j=1}^{n} \|D^{-3/4} \partial_j (x^a \Box v_m(0))\|_2 \\
\leq C \sum_{|b| \leq 1} \|D^{-3/4}(x^b \Box v_m(0))\|_2 + \sum_{j=1}^{n} \|D^{-3/4}(x^b \partial_j v_m(0))\|_2,
$$

we finally arrive at, for $|a| \leq 2$,

$$
\|D|^{1/4} \Gamma^a v_m(0)\|_2 + \|D^{-3/4} \partial_i \Gamma^a v_m(0)\|_2 \\
\leq C \varepsilon \Lambda_2 + C \varepsilon^2 \sum_{|b| \leq 1} \|D^{-3/4}(x^b \partial_j g)\|_2 + C \varepsilon^2 \sum_{1 \leq i \leq n} \|D^{-3/4}(x^b \partial_i \partial_i^2 v_m(0))\|_2 \\
+ C \sum_{|b| \leq 2} \|D^{-3/4}(x^b \partial_i u_{m-1}(0) \partial_i^2 u_{m-1}(0))\|_2. \quad (4.23)
$$

The 2nd term on the right-hand side of (4.23) is treated as, for $|b| \leq 1$,

$$
\|D^{-3/4}(x^b \partial_j g)\|_2 \leq C \|x^b \partial_j g\|_{p_1} \leq C \|g\|_{4n/3} \|x^b g\|_2 \\
\leq C \|g\|_{HR} \|x^b g\|_2 \leq CA^2, \quad (4.24)
$$

where, as in (4.11) above, $p_1$ is defined as $1/p_1 = 1/2 + 3/(4n)$. Similarly, the 3rd term on the right-hand side of (4.23) is treated as, for $j = 1, \ldots, n$,

$$
\sum_{|b| \leq 1} \|D^{-3/4}(x^b \partial_i \partial_j g)\|_2 + \sum_{|b| \leq 2} \|D^{-3/4}(x^b \partial_i \partial_j g)\|_2 \\
\leq C \sum_{|b| \leq 1} \|g\|_{4n/3} \|x^b \partial_j g\|_2 + C \sum_{|a|, |b| = 1} \|x^a \partial_i g\|_{4n/3} \|x^b \partial_j g\|_2 \leq CA^2. \quad (4.25)
$$

Finally, using the 1st equation of (4.3), we deal with the 4th term on the right-hand side of (4.23) as, for $|b| \leq 2$,

$$
\|D^{-3/4}(x^b \partial_i u_{m-1}(0) \Box u_{m-1}(0))\|_2 \\
+ \|D^{-3/4}(x^b \partial_i u_{m-1}(0) \Delta u_{m-1}(0))\|_2 \\
\leq \varepsilon^3 \|D^{-3/4}(x^b \partial_i f^2)\|_2 + \varepsilon^2 \|D^{-3/4}(x^b \partial_i \Delta f)\|_2. \quad (4.26)
$$
We treat the 1st term above as
\[
\sum_{|b| \leq 1} \| D \|^{-3/4} (x^b g \tilde{f})_2 + \sum_{|b| = 2} \| D \|^{-3/4} (x^b g \tilde{f})_2 \\
\leq C \sum_{|b| \leq 1} \| x^b g \|_2 \| \tilde{f} \|_{8n/3}^2 + C \sum_{|b| = 1} \| g \|_2 \| x^b \tilde{f} \|_{8n/3}^2.
\]
Using the Sobolev embedding \( H^{4n-3/4}_2 (\mathbb{R}^n) \hookrightarrow L^{8n/3} (\mathbb{R}^n) \), we can handle \( \| x^b \tilde{f} \|_{8n/3} \) \((|b| \leq 1)\) as
\[
\| x^b \tilde{f} \|_{8n/3} \leq C \| D \|^{(4n-3)/8} (x^b \tilde{f})_2 \\
\leq C \| D \|^{1/4} (x^b \tilde{f})_2^{(13-4n)/8} \| D \|^{5/4} (x^b \tilde{f})_2^{(4n-5)/8} \leq CA_2.
\]
We treat the 2nd term on the right-hand side of (4.26) as
\[
\sum_{|b| \leq 1} \| x^b g \|_2 \| \Delta f \|_{4n/3} + \sum_{|\alpha|, |b| = 1} \| x^b g \|_{4n/3} \| x^b \Delta f \|_2 \leq CA_2^2.
\]
Summing up, we have obtained by (4.23)–(4.29)
\[
\sum_{|\alpha| \leq 2} \left( \| D \|^{1/4} \Gamma^\alpha v_m (0) \|_2 + \| D \|^{-3/4} \partial_t \Gamma^\alpha v_m (0) \|_2 \right) \\
\leq C \varepsilon A_2 + C \varepsilon^2 A_1^2 + C \varepsilon^3 A_1 A_2^2.
\]
We have finished the proof of (4.4).

\[\Box\]
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