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Abstract. Aiming at the nonlinear convection diffusion equation with the numerical oscillations, a numerical stability algorithm is constructed. The basic principle of the finite point algorithm is given and the computational scheme of the nonlinear convection diffusion equation is deduced. Then, the numerical simulation of the one-dimensional and two-dimensional nonlinear convection-dominated diffusion equation is carried out. The relationship between the calculation result and the support domain size, step size and time is discussed. The results show that the algorithm has the characteristics of simplicity, stability and efficiency. Compared with the traditional finite element method and finite difference method, the new algorithm can attain a higher calculation accuracy. Simultaneously, it proves that the method given in this paper is effective to solve the nonlinear flow diffusion equation and can eliminate the numerical oscillations.
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1. Introduction

There are many complex problems in nature and engineering sciences that can be described by some partial differential equations. The fluid in the porous medium undergoes a variety of complex physical and chemical changes during the flow. The mathematical model of the change of the physical quantity comes down to the convection diffusion model. The convection diffusion equation is a class of basic equations of motion, and the convective diffusion equation generated in the practical problems is not linear. Besides, the coefficients of many equations are related to the solution. Therefore, the form of the nonlinear convection diffusion equation is proposed [1,2]. The study of nonlinear convection diffusion equation has its indispensable practical significance in this case. However, due to the complexity of the nonlinear equation and the convection dominance, it is more difficult to obtain the numerical solution of the equation. Many scholars have used the characteristic line method to study the nonlinear convection diffusion equation. The meshless method has developed rapidly in recent years. The core part of the meshless method lies in the construction and discrete way of the shape function, which is the fundamental difference between the meshless method and other numerical methods. More than ten kinds of meshless methods that are currently developed, and they use different shape functions and different discrete schemes, which can be combined into different meshless methods.

The finite point method use the moving least squares method to construct the approximation function. The irregular point distribution is used to disperse the equation with the stabilization term and the boundary
condition is processed by the corresponding boundary treatment scheme. Thus, the discrete differential equation is obtained. This method was originally proposed by the Spanish and Idelsohn [3, 4, 5] and so on, then many scholars have studied the method. The method has the advantages of simple discrete format, high computational efficiency, easy programming and this method does not need to introduce the background mesh and calculate the numerical integration. Thus, it has been successfully applied in the compressed stream, sound propagation [6] and other practical applications.

At present, there are few studies on non-linear problems. Liu [7] introduced the stable finite point method to solve the convection-diffusion model and numerically simulated the two-dimensional steady-state convection-diffusion equation. In this paper, based on the previous studies, the finite point method is constructed for the application of stable terms by combining the nonlinear model of one-dimensional and two-dimensional convection diffusion equations with moving least squares construction approximation function. In addition, the analysis of the numerical simulation shows that the finite stability term is an effective method for solving the nonlinear convection-diffusion equation.

2. Stability finite point algorithm construction

The finite point method (FPM) is a true meshless method that does not require the background grid to be integrated. The method uses the least squares approximation to construct the shape function, which includes the selection of weight function and the influencing factors of the support domain. The dispersion of the equation use collocation method which has been successfully used in the fields of fluid and aerodynamics. When the finite point method is used to solve the convection diffusion equation, the stability of the method is needed to eliminate the oscillation, because of the existence of the convective term.

2.1. The moving least squares approximation

Moving Least Square (MLS) has a characteristics of strong local numerical analysis because of its special emphasis on tight support, which was first proposed by Lancaster [8], and many scholars have studied it. Cheng [9,10] proposed complex variable moving least squares method and improved moving least squares emphasis on tight support, which was first proposed by Lancaster [8], and many scholars have studied it.

In the solution interval \([0, L]\), the unknown functions \(u(x)\) can be approximated in the field \(\Omega_e\) of the calculation point \(x\):

\[
u(x, x) = \sum_{j=1}^{m} p_j(x) a_j(x) \equiv P^T(x) a(x)
\]

\(P^T(x) = [p_1(x), p_2(x), ..., p_m(x)]\) is called the interpolation basis function, and \(m\) is the number of the basis function, which is usually a monomial determined by the Pascal triangle to ensure its minimum completeness. \(a^T(x) = [a_1(x), a_2(x), ..., a_m(x)]\), \(a_j(x)\) is the coefficient to be determined, \(x\) is the calculation point, \(x\) is the spatial coordinates of the points \(\Omega_e\) within the neighborhood of the calculation point.

Node \(x = x_i\) \((i = 1, 2, ..., n)\) is used to distribute for interval \(I=[0,L]\). A tight weight function \(W_i(x) = W(x - x_i)\) is defined in each node \(x_i\), that is, the \(W_i(x)\) weight function only in the domain \(\Omega_i\) around the finite field of node \(x_i\) is greater than zero, outside the domain \(\omega_i\) is equal to zero, the area \(\omega_i\) is called as the support domain of the weight function \(W_i(x)\) as well as the node \(x_i\). The scale \(d_s\) of support domain in node \(x_i\) is generally determined by form \(d_s = \text{scale} \cdot d_c\), where the dimensionless dimension for the support domain can be used to control the size of the actual support domain. \(d_c\) is the node spacing distributing around node \(x_i\). \(d_c\) can be regarded as the distance between two adjacent nodes, when the nodes are evenly distributed. They can be regarded as the average node spacing in the support domain of node \(x_i\), when the nodes are non-uniformly distributed.

Let the error weighted square sum of the approximate function \(u^h(x, x)\) on the node \(x = x_i\) be

\[
J = \sum_{i=1}^{n} W(x - x_i)[u^h(x, x_i) - u(x_i)]^2 = \sum_{i=1}^{n} W(x - x_i)[\sum_{j=1}^{m} p_j(x_i) a_j(x_i) - u(x_i)]^2
\]
In this equation, \( n \) is the node numbers contained in the weighting function \( W(x - x_i) \neq 0 \) of \( x \) support domain. \( u_i \) is the node value of the unknown function in \( x_i \) node. In order to get the coefficient \( a(x) \), we ask for the extreme value of \( J \).

\[
\frac{\partial J}{\partial a} = A(x)a(x) - B(x)U_s = 0
\]  

(3)

In this equation, \( U_s \) is a vector that forms the node function values for all nodes in the domain

\[
U_s = (u_1, u_2, ..., u_n)^T
\]  

(4)

\[
A(x) = \sum_{i=1}^{n} W_i(x)p(x_i)p^T(x_i)
\]  

(5)

\[
B(x) = [W_1(x)p(x_i), W_2(x)p(x_i), ..., W_n(x)p(x_i)]
\]  

(6)

Pending coefficient vector is worked out from formula (2.3)

\[
a(x) = A^{-1}(x)B(x)U_s
\]  

(7)

Substituting (2.7) into equation (2.1)

\[
u^h(x) = \sum_{i=1}^{N} \varphi_i(x)u_i = \Phi^T(x)U_s
\]  

(8)

Since the weight function is compact, we can get the global approximation function of unknown function

\[
u^h(x) = \sum_{i=1}^{N} \varphi_i(x)u_i = \Phi^T(x)U
\]  

(9)

\[
U = (u_1, u_2, ..., u_N)^T
\]  

(10)

In this equation, \( \Phi(x) \) is the moving least squares function of \( n \) nodes in the support domain corresponding to the point \( x \)

\[
\Phi(x) = \varphi_1, \varphi_2, ..., \varphi_n = p^T(x)A^{-1}(x)B(x)
\]  

(11)

If \( \gamma^T = p^TA^{-1} \), the shape function will be \( \Phi = \gamma^TB \), The first and second derivatives of the shape function are

\[
\Phi_j^T = \gamma_j^TB + \gamma^TB_j.
\]  

(12)

\[
\Phi_{ij}^T = \gamma_{ij}^TB + \gamma_j^TB_{ij} + \gamma^TB_{ij}
\]  

(13)
2.2. Adding stability term

The finite point method is used to solve the convection diffusion equation. Due to the existence of the convective term, the stability is dealt with when the finite point method is used for numerical calculation [3].

Stability term is defined as follows - which refers to the residual term added to the control equation in order to prevent the numerical solution from oscillating due to the existence of the convection term in the convection-diffusion equation. This residual term is called the stability term. The stability term is obtained in finite region according to the principle of flow balance in fluid mechanics.

Consider the following convection diffusion equation

\[ L(v) = \frac{c}{\partial t} + u^T \nabla v - \nabla^T (D \nabla v) - q = 0 \quad x \in \Omega \]

\[ L_s(v) = n^T D \nabla v + Q_s = 0 \quad x \in \Gamma_s \]

\[ v - v_p = 0 \quad x \in \Gamma_u \]

where \( \omega \) is the domain, \( \Gamma_s \) and \( \Gamma_u \) are the boundaries.

First we consider the one-dimensional convection diffusion problem, as shown in the following figure.

Explanation: \( Q \) represents fluid flow rate, \( uv \) is advection, \( q(x) \) is source term, \( h \) is the length of the domain [3]. According to the above chart and Taylor's formula, the following results are obtained:

\[ Q(x_B - h) = Q(x_B) - h \frac{dQ}{dx} \bigg|_B + \frac{h^2}{2} \frac{d^2Q}{dx^2} \bigg|_B + O(h^3) \]

\[ [uv](x_B - h) = [uv](x_B) - h \frac{d[uv]}{dx} \bigg|_B + \frac{h^2}{2} \frac{d^2[uv]}{dx^2} \bigg|_B + O(h^3) \]  \hspace{1cm} (15)

According to the principle of balance of flow rate, can be obtained

\[ \sum_{flaxes} = Qx_B + [uv](x_B) - Q(x_B - h) - [uv](x_B - h) - \frac{1}{2} [q(x_B) + q(x_B - h)]h = 0 \]  \hspace{1cm} (16)

Among them, for the source term, the assumption is actually linearly distributed. It is also used in Taylor:

\[ q(x_B - h) = q(x_B) - h \frac{dq}{dx} \bigg|_B + O(h^2) \]  \hspace{1cm} (17)

Substituting (2.17) and (2.15) into (1.16), may wish to suppose B position is arbitrary. If \( x_B = x \), the following results are attained.

\[ -\frac{d(uv)}{dx} - \frac{dQ}{dx} + q + \frac{h}{2} \frac{d}{dx} \left[ -\frac{d(uv)}{dx} - \frac{dQ}{dx} + q \right] = 0 \]  \hspace{1cm} (18)

In this equation, \( Q \) and \( v \) is related and it can be written as:

\[ Q = -D \frac{dv}{dx} \]  \hspace{1cm} (19)

where, \( D \) is diffusion terms.

Substituting it into (2.18) gives the following formula

\[ r - \frac{h}{2} \frac{dr}{dx} = 0 \]  \hspace{1cm} (20)
of which
\[ r = -d(uv) + \frac{d}{dx} (D \frac{dv}{dx}) + q \]  \hspace{1cm} (21)

The first form of (2.14) becomes the following form
\[ L(v) = c \frac{\partial v}{\partial t} - r + \frac{h}{2} \frac{\partial r}{\partial x} = 0 \]  \hspace{1cm} (22)

Where \( r \) is
\[ r = -u \frac{\partial v}{\partial x} + \frac{\partial}{\partial x} (D \frac{\partial v}{\partial x}) + q \]  \hspace{1cm} (23)

In two-dimensional situation:
\[ L(v) = c \frac{\partial v}{\partial t} - r + \frac{h}{2} \frac{\partial r}{\partial x} = 0 \]  \hspace{1cm} (24)

Where \( r \) is
\[ r = -u^T \nabla v + \nabla^T (D \nabla v) + q \]  \hspace{1cm} (25)

Based on the derivation of the process of applying the stable term, the finite element method of the meshless finite point algorithm is obtained. In the following, the finite point method for the convection diffusion equation is established and the corresponding numerical examples are validated.

3. Construction of the finite point algorithm for nonlinear convection diffusion equation

3.1. The algorithm of one-dimensional nonlinear convection diffusion equation

\[ \frac{\partial u}{\partial t} + b(x,u) \frac{\partial u}{\partial x} - \frac{\partial}{\partial x} (a(x,u) \frac{\partial u}{\partial x}) = f(x,u,t), \quad x \in (0,L), \quad t \in (0,T), \]
\[ u(0,t) = f_1(t), \quad u(L,t) = f_2(t), \quad t \in [0,T], \]
\[ u(x,0) = u_0(x), \quad x \in [0,1]. \]  \hspace{1cm} (26)

Where \( a(x,u), f(x,u,t) \) are independent variable functions. As a result of the application of the stabilization term, the following consideration is given to the case where the convective term \( b(x,u) \) is constant and is abbreviated as \( b \).

The solution theory of (3.1) is not the object of the this paper. But the existence and unique of the exact solution and also about the existence and unique solution of FEM can be found in Alfio Q. and Alberto V. [11].

Transforming the control equation of (3.1) into:
\[ \frac{\partial u}{\partial t} + b \frac{\partial u}{\partial x} - \frac{\partial}{\partial x} (a(x,u) \frac{\partial u}{\partial x}) - a(x,u) \frac{\partial^2 u}{\partial x^2} - f(x,u,t) = 0 \]  \hspace{1cm} (27)

The equation applies a stable term
\[ L(u) = \frac{\partial u}{\partial t} - r + \frac{h}{2} \frac{\partial r}{\partial x} = 0 \]  \hspace{1cm} (28)
Of which

\[ r = -b \frac{\partial^2 u}{\partial x^2} + \frac{\partial a(x,u)}{\partial u} \left( \frac{\partial u}{\partial x} \right)^2 + a(x,u) \frac{\partial^2 u}{\partial x^2} + f(x,u,t) \]  

(29)

\[ \frac{\partial r}{\partial x} = -b \frac{\partial^2 u}{\partial x^2} \left( \frac{\partial u}{\partial x^2} \right)^2 + 3 \frac{\partial a(x,u)}{\partial u} \frac{\partial^2 u}{\partial x^2} + 3 \frac{\partial a(x,u)}{\partial u} \frac{\partial^2 u}{\partial x^2} + a(x,u) \frac{\partial^3 u}{\partial x^3} + \frac{\partial f(x,u,t)}{\partial x} \]  

(30)

Constructing approximate function by moving least squares

\[ u(x) \equiv \hat{u}(x_m) = \sum_{i=1}^{N} q_{mi}(x_m) u_i \]  

(31)

Where \( q_{mi}(x) \) is the shape function of the \( i \) node obtained by the node \( x_m \) as the support domain center, \( q_{mi}(x_m) \) is the value of \( x_m \) node, of which, \( N \) is the number of nodes in the local support field used by the \( x_m \) shaped function

Substituting (3.4), (3.5) into (3.3)

\[ \frac{\partial u}{\partial t} + \frac{\partial u}{\partial t} - \frac{\partial^2 a(x,u)}{\partial u \partial x} \left( \frac{\partial u}{\partial x} \right)^2 - a(x,u) \frac{\partial^2 u}{\partial x^2} - f(x,u,t) \]

\[ + \frac{h}{2} \left[ b \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 a(x,u)}{\partial u \partial x} \left( \frac{\partial u}{\partial x} \right)^3 + 3 \frac{\partial a(x,u)}{\partial u} \frac{\partial^2 u}{\partial x^2} + a(x,u) \frac{\partial^3 u}{\partial x^3} + \frac{\partial f(x,u,t)}{\partial x} \right] = 0 \]  

(32)

Firstly, the spatial variables of the equations are discretized. From the construction of the approximation function of (3.6), we can get the approximate expression of the first, second and third derivative of the approximate function at node \( x_m \). And then the time variable for forward differential dispersion, then the results are:

\[ u_{m+1}^k = u_m^k - \Delta t \sum_{i=1}^{N} \left[ b \frac{\partial q_{mi}(x)}{\partial x} - a(x,u_m^k) + \frac{bh}{2} \right] \frac{\partial^2 q_{mi}(x)}{\partial x^2} + \frac{h}{2} a(x,u_m^k) \frac{\partial^3 q_{mi}(x)}{\partial x^3} |u_i^k| \]

\[ + \Delta t \frac{\partial a(x,u_m^k)}{\partial t} \left( \sum_{i=1}^{N} \frac{\partial q_{mi}(x)}{\partial x} u_i^k \right)^2 - \frac{3h}{2} \frac{\partial a(x,u_m^k)}{\partial t} \left( \sum_{i=1}^{N} \frac{\partial q_{mi}(x)}{\partial x} u_i^k \right) \left( \sum_{i=1}^{N} \frac{\partial^2 q_{mi}(x)}{\partial x^2} u_i^k \right) \]

\[ - \frac{h}{2} \frac{\partial^2 a(x,u_m^k)}{\partial t^2} \left( \sum_{i=1}^{N} \frac{\partial q_{mi}(x)}{\partial x} u_i^k \right)^3 + f(x,u_m^k,t) - \frac{h}{2} \frac{\partial f(x,u_m^k,t)}{\partial x} \right] \]  

(33)

The result after arranging:

\[ u_{m+1}^k = u_m^k - \Delta t \sum_{i=1}^{N} \left[ b \frac{\partial q_{mi}(x)}{\partial x} - a(x,u_m^k) + \frac{bh}{2} \right] \frac{\partial^2 q_{mi}(x)}{\partial x^2} + \frac{h}{2} a(x,u_m^k) \frac{\partial^3 q_{mi}(x)}{\partial x^3} |u_i^k| \]

\[ + \Delta t \frac{\partial a(x,u_m^k)}{\partial t} \left( \sum_{i=1}^{N} \frac{\partial q_{mi}(x)}{\partial x} u_i^k \right)^2 - \frac{3h}{2} \frac{\partial a(x,u_m^k)}{\partial t} \left( \sum_{i=1}^{N} \frac{\partial q_{mi}(x)}{\partial x} u_i^k \right) \left( \sum_{i=1}^{N} \frac{\partial^2 q_{mi}(x)}{\partial x^2} u_i^k \right) \]

\[ - \frac{h}{2} \frac{\partial^2 a(x,u_m^k)}{\partial t^2} \left( \sum_{i=1}^{N} \frac{\partial q_{mi}(x)}{\partial x} u_i^k \right)^3 + f(x,u_m^k,t) - \frac{h}{2} \frac{\partial f(x,u_m^k,t)}{\partial x} \right] \]  

(34)

Assuming that the boundary condition is the first kind of boundary condition, the function value of the
boundary point is known, just calculate the interior point, If

\[ \beta_{m,i} = -\Delta t \left[ b \frac{\partial q_m(x)}{\partial x} - (a(x, u_m^k) + \frac{bh}{2}) \frac{\partial^2 q_m(x)}{\partial x^2} + \frac{h}{2} a(x, u_m^k) \frac{\partial^3 q_m(x)}{\partial x^3} \right] \]  

(35)

can be written as

\[ u_{m,i}^{k+1} = u_{m,i}^k + \sum_{i=2}^{N-1} \beta_{m,i} u_{i}^k + \beta_{m1} u_{1}^k + \beta_{mN} u_{N}^k \]

\[ + \Delta t \left[ \frac{\partial a(x, u_m^k)}{\partial u} \left( \sum_{i=1}^{N} \frac{\partial q_m(x)}{\partial x} u_i^k \right)^2 - \frac{3h}{2} \frac{\partial a(x, u_m^k)}{\partial u} \left( \sum_{i=1}^{N} \frac{\partial q_m(x)}{\partial x} u_i^k \right) \left( \sum_{i=1}^{N} \frac{\partial^2 q_m(x)}{\partial x^2} u_i^k \right) \right. \]

\[ \left. - \frac{h}{2} \frac{\partial^2 a(x, u_m^k)}{\partial u^2} \left( \sum_{i=1}^{N} \frac{\partial q_m(x)}{\partial x} u_i^k \right)^3 + f(x, u_m^k, t) - \frac{h}{2} \frac{\partial f(x, u_m^k, t)}{\partial x} \right] \]  

(36)

The above equation is a nonlinear equation, the application for collocation method approach is used in discrete process, so a simple linear iteration is carried out in the process of solving the initial value problem. Then the equation linearization, the following specific examples are discussed.

3.2. The algorithm of two-dimensional nonlinear convection diffusion equation

\[ \frac{\partial u}{\partial t} + b_1 \frac{\partial u}{\partial x} + b_2 \frac{\partial u}{\partial y} - \frac{\partial}{\partial x} \left( a(x, y, u) \frac{\partial u}{\partial x} \right) - \frac{\partial}{\partial y} \left( a(x, y, u) \frac{\partial u}{\partial y} \right) = f(x, y, u, t), \]

\[ u(0, y, t) = g_1(y, t), \quad u(L, y, t) = g_2(y, t), \]

\[ (x, 0, t) = h_1(x, t), \quad u(x, L, t) = h_2(x, t) \]

\[ u(x, y, 0) = u_0(x, y) \]

Then we derive the finite point algorithm. Because the steady term is applied, then just considering that the nonlinear term is only included in the source term and the diffusion term, and the convective terms \( b_1, b_2 \) are constant coefficients. Of which \( b = [b_1, b_2], f(s, y, u, t) \) is abbreviated as \( f \), and \( a(x, y, u) \) as \( a \). Transforming (3.12) into:

\[ \frac{\partial u}{\partial t} + b_1 \frac{\partial u}{\partial x} + b_2 \frac{\partial u}{\partial y} - \frac{\partial}{\partial x} \left( a(x, y, u) \frac{\partial u}{\partial x} \right) - \frac{\partial}{\partial y} \left( a(x, y, u) \frac{\partial u}{\partial y} \right) = f \]

(38)

\[ r = -b_1 \frac{\partial u}{\partial x} - b_2 \frac{\partial u}{\partial y} - \frac{\partial}{\partial x} \left( a(x, y, u) \frac{\partial u}{\partial x} \right) + \frac{\partial}{\partial y} \left( a(x, y, u) \frac{\partial u}{\partial y} \right) \]

(39)

Then the gradient \( \nabla r \) of \( r \) is

\[ \nabla r = \left( \frac{\partial r}{\partial x}, \frac{\partial r}{\partial y} \right) \]

(40)

After applying a stable term

\[ \frac{\partial u}{\partial t} - r + \frac{h}{2 |b|} \cdot b \cdot \nabla r = 0 \]

(41)
After Substituting (3.14) and (3.15) into (3.16)

\[
\frac{\partial u}{\partial t} + b_1 \frac{\partial u}{\partial x} + b_2 \frac{\partial u}{\partial y} - \frac{\partial a}{\partial u} \frac{\partial u}{\partial x} - a \frac{\partial^2 u}{\partial y^2} - a \frac{\partial^2 u}{\partial x^2} - f + \frac{h}{2 |b|} \left[ b_1 \left( -b_1 \frac{\partial^2 u}{\partial x^2} - b_2 \frac{\partial^2 u}{\partial x \partial y} \right) + b_2 \left( -b_2 \frac{\partial^2 u}{\partial x^2} - b_1 \frac{\partial^2 u}{\partial x \partial y} + a \frac{\partial^2 u}{\partial x^2} + a \frac{\partial^2 u}{\partial x \partial y} + a \frac{\partial^2 u}{\partial y^2} + a \frac{\partial^2 u}{\partial x \partial y} \right) \right] = 0
\]  

Construct an approximate function

\[
u(x_p, y_q) = \sum_{i,j} \phi_{pq,ij}(x_p, y_q) \cdot u(x_i, y_j)
\]  

Where \( \phi_{pq,ij} \) denotes the shape function formed by \((x_p, x_q)\) as the support domain center and point \((x_i, x_j)\).

First, the (3.17) space variables are semi-discrete, and then the time variables are fully discrete, and the approximate function expressions are substituted into the discrete equations to form the discrete partial differential equation.
$$u_{pq}^{k+1} = u_{pq}^k - \Delta t \cdot \sum_{ij} \left[ b_1 \frac{\partial q_{pq,ij}(x, y)}{\partial x} + b_1 \frac{\partial q_{pq,ij}(x, y)}{\partial y} - \left( a + \frac{hb_2}{2 |b|} \right) \frac{\partial^2 q_{pq,ij}(x, y)}{\partial x^2} ight. \\
- \left. \left( a + \frac{hb_2}{2 |b|} \right) \frac{\partial^2 q_{pq,ij}(x, y)}{\partial y^2} \right] - h b_1 b_2 \frac{\partial^2 q_{pq,ij}(x, y)}{|b| \partial y \partial x} + \frac{hb_1 b_2}{2 |b|} \frac{\partial^2 q_{pq,ij}(x, y)}{\partial y^2} \\
+ \frac{hb_2}{2 |b|} \frac{\partial^3 q_{pq,ij}(x, y)}{\partial x^3} + \frac{hb_2}{2 |b|} \frac{\partial^3 q_{pq,ij}(x, y)}{\partial y^2 \partial x} + \frac{hb_2}{2 |b|} \frac{\partial^3 q_{pq,ij}(x, y)}{\partial x^2 \partial y} \right|_{x=x_p, y=y_i} \cdot u_{ij}^k \\
+ \Delta t \left[ \frac{\partial}{\partial t} \left( \sum_{ij} \frac{\partial q_{pq,ij}(x, y)}{\partial x} \right) - \frac{\partial}{\partial t} \left( \sum_{ij} \frac{\partial q_{pq,ij}(x, y)}{\partial y} \right) \right] \\
\left( \sum_{ij} \frac{\partial^2 q_{pq,ij}(x, y)}{\partial x \partial y} \right) - \frac{\partial}{\partial t} \left( \sum_{ij} \frac{\partial q_{pq,ij}(x, y)}{\partial x} \right) \frac{\partial q_{pq,ij}(x, y)}{\partial y} \\
\left( \sum_{ij} \frac{\partial^2 q_{pq,ij}(x, y)}{\partial y^2} \right) - \frac{\partial}{\partial t} \left( \sum_{ij} \frac{\partial q_{pq,ij}(x, y)}{\partial y} \right) \frac{\partial q_{pq,ij}(x, y)}{\partial x} \\
\left( \sum_{ij} \frac{\partial^2 q_{pq,ij}(x, y)}{\partial x \partial y} \right) - \frac{\partial}{\partial t} \left( \sum_{ij} \frac{\partial q_{pq,ij}(x, y)}{\partial x} \right) \frac{\partial q_{pq,ij}(x, y)}{\partial y} \\
\left( \sum_{ij} \frac{\partial^2 q_{pq,ij}(x, y)}{\partial y^2} \right) - \frac{\partial}{\partial t} \left( \sum_{ij} \frac{\partial q_{pq,ij}(x, y)}{\partial y} \right) \frac{\partial q_{pq,ij}(x, y)}{\partial x} \\
\right] + f^k - \frac{hb_1}{2 |b|} \frac{\partial f^k}{\partial x} - \frac{hb_2}{2 |b|} \frac{\partial f^k}{\partial y} \right|_{x=x_p, y=y_i} 
\right) \cdot u_{ij}^k \\
\right) 
\right) 
\right) 
\right) 
\right)

The two-dimensional boundary problem is similar to the one-dimensional problem. The algebraic equation of the partial differential equation can be obtained by the collocation method. The nonlinear equations are linearized by simple linear iterations, and the construction process of the finite algorithm is similar to one-dimensional nonlinearity.

4. Numerical Simulation

In the numerical simulation, if we know the relationship between time step and space step, We can choose the appropriate time step and space step, and maybe can get good numerical results. This relationship is generally obtained through error analysis, such as finite element method and finite difference method. However, due to the difference between grid-free methods and traditional methods, it is difficult to analyze the error of grid-free method. At present, such research results are rarely seen, and more of them are used to verify the effectiveness of the algorithm through numerical experiments. Based on the current research status, we can only analyze the effectiveness of the methods presented in this paper through different numerical experiments. So we use two liner examples and two nonliner examples and fully demonstrate the convergence under different parameters, such as space step, time step, number of nodes, etc. And The error comparison of different algorithms is also given. It can reflect the effectiveness and feasibility of this methods to some extent.
4.1. One-dimensional numerical examples

Example 1 Consider the initial boundary value model of the convection-dominated convection diffusion equation

\[ \frac{\partial u}{\partial t} + a(x, u) \frac{\partial u}{\partial x} - \frac{\partial^2 u}{\partial x^2} = f(x, u, t), \quad xe(0, L), te(0, T), \]

\[ u(0, t) = f_1(t), \quad u(L, t) = f_2(t), \quad te[0, T], \]

\[ u(x, 0) = x(1 - x), \quad xe[0, 1]. \]

where \( a(x, u) = 0.001 \), the exact solution is \( u(x, t) = x(1 - x)e^{-t}, f(x, u, t) = -u^2 + G(x, t) \), \( G(x, t) \) can be substituted into the equation by \( u(x, t), f(x, u, t) \). The basis function is quadratic basis function \( p^2 = (1, x, x^2) \), scale is 3, and the weight function selects the Gaussian weight function. The convergence orders of the algorithm are as follows.

Table 1: \( \Delta t=0.001 \), The convergence order about the algorithm of this paper when \( T=0.5 \)

| Space step | \( \max | u_{\text{exact}} - u_{\text{FPM}} | \) | Convergence order |
|------------|---------------------------------|------------------|
| 0.4        | 2.8369e-001                     |                  |
| 0.2        | 1.5584e-002                     | 3.9370           |
| 0.1        | 6.2717e-003                     | 1.3131           |
| 0.05       | 3.3539e-003                     | 0.9030           |

Table 2: \( \Delta x=0.1, \Delta t=0.002, \Delta t=0.01 \), The different kinds of algorithm compare about the error

| Space step | Time Step | Time | FPM error | FEM error | FDM error |
|------------|-----------|------|-----------|-----------|-----------|
| 0.1        | 0.002     | T=0.1 | 2.8320e-003 | 1.6171e-002 | 3.1122e-002 |
|            |           | T=0.5 | 1.2482e-002 | 4.4704e-002 | 5.8201e-002 |
|            |           | T=1.0 | 2.3778e-002 | 5.5131e-001 | 8.0023e-001 |
| 0.01       |           | T=0.1 | 2.8680e-003 | 1.6278e-002 | 5.3822e-002 |
|            |           | T=0.5 | 1.2535e-002 | 4.4589e-002 | 1.9681e-001 |
|            |           | T=1.0 | 2.3514e-002 | 5.4908e-001 | 8.9681e-001 |

Table 1 shows the convergence order of the algorithm at \( T = 0.5 \). It can be seen from the table that when the time step is determined and the solution time is determined. The finite point algorithm in this paper is convergent when the space step becomes smaller.

From Table 2 and 3, it can be seen that take the same space step length and different time steps, the result is different from the exact solution at different time, the smaller the time step is, the smaller the error is, and the method is more stable when the numerical of iterations reach hundreds of layers. Compared with the finite difference and finite element method, the advantages of the proposed method are very obvious. Figure 1 shows the comparison of the exact and numerical solutions of the algorithm at different moments.

It can be seen from Fig. 1 that the numerical solution and the exact solution fit well. It is feasible to solve the convection diffusion equation with the nonlinear term. It also validates the validity of the stable finite point method of nonlinear convection diffusion equation.

Example 2 Consider the initial boundary value model of convection-dominated convection diffusion equation

\[ \frac{\partial u}{\partial t} + b(x, u) \frac{\partial u}{\partial x} - \frac{\partial}{\partial x} \left( a(x, u) \frac{\partial u}{\partial x} \right) = f(x, u, t), \]

\[ u(0, t) = 0, \quad u(1, t) = 0, \]

\[ u(x, 0) = x(1 - x), xe[0, 1]. \]
Table 3: \( \Delta x=0.05, \Delta t=0.002, \Delta t=0.02 \), The different kinds of algorithm compare about the error

| Space step | Time Step | Time | FPM error | FEM error | FDM error |
|------------|-----------|------|------------|------------|------------|
| 0.05       | 0.002     | T=0.1 | 3.3990e-003 | 2.8477e-002 | 3.1122e-002 |
|            |           | T=0.2 | 5.7140e-003 | 4.2743e-002 | 4.9947e-002 |
|            |           | T=1.0 | 5.7760e-003 | 7.7798e-001 | 3.8832e-001 |
| 0.02       | 0.002     | T=0.1 | 4.7240e-003 | 2.9501e-002 | 2.7839e-002 |
|            |           | T=0.2 | 9.1570e-003 | 4.3485e-002 | 9.4371e-002 |
|            |           | T=1.0 | 2.5313e-002 | 7.5986e-001 | 6.7201e-001 |

Figure 1: \( T=0.5 \) (left), \( T=1.0 \) (right), \( \Delta t=0.002 \), The algorithm of this paper compared with the exact solution when \( \Delta x=0.05 \)

In this case \( b(x,u) = 1, a(x,u) = \frac{1}{\pi} u \), the exact solution of this problem is \( u(x,t) = e^t(x - x^2) \), the basis function is a quadratic basis function \( p = (1, x, x^2) \), the equation \( f(x,u,t) = \dot{u}(1 - x - x^2) - \frac{1}{\pi} u e^{2t}(6x^2 - 6x + 1) \) can be obtained by substituting the equation \( u(x,t) \) and \( a(x,u) \) into the equation, Gaussian weight function is taken as the weight function.

Table 4: \( \Delta t=0.002 \), The convergence order about the algorithm of this paper when \( T=0.5 \)

| Space step | \( \max | u_{exa} - u_{FPM} | \) | Convergence order |
|------------|--------------------------|------------------|
| 0.10       | 0.0310                   | 3.2761           |
| 0.05       | 0.0032                   |                  |
| 0.02       | 0.0031                   | 0.0346           |
| 0.01       | 0.0029                   | 0.0474           |

Table 4 shows the convergence order of the algorithm in \( T = 0.5 \). It can be seen from the table that when the time step is determined and the solution time is determined. As we can see, the finite point algorithm in this paper is convergent when the space step becomes smaller.

The time step is 0.0002, the space step is 0.02, and the algorithm errors are compared at different time in different support domain size scale. As can be seen from Table 5, the result is better than 2 when Scale takes 3 and 4, noticing that different scale values have a certain effect on the solution.

The following study takes the effect of different time steps, the same space step size on the simulation results and the same time step, and the effect of different space steps on the simulation results. Table 6 shows the comparison of errors among the proposed method, finite difference method and the finite element method at different time. Table 7 shows the error and calculation of the algorithm when \( T = 1 \) time with different space steps.

From Table 6 and 7, it can be seen that the results are in good agreement with the exact solution, and compared with the finite difference, the finite element, it is obvious that the accuracy of the proposed method is very high. At the same time, the time step is fixed and the space step is taken. When the time is \( T = 1 \), the algorithm is more accurate and basically stable in the order of -3. As the space step decreases, the calculation time increases. Figure 2 shows the comparison of the exact solution and the numerical solution of the algorithm at different moments.
Table 5: $\Delta t=0.0002$, $\Delta x=0.02$, Effect of Errors on support domain at different time

| Time Step | Space step | Time  | Scale=2          | Scale=3          | Scale=4          |
|-----------|------------|-------|------------------|------------------|------------------|
| 0.0002    | 0.02       | 0.2   | 5.2800e-004      | 5.2200e-004      | 5.2210e-004      |
|           |            | 0.5   | 7.5300e-004      | 7.4500e-004      | 7.4100e-004      |
|           |            | 1     | 6.7500e-004      | 6.5600e-004      | 6.4900e-004      |
|           |            | 2     | 7.4400e-004      | 6.7100e-004      | 6.3100e-004      |
|           |            | 3     | 9.6300e-004      | 6.7500e-004      | 5.4100e-004      |
|           |            | 4     | 1.2261e-003      | 7.3200e-004      | 5.9100e-004      |

Table 6: $\Delta x=0.05$, $\Delta t=0.0002$, $\Delta t=0.002$, The different kinds of algorithm compare about the error

| Space step | Time Step | Time  | FPM error         | FEM error         | FDM error         |
|------------|-----------|-------|-------------------|-------------------|-------------------|
| 0.05       | 0.002     | T=0.2 | 4.9900e-004       | 9.8443e-003       | 5.2454e-002       |
|            |           | T=0.5 | 7.2100e-004       | 6.0572e-002       | 8.9346e-002       |
|            |           | T=1.0 | 6.3100e-004       | 6.9966e-002       | 7.8614e-001       |
| 0.05       | 0.002     | T=0.2 | 4.9060e-003       | 8.0039e-003       | 5.2564e-002       |
|            |           | T=0.5 | 7.0040e-003       | 6.4227e-002       | 9.9371e-002       |
|            |           | T=1.0 | 6.0480e-003       | 1.4586e-001       | 7.8613e-001       |

Table 7: $\Delta t=0.002$, Effect of Errors on space step at $T=1$

| Time Step | Time Step | FPM error | Calculating time |
|-----------|-----------|-----------|------------------|
| 0.002     | T=1.0     | 5.6170e-003 | 0.6719           |
|           | 0.05      | 6.0489e-003 | 0.5313           |
|           | 0.02      | 6.2580e-003 | 0.7544           |
|           | 0.01      | 5.9610e-003 | 2.1563           |
Figure 2: $T=0.2$ (left), $T=1.0$ (right), $\Delta t=0.002$, The algorithm of this paper compared with the exact solution when $\Delta x=0.02$

It can be seen from Figure 2 that the numerical solution and the true solution are better fitted. It is shown that the finite point method can be used to solve nonlinear one-dimensional convection diffusion equation.

4.2. Two-dimensional numerical examples

Example 1 Consider the initial boundary value model of the convection-dominated convection-diffusion equation

$$\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} - 0.001 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) + f(x, y, u, t) = 0$$

where $(x, y) \subseteq [0, 1] \times [0, 1]$, $t \geq 0$. The exact solution is $u(x, y, t) = txy(1-x)(1-y)e^{x+y}, f(x, y, u, t) = -u^2 + G(x, y, t)$. $G(x, y, t)$ can be substituted into the Equation by $u(x, y, t)f(x, y, u, t)$. The basis function is quadratic basis function and the weight function selects the Gaussian weight function.

The solution domain is $[0, 1] \times [0, 1]$ separated by $11 \times 11$ uniform nodes, taking time step $\Delta t = 0.002$, comparison table of scale is 3, and the difference between finite error and finite element error is listed. It can be seen from the above table and graph that the finite point method is suitable for solving the nonlinear two-dimensional convection diffusion equation, which is more accurate than the finite element method. And the numerical solution fits well with exact solution. In this paper, we study the influence of different nodes on the algorithm error, taking the time step as 0.001, using the simple linear iteration to the 10th layer. The error is shown in Table 10.

The solution domain is $[0, 1] \times [0, 1]$, separated by $41 \times 41$ uniform nodes, taking time step $\Delta t = 0.002$, scale is 3, and the comparison of errors between finite point method and finite element method is listed.

Table 8: $11 \times 11$ nodes, The algorithm of this paper compared with the FEM

| Number of nodes | Number of iterations | PPM error     | FEM error     |
|-----------------|----------------------|---------------|---------------|
| $11 \times 11$  | 10                   | 3.9558e-003   | 2.9393e-002   |
|                 | 20                   | 4.7260e-003   | 5.2418e-002   |
|                 | 30                   | 7.9601e-003   | 7.2776e-002   |
|                 | 40                   | 1.1814e-002   | 9.2139e-002   |
|                 | 50                   | 1.5814e-002   | 1.1143e-001   |

The solution domain is $[0, 1] \times [0, 1]$, separated by $41 \times 41$ uniform nodes, taking time step $\Delta t = 0.002$, scale is 3, and the comparison of errors between finite point method and finite element method is listed.

It can be seen from the above table and graph that the finite point method is suitable for solving the nonlinear two-dimensional convection diffusion equation, which is more accurate than the finite element method. And the numerical solution fits well with exact solution. In this paper, we study the influence of different nodes on the algorithm error, taking the time step as 0.001, using the simple linear iteration to the 10th layer. The error is shown in Table 10.

As can be seen from Table 10, the number of nodes increases and the error decreases. The finite point method can be used to solve the nonlinear two-dimensional convection diffusion equation.

Table 11 shows the convergence order of the algorithm in $T = 0.5$. It can be seen from the table that the finite point algorithm in this paper is convergent when the space step becomes smaller.
Table 9: 41×41 nodes, The algorithm of this paper compared with the FEM

| Number of nodes | Number of iterations | FPM error | FEM error |
|-----------------|----------------------|-----------|-----------|
| 41×41           | 10                   | 4.1808e-003 | 1.4074e-002 |
|                 | 20                   | 8.7934e-003 | 2.1519e-002 |
|                 | 30                   | 1.5019e-002 | 2.8161e-002 |
|                 | 40                   | 2.1438e-002 | 3.5746e-002 |
|                 | 50                   | 2.7730e-002 | 4.9367e-002 |
|                 | 100                  | 6.4720e-002 | 1.2160e-001 |

Example 2 Consider the initial boundary value model of convection-dominated convection diffusion equation

$$\frac{\partial u}{\partial t} + b_1 \frac{\partial u}{\partial x} + b_2 \frac{\partial u}{\partial y} - \frac{\partial}{\partial x} \left( a(x, y, u) \frac{\partial u}{\partial x} \right) - \frac{\partial}{\partial y} \left( a(x, y, u) \frac{\partial u}{\partial y} \right) + f(x, y, u, t)$$

where \( (x, y, t) \epsilon [0, L] \times [0, L] \times [0, T] \), \( b_1 = b_2 = 1 \), \( a(a, y, u) = 0.001u + 0.001 \) the exact solution \( u(x, y, t) = e^{(x^2 - x)(y^2 - y)} \). The support domain impact factor scale is 3, select the Gaussian weight function as the Gaussian weight function. Table 4-12 and Table 4-13 below show the algorithm error of 11×11 nodes and 21×21 nodes at different times.

Figure 3: The surfaces of the exact solution(left) and numerical solution(right) for 41×41 nodes(T=0.1)

Figure 4: The surfaces of the exact solution(left) and numerical solution(right) for 21×21 nodes(T=1)

From the above figure, we can see that taking the number of different nodes, the numerical solution coincide well with the exact solution at different times. The number of nodes is 21×21, and the time step
Table 10: The calculation accuracy of numerical method at different grid node when $T=0.01$

| Number of nodes | Number of iterations | Number of nodes | FEM error     |
|-----------------|---------------------|-----------------|---------------|
| 6 × 6           | 10                  | 11 × 11         | 3.2510e-003   |
| 21 × 21         | 1.1680e-003         | 31 × 31         | 6.1900e-004   |
| 41 × 41         | 4.2300e-004         | 6 × 6           | 6.3070e-003   |

Table 11: $\Delta t=0.002$, The convergence order about the algorithm of this paper when $T=0.5$

| Space step | $\max |u_{\text{exa}} - u_{\text{FPM}}|$ | Convergence order |
|------------|----------------------------------|-------------------|
| 0.2        | 2.8094e-002                      | 0.6100            |
| 0.1        | 1.8407e-002                      | 1.3698            |
| 0.05       | 7.1227e-003                      | 2.0704            |
| 0.025      | 1.6959e-003                      |                   |

Table 12: The calculation accuracy of numerical method at different time

| Time Step | Number of nodes | Time  | FPM error     |
|-----------|----------------|-------|---------------|
| 0.0002    | 11 × 11        | T=0.2 | 7.1250e-003   |
|           |                | T=1   | 1.4010e-002   |
|           |                | T=2   | 1.1725e-002   |
| 0.002     | 11 × 11        | T=0.2 | 1.7396e-002   |
|           |                | T=1   | 1.7873e-002   |
|           |                | T=2   | 1.7873e-002   |

Table 13: The calculation accuracy of numerical method at different time

| Time Step | Number of nodes | Time  | FPM error     |
|-----------|----------------|-------|---------------|
| 0.0002    | 21 × 21        | T=0.2 | 1.5420e-003   |
|           |                | T=0.5 | 2.0530e-003   |
|           |                | T=1   | 1.9720e-003   |
|           |                | T=2   | 2.0250e-003   |
| 0.002     | 21 × 21        | T=0.2 | 7.4770e-003   |
|           |                | T=0.5 | 8.3260e-003   |
|           |                | T=1   | 6.9120e-003   |
|           |                | T=2   | 7.5670e-003   |
is taken as 0.001. The errors of algorithm in this paper and finite element method are compared at different times.

Table 14: 21×21 nodes, The algorithm of this paper compared with the FEM

| Number of nodes | Time | FPM error | FEM error |
|-----------------|------|-----------|-----------|
| 21×21           | 0.01 | 9.3570e-004 | 3.5750e-003 |
|                 | 0.05 | 8.3260e-003 | 1.5528e-002 |
|                 | 0.10 | 6.4770e-003 | 9.9026e-002 |
|                 | 0.50 | 8.3260e-003 | 1.5178e-001 |

It can be seen from Table 14 that when the number of nodes is 21×21, the error of the method in this paper is smaller and can be stabilized in the order of e-3, when comparing the finite point algorithm with finite element method at different times. Table 15 shows the convergence order of the algorithm in \( T = 0.5 \).

Table 15: \( \Delta t = 0.002 \), The convergence order about the algorithm of this paper when \( T = 0.5 \)

| Space step | \( \max | u_{\text{exa}} - u_{\text{FPM}} | \) | Convergence order |
|------------|---------------------------------|-----------------|
| 0.4        | 6.3311e-002                     | 3.2855          |
| 0.2        | 6.4930e-003                     | 2.2770          |
| 0.1        | 1.3397e-003                     |                 |
| 0.05       | 4.2088e-004                     | 1.6904          |

5. Conclusion

The numerical results show that the finite point method is feasible to solve the nonlinear convection diffusion equation by the finite point algorithm, which can eliminate the numerical oscillation caused by convection dominance. From the calculation results, the support domain size, step size and time directly affect the calculation accuracy, and the solution is simple and has high precision. Compared with the traditional difference scheme and finite element method, the calculation error is more advantageous. In addition, the method does not need to be meshed, and does not need grid integration, which makes the method have the advantages of low computational cost, high calculation precision and stability.
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