The challenges of predicting pipe failures in clean water networks: a view from current practice
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ABSTRACT

Pipe failure models can aid proactive management decisions and help target pipes in need of preventative repair or replacement. Yet, there are several uncertainties and challenges that arise when developing models, resulting in discord between failure predictions and those observed in the field. This paper aims to raise awareness of the main challenges, uncertainties, and potential advances discussed in key themes, supported by a series of semi-structured interviews undertaken with water professionals. The main discussion topics include data management, data limitations, pre-processing difficulties, model scalability and future opportunities and challenges. Improving data quality and quantity is key in improving pipe failure models. Technological advances in the collection of continuous real-time data from ubiquitous smart networks offer opportunities to improve data collection, whilst machine learning and data analytics methods offer a chance to improve future predictions. In some instances, technological approaches may provide better solutions to tackling short term proactive management. Yet, there remains an opportunity for pipe failure models to provide valuable insights for long-term rehabilitation and replacement planning.
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HIGHLIGHTS

- A variety of pipe failure model challenges and uncertainties are discussed.
- Industry professional interviews provide deeper understanding of the issues.
- Data management, quality, pre-processing and scalability influence modelling.
- Future opportunities include the benefits of real-time data, data analytics and machine learning.

1. INTRODUCTION

Pipe failures result in billions of litres lost from water networks each day, which wastes water, causes damage to infrastructure, and interrupts continuous service. Considerable effort is being concentrated on minimising water loss and improving services through performance commitments aimed to reduce pipe failures (Ramirez et al. 2020; Robles-Velasco et al. 2020). There has been a recent focus on innovation, partly driven by advances in technology and through regulator incentives (Ofwat 2020) as a way of catalysing change in the industry. In consequence, water companies are moving towards data analytics and statistical models (referred to hereafter as pipe failure models) to provide insights for proactive management decisions. Pipe failure models represent a distinct field of data analytics, and although commencing with Shamir & Howard (1979), they are still considered innovative today with the emergence and application of machine learning approaches and big data.

Pipe failure models provide a means to understand future network performance, discerning patterns from historical data, describing the response as either the probability of failure (probability), time-to-failure (survival analysis), pipe failure rates (regression) or whether or not a failure will occur (classification) (Economou et al. 2012). Many studies report useful insights that inform proactive (also known as preventative) management decisions. Nonetheless, uncertainties are an integral part of prediction modelling, and underlying many pipe failure studies are issues surrounding data quality and quantity and model
development. As such, there remains a degree of scepticism of pipe failure models (Kleiner & Rajani 2012; Konstantinou & Stoianov 2020) and the discord between failure predictions and those observed in the field, potentially hindering effective decision making.

Water networks have complex failure histories, and studies have often reported poor data quality (Mailhot et al. 2000; Kabir et al. 2016; Tang et al. 2019). In particular, the timing and location of pipe failures (Wu & Liu 2017), the limited failure history and lack of decommissioned pipe data, and limited variables leading to a lack of understanding about the various factors influencing pipe failures (Scheidegger et al. 2015). Model scalability is perhaps the most complex challenge in pipe failure assessment, a theme widely discussed in the literature due to the gravitas of its inherent effect on predictive accuracy (Kleiner & Rajani 2012). As such, pre-processing steps are often required, including relocating of pipe failures, handling of missing and inaccurate data, and model scalability, employing pipe grouping methods at the network or census level (Chen et al. 2019), k-means clustering (Kakoudakis et al. 2018), or re-cutting pipes to improve model accuracy (Winkler et al. 2018). Understanding these challenges is vital for both managers and professionals involved in developing pipe failure models, yet whilst literature has acknowledged some difficulties, to our knowledge, there are few studies explicitly discussing these challenges holistically. Furthermore, it is warranted that these issues should be further explored from the perspective of industry professionals, which to our knowledge has not been documented. This perspective offers a more in-depth understanding of the challenges.

While general study limitations and uncertainties are reported in the literature, it is important to consider the issues faced, from data collection and management to specific data processing solutions, all of which affect the predicted outcome. Thus, this study discusses a holistic view of the various challenges providing further understanding and insight from current practices in water companies through a series of semi-structured interviews. Accordingly, the study is discussed in five key themes: (i) challenges of data management, (ii) limitations of pipe failure data, (iii) complexities of pre-processing, (iv) understanding model scalability, and (v) future opportunities and challenges.

2. METHODOLOGY

Water professionals from UK water companies were interviewed using a semi-structured approach to reveal views on the selected themes. The aim was to identify key issues and challenges faced to complement and support the topic discussions formed from the literature and an understanding of pipe failure models. The semi-structured interviews were based on the practical guidelines detailed in Adams (2015). The interview guide was pre-defined based on previous knowledge of the subject area (Barton et al. 2019, 2020) and the desire to explore topics based on these findings. In this respect, the methodological approach adopted is similar to deductive qualitative content analysis, whereby the structure of the analysis was based on previous knowledge and the interview guide designed to understand and characterise extant themes and situations. The authors use manifest analysis, whereby quotes of participants are used to provide further detailed understanding on a theme of interest (Bengtsson 2016). The semi-structured nature allowed participants, by design, the freedom to diverge and elaborate beyond a certain point, revealing further information of relevance (Adams 2015). Consent was obtained from all participants, and anonymity provided. A pilot semi-structured interview based on the questions was completed on two water industry professionals before commencement on the primary cohort of participants. The semi-structured interviews were undertaken between January 2021 and April 2021 and involved eight participants drawn from different UK companies. Each interview was restricted to approximately one hour to reduce participant and interviewer fatigue (participant details in Table 1).

The interviews were recorded and transcribed so relevant information for each of the themes could be included. The number of participants in semi-structured interviews is often discussed, but it is common for studies to have between one and 30 participants (Bengtsson 2016). Galvin (2015) reviewed several engineering articles and found the average number of participants was between eight and 17, but further found several examples where the number of participants was lower, as low as two in some cases. For homogenous groups where all participants had a familiarity within the study area, Guest et al. (2006) found a lower number of participants was sufficient. Noting this, the number of participants should be determined based on conclusive answers to the research questions with sufficient confidence, to the point of information saturation, which occurs when no new information is being observed (Ritchie et al. 2003; Fusch & Ness 2015; Bengtsson 2016). Many professional practitioners were asked to participate in this study. The participants selected had no previous involvement in the project and were recruited through ‘snowball’ methods. Eight identified themselves as topic experts. The mix of data scientists, asset managers and leakage analysts constitute enough participants to collect the desired information,
mainly due to the distinct topics, the participants’ deep expertise providing a rich quality and quantity of information, and the length and design of the interviews.

3. RESULTS AND DISCUSSION

The results are structured based on the key themes outlined in the introduction, divided further by areas of interest derived from the interviews. The themes and illustrative quotes identify the challenges and uncertainty seen in pipe failure models from the perspective of professionals. Figure 1 shows a systematic map of the themes discussed hereafter.

3.1. Challenges of managing data

Many Water Distribution Networks (WDN) consist of an antiquated asset base nearing the end of their engineering life span (Snider & McBean 2019). Over the past century, upgrades, repairs, and industry regulation and management changes have

Table 1 | Participants of the semi-structured interview

| ID  | Area of expertise in clean water network management | Sector              | Interview duration |
|-----|---------------------------------------------------|----------------------|--------------------|
| P1  | Data scientist                                    | Water utility        | 1:07:23            |
| P2  | Network modeller                                  | Water utility        | 59:58              |
| P3  | Leakage analyst                                   | Water utility        | 52:09              |
| P4  | Network modeller                                  | Water utility        | 55:53              |
| P5  | Asset manager                                     | Consultant           | 57:12              |
| P6  | Leakage analyst                                   | Consultant           | 58:41              |
| P7  | Data scientist                                    | Water utility        | 1:01:02            |
| P8  | Network manager                                   | Water Utility        | 45:14              |

Figure 1 | Systematic map of the themes and sub-themes explored in this study.
led to a complex non-linear network comprised of discontinuous pipe materials, requiring careful documentation of asset status information. Over time, data collected on the constantly evolving WDNs have grown organically with the needs of utility companies, from the original paper asset records to more widely captured contemporary data using advanced real-time sensors and digital storage. Whist current data is rigorously checked and is generally reliable, much of the information on the historical network construction remains limited, often in analogue form, or of poor quality and is often highly variable in terms of data accuracy, coverage, scale, and format, which significantly limits its quality, accessibility, and usability (Likhari et al. 2017). All participants acknowledged historical data quality as an issue, with one suggesting ‘The actual quality of the [historical] data will be limited.’ [P4]. The unreliable nature of the data creates two apparent problems. Firstly, the lack of historical failure data results in imbalanced data that is problematic to model. Due to the lack of historical data, attempts have been made at pooling data from different water companies to increase the size of data sets, such as the UKWIRs National Mains Failure Database NMFD (UKWIR 2020). Yet much effort would need to be expended to clean, process, and harmonise the disparate databases, often collected through different formats and processes unique to each water company. Previous attempts to model using this data have shown poor results (Tang et al. 2019). Renaud et al. (2007) tried a similar approach by combining data from water companies across France to overcome the scarce data issue and found no marked improvement. Secondly, there is a question of geodetic reliability and accuracy of pipe locations recorded before using Geographical Information Systems (GIS) and Global Navigation Satellite System (GNSS). Participants highlighted the issues with historical pipe locations, with one highlighting the problem with finding pipes when they failed, ‘Trying to locate this old pipe, even with ground penetrating radar, we had no chance of finding it at all.’ [P6]. Where pipes are accurately located, there is speculation over the level of accuracy in the information, such as the recorded material or the pipe diameter with one participant suggesting ‘What material will be laid won’t be accurate, water companies will do their best, but it won’t all be right.’ [P4]. Similar observations were made on the network data, which is constantly evolving and updating making it difficult to maintain the new asset data and pipe replacements, meaning failure models based on older network data will not be applied to the most recent network and may be identifying pipes already replaced or rehabilitated, ‘The GIS system should have accurate existing data on an asset, but there are multiple versions across departments where work is constantly being done.’ [P2]. However, it was suggested by the respondents that considerable progress has been made in this respect, and water companies are making concerted efforts to improve network data, mainly aided by advances in GIS.

The accuracy of historical data is essential to modern analytical approaches. While problems persist, it is evident most water companies have directed resources into ensuring the best quality possible. Yet the quality of historical data will remain an issue:

‘The problem is the [historical] data can’t change, and it’s very difficult to change it retrospectively. So, you’re only really talking about improving the way things get done in the future and not improving past data.’ [P5].

Most importantly, all participants had commenced concerted efforts to capture future data more accurately, acknowledging the importance of data accuracy for gaining valuable insights.

In the UK, the water sector was privatised and in the process government regulators were introduced, which led to significant improvements in data collection and quality (Ofwat 2006) but in turn also presented new challenges. The introduction of Asset Management Plan (AMP) cycles was created as a means of permit regulatory price reviews and performance assessment. Regulatory changes between AMP cycles and the need to deliver business value and efficiency whilst reporting to the regulatory authority have resulted in associated variations in data collection and subsequent gaps in data, inhibiting its collective usability (Tang 2018). When discussed with participants, several suggested data was collected foremost to meet regulatory requirements, as noted by several participants:

‘Regulatory periods can drive data collection, or whatever the business sees as cost saving or improving business efficiency.’ [P5].

‘It will be down to the individual water company what data they collect, but as long as they can report to Ofwat the total number of failures for assets and the length of the assets that is kind of the limit that is imposed.’ [P1].

‘Some managers will say we will no longer collect that data since it’s no longer reportable, without understanding the value of it for the business in going forward, which lost several years of information.’ [P6].
Future data management methods should prioritise continuous and consistent data collection across regulatory periods, although one participant noted ‘Getting new information relies heavily on budget.’ [P8], which presents another problem. Nonetheless, ongoing data collection will provide prolonged periods of data collection, which is essential. Some respondents noted that many operatives were not made aware of the importance of data – in which case, there is no incentive to keep collecting it. Communication is the key to ensuring operatives understand the use of the data. Continuous data collection is also achievable by adopting ubiquitous smart sensor technologies, such as multi-sensor platforms or fibre optics (e.g., Distributed Acoustic Sensors (DAS)). Such approaches will result in complete data capture without gaps. Such data characteristics often require data standardisation and processing to be performed more efficiently, so expertise with big data technologies should be considered (Sun & Scanlon 2019).

3.1.1. An incomplete range of correlated variables
Predicting pipe failures requires several variables correlated with the various modes and mechanisms of failure (for further detail see Barton et al. (2019, 2020)). Collecting variables is a complex task, and pipe failure models are ordinarily developed based on limited data because variables are not routinely collected, are unnecessary for regulatory reporting requirements or immediate business needs (see section 2.1), or are considered too costly to acquire due to budget restrictions (Ramirez et al. 2020). As one participant noted ‘In a situation where water companies are squeezed for budget, things that look like a ‘nice to have’ get squeezed out.’ [P1]. Where data is available, it is often framed for a particular use elsewhere in the business, meaning additional time spent on data cleaning and transformation. The involuntary omission of important variables results in variable bias, preventing the estimator from converging correctly, causing an inaccurate representation of pipe failures (Tang et al. 2019; Konstantinou & Stoianov 2020). If pipe failure models are to aid decision makers effectively, water companies must prioritise data collection, ensuring enough data related to pipe failures is readily available and collected in useful formats.

3.1.2. Data silos and data sharing
Data silos still exist widely in water companies due to evolving operations, creating many specialist areas and multiple management layers, leading to barriers inhibiting data sharing. Open data policies and incentives have been shown to lead to profound benefits, primarily using data lakes that store and transfer data more efficiently. However, this approach can create additional complexity, cost, and latency, worsened by increased data volumes (Sun & Scanlon 2019). Participants acknowledged that data silos exist as a means of working, one participant mentioned ‘Different teams have different datasets, where the rest of the teams don’t have access to it or don’t even know it exists.’ [P8]. However, several suggested that data lakes widely exist, offering broader data sharing opportunities. In this case, participants highlighted difficulties accessing the data, especially when using systems that require specialist support, with one remarking ‘We have a specialist team who look after the data...we can request the information at any time, but it’s difficult because the team is always really busy.’ [P1]. Where specialist teams exist to help with data extraction and transformation, it is evident that difficulties persist due to a lack of professional informatics staff. In these instances, data were requested, kept, and updated locally since this proved easier, but in so doing subsequently creating multiple versions of the data. Issues were also identified with communicating the data lake and its intended use, with one participant noting ‘It’s misunderstood and not accessed by everyone who could benefit from it’ [P4]. Further problems regarding the misuse of data were noted as a problem:

‘I think that you’d have to make sure that there was a good description of what all the data sets were and what they mean. It can be very easy for someone who doesn’t know that data to use it in a way it wasn’t intended for and be making the wrong interpretations of it.’ [P4].

Despite data silos, most participants suggested that data sharing was not a particular issue (unless regulatory restrictions or GDPR apply). Furthermore, there was an apparent enthusiasm for innovation and change when discussing data sharing and transferring of data. A summary discussion around data ontologies and frameworks for shareable and reusable knowledge provoked a positive reaction from all participants, who were open to the idea of new ways to improve collaborative working and data sharing. More focus should be placed on establishing a data management protocol, where data can be stored and shared easily. Big data techniques can help with these challenges, especially when holding and processing several different data formats, but the approach should be intuitive and easily accessible (Ponce Romero et al. 2017).’
3.2. Limitations of pipe failure data

3.2.1. Coarse recording the time of failure

Irrespective of the challenges posed from historical data and absent variables, readily available information reveals problems that limit pipe failure models, and of these, the lag time between the failure occurring and the failure being observed is a significant one. Sometimes pipe failures can persist underground unnoticed for some time before being discovered. Kleiner & Rajani (2012) highlighted the lag between actual failures and the time they are discovered, noting the effect of this on short-term predictions due to the momentary time-related conditions being obscured. Participants expressed difficulty with finding pipe failures which occur as small leaks in the network, acknowledging that some can go unnoticed for extended periods:

‘Some failures have gone unnoticed for years, but sometimes we don’t know how long.’ [P7].

‘If it were days or weeks people would be very happy, I’ve known them to go [undetected] for years.’ [P6].

Pipe failures can be difficult to detect, especially in certain conditions, for example where sandy soils are present, the water leaking from the pipe is less likely to reach the surface. Likewise, WDNs with a smaller percentage of metallic pipes are more difficult to listen for leaks in, because plastic pipes are not as receptive to the acoustic loggers used to detect failures.

The uncertainty of failure timing is inherent within most pipe failure datasets and requires a concerted effort by the water company to record the time of failure accurately. The authors have worked with a dataset that abates this problem to a certain extent by defining pipe failures as either ‘reactive’ or ‘proactive’. Reactive pipe failures signify water emergence at the ground surface, posing a potential impact on continuous water supply, eliciting a quick response by the repair team (typically responding no later than 72 hrs). By this definition, failure time recorded is likely to be more accurate. However, it is also worth noting that water emerging at the surface may also be delayed by some time or even completely unnoticed in rural areas. Conversely, proactive failures represent low-level leaks that may not immediately affect the network's operation, and as water remains below the surface, it often goes undetected. Proactive failures are actively sought using detection technicians and can be discovered long after the original failure incident.

The failure discovery lag time is a discernible problem, but summarising data by extended prediction intervals (e.g., annual, or greater) is one way to reduce the impact. However, if short-term predictions are required, then recording the time of failure accurately is necessary, and yet acknowledged as a considerable challenge. Acoustic sensors record real-time data and are used for detecting leakage more accurately. Using these data can help to accurately identify the time of failure (Water & Wastewater Treatment 2017).

3.2.2. A lack of high-resolution data

Typically, data correlated with pipe failures originate from various sources at various scales (Kabir et al. 2016). Environmental data, such as weather or soil, are just a few examples of secondary data. These data are estimated by area and, for weather, by time intervals under certain assumptions (Robles-Velasco et al. 2020), and therefore, do not capture the nature of the exacting conditions causing a failure event. For example, the Met Office Meteorological Office Rainfall and Evaporation Calculation Systems (MORECS) is apportioned over a 40 × 40 grid and summarised weekly. This, coupled with the lag times of changing weather conditions to the repercussions in soil movement and poorly located pipe failures (see section 3.3.2), can obfuscate the exact conditions of failure (Kleiner & Rajani 2012).

Another example of high-resolution data are localised soil conditions that are particularly important and often altered during excavation and construction, this localised change in soil is not typically recorded. PVC pipes depend on lateral support from undisturbed soil (soil unmoved during the excavation, laying and backfilling of the pipe), on either side of the pipe to carry the backfill material load. Otherwise, the pipe can deform and flatten into an oval shape, reducing its resilience (Saadeldin et al. 2015). Since limited information is available regarding localised soil conditions the number of potentially flattened pipes cannot be quantified. Kleiner & Rajani (2012) noted a general lack of such geographically related data, just as with the experience of some participants:

‘If you’ve got a national soil map on a large scale, the named ground you’re going to get in an urban environment, particularly one where it’s congested with other utilities, and you’ve got imported backfill mixed in with your topsoil, it can be hard to estimate the soil conditions around the pipe. This affects corrosion rates and shrink well etc.’ [P4].
More localised data is required to improve failure predictions and understand the impact of localised weather and soil conditions. With emerging smart sensor technologies, detailed data collected at a higher spatial (pipe level) and temporal (real-time) resolution for changes in soil conditions or weather conditions is possible and should intuitively improve failure predictions. Other high-resolution data may also include pressure data, water temperature, water consumption for example. Yet, conditions for pipe installations should be documented in more detail to help understand localised soil conditions. These data, if available, may sometimes help explain variations in pipe failures.

3.2.3. The absence of decommissioned pipes
Pipe failure records are ordinarily limited compared to the life of the pipe, unless those assets are relatively modern (Economou et al. 2012). Consequently, pipes installed before failure records began may have failed numerous times but were never recorded, resulting in left-truncated data. Such data is present in most historical datasets as acknowledged by all participants, with one noting ‘You’ve got the failure records which will be incomplete and do not go back to the start of the asset in most cases’ [P1] (Figure 1). It is important to emphasise that left-truncated data is not associated with left-censored data, a term sometimes used in pipe failure literature. Left-censoring only occurs if the number of breaks before pipe failure records is known, but when they happened is unknown, this is fundamentally different (Mailhot et al. 2000). Data collected during the failure record period often remove discontinued pipe information to reflect latter network conditions (Figure 2), since as one participant noted, ‘Decommissioned data is unnecessary for day-to-day operations.’ [P2].

Subsequently, helpful information about pipe failures is removed from the historical training dataset, information that could potentially improve the power of the model during training by increasing the failure sample size (Scheidegger et al. 2015). Nishiyama & Filion (2013) suggest models utilising small data sets and few pipe failures regularly lead to low coefficients of determination and poor accuracy during a review of several studies. Many pipe failure models, such as deterministic models, do not account for these data characteristics (Scheidegger et al. 2015). Better accuracy has been reported when data-sets contain more pipe failures and span some $\sim 30$ years (Liu et al. 2012; Winkler et al. 2018; Snider & McBean 2019). Decommissioned data should be retained and included in training datasets, yet data collection periods can only increase with time, which provides some optimism for improving future model accuracy.

3.3. Complexities of pre-processing
3.3.1. Handling poor quality data
Pipe failure records are collected by repair teams who are under time obligations to repair pipes. Delays due to data collection can lead to further costs and delays to customer service, and as one participant suggested, ‘It’s not always important to point out a poorly recorded pipe age when the primary focus is to stop water from pouring out of the ground.’ [P3]. As a result, data collection can be inconsistent, incomplete or inaccurate, as one participant acknowledged, ‘You’ve got the failure records which will be incomplete and do not go back to the start of the asset in most cases. The records that we do have will be incomplete and have inaccuracies.’ [P4]. Poor data also results from equipment failure such as old, uncalibrated sensors creating signal noise (see Wu & Liu (2017, p. 977) for further descriptions) and from historical data and through human data processing, resulting in duplicate or erroneous data. Water companies should encourage complete data capture in the first instance.

![Figure 2](https://example.com/figure2.png) | Depiction of pipe failure data with missing historical data (left truncation), removed pipe failures (decommissioned pipes), and reported failures.
and, where possible, should move to repair equipment failure quickly so as to ensure continuous data collection. This could be achieved by preparing data collection protocols and training staff on the importance of accurate and complete data collection, with one participant noting that ‘Data collection is the biggest issue in that it is not done with the full understanding of how valuable the data is.’ [P6].

Despite this data quality will always remain an issue, and important pre-processing steps are often required. Pre-processing approaches to address missing data are important since this can pose a negative impact on the use of data-driven approaches, leading to insufficient historical data to implement the pipe failure method (Wu & Liu 2017). In instances where missing data is present a list-wise deletion (removing missing values) is often the easiest path to creating a workable dataset (Winkler et al. 2018; Snider & McBean 2019). Yet discarding data results in a loss of information, introduction of bias, unreliable parameter estimates, underpowered models and poor convergence (Tang et al. 2019). Therefore, it is essential to retain as much data as possible. Alternative approaches that maintain data include making inferences from event narratives or similarities with other events, especially for qualitative information such as material type or failure type. Here, errors in the interpretation can represent another source of uncertainty, for example,

‘Typically, you would record either 'cut out' or 'repair', and you could infer a failure type from that, but it would certainly be unreliable...you won't necessarily know why it's failed. In fact, you probably don't know why it's failed.’ [P4].

Alternatively, missing data can be handled through a range of approaches, imputing values based on probability functions or distributions from available datasets (Sattar et al. 2016), substituting mean values or standard deviation or through K-nearest neighbour (KNN) techniques, that calculate a value based on similarity to values within close proximity (Levinas et al. 2021). Machine learning methods also provide further solution, where some methods such as gradient boosting decision trees can accommodate missing data by imputing averages at the leaf node (Hastie et al. 2009). Yet approximations can obfuscate the exact localised conditions associated with pipe failure, introducing further uncertainty, and if a large amount of data is missing (typically >25%), then imputing can lead to incorrect results. Whilst these techniques aim to improve the data, pre-processing techniques are also available to reduce data complexity.

Data engineering processes such as feature extraction techniques use original data to obtain a new set of less redundant variables, optimising the model in the process (García et al. 2016). Further developments include feature engineering, a means of deriving new features from domain knowledge. Recently, deep feature synthesis, has focused on automating new variables from existing relational data, providing new variables that perform well regardless of the model used (Rahbaralam et al. 2020). Data fusion techniques aggregate data from multiple sources to achieve improved, higher quality and more relevant information (Castanedo 2013). Other popular feature engineering approaches exist such as one-hot-encoding, a procedure that converts original categorical data into new binary values that are easier to interpret and are even necessary for some machine learning models (Aslani et al. 2021). Finally, many models have a high sensitivity to variables on different scales, especially so with some machine learning approaches. Standardisation can then be used to scale variables and reduce the effect of outliers that are often observed (Robles Velasco et al. 2021).

3.3.2. Processing incorrectly placed pipe failures

Pipe failures are sometimes incorrectly located and appear some distance from any known pipe. Moreover, it is not uncommon for correctly located pipe failures to contain contrasting information with that already present in the existing pipe database (pipe diameter or material type are commonly incorrect).

‘You rely on the contractor providing the right information back, and normally they can get the information right. But in all the mud and swamp of digging out the ground, they'll not always get the pipe material or diameter size right because they are plastered, so it'll be done afterwards.’ [P6].

‘Often guys in the field are under pressure to get the repair finished, especially if it is disrupting customers, so collecting data is not always a priority.’ [P1].

‘They don’t have enough people, and when they call incidents that need to get out and sort them, [data collection] it's definitely not a priority.’ [P8].
Since repair technicians train to understand pipe characteristics, contrasting information is presumed to be a result of incorrectly located pipe failures, where data has been updated after the repair event, or where data has been poorly recorded:

‘Historically we won’t have included which particular pipe asset has failed [or] what the address was nearby, so if you got multiple assets in a street, you won’t know which one failed.’ [P4].

‘Location information from the original call is not always updated, especially if the inspection team are familiar with the area.’ [P6].

Poorly located pipe failures are ordinarily handled during the data processing by either listwise deletion or relocation. As noted, listwise deletion can cause excessive data removal and subsequent problems; therefore, relocation is preferred. The authors have previously worked with data where some of the pipe failures required relocating to the nearest point on a pipe with similar characteristics, following a matching protocol firstly within 3 m, then 30 m, and then up to 1 km (see Figure 3). For pipe failures where information contrasts the pipe database, this method provides a valuable solution yet presumes that both sets of data are correct. Conceivably, this may not be the case, and if not, the error persists and can thus mostly pass undetected.

Understandably, pipe failures are difficult to accurately predict when the location of several pipe failures remains in question. Water companies must ensure data collection in the field is accurate by checking details against those records within the existing pipe database. Thus, by highlighting any contrasting information during excavation, there is a chance to resolve any data issues before the repair has finished, an approach likely to reduce the number of failures that need relocating. Likewise, pipe failures should be correctly located with the pipe network where the failure occurred. One participant noted that

![Figure 3](https://example.com/figure3.png)

**Figure 3** | Illustrative example of a water distribution network with methods for the relocation of pipe failure data. Green – correctly geographically located pipe failures snapped to nearest pipe. Yellow – geographically misplaced pipe failure moved to the nearest pipe within 1 km. Red – failure shares no characteristics of any pipe within 1 km.
creating easy-to-use software such as drop-down boxes with specific responses is not always beneficial: ‘We used dropdown boxes to make it easier, but the guys tend to always go for the first option regardless. The same thing was observed by many water companies.’ [P6]. Incentivising and encouraging data capture, highlighting its importance, or auditing data capture may be more appropriate. However, organisational silos where teams work specifically towards their own business needs can be a challenge. It is important to encourage communication and collaborative working between teams so that the wider company goals are achieved.

3.3.3. Using pipe length and previous failures

Pipe length is a proxy for exposure to failure, where longer lengths denote a higher risk, and the number of failures is directly proportional to the pipe length (Kleiner & Rajani 2012; Robles-Velasco et al. 2020). In studies of failure rate, the pipe length, used as a log offset, normalises the failure rate and implies a uniformly distributed number of failures along the length of the pipe (Kleiner & Rajani 2012). Other studies have used pipe length as a covariate to explain failures, believing this is a more appropriate approach (Shamir & Howard 1979; Winkler et al. 2018) or even as a unit for determining other variable levels (Robles-Velasco et al. 2020). Kleiner & Rajani (2012) discussed the relationship between pipe failures and pipe length, reporting a significant element of randomness. However, a relationship was present when summarising groups of pipes with similar characteristics, accumulating enough pipe failures and length for this randomness to reduce. Pipe length can also have a statistical meaning for other related factors, such as traffic loading, operational stress or bedding conditions, yet this is impossible to quantify (Berardi et al. 2008). Pipe length is important, yet it can be problematic since, in many networks, considerably disparate lengths of pipes have been identified, making them difficult to model. In this regard, some authors have re-cut the lengths of pipe by street to get more accurate predictions (Winkler et al. 2018). Alternatively, Berardi et al. (2008) suggest that all the variables related to pipe length should be represented by length related mean, whilst others propose logarithmically transforming the data (Robles Velasco et al. 2021). In models where pipes are grouped, they are typically done so by available soil characteristics and fail to represent similar conditions for traffic loading and operational stress, amongst others.

Failure models use pipe failure history explicitly or implicitly. Implicitly, pipe failure history is used as a surrogate for deterioration and the performance of the pipe, and is represented as either the total number of previous failures or transformed and used as a covariate or stratification criterion. Kleiner & Rajani (2012) used recency (a measure of how recent the last failure occurred) as an expression of pipe failure history, which considers whether historical breaks have occurred more at the beginning or end of the observation period. However, as previously discussed, most pipe failure datasets are prone to left truncation, where failures, before the records started, are absent, resulting in an unreliable estimate of deterioration for a given pipe. Pipe age is also used to measure deterioration, suggesting that older pipes fail more often since they have been subject to deterioration over a more extended period. Again, many participants identified several occasions where older pipes outperformed new pipe installations, within one participate adding ‘Age is different to performance and shouldn’t be considered because old pipes often outperform new pipes.’ [P2]. The type of model used should dictate how and if failure history can be used as a covariate, but in the absence of knowledge on the pipe condition, the number of previous failures could be a valuable surrogate for deterioration and resilience to failure.

3.4. Understanding model scalability

3.4.1. Scaling geographic extent

Typically, water companies would prefer failure models to report on individual assets, yet at the pipe level, failures are infrequent. Consequently, the combination of infrequent failures and short failure records mean datasets for pipe level models are imbalanced (more non-failures than failures present with a ratio >9:1 ratio). Three common ways to address data imbalances reported from the literature include the following:

1. Scaling the model to either use longer prediction intervals (greater than annual failures) or grouping pipes by similar characteristics to accumulate more failures by the length of pipe.
2. For classification models, adopting the approach of over and under-sampling, class weighting (Winkler et al. 2018) or Synthetic Minority Oversampling Technique (SMOTE) (Chawla et al. 2002). For regression models, the use of zero-inflated models has been reported as effective (Economou et al. 2012). However, there are limitations to sampling methods and zero-inflation models, and the results are not always favourable, nor do they necessarily improve the model accuracy (Kleiner & Rajani 2012). These techniques are not always necessary for probabilistic modelling; and
Predicting failures at the asset level is seen as desirable since many management decisions are made at the asset level, yet these models have typically resulted in poor accuracy (Liu et al. 2012). This was also observed by participants who have experience of industry working failure models, with one saying, ‘It would be lovely to have a model running at the asset level, but I don’t think there’s any company that has sufficient granularity and accuracy in their data to deliver that.’ [P6]. A desirable and common precursor to pipe failure analysis is partitioning pipes into homogenous groups based on similar characteristics, or in some recent studies, by using k-means clustering (Kleiner & Rajani 2012). Grouping pipes by similar characteristics whilst summing the number of pipe failures and pipe length increases the number of failures and reduces data imbalance for the model to train on, resulting in greater accuracy (Kleiner & Rajani 2012). Kleiner & Rajani (2012) concluded that inherent uncertainty and a lack of data makes pipe level failure models unreliable, which some participants also suggested, ‘For smaller diameter pipes, we found that creating cohorts is necessary to make any appreciable progress.’ [P4]. However, grouping can amass pipe lengths several km long, which does not always aid localised management decisions, but can highlight potential areas for further investigation. Grouping pipes also assumes that all pipes within the group share similar failure rates, which is not often the case. In particular, one pipe may have a far greater number of failures than others within the group, consequently increasing the failure rate for all pipes unnecessarily.

### 3.4.2. Scaling dynamic time-dependent variables

Early failure models traditionally represented the steady deterioration of pipes. As models evolved, researchers started to include dynamic time-dependent variables, yet mathematically, the statistical analysis is substantially challenging. Dynamic time-dependent variables can be variable or cyclical, and they can often mask the effects of pipe deterioration. The effectiveness of using these variables relies upon the time interval used in forecasting them accurately into the future. To accommodate the fluctuations in seasonal variation, predictions intervals should be less than annual, typically interannual or monthly, yet decreasing the time interval increases the number of observations in a dataset to a point where the data imbalance naturally becomes difficult to compute with any accuracy. Some participants were more sceptical regarding short term failures due to the experience gained within their own companies, with one participant stating ‘I certainly wouldn’t be placing much faith on these models on a weekly or monthly basis.’ [P4]. The use of weather covariates is typically within the training model only and cannot be used in forecasting unless weather forecast data is included. Forecasting weather data accurately is a complex task, especially with global temperature change, and would add another dimension of uncertainty to the final predictions. However, weather covariates are used since their inclusion is likely to reveal the ‘True background ageing rates’ through showing increased failure frequency over time (Kleiner & Rajani 2012, p. 671).

### 3.5. Future opportunities and challenges

Informed proactive management decisions seek to determine the right place and time for active intervention. Big data collected through smart sensors provides an opportunity to improve the accuracy of predictions by providing continuous high-resolution real-time data capture (such as water pressure data) and a wider variety of variables associated with the mechanisms of failure. This was discussed by participants, one suggesting ‘We are on a journey, and at some point, in the near future data will be available to improve models.’ [P5]. With technology driving big data collection, actionable information will start to emerge, and it is feasible that water companies will find alternative means to reduce pipe failures. For example, ontologies using DAS deployed across the network records real-time data that can detect unique failure characteristics using a statistical model to detect specific acoustic signatures, alerting users to a leakage (Levinas et al. 2021). This approach can detect a leak within 10 metres of its location after only 30 litres of water has been lost (Water Industry Journal 2018), providing a real-time accuracy that statistical models alone have not yet achieved.

Recent focus has been placed on analytics, where automated decisions are built based on real-time data, reducing the amount of water lost by detecting pipe failures and reacting with an appropriate course of action (e.g., reducing pipe pressure) (Lin et al. 2012). One participant noted, ‘I’ve seen a lot of great work from our data science team, and I think we are on the cusp of understanding and realising a world of real-time modelling.’ [P7]. Digital twin approaches extend real-time modelling by providing a virtual representation of an asset, spanning its life cycle, using real-time data, machine learning and simulation to help decision-making. Digital twins are being explored for leakage, energy efficiency, water quality and maintenance planning to name a few, but will be an essential support system for future management (Conejos Fuertes et al. 2020). Using smart sensors, operation
teams can respond quickly to failures, reducing service interruptions (Water & Wastewater Treatment 2017). It is unlikely that failure models alone will compete with smart networks for operations teams in the near future, especially when short term predictions for short sections of a pipe typically reveal poor accuracy (Kleiner & Rajani 2012). However, failure models can still be used to inform long-term asset management decisions, identifying areas for rehabilitation or replacement. By shifting focus towards proactive management, water utilities can reduce cost and inefficiencies and build future resilience into the network. Yet failure models need to provide a level of accuracy that gives confidence to the predictions:

‘It's always challenging, and whatever you predict is never going to be exactly right... you will always have a problem convincing people that your model is right because it probably isn’t.’ [P4].

In this respect, it is perhaps more helpful to predict the probability of failure or contribute risk and vulnerability maps that can rank pipes against each other in relative terms instead of predicting the exact number of failures. Such approaches can even provide helpful insights at an engineering level to take constructive action towards extending life expectancy and building future resilience into the network. Targeting areas of the network this way can also help to facilitate teams actively searching for leaks that are difficult to find, locating optimal areas in which to deploy hydrophones and ground microphones.’

There is a widespread belief that machine learning provides an opportunity to augment more traditional statistical models and improve predictions since they can extract complex relationships (Snider & McBean 2019). However, for limited structured data, often seen in pipe failure datasets, the improvements are often minor after data pre-processing is conducted. Given the additional development and computational time, the most straightforward approaches may prove the most effective. Simple models offer an easier way to explore the predicted outputs and provide interpretability, albeit only in the hands of professionals with domain specific knowledge (Rudin 2019), with one participant noting, ‘As far as possible we try not to have a completely black-box approach that relies heavily on a kind of machine learning where you can’t easily work out how you got from your start point to your endpoint.’ [P4]. Yet there is wide interest in machine learning, and many models have shown improved accuracy. However, these more advanced methods cannot significantly improve pipe failure predictions based on insufficient data. One participant noted ‘The challenge with this is that the insight is only ever going to be as good as the data.’ [P3]. Therefore, it is likely that a combination of improved data and more advanced models can help support the rationale for an improved decision-making process. Large complex datasets with many variables and complex relationships are where machine learning models perform best, but this also depends on the ability of the researcher to create accurate, interpretable models (Rudin 2019).

3.6. Key findings
To highlight important aspects of the discussion, the key findings are summarised and presented in Table 2, separated by each of the five themes.

3.7. Limitations
There are several difficulties with conducting semi-structured interviews. Ensuring respondents understand the question can be problematic, primarily when broad and open-ended (Oltmann 2016). Addressing this, during the interviews, the initial questions were well understood as only practitioner participants with a depth of professional knowledge were selected, their experience, leading to further interesting discussions. Also, responses can be biased since they are the opinions of the individuals, and whilst the professionals involved provided thorough responses, there may have been useful information that participants were not privy to or held back on. Bias can also be introduced by the interviewers verbal and non-verbal cues (Ritchie et al. 2003). Yet, questions were asked in a manner intended to reduce bias by refraining from becoming too involved in the discussion and offering comments (Adams 2015). Face-to-face interviews are particularly prone to reactivity problems, where respondents provide socially acceptable responses. However, given the nature of the questions, which were not sensitive or controversial and the open ended approach, the likelihood of reactivity in responses is limited (Oltmann 2016). This was further limited by turning the camera off during the interview, becoming a method of a phone call as suggested by Oltmann (2016). The information gathered is restricted in geographical scope, and in this respect, it is not generalisable.

4. CONCLUSION
This study has sought to discuss the key challenges and uncertainty in pipe failure models holistically, drawing from the literature and complementing the findings with further understanding from current practices in water companies. The findings
reveal that uncertainty stems from poor data quality and quantity, resulting from challenges presented when collecting and managing the data. There needs to be a focus on data collection, in particular communication as to the importance of the data, continuous data collection, sharing relevant data and collecting continuous data. Improving data in the first instance will ensure reliable pipe failure models. Further challenges arise from the infrequent number of failures in pipe failure networks that present mathematical probable to model. The combination of this and poor data quality and quantity makes short term-modelling (weekly, or monthly) for individual assets difficult, and is unlikely to provide an accuracy that guides management decisions.

Modelling pipe failure is an essential component in the proactive management of assets, enabling the identification of areas in the WDN most at risk of failure, guiding replacement strategies, rehabilitation and maintenance schemes or helping target areas of the network for further leakage investigation. With the advent of smart networks and improving analytical techniques, water companies can be more proactive in managing pipe failures, using real-time modelling and insight. The collection of vast data and potentially using modern analytics and machine learning methods offers information to improve pipe failure models, helping water companies make better decisions, especially considering future water demands and a changing climate.

Table 2 | Summary of key findings including challenges and priorities for future efforts to improve pipe failure models

| Challenge                                | Findings                                                                                           |
|------------------------------------------|----------------------------------------------------------------------------------------------------|
| Challenges of Managing Data              |  • Collect continuous data across regulatory periods.                                                |
|                                          |  • Collect more data correlated with pipe failures in useable formats.                                |
|                                          |  • Remove data silos and promote the use of ontological data sharing.                                 |
|                                          |  • Establish data management protocols, and harmonise the disparate databases, providing data polls that are initiative. |
| Limitations of Pipe Failure Data         |  • Summarise prediction intervals (e.g., annual, or greater) to reduce the effects of coarsely recorded failure times. |
|                                          |  • Use real-time data collection if available to estimate the time of failure (e.g., pressure or flow data). |
|                                          |  • Determine reactive and proactive failures.                                                        |
|                                          |  • Use high-resolution data using smart sensors.                                                     |
|                                          |  • Collect information on localised conditions during excavation operations to repair and lay new pipes. |
|                                          |  • Use decommissioned pipe data for training data sets.                                               |
| Complexities of Pre-processing           |  • Communicate the importance of data to encourage accurate and complete repair data capture – especially location. |
|                                          |  • Establish standardised formal data collection protocols.                                          |
|                                          |  • Use advanced pre-processing methods such as imputing, KNN, feature engineering or data fusion.     |
|                                          |  • Devise a suitable means to place pipe failures accurately, linking site records to pipe records.   |
|                                          |  • Consider dissimilar asset lengths by grouping, re-cutting, length related mean or logarithmic transformation. |
|                                          |  • The type of model used should dictate how and if failure history can be used as a covariate.       |
| Understanding model scalability          |  • The desired output should determine the model scalability, although short term predictions at pipe levels perform poorly. |
|                                          |  • At low spatial and temporal scales, data imbalanced must be carefully considered, perhaps using sampling techniques or zero-inflated models. |
| Future opportunities and challenges      |  • Collection of improved quality data must be prioritised.                                          |
|                                          |  • Advanced data-driven techniques such as machine learning, used in combination with continuous data offers more accurate predictions. |
|                                          |  • The use of digital twins, smart sensors and real time data offers more accuracy than short-term pipe failure models for operations teams. |
|                                          |  • Failure models can be used for long term strategy management.                                     |
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