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Abstract—One of the tasks of law enforcement agencies is to find evidence of criminal activity in the Darknet. However, visiting thousands of domains to locate visual information containing illegal acts manually requires a considerable amount of time and resources. Furthermore, the background of the images can pose a challenge when performing classification.

To solve this problem, in this paper, we explore the automatic classification of Darknet images using Semantic Attention Keypoint Filtering, a strategy that filters non-significant features at a pixel level that do not belong to the object of interest, by combining saliency maps with Bag of Visual Words (BoVW). We evaluated SAKF on a custom Tor image dataset against CNN features: MobileNet_v1 and ResNet50, and BoVW using dense SIFT descriptors, achieving a result of 87.98% accuracy and outperforming all other approaches.
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I. INTRODUCTION

The Darknet is the portion of the Deep Web that cannot be indexed by standard search engines, requiring unique browsers to access. The most famous Darknet is the Tor network, which provides its users with a layer of anonymity. However, this feature also enables criminal activity inside the Tor network, such as selling weapons and drugs, counterfeiting identity, among others [1].

The automatic recognition and classification of this content can be a time and resource demanding task for Law Enforcement Agencies (LEA).

To support this task, in this paper [2], we introduced Semantic Attention Keypoint Filtering (SAKF), a method that improves the classification of Tor domain images into ilicit categories by combining saliency maps with Bag of Visual Words (BoVW) [3]. Using this approach, the content of a Tor Hidden Service can be determined based on the its hosted images.

II. BAG OF VISUAL WORDS (BOVW)

In the Bag of Visual Words (BoVW) model [3], each image is represented by the frequency of appearance of particular visual elements, called visual words.

First, a set keypoints are sampled from the image. Then, around each keypoint, a small squared region is considered and described through the use of a feature vector or descriptor. Finally, the BoVW computes a dictionary, i.e. a set of the visual words that could be present in a dataset.

These visual words are the resulting clusters from a clustering process over the feature vectors extracted from the images belonging to the training set.

The keypoint sampling method and type of descriptors extracted from each patch may vary. In this work, we used a dense grid for sampling the key points, and SIFT (Scale-Invariant Feature Transform) descriptors [4]. To create the dictionary, we used K-means clustering.

During the stage of image representation, BoVW globally describes the images using the dictionary. First, a set of keypoints from each image is sampled and described with a feature vector. Then, these vectors are assigned to the closest visual word in terms of vector distance. Finally, the histogram of the visual words that represents all the initial feature vectors is used as the final image descriptor.

III. SEMANTIC ATTENTION KEYPOINT FILTERING

Previous work [5] demonstrated that the accuracy in an image classification process, where BoVW and the saliency map are combined, depends on the standard deviation $\sigma$ of the Gaussian kernel used in the image signature algorithm by Hou et al. [6], also known as blurring factor.

The saliency map algorithm proposed by Hou et al. [6] considers the image as the sum of the foreground and background signals. The foreground of an image can be computed as the sign map of the image’s DCT (discrete cosine transform) coefficients.

Let $SM_\sigma$ be the image signature computed for a given blurring factor $\sigma$. We binarized $SM_\sigma$ using the Otsu threshold [7], separating pixels into two classes, foreground and background. The result is an image, $SM_{bin}$, where the attention zone corresponds to white pixels, and the black ones represent the background information.

Dense SIFT descriptors are extracted from the original image and separated into two groups: foreground, $d_F$, and background descriptors, $d_B$. Subsequently, two different visual dictionaries are calculated using $d_F$ and $d_B$, called $VD_F$ and $VD_B$, respectively.

At this point, SAKF is applied to select foreground descriptors whose semantic meaning is closer to the main attention zone, i.e. the areas with values 1 in $SM_{bin}$. For this, given an image, we make a semantic attention selection for all the foreground descriptors, and filter them using their Euclidean distances to the foreground and background dictionaries. Then, we generate the BoVW descriptor matrix only with the foreground descriptors whose measured distance is closer to the foreground dictionary. Fig. 1 visually depicts the SAKF method.

IV. EXPERIMENTAL RESULTS

To demonstrate the effectiveness of the proposed method, we conducted independent experiments using 7 publicly avail-
able datasets, selecting 75% of the data for the training process and 25% of the data for testing. We included the TOr Images Categories (TOIC) [1], a dataset with 698 real images taken from Tor domains, to apply SAKF to the task of Tor Darknet domain classification. This dataset contains 5 categories of illegal content. The remaining 6 datasets contain general purpose images.

In Fig. 2 we can see how SAKF filters out non-relevant information, in three examples taken from the TOIC dataset.

The system used for classification maintained the configuration of previous works [1], [3], [6], [9], i.e., dense SIFT descriptors [4] with step and size 7, K-means to obtain a 2048 visual words dictionary, BoVW feature vectors [3] built through a hard assignment approach and Support Vector Machine (SVM) classifier with a lineal kernel.

Finally, we made a comparison between the baseline from previous works [1], [8], [9], [10], where we used a classical BoWV model together with dense SIFT, our proposal dSIFT+BoWV (SAKF), and Convolutional Neural Networks (CNN) features, extracting the last layer of two pretrained CNNs on ImageNet dataset: MobileNet_v1 [11] and ResNet50 [12]. The extracted features were used to train an SVM classifier with a linear kernel with five different sets of training and test, replicating the same conditions than when we used dense SIFT together with BoVW encoding.

The results of our comparisons are presented in Table I.

## V. Conclusions

In this paper, we presented Semantic Attention Keypoint Filtering (SAKF), a method that improves the image classification performance based on the Bag of Visual Words (BoVW) framework. Our proposal filters background information and extracts descriptors only from the foreground.

We compared the results of our method against similar implementations and CNN feature-based approaches, achieving higher accuracy than previous works.

## Acknowledgements

This work was supported by the framework agreement between the Universidad de León and INCIBE (Spanish National Cybersecurity Institute) under Addendum 01. We acknowledge NVIDIA Corporation with the donation of the TITAN Xp and Tesla K40 GPUs used for this research.

## References

[1] E. Fidalgo, E. Alegre, V. González-Castro, and L. Fernández-Robles, “Illegal activity categorisation in DarkNet based on image classification using CREIC method,” 10th International Conference on Computational Intelligence in Security for Information Systems, vol. 1, no. 1, pp. 600–609, 2018.

[2] E. Fidalgo, E. Alegre, L. Fernández-Robles, and V. González-Castro, “Classifying suspicious content in tor darknet through semantic attention keypoint filtering,” Digital Investigation, vol. 30, pp. 12–22, 2019.

[3] G. Csurka, C. R. Dance, L. Fan, J. Willamowski, and C. Bray, “Visual categorization with bags of keypoints,” in European Conference on Computer Vision (ECCV) International Workshop on Statistical Learning in Computer Vision, 2004, pp. 59–74.

[4] D. G. Lowe, “Distinctive image features from scale invariant keypoints,” Int’l Journal of Computer Vision, vol. 60, pp. 91–110, 2004.

[5] E. Fidalgo, E. Alegre, V. González-Castro, and L. Fernández-Robles, “Boosting image classification through semantic attention filtering strategies,” Pattern Recognition Letters, vol. 112, pp. 176–183, sep 2018.

[6] X. Hou, J. Harel, and C. Koch, “Image signature: Highlighting sparse salient regions,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 34, no. 1, pp. 194–201, 2012.

[7] N. Otsu, “A threshold selection method from gray-level histograms,” IEEE transactions on systems, man, and cybernetics, vol. 9, no. 1, pp. 62–66, 1979.

[8] E. Fidalgo, E. Alegre, V. González-Castro, and L. Fernández-Robles, “Compass radius estimation for improved image classification using Edge-SIFT,” Neurocomputing, vol. 197, pp. 119–135, 2016.

[9] E. Fidalgo Fernández, E. Alegre Gutiérrez, L. Fernández Robles, and V. González Castro, “Fusión temprana de descriptores extraídos de mapas de prominencia multi-nivel para clasificar imágenes,” Revista Iberoamericana de Automática e Informática., vol. 16, no. 3, pp. 358–368, 2019.

[10] R. Biswas, E. Fidalgo, and E. Alegre, “Recognition of service domains on tor darknet using perceptual hashing and image classification techniques,” in 8th International Conference on Imaging for Crime Detection and Prevention (ICDP 2017), Dec 2017, pp. 7–12.

[11] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang, T. Weyand, M. Andreetto, and H. Adam, “Mobilenets: Efficient convolutional neural networks for mobile vision applications,” arXiv preprint arXiv:1704.04861, 2017.

[12] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 770–778.

## Table I

| Methods                                          | Accuracy  |
|--------------------------------------------------|-----------|
| MobileNet_v1                                     | 74.06%    |
| ResNet50                                         | 81.37%    |
| dSIFT + BoWV                                     | 85.78%    |
| dSIFT + BoWV + SAKF                              | 87.98%    |

## Figures

- Figure 1. Overview of the proposed SAKF method.
- Figure 2. Three samples from TOIC. Foreground descriptors are represented by black dots (left), while the red dots (right) represent SAKF descriptors.