Temperature and magnetic-field dependence of the quantum corrections to the conductance of a network of quantum dots
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We calculate the magnetic-field and temperature dependence of all quantum corrections to the ensemble-averaged conductance of a network of quantum dots. We consider the limit that the dimensionless conductance of the network is large, so that the quantum corrections are small in comparison to the leading, classical contribution to the conductance. For a quantum dot network the conductance and its quantum corrections can be expressed solely in terms of the conductances and form factors of the contacts and the capacitances of the quantum dots. In particular, we calculate the temperature dependence of the weak localization correction and show that it is described by an effective dephasing rate proportional to temperature.

PACS numbers: 73.23.-b, 05.45.Mt, 73.20.Fz

I. INTRODUCTION

The low temperature conductivity of disordered metals or semiconductors is dominated by the elastic scattering of electrons off impurities and defects. While the conductivity is determined by Drude-Boltzmann theory for not too low temperatures, quantum corrections to the conductivity become important at temperatures low enough that the electronic phase remains well defined despite electron-electron interference of electrons traveling along time-reversed paths, whereas the interaction correction can be understood in terms of resonant scattering off Friedel oscillations near impurities.

Although they are small in comparison to the Drude conductivity, the quantum corrections are important because they strongly depend on temperature and an applied magnetic field, whereas the Drude conductivity does not (as long as impurity scattering is the dominant source of scattering). Theoretically, the temperature and magnetic-field dependences of the corrections can be expressed in terms of the sample’s diffusion constant (or, equivalently, the elastic mean free path), which can be obtained independently from a measurement of the Drude conductivity. The availability of quantitative theoretical predictions has made a detailed comparison to theory and experiment possible.

The same quantum corrections also exist for a ‘quantum dot’, a conductor coupled to electron reservoirs via artificial constrictions (e.g., tunnel barriers or point contacts), such that the conductance of the device is dominated by the contacts and not by scattering off impurities or defects inside the sample. The latter condition is satisfied if the product $E_{Th} \nu$ of the dot’s ‘Thouless energy’ and its density of states is much larger than the dimensionless conductance of the contacts connecting the dot to source and drain reservoirs. (The Thouless energy is the inverse of the time needed for ergodic exploration of the quantum dot.)

In this article we consider ‘open’ quantum dots, which have contact conductances larger than the conductance quantum $e^2/h$. Because transport through a quantum dot is dominated by the contacts, it is described by the sample’s conductance, not its conductivity. The quantum corrections then pertain to the conductance after averaging over an ensemble of quantum dots that differ, e.g., in their shape or precise impurity configuration.

While the magnetic-field dependence of quantum corrections to the ensemble averaged conductance is in apparent agreement with the theory, the situation regarding the temperature dependence is more complicated and no good agreement has been reported to date. Theoretically, the temperature dependence of the weak localization correction to the conductance of a quantum dot is described by means of a ‘dephasing rate’ $\gamma_\phi$. For a quantum dot, one expects

$$\gamma_\phi = c T^2 / E_{Th}^2 \nu,$$

where $T$ is the temperature and $c$ is a numerical constant that depends on the dot’s size and shape. The proportionality constant $c$ can not be measured independently, however, which is an important difference with the case of a diffusive conductor. The absence of a separate method to determine this constant poses a significant difficulty when comparing theory and experiment. A second difficulty is the lack of a direct theory of the temperature dependence of weak localization. Instead, the available theoretical descriptions employ a phenomenological description and match the dephasing rate to Eq. (1), from which the temperature dependence of weak localization can be obtained.

In this article, we study the quantum corrections to the conductance in a network of quantum dots or “quantum circuit” (See Fig. 1 for an example of a quantum dot network with $N_D = 3$ dots.) Replacing a single quan-
Our main result is an expression for the ensemble average of the dimensionless conductance

\[ G = \frac{d_e \epsilon^2}{\hbar} g, \tag{2} \]

where \( d_e = 1 \) or \( 2 \) in the absence or presence of spin degeneracy, respectively. The result becomes exact in the limit that the contact conductances are much larger than the conductance quantum \( \epsilon^2/\hbar \).

FIG. 1: An example of a quantum dot network with \( N = 3 \) quantum dots. The conductance of the network is dominated by the conductances of the contacts between the dots. We assume that all dots in the network are ‘open’, i.e., all contact conductances are much larger than the conductance quantum \( \epsilon^2/\hbar \).

disordered conductors. The second correction, \( \delta g^{\text{int},2} \), describes the renormalization of the contact conductances by the interactions. It is usually referred to as (dynamical) Coulomb blockade, an effect that is well-known from the theory of transport through tunnel junctions in series with a high impedance or quantum dots with tunneling contacts. Its counterpart in the theory of disordered conductors is the Altshuler-Aronov correction to the tunneling density of states.

The fact that the temperature dependence of quantum corrections in a quantum dot network does not depend on details of individual dots has its origin in the different form of the relevant electron-electron interaction modes in a quantum dot network and in a single dot. In a single quantum dot, the dominant contribution to the electron-electron interaction is the uniform mode, the strength of which is set by the dot’s capacitance. Apart from a possible renormalization of the contact conductances, \( \delta g^{\text{int},2} \), the uniform mode has no effect on the quantum correction to the dot’s conductance. In particular, the weak localization correction \( \delta g^{\text{WL}} \) is unaffected by the interaction and the non-local interaction correction \( \delta g^{\text{int},1} \) vanishes. Instead, electron-electron interactions determine \( \delta g^{\text{WL}} \) and \( \delta g^{\text{int},1} \) in a single quantum dot through sub-dominant non-uniform interaction modes, which are known to depend on the precise sample details. For a quantum dot network, on the other hand, there exist interaction modes that are uniform inside each dot but not across the full network. With such interaction modes, all three interaction corrections \( \delta g^{\text{WL}}, \delta g^{\text{int},1}, \) and \( \delta g^{\text{int},2} \) are generically nonzero and temperature dependent. Moreover, because these modes are uniform inside each quantum dot, their properties depend on the contacts between the dots and on the dot capacitances only, not on the precise geometry of each dot separately. It is this essential feature that makes a quantum dot network an ideal paradigm for studying the effect of electron-electron interactions on quantum transport in finite-size systems.

Separate aspects of the problem we address here have been considered before. Weak localization in single quantum dots without interactions has been studied by various authors as well as the effect of the uniform interaction mode on the conductance of the contacts connecting the dot to the electron reservoirs. (See Ref. 41 for a discussion of a comparable effect involving spin-dependent interactions in the quantum dot.) Also, while it is known that the uniform interaction mode has no effect on weak localization because a spatially uniform fluctuating potential affects phases of time-reversed trajectories in the same way, the uniform interaction mode can suppress interference contributions to other observables if the quantum dot is part of an interferometer.

Weak localization in networks of quantum dots, but without interactions, was considered by Argaman for dots connected by ideal contacts and by Cam-
Weak localization and interaction corrections have also been considered for networks of diffusive metallic wires. Large arrays of quantum dots connected by tunneling contacts further appear in the study of granular metals but accounted for weak localization and its temperature dependence only via a phenomenological dephasing rate and a renormalized diffusion constant. A microscopic theory of the temperature dependence of weak localization in granular metals was given by Blanter et al. in the high temperature limit. Our present analysis (as well as that of Ref. 3) is for contacts of arbitrary transparency and contains contributions to weak localization and to the interaction correction to the conductance that are absent in a network where all contacts are tunneling contacts. Our results agree with the literature wherever applicable, except for the zero-temperature limit of the weak localization correction \( \delta g_{\text{WL}} \), where we find that weak localization is unaffected by electron-electron interactions, in contrast to Ref. 3.

The remainder of our article is organized as follows. In Sec. II we introduce the relevant parameters needed to describe the quantum dot network, formulate our main assumptions, and present our main result, an expression for the ensemble-averaged conductance and its quantum corrections. In Sec. III we motivate our result for the system-averaged conductance and its quantum corrections suppressing weak localization even at zero temperature, a conclusion that contradicts the common wisdom that there is no dephasing from electron-electron interactions at zero temperature Pagnano and Nazarov for dots connected by arbitrary contacts. Golubev and Zaikin calculated the interaction corrections \( \delta g_{\text{int},1} \) and \( \delta g_{\text{int},2} \) for a linear array of quantum dots as well as the weak localization correction for non-interacting electrons (but with a phenomenological dephasing rate). In a recent publication, the same authors also considered the full temperature dependence of weak localization in the special case of a double quantum dot (a network with \( N_D = 2 \) quantum dots) with tunneling contacts and reported that electron-electron interactions suppress weak localization even at zero temperature, a conclusion that contradicts the common wisdom that there is no dephasing from electron-electron interactions at zero temperature.

II. DEFINITION OF THE PROBLEM AND MAIN RESULTS

A. Network of quantum dots

We consider a network of \( N_D \) quantum dots, coupled to two electron reservoirs. A schematic drawing of a network is shown in Fig. 1. In this section we introduce the relevant parameters to describe the quantum dot network and summarize our main results.

The quantum dots are connected to each other and to source and drain electron reservoirs via point contacts. The dots will be labeled by an index \( i = 1, \ldots, N_D \); the reservoirs are labeled by the index \( a = 1, 2 \). The contact between dots \( i \) and \( j \) is described by its dimensionless conductance \( g_{ij} \) (per spin direction) and its form factor \( f_{ij} \). Both \( g_{ij} \) and \( f_{ij} \) are defined in terms of the transmission matrix \( t_{ij} \) of the contact,

\[
g_{ij} = \text{tr} \ t_{ij} t_{ij}^\dagger, \quad f_{ij} = \text{tr} \ (t_{ij} t_{ij}^\dagger)^2.
\]

(4)

Form factors are related to Fano factors \( \beta \) often encountered in the literature via \( \beta_{ij} = (g_{ij} - f_{ij})/g_{ij} \). The dimensionless conductances and form factors are symmetric, \( g_{ij} = g_{ji} \) and \( f_{ij} = f_{ji} \), \( i,j = 1, \ldots, N_D \). Spin degeneracy will be explicitly taken into account via the parameter \( d_1 = 1, 2 \).

Similarly, the contacts between the \( i \)th quantum dot and reservoir \( a, a = 1, 2 \), are described by a dimensionless conductance \( g'_{ia} = g_{ai} \) and a form factor \( f'_{ia} = f_{ai} \), which are related to the transmission matrix \( t'_{ia} \) of these contacts as

\[
g'_{ia} = \text{tr} t'_{ia} t'^\dagger_{ia}, \quad f'_{ia} = \text{tr} (t'_{ia} t'^\dagger_{ia})^2.
\]

(5)

For ballistic contacts one has \( f = g \); for tunneling contacts one has \( f \ll g \). Throughout we assume that all conductances are large,

\[
g_{ij}, \ g'_{ia}, \gg 1, \quad i,j = 1, \ldots, N_D, \quad a = 1, 2.
\]

(6)

(One may replace this condition by the less strict requirement that each quantum dot be well connected to one of the two reservoirs, such that the regime of strong Coulomb blockade is avoided.) For future use, we arrange the conductances and form factors in \( N_D \times N_D \) matrices \( \hat{g} \) and \( \hat{f} \) with elements

\[
\hat{g}_{ij} = \begin{cases} 
\sum_{a=1}^{2} g'_{aj} + \sum_{k \neq j} N_D \ g_{ik} \ i = j, \\
-g_{ij} \ i \neq j,
\end{cases}
\]

\[
\hat{f}_{ij} = \begin{cases} 
\sum_{a=1}^{2} f'_{ai} + \sum_{k \neq i} N_D \ f_{ik} \ i = j, \\
-f_{ij} \ i \neq j.
\end{cases}
\]

(7)

(8)

The quantum dots are assumed to be disordered or ballistic-chaotic, with density of states \( v_i \) per spin degree of freedom and Thouless energy \( E_{\text{Th},i} \), \( i = 1, \ldots, N_D \). The Thouless energy \( E_{\text{Th},i} = \hbar/\tau_{\text{erg},i} \), where \( \tau_{\text{erg},i} \) is the time for ergodic motion of the \( i \)th quantum dot. If the electron motion is diffusive inside each quantum dot dot
with diffusion constant $D$, $E_{Th,i} \sim D/L_i^2$ where $L_i$ is the linear size of dot $i$. (Our definition, while common in the literature, differs from some references where $E_{Th,i}$ is the inverse of the dot’s dwell time.) We assume

$$E_{Th,i} \nu_i \gg \tilde{g}_{ii}, \quad i = 1, \ldots, N_D,$$  \hspace{1cm} (9)

so that random matrix theory can be used to describe the electronic states in the quantum dot network. An external magnetic field is described by means of the dimensionless numbers

$$g_{H,i} = E_{Th,i} \nu_i \frac{\Phi_i^2}{\Phi_0^2}, \quad i = 1, \ldots, N_D,$$  \hspace{1cm} (10)

where $\Phi_i$ is the magnetic flux through the $i$th quantum dot and $\Phi_0 = hc/e$ is the flux quantum. In order to simplify the notation, we arrange the densities of states $\nu_i$ and the parameters $g_{H,i}$ in diagonal $N_D$-dimensional matrices $\tilde{\nu}$ and $\tilde{g}_{ii}$,

$$\tilde{\nu}_{ij} = \nu_i \delta_{ij}, \quad (\tilde{g}_{H})_{ij} = g_{H,i} \delta_{ij}, \quad i, j = 1, \ldots, N_D. \tag{11}$$

Corrections to the conductance that depend on the magnetic field will only be relevant where $g_{H,i}$ is of order $\tilde{g}_{ii}$ or less, otherwise they will be fully suppressed. In that parameter range, the flux through the insulating regions between the quantum dots is much smaller than $\Phi_0$, so that the corresponding Aharonov-Bohm phases can be neglected.

The inequality \ref{eq:inequality} also implies that the electron-electron interaction in each dot is well screened. Hence, the electron-electron interaction couples to the total charge $q_i = en_i$ of each dot only. Such an interaction is described by means of capacitances $C_{ij}$ for the capacitive coupling between dots (if $i \neq j$) and for each dot’s self-capacitance (if $i = j$). Again, we arrange the capacitances into an $N_D$-dimensional matrix $\tilde{C}$,

$$\tilde{C}_{ij} = \begin{cases} \sum_{k=1}^{N_D} C_{ik} & i = j, \\ -C_{ij} & i \neq j. \end{cases} \tag{12}$$

For metallic dots, one has the inequality

$$\tilde{C}_{ii}/e^2 \ll \nu_i, \quad i = 1, \ldots, N_D. \tag{13}$$

### B. Quantum corrections to the conductance

Our main result is a calculation of the ensemble-averaged conductance $\langle G \rangle = (d_e e^2/h) \langle g \rangle$ of the quantum dot network as a function of temperature,

$$\langle g \rangle = g^{cl} + \delta g^{WL} + \delta g^{int,1} + \delta g^{int,2},$$

where $g^{cl}$ is the classical conductance of the network and $\delta g^{WL}$, $\delta g^{int,1}$, and $\delta g^{int,2}$ are corrections. The average conductance is calculated using the following limiting procedure for the parameters of the network:

1. We first take the limit \ref{eq:limit1} needed for the applicability of random matrix theory, while keeping the ratios $\nu_i/\nu_j$ and $T/\nu_i$, as well as the $g_{H,i}$ fixed, $i, j = 1, \ldots, N_D$.

2. We then take the limit \ref{eq:limit3} of large contact conductances, while keeping the ratios $\tilde{g}_{ij}/\tilde{g}_{ii}$, $g_{H,i}$, and $g_{H,j}/g_{H,i}$ fixed, $i, j, k = 1, \ldots, N_D$, $a = 1, 2$.

3. Finally, we simplify our results using the inequality \ref{eq:inequality}, if possible.

In all three limiting steps, the number $N_D$ of dots in the network is kept constant. Keeping the ratio $T/\nu_i$ fixed in the first limiting step eliminates interaction corrections from non-uniform interaction modes inside the quantum dots, see Eq. \ref{eq:limit1} above. In the second limiting step, we do not make any assumptions about the temperature, thus allowing for the full range of temperature-dependent effects that can be described within random matrix theory. We note that, while the classical conductance $g^{cl}$ diverges in this limiting procedure, this divergence does not affect the temperature or magnetic-field dependence of $\langle g \rangle$ because $g^{cl}$ does not depend on temperature or magnetic field. Corrections not included in Eq. \ref{eq:limit3} are either small in the limit \ref{eq:limit1} of large contact conductances or small in the limit \ref{eq:limit3} used to justify the use of random matrix theory.

The leading term $g^{cl}$ in Eq. \ref{eq:limit1} reads

$$g^{cl} = \sum_{i,j=1}^{N_D} g_{ii}^{\prime} (\tilde{g}^{-1})_{ij} g_{jj}^{\prime}, \tag{14}$$

where, in the second line of Eq. \ref{eq:limit2}, we have written “$,$” to denote indices in adjacent factors that are summed over as in matrix multiplication. [Compare with the first line of Eq. \ref{eq:limit2}.] This shorthand notation will be employed throughout the text.

The correction $\delta g^{WL}$ is the weak localization correction to the ensemble-averaged conductance. It can be distinguished from the remaining two corrections $\delta g^{int,1}$ and $\delta g^{int,2}$ because $\delta g^{WL}$ depends on an applied magnetic field whereas $\delta g^{int,1}$ and $\delta g^{int,2}$ do not. We find

$$\delta g^{WL} = 2 \sum_{i,j=1}^{N_D} \delta g_{ij} \tilde{g}_{ii}^{-1} \tilde{g}_{jj}^{-1} (\tilde{g} - \tilde{f})_{ij} \tilde{g}_{ij}^{-1} g_{ij}^{\prime},$$

$$+ \sum_{i=1}^{N_D} \delta g_{ii} \tilde{f}_i \tilde{g}_{ii}^{-1} g_{ii}^{\prime},$$

$$+ \sum_{i=1}^{N_D} \delta g_{ii} \tilde{g}_{ii}^{-1} \tilde{f}_i \tilde{g}_{ii}^{-1} g_{ii}^{\prime} - f_{ii}^{\prime},$$

$$- \sum_{i,j=1}^{N_D} \tilde{f}_{ij} \tilde{g}_{ij} \tilde{g}_{ii}^{-1} \tilde{g}_{jj}^{-1} g_{ij}^{\prime}, \tag{15}$$
where the $N_D \times N_D$ matrix $\tilde{c}$ is the counterpart of the “Cooperon” in the theory of weak localization in disordered conductors. For the quantum dot network, $\tilde{c}$ reads

$$\tilde{c}_{ij} = \sum_{k=1}^{N_D} \frac{1}{\pi \hbar v_k} (\Gamma + \Gamma_H + \Gamma_\phi)^{-1}_{ik,kl} \cdot \delta g_{kl} \cdot \delta g_{lj}, \quad (16)$$



$$\Gamma_{ik,jl} = \frac{1}{2 \pi \hbar v_i} \tilde{g}_{ik} \delta_{jl} + \frac{1}{2 \pi \hbar v_j} \delta_{ik} \tilde{g}_{jl},$$

$$\Gamma_{ik,jl} = \frac{1}{2 \pi \hbar v_i} \tilde{g}_{ik} \delta_{jl} + \frac{1}{2 \pi \hbar v_j} \delta_{ik} \tilde{g}_{jl},$$

$$\Gamma_{ik,jl} = \frac{4 \pi T}{\hbar} (g_{ii} - 2 \tilde{g}_{ij} - \tilde{g}_{jj}) \delta_{ik} \delta_{jl}. \quad (17)$$

The terms $\Gamma_H$ and $\Gamma_\phi$ describe the suppression of weak localization by a magnetic field and electron-electron interactions, respectively. In the limit of low temperatures $H = 0$ and $\Gamma_\phi = 0$ and Eq. (16) simplifies to

$$\tilde{c}_{ij} \equiv (\tilde{g} + \tilde{g}_H)_{ij}^{-1}. \quad (18)$$

For high temperatures $(\Gamma_\phi)_{ii,jj}$ diverges [other elements are zero because of the Kronecker deltas in Eq. (17)], except for the diagonal elements with $i = j$. Hence, one finds

$$\tilde{c}_{ij} \equiv (\tilde{g}^d + \tilde{g}_H)_{ij}^{-1}, \quad (19)$$

where $\tilde{g}_H^d$ is the diagonal part of the matrix $\tilde{g}$, $\tilde{g}_H^d = \tilde{g}_{ij} \delta_{ij}$. This is the contribution to the weak localization correction that arises from self-returning electron trajectories that reside inside one quantum dot only and, hence, are unaffected by dephasing from electron-electron interactions.

The second interaction correction $\delta g_{int,2}$ represents the renormalization of the conductances between the quantum dots and between the dots and the reservoirs as a result of the electron-electron interactions,

$$\delta g_{int,2} = \frac{2 \pi}{\hbar} \int \frac{d\omega}{2} \left( \frac{\partial}{\partial \omega} \frac{\omega}{T} \right) \sum_{a,l=1}^{N_D} \sum_{k,l=1}^{N_D} \text{Im} \left[ \nu_{\alpha}(2 \pi i \omega g_{\alpha}^{-1} - \bar{\nu}_{\alpha}^{-1}) \bar{\nu}_{\beta} \right.

\left. \times (\tilde{g} - 2 \pi i \nu \omega)_{\alpha k} (\tilde{g} - 2 \pi i \nu \omega)_{k l} (\tilde{g} - 2 \pi i \nu \omega)_{l j} (g_{\alpha}^{-1} - \bar{\nu}_{\alpha}^{-1}) (\tilde{g}_{l}^{-1} - \bar{g}_{l}^{-1}) g_{j}^{f}. \quad (20)$$

The second interaction correction $\delta g_{int,2}$ represents the renormalization of the conductances between the quantum dots and between the dots and the reservoirs as a result of the electron-electron interactions,

$$\delta g_{int,2} = \frac{2 \pi}{\hbar} \int \frac{d\omega}{2} \left( \frac{\partial}{\partial \omega} \frac{\omega}{T} \right) \sum_{a,l=1}^{N_D} \sum_{k,l=1}^{N_D} \text{Im} \left[ \nu_{\alpha}(2 \pi i \omega g_{\alpha}^{-1} - \bar{\nu}_{\alpha}^{-1}) \bar{\nu}_{\beta} \right.

\left. \times (\tilde{g} - 2 \pi i \nu \omega)_{\alpha k} (\tilde{g} - 2 \pi i \nu \omega)_{k l} (\tilde{g} - 2 \pi i \nu \omega)_{l j} (g_{\alpha}^{-1} - \bar{\nu}_{\alpha}^{-1}) (\tilde{g}_{l}^{-1} - \bar{g}_{l}^{-1}) g_{j}^{f}. \quad (20)$$

The interaction corrections $\delta g'_{ij}$ and $\delta g_{ij}$ exist for non-ideal contacts with $f_{ij} < g_{ij}$, $f_{i} < g_{i}$ only, $i, j = 1, \ldots, N_D, a = 1, 2$,

$$\delta g'_{ij} = -(g'_{ij} - f'_{ij}) \int \frac{d\omega}{\omega} \left( \frac{\partial}{\partial \omega} \frac{\omega}{T} \right) \text{Re} \delta \tilde{z}_{ij},$$

$$\delta g_{jk} = -(g_{jk} - f_{jk}) \int \frac{d\omega}{\omega} \left( \frac{\partial}{\partial \omega} \frac{\omega}{T} \right) \text{Re} \delta \tilde{z}_{jk},$$

$$\times \text{Re} \left( \delta \tilde{z}_{jj} + \delta \tilde{z}_{kk} - 2 \delta \tilde{z}_{jk} \right). \quad (22)$$

where $\delta \tilde{z}$ is the difference of the network’s dimensionless impedance matrices with and without interactions,

$$\delta \tilde{z} = (d_{\omega} \tilde{g} - 2 \pi i \omega \tilde{C} / \bar{c}^2)^{-1} - (d_{\omega} \tilde{g} - 2 \pi i \omega \tilde{d} \tilde{p})^{-1}. \quad (23)$$

The interaction correction $\delta g_{int,1}$ was obtained previously by Golubev and Zaikin for a linear array of quantum dots and by Beloborodov et al. in the context of a granular metal. It is the counterpart of the Altshuler-Aronov correction in disordered metals, where it arises from the diffusive dynamics of the electrons. Although the electron dynamics is not diffusive in a quantum dot network, it is non-ergodic, which is sufficient for this interaction correction to appear. The exception is a quantum dot network consisting of a single quantum dot only, for which the electron motion is ergodic. Indeed, one verifies that $\delta g_{int,1} = 0$ if $N_D = 1$, in agreement with Refs. A semiclassical calculation of $\delta g_{int,1}$ for the special case of a double quantum dot with ballistic contacts can be found in Ref. 31.

For the case of a single quantum dot, the renormalization of the contact conductances $\delta g_{int,2}$ or “dynamical Coulomb blockade” was obtained previously in Refs. B C D E F. The renormalization of the contact conductances in the quantum dot network is essentially the same as in the case of a single quantum dot or a single tunnel junction coupled to a high-impedance electrical environment — in both cases the change of the contact conductance is proportional to the factor $(g - f)$, the only difference being that the impedance $z$ is replaced by the impedance matrix $\tilde{z}$ in the case of the quantum dot network. The same conclusion was reached for the interaction correction in an array of quantum dots with tunneling contacts in the context of transport through a granular metal.
Equations (3)–(23) provide a general solution for the ensemble-averaged conductance and its quantum corrections in an arbitrary quantum dot network for arbitrary temperature. These expressions can be simplified only by specializing to a particular quantum dot network. In Sec. V we analyze these expressions for the case of a double quantum dot, a network consisting of two quantum dots.

Although it is not possible to proceed quantitatively without specializing to a particular network, we can compare the sizes of these three quantum corrections and their typical temperature dependences. For the limiting procedure taken here — see the discussion following Eq. (3) —, the relevant temperature scale for dephasing of the weak localization correction is

\[ T_\phi = \hbar \max(g, g_1)/\tau_D, \]

where

\[ \tau_D \sim \hbar \nu/g \]

is the typical dwell time for the network. (Here \( g \) and \( g_1 \) are shorthand notations for typical values of \( g_{ij} \) or \( g_{1i} \), in the network, respectively.) For the interaction corrections \( \delta g^{\text{int,1}} \) and \( \delta g^{\text{int,2}} \), the relevant temperature scales are \( \hbar/\tau_D \) and the inverse charge relaxation time

\[ \hbar/\tau_c \sim e^2g/hC. \]

(In a more precise analysis one needs to identify \( \mathcal{N}_D \) dwell times and \( \mathcal{N}_D \) charge relaxation times for a network consisting of \( \mathcal{N}_D \) quantum dots, see Sec. II for an explicit calculation for \( \mathcal{N}_D = 2 \)). Since, typically, \( C/e^2 \ll \nu \), the charge relaxation time and the dwell time satisfy the inequality

\[ \tau_c \ll \tau_D. \]

With these definitions, we find the order of magnitude of the weak localization correction \( \delta g^{\text{WL}} \) to be

\[ \delta g^{\text{WL}} \sim \delta g^{\text{int,1}}^{\text{int,2}}, \]

where \( \delta g^{\text{int,2}} \) is larger than \( \delta g^{\text{int,1}} \) by (at least) a large logarithmic factor \( \ln(\tau_D/\tau_c) \).

The temperature dependence (28) implies a dephasing rate that is linear in temperature. A linear temperature dependence of the dephasing rate was obtained previously by Blanter et al. in the context of a granular metal \(^2\) and by Seelig and Büttiker for a single quantum dot embedded in one arm of an interferometer. In both cases, the linear temperature dependence of the dephasing rate arose because the fluctuations of the electric potential can be considered classical, similar to the situation encountered in one-dimensional and two-dimensional disordered conductors.\(^2\) As we discuss in the following sections, the same mechanism is responsible for the linear temperature dependence of the dephasing rate in the quantum dot network.

In the next section we describe a semiclassical derivation of the weak localization correction and its temperature dependence, Eq. (15) above. A full quantum mechanical calculation of all three corrections to the conductance is given in Sec. IV. We apply the general results presented here to the specific case of a double quantum dot in Sec. V.

III. WEAK LOCALIZATION: SEMICLASSICAL CONSIDERATIONS

In this section, we give a semiclassical argument for the temperature dependence of the weak localization correction to the conductance of a quantum dot network. These arguments provide a semiclassical interpretation of the fully quantum mechanical calculations of the next section.

Weak localization appears because of constructive interference of time-reversed trajectories. This interference leads to a small increase to the probability \( P_{\text{ret}} \) that an electron returns to its point of origin. Following the standard arguments,\(^2\) \( P_{\text{ret}} \) is calculated as a square of the return amplitude which, in turn, is written as a sum of amplitudes \( A_\alpha \) over all returning paths \( \alpha \). (These paths are
classical paths in ballistic conductors, and quantum
diffusive paths in conductors with impurity scattering.)
The quantum correction to $P_{\text{ret}}$ then follows from interfer-
ence between a path $\alpha$ and its time-reversed $\bar{\alpha}$. Since
the length of the self-returning path is arbitrary, the weak
localization correction to the dc conductance is propor-
tional to the time integral of the interference correction to
the return probability, known as the “Cooperon” in the
diagrammatic theory of weak localization. The counter-
part of the Cooperon for the quantum dot network is
the quantity
\[
\tilde{c}_{ij} \sim \frac{1}{(2\pi\hbar)^2 \nu_i \nu_j} \sum_\alpha A_\alpha (A_{\bar{\alpha}})^*,
\]  
where the sum is over all trajectories $\alpha$ that originate in
dot $j$ and end in dot $i$ and $\bar{\alpha}$ is the time-reversed of $\alpha$, see Fig. 2. [Note that the return probability involves the
diagonal elements $\tilde{c}_{ii}$ of the Cooperon matrix only. We
have included non-diagonal elements in Eq. (31) above in view
of the discussion of interaction effects below. Non-
diagonal elements $\tilde{c}_{ij}$ with $i$ and $j$ in adjacent dots also
appear for the description of weak localization in a
network of quantum dots with tunneling contacts, see Eq.
(33) above.]

At zero temperature and without a magnetic field,
$A_\alpha = A_{\bar{\alpha}}$. We may then calculate $\tilde{c}_{ij}$ using that $|A_\alpha|^2$ is
the probability that an electron propagates along trajec-
tory $\alpha$. Hence
\[
\tilde{c}_{ij} \sim \frac{1}{(2\pi\hbar)^2 \nu_i \nu_j} \int_0^\infty \, d\tau P_{ij}(\tau),
\]  
where $P_{ij}(\tau)$ is the probability that an electron in dot $j$
is found in dot $i$ after time $\tau$. In Eq. (32) above we canceled a
factor $2\pi\hbar \nu_j$ in the denominator against the phase space
volume of the $j$th quantum dot. For a quantum dot network,
$P_{ij}(\tau)$ can be expressed in terms of a rate matrix $\tilde{\gamma}$,
\[
P_{ij}(\tau) = (e^{-\tilde{\gamma} \tau})_{ij}, \quad \tilde{\gamma} = \tilde{\gamma}(2\pi \hbar \nu).
\]  
Integrating over time, we then find
\[
\tilde{c}_{ij} = \tilde{\gamma}_{ij}^{-1}.
\]  

The interference between a path $\alpha$ and its time-reversal is suppressed if time-reversal symmetry is broken by a magnetic field, because a magnetic field changes the phases of $A_\alpha$ and $A_{\bar{\alpha}}$ in opposite ways. Interference is also suppressed because of electron-electron interactions at a finite temperature. Interactions cause the electrons to experience a time-dependent potential $\phi(\vec{r}, t)$, which modifies the phase of $A_{\bar{\alpha}}$ and $A_\alpha$ in different ways if the trajectories $\alpha$ and $\bar{\alpha}$ are in different dots at the same time $t$. For a network of quantum dots, the fluctuating potential $\phi$ is uniform inside each dot, so that we can write $\phi(j, t)$, where $j = 1, \ldots, N_D$ is the index labeling the quantum dots in the network. For each amplitude $A_\alpha$, one then has
\[
A_\alpha[\phi] \to A_\alpha[0] e^{i \int_0^\infty \phi(j_\alpha(t), t)/\hbar},
\]  
where $t_\alpha$ is the duration of the path $\alpha$, $j_\alpha(t)$ the index of
the quantum dot corresponding to the position of path $\alpha$ at time $t$, and $A_\alpha[0]$ the return amplitude in the absence of the potential $\phi$.

For a quantum dot network, one may consider $\phi$ as a classical fluctuating potential. (This will be verified in the exact quantum mechanical calculation of Sec. 7 below.) Its fluctuations are given by the fluctuation-
dissipation relation
\[
\langle \phi(i, t) \phi(j, t') \rangle = \int \frac{d\omega}{2\pi} e^{i \omega (t-t')} \hbar \frac{2T}{\omega} \text{Im} [L_{ij}^R(\omega)],
\]  
where the response function $L_{ij}^R(\omega)$ describes the (linear) change $\delta n_j/e$ of the electric potential in the $i$th quantum
dot to a change $\delta \phi_j = e \delta n_j$ of the charge in the $j$th quantum
dot,
\[
\delta \phi_i(\omega) = -L_{ij}^R(\omega) \delta n_j(\omega).
\]  
For the quantum dot network, one has
\[
L_{ij}^R(\omega) = \left[ \tilde{C}/e^2 + d_s (\nu^{-1} - 2\pi i \omega \tilde{\gamma}^{-1})^{-1} \right]_{ij}^{-1},
\]  
where the matrices $\tilde{C}$, $\nu$, and $\tilde{\gamma}$ were defined in Sec. II above. Typically, $\tilde{C}/e^2 \ll \nu$, $\tilde{\gamma}/|\omega|$, and we can replace Eq. (38) by
\[
L_{ij}^R(\omega) = \frac{1}{d_s} (2\pi i \omega \tilde{\gamma}^{-1} - \nu^{-1})_{ij}.
\]  
Using this expression for $L_{ij}^R(\omega)$, we find that Eq. (30) simplifies to
\[
\langle \phi(i, t) \phi(j, t') \rangle = 4\pi \hbar T \frac{1}{d_s} \tilde{\gamma}_{ij}^{-1} \delta(t-t').
\]  
In order to find the effect of the fluctuating potential on the Cooperon propagator $\tilde{c}_{ij}$, we separate the contributions from trajectories $\alpha$ of duration $t_\alpha$ smaller and larger than $2\Delta t$, where $\Delta t$ is a time interval sufficiently short that the net phase shift from the fluctuating potential in the exponent in Eq. (33) is small, see Fig. 4. We also take $\Delta t$ much shorter than the dwell time in a
single quantum dot, so that \( P_{ij}(d\tau) = \delta_{ij} - \hat{\gamma}_{ij} d\tau \), see Eq. (33) above. For trajectories of duration \( t_a > 2d\tau \), we consider the initial and final segment of duration \( d\tau \) separately. Recognizing that the contribution from the intermediate segments of duration \( t_a - 2d\tau \) can again be expressed in terms of \( \hat{c} \), and using Eq. (41) to average over the fluctuating potentials, we then find

\[
\hat{c}_{ij} = \frac{2d\tau}{2\pi \hbar v}\delta_{ij} + \sum_{k,l=1}^{N_D} (\delta_{ik} - \hat{\gamma}_{kl} d\tau)(\delta_{jl} - \hat{\gamma}_{lj} d\tau)\hat{c}_{kl} - \sum_{k,l=1}^{N_D} (\hat{\gamma}_{H,ik} + \hat{\gamma}_{H,jl} + \hat{\gamma}_{\phi,ij})\delta_{ik}\delta_{jl}\hat{c}_{kl} d\tau,
\]

up to corrections of order \( d\tau^2 \). Here

\[
\hat{\gamma}_{H,ij} = \frac{g_{ji,ij}}{2\pi \hbar v},
\]

\[
\hat{\gamma}_{\phi,ij} = \frac{4\pi T}{d_\alpha h} (\hat{g}_{ii}^{-1} + \hat{g}_{jj}^{-1} - 2\hat{g}_{ij}^{-1}),
\]

and \( \Gamma_{ik,jl} = \hat{\gamma}_{kl}\delta_{ij} + \delta_{ik}\hat{\gamma}_{ij} + \delta_{jl}\hat{\gamma}_{ij} \). The calculation of Sec. [IV] shows that the potential fluctuations are essentially classical if \( T \gtrsim \hbar/\tau_D \), where \( \tau_D \) is the (typical) dwell time in a quantum dot in the network. Since \( \hbar/\tau_D \) is much smaller than the relevant temperature scale \( T \phi \) for the suppression of the weak localization correction by electron-electron interactions, cf. Eq. (24) of Sec. [II], this proves the validity of our approach for all temperatures of interest.

IV. QUANTUM MECHANICAL CALCULATION

A. Random matrix formulation

We consider a network of \( N_D \) chaotic quantum dots coupled to electron reservoirs. The Hamiltonian of the entire system is written as

\[
\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}},
\]

where \( \hat{H}_0 \) describes the electrons inside the quantum dots or inside leads without taking into account their interactions, and \( \hat{H}_{\text{int}} \) describes the electron-electron interactions. We write the non-interacting Hamiltonian \( \hat{H}_0 \) as a sum of three terms,

\[
\hat{H}_0 = \hat{H}_D + \hat{H}_{DL} + \hat{H}_L,
\]

where \( \hat{H}_D \) and \( \hat{H}_L \) describe the electrons inside the quantum dot network and inside the leads, respectively, whereas \( \hat{H}_{DL} \) describes the coupling between the quantum dots and the leads. We now describe each of the three terms contributing to \( \hat{H} \) separately.

Linearizing the electronic spectrum around the Fermi energy inside the leads, we have

\[
\hat{H}_L = \sum_{a=1}^{N_a} \sum_{j=1}^{N_e} \frac{d^2k}{2\pi} v_{a,j} k \hat{\psi}_{a,j}^\dagger(k) \hat{\psi}_{a,j}(k),
\]

where the index \( a = 1, 2 \) labels leads connecting to the left and right electron reservoirs. The operators \( \hat{\psi}_{a,j}^\dagger(k) \) and \( \hat{\psi}_{a,j}(k) \) are for electrons in scattering states at wavenumber \( k \) (measured with respect to the Fermi wavenumber) and transverse mode \( j \). The total number of propagating modes in the leads connecting to reservoir \( a \) is \( N_a \), \( a = 1, 2 \). If a reservoir is coupled to more than one lead, the summation over the index \( j \) represents a sum over the transverse modes in all leads connected to the given reservoir. Finally, \( v_{a,j} \) is the Fermi velocity of electrons in mode \( j \). The current operator \( \hat{I}_a \) reads

\[
\hat{I}_a = e \sum_{j=1}^{N_e} v_{a,j} \left( \hat{\psi}_{a,j}^\dagger \hat{\psi}_{a,j} + \hat{\psi}_{a,j}^\dagger \hat{\psi}_{a,j} - \hat{\psi}_{a,j}^\dagger \hat{\psi}_{a,j} + \hat{\psi}_{a,j} \hat{\psi}_{a,j}^\dagger \right), \ a = 1, 2,
\]
where
\[
\hat{\psi}_{a,j} = \int \frac{dk}{2\pi} e^{\pm i k \delta} \psi_{a,j}(k), \quad a = 1, 2,
\]
and \(\delta > 0\) is a positive infinitesimal.

We use random matrix theory to describe the quantum dots. Following standard procedures, the electron operators in each quantum dot are represented by an \(M_i\)-component vector \(\hat{\psi}_j\), where the index \(j = 1, \ldots, N_D\) labels the quantum dots in the network and \(M_i\) is the dimension of the subspace corresponding to the dot with index \(j\). The Hamiltonian \(\hat{H}_D\) then reads
\[
\hat{H}_D = \sum_{i=1}^{N_D} \sum_{\alpha=1}^{M_i} \sum_{\beta=1}^{M_i} \hat{\psi}_{i,\alpha}^\dagger H_{i,\alpha\beta} \hat{\psi}_{i,\beta} + \sum_{i<j} \sum_{\alpha=1}^{M_i} \sum_{\beta=1}^{M_j} \left( \hat{\psi}_{i,\alpha}^\dagger V_{ij,\alpha\beta} \hat{\psi}_{j,\beta} + \text{h.c.} \right). \tag{48}
\]

Here the elements \(H_{i,\alpha\beta}\) of the \(M_i\)-dimensional matrices \(H_i\) are random numbers taken from a Gaussian distribution with mean zero and with variance
\[
\langle H_{i,\alpha\beta} H_{i,\gamma\delta} \rangle = \langle H_{i,\alpha\beta} H_{i,\gamma\delta}^\dagger \rangle = \frac{\lambda_i}{M_i} \delta_{\alpha\beta} \delta_{\gamma\delta} + \frac{\lambda_i'}{M_i} \delta_{\alpha\gamma} \delta_{\beta\delta}. \tag{49}
\]

The parameters \(\lambda_i\) and \(\lambda_i'\) are related to the density of states \(\nu_i\) and magnetic flux \(\Phi_i\) in each quantum dot \(i = 1, \ldots, N_D\),
\[
\lambda_i = \frac{\pi^2 M_i^2}{2\nu_i^2}, \quad \lambda_i' = \frac{\pi^2 M_i^2}{2\nu_i^2} \left( 1 - \frac{E_{\text{Th},i} \nu_i \Phi_i^2}{4 M_i^2 \Phi_0^2} \right), \tag{50}
\]
where \(\Phi_0\) the flux quantum and \(E_{\text{Th},i}\) is the Thouless energy of the \(i\)th quantum dot. Further, in Eq. (48), the \(M_i \times M_j\) matrices \(V_{ij}\) are related to the transmission matrices \(t_{ij}\) of the contact between dots \(i\) and \(j\),
\[
t_{ij} = 2\pi V_{ij} (\nu_i \nu_j M_i M_j)^{1/2} (M_i M_j + \pi^2 \nu_i \nu_j V_{ij}^2)^{-1}. \tag{51}
\]

The Hamiltonian \(\hat{H}_{DL}\) describing the coupling between the dots and the leads reads
\[
\hat{H}_{DL} = \sum_{a=1}^{N_L} \sum_{j=1}^{N_D} \sum_{i=1}^{N_D} \int \frac{dk}{2\pi} \left( \hat{\psi}_{i,a}^\dagger W_{ia,aj} \hat{\psi}_{a,j}(k) + \text{h.c.} \right), \tag{52}
\]
where the \(N_L \times N_D\) matrices \(W_{ia} = W_{ai}^\dagger\) are related to the transmission matrices \(t_{ia}\) of the contact between the \(a\)th quantum dot and reservoir.

\[
t_{ia} = 2\pi W_{ia} (\nu_a \nu_i M_i)^{1/2} (M_i + \pi^2 \nu_a \nu_i^{1/2} W_{ia}^2 W_{ia}^{1/2})^{-1}, \tag{53}
\]
with \(a = 1, 2\) and \(\nu_a\) is an \(N_a\)-dimensional matrix with elements \((\nu_a)_{ij} = \delta_{ij} (2\pi \nu_a)^{-1}\). The dimensionless conductance \(g_{ij}\) and and form factor \(f_{ij}\) of the contact between dots \(i\) and \(j\) are defined in terms of the transmission matrix \(t_{ij}\) as in Eq. (48). Similarly, the dimensionless conductance \(g'_{ia} = g'_{ai}\) and form factor \(f'_{ia} = f'_{ai}\) between the dots and the two electron reservoirs are defined in terms of \(t'_{ia}\) as in Eq. (48).

For the electron-electron interaction we take density fluctuations inside each dot to be well screened, so that the interaction couples to the total charges of the dots only,
\[
\hat{H}_{\text{int}} = \sum_{i,j} \frac{e^2}{2} \tilde{n}_i \left[ \tilde{C}^{-1} \right]_{ij} \tilde{n}_j, \quad \tilde{n}_i = \sum_{\alpha=1}^{M_i} \hat{\psi}_{i,\alpha}^\dagger \hat{\psi}_{i,\alpha}, \tag{54}
\]
where the capacitance matrix \(\tilde{C}\) was defined in Eq. (12) above. The corresponding interaction Hamiltonian for a single quantum dot is known as ‘universal interaction Hamiltonian’.

Evaluating the conductance \(g\) of the quantum dot network and its leading interaction corrections using the Kubo formula one finds
\[
G = \frac{d_k e^2}{h} g, \quad g = g_0 + \delta g_{\text{deph}} + \delta g_{\text{int}}, \tag{55}
\]
where \(g_0\) is the conductance in the absence of interactions (i.e., for Hamiltonian \(\hat{H}_0\)), and \(\delta g_{\text{deph}}\) and \(\delta g_{\text{int}}\) are interaction corrections. (The reason for the separation between \(\delta g_{\text{deph}}\) and \(\delta g_{\text{int}}\) is that these two corrections have different temperature dependences, as will become apparent later.) Denoting with “...” adjacent indices to be summed over [as in Eq. (14)], the three terms in Eq. (55) read
\[
g_0 = 4\pi^2 \int d\varepsilon [-\partial_{\varepsilon} f(\varepsilon)] \text{tr} \nu_1 W_1 G_-^R(\varepsilon) W_2 \nu_2 W_2 G_+^A(\varepsilon) W_1, \tag{56}
\]
and the interaction corrections \( \delta g^{\text{deph}} \) and \( \delta g^{\text{int}} \) are

\[
\delta g^{\text{deph}} = 4\pi^2 \int d\varepsilon \int \frac{d\omega}{2\pi} \left[ -\partial_\varepsilon f(\varepsilon) \right] \text{coth}(\omega/2T) + \text{tanh}((\varepsilon - \omega)/2T) \sum_{i,j=1}^{N_D} \text{Im} \left[ L^R_{ij}(\omega) \right] \\
\times \text{tr} \left[ \nu_1 W_1 G^{R}_{ij}(\varepsilon) G^R_{ij}(\varepsilon - \omega) G^R_{ij}(\varepsilon) W_2 \nu_2 W_2 G^A_{ij}(\varepsilon) W_1 \right] \\
+ \text{tr} \left[ \nu_1 W_1 G^{R}_{ij}(\varepsilon) W_2 \nu_2 W_2 G^A_{ij}(\varepsilon) G^R_{ij}(\varepsilon - \omega) W_1 \right] \\
+ \frac{1}{2} \text{tr} \left[ \nu_1 W_1 G^{R}_{ij}(\varepsilon) W_2 \nu_2 W_2 G^A_{ij}(\varepsilon) G^R_{ij}(\varepsilon - \omega) W_1 \right] \\
+ \frac{1}{2} \text{tr} \left[ \nu_1 W_1 G^{R}_{ij}(\varepsilon) W_2 \nu_2 W_2 G^A_{ij}(\varepsilon) G^R_{ij}(\varepsilon - \omega) W_1 \right]
\]

\[
\delta g^{\text{int}} = 4\pi^2 \int d\varepsilon \int \frac{d\omega}{2\pi} \left[ -\partial_\varepsilon f(\varepsilon) \right] \text{tanh}((\varepsilon - \omega)/2T) \sum_{i,j=1}^{N_D} \text{Im} \left[ L^A_{ij}(\omega) \right] \\
\times \text{tr} \left[ \nu_1 W_1 G^{R}_{ij}(\varepsilon) G^R_{ij}(\varepsilon - \omega) G^R_{ij}(\varepsilon) W_2 \nu_2 W_2 G^A_{ij}(\varepsilon) W_1 \right] \\
+ \nu_1 W_1 G^{R}_{ij}(\varepsilon) W_2 \nu_2 W_2 G^A_{ij}(\varepsilon) G^R_{ij}(\varepsilon - \omega) W_1
\]

(57)

In these equations \( G^{R}_{ij} \) and \( G^A_{ij} \) denote the retarded and advanced Green functions of the network of quantum dots without the electron-electron interaction Hamiltonian \( \hat{H}_{\text{int}} \). These are matrices of dimension \( M_i \times M_j \), which are the solution of

\[
\begin{align*}
\left[ \varepsilon - H_i + i\pi \sum_{a=1}^{2} W_{ia} \nu_a W_{ai} \right] G^{R}_{ii}(\varepsilon) + V_i G^R_{ii}(\varepsilon) &= \mathbb{1}_i, \\
\left[ \varepsilon - H_i - i\pi \sum_{a=1}^{2} W_{ia} \nu_a W_{ai} \right] G^{A}_{ii}(\varepsilon) + V_i G^A_{ii}(\varepsilon) &= \mathbb{1}_i,
\end{align*}
\]

(59)

with \( \mathbb{1}_i \) the \( M_i \times M_i \) unit matrix. Finally, \( L^R_{ij}(\omega) \) and \( L^A_{ij}(\omega) = L^R_{ij}(\omega)^* \) represent the (RPA) screened interaction propagator, see Eq. (58) above.

It remains to calculate the ensemble average of the conductance \( G \) for the ensemble of Hamiltonians described by Eq. (59) above. This is the subject of the next subsection.

**B. Average over random Hamiltonian**

The average over the random matrices \( H_i \) is performed using a variation of the impurity diagrammatic technique. This technique has been applied for various transport and thermodynamic properties of chaotic quantum dots without electron-electron interactions. Below we present its generalization to arbitrary networks.

1. **Average Green function**

We first discuss the calculation of the ensemble average of the Green function, \( \langle G^{R}_{ij}(\varepsilon) \rangle \) and \( \langle G^A_{ij}(\varepsilon) \rangle \). Following the diagrammatic rules laid out in Fig. 3 and keeping diagrams in the non-crossing approximation only, i.e. diagrams without crossing double lines, one finds that the ensemble averaged Green function \( \langle G^{R}_{ij}(\varepsilon) \rangle \) satisfies

FIG. 4: (a) Diagrammatic rules for the ensemble average using Random Matrix Theory. The weight factors depend on symmetry present: \( \lambda' = \lambda \) in the presence of time reversal symmetry, while \( \lambda' \) is reduced in the presence of a weak magnetic field and \( \lambda' = 0 \) where time reversal symmetry is fully broken. (b) Expansion of the full matrix propagator in terms of single propagators \( 1/(\varepsilon + i\pi \nu WW^\dagger) \), depicted by single lines, and the matrix elements \( H_{\alpha\beta} \), depicted by two open circles. (c) Dyson equation for the self energy \( \Sigma \).
the Dyson equation
\[
\langle G_{ij}^R(\epsilon) \rangle = G_{0}^R(\epsilon)_{ij} + \sum_k G_{0}^R(\epsilon)_{ik} \Sigma_k G_{kji}^R(\epsilon),
\]
where the self energy \(\Sigma_k\) is
\[
\Sigma_k(\epsilon) = \frac{\lambda_k}{M_k} \text{tr} \langle G_{kk}^R(\epsilon) \rangle,
\]
and \(G_{0}^R(\epsilon)\) is the solution of Eq. (59) with \(H_i = 0\). Combining Eqs. (60) and (61) gives a self-consistent equation for \(\Sigma^R\). In the limit \(M_i \gg g_{11} + g_{12} + \sum_{j \neq i} g_{ij}\), one finds
\[
\langle G_{ij}^R(\epsilon) \rangle = \langle G_{ji}^A(\epsilon) \rangle^\dagger = -\frac{i\pi}{M_i + \Delta_i} \tilde{v}_{ij} - \sqrt{\frac{\pi^2 \nu_i \nu_j}{4M_i M_j}} t_{ij} + \frac{\pi}{2M_i^2} \left( \nu_i \epsilon - i\nu_j \right) \tilde{v}_{ij},
\]
where \(\tilde{v}_{ij}\) and \(t_{ij}\) are given in Eq. (52) and (62) above and \(\Delta_i\) is an hermitian \(M_i \times M_i\) matrix,
\[
\Delta_i = \pi \nu_i \sum_{k \neq i} \frac{1}{M_k} V_{ik} \nu_k V_{ki} + \nu_i \sum_{a=1}^2 W_{ia} \nu_a W_{ai}.
\]

2. Classical conductance

To leading order in the average number \(N\) of transmitting channels per dot, the calculation of the average conductance involves the calculation of geometric series involving the ensemble averaged Green functions. Diagrammatically, these geometric series correspond to “ladder diagrams”, as shown in Fig. 5. Such ladders are the equivalent of the “diffuson” propagator in diagrammatic perturbation theory. The building block of the geometric series is
\[
\text{tr}(G_{ij}^R(\epsilon)) \langle G_{ji}^A(\epsilon') \rangle = \frac{\pi^2 \nu_i^2}{M_i} \delta_{ij} + \frac{\pi^2 \nu_i \nu_j}{4M_i M_j} [\bar{g} - i2\pi(\epsilon - \epsilon') \tilde{v}]_{ij},
\]

FIG. 5: Diffuson ladder (a) and Cooperon ladder (b).

\[
D_{ij}(\epsilon, \epsilon') = \frac{2M_i}{\pi \nu_i} [\bar{g} - i2\pi(\epsilon - \epsilon') \tilde{v}]_{ij}^{-1} \frac{2M_j}{\pi \nu_j}.
\]

For the calculation of the mean conductance one also needs a trace that involves the lead indices,
\[
D_{ia}' = \pi \nu_a \text{tr} \left[ W_{ai} \langle G_{ii}^R \rangle \langle G_{ii}^A W_{ia} \rangle \right] = \pi \nu_a \bar{g}_{ai} a = 1, 2.
\]

Combining everything, we then find the leading conductance of the system
\[
\langle g \rangle = g_1' \langle \bar{g}^{-1} \rangle g_2',
\]
which is equation (14) of section 1.

3. Weak localization correction

The above calculation gives the conductance to leading order in \(g\). A correction to sub-leading order in \(g\) is given by a class of diagrams that contains a maximally crossed ladder, as shown in Fig. 6. These contributions are analogous to the “Cooperon” contributions in diagrammatic perturbation theory. The summation of the geometric series promotes the contribution to be of order \(1/N\) instead of \(1/M\), as is the naive expectations for diagrams that contain one crossed line.
In contrast to the diffuson propagator discussed above, the cooperon propagator is sensitive to magnetic flux. Proceeding as before, we find

$$C_{ij}^{\text{RR}}(\varepsilon, \varepsilon') = C_{ij}^{AA}(\varepsilon, \varepsilon')^* = \frac{1}{16\pi^2\nu_i\nu_j} \left( (8M_i + \tilde{g}_{ii} + \tilde{g}_{ii}) - i2\pi(\varepsilon + \varepsilon')\nu_i \delta_{ij} - \tilde{g}_{ij} \right) (1 - \delta_{ij}) \). \quad (68)$$

Cooperon ladders give a correction to the self-energy appearing in the calculation of the average Green function, as depicted in Fig. 7. Calculation of the self-energy correction $\delta\Sigma_i$ to leading order in $g/M$ then gives

$$\delta\Sigma_i = \frac{\lambda_i}{M_i} \text{tr} \left[ \langle G_{ii}^{\text{RR}}(\varepsilon, \varepsilon') \rangle + \delta\Sigma_i \right] \right]$$

Cooperon ladders give a correction to the self-energy appearing in the calculation of the average Green function, as depicted in Fig. 7. Calculation of the self-energy correction $\delta\Sigma_i$ to leading order in $g/M$ then gives

$$\delta\Sigma_i = \frac{\lambda_i}{M_i} \text{tr} \left[ \langle G_{ii}^{\text{RR}}(\varepsilon, \varepsilon') \rangle + \delta\Sigma_i \right] \right]$$

Cooperon ladders give a correction to the self-energy appearing in the calculation of the average Green function, as depicted in Fig. 7. Calculation of the self-energy correction $\delta\Sigma_i$ to leading order in $g/M$ then gives

$$\delta\Sigma_i = \frac{\lambda_i}{M_i} \text{tr} \left[ \langle G_{ii}^{\text{RR}}(\varepsilon, \varepsilon') \rangle + \delta\Sigma_i \right] \right]$$

As this contribution is already small as $1/M$, one may neglect the effect of a weak magnetic field on this term. The self energy correction $\delta\Sigma$ affects the diffusion ladders as $D \to D + \delta D$, with

$$\delta D_{ij} = -\frac{\pi^2\nu_i^2}{2M_i^2} \delta_{ij}. \quad (70)$$

This contribution is depicted in figure 7.b.

In the diagrams for the weak localization correction to the conductance, the Cooperon and diffuson propagators are connected in a so-called “Hikami box”. In our diagrammatic analysis the analogue of a Hikami box is depicted in figure 8. We consider the general case of a Hikami box with four energy arguments. It is $\delta_{ij}$ for the energy argument of the retarded (advanced) matrix propagator on the right side, and $\varepsilon_2$ for the energy argument of the advanced (advanced) propagator on the right. For the calculation of the weak localization correction one only needs the case of equal arguments, $\varepsilon_1 = \varepsilon_1' = \varepsilon_2 = \varepsilon_2'$, for dephasing and interaction corrections, some arguments differ. Explicit calculation shows that the Hikami box depends on the combination $\omega = \varepsilon_1' - \varepsilon_1 + \varepsilon_2' - \varepsilon_2$ only. Hence we write $B_{ij,kl}(\omega)$, where the indices $i$ and $j$ correspond to the left and right (Diffuson) ladders and the indices $k$ and $l$ refer to the bottom and top (Cooperon) ladders.

The calculation is essential but technical; we outline it in the appendix. The Hikami box $B_{ij,kl}(\omega)$ is zero except where at most two different indices appear,

$$B_{ij,kl}(\omega) = \frac{\pi^4\nu_i\nu_j\nu_k\nu_l}{16M_iM_jM_kM_l} \left[ 2\pi i\nu_\omega \delta_{ij}\delta_{jk}\delta_{kl} + (\delta_{ij}\delta_{jk} + \delta_{ik}\delta_{jl})(\tilde{g}_{ij} + \tilde{g}_{ij} - \tilde{f}_{ij}) 
+ (\delta_{ik}\delta_{il} + \delta_{jk}\delta_{jl})\tilde{f}_{ij} + (\delta_{ij}\delta_{ki} + \delta_{ij}\delta_{ik})\tilde{f}_{kl} - \delta_{ij}\delta_{kl}\tilde{f}_{ik} \right] . \quad (71)$$

For the evaluation of the weak localization correction, one also needs to consider Hikami boxes that are connected to the leads, not only to Diffuson propagators inside the quantum dot network. The two contributions of this type are depicted in figure 8.c and d. They are

$$P'_{a,j,j} = B'_{j,a,j,j} = \frac{-\pi^3\nu_j^3}{16M_j^3} f_{a,j}'.$$  (72)
The interaction correction \( \delta g \) is nonzero only if both interaction vertices appear inside the Cooperon propagator. (This is why this interaction correction is real.)

The corresponding diagrams are depicted in Fig. 8. We now calculate that correction. This interaction correction

To calculate the interaction correction, one notices that the interaction vertices are “dressed”, as is shown in Fig. 8. We now calculate that correction. This interaction correction is nonzero only if both interaction vertices appear inside the Cooperon propagator. (This is why this interaction correction does not affect the leading contribution \( g_0 \) to the conductance.)

To calculate the interaction correction, one notices that the interaction vertices are “dressed”, as is shown in Fig. 8. For this case energy arguments may be neglected, as they lead to corrections small in \( g/M \). Labeling the dot in which the interaction takes place by the index \( \alpha \), the dressed interaction then reads

Combining everything, we have (see Fig. 3)

\[
\delta g^{WL} = 2D_1D_2D'D' + 2 \sum_{i,j=1}^{N_D} C_{ij} (D_1' D_2' B_{2j} + B_{1j} D_2' + D_1' D_2),
\]

where \( D'_{ia} = D'_{ai} \) was defined in Eq. (60) above and we have suppressed superscripts as well as inconsequential energy arguments of \( D^{RA}(\epsilon, \epsilon) \), \( C^{RA}(\epsilon, \epsilon) \), cf. Eqs. (65), (68). The four terms correspond to the four diagrams b - e of Fig. 8. Substituting our results for the Hikami box \( B \), the Cooperon and Diffuson propagators \( C \) and \( D \), and the interaction propagator \( L \), we arrive at Eq. (63) of Sec. 11, with the zero-temperature Cooperon \( \tilde{c} = (\tilde{g} + \tilde{g}_H)^{-1} \).

The corresponding diagrams are depicted in Fig. 8. We now calculate that correction. This interaction correction is nonzero only if both interaction vertices appear inside the Cooperon propagator. (This is why this interaction correction does not affect the leading contribution \( g_0 \) to the conductance.)

The interaction correction \( \delta C \) to the equal-energy Cooperon propagator \( C(\epsilon, \epsilon) \) then becomes

\[
\delta C_{ij} = \int d\epsilon \int \frac{d\omega}{2\pi} \left[ -\partial_\epsilon f(\epsilon) \right] \left[ \coth(\omega/2T) + \tanh((\epsilon - \omega)/2T) \right] \sum_{i,j=1}^{N_D} \text{Im} \left[ L^R_{\alpha\beta}(\omega) \right] \times \left[ C_{ij}(\epsilon, \epsilon) I^R_{i\alpha}, C_{ij}(\epsilon - \omega, \epsilon) I^R_{\beta\beta}, C_{ij}(\epsilon, \epsilon) + C_{ij}(\epsilon - \omega, \epsilon) I^R_{i\alpha}, C_{ij}(\epsilon, \epsilon - \omega) I^R_{\beta\beta}, C_{ij}(\epsilon, \epsilon - \omega) + c.c. \right].
\]
\[ \epsilon^2 = \epsilon - \omega \]

The convergence is at \( \omega \) agrees with the interaction correction to \( \omega \) fluctuation-dissipation theorem. Indeed, one verifies that in this regime the first-order interaction correction (77) the integral, so that all relevant interaction modes that contribute to dephasing can be described using the classical \( L \) the interaction propagator \( T/\omega \) appearing in the calculation may be replaced by \( 2 \).

\[ \delta g_{ij} = \int \frac{d\omega}{2\pi} \frac{\omega}{2T \sinh^2(\omega/2T)} \sum_{\alpha, \beta = 1}^{N_L} \text{Im}[4\pi^2 \nu_\alpha \nu_\beta L_{\alpha \beta}^R(\omega)] \]

\[ \times \left\{ (\tilde{g} + \tilde{g}_H + i2\pi\omega\tilde{\nu})^{-1}_{\alpha\beta} - (\tilde{g} + \tilde{g}_H - i2\pi\omega\tilde{\nu})^{-1}_{\alpha\beta} \right\} \]

Performing the energy integration and passing to dimensionless propagators, we then find

Let us now inspect the integral in Eq. (77). The term between brackets \( \{ \ldots \} \) is proportional to \( \omega^{-2} \) if \( \omega \gtrsim h/\tau_D \), where \( h/\tau_D \sim g/\nu \) is the inverse dwell time of a dot in the network. Since \( \text{Im} L^R(\omega) \propto \omega \) for \( \omega \sim h/\tau_D \), one thus concludes that the integral in Eq. (77) converges at \( \omega \sim \min(h/\tau_D, T) \). We focus on the regime \( T \gg h/\tau_D \), in which the convergence is at \( \omega \sim h/\tau_D \). In this regime the inequality \( \omega \ll T \) is obeyed for all frequencies \( \omega \) contributing to the integral, so that all relevant interaction modes that contribute to dephasing can be described using the classical fluctuation-dissipation theorem. Indeed, one verifies that in this regime the first-order interaction correction (77) agrees with the interaction correction to \( \delta g \) obtained in the semiclassical framework of Sec. II, taken to first order in the interaction propagator \( L \).

Estimating the magnitude of the first-order correction \( \delta \tilde{c}_{ij} \) for \( T \gg h/\tau_D \), we find that \( \delta \tilde{c}_{ij} \sim \tilde{c}_{ij} T/T_\phi \), where \( T_\phi \sim h g/\tau_D \) [see Eq. (24) above]. This observation has two consequences: First, it implies that the regimes of validity of first-order perturbation theory and the semiclassical approach of Sec. II overlap: Both approaches are valid if \( h/\tau_D \ll T \ll T_\phi \). Second, it implies that interactions give no significant correction to the weak localization correction \( \delta g_{WL} \) if \( T \lesssim h/\tau_D \), so that we may ignore the difference between the fully quantum-mechanical interaction correction \( \delta \tilde{c}_{ij} \) of Eq. (77) and the semiclassical result in the low-temperature regime \( T \lesssim h/\tau_D \) within the limiting procedure outlined in Sec. I. (Both approaches give essentially no interaction correction to weak localization at these temperatures.) When combined, these two observations justify the semiclassical considerations of Sec. II, as well as the expressions (13) – (17) for the weak localization correction \( \delta g_{WL} \) that followed from these considerations.

For completeness, we mention that the full temperature dependence of \( \delta g_{WL} \) can also be obtained from diagrammatic perturbation theory. Following the above arguments, in the limit \( T \gg h/\tau_D \) all factors \( \coth(\omega/2T) + \tanh(\epsilon - \omega)/2T \) appearing in the calculation may be replaced by \( 2T/\omega \), irrespective of the value of \( \epsilon \). This considerably simplifies the calculation, and the \( m \) interaction propagators that appear in \( m \)th order in perturbation theory may then be placed independently of each other along the cooperon ladder. Using Eq. (19) for the interaction propagator and writing the
Cooperon ladders (without interaction corrections) in an integral form similar to Eq. (82),
\[
(\tilde{g} + \tilde{g}_H + 2\pi i\omega \tilde{\nu})^{-1} = (2\pi \hbar \tilde{\nu})^{-1} \int_0^\infty d\tau e^{-\gamma \tau - i\omega \tau},
\]  
(78)
one may perform the frequency integrations. The resulting expression consists solely of time integrations with instantaneous interactions. The remaining combinatorial problem leads to a Dyson equation of the form shown in Fig. 10. Here the first term on the right hand side is the noninteracting Cooperon $\epsilon_{kl} = (\tilde{g} + \tilde{g}_H)_{kl}$ and the six other terms are obtained by different placements of the interaction propagators. [Note that where beginning and end are on the same Green’s function line, an additional weight of $1/2$ arises from a factor $\int_0^\infty d\tau \delta(\tau) = 1/2$.] Adding the six different contributions gives a vertex proportional to $(4\pi T/d)h(\tilde{g}_{nm}^{-1} + \tilde{g}_{nm}^{-1} - 2\tilde{g}_{mn}^{-1})$, so that one arrives at the Dyson equation
\[
\tilde{c}_{kl} = (\tilde{g} + \tilde{g}_H)_{kl}^{-1} - \sum_{m,n=1}^{N_D} \left[ (\Gamma + \Gamma_H)^{-1} \Gamma_\phi \right]_{km,ln} \tilde{c}_{mn},
\]  
(79)
where $\Gamma$, $\Gamma_H$, and $\Gamma_\phi$ are rank-four tensors whose definition is given below Eq. (77). With a little algebra, one verifies that Eq. (79) is equivalent to the result (13) derived using semiclassical arguments.

Equation (74) can also be used to calculate the magnitude of energy quanta $\omega$ exchanged with the fluctuating electromagnetic field in the quantum dots. Hereto, we note that the sum of the second and fourth terms between brackets $\{\ldots\}$ in Eq. (74) is proportional to (minus) the probability $p_1(\omega)$ for emission or absorption of a photon along the electron’s trajectory, so that
\[
p_1(\omega) = \frac{1}{g_1 \tilde{g}_1^{-1} g_2 \tilde{g}_2^{-1}} \sum_{\alpha,\beta=1}^{N_D} \frac{\omega}{2\pi T \sin^2(\omega/2T)} \text{Im}[4\pi^2 \nu_\alpha \nu_\beta \tilde{G}_{\alpha\beta}^R(\omega)] \Re \left[ g_1^\dagger \tilde{g}_1^{-1} (\tilde{g} + i2\pi \omega \tilde{\nu})_{\alpha\beta}^{-1} \tilde{g}_2 \tilde{g}_2 \right]
\]
\[
= \frac{16T \pi^2}{g_1 \tilde{g}_1^{-1} g_2 \tilde{g}_2^{-1}} \sum_{\alpha,\beta=1}^{N_D} \nu_\alpha \tilde{g}_1^{-1} \nu_\beta \Re \left[ g_1^\dagger \tilde{g}_1^{-1} (\tilde{g} + i2\pi \omega \tilde{\nu})_{\alpha\beta}^{-1} \tilde{g}_2 \tilde{g}_2 \right],
\]  
(80)
where, in the second equality, we took the limit $T \gg \hbar/\tau_D$. The probability that one inelastic scattering event of arbitrary frequency occurs is $P_1 = \int d\omega p_1(\omega)$. Equation (80) is valid as long as $P_1 \ll 1$, so that first-order perturbation theory is sufficient.

From Eq. (80) we conclude that the energy of photons that are emitted or absorbed is limited by $\min(\hbar/\tau_D, T)$. The temperature $T_D$ at which the interaction correction to weak localization becomes relevant is the temperature at which the probability that at least one energy quantum is exchanged becomes of order unity. However, the typical exchanged energy remains of order $\hbar/\tau_D$ for all temperatures. This implies that the broadening of the distribution function by inelastic processes is parametrically smaller than the temperature $T$, by a factor $1/g \ll 1$. Transport in the quantum dot network is thus quasielastic for all temperatures. (Inelastic processes become relevant only if $T \gtrsim E_{Th,i} g^{1/2}$, where $E_{Th,i}$ is the Thouless energy of an individual quantum dot.)

4. Interaction corrections to the conductance

The relevant diagrams for the interaction correction to the conductance $\delta g^{int}$ are shown in Fig. 11. These diagrams do not involve Cooperon propagators. The diagram shown in Fig. 11 is analogous to the ones we have already encountered in calculating the (first-order) dephasing correction to weak localization. It gives an interaction correction to the diffuson propagator $D(\varepsilon, \varepsilon)$ that depends on the frequency $\omega$ of the interaction propagator,
\[
\delta D_{\beta\alpha,ij}(\omega) = D_{\varepsilon}(\varepsilon, \varepsilon) H_{\beta\alpha}^R, D_{\varepsilon - \omega, \varepsilon} H_{\alpha\beta}, D_{ij}
\]
\[
= -\frac{4M_i \nu_\alpha g_{\alpha\beta}^{-1} (\tilde{g} + i2\pi \omega \tilde{\nu})_{\alpha\beta}^{-1} \tilde{g}_{\alpha\beta}^{-1} \tilde{g}_{ij}}{\nu_j}
\]  
(81)
(The frequency $\omega$ will be integrated over in the final expression.) For the remaining diagrams, we need to consider an interaction vertex that connects an advanced and a retarded Green function. Such an interaction vertex is dressed by a Diffuson propagator, which allows the interaction vertex to be placed in a dot different from the one that appears at the outer end of the dressed interaction vertex,
\[
\tilde{f}_{\alpha,ij}(\omega) = \delta_{\alpha i} + \sum_k D_{ik}(\varepsilon - \omega, \varepsilon) \text{tr} \langle G_{\alpha \alpha}^A(\varepsilon) \rangle \langle G_{\alpha k}^R(\varepsilon - \omega) \rangle
\]
\[
= \frac{4M_i \nu_\alpha}{\nu_i} (\tilde{g} + i2\pi \omega \tilde{\nu})_{\alpha\varepsilon}^{-1}.
\]  
(82)
Combining the two interaction contributions to the interaction correction we find the same quantum dot, see Fig. 12b. Coupled to one reservoir, see Fig. 12a, and a side-coupled the case of a double quantum dot. There are two cases $g_{11}$, $g_{12}$ between the two dots, see Fig. 12. The form factor matrix of Eqs. (71) and (72), but with $g_{11} \rightarrow 0$ because no Cooperon ladders are involved. Combining the two interaction contributions to the interaction correction we find

$$
\delta g_{\text{int}} = -4 \int \frac{d\omega}{2\pi} \left( \frac{\partial}{\partial \omega} \coth \frac{\omega}{2T} \right) \sum_{\alpha \beta} \sum_{k,l=1}^{N_D} \text{Im} \left[ A_{\alpha \beta}^A(\omega) D_{11}^f \delta D_{\beta \alpha}(\omega) D_{11}^f \right] + A_{\alpha \beta}^A(\omega) \bar{I}_{11} \bar{I}_{11} \left( D_{11}^f + D_{11}^f + D_{11}^f + D_{11}^f \right). \tag{83}
$$

Expressing the propagators in terms of the matrices $\tilde{g}$ and $\tilde{f}$, we find that $\delta g_{\text{int}}$ naturally separates into two contributions, which are given by equations (20)–(22) of Sec. II. Both corrections are small for all temperatures, and it is not necessary to consider higher order contributions involving more than one interaction propagator $L$.

V. APPLICATION TO DOUBLE QUANTUM DOT

We now apply the theory of the previous sections to the case of a double quantum dot. There are two cases of interest: A linear configuration, in which each dot is coupled to one reservoir, see Fig. 13a, and a side-coupled configuration, in which both reservoirs are connected to the same quantum dot, see Fig. 13b.

A. Linear configuration

The conductance matrix for the linear double quantum dot reads

$$
\tilde{g} = \begin{pmatrix}
    g_{11}' + g_{12} & -g_{12} \\
    -g_{12} & g_{22}' + g_{12}
\end{pmatrix}, \tag{84}
$$

where $g_{11}'$ and $g_{22}'$ are the dimensionless conductances of the contacts connecting the two dots to the reservoirs, and $g_{12}$ is the dimensionless conductance of the contact between the two dots, see Fig. 13a. The form factor matrix $\tilde{f}$ has a similar structure, with $g_{11}'$, $g_{22}'$, and $g_{12}$ replaced by $f_{11}'$, $f_{22}'$, and $f_{12}$, respectively. The classical conductance of the system is $G_{cl} = (e^2/h)g_{11}$, with

$$
g_{11}^{-1} = g_{11}' + g_{22}' + g_{12}^{-1}, \tag{85}
$$

see Sec. I, Eq. (14).

1. Weak localization

The zero temperature weak localization correction to the conductance $\delta G_{\text{WL}} = (e^2/h)\delta g_{\text{WL}}$ follows from substitution of the zero-temperature Cooperon $\tilde{c}(0)$ of Eq. (19) into Eq. (13).

$$
\frac{\delta g_{\text{WL}}}{g_{11}^2} = - \frac{f_{11}'/g_{11}^2 + f_{12}'/g_{12}^2}{g_{11}' + g_{11} + g_{12} - g_{12}/(g_{22}' + g_{11} + g_{12})} - \frac{f_{22}'/g_{22}^2 + f_{12}'/g_{12}^2}{g_{22}' + g_{11} + g_{12} - g_{12}/(g_{11}' + g_{11} + g_{12})} - \frac{2(g_{12}' - f_{12})/g_{12}}{(g_{11}' + g_{11} + g_{12})/(g_{22}' + g_{11} + g_{12}) - g_{12}'}. \tag{86}
$$

Here $g_{11}$ and $g_{11}'$ are dimensionless numbers describing the effect of an applied magnetic field, see Eq. (10). The limit of zero magnetic field $g_{11} = g_{11}' = 0$ agrees with the result obtained previously by Golubev and Zaikin.\cite{golubev1996} The high-temperature limit of $\delta g_{\text{WL,d}}$ of the weak localization correction is found by taking the diagonal contribution $\tilde{c}_{dd}$ of Eq. (19) for the Cooperon propagator,

$$
\frac{\delta g_{\text{WL,d}}}{g_{11}^2} = - \frac{f_{11}'/g_{11}^2 + f_{12}'/g_{12}^2}{g_{11}' + g_{11} + g_{12}} - \frac{f_{12}'/g_{22}^2 + f_{22}'/g_{12}^2}{g_{22}' + g_{11} + g_{12}}. \tag{87}
$$
Equation (88) immediately implies that

\[ \delta g^\text{WL}(T) = \delta g^\text{WL,d}(T) + [\delta g^\text{WL}(0) - \delta g^\text{WL,d}] [1 - f(T)], \]

(89)

where \( \delta g^\text{WL}(0) \) and \( \delta g^\text{WL,d} \) are given in Eqs. (86) and (92), respectively. In the regime where temperature is large enough for dephasing effects to give a sizeable correction to the weak localization correction to the conductance, we obtain \( f(T) \) from Eq. (96),

\[ f(T) = \frac{T}{T_\phi + T}, \]

(90)

with

\[ T_\phi = \frac{\hbar(\tau_+ + \tau_2)(g_{11}'g_{22} + g_{12}'g_{12} + g_{22}'g_{22})}{4\pi \tau_+ \tau_- (g_{11}' + g_{22}')} \]

(91)

Here \( \tau_1 \) and \( \tau_2 \) are the (classical) dwell times of the two dots, modified for the presence of a magnetic field,

\[ \tau_1 = \frac{2\pi \hbar \nu_1}{g_{11}' + g_{11}' + g_{12}'}, \quad \tau_2 = \frac{2\pi \hbar \nu_2}{g_{22}' + g_{22}' + g_{12}'}, \]

(92)

whereas \( \tau_\pm \) are time scales representing the relaxation of symmetric (\( + \)) or antisymmetric (\( - \)) charge configurations in the double dot,

\[ \frac{1}{\tau_\pm} = \frac{1}{2\tau_1} + \frac{1}{2\tau_2} \mp \frac{1}{2} \left( \frac{1}{\tau_1} - \frac{1}{\tau_2} \right)^2 + \frac{g_{12}^2}{\pi^2 \hbar^2 \nu_1 \nu_2}. \]

(93)

It is instructive to compare Eq. (96) with the expression for \( f(T) \) obtained in first-order perturbation theory,

\[ f(T) = \int \frac{d\omega}{2\pi} \frac{\omega/2T}{2\pi \sinh^2(\omega/2T)} \frac{2\omega^2}{(1 + \omega^2 \tau_+^2 /\hbar^2)(1 + \omega^2 \tau_-^2 /\hbar^2)} \times \frac{\tau_+^3 \tau_-^3}{\hbar^4 \tau_1 \tau_2} \text{Im} [L^R(\omega) + L^L(\omega) - 2L^L(\omega)]. \]

(94)

The integral in Eq. (14) converges for frequencies \( \omega/\hbar \) of order \( \tau^{-1}_\pm \). For these frequencies, we may neglect the capacitance \( C \) in the expression for the interaction propagator \( L \) since \( C/e^2 \ll v \). The resulting frequency integration yields

\[ f(T) = \frac{2\pi T \tau_+ \tau_-}{3\hbar(\tau_+ + \tau_-)^2 T_\phi} \times [F_1(2\pi T \tau_-/\hbar) - F_1(2\pi T \tau_+/\hbar)] \]

(95)

where

\[ F_1(x) = \frac{3}{x^2} \left\{ 1 + \left[ 2\psi \left( \frac{1}{x} \right) - x^2 \right] - 2 \right\}, \]

(96)

\( \psi \) being the derivative of the digamma function. With the asymptotic behavior of \( F_1(x) \),

\[ F_1(x) = \left\{ \begin{array}{ll} 1 - \frac{1}{2} x^2 + \frac{1}{4} x^4 + \ldots, & x \ll 1, \\ \frac{x^2}{2} - \frac{x^4}{6} + \frac{x^4}{24} + \ldots, & x \gg 1, \end{array} \right. \]

(97)

we identify three different regimes for the temperature dependence of the dephasing correction:

\[ f(T) = \frac{1}{15} \tau_+ \tau_- (\tau_+ + \tau_-) \left( \frac{2\pi T}{\hbar} \right)^3 \frac{T}{T_\phi}, \]

(98)

if \( T \ll \hbar/\tau_+ \),

\[ f(T) = \frac{2\pi T \tau_-}{3\hbar} \frac{T}{T_\phi}, \]

(99)

if \( \hbar/\tau_+ \ll T \ll \hbar/\tau_- \), and

\[ f(T) = T/T_\phi, \]

(100)

if \( \hbar/\tau_- \ll T \), where \( T_\phi \) is given by Eq. (17) above. The intermediate temperature regime exists only if \( \tau_+ \gg \tau_- \). A comparison of Eq. (100) with Eqs. (96) shows that the two expressions for \( f(T) \) agree in the temperature regime \( \hbar/\tau_- \ll T \ll T_\phi \) where both expressions are valid. It is in this temperature regime that the factor \( (\omega/2T)/\sinh^2(\omega/2T) \) in Eq. (94) can be approximated by \( 2T/\omega \), which is the appropriate weight appearing in the classical fluctuation-dissipation theorem.

It should be noted that the low temperature corrections, Eqs. (88) and (92), result in contributions to the conductance of order \( O(1/g) \). Such contributions are beyond the accuracy achieved in the limiting procedure outlined in Sec. 1. Further contributions of the same order might be obtained by calculating, e.g., weak localization corrections to the interaction corrections \( \delta g^\text{int,1} \) and

\[ \delta g^\text{int,2} \]

FIG. 12: Schematic drawings of two double quantum dots. Panel (a) shows a linear configuration; Panel (b) shows a side-coupled configuration.
For disordered metals such contributions have been considered explicitly in Ref. 63.

The above equations take a simpler form in the limiting cases of large and small interdot coupling $g_{12}$ and of a large magnetic field. For small interdot coupling $g_{12} \ll \min(g'_{11}, g'_{22})$, one has

$$
\delta g_{\text{WL}}^{\text{WL}} = -\frac{f'_{11}g'_{11} + f'_{22}g'_{22}}{(g'_{11} + g'_{22})^2} \left( g_{11} + g_{11} + g_{22} + g_{12} \right) - \frac{2(g_{12} - f_{12})g_{12}}{(g_{11} + g_{11})(g_{22} + g_{12}) T_{\phi} + T},
$$

$$
\frac{T_{\phi}}{d_{\phi}} = g_{11}(g_{11} + g_{11} + g_{22} + g_{12})(\nu_{1}^{-1} + \nu_{2}^{-1}) \left( 8\pi^2 \left( g_{11} + g_{22} \right) \right)
$$

so that only a small part of the total weak localization correction is temperature dependent. In the limit of a large interdot conductance, $g_{12} \gg \max(g'_{11}, g'_{22}, g_{11}, g_{12})$, the full weak localization correction acquires a temperature dependence,

$$
\delta g_{\text{WL}}^{\text{WL}} = -\frac{g_{11}^2 f_{11}' + f_{12}^2 g_{12}}{g_{11} + g_{11} + g_{22} + g_{12}} - \frac{g_{22}^2 f_{22}' + f_{12}^2 g_{12}}{g_{11} + g_{11} + g_{22} + g_{12}} - \frac{T_{\phi}}{T_{\phi} + T}.
$$

Finally, in the limit of large magnetic field, $g_{11}, g_{12} \gg \max(g'_{11}, g'_{22}, g_{12})$, we have

$$
\delta g_{\text{WL}}^{\text{WL}} = -\frac{g_{11}^2 f_{11}' + f_{12}^2 g_{12}}{g_{11}} + \frac{g_{22}^2 f_{22}' + f_{12}^2 g_{12}}{g_{11}}.
$$

A special case of two weakly coupled quantum dots $(g_{12} \ll g_{11}', g_{22})$ with tunneling contacts $(f_{11}' \ll g_{11}', f_{22}' \ll g_{22})$, $f_{12} \ll g_{12}$ has been considered recently by Golubev and Zaikin. While our calculation agrees with that of Ref. 63 in the high temperature regime $T \gg T_{\phi}$, significant differences appear in the low temperature limit. In particular, Golubev and Zaikin find a finite dephasing correction to weak localization at zero temperature, whereas we find no such effect. A similar discrepancy has been found previously in the context of dephasing from the electron-electron interaction in disordered metals. In this case the neglect of recoil effects in the influence functional approach used by Golubev and Zaikin has been identified as the cause of the problem.

This causes an ultraviolet divergence, which does not appear in the perturbation theory, where it is avoided by the tanh-term in the factor $\coth(\omega/2T) + \tanh((\varepsilon - \omega)/2T)$ that sets the magnitude of the dephasing correction at low temperatures, see, e.g., Eq. (55) and Refs. 7, 81. (Neglect of recoil amounts to neglecting the $\omega$-dependence of the argument of the tanh, which causes this factor to no longer approach zero at large frequencies $\omega$.) We believe that the discrepancy between our result and that of Ref. 63 has the same origin.

### 2. Interaction corrections

The interaction corrections $\delta g_{\text{int}}^{\text{int},1}$ and $\delta g_{\text{int}}^{\text{int},2}$ do not depend on the magnetic field. Hence, the relevant time scales do not involve $g_{11}$ and $g_{12}$, and we define

$$
\tau_i = \frac{2\pi \hbar \nu_i}{g_{11}' + g_{12}}, \quad i = 1, 2.
$$

Again, we introduce time scales $\tau_{\pm}$ related to $\tau_1$ and $\tau_2$ as in Eq. (103) above. For the first interaction correction $\delta g_{\text{int}}^{\text{int},1}$ we then find

$$
\delta g_{\text{int}}^{\text{int},1} = \frac{g_{11}^3}{d_{\phi} g_{11}' g_{12}} \int d\omega \left( \frac{\partial}{\partial \omega} \frac{\coth(\omega/2T)}{2\pi} \right) \text{Im} \left( \frac{(\tau_{+} + \tau_{-})/\hbar}{(1 + i\omega \tau_{+}/\hbar)(1 + i\omega \tau_{-}/\hbar)} \right).
$$

This result was obtained previously in Ref. 31 for the symmetric case $g_{11}' = g_{22}', \nu_1 = \nu_2$, and in Ref. 8 for the case $g_{11}' = g_{22}' = g_{12}, \nu_1 = \nu_2$. The frequency integral in Eq. (107) can be evaluated in terms of digamma functions. We have

$$
\int \omega \left( \frac{\partial}{\partial \omega} \coth(\omega/2T) \right) \text{Im} \left( \frac{1}{(1 + i\omega \tau_{\pm} / \hbar)(1 + i\omega \tau_{\pm} / \hbar)} \right) = \frac{2\hbar}{\tau_{\alpha} - \tau_{\beta}} \left[ F_2 \left( \frac{\hbar}{2\pi T \tau_{\alpha}} \right) - F_2 \left( \frac{\hbar}{2\pi T \tau_{\beta}} \right) \right],
$$

where

$$
F_2(x) = \psi(1 + x) + x \psi'(1 + x).
$$
and $\psi(x)$ is the digamma function. From the asymptotic behavior of $\mathcal{F}_2$,

$$\mathcal{F}_2(x) = \begin{cases} -\frac{\gamma}{2} + \frac{3\zeta(3)}{x^2} + \ldots, & x < 1, \\ 1 + \ln x + \frac{1}{12x^2} + \ldots, & x \gg 1, \end{cases}$$

with $\gamma$ the Euler-Mascheroni constant, we obtain the high and low temperature limit of the interaction correction $\delta g_{\text{int,1}}$

$$\delta g_{\text{int,1}} = -\frac{2g_{21}^2}{d_0g_{11}g_{12}g_{22}} \times \begin{cases} \frac{\tau_+ + \tau_-}{\tau_+ - \tau_-} \ln \frac{\tau_+}{\tau_-}, & T \ll \hbar/\tau_\pm, \\ \frac{\pi \hbar (\tau_+ + \tau_-)}{6T_{\tau_+} \tau_-}, & T \gg \hbar/\tau_\pm. \end{cases}$$

The second interaction correction $\delta g_{\text{int,2}}$ is expressed in terms of interaction-induced shifts $\delta g_{11}'$, $\delta g_{22}'$, and $\delta g_{12}$ to the conductances $g_{11}'$, $g_{22}'$, and $g_{12}$, respectively, see Eq. (22). In contrast to the interaction correction $\delta g_{\text{int,1}}$ considered above, the frequency integrations needed to calculate $\delta g_{11}'$, $\delta g_{22}'$, and $\delta g_{12}$ converge only if we account for the finite (nonzero) capacitances of the quantum dots, see Eq. (22). [The integration in Eq. (22) diverges logarithmically if the limit $C_{11}/e^2\nu_1 \to 0$ is taken.]

Below we give explicit expressions for the case of a symmetric double dot only, $g_{11}' = g_{22}' = g'$, $f_{11}' = f_{22}' = f'$, $\nu_1 = \nu_2$, and $C = C_{11} = C_{22}$. In this case, the logarithmic divergence of the integration in Eq. (22) is cut off at the inverse of the charge-relaxation times,

$$\tau_{c+} = \frac{\tau_+}{d_0e^2\nu/C}, \quad \tau_{c-} = \frac{\tau_-}{d_0e^2\nu/(C + 2C_{12})},$$

and the corrections $\delta g_{11}' = \delta g_{22}' = \delta g'$ and $\delta g_{12}$ are found to be

$$\delta g' = \frac{g' - f'}{d_0g'} \sum_{\sigma=\pm} \frac{\tau_{\sigma}}{\tau_{\pm}} \left[ \mathcal{F}_2 \left( \frac{\hbar}{2\pi T\tau_{\sigma}} \right) - \mathcal{F}_2 \left( \frac{\hbar}{2\pi T\tau_\pm} \right) \right],$$

$$\delta g_{12} = \frac{2(g_{12} - f_{12})}{d_0g_{12}} \frac{\tau_+ + \tau_-}{\tau_+} \left[ \mathcal{F}_2 \left( \frac{1}{2\pi T\tau_+ / \hbar} \right) - \mathcal{F}_2 \left( \frac{1}{2\pi T\tau_- / \hbar} \right) \right].$$

For the case $g' = g_{12}$, $f' = f_{12}$ and $C_{12} = 0$, Eqs. (113) and (114) agree with results obtained previously in Ref. 31. The result of Ref. 31 differs from Eqs. (113) and (114) if $C_{12} > 0$ because Ref. 31 includes cross capacitances between each dot and adjacent reservoir of the same magnitude as the cross capacitance $C_{12}$ between the two dots. Equation (113) simplifies to the renormalization of the contact conductance for a single quantum dot in the limit $g_{12} \to \infty$. Again making use of the asymptotic behavior of the digamma function, we find that the above expressions simplify to

$$\delta g' = -\frac{g' - f'}{d_0g'} \times \begin{cases} \frac{\ln \frac{\tau_+}{\tau_-}}{\tau_+} + \ln \frac{\tau_-}{\tau_+}, & T \ll \hbar/\tau_\pm, \\ \frac{\ln 2^{1+\gamma}}{2\pi T\tau_+} + \frac{\ln 2^{1+\gamma}}{2\pi T\tau_-}, & \hbar/\tau_\pm \ll T \ll \hbar/\tau_{c\pm}, \\ \frac{\pi \hbar}{6T \tau_+} \left( \frac{\tau_+}{\tau_-} + \frac{\tau_-}{\tau_+} \right), & \hbar/\tau_{c\pm} \ll T, \end{cases}$$

$$\delta g_{12} = -\frac{4(g_{12} - f_{12})}{d_0g_{12}} \frac{\tau_+ + \tau_-}{\tau_+} \times \begin{cases} \frac{\ln \frac{\tau_-}{\tau_+}}{\tau_-} + \ln \frac{\tau_-}{\tau_+}, & T \ll \hbar/\tau_\pm, \\ \frac{\ln 2^{1+\gamma}}{2\pi T\tau_-}, & \hbar/\tau_\pm \ll T \ll \hbar/\tau_{c\pm}, \\ \frac{\pi \hbar}{6T \tau_-}, & \hbar/\tau_{c\pm} \ll T. \end{cases}$$

B. Side-coupled quantum dot

For the side-coupled double dot configuration of figure 12 the structure of the weak localization correction and the interaction corrections is essentially the same as for the linear configurations. The classical conductance is

$$g_{c1}^{-1} = g_{11}^{-1} + g_{12}^{-1}.$$
The weak localization correction to the conductance is
\[
\delta g_{\text{WL}} = -\frac{f'_{22}g'^{2}_{11} + f'_{11}g'^{2}_{22}}{(g'_{11} + g'_{12})^2(g'_{11} + g'_{12} + g'_{1} + g'_{1})} \times \left\{ 1 + \frac{g'^{2}_{12}}{(g'_{11} + g'_{12} + g'_{1})(g'_{12} + g'_{12} + g'_{1}g'_{1})} \right\},
\]
where \( f(T) = T/(T_\phi + T) \),
\[
\frac{T_\phi}{d_s} = \frac{1}{4\pi} \frac{\tau_1 + \tau_2}{\tau_1 \tau_2} g_{12},
\]
and
\[
\tau_1 = \frac{2\pi \hbar \nu_1}{g'_{11} + g'_{12} + g'_{1} + g'_{12}}, \quad \tau_2 = \frac{2\pi \hbar \nu_2}{g'_{12} + g'_{1} + g'_{1}},
\]
with \( \tau_{1,2} \) given in terms of \( \tau_1 \) and \( \tau_2 \) as in Eq. (118).

Again, it is instructive to compare to what one finds to the conductance vanishes. The interaction corrections agree with previous calculations of \( \delta g_{\text{int},1} \) and \( \delta g_{\text{int},2} \) by Golubev and Zaikin for a linear array of quantum dots, and are closely related to similar interaction corrections in a granular metal, see Ref. [29]. Our result for \( \delta g_{\text{int}} \) agrees with the literature in the limit of zero temperature, and in the high temperature limit but we are not aware of a calculation of the full temperature dependence of \( \delta g_{\text{int}} \) in the literature. (The exception is a calculation of \( \delta g_{\text{int}} \) for a double quantum dot by Golubev and Zaikin which, however, gives an unphysical result in the limit of zero temperature.)

We have formulated our final results in such a way that the evaluation of quantum corrections for a network of a relatively small number \( N_D \) of quantum dots does not require more than the inversion of an \( N_D \)-dimensional matrix. All quantum corrections to the conductance can be expressed in terms of the inter-dot conductances, form factors, and the capacitances only. In principle, these parameters can be measured independently. This makes a small quantum dot network an ideal model system to compare theory and experiment, and to unambiguously identify the mechanisms responsible for dephasing. (Capacitances and form factors play a role only if the dots are connected via non-ideal contacts in which one or more transmission eigenvalues are smaller than one. For lateral quantum dot networks defined in semiconductor heterostructures, contacts are typically ballistic, and the only relevant parameters are the quantized conductances of the contacts between the quantum dots.)

The simplest example of a small quantum dot network is a 'double quantum dot', which consists of two quantum dots coupled to each other and to electron reservoirs via point contacts. Several groups have reported transport measurements on such double dots or even on triple dots (Double quantum dots also play a prominent role in recent attempts to achieve quantum computation. However, the dots used in these experiments typically hold one or two electrons each and can not be described by random matrix theory.) Although, in principle, the contact conductances in lateral double and triple quantum dot networks are fully tunable, the exper-
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APPENDIX: HIKAMI BOX CALCULATION

In this appendix we provide details on the derivation of Eqs. (71) and (72) of Sec. IV. The explicit expression for the Hikami box is an essential part of the calculation of the quantum corrections to the conductance, but we have not found the explicit expression of Eq. (71), nor its derivation, in the literature.

We refer to the text surrounding Eq. (71) for the notations used in this appendix. In general, the Hikami box $B_{ii,ii}(\omega)$ will be nonzero only if the four indices span at most two adjacent quantum dots. We here show the calculation of $B_{ii,ii}(\omega)$. There are three contributions to $B_{ii,ii}(\omega)$, which are shown in Fig. 13ii, a–c. They read

\begin{align}
B^{(a)}_{ii,ii}(\omega) &= \text{tr} \left[ (G_{ii}^R(\epsilon_1)) (G_{ii}^A(\epsilon_2)) (G_{ii}^R(\epsilon_2)) (G_{ii}^A(\epsilon_1)) \right] \\
&= \pi^2 \nu^4 \left( 1 + \frac{i\pi \nu (\epsilon_1 - \epsilon_1' + \epsilon_2 - \epsilon_2')} {2M_i} + \text{tr} \left[ \frac{-2\Delta_i (M_i + \Delta_i)} {(M_i + \Delta_i)^3} + \frac{\Delta_i^3} {M_i (M_i + \Delta_i)^3} \right] \right), \tag{A.1}
\end{align}

\begin{align}
B^{(b)}_{ii,ii}(\omega) &= \text{tr} \left[ (G_{ii}^R(\epsilon_1)) (G_{ii}^A(\epsilon_2)) (G_{ii}^R(\epsilon_2)) (G_{ii}^A(\epsilon_1)) \right] C^{RR}_{ii} (\epsilon_1, \epsilon_2) \left( \text{tr} \left[ (G_{ii}^R(\epsilon_1)) (G_{ii}^R(\epsilon_2)) (G_{ii}^A(\epsilon_1')) \right] \right) \\
&= -\frac{\pi^2 \nu^4} {2M_i^3} \left( 1 + \frac{\bar{g}_{ii} - \bar{g}_{11,ii} + i\pi (3\epsilon_1 - 2\epsilon_2') + 3\epsilon_2 - 2\epsilon_2'} {8M_i} + \frac{1} {M_i} \text{tr} \left[ \frac{\Delta_i^3 - 3M_i^2 \Delta_i} {(M_i + \Delta_i)^3} \right] \right), \tag{A.2}
\end{align}

\begin{align}
B^{(c)}_{ii,ii}(\omega) &= \text{tr} \left[ (G_{ii}^R(\epsilon_1)) (G_{ii}^A(\epsilon_2)) (G_{ii}^A(\epsilon_1')) \right] C^{AA}_{ii} (\epsilon_2', \epsilon_1) \left( \text{tr} \left[ (G_{ii}^A(\epsilon_2)) (G_{ii}^R(\epsilon_2)) (G_{ii}^A(\epsilon_1')) \right] \right) \\
&= -\frac{\pi^2 \nu^4} {2M_i^3} \left( 1 + \frac{\bar{g}_{ii} - \bar{g}_{11,ii} + i\pi (2\epsilon_1 - 3\epsilon_1' + 2\epsilon_2 - 3\epsilon_2')} {8M_i} + \frac{1} {M_i} \text{tr} \left[ \frac{\Delta_i^3 - 3M_i^2 \Delta_i} {(M_i + \Delta_i)^3} \right] \right), \tag{A.3}
\end{align}

where the $M_i \times M_i$ matrix $\Delta_i$ was defined in Eq. (38) above and $\omega = \epsilon_1' - \epsilon_1 + \epsilon_2' - \epsilon_2$. Traces involving the matrices $\Delta_i$ can be calculated using the identities

\begin{align}
\text{tr} \left[ \frac{\Delta_i} {(M_i + \Delta_i)^2} \right] &= \sum_k \frac{g_{ik}} {4M_i^2}, \tag{A.4}
\text{tr} \left[ \frac{\Delta_i^2} {(M_i + \Delta_i)^4} \right] &= \sum_k \frac{f_{ik}} {16M_i^2}. \tag{A.5}
\end{align}
Addition of Eqs. (A.1)–(A.3) gives

\[ B_{ii,ii}(\omega) = \frac{\pi^4 \nu^4}{16 M_i^4} \left[ 2\pi i \nu_i \omega + 2(\tilde{g}_{ni,ii} + \tilde{g}_{ii}) + f_{ii} \right] \]  

(A.6)

The diagrams for the relevant contributions to \( B_{ij,kl}(\omega) \) in which the indices differ are shown in the other panels of Fig. 13. Expressing these contributions in terms of the matrices \( \Delta \), and performing the traces with the help of Eqs. (A.4) and (A.5), we find

\[
B_{ij,ij}(\omega) = \frac{\pi^4 \nu^4 \nu_j^2}{16 M_i^2 M_j^2} (f_{ij} - g_{ij}), \\
B_{ii,ij}(\omega) = \frac{\pi^4 \nu^4 \nu_j^2}{16 M_i^2 M_j} (-f_{ij}), \\
B_{ii,ji}(\omega) = \frac{\pi^4 \nu^4 \nu_j^2}{16 M_i^2 M_j^2} f_{ij},
\]

(A.7) (A.8) (A.9)

This is the result reported in Eq. (72) of the main text.

If a Hikami box is placed adjacent to a lead, one finds the three contributions shown in Fig. 14. Adding these we find, with the help of Eq. (A.3),

\[
B'_{aj,jj} = \frac{\pi^5 \nu_a \nu_j^4}{M_j^4} \text{tr} \left[ W_{ja} W_{aj} \frac{-M_j^3 \Delta_j}{(M_j + \Delta_j)^4} \right] \\
= -\frac{\pi^5 \nu_a}{16 M_j^3} f'_{aj}.
\]

(A.10)

required to observe the intrinsic temperature dependence caused by electron-electron interactions alone, see Refs. 3 and references therein.
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