The Hidden Phase of the Spin-Boson Model
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A quantum two-level system immersed in a sub-Ohmic bath experiences enhanced low-frequency quantum statistical fluctuations which render the nonequilibrium quantum dynamics highly non-Markovian. Upon using the numerically exact time-evolving matrix product operator approach, we investigate the phase diagram of the polarization dynamics. In addition to the known phases of damped coherent oscillatory dynamics and overdamped decay, we identify a new third region in the phase diagram for strong coupling showing an aperiodic behaviour. We determine the corresponding phase boundaries. The dynamics of the quantum two-state system here is not coherent by itself but slaved to the oscillatory bath dynamics.

Introduction. — Dissipative environments are the cause of relaxation and decoherence in quantum systems. Accordingly, understanding and modelling their influence and subsequently tailoring their impact is relevant to many research areas [1, 2]. At strong system-bath coupling, dissipative environments may also lead to fully incoherent dynamics or even complete suppression of the dynamics (localization). Generally it is believed that, while prominent environmental modes may well cause coherent oscillations in a quantum system, a broadband reservoir destroys coherence at sufficiently strong coupling [3, 4].

Typically, a two-state system interacting with harmonic degrees of freedom (spin-boson model) is studied [1, 2]. At low temperatures and weak coupling damped coherent oscillations are observed while at stronger dissipation a classical incoherent decay towards thermal equilibrium is found. For an Ohmic bath with spectrum $J(\omega) \propto \alpha \omega^s$ and spectral exponent $s = 1$ the ratio of damping rate and oscillation frequency is independent of the oscillation frequency. With increasing coupling $\alpha$ the dynamics turns incoherent and, for even larger coupling, a zero temperature phase transition towards a localized phase is observed [1, 2].

While super-Ohmic spectra with $s > 1$ with more pronounced high-frequency modes do not show incoherent dynamics nor a localization transition, reservoirs with more pronounced low frequency spectra such as sub-Ohmic ones with $s < 1$ exhibit a localization phase transition [5–7] and are relevant for quantum impurity systems [8, 9]. In contrast, the dynamic transition to incoherent behaviour is far less studied although this class of reservoirs constitutes the dominant noise source in, for example, nanomechanical oscillators systems [10] and superconducting qubit architectures (specifically charge noise generated by two-level fluctuators) [11–13]. Although originally believed to be always incoherent [1], it is now well established that for $1/2 \lesssim s \lesssim 1$ with increasing coupling the dynamics turns from damped oscillatory to incoherent, and for larger coupling a transition to a localized phase takes place [14–17]. For $0 \leq s \lesssim 1/2$, however, Kast and Ankerhold [16] showed that oscillatory dynamics persists for arbitrary coupling strength for an initially polarized bath. Pure dephasing sub-Ohmic reservoirs influence a quantum two-state system in a similar way and result in overdamping only for $\omega_c \to \infty$ and $s \gtrsim 0.1$ [18].

This leaves two important questions: What happens when crossing the supposed phase boundary at $s \approx 1/2$ for a fixed but strong coupling and why can strong sub-Ohmic fluctuations not turn the system dynamics incoherent? We investigate for $1/2 \lesssim s \leq 1$ and increasing coupling to the environment the dynamics which turns from coherent to incoherent for a coupling $\alpha(s)$ which depends on the spectral exponent $s$. For even larger couplings we encounter a sharp phase boundary at a coupling $\alpha_B$ to aperiodic behaviour, i.e., the dynamics is not fully incoherent but exhibits a single turnaround. This new phase extends to all $0 \leq s \leq 1$. For $0 \leq s \lesssim 1/2$, where Ref. [16] reports damped oscillatory dynamics for all couplings, we find with increasing coupling a sharp transition from oscillatory dynamics with various minima and maxima to aperiodic dynamics with a single minimum for an initially unpolarized bath. The frequency related to the minimum is proportional to the reservoir cut-off frequency. Accordingly, this dynamics is not generated by the central quantum system but by the reservoir and it turns incoherent for $\omega_c \to \infty$. We simulate the dynamics in a broad range of parameters in order to map the new phase diagram of the dynamical behaviour of the spin-boson model.

Model. —We consider the symmetric spin-boson model ($\hbar = 1, k_B = 1$) with the Hamiltonian

$$
\hat{H} = \hat{H}_S + \hat{H}_B + \hat{H}_{\text{int}} = \frac{\Omega}{2} \hat{\sigma}_x + \frac{1}{2} \sum_j \left( \hat{p}_j^2 + \omega_j \hat{\hat{x}}_j^2 \right) + \frac{\hat{\sigma}_z}{2} \hat{\xi},
$$

(1)

where $\hat{\xi} = \sum_j \epsilon_j \hat{x}_j$, $\Omega$ is the tunneling splitting, and $\hat{\sigma}_{x/z}$ are the Pauli matrices. The bath consists of harmonic oscillators with momenta $\hat{p}_j$, angular frequencies $\omega_j$, and...
positions \( \hat{x}_j \) which are coupled via coupling constants \( c_j \) to the spin. The bath has the spectral density

\[
J(\omega) = \sum_j \frac{c_j^2}{2\omega_j^2} \delta(\omega - \omega_j) = 2a_j \frac{\omega_j^s}{\omega_c^s} e^{-\omega/\omega_c},
\]

with the high-frequency cut-off \( \omega_c = 10\Omega \) (unless specified otherwise) and the coupling strength \( \alpha \). We focus on the \((\text{sub-})\text{Ohmic}\) regime where \( 0 \leq s \leq 1 \).

We calculate the time-dependent polarization \( P(t) = \langle \sigma_j \rangle(t) \), using a factorizing initial preparation of the system with \( P(0) = 1 \) and the thermal distribution of the initially uncoupled (i.e., unpolarized) bath at zero temperature.

**Method.** — To determine \( P(t) \) we use the numerically exact real-time quasiadiabatic propagator path integral (QUAPI) [19–24]. Once the bath oscillators have been integrated out, an effective dynamics of the system arises which is nonlocal in time. To treat the highly entangled system-bath dynamics of the sub-Ohmic spin-boson model, we make use of the time-evolving matrix product operator (TEMPO) technique [23, 24], see Supplemental Material for further details. It allows us to avoid the conventional QUAPI memory cutoff as it rewrites the arising discrete path-sum in terms of a numerically highly efficient tensor network.

**Polarization dynamics.** — At first, we investigate the dynamics for a fixed \( s = 0.7 \) for increasing coupling \( \alpha \). Fig. 1 shows the time-dependent polarization \( P(t) \) for times up to \( \Omega t \lesssim 10 \). For \( \alpha = 0.05 \) and \( \alpha = 0.15 \), we observe damped oscillatory or coherent dynamics with a minimum (marked by a red cross in Fig. 1) and a maximum (marked by a green diamond) visible in the studied time frame. But for couplings \( \alpha = 0.2 \) and \( \alpha = 0.4 \), we find a monotonic decay highlighting purely incoherent dynamics. Surprisingly, for larger couplings \( \alpha \geq 0.5 \) we find again a minimum but no subsequent maximum. We denote this dynamics pseudo-coherent in the following.

Next we decrease the spectral exponent \( s \) for a strong but fixed system bath coupling strength \( \alpha = 0.8 \) with dynamics in the pseudo-coherent phase from \( s = 0.7 \) to 0.3. Fig. 2 depicts the according time-dependent polarization \( P(t) \). In all cases we observe pseudo-coherent dynamics with a single minimum (marked by a red cross). With decreasing \( s \), the minimum shifts to earlier times. No qualitative change in the dynamic behaviour is found upon decreasing \( s \) below \( s = 1/2 \). For \( s \lesssim 1/2 \), Kast and Ankerhold [16] have shown that no transition to incoherent dynamics occurs irrespective of the coupling strength.

Fig. 3 shows the polarization for various coupling strengths for a fixed \( s = 0.3 \). For couplings from \( \alpha = 0.8 \) down to \( \alpha = 0.125 \), we observe pseudo-coherent dynamics with only one minimum. For \( \alpha = 0.1 \) and \( \alpha = 0.05 \), we find coherent dynamics with a minimum and a maximum.

**Phase diagram.** — Next we examine the full parameter space of \( 0 \leq s \leq 1 \) and \( \alpha \). We observe sharp transitions between three dynamical phases: coherent dynamics, i.e. damped oscillatory behaviour with minima and maxima, incoherent dynamics, i.e. purely monotonic decay, and pseudo-coherent dynamics, i.e. a single minimum and subsequent decay into localization. The observed phase diagram is sketched in Fig. 4. For \( \alpha = 0 \), the time-dependent polarization is \( P(t) = \cos(\Omega t) \) with its first local minimum at \( \Omega t = \pi \). As the dynamics depends continuously on the parameters \( \alpha \) and \( s \), we can track this local minimum while increasing the coupling strength. For \( s \gtrsim 0.45 \), we find that this minimum vanishes if the
coupling strength is sufficiently increased leading to the transition from coherent to incoherent dynamics at $\alpha_B(s)$ (depicted as blue crosses in Fig. 4). Our results coincide with results shown in Fig. 5 of Ref. [17] for $s > 0.5$. Increasing the coupling strength further, we enter the pseudo-coherent phase at $\alpha_B(s)$ (depicted by orange diamonds). For $s \leq 0.45$ we track the first local maximum of the coherent phase, which vanishes in the transition to the pseudo-coherent regime (see Fig. 3 for $s = 0.3$). The green circles in Fig. 4 depict the coupling strength $\alpha_B(s)$ of the respective phase transition from coherent to pseudo-coherent dynamics. Note that while maxima in the dynamics of the pseudo-coherent phase at very long times, i.e. time-scales not determined by $\Omega$ nor $\omega_c$ (which we cannot strictly rule out due to finite simulation times), would add to the characteristics of the pseudo-coherent phase, they would not change the phase diagram which is determined by sharp transitions between different dynamic behaviour at times well within our simulation time window.

**Pseudo-coherent phase.** Next, we investigate the pseudo-coherent phase in more detail. Fig. 5 shows the quantity $1 - P(t)$ versus the rescaled time $\omega_c t$ for various $\omega_c$ for $s = 0.3$ and $\alpha = 0.8$. (Note that the minima in $P(t)$ are maxima in this plot.) We observe that the maximum in $1 - P(t)$ (corresponding to a minimum in $P(t)$) for sufficiently large values of $\omega_c \gtrsim 10\Omega$ occurs at a time $t_{\text{min}} \simeq \text{const.}/\omega_c$. Hence, the observed oscillatory behaviour in this phase is purely bath-driven and therefore distinct from coherence, which generally refers to a behaviour inherent to the system. This furthermore suggests that for $\omega_c \rightarrow \infty$ the polarization $P(t)$ approaches 1 and the minimum is attained at $t_{\text{min}} \rightarrow 0$. Thus, only incoherent fully localized behaviour emerges, i.e., the observed oscillatory behaviour in the pseudo-coherent phase is a result of the finite bath reaction time of $O(1/\omega_c)$ only after which the system is drawn into localization. Similarly, purely dephasing sub-Ohmic reservoirs for small $s$ renormalize for increasing $\omega_c$ the oscillatory frequency always to larger values than its damping rate and the system frequency component in the total renormalized frequency vanishes in that regime [18]. Thus, the dynamics never becomes fully overdamped.

Because the oscillation frequency is renormalized in the case of a polarized bath that is initially equilibrated to a spin pointing up, the oscillatory behavior in Ref. [16] also shows maxima in the pseudo-coherent phase. Nevertheless, the dynamics in that case is generated by the bath in the same way (for details, see Supplemental Material).

Increasing $\omega_c$ also changes the phase separation line $\alpha_B(s)$. To determine the phase separation line $\alpha_B(s)$, we simulate the polarization dynamics to roughly similar times, i.e., $\Omega t \simeq 10$ for every $\omega_c$. Thus, we are here limited to a fairly small regime of $\omega_c \leq 50\Omega$ to ensure numerical accuracy. For all studied values of $\omega_c$, we find that $\alpha_B(s) > \alpha_c(s)$ with the critical coupling strength $\alpha_c(s)$ for the thermodynamic $T = 0$ phase transition to localization. We find that $\alpha_B(s)$ decreases with increasing $\omega_c$.

Our investigation allows to conclude that for $\omega_c \rightarrow \infty$ the pseudo-coherent phase turns fully incoherent. Thus, for $s \gtrsim 0.45$ it seems reasonable that $\alpha_B(s,\omega_c) \rightarrow$
\( \alpha_c(s, \omega_c) \) since for couplings smaller than \( \alpha_B(s, \omega_c) \) the dynamics is already incoherent for all \( \omega_c \). For \( s \leq 0.45 \) the situation is less clear and it remains open whether for \( \omega_c \to \infty \) there is a coupling regime with damped coherent dynamics. We should point out that the limit of infinite \( \omega_c \) is also not clear for \( \alpha_c \), i.e. the thermodynamic localization transition, except for Ohmic bath spectra where \( \alpha_c(s = 1, \omega_c \to \infty) = 1 \). For \( 0 \leq s \leq 1/2 \) a variational approach yields \( \alpha_c(s, \omega_c \to \infty) \to 0 \) [25].

Spectral crossover. — Investigations of the thermodynamic localization phase transition [6], i.e. the according critical exponents, conclude that \( s = 1/2 \) is the border between mean-field behaviour for \( s < 1/2 \) and non-mean-field for \( s > 1/2 \). We find a crossover \( s_{\text{cross}} \) with a possible incoherent phase for \( s > s_{\text{cross}} \) and no incoherent phase for \( s < s_{\text{cross}} \) at \( s_{\text{cross}} \approx 0.45 \) (see Fig. 4), which is consistent with the results of Duan et al. [17] that imply \( s_{\text{cross}} \lesssim 0.525 \). Fig. 6 shows the polarization for \( T = 0, s = 0.45 \), and different coupling strengths \( \alpha \). For \( \alpha = 0.12 \), we observe coherent dynamics with a minimum and maximum. For increasing couplings, i.e. \( \alpha = 0.14 \) and 0.157, both merge. For \( \alpha = 0.16 \), a new single minimum at latest observed time appears which for further increasing coupling shifts to earlier times. For \( s < 0.45 \) (see, for example, Fig. 3), the observed minimum in the pseudo-coherent phase emerges from the first minimum in the coherent phase. It remains an open question how this crossover \( s \) depends on \( \omega_c \) and in how far it is connected to the crossover from mean-field to non-mean-field type thermodynamics phase behaviour.

Conclusion. — By means of numerically exact real-time path integral simulations, we have studied the nonequilibrium dynamics of the (sub-)Ohmic spin-boson model. Analysing the polarization dynamics, we find for all spectral exponents \( 0 \leq s \leq 1 \) at strong coupling a pseudo-coherent phase whose hallmark is a single oscillatory minimum. In particular for \( 0.45 \leq s \leq 1 \), we observe this new dynamical phase at strong coupling beside the well-known coherent dynamics at weak coupling and incoherent dynamics at intermediate coupling. Oscillatory dynamics for \( 0 \leq s \leq 1/2 \) for all couplings has been observed by Kast and Ankerhold [16] before. We show that for these \( s \) there is nevertheless a transition from coherent (many minima and maxima in the polarization dynamics) to pseudo-coherent dynamics (with a single minimum). The frequency related to the oscillatory minimum in the pseudo-coherent phase is proportional to the bath cut-off frequency. Accordingly, this dynamics is not generated by the two-level system but by the reservoir and it turns incoherent for \( \omega_c \to \infty \). We map the full dynamical phase diagram with now three distinct phases.
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In this Supplemental Material, we provide a summary of the time-evolving matrix product operator (TEMPO) method as used in the main text and demonstrate the numerical convergence with respect to long simulation times. In addition, we also consider initial conditions of a polarized bath and show that the dynamics is qualitatively very similar to the unpolarized initial conditions used in the main text.

I. INTRODUCTION

In the main text, we compute the dynamics of the spin-boson model by use of the quasi-adiabatic propagator path integral (QUAPI) [19-24], which expresses the time evolution of the reduced density matrix in terms of a discrete path sum

$$\tilde{\rho}_{s_N}^\pm(t) \equiv \text{tr}_{\text{bath}} \left\langle s_N^+ \left| e^{-iHt} \tilde{\rho}(0) e^{iHt} \right| s_N^- \right\rangle$$

$$= \sum \prod_{j=1}^N \left( G_{s_j^+, s_{j-1}^+} \prod_{k=0}^N \prod_{k'=0}^N \left( F_{s_k^+ s_{k'}^+, \alpha_k^+ \alpha_{k'}^+}^{(kk')} \right) \tilde{\rho}_{s_0^-}(0) + O(\Delta t^2) \right), \quad (S1)$$

where $t = N\Delta t$. The system propagator is given by

$$G_{s_j^+, s_{j-1}^+} = \left\langle s_j^+ \left| e^{-iH_S \Delta t} \right| s_{j-1}^+ \right\rangle \left\langle s_{j-1}^- \left| e^{iH_S \Delta t} \right| s_j^- \right\rangle, \quad (S2)$$

and the bath influence functionals by

$$F_{s_k^+ s_{k'}^+, \alpha_k^+ \alpha_{k'}^+}^{(kk')} = \exp \left[ -(s_k^+ - s_k^-) (\eta_{kk'} s_k^+ s_{k'}^- - \eta_{kk'}^* s_k^- s_{k'}^+) \right], \quad (S3)$$

where the coefficients $\eta_{kk'}$ are functionals of the bath spectral density and are given in Ref. [20]. Note that Eq. (S1) is exact in the limit $\Delta t \to 0$.

II. TIME-EVOLVING MATRIX PRODUCT OPERATOR

As shown by Strathearn et al. [23,24], the path sum in Eq. (S1) can be rewritten in terms of a tensor network. By using the short-hand notation $s^\pm \equiv \alpha \in \{\uparrow\uparrow, \downarrow\downarrow, \uparrow\downarrow, \downarrow\uparrow\}$ and

$$I_{\alpha_k^+ \alpha_k^-} := \begin{cases} G_{\alpha_k^+ \alpha_k^-} F_{\alpha_k^+ \alpha_k^-}^{(k_1 k_2)} & \text{if } k_1 - k_2 = 1 \\ F_{\alpha_k^+ \alpha_k^-}^{(k_1 k_2)} & \text{else,} \end{cases} \quad (S4)$$

Eq. (S1) becomes

$$\tilde{\rho}_{\alpha N}(t) = \sum_{\alpha_0, \ldots, \alpha_{N-1}} \prod_{k=0}^N \prod_{k'=0}^N \left( I_{\alpha_k^+ \alpha_k^-} \right) \tilde{\rho}_{\alpha_0}(0). \quad (S5)$$

Next, we consider the case $N = 1$ of Eq. (S5), which we rewrite using Kronecker deltas such that it can be drawn as a tensor diagram (see Fig. S1 (a)):

$$\sum_{\alpha_0} I_{\alpha_1 \alpha_1} I_{\alpha_1 \alpha_0} I_{\alpha_0 \alpha_0} \tilde{\rho}_{\alpha_0} = \sum_{\alpha_0} I_{\alpha_1 \alpha_1} \sum_{\beta_0} I_{\alpha_1 \beta_0} \delta_{\alpha_0 \beta_0} I_{\alpha_0 \alpha_0} \tilde{\rho}_{\alpha_0} = \sum_{\alpha_0, \beta_0, \beta_1} \delta_{\alpha_1 \beta_1} I_{\alpha_1 \alpha_1} I_{\beta_1 \beta_0} \delta_{\alpha_0 \beta_0} I_{\alpha_0 \alpha_0} \tilde{\rho}_{\alpha_0}. \quad (S6)$$
FIG. S1. Graphical representations of (a) Eq. (S6). Left, top, and right squares represent \( \delta_{\alpha_1\beta_1} I_{\alpha_1\alpha_1} \), \( I_{\beta_1\beta_1} \), and \( \sum_{\alpha_0} \delta_{\alpha_0\beta_0} I_{\alpha_0\alpha_0} \rho_{\alpha_0} \), respectively. (b) Eq. (S5) for \( N = 3 \). Squares labeled with \( k_1, k_2 \) consist of \( I_{\alpha_k\alpha_k} \) and up to two Kronecker deltas that are of the form \( \delta_{\alpha_k\beta_k} \) or \( \delta_{\alpha_k\beta_{k+1}} \). The only exception of this is the bottom right square, which is given by \( \sum_{\alpha_0} \delta_{\alpha_0\beta_0} I_{\alpha_0\alpha_0} \rho_{\alpha_0} \).

This procedure is easily iterated to general values of \( N \), the tensor network diagram for \( N = 3 \) is depicted in Fig. S1 (b). The evaluation of the path sum in Eq. (S5) is therefore equivalent to the contraction of the corresponding tensor network. The \( i \)-th step of the tensor network contraction procedure consists of identifying the tensors with \( k_1 = i - 1 \) as a matrix product state, which is applied to the matrix product operator consisting of the tensors with \( k_1 = i \). This operation is done approximately by using singular value decompositions where all singular values \( \lambda < \epsilon \cdot \lambda_{\text{max}} \) are truncated where \( \epsilon \) is a convergence parameter and \( \lambda_{\text{max}} \) is the largest singular value. Note that this operation is exact in the limit \( \epsilon \to 0 \). This yields \( \tilde{\rho}(t) \), which we use to compute \( P(t) = \langle \sigma_z \rangle(t) = \text{tr}(\tilde{\rho}(t)\sigma_z) \).

III. CONVERGENCE ANALYSIS

We have only made two approximations which are systematically controlled by the convergence parameters \( \Delta t \) and \( \epsilon \). As smaller values of \( \Delta t \) also require smaller values of \( \epsilon \), we need to converge the result for a given value of \( \Delta t \) with respect to \( \epsilon \) first and then repeat for smaller values of \( \Delta t \) until convergence is found. As an example, we consider the case of coupling strength \( \alpha = 0.8 \) and spectral exponent \( s = 0.3 \) (see Fig. S2), which is among the most challenging cases studied in the main text. This is due to the strong coupling requiring a fine time discretization and the low spectral exponent causing long bath memory, which causes singular values to fall off relatively slowly. Note that for all of the values of \( \Delta t \) considered in Fig. S2, we achieve excellent convergence with respect to \( \epsilon \) and that the dynamics is also converged with respect to the time discretization.

IV. POLARIZED INITIAL CONDITION

As in Ref. [16], we next consider polarized initial conditions where the bath is equilibrated to a spin with \( \langle \hat{\sigma}_z \rangle(t = 0) = 1 \), i.e., \( \rho_B(0) \propto \exp\left\{-\left(\hat{H}_B + \hat{H}_{\text{int}}(\hat{\sigma}_z = 1)\right)/T\right\} \) as opposed to the unpolarized initial condition \( \rho_B(0) \propto \exp\left\{-\hat{H}_B/T\right\} \) used in the main text. Following the derivation of Ref. [15], the polarized initial condition leads to the additional factors in the TEMPO scheme

\[
\prod_{k>0} \tilde{F}^k s_k^+ s_{k-1}^+ \prod_{k>0} \exp\left[\frac{i}{2}(s_k^+ - s_{k-1}^-)\tilde{\eta}_{k0}\right],
\]

in Eq. (S1), where

\[
\tilde{\eta}_{k0} = \int_0^\infty \frac{2J(\omega)}{\omega^2} \left[\sin(\omega k \Delta t) - \sin(\omega (k-1) \Delta t)\right] d\omega.
\]
This can be straightforwardly included in the time-evolving matrix product operator technique presented in Section II as the structure of Eq. (S1) remains unchanged.

In Fig. S3 (a), we show that also for the polarized initial condition, the minimum of $P(t)$ occurs at times $t_{\text{min}} \simeq \text{const.}/\omega_c$ (notice the scaling on the time axis). While in the unpolarized case the renormalization starts to dominate the oscillatory frequency at a coupling strength when the damping rate roughly equals the frequency, the polarized initial condition causes a strong frequency renormalization already at weaker coupling (see discussion in Ref. [16]). Therefore, maxima are observed also in the pseudo-coherent phase. For the polarized case it is thus less obvious when the dynamics becomes fully governed by the bath. Nevertheless, the bath dominates the dynamics as becomes clear from Fig. S3 (a) here and the estimate of the oscillation frequency in Ref. [16] in the limit $s \to 0$. Therefore, for both initial bath conditions at weakest coupling strengths and $s \lesssim 0.5$ there is damped oscillatory behavior with an oscillation frequency determined by the system, i.e., by $\Omega$. When increasing the coupling strength, the oscillation frequency becomes completely determined by the bath. This behavior is characteristic for the pseudo-coherent phase. The observed oscillatory dynamics is thus not rooted in the system, but is the result of the system being slaved to the bath.

Furthermore, we do not find a qualitative change in the dynamical behavior at $s = 0.5$ (see Fig. S3 (b)) for large coupling strength. This behavior of the pseudo-coherent phase extends to all $0 < s < 1$ at strong coupling and reflects bath dynamics due to finite $\omega_c$ to which the system is fully slaved. Specifically, when entering the pseudo-coherent phase with increasing coupling for a fixed $s$ with $0.5 < s < 1$ where oscillatory behavior re-emerges after the dynamics was fully incoherent for a smaller coupling, it becomes clear that the pseudo-coherent phase is distinct from the conventional damped coherent dynamics at weak coupling – independent of the choice of initial condition of the bath.
FIG. S3. Polarization $P(t)$ with polarized initial conditions for $T = 0$, $\alpha = 0.5$, and (a) for $s = 0.45$, and different bath cut-off frequencies $\omega_c$ as indicated (local minima are marked with a red cross), and (b) for $\omega_c = 10\Omega$, and different spectral exponents $s$ (local maxima are marked with a green diamond).