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Abstract: For general $\beta \geq 1$, we consider Dyson Brownian motion at equilibrium and prove convergence of the extremal particles to an ensemble of continuous sample paths in the limit $N \to \infty$. For each fixed time, this ensemble is distributed as the Airy$_\beta$ random point field. We prove that the increments of the limiting process are locally Brownian. When $\beta > 1$ we prove that after subtracting a Brownian motion, the sample paths are almost surely locally $r$-Hölder for any $r < 1 - (1 + \beta)^{-1}$. Furthermore for all $\beta \geq 1$ we show that the limiting process solves an SDE in a weak sense. When $\beta = 2$ this limiting process is the Airy line ensemble.

1 Introduction and main results

Given an infinite sequence of independent two-sided standard Brownian motions $\{B_i\}_{i=1}^\infty$ we consider for each integer $N \geq 1$, the solution $\{\lambda_i^{(N)}(t)\}_{i=1}^N$ to the following system of stochastic differential equations, for $\beta \geq 1$,

$$d\lambda_i^{(N)}(t) = \sqrt{\frac{2}{\beta}}dB_i(t) + \frac{1}{2N^{1/3}}\sum_{j \neq i} \frac{1}{\lambda_i^{(N)}(t) - \lambda_j^{(N)}(t)}dt, \quad t > -N$$ \hspace{1cm} (1.1)

where the initial data $\{\lambda_i^{(N)}(-N)\}_{i=1}^N$ is distributed as the Gaussian $\beta$-ensemble scaled so that it is invariant under the above dynamics (so that the extremal particles are near $\pm 2N^{2/3}$). The above system is called Dyson Brownian motion (DBM), and the invariant Gaussian $\beta$-ensemble has the density on $\mathbb{R}^N$ given by,

$$p^{\beta}(\mu_1, \ldots, \mu_N)\,d\mu := \frac{1}{Z} \exp \left[ -\beta N^{-1/3} \sum_{i=1}^N \frac{\mu_i^2}{4} + \beta \sum_{1 \leq i < j \leq N} \log(\mu_j - \mu_i) \right] 1_{\{\mu_i < \mu_2 < \cdots < \mu_N\}} \, d\mu. \hspace{1cm} (1.2)$$

For example, under this scaling, the quantity $(-2N^{2/3} - \lambda_1(t))$ converges to the Tracy-Widom$_\beta$ distribution as $N \to \infty$.

Note that the $B_i(t)$’s do not depend on $N$, so that the systems $\{\lambda_i^{(N)}(t)\}$ for different $N$ have the same Brownian motions. Using this coupling we prove the following estimate.

Theorem 1.1. There is an $a > 0$ and a $N_0 > 0$ so that the following holds. Let $N$ and $M$ satisfy $M \geq N \geq N_0$. Then there is an event $\mathcal{F}_{N,M}$ such that $\mathbb{P}[\mathcal{F}_{N,M}] \geq 1 - N^{-a}$ on which,

$$\sup_{1 \leq i \leq N^a} \sup_{|t| \leq N^{a}} |(\lambda_i^{(N)}(t) + 2N^{2/3}) - (\lambda_i^{(M)}(t) + 2M^{2/3})| \leq N^{-a}. \hspace{1cm} (1.3)$$

This has some obvious consequences. Define $N_k = 2^k$. Clearly, the following limit exists almost surely,

$$\lambda_i(t) := \lim_{k \to \infty} (\lambda_i^{(N_k)}(t) + 2(N_k)^{2/3}). \hspace{1cm} (1.4)$$

1. We refer the interested reader to, e.g., [5] for a pedagogical discussion of the existence and uniqueness of strong solutions of Dyson Brownian motion.
Furthermore, we see that almost surely, \( \lambda_i^{(N_k)}(t) \) converges uniformly on compact subsets \([-T, T]\) to \( \lambda_i(t) \) so the latter are continuous and finite functions of \( t \). Additionally, the \( \lambda_i(t) \) stay ordered (of course, they may not be strictly ordered in the limit \( N \to \infty \)).

The estimate of Theorem 1.1 immediately implies that the processes \( \lambda_i^N(t) \) converge in probability uniformly on compact sets to the limiting process \( \lambda_i(t) \). We summarize these observations in the following.

**Theorem 1.2.** Let \( \{\lambda_i(t)\}_{i \geq 1, t \in \mathbb{R}} \) be defined as in (1.4). Then each sample path is continuous in \( t \) and for all \( i \geq 1 \) we have,

\[
\lambda_i(t) \leq \lambda_{i+1}(t)
\]

for all \( t \in \mathbb{R} \). Furthermore, there is a \( a > 0 \) and \( C_0 > 0 \) so that,

\[
\mathbb{P}\left[ \sup_{1 \leq i \leq N^4, |t| \leq N^4} \left| (\lambda_i^{(N)}(t) + 2N^{2/3}) - \lambda_i(t) \right| \geq N^{-a} \right] \leq C_0N^{-a}.
\]

We will use the polynomial rate of convergence to deduce some properties of the limiting system from the finite dimensional ones. Using the fact that the finite systems satisfy (1.1) as well as estimates for the Gaussian \( \beta \)-ensemble we prove the following theorem.

**Theorem 1.3.** For any fixed \( i, s \) and \( S \), the quantity

\[
\frac{1}{\sqrt{\varepsilon}} \sup_{0 \leq t \leq S} \left| (\lambda_i(s + \varepsilon t) - \lambda_i(s)) - (2/\beta)^{1/2}(B_i(s + \varepsilon t) - B_i(s)) \right|
\]

converges to 0 in probability as \( \varepsilon \to 0 \). If \( \beta > 1 \), then for any \( r \) satisfying,

\[
r < 1 - \frac{1}{1 + \beta}
\]

there are exponents \( m_1 > 0 \) and \( m_2 > 0 \) and a constant \( C_1 > 0 \) so that for any \( \varepsilon > 0 \), we have for \( i \leq \varepsilon^{-m_1} \) that the estimate,

\[
\mathbb{P}\left[ \sup \left\{ \frac{|\lambda_i(t) - \lambda_i(s) - (2/\beta)^{1/2}(B_i(t) - B_i(s))|}{|t - s|^r} : \ |t|, |s| \leq 1, |t - s| \leq \varepsilon \right\} > C_1 \right] \leq C_1\varepsilon^{m_2}.
\]

holds. In particular, the path \( t \to \lambda_i(t) - (2/\beta)^{1/2}B_i(t) \) is almost surely locally \( r \)-Hölder for any \( r < 1 - (\beta + 1)^{-1} \).

A natural question about the limiting process is whether it solves any sort of limiting version of the SDE (1.1). Towards this, we prove the following.

**Theorem 1.4.** There is a \( C > 0 \) so that the following holds. For integer \( K \geq 1 \) and for \( i \leq K^{1/100} \)

\[
\mathbb{P}\left[ \sup_{0 \leq t \leq K^{1/100}} \left| \lambda_i(t) - \lambda_i(0) - (2/\beta)^{1/2}(B_i(t) - B_i(0)) \right.ight.

\[
- \sum_{j \neq i, j \leq K} \int_0^t \frac{1}{\lambda_i(s) - \lambda_j(s)} ds + aK^{1/\beta}t \left| K^{-b} \right| \leq CK^{-b}
\]

where \( b = 1/100 \) and \( a \) is the constant \( a = (16/(3\pi^2))^{1/3} \).

### 1.1 Relation to other work

Dyson Brownian motion (1.1) appears as the flow of eigenvalues of a Brownian motion on the space of symmetric (resp., Hermitian, quaternionic self-dual) in the case \( \beta = 1 \) (resp., \( \beta = 2, 4 \)) [17], and the measure (1.2) is the joint distribution of the eigenvalues of the invariant Gaussian Orthogonal (resp., Unitary, Symplectic) Ensemble.
There has been much work studying the existence of scaling limits of solutions to (1.1) in both the bulk and the edge, as well as various characterizations of the limiting process. In the case $\beta = 2$ the correlation functions of (1.1) have a special determinantal structure. For this determinantal case, convergence of the correlation functions of (1.1) in both the bulk and edge for general cases of initial data was obtained by Katori-Nagao-Tanemura [32]. Moreover, in the equilibrium $\beta = 2$ case, the limiting object is known as the Airy line ensemble [14], which is believed to be the universal scaling limit of various two-dimensional statistical mechanical models; we will discuss further this aspect momentarily.

The works of Osada [37,38], Kawamoto-Osada [33] and Osada-Tanemura [39] take a different point of view of the edge limit of the system (1.1). In the cases of $\beta = 1,2,4$ they have shown existence and uniqueness of an infinite dimensional system of SDEs for general classes of initial data related to (1.1) (its definition requires care as there is cancelation between the interaction term and the final confining term of (1.1) which are both formally infinite in the $N \to \infty$ limit). Moreover, they have also shown convergence of the finite dimensional solutions to the solution of the infinite system. Note that while we handle general $\beta \geq 1$, we treat only the stationary case and do not consider any general class of initial data. Moreover, our only result on any sort of limiting system of SDEs is the weak form of Theorem 1.4.

The work of Tsai [46] considered the bulk limit of (1.1) and proved the convergence to a system of infinite-dimensional SDEs for general $\beta \geq 1$ (note that the bulk has a different scaling than that indicated by our set-up of (1.1)). This result holds both for equilibrium initial data and a class of non-equilibrium initial data.

In the work [43], Sodin considered the eigenvalues of submatrices of time-varying Wigner matrices. The eigenvalues of a matrix and those of its top left $k \times k$ minors comprise an interlacing triangular array, each level being the eigenvalues of a minor. Sodin proved that under some conditions on the matrix process, that these time-varying triangular arrays have a limit at the spectral edge. In the example of Dyson Brownian motion, the top level of his limiting process agrees with ours in the case of $\beta = 1,2,4$ (his work explicitly only deals with $\beta = 1,2$ but the modification to $\beta = 4$ is likely straightforward). In the $\beta = 2$ case this process was previously studied by Adler-Nordenstam-Van Moerbeke [2] and Ferrari-Frings [25].

As can be seen from the discussion, prior to our work, dynamical convergence of the edge scaling limit of Dyson Brownian motion at equilibrium was unavailable outside of the classical $\beta = 1,2,4$. For general $\beta$ only the convergence of the fixed time distributions was known; this was proven by Ramirez, Rider and Virág [42]. They moreover offered an attractive description of the limiting distribution as the smallest eigenvalues of the Stochastic Airy operator, a random Schrödinger operator on the half-line, confirming the prediction of Edelman-Sutton [18]. It is a motivating question on whether the dynamical limit may be described as the eigenvalues of a time-dependent random Schrödinger operator. In this direction, matrix models for Dyson Brownian motion have been studied by Holcott-Paquette [30] and Allez-Bouchard-Guionnet [3,4]. An alternative approach to the edge limits of $\beta$-ensembles was developed by Gorin-Shkolnikov in [29].

In a different direction, the works of Gorin and Shkolnikov have introduced and studied multilevel systems of Dyson Brownian motion [27,28]. That is, they consider for general $\beta$, time dependent triangular arrays whose fixed-time distributions are a generalization (in the parameter $\beta$) of the GUE corners process (i.e., the eigenvalues of a GUE matrix and its the top left $k \times k$ corners), and each level of which is a Dyson Brownian motion. For $\beta \geq 4$ they prove the joint convergence of the (gaps between) the left-most particle of each level of the DBM (whereas we consider the left-most particles of a single level of DBM).

Very recently, Gorin and Kleptsyn [26] studied the convergence of the edge limit of Dyson Brownian motion in the limit $\beta = \infty$ (note that there is a rescaling of the particles by $\sqrt{\beta}$ before taking the limit $\beta \to \infty$). Their result [26, Theorem 1.2] can be viewed as an integrable analogue of our Theorem 1.2. It would be interesting to take the $\beta \to \infty$ limit of our process and try to recover their limit; that is, to prove that the $\beta, N \to \infty$ limits can be interchanged.

In the case $\beta = 2$ the limiting process is known as the Airy line ensemble [14]. This ensemble is believed to be a universal scaling limit for various two-dimensional statistical mechanics models,
For example, Prähofer and Spohn [40] showed that it arises as the scaling limit a polynuclear growth model. We refer the reader to the works [13, 15, 16, 41] and the references therein for more on the scaling limits of statistical mechanical models.

With regards to the Airy line ensemble, a recent research direction has been the investigation of the local Brownian nature of the sample paths. The work of Corwin and Hammond proved a Brownian Gibbs property for the Airy line ensemble and consequently obtained that the sample paths are locally absolutely continuous with respect to Brownian motion. This point was quantified in terms of estimates on the Radon-Nikodym derivative by Calvert-Hammond-Hegde [11]. We were able to use the explicit rate of convergence provided by Theorem 1.2 together with the fact that the finite-dimensional system satisfies the SDEs of (1.1) to obtain the results of Theorem 1.3 on the local properties of the sample paths of our limit.

Our method of proving Theorem 1.2 is partly based on prior work of the author together with Sosoe and Yau [34–36] on the local ergodicity of Dyson Brownian motion with general initial data. The motivation for that work is the study of universality of eigenvalues of random matrices; we refer to the works [19, 22, 24, 44, 45] and the references therein. The application of Dyson Brownian motion in the context of universality for general $\beta$ originates with the works of Erdös-Schlein-Yau [21].

The work [36] establishes the local ergodicity of DBM with general initial data at the spectral edge in the case of $\beta = 1, 2, 4$. The result proven there is that given two solutions to (1.1) with different initial data at $t = 0$, the difference between the two solutions (up to a deterministic shift and scaling) after any polynomially large time $t = N^δ$ is $o(1)$ for particles near the edge. An adaptation of this method was used by Cipolloni-Erdős-Krüger-Schröder in their work on the cusp universality of random matrices [12, 20]. For $\beta = 2$ the limiting point process is known as the Pearcey process and has a determinantal structure; however for $\beta = 1$ no such process exists. In [12], they applied their adaptation of the work [36] to compare random matrix systems of different sizes, allowing for the proof of existence of a limiting $\beta = 1$ point process. We use a similar idea here and couple all of the systems of different sizes together.

The analysis of [36] requires as input certain rigidity estimates, which are high probability estimates on the particle locations at a near-optimal scale. Rigidity estimates are usually established using random matrix methods involving analysis of the resolvent. This is the primary reason why the results of [36] are restricted to $\beta = 1, 2, 4$ where random matrix methods are available. We remark that the optimal rigidity results in the cusp case were proven in [20], being a key technical estimate in their proof of universality.

By working at equilibrium we bypass the random matrix restriction $\beta = 1, 2, 4$ as rigidity results for general $\beta$-ensembles were proven by Bourgade-Erdős-Yau [7–9]. However, the method of [36] requires the use of certain interpolating systems between the two sets of initial data under consideration. If we were to apply this method to the set-up considered here, the interpolating systems would not be in equilibrium and we would have no rigidity results.

Rigidity for the process (1.1) for non-equilibrium classes of initial data was established in the bulk by the author together with Huang [31] and at the edge by Adhikari-Huang [1] (we note that these results apply to a more general situation than that considered here, where the quadratic potential implicit in (1.1) is replaced by a general confining potential). However, the edge rigidity is delicate, and the interpolating processes constructed in [36] do not satisfy the assumptions of [1]. Instead of attempting to modify the work [1], we give a different approach to analyzing the system (1.1) than [36]; this approach avoids the use of any interpolating ensembles at the cost of somewhat weaker estimates. This method may be independent interest, applicable in situations where rigidity can be established via other means but the use of interpolating ensembles needs to be avoided. A drawback of this approach is that one is required to establish level repulsion estimates, which estimate the probability that two particles get too close. In our situation, these estimates at the edge were basically established by Bourgade-Erdős-Yau in [8] (building on ideas of [9, 23]). Additionally, similar to [36], our approach uses the important coupling idea of [10] as well as the energy estimate of [8].

We would also like to mention that Bourgade has recently given a new approach to the ergodicity of Dyson Brownian motion [6]. As an application he obtained the first explicit rate of convergence to the Tracy-Widom distribution for general Wigner matrices.
As a final side comment, we point out that using the universality results of [1,36], it is possible to deduce that our limiting process is also the edge scaling limit of (up to deterministic re-scalings):

1. The Langevin dynamics of β-ensembles with general potential at equilibrium.

2. The “long-time” limit of Langevin dynamics of β-ensembles with general potential and certain classes of deterministic initial data. To be more precise, if one considers the solution $\mu_i^{(N)}(t)$ of (1.1) with initial data at $t = 0$ obeying the conditions of [1], then for any $\omega > 0$, the limit of $\{\mu_i(t + N\omega)\}_{i,t}$ will coincide with our limiting process $\{\lambda_i(t)\}_{i,t}$.

In light of the above, the rough heuristic is then that if a solution of (1.1) (or its general potential analogue) with some set of initial data has the condition that the fixed time distributions converge to the Airy$_\beta$ random point field, then it is expected that the multi-time distribution converges to that of $\{\lambda_i(t)\}_{i,t}$.

Acknowledgements. The author thanks Vadim Gorin for suggesting this problem as well as comments on a draft of this work. The author thanks Amol Aggarwal for comments on a draft and for suggesting further lines of investigation of the limiting process, as well as Philippe Sosoe for enlightening discussions. The author also thanks Paul Bourgade for guidance concerning level repulsion estimates.

1.2 Organization of remainder of paper
In Section 2 we collect some known results about the Gaussian β-ensemble. In Section 3 we prove the results regarding convergence of DBM edge, Theorems 1.1 and 1.2. In Section 4 we prove our results on the properties of the limiting process, Theorems 1.3 and 1.4. An appendix collects a technical level repulsion result which is proven by following the argument in [8].

2 Auxilliary results for the Gaussian β-ensemble
We will denote expectation and probability with respect to the Gaussian β-ensemble $p^\beta(\mu_1, \ldots, \mu_N)$ defined in (1.2) by $E^\beta$ and $P^\beta$. As is well-known, the empirical measure of the particles under $p^\beta$ when rescaled by $N^{2/3}$ converges to Wigner’s semicircle distribution,

$$
\rho_{sc}(E)\,dE := \mathbf{1}_{\{|E| \leq 2\}} \frac{1}{2\pi} \sqrt{4 - E^2} \,dE. \quad (2.1)
$$

Denote by $\gamma^{(N)}_i$ the N-quantiles of the semicircle distribution,

$$
\frac{i}{N} = \int_{-2}^{\gamma^{(N)}_i} \rho_{sc}(E)\,dE. \quad (2.2)
$$

At one point we will have use of the Stieltjes transform,

$$
m_{sc}(z) = \int \frac{\rho_{sc}(x)}{x - z} \,dz = \frac{-z + \sqrt{z^2 - 4}}{2}. \quad (2.3)
$$

We let $F_\xi$ be the event,

$$
F_\xi = \bigcap_{i=1}^{N} \left\{ |\mu_i - N^{2/3}\gamma^{(N)}_i| \leq N^\xi(\hat{i})^{-1/3} \right\}, \quad (2.4)
$$

where

$$
\hat{i} := \min\{i, N + 1 - i\}. \quad (2.5)
$$

The following rigidity result was proven in Theorem 2.4 of [8].

**Theorem 2.1.** For any $\xi > 0$ there are constants $c > 0$ and $C > 0$ so that,

$$
P^\beta[F_\xi] \geq 1 - Ce^{-Nc}. \quad (2.6)
$$
We require a level repulsion estimate which controls the probability that neighbouring particles get too close under the Gaussian $\beta$-ensemble measure. For the most part, the result we need was proven in Theorem 3.2 of [8]. However, the result stated there is not quite the full statement we require, as it misses a few particles near the edge. Fortunately, the proof technique applies with almost no modifications to give the result we need; we give the details in Appendix A where the proof of the following is provided, essentially copying the work done in [8].

**Theorem 2.2.** For all $\varepsilon > 0$ and $r > 0$ there is a constant $C > 0$ we have for all sufficiently small $\xi$ (depending on $\varepsilon, r$) that for all $s > 0$,

$$
P^\beta \left[ \mathcal{F}_t \cap \{ \mu_{i+1} - \mu_i \leq s^{1/3} \} \right] \leq C N^\varepsilon s^{1+\beta-r},$$

(2.7)
for all $i \leq N^{9/10}$.

### 3 Convergence calculations

Given an infinite sequence of two-sided Brownian motions $\{B_i\}_{i=1}^\infty$ we consider for each $N$, the solution $\lambda_i^{(N)}(t)$ to the SDEs, for $\beta \geq 1$,

$$
d\lambda_i^{(N)}(t) = \sqrt{\frac{2}{\beta}} dB_i(t) + \sum_{j \neq i} \frac{1}{\lambda_i^{(N)}(t) - \lambda_j^{(N)}(t)} dt - \frac{\lambda_i^{(N)}(t)}{2N^{1/3}} dt, \quad t > -1$$

(3.1)

where the initial data $\{\lambda_i^{(N)}(-1)\}_{i=1}^N$ is distributed as a Gaussian $\beta$-ensemble scaled so that the largest particle is at $2N^{2/3}$. This distribution is stationary for the above system. Note that the $B_i(t)$’s do not depend on $N$, so that the systems $\{\lambda_i^{(N)}(t)\}_i$ for different $N$ have the same Brownian motions.

Fix $N$ sufficiently large and $M$ satisfying $N \leq M \leq 10N$. We define,

$$
x_i(t) = \lambda_i^{(N)}(t) + 2N^{2/3}, \quad y_i(t) = \lambda_i^{(M)}(t) + 2M^{2/3}.
$$

(3.2)

They satisfy the following equations,

$$
dx_i(t) = \sqrt{\frac{2}{\beta}} dB_i(t) + \sum_{j \neq i} \frac{1}{x_i(t) - x_j(t)} dt + N^{1/3} dt - \frac{x_i(t)}{2N^{1/3}} dt, \quad t > -1
$$

(3.3)

and

$$
dy_i(t) = \sqrt{\frac{2}{\beta}} dB_i(t) + \sum_{j \neq i} \frac{1}{y_i(t) - y_j(t)} dt + M^{1/3} dt - \frac{y_i(t)}{2M^{1/3}} dt.
$$

(3.4)

The goal of this section is to prove the following theorem

**Theorem 3.1.** There is a $a > 0$ so that for all sufficiently large $N$ the following holds with probability at least $1 - N^{-a}$,

$$
\sup_{1 \leq i \leq N^a} \sup_{|t| \leq N^a} |x_i(t) - y_i(t)| \leq N^{-a}
$$

(3.5)

Theorem 1.1 is a straightforward consequence of this and a dyadic argument.

**Proof of Theorem 1.1.** Given $N$ and $M$ define a sequence $\{n_k\}_{k=0}^m$ s.t. $n_0 = N$, $n_m = M$ and for $0 < i < m$,

$$
n_i = 2^{i/2} [\log_2(N)]
$$

(3.6)

with $m - 1 = [\log_2(M)] - [\log_2(N)]$. Then we write,

$$
(\lambda_i^{(M)}(t) + 2M^{2/3}) - (\lambda_i^{(N)}(t) + 2N^{2/3}) = \sum_{j=1}^{m} \left( \lambda_{i(n_j)}(t) + 2n_j^{2/3} - (\lambda_{i(n_j-1)}(t) + 2n_{j-1}^{2/3}) \right),
$$

(3.7)
Let $\mathcal{E}_j$ be the event,
\[
\sup_{|t| \leq \alpha N} \sup_{i \leq j \leq N} \left| \lambda_i^{(n_j)}(t) + 2n_j^{2/3} - (\lambda_i^{(n_{j-1})}(t) + 2n_{j-1}^{2/3}) \right| \leq (n_{j-1})^{-a}.
\] (3.8)

Since $N \leq n_j$ for all $j \geq 1$, by Theorem 3.1 we have that $\mathbb{P}[\mathcal{E}_j] \geq 1 - (n_{j-1})^{-a}$. We let $\mathcal{F}_{N,M} = \bigcap_{j=1}^m \mathcal{E}_j$. The claim follows from the fact that
\[
\sum_{j=1}^m (n_j)^{-a} \leq C2^{-a[\log_2(N)]} \sum_{j=0}^{N-1} 2^{-j} \leq CN^{-a}.
\] (3.9)

\[\square\]

### 3.1 Quantiles

Let $\gamma(N)$ and $\gamma(M)$ be the $N$- and $M$-quantiles of $\rho_{sc}$,
\[
\frac{i}{N} = \int_{-2}^{\gamma_i^{(N)}} d\rho_{sc}(x) dx, \quad \frac{j}{M} = \int_{-2}^{\gamma_j^{(M)}} d\rho_{sc}(y) dy.
\] (3.10)

By direct calculation for $i \leq \alpha N$ for small $\alpha$,
\[
N^{2/3}(\gamma_i^{(N)} + 2) = \left( \frac{2}{3} \right)^{2/3} + \mathcal{O}\left( \frac{\gamma_i^{(N)}}{N} \right)
\] (3.11)

Define now the quantiles,
\[
\gamma_i^{(x)} := N^{2/3}(\gamma_i^{(N)} + 2), \quad \gamma_i^{(y)} := M^{2/3}(\gamma_i^{(M)} + 2),
\] (3.12)

and the measures,
\[
\nu^{(x)}(E)dE := N^{1/3}\rho_{sc}(N^{-2/3}E - 2)dE, \quad \nu^{(y)}(E)dE := M^{1/3}\rho_{sc}(M^{-2/3}E - 2)dE.
\] (3.13)

For $\xi > 0$ let us denote the event,
\[
\mathcal{G}_\xi := \{|x_i(t) - \gamma_i^{(x)}| \leq N^{\xi}N^{-2/3}\gamma_i^{(-1/3)} : 1 \leq i \leq N, -N \leq t \leq N\} \cap \{|y_i(t) - \gamma_i^{(y)}| \leq M^{\xi}M^{-2/3}\gamma_i^{(-1/3)} : 1 \leq i \leq N, -N \leq t \leq N\}
\] (3.14)

We have the following lemma, a similar form of which appeared before in [34]. It may be deduced from [1]. We provide a self-contained proof in Appendix B.

**Lemma 3.2.** For any $\xi$, $D > 0$ we have that
\[
\mathbb{P}[\mathcal{G}_\xi] \geq 1 - N^{-D}
\] (3.15)

for large enough $N$.

### 3.2 Regularized dynamics

We first introduce the following regularization, similar to [10]. Fix,
\[
C_r = 10^6,
\] (3.16)

and define
\[
\varepsilon_{jk} = \begin{cases} 
N^{-C_r}, & j > k, \\
-N^{-C_r}, & j < k.
\end{cases}
\] (3.17)

We also take a $t_0$ satisfying,
\[
-N \leq t_0 \leq 0.
\] (3.18)
We allow $t_0$ to depend on $N$. We define the regularizations $\hat{x}_j$ by

$$d\hat{x}_j(t) = \sqrt{\frac{2}{\beta}} dB_j(t) + \frac{1}{x_j(t) - x_k(t) + \varepsilon_{jk}} dt + N^{1/3} dt - \frac{x_j(t)}{2N^{1/3}} dt, \quad t > t_0$$

and

$$\hat{x}_j(t_0) = x_j(t_0).$$

We construct the regularized dynamics $\hat{y}_j$ similarly, by

$$d\hat{y}_j(t) = \sqrt{\frac{2}{\beta}} dB_j(t) + \frac{1}{y_j(t) - y_k(t) + \varepsilon_{jk}} dt + M^{1/3} dt - \frac{y_j(t)}{2M^{1/3}} dt, \quad t > t_0$$

and

$$\hat{y}_j(t_0) = y_j(t_0).$$

The following provides an estimate for the effect of the regularization. The proof is similar to [10].

**Lemma 3.3.** There is an event $\mathcal{F}_1$ with $\mathbb{P}[\mathcal{F}_1] \geq 1 - N^{-100}$ on which,

$$|\hat{x}_j(t) - x_j(t)| + |\hat{y}_j(t) - y_j(t)| \leq N^{-10}, \quad t_0 \leq t \leq N, 1 \leq j \leq N^{1/2}.$$  

**Proof.** The difference satisfies,

$$d(\hat{x}_j(t) - x_j(t)) = \sum_{k \neq j} \frac{\varepsilon_{jk}}{(x_j - x_k + \varepsilon_{jk})(x_j - x_k)} dt.$$

We have, for sufficiently small $\xi > 0$,

$$\sum_{j \leq N^{1/10}, k \neq j} \mathbb{E} \left[ 1_{|\varepsilon_{jk}| < \xi} \int_{-N}^{N} \frac{\varepsilon_{jk}}{(x_j(t) - x_k(t) + \varepsilon_{jk})(x_j(t) - x_k(t))} dt \right] \leq N^{1-C_r/2} \sum_{j \leq N^{1/10}} \int_{-N}^{N} \mathbb{E} \left[ 1_{|\varepsilon_{jk}| < \xi} \frac{1}{|x_j(t) - x_j(t+1)|^{3/2}} \right] \leq C N^{-10^5}. \quad (3.25)$$

In the last line we used Theorem 2.2. The estimate for the difference $\hat{x}_j - x_j$ follows from integration and Markov’s inequality. The estimate for $\hat{y}_j - y_j$ follows analogously.

**3.3 Approximate cut-off dynamics**

We introduce two exponents,

$$\omega_K > 0, \quad \tau_1 > 0$$

and the parameters

$$K = N^{\omega_K}, \quad t_1 = N^{\tau_1}.$$  

We will assume,

$$\omega_K < 10^{-1}, \quad \tau_1 < \omega_K/10^3.$$  

We require a further scale given by $\delta_c > 0$. We assume,

$$\delta_c < 10^{-3},$$

and define,

$$\gamma^{(c)} := \gamma^{(x)}_{[K+K^{\delta_c}]}.$$
We now define some process \( \{ \tilde{x}_j(t) \}_{1 \leq j \leq K} \) and \( \{ \tilde{y}_j(t) \}_{1 \leq j \leq K} \) for \( t \geq t_0 \), which we will refer to as the approximate cut-off dynamics. We define the \( \tilde{x}_j \)'s as the solution to,
\[
d\tilde{x}_j(t) = \sqrt{\frac{2}{\beta}} dB_j(t) + \sum_{k \neq j, k \leq K} \frac{1}{x_j(t) - x_k(t) + \varepsilon_{jk}}dt + 1_{\{x_j(t) \leq \gamma^{(c)}\}} \left( \int_{\gamma^{(c)}}^{\infty} \frac{\nu(x)}{x_j(t) - x} dx \right) dt + N^{1/3}dt,
\]
for \( t > t_0 \) and with initial data \( \tilde{x}_j(t_0) = \tilde{x}_j(t_0) = x_j(t_0) \). Similarly, we define
\[
d\tilde{y}_j(t) = \sqrt{\frac{2}{\beta}} dB_j(t) + \sum_{k \neq j, k \leq K} \frac{1}{y_j(t) - y_k(t) + \varepsilon_{jk}}dt + 1_{\{y_j(t) \leq \gamma^{(c)}\}} \left( \int_{\gamma^{(c)}}^{\infty} \frac{\nu(x)}{y_j(t) - x} dx \right) dt + N^{1/3}dt,
\]
for \( t > t_0 \) and with initial data \( \tilde{y}_j(t_0) = \tilde{y}_j(t_0) = y_j(t_0) \). A few remarks are in order. First, in the dynamics for \( \tilde{y} \) we use some of the \( x \) quantities, i.e., the measure \( \nu^{(x)} \) and \( N^{1/3} \) (instead of \( M^{1/3} \) and \( \nu^{(y)} \)). We will provide momentarily a few deterministic calculations which will be used to account for this difference when we estimate the effect of our cut-offs.

Secondly, note that on the event \( G_\xi \) for \( \xi > 0 \) sufficiently small, the indicator function in the above dynamics is identically 1.

We now complete the aforementioned deterministic calculations.

**Lemma 3.4.** Suppose \( a \) satisfies,
\[
- \gamma^{(x)} 2K \leq a \leq \gamma^{(x)} (K^{3/4} - K^{3/4} / 4).
\]

Then,
\[
\int_{\gamma^{(c)}}^{\infty} \frac{\nu^{(x)}(x)}{a - x} dx = \int_{0}^{\gamma^{(c)}} \frac{\sqrt{x}}{\pi(a - x)} dx - N^{1/3} + \sqrt{(a) -} + \mathcal{O}(N^{-1/3} \log(N) |\gamma^{(c)}|^{3/2}),
\]

where the integral on the RHS is interpreted as a principal value.

**Proof.** We write,
\[
\int_{-\infty}^{\infty} \frac{\nu^{(x)}(x)}{a - x} dx = \int_{-\infty}^{\infty} \frac{\nu^{(x)}(x)}{a - x} dx - \int_{\gamma^{(c)}}^{\infty} \frac{\nu^{(x)}(x)}{a - x} dx.
\]
The first term equals,
\[
\int_{-\infty}^{\infty} \frac{\nu^{(x)}(x)}{a - x} dx = -N^{1/3} m_{\nu x} (N^{-2/3} a - 2) = -N^{1/3} + \sqrt{(a) -} + \mathcal{O} \left( |a| N^{-1/3} + |a|^{3/2} N^{-2/3} \right).
\]

For the second term, we start with
\[
\nu^{(x)}(x) = N^{1/3} \rho_{\nu_x} (N^{-2/3} x - 2) = \frac{1}{\pi \sqrt{x}} - \frac{1}{2 \pi} N^{-2/3} x^{3/2} \frac{1}{\sqrt{4 + \sqrt{4 - N^{-2/3} x}}}
\]

Define \( g(x) := (2 + \sqrt{4 - N^{-2/3} x})^{-1} \). If \( a \leq 0 \) then,
\[
\int_{0}^{\gamma^{(c)}} N^{-2/3} \left| \frac{x^{3/2} g(x)}{x - a} \right| dx \leq CN^{-2/3} |\gamma^{(c)}|^{3/2},
\]

Fix some \( \eta > 0 \), with \( \eta < \gamma^{(c)}/2 \). If \( 0 < a \leq \eta \),
\[
\int_{0}^{\gamma^{(c)}} \frac{x^{3/2} g(x)}{x - a} dx = \int_{-2a}^{2a} \frac{x^{3/2} g(x)}{x - a} dx + \int_{2a}^{\gamma^{(c)}} \frac{x^{3/2} g(x)}{x - a} dx.
\]
The first term satisfies,
\[
\int_{0}^{2a} \frac{x^{3/2} g(x)}{x - a} dx = \int_{0}^{2a} \frac{x^{3/2} g(x) - a^{3/2} g(a)}{x - a} dx = \mathcal{O} \left( |a|^{3/2} \right)
\]
The second term satisfies,

\[
\int_{2a}^{\gamma(a)} \left| \frac{x^{3/2}g(x)}{x-a} \right| \, dx \leq C \int_{2a}^{\gamma(a)} |x|^{1/2} \, dx \leq C|\gamma(a)|^{3/2}. \tag{3.41}
\]

If \(a > \eta\), we break the integral up into three segments.

\[
\int_{0}^{\gamma(a)} \frac{x^{3/2}g(x)}{x-a} \, dx = \int_{0}^{a-\eta} + \int_{a-\eta}^{a+\eta} + \int_{a+\eta}^{\gamma(a)} \frac{x^{3/2}g(x)}{x-a} \, dx \tag{3.42}
\]

The first one is estimated by,

\[
\left| \int_{0}^{a-\eta} \frac{x^{3/2}g(x)}{x-a} \, dx \right| \leq |a|^{3/2}C \int_{0}^{a-\eta} \frac{1}{|x-a|} \, dx \leq C|a|^{3/2} \log(\eta). \tag{3.43}
\]

The second is estimated similarly to (3.39) and is \(O(\eta|a|^{1/2})\). The third is estimated similarly to (3.43) and is \(O(|\gamma(a)|^{3/2} \log(\eta))\). We take \(\eta = N^{-20} \).

**Lemma 3.5.** Suppose \(a\) satisfies,

\[-\gamma_k^{(x)} \leq a \leq \gamma_k^{(x)} + K^{k_c/4}. \tag{3.44}\]

Then,

\[
\int_{K^{k_c}}^{\infty} \frac{\nu^{(x)}(x)}{a-x} \, dx + N^{1/3} - M^{1/3} - \int_{K^{k_c}}^{\infty} \frac{\nu^{(y)}(x)}{a-x} \, dx \leq CN^{-1/3} \log(NK). \tag{3.45}
\]

**Proof.** Note that since \(\gamma_j^{(y)} = \gamma_j^{(y)} + O(N^{-1}K^{5/3})\) for \(j \leq 2K\), the condition on \(a\) implies that,

\[-\gamma_2^{(y)} \leq a \leq \gamma_2^{(y)} + K^{k_c/4}. \tag{3.46}\]

Hence we can apply the previous lemma with the \(y\)-quantities in place of \(x\) (i.e., \(\nu^{(y)}\) and \(M^{1/3}\) instead of \(\nu^{(x)}\) and \(N^{1/3}\)). We see that in order to conclude the proof we need to estimate,

\[
\left| \int_{K^{k_c}}^{\infty} \frac{\sqrt{x}}{a-x} \right|. \tag{3.47}
\]

The condition on \(a\) implies that the denominator is greater than 1. Hence, the integral is bounded by,

\[
\int_{K^{k_c}}^{\infty} \frac{\sqrt{x}}{a-x} \leq C|\gamma^{(c)}|^{1/2}K^{5/3}N^{-1} \tag{3.48}
\]

and we conclude the proof from our assumption that \(K \leq N^{1/10}\) and from the estimate \(|\gamma^{(c)}| \leq CK^{2/3}\).

We often have to control quantities like \(i^{2/3} - j^{2/3}\), so the following elementary lemma is useful.

**Lemma 3.6.** For \(a\) and \(b\) positive,

\[
|a^{2/3} - b^{2/3}| \geq \frac{|a-b|}{a^{1/3} + b^{1/3}}. \tag{3.49}
\]

**Proof.** This follows simply from the identity,

\[
A^3 - B^3 = (A - B)(A^2 + AB + B^2) = (A^2 - B^2)A^2 + AB + B^2 \tag{3.50}
\]

and taking \(A = a^{1/3}\) and \(B = b^{1/3}\).

We will use the above lemma without comment throughout this section.

We can now prove the following estimate controlling the approximate cut-off dynamics introduced above.
Lemma 3.7. Let $\delta > 0$. There is a $c > 0$ so that the following holds. There is an event $\mathcal{F}_2$ of probability greater than $\mathbb{P}[\mathcal{F}_2] \geq 1 - K^{-c\delta}$, on which it holds for every $1 \leq j \leq K$ that,

$$
\sup_{0 \leq t \leq t_1} |\tilde{x}_j(t_0 + t) - \tilde{x}_j(t_0 + t)| + |\tilde{y}_j(t_0 + t) - \tilde{y}_j(t_0 + t)| \leq C(1 + t_1) \frac{K^{1/3} K^{\delta + \delta_c}}{K - j + 1} \tag{3.51}
$$

Proof. We have,

$$
d(\tilde{x}_j - \tilde{x}_j)(t) = \left( \sum_{K < l \leq K + K^a} \frac{1}{x_j(t) - x_l(t) + \varepsilon_j} \right) dt \tag{3.52}
$$

$$
+ \left( \sum_{l \geq K + K^a} \frac{1}{x_j(t) - x_l(t) + \varepsilon_j} - 1 \right) dt \tag{3.53}
$$

$$
+ \frac{1}{2N^{1/3}} \xi(t) dt \tag{3.54}
$$

$$
= A_{1,j}(t)dt + A_{2,j}(t)dt + A_{3,j}(t)dt \tag{3.55}
$$

If $j \leq K - K^{\delta/10}$, then we see that on $\mathcal{G}_\xi$ for $\xi$ sufficiently small, that

$$
|A_{1,j}(t)| \leq C \frac{K^{\delta_c}}{(K + 1)^{2/3} - j^{2/3}} \leq C \frac{K^{\delta_c} K^{1/3}}{K - j + 1} \tag{3.56}
$$

for all $t \in [-1, 1]$. For $K - K^{\delta/10} \leq j \leq K$ we estimate,

$$
\int_0^{t_1} |A_{1,j}(t_0 + s)| ds \leq \sum_{K - K^{\delta/10} \leq k \leq K} \int_0^{t_1} |A_{k,1}(t_0 + s)| ds. \tag{3.57}
$$

We have,

$$
\mathbb{E}\left[ 1_{\mathcal{G}_\xi} \sum_{K - K^{\delta/10} \leq k \leq K} \int_0^{t_1} |A_{k,1}(t_0 + s)| ds \right] \leq CK^{\delta_c + 2\delta} K^{1/3} t_1 \tag{3.58}
$$

Hence by Markov’s inequality, there is a single event of probability at least $1 - K^{-c\delta}$ on which for every $1 \leq j \leq K$ we have,

$$
\int_0^{t_1} |A_{1,j}(t_0 + s)| ds \leq (1 + t_1) \frac{K^{3\delta + \delta_c} K^{1/3}}{K - j + 1}. \tag{3.59}
$$

On $\mathcal{G}_\xi$ for sufficiently small $\xi$ we have, that

$$
|A_{2,j}| \leq \sum_{l \geq K + K^a} \frac{1}{x_j(l) - x_l(l) + \varepsilon_j} - \int_{t_1}^{t_1} \frac{d\nu(x)(x)}{x_j(t) - x} \tag{3.51}
$$

$$
\leq C \sum_{l \geq K + K^a} \frac{N^\xi}{(j^{2/3} - l^{2/3})^2 \min\{l^{1/3}, (N + 1 - l)^{1/3}\}} \tag{3.52}
$$

$$
\leq CN^\xi \sum_{l \geq K + K^a} \frac{l^{1/3}}{(j - l)^2} + CN^{-1} \leq C \frac{K^{1/3 + \delta}}{K - j + 1} \tag{3.53}
$$

We assume that $\xi$ is small enough that $N^\xi \leq K^\delta$. For the last inequality we used,

$$
\sum_{l > K + 1} \frac{l^{1/3}}{(j - l)^2} \leq C \sum_{l > K + 1} \frac{j^{1/3}}{(j - l)^2} + \frac{1}{(j - l)^{5/3}} \leq C \frac{K^{1/3}}{(K + 1 - j)}. \tag{3.54}
$$

On the event $\mathcal{G}_\xi$ we for sufficiently small $\xi > 0$ that

$$
|A_{3,j}| \leq C \frac{K}{N^{1/3}}. \tag{3.55}
$$
This completes the estimate for the difference \( \hat{x}_j - \tilde{x}_j \). For the difference \( \hat{y}_j - \tilde{y}_j \) there is an additional term,

\[
A_{4,j} := \int_{\gamma_{K+K^{2/3}}}^{\infty} \frac{\nu(x)(x)}{a - x} \, dx + N^{1/3} - M^{1/3} - \int_{\gamma_{K+K^{2/3}}}^{\infty} \frac{\nu(y)(x)}{a - x} \, dx. \tag{3.63}
\]

This is handled by Lemma 3.5.

For the gaps we have a better estimate.

**Lemma 3.8.** Let \( \delta > 0 \). There is an event \( \mathcal{F}_3 \) with probability at least \( \mathbb{P}[\mathcal{F}_3] \geq 1 - K^{-c\delta} \) on which,

\[
\sup_{0 \leq t_1 \leq t} |(\tilde{x}_a - \tilde{x}_b) - (\hat{x}_a - \hat{x}_b)| (t_0 + t) \leq K^{5/6} (1 + t_1) \frac{|a - b|}{a^{1/3} + b^{1/3}} \frac{K^{2/3}}{(K - a + 1)(K - b + 1)} \tag{3.64}
\]

for all \( a, b \leq K \). The same estimate holds for the quantities \( (\tilde{y}_a - \tilde{y}_b) - (\hat{y}_a - \hat{y}_b) \). Moreover the same estimate holds with the \( \hat{x}_i \)'s replaced by \( x_i \)'s, etc.

**Proof.** We write,

\[
d ((\tilde{x}_a - \tilde{x}_b) - (\hat{x}_a - \hat{x}_b)) = \left( \sum_{K \leq t \leq K + K^{2/3}} \frac{x_a - x_b}{(x_l - x_a + \varepsilon)(x_l - x_b + \varepsilon)} \right) (x_a - x_b) \tag{3.65}
\]

\[
+ \int_{t_1}^{t_1} \left( \sum_{l \geq K + K^{2/3}} \frac{1}{(x_a - x_l - \varepsilon)(x_b - x_l - \varepsilon)} \right) \mu(l)(x) \, dx + \frac{x_a - x_b}{2N^{1/3}} \, dt = (D_1(t) + D_2(t) + D_3(t)) \tag{3.66}
\]

As in the previous lemma, \( |D_3(t)| \leq CKN^{-1/3} \) on \( \mathcal{G}_\xi \). We next estimate \( D_1 \). We have,

\[
|D_1| \leq K^{5/6} \frac{|x_a - x_b|}{(x_{K+1} - x_a + \varepsilon)(x_{K+1} - x_b + \varepsilon)} \tag{3.68}
\]

On \( \mathcal{G}_\xi \) for \( \xi \) sufficiently small, we have for \( p \leq K \),

\[
(x_{K+1} - x_p + \varepsilon) \geq ((K + 1)^{2/3} - p^{2/3})K^{1/3} K^{-\delta}(x_{K+1} - x_K + \varepsilon). \tag{3.69}
\]

Hence, for all \( a, b \leq K \) we have on \( \mathcal{G}_\xi \),

\[
\int_{t_0}^{t_1} |D_1(t_0 + s)| \, ds \leq K^{4\delta + 8\delta} \frac{|a - b|}{a^{1/3} + b^{1/3}} \frac{K^{2/3}}{(K - a + 1)(K - b + 1)} \int_{t_0}^{t_0 + t_1} \int \frac{1}{K^{2/3}(x_{K+1}(s) - x_K(s) + \varepsilon)^2} \, ds. \tag{3.70}
\]

By Theorem 2.2 and Markov’s inequality, there is an event of probability at least \( 1 - K^{-c\delta} \) on which,

\[
\int_{t_0}^{t_0 + t_1} \frac{1}{K^{2/3}(x_{K+1}(s) - x_K(s) + \varepsilon)^2} \, ds \leq (1 + t_1)K^{\delta}. \tag{3.71}
\]

For \( D_2 \) we have by rigidity that on \( \mathcal{G}_\xi \) for small enough \( \xi > 0 \), for \( a \leq b \) we have,

\[
\frac{1}{x_b - x_a} |D_2| \leq K^{\delta} \sum_{l \geq K + K^{2/3}} \frac{l^{-1/3}}{(l^{2/3} - a^{2/3})(l^{2/3} - b^{2/3})^2} \leq CK^{\delta} \sum_{l \geq K + K^{2/3}} \frac{l^{2/3}}{(l - a)(l - b)^2}. \tag{3.72}
\]

We estimate the final sum by,

\[
\sum_{l \geq K + K^{2/3}} \frac{l^{2/3}}{(l - a)(l - b)^2} \leq Cb^{1/3} \sum_{l \geq K + K^{2/3}} \frac{1}{(l - a)(l - b)^2} + C \sum_{l \geq K + K^{2/3}} \frac{1}{(l - a)(l - b)^4/3} \leq C \frac{b^{2/3}}{(K - a + 1)(K - b + 1)} + C \frac{K^{2/3}}{(K - a + 1)(K - b + 1)^{1/3}} \leq C \frac{K^{2/3}}{(K - a + 1)(K - b + 1)}. \tag{3.73}
\]

This completes the estimate for the differences of the \( \hat{x}_i \)'s and \( \tilde{x}_i \)'s. The estimates for the \( \hat{y}_i \)'s and \( \tilde{y}_i \)'s are similar.
3.4 Parabolic equation for difference of cut-off dynamics

We now consider the differences,

$$u_j(t) := \tilde{x}_j(t) - \tilde{y}_j(t), \quad 1 \leq j \leq K.$$  \hfill (3.74)

On the event \( \mathcal{G}_\xi \) for sufficiently small \( \xi > 0 \), this function obeys the following discrete parabolic equation

$$\frac{d}{dt}u_i(t) = \sum_{j \neq i, j \leq K} B_{ij}(t)(u_j(t) - u_i(t)) - W_i(t)u_i(t) + \xi_i(t) + q_i(t),$$  \hfill (3.75)

with coefficients,

$$B_{ij}(t) := \frac{1}{(x_i(t) - x_j(t) + \varepsilon_{ij})(y_i(t) - y_j(t) + \varepsilon_{ij})},$$

$$W_i(t) := 1_{\{x_i(t) \leq \gamma(c)\}} 1_{\{y_i(t) \leq \gamma(c)\}} \int_\gamma^\infty \frac{d\nu(x)}{(x)(y_i(t) - x)} dx,$$  \hfill (3.76)

and forcing terms,

$$\xi_i(t) := \sum_{j \neq i, j \leq K} B_{ij}(t)\left(\{(\tilde{x}_i - \tilde{x}_j) - (x_i - x_j)\} - \{(\tilde{y}_i - \tilde{y}_j) - (y_i - y_j)\}\right)$$

$$q_i(t) := W_i(t)(\tilde{x}_i - x_i - (\tilde{y}_i - y_i)),$$  \hfill (3.77)

where we omitted the argument \( t \) from some of the \( \tilde{\xi}_i \)'s, \( x_i \)'s, etc. Note that we restrict to the event \( \mathcal{G}_\xi \) so that the terms \( W_i(t) \) have a simple form; recall that the indicator functions appearing in (3.31) and (3.32) are identically 1 on \( \mathcal{G}_\xi \). We introduce the operator \( \mathcal{A} \) by

$$(\mathcal{A}(t)w)_i := \sum_{j \neq i, j \leq K} B_{ij}(t)(w_j - w_i) - W_i(t)w_i.$$  \hfill (3.78)

3.5 Estimates of forcing terms

We now estimate the quantities \( \xi_i(t) \) and \( q_i(t) \) which appeared in the parabolic equation that we derived in the previous subsection.

**Lemma 3.9.** For any \( \delta > 0 \) there is an event \( \mathcal{F}_\delta \) with probability \( \mathbb{P}[\mathcal{F}_\delta] \geq 1 - K^{-c_\delta} \) on which we have for all \( 1 \leq a \leq K \) and all \( 0 \leq t \leq t_1 \),

$$|\xi_a(t_0 + t)| \leq (1 + t_1) \frac{|B_{a,a+1}(t_0 + t)| + 1_{\{a > 1\}}|B_{a,a-1}(t_0 + t)|}{a^{2/3}} K^{1+\delta+\delta_c}.$$  \hfill (3.79)

**Proof.** On the event \( \mathcal{F}_3 \cap \mathcal{G}_\xi \) where \( \mathcal{F}_3 \) is the event described in Lemma 3.8 and \( \xi > 0 \) small enough we have,

$$|\xi_a| \leq (1 + t_1) \sum_{|j-a| \leq K} \left( |B_{a,a+1}| + 1_{\{a > 1\}}|B_{a,a-1}| \right) K^{\delta+\delta_c} a^{2/3} \frac{K^{\delta+\delta_c}}{(K - a + 1)^2}$$

$$+ (1 + t_1) \sum_{|j-a| > K} \left( 1_{\{a > 1\}}|B_{a,a-1}| \right) a^{1/3} j^{1/3} \frac{K^{2/3} K^{\delta+\delta_c}}{(K - a + 1)(K - j + 1)}$$

$$\leq (1 + t_1) \frac{|B_{a,a+1}| + 1_{\{a > 1\}}|B_{a,a-1}|}{a^{2/3}} K^{3\delta+\delta_c} \frac{K}{(K - a + 1)^2}$$

$$+ (1 + t_1) \sum_{|j-a| > K} \left( 1_{\{a > 1\}}|B_{a,a-1}| \right) a^{1/3} j^{1/3} K^{2/3} K^{\delta+\delta_c} \frac{K}{(K - a + 1)(K - j + 1)}.$$  \hfill (3.80)
Note that in the above, all summations are restricted to indices \( j \leq K \). The same remark holds for the following calculation in which we estimate the sum in the last line by,

\[
\sum_{|j-a|>K^4} \frac{a^{1/3} + j^{1/3}}{|a-j|} \frac{K^{2/3}}{(K-a+1)(K-j+1)} \leq \frac{K}{K-a+1} \sum_{j \leq (K+a)/2, j \neq a} \frac{1}{|a-j|(K-j+1)} + \frac{K}{K-a+1} \sum_{j > (K+a)/2} \frac{1}{|a-j|(K-j+1)} \\
\leq \frac{2K}{K-1+a} \sum_{j \leq (K+a)/2, j \neq a} \frac{1}{|a-j|(K-a+1)} + \frac{2K}{K-a+1} \sum_{j > (K+a)/2} \frac{1}{(K-a+1)(K-j+1)} \\
\leq C \frac{K \log(K)}{(K-a+1)^2} 
\quad (3.81)
\]

Hence, on the event \( \mathcal{F}_3 \cap \mathcal{G}_\xi \) we see that,

\[
|\xi_a| \leq (1 + t_1) \frac{|B_{a,a+1}| + 1_{\{a+1\}}|B_{a,a-1}|}{a^{2/3}} \frac{K^{1+5\delta+\delta_c}}{(K-a+1)^2}. 
\quad (3.82)
\]

This is the desired estimate. \( \square \)

**Lemma 3.10.** Let \( \delta > 0 \). There is an event \( \mathcal{F}_5 \) with probability at least \( \mathbb{P}[\mathcal{F}_5] \geq 1 - K^{-c\delta} \) on which for every \( i \),

\[
\sup_{0 \leq t \leq t_1} |q_i(t_0 + t)| \leq (1 + t_1) \frac{K^{1+\delta+\delta_c}}{(K-i+1)^2}. 
\quad (3.83)
\]

**Proof.** On the event \( \mathcal{F}_2 \cap \mathcal{G}_\xi \), where \( \mathcal{F}_2 \) is the event of Lemma 3.7 we have for sufficiently small \( \xi \),

\[
|q_i| \leq (1 + t_1) \frac{K^{1/3} K^{1/3+\delta+\delta_c}}{K-i+1} \sum_{j > K} \frac{j^{2/3}}{(j-i)^2} \leq (1 + t_1) \frac{K^{1/3+\delta+\delta_c}}{K-i+1} \sum_{j > K} \frac{j^{2/3}}{(j-i)^2} + \frac{1}{(j-i)^{4/3}} \\
\leq (1 + t_1) \left( K^{2/3} + \frac{1}{(K-i+1)^{1/3}} \right) \leq C(1 + t_1) \frac{K^{1+\delta+\delta_c}}{(K-i+1)^2}. 
\quad (3.84)
\]

This is the claim. \( \square \)

### 3.6 Finite speed of propagation

We now split our operator into a short-range and long-range part. We fix a cut-off \( \ell \),

\[
\ell := K^{2/3+\varepsilon_\ell} 
\quad (3.85)
\]

where

\[
0 < \varepsilon_\ell < 1/6. 
\quad (3.86)
\]

We then define,

\[
\mathcal{A} = \mathcal{S} + \mathcal{R} 
\quad (3.87)
\]

where

\[
(\mathcal{S}u)_j := \sum_{|j-k| \leq \ell, j \neq k} B_{jk}(u_k - u_j) - W_j u_j, 
\quad (3.88)
\]

and

\[
(\mathcal{R}u)_j := \sum_{k:|k-j| > \ell} B_{jk}(u_k - u_j). 
\quad (3.89)
\]

On \( \mathcal{G}_\xi \) for \( \xi > 0 \) sufficiently small, we have

\[
\sum_{k:|j-k| > \ell} |B_{jk}(t)| \leq \frac{C}{K^{\varepsilon_\ell}.} 
\quad (3.90)
\]
Therefore, for every $1 \leq p \leq \infty$, 
\[
\|R\|_{p\to p} \leq \frac{C}{K^{p/2}}. \tag{3.91}
\]

We denote the semigroups of the operators $A$ and $S$ by $U^{(A)}(s,t)$ and $U^{(S)}(s,t)$, respectively so that (for example) for $w_0 \in \mathbb{R}^K$, the function 
\[
w(t) := U^{(A)}(s,t)w_0 \tag{3.92}
\]
solves 
\[
\frac{d}{dt}w(t) = A(t)w(t), \quad t > s, \quad w(s) = w_0. \tag{3.93}
\]

It is standard that both $U^{(A)}(s,t)$ and $U^{(S)}(s,t)$ are contractions on any $\ell^p$ space which implies, 
\[
\sum_j |U^{(S)}_{ij}(s,t)| \leq 1, \quad \sum_i |U^{(S)}_{ij}(s,t)| \leq 1, \tag{3.94}
\]
and similarly for $U^{(A)}_{ij}(s,t)$. Moreover, the matrix elements of $U^{(S)}$ and $U^{(A)}$ are all positive, 
\[
0 \leq U^{(A)}_{ij}(s,t), \quad 0 \leq U^{(S)}_{ij}(s,t) \tag{3.95}
\]

The following exponential decay estimate is a modification of a similar proof in [23]. The range in (3.96) is not optimal but suffices for our purposes.

**Lemma 3.11.** Let $\delta > 0$. There is a $c > 0$ so that the following holds. There is an event $\mathcal{F}_6$ with probability at least $\mathbb{P}[\mathcal{F}_6] \geq 1 - K^{-\alpha}$ on which, the following estimate holds for all $a, b$ satisfying 
\[
|a - b| \geq K^5/6 \sqrt{1 + t_1} \tag{3.96}
\]
and all $t_0 \leq s \leq t \leq t_0 + t_1$: 
\[
|U^{(S)}_{ab}(s,t)| \leq Ce^{-K^{\alpha\delta}}. \tag{3.97}
\]

**Proof.** Let $\theta \geq \ell$. Define $r(t) = U^{(S)}(s,t)\delta_b$, and $f(t)$ by, 
\[
f(t) = \sum_{j=1}^K \phi_j r_j(t)^2, \quad \phi_j = \exp \left[ \theta^{-1}|j - b| \right]. \tag{3.98}
\]

We have, following [23], 
\[
f'(t) = 2 \sum_j \phi_j \sum_{k:|j-k| \leq \ell} r_j(t)B_{kj}(t)(r_k - r_j)(t) - 2 \sum_j \phi_j r_j^2 W_j 
\leq 2 \sum_j \phi_j \sum_{k:|j-k| \leq \ell} r_j(t)B_{kj}(t)(r_k - r_j)(t) 
\overset{\text{by (3.93)}}{=} \sum_{|j-k| \leq \ell} B_{kj}(r_k - r_j)(t)[r_j(t)\phi_j - r_k(t)\phi_k] 
\overset{\text{by (3.93)}}{=} \sum_{|j-k| \leq \ell} B_{kj}(r_k - r_j)(t)\phi_j(r_j - r_k)(t) 
\overset{\text{by (3.93)}}{=} \sum_{|j-k| \leq \ell} B_{kj}(r_k - r_j)(t)[\phi_j - \phi_k]r_k(t). \tag{3.99}
\]

For the second term, we have by the Schwarz inequality, 
\[
\sum_{|j-k| \leq \ell} B_{kj}(r_k - r_j)(t)[\phi_j - \phi_k]r_k(t) \leq \frac{1}{2} \sum_{|j-k| \leq \ell} B_{kj}(r_k - r_j)^2 \phi_k 
\overset{\text{by (3.93)}}{=} \frac{1}{2} \sum_{|j-k| \leq \ell} B_{kj}(r_k - r_j)^2 \phi_k 
\overset{\text{by (3.93)}}{=} \frac{1}{2} \sum_{|j-k| \leq \ell} B_{kj}(r_k - r_j)^2 \phi_k. \tag{3.100}
\]
The term on first line on the RHS is absorbed into the term in the second-last line of (3.99), this latter term being negative. Assuming that \( \ell \leq \theta \),

\[
\phi_k^{-2}[(\phi_j - \phi_k)]^2 \leq C \frac{|j - k|^2}{\theta^2}, \quad |j - k| \leq \ell.
\]  

(3.101)

Therefore,

\[
f'(t) \leq C \sum_{|j - k| \leq \ell} B_{kj} \phi_k^{-1}[(\phi_j - \phi_k)]^2 r_k^2
\leq \frac{C}{\theta^2} B_{kj} |j - k|^2 \phi_k r_k(t)^2
\leq C\theta^{-2} \sum_{K^t \leq |j - k| \leq \ell} B_{kj} |j - k|^2 \phi_k r_k^2
\leq \sum_{K^t \leq |j - k| \leq \ell} B_{kj} |j - k|^2 \phi_k r_k^2
\]

\[
= A_1 + A_2.
\]  

(3.102)

For the term \( A_1 \) we have on \( G_\xi \) for sufficiently small \( \xi > 0 \) that,

\[
A_1 \leq C \theta^{-2} K^{2/3} \ell \sum_k \phi_k r_k^2 \leq \theta^{-2} K^{5/3} f(t).
\]  

(3.103)

The other term is bounded by

\[
A_2 \leq \theta^{-2} \left( \sum_{j,k:|j - k| \leq K^{2/3}} B_{kj} K^{2d} \right) f(t).
\]  

(3.104)

By Gronwall, we therefore have that for all \( t_0 \leq 0 \leq s \leq t \leq t_0 + t_1 \),

\[
f(t) \leq \exp \left[ C\theta^{-2} \left( (1 + t_1)K^{5/3} + \int_{0}^{t_1} \sum_{|j - k| \leq K^{2/3}} B_{kj}(t_0 + s)K^{2d} \right) \right] f(s).
\]  

(3.105)

Note that \( f(s) = 1 \) by definition. Now we have,

\[
\mathbb{E} \left[ \int_{0}^{t_1} \sum_{|j - k| \leq K^{2/3}} B_{kj} K^{2d} \right] \leq (1 + t_1)K^{4d} \sum_{j=1}^{K^{2/3}} \sup_{0 \leq t \leq t_1} \mathbb{E} B_{ij}(t_0 + t) \leq (1 + t_1)K^{2d} K^{5/3}.
\]  

(3.106)

By Markov’s inequality there is an event of probability at least \( 1 - K^{-\delta} \) on which,

\[
\int_{0}^{t_1} \sum_{|j - k| \leq K^{2/3}} B_{kj} K^{2d} \leq (1 + t_1)K^{6d} K^{5/3}.
\]  

(3.107)

Note that this event does not depend on the specific choice of \( b \) or \( s \). Hence, on the intersection of this event and \( G_\xi \) we have that \( f(t) \leq C \) (for any choice of \( b \) or \( s \)) as long as

\[
\theta = K^{10d} K^{5/6} \sqrt{1 + t_1}.
\]  

(3.108)

Note our assumptions on \( \ell \) imply \( \ell \leq K^{5/6} \) so \( \ell \leq \theta \) is satisfied with the above choice. The claim follows.

\[ \square \]

Fix a large natural number \( m \). We have,

\[
\mathcal{U}(A)(s, t) = \mathcal{U}(S)(s, t)
\]

\[ + \sum_{k=1}^{m-1} \int_{s \leq s_1 \leq \ldots \leq s_k \leq t} \mathcal{U}(S)(s_k, t) \mathcal{R}(s_k) \mathcal{U}(S)(s_{k-1}, s_k) \ldots \mathcal{R}(s_1) \mathcal{U}(S)(s, s_1) ds_1 \ldots ds_k \]

\[ + \int_{s \leq s_1 \leq \ldots \leq s_m \leq t} \mathcal{U}(A)(s_m, t) \mathcal{R}(s_m) \ldots \mathcal{R}(s_1) \mathcal{U}(S)(s, s_1) ds_1 \ldots ds_m =: \mathcal{U}(S)(s, t) + \sum_{k=1}^{m-1} \int_{s \leq s_1 \leq \ldots \leq s_k \leq t} A(k) ds_1 \ldots ds_k + \int_{s \leq s_1 \leq \ldots \leq s_m \leq t} B(m) ds_1 \ldots ds_m.
\]  

(3.110)
The operator \( R \) appears \( m \) times in \( B^{(m)} \) and so for any \( 1 \leq p \leq \infty \),
\[
\|B^{(m)}\|_{p \to p} \leq \frac{C}{K^{m\varepsilon_f}}. \tag{3.111}
\]
We now bound \( A^{(k)} \).

**Lemma 3.12.** Let \( m \) be as above. Let \( \delta > 0 \). There is an event with probability at least \( \mathbb{P}[\mathcal{F}_7] \geq 1 - K^{-c_6} \) on which the following holds. For any \( p \geq K^\delta K^{5/6}\sqrt{1 + t_1} \) we have for \( k \leq m \),
\[
|A^{(k)}_{i,p}| \leq \frac{C_m}{p^{4/3}}; \quad a \leq \frac{p - k + 1}{200m} =: Q_k
\]
for some constant \( C_m \).

**Proof.** We will repeatedly use the estimates,
\[
\sum_j |\mathcal{U}^{(S)}_{ij}(s,t)| \leq 1, \quad \sum_i |\mathcal{U}^{(S)}_{ij}(s,t)| \leq 1. \tag{3.113}
\]
We define,
\[
D_S := K^{\delta/2}K^{5/6}\sqrt{1 + t_1}. \tag{3.114}
\]
We let \( \mathcal{F}_7 \) be the intersection of event of Lemma 3.11 that exponential decay holds for \( |a - b| \geq D_S \) and \( G_\xi \) for \( \xi \) sufficiently small.

The proof of the lemma is by induction on \( k \). For \( k = 1 \) we have
\[
A^{(1)}_{i,p} = \sum_{i,j} \mathcal{U}^{(S)}_{ij} R_{ij} \mathcal{U}^{(S)}_{jp}
\]
By the exponential decay estimates we can restrict the sumation to \( |i - a| \leq D_S \) and \( |j - p| \leq D_S \). For such \( i,j \) and \( a \leq Q_1 \) we see that,
\[
R_{ij} \leq p^{-4/3}, \tag{3.116}
\]
since \( i \leq p/200 \) and \( D_S \leq K^{-\delta/2}p \). This concludes the case \( k = 1 \) using (3.113). We assume that the estimate has been proven for \( k - 1 \). For \( a \leq Q_k \), we have,
\[
A^{(k)}_{i,p} = \sum_{i,j} \mathcal{U}^{(S)}_{ij} R_{ij} A^{(k-1)}_{jp} = \sum_{i,j} \mathcal{U}^{(S)}_{ij} R_{ij} A^{(k-1)}_{jp} + \sum_{i,j} \mathcal{U}^{(S)}_{ij} R_{ij} A^{(k-1)}_{jp} =: G_1 + G_2. \tag{3.117}
\]
The induction assumption implies,
\[
G_1 \leq \sum_{i,j} \mathcal{U}^{(S)}_{ij} R_{ij} C p^{-4/3} \leq C p^{-4/3} \|\mathcal{U}^{(S)}\|_{\varepsilon_f \to \varepsilon_f} \leq C p^{-4/3}. \tag{3.118}
\]
For the other term \( G_2 \), note that by the exponential decay we can restrict the summation to \( |i - a| \leq D_S \). Since \( D_S \leq K^{-\delta/2}C(Q_{k-1} - Q_k) \) we see that for such \( i \) and \( j > Q_{k-1} \) that \( R_{ij} \leq C p^{-4/3} \). Hence,
\[
G_2 \leq \sum_{i,j} \mathcal{U}^{(S)}_{ij} C p^{-4/3} A^{(k-1)}_{jp} \leq C p^{-4/3} \|\mathcal{U}^{(S)}\|_{\varepsilon_f \to \varepsilon_f} \|A^{(k-1)}\|_{\ell_1 \to \ell_1} \leq C p^{-4/3}. \tag{3.119}
\]
This concludes the proof.

Therefore, we have the following estimate.

**Lemma 3.13.** Let \( \delta_1 > 0 \). There is an event \( \mathcal{F}_8 \) of probability \( \mathbb{P}[\mathcal{F}_8] \geq 1 - K^{-c_5} \) on which the following holds. For all \( p \geq K^{\delta_1} K^{5/6}\sqrt{1 + t_1} \) and \( a \leq K^{5/6} \), we have
\[
\mathcal{U}^{(A)}_{i,p}(s,t) \leq C \frac{(1 + t_1)^{20}}{p^{4/3}}. \tag{3.120}
\]
for \( t_0 \leq s \leq t \leq t_0 + t_1 \).

**Proof.** Using the decomposition above we take \( \varepsilon_f = 1/10 \) and \( m = 20 \) so that \( \|B^{(m)}\|_{\varepsilon_f \to \varepsilon_f} \leq CK^{-2} \). The rest follows from the previous lemma. \( \blacksquare \)
3.7 Estimate for homogeneous solution

We define $v(t)$ as the solution,

$$\frac{d}{dt}v(t) = A(t)v(t), \quad t_0 < t < t_0 + t_1, \quad v(t_0) = u(t_0), \quad (3.121)$$

where $A$ was defined above in (3.78). We need to compare $v(t)$ to $u(t)$.

**Lemma 3.14.** Assume,

$$\delta_c < 1/100. \quad (3.122)$$

There is an event $F_9$ and a $c_1 > 0$ with $\mathbb{P}[F_9] \geq 1 - K^{-c_1}$ on which we have,

$$\sup_{t_0 \leq t \leq t_0 + t_1} \sup_{a \leq K^{1/2}} |u_a(t) - v_a(t)| \leq \frac{(1 + t_1)^{30}}{K^{4/50}}, \quad (3.123)$$

for $N$ large enough.

**Proof.** We have by the Duhamel formula, for any $\varepsilon > 0$,

$$|u_a(t) - v_a(t)| \leq \sum_j \int_{t_0}^t U^{(A)}_{a(j)}(s, t) \xi_j(s) \, ds + \sum_{j > K^{1-\varepsilon}} \sum_j \int_{t_0}^t U^{(A)}_{a(j)}(s, t) \xi_j(s) \, ds$$

$$\leq \int_{t_0}^t \|1_{j \leq K^{1-\varepsilon}} \xi_j(s)\|_1 + \|1_{j \leq K^{1-\varepsilon}} q_j(s)\|_1 \, ds$$

$$+ \sum_{j > K^{1-\varepsilon}} \int_{t_0}^t \|U^{(A)}_{a(j)}(s, t)\|_1 \xi_j(s) \, ds =: A_1 + A_2. \quad (3.124)$$

Let us choose $\varepsilon = 1/10$. Let $G' = F_4 \cap F_5$ be the intersection of the events of Lemma 3.9 and 3.10, for some $\delta > 0$ to be chosen. Note that $A_1$ does not depend on the specific choice of $a \leq K^{1/2}$. For $A_1$ we have,

$$\mathbb{E}[1_{G'} A_1] \leq (1 + t_1)^2 K^{1 + 2\delta + \delta_c} \sum_{j \leq K^{1-\varepsilon}} \frac{1}{(K - j + 1)^2} \leq C(1 + t_1)^2 K^{1 + 2\delta + \delta_c} \sum_{j \leq K^{1-\varepsilon}} \frac{1}{K^2} \leq C(1 + t_1)^2 \frac{K^{2\delta + \delta_c}}{K^\varepsilon}. \quad (3.125)$$

Hence with probability at least $1 - K^{-c}$ we have that $A_1 \leq (1 + t_1)^2 K^{-0.20}$. For $A_2$ we apply the estimate from Lemma 3.13. Note that for $A_2$ we have $j \geq K^{9/10}$ and $a \leq K^{1/2}$ so Lemma 3.13 is applicable. Let $G'' = F_8 \cap F_4 \cap F_5 \cap \tilde{G}_\xi$ for sufficiently small $\xi > 0$, where $F_4$ and $F_5$ are as before and $F_8$ is the event of Lemma 3.13 with $\delta_1 = 1/100$. Then,

$$1_{G''} A_2 \leq (1 + t_1)^{29} \sum_{j > K^{1-\varepsilon}} \frac{1}{j^{4/3}} \int_{t_0}^{t_1 + t_0} \frac{K^{1+\delta+\delta_c}}{(K - j + 1)^2} \frac{B_{j,j+1}(s)}{j^{2/3}} \, ds =: (1 + t_1)^{30} A_3. \quad (3.126)$$

Note that $A_3$ does not depend on the specific choice of $a \leq K^{1/2}$. We have,

$$\mathbb{E}[1_{G''} A_3] \leq (1 + t_1)^{K^{1+2\delta+\delta_c}} \sum_{j > K^{1-\varepsilon}} \frac{1}{j^{4/3}(K - j + 1)^2}. \quad (3.127)$$
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The sum we can estimate by,
\[
\sum_{j > K^1} \frac{1}{j^{4/3}(K - j + 1)^2} = \sum_{K^1 < j < K/2} \frac{1}{j^{4/3}(K - j + 1)^2} + \sum_{j > K/2} \frac{1}{j^{4/3}(K - j + 1)^2} \leq \frac{C}{K^2} \sum_{K^1 < j < K/2} \frac{1}{j - j/2} \sum_{K/2 < j < K} \frac{1}{(K - j + 1)^2} \leq CK^{-4/3}. \tag{3.128}
\]

Hence we get the claim by Markov’s inequality and choosing, say \(\delta = 1/1000\).

We require the following result which is Proposition 10.4 of [8].

**Proposition 3.15.** Let \(\mathcal{A}\) be as above and consider the solution \(\partial_t w = \mathcal{A}w\). Suppose that for some \(b > 0\), the coefficients of \(\mathcal{A}\) satisfy,
\[
B_{jk} \geq \frac{b}{(j^{2/3} - k^{2/3})^2} \tag{3.129}
\]
and
\[
W_j \geq \frac{bK^{1/3}}{(K + 1)^{2/3} - j^{2/3}}. \tag{3.130}
\]

Then for any \(1 \leq p \leq q \leq \infty\) and sufficiently small \(\eta > 0\), we have the estimate,
\[
\|w(t)\|_q \leq C(q, p, \eta) \leq \left(\frac{K^{-2/3}t}{b}\right)^{(3/p - 3/q)} \left(1 - \frac{1 - \eta}{6\eta}\right) \|v(0)\|_p. \tag{3.131}
\]

From this we obtain,

**Lemma 3.16.** Let \(\delta > 0\). Then there is a \(C > 0\) so that on \(\mathcal{G}_\xi\) for \(\xi > 0\) sufficiently small we have,
\[
\|v(t + t_0)\|_\infty \leq CK^{\delta + \delta_0 - 3/20}. \tag{3.132}
\]

**Proof.** For any \(\delta_1 > 0\) we have that,
\[
\|v(t_0)\|_{10} \leq K^{\delta_1/10} \tag{3.133}
\]
on \(\mathcal{G}_\xi\) for sufficiently small \(\xi\). We can apply Proposition 3.15 with \(b = K^{-\delta}, p = 10, q = \infty\) and \(\eta \leq \min\{\delta_1/10, 1/100\}\). Hence, there is a constant \(C > 0\) so that,
\[
\|v(t + t_0)\|_\infty \leq CK^{\delta_1}K^{\delta_0} - 3/20. \tag{3.134}
\]

### 3.8 Proof of Theorem 3.1

We first prove the following.

**Proposition 3.17.** Let \(\delta > 0\). There is an event \(\mathcal{F}'\) with probability at least \(\mathbb{P}[\mathcal{F}'] \geq 1 - K^{-c\delta}\) on which we have for \(t_1/2 \leq t \leq t_1\), the estimate
\[
|x_i(t + t_0) - y_i(t + t_0)| \leq C \left(\frac{(1 + t_1)^{30}}{K^{1/50}} + \frac{K^{\delta + \delta_0}}{(t_1)^{5/20}} + (1 + t_1)\frac{K^{\delta + \delta_0}}{K^{2/3}} + N^{-10}\right) \tag{3.135}
\]
for \(i \leq K^{1/2}\).

**Proof.** We write,
\[
x_i(t + t_0) - y_i(t + t_0) = v_i(t + t_0) + (w_i(t + t_0) - v_i(t + t_0)) + \hat{x}_i(t + t_0) - \hat{x}_i(t + t_0) - (\hat{y}_i(t + t_0) - \hat{y}_i(t + t_0)) (3.136)
+ (x_i(t + t_0) - \hat{x}_i(t + t_0)) - (\hat{y}_i(t + t_0) - y_i(t + t_0)) \tag{3.137}
+ (x_i(t + t_0) - \hat{x}_i(t + t_0)) \tag{3.138}
+ (\hat{y}_i(t + t_0) - y_i(t + t_0)) \tag{3.139}
\]
We now apply the previous results to estimate each of the above four terms. From Lemma 3.16 we have for (3.136),

\[ |v_i(t + t_0)| \leq \frac{K^\delta + \delta}{t^{3/20}}. \]

(3.140)
on \mathcal{G}_\xi, for \xi sufficiently small and all \( 0 \leq t \leq t_1 \). For (3.137) we use Lemma 3.14. On the event \( \mathcal{F}_9 \) of that lemma we have, for \( i \leq K^{1/2} \),

\[ |u_i(t + t_0) - v_i(t + t_0)| \leq \frac{C(1 + t_1)^{30}}{K^{1/50}}. \]

(3.141)
for \( 0 \leq t \leq t_1 \). For (3.138) on the event \( \mathcal{F}_2 \) of Lemma 3.7 we have for \( i \leq K^{1/2} \),

\[ |(\hat{x}_i(t + t_0) - \tilde{x}_i(t + t_0)) - (\tilde{y}_i(t + t_0) - y_i(t + t_0))| \leq (1 + t_1) \frac{K^\delta + \delta}{K^{2/3}}. \]

(3.142)
For (3.139) we on the event \( \mathcal{F}_1 \) of Lemma 3.3 that,

\[ |(x_i(t + t_0) - \tilde{x}_i(t + t_0)) - (\tilde{y}_i(t + t_0) - y_i(t + t_0))| \leq N^{-10}. \]

(3.143)
This yields the claim, taking \( \mathcal{F}' = \mathcal{G}_\xi \cap \mathcal{F}_1 \cap \mathcal{F}_2 \cap \mathcal{F}_9 \).

\[ \square \]

Now we complete the proof of the main theorem of this section.

**Proof of Theorem 3.1.** We apply the previous proposition. We take \( K = N^{10^{-3}} \) and \( t_1 = K^{10^{-6}} \). For \( \delta \) and \( \delta_c \) sufficiently small, the RHS of (3.135) is less than \( CK^{-c} \) for some \( c \). The claim follows from taking \( t_0 = -3t_1/4 \).

\[ \square \]

### 4 Properties of the limit

#### 4.1 Locally Brownian properties: proof of Theorem 1.3

**Proof of (1.7).** We set \( s = 0 \) for notational simplicity. The generalization is clear. By Theorem 1.2 there is an \( 1 > a > 0 \) and \( C_0 > 0 \) so that for all \( N \geq 1 \) we have \( \mathbb{P}[\mathcal{F}_N] \geq 1 - C_0 N^{-a} \), where

\[ \mathcal{F}_N := \left\{ \sup_{|t| \leq N^a, 1 \leq i \leq N^a} |\lambda_i(t) - \lambda_i^{(N)}(t)| \leq N^{-a} \right\}. \]

(4.1)
For every \( \delta > 0 \) there is a \( C_\delta > 0 \) and an \( \xi > 0 \) so that

\[ \mathbb{E}[\mathbf{1}_{\mathcal{F}_j} |\lambda_j^{(N)}(t) - \lambda_j^{(N)}(t)|^{-1}] \leq C_\delta N^{\delta \sqrt{j}} j^{1/3}, \quad 1 \leq j \leq N^{1/2}. \]

(4.2)
Let \( \varepsilon > 0 \) and \( n > 0 \) as well as \( T > 0 \). Let \( t_1 > t_0 \) satisfy,

\[ T \geq |t_1|, \quad T \geq |t_0| \]

(4.3)
with \( T \leq 1 \). Then,

\[ (\lambda_i(t_1) - \lambda_i(t_0)) - (2/\beta)^{1/2} (B_i(t_1) - B_i(t_0)) = (\lambda_i^{(n)}(t_1) - \lambda_i^{(n)}(t_0)) - (2/\beta)^{1/2} (B_i(t_1) - B_i(t_0)) \]

\[ + (\lambda_i^{(n)}(t_1) - \lambda_i^{(n)}(t_0)) - (\lambda_i(t_1) - \lambda_i(t_0)) \]

(4.4)
Now the first term on the RHS can be written as

\begin{align*}
(\lambda_i^{(n)}(t_1) - \lambda_i^{(n)}(t_0)) - (2/\beta)^{1/2} (B_i(t_1) - B_i(t_0)) & = \int_{t_0}^{t_1} \left( \frac{1}{\sum_{j \neq i} \lambda_j^{(n)}(t)} - \frac{\lambda_i^{(n)}(t)}{2n^{1/3}} \right) dt \\
& = \int_{t_0}^{t_1} \left( \sum_{j \neq i, |j-i| < n^{1/2}} \frac{1}{\lambda_j^{(n)}(t)} - \frac{\lambda_i^{(n)}(t)}{2n^{1/2}} \right) dt \\
& \quad + \int_{t_0}^{t_1} \left( \sum_{j \neq i, |j-i| > n^{1/2}} \frac{1}{\lambda_i^{(n)}(t)} - \frac{\lambda_j^{(n)}(t)}{2n^{1/2}} \right) dt, \quad (4.5)
\end{align*}
where we choose
\[ \delta_1 = \frac{a}{10^3}. \]  

(4.6)

Let now,
\[ \mathcal{E}_{\xi,n} := \{|\lambda_j^{(n)}(t) - n^{2/3}\gamma_x| < n^{\xi} \hat{t}^{-1/3} : \forall i, \forall t \leq n\} \].

(4.7)

For every \( \xi > 0 \) there is a \( C_\xi \) so that,
\[ \mathbb{P}[\mathcal{E}_{\xi,n}] \geq 1 - C_\xi n^{-10}. \]

(4.8)

On the event \( \mathcal{E}_{\delta_2,n} \) with \( \delta_2 = \delta_1/10 \) we have for \( n \geq C_2 \) for some \( C_2 > 0 \) that,
\[ \int_{-T}^{T} \left| \sum_{|j-i|>n^{\delta_1}} \frac{1}{\lambda_i^{(n)}(t) - \lambda_j^{(n)}(t)} - \frac{\lambda_i^{(n)}(t)}{2n^{1/2}} \right| dt \leq C_3 n^{10\delta_2(i)1/3} T \]

(4.9)

On the other hand, by Markov’s inequality, there is an event \( \mathcal{E}_{1,i} \) and a \( C_3 > 0 \) of probability at \( 1 - n^{-\delta_1} - C_4 n^{-10} \) on which
\[ \int_{-T}^{T} \left| \sum_{|j-i|<n^{\delta_1}} \frac{1}{\lambda_i^{(n)}(t) - \lambda_j^{(n)}(t)} \right| dt \leq C_3 C_4 n^{3\delta_1 1/3}, \]

(4.10)

for \( i \leq n^{1/2} \), as long as \( n \geq C_6 \) for some \( C_6 > 0 \). Therefore, on the event \( \mathcal{F}_n \cap \mathcal{E}_{\delta_2,n} \cap \mathcal{E}_{1,i} \) which holds with probability at least
\[ \mathbb{P}[\mathcal{F}_n \cap \mathcal{E}_{\delta_2,n} \cap \mathcal{E}_{1,i}] \geq 1 - C_0 n^{-a} - n^{-a/10^3} - C_4 n^{-10a} \]

(4.11)

we have for \( n \geq C_2 + C_6 \) that,
\[ \sup_{-T \leq t_0 \leq t_1 \leq T} \left| (\lambda_i(t_1) - \lambda_i(t_0)) - (2/\beta)^{1/2} (B_i(t_1) - B_i(t_0)) \right| \leq n^{-a} + C_3 n^{10^{-3} i^{1/3} T} + C_5 C_6 n^{3\beta_{1000} 1/3 T}, \]

as long as \( i \leq n^a \). Choose now \( T = \varepsilon \). Choose now \( n = [\varepsilon^{-1/a}] \). We can assume \( \varepsilon \leq (C_2 + C_6 + 100)^{-a} \) so that \( n \geq C_2 + C_6 + 100 \). Then, for \( i \leq \varepsilon^{-1/100} \) we see that, (this implies \( i \leq n^a \))
\[ \sup_{-\varepsilon \leq t_0 \leq t_1 \leq \varepsilon} \left| (\lambda_i(t_1) - \lambda_i(t_0)) - (2/\beta)^{1/2} (B_i(t_1) - B_i(t_0)) \right| \leq \varepsilon + C'(\varepsilon^{9/10}) \]

(4.12)

for some \( C' > 0 \) on an event with probability at least \( 1 - C'' \varepsilon^{10^{-4}} \). This proves (1.7).

**Proof of (1.9).** We first define for notational simplicity,
\[ f_j(s) := \lambda_j(s) - (2/\beta)^{1/2} B_j(s), \quad f^{(n)}_j(s) := \lambda^{(n)}_j(s) - (2/\beta)^{1/2} B_j(s). \]

(4.14)

For an integer \( k \), let us define the event \( G_k \) as
\[ G_k := \left\{ \sup \left\{ |f_j(s) - f_j(t)| : |t|, |s| \leq 1, 2^{-k-1} \leq t - s \leq 2^{-k} \right\} > 2^{-kr} \right\}. \]

(4.15)

We estimate,
\[ |f_j(s) - f_j(t)| \leq |f^{(n)}_j(s) - f^{(n)}_j(t)| + |f_j(s) - f^{(n)}_j(s)| + |f^{(n)}_j(t) - f(t)|. \]

(4.16)

Now,
\[ \sup_{t \in T_k} \left\{ |f^{(n)}_j(s) - f^{(n)}_j(t)| : |t|, |s| \leq 1, 2^{-k-1} \leq t - s \leq 2^{-k} \right\} \leq \sup_{t \in T_k} \int_t^{t+2^{-k+1}} \left| \sum_{i \neq j} \frac{1}{\lambda^{(n)}_j(s) - \lambda^{(n)}_i(s)} - \frac{\lambda^{(n)}_j(s)}{2n^{1/3}} \right| ds \]

(4.17)
where
\[ \mathcal{T}_k := \{ t = j2^{-k} : j \in \mathbb{Z}, |j| \leq 2^k \}. \] (4.18)
We have for any \( p > 0 \) and \( q > 0 \) and \( i \leq n^{1/2} \) that
\[ \mathbb{E} \left( \int_x^y \frac{1}{|\lambda_{i+1}^{(n)}(u) - \lambda_i^{(n)}(u)|} \right)^{1+\beta-q} du \leq C_{p,q}|x - y|^{\beta+1-q(1+\beta-q)/3} n^{pa}. \] (4.19)
Hence, arguing as above we see that, for \( i \leq n^{1/2} \), and any \( p > 0, q > 0, \varepsilon > 0 \) and \( D > 0 \) that,
\[ \mathbb{P} \left[ \int_t^{t+2^{-k+1}} \left| \sum_{\ell \neq j} \frac{1}{\lambda_j^{(n)}(s) - \lambda_i^{(n)}(s)} - \frac{\lambda_j^{(n)}(s)}{2n^{1/3}} \right| ds > i^{1/3} n^{pa} 2^{-k} + \varepsilon \right] \leq C' \left( n^{-aD} + \varepsilon^{q-1-\beta} 2^{-k(\beta+1-q)/3} n^{pa} \right) \] (4.20)
for some \( C' \) depending on \( p, q \) and \( D > 0 \) (but not on \( \varepsilon \)). We choose now \( \varepsilon = 2^{-kr}/4 \). Then, by the union bound,
\[ \mathbb{P} \left[ \sup_{t \in \mathcal{T}_k} \int_t^{t+2^{-k+1}} \left| \sum_{\ell \neq j} \frac{1}{\lambda_j^{(n)}(s) - \lambda_i^{(n)}(s)} - \frac{\lambda_j^{(n)}(s)}{2n^{1/3}} \right| ds > i^{1/3} n^{pa} 2^{-k} + \varepsilon \right] \leq C' \left( n^{-aD} 2^k + 2^{-k(\beta+1-q)(1-r)+k(1+\beta-q)/3} n^{pa} \right) \] (4.21)
Now, if
\[ r < 1 - \frac{1}{1+\beta} \] (4.22)
we can choose \( q \) sufficiently small so that the exponent
\[ m = (\beta + 1-q)(1-r) - 1 > 0, \] (4.23)
is positive.
Choose \( n \) so that,
\[ 2^{k/a} \leq n \leq 2^{1+k/a}. \] (4.24)
Choose \( p \) so that,
\[ p < \min\{ a/10, (1-r)/10, m/10 \}, \] (4.25)
and \( D = 100 \). Hence, for \( i \) such that
\[ i \leq \min\{ 2^{(1-r)/30}, 2^{k/(10a)}, 2^{km/[10(1+\beta)]} \} \] (4.26)
we have,
\[ \mathbb{P} \left[ \sup \left\{ |f_i^{(n)}(t) - f_i^{(n)}(s)| : |t|, |s| \leq 1, 2^{-k-1} \leq (t - s) \leq 2^{-k} \right\} > 2^{-kr} \left( \frac{1}{4} + C_1 2^{(r-1)k/2} \right) \right] \leq C_2 \left( 2^{-km/10} + 2^{-k} \right) \] (4.27)
Hence we see that there are exponents \( m_1 > 0 \) and \( m_2 > 0 \) so that, if \( i \leq 2^{km_1} \) then,
\[ \mathbb{P}[G_k] \leq C 2^{-km_2}. \] (4.28)
The claim follows from the union bound.
4.2 On the limiting SDE: proof of Theorem 1.4

Note that Theorem 2.2 implies the following estimate holds.

\[ \mathbb{P}^\beta[\mu_{i+1} - \mu_i \leq s t_i^{-1/3}] \leq C \left( N \varepsilon s^{1+\beta-r} + N^{-D} \right) \]  \hspace{1cm} (4.29)

for any \( r \) and \( \varepsilon > 0 \).

**Lemma 4.1.** For any \( K \geq \beta + 1 \) and \( r > 0 \) there is a constant \( C_{K,r} \) so that for every \( i \) and \( 0 < s < \frac{1}{i} \) satisfying,

\[ s \leq \frac{1}{i^{1/K}} \]  \hspace{1cm} (4.30)

so that the estimate,

\[ \mathbb{P}[|\lambda_{i+1}(t) - \lambda_i(t)| \leq s t_i^{-1/3}] \leq C_{K,r} s^{\beta+1-r}, \]  \hspace{1cm} (4.31)

holds

**Proof.** Let \( 0 < s < 1 \). Let \( K > \beta + 1 \), \( D > 0 \) and \( \varepsilon > 0 \) and \( r > 0 \) be given. Choose \( n \) so that

\[ \frac{1}{s^K} \leq n^a \leq \frac{2}{s^K}. \]  \hspace{1cm} (4.32)

By combining the estimate (4.29) with Theorem 1.2 we have if \( i \leq s^{-K} \) and \( i^{1/3} \leq \frac{s}{2}s^{1-K} \), that,

\[ \mathbb{P}[|\lambda_{i+1} - \lambda_i| < s t_i^{-1/3}] \leq C \left( s^K + s^{-K\varepsilon/a}s^{\beta+1-r} + s^{DK/a} \right). \]  \hspace{1cm} (4.33)

Choosing \( \varepsilon \) so that \( K\varepsilon/a = r \) and \( D \geq a \) large yields the claim. \( \square \)

**Proposition 4.2.** Let \( \frac{1}{10} > \omega > 0 \) and let \( K = N^\omega \). For \( i \leq N^{\omega/100} \) and for any \( N \geq T > 0, D > 0 \) there is a \( C = C_{\omega,D} > 0 \) so that,

\[ \mathbb{P} \left[ \sup_{0 < t < T} \left| \int_0^t \left( \sum_{j > K} \frac{1}{\lambda_j^{(N)}(s) - \lambda_j^{(N)}(s)} + N^{1/3} - \left( \frac{16}{3}\pi^2 \right)^{1/3} (|K|^{1/3}) \right) \right| ds > TN^{-\omega/10} \right] \leq CN^{-D} \]  \hspace{1cm} (4.34)

**Proof.** This is a straightforward consequence of rigidity. Introduce the measure \( d\nu \) defined by,

\[ \nu(E) dE := N^{1/3} \rho_{\text{sc}}(N^{-2/3} E) dE \]  \hspace{1cm} (4.35)

with quantiles \( N^{2/3} \gamma_k \) where \( \gamma_k \) are the \( N \)-quantiles of the semicircle distribution. Let us introduce the shorthand,

\[ \gamma(K) := N^{2/3} \gamma_{|K|} \]  \hspace{1cm} (4.36)

Indeed on the event \( G_{\omega/100} \) we have for \( N \) large enough,

\[ \left| \sum_{j > K} \frac{1}{\lambda_j^{(N)}(s) - \lambda_j^{(N)}(s)} - \int_{\gamma(K)}^\infty \frac{d\nu(E)}{-2N^{2/3} - E} \right| \leq C N^{\omega/100} \sum_{j > K} \frac{|i|^{2/3} + (\min\{j^{1/3}, (N+1-j)^{1/3}\})^{-1}}{(j^{2/3} - j^{2/3})^2} \]  \hspace{1cm} (4.37)

\[ \leq C N^{-\omega/20} \]

On the other hand, by the explicit formula of \( \rho_{\text{sc}}(z) \),

\[ \int_{\gamma(K)}^\infty \frac{d\nu(E)}{-2N^{2/3} - E} = -N^{1/3} - \int_{-\infty}^{\gamma(K)} \frac{d\nu(E)}{-2N^{2/3} - E}. \]  \hspace{1cm} (4.38)

By the estimates,

\[ \gamma(K) = \left( \frac{2}{3} |K| \pi \right)^{2/3} - 2N^{2/3} + \mathcal{O}(K^{5/3} N^{-1}) \]  \hspace{1cm} (4.39)
and for $-2N^{2/3} \leq E \leq \gamma(K)$,
\[
\nu(E) = N^{1/3} \rho_{\infty}(N^{-2/3} E) = \frac{N^{1/3}}{2\pi} \sqrt{(2 - EN^{-2/3})(2 + EN^{-2/3})} = \frac{1}{\pi} \sqrt{2N^{2/3} + E \left(1 + \mathcal{O}\left(2 + EN^{-2/3}\right)\right)}
\]
we see that,
\[
\int_{-\infty}^{\gamma(K)} \frac{d\nu(E)}{-2N^{2/3} - E} = - \left(\frac{16}{3\pi^2}\right)^{1/3} \left([K]\right)^{1/3} + \mathcal{O}\left(K^2N^{-2/3}\right).
\]
This yields the claim.

\textbf{Proposition 4.3.} Let $a$ be as in Theorem 1.2. Let $K = N^{a/100}$. Let $i \leq K^{1/100}$. There is a constant $C > 0$ so that for any $N \geq T > 0$ we have,
\[
\prob\left[\int_0^T \sum_{j \neq i, j \leq K} \frac{1}{\lambda_i(s) - \lambda_j(s)} - \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s)} \right| ds > TN^{-a/4}\right] \leq CN^{-a/100}.
\]

\textbf{Proof.} Fix an $\varepsilon = N^{-V}$ with $V$ to determined. Let $\varepsilon_{ij} = \varepsilon$ for $i > j$ and $-\varepsilon$ for $i < j$. We estimate,
\[
\sum_{j \neq i, j \leq K} \left|\frac{1}{\lambda_i(s) - \lambda_j(s)} - \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s)}\right| \leq \sum_{j \neq i, j \leq K} \left|\frac{1}{\lambda_i(s) - \lambda_j(s) + \varepsilon_{ij}} - \frac{1}{\lambda_i(s) - \lambda_j(s)}\right|
\]
\[
+ \sum_{j \neq i, j \leq K} \left|\frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s) + \varepsilon_{ij}} - \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s)}\right|
\]
\[
+ \sum_{j \neq i, j \leq K} \left|\frac{1}{\lambda_i(s) - \lambda_j(s) + \varepsilon_{ij}} - \frac{1}{\lambda_i(s) - \lambda_j(s) + \varepsilon_{ij}}\right|
\]

By Markov’s inequality for any $D > 0$ there is a constant $C_D$ such that for any $\delta > 0$ we have,
\[
\prob\left[\int_0^T \sum_{j \neq i, j \leq K} \left|\frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s) + \varepsilon_{ij}} - \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s)}\right| \right| ds > \delta\right] \leq C_D N^{-D} + C_1 T \varepsilon^{1/2} K^3 \delta^{-1}
\]
where $C_1$ does not depend on $V$ or $D$. The same estimate holds for first the term on the RHS of (4.43) (in fact, the $N^{-D}$ term is not present here). For the final term, on the event of Theorem 1.2

we have,
\[
\int_0^T \sum_{j \neq i, j \leq K} \left|\frac{1}{\lambda_i(s) - \lambda_j(s) + \varepsilon_{ij}} - \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s) + \varepsilon_{ij}}\right| ds
\]
\[
\leq N^{-a} \left(\int_0^T \sum_{j \neq i, j \leq K} \frac{1}{\lambda_i(s) - \lambda_j(s) + \varepsilon_{ij}} \right)^{1/2} \left(\int_0^T \sum_{j \neq i, j \leq K} \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s) + \varepsilon_{ij}} \right)^{1/2}
\]
\[
\leq N^{-a} \left(\int_0^T \sum_{j \neq i, j \leq K} \left(\lambda_i(s) - \lambda_j(s) + \varepsilon_{ij}\right)^2 \right)^{1/2} \left(\int_0^T \sum_{j \neq i, j \leq K} \left(\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s) + \varepsilon_{ij}\right)^2 \right)^{1/2}
\]
By Markov’s inequality,
\[
\prob\left[\int_0^T \sum_{j \neq i, j \leq K} \left(\lambda_i(s) - \lambda_j(s) + \varepsilon_{ij}\right)^2 > TN^{a/10}\right] \leq C_r N^{-a/20} K^2 \varepsilon^{-r}
\]
for any $r > 0$, and a similar estimate for the other term with the $\lambda_i^{(N)}(s)$. It remains to take, e.g., $\delta = TN^{-a}$, $\varepsilon = N^{-10a}$, $r = 1/100000$ and $D = 10a$.

\textbf{Proof of Theorem 1.4.} We take $N$ the smallest integer satisfying
\[
K \leq N^{a/100} \leq 2K.
\]
Assume $T \leq K$. Then, for $i \leq K^{1/100}$ write,

$$
\begin{align*}
\lambda_i(t) - \lambda_i(0) - (2/\beta)^{1/2} (B_i(t) - B_i(0)) = & \sum_{j \neq i, j \leq K} \int_0^t \frac{1}{\lambda_i(s) - \lambda_j(s)} - aK^{1/3} ds \\
= & (\lambda_i(t) - \lambda_i(0) - \lambda_i^{(N)}(t) + \lambda_i^{(N)}(0)) \\
+ & \left( \int_0^t \sum_{j > K} \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s)} + N^{1/3} - aK^{1/3} \right) \\
+ & \left( \int_0^t \sum_{j \neq i, j \leq K} \frac{1}{\lambda_i^{(N)}(s) - \lambda_j^{(N)}(s)} - \frac{1}{\lambda_i(s) - \lambda_j(s)} ds \right),
\end{align*}
$$

(4.48) (4.49)

On the event of Theorem 1.2 the supremum of the first term on the RHS is $O(N^{-\delta})$. Propositions 4.2 (with the choice of $\omega = a/100$ and $D = a$) and 4.3 handle the last two lines.

A Proof of level repulsion estimates

We will follow very closely the proof of [8]. For this we require some notation. For positive integers $K$, we write the configuration space for $x \in \mathbb{R}^K$ and $y \in \mathbb{R}^{N-K}$ as,

$$(\lambda_1, \ldots, \lambda_N) = (x_1, \ldots, x_K, y_{K+1}, \ldots y_N) =: (x, y)$$

(A.1)

For given $y$, we denote by $\mu_y(dx)$ the conditional distribution of $x$ given $y$ which has the form,

$$
\mu_y(dx) = \frac{1}{Z_y} e^{-\beta N H_y(x)} dx,
$$

(A.2)

where

$$
H_y(x) := \frac{1}{2} \sum_{i \in I} V_y(x_i) - \frac{1}{N} \sum_{i,j \in I, i < j} \log |x_i - x_j|
$$

$$
V_y(x) := V(N^{-2/3} x) - \frac{2}{N} \sum_{j \notin I} \log |x - y_j|
$$

(A.3)

where $I = [[1, K]]$. Here, $V(x) = \frac{1}{2}x^2$ is the quadratic potential but the arguments are not very specific to this choice. Additionally, $Z_y$ is the normalization constant for the conditional measure. We denote by $\mathcal{R}_K(\xi)$ the set of "good" boundary conditions,

$$
\mathcal{R}_K(\xi) := \{ y : |y_k - N^{2/3} \gamma_k| \leq N^{\xi} k^{-1/3}, k \notin I \}.
$$

(A.4)

From Theorem 3.2 of [8], we see that for any $\delta > 0$ and $K \geq N^\delta$ we have,

$$
\mathbb{P}^\mu_y [y_{K+1} - x_K \leq s K^{-1/3}] \leq CN^K s^{1+\beta-\gamma},
$$

(A.5)

for $y \in \mathcal{R}_K(\xi)$ and $\xi$ sufficiently smal. Hence, we have the following.

**Lemma A.1.** Let $\delta, \varepsilon, r > 0$. Then there is $C$ so that for $i \geq N^\delta$ and $\xi$ small enough we have,

$$
\mathbb{P}^\beta \left( \mathcal{F}_\xi \cap \{|\lambda_{i+1} - \lambda_i| \leq si^{-1/3}\} \right) \leq CN^\varepsilon s^{1+\beta-\gamma}.
$$

(A.6)

Clearly, Theorem 2.2 follows from Lemma A.1 as well as the following.

**Lemma A.2.** For all sufficiently small $\xi > 0$ the following holds. For $1 \leq K \leq N^{1/2}$ we have for $y \in \mathcal{R}_K(\xi)$,

$$
\mathbb{P}^\mu_y [|\lambda_{K+1} - x_K| \leq sK^{-1/3}] \leq C s^{\beta+1}(K^2 + KN^\xi)^{\beta+1}.
$$

(A.7)
We first prove a weaker estimate. We denote \( \mu_{y,0} \) the measure,
\[
\mu_{y,0} := (Z^*)^{-1}(y_{K+1} - x_K)^{-\beta} \mu_y.
\] (A.8)
That is, the term \((y_{K+1} - x_K)^\beta\) is dropped from the measure \(\mu_y\).

**Lemma A.3.** Let \(y \in \mathcal{R}_K(\xi)\). Then,
\[
\mathbb{P}^{\mu_y}[y_{K+1} - x_K \leq sK^{-1}] \leq Cs(K^2 + KN^C\xi)
\] (A.9)
The same estimate holds for \(\mu_{y,0}\).

**Proof.** Set \(y_+ := y_{K+1}\) and \(y_- = y_+ - a\) where \(a = N^\xi K^{-1/3}\). We will decompose the configuration space according to how many particles lie in the interval \([y_-, y_+]\). We denote this number by \(n\). For any \(\varphi\) satisfying \(0 \leq \varphi \leq c\) with \(c \leq 1\) sufficiently small, we consider
\[
Z_\varphi := \sum_{n=0}^{K} \int_{(-\infty, y_-)^{K-n}} dx_n \left( \prod_{j=1}^{K-n} \frac{1}{(y_- - y_+)^n} \prod_{j=K-n+1}^{K} dx_j \left( \prod_{i,j \in I, i < j} (x_j - x_i)^\beta \right) \right) e^{-\frac{N\beta}{2} \sum_{j \in I} V_y(x_j)}
\]
\[
= \sum_{n=0}^{K} (1 - \varphi)^n \frac{1}{(y_- - y_+)^{n-1/2}} \int_{(-\infty, y_-)^{K-n}} dx_n \left( \prod_{j=1}^{K-n} dw_j \left( \prod_{i < j} (w_j - w_i)^\beta \right) \prod_{j=K-n+1}^{K} (y_- + (1 - \varphi)(w_j - y_-) - w_j)^\beta \right)
\]
\[
\times \exp \left[ -\frac{N\beta}{2} \sum_{j \leq K-n} V_y(w_j) + \sum_{j > K-n} V_y(y_- + (1 - \varphi)(w_j - y_-)) \right],
\] (A.10)
where we have made the following change of variables,
\[
w_j := x_j, \quad j \leq K-n, \quad w_j := y_- + (1 - \varphi)^{-1}(x_j - y_-), \quad K-n + 1 \leq j \leq K.
\] (A.11)
We seek to lower bound \(Z_\varphi\) in terms of \(Z_{\varphi=0}\). We work with each term indexed by \(n\) in the summand separately. The interactions between \(i \leq K-n\) and \(j \geq K-n+1\) can be estimated by,
\[
[y_- + (1 - \varphi)(w_j - y_-) - w_i]^\beta = [(1 - \varphi)(w_j - w_i) + \varphi(y_- - w_i)]^\beta \geq [(1 - \varphi)(w_j - w_i)]^\beta
\] (A.12)
for any \(w_i \leq y_-\). We now estimate the effect of scaling the potential \(V_y\). Fix a parameter \(M\) satisfying
\[
M = NC^\xi,
\] (A.13)
for \(C\) as in Lemma A.4 below. We have,
\[
\exp \left[ -\frac{N\beta}{2} V_y(y_- + (1 - \varphi)(w_j - y_-)) \right] = \exp \left[ -\frac{N\beta}{2} V_y^*(y_- + (1 - \varphi)(w_j - y_-)) \right] \times \prod_{K+1 \leq k \leq K+M} (y_k - y_- - (1 - \varphi)(w_j - y_-))^\beta,
\] (A.14)
where we defined
\[
V_y^*(x) := V(xN^{-2/3}) - \frac{2}{N} \sum_{k > K+M} \log |x - y_k|, \quad x \in (y_-, y_+).
\] (A.15)
Now, we have
\[
|V_y^*(y_- + (1 - \varphi)(w_j - y_-)) - V_y^*(w_j)| \leq \max_{x \in [y_-, y_+]} |(V_y^*(x))'| a \varphi \leq CN^{-1} \varphi M.
\] (A.16)
The derivative of \(V_y^*\) is estimated in Lemma A.4 below. Hence, we have
\[
\exp \left[ -\frac{N\beta}{2} V_y^*(y_- + (1 - \varphi)(w_j - y_-)) \right] \geq e^{-C\varphi M} \exp \left[ -\frac{N\beta}{2} V_y^*(w_j) \right], \quad j > K-n.
\] (A.17)
Since for $k \geq K + 1$, and $j \geq K - n + 1$,
\[
[y_k - y_-(1-\varphi)(w_j - y_-)]^3 = [(1-\varphi)(y_k - w_j) + \varphi(y_k - y_-)]^3 \geq [(1-\varphi)(y_k - w_j)]^3
\] (A.18)
we conclude the estimate,
\[
Z_\varphi \geq \sum_{n=0}^{K} (1-\varphi)^n + \beta n(n-2) + \beta nM e^{-C\varphi n N^{C\xi}} \int_{(-\infty,y_-(1-\varphi)(y_k - w_j))} \prod_{j=1}^{K-n} dw_j \int_{(y_+(1-\varphi)(y_k - w_j))} \prod_{j=K-n+1}^{K} dw_j
\]
\[
\times \prod_{i<j \leq K} (w_j - w_i)^3 e^{-N^{\beta} \sum_{j \leq K} V_\varphi(w_j)}
\] (A.19)

Since $n \leq K$ we have the estimate,
\[
(1-\varphi)^n + \beta n(n-2) + \beta nM e^{-C\varphi n N^{C\xi}} \geq (1-\varphi)^{K(2+K-N^{C\xi})}. \] (A.20)

Therefore,
\[
\frac{Z_\varphi}{Z_{\varphi=0}} \geq (1-\varphi)^{CK^2+CKN^{C\xi}}.
\] (A.21)

Choose $\varphi := sK^{-1/3}a^{-1} = sN^{-\xi}$. Therefore,
\[
\mathbb{P}^{\mu_y}[y_{K+1} - x_K \geq sK^{-1/3}] \geq 1 - C(s(K^2 + KN^{C\xi}). \] (A.22)

The proof for $\mu_{y,0}$ is very similar. The only difference is just that the $k = K + 1$ factor is missing from (A.14) in the case that $j = K$. This modification does not affect the proof. \qed

**Proof of Lemma A.2.** Recall the definition of $\mu_{y,0}$. For brevity we set $X := y_{K+1} - x_K$. We have,
\[
\mathbb{P}^{\mu_y}[X \leq sK^{-1/3}] = \frac{\mathbb{E}^{\mu_{y,0}}[1_{X \leq sK^{-1/3}}X^3]}{\mathbb{E}^{\mu_y}[X^3]}.
\] (A.23)

Using Lemma A.3,
\[
\mathbb{E}^{\mu_{y,0}}[1_{X \leq sK^{-1/3}}X^3] \leq (sK^{-1/3})^3 C(sK^{-1/3}(K^2 + KN^{C\xi})). \] (A.24)

By the same lemma,
\[
\mathbb{P}^{\mu_{y,0}}[X \geq cK^{-1/3}(K^2 + KN^{C\xi})^{-1}] \geq 0.5, \] (A.25)

and so,
\[
\mathbb{E}^{\mu_{y,0}} X^3 \geq c \left(\frac{1}{K^{1/3}(K^2 + KN^{C\xi})}\right)^3. \] (A.26)

This concludes the lemma. \qed

**Proof of Theorem 2.2.** The proof follows from the above lemma. The estimates for $i \geq N^\delta$ some small $\delta > 0$ are proven using Lemma A.1 and the estimate for the remaining particles follow from Lemma A.2. Taking $\delta$ sufficiently small depending on $\varepsilon$ gives the result. \qed

The following is similar to Lemma C.2 of [8].

**Lemma A.4.** For sufficiently small $\xi > 0$ and $M = N^{C\xi}$ with $C \geq 10$ we have for $K \leq N^{1/2}$ and $y \in R_K(\xi)$ that,
\[
\max_{x \in [y_-, y_+]} \left| \frac{x}{2N^{1/3}} + \frac{1}{N} \sum_{j > K+M} \frac{1}{y_j - x} \right| \leq \log(N) \frac{(K+M)^{1/3}}{N}
\] (A.27)

where,
\[
y_+ = y_{K+1}, \quad y_- = y_+ - N^\xi K^{-1/3}
\] (A.28)
Proof. We introduce the measure \( \nu(E) \) by

\[
\nu(E) \, dE := N^{1/3} \rho_{sc}(N^{-2/3}E) \, dE.
\]  

(A.29)

It is straightforward to see that for \( x \leq y_+ \),

\[
\left| \frac{1}{N} \sum_{j > K+M} \frac{1}{y_j - x} - \frac{1}{N} \int_{\gamma^{(M)}} \frac{d\nu(E)}{E - x} \right| \leq C \frac{K^{1/3}}{N},
\]  

(A.30)

where,

\[
\gamma^{(M)} := N^{2/3} \gamma_{[K+M]}.
\]  

(A.31)

Since,

\[
\frac{1}{N} \int \frac{d\nu(E)}{E - x} = \frac{1}{N^{2/3}} \rho_{sc}(xN^{-2/3})
\]  

(A.32)

we see that

\[
\left| \frac{1}{N} \int \frac{d\nu(E)}{E - x} + \frac{x}{2N^{4/3}} \right| \leq CN^{-2/3} (2 + xN^{-2/3})^{-1/2} \leq C \frac{N^\xi}{N}.
\]  

(A.33)

It remains to prove,

\[
\left| \int_{-\infty}^{\gamma^{(M)}} \frac{d\nu(E)}{E - x} \right| \leq C \log(N)(K + M)^{1/3}
\]  

(A.34)

If \( x \leq -2N^{2/3} \) then,

\[
\left| \int_{-\infty}^{\gamma^{(M)}} \frac{d\nu(E)}{E - x} \right| \leq C \int_0^{\gamma^{(M)} + 2N^{2/3}} \frac{1}{\sqrt{E}} \, dE \leq C(K + M)^{1/3}.
\]  

(A.35)

Fix \( \eta = N^{-10} \). If \( 0 \leq x + 2N^{2/3} < \eta/2 \), let,

\[
b = -2N^{2/3} + 2(x + 2N^{2/3})
\]  

(A.36)

\[
\left| \int_{-\infty}^{\gamma^{(M)}} \frac{d\nu(E)}{E - x} \right| \leq \left| \int_{-\infty}^{b} \frac{d\nu(E)}{E - x} \right| + \left| \int_{b}^{\gamma^{(M)}} \frac{d\nu(E)}{E - x} \right|
\]  

(A.37)

The second term is less than,

\[
\left| \int_{b}^{\gamma^{(M)}} \frac{d\nu(E)}{E - x} \right| \leq C \int_0^{\gamma^{(M)} + 2N^{2/3}} \frac{1}{\sqrt{E}} \, dE \leq C(K + M)^{1/3},
\]  

(A.38)

where we used that the denominator is greater than \( \frac{1}{2}(E + 2N^{2/3}) \). The first term is less than,

\[
\left| \int_{-\infty}^{b} \frac{d\nu(E)}{E - x} \right| = \left| \int_{-\infty}^{b} \frac{(\nu(E) - \nu(x)) \, dE}{E - x} \right| \leq C \sqrt{x + 2N^{2/3}}
\]  

(A.39)

where we used the estimate,

\[
|\nu(E) - \nu(x)| \leq C \frac{|E - x|}{\sqrt{x + 2N^{2/3}}}
\]  

(A.40)

and that the integral is of length \( 2(x + 2N^{2/3}) \). If \( x + 2N^{-2/3} > \eta/2 \) we instead split the integral over the three regions, the central one centered at \( x \) with length \( \eta \), and the other two being from \(-2N^{2/3}\) to the leftmost endpoint of the central region, \( x - \eta/2 \), and the third then from the rightmost endpoint of the central region, \( x + \eta/2 \) until \( \gamma^{(M)} \). The same calculation leading to (A.39) tells us that the central region contributes \( C\eta/\sqrt{x} \). For the other two regions their contribution is bounded by

\[
C \left( \sup_{E \leq \gamma^{(M)}} \nu(E) \right) \int_\eta^{2N} \frac{1}{E} \, dE \leq C \log(N)(K + M)^{1/3}
\]  

(A.41)

This completes the proof. \( \square \)
B Stochastic continuity

The following is proved in an identical manner to Theorem 11.5 in Chapter 11 of [24].

**Lemma B.1.** There is a $C > 0$ so that the following holds. Suppose that for some particles $x_1 \leq x_2 \leq \cdots x_N$ the estimates

$$\left| \frac{1}{N} \sum_{i=1}^{N} \frac{1}{x_i - (E + i\eta)} - m_{sc}(E + i\eta) \right| \leq \frac{N^\varepsilon}{N\eta}$$

(B.1)

hold for all $|E| \leq 10$ and $10 \geq \eta \geq N^\varepsilon - 1$. Assume also that $-2 - N^{\varepsilon-2/3} \leq x_1$ and $2 + N^{\varepsilon-2/3} \geq x_N$. Then, for all $i$,

$$|x_i - \gamma^{(N)}_i| \leq C \frac{N^{\varepsilon}}{N^{2/3} \min\{i^{1/3}, (N + 1 - i^{1/3})\}}.$$  

(B.2)

We have also the following.

**Lemma B.2.** There is a $C > 0$ so that the following holds. Suppose that

$$|x_i - \gamma^{(N)}_i| \leq \frac{N^\varepsilon}{N^{2/3} \min\{i^{1/3}, (N + 1 - i^{1/3})\}}.$$  

(B.3)

for some particles $x_1 < x_2 < \cdots < x_N$. Then, for all $|E| \leq 10$ and $10 \geq \eta \geq N^{C\varepsilon - 1}$ we have,

$$\left| \frac{1}{N} \sum_{i=1}^{N} \frac{1}{x_i - (E + i\eta)} - m_{sc}(E + i\eta) \right| \leq C \frac{N^{C\varepsilon}}{N\eta}.$$  

(B.4)

**Proof.** Write $z = E + i\eta$. We have, for $\eta \geq CN^{\varepsilon-1}$ that,

$$\left| \frac{1}{N} \sum_{i=1}^{N} \frac{1}{x_i - (E + i\eta)} - m_{sc}(E + i\eta) \right| \leq \frac{N^\varepsilon}{N^{2/3}} \sum_{i=1}^{N} \int^{\gamma^{(N)}_i}_{\gamma^{(N)}_{i-1}} \frac{1}{|x - z|^2} \frac{\rho_{sc}(x)}{N^{2/3} \min\{i^{1/3}, (N + 1 - i^{1/3})\}} \, dx$$

(B.5)

due to the fact that $|x_i - z| \geq C|x - z|$ for $x_i$ obeying (B.3). From the asymptotics,

$$\gamma^{(N)}_i + 2 \approx \frac{r^{2/3}}{N^{2/3}}, \quad 2 - \gamma^{(N)}_i \approx \frac{(N + 1 - i)^{2/3}}{N^{2/3}}$$

(B.6)

and the explicit form of $\rho_{sc}(x)$ we see that there is a $C > 0$ so that for all $x \in [\gamma^{(N)}_{i-1}, \gamma^{(N)}_i]$ and all $i$,

$$\frac{\rho_{sc}(x)}{N^{2/3} \min\{i^{1/3}, (N + 1 - i^{1/3})\}} \leq \frac{C}{N}.$$  

(B.7)

Furthermore,

$$\int_{-2}^{2} \frac{1}{|x - z|^2} \, dx \leq \frac{C}{\eta}.$$  

(B.8)

The claim follows.  

Consider now the function,

$$f_N(z, t) = \sum_{i=1}^{N} \frac{1}{\lambda^{(N)}_i(t) - z}.$$  

(B.9)

for $\text{Im}[z] > 0$. By the Ito lemma,

$$df_N(z, t) = dM_N(z, t) + (\partial_z f_N)(z, t) f_N(z, t) \, dt + (\partial^2_z f_N)(z, t) \, (\beta^{-1} - 2^{-1})$$

$$+ \frac{1}{2N^{1/3}} (f_N(z, t) + z(\partial_z f_N)(z, t)).$$  

(B.10)
where the martingale \( dM_N(z,t) \) is

\[
dM_N(z,t) := -\sum_i \frac{dB_i(t)}{(\lambda_i^{(N)}(t) - z)^2}.
\] (B.11)

By the BDG inequality for any time \( t_0 \) and \( t \) we have for any \( D > 0 \) and \( \varepsilon > 0 \) that

\[
\mathbb{P}\left[ \sup_{0 \leq s \leq t} \left| \int_{t_0}^s dM(z,u) \right| > N^{\varepsilon} \sqrt{Nt} \right] \leq CN^{-D}.
\] (B.12)

for some \( C = C_{\varepsilon,D} \). From the fact that \( f_N(z,t) \) is Lipschitz with constant less than \( N/\eta \) on the domain \( \text{Im}[z] \geq \eta \) we deduce the following.

**Lemma B.3.** For any \( D > 0 \) the following holds. There is a \( C_D \) so that for any \( t_0 \) we have that the estimate,

\[
\sup_{|E| \leq 10, |t| \leq N^{-10}, t \leq N^{-100}} |f_N(E + i\eta, t_0 + t) - f_N(E + i\eta, t_0)| \leq N^{-40}.
\] (B.13)

holds with probability at least \( 1 - N^{-D} \).

With all of the above we can easily deduce Lemma 3.2.

**Proof of Lemma 3.2.** Fix a grid of times \( T := \{i/N^{100} : i \in \mathbb{Z}\} \cap [-N,N] \) and \( D > 0 \). Define \( x_i(t) := \lambda_i^{(N)}(t) \), and

\[
m_{\varepsilon}(z,t) := \frac{1}{N} \sum_i \frac{1}{x_i - z}.
\] (B.14)

and use the notation \( z := E + i\eta \). By Theorem 2.1 and Lemma B.2 we see that, with probability at least \( 1 - C_D N^{-D} \) the estimate (B.1) holds for any \( \varepsilon > 0 \) as well as,

\[
\text{Im}[m_{\varepsilon}(2 + N^{\varepsilon-2/3} + iN^{-10}, t)] + \text{Im}[m_{\varepsilon}(-2 + N^{\varepsilon-2/3} + iN^{-10}, t)] \leq N^{-5}.
\] (B.15)

For the above we just used \( \text{Im}[m_{\varepsilon}(E + i\eta)] \leq \eta(\min_i |x_i(t) - E|)^{-2} \), and that for \( E = \pm(2 + N^{\varepsilon-2/3}) \) the minimum is greater than \( N^{\varepsilon-2/3} \) on \( \mathcal{F}_{\varepsilon/2} \). By Lemma B.3 we see that we can extend this estimate to all \( |t| \leq N \) on an event of probability at least \( 1 - C_D N^{-D} \). Assuming that \( \mathcal{F}_{\varepsilon/2} \) holds on every \( t \in T \) we now argue that \( x_{N}(t) \leq 2 + N^{\varepsilon-2/3} \) and \( x_{N}(t) \geq -2 - N^{\varepsilon-2/3} \). Indeed, since the sample paths are continuous and \( \mathcal{F}_{\varepsilon/2} \) holds for every \( t \in T \), if at any time \( t \) we had that a particle hits either \( E = \pm(2 + N^{\varepsilon-2/3}) \) then \( \text{Im}[m_{\varepsilon}(\pm(2 + N^{\varepsilon-2/3} + iN^{-10}), t)] \geq N^9 \) at this point which violates (B.15).

We conclude that the assumptions of Lemma B.1 hold for all \( |t| \leq N \) and so we conclude the proof.
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