Deep learning for video game genre classification

Yuhang Jiang, Lukun Zheng
1906 College Heights Blvd, Bowling Green, KY 42101
Western Kentucky University

Abstract

Video game covers and textual descriptions are usually the very first impression to its consumers and they often convey important information about the video games. Video game genre classification based on its cover and textual description would be utterly beneficial to many modern identification, collocation, and retrieval systems. At the same time, it is also an extremely challenging task due to the following reasons: First, there exists a wide variety of video game genres, many of which are not concretely defined. Second, video game covers vary in many different ways such as colors, styles, textual information, etc, even for games of the same genre. Third, cover designs and textual descriptions may vary due to many external factors such as country, culture, target reader populations, etc. With the growing competitiveness in the video game industry, the cover designers and typographers push the cover designs to its limit in the hope of attracting sales. The computer-based automatic video game genre classification systems become a particularly exciting research topic in recent years. In this paper, we propose a multi-modal deep learning framework to solve this problem. The contribution of this paper is four-fold. First, we compiles a large dataset consisting of 50,000 video games from 21 genres made of cover images, description text, and title text and the genre information. Second, image-based and text-based, state-of-the-art models are evaluated thoroughly for the task of genre classification for video games. Third, we developed an efficient and
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salable multi-modal framework based on both images and texts. Fourth, a thorough analysis of the experimental results is given and future works to improve the performance is suggested. The results show that the multi-modal framework outperforms the current state-of-the-art image-based or text-based models. Several challenges are outlined for this task. More efforts and resources are needed for this classification task in order to reach a satisfactory level.
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1. Introduction

Genres are stylistic categories of literature, music, or other forms of art or entertainments characterized by their forms, contents, subject matters, and the like. Genres are often used to identify, retrieve, and organize works of interest. Genre classification is the process of grouping works together based on certain stylistic similarities. It has been used in a wide range of areas such as music, paintings, film, books, etc. These important tasks were traditionally done manually, which has a lot of limitations on cost, time and other resources. With the growing capacity of computational powers of modern computers, many different automatic genre classification techniques have been developed and used in many domains such as movies, books, paintings, etc. In this study, we focus on the task of genre classification of video games based on the cover and textual description. To the best of our knowledge, this is the first attempt on automatic genre classification using a deep learning approach.

Videos games have been one of the most popular, profitable, and influential forms of entertainment across the world. There have been many controversies surrounding video games. Many studies show that video games can be very helpful in education across different age groups and comprehension levels \[44, 35, 2, 32, 27\]. However, Others point out that video games can cause many problems in terms of health, time wasting, and, even, violence crimes \[3, 17, 20\].

---
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Despite of the massive debates and arguments in academia and real life, it is persuasive that the video game market has been exploding across the world over the years.

Genre and its classification systems play a significant role in the development of video games. Even though the genre classification for video games is similar to that for other forms of media, it has its own specialties and challenges. First, unlike other media such as books and movie, video games are generally interactive with its player [10]. Second, there are constant formation and conceptualization of new genres over time due to the fast development of new video games. Third, existing genres may shift over time as developers, players and the media come up with new names. Finally, video games have a short history compared with other forms of media [36].

Recently, deep learning approaches have reached high performances across a wide variety of problems [41, 18, 43, 6, 26, 34, 45, 51, 21]. In particular, some deep convolutional neural networks can achieve a satisfactory level of performance on many visual recognition and categorization tasks, exceeding human performances. One of the most attractive qualities of these techniques is that they can perform well without any external hand-designed resources or task-specific feature engineering. The theoretical foundations of deep learning are well rooted in the classical neural network (NN) literature. It involves many hidden neurons and layers as an architectural advantage in addition to the input and output layers [41]. A deep convolutional neural network is universal, meaning that it can be used to approximate any continuous function to an arbitrary accuracy when the depth of the neural network is large enough [52].

In this paper, we aim to develop three deep learning algorithm for the task of video game genre classification: image-based approach using the game covers, text-based approach using the textual descriptions, and multimodal approach using both the game covers and textual description.

Covers are usually the very first impression to its consumers and they often convey important information about the video games. Figure 1 presents some sample video game covers. For instance, in Figure 1(a), the cover image features
two boxers which indicates that it is a fighting game. The two cars side-by-side on the road in Figure 1 (b) tells that it is a racing game. The soccer ball in Figure 1 (c) indicates that it is a sport game. Lastly, in Figure 1 (d), there is a guitar in the cover, which implies that this is a music game.

In addition to the cover images, we also use the game descriptions for genre classification. Game descriptions are designed to suitably express the key concepts and mechanics inherent in video games. The main purpose of game description is to express the objects involved in a game and the set of rules that induce transitions, resulting in a state-action space [15]. It usually contains important information about the its genre. Consider the following example of a description for the game of BOUNCING BALLS:

"Use your mouse to aim and shoot. Destroy the balls by shooting them into groups of three or more. Clear all of the balls to get to the next level. The faster you clear the board the more points you’ll get! The game ends when a ball hits the bottom." In this description, the keywords "aim", "shoot", "shooting", etc indicate that it is a shooter game. Hence we will also explore the use of the game descriptions for the task of genre classification.

Finally, we consider a multimodal deep learning architecture based on both the game cover and description for the task of genre classification. This approach involves two steps: (1) A neural network is trained on the classification task for each modality. (2) Intermediate representations are extracted from each
network and combined in a multimodal learning step. We believe that relating information from both modalities will help to improve the performance in genre classification for video games.

The main contributions of this study includes:

(1) We created a large dataset of 50,000 video games including game cover images, description text, title text, and genre information. This dataset can be used for a variety of studies such as text recognition from images, automatic topic mining, and so on. This dataset will be made available to the public in the future.

(2) State-of-the-art models are evaluated thoroughly for the task of video game genre classification. These include five image-based models and two text-based models using deep transfer learning methods utilizing the information from existing pre-trained models.

(3) We developed a multi-modal deep learning architecture based on two modalities: one for images and the other for texts. The information from both modalities are then combined using concatenation method. We believe that the mergerence of information from both modalities would help increase the classification accuracy rate for this task.

(4) A comprehensive analysis of the difficulties in this video game genre classification task is provided and possible suggestions are made for future work to improve the performance.

The rest of the paper is structured as follows. Section 2 presents related works about book cover classification. Section 3 elaborates on the details of the models. In section 4, we discuss the experimental results. The last section concludes the paper and discusses future work.

2. Related Works

In recent years, automated genre classification has drawn a wide range of attention from different domains by leveraging the strength of the deep neural
In book genre classification, Chiang et al. [8] implemented transfer learning with convolutional neural networks on the cover image along with natural language processing on the title text. A data set consisting of 6000 book covers from five genres obtained from OpenLibrary.org were utilized for their study. Iwana et al. [25] attempted to conduct book genre classification using only the visual clues provided by its cover. To solve this task, they created a large dataset consisting of 57,000 samples from 30 genres and adapted AlexNet [28] pre-trained on ImageNet [12]. Buczkowski et al. [5] created another dataset consisting of 160k book covers crawled from GoodReads.com from over 500 genres, from which they picked the top 13 most popular genres and grouped all the remaining books under a 14th class called “Others”. In [4], the authors utilized a multinomial logistic regression model to classify book genres based on extracted image features and title features. Their approach consists of three stages: image feature extraction using the Xception model [9], title feature extraction using the GloVe Model [40], and classification based on the combined extracted features. Kundu and Zheng [29] proposed a multimodal deep learning framework based on book covers and text directly extracted from the book covers, which resembles the way people obtain both visual and textual information from the cover. They provided a detailed evaluation of the state-of-the-art models for the task of book genre classification.

In music genre classification, traditional methods often focus on feature engineering that extracts features using domain knowledge which are then used in the designed learning algorithm such as support vector machine and k-nearest neighbors [31, 49, 19]. More recently, deep learning approaches has been proposed for music genre classification using visual representations of audio as input to convolutional neural networks (CNNs) [13, 50, 11, 14]. Text-based deep learning approaches have also been proposed. Oramas et al. [38] used a large dataset of about 65k albums constructed from Amazon customer reviews and performed experiments on music genre classification. Fang et al. [16] investigate genre classification of music using discourse-based features extracted from
lyrics. There have also been multimodal studies on music genre classification in the literature, many of which combine audio and song lyrics [30, 39, 37]. However, genre classification for video games has drawn few attentions in academia. To the best knowledge of the authors, there has been no studies on this task using a deep learning approach. Clarke et al. [10] explores the affordances and limitations of video game genre classification from a library and information science perspective, discussing various purposes of genre relating to video games. Amiriparian et al. [1] proposed an audio-based video game genre classification model using a linear support vector vector machine classifier. They created a new corpus collected entirely from social multimedia and extracted three different feature representations from the game audio files. In this study, we explore video genre classification using three different deep learning approaches: one based on game cover image, one based on game description text, and one based on both game cover image and game description text.

3. Methodology

3.1. Data Set Preparation

In this study, we compiled a large dataset consisting of 50,000 video games with their cover images, description text, title text, and genre information from IGDB.com, a video game database, intended for both game consumers and video game professionals alike. Most of the data available are user-generated, including the genre information. There were in total 21 genres found in the original dataset. These original genres were labeled without considering the internal relationships among some of the genres. For instance, Real Time Strategy is a sub-genre of the genre Strategy; Hack and slash/Beat’em up is a sub-genre of the genre Fighting. In such cases, we grouped genres like these as one genre. After these modification, we have in total 15 different genres as shown in Table 1.

Another problem encountered is that many video games have two or more genres. In such cases, we randomly selected one genre for each video game and
Table 1: The 15 genres of video games in our dataset

| Adventure | Arcade | Fighting | Indie | Music |
|-----------|--------|----------|-------|-------|
| Pinball   | Platform | Puzzle | Quiz/Trivia | Racing |
| Role-Playing | Shooter | Simulator | Sport | Strategy |

assume that each video game has a single genre. Doing so simplifies our problem to single-label classification. Downloaded cover images have different sizes and ratios. All the cover images were re-sized to 224 px by 224 px so that they have the same dimension. The description texts were encoded using a standard tokenization in which each word in the text is tokenized and then assigned a unique integer for representation. In this study we only encode words that appear at least 10 times in the whole dataset to avoid noises caused by insignificant words for classification. We first introduce some baseline image-based and text-based models and then a multimodal learning architectures proposed in this paper. We split the dataset into three parts: 70% training samples, 10% validation samples, and 20% test samples.

3.2. Image-Based and Text-Based Models

Image-based models. We use several image-based models as our baseline models: MobileNet-V1 [23], MobileNet-V2 [42], Inception-V1 [46], Inception-V2 [47], and ResNet-50 [24]. These models were pre-trained on large datasets and achieved satisfactory performance on other similar image classification tasks. In this paper, we utilize these pre-trained models through transfer learning technique using the pre-trained values of the parameters involved in the models.

Text-based models. In addition to these image-based models, we also evaluated two text-based models for this task. One is recurrent neural networks (RNN) with Long Short-Term Memory (LSTM) [22]. It allows the network to accumulate past information and thus be able to learn the long-term dependencies which are very common in textual data. The other one is Universal Sentence Encoder [7]. It is a pre-trained sentence embedding and designed to leverages
the encoder from Transformer which is a multi-attention head that helps the
model “attend” to the relevant information.

3.3. The Multi-Modal Model with Simple Concatenation

The proposed multi-modal model includes a visual modality and a textual
modality with simple concatenation at a higher layer, which is shown in Figure 2.
The model contains three parts: deep networks (input layer, hidden layers, and
output layer), feature concatenation and softmax classifier. The concatenation
occurs at a higher layer instead of the input layer since concatenation at the
input layer often causes 1) intractable training effort; 2) over-fitting due to pre-
maturely learned features from both modalities; and 3) failure to learn implicit
associations between modalities with different underlying features [48]. This
model first learns the two modalities separately with two different flows, and
then concatenate their features at a higher layer. It proves to be effective when
two modalities have different basic representations, such as the visual data and
the textual data. We use the sparse categorical-cross-entropy loss to train the
neural network.

Figure 2: The proposed multi-modal model with simple concatenation at a higher layer
including deep networks (input layer, hidden layers, and output layer), concatenation layer
and classifier softmax.
4. Experimental Results

4.1. Implementation

(1) *Image-based models.* The image-based models mentioned in the previous section, we utilized the pre-trained models on ImageNet dataset and added a flatten layer of 1024 hidden units, and an output layer of 30 units on top of every pre-trained models. The softmax activation function was used for the output layer. We used sparse-categorical-cross-entropy loss with Adam optimizer with a default learning rate of 0.001 for all these models.

(2) *Text-based models.* We used a simple vanilla LSTM with 256 memory units for the text-based RNN model. We used the pre-trained Universal Sentence Encoder model [7]. The softmax activation function was used for the output layer. We used sparse-categorical-cross-entropy loss with Adam optimizer with a default learning rate of 0.001 in both models.

(3) *Multi-modal models.* We chose the best image-based model (ResNet-50) and use it in the visual modality and chose the best text-based model (Universal Sentence Encoder) and use it in the textual modality. For the multi-modal model with simple concatenation, we freeze the chosen pre-trained models and extract features using the ReLU activation function. Then we concatenate these features from both modalities and feed them into a final fully connected layer with a softmax activation function.

(4) *Experimental setup.* All the experiments are executed with Python in Google Colab using a Nvidia Tesla K80 GPU. We use Keras (an open-source deep learning library) with the TensorFlow backend.

4.2. Results

Table 2 shows the classification accuracy comparison among the models including the five image-based models, two text-based models, and the multimodal model on the test set. Among the image-based models, ResNet-50 achieved the best performance with a top-1 accuracy of 31.4% and a top-3
accuracy of 61.7%. The two text-based models had much better results. The RNN-LSTM model achieved a top-1 accuracy of 44.3% and a top-3 accuracy of 72.1%. The Universal Sentence Encoder model achieved a top-1 accuracy of 47.7% and a top-3 accuracy of 76.3. Finally, the multi-modal model had the best performance. The simple concatenation model achieved a top-1 accuracy of 49.9% and a top-3 accuracy of 79.9%.

Table 2: Accuracy comparison of the models including the image-based models, text-based models, and multi-modal models on the test set

| Models                      | Top 1 (%) | Top 3 (%) |
|-----------------------------|-----------|-----------|
| **Image-based models**      |           |           |
| MobileNet-V1                | 29.2      | 58.7      |
| MobileNet-V2                | 28.7      | 57.1      |
| Inception-V1                | 27.4      | 54.4      |
| Inception-V2                | 28.3      | 56.5      |
| **ResNet-50**               | **31.4**  | **61.7**  |
| **Text-based models**       |           |           |
| RNN-LSTM                    | 44.3      | 72.1      |
| **Universal Sentence Encoder** | **47.7**  | **76.3**  |
| **Multi-modal model**       |           |           |
| **Simple concatenation**    | **49.9**  | **79.9**  |

Table 3 presents the classification accuracy comparison on the test data among the best image-based model (ResNet-50), the best text-based model (Universal Sentence Encoder), and the multi-modal model for individual genres. There are several observations from this table. First, it can be seen that the multi-modal model outperforms the other two models in most of the genres. Second, the multi-modal model achieved high accuracy rates for some of the genres such as *Sport* and *Racing*, while, in some other genres such as *Arcade* and *Quiz/Trivia*, its accuracy rates are very low. Third, the image-based model have the lowest accuracy rates for all genres except *Quiz/Trivia*, which indicates that genre classification based on only cover images is a very challenging problem for video games. Results suggest that the combination of modalities
outperforms single modality approaches.

Table 3: Top 1 accuracy comparison (in percentages) among the best image-based model (ResNet-50), the best text-based model (USE model) and the multi-modal model for individual genres on the test set. Here USE represents Universal Sentence Encoder.

| Genre      | ResNet-50 | USE model | Multi-modal model |
|------------|-----------|-----------|-------------------|
| Adventure  | 39.5      | 63.0      | 54.1              |
| Arcade     | 2.0       | 2.6       | 7.7               |
| Fighting   | 35.6      | 52.7      | 51.7              |
| Indie      | 41.7      | 30.8      | 46.7              |
| Music      | 8.6       | 54.7      | 67.2              |
| Pinball    | 28.1      | 56.3      | 56.3              |
| Platform   | 16.3      | 30.0      | 39.2              |
| Puzzle     | 30.2      | 43.8      | 47.2              |
| Quiz/Trivia| 6.3       | 1.6       | 7.81              |
| Racing     | 54.9      | 66.4      | 69.5              |
| Role Playing| 12.2      | 38.0      | 50.5              |
| Shooter    | 35.6      | 58.3      | 56.5              |
| Simulator  | 15.5      | 35.7      | 38.0              |
| Sport      | 58.6      | 71.9      | 71.9              |
| Strategy   | 18.0      | 52.4      | 49.6              |

Finally, there exists a certain degree of consistency among these three models among these genres. That is, if one model has a large accuracy rate in one genre, then the other two models tend to have large accuracy rates on this genre as well; if one model has a small accuracy rate in one genre, then the other two models tend to have small accuracy rates on this genre as well. For instance, these three models all have relatively high accuracy rates on Sport, while, for Arcade, they all have very low accuracy rates.

Figure 3 presents the confusion matrix of the multi-modal model on the test data, with the horizontal axis representing the predicted genres and the vertical axis representing the observed genres. The diagonal entries represent the number of video games of each genre in the test set that were classified correctly by the multi-modal model. For instance, the entry “248” at the (3,3) position of the matrix tells that 248 video games from Fighting are classified
correctly as *Fighting*, resulting in a top-1 accuracy of $248/480=51.7\%$, where 480 is the total number of video games with the genre *Fighting* from the test set. The off-diagonal entries provide detailed information about the numbers of misclassifications among each genre. For instance, the entry “3” in the (6, 4) position of the matrix tells that 3 video games in *Pinball* were misclassified as *Indie*. One observation is that the diagonal entries are dominant for most of the genres, which implies that our classification model correctly classifies the video games to their actual genre for most of the times. Another observation is that misclassification often occurs for closely related genres. For instance, 95 video games in *Shooter* were misclassified as *Adventure*, since these two genres are closely related.

![Figure 3: Confusion matrix of the multi-modal model on the test data. The horizontal axis represents the predicted genres and the vertical axis represents the observed genres.](image)
4.3. Discussion

Even though the proposed multi-modal model has a relatively good performance for most of the individual genres as shown in Table 3, their performances in some of the genres such as Arcade and Quiz/Trivia are far from satisfactory. In this section, we summarize the challenges present in the task of video game genre classification.

![Figure 4: Low inter-genre variance. (a) genre: Music; (b) genre: Sport; (c) genre: Indie; (d) genre: Puzzle.](image)

First, there exist many cover images that look similar but belong to different genres [33]. Low inter-genre variance refers to the fact that cover images of different genres look very similar. For instance, Figures 4 (a) and 4 (b) are very similar to each other but they belong to different genres. Similarly, Figures 4 (c) and 4 (d) are very similar to each other but they belong to different genres as well.

Second, video game cover images of the same genre often exhibit big difference among them. For instance, all the video games in Figure 5 are about basketball games but their art styles are very different from each other.

Another factor that makes it difficult for prediction in this task is that there exist many misleading cover images which may convey inconsistent information regarding the genres of the video games. In Figure 6 (a), (b), and (c), there are little information from these cover images that implies its true genre Sport. In (d), the cover image include an old man holding a musical instrument, from
Figure 5: High intra-genre variance. All of these video games are about basketball game, belonging to the same genre Sport but their covers are very different.

Figure 6: Misleading cover images about the genre. (a), (b), and (c) are of the genre: Sport; (d) is of the genre Shooter.

which one may think that it is of the genre Music. However, it actual genre is Shooter.

Finally, video games involve an interactive element that inherent in these games [10]. This makes the genre classification problems more complicated than other forms of works such as books, music, and movies.

5. Conclusion

In this paper, we proposed three deep learning approaches: one based on cover images, one based on description text, and one multimodal model based on both cover image and description text, for the task of video game genre classification. We created a large dataset of 50,000 video games including game
cover images, description text, title text, and genre information. This dataset can be used for a variety of studies such as text recognition from images, automatic topic mining, and so on and will be made available to the public in the future. In addition, we evaluated several state-of-the-art image-based models and text-based models. We also developed a multimodal model by concatenating features from a image modality and a text modality. Generally speaking, text-based models perform better in general than image-based models and the multi-modal model outperforms all other models. We also outlined several challenges in the task of genre classification for video games. In order to solve this task to a better level of performance, more efforts are needed on the creation of better data sets and the development of more sophisticated models.
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