Abstract. In this paper, we study the Lotka-Volterra prey-predator models consisting of two species on graphs under Neumann boundary condition and the condition that there is no boundary condition. Our results show that the existence of solutions and the global stability of the unique constant equilibrium solution of each parabolic system.

1. Introduction

Let $G = G(V, E)$ be a finite connected weighted graph, where $V$ denotes the vertex set and $E$ denotes the edge set. For each edge $xy \in E$, we suppose that its weight $w_{xy} > 0$ and that $w_{xy} = w_{yx}$. Let $\mu : V \to \mathbb{R}^+$ be a finite measure. For any function $u : V \to \mathbb{R}$, the Laplacian of $u$ is defined by

$$\Delta_V u(x) = \frac{1}{\mu(x)} \sum_{y \sim x} w_{yx} (u(y) - u(x)),$$

where $y \sim x$ means $xy \in E$.

For a subgraph $\Omega$ of a graph $G = G(V, E)$, the (vertex) boundary $\partial\Omega (\neq \emptyset)$ of $\Omega$ is the set of all vertices $z \in V$ not in $\Omega$ but adjacent to some vertex in $\Omega$, i.e.,

$$\partial\Omega := \{ z \in V \setminus \Omega | z \sim y \text{ for some } y \in \Omega \}.$$

Denote $\tilde{\Omega}$ a graph whose vertices and edges are in $\Omega$ and vertices in $\partial\Omega$. For any function $u : \tilde{\Omega} \to \mathbb{R}$, the Laplacian of $u$ on $\tilde{\Omega}$ is defined by

$$\Delta_{\tilde{\Omega}} u(x) = \frac{1}{\mu(x)} \sum_{y \in \tilde{\Omega} : y \sim x} w_{yx} (u(y) - u(x)).$$

Let the (outward) normal derivative $\frac{\partial u}{\partial \gamma n}$ at $z \in \partial\Omega$ by

$$(1.1) \quad \frac{\partial u}{\partial \gamma n}(z) := \sum_{y \in \Omega} (u(z) - u(y)) \frac{\omega_{zy}}{\mu(z)}.$$

For given functions $u_0, v_0 : V \to \mathbb{R}$ and $\tilde{u}_0, \tilde{v}_0 : \tilde{\Omega} \to \mathbb{R}$, we study the following Lotka-Volterra prey-predator systems

$$\begin{aligned}
\begin{cases}
\frac{du}{dt} - d_1 \Delta_V u = u (a_1 - b_1 u - c_1 v), & x \in V, t > 0, \\
v_t - d_2 \Delta_V v = v (a_2 + b_2 u - c_2 v), & x \in V, t > 0, \\
u(x, 0) = u_0(x) \geq 0, & x \in V,
\end{cases}
\end{aligned}$$
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Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain, and \( \Delta \) is the standard Laplacian operator, which describe the isotropic dispersal of species. The problem (1.4) has been studied by [11] with \( a_2 \) replaced with a constant \( \varepsilon_2 < 0 \). The authors in [11] showed that all positive solutions of (1.4), regardless of the initial value, converge to the constant equilibrium solution as \( t \to \infty \). For more studies on diffusive Lotka-Volterra prey-predator systems of two species, one may refer to [3, 4, 13, 17, 18] and the references therein.

In recent decade years, increasing efforts have been devoted to the investigation of anisotropy diffusion on graphs [1, 2, 6, 9, 10, 12]. For further related works, Gao et al. [6] use the method of establishing Lyapunov functions based on graph-theoretical approach to analyse the global stability for a predator-prey model among \( n \) patches. Yokoi et al. [15] present two-patches system composed of prey and ambush predator. Nagatani [16] deal with a metapopulation model on various graphs for a prey–predator system with different migration rates. Slavík [19] consider a model of two competing species of Lotka-Volterra type with migration, where the spatial domain is an arbitrary network. They study the existence of stationary states and the asymptotic behavior of solutions.

Here, one of our purpose of this paper is to discuss the boundedness of solutions to (1.2) and (1.3) by using upper and lower solutions method. Therefore, we have the following results:

**Theorem 1.1.** Let \( G = (V, E) \) be a finite connected graph. Suppose that \( (u_0, v_0) \geq (0, 0) \). Then (1.2) admits a unique solution \((u_1, u_2)\) that satisfies
\[
(0, 0) \leq (u_1, u_2) \leq (M_1, M_2) \quad \text{for } x \in V \text{ and } t \geq 0,
\]
where
\[
M_1 = \max_{v} \left\{ \max_{x} u_0(x), \frac{a_1}{b_1} \right\} \quad \text{and} \quad M_2 = \max_{v} \left\{ \frac{a_2 + b_2 M_1}{c_2}, \max_{x} v_0(x) \right\}.
\]
Furthermore, if \( u_0 \not\equiv 0 \) and \( v_0 \not\equiv 0 \) on \( V \), then \((u, v)\) is positive for \( x \in V \) and \( t > 0 \).

**Theorem 1.2.** Let \( \bar{\Omega} \) be a finite connected graph. Assume that \((\bar{u}_0, \bar{v}_0) \geq (0, 0)\). Then (1.3) admits a unique solution \((u_3, u_4)\) that satisfies
\[
(0, 0) \leq (u_3, u_4) \leq (M_3, M_4) \quad \text{for } x \in \bar{\Omega} \text{ and } t \geq 0,
\]
where
\[ M_3 = \max \{ \max \tilde{u}_0(x), \frac{a_1}{b_1} \} \quad \text{and} \quad M_4 = \max \left\{ \frac{a_2 + b_2 M_3}{c_2}, \max \tilde{v}_0(x) \right\}. \]

Moreover, if \( \tilde{u}_0 \neq 0 \) and \( \tilde{v}_0 \neq 0 \) on \( \bar{\Omega} \), then \((u, v)\) is positive for \( x \in \bar{\Omega} \) and \( t > 0 \).

The equilibrium problems corresponding to (1.2) and (1.3) are the following elliptic systems:
\[
\begin{cases}
-d_1 \Delta_V u = u (a_1 - b_1 u - c_1 v), & x \in V, \\
-d_2 \Delta_V v = v (a_2 + b_2 u - c_2 v), & x \in V,
\end{cases}
\]
and
\[
\begin{cases}
-d_1 \Delta_{\Omega} u = u (a_1 - b_1 u - c_1 v), & x \in \Omega, \\
-d_2 \Delta_{\Omega} v = v (a_2 + b_2 u - c_2 v), & x \in \Omega,
\end{cases}
\]
respectively. The biologically interesting case occurs when
\[ \frac{a_1}{c_1} > \frac{a_2}{c_2}. \]

Clearly, under the hypothesis (1.9), both (1.2) and (1.3) admit a unique positive constant steady-state \((e, g)\), where
\[ e = \frac{a_1 c_2 - c_1 a_2}{b_1 c_2 + c_1 b_2}, \quad g = \frac{b_1 a_2 + a_1 b_2}{b_1 c_2 + c_1 b_2}. \]

The other goal of the present paper is to analyse the global stability of the equilibrium \((e, g)\) by energy method. Now, we state the major results of the paper as following:

**Theorem 1.3.** Let \( G = (V, E) \) be a finite connected graph and \((u_1, u_2)\) be the solution to (1.2). If \( \frac{a_1}{c_1} > \frac{a_2}{c_2} \), then
\[ \lim_{t \to \infty} (u_1, u_2) = (e, g) \quad \text{uniformly for} \ x \in V \]
provided that \( u_0 \geq, \neq 0 \) and \( v_0 \geq, \neq 0 \) on \( V \), where \((e, g)\) is defined by (1.10).

**Theorem 1.4.** Let \( \bar{\Omega} \) be a finite connected graph and \((u_3, u_4)\) be the solution to (1.3). If \( \frac{a_1}{c_1} > \frac{a_2}{c_2} \), then
\[ \lim_{t \to \infty} (u_3, u_4) = (e, g) \quad \text{uniformly for} \ x \in \bar{\Omega} \]
provided that \( \tilde{u}_0 \geq, \neq 0 \) and \( \tilde{v}_0 \geq, \neq 0 \) on \( \bar{\Omega} \), where \((e, g)\) is defined by (1.10).

The rest of the paper is organized as below. In section 2, we are devoted to the proof of Theorems 1.1 and 1.2. In section 3, we give the proof of Theorems 1.3 and 1.4.

2. **THE PROOF OF THEOREMS 1.1 AND 1.2**

In this section, we are devoted to proving the existence and boundedness of solutions of systems (1.2) and (1.3). Now, we start with the proof of Theorem 1.1.

**Proof of Theorem 1.1.** Suppose that \( u_0 \geq 0 \) and \( v_0 \geq 0 \) on \( V \). Let
\[ M_1 = \max \{ \max_{V} u_0, \frac{a_1}{b_1} \} \quad \text{and} \quad M_2 = \max \left\{ \frac{a_2 + b_2 M_1}{c_2}, \max_{V} v_0(x) \right\}. \]
It is easy to check that \((\bar{u}_1, \bar{u}_2) \equiv (M_1, M_2)\) and \((u_1, u_2) \equiv (0, 0)\) satisfy
\[
\begin{cases}
\frac{\partial \bar{u}_1}{\partial t} - d_1 \Delta_V \bar{u}_1 \geq \bar{u}_1 (a_1 - b_1 \bar{u}_1 - c_1 u_2), \quad x \in V, t > 0, \\
\frac{\partial \bar{u}_2}{\partial t} - d_2 \Delta_V \bar{u}_2 \geq \bar{u}_2 (a_2 + b_2 \bar{u}_1 - c_2 \bar{u}_2), \quad x \in V, t > 0, \\
\frac{\partial u_1}{\partial t} - d_1 \Delta_V u_1 \leq u_1 (a_1 - b_1 u_1 - c_1 \bar{u}_2), \quad x \in V, t > 0, \\
\frac{\partial u_2}{\partial t} - d_2 \Delta_V u_2 \leq u_2 (a_2 + b_2 u_1 - c_2 u_2), \quad x \in V, t > 0, \\
\bar{u}_1(0) \geq u_1(x) \geq \bar{u}_2(0), \quad \bar{u}_2(0) \geq v_0(x) \geq u_3(0), \quad x \in V.
\end{cases}
\]

By [8, Definition 3.4], we see that \((M_1, M_2)\) and \((0, 0)\) is a pair of coupled upper and lower solutions of (1.2). By virtue of [8, Theorem 3.4], (1.2) admits a unique solution \((u_1, u_2)\) satisfying
\[
(0, 0) \leq (u_1, u_2) \leq (M_1, M_2) \quad \text{for} \quad x \in V \quad \text{and} \quad t \geq 0.
\]

Furthermore, if \(u_0 \not\equiv 0\) and \(v_0 \not\equiv 0\) on \(V\), then \(u_1 > 0\) and \(u_2 > 0\) for \(x \in V\) and \(t > 0\), by [8, Theorem 2.4].

**Proof of Theorem 1.2.** Suppose that \(\bar{u}_0 \geq 0\) and \(\bar{v}_0 \geq 0\) on \(\bar{\Omega}\). Since \((\bar{u}_3, \bar{u}_4) \equiv (M_3, M_4)\) and \((u_3, u_4) \equiv (0, 0)\) satisfy the following system of inequalities
\[
\begin{cases}
\frac{\partial \bar{u}_3}{\partial t} - d_1 \Delta_{\bar{\Omega}} \bar{u}_3 \geq \bar{u}_3 (a_1 - b_1 \bar{u}_3 - c_1 u_4), \quad x \in \Omega, t > 0, \\
\frac{\partial \bar{u}_4}{\partial t} - d_2 \Delta_{\bar{\Omega}} \bar{u}_4 \geq \bar{u}_4 (a_2 + b_2 \bar{u}_3 - c_2 \bar{u}_4), \quad x \in \Omega, t > 0, \\
\frac{\partial u_3}{\partial t} - d_1 \Delta_{\Omega} u_3 \leq u_3 (a_1 - b_1 u_3 - c_1 \bar{u}_4), \quad x \in \Omega, t > 0, \\
\frac{\partial u_4}{\partial t} - d_2 \Delta_{\Omega} u_4 \leq u_4 (a_2 + b_2 u_3 - c_2 u_4), \quad x \in \Omega, t > 0, \\
\bar{u}_3(0) \geq \bar{u}_0(x) \geq \bar{u}_3(0), \quad \bar{u}_4(0) \geq \bar{v}_0(x) \geq u_4(0), \quad x \in \bar{\Omega},
\end{cases}
\]

By [8, Definition 3.3], we can conclude that \((M_3, M_4)\) and \((0, 0)\) is a pair of coupled upper and lower solutions of (1.3). In view of [8, Theorem 3.2], (1.3) admits a unique solution \((u_3, u_4)\) satisfying
\[
(0, 0) \leq (u_3, u_4) \leq (M_1, M_2) \quad \text{for} \quad x \in \Omega \quad \text{and} \quad t \geq 0.
\]

In addition, if we assume that \(\bar{u}_0 \not\equiv 0\) and \(\bar{v}_0 \not\equiv 0\) on \(\bar{\Omega}\), then by Theorem 2.2 in [8], we see that \(u_3 > 0\) and \(u_4 > 0\) for \(x \in \Omega\) and \(t > 0\).

3. **The proof of Theorems 1.3 and 1.4**

In this section, we prove the global stability of the unique positive constant steady-state \((e, g)\). For this purpose, we introduce some notations on graphs. For any functions \(u\) and \(v : V \to \mathbb{R}\). Define the gradient form of \(u\) and \(v\) as
\[
\Gamma(u, v)(x) = \frac{1}{2\mu(x)} \sum_{y \sim x} w_{xy}(u(y) - u(x))(v(y) - v(x)).
\]
Write $\Gamma(u) = \Gamma(u, u)$. Denote the length of the gradient of $u$ by

$$|\nabla u|(x) = \sqrt{\Gamma(u)(x)} = \left(\frac{1}{2\mu(x)} \sum_{y \sim x} w_{xy}(u(y) - u(x))^2\right)^{1/2}.$$  

Define, for any function $u : V \to \mathbb{R}$, an integral of $u$ on $V$ by

$$\int_V u d\mu = \sum_{x \in V} \mu(x)u(x).$$  

For any functions $u, v$ on $V$, we use integration by parts to conclude that

$$\text{(3.1)} \quad \int_V u \Delta V v d\mu = -\int_V \Gamma(u, v) d\mu.$$  

**Proof of theorem 1.3.** For any solution $(u_1, u_2)$ of system (1.2), we define

$$L(t) := \int_V E(u_1(x, t), u_2(x, t)) d\mu$$  

where

$$E(u_1, u_2) := b_2 u_1 - b_2 e \ln\left(\frac{u_1}{b_2 e}\right) + c_1 u_2 - c_1 g \ln\left(\frac{u_2}{c_1 g}\right).$$  

Clearly,

$$\text{(3.2)} \quad E(u_1, u_2) \geq E(e, g) \text{ for all } u_1 > 0 \text{ and } u_2 > 0.$$  

Then, we obtain

$$\frac{dL}{dt} = \int_V \left[ b_2 \left(1 - \frac{e}{u_1}\right) \frac{\partial u_1}{\partial t} + c_1 \left(1 - \frac{g}{u_2}\right) \frac{\partial u_2}{\partial t} \right] d\mu$$  

$$= \int_V \left\{ b_2 \left(1 - \frac{e}{u_1}\right) \left[ d_1 \Delta V u_1 + u_1 (a_1 - b_1 u_1 - c_1 u_2)\right] + c_1 \left(1 - \frac{g}{u_2}\right) \left[ d_2 \Delta V u_2 + u_2 (a_2 + b_2 u_1 - c_2 u_2)\right] \right\} d\mu.$$  

A direct calculation shows that

$$\text{(3.3)} \quad b_2 \left(1 - \frac{e}{u_1}\right) u_1 (a_1 - b_1 u_1 - c_1 u_2) + c_1 \left(1 - \frac{g}{u_2}\right) u_2 (a_2 + b_2 u_1 - c_2 u_2)$$  

$$= b_2 (u_1 - e) \left[a_1 - b_1 (u_1 - e) - c_1 (u_2 - g) - b_1 e - c_1 g\right] + c_1 (u_2 - g) \left[a_2 + b_2 (u_1 - e) - c_2 (u_2 - g) + b_2 e - c_2 g\right]$$  

$$= -b_1 b_2 (u_1 - e)^2 - c_1 c_2 (u_2 - g)^2.$$
From (1.5) and (3.1), we obtain that
\[
\int_V \left(1 - \frac{e}{u_1}\right) \Delta_V u_1 d\mu = \int_V \Gamma \left(\frac{e}{u_1}, u_1\right) d\mu \\
= \int_V \frac{1}{2\mu(x)} \sum_{y \sim x} \left[ \frac{e}{u_1(x)} - \frac{e}{u_1(y)} \right] w_{xy} [u_1(x) - u_1(y)] d\mu \\
= \int_V \frac{-e}{2\mu(x)} \sum_{y \sim x} w_{xy} \frac{[u_1(x) - u_1(y)]^2}{u_1(x)u_1(y)} d\mu \\
\leq \int_V \frac{-e}{M_1^2 2\mu(x)} \sum_{y \sim x} w_{xy} [u_1(x) - u_1(y)]^2 d\mu = -\frac{e}{M_1^2} \int_V |\nabla u_1|^2 d\mu.
\]

Similarly, we have
\[
\int_V \left(1 - \frac{g}{u_2}\right) \Delta_V u_2 d\mu \leq -\frac{g}{M_2^2} \int_V |\nabla u_2|^2 d\mu.
\]

Therefore, we deduce that
\[
\frac{dL}{dt} \leq -\frac{b_1 c_1 d_1}{M_1^2} \int_V |\nabla u_1|^2 d\mu - \frac{c_1 g d_2}{M_2^2} \int_V |\nabla u_2|^2 d\mu \\
- \int_V b_1 b_2 (u_1 - e)^2 d\mu - \int_V c_1 c_2 (u_2 - g)^2 d\mu \\
\leq - \int_V b_1 b_2 (u_1 - e)^2 d\mu - \int_V c_1 c_2 (u_2 - g)^2 d\mu.
\]

Setting \( F(t) = \int_V [u_1(x, t) - e]^2 d\mu \). It follows from (3.1) that
\[
\frac{dF}{dt} = \int_V 2 (u_1(x, t) - e) [d_1 \Delta_V u_1 + u_1 (a_1 - b_1 u_1 - c_1 u_2)] d\mu \\
= 2 \int_V [-d_1 \Gamma (u_1, u_1) + (u_1 - e) u_1 (a_1 - b_1 u_1 - c_1 u_2)] d\mu.
\]

Thus, by (1.5), we can find a constant \( B = B(M_1, M_2, e, V) > 0 \) such that
\[
\frac{dF}{dt} < B \text{ for } t \geq 0.
\]

Now, we claim that
\[
\lim_{t \to \infty} F(t) = 0.
\]

Otherwise, we can find \( \epsilon > 0 \) and a sequence \( \{s_n\}_{n=1}^{\infty} \) satisfying \( s_n + 1 < s_{n+1} \) and \( s_n \to +\infty \) so that
\[
F(s_n) > \epsilon \text{ for } n = 1, 2, \ldots.
\]
Let $s = \min\{1, \frac{\varepsilon}{2B}\}$, we use (3.5) to observe that

$$
\frac{\varepsilon}{2} < F(s_n) - Bs < F(t) \quad \text{for all } t \in [s_n - s, s_n], n = 1, 2, \ldots
$$

By virtue of (3.4) and (3.7), we conclude that

$$
\frac{dL}{dt} \leq \int_V -b_1b_2(u_1 - e)^2 d\mu = -b_1b_2F(t) \leq -b_1b_2\frac{\varepsilon}{2}
$$

for all $t \in [s_n - s, s_n], n = 1, 2, \ldots$. This implies that $L(s_n) - L(s_n - s) \leq -b_1b_2\frac{\varepsilon}{2}s$, which contradicts with (3.2). Hence, (3.6) holds.

Next, we assert that

$$
u_1(x, t) - e \to 0 \text{ as } t \to +\infty \text{ for all } x \in V.
$$

Otherwise, there exists $\varepsilon > 0$, $x_0 \in V$ and a sequence $\{t_n\}_{n=1}^\infty$ such that $|u_1(x_0, t_n) - e| > \varepsilon, n = 1, 2, \cdots$. Thus we have

$$
\int_V [u_1(x, t_n) - e]^2 d\mu = \sum_{x \in V} [u_1(x, t_n) - e]^2 \mu(x) \\
\geq [u_1(x_0, t_n) - e]^2 \mu(x_0) > \varepsilon^2 \mu(x_0) > 0
$$

which contradicts with (3.6) as $t \to \infty$.

By a similar discussion, we see that

$$
\int_V [u_2(x, t) - g]^2 d\mu \to 0 \text{ as } t \to +\infty.
$$

Then, we apply similar arguments to conclude that

$$
u_2(x, t) - g \to 0 \text{ as } t \to +\infty \text{ for all } x \in V.
$$

We now complete the proof.

**Proof of Theorem 1.4** Define

$$
\tilde{L}(t) = \int_\Omega E(u_3(\cdot, t), u_4(\cdot, t))d\mu.
$$

By [2, Corollary 1.3 (ii)], we know that

$$
\int_\Omega \left(1 - \frac{e}{u_j}\right) \Delta_\Omega u_j d\mu = \int_\Omega \Gamma \left(\frac{e}{u_j}, u_j\right) d\mu, \ j = 3, 4.
$$

From this and (3.3), we deduce that there exists constant $C_1 > 0$ such that

$$
\frac{d\tilde{L}}{dt} \leq -C_1 \int_\Omega (u_1 - e)^2 d\mu - C_1 \int_\Omega (u_2 - g)^2 d\mu.
$$

Define

$$
\tilde{F}(t) := \int_\Omega [u_3(\cdot, t) - e]^2 d\mu.
$$
Due to [2, Corollary 1.3 (ii)], we see that

\[
\frac{d\tilde{F}}{dt} = 2 \int_{\Omega} \left[ -d_1 \Gamma (u_3, u_3) + (u_3 - e) u_3 (a_1 - b_1 u_3 - c_1 u_4) \right] d\mu.
\]

In view of (1.6), we see that

\[
\frac{d\tilde{F}}{dt} < \tilde{B}, \quad t \geq 0
\]

for some constant \( \tilde{B} > 0 \). By a similar discussion as the proof of (3.6), we see that

\[
\lim_{t \to \infty} \tilde{F}(t) = 0.
\]

Using a analogous argument as the proof of (3.8), we deduce that

\[
\lim_{t \to \infty} u_3(x, t) = e \quad \text{and} \quad \lim_{t \to \infty} u_4(x, t) = g \quad \text{for all} \quad x \in \bar{\Omega}.
\]

We now complete the proof.
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