Using Random Boundary Conditions to simulate disordered quantum spin models in 2D-systems
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Disordered quantum antiferromagnets in two-dimensional compounds have been a focus of interest in the last years due to their exotic properties. However, with very few exceptions, the ground states of the corresponding Hamiltonians are notoriously difficult to simulate making their characterization and detection very elusive, both, theoretically and experimentally. Here we propose a method to signal quantum disordered antiferromagnets by doing exact diagonalization in small lattices using random boundary conditions and averaging the observables of interest over the different disorder realizations. We apply our method to study a Heisenberg spin-1/2 model in an anisotropic triangular lattice. In this model, the competition between frustration and quantum fluctuations might lead to some spin liquid phases as predicted from different methods ranging from spin wave mean field theory to 2D-DMRG or PEPS. Our method accurately reproduces the ordered phases expected of the model and signals disordered phases by the presence of a large number of quasi degenerate ground states together with the absence of a local order parameter. The method presents a weak dependence on finite size effects.

I. INTRODUCTION

The characterization of disordered quantum antiferromagnets (AF) is currently one of the open challenges in modern condensed matter [1]. Ground states of ordered phases in quantum spin systems manifest themselves by long-range order (LRO) accompanied by the presence of local order parameters. The situation is drastically different when disorder arises due to quantum fluctuations and frustration, i.e., the impossibility to simultaneously minimize all local energy constrains. Such disordered spin systems are expected to lack LRO and do not have local order parameters associated to them. Their presence can, in some cases, be confirmed by the topological entanglement entropy, a sub-leading term in the entanglement entropy which is invariant with the size of the plaquette [2–4]. However, determining the topological entanglement requires the precise knowledge of the ground state wave function which is often impossible due to the non-integrability of most AF frustrated models. The importance of these phases, often dubbed topological, is both of fundamental and practical importance. They are at the forefront of present knowledge of strongly correlated systems and possess several features that make them very appealing for possible technological applications. They also lead to a reach variety of exotic phenomena as for instance fractional excitations and non-Abelian statistics [5].

Spin liquid (SL) phases are quantum disordered non-magnetic phases that do not spontaneously break the spin rotation and discrete translational symmetry of the spin Hamiltonian [6]. Recently, they have been proven to be the ground state of some Hamiltonians [7, 8] and SL candidates have been experimentally discovered in a vast range of materials [9–19]. Its existence seems to be intimately related to geometrical frustrated systems. A prototype of frustrated spin models are antiferromagnetic Heisenberg Hamiltonians in the spatially anisotropic triangular lattice (SATL), where the anisotropy is due to the different spin couplings along the lattice directions. Recently, first attempts to understand such systems have been realized with ultracold bosonic atoms in optical lattices [20]. Despite the apparent simplicity of the model, there is presently a clear disagreement in the phase diagram of the system. In particular, in the existence, extension and nature of the disordered phases. It has been conjectured that for such a model a quantum SL phase appears between commensurate and incommensurate order [21]. Such claim is controversial in the present literature. The AF Heisenberg model in the SATL has been theoretically approached with different techniques. These include, among others, mean field methods such as modified spin-wave theory (MSWT) [21–23] or cluster mean-field approach [24–26], numerically variational methods like 2D-DMRG in a cylinder [27–29], projected entangled pair states (PEPS) [30], Variational Monte-Carlo [31, 32].

Exact diagonalization (ED) in small plaquettes (see for instance [22, 27, 33–36]) have also been usually used to constrain results with the much more sophisticated techniques mentioned above. Here, we present a different way to approach generic disordered quantum spin systems by using random boundary conditions in an otherwise ED method. As it is customary in the treatment of disordered systems, for each realization of the disorder, i.e., for each set of random boundary conditions, we calculate the observables of interest and perform at the end an average. When performing ED, one of the observables of interest that can be easily computed is the spin structure factor, $S(\vec{k})$, over the first Brillouin zone which is also a very relevant measurement in the experiments. In the ordered phases, $S(\vec{k})$...
displays the relative orientation of the spins in the different lattice sites and its maxima straightforwardly translate into the ordered pattern that the spins acquire in the lattice. In the disordered phases, it is reasonable to expect that $S(\hat{k})$ will blur the well-defined peaks associated to ordered patterns substantially broadening the maxima over the first Brillouin zone. Our approach, therefore, has a twofold purpose. First, to get rid off of the rigidity imposed by periodic or open boundary conditions which forces the system to order depending on the size and geometry of the plaquette. Second, to allow the possibility of a large degeneracy of ground states (each corresponding to a disorder realization) which, in turn, can translate into a broader $S(\hat{k})$ in the Brillouin zone obtained from the average of the different realizations. Our method is inspired by the work of Santos et al. [37] which used twisted random boundary conditions to study a Fermi-Hubbard model in a two-dimensional optical lattice. Their results for small lattices were in very good agreement with the ones obtained by Quantum Monte Carlo with much larger lattices and did not present the sign problem inherent in this technique. Here we show that ED with random boundary conditions for really small clusters consisting on only $N=12$, 16 or 24 spins, provides relatively independent cluster size results whereas the size and geometry of the cluster critically influence the OBC or PBC results. We focus here in the AF spin-1/2 XY model in the SATL, although the method we present is completely generic and can be adapted to study any other quantum spin model. The XY-SATL model has been recently addressed in [36] using twisted boundary conditions but in a different spirit since the set of twisted boundaries has been used to select as the ground state the one that minimizes the energy (or the first excited state). Such a choice still depends strongly on the geometry and size of the plaquette and we will show that it might be insufficient to study the disordered phases.

Before proceeding further with the details of our study, we briefly outline our major results here. We analyze the quantum phase diagram of the XY model in the SATL using ED with random boundary conditions denoted generically by $\{\psi\}$. For each boundary configuration we diagonalize the Hamiltonian and find the eigenstates and eigenvalues. Firstly, in the ordered phases of the model we find that there is, in general, a single random configuration that leads to the lowest ground state energy, $E_{0_{\text{min}}}$. Any other random configuration, $\{\psi_{i}\}$, whose ground state energy $E_{0_{i}}$ is very close to $E_{0_{\text{min}}}$ has a large fidelity with the latter (overlap) $F_{\text{min}} = |\langle \psi_{0_{\text{min}}} | \psi_{0_{i}} \rangle |^2 \approx 1$. The expectation value of any observable, $\hat{O}$, obtained from such close states fulfils that $\text{Tr}(\hat{O} |\psi_{0_{\text{min}}} \rangle \langle \psi_{0_{\text{min}}}|) \sim \text{Tr}(\hat{O} |\psi_{0_{i}} \rangle \langle \psi_{0_{i}}|)$. We also find in some ordered phases configurations whose ground state energies $E_{0_{i}} \approx E_{0_{\text{min}}}$ and $F_{\text{min}} = 0$. We observe that such configurations correspond to ground states whose spins are locally rotated but compatible with the given order, as it happens with the different chirality of the spiral phase. Secondly, for some values of the lattice anisotropy, we observe that there are many random boundary configurations, $\{\psi_{i}\}$, whose ground state energies $E_{0_{i}}$ are quasi degenerate with the configuration leading to lowest energy $E_{0_{\text{min}}}$, but whose fidelity with the latter can take arbitrary values, i.e., $F_{\text{min}} \in (0, 1)$. Such energetically very close configurations, can have very different expectation values of the same observable. The values of the lattice anisotropy for which such effects are present are in very close agreement with the predicted values for quantum SL using PEPS [30]. Thirdly, the above features arise independently of the size/geometry of the cluster used to perform ED although finite size effects are present.

The manuscript is organized as follows. In Section II, we introduce the AF spin-1/2 XY model in the SATL and describe the-state-of-the-art concerning its phase diagram. In Section III, we introduce our approach and explain in which way random boundaries are imposed. In Section IV, we present and discuss our results and finally in Section V we conclude.

II. AF SPIN-1/2 XY MODEL IN THE SATL

The Bose-Hubbard Hamiltonian in the triangular lattice reads

$$\hat{H}_{BH} = \sum_{\langle i,j \rangle} \left( t_{ij} \hat{b}_{i}^\dagger \hat{b}_{j} + h.c. \right) + \frac{U}{2} \sum_{i} \hat{n}_{i}(\hat{n}_{i} - 1),$$

where $\hat{b}_{i}^\dagger (\hat{b}_{i})$ creates (annihilates) a boson on site $i$, $\hat{n}_{i} = \hat{b}_{i}^\dagger \hat{b}_{i}$ is the boson number operator, $t_{ij}$ is the tunneling parameter on the link $(i,j)$ and $U$ is the on-site repulsive interaction. The anisotropy of the model is given by $t_{ij}$ which translates into two different tunneling parameters: $t_{1}$ corresponding to tunneling along the horizontal link and $t_{2}$ for the diagonal ones, as indicated in Fig.1. In the limit of hard-core bosons ($U \to \infty$), the model can be mapped onto a spin model using the Holstein-Primakov transformation,

$$\hat{b}_{a}^\dagger \rightarrow S_{a}^{+} = S_{a}^{x} + is_{a}^{y},$$
$$\hat{b}_{a} \rightarrow S_{a}^{-} = S_{a}^{x} - is_{a}^{y},$$

which maps creation and annihilation operators onto spin operators $S_{a}$ and the Bose-Hubbard Hamiltonian becomes the spin-1/2 XY model,

$$\hat{H}_{s} = \sum_{\langle i,j \rangle} t_{ij}(S_{i}^{+}S_{j}^{+} + S_{i}^{-}S_{j}^{+}).$$

Although both representations [1,2] are equivalent in the hard-core limit, in what it follows we diagonalize directly [1]. In this limit, the second term in equation [1] vanishes and the lattice filling factor is $(n_{s}) = 1/2$. To extract the ordering of the different phases it is standard to
analyse two body correlations in momentum space,
\[ n(\vec{k}) = \frac{1}{N} \sum_{i,j} e^{-i \vec{q}(\vec{k}-\vec{r}_j)} \langle \hat{b}_i^{\dagger} \hat{b}_j + h.c. \rangle, \quad (3) \]
which in the experiments with ultracold gases is obtained by means of the time-of-flight technique. This quantity straightforwardly maps onto the static structure factor for spin-1/2,
\[ n(\vec{k}) \to S(\vec{k}) = \frac{1}{N} \sum_{i,j} e^{-i \vec{q}(\vec{k}-\vec{r}_j)} \langle \hat{\vec{S}}_i \cdot \hat{\vec{S}}_j \rangle, \quad (4) \]
where the sum extends to all the lattice sites of the cluster and the expectation value is taken over the ground state of the system. From \( S(\vec{k}) \) it can be extracted both, the ordering vector \( \vec{Q} = (Q_x, Q_y) \) which corresponds to the maxima of \( S(\vec{k}) \) and indicates classical order, and an order parameter, \( M = \sqrt{S(\vec{Q})}/N \), which signals LRO in ordered states. Before proceeding further it is instructive to review the classical phase diagram which is obtained by replacing at each lattice site the spin operator for a classical rotor \( \vec{S}_i = S(Q^{\text{clas}}_i x, Q^{\text{clas}}_i y) \), up to a global phase factor. The classical ordering vector \( Q^{\text{clas}} \) lies in the XY plane and corresponds to the configurations that minimize the energy given by the Hamiltonian when the spin operators are replaced by spin vectors, \( H = \sum_i \vec{S}_i \cdot \vec{S}_j \). In spin wave theory, such classical ordering is the reference state to which quantum corrections are added and then the energy is minimized self-consistently. Minimization of the energy leads (at \( Q_y = 0 \)) to the following conditions:
\[ Q^{\text{clas}}_x = \pm \pi \quad \text{for} \ t_2 = 0 \]
\[ Q^{\text{clas}}_x = \pm 2 \arccos \left( \frac{t_2}{2t_1} \right) \quad \text{for} \ 0 \leq t_2/t_1 \leq 2 \]
\[ Q^{\text{clas}}_x = \pm 2\pi \quad \text{for} \ t_2/t_1 > 2. \quad (5) \]
The classical phase diagram of the model is sketched in Fig.1, where the classical spin configurations together with their corresponding \( S(\vec{k}) \) are displayed. Notice that at \( t_2 = 0 \), the system reduces to AF uncoupled 1D chains that order classically in the Néel configuration. For such order, \( S(\vec{k}) \) has a maximum along \( Q^{\text{clas}}_x = \pm \pi \) and is completely uncorrelated (disordered) along the y-direction. At the isotropic point, \( t_2/t_1 = 1 \), the system has spiral order (Néel 120°). The maxima of \( S(\vec{k}) \) are given now at the vertex of the hexagon \( (Q^{\text{clas}}_x, Q^{\text{clas}}_y) = \pm \hat{b}_1; \pm \hat{b}_2; (2\hat{b}_1 - \hat{b}_2); (-\hat{b}_2, 2\hat{b}_1) \) provided by the triangular lattice. Here, \( \hat{b}_1 = (4\pi/3, 0) \) and \( \hat{b}_2 = 2\pi(1/3, 1/\sqrt{3}) \) are the inverse vectors of the lattice while the direct ones are given by \( \vec{a}_1 = (1, 0) \) and \( \vec{a}_2 = (1/2, \sqrt{3}/2) \) with unit lattice constant. Finally, for \( t_2 \geq 2t_1 \), classically the AF order is given by a Néel configuration along the diagonal chains, while horizontal chains display antiferromagnetic order, as schematically represented in Fig.1. In this case, the triangular lattice becomes effectively a rombic one and \( S(\vec{k}) \) displays the square order with maxima at \( Q^{\text{clas}} = (\pm 2\pi, 0); (0, \pm 2\pi/\sqrt{3}) \).

We have also depicted in Fig.1 the regions where there is presently not a clear consensus on the nature of the quantum phases. Lately, it has been pointed out the possibility that quantum SL phases appear in the transition from commensurate to incommensurate (i.e., the spins order with a period which is irrationally related to the lattice space) order. No direct evidence of such phases and their extension has already been unambiguously provided. Numerical results for the XY model using PEPS [30] supports such claim. However, MSWT [22] only finds signatures of the SL phase between the spiral and the 2D Néel phases. Recently, calculations for the XY model using ED with twisted boundary conditions [36] and 2D DMRG calculations for the Heisenberg model in the SATL [28] seem compatible with yet another ordering, the collinear antiferromagnetic (CAF) one.

III. METHOD: ED WITH RANDOM BOUNDARY CONDITIONS

Exact diagonalization is normally performed either on a cluster without considering links in the boundaries, the so-called open boundary conditions (OBC), or closing the plaquette with periodic conditions (PBC). For small clusters as the ones we are usually restricted for computational reasons, these boundary conditions have a strong influence on the results. That is so because both, the cluster geometry plus the boundary conditions act as a rigid box and the results obtained are conditioned by these two factors. Ideally, one should increase the size of the cluster used for ED until border effects become

![Fig. 1: Schematic phase diagram of the AF XY model in the SATL as a function of \( t_2/t_1 \). On the top, the spin structure factor, \( S(\vec{k}) \), for the three known ordered phases of the system: Néel order in the 1-D uncoupled chains \( (t_2/t_1 = 0) \), spiral order in the isotropic lattice \( (t_2/t_1 = 1) \) and Néel order between the different 1D chains for \( t_2 \geq 2t_1 \). Bottom, schematic drawing of the spin directions in the above mentioned phases. The ? symbols mean that there is no consensus on the nature of these phases.](image-url)
negligible, but this is usually not possible due to the fact that the corresponding Hilbert space grows exponentially imposing severe restrictions on computational resources. A way we believe can substantially mitigate the effect of the boundaries and the geometry is to simulate the disorder by imposing random boundary conditions. We define a set of random phases \( \{\varphi_{ij}\} \) corresponding to complex tunneling elements hopping in/out from the cluster \( t_{ij} \rightarrow t_{ij}e^{i\varphi_{ij}}, t_{ij} \rightarrow t_{ij}e^{-i\varphi_{ij}} \) if \( (i, j) \) are links of the periodic boundary conditions. In the language of the Bose-Hubbard Hamiltonian this corresponds to hopping in an out of the cluster with a phase, in spin language this is equivalent to a spin twisting.

We have used two criteria to define the random boundary conditions. The first one, denoted by RBC, has been used previously in [36, 37]. In RBC, for each realization \( i \) two different random phases are defined, \( \{\phi_1, \phi_2\} \), as sketched in Fig.2. The phase \( \phi_1 \) (blue lines) corresponds to tunneling out (in) of the cluster through the leftwards boundary links, \( t_{12}e^{i\phi_1} \), while the tunneling associated to the upwards boundary links reads \( t_{2e}^{i\phi_2} \) (red lines). The link in the corner, since it can be interpreted as both a leftward and an upward, acquires a phase, \( \phi_3 = \phi_1 + \phi_2 \) (pink line). The rest of the boundary links are defined so to keep the Hamiltonian Hermitian.

Such set of boundary conditions can be interpreted as a twist of the lattice any more. However, they provide a larger flexibility on searching for disordered quantum spin systems.

With the above constrains, we have performed ED on rectangular clusters of \( N = L \times W = 12, 16 \) and 24 sites, where \( L \) corresponds to the size of the chain and \( W \) the number of chains in the plaquette. Diagonalization is done by keeping only the sector \( S_x = 0 \) where the ground state lies. We generate a set of random values, \( \{\varphi_i\} \), and for each of them calculate the ground state energy \( E_{0,i} \), the static spin structure factor \( S_{ij}^{(k)} \), the ordering vector \( \vec{Q} \), and the order parameter \( M_i = \sqrt{S_i^{(\vec{Q})}}/N \). All of them obviously depend on \( \{\varphi_i\} \) and on the size and geometry of the plaquette. Finally, we perform the average of the quantities of interest over the disorder, which we denote with \( \langle \ldots \rangle_d \). For each realization of RRBC, the set of random phases needed is sensibly larger than for RBC. For computational reasons we keep the number of realizations equal to 200 hundred in both cases. Therefore, the results obtained from RRBC are less accurate. Nevertheless, as we shall see, our averaged results remain quite similar.

IV. RESULTS AND DISCUSSION

For simplicity, unless stated otherwise in what it follows we refer to RBC method. First thing which is worth noticing is the relative independence of the results on the geometry of the cluster. In Figure 3, we show the averaged static spin structure factor, \( \langle S(k) \rangle_d \), at the isotropic point, \( t_2/t_1 = 1 \), for a cluster of 4x3, 4x4 and 6x4 sites and compare our results with the ones obtained imposing either OBC and PBC. On the one hand, the rigidity of OBC reflects into a wrong CAF, whereas forces PBC to dramatically fail for the 4x4 lattice since such geometry suppresses spiral order. On the other hand, RBC is the only case which gives the correct order for all geometries, signalled by maxima at the corners of the first Brillouin zone.

More interesting is to look into the conjectured disordered quantum phases. Notice that when sampling with random boundary conditions there can be configurations, \( i \), whose corresponding ground state energy, \( E_{0,i} \), substantially differs from the lowest achieved within the configurations, \( E_{0,\min} \). We define a renormalized energy, \( \epsilon_i = \frac{E_{0,i} - E_{0,\min}}{E_{0,\min}} \cdot 100 \), and consider just those configurations with \( \epsilon_i < 1 \), i.e., with an energy not 1% larger than \( E_{0,\min} \). As a first proof of concept, we plot the number of configurations, \( N_c \), which lie in such interval as a function of \( t_2/t_1 \). Our method shows that, independently on the geometry of the lattice there are two regions around \( t_2/t_1 \approx 0.6 \) and \( \approx 1.5 \) where there exist many configurations whose energy are close to the minimal one. These regions coincide with the conjectured SL phases predicted in the literature. For all other regions of the phase diagram –corresponding to the ordered phases– the number of compatible configurations decreases keeping a flat structure. It is also interesting to

---

**FIG. 2:** Schematic representation of random boundary conditions (RBC and RRBC) in a 4x3 triangular lattice cluster. For the RBC, we assign two random phases at the boundary spins, \( \phi_1 \) for the blue links and \( \phi_2 \) for the red ones. Such a choice corresponds to two different twists on the lattice: one along the horizontal axis and the other one along the diagonal ones. At the corner of the lattice, the pink link acquires a phase \( \phi_3 = \phi_1 + \phi_2 \). For the RRBC, all the depicted tunneling in links from site \( i \) acquire the same random phase \( \phi_i \). The rest of the boundary links which are not shown are defined so to keep the Hermiticity of the Hamiltonian.
show that, in agreement with all previous calculations, the ordered 2D-Néel order seems to appear already for values of $t_2/t_1 \geq 1.7$ and stabilizes before its classical value, $t_2/t_1 \geq 2$, due to quantum fluctuations. From now on, all averaged quantities over the disorder, $\langle S(\mathbf{k}) \rangle_d$, will be considering just the $N_c$ configurations which fulfill $\epsilon_i < 1$ for each value of $t_2/t_1$.

The next quantity we look at is $Q_s$ (at $Q_s = 0$). In Fig.5, we show both the distribution of $Q_s$ (color map) as well as its averaged value over the disorder (dashed black line). Ordered phases correspond to $Q_s/\pi = 1, 4/3$, and 2 for the 1D-Néel, isotropic lattice and 2D-Néel orders respectively. ED studies with usual boundary conditions show that the $Q_s$ smoothly changes from $t_2/t_1 = 0$ up to $t_2/t_1 \approx 1.6$ where it abruptly jumps to the value $2\pi$ signaling the transition to the 2D intrachain Néel order. Such studies as well as MSWT do not show any signature of a SL for $t_2/t_1 \sim 0.5$. Our results show that, as expected for $t_2 > 0$, the system is not anymore in the uncoupled chain limit and $Q_s$ increases over the classical value $1$. At values $t_2/t_1 \sim 0.5, 1.4$ we observe that distribution of $Q_s$ spreads significantly. This translates, as we will see later, into a broader filling of the first Brillouin zone, since a wide range of k-vectors are in this regions allowed. At the isotropic point, $t_2/t_1 = 1$, and only there, $Q_s/\pi = 4/3$ while the ordering vector smoothly changes along the spiral phase. All the features of $Q_s$ are quite independent on the size and geometry of the plaquette, as it can be seen by inspection of the figure, as in the way in which randomness is introduced, RBC panels a) and RRBC panels b). To complete the study, we also display

$Q^{\min}_s$ (thick red line) corresponding to the ordering vector associated to the lowest ground state energy, $E_{0\text{min}}$, as in the study of Ref.[36]. As expected, such quantity has a more pronounced dependence on the lattice geometry and size.

The occurrence of a quantum SL phase, in contrast to ordered phases, should be also reflected by the absence of LRO and thus, a comparatively smaller value of the

FIG. 3: Static spin structure factor $S(\mathbf{k})$ obtained from ED for different cluster geometries at the isotropic point, $t_2/t_1 = 1$. Upper panel: Open Boundary Conditions. Middle panel: Periodic Boundary Conditions. Lower panel: Random Boundary Conditions. For the RBC, the averaged value over all the disorder, $\langle S(\mathbf{k}) \rangle_d$, is depicted. The limit of the first Brillouin zone is shown with a white line.

FIG. 4: Number of configurations, $N_c(%)$, whose normalized ground state energy fulfills $\epsilon_i < 1$ (see text) for a fixed value of the anisotropy $t_2/t_1$ using RBC. The two maxima signal the predicted quantum spin liquid phases.
order parameter $M$. In Fig. 6, we plot $\langle M \rangle_d$ for different geometries and lattice sizes. For all of them a dip appears at $t_2/t_1 \sim 1.3$ while for the 4x6 lattice we can also observe a dip around $t_2/t_1 \sim 0.6$.

The effect of random boundary conditions to study disordered quantum spin phases can be summarized in Fig. 7 where we concentrate most of our results taking as a representative case a plaquette of $6 \times 4$ sites. At the top of the figure we display the overlap between the ground state obtained for each random boundary configuration, $|\Psi_{0,i}(\phi_1,\phi_2)\rangle$, with the ground state $|\Psi_{0,\text{min}}\rangle$ corresponding to the configuration with $E_{0,\text{min}}$ as a function of $\epsilon$ for some the selected values of $t_2/t_1$. Note that when plotting as a function of $\epsilon$, we are ordering by increasing energy. The vertical line indicates which ground states we retain from the sampling to perform the averages over the disorder. For $0 < t_2/t_1 \leq 0.50$ the overlap smoothly decreases as the energy of the configurations increases. Nevertheless, all ground state configurations close in energy to $|\Psi_{0,\text{min}}\rangle$ have the same M and $\langle S(\vec{k}) \rangle_d$ corresponds to weakly coupled 1D Néel chains. As depicted in the second column, for $t_2/t_1 = 0.57$ a drastic change appears. Many different configurations are quasi degenerated in energy, but their corresponding ground states can be very different as indicated by all possible values of the overlap. The order parameter of these quasi-degenerated configurations span all possible values between the M associated to 1D Néel chains and the one associated to spiral ordering. Interestingly enough, the ground state energy of any random configuration does not deviate more than $\sim 3\%$ of the minimal one. These features are compatible with a quantum SL, a disordered system with a large variety of superposed ground states, as for instance is a resonating valence bond states (RVB). The associated $\langle S(\vec{k}) \rangle_d$ is depicted at the bottom. Our calculations show that this phenomena can persist till $t_2/t_1 \sim 0.8$. The precise border depends on the size/geometry of the lattice. At the spiral phase, here depicted in the third column by its most
representative case, $t_2/t_1 = 1$, two almost degenerated orthogonal ground states with minimal energy appear. They correspond to the two well known chiral ground states known to exist in the spiral phase. Two branches of ground states configurations appear close on energy, the upper one has an overlap $\langle \Psi_{0,\min} | \Psi_{\phi_1, \phi_2} \rangle \approx 1$ if they share the same chirality and zero if they correspond to different chirality. The order parameter, $M$, attains the same value independently of the chirality, stressing thus the character of the ordered phase. For $t_2/t_1 \in [1.3, 1.7]$ similar features as in $t_2/t_1 \approx 0.6$ appear. Again, a large number of configurations are quasi-degenerated on energy. The overlap between all compatible ground states runs between 1 and zero. The order parameter $M$ of the configurations decreases as compared to the spiral phase for $t_2/t_1 = 1.3$ and afterwards it is not well defined as it spans over a broad range of values. We depict the behavior of such phase at $t_2/t_1 = 1.5$ where again a large number of configurations quasi degenerated on energy appear. In a similar fashion as it happens for $t_2/t_1 \sim 0.6$, there is not a defined value of $M$ and the corresponding $\langle S(\vec{k}) \rangle_d$ shows a Brillouin zone with broad maxima if compared to the ordered phases. Finally, for $t_2/t_1 > 1.7$ we approximately recover the results of the 2D Néel order, showing the tendency of selecting a single ground state with minimal energy, a well defined $M$ and the familiar $S(\vec{k})$ of the rectangular lattice. We also add at the bottom of the plot an approximate phase diagram obtained from the results of our study, indicating the presence of two regions compatible with a gapped SL. Let us finally comment about the dependence of the results on the used cluster. Our results are general in the sense that the two regions characterized by a large quasi-degenerate energy ground states persist in all cases. However, the precise location at which such degeneracy appears and how long it extends depends on the lattice geometry and size.

V. CONCLUSIONS

We have approached quantum AF spin systems using ED with random boundary conditions. In this work, we have concentrated our efforts in the spin-1/2 XY model in the SATL, aiming at obtaining a signature of the predicted quantum spin liquids phases. Our results show that there are regions of the phase diagram where many different ground states (sharing the same energy) are compatible. In these regions, the associated observables (i.e. the spin structure factor, ordering vector and order parameter) are, however, very different. The location of these regions, that we identify as spin liquids, agree
closely with numerical predictions obtained using e.g., PEPS. Interestingly enough, our method not only provides significant signatures of the disordered phases, but it is also robust in reproducing the features of the ordered phases, independently of the sample used to simulate random boundaries (if it is large enough), the size of the plaquette and the energy bias used to select random configurations. It seems reasonable to conclude that the ordered phases are robust in front of quantum fluctuations while the latter are clearly enhanced in the disordered phases. Finally, it is worth to mention that the method we propose is completely general and can be applied for any 2D quantum spin disordered system not only with ED but any numerical method relying on boundary conditions.
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