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Abstract

Stochastic Gradient Descent (SGD) is a popular tool in training large-scale machine learning models. Its performance, however, is highly variable, depending crucially on the choice of the step sizes. Accordingly, a variety of strategies for tuning the step sizes have been proposed, ranging from coordinate-wise approaches (a.k.a. “adaptive” step sizes) to sophisticated heuristics to change the step size in each iteration. In this paper, we study two step size schedules whose power has been repeatedly confirmed in practice: the exponential and the cosine step sizes. For the first time, we provide theoretical support for them proving convergence rates for smooth non-convex functions, with and without the Polyak-Łojasiewicz (PL) condition. Moreover, we show the surprising property that these two strategies are adaptive to the noise level in the stochastic gradients of PL functions. That is, contrary to polynomial step sizes, they achieve almost optimal performance without needing to know the noise level nor tuning their hyperparameters based on it. Finally, we conduct a fair and comprehensive empirical evaluation of real-world datasets with deep learning architectures. Results show that, even if only requiring at most two hyperparameters to tune, these two strategies best or match the performance of various finely-tuned state-of-the-art strategies.

1. Introduction

In the last 10 years, non-convex machine learning formulations have received more and more attention as they can typically better scale with the complexity of the predictors and the amount of training data compared with convex ones. One such example is the deep neural networks. Over the years, various algorithms have been proposed and employed to optimize non-convex machine learning problems, among which Stochastic Gradient Descent (SGD) (Robbins & Monro, 1951) has become the most important ingredient in Machine Learning pipelines. Practitioners prefer it over more sophisticated methods for its simplicity and speed. Yet, this generality comes with a cost: SGD is far from the robustness of, e.g., second-order methods that require little to no tweaking of knobs to work. In particular, the step size is still the most important parameter to tune in the SGD algorithm, carrying the actual weight of making SGD adaptive to different situations.

The importance of step sizes in SGD is testified by the numerous proposed strategies to tune step sizes (e.g., Duchi et al., 2010; McMahan & Streeter, 2010; Tieleman & Hinton, 2012; Zeiler, 2012; Kingma & Ba, 2015). However, for most of them, there is little or no theory that can really explain their empirical success. Moreover, SGD with appropriate step sizes is already optimal in all the possible situations, so it is unclear what kind of advantage we might show.

An interesting viewpoint is to go beyond worst-case analyses and show that these learning rates provide SGD with some form of adaptivity to the characteristics of the function. More specifically, an algorithm is considered adaptive (or universal) if it has the best theoretical performance w.r.t. to a quantity X without the need to know it (Nesterov, 2015). So, for example, it is possible to design optimization algorithms adaptive to scale (Orabona & Pál, 2015; Orabona & Pál, 2018), smoothness (Levy et al., 2018), noise (Levy et al., 2018; Li & Orabona, 2019), and strong convexity (Cutkosky & Orabona, 2018). On the other hand, as noted in Orabona (2019), it is remarkable that even if most of the proposed step size strategies for SGD are called “adaptive”, for most of them their analyses do not show any provable advantage over plain SGD nor any form of adaptation to the intrinsic characteristics of the non-convex function.

In this paper, we look at the two simple to use and empirically successful step size decay strategies, the exponential and the cosine step size (with and without...
Adaptation in non-convex optimization

The exponential step size is simply an exponential decaying step size. It is less discussed in the optimization literature and it is also unclear who proposed it first, even if it has been known to practitioners for a long time and already included in many deep learning software libraries (e.g., Abadi et al., 2015; Paszke et al., 2019). The cosine step size, which anneals the step size following a cosine function, has exhibited great power in practice but it does not have any theoretical justification.

For both these step size decay strategies, we prove for the first time a convergence guarantee. Moreover, we show that they have (unsuspected!) adaptation properties. Moreover, we also empirically test them showing that they have the best empirical performance among various state-of-the-art strategies. Finally, our proofs reveal the hidden similarity between these two step sizes.

Specifically, the contributions of this paper are:

- In the case when the function satisfies the PL condition (Polyak, 1963; Łojasiewicz, 1963; Karimi et al., 2016), both exponential step size and cosine step size strategies automatically adapt to the level of noise of the stochastic gradients.
- Without the PL condition, we show that SGD with either exponential step sizes or cosine step sizes has an (almost) optimal convergence rate for smooth non-convex functions.
- We also conduct an empirical evaluation on deep learning architectures: Exponential and cosine step sizes have essentially matching or better empirical performance than polynomial step decay, stagewise step decay, Adam (Kingma & Ba, 2015), and stochastic line search (Vaswani et al., 2019b), while requiring at most two hyperparameters.

The rest of the paper is organized as follows: We first discuss the relevant literature (Section 2). In Section 3, we introduce the notation, setting, and precise assumptions. Then, in Section 4 we describe in detail the step sizes and the theoretical guarantees. We show our empirical results in Section 5. Finally, we conclude with a discussion of the results and future work.

2. Related Work

Adaptation in non-convex optimization Adaptation is a general concept and an algorithm can be adaptive to any characteristic of the optimization problem. The idea is formalized in (Nesterov, 2015) with the equivalent name of universality, but it goes back at least to the “self-confident” strategies in online convex optimization (Auer et al., 2002). Indeed, the famous AdaGrad algorithm (McMahan & Streeter, 2010; Duchi et al., 2010) uses exactly that method to design an algorithm adaptive to the gradients. Nowadays, “adaptive step size” tend to denote coordinate-wise ones, with no guarantee of adaptation to any particular property. There is an abundance of adaptive optimization algorithm in the convex setting (e.g., McMahan & Streeter, 2010; Duchi et al., 2010; Kingma & Ba, 2015; Reddi et al., 2018), while only a few in the more challenging non-convex setting (e.g., Chen et al., 2018). The first analysis to show adaptivity to noise of non-convex SGD with appropriate step sizes is in Li & Orabona (2019) and later in Ward et al. (2019; 2020) under stronger assumptions. Then, Li & Orabona (2020) studied the adaptivity to noise of AdaGrad plus momentum, with a high probability analysis.

Exponential step size To the best of our knowledge, the exponential step size has been incorporated in TensorFlow (Abadi et al., 2015) and PyTorch (Paszke et al., 2019), yet no convergence guarantee have ever been proved for it. The closest strategy is the stagewise step decay, which corresponds to the discrete version of the exponential step size we analyze. The stagewise step decay uses a piece-wise constant step size strategy, where the step size is cut by a factor in each “stage”. This strategy is known with many different names: “stagewise step size” (Yuan et al., 2019), “step decay schedule” (Ge et al., 2019), “geometrically decaying schedule” (Davis et al., 2021), and “geometric step decay” (Davis et al., 2019). In this paper, we will call it stagewise step decay. The stagewise step decay approach was first introduced in (Goffin, 1977) and used in many convex optimization problem (e.g., Hazan & Kale, 2011; Aybat et al., 2019; Kulunchakov & Mairal, 2019; Ge et al., 2019). Interestingly, Ge et al. (2019) also shows promising empirical results on non-convex functions, but instead of using their proposed decay strategy, they use an exponentially decaying schedule, like the one we analyze here. The only use of the stagewise step decay for non-convex functions we know are for sharp functions (Davis et al., 2019) and weakly-quasi-convex functions (Yuan et al., 2019). However, they do not show any adaptation property and they still do not consider the exponential step size but its discrete version. As far as we know, we prove the first theoretical guarantee for the exponential step size.

Cosine step decay Cosine step decay was originally presented in Loshchilov & Hutter (2017) with two tunable parameters. Later, He et al. (2019) proposed a simplified version of it with one parameter. However, there is no theory for this strategy thought it is popularly used in the practical world (Liu et al., 2018; Zhang et al., 2019b; Lawen et al., 2019; Zhang et al., 2019a; Ginsburg et al., 2019; Cubuk et al., 2019; Zhao et al., 2020; You et al., 2020; Chen et al., 2020; Grill et al., 2020). As far as we know, we prove the first theoretical guarantee for the cosine step decay and the
first ones to hypothesize and prove the adaptation properties of the cosine decay step size.

**SGD on non-convex smooth functions** The first paper to analyze SGD on smooth functions with generic step sizes is Ghadimi & Lan (2013). Their analysis show that the optimal step size strategy strongly depends on the level of noise, but they do not offer any automatic strategy to adapt to it.

**SGD with the PL condition** The PL condition was proposed by Polyak (1963) and Łojasiewicz (1963). It is the weakest assumption we know to prove linear rates on non-convex functions. For SGD, Karimi et al. (2016) proved the rate of $O(1/\mu^2T)$ for polynomial step sizes assuming Lipschitz and smooth functions, where $\mu$ is the PL constant. Note that the Lipschitz assumption hides the dependency of convergence and step sizes from the noise. It turns out that the Lipschitz assumption is not necessary to achieve the same rate, see Theorem 5 in the Appendix. Considering functions with finite-sum structure, Reddi et al. (2016), Lei et al. (2017) and Li et al. (2020) proved improved rates for variance reduction methods. The convergence rate that we show for the exponential step size is new in the literature on minimization of PL functions. Independently and the same time\(^1\) with us, Khaled & Richtářik (2020) obtained the same convergence result in the PL condition for SGD with a stepsize that is constant in the first half and then decreases polynomially.

### 3. Problem Set-up

**Notation** We denote vectors by bold letters, e.g., $x \in \mathbb{R}^d$. We denote by $E[\cdot]$ the expectation with respect to the underlying probability space and by $E_t[\cdot]$ the conditional expectation with respect to the past. Any norm in this work is the $\ell_2$ norm.

**Setting and Assumptions** We consider the unconstrained optimization problem $\min_{x \in \mathbb{R}^d} f(x)$, where $f(x) : \mathbb{R}^d \to \mathbb{R}$ is a function bounded from below and we denote its infimum by $f^*$. Note that we do not require $f$ to be convex nor to have a finite-sum structure.

We focus on SGD, where, after an initialization of the first iterate as any $x_1 \in \mathbb{R}^d$, in each round $t = 1, 2, \ldots, T$ we receive $g_t$, an unbiased estimate of the gradient of $f$ at point $x_t$, i.e., $E_t[g_t] = \nabla f(x_t)$. We update $x_t$ with a step size $\eta_t$, i.e., $x_{t+1} = x_t - \eta_t g_t$.

We assume that

(A1) $f$ is $L$-smooth, i.e., $f$ is differentiable and its gradient $\nabla f(\cdot)$ is $L$-Lipschitz, namely: $\forall x, y \in \mathbb{R}^d$, $\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|$. This implies for $\forall x, y \in \mathbb{R}^d$ (Nesterov, 2004, Lemma 1.2.3)

$$|f(y) - f(x) - \langle \nabla f(x), y - x \rangle| \leq \frac{L}{2} \|y - x\|^2.$$  

(A2) $f$ satisfies the $\mu$-PL condition, that is, for some $\mu > 0$, $\frac{1}{\mu}\|\nabla f(x)\|^2 \geq \mu(f(x) - f^*)$, $\forall x$.

(A3) For $t = 1, 2, \ldots, T$, we assume $E_t[\|g_t - \nabla f(x_t)\|^2] \leq a\|\nabla f(x_t)\|^2 + b$, where $a, b \geq 0$.

**Discussion on the assumptions** It is worth stressing that non-convex functions are not characterized by a particular property, but rather from the lack of a specific property: convexity. In this sense, trying to carry out any meaningful analyses on the entire class of non-convex functions is hopeless. So, the assumptions we use balance the trade-off of *approximately* model many interesting machine learning problems while allowing to restrict the class of non-convex functions on particular subsets where we can underline interesting behaviours.

More in detail, the smoothness assumption (A1) is considered “weak” and ubiquitous in analyses of optimization algorithms in the non-convex setting. In many neural networks, it is only approximately true because ReLUs activation functions are non-smooth. However, if the number of training points is large enough, it is a good approximation of the loss landscape.

On the other hand, the PL condition (A2) is often considered a “strong” condition. However, it was formally proved to hold locally in deep neural networks in Allen-Zhu et al. (2019). Furthermore, Kleinberg et al. (2018) empirically observed that the loss surface of neural networks has good one-point convexity properties, and thus locally satisfies the PL condition. Of course, in our theorems we only need it to hold along the optimization path and not over the entire space, as also pointed out in Karimi et al. (2016). So, while being strong, it actually models the cases we are interested in. Moreover, dictionary learning (Arora et al., 2015), phase retrieval (Chen & Candès, 2015), and matrix completion (Sun & Luo, 2016), all satisfy the one-point convexity locally (Zhu, 2018), and in turn they all satisfy the PL condition locally.

Our assumption on the noise (A3) is strictly weaker than the common assumption of assuming a bounded variance, i.e., $E_t[\|g_t - \nabla f(x_t)\|^2] \leq \sigma^2$. Indeed, our assumption recovers the bounded variance case with $a = 0$ while also allowing for the variance to grow unboundedly far from the optimum when $a > 0$. This is indeed the case when the optimal solution has low training error and the stochastic gradients are generated by mini-batches. This relaxed assumption on the noise was first used by Bertsekas & Tsitsiklis (1996) in the analysis of the asymptotic convergence of SGD.

\(^1\)The first version of Khaled & Richtářik (2020) was released on Feb. 9th 2020 on ArXiv while our very first version was available online on Feb. 12th 2020 on ArXiv as well.
Exponential and Cosine Step Size We will use the following definition for the exponential step size
\[ \eta_t = \eta_0 \cdot \alpha^t \]  
and for cosine step sizes
\[ \eta_t = \frac{\eta_0}{2} \left( 1 + \cos \frac{t \pi}{T} \right), \tag{3} \]
where \( \eta_0 = (L(1 + a))^{-1} \). For the exponential step sizes, we use \( \alpha = (\beta/T)^{1/r} \leq 1 \), \( a \) and \( L \) are defined in (A1, A3), and \( \beta \geq 1 \).

4. Convergence and Adaptivity of Cosine and Exponential Step Sizes

Here, we present the guarantees of the exponential step size and the cosine step size and their adaptivity property.

4.1. Noise and Step Sizes

For the stochastic optimization of smooth functions, the noise plays a crucial role in setting the optimal step sizes: To achieve the best performance, we need two completely different step size decay schemes in the noisy and noiseless case. In particular, if the PL condition holds, in the noise-free case a constant step size is used to get a linear rate (i.e., exponential convergence), while in the noisy case the best rate \( O(1/T) \) is given by time-varying step sizes \( O(1/(\mu t)) \) (Karimi et al., 2016). Similarly, without the PL condition, we still need a constant step size in the noise-free case for the optimal rate whereas a \( O(1/\sqrt{T}) \) step size is required in the noisy case (Ghadimi & Lan, 2013). Using a constant step size in noisy cases is of course possible, but the best guarantee we know is converging towards a neighborhood of the critical point or the optimum, instead of the exact convergence let alone the adaptivity to the noise, as shown in Theorem 2.1 of (Ghadimi & Lan, 2013) and Theorem 4 of (Karimi et al., 2016). Moreover, if the noise decreases over the course of the optimization, we should change the step size as well. Unfortunately, noise levels are rarely known or measured. On the other hand, an optimization algorithm adaptive to noise would always get the best performance without changing its hyperparameters.

In the following, we will show that exponential and cosine step sizes achieve exactly this adaptation to noise. It is worth reminding the reader that any polynomial decay of the step size does not give us this adaptation. So, let’s gain some intuition on why this should happen with these two step sizes. In the early stage of the optimization process, we can expect that the disturbance due to the noise is relatively small compared to how far we are from the optimal solution. Accordingly, at this phase, a near-constant step size should be used. More precisely, the proofs shows that to achieve a linear rate we need \( \sum_{t=1}^{T} \eta_t = \Omega(T) \) or even \( \sum_{t=1}^{T} \eta_t = \Omega(T/\ln T) \). This is exactly what happens with (2) and (3). On the other hand, when the iterate is close to the optimal solution, we have to decrease the step size to fight with the effects of the noise. In this stage, the exponential step size goes to 0 as \( O(1/T) \), which is the optimal step size used in the noisy case. Meanwhile, the last \( \eta \) step size is \( \eta_{T-i} = \frac{\eta_0}{2} (1 - \cos \frac{2\pi }{T}) = \eta_0 \sin^2 \frac{i \pi}{2T} \), which amounts \( O(1/T^2) \) when \( i \) is much smaller than \( T \).

Hence, the analysis shows that (2) and (3) are surprisingly similar, smoothly varying from the near-constant behavior at the start and decreasing with a similar pattern towards the end, and both will be adaptive to the noise level. Next, we formalize these intuitions in convergence rates.

4.2. Convergence Guarantees

We now prove the convergence guarantees for these two step sizes. First, we consider the case where the function is smooth and satisfies the PL condition.

Theorem 1 (SGD with exponential step size). Assume (A1, A2, A3). For a given \( T \geq \max\{3, \beta \} \) and \( \eta_0 = (L(1 + a))^{-1} \), with step size (2), SGD guarantees
\[
\mathbb{E} f(x_{T+1}) - f^* \leq \frac{5LC(\beta) \ln^2 \frac{T}{\mu}}{e^2 \mu^2} b + C(\beta) \exp \left( -\frac{0.69\mu}{L + a} \left( \frac{T}{\ln \frac{T}{\beta}} \right)^{\frac{1}{r}} \right) \cdot (f(x_1) - f^*),
\]
where \( C(\beta) \triangleq \exp \left( (2\mu/\beta)/(L(1 + a) \ln T/\beta) \right) \).

Choice of \( \beta \) Note that if \( \beta = L(1 + a)/\mu \), we get
\[
\mathbb{E} f(x_{T+1}) - f^* \leq O \left( \exp \left( -\frac{\mu}{L + a} \left( \frac{T}{\ln \frac{T}{\mu}} \right)^{\frac{1}{r}} \right) \right) + b \ln^2 \frac{T}{\mu^2}. \]

In words, this means that we are basically free to choose \( \beta \), but will pay an exponential factor in the mismatch between \( \beta \) and \( \frac{\mu}{L} \), which is basically the condition number for PL functions. This has to be expected because it also happens in the easier case of stochastic optimization of strongly convex functions (Bach & Moulines, 2011).

Theorem 2 (SGD with cosine step size). Assume (A1, A2, A3). For a given \( T \) and \( \eta_0 = (L(1 + a))^{-1} \), with step size (3), SGD guarantees
\[
\mathbb{E} f(x_{t+1}) - f^* \leq \exp \left( -\frac{\mu(T-1)}{2L(1+a)} \right) (f(x_1) - f^*) + \frac{\pi^4 b}{32(1+a)T^4} \left( \frac{8T^2}{\mu} \right)^{\frac{4}{3}} + \left( \frac{6T^2}{\mu} \right)^{\frac{5}{2}}.
\]
Adaptivity to Noise From the above theorems, we can see that both the exponential step size and the cosine step size have a provable advantage over polynomial ones: adaptivity to the noise. Indeed, when \( b = 0 \), namely there is only noise relative to the distance from the optimum, they both guarantee a linear rate. Meanwhile, if there is noise, using the same step size without any tuning, the exponential step size recovers the rate of \( O(1/\mu^2T) \) while the cosine step size achieves the rate of \( O(1/\mu^2 T^{2/3}) \) (up to poly-logarithmic terms). In contrast, polynomial step sizes would require two different settings—decaying vs constant—in the noisy vs no-noise situation (Karimi et al., 2016). It is worth stressing that the rate in Theorem 1 is one of the first results in the literature on stochastic optimization of smooth PL functions (Khaled & Richtárik, 2020).

Optimality of the bounds As far as we know, it is unknown if the rate we obtain for the optimization of non-convex smooth functions under the PL condition is optimal or not. However, up to poly-logarithmic terms, Theorem 1 matches at the same time the best-known rates for the noisy and deterministic cases (Karimi et al., 2016) (see also Theorem 5 in the Appendix). We would remind the reader that this rate is not comparable with the one for strongly convex functions which is \( O(1/\mu T) \). Meanwhile, cosine step size achieves a rate slightly worse in \( T \) (but better in \( \mu \)) under the same assumptions.

Cosine Step Size with Restarts The original cosine step-size was proposed with a restarting strategy, yet it has been commonly used without restarting and achieves good results (e.g., Loshchilov & Hutter, 2017; Gastaldi, 2017; Zoph et al., 2018; He et al., 2019; Cubuk et al., 2019; Liu et al., 2018; Zhao et al., 2020; You et al., 2020; Chen et al., 2020; Grill et al., 2020). Indeed, the previous theorem has confirmed that the cosine stepsize alone is well worth studying theoretically. Yet for completeness, we cover the analysis in a restart scheme for SGD with cosine stepsize in the PL condition in Appendix A.2. We obtain the same convergence rate \( \mu \) and \( T \) as that in the case of no restarts under the PL condition.

Convergence without the PL condition The PL condition tells us that all stationary points are optimal (Karimi et al., 2016), which is not always true for the parameter space in deep learning (Jin et al., 2017). However, this condition might still hold locally, for a considerable area around the local minimum. Indeed, as we said, this is exactly what was proven for deep neural networks (Allen-Zhu et al., 2019). The previous theorems tell us that once we reach the area where the geometry of the objective function satisfies the PL condition, we can get to the optimal point with an almost linear rate, depending on the noise. Nevertheless, we still have to be able to reach that region. Hence, in the following, we discuss the case where the PL condition is not satisfied and show for both step sizes that they are still able to move to a critical point at the optimal speed.

**Theorem 3.** Assume (A1), (A3) and \( c > 1 \). SGD with step sizes (2) with \( \eta_0 = (cL(1 + a))^{-1} \) guarantees
\[
\mathbb{E}[\|\nabla f(\bar{x}_T)\|^2] \leq \frac{3Lc(a + 1) \ln \frac{T}{\beta}}{bT} \cdot (f(x_1) - f^*)
+ \frac{c(a + 1)(T - \beta)}{c^2(a + 1)(T - 1)},
\]
where \( \bar{x}_T \) is a random iterate drawn from \( x_1, \ldots, x_T \) with
\[
\mathbb{P}[ar{x}_T = x_t] = \frac{\eta_t}{\sum_{i=1}^{m/2} \eta_i}.
\]

**Theorem 4.** Assume (A1), (A3) and \( c > 1 \). SGD with step sizes (3) with \( \eta_0 = (cL(1 + a))^{-1} \) guarantees
\[
\mathbb{E}[\|\nabla f(\bar{x}_T)\|^2] \leq \frac{4Lc(a + 1)}{T - 1} \cdot (f(x_1) - f^*)
+ \frac{2bT}{4\pi^2cL(a + 1)(T - 1)},
\]
where \( \bar{x}_T \) is a random iterate drawn from \( x_1, \ldots, x_T \) with
\[
\mathbb{P}[ar{x}_T = x_t] = \frac{\eta_t}{\sum_{i=1}^{m/2} \eta_i}.
\]

If \( b \neq 0 \) in (A3), setting \( c \propto \sqrt{T} \) and \( \beta = O(1) \) would give the \( O(1/\sqrt{T}) \) rate and \( O(1/\sqrt{T}) \) for the exponential and cosine step size respectively. Note that the optimal rate in this setting is \( O(1/\sqrt{T}) \). On the other hand, if \( b = 0 \), setting \( c = O(1) \) and \( \beta = O(1) \) yields a \( O(1/T) \) rate for the exponential and cosine step size respectively. It is worth noting that the condition \( b = 0 \) holds in many practical scenarios (Vaswani et al., 2019a). Note that both guarantees are optimal up to poly-logarithmic terms (Arjevani et al., 2019).

In the following, we present the main elements of the proofs of these theorems, leaving the technical details in the Appendix. The proofs also show the mathematical similarities between these two step sizes.

**Proofs of the Theorems** Given that the space is limited, we defer the proofs of Theorem 3 and Theorem 4 to the Appendix.

We first introduce some technical lemmas whose proofs are in the Appendix.

**Lemma 1.** Assume (A1), (A3), and \( \eta_t \leq \frac{1}{\eta_t(1+a)} \). SGD guarantees
\[
\mathbb{E}[f(x_{t+1}) - f(x_t)] \leq \frac{-\eta_t}{2}\mathbb{E}[\|\nabla f(x_t)\|^2] + \frac{L\eta_t^2 b}{2}.
\]

**Lemma 2.** Assume \( X_k, A_k, B_k \geq 0, k = 1, \ldots, \) and \( X_{k+1} \leq A_k X_k + B_k \), then we have
\[
X_{k+1} \leq \prod_{i=1}^{k} A_i X_1 + \sum_{i=1}^{k} \prod_{j=i+1}^{k} A_j B_i.
\]

\(^{2}\)The \( \tilde{O} \) notations hides poly-logarithmic terms.
Lemma 3. For \( \forall T \geq 1 \), we have \( \sum_{t=1}^{T} \cos \frac{t\pi}{T} = -1 \).

Lemma 4. For \( T \geq 3 \), \( \alpha \geq 0.69 \) and \( \alpha^{T+1} \frac{(1-\alpha)}{(1-\alpha)} \leq \frac{2\beta}{\ln \frac{\beta}{\alpha}} \).

Lemma 5. \( 1 - x \leq \ln \left( \frac{1}{x} \right) \), \( \forall x > 0 \).

Lemma 6. Let \( a, b \geq 0 \). Then

\[
\sum_{t=0}^{T} \exp(-bt)t^a \leq 2\exp(-a) \left( \frac{a}{b} \right)^a + \Gamma(a+1, \frac{b}{a+1}).
\]

We can now prove both Theorem 1 and Theorem 2.

**Proof of Theorem 1 and Theorem 2.** Denote \( \mathbb{E}[f(x_t) - f^*] \) by \( \Delta_t \). From Lemma 1 and the PL condition, we get

\[
\Delta_{t+1} \leq (1 - \mu\eta_t)\Delta_t + \frac{L}{2}\eta_t^2 b^2.
\]

By Lemma 2 and \( 1 - x \leq \exp(-x) \), we have

\[
\Delta_{t+1} \leq \prod_{t=1}^{T} (1 - \mu\eta_t)\Delta_t + \frac{L}{2} \sum_{t=1}^{T} \prod_{i=t+1}^{T} (1 - \mu\eta_t)\eta_i^2 b
\]

\[
\leq \exp \left( -\mu \sum_{t=1}^{T} \eta_t \right) \Delta_1 + \frac{Lb}{2} \sum_{t=1}^{T} \exp \left( -\mu \sum_{i=t+1}^{T} \eta_i \right) \eta_t^2.
\]

We then show that both the exponential step size and the cosine step size satisfy \( \sum_{i=t+1}^{T} \eta_i = \Omega(T) \), which guarantees a linear rate in the noiseless case.

For the cosine step size (3), we observe that

\[
\sum_{t=1}^{T} \eta_t = \frac{\eta_0 T}{2} + \frac{\eta_0}{2} \sum_{t=1}^{T} \cos \frac{t\pi}{T} - \frac{\eta_0 (T-1)}{2},
\]

where in the last equality we used Lemma 3.

Also, for the exponential step size (2), we can show

\[
\sum_{t=1}^{T} \eta_t = \eta_0 \frac{\alpha - \alpha^{T+1} \frac{(1-\alpha)}{(1-\alpha)}}{1 - \alpha} \geq \frac{\eta_0 \alpha - 2\eta_0 \beta}{1 - \alpha} \geq \frac{T \cdot 0.69 \eta_0}{\ln \frac{\beta}{\alpha}} - \frac{2\eta_0 \beta}{\ln \frac{\beta}{\alpha}},
\]

where we used Lemma 4 in the first inequality and Lemma 5 in the second inequality.

Next, we upper bound \( \sum_{t=1}^{T} \exp \left( -\mu \sum_{i=t+1}^{T} \eta_i \right) \eta_t^2 \) for these two kinds of step sizes respectively.

For the exponential step size, by Lemma 4, we obtain

\[
\sum_{t=1}^{T} \exp \left( -\mu \sum_{i=t+1}^{T} \eta_i \right) \eta_t^2
\]

\[
= \eta_0^2 \sum_{t=1}^{T} \exp \left( -\mu \eta_t - \alpha^{T+1} \frac{(1-\alpha)}{(1-\alpha)} \right) \alpha^{2t}
\]

\[
\leq \eta_0^2 \sum_{t=1}^{T} \left( \frac{e}{2} \frac{\mu \alpha^{t+1}}{L(1+\alpha)(1-\alpha)} \right)^2 \alpha^{2t}
\]

\[
\leq \frac{4L^2(1+\alpha)^2}{\eta_0 e^2 \mu^2} \eta_0^2 \sum_{t=1}^{T} \frac{1}{\alpha^2} \ln^2 \left( \frac{1}{\alpha} \right) \leq \frac{10L^2(1+\alpha)^2}{\eta_0 e^2 \mu^2} \frac{T}{\alpha^2},
\]

where in the second inequality we used \( \exp(-x) \leq \left( \frac{e}{x} \right)^x \), \( \forall x > 0, \gamma > 0 \).

For the cosine step size, using the fact that \( \sin x \geq \frac{2}{\pi} x \) for \( 0 \leq x \leq \frac{\pi}{2} \), we can lower bound \( \sum_{t=1}^{T} \eta_t \) by

\[
\sum_{t=1}^{T} \eta_t \geq \frac{\eta_0}{2} \sum_{i=0}^{T-t-1} \sin^2 \frac{i\pi}{2T} \geq \frac{\eta_0}{2T^2} \sum_{i=0}^{T-t-1} i^2 \geq \frac{\eta_0 (T-t-1)^3}{6T^2}.
\]

Then, we proceed

\[
\sum_{t=1}^{T} \exp \left( -\mu \sum_{i=t+1}^{T} \eta_i \right) \eta_t^2
\]

\[
\leq \frac{\eta_0^2}{4} \sum_{t=1}^{T} \left( 1 + \cos \frac{t\pi}{T} \right)^2 \exp \left( -\mu \eta_0 (T-t-1)^3 \right)
\]

\[
= \frac{\eta_0^2}{4} \sum_{t=1}^{T-1} \left( 1 - \cos \frac{t\pi}{T} \right)^2 \exp \left( -\mu \eta_0 (t-1)^3 \right)
\]

\[
= \frac{\eta_0^2}{4} \sum_{t=1}^{T-1} \sin^4 \frac{t\pi}{2T} \exp \left( -\mu \eta_0 (t-1)^3 \right)
\]

\[
\leq \frac{\eta_0^2 \pi^4}{16T^4} \sum_{t=0}^{T-1} t^4 \exp \left( -\frac{\mu \eta_0 t^3}{6T^2} \right)
\]

\[
\leq \frac{\eta_0^2 \pi^4}{16T^4} \left( 2 \exp \left( -\frac{4}{3} \frac{8^4}{\mu} \right) \frac{(8^4)}{6T^2} \frac{3}{\mu} \right),
\]

where in the third line we used \( \cos(\pi - x) = -\cos(x) \), in the forth line we used \( 1 - \cos(2x) = 2 \sin^2(x) \), and in the last inequality we applied Lemma 6.

Putting things together, we get the stated bounds. \( \Box \)
5. Empirical Results

The empirical performance of the cosine step size is already well-known in the applied world and does not require additional validation. However, both the exponential and the cosine step size are often missing as baselines in recent empirical evaluations. Hence, the main aim of this section is to provide a comparison of the exponential and cosine step sizes to other popular state-of-the-art step sizes methods. All experiments are done in PyTorch (Paszke et al., 2019) and the codes can be found at https://github.com/zhenxun-zhuang/SGD-Exponential-Cosine-Stepsize.

We performed experiments using deep neural networks to do image classification tasks on various datasets with different network architectures. Additionally, Appendix A.3.3 features an experiment on a Natural Language Processing (NLP) task, where the exponential and cosine step size strategies obtain better results than Adam (Kingma & Ba, 2015), the de-facto optimization method in NLP. Finally, in Appendix A.3.1, we include a synthetic experiment where those assumptions we need in analysis hold and show in detail the noise adaptation of both step sizes as predicted by the theory.

All models and experiments were carefully chosen to be easily reproducible.

Datasets We consider the image classification task on FashionMNIST and CIFAR-10/100 datasets. For all datasets, we select 10% training images as the validation set. Data augmentation and normalization are described in the Appendix.

Models For FashionMNIST, we use a CNN model consisting of two alternating stages of 5 × 5 convolutional filters and 2 × 2 max-pooling followed by one fully connected layer of 1024 units. To reduce overfitting, 50% dropout noise is used during training. For the CIFAR-10 dataset, we employ the 20-layer Residual Network model (He et al., 2016); and for CIFAR-100, we utilize the DenseNet-BC model (Huang et al., 2017) with 100 layers and a growth rate of 12. The loss is cross-entropy. The codes for implementing the latter two models can be found here\(^3\) and here\(^4\) respectively.

Training During the validation stage, we tune each method using the grid search (full details in the Appendix) to select the hyperparameters that work best according to their respective performance on the validation set. At the testing stage, the best performing hyperparameters from the validation stage are employed to train the model over all training images. The testing stage is repeated with random seeds for 5 times to eliminate the influence of stochasticity.

We use Nesterov momentum (Nesterov, 1983) of 0.9 without

\(^3\)https://github.com/akamaster/pytorch_resnet_cifar10

\(^4\)https://github.com/bearpaw/pytorch-classification
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Figure 2. Training loss (top plots) and test accuracy (bottom plots) curves comparing the exponential and cosine step sizes with stagewise step decay for image classification using a simple CNN for FashionMNIST (left), a 20-layer ResNet for CIFAR-10 (middle), and a 100-layer DenseNet on CIFAR-100 (right). (The shading of each curve represents the 95% confidence interval computed across five independent runs from random initial starting points.)

Optimization methods We consider SGD with the following step size decay schedules:

\[
\begin{align*}
\eta_t &= \eta_0 \cdot \alpha^t; \\
\eta_t &= \eta_0 (1 + \alpha \sqrt{t})^{-1}; \\
\eta_t &= \eta_0 (1 + \alpha t)^{-1}; \\
\eta_t &= \eta_0 / 2 (1 + \cos (t\pi/T)),
\end{align*}
\]

where \(t\) is the iteration number (instead of the number of epochs). We also compare with Adam (Kingma & Ba, 2015), SGD+Armijo (Vaswani et al., 2019b), PyTorch’s ReduceLROnPlateau scheduler\(^5\) and stagewise step decay. In the following, we will call the place of decreasing the step size in stagewise step decay a milestone. (As a side note, since we use Nesterov momentum in all SGD variants, the stagewise step decay basically covers the performance of multistage accelerated algorithms (e.g., Aybat et al., 2019).)

Results and discussions The exact loss and accuracy values are reported in Table 1. To avoid overcrowding the figures, we compare the algorithms in groups of baselines. The comparison of performance between step size schemes listed in (5), Adam, and SGD+Armijo are shown in Figure 1. As can be seen, the only two methods that perform well on all 3 datasets are cosine and exponential step size. In particular, cosine step size performs the best across datasets both in training loss and test accuracy, with the exponential step size following closely.

On the other hand, as we noted above, stagewise step decay is a very popular decay schedule in deep learning. Thus, our second group of baselines in Figure 2 is composed by the stagewise step decay, ReduceLROnPlateau, and SGD with constant stepsize. The results show that exponential and cosine step sizes can still match or exceed the best of them with a fraction of their needed time to find the best hyperparameters. Indeed, we need 4 hyperparameters for two milestones, 3 for one milestone, and at least 4 for ReduceLROnPlateau. In contrast, the cosine step size requires only 1 hyperparameter and the exponential one needs 2.

Note that we do not pretend that our benchmark of the stagewise step decay is exhaustive. Indeed, there are many unexplored (potentially infinite!) possible hyperparameter settings. For example, it is reasonable to expect that adding even more milestones at the appropriate times could lead to better performance. However, this would result in a linear growth of the number of hyperparameters leading to an exponential increase in the number of possible location combinations.

\(^5\)https://pytorch.org/docs/stable/optim.html
This in turn causes the rapid growth of tuning time in selecting a good set of milestones in practice. Worse still, even the intuition that one should decrease the step size once the test loss curve stops decreasing is not always correct. Indeed, we observed in experiments (see Figure 3) that doing this will, after the initial drop of the curve in response to the step size decrease, make the test loss curve gradually go up again.

6. Conclusion

We have analyzed theoretically and empirically the exponential and cosine step size, two successful step size decay schedules for the stochastic optimization of non-convex functions. We have shown that, up to poly-logarithmic terms, both step sizes guarantee convergence with the best-known rates for smooth non-convex functions. Moreover, in the case of functions satisfying the PL condition, we have also proved that they are both adaptive to the level of noise. Furthermore, we have validated our theoretical findings on both synthetic and real-world tasks, showing that these two step sizes consistently match or outperform other strategies, while at the same time requiring only 1 (cosine) / 2 (exponential) hyperparameters to tune.

In future work, we plan to extend our theoretical results. For example, high probability bounds are easy to be obtained from our results.
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A. Appendix

A.1. Convergence for non-Lipschitz PL functions

Karimi et al. (2016) proved that SGD with an appropriate step size will give a $O(1/T)$ convergence for Lipschitz and PL functions. However, it is easy to see that the Lipschitz assumption can be substituted by the smoothness one and obtain a rate that depends on the variance of the noise. Even if this is a straightforward result, we could not find it anywhere so we report here our proof.

**Theorem 5.** Assume $$(A1)$$ and $$(A3)$$ and set the step sizes $\eta_t = \min \left( \frac{1}{L(1+a)}, \frac{2t+1}{\mu(t+1)^2} \right)$. Then, SGD guarantees

$$f(x_{t+1}) - f^* \leq \frac{L^2(1+a)b}{2\mu^2T^2} + \frac{2L}{\mu^2}b + (f(x_1) - f^*) \frac{L^2(1+a)^2}{\mu^2T^2} \left( 1 - \frac{\mu}{L(1+a)} \right) \frac{t(t+1)}{n}.$$

**Proof.** For simplicity, denote $E f(x_t) - f^*$ by $\Delta_t$. With the same analysis as in Theorem 1, we have

$$\Delta_{t+1} \leq (1 - \mu \eta_t) \Delta_t + \frac{L}{2} \eta_t^2 b.$$

Denote by $t^* = \min \left\{ t : \frac{t^2}{2(t+1)} \leq \frac{L(1+a)-\mu}{\mu} \right\}$. When $t \leq t^*$, $\eta_t = \frac{1}{L(1+a)}$ and we obtain

$$\Delta_{t+1} \leq \left( 1 - \frac{\mu}{L(1+a)} \right) \Delta_t + \frac{b}{2L(1+a)^2}.$$

Thus, by Lemma 2, we get

$$\Delta_{t^*} \leq \left( 1 - \frac{\mu}{L(1+a)} \right) \Delta_1 + \frac{b}{2L(1+a)^2} \sum_{i=0}^{t^*} \left( 1 - \frac{\mu}{L(1+a)} \right)^{t^*-i}.$$

Instead, when $t \geq t^*$, $\eta_t = \frac{2t+1}{\mu(t+1)^2}$, we have

$$\Delta_{t+1} \leq \frac{t^2}{(t+1)^2} \Delta_t + \frac{L(2t+1)^2}{2\mu^2(t+1)^4} b.$$

Multiplying both sides by $(t+1)^2$ and denoting by $\delta_t = t^2 \Delta_t$, we get

$$\delta_{t+1} \leq \delta_t + \frac{L(2t+1)^2}{2\mu^2(t+1)^2} b \leq \delta_t + \frac{2L}{\mu^2} b.$$

Summing over $t$ from $t^*$ to $T$, we have

$$\delta_{T+1} \leq \delta_{t^*} + \frac{2L(T-t^*)}{\mu^2} b.$$

Then, we finally get

$$\Delta_{T+1} \leq \frac{t^2}{T^2} \left( 1 - \frac{\mu}{L(1+a)} \right) \Delta_1 + \frac{t^2 b}{2\mu(1+a)T} + \frac{2L(T-t^*)}{\mu^2T^2} b$$

$$\leq \frac{L^2(1+a)^2}{\mu^2T^2} \left( 1 - \frac{\mu}{L(1+a)} \right) \Delta_1 + \frac{L^2(1+a)b}{2\mu^3T^2} + \frac{2L}{\mu^2T} b.$$
Proof of Theorem 6. Denote by $S_i = \sum_{j=0}^i T_j$ and $S_{-1} = 1$. Given Theorem 2, it is immediate to have $\forall i = 0, \ldots, l$:

$$
\mathbb{E}[f(x_{S_i})] - f^* \leq C_1 \left( \frac{1}{\mu^{4/3}T_0^{4/3}} + \frac{1}{\mu^{5/3}T_0^{2/3}} \right) + \exp \left( \frac{-\mu(T_i - 1)}{2L(1+a)} \right) \left( f(x_{S_{-1}}) - f^* \right).$

Repeatedly using the above inequality, we get

$$
\mathbb{E}[f(x_{S_i})] - f^* \leq C_1 \sum_{i=0}^l \prod_{j=i+1}^l \exp \left( -C_2 \mu(T_j - 1) \right) \left( \frac{1}{\mu^{4/3}T_i^{4/3}} + \frac{1}{\mu^{5/3}T_i^{2/3}} \right) + \exp \left( -C_2 \mu(S_i - l - 1) \right) \left( f(x_1) - f^* \right).
$$

In the case of $r=1, T_i = T_0$, we have for any $i$ that

$$
\sum_{i=0}^l \prod_{j=i+1}^l \exp \left( -C_2 \mu(T_j - 1) \right) \left( \frac{1}{\mu^{4/3}T_i^{4/3}} + \frac{1}{\mu^{5/3}T_i^{2/3}} \right) = \left( \frac{1}{\mu^{4/3}T_0^{4/3}} + \frac{1}{\mu^{5/3}T_0^{2/3}} \right) \sum_{i=0}^l \exp \left( -C_2 \mu(T_0 - 1)(l-i) \right) = \left( \frac{1}{\mu^{4/3}T_0^{4/3}} + \frac{1}{\mu^{5/3}T_0^{2/3}} \right) \frac{1}{1 - \exp \left( -C_2 \mu(T_0 - 1)(l+1) \right)}.
$$

In the case of $r > 1$, denote by $A_i = \prod_{j=i+1}^l \exp \left( -C_2 \mu(T_j - 1) \right) \frac{1}{\mu^{4/3}T_j^{4/3}}, p, q > 0$. For any $i = 0, \ldots, l$, $\frac{A_i}{A_{i+1}} = \frac{1}{\mu^{4/3}T_i^{4/3}} + \frac{1}{\mu^{5/3}T_i^{2/3}}.$
exp(-C_2\mu(T_{i+1} - 1)) r^q is decreasing over \(i\). Denote by \(i^* = \min\{i : \frac{A_i}{A_{i+1}} \leq 1\}\). We have

\[
\sum_{i=0}^{t} A_i \leq A_0 \cdot i^* + (t - i^* + 1) \cdot A_1 \leq (t+1) \cdot (A_0 + A_1) = \frac{l+1}{\mu p} \cdot \left(\frac{1}{T_l^q} + \frac{1}{T_0^q} \exp(-C_2\mu(T - T_0 - l))\right), \quad p, q > 0.
\]

Note that \(T_l = T \cdot \frac{r^l(r-1)}{r^l-1} \geq \frac{r-1}{r} T\) and \(l = O(\ln T)\). Then, the stated bound follows.

### A.3. Proofs in Section 4

#### Proof of Lemma 1.
By (1), we have

\[
f(x_{t+1}) \leq f(x_t) - \langle \nabla f(x_t), \eta_t g_t \rangle + \frac{L}{2} \eta_t^2 \|g_t\|^2.
\]

Taking expectation on both sides, we get

\[
\mathbb{E} f(x_{t+1}) - \mathbb{E} f(x_t) \leq -\left(\eta_t - \frac{L(a+1)}{2} \eta_t^2\right) \mathbb{E} \|\nabla f(x_t)\|^2 + \frac{L}{2} \eta_t^2 \beta \leq -\frac{1}{2} \eta_t \mathbb{E} \|\nabla f(x_t)\|^2 + \frac{1}{2} \eta_t^2 \beta.
\]

where in the last inequality we used the fact that \(\eta_t \leq \frac{1}{\alpha(1+\alpha)}\).

#### Proof of Lemma 2.
When \(k = 1\), \(X_2 \leq A_1 X_1 + B_1\) satisfies. By induction, assume \(X_k \leq \prod_{i=1}^{k-1} A_i X_1 + \sum_{j=i+1}^{k-1} \prod_{j=i+1}^{k-1} A_j B_1\), and we have

\[
X_{k+1} \leq A_k \left(\prod_{i=1}^{k-1} A_i X_1 + \sum_{i=1}^{k-1} \prod_{j=i+1}^{k-1} A_j B_1\right) + B_k = \prod_{i=1}^{k} A_i X_1 + \sum_{i=1}^{k-1} \prod_{j=i+1}^{k} A_j B_i + A_k B_k
\]

\[
= \prod_{i=1}^{k} A_i X_1 + \sum_{i=1}^{k} \prod_{j=i+1}^{k} A_j B_i.
\]

#### Proof of Lemma 4.
We have

\[
\frac{\alpha^{T+1}}{(1-\alpha)} = \frac{\alpha^T}{T} \frac{1}{1-\alpha} = \frac{\beta T}{T - \exp(-\frac{1}{T} \ln \frac{T}{\beta})} \leq \frac{2\beta}{\ln \frac{T}{\beta}},
\]

where in the last inequality we used \(\exp(-x) \leq 1 - \frac{x}{2}\) for \(0 < x < \frac{1}{e}\) and the fact that \(\frac{1}{T} \ln \left(\frac{T}{\beta}\right) \leq \frac{T}{\beta} \leq \frac{1}{e}\).

#### Proof of Lemma 3.
If \(T\) is odd, we have

\[
\sum_{t=1}^{T} \frac{\cos \frac{t \pi}{T}}{T} = \cos \frac{T \pi}{T} + \sum_{t=1}^{(T-1)/2} \cos \frac{t \pi}{T} + \cos \frac{(T-t)\pi}{T} = \cos \pi = -1,
\]

where in the second inequality we used the fact that \(\cos(\pi - x) = -\cos(x)\) for any \(x\). If \(T\) is even, we have

\[
\sum_{t=1}^{T} \frac{\cos \frac{t \pi}{T}}{T} = \cos \frac{T \pi}{T} + \cos \frac{T \pi}{2T} + \sum_{t=1}^{T/2-1} \cos \frac{t \pi}{T} + \cos \frac{(T-t)\pi}{T} = \cos \pi = -1.
\]

#### Proof of Lemma 5.
It is enough to prove that \(f(x) := x - 1 - \ln x \geq 0\). Observe that \(f'(x)\) is increasing and \(f'(1) = 0\), hence, we have \(f(x) \geq f(1) = 0\).
Proof of Lemma 6. Note that \( f(t) = \exp(-bt) t^a \) is increasing for \( t \in [0, a/b] \) and decreasing for \( t \geq a/b \). Hence, we have

\[
\sum_{t=0}^{T} \exp(-bt) t^a \leq \sum_{t=0}^{\lfloor a/b \rfloor} \exp(-bt) t^a + \exp(-b[\lfloor a/b \rfloor]/a/b)^a + \exp(-(b[\lfloor a/b \rfloor]/a/b)^a + \sum_{t=\lfloor a/b \rfloor+1}^{T} \exp(-bt) t^a
\]

\[
\leq 2 \exp(-a)(a/b)^a + \int_{0}^{\lfloor a/b \rfloor} \exp(-bt) t^a dt + \int_{a/b}^{T} \exp(-bt) t^a dt
\]

\[
\leq 2 \exp(-a)(a/b)^a + \int_{0}^{\infty} \exp(-bt) t^a dt
\]

\[
\leq 2 \exp(-a)(a/b)^a + \int_{0}^{\infty} \exp(-bt) t^a dt
\]

\[
= 2 \exp(-a)(a/b)^a + \frac{1}{b^{a+1}} \Gamma(a+1) .
\]

Proof of Theorem 3 and Theorem 4. We observe that for exponential step sizes, 

\[
\sum_{t=1}^{T} \eta_t^2 \leq \frac{2^{2} \gamma \alpha^2}{(1 + \alpha)^2(1 - \alpha^2)} .
\]

and for cosine step sizes,

\[
\sum_{t=1}^{T} \eta_t^2 = \frac{\eta_0^2}{4} \sum_{t=1}^{T} \left(1 + \cos \frac{t\pi}{T}\right)^2 = \frac{\eta_0^2}{4} \sum_{t=0}^{T-1} \left(1 - \cos \frac{t\pi}{T}\right)^2 = \eta_0^2 \sum_{t=1}^{T} \frac{1}{4} \frac{\sin^2 \frac{t\pi}{2T}}{2T} \leq \eta_0^2 \frac{T}{16T^4} \leq \frac{21 \eta_0^2 T}{8 \pi^4} .
\]

Summing (4) over \( t = 1, \ldots, T \) and dividing both sides by \( \sum_{t=1}^{T} \eta_t \), we get the stated bound.

A.4. Experiments details

A.4.1. IMAGE CLASSIFICATION EXPERIMENTS.

Data Normalization and Augmentation. Images are normalized per channel using the means and standard deviations computed from all training images. For CIFAR-10/100, we adopt the data augmentation technique following Lee et al. (2015) (for training only): 4 pixels are padded on each side of an image and a \( 32 \times 32 \) crop is randomly sampled from the padded image or its horizontal flip.

Hyperparameter tuning. We tune the hyperparameters on the validation set using the following two-stage grid searching strategy. First, search over a coarse grid, and select the one yielding the best validation results. Next, continue searching in a fine grid centering at the best performing hyperparameters found in the coarse stage, and in turn, take the best one as the final choice.

For the starting step size \( \eta_0 \), the coarse searching grid is \{0.0001, 0.001, 0.001, 0.01, 0.01, 0.1, 0.1 \}, and the fine grid is like \{0.006, 0.008, 0.01, 0.02, 0.04 \} if the best one in the coarse stage is 0.01.

For the \( \alpha \) value, we set its searching grid so that the ratio \( \eta_T/\eta_0 \), where \( \eta_T \) is the step size in the last iteration, is first searched over the coarse grid of \{0.00001, 0.0001, 0.001, 0.01, 0.1, 0.1 \}, and then over a fine grid centered at the best one of the coarse stage. Note that we try all pairs of \( (\eta_0, \alpha) \) from their respective searching grids.

For the stagewise step decay, to make the tuning process more thorough, we modify as follows the one employed in Section 6.1 (specifically on tuning SGD V1) of Yuan et al. (2019), where they first set two milestones and then tune the starting step size. Put it explicitly and take the experiment on CIFAR-10 as an example, we first run vanilla SGD with a constant step size to search for a good range of starting step size on the grid \{0.00001, 0.0001, 0.001, 0.01, 0.1, 1 \}, and find 0.01 and 0.1 work well. Based on this, we set the fine searching grid of starting step sizes as \{0.007, 0.01, 0.04, 0.07, 0.1, 0.4 \}. For each of them, we run three settings with an increasing number of milestones: vanilla SGD (with no milestone), SGD with 1 milestone, and SGD with 2 milestones. The searching grid for milestones is \{16k, 24k, 32k, 40k, 48k, 56k \} (number of iterations). For the 1 milestone setting, the milestone can be any of them. For the 2 milestones, they can be any combination
of two different elements from the searching grid, like (16k, 32k) or (32k, 48k). The grid search strategy for FashionMNIST and CIFAR-100 is similar but with the searching grid for milestones over \{3k, 6k, 9k, 12k, 15k, 18k\}.

The PyTorch ReduceLRonPlateau scheduler takes multiple arguments, among which we tune the starting learning rate, the factor argument which decides by which the learning rate will be reduced, the patience argument which controls the number of epochs with no improvement after which learning rate will be reduced, and the threshold argument which measures the new optimum to only focus on significant changes. We choose the searching grid for the starting step size using the same strategy for stagewise step decay above, i.e., first running SGD with a constant step size to search for a good starting step size, then search over a grid centering on the found value, which results in the grid \{0.004, 0.007, 0.01, 0.04, 0.07\} (FashionMNIST) and \{0.01, 0.04, 0.07, 0.1, 0.4\} (CIFAR10/100). We also explore the searching grid of the factor argument over \{0.1, 0.5\}, the patience argument over \{5, 10\} (CIFAR10) or \{3, 6\} (FashionMNIST/CIFAR100), and the threshold argument over \{0.0001, 0.001, 0.01, 0.1\}.

For each setting, we choose the combination of hyperparameters that gives the best final validation loss to be used in testing. Also, whenever the best performing hyperparameters lie in the boundary of the searching grid, we always extend the grid to make the final best-performing hyperparameters fall into the interior of the grid.

### A.4.2. Natural Language Inference

**Dataset** We conduct this experiment on the Stanford Natural Language Inference (SNLI) dataset (Bowman et al., 2015) which contains 570k pairs of human-generated English sentences. Each pair of sentences is manually labeled with one of three categories: entailment, contradiction, and neutral, and thus forms a three-way classification problem. It captures the task of natural language inference, a.k.a. Recognizing Textual Entailment (RTE).

**Model** We employ the bi-directional LSTM of about 47M parameters proposed by Conneau et al. (2017). Except for replacing the cross-entropy loss with an SVM loss following Berrada et al. (2019), we leave all other components unchanged (codes can be found here). Like them, we also use the open-source GloVe vectors (Pennington et al., 2014) trained on Common Crawl 840B with 300 dimensions as fixed word embeddings.

**Training** During the validation stage, we tune each method using the grid search. The initial learning rate of each method is grid searched over \{0.00001, 0.0001, 0.001, 0.01, 0.1, 1\}. And the \(\alpha\) of the exponential step size is searched over a grid such that the ratio \(\eta_T / \eta_0\), where \(\eta_T\) is the step size in the last iteration, is over \{0.0001, 0.001, 0.01, 0.1, 1\}. Following (Berrada et al., 2019), for each hyperparameter setting, we record the best validation accuracy obtained during training and select the setting that performs the best according to this metric to do the test. The testing stage is repeated with different random seeds for 5 times to eliminate the influence of stochasticity.

We employ the Nesterov momentum (Nesterov, 1983) of 0.9 without dampening (if having this option), but do not use weight decay. The mini-batch size is 64 and we run for 10 epochs.

**Results** We compare the exponential and the cosine step sizes with Adagrad, Adam, AMSGrad (Reddi et al., 2018), BPGrad (Zhang et al., 2018), and DFW (Berrada et al., 2019). From Figure 4 and Table 2, we can see that cosine step size remains the best among all methods, with exponential step size following closely next.

Table 2. The best test accuracy achieved by each method. The ± shows 95% confidence intervals of the mean accuracy value over 5 runs starting from different random seeds.

| Methods       | Test Accuracy   |
|---------------|-----------------|
| Adam          | 0.8479 ± 0.0043 |
| AdaGrad       | 0.8446 ± 0.0027 |
| AMSGrad       | 0.8475 ± 0.0029 |
| DFW           | 0.8412 ± 0.0045 |
| BPGrad        | 0.8459 ± 0.0030 |
| Exp. Step Size| 0.8502 ± 0.0028 |
| Cosine Step Size | 0.8509 ± 0.0033 |

<https://github.com/oval-group/dfw>
Figure 4. Training loss and validation accuracy curves, averaged over 5 independent runs, on using different methods to optimize a Bi-LSTM to do natural language inference on the SNLI dataset. (The shading of each curve represents the 95% confidence interval computed across five independent runs from random initial starting points.)

A.4.3. SYNTHETIC EXPERIMENTS

We have theoretically proved that exponential and cosine step size can adapt to the level of noise automatically and converge to the optimum without the need to re-tune the hyperparameters. In contrast, for other optimization methods, re-tuning is typically critical for convergence. To validate this empirically, we conduct an experiment on a non-convex function 

\[ g(r, \theta) = (2 + \cos \frac{\theta}{2} + \cos 4\theta) r^2 \left( \frac{5}{3} - r \right) \]  

(Zhou et al., 2017), where \( r \) and \( \theta \) are the polar coordinates, which satisfies the PL condition when \( r \leq 1 \).

**Proof of PL condition.** We now prove that 

\[ f(x, y) = g(r, \theta) = (2 + \cos \frac{\theta}{2} + \cos 4\theta) r^2 \left( \frac{5}{3} - r \right) \]  

satisfies the PL condition when \( r \leq 1 \).

Obviously, 
\[ 2 + \cos \frac{\theta}{2} + \cos 4\theta \geq \frac{1}{2} \]  
as \( \cos \theta \in [-1, 1] \).

When \( r \leq 1, \frac{5}{3} - r \geq \frac{2}{3} \), thus \( f(x, y) \geq 0 \), and \( f^* = f(0, 0) = 0 \).

We first calculate derivatives in polar coordinates

\[
\frac{\partial g}{\partial r} = \left( \frac{10r}{3} - 3r^2 \right) \left( 2 + \frac{\cos \theta}{2} + \cos 4\theta \right),
\]

\[
\frac{\partial g}{\partial \theta} = \left( -\frac{\sin \theta}{2} - 4\sin 4\theta \right) r^2 \left( \frac{5}{3} - r \right).
\]
Then, from the relationship between derivatives in Cartesian and polar coordinates, we have

\[
\frac{||\nabla f(x,y)||^2}{2(f(x,y) - f^*)} = \frac{\left(\frac{\partial g}{\partial r}\right)^2 + \frac{1}{r^2} \left(\frac{\partial g}{\partial \theta}\right)^2}{2(2 + \frac{\cos \theta}{2} + \cos 4\theta)r^2(\frac{5}{3} - r)} + \frac{(\sin \theta - 4 \sin 4\theta)^2(\frac{5}{3} - r)}{2(2 + \frac{\cos \theta}{2} + \cos 4\theta)} \
\geq \frac{(\frac{10}{3} - 3r)^2}{4(\frac{5}{3} - r)} \geq \frac{1}{24}.
\]

We compare SGD with decay rules listed in (5), SGD with constant step size, and Adam on optimizing this function. We consider three cases: the noiseless case where we get the exact gradient in each round, the slightly noisy case in which we add independent Gaussian noise with zero mean and standard deviation 0.05 to each dimension of the gradient in each round, and the noisy case with additive Gaussian noise of standard deviation 1.

We tune hyperparameters for all methods on the noiseless case such that they all obtain roughly the same performance after 100 iterations. We then apply those methods directly to the two noisy cases using the same set of hyperparameters obtained in the noiseless case. To reduce the influence of stochasticity, we average on 100 independent runs with different random seeds. Results shown in Figure 5 demonstrate that both exponential and cosine step size behave as the theory predicts and has no problem on converging towards the optimum when the noise level changes. In contrast, after the initial decrease in the sub-optimality gap, other methods all end up oscillating around some value which is method-specific and related to the noise level.