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Local differential privacy has been considered the standard measurement for privacy preservation in distributed data collection. Corresponding mechanisms have been designed for multiple types of tasks, like the frequency estimation for categorical values and the mean value estimation for numerical values. However, the histogram publication of numerical values, containing abundant and crucial clues for the whole dataset, has not been thoroughly considered under this measurement. To simply encode data into different intervals upon each query will soon exhaust the bandwidth and the privacy budgets, which is infeasible for real scenarios. Therefore, this paper proposes a highly efficient framework for differentially private histogram publication of numerical values in a distributed environment. The proposed algorithms can efficiently adopt the correlations among multiple queries and achieve an optimal resource consumption. We also conduct extensive experiments on real-world data traces, and the results validate the improvement of proposed algorithms.

1. Introduction

Integrating the IoT with strong intelligent capability has been one major trend of the IoT system design. However, one prominent prerequisite of AI-driven IoT is the ubiquitous support of sensing data [1]. Recently, the pervasive adoption of smart devices provides unprecedented opportunities for data collection, benefiting the development of AI-driven IoTs [2]. However, the severe concerns on privacy have thwarted the data sharing. Therefore, this paper introduces a novel framework for distributed data statistic collection in IoTs, especially the statistics over numerical data.

Within the privacy preserved data collection, local differential privacy [3] has dramatically extended the capability on the derivation of diverse statistic information in distributed manners [4, 5]. It jointly preserves the sensitive information for data contributors under strict privacy preservation, while allowing the absence of a trusted third party as the data coordinator. It is widely accepted that LDP will be the future design principle for distributed data query with strong privacy preservation. Corresponding techniques have already been adopted by popular systems including Google Chrome [6], where contents are collected to evaluate the frequently visited websites. Currently, the studies are majorly and pervasively conducted on the frequency estimation of categorical data [7] and the mean value estimation for numerical data [8]. In this work, we consider another important topic, the histogram publication for numerical data under LDP, which is both critical and not well-handled.

The histogram provides some essential information for numerical values and can facilitate multiple services [9]. For example, understanding the distribution of health status among populations will be pivotal for policy making, which could be achieved by knowing the scales of exercises through the fitness data. The histograms can also work as a reference for numbers of values in concerned subranges, as they can be estimated via several consecutive bars in histograms. Actually, the histogram provides more abundant knowledge compared to the mean value and summation, especially for its capability on providing the contouring for data distribution. However, to mindlessly share the data for histogram publication will severely breach the privacy for contributors
[10], leading to numerous threats. For instance, the fitness data will reveal many details of a person, resulting in the pushing of spam advertisements and the raising on insurance fees. Fortunately, the local differential privacy provides potential opportunities for privacy-preserved histogram construction among multiple data contributors, even with a malicious data curator [11, 12]. Contributors can publish perturbed values to the data curator, which will aggregate the values and share it with data consumers without gaining significant knowledge on real values.

However, the implementation of the data collection must be carefully designed, as contributors are less willing to consume too much bandwidth and privacy budgets [13]. Firstly, contributors may have to spend their network resources to upload the numerical values to the data curators [14]. This is extremely unwillingness when many consumers request histograms with heterogeneous intervals. The heterogeneous histograms are common for consumers, as they usually hold different granularities of partition on the range. Some of them expect a moderate granularity on the whole range, while others may be interested in fine-grained histograms on some subintervals. Contributors will perturb the data values multiple times since the results are usually not reusable. The data value could fall in different intervals for different queries. Secondly, multiple data consumers may collude with each other and share their results. Then, the privacy of contributors will be pushed to an unexpected risk, due to the compositional property of local differential privacy.

Considering both challenges, current studies on LDP fails to provide rational solutions. Existing works can be categorized into two folds: LDP for categorical values and numerical values. The first fold mainly focuses on the frequency estimation, and they differ in how they achieve a balance between the variance and the bandwidth consumption. However, they are incapable for the histogram publication for numerical values, as there is no inherent category for a numerical value. An encoding result generated for one histogram could be totally inapplicable for another one. The second fold of studies is mainly designed for the mean value estimation over numerical data, where original data are usually perturbed into one of two fixed values [15] under LDP. The perturbed values are gathered by the data curator for estimation. However, there are few studies designed for the histogram publication under LDP.

To mitigate the gap, this paper for the first time thoroughly studies the problem of histogram publication over numerical values under LDP. In our framework, multiple data contributors each hold one numerical data. One semi-honest data collector acts as the data collector, and multiple data consumers post their queries with corresponding granularities on histograms. The data curator will distribute the queries to contributors, who will later upload their noisy contents to derive the requested histograms.

We first propose two algorithms design for single and multiple histogram publication. The algorithms apply the idea of random response and take advantage of the fact that intervals of different histograms can be overlapped. The proposed algorithms are proved to achieve the optimal bandwidth consumption and privacy preservation, thus improving the efficiency for histogram publication. This paper also theoretically analyzes the accuracy and variance for the derived histogram results, together with the satisfaction on local differential privacy. Finally, we evaluate the performance of all proposed algorithms on real-world datasets, and the results reveal both the high utility and improved efficiency for the published values. As far as we know, this is the first work focusing on the efficient histogram publication for numerical values under LDP. Our main contribution includes the following:

(i) A novel framework for histogram publication over numerical data in distributed manners
(ii) Two efficient algorithms for distributed histogram publication under LDP, where both the data curator and consumers are semihonest
(iii) Theoretical analysis on the accuracy, the efficiency, and the privacy preservation
(iv) Extensive experiments on real dataset to validate the performance of proposed algorithms

The rest of the paper is organized as follows. Section 2 reviews the literature works. Section 3 proposes the problem formulation and some preliminaries. Section 4 introduces two algorithms for histogram publication. The evaluation results are shown in Section 5. Section 6 concludes the paper.

2. Related Work

2.1. Local Differential Privacy. Local differential privacy [3] has been currently treated as the standard principle of privacy preservation for distributed data publication. Existing works can be organized into two major categories: the privacy preservation for categorical values and numerical values.

As for the categorical values, Google designs RAPPOR and Basic RAPPOR methods [6] to collect the web logs from users in a private manner. In these methods, the detailed web logs will not be disclosed, while the service provider can still extract reliable information like frequently visited websites. Following the solutions, subsequent studies are conducted both to extend the capability of data collection and to reduce the requested bandwidth. The covered topics include the histogram distribution [16], the general graph structures [17], the outliers [18], range counting [19], and the frequent items [7, 20]. There are also some works [15] trying to conclude current studies on LDP and providing guidelines for applications. The efficiency of these methods is analyzed and discussed. However, these works are majorly designed for categorical values [21], where each data item has an inherent category. As for the numerical values, the extension is nontrivial. Either multiple encoded vectors or extremely large bandwidth is required.

The publication of numerical values [22] has also been studied by several works [23, 24]. Current trends of studies mainly focus on the differentially private estimation of the mean value [8, 25, 26]. Duchi et al. initially propose a
mechanism [8] for numerical data collection under LDP. The mechanism encodes each datum into one of two fixed values, which are later decoded and aggregated for analysis. Some other studies argue that the perturbed values fall out the original ranges, and designs improved mechanisms for better utilities [24]. The publication of other types of data, like the key-value data, is also studied [27]. However, all such methods are majorly designed for mean value estimation and incapable for the histogram publication.

2.2. Differential Privacy. The histogram publication is also a typical task for data publication under typical differential privacy [9, 28–31]. These works handle the differentially private releasing of histograms on different types of data structure, including the numerical values, hierarchical structures, general graphs, or other sophisticated schemas [32]. Corresponding mechanisms are proposed to reduce the scale of injected noise. All such methods request the existence of a trusted third party and ignore the bandwidth consumption during data collection.

2.3. Distributed Privacy-Preserved Data Publication. The distributed publication of private IoT data [33] has long been considered a primary task and focus. Typical techniques like K-anonymity are applied where the content held by each participant is at least indistinguishable among other K −1 participants. These works mainly achieve this by mixing the contents among a group of related participants [34–36]. For example, Palanisamy and Liu [37] propose a method for sensitive location concealing, by exchanging information with users in the same region. However, these studies mainly focus on the location data, which is just one domain of IoT data, the guarantees on privacy are also divergent from the differential privacy.

3. Problem Formulation

This section first provides the corresponding settings for the privacy-preserved histogram publication and then introduces some preliminaries on local differential privacy.

3.1. Problem Formulation. N data contributors are involved in the system, denoted as \(\{u_1, u_2, \ldots, u_N\}\). Each contributor \(u_i\) holds one content \(d_i\) to be published. As our framework considers the publication of numerical values, each content \(d_i\) is assumed to fall in the range of \([D_L, D_U]\), where \(D_L\) and \(D_U\) stand for the minimum and maximum values.

One data curator collects the contents from contributors and publishes them to data consumers. Specifically, each data consumer provides \(l_j\) as the length of intervals in histogram queries, constituting the query set \(I_1, I_2, \ldots, I_M\). The data curator first publishes the request to contributors. Upon receiving feedbacks, the data curator aggregates and derives the results for different queries. It allocates each received content \(d_i\) into the \(i\)th interval \(C_{jk}\) for \(j\)th query, where \(D_L + (C_{jk} - 1)|l_j| \leq d_i \leq D_L + C_{jk}|l_j|\). The aggregated counting \(R_{jk}\)s are returned to different data consumers as the final outputs. As for each data contributor, the total bandwidth spent on the uploading of \(d_i\) is denoted as \(B_i\).

3.1.1. Adversarial Model. In our framework, the data curator and the consumers are both malicious. They are honest-but-curious, which means they will infer the true values upon receiving the results. In this work, we adopt the local differential privacy as the measurement for privacy preservation. LDP allows the arbitrary background knowledge of adversaries while preserving the private contents for data owners. With LDP, a data contributor \(u_i\) will publish a noisy version of the content \(d_i\) to the data curator, which could be either a value or some relative data structure. The formal definition of local differential privacy is shown in Definition 1.

Definition 1 (local differential privacy). An algorithm \(Q(\cdot)\) satisfies \(\epsilon\)-local differential privacy \((\epsilon - \text{LDP})\) where \(\epsilon \geq 0\), if and only if for two arbitrary contents \(T_i\) and \(T_j\),

\[
\forall y \in \text{Range}(Q): \quad \Pr \left[ Q(T_i) = y \right] \leq e^\epsilon \Pr \left[ Q(T_j) = y \right],
\]

where Range(\(Q\)) denotes the set of all possible outputs of \(Q(\cdot)\).

Intuitively, the local differential privacy ensures no significant information will be disclosed to the data receivers with arbitrary background knowledge. The parameter indicates the degree of privacy, where a larger means data contributors are less sensitive and will produce more accurate results.

3.1.2. Design Object. In our framework, the data contributors try to minimize their bandwidth consumption during the data uploading, while their privacy preservation is guaranteed. The data curator and consumers try to maintain the high utility for the derived histograms. Corresponding results should be both accurate and stable. Generally, the optimization goal is formulated as follows:

\[
\min \sum_{i=1}^{N} B_i \quad \text{s.t.} \quad E \left( R'_{jk} \right) = R_{jk}, \quad \forall l_1, l_2, \ldots, l_M
\]

\[
d_i \text{ is preserved under LDP}, \quad \forall i \in \{1, 2, \ldots, N\}.
\]

3.2. Preliminaries. Local differential privacy has been applied as the fundamental method for distributed content collection with strong privacy preservation. The random response method provides some basic idea for the implementation of this property. We take the Basic RAPPOR as an example, which is designed for the publication of categorical data.

In Basic RAPPOR, assume there is a \(L\)-bits vector with binary entry, denoted as \(V = (v_1, v_2, \ldots, v_L)\). \(v_i = 1\) indicates the data item \(d\) belongs to the \(i\)th category; otherwise, \(v_i = 0\). Then, \(V^0\) can be generated by randomized response:

\[
\Pr \left[ V'[i] = 1 \right] = \begin{cases} 
1 - \frac{1}{2} f, & \text{if } V[i] = 1, \\
\frac{1}{2} f, & \text{if } V[i] = 0.
\end{cases}
\]
Finally, $V'$ will be sent to the data curator for subsequent analysis. Actually, this mechanism of perturbation achieves LDP property for vector $V$, which is proved by a previous work [15]:

**Theorem 2.** For an arbitrary vector $V = (v_1, v_2, \ldots, v_N)$, the Basic RAPPOR achieves $\epsilon$-LDP for $\epsilon = \ln \left( \left(1 - (1/2)f\right)/(1/2)^2 \right)$.

The data sampling, where contributors only partially upload their contents, is also a major strategy for resource saving in distributed data collection. It is believed that this can further reduce the disclosure of information. There are also some works arguing the amplification of the privacy preservation over data sampling. Li et al. have theoretically proved the effect [38], as is given in Theorem 3.

**Theorem 3.** Assume $F(\cdot)$ to be an $\epsilon$-differentially private algorithm and $S(\cdot)$ to be a sampling method algorithm. Then if $S(\cdot)$ is first applied to a dataset, which is later perturbed by $F(\cdot)$, the derived result satisfies $\ln\left(1 + P_0(e^\epsilon - 1)\right)$-differential privacy, where $P_0$ is the sampling probability.

Finally, the compositional property of differential privacy can also be merged with the LDP.

**Theorem 4** (sequential composition [39]). Let $\{F_1(\cdot), F_2(\cdot), \ldots, F_k(\cdot)\}$ be a set of functions satisfying differential privacy and the privacy budgets to be $\epsilon_1, \epsilon_2, \ldots, \epsilon_k$, respectively. Then applying all $F_i(\cdot)$s to one data item $d_0$ will provide a $\sum_{i=1}^{k} \epsilon_i$-differential privacy.

4. Distributed Histogram Publication under Local Differential Privacy

This section provides the algorithms for histogram publication. It first introduces the algorithm designed for single query; then an efficient algorithm designed for multiple queries is proposed.

4.1. Baseline Algorithm for Single Query. The first algorithm helps the data curator collect data from contributors for one single query. The main idea of this algorithm is to first convert the numerical value into categorical version and then applies typical mechanisms like the Basic RAPPOR. This conversion is feasible as a single query will provide a fixed partition on the whole range. We name the algorithm as Single Histogram Publication to distinguish it with subsequent methods, SHP for short.

In SHP, the data curator initially receives the query from data consumers, i.e., the width $l_0$ for each interval in histogram and the privacy budget $\epsilon_0$. The data curator pushes the parameters to all data contributors, together with the range $[D_L, D_U]$.

4.1.1. Local Encoding. Upon receiving the message, each contributor $u_i$ first encodes her value $d_i$ into vector

$$D_i = (0, \ldots, 0, 1, 0, \ldots, 0),$$

where the $j$th entry equals 1 when

$$D_L + (j - 1)l_0 \leq d_i \leq D_L + j \cdot l_0.$$  

With the vector $D_i$, SHP applies the typical perturbation mechanisms like Basic RAPPOR, where

$$f = \frac{2}{e^{\epsilon_0/2} + 1}.  \tag{6}$$

Assume the perturbed vector to be $D'_i$ and contributor $u_i$ uploads this vector to the data curator.

4.1.2. Decoding and Publishing. The data curator will first collect the vectors from all contributors. Then, it decodes and aggregates the vectors to derive the estimated counting for values in each interval. For each interval $C_i$, the number of contents that fall in this slot is calculated as

$$R_k = \left| \left\{ D'_i | D'_i = 1 \right\} \right| - 1/2 \cdot f \cdot N$$

where $|\cdot|$ indicates the number of elements in the set.

Finally, the data curator publishes the estimated results ($R_1, R_2, \ldots$) to the data consumer.

4.1.3. Analysis. Several properties should be analyzed for the proposed algorithm, including the accuracy for the derived results, the guarantee on privacy preservation, and the efficiency.

Firstly, SHP provides an unbiased estimation for the histogram when applying Basic RAPPOR as the perturbation mechanism. The analysis is as follows: according to the property of the perturbation mechanism, the data curator can aggregate the vectors and derive an unbiased estimation on the histogram, as

$$E(R_k) = R_k^0,  \tag{8}$$

where $R_k^0$ is the original result derived from all vectors $\{D_1, D_2, \ldots, D_N\}$. Meanwhile, SHP generates each vector $D_i$ by projecting $d_i$ into a corresponding interval. Then, the only 1 in $D_i$ exactly refers to the index of interval $d_i$ belonging to. Therefore, SHP can provide an unbiased estimation in each interval.

**Theorem 5** (unbiased estimation). The published result of SHP is an unbiased estimation for the real histogram, i.e.,

$$E(R_k) = \left| \left\{ d_i | D_L + (k - 1)l_0 \leq d_i \leq D_L + k \cdot l_0, \forall i \leq N \right\} \right|.$$

Furthermore, the variance of SHP is determined by the applied perturbation mechanism, as generating $D_i$ will introduce no extra randomness.
Now, we discuss the capability of privacy preservation of SHP. The analysis is also straightforward. The information in \( D_i \) is preserved with local differential privacy, where the privacy budget is \( \epsilon_0 \). Furthermore, \( D_i \) provides identical information with \( d_i \) in the histogram publication, according to the encoding phase. Therefore, SHP can preserve the private content for each contributor with expected differential privacy.

**Theorem 6** (local differential privacy). **SHP** can preserve the numerical content of each contributor with \( \epsilon_0 \) local differential privacy.

Finally, we briefly discuss the efficiency of SHP. The bandwidth spent on content uploading is \( O(\frac{(D_U - D_{\ell})/\ell_0}{\epsilon_0}) \).

The time complexity for each contributor is also \( O(\frac{(D_U - D_{\ell})/\ell_0}{\epsilon_0}) \) during the encoding phase and \( O(N \cdot (D_U - D_{\ell})/\ell_0) \) for the data curator during the decoding phase.

### 4.2. An Efficient Algorithm for Multiple Queries

This part gives the algorithm for histogram publication towards multiple queries. These queries could be heterogeneous on their widths of intervals, making the data publication nontrivial. To simply apply SHP for each query separately will consume huge bandwidths and privacy budgets. Therefore, the main idea of the proposed algorithm is to implement a single-time public meeting all queries, to improve the efficiency for contributors. The algorithm is named as **Composited Histogram Publication**, CHP for short.

Initially, the data curator receives the queries from multiple data consumers, each with a set of parameters \((I, \epsilon)\). CHP extracts the minimum privacy budget \( \epsilon_0 = \min \epsilon_i \), which will provide a more rigorous privacy preservation for contributors. Then, CHP adopts all \( I_i \). It first derives intervals for all queries and records the boundaries for these intervals as

\[
\{\{W11, W12, \ldots, W1K1\}, \{W21, W22, \ldots, W1K2\}, \ldots\}
\]

Then, CHP arranges all boundaries on one single line in an ascending order. The start point of the line is \( D_{\ell} \), and the end point of the line is \( D_U \). CHP merges multiple boundaries when they refer to the same value. After the arrangement, CHP derives an integrated partition on \([D_{\ell}, D_U]\), denoted as

\[
\{W_1, W_2, \ldots, W_{K_0}\}
\]

where \( W_1 = D_{\ell} \) and \( W_{K_0} = D_U \). At the end of this phase, CHP distributes the partition together with the privacy budget \( \epsilon_0 \) to all contributors.

#### 4.2.1. Local Encoding

Upon receiving the partition on whole range, each contributor \( u_i \) first encodes her value \( d_i \) into the vector similar with SHP:

\[
D_i = (D_{i1}, \ldots, D_{iK_0-1})
\]

where the \( D_{ij} = 1 \) when

\[
W_j \leq d_i \leq W_{jr+1}
\]

and \( D_{ij} = 0 \) otherwise.

With the vector \( D_i \), CHP also applies the typical perturbation mechanisms, for example, Basic RAPPOR, with the following perturbation probability:

\[
f = \frac{2}{e^{\epsilon_0/2} + 1}.
\]

Finally, the perturbed vector \( D_i' \) will be sent to the data curator.

#### 4.2.2. Decoding and Publishing

In this phase, the data curator will fuse the vectors collected from contributors and estimate the accumulated contents within each interval. Then, the data curator generates and publishes results for consumers, respectively.

In the first step, CHP estimates the counting \( R_k \) for each interval \([W_k, W_{k+1}]\) in the integrated partition as

\[
R_k = \frac{\|D_i'|D_{ij} = 1\|}{\frac{1 - 1/2 \cdot f \cdot N}{1 - f}}, \quad \forall k \leq K_0..\)

In the second step, for each consumer, CHP estimates the counting in each interval by accumulating the corresponding intervals in the integrated partition.

\[
R_{ij} = \sum_{h \neq p} R_{ih},
\]

where \( R_{ij} \) indicates the number of numerical values falling in range \([W_{ij}, W_{ij+1}]\) and \( W_{p} = W_{ij}, W_{g} = W_{ij+1} \).

Finally, the data curator distributes the corresponding result set \( R_i \) to each consumer.

#### 4.2.3. Analysis

Now, we analyze the performance for CHP. This part first proves that CHP can derive unbiased estimation of histograms for all data consumers. Then, the guarantee on differential privacy is given. Finally, this part shows the efficiency of CHP on bandwidth consumption.

The estimation in CHP includes three major steps: the generation of the integrated partition, the vector encoding and decoding, and the counting of outputs for each consumer. In the first step, CHP guarantees that there will be exactly a continuous set of intervals \([W_i, W_i+1, \ldots, W_{isp}]\), covering the same range for every \([W_jk, W_{jk} + 1]\). As for each of the interval in the set, the encoding and decoding in CHP will provide an unbiased estimation for the counting of numerical values inside. Finally, CHP estimates the result for \([W_{jk}, W_{jk} + 1]\) by adding up the results for intervals in \([W_i, W_i+1, \ldots, W_{isp}]\). This accumulation is a combination of unbiased estimation covering the same range, and thus, the final output is unbiased. The following theorem gives the corresponding conclusion.
Theorem 7 (unbiased estimation). In CHP, the data curator provides unbiased histograms for all data consumers.

Similar with SHP, the variance of the estimated result for CHP is also determined by the adopted perturbation mechanism. The major difference is the composition of multiple intervals during the final step, which will not change the scale of the variance.

Now, we discuss the property of differential privacy for CHP. It is obviously that CHP can provide $\epsilon_0$-local differential privacy for each contributor. The analysis is the same with SHP as CHP applies the similar idea for data encoding and perturbation.

Furthermore, CHP allows each contributor to publish only once to respond for all queries. This is different from the baseline solution where SHP has to be applied $M$ times, due to the heterogeneous partitions on the range. In the later case, it should be noticed that multiple data consumers could be malicious, and they will collude by sharing their results. Then, the actual privacy budget could be larger than $M \cdot \epsilon_0$, which is much worse and usually unacceptable for data contributors. Theorem 8 states this property.

Theorem 8 (local differential privacy). CHP preserves the numerical content of each contributor with $\epsilon_0$-local differential privacy, even if the data consumers are malicious and comprehensively share their results.

Finally, we discuss the efficiency of CHP. The bandwidth consumption for each contributor is no more than $O(\sum_{i=1}^{M} (D_U - D_L)/l_i)$. Accordingly, the time complexity for each contributor is also $O(\sum_{i=1}^{M} (D_U - D_L)/l_i)$, while the time complexity for the data curator in deriving the results is $O((\sum_{i=1}^{M} (D_U - D_L)/l_i)^2)$.

Actually, CHP also guarantees the minimum number of bits in providing unbiased estimation for all queries. This property indicates CHP achieves optimal efficiency on bandwidth consumption. Theorem 9 shows the property and analysis.

Theorem 9 (efficiency). With the unbiased perturbation mechanism, CHP achieves the unbiased estimation for all histograms with minimum number of encoding bits.

Proof 1. We prove the theorem by contradiction. To derive an unbiased estimation for all queries, the boundaries in each of them must also appear in the integrated partition. This is exactly the same with the construction of the integrated partition.

Now, assume that some consecutive intervals can be merged to reduce the total bits, i.e., $R_i$ and $R_j$, while the unbiased estimation is kept. Then, some boundaries in the integrated partition will be eliminated, i.e., the boundary between $R_i$ and $R_j$. This is contradicted with the requirement where the boundaries for all queries should be retained for unbiased estimation, as the boundary between $R_i$ and $R_j$ is generated according to some queries.

Therefore, no intervals in CHP could be merged, and the minimum number of encoding bits is achieved.

4.3. Discussion. Our framework assumes that each participant holds exactly one content. However, it can also fit participants with multicontents. The extension could be achieved by two strategies. In the first category, a participant can encode each of her content into one independent bit vector, and then uploads these vectors to the service provider. In this case, the total bandwidth of uploading is determined by the scales of contents and the bits for encoding. In the second category, a participant can first encode each of her content according to the first strategy. Then, these bit vectors will be accumulated, and each entry of the aggregated vector will record the total number of vector with “1” for the same entry in the vector. In this later case, the total number of bandwidth will be determined by the bits within one vector, which is significantly reduced when compared with the first strategy. We can also prove the results are still unbiased, which can be extended from Theorems 5 and 7.

5. Evaluation

This section evaluates the performance of the proposed algorithms. We adopt the salary data collected for normal citizens in the United States [40]. Specifically, we extract the information in New York city, San Francisco, and Baltimore, respectively. The statistics of the three cities are shown in Table 1. In our evaluation, multiple data consumers expect to derive the distribution of incoming levels in different granularities. Therefore, they will post their requests on histogram publication. The data contributors will publish their data to the consumers, and the privacy concerns and the bandwidth consumption should be treated. The data curator acts as the coordinator among the two sides.

As the extension of current studies on numerical values is nontrivial, we compare their performance with one baseline algorithm. In this algorithm, the data contributors respond to each consumer separately. To thwart the collusion among consumers, the baseline algorithm requests the consumers to share the privacy budgets among multiple responses, e.g., assume the total privacy budget to be $\epsilon_0$, then a contributor will apply $\epsilon_0/k$ budget to each of $K$ queries. We also compare the performance with the sampling algorithm.

The metric applied for the evaluation is the mean square errors (MSE for short). Furthermore, we run each test group 20 times to alleviate the influence of randomness.
5.1. Basic Performance. This part studies the basic performance for all proposed methods. We are interested in both the derived results and the overall effectiveness of the methods. The parameter settings are as follows: there are three consumers in the system, requesting 3-fold, 5-fold, and 7-fold histograms, respectively. They share the total budgets with $\epsilon = 15$, where the baseline algorithm partitions the budgets among all three consumers. Our proposed algorithms, on the other hand, can allocate all budgets in one output.

The results are shown in Figures 1–3. As we see, the proposed algorithms provide better utilities. They outperform the baseline algorithms in all groups and achieve more accurate shapes for histograms. The difference is actually very significant, when considering there are many data values belonging to some intervals to reduce the influence of randomness.

We also compare the MSE performance of all algorithms with various privacy budgets. In this group, the privacy budgets vary from 3 to 18. According to the results in Figure 4, the proposed algorithms can reduce the MSE for histograms. The improvement is more significant when the privacy budgets is relatively large. We can see that CHP will introduce few errors when $\epsilon = 18$, indicating the achievement of high accuracy. The reason is that the algorithms bypass the partition of budgets towards multiple queries, thus reducing the noise in published data.

Finally, the performance for San Francisco is worse than those for NYC and Baltimore. One potential reason is that
some intervals of histograms for San Francisco include few data values. However, the noise in the outputs still exists, which will be aggravated and lead to severe increase on MSE.

5.2. Heterogeneous Data Consumers. Within the real histogram publication, data consumers could be diverse on their behaviors. Therefore, the performance should be validated under different circumstances. In this part, three groups of data consumers are considered. The first group includes one single consumer, requesting a 10-fold histogram. The second group includes three data consumers requesting 3-fold, 5-fold, and 7-fold histograms. The third one has 5 consumers inside, whose requests are 3 folds, 5 folds, 7 folds, 10 folds, and 15 folds. The privacy budget is 15, and the sampling ratio is 0.8. The results are shown in Figure 5.

We observe that CHP and the sampling-based algorithm can maintain a similar performance among different groups, besides their low MSE. This is due to the fact that both algorithms request the data publication to be executed only once for multiple queries. Nevertheless, the baseline algorithm will execute the publication once for each queries. Then, the performance will suffer dramatic falling when the number of

![Figure 4: Mean square errors for histogram with various privacy budgets.](image1)

![Figure 5: Mean square errors with different numbers of queries.](image2)

![Figure 6: Encoding bits with different methods.](image3)
queries rises. We also observe that CHP reduces the number of total bits for encoding in Figure 6, which is already noticeable with very few queries.

We also compare the performance among different queries. Figure 7 shows the MSEs for 3-fold, 5-fold, and 7-fold histograms. According to the results, both CHP and the baseline algorithm can guarantee relatively similar performance on all queries. This again validates our analysis that the variance is determined by the privacy budgets, which are identical for different queries and their folds.

### 6. Conclusion

Local differential privacy provides novel paradigms for distributed and safety data queries. Various techniques have been designed towards heterogeneous categories of queries. However, the histogram, providing some essential information for the numerical data, has not been thoroughly considered. Existing methods are either incapable or lead to unwillingness resource consumption. As a result, this paper proposes a novel framework towards the differentially private publication of histogram over numerical values. A novel encoding mechanism is designed where the numerical data could be encoded once for multiple queries. It achieves highly efficient bandwidth consumption and can reduce the unnecessary waste on privacy budgets. The accuracy of derived results, the optimization on bandwidth consumption, and the strict privacy preservation are analyzed for all algorithms, and we also discuss the extension for online queries.
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