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Abstract

A novel approach to global gyrokinetic simulation is implemented in the flux-tube code stella. This is done by using a subsidiary expansion of the gyrokinetic equation in the perpendicular scale length of the turbulence, originally derived by Parra and Barnes [Plasma Phys. Controlled Fusion, 57 054003, 2015], which allows the use of Fourier basis functions while enabling the effect of radial profile variation to be included in a perturbative way. Radial variation of the magnetic geometry is included by utilizing a global extension of the Grad-Shafranov equation and the Miller equilibrium equations which is obtained through Taylor expansion. Radial boundary conditions that employ multiple flux-tube simulations are also developed, serving as a more physically motivated replacement to the conventional Dirichlet radial boundary conditions that are used in global simulation. It is shown that these new boundary conditions eliminate much of the numerical artefacts generated near the radial boundary when expressing a non-periodic function using a spectral basis. We then benchmark the new approach both linearly and non-linearly using a number of standard test cases.

1. Introduction

Numerical simulation has been an important tool for plasma physics and fusion research since the inception of particle-in-cell methods in the 1950s [1]. Subsequent developments, such as the formulation of the gyrokinetic system of equations [2, 3, 4] and flux-tube simulations that employ magnetic-field-following coordinates [5], have enabled computationally affordable numerical studies of otherwise enormously complex physical systems. These studies have been instrumental in various discoveries, such as the importance of zonal flows in reducing turbulent transport in axisymmetric systems [6] and novel plasma modes [7, 8]. Gyrokinetic simulations have also successfully matched turbulent heat fluxes from experimental data [9], have shown the importance of interactions between the ion and electron scales [10], and have been used to predict new phenomena that have been borne out in experiment [11]. For a review on the history and state of the art of plasma simulation for fusion science, see White and Görler [12] and references therein.

Gyrokinetic simulation of tokamak and stellarator plasmas can be divided into two distinct but related paradigms, that of ‘global’ and ‘local’ simulation. In the global paradigm, which was the original approach used in early gyrokinetic studies [13], the entire physical device (or a finite portion thereof) is modelled, which includes the spatial variation of the magnetic geometry and pressure profiles which make up the equilibrium state. This approach has the advantage of being able to capture effects arising from radial profile variation, such as turbulence spreading [14]. However, due to radial variation in the equilibrium temperature and magnetic geometry, the gyro-averaging operator becomes spatially dependent, and thus difficult to calculate; early studies were forced to adopt simplifications that made calculation of the gyroaverage tractable. More sophisticated, non-spectral gyroaveraging schemes have also been developed [15, 16], but these schemes either suffer from low accuracy or high computational cost [17]. Additionally, global simulations typically use Dirichlet boundary conditions which nullify perturbations at the radial
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boundaries. With sufficiently large ‘buffer’ regions at the radial boundaries, such boundary conditions are hoped to be ‘benign’, though it is unclear what effects they have on physical observables without detailed studies for each simulation [18]. The ‘local’ paradigm stems from the development of the flux-tube domain [5], which considers an infinitesimally thin box elongated along a magnetic field line. As the flux-tube samples the equilibrium profiles at a specific radial location, the gyrokinetic equation becomes homogeneous in the direction perpendicular to the magnetic field, and so statistical periodicity can be assumed, allowing the use of Fourier spectral methods and thereby permitting an analytical treatment of the gyroaveraging operator. This development led to a number of fixed-grid gyrokinetic codes (e.g., [19, 20, 21]) that can probe the local characteristics of turbulence with high fidelity at only moderate computational costs. This, however, came at the expense of neglecting any influence from the effects of radial profile variation.

Formally, local gyrokinetics is the \((k_\perp L)^{-1} \rightarrow 0\) limit of global gyrokinetics, and numerical studies have indeed shown this to be the case [22]. Here, \(k_\perp\) is the inverse scale length of the fluctuations across the magnetic field and \(L\) is a characteristic large-scale size (such as the device minor radius \(a\)). Recently, it has been shown by Parra and Barnes [23] that the local and global approaches to gyrokinetic simulation can be bridged using an appropriate expansion of the gyrokinetic equation, and that an approach that sits between the local and global paradigms can be formulated. Indeed, radial profile variation of the pressure has been recently implemented in the flux-tube code CGYRO using periodic triangle waves [24, 18]. In this manuscript, we formulate a new approach to hybrid global-local gyrokinetics that is related to the one laid out in [23], which includes novel boundary conditions, equilibrium flow shear algorithms, and sources and sinks. We then implement our approach using an extended version of the gyrokinetic flux-tube code stella [25], benchmark it against a number of standard linear and nonlinear test cases, and discuss some limitations with regards to the novel radial boundary conditions.

This paper is organized as follows: in §2 we describe the gyrokinetic equation and lay out the theoretical framework that underlies our approach to global gyrokinetics. The numerical implementation of our approach in the flux-tube code stella is explained in §3, with additional details on the profile variation of magnetic geometry, the moments of the distribution function and the fluxes given in Appendix A and Appendix B. In §4 we perform benchmarks of our global approach and compare it to stella in local operation. Finally, we offer concluding remarks in §5.

2. Theoretical Model

2.1. Gyrokinetic equation

The stella code numerically solves the first-order \(\delta f\) gyrokinetic equation, which is derived by taking the Vlasov equation and then imposing the ordering

\[
\epsilon \sim \rho_s \sim \frac{\delta f_s}{f_s} \sim \frac{\omega}{\Omega_i} \sim \frac{k_\parallel}{k_\perp} \sim \frac{Z_s e \varphi}{T_s} \ll 1, \tag{1}
\]

where \(\epsilon\) is the ordering parameter, \(\rho_s \sim \rho_{\text{ref}}/L\), \(\rho_{\text{ref}}\) is a reference thermal gyroradius where \(\rho_{\text{ref}} \sim \rho_i\) and \(\rho_i = v_\parallel/\Omega_i\) is the ion gyroradius, \(v_\perp\) is the velocity perpendicular to the magnetic field, \(f_s\) and \(\delta f_s\) are respectively the total and perturbed distribution function for species \(s\), \(\omega\) is a characteristic frequency of the perturbations, \(\Omega_i\) is the ion gyrofrequency, \(k_\parallel\) is the characteristic inverse scale length of the perturbations along the magnetic field, \(Z_s\) is the charge number, \(e\) is the (positive) unit charge, \(\varphi\) is the electrostatic potential and \(T_s\) is the temperature for species \(s\). This ordering allows one to average over the fast gyromotion of charged particles in a strong magnetic field, which removes the dependence of the particle gyrophase. Thus, the dimensionality of phase space is reduced to three spatial dimensions and two velocity dimensions. Additionally, the fast gyrofrequency timescale is removed from the system. Finally, it is assumed that \(f_s = F_s + \delta f_s\), where \(F_s\) is a stationary background Maxwellian distribution given by

\[
F_s = n_s \left( \frac{m_s}{2\pi T_s} \right)^{3/2} \exp\left( -\frac{m_s v^2_\parallel}{2T_s} - \frac{\mu_s B}{T_s} \right). \tag{2}
\]

Here, \(s\) is the species index; \(m_s\) and \(n_s\) are the particle mass and density for species \(s\), respectively; \(v_\parallel = \hat{b} \cdot \mathbf{v}\); \(\hat{b}\) is the unit vector along the magnetic field; \(\mu_s = m_s v^2_\parallel / 2B\) is the magnetic moment; and \(B\) is the magnitude of the magnetic
across flux surfaces, are given by the toroidal unit vector, $\mathbf{\hat{b}} \cdot \nabla \phi_R = \mu_s \mathbf{\hat{b}} \cdot \nabla B / \mu_s$, perpendicular to the magnetic field; the only variation of these quantities that persists is along the magnetic field. Locally gyrokinetics typically assumes periodicity in a statistical sense in the perpendicular directions, and thus local flux-$\alpha$ Clebsch coordinates $z$ are respectively ordered $\rho_s$ and $\mu_s^2$ compared to the magnetic drifts, and so are not included in equation (3), while the terms dealing with perpendicular and parallel flow shear are retained. In order to close equation (3), $\varphi$ must be determined. This is done using the quasineutrality equation

$$\sum_s Z_s \delta n_s = \sum_s Z_s \int d^3v \left( \langle g_s \rangle_r + \frac{Z_s e}{T_s} F_s \langle \langle \phi \rangle_r \rangle_r - \varphi \right) = 0,$$

where $\delta n_s$ is the perturbed gyrocenter density for species $s$, $\langle \cdots \rangle_r$ is the gyroaverage taken at constant particle position $r$ and the Debye length is taken to be much smaller than the electron gyroradius.

The first order $\delta f$ gyrokinetic equation (3) forms the basis of both conventional global gyrokinetics and local flux-tube gyrokinetics, the latter being the $(k, L)^{-1} \rightarrow 0$ limit of the former [23]. To be more precise, for global gyrokinetics the geometrical coefficients and background pressure profiles [the underlined terms in (3)] are allowed to vary in all spatial directions. In addition, the gyroaveraging operator may also have spatial dependence. As $(k, L)^{-1} \rightarrow 0$, these terms no longer vary across turbulent eddies and can thus be treated as constants in the directions perpendicular to the magnetic field; the only variation of these quantities that persists is along the magnetic field. Local gyrokinetics typically assumes periodicity in a statistical sense in the perpendicular directions, and thus local flux-tube gyrokinetics is routinely performed using a pseudo-spectral approach on a Fourier basis and field-line-following Clebsch coordinates $\alpha$ and $\psi$, where $\psi$ is a flux label, $\alpha$ labels a fieldline, and $\mathbf{B} = \nabla \alpha \times \nabla \psi$. The coordinate along the direction of the magnetic field, denoted by $\zeta$, is typically chosen in a way to simplify the underlying equations; some examples are the arc length along the magnetic field line, the toroidal angle $\zeta$ or the poloidal angle $\theta$. 

Field. Neglecting electromagnetic effects and collisions, and considering only toroidal flow [26], the gyrokinetic equation is given by

$$\frac{\partial \mathbf{g}_s}{\partial t} + R \Omega_z \mathbf{\hat{z}} \cdot \nabla \mathbf{g}_s = \sum_s \mathbf{\hat{b}} \cdot \nabla \mathbf{g}_s + \sum_s \mathbf{\hat{b}} \cdot \frac{Z_s e}{T_s} F_s \mathbf{\hat{b}} \cdot \nabla \langle \phi \rangle_R = \frac{\mu_s \mathbf{\hat{b}} \cdot \nabla B}{\mu_s} \frac{\partial \mathbf{g}_s}{\partial \varphi},$$

$$+ v_{\text{M}_s} \cdot \left( \nabla \perp \mathbf{g}_s + \frac{Z_s e}{T_s} F_s \nabla \perp \langle \phi \rangle_R \right) + \left( \langle \mathbf{v}_E \rangle_R \cdot \nabla \perp \langle \phi \rangle_R + \langle \mathbf{v}_E \rangle_R \cdot \nabla \parallel \langle \phi \rangle_R \right) + \frac{m_s}{T_s} \mathbf{I} \mathbf{\hat{b}} \cdot \langle \mathbf{v}_E \rangle_R \cdot \nabla \perp \varphi = 0,$$

where $g_s(R, \varphi, \mu_s, t) \equiv \langle \delta f \rangle_R$ is the perturbed gyrocenter distribution function for species $s$, underlines indicate coefficients that have spatial dependence, $\langle \cdots \rangle_R$ denotes gyroaveraging at constant gyrocenter position $R = r - \mathbf{\rho}$, $\rho = \mathbf{\hat{b}} \times v / \Omega_z$ is the gyroradius vector, $\Omega_z$ is the gyrofrequency for species $s$, $R$ is the device major radius, $\varphi$ is the toroidal unit vector, $I = R \Omega_z$ where $B_T$ is the toroidal magnetic field strength, $\Omega_z$ is the toroidal rotation which varies across flux surfaces, $\nabla \parallel \mathbf{B}$ is the gradient taken at constant kinetic energy $E = m_s v^2 / 2$, the magnetic and $\mathbf{E} \times \mathbf{B}$ drifts are given by

$$\mathbf{v}_{\text{M}_s} = \frac{\mathbf{b}}{\Omega_z} \times \left( \frac{\mu_s}{m_s} \nabla B + v_{\|} \mathbf{\hat{b}} \right),$$

$$\mathbf{v}_E = \frac{c}{B} \mathbf{\hat{b}} \times \nabla \perp \varphi,$$

respectively, $c$ is the speed of light, $\mathbf{k} = \mathbf{\hat{b}} \cdot \nabla \mathbf{b}$ is the magnetic field curvature and $\mathbf{E}$ and $\mathbf{B}$ are the electric and magnetic fields, respectively. The gyrokinetic equation (3) is boosted to the frame moving along the mean toroidal flow $R \Omega_z$. This flow is assumed to be subsonic, i.e., $R \Omega_z \sim c \nu_{\text{th}}$, and is allowed to have a strong flow gradient, i.e. $R^2 \Omega_z \sim c \nu_{\text{th}}$, where prime denotes differentiation with respect to $r$. This ordering implies that the Coriolis and centrifugal drifts, given by

$$\mathbf{v}_{\text{Coriolis}, s} = \frac{2 c \nu_{\text{th}}}{\Omega_z} \mathbf{\hat{b}} \times \left[ \left( \nabla \mathbf{\mathbf{r}} \times \mathbf{\hat{z}} \right) \times \mathbf{\hat{b}} \right],$$

$$\mathbf{v}_{\text{centrifugal}, s} = - \frac{R \Omega_z^2}{\Omega_z} \mathbf{\hat{b}} \times \nabla \mathbf{\mathbf{r}} \mathbf{R},$$

are respectively ordered $\rho_s$ and $\mu_s^2$ compared to the magnetic drifts, and so are not included in equation (3), while the terms dealing with perpendicular and parallel flow shear are retained. In order to close equation (3), $\varphi$ must be determined. This is done using the quasineutrality equation

$$\sum_s Z_s \delta n_s z = \sum_s Z_s \int d^3v \left( \langle g_s \rangle_r + \frac{Z_s e}{T_s} F_s \langle \langle \phi \rangle_r \rangle_r - \varphi \right) = 0.$$
2.2. Subsidiary expansion of the gyrokinetic equation

In practice, while local simulations employ the \((k_z L)^{-1} \rightarrow 0\) limit, the extent of their radial domains are typically the size of hundreds of gyroradii and thus cannot be considered ‘small’ when compared to typical device parameters; it is this largeness of the radial box size that we exploit in order to incorporate profile variation in local flux-tube gyrokinetics. Defining the parameter \(\Delta = \ell_s/L\), where \(\ell_s\) is the radial extent of a simulation, we now impose a subsidiary expansion on the gyrokinetic equation (3) using the ordering

\[
\epsilon \ll \Delta \sim \frac{1}{k_z L} \ll 1. \tag{7}
\]

This ordering allows us to include the effects of profile variation without needing to go to higher order in \(\rho_s\).

In this manuscript, we focus on the radial profile variation found in axisymmetric geometry which is relevant to tokamaks. We defer the treatment of the ‘full flux surface’ version of \textit{stella}, which includes azimuthal variation found in three-dimensional systems relevant to stellarators, to a later publication. For tokamak geometry and equilibria, axisymmetry implies that, while we only consider profile variation along the magnetic field and across flux surfaces, radically global \textit{stella} is also toroidally global, without needing any further consideration of the binormal direction \(\hat{\nu}\) (the direction perpendicular to the magnetic field lying within a flux surface). In order to make \textit{stella} fully global, one must also include higher order effects in the parallel physics, such as the parallel nonlinearity (see references in footnote 1) and higher order parallel derivatives in the particle drifts [36]; these extra terms are not considered in this manuscript.

To perform the subsidiary expansion given in (7), we first normalize the gyrokinetic equation to render it dimensionless. In general there are two ways to do this: have the normalizing quantities vary across flux surfaces or have them fixed to a reference surface at some radial position \(r_0\). While the former is the most economical in terms of the velocity space resolution required, it introduces additional derivatives to the gyrokinetic equation (including with respect to \(\mu_s\)) as well as complicating the multiple flux-tube boundary conditions given in §2.4. The \textit{stella} code is efficiently parallelized over velocity space, allowing for large velocity-space grids, and so we opt for normalization at a fixed reference position. Denoting reference values using a subscript ‘\(\text{ref}\)’ and normalized quantities with a tilde,

\[
\tilde{v} = \frac{v}{v_{\text{th}}(r_0)}, \quad \tilde{\nabla} = \frac{\nabla}{v_{\text{th}}(r_0)}, \quad \tilde{B} = \frac{B}{B_{\text{ref}}}, \quad \tilde{m}_s = m_s/m_{\text{ref}},
\]

\[
\tilde{\nu} = \frac{\nu}{v_{\text{th}}(r_0)}, \quad \tilde{T} = T/\langle T \rangle_{\text{ref}}, \quad \tilde{\Omega}_s = a\Omega_s/\langle \Omega_s \rangle_{\text{ref}}. \quad \text{Here,} \quad v_{\text{th}} = \sqrt{2T_{\parallel}(r)/m_s}. \quad \text{We also normalize time to}
\]

\[
\tilde{t} = \frac{t}{v_{\text{th}}(r_0) \langle \Omega_s \rangle_{\text{ref}}}, \quad \tilde{r} = \frac{r}{r_0}, \quad \tilde{\rho}_s = \frac{\rho_s}{\rho_{\text{ref}}}, \quad \tilde{\ell}_s = \frac{\ell_s}{L}, \quad \tilde{\Omega}_s = \frac{\Omega_s}{\Omega_{\text{ref}}}, \quad \tilde{\mu}_s = \frac{\mu_s}{\mu_{\text{ref}}}, \quad \tilde{\epsilon}_s = \frac{\epsilon_s}{\epsilon_{\text{ref}}},
\]

\[
\text{where} \quad \langle \cdot \rangle_{\text{ref}} = \int_{\Omega_{\text{ref}}} \frac{d^3\Omega}{4\pi} \langle \cdot \rangle.
\]

\[
\text{The quasineutrality equation is also normalized,}
\]

\[
\sum_s Z_s \tilde{\beta}_s(r_0) \int d^3\tilde{\varphi} \left( \frac{\langle \tilde{\varphi} \rangle_r}{\langle \tilde{\varphi} \rangle_r} + \frac{Z_s}{T_s(r)} \frac{F_s(r_0)}{F_s(r_0)} e^{-\eta(r_0)/m_s} \langle \tilde{\varphi} \rangle_r \right) = 0. \tag{10}
\]

\(^1\text{It is worthwhile to point out that most global gyrokinetic codes do not retain all higher order terms in} \rho_s, \text{e.g., diamagnetic flows [27, 28, 29, 30] and the parallel nonlinearity [31, 32, 33, 34, 35].} \]
2.2.1. Radial variation of pressure and magnetic geometry

The expansion in $\Delta$ outlined in §2.1 allows us to incorporate variation of the equilibrium pressure profiles into global stella by considering their Taylor expansions around a central radial location $r_0$:

$$n_s(r) = n_s(r_0) + \frac{d n_s}{d r} \bigg|_{r=r_0} (r - r_0) + \frac{1}{2} \frac{d^2 n_s}{d r^2} \bigg|_{r=r_0} (r - r_0)^2 + \ldots, \quad (11a)$$

$$T_s(r) = T_s(r_0) + \frac{d T_s}{d r} \bigg|_{r=r_0} (r - r_0) + \frac{1}{2} \frac{d^2 T_s}{d r^2} \bigg|_{r=r_0} (r - r_0)^2 + \ldots. \quad (11b)$$

The inclusion of the new terms $n_s'(r)$ and $T_s'(r)$, where primes denote differentiation with respect to $r$, modifies the source of free energy resulting from the gradients of the background distribution function $\nabla F_s$. Additionally, the expansion in $\Delta$ also results in $n'$ and $T'$ modifying both the magnetic drift and parallel streaming terms through the adiabatic contribution $(Z_s/T_s)F_s\phi$ of the perturbed distribution function. These first derivatives also introduce profile variation of the quasineutrality equation (6).

While the density profile is specified by $n_s(r_0), n_s'(r_0), n_s''(r_0)$ (similarly for the temperature profiles), more relevant in determining growth rates and turbulent amplitudes are the gradient scale lengths $L_{n_1}^{-1} = -n_s'' / n_s$ and $L_{T_1}^{-1} = -T_s'' / T_s$. While global stella utilizes the second derivatives of the density and temperature, these are not required for profile variation of the gradient scale lengths:

$$\left(L_n^{-1}\right) = \frac{n_s''}{n_s'} - \frac{q''}{q}, \quad (12)$$

likewise for temperature, and so profile variation of the growth rates and turbulent amplitudes is expected, even with $n_s'' / T_s'' = 0$.

Along with radial variation of the background pressure profiles, global stella also includes variation of the magnetic geometry through the use of an extended Miller equilibrium model [37]. The original Miller equilibrium parameterises a single axisymmetric flux surface using the model equations

$$R(r, \theta) = R_0(r) + r \cos(\theta + \sin \theta \arcsin \delta(r)), \quad (13a)$$

$$Z(r, \theta) = \kappa(r) r \sin(\theta), \quad (13b)$$

where $R$ and $Z$ are the radial and vertical position in cylindrical coordinates, $r$ is the flux surface label, $\theta$ is a poloidal coordinate, $R_0$ may include the radial displacement of a given flux surface (Shafranov shift), and $\delta(r)$ and $\kappa(r)$ set the triangularity and elongation of the flux surface, respectively. In order to calculate the geometrical coefficients of (3), one must first locally solve the Grad-Shafranov equation. This requires specification of the derivatives $R_0'(r), \delta'(r)$, and $\kappa'(r)$, as well as specification of the safety factor $q$ [defined in (A.4)], the normalized plasma pressure $\beta = 4\pi p / B_{ref}^2$, and their derivatives. Here, $p$ is the species-summed plasma pressure.

To extend the Miller equilibrium model to a global profile, one must ensure that the Grad-Shafranov equation is consistently satisfied over the entire profile; it is not sufficient to evaluate (13) at different radial locations $r$ and then to use these coefficients to individually solve the Grad-Shafranov equation at these locations. Global stella instead solves the Grad-Shafranov equation localized at some specified central radius $r = r_0$, and then also its first radial derivative centered at the same location. This ensures that the geometrical coefficients evolve across the radial domain in a way consistent with MHD equilibria and with the subsidiary expansion in $\Delta$ outlined in §2.1. This approach requires the specification of the second radial derivatives $q''(r), \psi''(r)$ and $\beta''(r)$. Like with the density and the temperature, a non-zero value $q''(r)$ is not required for profile variation in the shearing parameter $\dot{s} = (r/q)q'(r)$:

$$\dot{s} = \frac{rq''}{q} + \frac{q'}{q} - \frac{rq'^2}{q^2}. \quad (14)$$

The coefficients of (8) that depend on $r$ are now Taylor expanded up to first order, and the resulting equations are given in §3.1. Detailed calculations of the geometrical coefficients and their derivatives are given in Appendix A.
2.3. Coordinates and the parallel boundary condition

The coordinates used in stella for axisymmetric systems are \((x, y, \theta, v_p, \mu_s)\), where \(\theta\) is a poloidal coordinate which signifies the position along a magnetic field line (as used in the Miller equilibrium) and is zero at the outboard midplane.\(^2\) The \((x, y)\) coordinates are in the plane perpendicular to \(B\), with the binormal coordinate \(y\) being defined in the same way for both the local and global versions of stella:

\[
y = \frac{\psi'(r_0)}{B_{\text{ref}}}(\alpha - \alpha_0),
\]

where \(\psi\) is the poloidal flux function, \(B_{\text{ref}}\) is a reference magnetic field, \(\alpha = \zeta - q\theta\), \(\zeta\) is the toroidal angle and \(\theta\) is the straight-field-line poloidal angle, given by (A.24). For local stella, \(\psi\) is used as the radial coordinate by default. Conversely, global stella is made to use \(q\) as the radial coordinate in order to simplify the implementation of the parallel boundary condition typically used in flux-tube simulations [5]. This boundary condition, which is for the \(\theta\) dimension,\(^3\) asserts \(2\pi N\) periodicity of a quantity \(A\) at fixed toroidal angle \(\zeta\), rather than for fixed \(\alpha\),

\[
A(\psi, \alpha(\psi, \zeta, \theta = 0), \theta = 0) = A(\psi, \alpha(\psi, \zeta, \theta = 2\pi N), \theta = 2\pi N).
\]

Here, \(N\) is an integer indicating the number of poloidal turns that is chosen as an input parameter for simulation.

To illustrate the difficulty of applying this boundary condition in the general case of arbitrary \(q\) profile, we first consider the local case where \(\psi\) is used as the radial coordinate. Then, with \(\alpha = \zeta - q(\psi)\theta\), (18) can be expressed in Fourier space as

\[
\sum_{k_x, k_\phi} A_k(\theta = 0)e^{ik_x(\phi - \phi_0) + ik_\phi(\alpha - \alpha_0)} = \sum_{k_x, k_\phi} A_k(\theta = 2\pi)e^{ik_x(\phi - \phi_0) + ik_\phi(\alpha - \alpha_0) - 2\pi N k_\phi q_0 - 2\pi N k_x q_0 + (dq/d\phi)(d^2q/d\phi^2)(\psi - \psi_0)^2/2 + ...}.
\]

In the flux-tube limit, only the first two terms in the Taylor expansion of \(q(\psi) \approx q_0 + dq/d\psi(\psi - \psi_0)\) are kept, and so the parallel boundary condition amounts to matching a quantity at either end of the \(\theta\) domain at different radial wavenumber \(k_\phi\),

\[
A_{k_x, k_\phi}(\theta = 0) = C_k A_{k_x, k_\phi + \Delta k_\phi}(\theta = 2\pi),
\]

where \(C_k = \exp(-2\pi N k_\phi q_0)\) and \(\Delta k_\phi = 2\pi N k_\phi (dq/d\psi)\). Equation (20) allows for an efficient and straightforward implicit treatment of the parallel streaming term, which otherwise can set a stringent constraint on the simulation time step. In practice, as the phase-shift due to \(C_k\) is of order \(\mu_\perp^{-1}\), a \(\mu_\perp\)-small adjustment in the radial position of the simulation domain allows for \(C_k = 1\); this is equivalent to adjusting the positions of the mode rational surfaces that are introduced by the parallel boundary condition [38, 39].

One must keep more terms in the Taylor expansion of \(q(\psi)\) for global simulations, and as a result the parallel boundary condition cannot be expressed using a simple wavenumber shift. In general, the quantity would have to be inverse-Fourier transformed to \((x, k_x)\) space, have an \(x\)-dependent phase shift in the \(y\) direction applied, and then Fourier transformed back into \((k_x, k_\phi)\) space, thus coupling all the \(k_x\) modes at the \(\theta\) boundaries. This complication

\(^2\)The reader can refer to Barnes et al. [25] for the use of stella in three-dimensional systems.

\(^3\)While \(\theta\) is used for the parallel coordinate, \(\theta\) is the variable that appears in the definition of \(\alpha\). The angles \(\theta\) and \(\alpha\) can be made to match at the inboard midplane \((\theta(\alpha = \pi) = \pi\) and \(\theta(\alpha = -\pi) = -\pi\)), the location at which the boundary condition is applied in simulation. Therefore, either variable can be used in the parallel boundary condition.
can be avoided altogether if \( q \) is chosen as the radial coordinate, rather than \( \psi \). In this case, (18) can be expressed in Fourier space as

\[
\sum_{k_q,k_x} A_{k_q,k_x}(\theta = 0) e^{i(k_q\ell - q\Delta x)} = \sum_{k_q,k_x} A_{k_q,k_x}(\theta = 2\pi) e^{i(k_q\Delta x - 2\pi N\psi q + \Delta x(a - n_q) - 2\pi N\psi_q),}
\]

and so now

\[
A_{k_q,k_x}(\theta = 0) = C_k A_{k_q+k_x,k} (\theta = 2\pi),
\]

where \( C_k = \exp(-2\pi N k_q \psi_{ref}) \) and \( \Delta k_q = 2\pi N k_q \). This, however, comes at the cost of only allowing global simulations of systems with a monotonic \( q \) profile. We thus choose \( q \) as the radial coordinate for global \textsc{stella}, though alternative formulations of the parallel boundary condition will be investigated in future work.

For global simulations, the radial coordinate \( x \) (equivalently, \( q \)) can be related to the physical location \( r \) using

\[
q - q_0 = \tilde{x}_0 \frac{a B_{\text{ref}}}{a B_{\text{q}}^*} = q'(r_0)(r - r_0) + \frac{q''(r_0)}{2}(r - r_0)^2 + \cdots
\]

where \( \tilde{x} = x/r_{\text{ref}} \) and (17) has been used for the first equality. Defining \( \Delta r = r - r_0 \) and keeping terms up to order \( \Delta r^2 \), the physical location in terms of \( x \) is given by the positive root of the quadratic equation,

\[
\Delta r = \frac{g'}{q''} \left[ -1 + \left( \frac{q''(r_0)}{2} \frac{a B_{\text{ref}}}{a B_{\text{q}}^*} \right)^{1/2} \right].
\]

These results are readily generalized if \( \psi \) is used as the radial coordinate instead.

The extent of the radial domain in \( q \) must be chosen to ensure \( r/a \in (0, 1) \). Note that for \( q'' \neq 0 \), a grid centered in \( q \) around \( q_0 \) will not be centered in \( r \) around \( r_0 \). By default, global \textsc{stella} constructs the radial grid to be centered in \( r \), which leads to the two constraint equations

\[
\frac{q''}{2q'} \Delta r_+^2 - \Delta r_+ = \tilde{x}_- \frac{a B_{\text{ref}}}{a B_{\text{q}}^*} = 0,
\]

\[
\frac{q''}{2q'} \Delta r_+^2 + \Delta r_+ - \tilde{x}_+ \frac{a B_{\text{ref}}}{a B_{\text{q}}^*} = 0,
\]

where \( \tilde{x}_\pm \) are the left and rightmost values of the \( \tilde{x} \) grid, \( \tilde{x}_- = \tilde{x}_+ + \tilde{\ell}_s \), \( \tilde{\ell}_s \pm \ell_s / r_{\text{ref}} \), and \( \Delta r_+ = r_+ - r_0 \) where \( r_+ \) is the rightmost point of the radial grid. Solving this system for \( \Delta r_+ \) and \( \tilde{x}_- \) gives

\[
\Delta r_+ = \frac{\tilde{\ell}_s \rho_{\text{ref}} a B_{\text{ref}}}{2 q' \psi^*},
\]

\[
\tilde{x}_- = -\frac{\tilde{\ell}_s \rho_{\text{ref}} a B_{\text{ref}}}{2 q' \psi^*} \left( 1 - \frac{\tilde{\ell}_s \rho_{\text{ref}} a B_{\text{ref}}}{4 q' \psi^*} \right).
\]

Thus, the physical radial box size \( \ell_r = 2\Delta r_+ = (a B_{\text{ref}}/q' \psi^*) \tilde{\ell}_s \rho_{\text{ref}} \) is determined by the input parameters \( \rho_{\text{ref}}, \tilde{\ell}_s \) and \( q' \), along with \( \psi^* \) calculated from the Miller geometry (Appendix A). If \( q'' = 0 \), then \( \tilde{x}_- = -\tilde{\ell}_s/2 \) and the grid becomes centered in \( x \) (or \( q \)) as well.

### 2.4. Radial boundary conditions

The global version of \textsc{stella} employs a novel set of radial boundary conditions which feeds information generated from independent local flux-tube simulations into a central ‘global’ simulation. The aim of these boundary conditions is two-fold: firstly, we replace the Dirichlet boundary condition typically used in global simulations with a more physically motivated forcing. By doing so, particle, momentum, and heat fluxes, which are self-consistently generated by local simulation, can be specified at the boundaries in a statistical sense. The second aim of our novel boundary conditions is that by feeding in ‘good’ information at the radial boundaries, the Gibbs phenomena that typically arise near a discontinuity when using a Fourier spectral approach is largely mitigated.
The novel radial boundary condition, which is illustrated in figure 1, works as follows: a boundary region is specified for each flux-tube domain with a given number of radial collocation points $N_{\text{boundary}}$ and radial width $L_{\text{boundary}}$; the domains of the local simulations each contain a single instance of this boundary, while the central domain contains a boundary on each radial end. Then, at every timestep (or, alternatively, every Runge-Kutta explicit and implicit substep), information from the distribution functions in the left and right domains ($g_s, L$ and $g_s, R$, respectively) is copied directly into the boundary region of the distribution function of the central domain:

$$\tilde{g}_s(\tilde{x} + \tilde{x} - \tilde{L}_{\text{boundary}}) = g_s, L(\tilde{x} + \tilde{x} - \tilde{L}_{\text{boundary}}),$$

(26a)

$$\tilde{g}_s(\tilde{x} + \tilde{x} + \tilde{L}_{\text{boundary}}) = g_s, R(\tilde{x} + \tilde{x} + \tilde{L}_{\text{boundary}}),$$

(26b)

for $0 < \tilde{x} < \tilde{L}_{\text{boundary}}$. The locations of the boundary regions here are chosen to be consistent with the parallel boundary condition: while local simulations employing the parallel boundary condition are periodic in the radial direction, they are not homogeneous due to the appearance of mode rational surfaces at distinct radial locations. The placement of the boundary regions outlined in (26) and illustrated in figure 1 ensures that these mode rational surfaces line up correctly when the parallel-boundary phase shift $C_k$ is chosen to be consistent in every domain (see §2.3).

The two auxiliary local simulations are seeded with different initial conditions than the central domain and all three are run concurrently with the same timestep (which may be adjusted during the simulation based on the CFL constraint). Currently, in order to avoid interpolation when mapping onto the central domain, the left and right domains use the same grid resolution and spacing in the parallel and binormal coordinates, and also share the same velocity space grid. While the grid spacing in the radial direction must also match, the left and right simulation domain are free to have different radial extents. While this set-up effectively triples the computational cost of the equivalent local simulation, it does so in an embarrassingly parallel way; a fact of which the parallelism of stella readily takes advantage.

3. Numerical Implementation

3.1. Simulation equations

Global stella uses a pseudospectral approach to integrate the gyrokinetic equation. Here, the linear terms with constant coefficients are evaluated in Fourier space, while nonlinear terms and terms with radial profile variation are evaluated in real space. The Fourier transformed gyrokinetic equation, including the radial variation terms resulting from the Taylor expansion outlined in §2.2, is
\[
\frac{\partial \tilde{g}_{k,s}}{\partial t} + ik_{r_s}\tilde{\Omega}_{r_s} \tilde{g}_{k,s} + \frac{v_{th}(r_0)}{v_{th}(r_0)} \tilde{\nabla} \cdot \nabla \left( \frac{\partial \tilde{g}_{k,s}}{\partial \rho} \right) + \frac{Z_{r_s}}{T_{th}(r_0)} \frac{\partial J_0(a_{k,s}(r_0))}{\partial \rho} \tilde{g}_{k,s} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)} - \frac{v_{th}(r_0)}{v_{th}(r_0)} \tilde{\nabla} \cdot \frac{\partial \tilde{g}_{k,s}}{\partial \eta}
\]

\[
+ i\omega_{D,k,s} \tilde{g}_{k,s} + \frac{Z_{r_s}}{T_{th}(r_0)} \tilde{J}_0(a_{k,s}(r_0)) \tilde{g}_{k,s} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)} + (i\omega_{s,k,s} + i\omega_{D,k,s}) \tilde{J}_0(a_{k,s}) \tilde{g}_{k,s} + N_{k,s}
\]

\[
= - \frac{v_{th}(r_0)}{v_{th}(r_0)} \left( \tilde{b} \cdot \tilde{\nabla} \right) \cdot \left( \frac{\partial \tilde{g}_{k,s}}{\partial \rho} \right) \frac{Z_{r_s}}{T_{th}(r_0)} \frac{\partial J_0(a_{k,s}(r_0))}{\partial \rho} \tilde{g}_{k,s} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)} + \frac{Z_{s}}{T_{th}(r_0)} \frac{\partial \tilde{J}_0(a_{k,s})}{\partial \rho} \tilde{g}_{k,s} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)}
\]

\[
- \tilde{X} \left[ (i\omega_{D,k,s}) \frac{Z_{r_s}}{T_{th}(r_0)} \tilde{J}_0(a_{k,s}(r_0)) \tilde{g}_{k,s} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)} \right] - \tilde{X} \left[ (i\omega_{s,k,s} + i\omega_{D,k,s}) \tilde{J}_0(a_{k,s}) \tilde{g}_{k,s} \right]
\]

\[
- \tilde{X} \left[ \frac{(F_s(r))^I}{T_{s}} \right] \tilde{\omega}_{D,k,s} \tilde{J}_0(a_{k,s}(r_0)) \tilde{g}_{k,s} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)} - \tilde{\omega}_{D,k,s} \tilde{J}_0(a_{k,s}) \tilde{g}_{k,s} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)} + (N_{k,s})'
\]

where all quantities that depend on \( r \) have been evaluated at \( r_0 \). Here, \( a_{k,s} = (\tilde{m}_s T_r/Z_{r_s}^2)^{1/2} \tilde{v}_{r_s}/B, k_{\perp}^2 = k_{r_s}^2 \rho_{ref}\nabla x|^2 + 2k_{r_s}^2 \rho_{ref}^2 \nabla x \cdot \nabla y + k_{r_s}^2 \rho_{ref}^2 \nabla y|^2. \]

\[
\tilde{\omega}_{D,k,s} = \frac{a T_{th}(r_0)}{Z_s B(r)} \left( \tilde{\gamma}_{r_s}^2 \tilde{b} \times \tilde{\mu} + \tilde{\mu} \tilde{b} \times \nabla \tilde{B} \right) \cdot \left( k_{r_s} \rho_{ref} \nabla \tilde{y} + k_{\rho_{ref}} \nabla \tilde{x} \right),
\]

(28a)

\[
\tilde{\omega}_{s,k,s} = \frac{k_{\rho_{ref}} a B_{ref}}{2} \frac{\nabla x \cdot \nabla y}{\rho'} \frac{\partial (F_s(r))}{\partial \rho} \bigg|_{E'} \frac{d F_s(r)}{d \rho} \bigg|_{E'},
\]

(28b)

\[
\tilde{\omega}_{D,k,s} = -k_{r_s} \rho_{ref} \frac{\tilde{m}_s q a I}{B} e^{-\gamma_{k,s}(r_0)/\gamma_{k,s}(r_0)} \tilde{\gamma}_E,
\]

(28c)

\( \tilde{\gamma}_E = (r/q)(d \Omega_r/da)/(a/v_{th}(r_0)), \) and the nonlinear term for when \( q \) is the radial coordinate is given by

\[
N_{k,s} = B_{ref} \frac{dx}{da} dq' \left[ F_k^{-1} \left( ik_{r_s} \rho_{ref} J_0(a_{k,s}) \tilde{g}_{k,s} \right) F_k^{-1} \left( ik_{r_s} \rho_{ref} \tilde{g}_{k,s} \right) - F_k^{-1} \left( ik_{r_s} \rho_{ref} J_0(a_{k,s}) \tilde{g}_{k,s} \right) \right],
\]

(29)

where \( F_k \) and \( F_k^{-1} \) denote the forward and inverse Fourier transforms, respectively.

The terms dealing with radial profile variation are denoted using a prime; here,

\[
\left( \frac{F_s(r)}{T_{s}} \right)' = \frac{F_s}{T_{s}} \left( n_s' n_s - n_s'^2 + \frac{T_{s}'}{T_{s}} - \frac{\mu_s B'}{T_{s}} - \frac{\mu_s B'}{T_{s}} \right) \frac{1}{\psi'} \frac{d F_s(r)}{d \rho} \bigg|_{E'},
\]

(30a)

\[
\left( \frac{1}{\psi'} \frac{d F_s(r)}{d \rho} \bigg|_{E'} \right)' = \frac{1}{\psi'} \left( n_s'' n_s - n_s'^2 + \frac{T_{s}''}{T_{s}} - \frac{\mu_s B'}{T_{s}} - \frac{\mu_s B'}{T_{s}} \right) \frac{1}{\psi'} \frac{d F_s(r)}{d \rho} \bigg|_{E'},
\]

(30b)

\[
(N_{k,s})' = \tilde{X} \frac{q''}{q'} \frac{\psi''}{\psi'} N_{k,s} + B_{ref} \frac{dx}{da} dq' \frac{d F_s(r)}{d \rho} \bigg|_{E'} \left( ik_{r_s} \rho_{ref} J_0(a_{k,s}) \tilde{g}_{k,s} \right) F_k^{-1} \left( ik_{r_s} \rho_{ref} \tilde{g}_{k,s} \right),
\]

(30c)

\[
J_k^{-1} \left( ik_{r_s} \rho_{ref} J_0(a_{k,s}) \tilde{g}_{k,s} \right) = -J_1(a_{k,s}) a_{k,s} (k_{r_s}^2 \rho_{ref}^2 - B') / B'.
\]

(30d)

In these equations, tildes have been suppressed for fractional terms that are dimensionless. The other radial profile terms dealing with the magnetic geometry (see §2.2.1) are computed in Appendix A. The radial operator \( \tilde{X} \) applies the \( r \) profile to all the terms appearing to the right of it, and is defined as

\[
\tilde{X}(\cdots) \equiv F_k \left( r_{clamped} - r_0 \right) F_k^{-1}(\cdots),
\]

(31)
for the operator \( \hat{L} \) numerical artefacts when convolved with another term. Additionally, in our experience dealiasing by spectral cut-off when transforming back to Fourier space should not have any significant effect. This approach to dealiasing for the nonlinear term can be justified as a spectral cut-off with 50% more collocation points in each Fourier transformed dimension than the number of corresponding Fourier modes. However, this approach is unsuitable for the operator \( \hat{X} \). This approach to dealiasing for the nonlinear term can be justified as a spectral cut-off of the distribution function and electrostatic potential that can be enforced with sufficient (hyper)viscosity, and thus their truncation when transforming back to Fourier space should not have any significant effect. However, this approach is unsuitable for the operator \( \hat{X} \), as truncation of the discontinuous function \( r - r_0 \) introduces Gibbs phenomena which results in numerical artefacts when convolved with another term. Additionally, in our experience dealiasing by spectral cut-off does not prevent wrap-around.

The Fourier-transformed quasineutrality equation is

\[
\sum_s Z_s \eta_s(r_0) \frac{2}{\pi^{1/2}} \int \bar{v}_k \bar{B} \left( J_0(a_{k,s}(r_0)) \hat{g}_{k,s} + \frac{Z_s}{T_s(r_0)} e^{-r^2(r_0)/\bar{v}_k^2(r_0)} \left( J_0'(a_{k,s}) - 1 \right) \hat{\varphi}_k \right) = - \hat{X} \sum_s Z_s \eta_s(r_0) \frac{2}{\pi^{1/2}} \int \bar{v}_k \bar{B} \left( J_0(a_{k,s}) + \frac{B'}{B} J_0'(a_{k,s}) \right) \hat{g}_{k,s} + \frac{Z_s}{T_s(r_0)} e^{-r^2(r_0)/\bar{v}_k^2(r_0)} \left( J_0'(a_{k,s}) - 1 \right) \left[ \frac{T_s}{B'} \left( \frac{E}{T_s} \right) \frac{5}{2} + \frac{B'}{B} \left( 1 - 2 \hat{\mu} \hat{B} \right) - \frac{2 J_0(a_{k,s}) J_0'(a_{k,s})}{1 - J_0^2(a_{k,s})} \right] \hat{\varphi}_k \right).
\]

Solving quasineutrality requires special considerations, which are given in §3.3.

Some comments on the Fourier transforms in the spatial operator \( \hat{X} \) are in order. The inclusion of terms with a linear profile \( r - r_0 \) introduces the effect of profile shearing, which results in the advection of the radial wavenumber of a mode in Fourier space [18]. In the case of a positive advection speed in \( k_z \), a mode’s radial wavenumber may reach the maximal radial wavenumber resolved in the simulation, \( k_{z,\text{max}} \). If no other steps are taken, it will then unphysically wrap around to the opposite extreme at \( k_{z,\text{min}} = -k_{z,\text{max}} \). (For negative advection speed in \( k_z \), wrap-around from \( k_{z,\text{min}} \) to \( k_{z,\text{max}} \) will instead occur.) This is related to the phenomena of aliasing which could occur when the distribution function \( g_{k,s} \) and electrostatic potential \( \varphi_s \) are inverse Fourier transformed to real space in order to calculate the nonlinear term \( N_{k,s} \). To avoid aliasing by the nonlinear term, some form of dealiasing is performed, the conventional method being the ‘2/3rds approach’ [40], where \( g_{k,s} \) and \( \varphi_s \) are inverse Fourier transformed onto a grid with 50% more collocation points in each Fourier transformed dimension than the number of corresponding Fourier modes. This approach to dealiasing for the nonlinear term can be justified as a spectral cut-off of the distribution function and electrostatic potential that can be enforced with sufficient (hyper)viscosity, and thus their truncation when transforming back to Fourier space should not have any significant effect. However, this approach is unsuitable for the operator \( \hat{X} \), as truncation of the discontinuous function \( r - r_0 \) introduces Gibbs phenomena which results in numerical artefacts when convolved with another term. Additionally, in our experience dealiasing by spectral cut-off does not prevent wrap-around.

The Fourier transforms that appear in the spatial operator \( \hat{X} \) are thus performed without any additional padding, relying only on hyper-dissipation (§3.6) to prevent radial wavenumber wrap-around due to profile shearing. This approach can be justified by the smallness of profile shearing due to \( \hat{X} \); while \( (r - r_0)/a \) is of order \( A \), profile shearing depends on its derivative \( d((r - r_0))/dx \), which is formally of order \( \rho_s \ll A \). The hyper-dissipative damping rate at the radial wavenumber grid boundaries can then be made to be faster than the rate at which a radial mode advects across of radial wavenumber cell of width \( \Delta k_z = 2\pi/\ell_z \).

3.2. Integration scheme

The Stella code, either in local flux-tube or global operation, employs an operator-split time integration scheme that alleviates the timestep constraint caused by the fast parallel electron dynamics. In the local version, this scheme comprises three main steps [25],

\[
\frac{\partial \hat{g}_{k,s}}{\partial t} = \left( \frac{\partial \hat{g}_{k,s}}{\partial t} \right)_1 + \left( \frac{\partial \hat{g}_{k,s}}{\partial t} \right)_2 + \left( \frac{\partial \hat{g}_{k,s}}{\partial t} \right)_3,
\]
where

\[ \frac{\partial \tilde{g}_{k,s}}{\partial t} = -i\omega_{k,s} \left( \tilde{g}_{k,s} + J_0(a_{k,s})\tilde{\varphi}_k \frac{Z_s}{T_s} \frac{F_s(r)}{F_s(r_0)} e^{-v^2(r_0)/v_{th}^2(r_0)} \right) - i\omega_{k,s} J_0(a_{k,s})\tilde{\varphi}_k - N_k. \]  

(35a)

\[ \frac{\partial \tilde{g}_{k,s}}{\partial t} = \frac{v_{th,s}(r_0)}{v_{th,ref}} \tilde{B} \cdot \nabla B \frac{\partial \tilde{g}_{k,s}}{\partial \eta_0}. \]  

(35b)

\[ \frac{\partial \tilde{g}_{k,s}}{\partial t} = -\frac{v_{th,s}(r_0)}{v_{th,ref}} v_T \tilde{b} \cdot \nabla \tilde{Z} \left( \frac{\partial \tilde{g}_{k,s}}{\partial z} + \frac{\partial J_0(a_{k,s})\tilde{\varphi}_k}{\partial z} \frac{Z_s}{T_s} \frac{F_s(r)}{F_s(r_0)} e^{-v^2(r_0)/v_{th}^2(r_0)} \right). \]  

(35c)

The first step, which includes the magnetic and \( E \times B \) drifts, is an explicit step which utilizes a strong stability preserving, third-order Runge-Kutta method. The next two steps, which respectively perform the parallel acceleration and streaming, are done implicitly. Additional implicit steps, such as those performing equilibrium flow shear or applying dissipative operators, can also be included in the time integration scheme.

Global \texttt{stella} incorporates global effects by computing the terms on the right-hand-side of (27) that account for the radial variation of pressure and magnetic geometry, and including them in the explicit step given by (35a). The explicit treatment of the radial corrections is not expected to place a limit on the time step, provided \( \Delta t \) is not too large; indeed, we have found this to be the case for the ion scale simulations that we have performed. Finally, while the parallel streaming term (35c) can in principle be calculated implicitly for global \texttt{stella}, for reasons detailed in §3.3 this term is calculated explicitly by default, as well as for all the numerical benchmarks performed in this paper; future versions of \texttt{stella} will include implicit global algorithms for the parallel dynamics.

3.3. Quasineutrality

At every integration sub-step that involves the electrostatic potential, the quasineutrality equation (10) must be used to recompute \( \tilde{\varphi}_k \) using the updated value of \( \tilde{g}_{k,s} \). This involves performing a velocity-space integration of the distribution function, and then an inversion of the spectral gyro-average operator

\[ Q = \sum_s \int d^3v(Z_s e/T_s)F_s(1 - J_0^2). \]  

(36)

The latter step is trivial in local flux-tube simulations as the operator is a diagonal operator in \( k-\theta \) space. In global operation, the quasineutrality equation including global profile variation can be expressed as

\[ \Theta \tilde{\varphi}_k + \tilde{\lambda}(\Theta' \tilde{\varphi}_k) = \frac{2}{\pi^{1/2}} \sum_s Z_s \int d\eta_0 \int dv_\parallel \tilde{B}(r)J_0(k_\parallel(r)v_\parallel(r)/\Omega(r))\tilde{g}_{k,s}, \]  

(37)

where

\[ \Theta = \sum_s \frac{2}{\pi^{1/2}} \int dv_\parallel \tilde{B}(r_0)Z_s \frac{R_s(r_0)}{T_s(r_0)}(1 - J_0^2(a_{s,i}))/v_{th}^2(r_0), \]  

(38a)

\[ \Theta' = \sum_s \frac{2}{\pi^{1/2}} \int dv_\parallel \tilde{B}(r_0)Z_s \frac{R_s(r_0)}{T_s(r_0)}(1 - J_0^2(a_{s,i}))/v_{th}^2(r_0) \times \]

\[ \left[ \frac{n_e}{n_s} + \frac{T'_s}{T_s} \left( \frac{E}{T_s} - \frac{5}{2} \right) + \frac{B'}{B}(1 - 2\mu_B) - \frac{2J_0(a_s)J'_0(a_s)}{1 - J_0^2(a_{s,i})} \right]_r. \]  

(38b)

Solving the quasineutrality equation (37) requires two steps: first the velocity integration of \( \tilde{g}_{k,s} \) is carried out (which includes taking the radial variation of \( B, k_\parallel \) and \( v_\parallel \) into account). The second step is then solving for \( \varphi \). However, the Fourier transforms that appear on the left-hand-side of (37) add the complication that every radial mode couples together, and so global \texttt{stella} offers the user two options in solving for \( \varphi \): a perturbative approach and an exact approach.
In the former, the electrostatic potential is decomposed into two pieces \( \tilde{\phi}_k = \varphi_0 + \varphi_1 \), where
\[
\varphi_0 = \frac{1}{\Theta} \frac{2}{\pi^{1/2}} \sum_s Z_s \int d\tilde{v}_k \int d\tilde{p}_s \tilde{B}(r_0) J_0(k_s r_0) \nu_s(r_0) / \Omega_s(r_0) \tilde{g}_{s,k}, \tag{39}
\]
\[
\varphi_1 = \frac{1}{\Theta} \hat{X} \left( \frac{2}{\pi^{1/2}} \sum_s Z_s \tilde{\eta}_s(\varphi_0) \right) \int d\tilde{v}_k \int d\tilde{p}_s \tilde{g}_{s,k} \tilde{B} J_0(a_{s0}) \left( \frac{\tilde{J}_0}{r_0} + \frac{\tilde{B}}{B} - \frac{\Theta'}{\Theta} \right) \bigg|_{r=r_0}. \tag{40}
\]

Here, \( \varphi_0 \) is the electrostatic potential obtained in the \( \rho, A \to 0 \) limit, while \( \varphi_1 \) is obtained by grouping the perturbative correction \( \hat{X}(\Theta' \varphi_0) \) together with the radial corrections of the gyroaverage and velocity integration of \( \tilde{g}_{s,k} \). This new term, \( \varphi_1 \), is then included as an additional set of terms in the explicit step (55a). As the variation of \( \varphi_1 \) is now included as a correction to the gyrokinetic equation, the zeroth-order portion of the parallel streaming term can remain implicit, and no further change in the response matrix approach is needed. The main drawback of the perturbative approach is sensitivity to any near-cancellations of \( 1 - \tilde{J}_0^2(a) \) at low wavenumbers, which is particularly problematic for \( k_z = 0 \) zonal modes as information in higher wavenumber modes (for which \( \tilde{J}_0^2(a) - 1 \) is not small) may transfer to larger scales due to Fourier convolution with \( r - r_0 \), and so the \( A \ll 1 \) expansion may break down even for moderately small \( A \).

Solving (37) exactly entails finding a solution to the linear equation
\[
Q \cdot \tilde{\varphi}_k = G, \tag{41}
\]
where \( Q = \Theta + \hat{X} \Theta' \) is the complete quasineutrality operator, \( \tilde{\varphi}_k \) is the column vector comprised of all \( k_z \) modes of \( \tilde{\varphi}_k \) at a given \( z \) location and binormal mode-number \( k_z \), and \( G \) is the right-hand-side of (37) expressed as a column vector. Solving (41) can be done efficiently through the use of an LU decomposition and back substitution [41]. Thus, \( \varphi \) encompasses all the radial variation in the quasineutrality equation. (Radial variation of the gyroaveraging of \( \varphi \) appearing in the gyrokinetic equation is still treated separately.) This approach unfortunately has the drawback of complicating the implicit solve of the parallel streaming term: the tridiagonal solve of (35c) couples all modes connected by the parallel boundary condition, while the quasineutrality equation couples all modes radially, and so for a given binormal mode-number \( k_z \), all radial and parallel grid points are coupled, resulting in a linear equation with a matrix of size \( (N_r N_z)^3 \), where \( N_r \) is the number of radial modes and \( N_z \) is the number of grid points in the parallel direction. Currently, when the full solve of quasineutrality is employed, global \texttt{stella} solves the parallel streaming term explicitly, though future versions of the code will include a modified response matrix algorithm that incorporates the exact quasineutrality equation.

Another complication that is introduced in the \( A \) expansion is the coupling of the \( \varphi_{k=0} \) mode—which determines the parallel electric field \( E_z \)—to other \( k \neq 0 \) modes in the gyrokinetic equation. In the local limit, this mode does not enter the \( E \times B \) nonlinearity nor does the non-linearity act on it; rather, it enters only in the parallel streaming term \( v_b \cdot \nabla \), which is one-point in Fourier space in the local limit, and so the \( k = 0 \) mode can be neglected.\(^4\) In the global limit, the \( k = 0 \) mode of both the gyrokinetic and quasineutrality equations involve many \( k \neq 0 \) modes, and so \( \varphi_{k=0} \) should be solved self-consistently.

The ease of determining \( \varphi_{k=0} \) relies on how the species are treated; for cases with both kinetic ions and electrons, \( \varphi_{k=0} \) is entirely absent in the quasineutrality equation as \( J_1 = J_0^2 - 1 = 0 \) for \( k = 0 \), and so \( \varphi_{k=0} \) must be determined from the parallel streaming term. This is most conveniently done when the parallel streaming is handled implicitly, and so the current version of global \texttt{stella}, which calculates this term explicitly, zeros out \( \varphi_{k=0} \). Future versions with the implicit parallel solve will aim to self-consistently evolve this mode.

In the case of adiabatic ions or electrons, \( \varphi_{k=0} \) enters the quasineutrality equation through the Boltzmann response of the adiabatic species. For adiabatic ions with Boltzmann response \( \delta n_i / n_i = (Z_i e / T_i) \varphi \), including this mode is straightforward and equation (41) for \( k_z = 0 \) can be used as-is. For adiabatic electrons, a modified Boltzmann response is used for the electron density,
\[
\frac{\delta n_e}{n_e} = \frac{q}{T_e} \left( \varphi - \langle \varphi \rangle_s \right), \tag{42}
\]

\(^4\)Formally, this mode cannot be described in the flux-tube limit, as it does not obey the ordering \( (k_z L)^{-1} \ll 1 \).
where the flux surface average $\langle A \rangle_\phi$ of a quantity $A$ is given by

$$\langle A \rangle_\phi = \frac{\int dy \int dz \mathcal{F} A}{\int dy \int dz \mathcal{F}} = \frac{\int dy \int dz \mathcal{F}(r_0) A}{\int dy \int dz \mathcal{F}(r_0)} + \frac{r_{\text{clamped}} - r_0}{\int dy \int dz \mathcal{F}(r_0)} \int dy \int dz \left( \mathcal{F}'(r_0) - \mathcal{F}(r_0) \right),$$

(43)

where $\mathcal{F}$ and $\mathcal{F}'$ are given in Appendix A. Quasineutrality for the $k_g = 0$ mode then takes the form

$$\mathbf{Q} \cdot \mathbf{\tilde{\varphi}}_k - \mathbf{G} = -\mathbf{C} \cdot (\mathbf{\tilde{\varphi}}_k - \langle \mathbf{\tilde{\varphi}}_k \rangle_\phi),$$

(44)

where $\mathbf{Q}$ now excludes the electron response and $\mathbf{C} \approx \hat{n}_e / T_e + \hat{X}(\hat{n}_e / T_e)'$. The electron Boltzmann response (42) now imposes a solvability constraint on the quasineutrality equation

$$\langle \mathbf{Q} \cdot \mathbf{\tilde{\varphi}}_k - \langle \mathbf{G} \rangle_\phi = 0.$$  

(45)

Formally, this equation is over-determined: (45) provides $N_s$ equations for $N_s - 1$ unknowns $\langle \mathbf{\tilde{\varphi}}_{k_0=0,k=0}(z) \rangle$. While (45) can be made to be satisfied by the initial conditions, errors are introduced by the coupling of multiple flux-tube simulations needed for the novel radial boundary conditions; the gyroaveraging of $\mathbf{\tilde{\varphi}}_k$ and $\mathbf{\tilde{\varphi}}_k$ that appears in (37) will sample points within the physical and boundary regions of the central domain when performed near the boundary. This results in discrepancies of $\varphi_k$ within the boundary regions between the central and auxiliary flux-tube domains, which then leads to errors in (45). To circumvent this issue, we include a correction term in the quasineutrality equation as

$$\mathbf{Q} \cdot \mathbf{\tilde{\varphi}}_k - \langle \mathbf{Q} \cdot \mathbf{\tilde{\varphi}}_k - \langle \mathbf{G} \rangle_\phi \rangle_{x_z} = -\mathbf{C} \cdot (\mathbf{\tilde{\varphi}}_k - \langle \mathbf{\tilde{\varphi}}_k \rangle_\phi),$$

(46)

where

$$\langle A_k \rangle_{x_z} = \mathcal{F}_k \left( \frac{\text{TH}(\tilde{x})}{\ell_s (\tilde{x} - 2 L_{\text{boundary}})} \int_{\tilde{x} - L_{\text{boundary}}}^{\tilde{x} + L_{\text{boundary}}} d\tilde{y} \int_{\tilde{x} - L_{\text{boundary}}}^{\tilde{x} + L_{\text{boundary}}} d\tilde{x} \mathcal{F}_k^{-1} (A_k) \right)$$

(47)

is the perpendicular areal average within the physical region, and

$$\text{TH}(\tilde{x}) = \begin{cases} 1 & \tilde{x} + L_{\text{boundary}} < \tilde{x} < \tilde{x} + L_{\text{boundary}}, \\ 0 & \text{otherwise}, \end{cases}$$

(48)

is a top-hat function that excludes the boundary region. Equation (46) can then be solved after imposing a gauge potential, which we choose to be $\mathbf{k}_0 \cdot (\mathbf{C} \cdot \nabla \mathbf{\tilde{\varphi}}_k) = 0$, where $\mathbf{k}_0$ is the unit column vector for the $k = 0$ modes. The coupling of the $k = 0$ modes to and from modes with $k \neq 0$ is $O(\delta)$, and so the effect of the $k = 0$ modes on physical observables is $O(\delta^2)$. Numerical tests confirm the scaling of $|\mathbf{\tilde{\varphi}}_{k=0}| \sim \Delta$, and so we expect the impact of the correction introduced in (46) to be small.

3.4. Sources and sinks

When the novel radial boundary condition is used for global simulations in stella, a mismatch of flux between the left and right simulation domains results in a pile-up or deficit of particles and heat in the central domain (the net flux of toroidal angular momentum in an up-down symmetric local simulation with no mean flow shear is zero, see Parra et al. [42]). This necessitates the inclusion of a source or sink in the central domain. Global stella is equipped with two types of sinks: one based on a Krook-type operator and a new projection-based operator that exploits the scale-separated nature of our $\delta f$ approach.

The Krook type operator, commonly employed in global simulations, is of the form

$$D_k(\tilde{g}_{k,s}) = -\nu_S \left( \tilde{g}_{k,s}^{\text{even}} - \frac{\tilde{F}_s(r)}{\hat{n}_s(r)} \int d^3 \tilde{y} J_{0s}(\tilde{g}_{k,s}^{\text{even}}) \right) \bigg|_{x_z},$$

(49)

where $\nu_S$ sets the strength of the source operator, $\tilde{F}_s = (v_{\text{ion}}^{3}/m_{\text{ref}}) F_s$, 

$$\tilde{g}_{k,s}^{\text{even}} = \frac{1}{2} \left[ \tilde{g}_{k,s}(v_1) + \tilde{g}_{k,s}(-v_1) \right]$$

(50)
is the even-in-\(\nu\) component of the distribution function, and

\[
\langle \cdots \rangle = \frac{\int_0^\infty dr' \exp(r'/\tau_S)(\cdots)}{\int_0^\infty dr' \exp(r'/\tau_S)}
\]  

is an exponentially-weighted time average, where \(\tau_S\) sets the averaging window [18]. The Krook operator given by (49) is similar to that advocated by McMillan et al. [43], where the even-in-\(\nu\) portion of \(\tilde{g}_{k,s}\) is used in order to conserve momentum, and the zeroth moment of \(\tilde{g}_{k,s}\) is subtracted in order to avoid introducing density perturbations on a flux surface. This operator is then included as an additional term on the right-hand-side of (27), and operates only on the \(k_t = 0\) modes. This, along with the time-averaging, ensures that this operator only affects the large-scale, long-time build up of particles and energy. The time-averaging procedure (51) can be implemented numerically in a way that only requires information from the previous time-step, rather than from every previous time-step.

The projection-operator-based sink, provided as a more physically-motivated alternative to the standard Krook operator, is rooted in the \(\delta f\) gyrokinetic formalism. Here, the full distribution function \(f\) is decomposed into a large-scale, long-time component \(\bar{F}\) and a small-scale, short-time component \(\delta f\). There exists a suitable large-scale, long-time transport average \(\langle \cdots \rangle_T\) such that \(\langle f \rangle_T = \bar{F}\) and \(\langle \delta f \rangle_T = 0\). The \(\delta f\) gyrokinetic equation can then be obtained from

\[
\frac{\partial \delta f}{\partial t} = \frac{\partial f}{\partial t} - \langle \frac{\partial f}{\partial t} \rangle_T.
\]  

It is this concept on which we base the projection-operator sink. Like the Krook-operator above, we let \(\langle \cdots \rangle_T = \langle \langle \cdots \rangle \rangle_t\). This operator is then applied to the entire right-hand-side of the gyrokinetic equation, resulting in

\[
\frac{\partial \tilde{g}_s}{\partial t} = -v_1 \hat{b} \cdot \nabla_z \left( \frac{\partial \tilde{g}_s}{\partial z} + \frac{Ze}{T_s} F_s \left( \frac{\partial (\varphi)_R}{\partial z} \right) \right) + \frac{\mu_s}{m_s} \hat{b} \cdot \nabla E \frac{\partial \tilde{g}_s}{\partial \nu} - v_{M_s} \left( \nabla_\perp \tilde{g}_s + \frac{Ze}{T_s} F_s \nabla_\perp (\varphi) \right)
\]

\[
- \langle v_E \rangle_R \nabla_\perp \tilde{g}_s - \langle v_E \rangle_R \nabla_\perp |F_s| - v_1 \hat{b} \cdot \nabla_z \left( \frac{\partial \tilde{g}_s}{\partial z} + \frac{Ze}{T_s} F_s \left( \frac{\partial (\varphi)_R}{\partial z} \right) \right) + \frac{\mu_s}{m_s} \hat{b} \cdot \nabla E \frac{\partial \tilde{g}_s}{\partial \nu} - v_{M_s} \left( \nabla_\perp \tilde{g}_s + \frac{Ze}{T_s} F_s \nabla_\perp (\varphi) \right) - \langle v_E \rangle_R \nabla_\perp \tilde{g}_s - \langle v_E \rangle_R \nabla_\perp |F_s|^R \right) \right)\right).
\]  

This operator is simple to implement numerically: one first calculates the distribution function for the next timestep \(\tilde{g}_{k,s}^{n+1}\) as one normally would without any sinks, and then the actual distribution function at the next time step \(\tilde{g}_{k,s}^{n+1}\) is given by

\[
\tilde{g}_{k,s}^{n+1} = \tilde{g}_{k,s,\text{int}}^{n+1} - \Delta t \left( \langle \tilde{g}_{k,s,\text{int}}^{n+1} - \tilde{g}_{k,s}^{n} \rangle / \Delta t \right)_T,
\]  

where \(\Delta t\) is the (possibly time dependent) simulation time step separating \(\tilde{g}_{k,s}^{n}\) and \(\tilde{g}_{k,s}^{n+1}\). Apart from being a more physically motivated sink, this method also has the advantage of only requiring one parameter to be specified, \(\tau_S\), which must be chosen to be longer than any microscopic time-scale of interest; in practice, we find for global simulations that \(\Delta t = (a/v_{\text{lin}}) \lesssim \tau_S \lesssim \rho_s^{-1} (a/v_{\text{lin}})\) is sufficient for convergence.

When employing the multiple-flux-tube radial boundary condition, discrepancies between the turbulence supplied by the auxiliary simulations and that of the central domain may sometimes result in strong shear layers just outside the boundary region. In order to mitigate these shear layers, global stella supplies localized Krook-type sinks which can operate inside a subregion of length \(L_K\) of the boundary region in order to smooth the transition between the supplied turbulence and the modelled turbulence in the central region. These operators take the form

\[
D_{BC}[\tilde{g}_{k,s}(\tilde{x})] = \begin{cases} 
\eta(\tilde{x} - \tilde{x}_s - \bar{L}_{\text{boundary}})(\tilde{g}_{s,L}(\tilde{x}) - \tilde{g}_s(\tilde{x})), & \tilde{x}_s + (\bar{L}_{\text{boundary}} - L_K) \lesssim \tilde{x} < \tilde{x}_s + \bar{L}_{\text{boundary}} \\
\eta(\tilde{x} - \tilde{x}_s + \bar{L}_{\text{boundary}})(\tilde{g}_{s,L}(\tilde{x}) - \tilde{g}_s(\tilde{x})), & \tilde{x}_s - \bar{L}_{\text{boundary}} < \tilde{x} < \tilde{x}_s - (\bar{L}_{\text{boundary}} - L_K) \\
0, & \text{elsewhere}
\end{cases}
\]  

\[
\text{where } \eta(x) = \nu_{\text{BC}}[1 - (1 - e^{-3L_K-x})/(1 - e^{-3})] \text{ and } \nu_{\text{BC}} \text{ sets the strength of the operator. In practice, } \nu_{\text{BC}} \text{ is chosen to be comparable to the growth rate of the fastest growing mode over all three domains. When these Krook operators are used in simulations with the novel boundary condition, } g_{s,L} \text{ and } g_{s,R} \text{ are only directly copied into the Krook-free portion of the boundary region.}
3.5. Equilibrium flow shear

The local version of stella currently implements equilibrium flow shear using the discrete wavenumber-shift method formulated by Hammett et al. [44] and includes the nonlinear corrections advocated by McMillan et al. [45] which renders the scheme semi-continuous.

The wavenumber advection method is based on the fact that for a linear background velocity profile \( v_{E,0,y} = \gamma_E \delta \), where \( \gamma_E \) is the shear rate, the advection equation

\[
\frac{\partial g}{\partial t} + v_{E,0,y}(x) \frac{\partial g}{\partial y} + \ldots
\]

is equivalent to solving the system with a time-dependent \( k_z \),

\[
\frac{\partial}{\partial t} g_k(x - k_z \gamma_E t, k_z) + \ldots.
\]

For gyrokinetic codes employing an implicit integration scheme, having a time-dependent \( k_z \) would require a recalculation of the response matrices at every simulation time step, and thus would be prohibitively expensive computationally. The wavenumber shift approach instead remaps the distribution function discretely. To determine when and how this remapping occurs, we define a \( k_z \)-dependent marker wavenumber \( k_z^*(t) = -k_z \gamma_E t \) that evolves in time. Whenever \( |k_z^*(t) - k_z^*(t_{\text{prev}})| > \Delta k_z/2 \), where

\[
t_{\text{prev}} = \Delta t \left\lfloor \frac{t_{\text{prev}} + \Delta t/2}{\Delta t} \right\rfloor - \frac{1}{2},
\]

\( t_{\text{prev}}(k_z) \) is the time of the previous remapping for binormal wavenumber \( k_z \), \( \Delta t = |\Delta k_z/\gamma_E k_z| \) is the nominal time between remappings for binormal wavenumber \( k_z \), and \( \Delta k_z \) is the radial wavenumber grid spacing, then information of the distribution function \( g_{k_z} \) at radial wavenumber \( k_z \) is transferred to radial wavenumber \( k_z - \text{sign}(\gamma_E) n_{\text{shift}} \Delta k_z \), i.e.,

\[
\delta_{k_z}^{n+1} = \text{sign}(\gamma_E) n_{\text{shift}} \Delta k_z, k_z = \delta_{k_z}^n,
\]

where \( n_{\text{shift}} = \text{round}(|k_z^*(t) - k_z^*(t_{\text{prev}})|/\Delta k_z) \) is the number of radial wavenumbers by which the distribution function is to be shifted. This remapping, if it is to occur, is done at the beginning of a simulation time step before any other term in the gyrokinetic equation is calculated. This scheme, which leaves the radial wavenumber grid unchanged, ensures that \( k_z \) on the fixed grid is as close to the continuous time \( k_z(t) = k_z(t = 0) + k_z^*(t) \) as possible. Note that the \( k_y \) = 0 zonal modes are unaffected by this shearing, and so do not require remapping.

It has been recently shown that the accuracy of the wavenumber advection scheme can be improved by incorporating a continuously varying \( k_z \), as well as a continuous flow shear into the numerical integration of the nonlinear terms that appear in the gyrokinetic equation [45, 46]. These modifications are done to avoid the problem where modes at different \( k_z \) that are initially uncoupled nonlinearly become coupled due to staggered remapping. As the nonlinear terms are typically integrated using an explicit scheme, these modifications can be made at little extra computational cost, and are implemented in a straightforward manner: first, the substitution \( k_z \rightarrow k_z - \gamma_E(t - t_{\text{prev}}) \) is made for every \( k_z \) appearing in the nonlinear term.\(^5\) Second, a phase-shift to \( g_{k_z} \) and \( \varphi_k \) is applied by multiplying an appropriate prefactor,

\[
\varphi_k(x) \rightarrow \varphi_k(x) \exp[-ik_z \gamma_E x(t - t_{\text{prev}})].
\]

This renders the effects of shearing semi-continuous. Once the nonlinear term is calculated, the result is divided by this prefactor, and the numerical integration then proceeds as usual.

The global version of stella employs a continuous form of equilibrium flow shear, which simply adds flow shear as a background linear profile. While this approach has been used in gyrofluid simulation in the past [47], it has the disadvantage of introducing a region of very strong shear at the radial boundaries of the simulation where the shear profile experiences a discontinuity, and thus results in excessive levels of turbulence stabilization. This drawback can be avoided entirely by utilizing the novel boundary conditions detailed in §2.4; as the boundary regions

\(^5\)This substitution is not made in the \( J_0 \) Bessel functions that appear in the nonlinear term. This is not needed, however, to avoid spurious cross-coupling between uncorrelated modes.
are replenished with ‘good’ information at every time step, the effects of the large amounts of shear at the profile discontinuities is reduced. When this approach is used, the shear rate is made continuous across all three domains by using the wavenumber shift approach, along with nonlinear corrections, in the left and right domains. Prior to communicating information of the left and right distribution functions, \( g_{s,l} \) and \( g_{s,r} \) are multiplied by the phase factor given in (60) in order to render the shearing semi-continuous. These distribution functions are then Doppler shifted in order to match the velocities at the boundaries of the central domain. After these steps are performed, the information can be copied as usual.

Like the spatial operator \( \hat{X} \) detailed in §3.1, the continuous approach to flow-shear space suffers the drawback of wrap-around, where a mode at one extreme of the radial wavenumber grid gets transferred to the opposite extreme, rather than moving off-grid. In the discrete wavenumber shift approach, which is done in \( k_s-k_y \) space, the wrap-around problem is easily avoided: information of the distribution function that gets sheared off the radial wavenumber grid is simply zeroed out. In the global version of equilibrium shear, which is done in \( x-k_y \) space, a mode at \( k_{s,\text{max}} \) would unphysically wrap around to \( -k_{s,\text{max}} \) if no additional steps were taken. Unlike the shearing resulting from the \( \rho_\perp \)-small terms due to radial profile variation, the shearing from the equilibrium flow is of order unity, and so one cannot rely on hyper-dissipation alone to prevent wrap-around. Fortunately, the advection speed \( v_{k_s} = -\gamma_E k_s \) due to equilibrium flow shear is well defined for every \( k_s \), and is uniform across the entire \( \zeta \) domain. We thus prevent wrap-around with global shear by zeroing out the distribution function at \( k_s = \pm k_{s,\text{max}} \) over the same \( k_s \)-dependent frequency that a sheared mode takes to cross a single cell in the radial wavenumber grid, i.e., whenever \( |k^* (t) - k^* (t_{\text{prev}})| > \Delta k_s \), where \( t_{\text{prev}} = \Delta t \text{ floor}(t_{\text{prev}}/\Delta t_E) \) and \( t_{\text{prev}} \) here refers to the last time a mode at \( k_s \) was zeroed out. We have found that this largely eliminates any wrap-around of information across the boundaries of the \( k_s \) grid.

3.6. Hyper dissipation

A fourth-order hyper-dissipation operator is used in \texttt{stella} in order to prevent a pile-up of energy at small perpendicular scales due to turbulent cascade. This operator, which is applied to the distribution function as an additional implicit step in the operator splitting scheme, has the form

\[
g_{n+1} = \frac{1}{1 + \Delta t D_{\text{hyper}}[k^2_{\perp,\text{hyper}}/\text{max}(k^2_{\perp,\text{hyper}})]^2} g_n,
\]  

(61)

where \( D_{\text{hyper}} \) is an adjustable coefficient which sets the strength of the dissipation and \( k^2_{\perp,\text{hyper}}(k_s, k_y) \) is some measure of the squared perpendicular wavenumber. For local \texttt{stella},

\[
k^2_{\perp,\text{hyper}} = k^2_\perp + k^2_\perp \nabla x^2 + 2 k_s k_y (\nabla x \cdot \nabla y) + k^2_y |\nabla y|^2
\]  

(62)

is the physical squared perpendicular wavenumber. The geometrical coefficients \( |\nabla x|^2, \nabla x \cdot \nabla y, \) and \( |\nabla y|^2 \) vary in \( \theta \), and ensure continuity across the parallel boundary for modes connected by the parallel boundary condition (§2.3). These coefficients, however, also vary radially along with the geometric profile variation, thus complicating the application of hyper-dissipation for global simulations. This difficulty can be avoided by using an alternative definition for \( k^2_{\perp,\text{hyper}} \):

\[
k^2_{\perp,\text{hyper}} = \left\{ \begin{array}{ll} k^2_\perp [1 + \lambda (\theta - \theta_0)^2] & \text{if } k_y = 0, \\
 k^2_\perp [1 + \lambda (\theta - \theta_0)^2] & \text{if } k_y \neq 0,
\end{array} \right.
\]  

(63)

where \( \theta_0 \approx k_s/k_y \) is the ballooning angle and \( \lambda = 1 \) when \( q \) is used as the \( x \) coordinate.\(^6\) This form of \( k^2_{\perp,\text{hyper}} \) retains the \( \theta \) dependence that ensures continuity across the parallel boundary, while doing away with the radial variation of the geometrical coefficients. In practice, the results of a nonlinear simulation should be insensitive to the exact form of the hyper-dissipation operator, provided the small perpendicular scales are well resolved.

\(^6\)Our definition of the ballooning angle differs from the standard one, \( \theta_0 = k_s/k_y \), as we use \( q \) as the radial coordinate instead of \( \psi \).
\[
\begin{align*}
\frac{m_i}{m_{\text{ref}}} & = 1 \\
n_i(r_0)/n_{\text{ref}} & = 1 \\
\frac{T_i(r_0)}{T_{\text{ref}}} & = 1 \\
n_i/n_e & = 1 \\
\frac{T_i}{T_e} & = 1 \\
R_0/L_0 & = -\frac{R_0}{n_i}n_i' & = 2.2 \\
R_0/L_T & = -\frac{R_0}{T_i}T_i' & = 6.9 \\
\epsilon = n_i/a & = 0.5 \\
R_0/a & = 2.77778
\end{align*}
\]

Table 1: Parameters of the Cyclone Base Case (CBC).

4. Numerical benchmarks

In this section we perform a variety of tests in order to demonstrate the efficacy of our new approach to global gyrokinetics; namely, that of the novel radial boundary conditions and the inclusion of next-order corrections in the underlying gyrokinetic equations. Unless otherwise noted, all simulations used standard Cyclone Base Case (CBC) parameters which are tabulated in Table 1, and we define \( \rho_* = \rho_{\text{ref}}/a \). Additionally, the values \( N_x \) and \( N_y \) refer to the number of modes resolved in the radial and binormal direction after 2/3 dealiasing, and so the number of collocation points when calculating the nonlinear terms is effectively larger by a factor of 3/2. This dealiasing is not performed during the communication of the novel radial boundary condition, and so the boundary size \( N_{\text{boundary}} \) should be compared with \( N_x \), rather than \( 3N_x/2 \).

4.1. Continuity of the radial boundary conditions

To test the performance of the new radial boundary conditions, we perform a simulation using CBC parameters without any profile variation (\( \rho_* = \Delta = 0 \)) in order to demonstrate continuity between the physical domains. This simulation uses adiabatic electrons, 85 dealiased modes in each of the the radial and binormal directions, 32 points along the magnetic field, 24 points in the parallel velocity space, 6 points in \( \mu \) space, and 6 radial collocation points in each of the boundary regions. Each flux-tube domain is seeded with small amplitude random noise, and after a period of exponential growth in the initial linear regime, the nonlinearity becomes dynamically important and the domains reach a saturated turbulent state. No sources or sinks are used in these simulations, either in the physical or boundary region.
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Figure 3: Ion heat fluxes in each domain of a multiple-domain nonlinear simulation without radial profile variation ($\rho_\ast = 0$).

Figure 2 shows a snapshot of the electrostatic potential for each simulation domain in the perpendicular plane situated at the outboard midplane. As no radial profile variation is included in these simulations, the statistical characteristics of the turbulence in each simulation domain should be identical to one-another. Indeed, the cross-section of $\phi$ shows similar turbulence across all the domains, without any spurious behaviour occurring near the domain boundaries. The heat fluxes in each domain are also shown in figure 3 to be statistically identical, and the linear growth rates (not shown) are also consistent. The novel radial boundary condition is thus shown to be well behaved. An expression for the heat flux is given in Appendix B.

4.2. Equilibrium flow shear

Our global implementation of equilibrium flow shear is tested by comparing the resulting fluxes to those obtained by local flux-tube simulations using the standard wavenumber shift method [44] along with non-linear corrections [45]. Unlike radial profile variation, equilibrium flow shear is not a $\rho_\ast$-small effect, and so these tests are performed without other global effects (i.e. $\rho_\ast = A = 0$).

In these tests, our global simulations use the CBC parameters and a resolution of $(N_y, N_z, N_{v\parallel}, N_{\mu}) = (21, 16, 24, 6)$. The side domains use $N_x = 43$ with a radial extent of $\ell_x = 62.8\rho_i$ while the central domain uses $N_x = 85$ dealiased modes with a radial extent of $\ell_x = 125\rho_i$. The boundary regions use 16 cells each, with a Krook operator applied on the outer 10 cells with a damping rate of 0.2. If the Krook operator is not used, then shear layers can develop at the interfaces of the boundary region which may counteract the effect of the background flow shear. The local simulations use the same parameters as the central domain in the global simulation, and adiabatic electrons are employed throughout. No other sources or sinks are used in the simulations.

Figure 4 shows the total heat flux (left) and parallel momentum flux (right) for the global implementation of flow shear (yellow line) along with the result from local flux-tube simulations (blue line). Expressions for these fluxes are given in Appendix B. These results reveal that our global implementation of flow shear compares well to the more standard method. Also included in this plot as black squares are the results from simulations of using global flow shear without the periodical zeroing-out of information at the boundary. As argued in §3.1 and §3.5, the results are insensitive to this zeroing for small values of shearing due to the presence of finite hyper-dissipation. However, for large flow shear the information can escape this hyper-dissipation, thus causing an over-prediction of both heat and momentum flux when the zeroing-out dealiasing routine is not performed; this over-prediction worsens as shearing is increased.
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4.3. Consistency of the first derivatives

Our approach to global gyrokinetics involves the Taylor expansion of the geometrical coefficients (given in Appendix A), as well as the density and temperature profiles. This introduces various additional terms in the gyrokinetic and quasineutrality equations, as well as the gyro-averaging operator. In order to verify the implementation of these terms, we compare the geometrical coefficients computed in two separate local flux-tube simulations; one simulation is performed at a displaced radial location \( r = r_0 + \Delta r_s \) that does not employ the additional terms in the Taylor expansion, and a simulation located at \( r = r_0 \) which then employs these additional terms to evaluate the coefficients at \( r_0 + \Delta r_s \) (thus placing the flux tube at \( r = r_0 + \Delta r_s \)). We then compute the absolute error between the geometrical coefficients of the two simulations and plot this as a function of \( \rho_s \) (equivalently, \( \Delta r_s \)); proper implementation of the terms resulting from the first-order Taylor expansion results in a scaling of the absolute error with \( \rho_s^2 \). Plotted in figure 5 is the error scaling of various geometrical coefficients with \( \rho_s \) which do indeed exhibit a \( \rho_s^2 \) scaling for a broad range of \( \rho_s \). While this figure only displays a few geometrical coefficients, these scalings have also been verified for all other geometrical coefficients, as well as for terms resulting from radial variation in density and pressure. As a final note, the error scalings for some quantities in figure 5 do break from the \( \rho_s^2 \) scaling for \( \Delta \geq 0.3 \); however, for these order-unity values of \( \Delta \) the Taylor expansion is expected to breakdown.

4.4. Convergence to the \( (k_z L)^{-1} \rightarrow 0 \) limit

Local flux-tube gyrokinetics is obtained by formally taking the \( (k_z L)^{-1} \rightarrow 0 \) limit of the gyrokinetic equations [23]. Thus, a stringent test that all global gyrokinetic codes must pass is to prove convergence to local gyrokinetic simulations in the \( (k_z L)^{-1} \rightarrow 0 \) limit, which can be done by letting \( \Delta \) tend towards zero. We test this convergence in Stella using the Cyclone Base Case parameters with adiabatic electrons, as well as the additional second derivatives \( q'' a^2 = 5, n'' (a^2/n) = -1, T'' (a^2/T_i) = -4 \). These second derivatives have been chosen in order to provide appreciable modification to the gradient scale lengths as \( \Delta \) approaches order unity. The multiple flux-tube boundary conditions are employed, and each simulation domain has a resolution of \((N_\phi, N_r, N_{\psi}, N_z) = (43, 24, 12, 48)\), a single poloidal turn and a radial extent in terms of gyroradii of \( \ell_s = 60 \rho_i \). The size of the radial boundary is 4 collocation points. The spatial resolution is held fixed between the simulations, and so as \( \rho_s \) is increased, the physical region of the device that is sampled (as a portion of the minor radius \( a \)) is also increased. Sources or sinks are not needed in linear simulations since profile relaxation is a nonlinear effect, and so sources or sinks are not used in the linear simulations reported in this section. Each domain is seeded with a single \( k_z \rho_s = 0.2 \) mode which, in a linear simulation, decouples from other modes with different binormal wavenumber. As the system evolves, the growth rate of the volume-averaged heat flux (Appendix B) eventually reaches a constant value, which is plotted in the left panel of figure 6 as a function of \( \rho_s \).
We also perform a \((k_i L)^{-1} \to 0\) convergence test for nonlinear simulations by comparing the time- and volume-averaged ion heat flux of the saturated turbulent state. This is performed using the same parameters as in the linear simulations of the previous paragraph, but with the resolution of \((N_z, N_{\rho}, N_{\mu}, N_{\alpha}) = (171, 85, 16, 8, 48)\). Additionally, the simulations employ the projection-based source with \(\tau_{\text{visc}}/v_{\text{visc}}/a = 50\), and no boundary-region Krook operator. The results of these simulations are shown on the right panel of figure 6, along with the result of a nonlinear flux-tube simulation performed at \(r/a = 0.5\). While the heat flux signals are much noisier than the growth rates of the linear simulations, convergence in \(\rho_*\) is indeed demonstrated for small enough \(\rho_*\).

4.5. Rosenbluth-Hinton tests

A standard benchmark for gyrokinetic codes is the Rosenbluth-Hinton test [48], which verifies the implementation of the parallel streaming terms, the radial magnetic drifts and the \(k_y = 0\) mode in the \(k_y \rho_i \to 0\) limit. In this test, the residual level of a zonal electrostatic perturbation that has been damped by collisionless processes is measured and compared to the theoretical prediction for large aspect ratio circular geometry:

\[
\text{RH}_{\text{HC}} \doteq \frac{\varphi(t)}{\varphi(0)} = \left[ 1 + q^2 (1.64 + 0.5 \sqrt{\varphi} + 0.361 \epsilon) / \sqrt{\epsilon} \right]^{-1}.
\]

This residual level, originally calculated by Rosenbluth and Hinton [48], was given to higher accuracy in \(\epsilon\) and \(q\) by Xiao and Catto [49].

To perform the Rosenbluth-Hinton test using global stella, we run a multiple flux-tube linear simulation with velocity space resolution \((N_z, N_{\rho}, N_{\mu}, N_{\alpha}) = (192, 6, 82, 43)\). Without loss of generality, \(N_z = 85\) for the central domain. The radial extent of the side domains is \(\ell_z = 300 \rho_i\), while for the center it is \(\ell_z = 600 \rho_i\). Flat density and temperature profiles are used for all simulations, while the magnetic geometry is taken from the CBC, along with \(q^c a^2 = 0.5\) and \(\rho_* = 0.0002 (\Delta = 0.12)\). Each boundary region uses eight collocation points and no dissipation is used.
Finally, adiabatic electrons are employed. Simulations are initialized with a single large-wavelength $k_i \rho_i = 2 \pi/300$ mode, and after some time a residual level is eventually maintained. The left panel of figure 7 shows the residual level of the zonal flow at the center of the middle domain (at $\rho = 0.5$) along with the analytical prediction given by (64) (this denoted with a dotted line). It is clear that global *stella* captures the correct residual level at the center of the domain.

While the original Rosenbluth-Hinton calculation is performed in the local limit, we can let (7) be a function of $r$ through $e$ and $q$ and ascertain how well *stella* attains this ‘global’ version of the residual level. The right panel of figure 7 displays the final zonal potential at the end of the simulation (purple line), as well as the initial potential profile scaled by the predicted residual fraction given by (64) (green line). At least at this modest $\rho_*$, the global simulation captures the correct residual level over the entire domain.

4.6. Sources and sinks

In general, sources and sinks are required for global nonlinear simulations because a mismatch of flux between the two boundaries can lead to an accumulation or deficit of particles, momentum and heat in the central domain. Our scale-separated approach to global gyrokinetics involves a novel projection operator source that is detailed in §3.4. Here, we demonstrate the efficacy of this new source by comparing it to global simulations using a more conventional Krook-based source, as well as comparing it to global simulations that do not employ sources. These simulations use CBC parameters with adiabatic electrons along with $q_i' = 5$, $n''(a^2/n) = -1$ and $T_{\theta}'(a^2/T_i) = -4$. The spatial and velocity resolution for each domain is $(N_x, N_y, N_z, N_\theta, N_n) = (85, 85, 16, 8, 48)$, $D_{\text{hyper}} = 0.2$, and $\rho_* = 10^{-3}$ for the central domain. The binormal extent for all domains is $\ell_\perp = 20 \pi \rho_i(r_0)$ while the radial extent is $\ell_\parallel = (6/2\pi) \ell_\perp$. Each boundary region is comprised of six collocation points.

The box-averaged ion temperatures fluctuations from these simulations are plotted in figure 8 as a function of time. The black solid line denotes the simulation with no sources, while the orange and blue lines denote simulations with the projection-type and Krook-type sinks, respectively. Simulations in the top panel apply the Krook operator to the three points facing the physical region with $\gamma_{\text{BC}} = 0.1$, while the simulations in the bottom do not. For the given simulation parameters, the turbulence is strongest in the rightmost domain, resulting in a strong right-going radial flux of heat. As a result, the simulation with no sources and sinks results in an unbounded secular decrease of temperature. On the other hand, simulations employing sources and sinks with long-windowed time averaging eventually asymptote to finite values. These values for the projection-type operator converge as the averaging window size is increased, and are sufficiently small to prevent profile relaxation. In the case of the Krook-operator source,
Figure 7: (left) Rosenbluth-Hinton residual of the electrostatic potential $\varphi$ (solid line) at the center of the radial domain for a global simulation. Dotted line denotes expected residual level. (right) Comparison of the (time-averaged) electrostatic potential in its final state (solid line) to the initial electrostatic potential scaled by the expected radially dependent residual fraction (dotted line) as given by Xiao and Catto [49]. Shaded area denotes the boundary region of the central flux tube.

Figure 8: Evolution of the box-averaged temperature as a function of time from simulations using a variety of sources, as well as a simulation with no source. Simulations with sources where time averaging is performed using a short-time (long-time) window are denoted with solid (dash-dotted) lines. Simulations in the top panel are performed with the Krook operator in the boundary region, while simulations in the bottom panel are performed without this operator.
the box-averaged ion temperature eventually decays to zero, though the details on how this happens is sensitive to the precise values of \( \nu_S \) and \( \tau_S \). In practice, one should choose a averaging window size that is longer than any of the turbulent timescales of interests; for our global simulations, this is roughly \( \Delta^{-1}(a/v_{th}) \leq \tau_S \leq \rho_i^{-1}(a/v_{th}) \). Thus, figure 8 indicates that both the Krook-based and projection-operator-based sources are equally effective at controlling the box-averaged temperature in the simulation domain.

4.7. Radial heat flux profiles

As a final test of our global approach to gyrokinetics, we compare the radial profile of the ion-temperature-gradient-driven nonlinear heat flux (Appendix B) resulting from a global simulation to the heat fluxes obtained at multiple radial positions with local simulations. These simulations use CBC parameters with adiabatic electrons along with \( q''a^2 = 5, n''(a^2/n) = -1 \) and \( T_i''(a^2/T_i) = -4 \). The spatial and velocity resolution for each domain is \((N_x, N_y, N_z, N_{\mu}, N_v) = (171, 85, 16, 8, 48), D_{hyper} = 0.2, \) and \( \rho_* = 10^{-3} \) for the central domain. The binormal extent for all domains is \( \ell_z = 20\nu \rho_i(r_0) \) while the radial extent is \( \ell_r = (6/2\pi\ell_z/\nu) \). Each boundary region is comprised of ten collocation points, with the Krook operator being applied to the six points facing the physical region with \( v_{BC} = 0.1 \). The projection operator source is employed in the centre domain within the physical region with an averaging window time of \( \tau_S(\nu_{th,ref}/a) = 50 \).

The resulting radial profile of the heat flux is plotted in figure 9, which displays the long-time average after the turbulence has reached a saturated state. Additionally, the results of five separate local simulations are plotted using crosses. The shaded region and error bars of the local results are calculated from the standard deviation of the mean for a continuous signal, i.e., the standard deviation divided by \( \sqrt{t_{ave}/t_{auto}} \), where \( t_{ave} \) is the time window of the averaging and \( t_{auto} \) is the autocorrelation time of the signal. Boundary regions are denoted by the shaded areas, and the profile is given as a function of the minor radius \( r \). Like the simulations from the previous section, the resulting turbulence is stronger on the right side of the simulation domain, which results in a much larger heat flux. Similar to the results given by Candy et al. [18], the heat flux of the global simulation across the radial domain captures the radial variation of the heat fluxes resulting from local simulations, with some minor mismatch near the boundaries. These discrepancies can be the result of a number of effects, such as profile shearing [47] and turbulence spreading [14]. With regards to the latter, the separation between any two local simulations in figure 9 is approximately a single poloidal gyroradius \( \rho_{pol} = (B/B_p)\rho_{ref} \), where \( B_p \) is the poloidal magnetic field strength, and so figure 9 is consistent with turbulence spreading across eddies that have a radial extent on the order of \( \rho_{pol} \) [50]. In-depth studies of both profile shearing and turbulence spreading our global approach to gyrokinetics are ongoing, and will be reported in a future publication.

5. Conclusion

The gyrokinetic flux-tube code \texttt{stella} has been extended to allow for radially global simulations using a novel hybrid approach that retains spectral accuracy. This approach, developed in Parra and Barnes [23], incorporates the effects of radial profile variation through a subsidiary expansion which uses \( (k_\perp L)^{-1} \) as an expansion parameter. Additionally, novel radial boundary conditions have been implemented with the goal of removing spurious numerical artifacts at the radial simulation boundary. These new features have been benchmarked using a number of standard test cases, and are readily applicable to a wide variety of physical problems, such as turbulence spreading [14, 51], and the generation of intrinsic rotation due to the breaking of symmetries in the gyrokinetic equation [50, 52, 53, 54]. We stress that while our novel radial boundary condition provides a more physically motivated alternative to the standard Dirichlet boundary condition, it does not obviate the need for Krook-type operators which smoothly connect the buffer regions to the physical one.

Global \texttt{stella} could be usefully extended to include electromagnetic effects and arbitrary profile variation using an equilibrium solver such as EFIT [55]. These additions would respectively enable global simulation of high-\( \beta \) tokamaks and regions of high pressure gradients such as the tokamak pedestal, the latter of which may require the resolution of \( \rho_* \)-small physical effects with high fidelity. Finally, integrating the non-perturbative solution of quasineutrality with \texttt{stella}'s implicit solver of the parallel streaming term will lead to significant numerical savings when performing global simulation with kinetic electron effects, and may enable global multiscale simulations with relatively modest computational costs [10].

As a concluding remark, while we offer an approach to global gyrokinetics using flux-tubes, it is not the only one. Spectral methods for non-periodic domains has long been an important subject of research [56, 57, 58, 59].
and spectrally accurate gyroaveraging schemes for non-periodic domains have also been recently developed [17].

While still in its infancy, hybrid global-local gyrokinetics will offer a physical robust and computationally efficient complement to the already vast array of global gyrokinetic codes available to the plasma physics community.

Source code

The stella source code is available at the GitHub repository https://github.com/stellaGK/stella, while documentation can be found at https://stellagk.github.io/stella/.
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Appendix A. Computation of geometrical coefficients using Miller equilibria

In this appendix we calculate the geometrical coefficients $B$, $\hat{b} \cdot \nabla z$, $\hat{b} \cdot \nabla B$, $|\nabla x|^2$, $|\nabla y|^2$, $|\nabla \cdot \nabla y|$, $\hat{b} \times \nabla B \cdot \nabla y$, $\hat{b} \times \kappa \cdot \nabla x$ and $\hat{b} \times \kappa \cdot \nabla y$ in axisymmetric geometry using the Grad-Shafranov equation,

$$R^2 \nabla \cdot \left( \frac{\nabla \psi}{R^2} \right) = -4\pi R^2 \frac{dp}{d\psi} - I \frac{dI}{d\psi}$$  \hspace{1cm} (A.1)
We derive the geometrical coefficients using \((q, \alpha, \theta)\) coordinates, where \(\alpha\) and \(\theta\) are defined below. These coordinates can be related to the numerical coordinates \((x, y, z)\) using equations (15), (17),

\[
\nabla_x = \frac{\psi'(r_0)}{B_{\text{ref}}} \nabla q, \\
\nabla_y = \frac{\psi'(r_0)}{B_{\text{ref}}} \nabla \alpha,
\]

along with \(z = \theta.\) The Miller equilibrium is given by equations (13). In general, an axisymmetric magnetic field can be expressed as

\[
B = \nabla \zeta \times \nabla \psi + I(\psi) \nabla \zeta.
\]

The safety factor \(q\) is in general defined as

\[
q = \frac{1}{2\pi} \int_0^{2\pi} d\theta \frac{B \cdot \nabla \zeta}{B \cdot \nabla \theta} = \frac{1}{2\pi} \int_0^{2\pi} d\theta \frac{J_r}{R^2},
\]

where we have used \(J^{-1} = B \cdot \nabla \theta = \nabla \theta \cdot \nabla \zeta \times \nabla \psi\) and \(B \cdot \nabla \zeta = I(\psi) |\nabla \zeta|^2 = I(\psi)/R^2.\)

Since \(r\) is a flux label, \(\psi(r, \theta) = \psi(r).\) To derive an expression for \(\psi'\), where prime denotes differentiation with respect to \(r\), from \(B \cdot \nabla \theta\) we get

\[
B \cdot \nabla \theta = J^{-1} = \psi' \nabla r \cdot \nabla \theta \times \nabla \zeta,
\]

or

\[
J' \psi' = J_r,
\]

where \(J_{r}^{-1} = \nabla r \cdot \nabla \theta \times \nabla \zeta.\) Then, using equation (A.4) to solve for \(\psi'\),

\[
\psi' = \frac{1}{2\pi q} \int_0^{2\pi} d\theta \frac{J_r}{R^2}.
\]

From properties of the reciprocal basis vectors [60], we also have the useful identities

\[
|\nabla r|^2 = \frac{R^2}{J_r} \left[ \left( \frac{\partial Z}{\partial \theta} \right)^2 + \left( \frac{\partial R}{\partial \theta} \right)^2 \right],\]

\[
|\nabla \theta|^2 = \frac{R^2}{J_r} \left( Z'^2 + R'^2 \right),\]

\[
\nabla r \cdot \nabla \theta = -\frac{R(r)^2}{J_r} \left( R \frac{\partial R}{\partial \theta} + Z \frac{\partial Z}{\partial \theta} \right),
\]

and

\[
J_r = R \left( R' \frac{\partial Z}{\partial \theta} - Z' \frac{\partial R}{\partial \theta} \right).
\]

Also needed are the first partial derivatives of (13),

\[
R' = R_0'(\cos(\theta + \sin \theta \arcsin \delta(r)) - r \sin \theta \sin(\theta + \sin \theta \arcsin \delta(r))'(\arcsin \delta(r))'), \]

\[
Z' = (\kappa' r + \kappa) \sin \theta,
\]

\[
\frac{\partial R}{\partial \theta} = -\sin(\theta + \sin \theta \arcsin \delta(r))' (1 + \cos \theta \arcsin \delta(r)),
\]

\[
\frac{\partial Z}{\partial \theta} = \kappa(r) r \cos \theta.
\]

\(^7\)While the calculations in this section are done with \(q\) as the radial coordinate in mind, the geometrical coefficients resulting when \(\phi\) is used as a radial coordinate can be obtained by using \(\nabla q = (dq/\partial \phi) \nabla \phi\) where needed.
Appendix A.1. Zeroth order coefficients

We now begin calculating geometrical coefficients. From (A.3),

\[ B^2 = \frac{1}{R^2} \left( I' \psi + \mid \nabla \psi \mid^2 \right), \]

(A.11)

while the gradient of \( B \) is

\[ \nabla B = \nabla r B' + \nabla \theta \frac{\partial B}{\partial \theta}. \]

(A.12)

The partial derivative of \( B \) (and any other quantity in this appendix) with respect to \( \theta \) is calculated in stella using second-order finite differencing. The radial derivative of \( B \), on the other hand, must be obtained by

\[ B' = \frac{1}{BR^2} \left( II' + \frac{1}{2} \left( \mid \nabla \psi \mid^2 \right)' \right) - \frac{BR'}{R}. \]

(A.13)

where

\[ \left( \mid \nabla \psi \mid^2 \right)' = 2 \left[ \mid \nabla \psi \mid^2 \left( \frac{R'}{R} - \frac{J}{Jr} \right) + \psi^2 \left( \frac{R'}{Jr} \right)^2 \left( \frac{\partial R}{\partial \theta} + \frac{\partial Z}{\partial \theta} \right) \right]. \]

(A.14)

and we have defined \( J = \psi' J' - J' \psi''/\psi' \). We can evaluate both \( J \) and \( I' \) using the Grad-Shafranov equation,

\[ I' = -4\pi R^2 p' - \mid \nabla r \mid^2 \psi'' - R^2 \psi'^2 \nabla \cdot \left( \frac{\nabla r}{R^2} \right), \]

(A.15)

where \( \psi'' \) can be obtained from equation (A.7),

\[ \psi'' = \left( \frac{I'}{I} - \frac{q'}{q} \right) \psi' + \frac{I}{2\pi q} \int_0^{2\pi} d\theta \left( \frac{Jr}{R^2} \right)' \]

(A.16)

The last term of (A.15) can be readily calculated,

\[ \nabla \cdot \left( \frac{\nabla r}{R^2} \right) = \frac{1}{Jr} \left( \frac{\partial Z}{\partial \theta}^2 + \left( \frac{\partial R}{\partial \theta} \right)^2 \right)' - \frac{1}{Jr} \frac{\partial r_z}{\partial \theta} \]

(A.17)

where

\[ r_z = \frac{1}{Jr} \left( R' \frac{\partial Z}{\partial \theta} + Z' \frac{\partial Z}{\partial \theta} \right), \]

(A.18a)

\[ \frac{\partial r_z}{\partial \theta} = -r_z \frac{\partial Jr}{\partial \theta} + \frac{1}{Jr} \left( \frac{\partial R}{\partial \theta} + R \frac{\partial Z}{\partial \theta} + Z \frac{\partial Z}{\partial \theta} \right). \]

(A.18b)

We now eliminate \( \psi'' \) by combining (A.15) and (A.16),

\[ \frac{I'}{I} \left( 1 + \frac{I^2}{\mid \nabla \psi \mid^2} \right) = -\frac{4\pi R^2 p'}{\mid \nabla \psi \mid^2} + \frac{q'}{q} - \frac{R^2}{\mid \nabla r \mid^2} \left( \frac{Jr}{R^2} \mid \nabla r \mid^2 \right)' - \frac{\partial r_z}{\partial \theta} - \frac{I}{2\pi q \psi'} \int_0^{2\pi} d\theta \left( \frac{Jr}{R^2} \right)' \]

(A.19)

Multiplying by \( Jr/R^2 \), integrating over \( \theta \) and using (A.7) gives \( I' \) in terms of known quantities,

\[ \frac{I'}{I} \int_0^{2\pi} d\theta \frac{Jr}{R^2} \left( 1 + \frac{I^2}{\mid \nabla \psi \mid^2} \right) = -\int_0^{2\pi} d\theta \left( \frac{4\pi Jr}{\mid \nabla \psi \mid^2} p' - \frac{Jr}{R^2} \left( \frac{q'}{q} + \frac{2R'}{R} \right) + \frac{1}{\mid \nabla r \mid^2} \left( \frac{1}{Jr} \left( \frac{\partial Z}{\partial \theta}^2 + \left( \frac{\partial R}{\partial \theta} \right)^2 \right)' - \frac{\partial r_z}{\partial \theta} \right) \right). \]

(A.20)
where $J'_r$ has cancelled. Using the above expression, we can express the remaining unknown term of the Grad-Shafranov equation [left hand side of (A.1)] in terms of known quantities; from
\[
\nabla \cdot \left( \frac{\nabla \psi}{R^2} \right) = - \frac{J'_r}{R^2 J_r} |\nabla \psi|^2 + \frac{\psi'}{J'_r} \left[ \left( \frac{\partial Z}{\partial \theta} \right)^2 + \left( \frac{\partial R}{\partial \theta} \right)^2 \right] - \frac{\psi' \partial r}{J'_r \partial \theta} \quad (A.21)
\]
we have
\[
J = \frac{R^2}{|\nabla r|^2} \left( \frac{J_r}{\psi'^2} \left( 4\pi p' + \frac{I' r}{R^2} \right) + \frac{1}{J'_r} \left[ \left( \frac{\partial Z}{\partial \theta} \right)^2 + \left( \frac{\partial R}{\partial \theta} \right)^2 \right] - \frac{\partial r}{\partial \theta} \right). \quad (A.22)
\]

We now express the magnetic field $B = \nabla \alpha \times \nabla \psi$ using Clebsch coordinates by introducing the variable $\alpha = \zeta - q\theta$. Using (A.3), we find the requirement
\[
-q \frac{\partial \theta}{\partial \theta} \nabla \theta \times \nabla \psi = I \nabla \zeta. \quad (A.23)
\]
Taking the scalar product with $\nabla \zeta$ and integrating,
\[
\theta = \frac{I}{q} \int_0^\alpha \frac{d\theta'}{J'_r} \quad (A.24)
\]
which leads to
\[
\theta' = \left( \frac{I'}{I} - \frac{\psi'}{q} \right) \theta + \frac{I}{q} \int_0^\alpha \frac{d\theta'}{J'_r} \quad (A.25)
\]
Thus,
\[
\nabla \alpha = \nabla \zeta - (q' + q\theta') \nabla r - \frac{I}{\psi' R^2} \nabla \theta. \quad (A.26)
\]
We can now readily calculate
\[
\nabla \alpha \cdot \nabla \theta = -(q' + q\theta') \nabla r \cdot \nabla \theta - \frac{I}{\psi' R^2} |\nabla \theta|^2; \quad (A.27a)
\]
\[
\nabla \alpha \cdot \nabla r = -(q' + q\theta') |\nabla r|^2 - \frac{I}{\psi' R^2} \nabla r \cdot \nabla \theta, \quad (A.27b)
\]
\[
|\nabla \alpha|^2 = \frac{1}{R^2} + (q' + q\theta')^2 |\nabla r|^2 + 2 \frac{I}{\psi' R^2} (q' + q\theta') \nabla r \cdot \nabla \theta + \left( \frac{I}{\psi' R^2} \right)^2 |\nabla \theta|^2. \quad (A.27c)
\]
This allows us to calculate $k_\perp^2$,
\[
k_\perp^2 = k_\parallel^2 \left[ q^2 \theta_0^2 |\nabla r|^2 + 2 q' \partial \theta_0 \nabla \alpha \cdot \nabla r + |\nabla \alpha|^2 \right], \quad (A.28)
\]
where we have defined the ballooning angle $\theta_0 \equiv k_\parallel \kappa$ and $k_\parallel = (\psi'(r_0)/B\kappa)k_\parallel$. For zonal modes with $k_\parallel = 0$,
\[
k_\perp^2 = k_\parallel^2 q^2 |\nabla r|^2. \quad (A.29)
\]
We also calculate the gradient $B$ drift,
\[
\nabla \alpha \cdot \dot{b} \times \nabla B = -\frac{BB'}{\psi'} + \frac{\psi'}{B} \frac{\partial B}{\partial \theta} \left[ (\nabla \alpha \cdot \nabla \theta) (\nabla \alpha \cdot \nabla \theta) - \nabla r \cdot \nabla \theta |\nabla \alpha|^2 \right], \quad (A.30a)
\]
\[
\nabla q \cdot \dot{b} \times \nabla B = -q' \frac{I}{\psi'} \dot{b} \cdot \nabla \theta \frac{\partial B}{\partial \theta} \quad (A.30b)
\]
and the curvature drift,
\[
\nabla q \cdot \dot{b} \times (\dot{b} \cdot \nabla \dot{b}) = \nabla q \cdot \dot{b} \times \frac{\nabla B}{B}, \quad (A.31a)
\]
\[
\nabla \alpha \cdot \dot{b} \times (\dot{b} \cdot \nabla \dot{b}) = \nabla \alpha \cdot \dot{b} \times \frac{\nabla B}{B} + \frac{4\pi p'}{B\psi'} \quad (A.31b)
\]
This completes the zeroth order in $A$ calculations of the geometrical coefficients.
Appendix A.2. First-order coefficients

In this section we calculate the radial derivatives of the geometrical coefficients \( B, \hat{b} \cdot \nabla z, \hat{b} \cdot \nabla B, |\nabla z|^2, |\nabla y|^2, |\nabla x \cdot \nabla y|, \hat{b} \times \nabla B \cdot \nabla Y, \hat{b} \times \nabla x \cdot \nabla y \) and \( \hat{b} \times \nabla B \cdot \nabla Y \). These radial derivatives are needed for global simulation. Note that these coefficients are correct for arbitrary aspect ratio; previously a number of these coefficients have been calculated in the large aspect ratio limit by Wilson et al. [61].

To begin, note that the radial derivative of \( B \) is already given by (A.13). The radial derivative of the next two geometrical coefficients can also be readily calculated:

\[
\begin{align*}
(b \cdot \nabla B)' &= b \cdot \nabla \left[ \frac{\partial B}{\partial \theta} \right] \left( \frac{B'}{B} + \frac{J' r}{J r} \right), \\
(b \cdot \nabla \theta)' &= -b \cdot \nabla \left( \frac{B'}{B} + \frac{J' r}{J r} \right).
\end{align*}
\]

(A.32) (A.32b)

In order to calculate the radial derivative of the remaining terms, \( J' \) and \( J'' \) will need to be determined; this is done using the radial derivative of the equations derived from the Grad-Shafranov equation, viz. (A.20),

\[
\begin{align*}
I'' &\frac{J'}{J} \int_0^{2\pi} \frac{J r}{R^2} \left( 1 + \frac{I^2}{|\nabla \psi|^2} \right) + \frac{J'}{J} \int_0^{2\pi} \frac{J r}{R^2} \left( \frac{J^2}{|\nabla \psi|^2} \left( \frac{J' r}{J r} - \frac{2R'}{R} \right) - \frac{(\nabla \psi')^2}{|\nabla \psi|^2} \right), \\
J' &= \frac{2R' J}{R^2} + \left( 1 + \frac{I^2}{|\nabla \psi|^2} \right) \left( \frac{J'}{J} \frac{J' r}{J r} - \frac{2R'}{R} \right) - \frac{2R'}{R} \frac{(\nabla \psi')^2}{|\nabla \psi|^2} \\
&\quad \left( \frac{R' \partial R'}{R \partial \theta} + \frac{R' \partial Z'}{R \partial \theta} \right) - \frac{J'}{J} \left( \frac{R' \partial R'}{R \partial \theta} + \frac{R' \partial Z'}{R \partial \theta} \right),
\end{align*}
\]

(A.33)

and (A.22),

\[
\begin{align*}
J' &= \frac{2R' J}{R^2} + \left( 1 + \frac{I^2}{|\nabla \psi|^2} \right) \left( \frac{J'}{J} \frac{J' r}{J r} - \frac{2R'}{R} \right) - \frac{2R'}{R} \frac{(\nabla \psi')^2}{|\nabla \psi|^2} \\
&\quad \left( \frac{R' \partial R'}{R \partial \theta} + \frac{R' \partial Z'}{R \partial \theta} \right) - \frac{J'}{J} \left( \frac{R' \partial R'}{R \partial \theta} + \frac{R' \partial Z'}{R \partial \theta} \right),
\end{align*}
\]

(A.34)

where the derivative of equation (A.14) gives

\[
\begin{align*}
(\nabla \psi')'' &= 2 \left( \frac{R' J' - J'}{J r} \right) (\nabla \psi')' + 2 |\nabla \psi|^2 \left( \frac{R'}{R} \right)^2 - \left( \frac{J'}{J r} \right) \\
&\quad + 2 \left( \frac{R' J'}{J r} \right)^2 \left( \frac{R' \partial R'}{R \partial \theta} + \frac{R' \partial Z'}{R \partial \theta} \right) + \left( \frac{R' \partial Z'}{R \partial \theta} + \frac{Z' \partial R'}{Z \partial \theta} \right) \left( \frac{R'}{R} \frac{J'}{J r} \right).
\end{align*}
\]

(A.35)

The quantities \( \psi'' \) and \( J' '' \), the latter given by

\[
J' '' = \frac{J r}{R^2} + R' \frac{\partial Z'}{\partial \theta} - Z' \frac{\partial R'}{\partial \theta},
\]

(A.36)
can be related to one-another through \( J \), a known quantity. For global stella the quantity \( \psi'' \) (a flux-function) is given as an input parameter provided by the user, and so (A.36) serves as a constraint in determining \( R'' \) and \( Z'' \); one then only needs an additional constraint to determine both \( R'' \) and \( Z'' \). We choose this constraint to take the form

\[
R \frac{\partial R}{\partial \theta} + Z \frac{\partial Z}{\partial \theta} = 0,
\]

(A.37)
which results in
\[
\begin{aligned}
R'' &= \frac{1}{|\mathbf{r}|^2} \left( \frac{R}{|J_r|} \right)^2 \frac{\partial Z}{\partial \theta} \left[ \frac{J_r}{R} \left( \frac{J_r'}{J_r} - \frac{R'}{R} \right) - R' \frac{\partial Z'}{\partial \theta} + Z' \frac{\partial R}{\partial \theta} \right], \\
Z'' &= -\frac{1}{|\mathbf{r}|^2} \left( \frac{R}{|J_r|} \right)^2 \frac{\partial R}{\partial \theta} \left[ \frac{J_r}{R} \left( \frac{J_r'}{J_r} - \frac{R'}{R} \right) - R' \frac{\partial Z'}{\partial \theta} + Z' \frac{\partial R}{\partial \theta} \right].
\end{aligned}
\]  
(A.38a)  
(A.38b)

Apart from \( \psi'' \), both \( q'' \) and \( p'' \) must also be specified for global simulation; these are taken to be additional input parameters.

The next few terms radial derivatives required for global simulation are
\[
\langle |\mathbf{r}|^{2} \rangle = 2 \left[ \left| \nabla r \right|^2 \left( \frac{R'}{R} - \frac{J_r'}{J_r} \right) + \left( \frac{R}{|J_r|} \right)^2 \left( \frac{\partial R}{\partial \theta} + R' \frac{\partial R'}{\partial \theta} + Z' \frac{\partial Z}{\partial \theta} + Z' \frac{\partial R'}{\partial \theta} \right) \right],
\]  
(A.39a)

\[
\langle \nabla r \cdot \nabla r \rangle' = -\left( \langle |\mathbf{r}|^{2} \rangle \right)' \left( \partial q' + q' \theta' \right) - |\mathbf{r}|^{2} (2q' \psi'' + q'' \theta + q''') - \frac{I J_r'}{|R^2 \psi|} \left[ (\nabla r \cdot \nabla r)' + \nabla r \cdot \nabla r \left( \frac{I}{I} + \frac{J_r'}{J_r} - \frac{2R'}{R} - \frac{\psi''}{\psi} \right) \right],
\]  
(A.39b)

\[
\langle |\mathbf{r}|^{2} \rangle'' = -\frac{2R'}{R} + (q' \theta' + \theta' q')^2 \langle |\mathbf{r}|^{2} \rangle ' + 2 |\mathbf{r}|^{2} (q' \theta' + \theta' q')(2q' \theta' + \theta' q'' + q'\theta''')
\]  
(A.39c)

\[
\langle \nabla r \cdot \nabla r \rangle'' = -\left( \langle |\mathbf{r}|^{2} \rangle \right)'' \left( \partial q' + q' \theta' \right) - |\mathbf{r}|^{2} (2q' \psi'' + q'' \theta + q''') - \frac{I J_r'}{|R^2 \psi|} \left[ (\nabla r \cdot \nabla r)'' + \nabla r \cdot \nabla r \left( \frac{I}{I} + \frac{J_r'}{J_r} - \frac{2R'}{R} - \frac{\psi''}{\psi} \right) \right],
\]  
(A.40a)

\[
\langle |\mathbf{r}|^{2} \rangle'' = 2 \left( \frac{R}{J_r} \right)^2 \left[ R' \psi'' + Z' \psi'' + (R'^2 + Z'^2) \left( \frac{R'}{R} - \frac{J_r'}{J_r} \right) \right],
\]  
(A.40b)

\[
\langle \nabla r \cdot \nabla r \rangle'' = -\left( \langle |\mathbf{r}|^{2} \rangle \right)'' \left( \partial q' + q' \theta' \right) - |\mathbf{r}|^{2} (2q' \psi'' + q'' \theta + q''') - \frac{I J_r'}{|R^2 \psi|} \left[ (\nabla r \cdot \nabla r)'' + \nabla r \cdot \nabla r \left( \frac{I}{I} + \frac{J_r'}{J_r} - \frac{2R'}{R} - \frac{\psi''}{\psi} \right) \right],
\]  
(A.40c)

and
\[
\phi'' = \frac{I}{q} \int_{0}^{\infty} \frac{d\phi}{\theta} \left[ \frac{I}{I} + \frac{J_r}{J_r} - \frac{q'}{q} - \frac{2R'}{R} \right]^2 + \left( \frac{I'}{I} \right)^2 + \left( \frac{J_r'}{J_r} \right)^2 - \frac{J_r}{J_r} \frac{\psi''}{\psi} - \frac{q'}{q} \frac{q'}{q} - \frac{2R''}{R'} + 2 \left( \frac{R'}{R} \right)^2
\]  
(A.41)

With these, the radial derivative of the perpendicular wavenumber is given by
\[
\left( k_z^2 \right)' = k_z^2 \left[ \langle \nabla r \cdot \nabla r \rangle'' + \frac{2B_0}{q' \phi} \langle \nabla r \cdot \nabla r \rangle' + \frac{q' \nabla r \cdot \nabla r \rangle'}{q'^2} \left( \langle |\mathbf{r}|^{2} \rangle' + 2q' q' |\mathbf{r}|^{2} \right) \right].
\]  
(A.42)

The radial derivatives of the \( \nabla B \) drift terms, are given by
\[
\left( \nabla q \cdot \hat{b} \times \frac{\nabla B}{B} \right)' = -\frac{I}{B \psi} \left[ q' \hat{b} \cdot \nabla B + q' \left( \hat{b} \cdot \nabla B \right)' + q' \hat{b} \cdot \nabla B \left( \frac{I'}{I} - \frac{B'}{B} - \frac{\psi''}{\psi} \right) \right],
\]  
(A.43a)

\[
\left( \nabla r \cdot \hat{b} \times \frac{\nabla B}{B} \right)' = \frac{B'}{\psi} \psi' + \frac{B'}{\psi^2} + \frac{1}{B^2} \frac{\partial B}{\partial \theta} \nabla r \cdot \nabla B \left( \frac{B'}{B} \right)' + \nabla r \cdot \nabla B \left( \frac{B'}{B} \right)' + \nabla r \cdot \nabla B \left( \frac{B'}{B} \right)' - \frac{2B^2}{B} \frac{\partial B}{\partial \theta} + \frac{2B^2}{B^2} \frac{\partial B}{\partial \theta} \right) \right],
\]  
(A.43b)

where
\[
\langle \nabla r \cdot \nabla r \rangle' = \left( \frac{\psi''}{\psi} \right) \langle \nabla r \cdot \nabla r \rangle' + \psi' \left[ \langle \nabla r \cdot \nabla r \rangle(\nabla r \cdot \nabla r) - |\nabla r|^2 |\nabla r \cdot \nabla r|^2 \right]
\]  
(A.44)
and
\[ B'' = \frac{1}{BR^2} \left( I'' + I' + \frac{1}{2} \left( \nabla \psi_1 \right)'' - \left( I' + \frac{1}{2} \left( \nabla \psi_1 \right)' \right) \left( \frac{B'}{B} + \frac{2R'}{R} \right) \right) - \frac{BR'}{R} \left( \frac{R''}{R} + \frac{B'}{B} - \frac{R'}{R} \right). \] (A.45)

Likewise, the radial derivative of the curvature drift is given by
\[ \left( \frac{\dot{b}}{B} \times \frac{\nabla B}{B} \cdot \nabla \alpha \right)' = \frac{1}{B} \left( \nabla \alpha \cdot \dot{b} \times \frac{\nabla B}{B} \right)' - \frac{B'}{B^2} \left( \nabla \alpha \cdot \dot{b} \times \frac{\nabla B}{B} \right), \] (A.46a)
\[ \left( \frac{4\pi g''}{B^2} \cdot \psi' \right)' = \frac{4\pi g''}{B^2} \left( \psi'' - \psi' - \frac{2B'}{B} \right). \] (A.46b)

This completes the first order in \( \mathcal{A} \) calculations of the geometrical coefficients.

Appendix B. Moments of \( g_{k,s} \) and their fluxes incorporating radial profile variation

In this section we document the expressions for various moments of the distribution function, along with their fluxes, appropriate for the expansion detailed in §2.2. The moments considered here are the fluctuating density \( \delta n_s \), parallel velocity \( \delta u_{ls} \), and temperature \( \delta T_{ls} \), which are given in their normalized forms by
\[ \delta n_{k,s} = \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} \left( J_{0s}\tilde{g}_{k,s} + \frac{Z_s F_s(r)}{T_s} (J^2_{0s} - 1)e^{-\tilde{r}/(\tilde{\alpha}^2)\tilde{\delta}^2_{k,s} \tilde{\varphi}_k} \right), \] (B.1a)
\[ \delta \dot{u}_{ls} = \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} J_{0s}\dot{v}_{ls}\tilde{g}_{k,s} + \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} J_{0s}\tilde{g}_{k,s} \left( \frac{B'}{B} + \frac{J'_{0s}}{J_{0s}} \right), \] (B.1b)
\[ \delta \dot{T}_{ls} = \frac{2}{\pi^{1/2} B} J_{0s}\tilde{g}_{k,s} + \frac{Z_s F_s(r)}{T_s} (J^2_{0s} - 1)e^{-\tilde{r}/(\tilde{\alpha}^2)\tilde{\delta}^2_{k,s} \tilde{\varphi}_k} \] (B.1c)
where \( J_{0s} = J_r(a_{k,s}) \). The Taylor expanding the above equations to first order yields
\[ \delta \dot{n}_{k,s} \approx \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} \left( J_{0s}\tilde{g}_{k,s} + \frac{Z_s F_s(r)}{T_s} (J^2_{0s} - 1)e^{-\tilde{r}/(\tilde{\alpha}^2)\tilde{\delta}^2_{k,s} \tilde{\varphi}_k} \right) \] \[ + \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} \left( J_{0s}\tilde{g}_{k,s} + \frac{Z_s F_s(r)}{T_s} (J^2_{0s} - 1)e^{-\tilde{r}/(\tilde{\alpha}^2)\tilde{\delta}^2_{k,s} \tilde{\varphi}_k} \right) \left( \frac{B'}{B} + \frac{J'_{0s}}{J_{0s}} \right), \] (B.2a)
\[ \delta \dot{u}_{ls} \approx \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} J_{0s}\dot{v}_{ls}\tilde{g}_{k,s} + \frac{Z_s F_s(r)}{T_s} (J^2_{0s} - 1)e^{-\tilde{r}/(\tilde{\alpha}^2)\tilde{\delta}^2_{k,s} \tilde{\varphi}_k} \] \[ + \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} J_{0s}\tilde{g}_{k,s} \left( \frac{B'}{B} + \frac{J'_{0s}}{J_{0s}} \right), \] (B.2b)
\[ \delta \dot{T}_{ls} \approx \frac{2}{3} \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} \left( \tilde{v}_{ls}^2 + 2\tilde{\mu}_s\tilde{B} - \frac{3}{2} \right) \left( J_{0s}\tilde{g}_{k,s} + \frac{Z_s F_s(r)}{T_s} (J^2_{0s} - 1)e^{-\tilde{r}/(\tilde{\alpha}^2)\tilde{\delta}^2_{k,s} \tilde{\varphi}_k} \right) \] \[ + \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} \left( \tilde{v}_{ls}^2 + 2\tilde{\mu}_s\tilde{B} - \frac{3}{2} \right) \left( J_{0s}\tilde{g}_{k,s} \left( \frac{B'}{B} + \frac{J'_{0s}}{J_{0s}} \right) \right) \] \[ + \int d\tilde{v}_i \int d\tilde{u}_i \frac{2}{\pi^{1/2} B} \left( \tilde{v}_{ls}^2 + 2\tilde{\mu}_s\tilde{B} - \frac{3}{2} \right), \] (B.2c)
where the coefficients that depend on space are evaluated at \( r = r_0 \) and
\[ \frac{F_{r}'}{F_{s}} \approx \frac{n_r'}{n_s} + \frac{T_{r}'}{T_{s} \left( \frac{E}{T_{s}} - \frac{3}{2} \right) \mu_B B'}, \] (B.3)

Equations (B.2) are correct to first order in \( \mathcal{A} \).
The relevant fluxes that accompany these moments are the flux of particles $I_s$, toroidal angular moment $\Pi_s$, and energy $Q_s$, which are given in their normalized flux-surface-averaged forms by

\[
\langle \tilde{\mathbf{f}}_s \rangle_\phi = \left\{ \int d\tilde{\mathbf{v}}_s \int d\tilde{\mathbf{v}}_B \frac{2B}{\pi^{1/2} |\nabla \psi|_\phi} \mathcal{F}_{k}^{-1} \left( ik_{s}J_{0s} \psi_{k} \right) \mathcal{F}_{k}^{-1} \left( J_{0s} \tilde{\psi}_{k} \right) \right\}.
\] (B.4a)

\[
\langle \tilde{\Pi}_s \rangle_\phi = \left\{ \int d\tilde{\mathbf{v}}_s \int d\tilde{\mathbf{v}}_B \frac{2B}{\pi^{1/2} |\nabla \psi|_\phi} \mathcal{F}_{k}^{-1} \left( ik_{s}J_{0s} \psi_{k} \right) \mathcal{F}_{k}^{-1} \left( J_{0s} \tilde{\psi}_{k} \right) \right\}.
\] (B.4b)

\[
\langle \tilde{Q}_s \rangle_\phi = \left\{ \int d\tilde{\mathbf{v}}_s \int d\tilde{\mathbf{v}}_B \frac{2B}{\pi^{1/2} |\nabla \psi|_\phi} \mathcal{F}_{k}^{-1} \left( ik_{s}J_{0s} \psi_{k} \right) \mathcal{F}_{k}^{-1} \left( J_{0s} \tilde{\psi}_{k} \right) \right\}.
\] (B.4c)

where $\langle \cdot \cdot \cdot \rangle_\phi$ is the flux-surface average performed on an infinitesimally thin flux surface located at $r = r_0$. Note that the contribution from the un-gyroaveraged $\psi_k$ to that would normally appear as a third term under the gyroaverages in equations (B.4) [cf. equations (B.2)] vanishes upon integration over $y$. The particle and heat fluxes are readily expanded, leading to

\[
\langle \tilde{\mathbf{f}}_s \rangle_\phi \approx \left\{ \int d\tilde{\mathbf{v}}_s \int d\tilde{\mathbf{v}}_B \frac{2B}{\pi^{1/2} |\nabla \psi|_\phi} \mathcal{F}_{k}^{-1} \left( ik_{s}J_{0s} \psi_{k} \right) \mathcal{F}_{k}^{-1} \left( J_{0s} \tilde{\psi}_{k} \right) \right\}.
\] (B.5a)

\[
\langle \tilde{Q}_s \rangle_\phi \approx \left\{ \int d\tilde{\mathbf{v}}_s \int d\tilde{\mathbf{v}}_B \frac{2B}{\pi^{1/2} |\nabla \psi|_\phi} \mathcal{F}_{k}^{-1} \left( ik_{s}J_{0s} \psi_{k} \right) \mathcal{F}_{k}^{-1} \left( J_{0s} \tilde{\psi}_{k} \right) \right\}.
\] (B.5b)

The flux of toroidal angular momentum can be decomposed into two pieces, $\Pi_s = \Pi_{s\parallel} + \Pi_{s\perp}$, where

\[
\langle \tilde{\Pi}_{s\parallel} \rangle_\phi = \left\{ \int d\tilde{\mathbf{v}}_s \int d\tilde{\mathbf{v}}_B \frac{2B}{\pi^{1/2} |\nabla \psi|_\phi} \mathcal{F}_{k}^{-1} \left( ik_{s}J_{0s} \psi_{k} \right) \mathcal{F}_{k}^{-1} \left( J_{0s} \tilde{\psi}_{k} \right) \right\}.
\] (B.6a)

\[
\langle \tilde{\Pi}_{s\perp} \rangle_\phi = - \left\{ \int d\tilde{\mathbf{v}}_s \int d\tilde{\mathbf{v}}_B \frac{2B}{\pi^{1/2} |\nabla \psi|_\phi} \mathcal{F}_{k}^{-1} \left( ik_{s}J_{0s} \psi_{k} \right) \mathcal{F}_{k}^{-1} \left( J_{0s} \tilde{\psi}_{k} \right) \right\}.
\] (B.6b)
These have Taylor expansions

\[
\langle \tilde{H}_{\psi} \rangle \approx \bar{m}_i \int d\bar{v}_i \int d\bar{q}_i \frac{2}{\pi^{1/2}} \bar{v}_i F^{-1}_k \left( ik_f \rho c v \bar{q}_k \right) F^{-1}_k \left( J_{02} \bar{q}_{k,s} + \bar{X} \left[ J_{01} \bar{q}_{k,s} \left( J'_{01} + \bar{I} \right) \right] \right) \psi \quad (B.7a)
\]

\[
\langle \tilde{H}_{L_{\psi}} \rangle \approx -\left( \frac{m_i T}{Z_i^2} \right) \int d\bar{v}_i \int d\bar{q}_i \frac{2}{\pi^{1/2}} \frac{\bar{v}_i^2}{q' B} \left( \frac{\partial_0}{\nabla q_i^2} \bar{q}^2 + \nabla \alpha \cdot \nabla q \bar{q}^2 \right) F^{-1}_k \left( ik_f \rho c v \bar{q}_k \right) \times
\]

\[
J_{ak,s} F^{-1}_k \left( \bar{q}_{k,s} \right) \nabla \alpha \cdot \nabla q \bar{q}^2 \bar{q}' + \left( \frac{J_{ak,s} \bar{q}_{k,s} \left( J'_{ak,s} + \bar{I} \right) \left( k_i^2 \bar{q}' \right)}{k_i^2} - \frac{B'}{B} \right) \psi \quad (B.7b)
\]

where

\[
\left( \frac{J_{ak,s}}{ak,s} \right) ' = \left( \frac{J_{01}}{ak,s} \right) - \frac{J_{11}}{ak,s} \left( k_i^2 \bar{q}' \right) \left( k_i^2 \bar{q}' \right) - \frac{B'}{B} \psi \quad (B.8)
\]

Volume-averaging can be done by integrating over the volume using the volume element \( dV = \psi \left| q' \right| \frac{df}{d\theta} d\theta da dq \). Note that \( dV \) is also Taylor expanded, giving

\[
dV \approx \psi \left| q' \right| \frac{df}{d\theta} d\theta da dq \quad (B.9)
\]
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