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Abstract

The two-loop correction to the mass of the $\phi^4$ kink is $0.0126\lambda/m$ in terms of the coupling $\lambda$ and the meson mass $m$ evaluated at the minimum of the potential. This is calculated using a recently proposed alternative to collective coordinates. Both the kink energy and the vacuum energy are IR divergent at this order. To cancel the divergence, the two energy densities are subtracted before integrating over space, or equivalently a finite counterterm is added to the Hamiltonian density to cancel the vacuum energy density. All spatial integrals are performed analytically. However in the last step of our calculation, integrals over virtual momenta are performed numerically.

1 Introduction

The $\phi^4$ double well model in 1+1 dimensions has two vacua. In each, a real scalar field has a mass of $m = 2\beta$. A classical kink solution of mass

$$Q_0 = \frac{8\beta^3}{3\lambda} \quad (1.1)$$

interpolates between the two vacua. The one-loop mass, defined as the difference between the kink state energy and the vacuum energy, was calculated in [1] to be

$$Q_1 = \left( -\frac{3}{\pi} + \frac{1}{2\sqrt{3}} \right) \beta. \quad (1.2)$$

The kink state energy and vacuum energy were calculated using the kink Hamiltonian and vacuum Hamiltonian respectively. In principle the theory is defined by the vacuum Hamiltonian, but the use of the kink Hamiltonian to calculate the kink state energy is justified by the fact that the two Hamiltonians have the same spectrum.

The problem is that the two Hamiltonians need to be regularized, and regularization changes their spectra. After regularization, the energies depend on the regulators and, as explained in [2], even for the same value of the regulator, the kink state energy calculated
using the kink Hamiltonian may no longer be equal to that calculated using the defining vacuum Hamiltonian. It is of course the eigenvalue of the defining Hamiltonian which gives the mass, and so if these two eigenvalues are not equal, then the calculation that uses the kink Hamiltonian will obtain the wrong answer. In Ref. [2] it was shown that for some regulators this mismatch persists even when the regulator is taken to infinity. Worse yet, while there have been many proposed principles in the literature [3, 4], there is no established criterion for determining which regulators lead to this mismatch.\footnote{Of course one can obtain nonperturbative results on the lattice or using Hamiltonian truncation or Borel resummation, without recourse to a kink Hamiltonian, but that will not be our approach here. We will see in Sec. 6 that our method yields superior precision at weak coupling.}

This ambiguity can be avoided when the kink mass is fixed by another principle, such as integrability or supersymmetry, if the regularization preserves this property. However the $\phi^4$ theory has neither property. The ambiguity can also be avoided at one loop, where the problem reduces to finding the density of states of a free theory [5], and so it was eventually shown that the one-loop result (1.2) is nonetheless correct.

What about two loops? The goal of the present paper will be to calculate the two-loop mass of the $\phi^4$ kink. The following trick was introduced in Ref. [6] in the context of this model and generalized to other models in [7]. One observes that the kink Hamiltonian $H'$ can be defined via a similarity transformation of the original Hamiltonian $H$

$$\begin{equation}
H' = {\cal D}_f^{-1} H {\cal D}_f
\end{equation}$$

where $D_f$ is a unitary operator. Two similar operators necessarily have the same spectrum. The key innovation in this procedure is that one first regularizes $H$ and then defines the regularized $H'$ via (1.3). Now there is a single regulator, and the spectrum of $H'$ is equal to that of the defining $H$ at each value of the regulator, so that the energy calculated using $H'$ agrees with the correct energy, which would be obtained using $H$. Thus the problem is solved. In Ref. [8] this method was used to find the two-loop energy of a general kink in its ground state.

Unfortunately, in the case of the $\phi^4$ theory, and any theory whose potential has a nonvanishing third derivative at its minima, this energy suffers from an infrared (IR) divergence. This divergence is to be expected, because the vacuum at this order has a constant energy density of [9, 10, 11]

$$\rho^{(vac)}(x) = \left( \frac{1}{24} - \frac{\psi^{(1)}(1/3)}{16\pi^2} \right) \lambda \sim -0.0222644\lambda$$

and so an infinite energy. Here $\psi^{(1)}(z) = \partial_z^2 \ln (\Gamma(z))$ is the polygamma function. The mass, which is the difference between these two infinite quantities, is expected to be finite.
How can these two infinite quantities be reliably subtracted? Usually one removes IR divergences by calculating an experimentally accessible quantity. One might be tempted to ask how much energy one needs to create a kink. Unfortunately this is impossible in the quantum theory [12] as the kink changes the boundary conditions, creating a lone soliton would require an infinite action. One could also remove IR divergences by putting a system in a box, but it is known that boundary conditions can lead to mass shifts which persist even in the limit that the box size is taken to infinity.

One is always free to set the exact vacuum energy to zero by including a counterterm in the defining Hamiltonian density which exactly cancels the vacuum energy density [13]. As this counterterm is a \( c \)-number, Eq. (1.3) implies that it will also appear in the kink Hamiltonian density. Our procedure is equivalent to modifying the calculation of [8] by including this counterterm, defined by the condition that the vacuum energy vanishes.

While equivalent, we find that it is more convenient to subtract the vacuum energy density from the kink energy density rather than to subtract it directly from the kink Hamiltonian density. This requires an \( \text{ad hoc} \) convention for the definition of the kink energy density, but after integration over space the result is independent of this convention. The complication is that the kink is not an eigenstate of the Hamiltonian density operator, nor is the vacuum. One might try to define the energy density as the expectation value of the Hamiltonian density operator, but alas the Hamiltonian eigenstates have constant momenta and so are not normalizable. This could in principle be resolved by introducing wave packets, but a finite width wave packet would increase the energy and in the limit that the width goes to infinity, the divergence would return. In principle one could nonetheless subtract the vacuum energy inside of the support of the wave packet as the wave packet size goes to infinity, but this procedure would be ambiguous as a finite shift in the definition of the support of the wave packet would lead to a finite shift in the limit, and so in the calculated mass.

We instead adopt the following definition. If \( |0\rangle \) is the kink ground state after the similarity transform (1.3), then

\[
H' |0\rangle = Q |0\rangle.
\] (1.5)

If \( H' \) is the integral of a Hamiltonian density \( \mathcal{H}'(x) \), then we can expand \( \mathcal{H}'(x)|0\rangle \) in a basis of the Hilbert space, with \( |0\rangle \) an element of the basis. Integrating over \( x \) this must reduce to (1.5) and so the coefficients of all basis elements except for \( |0\rangle \) will integrate to zero while the coefficient of \( |0\rangle \) integrates to \( Q \). Since the coefficient of \( |0\rangle \) in the expansion of \( \mathcal{H}'(x)|0\rangle \) integrates to \( Q \), we define it to be the energy density \( \rho(x) \). While this definition of \( \rho(x) \) may depend on the choice of basis, as \( \rho(x) \) may mix with the coefficients of some other basis elements under a basis transformation, this ambiguity should disappear after the integration over \( x \) as all other coefficients integrate to zero.
In the case of the Sine-Gordon model, at this order the correction to the vacuum energy vanishes and so this issue does not arise. Also the two-loop kink mass is known using integrability [14, 15]. However, one could have shifted the defining Hamiltonian density by a constant, leading to a finite vacuum energy density and an IR divergence in the kink energy. In that case, our prescription would be equivalent to simply shifting the Hamiltonian back by this constant, which of course is the correct way to remove this spurious divergence.

We begin in Sec. 2 with a review of the calculation of the two-loop kink ground state energy for a general kink. In Sec. 3 we restrict our attention to the $\phi^4$ double well and evaluate the finite terms, reducing the problem to a finite-dimensional integral of elementary functions. In Sec. 4 we treat the IR divergent terms, subtracting the corresponding vacuum energy as described above. As a result, the entire energy is computed in the form of a three-dimensional integral over elementary functions. In Sec. 5 this integral is evaluated numerically. Finally, the result is compared with the literature in Sec. 6. Some of the most important notation is summarized in Table 1.

2 Review

Consider a (1+1)-dimensional theory of a real scalar field $\phi$ and its conjugate momentum $\pi$, defined by the Hamiltonian

$$H = \int dx \mathcal{H}(x)$$

$$\mathcal{H}(x) = \frac{1}{2} :\pi(x)\pi(x): + \frac{1}{2} :\partial_x \phi(x)\partial_x \phi(x): + \frac{1}{\lambda} :V[\sqrt{\lambda} \phi(x)]:$$

where $:\cdot: \cdot: a$ is normal-ordering of the usual operators that create and annihilate plane waves and we always work in the Schrodinger picture. The classical equations of motion admit the kink solution

$$\phi(x,t) = f(x).$$

To perturbatively treat oscillations about the kink, one would like to expand about the kink solution. This may be done using the passive transformation of the fields $\phi \to \phi' = \phi - f$ or else the active transformation of the functionals acting on the fields

$$F[\phi] \to F'[\phi] = F[\phi'].$$

We opt for the second approach, realized as follows. Defining the displacement operator $\mathcal{D}_f$

$$\mathcal{D}_f = \exp \left( -i \int dx f(x) \pi(x) \right)$$
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| Operator | Description |
|----------|-------------|
| $\phi(x), \pi(x)$ | The real scalar field and its conjugate momentum |
| $b^\dagger_k, b_k, B^\dagger_k, B_k$ | Creation and annihilation operators in normal mode basis |
| $\phi_0$ | Zero mode of $\phi(x)$ in normal mode basis |
| $:\!\!a, :\!\!b$ | Normal ordering with respect to $a$ or $b$ operators respectively |

| Hamiltonian | Description |
|------------|-------------|
| $H$ | The original Hamiltonian |
| $H'$ | $H$ with $\phi(x)$ shifted by kink solution $f(x)$ |
| $H_n$ | The $\phi^n$ term in $H'$ |

| Symbol | Description |
|--------|-------------|
| $\beta$ | Half of the scalar mass |
| $\lambda$ | Coupling constant |
| $f(x)$ | The classical kink solution |
| $D_f$ | Operator that translates $\phi(x)$ by the classical kink solution |
| $g_B(x)$ | The kink linearized translation mode |
| $g_k(x)$ | Continuum normal mode or shape mode |
| $g_S(x)$ | Shape mode |
| $\gamma_i^{mn}$ | Coefficient of $\phi_0^n B^{\dagger m} |0\rangle_0$ in order $i$ ground state $|0\rangle_i$ |
| $V_{ijk}$ | Derivative of the potential contracted with various functions |
| $C_{ijk}$ | Coefficient which appears in all continuous $V_{ijk}$ |
| $\alpha_{ijk}$ | Coefficient which appears in contribution of $V_{ijk}$ to energy |
| $\sigma_{ijk}(x)$ | Quantity which integrates to $V_{ijk}$ |
| $\Phi_{ijk}(x)$ | Matrix characterizing $x$-dependence of $\sigma_{ijk}$ |
| $\Delta_{ij}$ | Integral of $g_i(x)g'_j(x)$ |
| $\rho(x)$ | Energy density arising from three virtual continuum modes |
| $\rho^{(\text{vac})}(x)$ | Vacuum energy density |
| $\mathcal{I}(x)$ | Contraction factor from Wick’s theorem |
| $k_i$ | The analog of momentum for normal modes |
| $\omega_k$ | The frequency corresponding to $k$ |
| $Q_n$ | $n$-loop correction to kink energy |

| State | Description |
|-------|-------------|
| $|K\rangle, |\Omega\rangle$ | Kink and vacuum sector ground states |
| $|0\rangle$ | Translation of $|K\rangle$ by $D_f^{-1}$ |
| $|0\rangle_i$ | Translation of $|K\rangle$ by $D_f^{-1}$ at order $i$ |

Table 1: Summary of Notation
we define the kink Hamiltonian and kink momentum as

\[ H' = D_f^\dagger H D_f, \quad P' = D_f^\dagger P D_f. \]  

(2.5)

The theory is rendered UV finite by normal ordering, and so (2.3) and (2.5) are equivalent. However, our procedure may be implemented with a general regulator and in that case (2.5) should be taken as our definition of kink sector operators, as the similarity transform guarantees that kink sector operators will have the same spectra as the original operators.

A quick calculation [6] shows

\[ H' = D_f^\dagger H D_f = Q_0 + \sum_{n=2}^\infty H_n, \quad H_{n(>2)} = \frac{1}{n!} \int dx V^{(n)}[\sqrt{\lambda f(x)}] : \phi^n(x) :_a \]  

(2.6)

\[ H_2 = \frac{1}{2} \int dx \left[ \pi^2(x) :_a + (\partial_x \phi(x))^2 :_a + V''[gf(x)] : \phi^2(x) :_a \right]. \]

Let \( |K\rangle \) be the kink ground state, and \( Q \) its energy

\[ H|K\rangle = Q|K\rangle, \quad P|K\rangle = 0. \]  

(2.7)

Then we may define

\[ |0\rangle = D_f^\dagger |K\rangle \]  

(2.8)

which is an eigenstate of the kink Hamiltonian and momentum

\[ H'|0\rangle = Q|0\rangle, \quad P'|0\rangle = 0. \]  

(2.9)

Define a semiclassical expansion of this state and its eigenvalue

\[ |0\rangle = \sum_{i=0}^5 |0\rangle_i, \quad Q = \sum_{j=0}^5 Q_j \]  

(2.10)

where \( |0\rangle_i \) is the \( i \)th order ground state and \( Q_j \) is the \( j \)-loop correction to its mass. At \( j \) loops the state is determined up to \( i = 2j - 2 \).

In this note we will be interested in the two-loop correction to the energy of the kink ground state [8]

\[ Q_2 = \sum_{j=1}^5 Q_2^{(j)}, \quad Q_2^{(1)} = \frac{V_{XX}}{8}, \quad Q_2^{(2)} = -\frac{1}{8} \int^+ \frac{dk}{2\pi} \frac{|V_{kk}|^2}{\omega_k^2}, \]  

\[ Q_2^{(3)} = -\frac{1}{48} \int^+ \frac{d^4k}{(2\pi)^3} \frac{|V_{kkk}|^2}{\omega_k^2 \omega_k^2 (\omega_k^2 + \omega_k^2 + \omega_k^2)}, \]

\[ Q_2^{(4)} = \frac{1}{16Q_0} \int^+ \frac{d^2k}{(2\pi)^2} \frac{|(\omega_k^2 - \omega_k^2) \Delta_{kk}^2|^2}{\omega_k^2 \omega_k^2} = \frac{1}{16} \int^+ \frac{d^2k}{(2\pi)^2} \frac{|V_{BBk}|^2}{\omega_k^2 (\omega_k^2 + \omega_k^2)} \]

\[ Q_2^{(5)} = -\frac{1}{8Q_0^2} \int dx |f''(x)|^2 = -\frac{1}{8Q_0} \int^+ \frac{dk}{2\pi} |\Delta_{BBk}|^2 = -\frac{1}{8} \int^+ \frac{dk}{2\pi} \frac{|V_{BBk}|^2}{\omega_k}. \]
Figure 1: $Q_2$ in pictures, as described in Ref. [16]. Each vertex represents an interaction in $H'$, with operator ordering running to the left and a factor of $\mathcal{I}$ for each loop at a single vertex. The three diagrams correspond to $Q_2^{(1)}$, $Q_2^{(2)}$ and $Q_2^{(3)}$ respectively while $Q_2^{(4)}$ and $Q_2^{(5)}$ arise from replacing a normal mode with one or two zero modes in the last diagram.

Here we have introduced the matrix

$$\Delta_{ij} = \int dx g_i(x) g'_j(x) \quad (2.12)$$

and the symbol

$$V_{\mathcal{I}^n \mathcal{I}, \alpha_1 \cdots \alpha_n} = \int dx V^{(2m+n)}(\sqrt{\lambda} f(x)) \mathcal{I}^m(x) g_{\alpha_1}(x) \cdots g_{\alpha_n}(x) \quad (2.13)$$

where $V^{(n)}$ is the $n$th derivative of $\lambda^{n/2-1}V$ with respect to its argument and $g_k(x)$ are continuous and discrete normal modes of frequency $\omega_k$, which solve the linearized equations of motion for $H'$. In particular $g_B(x)$ is the zero mode with $\omega_B = 0$. The normalization and phases of the normal modes are chosen so that

$$\int dx g_{k_1}(x) g^*_{k_2}(x) = 2\pi \delta(k_1 - k_2), \quad \int dx |g_S(x)|^2 = \int dx |g_B(x)|^2 = 1$$

$$g_k(-x) = g^*_k(x) = g_{-k}(x), \quad g_S(-x) = g^*_S(x) \quad (2.14)$$

where $g_S(x)$ is any discrete normal mode and $k_i$ are real.

We have also introduced the notation that $\int^+ dk/2\pi$ is an integral over all real values of $k$ corresponding to the continuous normal modes as well as a discrete sum over the imaginary values of $k$ corresponding to discrete normal modes, like the shape mode of the $\phi^4$ kink. The zero mode is not included in this sum.

The function $\mathcal{I}(x)$ arises from each loop at a single vertex, or equivalently by transforming the normal ordering $:a:$ in terms of operators which create plane waves, used in the definition of the Hamiltonian, to a normal ordering in terms of operators which create normal modes $:b:$. It solves the equation

$$\partial_x \mathcal{I}(x) = \int^+ \frac{dk}{2\pi} \frac{1}{2\omega_k} \partial_x |g_k(x)|^2 \quad (2.15)$$
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and tends asymptotically to 0.

We have used the identities
\[ V_{BBk} = -\frac{\omega_k^2}{\sqrt{Q_0}} \Delta_{kB}, \quad V_{Bk_1k_2} = \frac{\omega_{k_2}^2 - \omega_{k_1}^2}{\sqrt{Q_0}} \Delta_{k_1k_2} \]
(2.16)
to write (2.11) in several equivalent forms. The expressions on the right are more complicated, but following [16] their diagrammatic interpretation, shown in Fig. 1, is more clear. There it is explained that \( Q_2^{(1)} \) corresponds to two loops at a point, \( Q_2^{(2)} \) to two loops connected by an internal line, \( Q_2^{(3)} \) corresponds to two points connected by 3 internal lines and the next two diagrams are obtained from the third by replacing, respectively, one or two normal mode internal lines by one or two zero-mode internal lines. These diagrams are each UV-finite, as loops at a point lead to factors of the finite function \( I(x) \). In the more standard diagrammatic approach of Refs. [17, 18], which use a UV cutoff, each of these diagrams corresponds to a UV-finite sum of individually divergent diagrams including diagrams with counterterms. However, in our case no UV cutoff or counterterms are needed as normal ordering in (2.1) has already removed all UV divergences.

3 IR-Finite Contributions

3.1 The \( \phi^4 \) Double Well

Now let us specialize to the \( \phi^4 \) double well theory, corresponding to the potential
\[ V[\sqrt{\lambda} \phi(x)] = \frac{\lambda \phi^2}{4} \left( \sqrt{\lambda} \phi(x) - \beta \sqrt{8} \right)^2 \]
(3.1)
and stationary classical kink solution
\[ f(x) = \beta \sqrt{\frac{2}{\lambda}} (1 + \tanh(\beta x)). \]
(3.2)
At the vacua \( \phi = 0 \) and \( \phi = \beta \sqrt{8/\lambda} \), we define \( m^2 \) to be the meson mass squared and so
\[ m = 2\beta. \]
(3.3)
The continuum normal modes, shape mode and zero mode are
\[ g_k(x) = \frac{e^{-ikx}}{\omega_k \sqrt{k^2 + \beta^2}} \left[ k^2 - 2\beta^2 + 3\beta^2 \text{sech}^2(\beta x) - 3i\beta k \tanh(\beta x) \right] \]
(3.4)
\[ g_S(x) = -i \sqrt{\frac{3\beta}{2}} \tanh(\beta x) \text{sech}(\beta x), \quad g_B(x) = \frac{\sqrt{3\beta}}{2} \text{sech}^2(\beta x) \]
and have frequencies
\[ \omega_k = \sqrt{4\beta^2 + k^2}, \quad \omega_S = \beta \sqrt{3}, \quad \omega_B = 0. \] (3.5)

One easily finds the derivatives
\[ V^{(3)}[\sqrt{\lambda}f(x)] = 6\sqrt{2\lambda} \beta \tanh(\beta x), \quad V^{(4)}[\sqrt{\lambda}f(x)] = 6\lambda \] (3.6)
and, solving (2.15), the loop function
\[ \mathcal{I}(x) = \frac{1}{4\sqrt{3}} \text{sech}^2(\beta x) - \frac{3}{8\pi} \text{sech}^4(\beta x). \] (3.7)

### 3.2 Some Useful Integrals

In what follows, all derivatives over \( x \) will be performed analytically using
\[
\int dx e^{-ikx} \text{sech}^{2n}(\beta x) = \begin{cases} 
\frac{\pi}{2(n-1)!} \left[ \prod_{j=0}^{n-1} \left( \frac{k^2}{\beta^2} + (2j)^2 \right) \right] \text{csch} \left( \frac{\pi k}{2\beta} \right) & \text{if } n > 0 \\
\frac{\pi}{(2n)!} \left[ \prod_{j=0}^{n-1} \left( \frac{k^2}{\beta^2} + (2j+1)^2 \right) \right] \text{sech} \left( \frac{\pi k}{2\beta} \right) & \text{if } n = 0 
\end{cases}
\]
\[
\int dx e^{-ikx} \text{sech}^{2n+1}(\beta x) \tanh(\beta x) = \begin{cases} 
-i \frac{\pi}{(2n+1)!} \beta \left[ \prod_{j=0}^{n-1} \left( \frac{k^2}{\beta^2} + (2j+1)^2 \right) \right] \text{sech} \left( \frac{\pi k}{2\beta} \right) & \text{if } n > 0 \\
-i \frac{\pi k}{(2n+1)!} \beta \left[ \prod_{j=0}^{n-1} \left( \frac{k^2}{\beta^2} + (2j+1)^2 \right) \right] \text{sech} \left( \frac{\pi k}{2\beta} \right) & \text{if } n = 0 
\end{cases}
\]
(3.8)

### 3.3 The Last Term

The energy of the kink ground state is expressed in (2.11) as \( \sum_{i=1}^{5} Q_2^{(i)} \). The simplest term to evaluate is the fifth. One need only use
\[ f''(x) = -\frac{2}{\sqrt{\lambda}} \beta^3 \text{sech}^2(\beta x) \tanh(\beta x) \] (3.9)
to obtain
\[
\int dx |f''(x)|^2 = \frac{4}{\lambda} \beta^6 \int dx \left( \text{sech}^4(\beta x) - \text{sech}^6(\beta x) \right) = \frac{16}{15} \beta^6.
\] (3.10)

Alternately one may evaluate \( Q_2^{(5)} \) using
\[
\Delta_{SB} = i\pi \frac{3\beta}{8\sqrt{2}}, \quad \Delta_{KB} = i\pi \frac{\sqrt{3}}{8} \frac{k^2 \omega_k}{\beta^{3/2} \sqrt{\beta^2 + k^2}} \text{csch} \left( \frac{\pi k}{2\beta} \right).
\] (3.11)

The result is the same and will be summarized in Sec 5.
3.4 The Penultimate Term

The contribution $Q^{(4)}_2$ can be found by inserting

$$
\Delta_{kS} = -i\pi \frac{\sqrt{3}}{4\sqrt{2}} \frac{(3\beta^2 + k^2)\sqrt{\beta^2 + k^2}}{\beta^{3/2} \omega_k} \text{sech} \left( \frac{\pi k}{2\beta} \right)
$$

(3.12)

$$
\Delta_{k_1k_2} = i\pi(k_1 - k_2)\delta(k_1 + k_2) + i\pi \frac{3}{4} \left( \frac{\omega_{k_1}}{\omega_{k_2}} - \frac{\omega_{k_2}}{\omega_{k_1}} \right) \frac{4\beta^2 + k_1^2 + k_2^2}{\sqrt{\beta^2 + k_1^2 \sqrt{\beta^2 + k_2^2}}} \text{csch} \left( \frac{\pi(k_1 + k_2)}{2\beta} \right)
$$

into (2.11) and integrating over continuum modes $k$ and adding the contribution from the shape mode $S$. The contribution from the Dirac delta function vanishes, as it is multiplied by zero in (2.11).

3.5 Contractions with the Potential

The vertex factors are defined in (2.13). Those involving a zero-mode are

$$
V_{BBB} = V_{SSB} = 0, \quad V_{SBB} = -i\pi \frac{9\sqrt{3}\lambda}{32} \beta^{3/2}
$$

(3.13)

$$
V_{kBB} = -i\pi \frac{3\sqrt{3}}{16\sqrt{2}} \frac{k^2 \omega_k^3}{\beta^3 \sqrt{\beta^2 + k^2}} \text{csch} \left( \frac{\pi k}{2\beta} \right)
$$

$$
V_{kSB} = i\pi \frac{3\sqrt{3}}{16} \frac{(3\beta^2 + k^2)(k^2 + \beta^2)^{3/2}}{\beta^3 \omega_k} \text{sech} \left( \frac{\pi k}{2\beta} \right)
$$

$$
V_{k_1k_2B} = -i\pi \frac{3\sqrt{3}}{8\sqrt{2}} \frac{(\omega_{k_1}^2 - \omega_{k_2}^2)^2}{\beta^3 \omega_k \omega_{k_2} \sqrt{\beta^2 + k_1^2 \sqrt{\beta^2 + k_2^2}}} \text{csch} \left( \frac{\pi(k_1 + k_2)}{2\beta} \right)
$$

These are consistent with the identities (2.16).

Those involving the loop factor $\mathcal{I}(x)$, given in (3.7), are

$$
V_{II} = \frac{\lambda}{70\beta} \left( 1 - \frac{4\sqrt{3}}{\pi} + \frac{54}{\pi^2} \right)
$$

(3.14)

$$
V_{Ik} = i\frac{\sqrt{\lambda}}{32\sqrt{6} \beta^4 \sqrt{\beta^2 + k^2}} \left[ 2\pi(-2\beta^2 + k^2) + 3\sqrt{3} \omega_k^2 \right] \text{csch} \left( \frac{\pi k}{2\beta} \right)
$$

$$
V_{IS} = i\frac{3\lambda}{64} \sqrt{3}(3\sqrt{3} - 2\pi)
$$

These yield $Q^{(1)}_2$ and $Q^{(2)}_2$. So the rest of this note will be concerned with $Q^{(3)}_2$. 
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The only divergence arises from the term with three continuum normal modes. The remaining finite terms are

\[
V_{SSS}^\prime = i\pi \frac{9\sqrt{3}\lambda}{16} \beta^{3/2}, \quad V_{kSS} = i\pi \frac{3\sqrt{3}\lambda}{8\sqrt{2}} \frac{k2^\omega}{\beta^3 \sqrt{\beta^2 + k^2}} \operatorname{csch} \left( \frac{\pi k}{2\beta} \right)
\]

(3.15)

\[
V_{k1k2} = -i\pi \frac{3\sqrt{3}\lambda}{8} \frac{17\beta^4 - (\omega^2_{k_1} - \omega^2_{k_2})^2}{\beta^{3/2} \sqrt{\beta^2 + k_1^2 \sqrt{\beta^2 + k_2^2}} \operatorname{sech} \left( \frac{\pi (k_1 + k_2)}{2\beta} \right)}.
\]

3.6 The Divergent Term

Although we use (2.11) to evaluate the energy of the kink ground state, one could also use it to evaluate the vacuum ground state. One would simply set \( f(x) \) to be the corresponding expectation value of \( \phi(x) \) and the \( g_k(x) \) would be the corresponding linearized solutions, which are just plane waves. Only the third term \( Q_2^{(3)} \) would be nonzero and it would be divergent. The problem is that \( V_{k1k2k3} \) diverges when \( \sum_i k_i = 0 \). In that case it would be proportional to a delta function reflecting momentum conservation in the third figure in Fig. 1.

The infrared behavior of the kink sector is identical, as at long distances the only effect of the kink is a phase-shift which is not relevant to this divergence. The continuum normal modes tend asymptotically to plane waves, albeit shifted, and the potential tends to exactly the same constant as in the vacuum case. Therefore, for small \( \sum_i k_i \), the symbol \( V_{k1k2k3} \) approaches the vacuum value. This is good news, as it means that the kink energy and the vacuum energy have the same divergence, so their difference, the kink mass, is finite.

The long distance divergence of \( V_{k1k2k3} \) arises from the fact that at small \( \sum_i k_i \) it tends to the integral of a constant. Thus, to regularize this divergence, we must study the integrand, which we will call \( \sigma(x) \)

\[
V_{k1k2k3} = \int dx \sigma_{k1k2k3}(x) = \sum_{I=0}^{3} \sum_{J=0}^{1} V_{k1k2k3}^{IJ}, \quad V_{k1k2k3}^{IJ} = \int dx \sigma_{k1k2k3}^{IJ}(x)
\]

(3.16)

\[
\sigma_{k1k2k3}(x) = V^{(3)}[\sqrt{\lambda} f(x)] g_{k_1}(x) g_{k_2}(x) g_{k_3}(x) = \sum_{I=0}^{3} \sum_{J=0}^{1} \sigma_{k1k2k3}^{IJ}(x).
\]

The indices \( I \) and \( J \) describe the \( x \)-dependence. We separate out the \( k \)-dependence, the \( x \)-dependence and a universal \( k \)-dependent coefficient by introducing yet more notation

\[
\sigma_{k1k2k3}^{IJ} = C_{k1k2k3} \Phi_{k1k2k3}^{IJ} e^{-ix(k_1+k_2+k_3)} \operatorname{sech}^{2I}(\beta x) \operatorname{tanh}^J(\beta x)
\]

(3.17)

\[
C_{k1k2k3} = 6\sqrt{2\lambda} \omega_{k_1} \omega_{k_2} \omega_{k_3} \sqrt{\beta^2 + k_1^2} \sqrt{\beta^2 + k_2^2} \sqrt{\beta^2 + k_3^2}.
\]
However if we simply substitute these results into (2.11), the terms containing $V_{k_1k_2}$ have infinite energy. We will need to subtract the vacuum energy before evaluating some infinite result. This is of course to be expected, because the kink ground state really does be used to do the integral, but the other delta function or simple pole would leave an infinite result. One delta function or simple pole could be divergent, even after integration over momenta. One delta function or simple pole could be used to do the $k_3$ integral, but the other delta function or simple pole would leave an infinite result. This is of course to be expected, because the kink ground state really does have a infinite energy. We will need to subtract the vacuum energy before evaluating some $x$ integrals.

The terms with $I > 0$ are not divergent. So let us decompose $V$ into three imaginary components

$$ V_{k_1k_2k_3} = V_{k_1k_2k_3}^{00} + V_{k_1k_2k_3}^{01} + V_{k_1k_2k_3}^{F} $$

(3.21)
The first contains a δ function divergence, the second a simple pole and the third is finite

\[ V_{k_1k_2k_3}^F = C_{k_1k_2k_3} \frac{\pi \sum_i^3 k_i}{\beta^2} \text{csch} \left( \frac{\pi \sum_i^3 k_i}{2\beta} \right) \]  

\[ \times \sum_{l=1}^3 \frac{1}{(2I-1)!} \left( \Phi_{k_1k_2k_3}^{10} - \sum_i^3 \frac{k_i}{2I\beta} \Phi_{k_1k_2k_3}^{l1} \right) \prod_{j=1}^{l-1} \left( \frac{(\sum_i^3 k_i)^2}{\beta^2} + (2j)^2 \right) \]

\[ \hat{V}_{k_1k_2}^F = V_{k_1k_2,-k_1-k_2}^F = \hat{C}_{k_1k_2} \frac{2}{\beta} \Phi_{k_1k_2}^{10}. \]

Defining the symmetrized products

\[ S_1^n = k_1^n + k_2^n + k_3^n, \quad S_2^n = (k_1k_2)^n + (k_1k_3)^n + (k_2k_3)^n, \quad S_3^n = (k_1k_2k_3)^n \]

\[ S_{2mn}^k = k_1^m k_2^n + k_1^m k_3^n + k_2^m k_3^n + k_1 k_2 k_3^n \]

one may use (3.4), (3.16) and (3.17) to calculate the coefficients of the triple product of the continuous normal modes

\[ \Phi_{k_1k_2k_3}^{00} = 3i\beta \left[-4\beta^4 S_1^1 + \beta^2 \left(2S_2^{21} + 9S_3^1\right) - S_3^1S_2^1 \right] \]

\[ \Phi_{k_1k_2k_3}^{10} = 3i\beta \left[16\beta^4 S_1^1 + \beta^2 \left(-5S_2^{21} - 18S_3^1\right) + S_3^1S_2^1 \right] \]

\[ \Phi_{k_1k_2k_3}^{20} = 9i\beta^3 \left[-7\beta^2 S_1 + S_2^{21} + 3S_3^1\right], \quad \Phi_{k_1k_2k_3}^{30} = 27i\beta^5 S_1^1 \]

\[ \Phi_{k_1k_2k_3}^{01} = -8\beta^6 + \beta^4 \left(18S_1^1 + 4S_2^2\right) + \beta^2 \left(-2S_2^2 - 9S_3^1S_1^1\right) + S_3^2 \]

\[ \Phi_{k_1k_2k_3}^{11} = 3\beta^2 \left[12\beta^4 + \beta^2 \left(-15S_2^1 - 4S_3^2\right) + \left(S_2^2 + 3S_3^1S_1^1\right) \right] \]

\[ \Phi_{k_1k_2k_3}^{21} = 9\beta^4 \left[-6\beta^2 + (3S_2^1 + S_3^1)\right], \quad \Phi_{k_1k_2k_3}^{31} = 27\beta^6. \]

Similarly, at \( \sum_i k_i = 0 \) one may define the symmetrized products

\[ \hat{S}_2 = \frac{k_1^2 + k_2^2 + (k_1 + k_2)^2}{2}, \quad \hat{S}_3 = k_1k_2(k_1 + k_2) \]

and write the reduced coefficients

\[ \hat{\Phi}_{k_1k_2}^{00} = -3i\beta \hat{S}_3(3\beta^2 + \hat{S}_2), \quad \hat{\Phi}_{k_1k_2}^{10} = 3i\beta \hat{S}_3 \left(3\beta^2 + \hat{S}_2\right), \quad \hat{\Phi}_{k_1k_2}^{20} = \hat{\Phi}_{k_1k_2}^{30} = 0 \]

\[ \hat{\Phi}_{k_1k_2}^{01} = \hat{S}_3^2 - 2\beta^2 \hat{S}_2^2 - 10\beta^4 \hat{S}_2 - 8\beta^6, \quad \hat{\Phi}_{k_1k_2}^{11} = 3\beta^2(4\beta^2 + \hat{S}_2)(3\beta^2 + \hat{S}_2) \]

\[ \hat{\Phi}_{k_1k_2}^{21} = -9\beta^4(6\beta^2 + \hat{S}_2), \quad \hat{\Phi}_{k_1k_2}^{31} = 27\beta^6. \]

Now we have completed our decomposition of the kink ground state energy \( Q_2 \). In the next section we will subtract the vacuum energy and then reassemble \( Q_2 \) to arrive at the kink mass.
4 Canceling IR Divergences

4.1 Defining the Energy Density

Our strategy for canceling the IR divergence in the two-loop kink energy $Q_2$ is to subtract the vacuum energy density from the kink energy density before performing the spatial integration. Our first task is thus to define the kink energy density.

Recall that our state $|0\rangle$ is an eigenstate of the kink Hamiltonian. The corresponding eigenvalue equation is

$$(H' - Q)|0\rangle = 0, \quad Q = \sum_i Q_i. \quad (4.1)$$

Expanding this equation in powers of the coupling,

$$\sum_{j=0}^i \left( H_{i+2-j} - Q_{i+1} \right) |0\rangle_j = 0. \quad (4.2)$$

The first two orders do not involve the two-loop correction $Q_2$

$$Q_1|0\rangle_0 = H_2|0\rangle_0, \quad 0 = H_3|0\rangle_0 + H_2|0\rangle_1. \quad (4.3)$$

It appears at the third order

$$Q_2|0\rangle_0 = H_4|0\rangle_0 + H_3|0\rangle_1 + (H_2 - Q_1)|0\rangle_2. \quad (4.4)$$

We also expand the kink Hamiltonian density order by order

$$H_i = \int dx \mathcal{H}_i(x), \quad \mathcal{H}_{i(>2)}(x) = \frac{1}{i!} V^{(i)}[\sqrt{x} f(x) ] : \phi^i(x) :_a. \quad (4.5)$$

In the Schrödinger picture, the fields can be expanded in any basis of functions. We will expand them in terms of normalized kink normal modes [6]

$$\phi(x) = \phi_C(x) + \phi_S(x) + \phi_B(x)$$

$$\phi_C(x) = \int \frac{dk}{2\pi} \frac{1}{\sqrt{2\omega_k}} \left( b^+_k + b^-_k \right) g_k(x)$$

$$\phi_S(x) = \frac{1}{\sqrt{2\omega_S}} \left( b^+_S - b^-_S \right) g_S(x)$$

$$\phi_B(x) = \phi_0 g_B(x). \quad (4.6)$$

The Hamiltonian density allows us to define the functions $\rho(x)$, as the expansion of $\mathcal{H}(x)|0\rangle$ in a Fock basis

$$\sum_{j=0}^i \mathcal{H}_{i+2-j}(x)|0\rangle_j = \sum_{mn} \int \frac{d^n k}{(2\pi)^n} \rho_{mn}^1(k_1 \cdots k_n; x) \phi_0^m B_{k_1}^1 \cdots B_{k_n}^1 |0\rangle_0 \quad (4.7)$$
where $B_k^\dagger = b_k^\dagger / \sqrt{2\omega_k}$. Integrating the $i = 2$ equation over $x$ and using (4.4) one obtains

$$Q_2|0\rangle_0 + Q_1|0\rangle_2 = \sum_{mn} \int^+_{-\infty} \frac{d^n k}{(2\pi)^n} \left( \int dx p^{mn}_2(k_1 \cdots k_n; x) \phi_0^m B_{k_1}^\dagger \cdots B_{k_n}^\dagger |0\rangle_0. \right. \quad (4.8)$$

Choose $|0\rangle_i > 0$ to be orthogonal to $|0\rangle_0$, as one is always free to do in old-fashioned perturbation theory, then project onto $|0\rangle_0$ to obtain

$$Q_2 = \int dx \rho_2^{00}(x). \quad (4.9)$$

This $\rho_2^{00}$ will be our definition of the kink energy density. As the zero-mode part of the Fock basis is not orthogonal, this choice of projection was somewhat arbitrary. It depended on our choice of basis for the space of functions of $\phi_0$. If another basis of functions for the $\phi_0$ were used in (4.7), such as a set of polynomials, the kink energy density $\rho_2^{00}(x)$ could be shifted by some linear combination of the $\rho_m^{00}(x)$. However, as $|0\rangle$ is an eigenstate of $H'$, these each integrate to zero and so the resulting kink mass would be unchanged.

### 4.2 Evaluating the Energy Density

Let us expand the kink ground state $|0\rangle$ in this same Fock basis

$$|0\rangle_i = \sum_{m,n=0}^{\infty} |0\rangle_i^{mn}, \quad |0\rangle_i^{mn} = Q_0^{-i/2} \int^+_{-\infty} \frac{d^n k}{(2\pi)^n} \gamma_i^{mn}(k_1 \cdots k_n) \phi_0^m B_{k_1}^\dagger \cdots B_{k_n}^\dagger |0\rangle_0. \quad (4.10)$$

Here $\gamma$ are defined to be the coefficients of this expansion.

The divergence in $Q_2$ arises from $Q_2^{(3)}$ which in turn was derived in Ref. [8] from the mixing of the free ground state $|0\rangle_0 = |0\rangle_0^{00}$ with a kink state with three virtual normal modes $|0\rangle_1^{03}$, given by

$$\gamma_1^{03} = -\frac{\sqrt{Q_0}}{6} V_{k_1 k_2 k_3}. \quad (4.11)$$

The contribution of this state to $Q_2$ arises from the $H_3|0\rangle_1$ term in $H'|0\rangle_0$, as seen in (4.4). More precisely, it arises from the first term on the right hand side of

$$H_3 = \frac{1}{6} \int dx V^{(3)}[\sqrt{\lambda} f(x)] : \phi^3(x) : \equiv : \frac{1}{6} \int dx V^{(3)}[\sqrt{\lambda} f(x)] : \phi^3(x) : + \frac{1}{2} \int dx V^{(3)}[\sqrt{\lambda} f(x)] \phi(x) \mathcal{I}(x) \quad (4.12)$$

where we have changed normal ordering in terms of plane wave creation operators $: \equiv$ to normal ordering in terms of normal mode creation operators $: \equiv$ using the Wick’s theorem of Ref. [19].
The corresponding two-loop energy contribution comes from $\phi^3$ acting on $|0\rangle_{1}^{03}$. This contains terms of the form (4.11) where 0, 1, 2 or 3 of the $k$ are continuum modes and the other are shape modes. For each continuum mode, the contribution to the vacuum energy arises from $\phi_C$ which contains $b_k g_{-k}(x)$. As $g_{-k}(x) = g_k^*(x)$, this yields a factor of $g_k(x)$. For each shape mode, the contribution arises from $\phi_S$ which contains $-b_s g_S(x)$, contributing a factor of $-g_S(x)$. However due to our convention $g_k(-x) = g_k^*(x)$, and the antisymmetry of $g_S(x)$, $g_S(x)$ is imaginary an so this contribution may be written $g_S^*(x)$. Thus the contributions from the three factors of $\phi(x)$ are $g_{k_1}(x)g_{k_2}^*(x)g_{k_3}^*(x)$, multiplied by the $V^{(3)}(\sqrt{\lambda f(x)})$ in $H_3$, yielding $V_k^*_{k_1 k_2 k_3}$, irrespectively of which $k$ are continuum and discrete modes. The three factors of $1/\sqrt{2}$ from the decomposition of $\phi_\epsilon$ in (4.6) combine with the three in the $B^\dagger$ in the $|0\rangle_{1}^{03}$ of (4.10) and the $1/6$ in (4.12), yielding a $1/48$. In all one finds

$$H_3|0\rangle_{1}^{03} \supset Q_2^{(3)}|0\rangle_0, \quad Q_2^{(3)} = -\int \frac{d^3k}{(2\pi)^3} \alpha_{k_1 k_2 k_3} |V_{k_1 k_2 k_3}|^2 |0\rangle_0$$

(4.13)

where

$$\alpha_{k_1 k_2 k_3} = \frac{1}{48\omega_{k_1} \omega_{k_2} \omega_{k_3} (\omega_{k_1} + \omega_{k_2} + \omega_{k_3})}.$$ 

(4.14)

The divergence arises from $k_1 + k_2 + k_3 \sim 0$ which only occurs in the real, continuous part of the integral

$$Q_2^{(3)} \supset Q_2^{(3)} = -\int \frac{d^3k}{(2\pi)^3} \alpha_{k_1 k_2 k_3} |V_{k_1 k_2 k_3}|^2 |0\rangle_0$$

(4.15)

where we defined $Q_2^{(3)}$ to be the contribution to $Q_2^{(3)}$ in which $I$ of the three normal modes are continuous.

Now we wish to tame this IR divergence by first writing it as an integral of an energy density, defined as in (4.7). Using

$$\mathcal{H}_3(x) = \frac{1}{6} V^{(3)}(\sqrt{\lambda f(x)}) :\phi^3(x) :_b + \frac{1}{2} V^{(3)}(\sqrt{\lambda f(x)}) \phi(x) \mathcal{I}(x)$$

(4.16)

one finds that the corresponding term in (4.7) is

$$\mathcal{H}_3(x)|0\rangle_{1}^{03} \supset \rho(x)|0\rangle_0, \quad \rho(x) = -\int \frac{d^3k}{(2\pi)^3} \alpha_{k_1 k_2 k_3} V_{k_1 k_2 k_3} \sigma_{-k_1, -k_2, -k_3}(x).$$

(4.17)

This is our definition of the energy density corresponding to IR-divergent $Q_2^{(3)}$. Indeed, as desired, formally it satisfies

$$Q_2^{(3)} = \int dx \rho(x)$$

(4.18)

although this is infinite. The expression (4.17) for the two-loop energy density corresponding to $Q_2^{(3)}$ is a main result of this work. The derivation can easily be modified to obtain the
energy density corresponding to any term, but since the other terms are already IR-finite we will not need to do this.

We will now proceed to decompose $\rho(x)$ into pieces with various $x$-dependences

$$
\rho(x) = \sum_{I,I'=0}^{3} \sum_{J,J'=0}^{1} \rho_{I,I',J,J'}(x), \quad \rho_{I,I',J,J'}(x) = -\int \frac{d^3k}{(2\pi)^3} \alpha_{k_1k_2k_3} V_{k_1k_2k_3}^{IJ} \sigma_{-k_1,-k_2,-k_3}(x).
$$

(4.19)

The divergences lie in the $I = I' = 0$ terms.

We will separate the finite and infinite terms

$$
\rho(x) = \rho^{(\text{div})}(x) + \rho^{(\text{fin})}(x), \quad \rho^{(\text{div})}(x) = \sum_{J,J'=0}^{1} \rho_{0,J0,J'}(x).
$$

(4.20)

The finite part may be integrated over $x$

$$
Q_2^{(33\text{fin})} = \int dx \rho^{(\text{fin})}(x) = q_{0F} + q_{1F} + q_{FF}.
$$

(4.21)

$$
q_{0F} = -2 \int \frac{d^3k}{(2\pi)^3} \alpha_{k_1k_2k_3} V_{00}^{00} V_{-k_1-k_2-k_3} = -\frac{4}{\beta} \int \frac{d^2k}{(2\pi)^2} \hat{\alpha}_{k_1k_2} \hat{C}_{k_1k_2}^{00} \hat{\Phi}_{k_1k_2}^{00} \hat{\Phi}_{k_1-k_2}^{10}
$$

$$
q_{1F} = -2 \int \frac{d^3k}{(2\pi)^3} \alpha_{k_1k_2k_3} V_{01}^{01} V_{-k_1-k_2-k_3}
$$

$$
q_{FF} = - \int \frac{d^3k}{(2\pi)^3} \alpha_{k_1k_2k_3} V_{11}^{11} V_{-k_1-k_2-k_3}
$$

where we have defined

$$
\hat{\alpha}_{k_1k_2} = \alpha_{k_1,k_2,-k_1-k_2}.
$$

(4.22)

In all $Q_2^{(33)}$ consists of seven contributions to the kink ground state energy: $q_{0F}, q_{1F}, q_{FF}$ and the divergent integrals of the four $\rho_{0,J0,J'}(x)$.

In the Introduction we claimed that this approach is equivalent to adding an IR counterterm to $\mathcal{H}_4(x)$, equal and opposite to the vacuum energy density $\rho^{(\text{vac})}(x)$. Let us now justify that claim. In that case, the kink Hamiltonian would be an $x$ integral over the total kink Hamiltonian density, which includes $\mathcal{H}_3(x) + \mathcal{H}_4(x)$. Then the eigenvalue equation (4.4) for $Q_2$ would include

$$
H'\langle 0 \rangle = \int dx \mathcal{H}'(x) |0\rangle \supset \int dx \left( \mathcal{H}_4(x)|0\rangle_0 + \mathcal{H}_3(x)|0\rangle_1 \right) \supset \int dx \left( -\rho^{(\text{vac})}(x)|0\rangle_0 + \mathcal{H}_3(x)|0\rangle_1 \right).
$$

(4.23)

One sees that these two terms should indeed be added before performing the $x$ integration. First we will manipulate $\rho^{(\text{vac})}(x)$ to cast this subtraction in a form in which we may analytically integrate over $x$. 


4.3 The Vacuum Energy Density

Using the third derivative of the potential

\[ V^{(3)}[\phi_0] = 6\sqrt{2}\lambda \beta \]  

and old-fashioned perturbation theory, one finds the one-loop vacuum energy density \[10, 11\]

\[ \rho^{(\text{vac})}(x) = -72\lambda \beta^2 \int \frac{d^3p}{(2\pi)^3} \alpha_{p_1p_2p_3} 2\pi \delta(p_1 + p_2 + p_3) = -72\lambda \beta^2 \int \frac{d^2k}{(2\pi)^2} \hat{\alpha}_{k_1k_2}. \]  

(4.25)

This is independent of \(x\), but we will manipulate it to introduce a spurious \(x\)-dependence shortly.

The identity

\[ |\Phi_{k_1k_2k_3}^{00}|^2 + |\Phi_{k_1k_2k_3}^{01}|^2 = \frac{72\lambda \beta^2}{C_{k_1k_2k_3}^2} \]  

(4.26)

allows us to replace the \(72\lambda \beta^2\) in (4.25) with a sum of two more complicated terms. We use this to define the decomposition

\[ \rho^{(\text{vac})}(x) = \rho_0^{(\text{vac})}(x) + \rho_1^{(\text{vac})}(x), \quad \rho_{J}^{(\text{vac})}(x) = -\int \frac{d^2k}{(2\pi)^2} \hat{\alpha}_{k_1k_2} C_{k_1k_2}^2 |\hat{\Phi}_{k_1k_2}^{0J}|^2 \]  

(4.27)

where \(J\) runs over 0 and 1. Intuitively these are the decomposition in terms of the contributions from the even and odd parts of \(\sigma(x)\), whose integrals respectively lead to a delta function and a simple pole.

Multiplying by the identity

\[ 1 = -2i\text{sign}(x) \int \frac{dk_3}{2\pi} \frac{e^{ix\sum_i k_i}}{\sum_i k_i} \]  

(4.28)

one finds

\[ \rho_1^{(\text{vac})}(x) = 2i\text{sign}(x) \int \frac{d^3k}{(2\pi)^3} \frac{e^{ix\sum_i k_i}}{\sum_i k_i} \hat{\alpha}_{k_1k_2} C_{k_1k_2}^2 |\hat{\Phi}_{k_1k_2}^{01}|^2. \]  

(4.29)

We will not need the analogous formula for \(\rho_0^{(\text{vac})}\).

The advantage of these more complicated forms is that the vacuum energy density now has the same structure, as a matrix in \(k\), as the kink energy density. Thus we can subtract the densities at each \(k\) separately. We will see that, once the vacuum energy density has been subtracted, the energy density becomes integrable over \(x\) for each \(n\)-tuple of \(k_i\). This means that we may perform the \(x\) integration before the \(k\) integration, as both are anyway finite but we are only able to perform the \(x\) integration analytically.
 Nonetheless this trick is somewhat expensive numerically, as it yields our only three-dimensional integration over \( k_i \), which does not decrease exponentially in \( \sum_i^3 k_i \). To resolve this problem, we use the sine integral function

\[
\text{Si}(a) = \int_0^a \frac{\sin(t)}{t} \, dt.
\] (4.30)

Using

\[
i \left( \frac{\text{sign}(x)}{2} - \frac{\text{Si}(ax)}{\pi} \right) = \int_{-\infty}^{-k_{1-k_2-a}} \frac{dk_3}{2\pi} e^{ix(\sum_i^3 k_i)} + \int_{-\infty}^\infty \frac{dk_3}{2\pi} e^{ix(\sum_i^3 k_i)}
\] (4.31)

one can replace (4.28) with

\[
1 = -2i\text{sign}(x) \int_{-k_{1-k_2-a}}^{-k_{1-k_2+a}} \frac{dk_3}{2\pi} e^{ix\sum_i^3 k_i} + \left(1 - \frac{2\text{sign}(x)\text{Si}(ax)}{\pi}\right).
\] (4.32)

This allows one to reduce the \( k_3 \) range of integration

\[
\rho_1^{(\text{vac})}(x) = 2i\text{sign}(x) \int \frac{d^2 k}{(2\pi)^2} \int_{-k_{1-k_2-a}}^{-k_{1-k_2+a}} \frac{dk_3}{2\pi} e^{ix\sum_i^3 k_i} \hat{\alpha}_{k_1 k_2} \hat{C}_{k_1 k_2} \hat{\Phi}^{(0)}_{k_1 k_2} + R(x, a)
\] (4.33)

where \( a \) is any positive number and the remainder is

\[
R(x, a) = - \left(1 - \frac{2\text{sign}(x)\text{Si}(ax)}{\pi}\right) \int \frac{d^2 k}{(2\pi)^2} \hat{\alpha}_{k_1 k_2} \hat{C}_{k_1 k_2} \hat{\Phi}^{(0)}_{k_1 k_2} \right|^2.
\] (4.34)

The remainder is easily integrated over \( x \)

\[
\int dx R(x, a) = - \frac{4}{\pi a} \int \frac{d^2 k}{(2\pi)^2} \hat{\alpha}_{k_1 k_2} \hat{C}_{k_1 k_2} \left| \hat{\Phi}^{(0)}_{k_1 k_2} \right|^2.
\] (4.35)

Notice that in the limit in which \( a \to 0 \), this integral is infinite, as it is equal to \( \int dx \rho_1^{(\text{vac})}(x) \).

### 4.4 Canceling IR Divergences

We are now ready to subtract the vacuum energy density from the kink energy density components defined in (4.20). We will do this one term at a time.

1. \( \rho_{0000}(x) \)

The first contribution to the kink energy density, resulting from two even \( \sigma(x) \) terms, is

\[
\rho_{0000}(x) = - \int \frac{d^3 k}{(2\pi)^3} \hat{\alpha}_{k_1 k_2 k_3} V^{00}_{k_1 k_2 k_3} \sigma_{-k_1-k_2,-k_3}^{00}(x)
\] (4.36)

\[
= - \int \frac{d^3 k}{(2\pi)^3} \hat{\alpha}_{k_1 k_2 k_3} \hat{C}_{k_1 k_2} \hat{\Phi}^{(00)}_{k_1 k_2 k_3} 2\pi \delta(k_1 + k_2 + k_3) \hat{C}_{k_1 k_2 k_3} \hat{\Phi}_{-k_1-k_2-k_3}^{00} e^{ix(k_1 + k_2 + k_3)}
\]

\[
= - \int \frac{d^2 k}{(2\pi)^2} \hat{\alpha}_{k_1 k_2} \hat{C}_{k_1 k_2} \left| \hat{\Phi}^{(00)}_{k_1 k_2} \right|^2 = \rho_0^{(\text{vac})}(x).
\]
Subtracting the corresponding contribution to the vacuum energy (4.27) one obtains the corresponding contribution to the two-loop kink ground state mass

\[ \rho^{(\text{dif})}_{00}(x) = \rho_{0000}(x) - \rho^{(\text{vac})}_0(x) = 0. \]  

2 \( \rho_{0101}(x) \)

The next contribution arises from the two odd \( \sigma(x) \) terms

\[
\rho_{0101}(x) = - \int \frac{d^3k}{(2\pi)^3} \alpha_{k_1 k_2 k_3} V_{k_1 k_2 k_3}^0 \sigma_{-k_1, k_2, -k_3}^0(x) \]

\[
= 2i \int \frac{d^3k}{(2\pi)^3} \alpha_{k_1 k_2 k_3} C^2_{k_1 k_2 k_3} |\Phi_{k_1 k_2 k_3}^{01}|^2 \frac{\pi}{2\beta} \text{csch} \left( \frac{\pi \sum_k k_i}{2\beta} \right) e^{ix(k_1+k_2+k_3)} \tanh(\beta x). \]  

Subtracting the vacuum energy density (4.29) one finds

\[
\rho_{0101}(x) - \rho^{(\text{vac})}_1(x) = 2i \int \frac{d^3k}{(2\pi)^3} e^{ix(k_1+k_2+k_3)} \]

\[
\times \left[ \alpha_{k_1 k_2 k_3} C^2_{k_1 k_2 k_3} |\Phi_{k_1 k_2 k_3}^{01}|^2 \frac{\pi}{2\beta} \text{csch} \left( \frac{\pi \sum_k k_i}{2\beta} \right) \tanh(\beta x) \right. \]

\[
- \frac{1}{\sum_k k_i} \hat{\alpha}_{k_1 k_2 k_3} \hat{C}_{k_1 k_2}^2 |\hat{\Phi}_{k_1 k_2}^{01}|^2 \text{sign}(x) \right]. \]

In the limit \( |x| \to \infty \) the term in square brackets tends to a finite value for all \( k \), as the residues of the simple poles are equal and opposite. Therefore we may integrate over \( x \) to obtain the corresponding contribution to the kink mass

\[
q_{11} = \int dx \left( \rho_{0101}(x) - \rho^{(\text{vac})}_1(x) \right) \]

\[
= 4 \int \frac{d^3k}{(2\pi)^3} \left[ -\alpha_{k_1 k_2 k_3} C^2_{k_1 k_2 k_3} |\Phi_{k_1 k_2 k_3}^{01}|^2 \left( \frac{\pi}{2\beta} \right)^2 \text{csch}^2 \left( \frac{\pi \sum_k k_i}{2\beta} \right) \right. \]

\[
+ \frac{1}{\sum_k k_i} \hat{\alpha}_{k_1 k_2 k_3} \hat{C}_{k_1 k_2}^2 |\hat{\Phi}_{k_1 k_2}^{01}|^2 \right]. \]

The term in brackets has only a first order pole at \( k_1 + k_2 + k_3 = 0 \) as the residues of the second order poles cancel. We define this integral to be the principal value, which is finite and real. Any other prescription would lead to a finite contribution at arbitrarily small \( k \), which is unphysical as long wavelength modes have measure zero support on the kink.
Now we have subtracted the entire vacuum energy, but we still have two divergent terms left in the kink energy. These are the cross terms arising from one even and one odd $\sigma(x)$. As a consistency check on our calculation, their sum must be finite.

The two terms are

$$
\rho_{0100}(x) = - \int \frac{d^3k}{(2\pi)^3} \alpha_{k_1 k_2 k_3} V_{k_1 k_2 k_3}^{01} \sigma_{-k_1,-k_2,-k_3}(x) \tag{4.41}
$$

and

$$
\rho_{0001}(x) = - \int \frac{d^3k}{(2\pi)^3} \alpha_{k_1 k_2 k_3} V_{k_1 k_2 k_3}^{00} \sigma_{-k_1,-k_2,-k_3}(x) \tag{4.42}
$$

Their sum is

$$
\rho_{0100}(x) + \rho_{0001}(x) = 2i \int \frac{d^3k}{(2\pi)^3} \frac{\pi \sum k_i}{2\beta} \text{csch} \left( \frac{\pi \sum k_i}{2\beta} \right) e^{ix \sum k_i} T_{k_1 k_2 k_3} \tag{4.43}
$$

where

$$
T_{k_1 k_2 k_3} = \alpha_{k_1 k_2 k_3} C_{k_1 k_2 k_3}^2 \phi_{k_1 k_2 k_3}^{01} \phi_{-k_1-k_2-k_3}^{00} - \hat{\alpha}_{k_1 k_2} C_{k_1 k_2}^2 \hat{\phi}_{k_1 k_2}^{01} \hat{\phi}_{k_1 k_2}^{00} \sum_{i} k_i. \tag{4.44}
$$

The numerator vanishes linearly as $\sum_{i} k_i$ tends to zero, and so

$$
\hat{T}_{k_1 k_2} = T_{k_1 k_2, -k_1-k_2} = \frac{\partial}{\partial k_3} \left( \alpha_{k_1 k_2 k_3} C_{k_1 k_2 k_3}^2 \phi_{k_1 k_2 k_3}^{01} \phi_{-k_1-k_2-k_3}^{00} \right) \bigg|_{k_3 = -k_1-k_2} \tag{4.44}
$$
is finite, as is the integrand. Now we may integrate over $x$

$$q_{10} = \int dx \left( \rho_{0100}(x) + \rho_{0001}(x) \right)$$  \hspace{1cm} (4.45)

$$= 2i \int \frac{d^3k}{(2\pi)^3} \frac{\pi \sum^3 k_i}{2\beta} \csch \left( \frac{\pi \sum^3 k_i}{2\beta} \right) T_{k_1k_2k_3} 2\pi \delta \left( \sum^3 k_i \right)$$

$$= 2i \int \frac{d^2k}{(2\pi)^2} \hat{T}_{k_1k_2}.$$  

In all, we have found five contributions to the IR finite $Q^{(33)}_2 = \int dx \rho(x)$, obtained by subtracting $\rho^{(\text{vac})}(x)$ from the integrand at each $x$

$$\int dx \left( \rho(x) - \rho^{(\text{vac})}(x) \right) = q_{0F} + q_{1F} + q_{FF} + q_{11} + q_{10}$$  \hspace{1cm} (4.46)

each of which is finite.

5 Numerical Integration

Now that all $x$ integration has been done analytically, we will perform the $k$ integration in (2.11) numerically. Uncertainties will be reported in parentheses for those integrals that dominate the error budget.

Two summands require no integration over the momenta $k$ and so are easily determined analytically using (3.14) and (3.2) respectively

$$Q^{(1)}_2 = -\frac{1}{8} \int \frac{dk}{2\pi} \frac{\left| V_{Zk} \right|^2}{\omega_k^2} - \frac{\left| V_{ZS} \right|^2}{8\omega_S^2} \lambda$$  \hspace{1cm} (5.1)

Numerically, these are

$$Q^{(1)}_2 \sim 0.00761791 \frac{\lambda}{\beta}, \quad Q^{(5)}_2 = -0.0375 \frac{\lambda}{\beta}.$$  \hspace{1cm} (5.2)

Next, again using (3.14), we find the second contribution

$$Q^{(2)}_2 = -\frac{1}{8} \int \frac{dk}{2\pi} \frac{\left| V_{Zk} \right|^2}{\omega_k^2} - \frac{\left| V_{ZS} \right|^2}{8\omega_S^2} \lambda$$  \hspace{1cm} (5.3)

$$= -\frac{1}{8} \frac{\lambda}{64 \beta^6} \int \frac{dk}{2\pi} \frac{k^4}{\beta^2 + k^2} \left[ 2\pi(-2\beta^2 + k^2) + 3\sqrt{3}\omega_S^2 \right] ^2 \csch^2 \left( \frac{\pi k}{2\beta} \right)$$

$$- \frac{1}{8} \frac{3}{4096} \left[ -2\pi + 3\sqrt{3} \right] ^2 \lambda \beta \sim (-0.000961713 - 0.000108182) \frac{\lambda}{\beta}$$

$$\sim -0.0010699 \frac{\lambda}{\beta}.$$  
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The fourth term can be found using (3.12)

\[
Q_2^{(4)} = \frac{1}{16Q_0} \int \frac{d^3k}{(2\pi)^2} \left| \frac{(\omega_k - \omega_s) \Delta_{k,k}}{\omega_k \omega_s} \right|^2 + \frac{1}{8Q_0} \int \frac{d^1k}{(2\pi)^1} \left| \frac{(\omega_k - \omega_s) \Delta_{k,s}}{\omega_k \omega_s} \right|^2
\]  

\[
= \frac{27\pi^2\lambda}{2048\beta^2} \int \frac{d^3k}{(2\pi)^2} \frac{(\omega_k - \omega_s)^2}{(k_1^2 - k_2^2)^2} \frac{(4\beta^2 + k_1^2 + k_2^2)^2}{(\beta^2 + k_1^2)(\beta^2 + k_2^2)} \text{csch}^2 \left( \frac{\pi(k_1 + k_2)}{2\beta} \right)
\]

\[
+ \frac{3\sqrt{3}\pi^2\lambda}{2048\beta^2} \int \frac{dk}{2\pi} \frac{\beta}{\omega_k} \frac{(3\beta^2 + k^2)^2}{\beta^2 \omega_k^2} \text{sech}^2 \left( \frac{\pi k}{2\beta} \right)
\]

\[
\sim (0.001481577 + 0.002358405) \frac{\lambda}{\beta} \sim 0.00383998 \frac{\lambda}{\beta}.
\]

It remains to evaluate the third term \(Q_2^{(3)}\). Recall that this term results from two vertices with three normal modes each. The normal modes may be the shape mode \(S\) or continuum modes. Let us first decompose the result into summands involving various numbers of continuum modes

\[
Q_2^{(3)} = \sum_{k=0}^3 Q_2^{(3k)}, \quad Q_2^{(30)} = -\frac{1}{48} \frac{|V_{SSS}|^2}{3\omega_S^2}
\]

\[
Q_2^{(31)} = -\frac{1}{16} \int \frac{d^1k}{(2\pi)^1} \frac{|V_{SSk}|^2}{\omega_k \omega_S^2} \quad (\omega_k + 2\omega_S)
\]

\[
Q_2^{(32)} = -\frac{1}{16} \int \frac{d^3k}{(2\pi)^3} \frac{|V_{Skk}|^2}{\omega_k \omega_k \omega_S} \quad (\omega_k + \omega_k + \omega_S)
\]

\[
Q_2^{(33)} = g_{0F} + q_{1F} + q_{FF} + q_{11} + q_{0G}.
\]

Only the term with three continuum modes is divergent. The others can be found using (3.13)

\[
Q_2^{(30)} = -\frac{3\pi^2\lambda}{4096} \sim -0.00722871 \frac{\lambda}{\beta}
\]

\[
Q_2^{(31)} = -\frac{3\pi^2\lambda}{2048\beta^3} \int \frac{dk}{2\pi} \frac{k^4 \omega_k (2\beta^2 - k^2)^2}{(\omega_k + 2\sqrt{3}\beta)(\beta^2 + k^2)} \text{csch}^2 \left( \frac{\pi k}{2\beta} \right) \sim -0.000874152 \frac{\lambda}{\beta}
\]

\[
Q_2^{(32)} = -\frac{9\sqrt{3}\pi^2\lambda}{1024\beta^4} \int \frac{d^3k}{(2\pi)^3} \frac{|(17\beta^4 - (k_1^2 - k_2^2)^2)(\beta^2 + k_1^2 + k_2^2) + 8\beta^2 k_1 k_2^3|^2}{\omega_k^3 \omega_k^3 (\omega_k + \omega_k + \sqrt{3}\beta)(\beta^2 + k_1^2)(\beta^2 + k_2^2)} \text{sech}^2 \left( \frac{\pi(k_1 + k_2)}{2\beta} \right)
\]

\[
\sim -0.0311512(1) \frac{\lambda}{\beta}.
\]

Finally we are ready for the five terms (4.46) involving three continuum modes. These are the only terms which have analogs in the vacuum sector, defined by replacing each \(g_k\)
with the corresponding plane wave and the kink Hamiltonian with the defining Hamiltonian, so that all \( \Delta \) vanish and \( V \) is proportional to a Dirac delta function. Thus these are the only terms for which we subtract the vacuum contribution. As an abuse of notation, we continue to call this contribution \( Q_2^{(33)} \) after this infinite subtraction.

A single divergent term in \( V \) yields a delta function or simple pole which can be used to do the \( k_3 \) integral. However \( Q_2^{(33)} \) is quadratic in \( V \) and so it is the second divergence in \( V \) which causes an infinity in \( Q_2^{(33)} \). This means that the three terms (4.21) which involve zero or one divergent terms \( V_{00} \) or \( V_{01} \) in the two \( V \) factors, and finite terms \( V^F \) from the others, are manifestly finite and require no vacuum subtraction. Let us begin with these three terms.

The first contribution arises from the cross term between one interaction \( V_{00} \) proportional to Dirac delta function in momentum space, corresponding to the position-independent part of the triple product of three normal modes, with the finite terms \( V^F \) in the triple product. As the delta function can be used to do the \( k_3 \) integral, this contribution is given by a two-dimensional integral

\[
q_{0F} = 54\beta^3 \lambda \int \frac{d^2k}{(2\pi)^2} \frac{k_1^2 k_2^2 (k_1 + k_2)^2 (3\beta^2 + k_1^2 + k_1 k_2 + k_2^2)^2}{\omega_{k_1} \omega_{k_2} \omega_{k_1+k_2} (\omega_{k_1} + \omega_{k_2} + \omega_{k_1+k_2}) (\beta^2 + k_1^2)(\beta^2 + k_2^2)(\beta^2 + (k_1 + k_2)^2)}
\]

\[
\sim 0.0375390(1) \frac{\lambda}{\beta}.
\] (5.7)

For the three-dimension terms that follow, we will often encounter the combination

\[
\alpha_{k_1 k_2 k_3} G^2_{k_1 k_2 k_3} = \frac{3\lambda \beta^2}{2 \omega_{k_1} \omega_{k_2} \omega_{k_3} (\omega_{k_1} + \omega_{k_2} + \omega_{k_3}) (\beta^2 + k_1^2)(\beta^2 + k_2^2)(\beta^2 + k_3^2)}.
\] (5.8)

The next finite term is the cross term between the antisymmetric \( V_{01} \) and the finite \( V^F \)

\[
q_{1F} = \frac{3\pi^2 \lambda}{\beta} \int \frac{d^3k}{(2\pi)^3} \frac{\Phi_{01, k_1 k_2 k_3} (\sum_i k_i) \csch^2 \left( \frac{\sum_i k_i}{\beta^2} \right)}{\omega_{k_1} \omega_{k_2} \omega_{k_3} (\omega_{k_1} + \omega_{k_2} + \omega_{k_3}) (\beta^2 + k_1^2)(\beta^2 + k_2^2)(\beta^2 + k_3^2) (2I - 1)!}
\]

\[
\times \sum_{l=1}^{3} \frac{1}{(2I - 1)!} \left( -i \Phi_{0, k_1 k_2 k_3}^{I/2} \Phi_{1, k_1 k_2 k_3}^{I/2} \right) \prod_{j=1}^{I-1} \left( \frac{(\sum_i k_i)^2}{\beta^2} + (2j)^2 \right)
\]

\[
\sim 0.006070(1) \frac{\lambda}{\beta}.
\] (5.10)

Here the integral is evaluated according to the principal value prescription, as it must be real and no finite contribution from spatial infinity, corresponding to \( \sum_i k_i = 0 \), is expected.
The last finite term corresponds to the product of the two finite terms $V^F$

$$q_{FF} = -\frac{3\pi^2 \lambda}{2\beta^2} \int \frac{d^3 k}{(2\pi)^3} \omega_{k_1}^2 \omega_{k_2}^2 \omega_{k_3}^2 \left((\sum_{k_i}^3 k_i)^2 \coth^2 \left(\frac{\pi}{2\beta} \sum_{k_i}^3 k_i \right)\right)$$

\begin{align*}
&\times \left[ \sum_{i=1}^3 \frac{1}{(2I-1)!} \left( i\Phi_{k_1 k_2 k_3}^0 + \sum_{k_i}^3 k_i \Phi_{k_1 k_2 k_3}^1 \right) \prod_{j=1}^{I-1} \left( \frac{\sum_{k_i}^3 k_i^2}{\beta^2} + (2j)^2 \right) \right]^2 \\
&\sim -0.0163976 (4) \frac{\lambda}{\beta},
\end{align*}

(5.11)

Recall that, only in the case of $q_{11}$, the integral decreases as $1/k$ in all three directions and so the integral is truly three-dimensional. In all other three-dimensional integrals, and in the kink sector contribution to $q_{11}$, the $k_3$ integrand converges exponentially as the result of a $\coth$ function. However, as explained above, the $k_3$ integration of the vacuum sector contribution can be performed analytically above any given cutoff $a$, leaving the two-dimensional integral given in Eq. (4.35). We therefore choose this cutoff to be at least $\sum_{k_i}^3 k_i = 12$, so that the kink energy term, as it is exponentially suppressed in $\sum_{k_i}^3 k_i$, is easily calculated to within our error budget. Above this threshold the choice of cutoff has negligible effect on our result

$$q_{11} = 6\lambda\beta^2 \int \frac{d^3 k}{(2\pi)^3} \frac{1}{\omega_{k_1}^3 \omega_{k_2}^3 (\beta^2 + k_1^2)(\beta^2 + k_2^2)} \left[ \frac{\Phi_{k_1 k_2 k_3}^{01}}{\omega_{k_3}^3 (\sum_{k_i}^3 \omega_{k_i}) (\beta^2 + k_3^2)} \right]^2$$

\begin{align*}
&+ \frac{1}{(\sum_{k_i}^3 k_i)^2 \omega_{k_1+k_2}^3 (\omega_{k_1} + \omega_{k_2} + \omega_{k_1+k_2}) (\beta^2 + (k_1 + k_2)^2)} \\
&\sim 6\lambda\beta^2 \int \frac{d^2 k}{(2\pi)^2} \int \frac{dk_3}{2\pi} \left[ \frac{\Phi_{k_1 k_2 k_3}^{01}}{\omega_{k_3}^3 (\sum_{k_i}^3 \omega_{k_i}) (\beta^2 + k_3^2)} \right]^2
\end{align*}

\begin{align*}
&- \frac{1}{\omega_{k_3}^3 (\sum_{k_i}^3 \omega_{k_i}) (\beta^2 + k_3^2)} \\
&\times \left[ \frac{\Phi_{k_1 k_2 k_3}^{01}}{\omega_{k_3}^3 (\sum_{k_i}^3 \omega_{k_i}) (\beta^2 + k_3^2)} \right]^2 \\
&+ \frac{1}{(\sum_{k_i}^3 k_i)^2 \omega_{k_1+k_2}^3 (\omega_{k_1} + \omega_{k_2} + \omega_{k_1+k_2}) (\beta^2 + (k_1 + k_2)^2)}
\end{align*}

\begin{align*}
&+ \frac{4}{\pi a} \int \frac{d^2 k}{(2\pi)^2} \alpha_{k_1 k_2} \alpha_{k_2 k_3} \left[ \Phi_{k_1 k_2}^{01} \right]^2 \sim 0.033043 (2) \frac{\lambda}{\beta},
\end{align*}

(5.12)
Finally the cross term between the two divergent $V$ yields

$$q_{10} = -3\lambda \beta^2 \left( \omega_{k_1}^2 \omega_{k_2}^2 \omega_{k_3}^2 \left( \omega_{k_1} + \omega_{k_2} + \omega_{k_3} \right) \left( \beta^2 + k_1^2 \right) \left( \beta^2 + k_2^2 \right) \left( \beta^2 + k_3^2 \right) \right) \left|_{k_3 = -k_1 - k_2} \right. \sim 0.0124290(1) \frac{\lambda}{\beta}.$$  

(5.13)

6 Concluding Remarks

Adding all 12 contributions one finds that the two-loop correction to the $\phi^4$ kink mass is

$$Q_2 \sim 0.006316(2) \frac{\lambda}{\beta} = 0.012633(5) \frac{\lambda}{m}. \quad (6.1)$$

This is positive, in agreement with small $\lambda$ lattice results [20], instantaneous frame Fock space truncation results [9, 21] and Borel resummation [10]. It also agrees with the preferred value of the mass correction in light front [22] and conformal space [23] truncations. On the other hand, the lattice study in Ref. [24] found a kink mass beneath the one-loop result. Fig. 8 of Ref. [9] appears to show a mass correction of $0.018 \pm 0.008$ at $\lambda = 0.4$ and $m = 1$, if the dot size is to be interpreted as the error bar, which may be compared with our result of $Q_2 \sim 0.005$. Our result also lies just beyond the lower error bar of Fig. 11 of Ref. [10]. In both cases, this light tension is smaller than some of the individual mass contributions, such as $Q_2^{(5)}$ which, at $\lambda = 0.4$ and $m = 1$, contributes $-0.03$ to $Q_2$.

In principle, the methods cited above include nonperturbative and in the case of Ref. [10] also higher order perturbative information, and so their results are more reliable as the coupling grows. In practice, the uncertainties in all of these studies are of the same order as the difference between the calculated kink mass and the one loop result (1.2). In contrast, the uncertainty on our $Q_2$ is several thousand times smaller than its central value. In that sense, our method offers far more precise results, although as the coupling increases the accuracy will be compromises by higher order and also nonperturbative corrections, with the latter arising from virtual kink-antikink pair creation.

While $Q_2$ is positive, the coefficient is not large enough to invalidate the observation of Ref. [9] that a naive extrapolation of the mass formula, together with the semiclassical calculation of the bound state masses in Ref. [23], suggests that at large enough coupling, all bound states of kinks and so potentially all topologically trivial particles are no longer in the spectrum. Similarly, the coupling at which the meson mass is twice the kink mass, and so the meson may decay [25, 21], is hardly affected. Of course there is no reason to trust our perturbative analysis beyond weak coupling.
Chang duality [26] implies that the vacuum Hamiltonian, at each value of $\lambda/\beta^2$ beneath about 8, is equal to the vacuum Hamiltonian at a large value of $\lambda/\beta^2$, as the shift in the classical Hamiltonian is exactly compensated by the change in normal ordering as the mass changes. In other words, each quantum Hamiltonian arises from two distinct classical Hamiltonians with $\beta^2 > 0$. We do not expect our semiclassical expansion to be reliable at such large couplings, although the positive $Q_2$ found here is consistent with the possibility that the kink belongs to a Chang-symmetric family of Hamiltonian eigenstates which exists at all couplings and is continuous in the coupling. This possibility is also weakly supported by the fact that that the kink mass appears to become flat at the right of Fig. 11 of Ref. [10]. Stronger evidence arises from the $\beta^2 < 0$ Chang dual, whose Hamiltonian we recall is the same operator. Ref. [10] found that its mass gap is well-defined throughout this region and coincides with the kink mass when the $\beta^2 > 0$ theory is at coupling below the critical coupling. In an intermediate regime of couplings including the self-dual point, one expects that the $Z_2$ symmetry, whose breaking is responsible for the classical kink solution, is restored. Thus any continuation of the kink state in that region would be quite interesting.

Moreover, this duality implies that our perturbative kink states, found at weak coupling, are also eigenstates of a strongly coupled Hamiltonian to the same precision. In particular, they become exact eigenstates in the infinite $\lambda/\beta^2$ limit. In this limit they do not become the semiclassical solitons of the strongly coupled theory, which one expects to be deformed beyond recognition by quantum corrections. For example, the $D_f$ in the construction uses the classical kink solution $f(x)$ of the original classical Hamiltonian, which is not a solution of the classical equations of motion of the dual Hamiltonian. These may therefore provide an example of a quantum soliton unrelated to any classical solution of the same system. As this a property that any monopoles appearing in Yang-Mills would also possess, they could prove to be a useful testing ground.
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