Abstract—Mobile phones and smartphones have evolved to be very powerful devices that have the potential to be utilized in many application areas apart from generic communication. With each passing year, we see increasingly powerful smartphones being manufactured, which have a plethora of powerful embedded sensors like microphone, camera, digital compass, GPS, accelerometer, temperature sensors and many more. Moreover, the ability to easily program today's smartphones, enables us to exploit these sensors, in a wide variety of application such as personal safety, emergency and calamity response, situation awareness, remote activity monitoring, transportation and environment monitoring. In this paper, we survey the existing mobile phone sensing methodologies and application areas. We also formulate the architectural framework of our project, SenseDroid, its utility, limitations and possible future applications.

Index Terms—Sensor Networks, Participatory Sensing, Urban Sensing, Data Aggregation, Android, Wifi, Peer-to-Peer Models & Principles, App Development.

I. INTRODUCTION

There are a few strong contributing factors that have radically changed the landscape and perspective of mobile phones from being simple computing and communication devices.

The rapid advancement in technology has made it possible to manufacture increasingly cheap yet powerful sensors for mobile phones. The embedded sensors that were primarily meant to provide better user experience in mobile phones (e.g., ambient light sensors to automatically adjust screen brightness and accelerometer to change display orientation) are now being exploited for more important, life-critical and technically complex scenarios.

Also, the easiness with which most smartphones can be programmed is rapidly changing the whole perspective of mobile phone usage. It is no more a very technically challenging task to write an application that uses disruptive sensing to collect, communicate and share a person's real-time activities, keeping track of one's close-proximity environmental conditions and even monitoring one's vitals.

Figure 1: Mobile phone sensor trends.

The scale at which modern day's mobile applications are distributed by third party vendors, app markets and other sources; and the increasing number of users of such applications is allowing the collection, analysis and dissemination of information across masses and geographies, thereby imparting the ability to exercise massive remote monitoring and control. Mobile sensing is finding applications on all levels of granularity, individual, group and community (including special interest groups) and on a much larger scale involving the entire population of a city, country and across geographies.

Finally, the availability of sister-technologies such as the inexpensive cloud services enables developers to delegate the back end deployment and management to the companies providing such services (such as Amazon, Cloudera etc.) This enables the developers to make use of additional resources and the ability to collect, store and analyze large-scale sensor data with ease.

Hence, these four factors vis-a-vis advancement in technology enabling mass manufacturing of cheap yet powerful data, low learning curve and easiness with which these devices can be programmed, proliferation of such devices and applications across massive audience, and the emergence of auxiliary technologies that catalyze smart application development, have revolutionized the research and economics of mobile sensing, broadening the horizon of the application areas where these can be efficiently and effectively used for a variety of purposes.

Although, the culmination of these advances paves our way towards innovative research and development on the mobile
sensing front, there exist many challenges that need to be addressed. Some widely asked questions are about the limits to which intelligence should be built into smartphones to support sensing without hindering or jeopardizing user's phone experience, how do we come out with a robust infrastructure that can accurately and effectively handle and classify data across a large number of application-users, how do we build applications that exploit the availability of large-scale sensor data shared by applications without any compromise on security and privacy. As can be guessed, this field does include various other active search fields vis-a-vis pervasive computing, data mining, big-data (and fast-data), artificial intelligence and machine learning.

II. RELATED WORKS

Over the past few years, advances in wireless networking embedded computing and an unprecedented demand for mobility has spurred active research in the field of mobile sensing. Mobile sensing embodies a wide array of correlated technical and semi-technical sub-areas such as "mobility" in sensing [4], sensing scale and paradigms [3], context-awareness using multi-sensor mobile devices [6], privacy issues [7], and various mobile sensor based network architectures. This section outlines the ongoing research and significant developments in these areas and their contribution towards the new face of mobile sensor driven applications.

Recent work in the NIMS project [2] and underwater sensing [1] has focused on the importance of kinematics and mobility of the sensors (or devices that have sensors mounted on them). When it is not feasible to build a dense sensor network (due to sensor or instrumentation costs or the massive scale of geography to be covered), mobile nodes form the vehicle for sensors, increasing what is called the "span" of the sensor. The mobility can be controlled and the sensor carriers are typically robots that follow a controlled movement pattern to collect data about regions of interest.

The extent to which the user is actively involved in the sensing system [3] dictates two broad paradigms of sensing: participatory sensing, where the user actively engages in the sensor activation and data collection activity and opportunistic sensing [5], where the data collection is fully automated with negligible (to nil) user involvement. These two paradigms have their own pros and cons. Opportunistic sensing lowers the burden placed on the user, and since human involvement is not a necessity, the only requirement for the application to fulfill requirements is to be active on the user's device. Furthermore, this kind of sensing is inevitably required for some applications that demand massive data accrued over a period of time (ex. community sensing). But this approach does not use "the" most important resource, human participation. One of the main challenges of using opportunistic sensing is the phone context problem. There is nothing much an application can do by itself; if for example, the application wants to take a sound sample from a high-traffic subway "only" when the phone is out of the pocket or bag.

The use of context in mobile devices is receiving considerable attention in various fields of research including mobile computing, wearable computing, augmented reality, ubicuous computing and human-computer interaction [8]. The motive is to augment mobile devices with awareness of their environment and situation as context. The actual utility of context-awareness in mobile systems has been demonstrated in a wide range of application examples, in obvious domains such as fieldwork and tourism as well as in emerging areas like affective computing based on bio-sensing [9]. Also, it has been shown, that context is useful at different levels within a mobile device. At systems level, it can be exploited for example for context-sensitive resource and power management. At application level, context-awareness enables both adaptive applications and explicitly context-based services. And at the user interface level, the use of context facilitates a shift from explicit to implicit human-computer interaction, toward less visible if not invisible user interfaces [9, 10]. There have been rapid advancements in the new sensing paradigm of opportunistic people-centric sensing (leveraging humans as part of the sensing infrastructure) which is giving rise to new problems especially in the field of security and privacy [7].

Several projects taken up by university students as well as by industry researchers are related to our work of exploring the sensors in mobile phones. SensorPlanet is a Nokia-initiated global research framework for mobile-device centric wireless sensor networks [11, 12]. It provides hardware platforms and a research environment that helps researchers collect sensor data on a large and heterogeneous scale and establishes a central repository for sharing the data. SenseWeb[13] a Microsoft Research sponsored project, provides shared sensing resources and sensor querying and data-collection mechanisms to develop sensing applications.

The UCLA Urban Sensing [14] initiative has a vision of equipping users to compose a sensor-based recording of their experiences and environment by leveraging sensors embedded in mobile devices and integrating existing public outlets of urban information (such as weather, traffic, and air quality). Urban Sensing is exploring how to coordinate these individual stories of everyday life to document the urban environment, as well as how to fuse them with other sensed data about the city and feed that back into the physical, collective experience in urban public spaces. The faculty and students of Dartmouth College worked on a project called MetroSense [15], which explored the area of people centric sensing using the mobile phones in an urban environment.

To date, very few published papers present a network architecture solution for general-purpose mobile sensors network. Proposals in the areas of tiered sensor networks, delay tolerant sensor networks, and sensor network and ubiquitous computing middleware architectures represent the most closely related work. A number of projects propose the use of delay-tolerant networking within the context of sensor networks [16, 17]. An active research is being carried out in exploring architectures that deal with fault tolerance for mobile sensor networks for pervasive information gathering [17]. The construction and deployment of sensor networks presents new types of challenges. Generally a DTN-based approach is taken to deal with them [16].
Much architecture does not handle mobility and thus are not adequate to handle mobile sensing [18, 19, and 20]. These tiered architectures face issues when dealing with large-scale static sensor networks. Tenet [19] is an architectural approach, which has strict tiering. Such strict tiering makes the architecture rigid and is inefficient. Also, they are all targeted at static sensor networks, and are thus inadequate to handle the dynamics of mobility in the sensing environment.

III. MOBILE SENSORS

With every passing generation (typically six months), mobile phones add richer functionality, which is often paired with introduction of new sensors. For example, accelerometers were initially introduced to enhance user interface. Over a period of time, the use of accelerometers was expanded to enhance the usage of camera, and to automatically determine the orientation of the phone, and rotate the display accordingly, making use of this sensor-based information.

Typically today’s phone sensors include a wide variety of sensors, like a gyroscope, compass, accelerometer, proximity sensor, ambient light sensor, dual cameras (front and back), microphone, GPS, WiFi, and Bluetooth radios. Some sensors are used to augment the functionality of already existing sensors, such as using a compass to bolster the GPS functionality. Context recognition is achieved using the light and proximity sensors. The auto-adjustment of display brightness makes use of the light sensor, which helps save a lot of power. Proximity sensors are used for a variety of purposes, for example identifying the closeness of phone to the user’s, and thereby using this information to infer that the user is trying to speak, and then deactivating the touchscreen and keypad to prevent accidental key press.

The GPS sensors allow the phone to be local-aware, enabling a variety of applications ranging from navigation to local search. Very often, the presence of other sensors such as the compass and gyroscope augment the GPS sensor by providing increased awareness, with regards to its direction and orientation, enhancing location-based applications. Furthermore, distinct patterns of data collected through these sensors can be used to recognize different activities (ex. an accelerometer data can be used to determine different activities such as walking, running, sleeping etc.) The combination of accelerometer data and a stream of location estimates from the GPS can recognize the mode of transportation of a user, such as using a bike or car or taking a bus.

Cameras and microphones are powerful sensors, perhaps the most commonly found as well. The information gathered from these sensors can be used in conjunction to determine a lot of things about the users of the phone. For ex. Sound patterns can be classified and used to determine if the user is having a conversation or listening to music. Also, exploiting the front camera to track user’s eye movement has led to significant research in developing user interfaces that do not need to be touched at all, and can be activated using the sensor-data alone.

Our project SenseDroid, is aimed at demonstrating the usage of some of these sensors to gather data about people, their contexts and environments.

IV. APPLICATION AND USE CASES

Utilizing mobile sensors to collect, analyze and infer data have numerous existing and future applications. Collecting low level sensor data and using it in conjunction with high level events, context, and activities and deriving solid inferences from them, is a field that is being actively researched on. They are being explored in academic as well as industrial circles alike. This section deals with some existing and possible use cases and applications of mobile sensing, data collection and aggregation and inferences drawn from them (decision building).

Figure 2: Application of mobile phone sensing.

A. Social Behavior

Having millions of mobiles running a sensor-based application (like SenseDroid) can prove to be of immense importance to determine social behavior. This application would gather GPS estimates from millions of users (running this application) over a period of time and store it in a remote
inform users of their impact and exposure to environment.

D. Personal and Community Health Monitoring

Most of the information about an individual's or community's health comes from data collected from hospitals, infrequent doctor consultation and self-report surveys. Sensor-enabled mobile phones have the potential to collect continuous sensor data that can dramatically change the way health and wellness are assessed as well as how care and treatment are delivered. For example, it is not very difficult to collect information about a user's activities and relate this information to personal health goals and notify or give a simple feedback to the user on a regular basis. Hence this application can be used to prevent poor behavior patterns and encourage physical activity. The UbiFit Garden, a joint project between Intel and University of Washington is researching on using mobile sensors to generate fitness awareness.

E. Location and Context-Aware Emergency Response

Ability to activate sensors remotely and thereby getting information on-the-fly can be effectively used for emergency situation reaction. For example, the temperature sensors in mobile phones can be used to determine the temperature and whenever a predetermined threshold is reached, the data can be used to send an alert to concerned personnel (or a fire brigade). Similarly the sensor data from a microphone, camera and accelerometer can be used in conjunction to identify if a fast moving user has come to a sudden halt (which can be a possible sign of an unfortunate accident) and notify persons preset by the user in the application, in the face of such an event. Context awareness can be exploited to trigger alarms and events based on sensor data, and can be extended to other applications such as virtually “looking-after” aged parents or handicapped individuals.

| Model          | GPS                        | Camera | Accelerometer | Gyro | Compass | Proximity sensor | Microphone | Ambient light sensor | Power / Battery |
|----------------|----------------------------|--------|---------------|------|---------|------------------|------------|-----------------------|-----------------|
| Samsung Galaxy S | Yes with A-GPS support    | 5 MP   | Yes           | No   | Yes     | Yes              | Yes        | Yes                   | Standard battery, Li-Ion 1500 mAh |
| Samsung Galaxy S II | Yes with A-GPS support | Back 8 MP camera, front 2 MP camera | Yes | Yes | Yes | Yes | Yes | No | Standard battery, Li-Ion 1650 mAh |
| Motorola Droid A855 | Yes with A-GPS support | 5 MP | Yes          | No   | Yes     | Yes              | Yes        | Yes                   | 1400mAh Internal rechargeable lithium-ion battery |
| Samsung Google Nexus S | Yes with A-GPS support | 5 MP | Yes          | Yes | Yes     | Yes              | Yes        | No                    | Standard battery, Li-Ion 1500 mAh |
| HTC One X | Yes with A-GPS support | 8 MP | Yes          | Yes | Yes | Yes | Yes | No | Standard battery, Li-Po 1800 mAh |

S. Sarma, University of California, Irvine.
V. SYSTEM AND NETWORK ARCHITECTURE

Technological advances in sensing, computation, storage, and communications are turning the near-ubiquitous mobile phone into a global mobile sensing device. The information exchange framework for mobile sensor networks using Android Phones require the ability to activate the sensors in the phones, send the sensor data to another phone and store this data for analysis and use in application areas such as personal, public and social sensing.

Therefore we propose the SenseDroid Architecture in support of such requirements. While incorporating the wireless Wi Fi infrastructure for the purpose of data transfer, the architecture primarily makes use of devices with embedded sensors like the mobile phones (specifically Android Phones). The main component of this architecture is the Central Server. The Central Sever is a physical computer dedicated for running a program that will receive, store and forward the queries and responses sent by the phones. The phones with the SenseDroid app installed register with the Central Server. The Server provides each phone a unique id(which can be a function of the phones number). So the Server has a table that maps each phone to its IP address and the unique id. Our architecture closely resembles the Client/ Server model. The architecture adopts an opportunistic paradigm where data collection is fully automated with no user interaction.

Figure 3: SenseDroid System Architecture.

To clearly understand the functioning of the various components in this architecture, let us consider a scenario where an Android Phone A wants to get the temperature of the place where another Android Phone B is located (as given in the figure above). The steps involved in this sensor information exchange are as follows:

a. Phone A (with IP address say IPA) registers itself with the server(assuming it knows the IP address of the server) using the WiFi. So the server now knows that phone A with IPA is online. Similarly, another phone B with IP address say IPB also registers itself with the server.

b. Now phone A wants to obtain the temperature of the place where phone B is located. So A sends a query to the server saying, ‘Hey I want to know the temperature of the location where phone B is present’.

c. The server on receiving the query, checks if phone B is registered with it and thus is online.

d. If B is online, the server forwards the query to B. If B is not online, it sends a response to A saying that ‘B is unavailable right now.’

e. Phone B, on receiving the query, processes the query by activating the appropriate sensor and reading the sensor data. It prepares the reply saying, ‘Hey X is the temperature of my location.’ It sends this reply to server asking it to forward the query response to A.

f. The server, on receiving the response, stores the response in its database and then forwards it to A.

Thus the communication between the two phones always goes through the Central Server. The power of this architectural choice is that it will allow information exchange between the phones connected to different WiFi networks even if the phones are located behind the NAT. The sensor information collected in the server can be used in applications described in the use cases above.

Figure 4: Life cycle of Data in Proposed Architecture.

VI. PERFORMANCE ANALYSIS

The system and the application proposed could be qualitatively assessed using several performance parameters to maintain a quality-of-service (QoS). We consider the following two matrices to evaluate the performance of the client/server-based system:

A. Execution Time

The execution time is the time spent to finish processing a task. In the proposed system, it starts from the time a query is
generated to the time the node returns with results. For simplicity of discussion, we assume three sensors nodes $S_1, S_2, \text{ and } S_k$ and assign $S_1$ as the processing center (i.e., server $S_1$ as clients in the case of client/server-based computing). In the client/server-based model, it is from the time the clients send out data to the time the data processing is finished and results are generated at the server. The execution time consists of three components, $t_{trans}, t_{oh}, \text{ and } t_{proc},$ as illustrated in Fig. 3 where $t_{trans}$ is the time in transferring the sensor data from one node to the other, $t_{oh}$ represent the overhead time in accessing the data/file system, and $t_{proc}$ represents the processing time. A few factors that can affect the execution time include the network transfer rate $V_n$, the data processing rate $V_d$, the data file size $s_j$ (the size of raw data each node collects), the overhead of file access $o_f$ (the time used to read and write a data file), the number of sensor nodes $p$.

Thus, for client/server-based computing, the data transfer time is
\[
t_{trans} = p \times s_j / V_n
\]
and the overhead time is
\[
t_{oh} = 2p \times o_f
\]
(assuming the time used to read and write the data file is the same); and the data processing time is
\[
t_{proc} = p \times s_j / V_d.
\]

Therefore, the total execution time using the client/server-based model is
\[
t_{cs} = t_{trans} + t_{oh} + t_{proc}
\]
\[
= \frac{ps_j}{V_n} + 2po_f + \frac{ps_j}{V_d}
\]

In the analytical model described above, the component that is most difficult to measure is the data transfer time, where retransmission and error control are not considered. Unfortunately, these factors occur quite often in sensor networks because of the use of wireless link. Therefore, we develop simulation models for more accurate estimation of the data transfer time.

B. Energy Consumption

Sensor nodes are normally composed of four basic units: a sensing unit, a processing unit, a communication unit, and a power unit. Among these units, communication and sensing consume most of the energy. However, since the energy consumed in sensing is the same for both models, we choose to neglect this factor.

Similar to the formulation of the execution time, the energy consumption for the two computing models depends on three components: energy consumed in data transfer $E_{trans}$, overhead processing $E_{oh}$, and data processing $E_{proc}$. Since no matter where the data processing takes place, be it at the local sensor node or the processing center, the energy consumed for the entire sensor network is the same for both computing models, we choose to neglect $E_{proc}$.

According to, the energy consumed in data transfer can be modeled using a linear equation,
\[
E_{trans} = c \times \text{size} + d,
\]
where $d$ is a fixed component associated with device state changes and channel acquisition overhead, $\text{size}$ is the size of data being transferred, and $c$ is a coefficient indicating the amount of energy consumed by transferring 1 B of data. The values for $c$ and $d$ are different between data transmission and data receiving. Therefore, we separate into two parts,
\[
E_{tr} = c_n \times \text{size} + d_{tr},
\]
for transmission and for receiving:
\[
E_{tr} = c_r \times \text{size} + d_{tr}.
\]

We use a similar linear equation to model the energy consumption in overhead processing,
\[
E_{oh} = c_{proc} \times \text{size}
\]
where is the coefficient indicating the amount of energy consumed in processing 1 B of data. Since we only have knowledge of time spent for overhead processing and the amount of data that can be processed in 1 s, the so-called equivalent data size $s_e$, we can derive the size of data that takes $o_f$ amount of overhead time to process, that is, $s_e o_f$ for the client/server-based model. Since $s_e$ differs when the number of clients changes we choose an average value.

Similar to (4), the energy consumption model we use for client/server-based computing is given below.
\[
E_{cs} = p[(c_n s_j + d_{tr}) + (c_r + d_{tr}) + 2(c_{proc} s_e o_f)]
\]

VII. SUMMARY

This paper dealt with the state of the art in research and development of Mobile Phone Sensing Systems. The incremental addition of sensors into the mobile devices not only makes them smarter but holds the potential to revolutionize the conventional ways of collection and analysis of data, which impact various fields of human life both directly and indirectly.

The paper starts off discussing the root causes behind the sudden upward surge in mobile sensing based applications followed by a brief introduction to the sensors present in most smartphones today. We also discuss how mobility in/during sensing greatly enhances the span of sensed area; paradigms of sensing - opportunistic sensing being the mode where minimal (to nil) user involvement is anticipated versus the user participated and initiated sensing. Various application areas where mobile sensing can (and does) play pivotal roles have been explained in adequate detail in the applications and use.
cases section. The existing architectures, their shortcomings and challenges; and the proposed network and software architecture of SenseDroid is dealt with, in great details. A performance analysis is presented that quantitatively (and in some sense qualitatively) treats the subject under consideration.
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