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Abstract

The knuckleball is perhaps the most enigmatic pitch in baseball. Relying on the presence of raised seams on the surface of the ball to create asymmetric flow, a knuckleball’s trajectory has proven very challenging to predict compared to other baseball pitches, such as fastballs or curveballs. Previous experimental tracking of large numbers of knuckleballs has shown that they can move in essentially any direction relative to what would be expected from a drag-only trajectory. This has led to speculation that knuckleballs exhibit chaotic motion. Here we develop a relatively simple model of a knuckleball that includes quadratic drag and lift from asymmetric flow which is taken from experimental measurements of slowly rotating baseballs. Our models can indeed exhibit dynamical chaos as long as the model parameters are such as to include torques on the ball in flight. Models that omit torques on the ball in flight do not show chaotic behavior. Uncertainties in the phase space position of the knuckleball are shown to grow by factors as large as $10^6$ over the flight of the ball from the pitcher to home plate. We quantify the impact of our model parameters on the chaos realized in our models, specifically showing that maximum Lyapunov exponent is roughly proportional to the square root of the effective lever arm of the torque, and also roughly proportional to the initial velocity of the pitch. We demonstrate the existence of bifurcations that can produce changes in the location of the ball when it reaches the plate of as much as 1.2 m for specific initial conditions similar to those used by professional knuckleball pitchers. As we introduce additional complexity in the form of more faithful representations of the empirical asymmetry force measurements, we find that a larger fraction of the possible initial conditions result in dynamical chaos. The chaotic behavior seen in our simplified model combined with the additional complex and nonlinear effects likely present in real knuckleballs provide strong evidence that knuckleballs are in fact chaotic, and that the chaotic uncertainty is likely a significant factor in the unpredictability of the pitch.
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1. “Throwing a butterfly with hiccups”

The knuckleball is one of the most specialized pitches in baseball. Most pitchers try to confuse batters by throwing a variety of pitches such as fastballs, sliders, and curveballs, each with a unique trajectory achieved by changing the speed and rotation of the ball. Knuckleballers, however, achieve confusion by repeatedly throwing the same pitch. The knuckleball, with its extremely slow rotation in flight, produces a trajectory that is difficult for pitchers, catchers, and hitters alike to predict. Major League Baseball Hall-of-Famer Willie Stargel once stated that “throwing a knuckleball for a strike is like throwing a butterfly with hiccups across the street into your neighbor’s mailbox” [1].

Knuckleballs are thrown in such a way as to minimize the rotation of the ball once it has left the pitcher’s hand. In the words of long-time knuckleball pitcher Tim Wakefield, “If it spins at all it basically doesn’t work.” [2] Baseballs have a pattern of raised seams, which break the symmetry of the flow of air around the ball and result in aerodynamic forces the depend upon the orientation of the ball relative to its direction of motion. As the ball slowly spins these forces change in both magnitude and direction, producing relatively large changes in the ball’s vertical and horizontal velocities as it travels. This makes knuckleballs very difficult to hit. Similar behaviors are seen in other sports, such as volleyball and soccer, though in those cases the asymmetric flow is likely related to hydrodynamic instabilities in the flow around the ball.

Knuckleballs have a reputation in baseball as being sensitive to how they are thrown down to levels beyond the pitchers ability to control. “You can throw two knuckleballs with the identical release, the identical motion, in the identical place, and one might go one way and the second might go another way” is how professional knuckleball pitcher R.A. Dickey describes them [3]. Due to the complex motions observed in individual pitches and perhaps to the fact that everyone involved with the pitch is unable to predict its motion, some have speculated that knuckleballs may exhibit dynamical chaos. Dynamical chaos is seen in many physical systems [e.g., 4, 5, 6, 7, 8] and is defined by a strong sensitivity to initial conditions. More precisely, dynamical chaos is seen when a system shows exponential divergence in time for two sets of nearly identical initial conditions. Other hallmarks include bifurcations where the changing of a parameter by an infinitesimal amount results in qualitatively different behavior, and intermittency, where chaotic regions in parameter space are interspersed with regions that display non-chaotic behaviors. In this paper we will show that indeed knuckleballs do show clear evidence of chaotic behaviors, even for our simplified models, as long as those models admit variation in the rotation rate of the ball.

In this paper we will develop a set of simple models for the trajectory of a knuckleball as it travels from the pitcher’s hand to home plate. We will then explore solutions of these models and show that they yield dynamical chaos as long as torques on the ball are permitted. Chaotic behavior is realized when only one axis of rotation is considered, as well as the more realistic case when two axes of rotation are allowed. The time-scale for the growth of uncertainty will be shown to depend on both the effective lever arm of the torque, and the speed of the pitch. We will further show that simply by altering the initial angle and angular velocity of the ball by very small amounts, a pitch with identical initial position and velocity can arrive at the plate at a wide range of locations.
2. Developing a Knuckleball Model

In this work we follow the common convention used by Major League Baseball’s StatCAST system, which sets a coordinate system where home plate is located at the origin \( \mathbf{0} \). The \( +\hat{y} \) direction points from home plate to the pitcher’s mound, the \( +\hat{z} \) direction is upward, and the \( +\hat{x} \) direction points to the pitcher’s left (batter’s right). The strike zone is a rectangular portion of the \( x-z \) plane that is bounded on the horizontal edges by the sides of home plate located at \( x = \pm 0.216 \) m. The vertical limits of the strike zone are defined based on the positions of the shoulders, waist, and knees of the batter as they prepare to swing. Here we choose to adopt a strike zone that extends from \( z = 0.53 \) m to \( z = 1.19 \) m, based on long-term averages of called strikes in Major League Baseball games \([10]\).

The trajectory of an object moving through a fluid (such as air) is a classic problem encountered by most physics students in their first physics class. To determine the trajectory taken, one must identify and quantify all of the relevant forces on the object and then integrate in time. The aerodynamic forces on a baseball have been studied extensively both in laboratory settings and using tracking systems deployed in Major League Baseball games \([11, 12, 13, 14, 15]\). In addition to gravity, most baseballs in flight experience significant drag forces as well as Magnus or lift forces due to the rotation of the ball. Most thrown or batted balls show rotation rates on the order of 100 rad/s \([15]\). Knuckleballs, however, rotate less than about 20 rad/s. In this regime the Magnus force is extremely weak and can be ignored, however an additional force arises due to the changes in flow around the ball caused by the relative locations of the raised seams.

We will call this the asymmetry force. Thus the acceleration of a knuckleball can simply be written as

\[
\ddot{\mathbf{r}} = \frac{\mathbf{F}_G + \mathbf{F}_D + \mathbf{F}_A}{m},
\]

where \( m \) is the mass of the baseball. The gravitational force is the simplest of the three with \( \mathbf{F}_G = -mg\hat{z} \) and \( g \) the standard 9.8 m/s\(^2\). The drag force is only slightly more complex with a functional form given by

\[
\mathbf{F}_D = -\frac{1}{2} \rho \pi R^2 C_D v^2 \hat{v},
\]

where \( \rho \) is the density of the air, \( R \) is the radius of the baseball, \( v \) is the magnitude of the velocity, \( \hat{v} \) is the velocity vector, and \( C_D \) is a dimensionless coefficient that depends on the details of the flow around the ball. This drag coefficient has been extensively studied for baseballs in both laboratory settings and using data from professional baseball games \([13, 14, 15]\). While there is some weak dependence on velocity for the range of speeds common in pitches, we have chosen to use a fixed value of \( C_D = 0.346 \) \([14]\). Our results are qualitatively unchanged using values of \( C_D \) between 0.32 and 0.37.

The force due the asymmetric flow of air around the ball caused by the location of the seams is perhaps the most challenging. Functionally it takes the form

\[
\mathbf{F}_A = \frac{1}{2} \rho \pi R^2 C_A v^2 \hat{\theta} \times \hat{v},
\]

where \( C_A \) is a non-dimensional coefficient and \( \hat{\theta} \) is a unit vector fixed on a reference point on the ball. The directional dependence can be simplified using the approximation that
the velocity vector is largely in the $\hat{y}$ direction, so $\hat{\theta} \times \hat{v}$ must have components in only the $\hat{x}$ and $\hat{z}$ directions. The functional form of Eqn. 3 has been verified in a variety of settings [17, 18, 19, 20, 21, 22, 23], however measurement of $C_A$ has proven quite difficult. $C_A$ depends on the orientation of the ball $\hat{\theta}$, the angular velocity vector $\vec{\omega}$, and velocity vector $\vec{v}$. The best available data comes from Morrissey [18], who conducted detailed measurements using wind tunnel experiments for non-rotating and slowly rotating balls at a fixed velocity over the full rotation of the ball for two orientations – the two-seam orientation and the four-seam orientation. The knuckleball is commonly thrown so that the two-seam orientation rotates around the $x$-axis and the four-seam orientation rotates about the $z$-axis [1].

It is likely that the vertical and horizontal components of the asymmetry force both depend on the full angle vector, however as a simplification that will allow us to use the experimental data, we have chosen to consider models where the non-constant terms in the asymmetry force take the form

$$C_A \hat{\theta} \times \hat{v} = G(\phi)\hat{x} + H(\psi)\hat{z},$$

where $\phi$ represents the angle about the ball’s $\hat{z}$ axis, and $\psi$ similarly about the ball’s $\hat{x}$ axis. This is a clear simplification as both $G$ and $H$ likely depend on the full angle vector $\hat{\theta}$, as well as on $\vec{\omega}$ and $\vec{v}$. Figure 1 shows a schematic diagram of the coordinate system and forces discussed above.

If we combine Eqns. 1, 2, and 3 and separate our equations into components, we are left with

$$\frac{du}{dt} = -K_D u |\vec{v}| + K_A |\vec{v}|^2 G(\phi)$$

$$\frac{dv}{dt} = -K_D v |\vec{v}|$$
Figure 2: The asymmetry force coefficient $C_A$ as a function of ball rotation angle in the two-seam (left) and four-seam (right) orientation. Shown are experimental data from Borg & Morrissey [21] (red line) and the filtered data (blue line) which is used in our Type C simulations. The filtered values show good overall agreement with the empirical data, while avoiding high wavenumber variations that can cause numerical artifacts in the differential equation solver.

$$\frac{dw}{dt} = -K_D w |\vec{v}| + K_A |\vec{v}|^2 H(\psi) - g$$ (7)

Here we have combined constants from previous equations so that only three remain $K_D$, $K_A$, and $g$, and defined the velocity vector $\vec{v} = [u, v, w]$. One obvious simplification of these equations can be achieved by setting $\phi = 0$. In this case, the dynamics of the problem will be confined to a single plane. This two-dimensional model will be confined to the $y$-$z$ plane if $u = 0$ initially. In this way we can explore the effect of the asymmetry term on only one direction of motion at a time. Our treatment of $\vec{F}_A$ has resulted in the introduction of two new quantities, namely the angles $\phi$ and $\psi$. For the case of a completely non-rotating ball, these are simply constants, however knuckleballs generally do show slow rates of rotation and experimental data has shown that the asymmetry force yields significant torque on the ball in flight [21]. The drag force can also, in principle, exert a torque as well, however we will not consider it in this paper as the torque due to the drag force has not been experimentally considered independently from the torque due to the asymmetry force.

In this paper we will consider three types of models, which we label Type A, Type B, and Type C. All three types solve Equations 5, 6, and 7, but they differ in their treatment of the rotation of the ball. Our Type A models assume constant angular velocities about each axis, so that $\vec{\theta} = \vec{\omega} t + \vec{\theta}_0$. Type A models essentially assume that any torque on the ball is insufficient to significantly alter the rotation of the ball in flight.

The constant rotation models, however, ignore the torque associated with the force generated on the ball by the asymmetrical air flow around it. A force in the $+\hat{x}$ direction should, for example, produce a corresponding torque on the ball in the $\hat{z}$ direction unless it is acting precisely at the center of mass of the ball. If this force has any effective lever arm it would then produce a torque, leading to a change in the rotation rate. To date there is no available data on the changes in rotation rate experienced by a knuckleball in flight, so we will introduce an effective lever arm $\vec{\ell}_A$ for $\vec{F}_A$, such that the torque applied
| Variable | Value (Physical) | Value (Non-dimensional) |
|----------|-----------------|-------------------------|
| x        | 0.00 m          | 0.00                    |
| y        | 16.76 m         | 1.00                    |
| z        | 1.98 m          | 0.12                    |
| u        | 0.0 m/s         | 0.00                    |
| v        | -35.97 m/s      | -1.07                   |
| w        | 0.76 m/s        | 0.02                    |
| φ        | 0 to 2π rad     | 0 to 1                  |
| ψ        | 0 to 2π rad     | 0 to 1                  |
| ωz       | -21.0 to 21.0 rad/s | -6.68 to 6.68 |
| ωx       | -21.0 to 21.0 rad/s | -6.68 to 6.68 |

Table 1: Initial conditions used for all simulations unless otherwise noted.

to the ball is simply given by

\[ \vec{\tau}_A = \vec{\ell}_A \times \vec{F}_A = \ell_A F_{Az} \hat{x} - \ell_A F_{Ax} \hat{z} . \]  \hfill (8)

We chose to parameterize our effective lever arm in terms of the radius of the ball and a parameter \( \alpha \), defined such that \(-1 < \alpha < 1\), leading to \( \ell_A = \alpha r \). Thus a choice of \( \alpha = \pm 1 \) would indicate the maximum possible lever arm, while a choice of \( \alpha = 0 \) would yield no torque. The evolution equations for the rotation of the ball about the \( x \) and \( z \) axes, respectively, are

\[ \frac{d^2 \psi}{dt^2} = -K_\psi \alpha |\vec{v}|^2 G(\psi) \]  \hfill (9)

and

\[ \frac{d^2 \phi}{dt^2} = K_\phi \alpha |\vec{v}|^2 H(\phi) . \]  \hfill (10)

Here again we have collected all numerical constants into \( K_\psi \) and \( K_\phi \).

For Type A and B models, we choose a relatively simply functional form for our angular dependence where \( G(\psi) = C_G \sin 4\psi \) and \( H(\phi) = C_H \sin 4\phi \). Figure 2 shows the angular dependence of the asymmetry force, effectively showing \( C_A \) for two orientations of a slowly rotating baseball. Examination of the data in Figure 2 shows that both orientations produce variations that are roughly four-fold periodic over a rotation, and indeed a Fourier transform confirms that the four-fold periodic mode has the most power in both data sets. For Type A and B models we choose \( C_G = C_H = 0.25 \).

For Type C models we chose to employ the experimental data to create \( G(\psi) \) and \( H(\phi) \). Figure 2 shows the experimental data, as well as the smoothed, filtered version of the same data that we employ in our models. We have interpolated the experimental data onto a regular grid in angle and then applied a Gaussian smoothing to avoid small-scale features which will likely produce unreliable numerical results. Additionally, we have subtracted the mean value from both datasets as a mean value would imply a preferred direction that would follow the coordinate system under a rotation of the axes. These data are then used to generate a cubic interpolating polynomial to provide an empirical function for our differential equation solver.

In summary, we have three groups of models to explore. They are:

- Type A: Constant rotation
- Type B: Angular dependence
- Type C: Experimental data
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Figure 3: Calculated physical distance between models with identical initial conditions but varying levels of relative error per timestep. Distances are calculated compared to a model with a relative error of $10^{-10}$ per timestep. This figure shows that in order to assure a maximum accumulated numerical error of less than one part in $10^6$, we must employ a relative error per timestep of no more than $10^{-7}$.

- Type B: Torque feedback with $\sin 4\psi$ asymmetry force
- Type C: Torque feedback with empirical asymmetry force

For each group of models, we can either consider 2D motion with rotation about a single axis, or 3D motion with rotation about two axes.

To solve these equations we employ the SciPy differential equation solving library [24]. Specifically, we have use an adaptive 4th/5th order Runge-Kutta solver [25] to solve Eqns. 5, 6, 7, 9, and 10. This implementation includes the ability to provide a maximum level of relative numerical error per timestep. Initial conditions were selected to be realistic for a knuckleball thrown by a professional pitcher, and are given in Table 1. For the initial orientation of the ball ($\psi$ and $\phi$) and the initial angular velocity components ($\omega_x$ and $\omega_z$) a range of values are considered.

3. Measuring Chaos in Our Models

Our three models for the trajectory of a knuckleball are prime candidates for the investigation of dynamical chaos as they are strongly non-linear in both the drag and asymmetry forces. These are deterministic equations, so if we provide suitable initial conditions the trajectory of the ball should be calculable for all future time given sufficient numerical accuracy in our method of solution, and indeed numerical experiments show this to be the case. Systems like our knuckleball models, however, can exhibit dynamical chaos and thus show extreme sensitivity to their initial conditions. In our case, that could mean that changing the initial orientation or angular velocity of the ball by an infinitesimal amount may yield large, qualitative differences in outcome when the ball reaches the plate. It is also important to note here that unlike many prototypical chaotic systems like the damped driven pendulum or the double pendulum, a knuckleball does
Figure 4: Trajectory of a Type A knuckleball with initial conditions $\psi(0) = 0.106$ rad, $\phi(0) = 0.114$ rad, $\omega_x(0) = -0.506$ rad/s, and $\omega_z(0) = -2.001$ rad/s, shown as a function of $y$ position (left panel, red line) as well as snapshots of the location on the $x$-$z$ plane from the batter’s viewpoint (right panel, stars) where the color of the marker indicates the distance from the plate ranging from the pitcher (light blue) to arrival at the plate (pink). Also shown for comparison is the trajectory of the same pitch without the effects of the asymmetry force (blue line on left, circle markers on right), and the location of the strike zone (dotted line). Thus even the simplest model considered can show behaviors that qualitatively match those seen in real knuckleballs.

not exhibit periodic motion. This limits the conceptual tools available to measure chaotic behaviors.

In order to search for chaos, we need to consider the phase space of these models. Type A models have a three-dimensional phase space, while Type B and C models have a seven-dimensional phase space. To examine the behavior of these trajectories through phase space, it is necessary to scale our physical quantities and hence non-dimensionalize them. Here we choose the initial $y$ position of the ball as our length scale, the approximate travel time of the ball to home plate of 0.5 s as our timescale, and $2\pi$ as our angular scale. We will use these scale factors in all discussions of phase space distance. Table 1 also shows the non-dimensional values for our initial conditions. We will denote non-dimensional quantities with tildes.

In order to investigate the presence of dynamical chaos in these models, we need to calculate the distance in phase space between solutions with differing initial conditions. The phase space vector for the most general case is given by $\vec{\chi} = [\tilde{u}, \tilde{v}, \tilde{w}, \tilde{\psi}, \tilde{\omega}_x, \tilde{\phi}, \tilde{\omega}_z]$. We can define the distance in phase space between two models with different initial conditions as the Euclidean distance (e.g., distance $d$ is defined by $d^2 = \Delta x^2 + \Delta y^2$ for an $x$-$y$ plane) in that space, which we denote $\Delta \chi$. To study potential chaotic behavior, we must be able to evolve two sets of trajectories through phase space which begin very close to each other. We have chosen initial perturbations on the order of $10^{-6}$.

When searching for chaos in a system with a high-dimensional phase space and non-periodic motion through that phase space, the best mathematical tool for finding and quantifying chaos is the Lyapunov exponent. Lyapunov exponents measure the rate at which two trajectories through phase space converge or diverge as they are evolved through time. Dynamical systems such as our models for the knuckleball can be described by a set of Lyapunov exponents, which describe the local convergence or divergence of a
set of trajectories through phase space in each dimensional of that phase space. Chaotic systems are those in which at least one of the Lyapunov exponents of the system is positive for a given choice of parameters [6, 7]. In practice, the largest Lyapunov exponent can be measured by determining the exponential growth rate of $\Delta \chi$ over a given time interval. Lyapunov exponents have units of $s^{-1}$, and thus represent the number of factors of $e$ that two slightly different trajectories in phase space will diverge or converge by per second.

Perhaps more practically, they indicate the intrinsic growth of uncertainty in the location of the model in phase space. As a simple example, if we assume that the phase space location of a ball leaving the pitcher’s hand could be measured to 0.1% accuracy in each component of the ball’s velocity, orientation, and angular velocity and that choice of initial conditions yielded a set of Lyapunov exponents which all had values of $10 \ s^{-1}$, then when the ball crossed home plate the uncertainty may have grown to roughly 15% in each component. In practice, the uncertainty on all components will not grow equally, but as we will show it is not unreasonable to obtain many $e$-fold increases in phase space divergence over the course of a chaotic pitch.

It is also important to note that in almost all chaotic systems there are physical limits beyond which two systems cannot diverge. These limits are often related to conserved quantities such as mass, momentum, or energy. Even in non-conservative systems such as the knuckleball, the change in these quantities is limited by the magnitude of the forces, torques, and/or work on the system. This can be referred to as nonlinear saturation of the exponential growth, as it is reminiscent of the nonlinear saturation of instabilities in fluid mechanics.

To investigate the exponential growth of uncertainty in these models, we will need to control numerical error so that it is always much smaller than the phase space separation between two models we wish to compare. In order to access the exponential separation the numerical error, we conducted a convergence test, comparing the time evolution of a single set of initial conditions at various levels of relative error per timestep. Figure 3 shows the physical space distance between a reference solution computed with a relative error per timestep of $10^{-10}$. Given this evolution of numerical error, we choose to conduct all models with a relative numerical error of $10^{-7}$ per timestep and use initial phase space distances between pairs of initial conditions of $10^{-6}$. This assures that our numerical error will remain much smaller than the phase space distances we desire to measure.

4. Examples of Knuckleball Trajectories

Having developed a general framework for our three types of knuckleball models, let us first explore if the trajectories they produce show qualitative agreement with observed properties of the knuckleball – namely that they show substantial movement in flight and that they work best for very low levels of initial angular velocity.

We will first consider the behavior of models with constant rotation, which we label Type A. For these models the angular velocity vector is constant, resulting in a periodic force on the ball as it travels towards home plate. Though the amplitude of the periodic forcing is proportional to the velocity squared, the dominant component of velocity in the $y$-direction means that the periodic movement of the ball in the $x$- or $z$-directions has little effect on the magnitude of the velocity and hence the amplitude of the forcing. These models do, however, show substantial effects similar to those seen in real knuckleballs.
Figure 5: Two-dimensional Histograms of the location of simulated knuckleballs with the initial conditions given in Table 1 at home plate for Type A (upper left), Type B (upper right), and Type C models (bottom row). Also shown is the strike zone (black dashed line) for reference. For Type C we have shown the same view as for Types A and B (lower left), as well as a zoomed-out view (lower right) that shows all simulated plate locations. Types B and C used $\alpha = 0.5$. Initial angles were randomly selected from a uniform distribution between $-\pi/4$ and $\pi/4$ and initial angular velocities were randomly selected from a Gaussian distribution centered at 0 rad/s with a width of 8 rad/s. Here dark blue indicates large fractions of pitches ended up at that location, while light green indicates very few pitches. Note that the color scale here uses a power-law to highlight the regions with very few pitches. All three model types show substantial variation in plate location, as expected from knuckleballs.

Figure 4 shows the trajectory of a sample knuckleball with constant rotation, compared with the trajectory of a an identical pitch with no asymmetry force. This Type A model reproduces a key feature of knuckleballs, specifically the ability to change directions in mid-flight. In this example, the knuckleball experiences a strong leftward acceleration initially which not only stops the ball’s rightward motion but reverses it. The acceleration then changes sign again, leading to a ball which was moving away from the strike zone to instead just slip in the lefthand edge. Similarly, this pitch shows roughly only gravitational acceleration downward to start, but as the ball approaches the plate its downward acceleration increases. Thus what looks initially like a pitch in the upper center of the strike zone changes through the course of its flight to look as if it will be high and left of the strike zone. Finally, this pitch turns back to the right and accelerates downward and...
ends up catching the lower left corner of the strike zone. It should be re-emphasized that this knuckleball was thrown with identical initial position and velocity to the drag-only pitch. Similar antics are seen by knuckleballs with a variety of initial orientations and rotation rates for Type A, B, and C models.

Perhaps the most obvious question to examine with the three knuckleball models is to ask what range of locations as the ball crosses the plate can be achieved. In order to investigate this we used the same initial position and velocity shown in Figure 4 and ran $10^5$ simulations for random initial angles between $-\pi/4$ and $\pi/4$ and random initial angular velocities taken from a normal distribution centered on zero with a width of 8 rad/s.

Figure 5 shows a 2D histogram of the locations $10^5$ simulated pitches arriving at home plate in the $x$-$z$ plane for Type A (upper left), Type B (upper right), and Type C (lower) models. The histograms have been normalized so that the color represents the fraction of pitches per bin. All three types show the possibility of substantial movement relative to a drag-only pitch, though the amount of motion possible varies significantly. Type A simulations show as far as 70 cm of movement in either the $x$- or $z$-directions, leading to box shaped region with a cross in the center. Type B models show a similar box and cross pattern, but it is much smaller, with only about 25 cm of movement possible. Type C models exhibit only the cross and show much more potential motion, with pitches moving as much as 1.2 m horizontally and 80 cm vertically. This indicates that for Type C pitches there is significant interaction between the two axes of motion.

To further explore the range of possible behaviors for our Type A, B, and C models, we conducted a systematic exploration for a set of 2D models where motion is confined to the $y$-$z$ plane and only rotation about the $x$-axis is considered. We model the trajectories...
Figure 7: Left: Height of the ball at the plate for Type B model pitches the same set of initial conditions used in Figure 6 and with $\alpha = 1$. A drag-only pitch would arrive at the plate with a height of 0.96 m (white), while knuckleballs are simulated to vary between 0.79 m (dark blue) and 1.14 m (dark red). Right: Zoom-in of right hand panel highlighting the same region in parameter space shown in right-hand panel of Fig. 11. The sharp transitions between pitches going high (dark red) and low (dark blue) correspond to the arcs of chaotic behavior seen in Fig. 11. In addition to substantial variation in trajectory with initial orientation and spin, these sharp transitions also hint at the possibility of bifurcation surfaces in phase space.

of pitches with $-\pi/4 < \psi(0) < \pi/4$ rad and $-21.0 < \omega_x(0) < 21.0$ rad/s, and measure the height of the ball when it reached the plate.

Figure 6 shows the height of the ball at the plate for a range of initial angles and angular velocities for Type A models. By achieving very low rotation rates the pitch can achieve very large changes in its height at the plate simply by changing the initial orientation of the ball. Interestingly, the total deviation of the ball from its drag-only trajectory appears to be greatly reduced as angular velocity increases in these models, with the largest reductions in the deviation from the drag-only trajectory for angular velocities less than about 3 rad/s or roughly one-quarter revolution over the half-second in which the ball is in flight. This is qualitatively in agreement with how pitchers are taught to throw knuckleballs with “less than a half turn of the ball on its way to the plate” as ideal for generating large and erratic motions [1].

Figure 7 shows the height of the ball at the plate for the Type B models over the same range of initial conditions. Our simulated trajectories move the ball as high as 1.14 m and as low as 0.79 m compared to a drag-only trajectory, which would cross the plate at a height of 0.96 m. Perhaps most striking are the sharp changes in height that are observed for initial angles near $\pm \pi/4$ and angular velocities near zero. The right-hand plot in Figure 7 shows a zoomed in region to highlight the sharpness of the jump between pitches that arrive high (red) and low (blue). The sharp transitions indicate that two pitches thrown with nearly identical initial conditions end up at very different heights when they reach the plate. This is tantalizing evidence for dynamical chaos in our Type B models, as they appear to be bifurcation surfaces where random perturbations can move the trajectory towards different basins of attraction, namely arriving at the plate higher or lower than expected.

Figure 8 shows the height of a pitch at the plate with otherwise identical initial con-
Figure 8: Height of the ball at the plate for Type C model pitches in the two-seam configuration with the same set of initial conditions described in Fig. 7. A drag-only pitch would arrive at the plate with a height of 0.96 m (bright red), while knuckleballs are simulated to vary between 0.78 m (dark blue) and 1.06 m (dark red). Here many potential bifurcation surfaces are seen, providing hints of chaotic behavior.

5. Chaos Depends on Torque

While all three types of knuckleball models yield substantial variation in the location at which they arrive at the plate, the question of if they are chaotic still remains. For this we need to compute Lyapunov exponents and look for models where the distance between two nearly identical sets of initial conditions shows exponential growth in time.

To test for chaotic behavior, we compute a second trajectory with initial conditions that have been perturbed by a very small amount. We apply a random perturbation to the initial angles and angular velocity components such that the initial phase space separation between the two initial conditions was $10^{-6}$ and then tracked the separation between the two trajectories in phase space. This is repeated for $10^6$ trajectories with...
Figure 9: Separation in phase space of two trajectories with nearly-identical initial conditions. The non-dimensional phase space distance $\Delta \chi$ grows exponentially from its initial value of approximately $10^{-6}$ through six orders of magnitude within 0.4 s, for a maximum Lyapunov exponent of 37.8 s$^{-1}$. The exponential growth of the phase space separation shows clear evidence of dynamical chaos.

initial angles and angular velocities randomly selected from uniform distributions. The initial angles are selected from a uniform random distribution between $-\pi/4$ and $\pi/4$ rad for both $\psi$ and $\phi$. The angular velocity components are also selected from a uniform random distribution between $-8.0$ and $8.0$ rad/s for both $\omega_x$ and $\omega_z$. This process is conducted for all three model types.

For Type A models none of the $10^6$ trajectory pairs computed show exponential separation. All models begin with $\Delta \chi(0) = 10^{-6}$ and at home plate none of the phase space separations grow by more than a factor of four. Thus Type A models do not show dynamical chaos for the range of parameter space covering baseball pitches.

Type B models show hints of chaotic dynamics in the bifurcation surfaces and in fact our search for dynamical chaos shows that Type B models can produce chaos. After computing $10^6$ trajectories for randomly chosen initial angles and angular velocities, we find that most trajectory pairs do not show exponential growth in $\Delta \chi$, however approximately 1.6% do show at lest two orders of magnitude increase in phase space separation by the time they arrive at home plate. Thus while most choices of initial conditions do not yield chaotic behavior for Type B models, a significant fraction do.

The largest such separation in phase space is plotted in Figure 9. This trajectory has initial angles $\psi(0) = 0.696$ rad and $\phi(0) = -0.474$ rad, and initial angular velocity components $\omega_x(0) = 3.543$ rad/s and $\omega_z(0) = -2.413$ rad/s. Thus the pitch makes roughly one-quarter of a revolution about both axes on its way to the plate. A second trajectory with a random perturbation with a magnitude of order $10^{-6}$ was also computed, and the phase space separation grew more than six orders of magnitude as the ball travels towards the plate. This yields a maximum Lyapunov exponent of 37.8 s$^{-1}$. This indicates that the phase space separation between two trajectories will increase by a factor of $e$ roughly every 26 ms for this pitch. Due to the large positive value of the maximum Lyapunov exponent, this model with these initial conditions clearly demonstrates dynamical chaos.
Figure 10: Largest Lyapunov exponent measured as a function of $\alpha$ (left panel) and as a function of $v_0$ (right panel). Largest Lyapunov exponents are calculated from $10^5$ trajectories with initial conditions $\pi/5 \leq \psi \leq \pi/4$ rad and $0 \leq \omega_x \leq 6.0$ rad/s for given values of the effective lever arm parameter $\alpha$ and the initial $y$ component of velocity $v_0$. Left Panel: Variation in the largest Lyapunov exponent achieved for a parameter sweep when $v_0 = 36$ m/s and $0 \leq \alpha \leq 1$ (blue dots). Also plotted is the best fit power-law to the data that shows $\lambda \propto \alpha^{0.527}$ (red line). Right Panel: Same as left panel, but here $\alpha$ is held constant at 0.5, while $v_0$ is varied between 15.0 m/s and 42.0 m/s (blue stars). The best fit power law (red line) shows $\lambda \propto v_0^{0.882}$. This shows how the free parameter $\alpha$ and the initial speed of the pitch $v_0$ impact the growth rate for chaotic uncertainty in the phase space location of the ball.

5.1. Effects of Lever-Arm and Pitch Speed

Now that we have unambiguously found a chaotic set of parameters and initial conditions, we can explore how the behavior is changed by changing the effective lever arm of the feedback torque and the initial velocity of the pitch. One might reasonably expect that chaotic behavior will become more common for faster pitches and similarly for greater values of $\alpha$.

Our lever-arm parameter is of particular interest as it is essentially a free-parameter in our Type B and C models. It is difficult to estimate what values of $\alpha$ might be expected. Physical scenarios can be envisioned where $\alpha$ might range from -1 (all of the transverse force is applied at the leading edge of the ball) to 0 (the transverse force is applied uniformly to all points on one hemisphere of the ball) to 1 (all of the transverse force is applied at the trailing edge of the ball). Given the boundary layer separation which drives the motion [18] we might reasonably expect that $\alpha > 0$, and if the transverse force is uniformly applied to the back quarter of the ball then $\alpha = 0.5$. Borg & Morrissey report that in wind tunnels data they observe torques of approximately $4 \times 10^{-3}$ N m, which would correspond to $\alpha \approx 0.3$ [21]. While the detailed behavior is somewhat uncertain and shows more complexity than a constant value of $\alpha$ that we consider here, Borg & Morrissey do conclude that “it would be difficult to throw a pitch that did not begin to rotate under the influence of aerodynamic shear” [21].

In examining Equations 9 and 10 the size of the torque is dependent on two parameters, $\alpha$ and $v_0$. As we have stated, $\alpha$ is largely unconstrained but is likely of order 1/2, while $v_0$ can be, and, indeed, is intentionally varied by the pitcher. Both of these parameters should increase the torque on the ball, leading to a larger nonlinear interaction between the ball’s orientation and its spin. Effectively, increasing either $\alpha$ or $v_0$ is analogous to amplifying the nonlinearity in the problem that leads to the chaos observed in Type
Figure 11: Left: Maximum phase space separation for Type B model pitches with $\phi = 0$, $\omega_z = 0$, $-\pi/4 \leq \psi \leq \pi/4$ rad, and $-21.0 \leq \omega_x \leq 21.0$ rad/s. Color indicates the base-10 logarithm of the maximum phase space separation for two initial conditions, one of which is initially perturbed by $10^{-6}$. Values range from black indicating non-chaotic behavior to red indicating marginal chaos to white indicating clearly chaotic dynamics. Chaotic behavior is achieved in a roughly circular band in parameter space. Right: Zoom-in of right-hand panel highlighting the region $\pi/5 \leq \psi \leq \pi/4$ rad and $0.0 \leq \omega_x \leq 5.0$ rad/s in order to show the fine structure of the band where chaotic behavior is achieved, which is confined to three distinct tracks through parameter space.

B models. To quantify the effect of both $\alpha$ and $v_0$ on the resulting chaotic dynamics, we selected a range of initial conditions with $\pi/5 \leq \psi \leq \pi/4$ rad and $0 \leq \omega_x \leq 6.0$ rad/s, while $\phi$ and $\omega_z$ are set to zero. We then set values for $\alpha$ and $v_0$ and run $10^5$ combinations of initial conditions. For each phase space sweep, we measure the largest Lyapunov exponent achieved in that range of initial conditions for specified values of $\alpha$ and $v_0$.

Figure 10 shows how the largest Lyapunov exponent achieved in the specified region of initial condition space varies with $\alpha$ and $v_0$. These numerical experiments demonstrate that the largest Lyapunov exponent is proportional to $\alpha^{0.527}$, tantalizingly close to $\sqrt{\alpha}$, and to $v_0^{0.882}$. This also demonstrates that for all non-zero values of the effective lever arm and all initial pitch speeds studied (and those used by knuckleball pitchers [13]) the behavior of our Type B model can be chaotic.

Beyond simply identifying chaos, we can also quantify the timescale of the exponential divergence in phase space. For pitches to exhibit significant chaotic effects, the Lyapunov time scale $\tau_L = 1/\lambda$ must be much shorter than what we term the flight time scale $\tau_F \approx y_0/v_0$. When examining how the ratio $\tau_F/\tau_L$ varies with $\alpha$, we see that it varies from about 1 when $\alpha = 0.01$ to as much as 17.5 when $\alpha = 1$. If we set an arbitrary line requiring at least 5 e-foldings (a factor of $\approx 10^3$) to be possible during the ball’s flight, then values of $\alpha$ as small as 0.15 attain this level of chaotic divergence. This then argues that only particularly tuned distributions of the asymmetry force can avoid substantial levels of chaotic behavior.

If we now turn to the dependence of the largest Lyapunov exponent with $v_0$, we find an intriguing result. The nearly linear dependence of the largest Lyapunov exponent on $v_0$ leads to a roughly constant ratio of about 12 Lyapunov times per flight time, meaning that the initial phase space difference has time to grow by a factor of $e^{12}$ ($\approx 10^5$) on
its journey to home plate independent of how fast the ball is thrown. This provides an interesting possible explanation for why knuckleballs seems to work quite well even though they are generally thrown much slower than other baseball pitches designed to take advantage of aerodynamic effects.

5.2. Variation with Initial Orientation and Spin

As we previously stated, when selecting initial angles and angular velocities at random we found that only 1.6% produced exponentially growing separations in phase space. To explore range of possible behaviors as a function of the initial conditions, we now turn to a parameter sweep of possible initial angles and angular velocities while holding $v_0$ and $\alpha$ constant at 36 m/s and 0.5, respectively. In order to reduce the dimensionality of the space to explore, we chose to use the 2D form of the models. We explore the behavior of the system for $-\pi/4 \leq \psi \leq \pi/4 \text{ rad}$, and $-21.0 \leq \omega_x \leq 21.0 \text{ rad/s}$. Figure 11 shows the base-10 logarithm of the maximum phase space separation achieved as a function of initial angle and angular velocity for the entire region (left panel), as well as a zoom in on the region $\pi/5 \leq \psi \leq \pi/4 \text{ rad}$, and $0.0 \leq \omega_x \leq 5.0 \text{ rad/s}$ (right panel). As expected from the symmetry of the problem, the results are anti-symmetric when $\psi \rightarrow -\psi$ and $\omega_x \rightarrow -\omega_x$.

Chaotic behavior is confined to three distinct arcs in this cut through phase space. These arcs are clearly separate when studied at higher resolution (see right-hand panel). Along these ridges initial phase space separations on the order of $10^{-6}$ can grow five orders of magnitude or more in less than 0.5 s. All of the largest Lyapunov exponents shown in Figure 10 originate from initial conditions along one of these ridges. The logarithmic scaling of the color table in Figure 11 serves to highlight the narrowness of these ridges, with phase space separations dropping by orders of magnitude when moving even slightly away from the arcs.

The right-hand panel of Figure 11 shows a zoom-in on the region of the initial condition space that shows some of the largest divergence in possible trajectories. This is also the region where large variability is seen for initial rotation rates on the order of the “less than a half turn of the ball on its way to the plate” [1]. Here changes in initial rotation rate of as little as a tenth of a radian per second – imperceptible differences to even current high-speed photography – can yield a change in the ball’s position at the plate of as much as 10 cm. Similar behavior is seen in the horizontal motion of the ball when $\phi$ and $\omega_z$ are allowed to vary, meaning that the modeled behavior could yield several bat-widths of motion in both horizontal and vertical directions when imperceptible changes in the rotation rate and/or initial orientation of the ball are admitted.

Having found chaotic behavior in our Type B models, we might expect that the additional complexity of the Type C models would also yield chaotic dynamics. Indeed that does turn out to be the case. As in our Type B models, Type C models also show chaotic behavior for many choices of initial angle and angular velocity. Figure 12 shows the maximum phase space separation $\Delta x$ for initial orientations and angular velocities, similar to those represented in Figure 11. Roughly 12% of models show $\Delta x > 10^{-3}$, which we interpret as clearly chaotic. In comparing these results with those seen for Type B models, we see some clear similarities in the presence and overall shape of chaotic tracks. We also see that Type C models have significant ranges in parameter space where no chaotic behavior is seen. As expected Type C models show even greater chaotic behavior than Type B models.
Figure 12: Similar to Fig. 11 but for Type C models in the 4S configuration using empirical data for the angular dependence of the asymmetry force. Phase space separations $\Delta \chi$ range from a lower limit of approximately $10^{-3}$ (black) due to uncertainties in the empirical data, to as large as $\Delta \chi \gtrsim 0.3$ (white). Clearly Type C models display chaotic behavior over a much wider range of initial orientations and spins than Type B models.

6. Conclusion

It is perhaps unsurprising, given the professional baseball talent devoted to them, that knuckleballs should exhibit such complex and richly dynamic behavior even for the relatively simple models presented here. This is even more striking when compared to the reliability with which other pitches can be modeled [12]. In this paper we have presented simplified models that do not include dynamic coupling between the ball and the fluid flow, but rather treat aerodynamic forces simply as functions of the ball’s velocity and orientation. We have shown that these models can mimic the strong variability seen in the location of a given pitch at the plate with very small changes in initial orientation and spin. We have also shown that our models that include torques on the ball due to the asymmetry force display dynamical chaos for certain regions of parameter space corresponding to the steepest gradients in plate location. Finally, we have also shown that the chaotic dynamics produced in these models is likely to produce significant uncertainty in the trajectory of the ball for realistic uncertainties in the initial conditions of the pitch.

All three of our model types show the ability to produce variations in the location of the ball at the plate for small changes in the initial orientation and spin of the ball. Those variations are most pronounced for the Type C models where significant feedback on the angular velocity of the ball can lead to very dramatic changes in the position of the ball at the plate in both the vertical and horizontal directions.

Our Type B and C models show strong sensitivity to initial conditions, leading to Lyapunov times as small as 26 ms. For Type B models, we have shown that the timescale for the exponential growth in uncertainties is strongly dependent on the effective lever arm of the torque from the asymmetry force, as well as on the velocity of the pitch. Interestingly, the near-linear dependence of the Lyapunov exponent on the initial velocity
Figure 13: Scatter plot showing the locations at the plate for 1000 pitches using the Type C model. All pitches have initial orientations and angular velocities which vary by less than 0.01%. For reference, the average initial conditions are given in Table 1 with \( \phi = -0.050 \) rad, \( \psi = 0.330 \) rad, \( \omega_x = 0.770 \) rad/s, and \( \omega_z = 1.948 \) rad/s. Also shown for reference is the strike zone (black dotted line). The tracks through the plate location space show the range of plate locations achievable with practically identical pitches thanks to the chaotic nature of our Type C models.

means that the magnitude of separation that can be achieved is nearly independent of the initial velocity. This may explain why the knuckleball is effective at lower speeds. The large Lyapunov exponents measured in our Type B and C models demonstrate that initial uncertainties in the orientation and spin of the ball can grow through as much as seven orders of magnitude over the ball’s flight from the pitcher to home plate.

For pitchers and batters, this leads to the conclusion that predicting the trajectory of a knuckleball is not just difficult – it is functionally impossible. Figure 13 shows the possible locations at which a knuckleball can arrive at home plate using our Type C model. All trajectories start with identical initial position and velocity, and with initial orientations and angular velocities that vary less that 0.01%. This small variation in initial orientation and angular velocity grows as the pitches travel towards home plate, leading to the distribution shown. This produces a stark reminder that chaotic does not equate to random. The pitch considered cannot end up anywhere and indeed most of the available space is not accessible with these initial conditions. Chaotic does, however, mean that very small initial uncertainties can lead to very large uncertainties when the ball reaches the plate.

That physical knuckleballs exhibit some level of dynamical chaos has been speculated and is perhaps unsurprising [13]. What may be of greater interest is that large chaotic uncertainties can be realized with simplified models considered here. Adding additional nonlinearities and degrees of freedom in the models is not likely to reduce the chaotic behavior. Additionally, the level of uncertainty which can be achieved from chaotic behaviors shows that not only are knuckleballs chaotic, but that chaos may play an important role in making the pitch work. Exponential divergence on timescales as small as 26 ms and resulting movement of as much as 1.25 m means that not only are knuckleball models chaotic, but that the inherent chaotic uncertainty is much larger than the uncer-
tainty in measurement achieved with modern tracking systems. In future work we hope to use the large numbers of knuckleballs tracked by Major League Baseball’s StatCast system to confirm that real knuckleballs show chaotic dynamics similar to those seen in our models.
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