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Abstract

Particle filters are a powerful and flexible tool for performing inference on state-space models. They involve a collection of samples evolving over time through a combination of sampling and re-sampling steps. The re-sampling step is necessary to ensure that weight degeneracy is avoided. In several situations of statistical interest, it is important to be able to compare the estimates produced by two different particle filters; consequently, being able to efficiently couple two particle filter trajectories is often of paramount importance. In this text, we propose several ways to do so. In particular, we leverage ideas from the optimal transportation literature. In general, though, computing the optimal transport map is extremely computationally expensive; to deal with this, we introduce computationally tractable approximations to optimal transport couplings. We demonstrate that our resulting algorithms for coupling two particle filter trajectories often perform orders of magnitude more efficiently than more standard approaches.

1 Introduction

Hidden Markov models (e.g. [CMR09]) are of widespread importance throughout science and engineering and have been studied under different names including state-space models (e.g. [DK12]) and dynamic models (e.g. [HW99]). Some applications include ecology (e.g. [NFTB09]), epidemiology (e.g. [KIPB08]), fault detection [YZ15], finance (e.g. [JPS09]), medical physics [IMV15], multitarget tracking [SKLM12], and reliability prediction [WTZZ13].

A hidden Markov model (HMM) with measurable state space \((X,\mathcal{X})\), parameter \(\theta \in \Theta\) and observation space \((Y,\mathcal{Y})\) is a process \(\{X_n,Y_n\;|\;n \geq 0\}\) where \(X_n; n \geq 0\) is a Markov chain on \(X\), and each observation \(Y_n\), valued in \(Y\), is conditionally independent of the rest of the process given \(X_n\). Let \(\mu_\theta\) and \(f_\theta\) be respectively a probability distribution and a Markov kernel on \((X,\mathcal{X})\), and let \(g_\theta\) be a Markov kernel acting from \((X,\mathcal{X})\) to \((Y,\mathcal{Y})\), with \(g_\theta(x,\cdot)\) admitting a strictly positive density, denoted similarly by \(g_\theta(x,y)\), with respect to some dominating \(\sigma\)-finite measure. The hidden Markov model specified by \(\mu_\theta\), \(f_\theta\) and \(g_\theta\) is

\[
\begin{align*}
X_0 & \sim \mu_\theta(\cdot), \\
X_n|\{X_{n-1} = x_{n-1}\} & \sim f_\theta(x_{n-1},\cdot), \quad n \geq 1, \\
Y_n|\{X_n = x_n\} & \sim g_\theta(x_n,\cdot), \quad n \geq 0.
\end{align*}
\]

(1)

In the remainder of this text, we fix a time horizon \(T \geq 1\). For a sequence of observations \(y_{0:T} \equiv \{y_0, \ldots, y_T\}\), write \(\nu_{\theta,T}(x_T)\) for the conditional distribution of \(X_T|y_{0:T}\) and \(\ell(\theta)\) for the log-likelihood; the likelihood equals

\[
\int_{\mathcal{X}^{T+1}} \mu_\theta(x_0)g_\theta(x_0,y_0) \prod_{t=1}^{T} f_\theta(x_{t-1},x_t)g_\theta(x_t,y_t) dx_{0:T}.
\]

The distribution \(\nu_{\theta,T}(x_T)\) is known as the filtering distribution.

Except in a few situations (e.g. finite state spaces or Gaussian models), the log-likelihood as well as the filtering distribution are intractable and have to be estimated numerically. The particle filter algorithm,
known as the “bootstrap” algorithm [GSS93], is a Monte-Carlo algorithm that involves a collection of particles evolving over time through a combination of sampling and re-sampling steps; we refer the reader to [DJ09] for a recent and very readable account on the subject. The particle filter can be used to produce an estimate \( \ell(\theta) \) of \( \ell(\theta) \) and an estimate \( \hat{\nu}_T(x_T) \) of \( \nu_T(x_T) \). We sometimes write \( \hat{\ell}^{(N)}(\theta) \) and \( \hat{\nu}_T^{(N)}(x_T) \) to stress that the stochastic estimates to the log-likelihood \( \ell(\theta) \) and the filtering distribution \( \nu_T(x_T) \) have been obtained through a particle filter that employs \( N \geq 1 \) particles.

Note that in practice, the re-sampling step is done adaptively, only when a measure of particle diversity such as the effective sample size (ESS) [KLLW94] falls below a predetermined threshold. For clarity of exposition, we only describe the algorithms presented in this text with a re-sampling step at each iteration; however, our numerical examples use an adaptive re-sampling strategy which we describe in the appropriate sections while presenting them.

**For** \( t = 0 \):

Sample \( (X_{i,0})_{i=1}^N \) independently from \( \mu_\theta \).

Report \( \hat{Z}_0 = (1/N) \sum_{i=1}^N \varrho(X_{i,0}, y_0) \).

**For** \( 1 \leq t \leq T \):

Sample \( (X_{i,t})_{i=1}^N \mid (X_{i,t-1})_{i=1}^N \) independently from \( \sum_{i=1}^N \varrho(X_{i,t-1},y_{t-1}) f_\theta(X_{i,t-1}) / \sum_{i=1}^N \varrho(X_{i,t-1},y_{t-1}) \).

Report \( \hat{Z}_t = \hat{Z}_{t-1} \times \left\{ (1/N) \sum_{i=1}^N \varrho(X_{i,t}, y_t) \right\} \).

**Output**: \( \hat{\ell}(\theta) \equiv \log \hat{Z}_T \) and \( \hat{\nu}_T(x_T) = \sum_{i=1}^N \varrho(X_{i,T}, y_T) \delta_{X_{i,T}}(x_T) \).

**Algorithm 1**: Bootstrap Particle Filter.

In the last line of Algorithm 1, \( \delta_x \) denotes the Dirac measure at \( x \in X \). There are many situations in which there is interest in comparing the value of the log-likelihood function \( \ell(\theta) \) and the filtering distribution \( \nu_T(x_T) \) at two different values of the parameters, \( \theta \neq \theta' \); in other situations, the log-likelihood and filtering distribution of several probabilistic models for \( (X_t,Y_t)_{t \geq 0} \) need to be compared. In general, this typically involves concurrently running several particle filters. We now give several examples.

1. **Multi-level particle filters.** For estimating the log-likelihood \( \ell(\theta) \), instead of running a single particle filter with a large number \( N \geq 1 \) of particles to obtain an approximation \( \hat{\ell}^{(N)}(\theta) \), it is sometimes more efficient to use a telescoping decomposition of the type

\[
\ell_0(\theta) + \sum_{k=1}^K \{ \ell_k(\theta) - \ell_{k-1}(\theta) \} = \ell_0(\theta) + \sum_{k=1}^K \Delta \ell_k(\theta)
\]

where \( \ell_k(\theta) \) designates the log-likelihood of the parameter \( \theta \in \Theta \) associated to an approximate probabilistic model for \( \{X_t,Y_t\}_{t \geq 0} \) and \( \Delta \ell_k(\theta) := \ell_k(\theta) - \ell_{k-1}(\theta) \) is the delta log-likelihood between levels \( k \) and \( k - 1 \). This idea [Gil08] has appeared in the literature under the name of **multi-level Monte Carlo** simulation; the reader is referred to [Gil15] for a recent review of the state-of-the-art; see also [JKOZ16]. A recent stream of work has adapted these ideas to the context of particle filters [HLT15, BJL+15, DMLJL16, JKLZ15, JKOZ16]. Thus, for estimating the filtering distribution \( \nu_{\theta,T}(x_T) \), instead of running a single particle filter with a large number \( N \geq 1 \) of particles to obtain an
approximation \( \nu_{0,T}^{(N)}(x_T) \), it is sometimes more efficient to use a telescoping decomposition of the type

\[
\nu_{0,T}(x_T) + \sum_{k=1}^{K} \left\{ \nu_{k,T}(x_T) - \nu_{k-1,T}(x_T) \right\},
\]

where \( \nu_{k,T}(x_T) \) designates the filtering distribution associated to an approximate probabilistic model for \( \{X_t, Y_t\}_{t \geq 0} \). Typically, the approximate probabilistic models are of increasing accuracy as \( k \to K \) but are also more computationally demanding to simulate. In the context of inference for diffusion processes, the approximate filtering distribution \( \nu_{k,T}(x_T) \) may refer to an Euler-Maruyama discretization with time step \( \Delta t \equiv \delta/2^k \), for some level-independent constant \( \delta > 0 \); we refer the reader to \( \text{[JKLZ15, JKOZ16]} \) for non-asymptotic analyses of multi-level particle filtering methods in this context. It is often the case that at low levels, that is, \( k \ll K \), the filtering distribution \( \nu_{k,T}(x_T) \) can be estimated extremely efficiently. The approximation \( \nu_{ML,T}(x_T) \) of the filtering distribution \( \nu_{0,T}(x_T) \) is given by

\[
\nu_{ML,T}(x_T) = \nu_{0,T}(x_T) + \sum_{k=1}^{K} \left\{ \nu_{k,T}(x_T) - \nu_{k-1,T}(x_T) \right\}
\]

and the log-likelihood \( \ell(\theta) \) is approximated by quantities of the type

\[
\hat{\ell}_{ML}(\theta) \approx \hat{\ell}_{0}(\theta) + \sum_{k=1}^{K} \left\{ \hat{\ell}_{k}(\theta) - \hat{\ell}_{k-1}(\theta) \right\}.
\]

The estimates \( \hat{\ell}_{k}(\theta) \) and \( \hat{\nu}_{k,T}(x_T) \) are obtained by running a standard particle filter with \( N_k \geq 1 \) particles. In many situations, the so-called multi-level estimates \( \hat{\ell}_{ML}(\theta) \) and \( \hat{\nu}_{ML,T}(x_T) \) can achieve an accuracy similar to the standard estimates \( \hat{\ell}(N)(\theta) \) and \( \hat{\nu}_{0,T}(x_T) \) with a number of particles \( N_k \) at level \( k \), for \( k \approx K \), orders of magnitude less than \( N \); this can result in important computational savings.

2. **Gradient estimate**. Consider the case where \( \Theta \subset \mathbb{R}^d \). In many situations, the transition densities of the latent process \( \{X_t\}_{t \geq 0} \) are unavailable while it is still possible to simulate realizations of it. In these cases, algorithms for maximum likelihood estimation (or maximum a posteriori) typically rely on finite-difference approximations of the gradient of the log-likelihood. The property that the model for the latent process enters the algorithm only through the requirement that realizations of it can be simulated at any value of the parameter has been called plug-and-play \( \text{[IBA+11]} \) since the simulation code can simply be plugged into the inference algorithm. The gradient can be approximated by finite differences

\[
\langle \nabla \ell(\theta), e_i \rangle \approx \frac{\hat{\ell}(\theta + \varepsilon e_i) - \hat{\ell}(\theta - \varepsilon e_i)}{2\varepsilon}
\]

for an orthonormal basis \( (e_1, \ldots, e_d) \) of \( \mathbb{R}^d \) and discretization parameter \( \varepsilon > 0 \). It is worth pointing out that when the transition densities of the latent process are available, much more efficient methods are available; see \( \text{[PDS11, NFM14, KDS+15]} \).

3. **Markov chain Monte Carlo**. Several sophisticated Markov chain Monte Carlo (MCMC) approaches have recently been proposed for Bayesian inference in state space models. If \( \rho(\theta) d\theta \) denotes a prior density on the parameter \( \theta \in \Theta \) and \( q(\theta, \theta') d\theta' \) a Markov proposal kernel, the Markov chain Monte Carlo approaches described in \( \text{[OBB+00, AR09, ADH10]} \) consider an acceptance probability of a proposed move \( \theta \leftrightarrow \theta' \) of the type

\[
\min \left\{ 1, \frac{\rho(\theta') q(\theta', \theta)}{\rho(\theta) q(\theta, \theta')} e^{-\Delta \hat{\ell}(\theta, \theta')} \right\},
\]

(2)
where $\Delta \hat{\ell}(\theta, \theta') \equiv \hat{\ell}(\theta') - \hat{\ell}(\theta)$ is an estimate of the delta log-likelihood $\ell(\theta') - \ell(\theta)$. It is by now well understood that the performances of such Markov chain Monte Carlo algorithms is dictated by the variability of the estimate $\Delta \hat{\ell}(\theta, \theta')$ to the delta log-likelihood [AV14, AV+15, DPDK15, STR+15].

In all the above-mentioned examples, approximating the difference between two values of the log-likelihood function could be carried out by running two independent particle filters. Nevertheless, it is often of paramount importance for computational efficiency to reduce as much as possible the variability of the estimate to the delta log-likelihood; this effectively means being able to efficiently couple the trajectories of two particle filters. We present in this text several strategies that provide orders of magnitude improvements over the naive strategy that consists of running two independent particle filters. To this end, we propose approaches based on optimal transport and describe ways to efficiently implement them through sparse matrix computations. Extensive numerical simulations comparing the different approaches for coupling particles filters, taking computational time into account, are presented in the Section 4 of the paper; our proposed methodology is up to three orders of magnitude faster than its competitors.

The application of the optimal transportation methodology to particle filtering is not new. In the seminal paper [Rei13b], the authors replace the standard re-sampling step of sequential Monte Carlo methods by an optimal transport problem; see also [Rei13a, GCR16]. By exploiting the optimal transport approach, the authors are able to obtain state-of-the-art result for data-assimilation in high-dimensional systems. In this paper, we leverage optimal transportation methodologies for a very different purpose: the efficient coupling of particle filter trajectories. In a work independent from ours, the authors of [JLS16] also consider optimal transport for the coupling of particle filters; this is used to develop new smoothing methods. The focus of our paper is different; we design scalable methods that can be employed for a large number of particles through the use of sparse linear algebra approaches.

**Notations** $\mathbb{R}$ denotes the real line $(-\infty, \infty)$ and $\mathbb{R}_+$ denotes its non-negative part $[0, \infty)$. For real numbers $a$ and $b$, $a \wedge b$ denotes their minimum. For a number of particles $N \geq 1$, the vector of zeros (respectively ones) of length $N$ is denoted by $0_N$ (respectively $1_N$); we set $[N] = \{1, \ldots, N\}$ and $y_{p,q} \equiv (y_p, \ldots, y_q)$ for $p \leq q$. The notation $N(\mu, \Sigma)$ designates the Gaussian distribution with mean $\mu \in \mathbb{R}^d$ and covariance $\Sigma \in \mathbb{R}^{d,d}$. For two vectors $u, v \in \mathbb{R}^d$, the usual inner product is denoted by $\langle u, v \rangle$ and we set $\|u\|^2 \equiv \langle u, u \rangle$. For two matrices $M, N \in \mathbb{R}^{d,d}$, the Frobenius scalar product is $\langle M, N \rangle \equiv \text{tr}(M^T N) = \sum_{i,j} M_{i,j} N_{i,j}$. For two distributions $\mu$ and $\nu$ on the measurable space $X$, the product $\mu \otimes \nu$ designates the trivial coupling such that $\mu \otimes \nu(A \times B) = \mu(A) \nu(B)$ for all measurable subsets $A$ and $B$ of $X$.

**Organization of paper** The rest of this paper is organized as follows. We discuss coupling of particle filters in Section 2. In particular, we formalize the set-up in Section 2.1 and present in Algorithm 2 a generic coupled particle filter. We describe the idea of a coupled re-sampling step within this context and in Sections 2.2 and 2.3 present some coupling schemes. However, we demonstrate that these schemes can be improved upon, and Section 3 introduces the idea of using optimal transport [Kan58] to perform a coupled re-sampling step. Since in general computing the optimal transportation distance is computationally expensive, Section 3.2 considers approximate solutions to the optimal transportion problem that scale quadratically in the total number of particles, and then Section 3.3 further reduces the cost down to sub-quadratic in the total number of particles. We demonstrate numerically the benefit of performing a coupled re-sampling step in Section 4 using our proposed sub-quadratic approximate optimal transport solution. Finally, Section 5 concludes.

## 2 Coupling of particle filters

### 2.1 Formal set-up

In the remainder of this paper, we will use some slightly more generic notations to describe particle filters; this will ease the presentation of the algorithms to follow. A particle filter on the state space $(X, \mathcal{X})$ with time horizon $T \geq 1$ can be described by an initial density $\mu$, a sequence of Markov kernels $\{m_t(x, dx)\}_{t=1}^T$ and...
and weight functions \( \{g_t(x)\}_{t=0}^T \), where \( g_t : X \rightarrow (0, \infty) \) is assumed to be strictly positive for simplicity; the associated particle filter gives a way, among other things, to approximate the marginal likelihood

\[
\int_{X^{T+1}} \mu(x_0) g_0(x_0) \prod_{t=1}^T m_t(x_{t-1}, x_t) g_t(x_t) \, dx_{0:T},
\]

which we assume is finite.

We consider two particle filters with associated initial densities \( \mu^{(j)} \), Markov kernels \( m_i^{(j)} \) and weight functions \( g_t^{(j)} \) with \( j \in \{1, 2\} \). For simplicity, we assume in the remainder of this text that the state space \( X \) is endowed with a distance \( \text{dist}(. , .) \), although more general settings can easily be accommodated. The first step when attempting to couple two particle filter trajectories is to use the same “noise” to drive the two particle systems. To this end, let us consider the usual algorithmic description of a Markov kernel \( m_i^{(j)}(x, dx) \): there is a function \( M_i^{(j)} : X \times [0, 1] \rightarrow X \) that is such that, if \( U \sim \text{Uniform} ([0, 1]) \) and \( x_{t-1} \in X \) is a fixed element of \( X \), the random variable \( X_t \equiv M_i^{(j)}(x_{t-1}, U) \) is distributed as \( m_i^{(j)}(x_{t-1}, dx) \). The main underlying assumption for being able to efficiently couple the two particle filters is that, if \( X_{t-1}^{(1)} \) and \( X_{t-1}^{(2)} \) are two random variables that are highly coupled (e.g. the mean distance \( E[\text{dist}(X_{t-1}^{(1)}, X_{t-1}^{(2)})] \) is small, although other notions of closeness can be used instead) then, if \( U \sim \text{Uniform} ([0, 1]) \) is a uniform random variable independent from all other sources of randomness, the two random variables \( X_t^{(1)} \) and \( X_t^{(2)} \) defined as \( X_t^{(1)} \equiv M_i^{(1)}(X_{t-1}^{(1)}, U) \) and \( X_t^{(2)} \equiv M_i^{(2)}(X_{t-1}^{(2)}, U) \) are also highly coupled.

In order to efficiently couple two particle filter trajectories, it is also crucial to be able to carry out a coupled re-sampling step; the main purpose of this paper is to investigate efficient strategies to do so. Consider two weighted \( N \)-particles systems \( (X^{(1)}, W^{(1)}) \equiv \{(X_i^{(1)}, W_i^{(1)})\}_{i=1}^N \) and \( (X^{(2)}, W^{(2)}) \equiv \{(X_i^{(2)}, W_i^{(2)})\}_{i=1}^N \) in \( (X, \mathcal{X}) \); we implicitly assumed that \( W^{(1)}, W^{(2)} \in \mathcal{P}_N \) for \( j \in \{1, 2\} \), where the probability simplex is defined as

\[
\mathcal{P}_N \equiv \{(w_1, \ldots, w_N) \in [0, 1]^N : w_1 + \cdots + w_N = 1\}.
\]

For ease of notation, we identify a vector of \( \mathcal{P}_N \) with its associated probability distribution on \([N]\). A re-sampling scheme is any function

\[
\text{Resampling} : \mathcal{X}^N \times \mathcal{P}_N \times \mathcal{X}^N \times \mathcal{P}_N \times [0, 1] \rightarrow [N]^N \times [N]^N
\]

such that, if \( U \sim \text{Uniform} ([0, 1]) \) is a random variable, the two (random) uniformly weighted particles systems

\[
\{(\tilde{X}_i^{(1)}, 1/N)\}_{i=1}^N \text{ and } \{(\tilde{X}_i^{(2)}, 1/N)\}_{i=1}^N
\]

defined by first sampling the ancestors vectors \( a^{(1)}, a^{(2)} \in [N]^N \),

\[
\left(a^{(1)}, a^{(2)}\right) \equiv \text{Resampling} \left(X^{(1)}, W^{(1)}, X^{(2)}, W^{(2)}, U\right),
\]

and setting \( \tilde{X}_i^{(j)} = X_{a_i^{(j)}}^{(j)} \) are such that the following identity holds

\[
E \left[ \frac{1}{N} \sum_{i=1}^N \varphi \left( \tilde{X}_i^{(j)} \right) \right] = \sum_{i=1}^N W^{(j)} \varphi \left( X_i^{(j)} \right)
\]

for \( j \in \{1, 2\} \) for any function \( \varphi \) for which the expectation is finite. We will describe in the sequel several choices of re-sampling schemes. With these notations introduced, a generic way of coupling two particle filter trajectories is described in Algorithm 2.

The ancestry lineage vector \( b^{(j)}_{i,t} \equiv (b_{i,0,t}^{(j)}, \ldots, b_{i,k,t}^{(j)}) \in [N]^{t+1} \) of particle \( X_{i,t}^{(j)} \) is defined recursively as \( b_{i,k,t}^{(j)} = i \) and \( b_{i,k,t}^{(j)} = a_{i,k-1,t}^{(j)} \) for \( k = 1, \ldots, t \). At stage \( 1 \leq t \leq T \), two particles \( X_{i,t}^{(1)} \) and \( X_{i,t}^{(2)} \) are said to be coupled if the two ancestry vectors \( b_{i,t}^{(1)} \) and \( b_{i,t}^{(2)} \) are identical. It is important to note that if \( X_{i,t}^{(1)} \) and
For $t = 0$:

Sample $(X_{1,0}^{(j)})_{j=1}^N$ independently from $\mu^{(j)}$ for $j \in \{1, 2\}$.
Define $W_0^{(j)} \in {\mathcal{P}}_N$ by setting $W_{1,0}^{(j)} \propto g_0^{(j)}(X_{1,0}^{(j)})$ and report $\hat{Z}_0^{(j)} = (1/N) \sum_{i=1}^N g_0^{(j)}(X_{1,0}^{(j)})$.

For $1 \leq t \leq T$:

Sample $U_t \sim \text{Uniform}([0,1])$ and set the ancestor vectors as

$$(a_t^{(1)}, a_t^{(2)}) = \text{Resampling} \left( X_{t-1}^{(1)}, W_{t-1}^{(1)}; X_{t-1}^{(2)}, W_{t-1}^{(2)}; U_t \right).$$

Sample $N$ i.i.d uniform random variables $(U_{t,i})_{i=1}^N$ and propagate the particles

$$X_{t,i}^{(j)} = M_t^{(j)} \left( X_{t,i,t-1}^{(j)}, U_{t,i} \right) \quad \text{for } j \in \{1, 2\}.$$ 

Define $W_t^{(j)} \in {\mathcal{P}}_N$ by setting $W_t^{(j)} \propto g_t^{(j)}(X_t^{(j)})$ and report

$$\hat{Z}_t^{(j)} = \hat{Z}_{t-1}^{(j)} \times \{(1/N) \sum_{i=1}^N g_t^{(j)}(X_t^{(j)}) \} \quad \text{for } j \in \{1, 2\}.$$

Output: $\log \hat{Z}_T^{(j)}$ and $\sum_{i=1}^N W_{t,T}^{(j)} \delta_{X_{t,T}^{(j)}}$ for $j \in \{1, 2\}$.

Algorithm 2: Generic Coupled Particle Filter.

$X_{t,i}^{(j)}$ are coupled, the two particles have been driven by the same noise from time 0 all the way to time $t$. The number

$$C_t = \text{Card} \left\{ i \in [N] : b_{i,t}^{(1)} = b_{i,t}^{(2)} \right\}$$

of particles that are coupled at time $t$ is a decreasing function of $t$ and $C_0 = N$. A natural strategy to efficiently couple two particle filters is to try to maximize the number of particles that stay coupled, that is, make the function $t \mapsto C_t$ decrease as slowly as possible. We nevertheless demonstrate that, under natural continuity assumptions on the algorithmic representations $M_t^{(j)}$ of the Markov kernels $m_t^{(j)}$, there are other strategies that are much more efficient.

All the re-sampling schemes described in this text work by first creating a coupling matrix. Given $\pi^{(1)}$ and $\pi^{(2)}$ two discrete probability distributions on $[N]$ represented by the vectors $W^{(1)}$, $W^{(2)} \in {\mathcal{P}}_N$, a coupling matrix $\Pi \in \mathbb{R}^{N \times N}$ is any matrix that represents a probability distribution $\pi$ on $[N] \times [N]$ and that has $W^{(1)}$ and $W^{(2)}$ as marginal distributions; in other words, for any $1 \leq i \leq N$ we have

$$\sum_{\alpha=1}^N \Pi_{\alpha,i} = W_i^{(1)} \quad \text{and} \quad \sum_{\alpha=1}^N \Pi_{i,\alpha} = W_i^{(2)}. \quad (5)$$

Given two weighted particles systems $(X^{(1)}, W^{(1)})$ and $(X^{(2)}, W^{(2)})$ and a coupling matrix $\Pi$ of $W^{(1)}$ and $W^{(2)}$, it is straightforward to construct re-sampling schemes. We describe two such possibilities.

1. **Multinomial re-sampling.** The matrix $\Pi$ represents a probability distribution $\pi$ on $[N] \times [N]$. If $\{(a_{k}^{(1)}, a_k^{(2)})\}_{k=1}^N$ are $N$ independent and identically distributed samples from $\pi$, since $P(a_k^{(j)} = i) = W_i^{(j)}$ for $1 \leq j \leq 2$, the resulting vectors $a^{(j)} = (a_1^{(j)}, \ldots, a_N^{(j)})$ do satisfy property (4).

2. **Systematic re-sampling.** Let $U \sim \text{Uniform}([0,1])$ be a draw from a uniform random variable on $[0,1]$ and consider an arbitrary ordering $\{(\alpha_k, \beta_k)\}_{k=1}^N$ of
\{(1,1), (1,2), \ldots, (N,N)\}. For 1 \leq k \leq N, set

\[ \Phi(k) = \inf \left\{ 1 \leq i \leq N^2 : \sum_{j=1}^{i} \Pi_{\alpha_j,\beta_j} \geq (U/N) + (k-1)/N \right\} \]

and define \((a_k^{(1)}, a_k^{(2)}) = (\alpha_{\Phi(k)}, \beta_{\Phi(k)})\). The proof that the standard systematic re-sampling [Kit96] is correct is immediately adapted to this slightly generalized setting to show that the vectors \(a^{(j)} = (a_1^{(j)}, \ldots, a_N^{(j)})\) do satisfy property (4).

### 2.2 Independent re-sampling

Independent re-sampling is the most straightforward, and, of those we will consider, the least efficient way of carrying out a coupled re-sampling. It simply consists of choosing the trivial coupling matrix \(\Pi_{\alpha,\beta} = W^{(1)}_\alpha W^{(2)}_\beta\). Indeed, the matrix \(\Pi\) describes the probability distribution \(W^{(1)} \otimes W^{(2)}\). Suppose that at time \(t - 1\) of Algorithm 2 all the \(N\) particles are coupled. After an independent re-sampling step, the expected number of paired particles at time \(t\) equals \(\sum_{i=1}^{N} P(a_{i,t}^{(1)} = a_{i,t}^{(2)}) = N \times \sum_{j=1}^{N} W^{(1)}_{j,t} W^{(2)}_{j,t}\). In the (very favourable) case where \(W^{(1)}_1\) and \(W^{(2)}_1\) both represent the uniform distribution on \([N]\), the expected number of paired particles at time \(t\) only equals one. This is an indication that the independent re-sampling scheme performs extremely badly. Even in the case where the two particle filters are identical (that is, same initial distribution, Markov kernels and weight functions), a situation where it should be straightforward to keep all the particles coupled at all time \(0 \leq t \leq T\), using an independent re-sampling scheme leads to an algorithm where all the particles are decoupled after just a few re-sampling steps.

### 2.3 Maximal coupling

Considering the undesirable behaviour of the independent re-sampling scheme, we now describe in this section another re-sampling scheme that aims at keeping the number of paired particles as high as possible. Constructing a coupling that maximizes the number of paired particles is equivalent to looking for a coupling \(\pi\) between the probability distributions \(\pi^{(1)}\) and \(\pi^{(2)}\) such that if \((Y, Z) \sim \pi\), the quantity \(P(Y = Z)\) is maximized; this is indeed equivalent to finding the coupling matrix \(\Pi\) whose trace is maximal. There always exists such a coupling and, except in degenerate situations, this coupling is unique. Indeed, this coupling is nothing else than the standard so-called **maximal coupling** (e.g. [RP07], Chapter 2) whose probabilistic description is as follows. For \(W^{(1)}, W^{(2)} \in \mathcal{D}_N\), set

\[ p = \sum_{\alpha=1}^{N} \min \left( W^{(1)}_\alpha, W^{(2)}_\alpha \right) = 1 - d_{TV}(W^{(1)}, W^{(2)}) \in [0, 1], \]

where \(d_{TV}(W^{(1)}, W^{(2)})\) designates the total-variation distance between \(W^{(1)}\) and \(W^{(2)}\). Let \(\mu, \mu^{(1)}, \mu^{(2)} \in \mathcal{D}_N\) be given by \(\mu(\alpha) = p^{-1} \min(W^{(1)}_\alpha, W^{(2)}_\alpha)\) and, for \(j \in \{1, 2\}\),

\[ \mu^{(j)}(\alpha) = (1 - p)^{-1} \left( W^{(j)}_\alpha - \min \left( W^{(1)}_\alpha, W^{(2)}_\alpha \right) \right). \]

If \(p = 0\), the probability distribution \(\mu\) is not defined but, as will be clear in a moment, that is not a problem. The maximal coupling between \(W^{(1)}\) and \(W^{(2)}\) is the law of the random variable

\[ (Y, Z) = B \cdot (\Gamma, \Gamma) + (1 - B) \cdot (\Gamma^{(1)}, \Gamma^{(2)}), \]

where \(\Gamma, \Gamma^{(1)}, \Gamma^{(2)}\) are three independent random variables with respective laws \(\mu, \mu^{(1)}, \mu^{(2)}\) and \(B \sim \text{Bernoulli}(p)\) is independent from any other sources of randomness. In other words, with probability \(p\) we have \(Y = Z\) while with probability \((1 - p)\) the random variables \(Y\) and \(Z\) are independent and, since \(\mu^{(1)}\) and \(\mu^{(2)}\) are singular, distinct.
Contrary to the independent re-sampling scheme, if one uses the maximal coupling re-sampling for two identical particle filters, all the particles stay coupled at all times whether we use multinomial or systematic re-sampling. Maximal coupling was used in [JKLZ15, JKOZ16] for designing efficient multi-level particle filtering algorithms and by [CS+15] to construct a coupling between two particle Gibbs updates from different starting points.

Indeed, by construction, the number \( C_t \) of particles that stay coupled until time \( t \) decreases to zero at a much lower rate than when the independent re-sampling scheme is used; see Figure 1. The maximal coupling construction outperforms the naive independent re-sampling by orders of magnitude in most realistic scenarios and when the number of re-sampling events is small when compared to the number \( N \) of particles. On the other hand, it is important to note that, even when the maximal coupling construction is used, in general and as depicted in Figure 1, the number of coupled particles does decrease exponentially fast with the number of re-sampling events.

One main drawback of the maximal coupling construction is that, as is clear from the probabilistic description (6), conditionally on the event \( \{ Y \neq Z \} \), the random variables \( Y \) and \( Z \) are independent. This means that, when used to couple two particle filter trajectories, when two particles \( X^{(1)}_{i,t} \) and \( X^{(2)}_{i,t} \) are decoupled at time \( t \), these two particles are not close to each other in any reasonable metric. Effectively, this means that once all the particles are decoupled, which does happen after a relatively small number (typically logarithmic in \( N \)) of re-sampling events, there is little to no point in attempting to use the maximal coupling constructions. Indeed, once all the particles are decoupled, that is, \( C_t = 0 \), then for a generic index \( 1 \leq i \leq N \) the particles \( X^{(1)}_{i,t} \) and \( X^{(2)}_{i,t} \) are “far away” from each other and attempting to drive them using the same noise is not likely to bring any efficiency gain.

It should be noted that, in some particular models, if two distinct particles are driven by the same noise process, these two particles tend to coalesce; this means that, even if two particles are decoupled, it is still worthwhile to drive them by the same noise process. In these settings, the use of the maximal coupling approach may turn out to be useful, as argued in the recent arxiv [JLS16]. This notion of stochastic synchronization [TMHGP01, ZK02] is extremely rare in physical systems, although it is argued in [JLS16] that several widely used statistical models (e.g. autoregressive models) do enjoy this favourable contracting behaviour. Without this notion of synchronization, the gains offered by the maximal coupling approach are minor. In our numerical study, we have not observed very large gains by using the maximal coupling approach; this is because the models we have considered are not contracting.

3 Optimal transportation re-sampling

In this section, we first introduce the necessary concepts related to optimal transport in Subsection 3.1. Since traditional approaches for computing optimal transport typically scale worse than quadratically in the number of particles, they are not exploitable in most modern situations where a large number of samples is required. We thus develop fast approximate transport couplings that can be used to design efficient re-sampling schemes. Particular care is devoted to designing algorithms that scale sub-quadratically with respect to the total number of particles.

3.1 Optimal transport

In any non-trivial situations where one is attempting to couple two distinct particle filter trajectories, the number \( C_t \) of coupled particles will decrease exponentially fast to zero; the use of the maximal coupling scheme only helps mitigate this effect. Nevertheless, one can still improve upon the maximal coupling approach. We would like to emphasize at this point that, through the use of the optimal transportation methodology, we are not aiming at slowing down the rate of decay of the number \( C_t \) of coupled particles; indeed, numerical simulations show that the optimal transport approach to be described below leads to algorithms with a rate of decay of \( C_t \) that is typically worse than what would be obtained by using the maximal coupling approach. Nevertheless, the optimal transport approach can typically generate estimates that have a much lower variance. As explained at the end of Section 2.3, the main drawback of the maximal
coupling scheme is that once a pair \((X_t^{(1)}, X_t^{(2)})\) of particles is decoupled it is not very worthwhile to try to drive \(X_t^{(1)}\) and \(X_t^{(2)}\) with the same noise. Indeed, this is because the maximal coupling does not take into account the locations of the particles.

In order for a coupled re-sampling scheme to be efficient, one does not necessarily need that the number \(C_t\) of coupled particles remain high. What really matters is that the particles \(X_t^{(1)}\) and \(X_t^{(2)}\) stay close to each other so that driving them with the same noise remains worthwhile. Consider two weighted \(N\)-particles systems \((X^{(1)}, W^{(1)})\) and \((X^{(2)}, W^{(2)})\). If one denotes by \(\mathcal{C}(W^{(1)}, W^{(2)})\) the (convex) set of coupling matrices \(\Pi\) that satisfy the constraint (5), the maximal coupling can also be described as a solution to the optimization problem

\[
\text{Minimize} \left\{ \Pi \mapsto \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \Pi_{\alpha,\beta} \times 1(\alpha \neq \beta) : \Pi \in \mathcal{C}(W^{(1)}, W^{(2)}) \right\}.
\]

From this formulation, it is obvious that the locations of the particles are not taken into account. A better strategy consists in considering coupling matrices that are solutions to optimization problems that do take into account the locations of the particles; for a cost function \(C : X \times X \to [0, \infty)\), we consider linear programs of the type

\[
\text{Minimize} \left\{ \Pi \mapsto \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \Pi_{\alpha,\beta} \times C(X^{(1)}_{\alpha}, X^{(2)}_{\beta}) : \Pi \in \mathcal{C}(W^{(1)}, W^{(2)}) \right\}.
\]

The cost function \(C\) penalizes the coupling of particles that are distant from each other. This cost function is typically of the form \(C(X^{(1)}_{\alpha}, X^{(2)}_{\beta}) \equiv \text{dist}(X^{(1)}_{\alpha}, X^{(2)}_{\beta})^p\) for some exponent \(p > 0\). This is known as optimal transport [Kan58] in the context of optimization theory. The optimal transport (OT) distance is

\[
d_C(W^{(1)}, W^{(2)}) \equiv \min \left\{ (\Pi, C) : \Pi \in \mathcal{C}(W^{(1)}, W^{(2)}) \right\}.
\]

For notational convenience, and with a slight abuse of notation, we have defined the cost matrix by \(C \in \mathbb{R}^{N,N}\) by \(C_{\alpha,\beta} = C(X^{(1)}_{\alpha}, X^{(2)}_{\beta})\) so that \((\Pi, C) = \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} \Pi_{\alpha,\beta} \times C(X^{(1)}_{\alpha}, X^{(2)}_{\beta})\). There exist dedicated linear solvers such as the transportation simplex [Dan98], combinatorial algorithms such as the Hungarian approach [Kuh55], and many variants thereof to solve this optimization problem. However, obtaining the exact optimal transportation solution is a computationally expensive procedure and the most efficient approaches still scale as \(O(N^3 \log N)\) (e.g. [PW09]). Bringing down this cost is an active area of research and we refer to [PW09, Cut13, FPPA14, Sch15, TT15] for some recent work. While the exact optimal transportation solution is expensive to obtain, it is important to note that, for the purpose of designing a coupled re-sampling scheme, it is not actually needed; it is enough to be able to efficiently build a coupling matrix \(\Pi \in \mathcal{C}(W^{(1)}, W^{(2)})\) that is a reasonable approximation to the solution of the optimal transport linear problem (7). In Section 3.2, we describe efficient algorithms for building approximate optimal transport maps that can then be leveraged for constructing coupled re-sampling schemes.

### 3.2 Iterative proportional fitting for approximate optimal transport

This section describes a strategy to efficiently build approximate optimal transport coupling matrices. The resulting coupling is a valid coupling in the sense that it does satisfy constraint (5); it is approximate since it is typically not optimal. It is worth emphasizing that the use of such an approximate optimal coupling does lead to a valid algorithm: the two coupled particle filters are marginally correctly distributed. Our methodology is inspired by the work of [Cut13]. The approach is based on an entropic regularization of the linear programming problem (7). A regularization parameter \(\lambda\) is first considered and a matrix \(R_{\alpha,\beta}^{(\lambda)} = \exp(-\lambda C_{\alpha,\beta})\) is constructed; the matrix exponential is to be understood entry-wise. The regularized problem is strictly convex and can efficiently be solved through matrix scaling algorithms to produce an
approximately optimal coupling $\Pi^\lambda$; in this text, we use the Sinkhorn-Knopp algorithm, a variant of the iterative proportional fitting (IPF) algorithm [DS40]. Divisions of vectors in this section apply elementwise.

Iterative proportional fitting is an approach that dates back to research on traffic networks in the 1930s; it was re-discovered several times in a wide variety of contexts and under several names (for example, as Sheleikhovskii’s method, Krúthof’s algorithm, Furness method, Sinkhorn-Knopp algorithm). It is described in Algorithm 3; the reader is referred to [Cut13] for a more complete description. The iterative steps ensure that, at convergence, the marginals of $\Pi^\lambda$ are $W^{(1)}$ and $W^{(2)}$, while the outputted form of $\Pi^\lambda$ in terms of $K^{(\lambda)}$ ensures that large costs correspond to low probabilities. The convergence criterion in Algorithm 3 is chosen to be such that if $u'$ is the updated value of $u$, the iterative steps stop when $\|(u' - u)/u\| \leq 10^{-3}$.

**Input:** Cost matrix $C$, marginals $W^{(1)}$ and $W^{(2)}$, regularization parameter $\lambda > 0$.

Construct the matrix $K^{(\lambda)}$ with $K^{(\lambda)}_{\alpha,\beta} = \exp(-\lambda C_{\alpha,\beta})$.

Initialize the positive vector $u \in \mathbb{R}^N_+$ as $u = 1_N/N$.

**While** not converged:

Update $u$ by setting: $u \leftarrow \frac{W^{(1)}}{K^{(\lambda)}[W^{(2)}/(K^{(\lambda)})^T u]}$.

Set $v = W^{(2)}/\{(K^{(\lambda)})^T u\}$.

**Output:** $\Pi^\lambda \equiv \text{diag}(u) K^{(\lambda)} \text{diag}(v)$.

**Algorithm 3:** Approximate Optimal Transport Using Sinkhorn Distances.

The iterative proportional fitting algorithm is known to have a linear rate of convergence [Sou91, Kni08]; if one denotes by $\Pi^\lambda_k$ the approximation of $\Pi^\lambda$ after $k \geq 1$ iterations, we have that $\|\Pi^\lambda_k - \Pi^\lambda\| \leq C (1 - r)^k$ for some $r \in (0, 1)$ and absolute constant $C > 0$. Indeed, we observe in practice that one needs very few iterations of the iterative proportional fitting algorithm. This effectively means that the computation of an approximate optimal transport re-sampling scheme scales as $O(N^2)$. In the next section, we describe how to bring this cost further down.

### 3.3 Speeding up iterative proportional fitting

The iterative proportional fitting algorithm requires building the matrix $K^{(\lambda)} \in \mathbb{R}^{N,N}$ and carrying out matrix-vector multiplications where the matrix $K^{(\lambda)}$ is involved; the approach thus has a memory requirement of $O(N^2)$ and an algorithmic complexity that scales at least as $O(N^2)$. To reduce this complexity, which may be undesirable when the number of particles is large, one can exploit the fact that the non-zero entries of an optimal transport coupling matrix $\Pi \in \mathcal{K}(W^{(1)}, W^{(2)})$ typically tend to be concentrated on pairs of particles that are close neighbours; in other words, it is typically the case that $\Pi^{(\alpha,\beta)} = 0$ if the cost $C_{\alpha,\beta} = \text{dist}(X^{(1)}_{\alpha}, X^{(2)}_{\beta})^p$ is large. To exploit this remark, one can concentrate on finding (approximate) optimal coupling matrices $\Pi$ with non-zero entries concentrated on pairs of particles $(X^{(1)}_{\alpha}, X^{(2)}_{\beta})$ such that $X^{(2)}_{\beta}$ is one of the $R$ closest neighbours of $X^{(1)}_{\alpha}$ among all the particles $\{X^{(2)}_i\}_{i=1}^N$, where $R \geq 1$ is a chosen threshold number of closest neighbours. For clarity, let us define the set $I_R \subset [N]^2$ as the set of pairs $(\alpha, \beta)$ of indices such that $X^{(2)}_{\beta}$ is one of the $R$ closest neighbours of $X^{(1)}_{\alpha}$ among all the particles $\{X^{(2)}_i\}_{i=1}^N$.

To find an approximate optimal transport coupling matrix $\Pi$ whose non-zero elements are in $I_R$, one can
To implement this idea in the iterative proportional fitting algorithm, by the very definition of the matrix $\tilde{C}_{\alpha,\beta}$, it suffices to use a modified matrix defined as $\tilde{K}(\lambda) = \exp(-\lambda C_{\alpha,\beta})$ for $(\alpha, \beta) \in I_R$ and zero everywhere else. The matrix $\tilde{K}(\lambda)$ is sparse and has only $R \times N$ non-zero elements; in practice, we observe that values $R = O(\log N)$ are amply enough for obtaining good approximations. The use of sparse-matrix linear algebra algorithms indeed provides huge computational savings.

To construct the sparse matrix $\tilde{K}(\lambda)$, it is necessary to compute the $R$-nearest neighbours of each of the $N$ particles. A naive approach would require a computational time that scales as $O(RN \log N)$. This is a well-studied problem in the computer science community; by exploiting the Euclidian structure of the state-space, methods based on KD-trees, which scale as $O(N \log N)$ [WH06], have been proposed. This class of methods is able to exactly compute the $R$-nearest neighbours of each particle in the cloud; this is the method that we have numerically investigated in the last part of this paper. We have used the standard KD-tree implementation available in [PVG+11]. It is possible to obtain further gains in efficiency by only considering approximate $R$-neighbourhoods; we refer the reader to [NBN15] for approximate $R$-neighbourhood benchmarks. In high dimensions, methods based on locality-sensitive hashing [SC08] usually enjoy better performances than the KD-trees approaches implemented in this article. A KD-tree recursively partitions the particles into a multi-dimensional binary tree by cycling through the Cartesian axes, splitting each of the current set of partitions in two according to the median (in each partition) along the currently chosen axis. Finding the $R$ nearest neighbours for each $X_n^{(i)}$ scales, once the KD-tree is constructed, as $O(RN \log N)$ [FBF77]. In our experiments, for the purpose of computing $R$-neighbourhoods, we have not found the performance of the KD-tree approach to significantly depend on the correlation structures of the cloud of particles.

### 4 Numerical investigations

#### 4.1 Ricker model

We first consider a noisy non-linear ecological dynamic system. Such systems are almost invariably driven by endogenous dynamic processes plus demographic and environmental process noise and observations are corrupted by noise. Minute changes in the driving noise realization or in the system parameters can cause drastic changes in the system trajectory. In this section, we consider a simple extension of the standard Ricker model as described in [Woo10]. This is a $d$-dimensional non-linear state-space model; the $d$-dimensional latent process $\{X_n\}_{n=0}^T$ is such that, for any coordinate $1 \leq i \leq d$, we have

$$X_{n+1,i} = r X_{n,i} \exp(-X_{n,i} + \varepsilon_{n,i}), \quad X_0,i = x_{0,i},$$

where the noise process $\{(\varepsilon_{n,1}, \ldots, \varepsilon_{n,d})\}_{n \geq 0}$ is an independent and identically distributed sequence of centred Gaussian random variables with covariance $\sigma^2 \alpha, \beta I_d$ and $r > 0$ is an intrinsic growth rate parameter controlling the model dynamics. The $d$-dimension observation process $\{(Y_{n,1}, \ldots, Y_{n,d})\}_{n=0}^T$ is such that, conditionally upon $X_n$, the random variables $\{Y_{n,1}, \ldots, Y_{n,d}\}$ are independent and $Y_{n,i} \mid X_n \sim \text{Pois}(\varphi X_{n,i})$ for a scale parameter $\varphi > 0$.

In this highly non-linear setting, the maximal coupling re-sampling scheme does not perform well, even for small values of the time horizon $T$ and dimension $d$. In particular, we consider $T = 50$ observations and $d = 5$ dimensional examples. In the experiments, we have chosen a number of particles $N = 5 \times 10^3$.

For our experiments, we simulated an observation sequence $(y_0, \ldots, y_T)$ from the model itself with parameter $\theta_* = (\log r_*, \sigma_{\varepsilon,*}, \varphi_*) = (2, 0.3, 5)$ and initial value $x_{0,i} = 5$ for $i = 1, \ldots, d$. We coupled two particle filters, one evolving for a value of the parameter $\theta = (1 - \gamma) \theta_*$ and the other for a value $\theta = (1 + \gamma) \theta_*$;
of particles. For \(0 \leq t \leq T\) the independent and maximal coupling approaches. Results (not displayed) for the optimal transport, are slightly worse than the maximal coupling method in terms of rate of decay of \(C_t\). As already explained, this is not especially relevant: what really matters is the ability of the methods to produce estimates with low variance, which is investigated in the next sections. In all experiments, we have performed 200 independent runs and displayed the median as well as the 5% and 95% percentiles. In the simulations, re-sampling events are triggered when the effective sample size \([\text{KLIW94}]\) on either of the trajectories falls below \(N/2\), where \(N\) is the total number of particles.

As expected, the independent re-sampling scheme performs badly in all cases; as \(\gamma \to 0\), the maximal coupling re-sampling scheme is able to mitigate the decrease of the proportion of paired particles. Nonetheless even for \(\gamma = 10^{-2}\), the number of paired particles still falls to zero after only a very small number of re-sampling events.

In a second set of experiments, we considered the average Euclidean distances between the two populations of particles. For \(0 \leq t \leq T\), we monitored the quantity \(E_t \equiv \frac{1}{N} \sum_{i=1}^{N} \| X^{(1)}_{i,t} - X^{(2)}_{i,t} \|^2\). For \(\gamma = 10^{-3}\), which from Figure 1 is the situation in which the proportion of paired particles decreases most slowly for the maximal re-sampling scheme among the considered values of \(\gamma\), we compared the independent, maximal and our proposed approximate, sub-quadratic, optimal transport based re-sampling schemes; the regularization parameter \(\lambda\) for our proposed scheme was fixed at \(\lambda = 50\). As displayed in Figure 2, even for such a small value of \(\gamma\), our proposed scheme indeed outperforms the two other re-sampling schemes by orders of magnitude. It is interesting, and not too surprising in view of the discussion at the end of Section 2.3, to note that the maximal coupling scheme does not yield very significant gains over the naive independent re-sampling scheme.

As a last set of numerical experiments, we investigated the gains in speed brought by the nearest neighbours strategy developed in Section 3.3. We compared the re-sampling schemes using the iterative proportional fitting relaxation to optimal transport by both dense matrices implementations (that is, Section 3.2) and sparse matrices implementations (that is, Section 3.3). Figure 3 displays the gains in computational time, that is, the ratio of the time taken for usual dense matrices implementation by the time taken by the sparse matrices implementation. The nearest neighbours strategy yields orders of magnitudes of gains in computational time. The gain in speed increases as the number of particles increases; this is expected as the matrices involved become sparser as their dimension increases.

Figure 1: Proportion of particles paired for independent and maximal re-sampling in the Ricker model.
Figure 2: Average distance \( E_t \) between pairs of particles for different re-sampling schemes for the Ricker model.

Figure 3: Ratio of the time taken for usual dense matrices implementation by the time taken for the sparse matrices implementation. The median, 5\% and 95\% percentiles over 100 independent realizations are displayed.
4.2 Multi-level particle filter

We first demonstrate the benefit of using approximate optimal transport re-sampling in the context of multi-level particle filtering of [JKLZ15, JKOZ16]. Consider the two dimensional diffusion process \{X_t\}_{t \geq 0} with multiplicative noise,

\[
dX_t = -\alpha X_t \, dt + \Gamma(\sigma X_t) \, dW_t, \quad X_0 = x_0,
\]

where \{W_t\}_{t \geq 0} is a standard Brownian motion in \(\mathbb{R}^2\); the volatility function \(\Gamma : \mathbb{R} \rightarrow \mathbb{R}^{2 \times 2}\) is given by

\[
\Gamma(X) = \begin{pmatrix}
\sin R & -\cos R \\
\cos R & \sin R
\end{pmatrix}
\]

with \(R = ||X||_2 = (X_1^2 + X_2^2)^{1/2}\) and \(\sigma > 0\) is a volatility scale parameter. Noisy observations of the first coordinate are collected every \(\delta\) unit of time and distributed as

\[
Y_{k\delta} \mid X_{k\delta} \sim N(X_{k\delta,1}, \sigma_x^2)
\]

for some variance parameter \(\sigma_x > 0\). For the numerical experiments, we consider an Euler-Maruyama discretization of equation (9)

\[
X_{t+\delta_t} = X_t - \alpha X_t \delta_t + \sqrt{\delta_t} \Gamma(\sigma X_t)W_t, \quad X_0 = x_0,
\]

where \(W_t \sim N(0,1)\); we choose the discretization to be \(\delta_t = \delta/100\). We generated observations from the model with \((\alpha_*, \sigma_*, \sigma_x, \sigma_z) = (0.5, 1, 0.5)\) and \(x_0 = (0.2, 0.2)\). In this context, we use multi-level particle filtering to estimate the quantity \(E[\varphi(X_{k\delta}) \mid y_0, \ldots, y_{k\delta}]\) for function \(\varphi(x) = x_1 + x_2\), where \(x = (x_1, x_2)\), and the log-likelihood \(\ell(\theta \mid y_0, \ldots, y_{k\delta})\). \(k = 1, \ldots, T\), for some time horizon \(T\), where \(\ell(\theta \mid y_0, \ldots, y_{k\delta})\) denotes the log-likelihood of the first \((k+1)\) observations.

To keep things simple and only concentrate on the effect brought by the different re-sampling schemes (that is, avoid considering the influence of the number of particles per level), we only consider a multi-level particle filter with two levels. The first level uses a standard Euler-Maruyama discretization (10) with discretization \(\delta_t\) and the second level uses the same scheme but with discretization \(\delta_t/2\). The reader is referred to [JKLZ15, JKOZ16] for more details on multi-level particle filtering methods. In the simulations, re-sampling events are triggered when the effective sample size on either of the levels falls below \(N/2\), where \(N\) is the total number of particles. We have used a time horizon of \(T = 10^6\) with \(\delta = 10^{-1}\) and parameter \((\alpha, \sigma, \sigma_x) = (\alpha_*, \sigma_*, \sigma_x, \sigma_z)\). The regularization parameter \(\lambda\) in Algorithm 3 is fixed at \(\lambda = 500\).
The computational inefficiency of a method is defined as the running time multiplied by the estimated variance; a lower computational inefficiency signifies better performance. We independently repeat each experiment 50 times to get an estimate of the variance and we repeat this 25 times independently to get a confidence interval for the estimated variance. The relative efficiency of our proposed algorithm over the maximal coupling algorithm is presented; this is defined as the ratio of the inefficiency of the maximal coupling over the inefficiency of our proposed algorithm. Figure 4 shows that our proposed algorithm performs up to two orders of magnitude better than maximal coupling.

### 4.3 Delta log-likelihood

In this section, we continue considering the state-space model (9) and its Euler-Maruyama discretization (10). We denote by \( \ell(\alpha, \sigma, \sigma_\varepsilon) = \log P (y | \alpha, \sigma, \sigma_\varepsilon) \) the log-likelihood of the parameter \((\alpha, \sigma, \sigma_\varepsilon)\); recall that the observations \( y = (y_k, 1)_{k=0}^T \) are generated from (10). We estimated the delta log-likelihood

\[
D(\gamma) \equiv \ell(\alpha_\star, [1 + \gamma] \sigma_\star, [1 + \gamma] \sigma_{\varepsilon, \star}) - \ell(\alpha_\star, [1 - \gamma] \sigma_\star, [1 - \gamma] \sigma_{\varepsilon, \star})
\]

for \( \gamma \in \{10^{-2}, 5 \times 10^{-2}\} \) by simply running a pair of coupled (bootstrap) particle filters for the maximal coupling and for our proposed algorithm. In the simulations, re-sampling events are triggered when the effective sample size on either of the trajectories falls below \( N/2 \), where \( N \) is the total number of particles. Figure 5 shows that our proposed algorithm performs an order of magnitude better than maximal coupling.

### 4.4 Markov chain Monte Carlo

In this section, we again consider the state-space model (9) and its Euler-Maruyama discretized version (10). Fixing \( \sigma_\varepsilon \) at its true value, we consider estimating parameters \( \alpha \) and \( \sigma \). Since the parameters \( \alpha \) and \( \sigma \) are positive, we consider independent random walk proposals for \( \log \alpha \) and \( \log \sigma \), each with standard deviation \( 0.5 \). Log-normal priors were chosen for \( \alpha \) and \( \sigma \), with the prior for \( \alpha \) having mean \(-1\) and standard deviation \( 0.75 \), and the prior for \( \sigma \) having mean \( 0 \) and standard deviation \( 0.75 \).

We estimate the delta log-likelihood \( \Delta \ell(\theta, \theta') \) in the acceptance probability (2) by running a coupled particle filter at the pair \( (\theta, \theta') \) using our proposed coupled re-sampling scheme; in the simulations, re-sampling events are triggered when the effective sample size on either of the trajectories falls below \( N/2 \), where \( N \) is the total number of particles. This leads to a so-called “noisy” version of a Markov chain Monte Carlo (MCMC) algorithm as the log-likelihood of the current state \( \theta \) is re-estimated at each iteration and its previous estimate discarded; see [FK15, MALR15, AFEB16] for some recent literature on noisy MCMC.
algorithms. It is important to emphasize that, in general, the invariant distribution of the noisy MCMC algorithm is only an approximation of the true posterior distribution of interest. Under mild assumptions, though, this discrepancy vanishes as the stochasticity of the estimates to the delta log-likelihood goes to zero. In our experiment, we have chosen a number of particles large enough such that this difference is negligible; see Figure 6.

We compare our proposed noisy MCMC algorithm to the correlated pseudo-marginal algorithm of [DDPK15]; this is an algorithm that targets the true posterior distribution of \( \theta \) and correlates the auxiliary random variables used in the estimation of the log-likelihoods at each iteration of the Markov chain. The mixing parameter \( \rho \) for the auxiliary random variables in the correlated pseudo-marginal algorithm was chosen to be \( \rho = 0.9 \), see point 2 of the Correlated Pseudo-Marginal Algorithm (page 3) of [DDPK15]. In general, even if we were using a conditional version of our coupled resampling scheme to imitate a genuine (correlated) pseudo-marginal MCMC scheme, the resulting algorithm would still not be exact. This is the main motivation for only considering noisy MCMC algorithms in this paper. We refer the reader to [JLS16] for discussions and partial remedies in some particular cases.

To compare different algorithms, we consider the computational inefficiency defined as the product of the integrated auto-correlation time (IACT) with the computational time \( T_{\text{step}} \) necessary to carry out one MCMC step

\[
(\text{computational inefficiency}) = (\text{IACT}) \times T_{\text{step}}.
\]

Comparing computational inefficiency is equivalent to comparing the MCMC variances for a fixed computational budget; this is also equivalent to the notion of effective sample size (ESS) per unit of time. To estimate the IACT, we used the method of [Gey92]. The MCMC algorithms were run for \( 10^4 \) iterations and the first \( 10^3 \) iterations were discarded.

In order to check for the accuracy of our proposed noisy MCMC algorithm, we also plot kernel density estimates for the values obtained from the correlated pseudo-marginal algorithm and the values obtained from our proposed noisy MCMC algorithm. We present this for the case when the time series is of length 10 and using \( 2 \times 10^3 \) particles for the correlated pseudo-marginal method and \( 2 \times 10^4 \) particles for our proposed noisy MCMC algorithm; similar results were obtained for longer time series.

The results are displayed in Figure 6. The left panel displays the computational inefficiency of the correlated pseudo-marginal method divided by the computational inefficiency of our proposed noisy MCMC algorithm; our proposed algorithm performs an order of magnitude better than the correlated pseudo-marginal method. The centre and right panels display the accuracy of our proposed noisy MCMC algorithm compared to the correlated pseudo-marginal method; the invariant distribution of our proposed noisy MCMC algorithm using approximate optimal transport re-sampling is very close to the correct posterior distribution obtained through a run of the correlated pseudo-marginal method.

4.5 Prokaryotic-auto regulation

Finally, in order to illustrate the performance of our method on a realistic scenario where the posterior distribution exhibits an intricate correlation structure, we consider a complex stochastic chemical kinetics model; this consists of a system of molecules of different chemical ‘species’ reacting among themselves. In particular, we consider the prokaryotic-auto regulation model of Section 5.2 of [GW11]. In this model, there are four chemical species and eight reactions, with each reaction having a rate \( c_i, i = 1, \ldots, 8 \). This is approximated by a diffusion process

\[
dX_t = \alpha(X_t, c) \, dt + \sqrt{\beta(X_t, c)} \, dW_t, \quad X_0 = x_0,
\]

where \( \alpha(X_t, c) = Sh(X_t, c) \) and \( \beta(X_t, c) = S\text{diag}(h(X_t, c))S^T \), the four chemical species being \( X = (\text{DNA}, P_2, \text{RNA}, P) \). Here \( c = (c_1, \ldots, c_8) \) are the rates of the eight reactions, \( h \) is known as the hazard function which is a measure of the propensity of the reactions to occur and is given by \( h(X_t, c) = (c_1X_{t,1}X_{t,2}, c_2(K - X_{t,1}), c_3X_{t,1}, c_4X_{t,3}, c_5X_{t,4}(X_{t,4} - 1)/2, c_6X_{t,2}, c_7X_{t,3}) \).
Figure 6: Comparison of our proposed noisy MCMC algorithm and the correlated pseudo-marginal method of [DDPK15] for the state-space model (9); the left panel displays the computational inefficiency of the correlated pseudo-marginal algorithm divided by the computational inefficiency of our proposed noisy MCMC algorithm, while the middle and the right panels display kernel density estimates for the values obtained from our proposed noisy MCMC algorithm and from the correlated pseudo-marginal method.

c_8 X_{t,s}, K is a constant which comes from a conservation law in the model, and S is known as the stoichiometry matrix and is given by

\[ S = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 & -2 & 2 & 0 \\
-1 & 1 & 0 & 0 & 1 & -1 & 0 \\
-1 & 1 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}. \]

Observations are available at every unit of time and are distributed as \( Y_t = (0, 1, 2, 0)X_t + \varepsilon_t, \) where \( \varepsilon_t \sim N(0, \sigma^2) \), \( t = 1, \ldots, T \). We consider an Euler-Maruyama discretization of the process (11),

\[ X_{t+\delta_t} = X_t + \alpha(X_t, c)\delta_t + W_t, \quad X_0 = x_0, \]

where \( W_t \sim N(0, \delta_t \beta(X_t, c)) \) is a four-dimensional Gaussian random variable with mean \( 0_4 \) and covariance matrix \( \delta_t \beta(X_t, c) \). We refer the reader to [Gil07, EL14] for a more complete description of stochastic chemical kinetic models.

The initial value of the process is chosen to be \( x_0 = (8, 8, 8, 5) \), the true reaction rates to be \( c_\lambda = (0.1, 0.7, 0.35, 0.35, 0.2, 0.1, 0.9, 0.3, 0.1) \), the Euler-Maruyama discretization to be \( \delta_t = 1/10 \), the time horizon to be \( T = 100 \) and the variance of the noise term to be \( \sigma^2 = 10 \). For our experiments, we fix \( c_3, \ldots, c_8 \) at their true values and consider the delta log-likelihood

\[ D(\gamma) = \ell([1 + \gamma]c_{1,*}, [1 + \gamma]c_{2,*}, c_{3,*}, \ldots, c_{8,*}) - \ell([1 - \gamma]c_{1,*}, [1 - \gamma]c_{2,*}, c_{3,*}, \ldots, c_{8,*}) \]

for \( \gamma \in (10^{-2}, 5 \times 10^{-2}) \). In the simulations, re-sampling events are triggered when the effective sample size on either of the trajectories falls below \( N/2 \), where \( N \) is the total number of particles. We again compare the relative efficiencies of the maximal coupling and our proposed algorithm with regularization parameter \( \lambda \) fixed at \( \lambda = 50 \). Figure 7 shows that our proposed algorithm performs up to three orders of magnitude better than maximal coupling.

5 Conclusion

The standard approach to couple two particle filters is to drive the particles with the same noise process; in practice, this is done by setting the so-called “random seed” to the same value before running each one of
the particle filters. We demonstrate in this text that a careful coupled re-sampling step is crucial, when coupling two particle filter trajectories, to obtain good performances. While algorithms based on the maximal coupling approach can sometimes enjoy improved performances, we argue in this text that more advanced coupling methods based on ideas extracted from the optimal transportation literature can yield algorithms that are orders of magnitude more efficient. Importantly, we have described how to reduce the cost of standard optimal transportation algorithms by leveraging fast algorithms for finding nearest neighbours in populations of particles. As a final note, we mention that, while it was not something we observed in our experiments, if the two set of particles have vastly different ranges, then directly using a KD-tree to find nearest neighbours may not work well. In this case, the creation of an alternative metric and using it to pre-process the particles could be beneficial. For instance, the Mahalanobis distance [Mah36] could be used, which can be obtained in $O(Nd^3)$, where $N$ is the number of particles used and $d$ is the dimension of the state-space. Since we do not consider high-dimensional examples, this will not prove to be a computational bottleneck.

Acknowledgements: we would like to thank two anonymous reviewers for their constructive comments. Ajay Jasra was funded by AcRF tier 1 grant R-155-000-156-112. Alexandre Thiery was funded by AcRF grant R-155-000-150-133.

References

[ADH10] Christophe Andrieu, Arnaud Doucet, and Roman Holenstein. Particle markov chain monte carlo methods. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 72(3):269–342, 2010.

[AFEB16] Pierre Alquier, Nial Friel, Richard Everitt, and Aidan Boland. Noisy monte carlo: Convergence of markov chains with approximate transition kernels. Statistics and Computing, 26(1-2):29–47, 2016.

[AR09] Christophe Andrieu and Gareth O Roberts. The pseudo-marginal approach for efficient monte carlo computations. The Annals of Statistics, pages 697–725, 2009.

[AV14] Christophe Andrieu and Matti Vihola. Establishing some order amongst exact approximations of mcmcs. arXiv preprint arXiv:1404.6909, 2014.
[AV+15] Christophe Andrieu, Matti Vihola, et al. Convergence properties of pseudo-marginal markov chain monte carlo algorithms. The Annals of Applied Probability, 25(2):1030–1077, 2015.

[BJL+15] Alexandros Beskos, Ajay Jasra, Kody Law, Raul Tempone, and Yan Zhou. Multilevel sequential monte carlo samplers. arXiv preprint arXiv:1503.07259, 2015.

[CMR09] Olivier Cappé, Eric Moulines, and Tobias Rydén. Inference in hidden markov models, 2009.

[CS+15] Nicolas Chopin, Sumeetpal S Singh, et al. On particle gibbs sampling. Bernoulli, 21(3):1855–1883, 2015.

[Cut13] Marco Cuturi. Sinkhorn distances: Lightspeed computation of optimal transport. In Advances in Neural Information Processing Systems, pages 2292–2300, 2013.

[Dan98] George Bernard Dantzig. Linear programming and extensions. Princeton university press, 1998.

[DDPK15] George Deligiannidis, Arnaud Doucet, Michael K Pitt, and Robert Kohn. The correlated pseudo-marginal method. arXiv preprint arXiv:1511.04992, 2015.

[DJ09] Arnaud Doucet and Adam M Johansen. A tutorial on particle filtering and smoothing: Fifteen years later. Handbook of Nonlinear Filtering, 12(656-704):3, 2009.

[DK12] James Durbin and Siem Jan Koopman. Time series analysis by state space methods. Number 38. Oxford University Press, 2012.

[DMJLZ16] Pierre Del Moral, Ajay Jasra, Kody Law, and Yan Zhou. Multilevel sequential monte carlo samplers for normalizing constants. arXiv preprint arXiv:1603.01136, 2016.

[DPDK15] Arnaud Doucet, MK Pitt, George Deligiannidis, and Robert Kohn. Efficient implementation of markov chain monte carlo when using an unbiased likelihood estimator. Biometrika, 102(2):295–313, 2015.

[DS40] W Edwards Deming and Frederick F Stephan. On a least squares adjustment of a sampled frequency table when the expected marginal totals are known. The Annals of Mathematical Statistics, 11(4):427–444, 1940.

[ÉL14] Péter Érdi and Gábor Lente. Stochastic chemical kinetics. Theory and (Mostly) Systems Biological Applications, 2014.

[FBF77] Jerome H Friedman, Jon Louis Bentley, and Raphael Ari Finkel. An algorithm for finding best matches in logarithmic expected time. ACM Transactions on Mathematical Software (TOMS), 3(3):209–226, 1977.

[FK15] Brandon Franzke and Bart Kosko. Using noise to speed up markov chain monte carlo estimation. Procedia Computer Science, 53:113–120, 2015.

[FPPA14] Sira Ferradans, Nicolas Papadakis, Gabriel Peyré, and Jean-François Aujol. Regularized discrete optimal transport. SIAM Journal on Imaging Sciences, 7(3):1853–1882, 2014.

[GCR16] Alastair Gregory, CJ Cotter, and Sebastian Reich. Multilevel ensemble transform particle filtering. SIAM Journal on Scientific Computing, 38(3):A1317–A1338, 2016.

[Gey92] Charles J Geyer. Practical markov chain monte carlo. Statistical Science, pages 473–483, 1992.

[Gil07] Daniel T Gillespie. Stochastic simulation of chemical kinetics. Annu. Rev. Phys. Chem., 58:35–55, 2007.

[Gil08] Michael B Giles. Multilevel monte carlo path simulation. Operations Research, 56(3):607–617, 2008.
Bilegsaikhan Naidan, Leonid Boytsov, and Eric Nyberg. Permutation search methods are efficient, yet faster search is possible. *Proceedings of the VLDB Endowment*, 8(12):1618–1629, 2015.

Christopher Nemeth, Paul Fearnhead, and Lyudmila Mihaylova. Sequential monte carlo methods for state and parameter estimation in abruptly changing environments. *IEEE Transactions on Signal Processing*, 62(5):1245–1255, 2014.

Ken B Newman, Carmen Fernández, Len Thomas, and Stephen T Buckland. Monte carlo inference for state–space models of wild animal populations. *Biometrics*, 65(2):572–583, 2009.

Philip D O’Neill, David J Balding, Niels G Becker, Mervi Eerola, and Denis Mollison. Analyses of infectious disease data from household outbreaks by markov chain monte carlo methods. *Journal of the Royal Statistical Society: Series C (Applied Statistics)*, 49(4):517–542, 2000.

George Poiadjis, Arnaud Doucet, and Sumeetpal S Singh. Particle approximations of the score and observed information matrix in state space models with application to parameter estimation. *Biometrika*, 98(1):65–80, 2011.

F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duchesnay. Scikit-learn: Machine learning in Python. *Journal of Machine Learning Research*, 12:2825–2830, 2011.

Ofir Pele and Michael Werman. Fast and robust earth mover’s distances. In *Computer vision, 2009 IEEE 12th international conference on*, pages 460–467. IEEE, 2009.

Sebastian Reich. A guided sequential monte carlo method for the assimilation of data into stochastic dynamical systems. In *Recent Trends in Dynamical Systems*, pages 205–220. Springer, 2013.

Sebastian Reich. A nonparametric ensemble transform method for bayesian inference. *SIAM Journal on Scientific Computing*, 35(4):A2013–A2024, 2013.

Sheldon M Ross and Erol A Peköz. *A second course in probability*. www.ProbabilityBookstore.com, 2007.

Malcolm Slaney and Michael Casey. Locality-sensitive hashing for finding nearest neighbors [lecture notes]. *IEEE Signal Processing Magazine*, 25(2):128–131, 2008.

Bernhard Schmitzer. A sparse multi-scale algorithm for dense optimal transport. *arXiv preprint arXiv:1510.05466*, 2015.

S Sutharsan, T Kirubarajan, Tom Lang, and Mike McDonald. An optimization-based parallel particle filter for multitarget tracking. *IEEE Transactions on Aerospace and Electronic Systems*, 48(2):1601–1618, 2012.

George W Soules. The rate of convergence of sinkhorn balancing. *Linear algebra and its applications*, 150:3–40, 1991.

Chris Sherlock, Alexandre H Thiery, Gareth O Roberts, Jeffrey S Rosenthal, et al. On the efficiency of pseudo-marginal random walk metropolis algorithms. *The Annals of Statistics*, 43(1):238–275, 2015.

Raúl Toral, Claudio R Mirasso, Emilio Hernández-Garcia, and Oreste Piro. Analytical and numerical studies of noise-induced synchronization of chaotic systems. *Chaos: An Interdisciplinary Journal of Nonlinear Science*, 11(3):665–673, 2001.
Giulio Trigila and Esteban G Tabak. Data-driven optimal transport. Communications on Pure and Applied Mathematics, 2015.

Ingo Wald and Vlastimil Havran. On building fast kd-trees for ray tracing, and on doing that in o (n log n). In Interactive Ray Tracing 2006, IEEE Symposium on, pages 61–69. IEEE, 2006.

Simon N Wood. Statistical inference for noisy nonlinear ecological dynamic systems. Nature, 466(7310):1102–1104, 2010.

Zhao Wei, Tao Tao, Ding ZhuoShu, and Enrico Zio. A dynamic particle filter-support vector regression method for reliability prediction. Reliability Engineering & System Safety, 119:109–116, 2013.

Shen Yin and Xiangping Zhu. Intelligent particle filter and its application to fault detection of nonlinear system. IEEE Transactions on Industrial Electronics, 62(6):3852–3861, 2015.

Changsong Zhou and Jürgen Kurths. Noise-induced phase synchronization and synchronization transitions in chaotic oscillators. Physical review letters, 88(23):230602, 2002.