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Abstract

Many-body localisation in disordered systems in one spatial dimension is typically understood in terms of the existence of an extensive number of (quasi)-local integrals of motion (LIOMs) which are thought to decay exponentially with distance and interact only weakly with one another. By contrast, little is known about the form of the integrals of motion in disorder-free systems which exhibit localisation. Here, we explicitly compute the LIOMs for disorder-free localised systems, focusing on the case of a linearly increasing potential. We show that while in the absence of interactions, the LIOMs decay faster than exponentially, the addition of interactions leads to the formation of a spatially extended plateau. We study how varying the linear slope affects the localisation properties of the LIOMs, finding that there is a significant finite-size dependence, and present evidence that adding a weak harmonic potential does not result in typical many-body localisation phenomenology. By contrast, the addition of disorder has a qualitatively different effect, dramatically modifying the properties of the LIOMs. Based on this, we speculate that disorder-free localisation is unlikely to be stable at long times and for large systems.
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1 Introduction

It is by now well-established that the presence of random disorder in a low-dimensional quantum mechanical system can lead to localisation. Such notions of localisation are accompanied by the absence of effective thermalization via Hamiltonian out-of-equilibrium dynamics [1, 2]. Disorder-induced localisation was first discovered in non-interacting systems [3], in a phenomenon now known as Anderson localisation. In recent years, this framework has been extended to include systems with many-body interactions, leading to the celebrated phenomenon of many-body localisation (MBL) [4–12].

Many-body localised systems exhibit a variety of characteristic and unusual properties, such as a logarithmic growth of entanglement entropy with time [13–15] or of other correlation measures [16], or a persistent density imbalance, a phenomenon that has been observed in experiments [17]. Such systems are characterised by the existence of an extensive number of (quasi-) local integrals of motion (LIOMs, also known as 'localised bits' or l-bits) which decay exponentially in real space, preventing transport but still facilitating the slow growth of entanglement even for highly excited states [18–21]. While there is strong evidence that many-body localisation is a stable phase of matter [22], recently the claim that such localisation is truly stable in the thermodynamic limit has been called into question [23–30]. This is a question that will ultimately be difficult to decide; it has been suggested that establishing any genuine properties of the MBL phase transition is likely to be extremely challenging for current numerical techniques [31].

The study of so-called Wannier-Stark localisation in translationally invariant free-electron systems has a long history [32] and has recently been investigated in solid state physics [33–35].
the context of many-body systems, the question of whether disorder-free many-body systems can exhibit genuine localisation phenomena was already studied as far back as 2015 \cite{36}, but came to prominence with a pair of simultaneous works published in 2019 \cite{37,38}. Ref. \cite{37} has shown that a disorder-free system with a linear potential exhibits a localised phase which is smoothly connected to the well-studied conventional MBL phase in a disordered model, while Ref. \cite{38} has demonstrated that while the disorder-free system with a purely linear potential did not exhibit typical MBL properties, the additional of a weak quadratic confining potential leads to an entanglement growth which is consistent with conventional MBL. These observations have sparked widespread interest in localisation and related phenomena such as time crystals in disorder-free systems \cite{39–43}.

Motivated by this growing interest, in this work, we examine the localisation properties of disorder-free systems in one dimension through the lens of their local integrals of motion. We will examine the localisation properties of these LIOMs using several different measures. We note for completeness that disorder-free localisation has recently been studied in the context of lattice gauge theories \cite{44–50}, where the conserved charges of the theory give rise to an effective disorder, however, this is not the form of disorder-free localisation which we consider in this work. We also wish to emphasise at the outset that this work studies the properties of individual LIOMs, in contrast to other work on disorder-free localisation which typically focuses on non-equilibrium dynamics. The relaxation dynamics of an arbitrary far-from-equilibrium state is governed not only by the spatial extent of the LIOMs, but also their overlap with one another, a crucial point which we shall return to later.

The structure of this work is as follows. In Section 2, we will introduce the model that we will be working with, and the different choices of potential that we study in this work. In Section 3, we will detail how the LIOMs are computed using the tensor flow equation (TFE) method \cite{51}; they introduce an alternative measure to probe how quasi-local the unitary transform used to diagonalise the Hamiltonian really is. In Section 4, we will present numerical results obtained using the TFE method, before concluding in Section 5 by discussing our results in the context of other contemporary work.

## 2 Model

We start from the Hamiltonian

\[
\mathcal{H} = \sum_i h_i n_i + J \sum_i (c_i^\dagger c_{i+1} + \text{H.c.}) + \Delta_0 \sum_i n_i n_{i+1},
\]

which describes a one-dimensional chain of spinless fermions with open boundary conditions, where \( h_i \) is the varying on-site potential, \( J \) is the nearest-neighbour hopping and \( \Delta_0 \) is the nearest-neighbour interaction strength. In all of the following, we shall set \( J = 1 \) as the unit of energy. This model is equivalent to the XXZ spin chain via a Jordan-Wigner transform, however, fermionic algebra is much more suitable\footnote{This is because the method involves computing nested commutators, and the (anti)commutator of two fermions is simply a number, while the commutator of two spin operators is another operator. Fermionic algebra therefore dramatically reduces the number of terms that arise during the calculation, simplifying it considerably.} for the method we will introduce in Section 3. We will examine three different choices of potential, detailed below.
2.1 Linear potential

The first potential we will look at is the purely linear potential, where $h_i = F i$ and $F$ measures the tilt of the lattice. We first review the known behaviour of the model with $\Delta_0 = 0$. As detailed in Ref. [37], this model is Wannier-Stark localised for all $F \neq 0$, and can be diagonalised by the transform

$$b_m = \sum_j J_{j-m}(2J/F)c_j,$$

where $J_n$ is a Bessel function of the first kind. This leads to a diagonal Hamiltonian

$$\tilde{H} = -\sum_m F c^\dagger_m b_m.$$

As the Bessel functions $x \rightarrow J_n(x)$ decay faster than exponential ($|J_n| < e^{-|n|}$ for $x \ll n$), this non-interacting system is Wannier-Stark localised for all values of $F \neq 0$. It is interesting to note that this mechanism is quite different from the case of Anderson localisation, and by means of a gauge transform the linear potential can be mapped onto a time-dependent vector potential rather than an on-site field.

The (local) integrals of motion of this non-interacting system are given by $\tilde{n}_i = b^\dagger_i b_i$ and can be expressed in the microscopic basis using the transform specified above

$$\tilde{n}_i = b^\dagger_i b_i = \sum_{j,k} J_{j-i}(2J/F)J_{k-i}(2J/F)c^\dagger_j c_k,$$

$$\equiv \sum_j \alpha_{j}^{(i)} c^\dagger_j c_j + \sum_{j \neq k} \beta_{j,k}^{(i)} c^\dagger_j c_k,$$

where we denote the diagonal terms $\alpha_{j}^{(i)}$ and the off-diagonal terms $\beta_{j,k}^{(i)}$, a notation which we shall use throughout. The diagonal terms for a local integral of motion prepared on the central site of a one-dimensional chain are shown in Fig. 1, where it is clearly visible that they decay with distance in a faster-than-exponential manner. It is also interesting to note that close to the centre site where the $l$-bit is located, the diagonal coefficients $\alpha_{j}^{(i)}$ exhibit an unusual oscillatory behaviour that even in a small system enables them to be clearly distinguished from the exponentially localised l-bits expected in an Anderson localised system. It is likely that this form should be experimentally measurable using techniques that have already been applied to investigate Anderson localisation in ultra-cold atomic gases [52], although to date this has not (to our knowledge) been attempted.

For non-zero values of $\Delta_0$, this model was first studied in Refs. [37, 38] and found to remain localised above a critical field strength $F_c$, albeit with a faster than logarithmic growth of the entanglement entropy due to the existence of a large number of many-body degeneracies in the energy spectrum which stem from the perfect translational invariance of this model. To obtain more conventional MBL-like growth of the entanglement entropy in time, it is necessary to lift these degeneracies, either through the addition of weak randomness or by adding some curvature to the potential.

2.2 Curved potential

In order to lift the many-body degeneracies which occur in a system with a purely linear potential, we follow an approach similar to Ref. [38] and modify the on-site potential to include some weak
Figure 1: The real-space decay of a local integral of motion centred in the middle of a one-dimensional non-interacting system of length $L = 64$ with a linearly increasing potential of slope $F$, and hopping $J = 1$. The integrals of motion are given by Bessel functions of the first kind, as shown in Eq. (4), resulting in a faster-than-exponential decay in real space and a highly non-trivial oscillatory structure close to the centre of the $l$-bit.

curvature of the form

$$h_i = F i + \alpha \left( \frac{i}{L} \right)^2,$$

where $L$ is the system size and $\alpha$ represents the strength of the curvature. For small values of $\alpha$, the system breaks translation invariance only weakly, and so the main effect of the curvature is to lift the degeneracies and stabilise localisation, as we briefly demonstrate in Appendix B. Note that due to the factor of $1/L^2$, this curvature vanishes in the thermodynamic limit. This is required in order to prevent the curvature dominating over the linear slope for large systems, but has the effect of making it difficult to extract a well-defined behaviour in the thermodynamic limit (insofar as this limit exists at all for systems with linearly increasing potentials). An alternative form of curved potential without this factor is briefly studied in Appendix C for completeness. It has recently been argued that conventional many-body localisation in a random potential in two dimensions can be stabilised by superimposing a weakly curved potential [53], due to the curvature making it difficult for long-range resonances to arise and limiting their effectiveness at delocalising the system. It is therefore of significant interest to understand the role of weakly curved confining potentials in stabilising localised systems.

2.3 Weakly disordered potential

We also consider a linear potential with (weak) disorder superimposed on top of it, in order to investigate the effect of randomness on Wannier-Stark localisation and search for a crossover to conventional MBL-like behaviour, i.e., quantities which are exponentially localised, in contrast to the Bessel-function-like localisation of Eq. (4). We will use a potential of the form

$$h_i = F i + \epsilon_i,$$

with the randomly chosen variable $\epsilon_i \in [-d, d]$. A potential of this form has been considered in Ref. [37], who have shown that the Wannier-Stark many-body localised phase appears to be
smoothly connected to the conventional disordered MBL phase, however, there is as yet no understanding of how the LIOMs behave in the presence of both a linear potential and additional random disorder. The addition of disorder is highly non-trivial, and will not necessarily strengthen localisation (as it may potentially introduce rare resonant regions), and will lead to a competition between Bessel-function-like Wannier-Stark localisation and exponentially-decaying (many-body) Anderson localisation.

2.4 The role of degeneracies

In selecting the above potentials, we have only briefly mentioned the role of degeneracies in the spectrum. Let us now elaborate on their importance. An interesting phenomenon that has emerged from previous research on disorder-free many-body localisation is the crucial role that degenerate states play in the localisation of the system. While a simple linear slope exhibits some signs of localisation, such as persistent imbalance and Poisson level statistics \[37\], other signs of localisation are absent. Notably, the entanglement entropy quickly saturates as opposed to showing the slow logarithmic growth typical of disordered many-body localised systems \[38,54\].

A natural question to ask is then whether adding curvature to a linearly growing potential is sufficient to fully replicate the physics of a disordered potential, and one crucial aspect is the appearance of degeneracies in these two cases.

Analytical treatments of many-body localisation \[22,55\] often regard the interacting and off-diagonal parts of the Hamiltonian as a perturbation of the classical diagonal part. If the latter has a well behaved state separation, perturbation theory can converge and the eigenstates of the many-body Hamiltonian are given by perturbed versions of the (perfectly localised) eigenstates of its diagonal part. In contrast if there are exactly degenerate states, or if many states are resonant – approximately degenerate – then perturbation theory cannot converge, which is a symptom of the fact that the many-body eigenstates are radically different from those of the diagonal part. In a sufficiently strongly disordered potential the probability of finding two exactly degenerate states is zero, and while the energies can be arbitrarily close to each other with non vanishing probability, these resonant states can be rare enough as not to cause thermalization.

The linear potential has no degeneracies between states separated by a single hop, as such states have an energy difference of at least \(F\). These states are directly coupled by the off-diagonal potential at first order in perturbation theory. Nevertheless, states separated by multiple hops can still be degenerate. For example, the state vectors \(|0,1,0,1,0,1,0\rangle\) and \(|1,0,0,1,0,0,1\rangle\) are separated by two hops and have exactly the same energy, hence they cannot be eliminated in second order perturbation theory. As a matter of fact, the number of degenerate states must scale exponentially in the system size, since the number of possible many-body eigenvalues the potential can give rise to is only linear in the system size, while the number of possible states is exponential. It is then expected that the pure linear potential cannot reproduce the full physics of disordered potentials, as the proliferation of degeneracies with increasing system size renders it impossible for perturbative approaches to converge. This in turn suggests that the many-body eigenstates should not behave like the (localised) single-particle eigenstates, although this problem may be avoided for small enough systems that the degeneracies are sufficiently rare.

The rationale behind adding curvature (cf. Ref. [38]) is then to remove these higher order exact degeneracies. Many degeneracies are indeed removed, but by the same argument as above we can say that the number of possible values that the curved potential can take is at most quadratic in the system size – the possible values are of the form \(Fa + \alpha / L^2 b\), with \(a < N\), \(b < N^2\) – hence there must still be exponentially many exactly degenerate states. By this heuristic, it is reasonable to suggest
that while for a given system size the curved potential might display more signs of localisation than
the purely linear slope – a symptom of being able to perturbatively remove higher order couplings
– it also cannot reproduce the full physics of disordered potentials for infinite times and system
sizes. This argument can be extended \textit{ad infinitum} by adding further non-linear terms in order to
lift all degeneracies at a given system size, but ultimately the exponential number of states must
always be shared between a polynomial number of possible energy eigenvalues, meaning that for
a sufficiently large system there will always be enough degeneracies that perturbative approaches
will fail to converge, suggestive of delocalisation. This stands in dramatic contrast with the case
of random disorder.

3 Method

Computing the local integrals of motion is equivalent to diagonalising the Hamiltonian. In this
work we perform the diagonalisation using the \textit{tensor flow equation} (TFE) method \cite{51}, based on
Głazek-Wegner-Wilson flow methods \cite{56–61} as implemented in the PyFlow package \cite{62}. In this
section we shall briefly summarise the key aspects of the method. We note that there is no unique
prescription for computing the LIOMs of a many-body system, and other complementary methods
exist based around discrete displacement transforms \cite{63,64} and time-averaged observables \cite{20,65,66}. The main advantage of the present method for our purposes is its efficient numerical
implementation on \textit{graphics processing units} (GPUs).

3.1 Diagonalizing the Hamiltonian

We first separate the Hamiltonian into a diagonal part

\begin{equation}
\mathcal{H}_0 = \sum_i h_i n_i + \Delta_0 \sum_i n_i n_{i+1},
\end{equation}

and an off-diagonal part

\begin{equation}
V = J \sum_i (c_i^\dagger c_{i+1} + H.c.).
\end{equation}

The Hamiltonian is diagonalised by the continuous unitary transform

\begin{equation}
\frac{d\mathcal{H}}{dt} = [\eta(l), \mathcal{H}(l)].
\end{equation}

where $\eta(l) = [\mathcal{H}_0(l), V(l)]$ is the so-called \textit{Wegner generator} \cite{67,68}. This form of generator works
using the principle of energy scale separation, first eliminating off-diagonal terms which couple
significantly different energy sectors of the Hamiltonian before successively eliminating lower
and lower energy degrees of freedom, at the cost of generating new terms (both diagonal and
off-diagonal) at intermediate flow times, which must be kept track of throughout the procedure.
This method has a long history \cite{56–61} as well as a sound mathematical underpinning and con-
vergence guarantees \cite{68,69}. Various different implementations of the method have been used
to study many-body localisation extensively in recent years in both time-independent \cite{51,70–75}
and time-dependent \cite{76–79} settings. It is also closely related to the method of discrete displace-
ment transforms \cite{63,64} and related to the \textit{time-dependent variational principle} \cite{80}. In fact,
again closely related to that approach, explicit flow equation methods have been applied to tensor network descriptions of quantum many-body systems [81].

In its most recent implementation [51, 62], the Hamiltonian can be written in tensor form and the commutator in Eq. (9) can be recast in terms of tensor contractions, which can be efficiently computed on modern computer hardware using highly optimised linear algebra libraries, eliminating the need to analytically determine the flow equations, therefore bypassing one of the most cumbersome aspects of flow equation techniques. In this work, we run our simulations on graphics processing units (GPUs), which are highly optimised for massively parallel linear algebra operations. We numerically integrate the flow equation until all off-diagonal terms present in the initial Hamiltonian have decayed to less than a fraction $\varepsilon = 10^{-6}$ of their original value, or the maximum flow time of $l = 25$ is reached. We store up to $q = 7500$ steps for the smallest system sizes and $q = 3500$ steps for the largest system sizes, with the steps spaced logarithmically in flow time. Detailed convergence and error measures are shown in Appendix A.

It is worth emphasising that the principle of separation of energy scales which underpins this method has serious consequences in systems with exact degeneracies. The transform cannot remove off-diagonal couplings which connect degenerate states, and while the linear potential does not have single-particle degeneracies, it can have many-body degeneracies, as discussed in Sec. 2.4. We can thus anticipate that there may be regimes where this transform fails to remove all off-diagonal couplings. The existence of such off-diagonal couplings which connect different degenerate states signifies that fermions are able to move freely throughout the lattice, implying delocalisation. We shall refer to these as ‘resonant terms’.

For a non-interacting system, this transform can be performed exactly and – up to potential remnant resonant terms – gives us a (quadratic) diagonal Hamiltonian in the $l \to \infty$ limit. For an interacting system, this transform will generate successively higher order terms and the final Hamiltonian will be given by

$$\tilde{H} = \sum_i \tilde{n}_i \tilde{h}_i + \frac{1}{2} \sum_{i,j} \tilde{\Delta}_{ij} \tilde{n}_i \tilde{n}_j + \sum_{i,j,k} \tilde{\xi}_{i,j,k} \tilde{n}_i \tilde{n}_j \tilde{n}_k + \ldots,$$

where the tilde notation signifies that quantities are written in the diagonal ($l \to \infty$) basis. In general we will neglect all terms of 3rd order and more, i.e., we keep the 2-body $\Delta_{ij} \tilde{n}_i \tilde{n}_j$ terms but neglect the 3-body and higher terms, in order to keep the computation tractable. The source term which generates the 3-body interaction scales at most like $\sim J \Delta_0^2$ [51], so for weak interactions with $\Delta_0 \ll 1$, the 3-body terms are typically negligible. The exception to this is if the system is delocalised due to the interactions, in which case these neglected higher-order terms become relevant during the flow procedure and the transform may deviate significantly from unitarity, resulting in divergent terms and a loss of accuracy, similar in spirit to a divergent renormalisation group flow towards a strong coupling fixed point. The essential idea is that the unitary transform can add – as well as remove – resonant off-diagonal terms during the flow, and if these terms are added faster than they can be removed, the method will fail to converge. The breakdown of the method can then be associated with proximity to a delocalisation transition and the proliferation of resonances. We can already anticipate that for a fixed interaction strength, this method should break down below some critical field strength $F_c$, where the system becomes delocalised. This can be made more precise through a self-consistent error estimation method shown in Appendix A.
3.2 Obtaining local integrals of motion (LIOMs)

The Hamiltonian in Eq. (10) is diagonal in terms of the operators \( \tilde{n}_i \), which we shall call (quasi)-local integrals of motion (LIOMs), anticipating that this system will display signatures of localised behaviour. One way we can gain insight as to the nature of the phase is to examine the real-space support of these objects, which we can compute by transforming them from the diagonal \((l \rightarrow \infty)\) basis back into the initial real-space basis \((l = 0)\). In order to do this, we store the flow of the generator \( \eta(l) \) which diagonalises the Hamiltonian, and then we can apply the same series of infinitesimal transforms in reverse to move from the diagonal basis back into the microscopic basis. The flow equation for a LIOM operator \( \tilde{n}_i \) is given by

\[
\frac{d\tilde{n}_i}{dl} = [\eta(l), \tilde{n}_i(l)],
\]

The end result of this will be the LIOM operator \( \tilde{n}_i \) located on site \( i \) expressed in terms of the original microscopic fermionic operators \( n_j \),

\[
\tilde{n}_i = \sum_j \alpha_j^{(i)} n_j + \sum_{j,k} \beta_{j,k}^{(i)} c_j^+ c_k + \sum_{j,k} \gamma_{j,k}^{(i)} n_j n_k + \sum_{j,k,p,q} \zeta_{j,k,p,q}^{(i)} c_j^+ c_k c_p c_q + \ldots
\]

where the superscripts \((i)\) denote that the original LIOM has been centred around lattice site \( i \). This has a similar form to Eq. (4), but now with additional higher-order terms due to the interactions present in the Hamiltonian. In the absence of interactions, only the \( \alpha \) and \( \beta \) coefficients are non-zero and the LIOMs can be calculated exactly. On the other hand, for an interacting system this equation does not close and we have to make a suitable truncation. This truncation must be consistent with the truncation made for the Hamiltonian, e.g., if we neglect all terms of a given order in in the flow of the Hamiltonian, we cannot consistently include these terms in the flow of the number operator.

We will be interested in the behaviour of the coefficients \( \alpha_j^{(i)} \), \( \beta_{j,k}^{(i)} \), \( \gamma_{j,k}^{(i)} \) and \( \zeta_{j,k,p,q}^{(i)} \). In the following we will look at their norm and real-space support. In all of the following, we shall compute only a single LIOM located on the central site of the one-dimensional chains that we consider, in order to avoid boundary effects.

3.3 Operator spreading in flow time

Another way to get a measure of the locality of the system is to apply the unitary operator which diagonalises the Hamiltonian to an operator which is local in the original basis, e.g., an on-site number operator. We can again do this by applying the unitary transform used to diagonalise the Hamiltonian to the desired operator in order to transform it into the diagonal basis. This procedure does not require storing the full unitary transform, as it can be performed on-the-fly simultaneously with the diagonalisation process. The flow equation for the operator \( n_i \) is given by

\[
\frac{dn_i}{dl} = [\eta(l), n_i(l)].
\]

The end result of this will be an initially local operator \( n_i \) located on site \( i \) expressed in terms of the LIOMs \( \tilde{n}_j \). We denote this operator by \( n_i(l \rightarrow \infty) = n_i^* \) to signify that it is the microscopic number operator expanded in terms of operators from the diagonal basis, and it takes the form

\[
n_i^* = \sum_j \alpha_j^{(i)} \tilde{n}_j + \sum_{j,k} \beta_{j,k}^{(i)} c_j^+ c_k + \sum_{j,k} \gamma_{j,k}^{(i)} \tilde{n}_j \tilde{n}_k + \sum_{j,k,p,q} \zeta_{j,k,p,q}^{(i)} c_j^+ c_k c_p c_q + \ldots
\]
This has essentially the same structure as Eq. (12), but the role of the number operator and LIOMs is reversed - note the interchange of the operators $n_i$ and $\tilde{n}_i$. This operator, which from now on we will call a \textit{transformed number operator}, is not an integral of motion, nevertheless we expect that it shares many of the properties of the LIOMs. If the local integrals of motion are obtained by evolving the number operators backwards using the unitary $U$ which diagonalizes the Hamiltonian, i.e., $\tilde{n}_i = U^\dagger n_i U$, then the transformed number operators are obtained by performing the same evolution, but forward, i.e., $n_i^* = U n_i U^\dagger$. It is then reasonable to suggest that $n_i^*$ should have similar locality properties as $\tilde{n}_i$. More precisely, a way of encoding the property that $U$ maps local number operators to quasi-local operators – the LIOMs – is that $U$ should satisfy a property akin to a Lieb-Robinson bound. That is, given two observables $A$ and $B$ supported on regions separated by a distance $r$, we need to have $||[U^\dagger A U, B]||_\infty \leq C e^{-r/\xi}$, for some characteristic length $\xi$ and a constant $C$. This is a comparably weak definition of quasi-locality\footnote{Compare also the discussion in Ref. [65].}, but it should be expected that it holds for many-body localised systems. Then it is true that the inverse evolution also satisfies the same, since

$$||[U A U^\dagger, B]||_\infty = ||[A, U^\dagger B U]||_\infty \leq C e^{-r/\xi}. \tag{15}$$

We thus expect that many commonly used locality probes will yield the same results for $n_i^*$ as they do for $\tilde{n}_i$. This is convenient as it is much less costly to compute: It does not require inverting the transform, which necessitates storing the full unitary transform at each flow time step. This also means that the accuracy of the final result is not limited by the resolution at which we store the unitary transform. A recent analytical study of operator spreading using flow methods can be found in Ref. [69].

One of the aims of this work is to show that these operators are easier to compute and exhibit qualitatively similar behaviour to the LIOMs, making them ideal candidates for future studies of localisation in more computationally difficult scenarios, such as higher-dimensional systems or periodically driven models. We shall present numerical results to this substantiate this claim in Sec. 4.

### 3.4 LIOM weight measure

To investigate signs of a possible delocalisation transition using the LIOMs alone, we use the method developed in Refs. [51, 66] to estimate the transition point from the LIOMs. We define

$$f_2 := \frac{1}{||n||} \left( \sum_j |a_j^{(i)}|^2 + \sum_{j,k} |\beta_{j,k}^{(i)}|^2 \right),$$

$$f_4 := \frac{1}{||n||} \left( \sum_{j,k} |\gamma_{j,k}^{(i)}|^2 + \sum_{j,k,p,q} |\varsigma_{j,k,p,q}^{(i)}|^2 \right), \tag{17}$$

where $||n|| := \sum_j |a_j^{(i)}|^2 + \sum_{j,k} |\beta_{j,k}^{(i)}|^2$. In other words, the quantities $f_2$ and $f_4$ represent the fraction of the total weight of the operator contained by the quadratic and quartic components respectively. In a strongly localised system with low entanglement, we would expect to see $f_2 \gg f_4$. On approach to the delocalised phase, the interacting terms become relevant and we would expect to see $f_4 \gg f_2$ as the highly entangled nature of the system requires the LIOMs to take on a highly non-trivial structure incorporating many-body interactions. (Note that we shall also define the ratios $\bar{f}_2$ and $\bar{f}_4$, which are the same measures but for the transformed
number operator rather than the LIOM - as before, the tilde represents quantities computed in the diagonal basis.)

It is important to note that these measures are somewhat heuristic in nature, and in particular that the limit of \( f_4 = 1 \) is unphysical. The TFE method breaks down in the delocalised phase, as discussed in Sec. 3.1, and this results in the quartic components of the LIOM diverging. As the \( f_n \) ratios are normalised, in this case we obtain \( f_4 = 1 \) and \( f_2 = 0 \). It must therefore be understood that the case of \( f_4 \gg f_2 \) represents a breakdown of the method which is linked to the proliferation of many-body resonances that cannot be removed by the transform, indicative of a delocalised phase. We also wish to emphasise that in non-interacting systems, regardless of whether the system is localised or not we will always have \( f_2 = 1 \) and \( f_4 = 0 \), therefore care must be taken when interpreting this measure; it cannot simply be taken as a direct measure of how localised the system is, and should be understood as a heuristic only.

### 3.5 Truncated LIOM norm

We can also see the localisation in a measure that combines both the linear and the quadratic part of the LIOM. Let \( O \) be an operator on the lattice with fermionic operator decomposition \( O = \sum_S \alpha_S O_S \), where the sum is over all subsets \( S \) of the lattice and \( O_S \) are sums of products of creation and annihilation operators only acting on \( S \). Define

\[
O|_{r,i} := \sum_{S: d(S,i) \leq r} \alpha_S O_S,
\]

where \( d(S,i) \) is the maximum distance between a site \( i \) and the sites in \( S \). We then define the locality of \( O \) as

\[
L_O(r,i) = 1 - \frac{\|O|_{r,i}\|_F^2}{\|O\|_F^2},
\]

where \( \| \cdot \|_F \) is the Frobenius norm. A visual representation is given in Fig. 2.

This locality measurement reduces to the one proposed in Ref. [65] if the operators \( O_S \) are orthogonal in the Hilbert-Schmidt inner product. Intuitively, if \( O \) is well localised around the site \( i \), restricting it to a certain radius around \( i \) should not significantly change its norm, hence for large \( r \) the quantity \( L_O(r,i) \) should be small. In the following we always assume that \( i = L/2 \) is the central site of the chain and suppress this index for clarity. The Frobenius norm of a LIOM must be \( 2^{N-1} \), but since our method only gives us the linear and quadratic part of the LIOM, the norm of the operator constructed from these can deviate significantly from this value in the delocalised phase, as in this regime the LIOM might have significant weight on higher order terms. Computing this norm is computationally expensive, as it involves building the full LIOM as an exponentially large matrix rather than using the (polynomially large) tensor structure of Eq. (12), so instead of
Figure 3: The diagonal, quadratic part of the $l$-bit ($\alpha_j^{(L/2)}$, blue) and transformed number operator ($\tilde{\alpha}_j^{(L/2)}$, green) located on the central site of a one-dimensional chain, as compared to the exact analytic solution (Eq. (4), crosses). The $l$-bit agrees precisely with the analytical solution, while the transformed number operator exhibits small deviations at the edges of the chain. For clarity, we show the comparison for a single value of the field, $F = 1.0$; other choices of $F$ show similar behaviour.

4 Numerical results

4.1 Linear potential

In this section, we present the numerical results obtained for the different choices of potential discussed in Section 2. In the following, we set the on-site potential to be a purely linear slope, $h_i = Fi$ where $F$ sets the strength of the linear slope and $i$ labels the lattice site. Following Ref. [37], we would expect to see a transition as a function of $F/J$ for fixed interaction strength $\Delta_0 > 0$. A summary of the results are shown in Fig. 5 for $L = 30$.

4.1.1 Non-interacting systems

We first verify the accuracy of our method by diagonalising the non-interacting Hamiltonian numerically using flow equations. As the system is non-interacting, this can be done exactly and we can compare with the known analytical solution for the form of the LIOMs. In Fig. 3, we show the diagonal terms $\alpha_j^{(i)}$ and $\tilde{\alpha}_j^{(i)}$ for the LIOMs and transformed operators respectively, in the case of a purely linear potential. We see that they are almost indistinguishable from each other, except from small deviations at the edge of the system, thus confirming that both operators evolve in very similar ways under the action of the quasi-local unitary transform used to diagonalise the
Hamiltonian. (Note, however, that the off-diagonal terms of the transformed number operator are quantitatively quite different from those of the LIOM, as it does not commute with the Hamiltonian.) Having confirmed that the method works as expected for the non-interacting system, we now move on to the many-body physics.

4.1.2 Interacting system

Now we switch interactions back on, and set $\Delta_0/J = 0.1$ such that any 3-body or higher-order terms in the diagonal Hamiltonian (Eq. (10)) can be considered negligible. The first thing to note is that this method cannot fully diagonalise the many-body Hamiltonian due to the presence of a large number of many-body degeneracies. The transformed Hamiltonian takes the form $\mathcal{H}(l \to \infty) = \tilde{\mathcal{H}} + \sum_{i,j,q} \Gamma^q_{i,j} \tilde{c}^\dagger_{i-q} \tilde{c}^\dagger_{j+q} \tilde{c}_i \tilde{c}_j$, i.e., it contains a multi-particle hopping term which hops one particle ‘up’ the linear slope by $q$ lattice sites, and another one ‘down’ the linear slope by $q$ lattice sites, for a total change in the single-particle energies of $(-Fq + Fq) = 0$. This term couples degenerate states, and as such it cannot be removed by the flow equation method. This term allows for the movement of particles and strongly implies that localisation will not be stable to long times and large system sizes. It does not, however, rule out the existence of a long-lived localised phase that exhibits only very slow transport. We shall still refer to this as the ‘diagonal basis’ as all single-particle off-diagonal terms have been removed, as have all multi-particle off-resonant terms, and as such the remnant off-diagonal terms carry very little weight.

We will now take a look at the behaviour of the LIOM interactions $\Delta_{i,j}$ and the resonant coefficient $\Gamma^q_{i,j}$, shown in Fig. 4. The interactions display an unusual structure that is more complex than the straightforward exponential decay seen in random systems. The LIOMs initially decay faster than exponential (i.e., curved on the semi-log scale of Fig. 4), before crossing over to behaviour consistent with a conventional exponential tail at large distances. By contrast, the LIOM interactions in a disordered system exhibiting conventional MBL decay almost perfectly exponentially with distance [51]. This confirms that the many-body disorder-free scenario also behaves in a distinctly different way than conventional many-body localisation. Furthermore, we can see that the coefficient of the resonant terms $\Gamma^q_{i,j}$ (shown here averaged over $q = \pm 1$; other values of $|q| > 1$ are qualitatively similar, but quantitatively smaller) has a similar form to the LIOM interactions, with a broad plateau for short distances. Although this term is smaller than the LIOM interaction coefficient, its presence implies that resonant multi-particle processes leading to particle transport are present in this system, which likely leads to slow delocalisation on sufficiently long timescales. There is a weak variation as the slope gradient $F$ is increased, which acts to suppress these terms, however, the qualitative form is not strongly modified by a larger gradient.

We now turn to the real-space support of the LIOMs themselves, as shown in Fig. 5a-c). Panel a) shows the quadratic part of a LIOM located on the centre lattice site, for a variety of values of field strength $F$. In the present scheme, we do not implement normal-ordering corrections in the flow equations (see Refs. [61, 82] for further information), and as such the $\alpha_{i,j}^{(i)}$ coefficients are identical to those of the non-interacting system. Panel b) shows the diagonal part of this two-body contribution to the LIOM, which exhibits a clearly non-exponential decay with distance. For small values of $F$, the interacting part of the LIOM shown in Fig. 5b) displays a lengthy plateau that decays only very slowly with distance, before crossing over to a faster exponential-like decay at large distances. This is interesting as it shows that although the quadratic component of the LIOM is always localised (as in the single-particle model), the interaction terms can become highly extended. This suggests that the interaction terms could be responsible for driving a delocalisation transition, or at the very least that one might expect spatially separated LIOMs to have a larger overlap than
in conventional disorder-driven MBL. This is consistent with the faster-than-logarithmic growth of the entanglement entropy that has already been seen numerically [38], which also implies an overlap between LIOMs that is not exponentially small, as in conventional disorder-driven MBL.

At the smallest values of \( F \) note that there is a visible divergence of \( \gamma^{(L/2)}_{j,k} \) at small distances, due to the convergence of the flow becoming slow (as \( F/J \ll 1 \)) and the large number of degeneracies in the many-body spectrum leading to the quartic terms in the LIOM diverging. This suggests that the system cannot be diagonalised in this manner, and may become delocalised at the smallest values of \( F/J \) shown here. We can investigate this more quantitatively through the ratios \( f_2 \) and \( f_4 \), defined previously. Due to the divergence visible in Fig. 5b) for small values of \( F \), the term \( f_4 \), which takes into account the relative weight of the quartic terms in the LIOM, will tend towards one, and \( f_2 \) will vanish. In principle, the crossover from \( f_2 = 1, f_4 = 0 \) to \( f_2 = 0, f_4 = 1 \) can be used to estimate the transition point, although it should be noted that what this measure really probes is the point at which degeneracies in the Hamiltonian lead to diverging terms in the LIOM and the method breaks down. This is likely to be close to the phase transition but care should be taken when interpreting these results. The ratios \( f_n \) are shown in Fig. 5c) for various different system sizes. We see that there is a significant finite-size effect, with the crossover to localised behaviour shifting to smaller and smaller values of the slope \( F \) as the system size is increased. While it is tempting to conclude that this implies localisation is more stable for larger system sizes, this interpretation is not supported by the full data. Rather, it is more likely that this effect simply indicates that these systems are subject to severe finite size effects; for example, in Fig. 5b), we can see that systems of size \( L \leq 24 \) are within the plateau region of the LIOMs, and it is only on larger length scales that the quasi-exponential tails become visible. For systems large enough to resolve this tail, the \( f_n \) ratios appear to converge.

In Fig. 5d-f), we show the same quantities computed using a transformed number operator on the central lattice site, rather than the true LIOM. All features are qualitatively identical, with only small quantitative changes, although in general it seems that the transformed number operator is marginally more local than the true LIOM, with all quantities exhibiting a slightly faster decay.
Figure 5: Results for a chain of length $L = 36$ with interaction strength $\Delta_0 = 0.1$ for different values of the linear slope $F$. a) The quadratic part of the LIOM located on the central site of the chain. b) The diagonal quartic part of the LIOM. In contrast to disordered many-body systems, these LIOMs do not decay purely exponentially with distance. c) The ratios $f_2$ and $f_4$ for system sizes $L = 8, 10, 12, 16, 24, 30, 36$ (light to dark), showing convergence with increasing system size. d) The quadratic part of the transformed number operator initially located at the centre of the chain. e) The diagonal quartic part of the transformed number operator (TNO). f) The ratios $f_2$ and $f_4$ computed using the transformed number operator, for the same system sizes as in panel c).

We remind the reader that this observable is far less computationally challenging to compute, and the strong resemblance to the behaviour of the true LIOM is an encouraging sign that it captures the same essential physics at a much lower computational cost. This quantity could be a promising candidate for future study in more demanding regimes, such as two-dimensional systems or periodically driven models [79].

We can also compute the locality of the central LIOMs via their truncated norm. In Fig. 6), one can see this quantity as a function of the distance from the center for values of the slope between $F = 0.8$ and $F = 1.2$ at intervals of 0.02. For small slopes, the locality decays slowly at small distances before starting to drop towards zero, while for large slopes the locality immediately drops quasi-exponentially, signalling that the LIOM is strongly localised. This echoes the behavior of the decay of the quartic part of the LIOM observed in Fig. 4: while the rapid decay of the quadratic part of the LIOM attenuates the effect, the plateau observed in the quartic part is still visible in the overall decay of the LIOM norm. These results again demonstrate that the real-space support of the LIOMs does not behave as expected in conventional MBL, as it decays in a non-exponential manner. This slow decay of the LIOM strongly implies that nearby LIOMs will have an enhanced overlap as compared with the case of conventional disorder-driven MBL, which could account for the fast growth of entanglement entropy seen in earlier works [38].
4.2 Quadratic potential

We can now add some curvature to the potential in order to reduce degeneracies of the many-body spectrum, as in Ref. [38]. We now set the on-site potential to be $h_i = F_i + \alpha(i/L)^2$, and repeat the analysis from the previous section.

4.2.1 Non-interacting system

We again start by plotting the real-space support of the LIOMs in the non-interacting system. With the addition of the curved potential, there is no analytic solution, however, the results of Ref. [38] would suggest that the system is more strongly localized in the presence of the curvature, and therefore we might expect to see the LIOMs decay more quickly in real space.

The results are shown in Fig. 7, and indeed this is precisely what we see. The black crosses represent the analytical solution in the $\alpha = 0$ limit (as shown in Fig. 1), while the lines represent the numerical data for the curved potential with $\alpha = 5.0$. We see that the LIOMs decay much more strongly in the presence of the curvature.
Figure 8: a) LIOM interactions extracted from the diagonal Hamiltonian (Eq. (10)) in the case of a linear potential with weak curvature, controlled by the parameter $\alpha$. Results are shown for $L = 24$ at a fixed slope $F = 0.8$. Qualitatively similar results are observed for other values of the slope. We see that increasing $\alpha$ has a qualitatively similar effect to increasing $F$ in the purely linear case, i.e., it leads to a faster decay of the LIOM interactions. b) The coefficient of the remaining resonant terms in the final transformed Hamiltonian. Here we can see that the curvature plays a significant role in removing these resonances as the curvature parameter $\alpha$ is increased.

faster in the presence of this curvature than they did in the purely linear potential. Curiously, the oscillatory behaviour close to the centre of the LIOM is also suppressed. This confirms that indeed the addition of a quadratic potential enhances localisation of the single-particle wavefunctions, but what effect does it have on the interaction terms of the LIOM? We now turn to the many-body case in order to find out.

4.2.2 Interacting system

We can now add the interactions back in, again using $\Delta_0 = 0.1$, and again we will look at the real-space decay of the LIOM interactions $\Delta_{i,j}$, the real-space decay of the LIOMs themselves, and the ratios $f_2$ and $f_4$ used to indicate (de)localisation. By adding curvature which breaks the degeneracies of the many-body states, we find that the resulting Hamiltonian is much closer to being truly diagonal, with fewer resonant terms surviving until the end of the flow. Taking the interactions first [Fig. 8a)], we see a smoother decay than in the case of the purely linear potential. By comparison with the purely linear potential, it is clear that the curved potential is significantly more localised for all values of $F/J$, as one might reasonably expect. In Fig. 8b), we see that the curvature has a significant effect on the presence of off-diagonal resonant terms that remain in the final Hamiltonian, being much more effective at suppressing them than simply increasing the slope $F/J$. This suggests that for large curvature, any remaining resonant hopping terms will be so small that their effects are unlikely to be seen except on extremely large timescales.

We now turn to the LIOMs themselves. The results are shown in Fig. 9a-c), where we compute the same quantities as in Fig. 5, but now for a fixed slope $F = 0.8$ and for varying values of the curvature parameter $\alpha$. For small values of the curvature the system behaves largely the same as in the purely linear case, with single-particle LIOMs which exhibit oscillatory behaviour near the central site and a many-body contribution which has a lengthy plateau before a slow crossover to exponential decay at large distances. As the curvature is increased, however, the Bessel-function-like behaviour of the LIOM is suppressed and the single-particle component decays much faster. The many-body contribution still displays a plateau, but it is significantly weakened in magnitude and exhibits a slow decay. This can be more precisely quantified using the $f_n$ ratios, shown in Fig. 5c), where we see again that there is a strong finite-size dependence and a broad crossover.
Figure 9: The same quantities as shown in Fig. 5, but now computed for the potential with weak curvature. Unless stated, the results are for system size $L = 24$ with fixed slope $F = 0.8$. a) The quadratic part of the LIOM located on the central site of the chain. b) The diagonal quartic part of the LIOM. c) The ratios $f_2$ and $f_4$ for system sizes $L = 8, 10, 12, 16, 24$ (light to dark). d) The quadratic part of the transformed number operator initially located at the centre of the chain. e) The diagonal quartic part of the transformed number operator. f) The ratios $\tilde{f}_2$ and $\tilde{f}_4$ computed using the transformed number operator, for the same system sizes as in panel c).

from localised to delocalised behaviour at small values of $\alpha$. The effect of increasing the system size is rather different in the case, with larger values of $L$ tending towards delocalisation. This may seem surprising, but it is a consequence of the $1/L^2$ term in the potential which causes the curvature to become weaker with increasing system size, eventually vanishing in the $L \to \infty$ limit, where we would expect to recover the result from the purely linear slope.

In Fig. 9d-f) we show the same quantities computed for the transformed number operator, where we note that the qualitative behaviour is again the same as that of the true LIOMs. Interestingly, this operator seems to pick up the effect of the curvature more strongly than the LIOM, with a clear asymmetry visible in Fig. 9d) that much less visible in the corresponding Fig. 9a), although a careful examination reveals that the asymmetry is indeed present in both. The decay visible in Fig. 9d) is faster than that in Fig. 9b), again consistent with the findings in the previous section that the transformed number operator decays more quickly than the true LIOM.

Finally, we can look at the truncated LIOM norm for the curved potential. Figure 10 shows the LIOM norm for a fixed slope of $F = 1.0$ and increasing curvature. It is clear that the addition of the curvature makes the LIOM more localised, but once again even at substantial curvature a short distance non exponential behavior is preserved due to the failure of the quartic part to decay exponentially.
4.3 Weakly disordered potential

Finally, we examine the effect of adding a weak additional random disorder on top of the linear potential. The results are shown in Fig. 11 for two disorder strengths, $d = 0.1$ and $d = 5.0$, averaged over $N_s \in \{256, 512\}$ disorder realisations. Taking the LIOM interactions first [Fig. 11a)], we can immediately see a dramatic difference in the decay of the interactions as disorder is increased. At weak disorder, we see the by now familiar non-exponential decay that characterises the linear slope, with a short plateau at small distances. For strong disorder, however, the LIOM interactions decay at short distances almost perfectly exponentially (a straight line on a semi-log plot, most clearly visible in the inset). The long distance tails are very similar in both cases, as the influence of the linear potential is still felt at long distances, but the short-range behaviour in the presence of strong disorder is much more in line with previous studies of disorder-driven localisation. We do not show the remaining resonant terms $\Gamma_{qij}$ for the disordered model, as for any $d > 1$ they are essentially zero to within machine precision, as the disorder suppresses all degeneracies and so the flow equation transform is able to remove all such off-diagonal terms without difficulty. This again highlights the very different way in which the disordered and disorder-free potentials behave, and from this we conclude that disorder is more effective at stabilising localisation than either of the disorder-free potentials studied in this work.

Turning to the LIOM itself, we can also clearly see that weak randomness does essentially nothing to the form of it, and the quadratic component agrees very closely with the analytical form of Eq. (4) [black crosses in Fig. 11b)]. This makes sense, as such weak disorder is only a minor perturbation on top of the linear slope, and is not strong enough to add any new resonances into the system or otherwise change its behaviour in any qualitative manner. Strong disorder, on the other hand, dramatically modifies the LIOM such that both the quadratic and quartic components exhibit behaviour consistent with exponential decay at short distances, as seen in conventional models of disorder-driven MBL. In the presence of such strong disorder, the tail of the interacting component of the LIOMs is smaller and decay faster than in the purely linear or weakly disordered potentials. It is worth emphasising that even for the strongest disorder which we consider here ($d = 5.0$), the linear slope still plays a significant role at large distances, and as such we do not recover precisely the properties of a random system in the absence of a linear potential. Hints of this can be seen in Fig. 11c) where the exponential decay crosses over to another functional form at large distances.

Figure 10: Truncated LIOM norm for fixed slope $F = 1.0$ and varying curvature $\alpha$. 
Figure 11: The LIOMs obtained for a linear potential with slope $F = 1.0$ with added random disorder of strength $d$, shown for a system size of $L = 25$. a) The decay of the LIOM interactions, showing the typical (median) decay (with $N_s = 256$ disorder realisations), highlighting the clear visible difference in the short-range behaviour between weak disorder and strong disorder. In the latter case, the decay at short distances is clearly exponential, whereas in the former case it exhibits a short plateau. Error bars are omitted for clarity. b) The diagonal quadratic component of the LIOMs, averaged over $N_s = 512$ disorder realisations, with the analytical result of Eq. (4) indicated by black crosses. Error bars indicate the mean absolute deviation. Weak disorder does not strongly modify the properties of the LIOMs, however, strong disorder leads to a qualitative change in behaviour from a Bessel function to an approximately exponential decay. (Here we only show two values of disorder for clarity.) c) The diagonal quartic component of the LIOMs ($N_s = 512$) displays similar behaviour, with weak disorder behaving qualitatively the same as the clean system, while strong disorder leads to a smaller tail that decays more quickly, consistent with exponential decay.
5 Discussion and conclusions

We have computed the local integrals of motion for interacting fermions subject to both disorder-free and weakly disordered potentials. In the case of disorder-free potentials, we have shown that the LIOMs and their localisation properties are qualitatively different from those of conventional many-body localisation seen in random or quasi-random potentials. Our results demonstrate that the LIOMs can be broken into single-particle and many-body components, and despite the single-particle terms decaying faster than exponentially, the many-body components can extend significantly throughout the system, potentially leading to delocalisation. This does not necessarily imply ergodicity, as exotic non-ergodic extended states have been shown to exist in close proximity to localised phases [83]. This is a topic that should be further explored in future work.

It should be noted, however, that our localisation measures are based upon the real-space support of individual LIOMs, but in a real many-body system it is the overlap between spatially separated LIOMs which governs how quickly the system will delocalise when prepared in some initial arbitrary excited state. In particular, for systems with no – or only weak – disorder, we find that the interacting component of the LIOMs exhibits a plateau around their center site before decaying in a faster than exponential manner. In contrast, at sufficiently strong disorder the LIOMs do not show any such plateau and the exponential decay sets in immediately (c.f. Fig. 11). We believe that this distinction is a key feature for the difference in the dynamics of these systems. To see this, we note that the logarithmic growth of entanglement with time seen in many-body localised systems is commonly argued to arise from the exponential decay of the overlap of distant LIOMs [13,15]. This, however, does not take into account the effect of a plateau, which we expect to strongly enhance the overlap between LIOMs separated by short distances, potentially allowing transport throughout the system. It has previously been suggested that the entanglement entropy in a purely linear potential grows faster than logarithmically [38], implying a larger-than-exponential overlap between the LIOMs. This is consistent with our findings that the LIOMs do not decay in an exponential manner.

In fact, for MBL featuring disorder it has been shown that the disorder-averaged entanglement entropy can grow at most logarithmically in time [84], starting from product states. These upper bounds are proven by decomposing the unitary reflecting time evolution generated by the Hamiltonian as an operator acting only on two parts, each with respect to which notions of entanglement are considered, and another unitary that is supported on the vicinity of the boundary between those parts [85]. Following the logic of the argument of Ref. [84], decomposing the Hamiltonian into LIOMs (the strength of which are sufficiently small), it is plausible that for LIOMs featuring a non-exponential decay as featured here one finds an upper bound for the growth of the entanglement entropy that scales faster than exponential in time. In fact, basically the same steps of the proof can be followed, leading to bounds that are consistent with the findings of Ref. [38].

One particularly striking feature of our results is that increasing the strength of the curvature gradually from zero has a very similar effect to simply increasing the gradient of the linear potential. Importantly, the qualitative form of the LIOMs and in particular the existence of a plateau remains valid. Treating this as a witness for delocalisation, we believe that the quadratic potential ultimately inherits the instability of the linear potential, although the lifting of some of the degeneracies weakens this effect, meaning it may only show up in the long time limit. This is in contrast to what may have been expected based on previous studies where observables were found to behave in a manner consistent with conventional disorder-driven MBL [38]. We interpret our result as strong evidence that in fact localisation is not significantly more stable in the curved
potential than in the linear potential with a large gradient, and that for sufficiently large systems and long times, the system will ultimately thermalise.

This presents a clear challenge to the prevailing wisdom of disorder-free many-body localisation. If weak curvature stabilises localisation, as suggested in Ref. [38], then we would expect to see the LIOMs approach the conventional exponentially-localised form as the curvature is increased from zero. However, we find that both the quartic component of the LIOMs and their interactions retain clear signs of a plateau at short distances, which is only weakly affected by increasing the curvature further. While it is true that the long-distance tails of the LIOMs decrease in a manner consistent with an exponential decay, the non-exponential behaviour at short distances is unchanged by the addition of weak curvature. In contrast, the quadratic component of the LIOMs changes dramatically when random disorder is added, approaching the conventional exponentially decaying form seen in systems with pure random disorder. These observations can be heuristically explained by considering the amount of degenerate states that are eliminated by choosing a given potential, as discussed in Section 2.4 and which we briefly recap here. The linear slope ensures that states that are separated by a single hop are never degenerate: They are separated by the energy cost $F$. This means that the off-diagonal couplings between these states can be treated perturbatively. The same is not true for states separated by multiple hops, which play a significant role at higher orders in perturbation theory. The highly degenerate nature of the spectrum is responsible for the poor localisation properties of the linear slope potential. Adding some weak curvature to the linear potential improves the situation by removing many of the higher order degeneracies, but nevertheless a similar argument applies and the many-body eigenvalues of the system in the presence of the curved potential can still take only quadratically many values which are to be shared by exponentially many states. This means that at some (sufficiently large) order in perturbation theory, the exactly degenerate states must hybridize. These degeneracies can in turn be broken by adding, e.g., a cubic term $\propto \beta i^3$, however, the same problem will still arise at larger system sizes. The larger the system, the more non-linear the potential must be in order for degeneracies to be suppressed. To be precise, the degree of polynomial required to stabilise many-body localisation in a disorder-free system depends on the system size. In contrast, in a random potential the exactly degenerate states occur with probability zero, and at strong disorder the approximately degenerate states are rare enough as to not cause hybridization with high probability [22], leading to exponential localisation.

Based on the results presented in this manuscript, it would also be interesting to apply similar locality measures to the LIOMs in disorder-free systems in two dimensions, a regime which has seen recent numerical evidence for MBL [72, 86–89] despite its instability argument [90, 91]. Another interesting setting for this technique would be to study disorder-free localisation in lattice gauge theories [44–50] where the underlying localisation method is quite different and there is no direct link to the concept of local integrals of motion in the way that they are defined here, although it seems reasonable to assume that the conserved charges of the theory must play a similar role and may be able to be expressed in terms of a quasi-local unitary transform applied to some non-trivial microscopic operator. This is particularly interesting because in such systems there is an emergent form of disorder, which may lead to more stable localisation than in the Wannier-Stark case studied in this manuscript. At the end of the day, it may be quantum simulations [92] that will ultimately be able to decide on the stability of these various readings of localization discussed here. This strategy of settling questions in quantum many-body theory based on the outcome of quantum simulations constitutes an intriguing perspective.
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A Error measures

In this Appendix we will briefly review several error estimation methods used to verify the accuracy of our results.

A.1 Convergence

Flow equation methods based on Wegner-type generators are known to be unable to fully diagonalise systems with degeneracies, as the method requires a clear separation of energy scales in order to transform away off-diagonal elements. As the linear potential here leads to a highly degenerate many-body spectrum, it is important to check carefully the convergence properties of the algorithm. One can easily see that there are no single-particle degeneracies, however, the interacting part of the Hamiltonian is indeed highly degenerate, and as such some off-diagonal elements of the quartic component of the Hamiltonian can survive until the end of the flow, and can even diverge sufficiently far into the delocalised phase where the method breaks down.

The magnitude of the maximum quartic off-diagonal element remaining at the end of the flow $\max(V^{(4)})$ is shown in Fig. 12a). We see that it increases as $F$ becomes small, consistent with our understanding that in the delocalised phase the method is unable to fully diagonalise the Hamiltonian, and that it is almost independent of system size. This measure is a worst-case error estimate, however, as the terms which fail to decay are an extremely small fraction of the total number of off-diagonal terms. We demonstrate this in Fig. 12b) where we plot the fraction of off-diagonal terms remaining at the end of the flow $\mathcal{F}(V^{(4)})$ which are above a cutoff value of $\varepsilon = 10^{-3}$. We see that this quantity is extremely small and decreases with both increasing system size $L$ and increasing slope $F$, confirming that the resonant couplings which fail to decay under the action of the transform constitute a vanishing fraction of the total number of terms in the Hamiltonian. In fact, careful examination reveals that the divergent terms are almost always unphysical, containing two creation/annihilation operators which act on the same site, and are
usually confined to the boundaries of the system. These terms cannot, therefore, act on any physical state.

In the following error estimates we will neglect these off-diagonal terms, as their inclusion would force us to build the Hamiltonian as an exponentially large matrix in the full Hilbert space, whereas neglecting them allows us to easily and straightforwardly compute various quantities of the (approximately) diagonal final Hamiltonian. It must be understood that the convergence shown in this section is the primary check of the accuracy of the method, and only once convergence is assured can the following methods be used.

### A.2 Comparison with exact diagonalisation

The next error estimation we can make is a comparison of the eigenvalues obtained from the final diagonal Hamiltonian with those obtained by numerically exact diagonalisation (ED), computed using the QuSpin package [96, 97]. Clearly this comparison is only valid for small system sizes, but it is nonetheless an instructive and useful sanity check before moving on to self-consistent error estimates that can be applied to systems larger than those which can be studied with ED.

In order to compare the results, we simply apply the diagonal Hamiltonian to all $2^L$ basis states and compute their energies, then compare this with the spectrum returned from ED. We define
the relative error as
\[ \epsilon := \frac{1}{2L} \sum_{n} \left| \frac{E_{n}^{ED} - E_{n}^{FE}}{E_{n}^{ED}} \right|. \] (20)

This quantity is shown in Fig. 12c), for system sizes \( L = 8, 10 \) and 12 only. We see that the relative error remains on the order of 1% for all values of \( F \).

A.3 Invariants of the flow

As the previous error estimate is only useful for small systems where exact diagonalisation can be used, we also make use of a second measure, namely the invariants of the flow. This relies on the fact that unitary transforms conserve integer powers of the Hamiltonian, i.e., \( I_p(l) = \text{Tr}[H^p(l)] \) (where \( p \) is an integer) will be the same for any value of \( l \). These are known as invariants of the flow. We define the following quantity which measures the difference between the \( p \)-th invariant at the start and end of the flow and acts as a measure of how far our approximate transform deviates from unitarity,
\[ \delta I_p = |I_p(l = 0) - I_p(l \to \infty)|. \] (21)

Here, we specify to the case of \( p = 2 \), which can be straightforwardly computed if we restrict the trace to the basis containing \( m \) particles, where \( m \ll L \). We use the QuSpin library to build the Hamiltonian as a matrix in the basis of \( m \)-particle states (using the output from the TFE method) and compute the trace exactly numerically. The results are shown in Fig. 12d) for all system sizes, where we compare the diagonal final Hamiltonian with the initial Hamiltonian. Here we use \( m = 2 \), the smallest non-trivial number of particles that allows us to probe the error in the interaction term of the Hamiltonian. Similar results are obtained for \( m \in \{4, 5, 6\} \), however, the memory requirements quickly become unfeasible for \( m > 4 \) at the largest system sizes we consider,
and so we specify to $m = 2$ here. We see that the flow invariant is well-conserved throughout, confirming that the transform remains close to unitary.

### B Effects of curvature

Here we briefly show exact diagonalisation results for the energy spectrum of a small system of size $L = 6$ to demonstrate the degeneracies present in the case of a purely linear potential, and how they are lifted in the presence of some curvature. The results are shown in Fig. 13. It is interesting to note that even for very large curvature, some near-degeneracies remain, suggesting that curvature is not able to fully remove the many-body resonances which are thought to lead to delocalisation. For small systems, curvature is able to lift the majority of the degeneracies, but with increasing system size the number of degeneracies increases faster than moderate curvature can compensate for (as we discuss in Section 5 of the main text).
C Curved potentials with no $1/L^2$ dependence

In the main text we considered a curved potential of the form $h_i = F_i + \alpha (i/L)^2$, however, in the limit of $L \to \infty$ this clearly reduces back to the linear potential, with its associated highly degenerate many-body spectrum. Here we briefly investigate an alternative definition of a curved potential, given by

$$h_i = F_i + \alpha i^2$$

which does not have an explicit dependence on system size. Note, however, that for large systems, this potential has its own problem as the quadratic component will quickly dominate over the linear term, however, the lack of dependence on $L$ makes it of interest for finite-size scaling. The results are shown in Fig. 14, where we plot the same quantities as shown in the main text for the linear and other curved potential. By comparison with the original form of curved potential which includes the factor of $1/L^2$, we see here that the behaviour with system size is reversed, with larger systems appearing more localised. This is due to the curved part of the potential dominating for larger systems, as expected, and as such it cannot really be considered to be Wannier-Stark localisation.
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