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ABSTRACT. We prove the local mixing theorem for geodesic flows on abelian covers of finite volume hyperbolic surfaces with cusps, which is a continuation of the work [17]. We also describe applications to counting problems and the prime geodesic theorem.

1. Introduction

1.1. Setting and main results. Let $M$ be a hyperbolic surface. We can present $M$ as the quotient $\Gamma \backslash \mathbb{H}^2$ of the hyperbolic 2-space for some torsion-free discrete subgroup $\Gamma$ in $\text{PSL}_2(\mathbb{R})$. The unit tangent bundle $T^1(M)$ is isomorphic to $\Gamma \backslash G$ and the geodesic flow on $T^1(M)$ corresponds to the right translation action of $a_t = \begin{pmatrix} e^{t/2} & 0 \\ 0 & e^{-t/2} \end{pmatrix}$ on $\Gamma \backslash G$.

Set $m_{\text{Haar}}^\Gamma$ to be the $G$-invariant measure on $\Gamma \backslash G$, which equals the hyperbolic volume measure on $T^1(M)$ when identifying $\Gamma \backslash G$ with $T^1(M)$. When there is no ambiguity about the group $\Gamma$, we write $m_{\text{Haar}}$ for simplicity. For any $\psi_1, \psi_2 \in C_c(\Gamma \backslash G)$, consider the matrix coefficient

$$\langle a_t \cdot \psi_1, \psi_2 \rangle = \int_{\Gamma \backslash G} \psi_1(xa_t)\psi_2(x)m_{\text{Haar}}(x).$$

One of the central questions in homogeneous dynamics is what we can say about the asymptotic behavior of $\langle a_t \cdot \psi_1, \psi_2 \rangle$ as $t \to \infty$. When $m_{\text{Haar}}(\Gamma \backslash G) < \infty$, a classical result by Howe-Moore [11] states

$$\lim_{t \to \infty} \langle a_t \cdot \psi_1, \psi_2 \rangle = \frac{1}{m_{\text{Haar}}(\Gamma \backslash G)}m_{\text{Haar}}(\psi_1)m_{\text{Haar}}(\psi_2).$$

So the geodesic flow on $T^1(\Gamma \backslash \mathbb{H}^2)$ satisfies the strong mixing property. When $m_{\text{Haar}}(\Gamma \backslash G) = \infty$, Howe-Moore’s result states

$$\lim_{t \to \infty} \langle a_t \cdot \psi_1, \psi_2 \rangle = 0.$$

In view of these, the question of understanding $\langle a_t \cdot \psi_1, \psi_2 \rangle$ in infinite volume setting can be formulated more precisely as whether there exists a renormalization function $\alpha : \mathbb{R} \to \mathbb{R}_{>0}$ such that for any $\psi_1, \psi_2$, we have

$$\alpha(t)\langle a_t \cdot \psi_1, \psi_2 \rangle \to \text{non-trivial as } t \to \infty.$$

If such renormalization function exists, the $a_t$-action on $\Gamma \backslash G$ (or the geodesic flow on $T^1(\Gamma \backslash \mathbb{H}^2)$) is said to satisfy the local mixing property, a property introduced in [17] to substitute the strong mixing property in infinite volume setting.
In this paper, we investigate the matrix coefficients/ local mixing property of abelian covers of finite volume hyperbolic surfaces with cusps. It is a follow-up work of [17] and the extensive paper by Ledrappier and Sarig [12] on this kind of surfaces has laid a solid foundation for us. Throughout the paper, set $\Gamma_0$ to be a torsion-free non-uniform lattice in $G$ and

$$\Gamma \triangleleft \Gamma_0$$

to be a normal subgroup with $\mathbb{Z}^d$-quotient. Then $M = \Gamma \backslash \mathbb{H}^2$ is a regular cover of $M_0 = \Gamma_0 \backslash \mathbb{H}^2$ whose group of deck transformations is isomorphic to $\mathbb{Z}^d$. Our main result is as follows:

**Theorem 1.1.** For any $\psi_1, \psi_2 \in C_c(\Gamma \backslash G)$,

$$\lim_{t \to +\infty} t^{p+h/2} \int_{\Gamma \backslash G} \psi_1(xa_t)\psi_2(x)dm^{\text{Haar}}(x) = cm^{\text{Haar}}(\psi_1)m^{\text{Haar}}(\psi_2),$$

where $p, h \in \mathbb{N}$ and $c > 0$ are some constants given in (1.5) and (1.7) and $p + h = d$.

**Example 1.2.** Let $\Gamma(2) = \{(a b \ c d) \in \text{PSL}_2(\mathbb{Z}) : (a b \ c d) \equiv (1 0 \ 0 1) (\text{mod } 2)\}$, which is a principle congruent subgroup of the modular group PSL$_2(\mathbb{Z})$. It is a free group generated by $\begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}$ and $\begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix}$. The quotient $\Gamma(2) \backslash \mathbb{H}^2$ is the thrice punctured sphere equipped with the hyperbolic metric. Let $\Gamma \backslash \mathbb{H}^2$ be the homology cover of $\Gamma(2) \backslash \mathbb{H}^2$, that is to say, the group of deck transformations is isomorphic to $H_1(\Gamma(2) \backslash \mathbb{H}^2; \mathbb{Z})$. As $H_1(\Gamma(2) \backslash \mathbb{H}^2; \mathbb{Z}) \cong \mathbb{Z}^2$, $\Gamma \backslash \mathbb{H}^2$ is a $\mathbb{Z}^2$-cover of $\Gamma(2) \backslash \mathbb{H}^2$. Applying Theorem 1.1 to $\Gamma \backslash G$, we have $p = 2, h = 0$ and

$$\lim_{t \to \infty} t^{2} \int_{\Gamma \backslash G} \psi_1(xa_t)\psi_2(x)dm^{\text{Haar}}(x) = cm^{\text{Haar}}(\psi_1)m^{\text{Haar}}(\psi_2)$$

for any $\psi_1, \psi_2 \in C_c(\Gamma \backslash G)$.

In finite volume case, strong mixing property of geodesic flow and its effective refinement have been successfully applied to address some counting and equidistribution problems [13, 8, 7]. In abelian cover case, we obtain similar applications using local mixing property.

1.2. **Orbit counting.**

**Theorem 1.3.** For any $x, y \in \mathbb{H}^2$, we have

$$\#\{\gamma \in \Gamma : d(x, \gamma y) < T\} \sim c\frac{e^{T}}{T^{p+h/2}}$$

With Theorem 1.1 available, this theorem can be shown using the argument in [13] Theorem 7.16 (see also [15] Section 7 and [16] Section 6]) by setting the group $H$ in their statement to be $\text{SO}_2(\mathbb{R})/\{\pm I\}$. When $\Gamma_0$ is a uniform lattice, an analogous result is due to Pollicott-Sharp [19] (see also [17]).

\footnote{We write $f(T) \sim g(T)$ if $\lim_{T \to \infty} f(T)/g(T) = 1.$}
1.3. Prime geodesic theorem. For $T > 0$, let $\mathcal{P}_T$ be the collection of all primitive closed geodesics in $T^1(M)$ of length at most $T$. Note that $\# \mathcal{P}_T = \infty$ if $d \geq 1$.

**Theorem 1.4.** Let $\Omega \subset T^1(M)$ be a compact subset with Haar-negligible boundary. Then as $T \to \infty$,

$$\# \{ C \in \mathcal{P}_T : C \cap \Omega \neq \emptyset \} \sim \frac{ce^T}{T^{p+h/2+1}} m_{\text{Haar}}(\Omega).$$

Given Theorem [14, Theorem 5.1] (see also [17, Theorem 7.9]) applies in the same way. Another formulation of the prime geodesic theorem would be studying the distribution of closed geodesics in $T^1(M)$ satisfying some homological constraints. An explicit main term in our setting was obtained by Epstein [6]. By applying Theorem 1.4 to a proper covering space $T^1(M)$ of $T^1(M_0)$, we recover Epstein’s result.

1.4. Constants in the main theorem. Let $\mathcal{H} \subset H^1(M_0; \mathbb{R})$ be the linear subspace of cohomology classes which vanish on projections of cycles in $H_1(M_0; \mathbb{R})$ to $H_1(M; \mathbb{R})$. Since $M$ is a $\mathbb{Z}^d$-cover of $M_0$, the dimension of $\mathcal{H}$ is $d$.

We describe a basis for $\mathcal{H}$. Given a loop $c$ in $M_0$, let $\tilde{c}$ be a lift of $c$ in $M$ and $g_c \in \Gamma_0$ the isometry mapping the beginning of $\tilde{c}$ to its endpoint. This defines a map

$$\text{Frob} : \{\text{loops in } M_0\} \to \Gamma \backslash \Gamma_0, \ c \mapsto \Gamma g_c.$$  

Observe that $\text{Frob}(\cdot)$ depends only on the homotopy classes. So $\text{Frob}(\cdot)$ is a homomorphism from $\pi_1(M_0)$ to $\Gamma \backslash \Gamma_0$. Since $\Gamma \backslash \Gamma_0$ is abelian, $\text{Frob}(\cdot)$ can be regarded as a homomorphism from $H_1(M_0; \mathbb{Z})$ to $\Gamma \backslash \Gamma_0$. Using the isomorphism $\Gamma \backslash \Gamma_0 \cong \mathbb{Z}^d$, the maps

$$[c] \in H_1(M_0; \mathbb{Z}) \mapsto \langle \text{Frob}([c]), e_i \rangle \ (\{e_i\} \text{ is the standard basis in } \mathbb{R}^d)$$

yield $d$ linearly independent cohomology classes in $\mathcal{H}$, which form a basis of $\mathcal{H}$.

We represent the elements in $\mathcal{H}$ by real harmonic 1-forms with at most simple poles at the cusps (this is possible, see [10], for example). The residue of a 1-form at a cusp is the integral of that form on a loop which is homotopic to the cusp.

Decompose $\mathcal{H}$ into a direct sum

$$\mathcal{H} = \mathcal{H}_p \oplus \mathcal{H}_h,$$

where

$$\mathcal{H}_h := \{ w \in \mathcal{H} : \text{the residues of } w \text{ at the cusps are all zero} \}$$

$$\mathcal{H}_p := \mathcal{H} / \mathcal{H}_h.$$

The constants $p$ and $h$ in Theorem 1.1 are given by

$$p = \dim \mathcal{H}_p \text{ and } h = \dim \mathcal{H}_h.$$  

Set $m_{\text{Haar}}^0$ to be the measure on $M_0$ induced by $m_{\text{Haar}}^0$ and

$$m_0 = m_{\text{Haar}}^0(M_0).$$

Assume $M_0$ is a genus $g$ surface with $t+1$ cusps. For $w \in \mathcal{H}$, denote by $\lambda_1(w), \ldots, \lambda_{t+1}(w)$ the residues of $w$ at $t+1$ cusps of $M_0$. Denote by $\|\cdot\|$ the norm in the cotangent
bundle. Equip $\mathcal{H}_p, \mathcal{H}_h$ with the following norms

$$
\|w\|_p := \frac{1}{m_0} \sum_{j=1}^{t+1} |\lambda_j(w)| \quad (w \in \mathcal{H}_p),
$$

$$
\|w\|_h := \left( \frac{1}{m_0} \int_{M_0} \|w\|^2 dm_{\text{Haar}}^{\Gamma_0} \right)^{1/2} \quad (w \in \mathcal{H}_h).
$$

We identify $\mathcal{H}$ with $\mathbb{R}^d$ using the basis for $\mathcal{H}$ described above. Let $\mathbb{E}_p, \mathbb{E}_h$ be the linear subspaces in $\mathbb{R}^d$ corresponding to $\mathcal{H}_p$ and $\mathcal{H}_h$ respectively under the this identification. The norm on $\mathcal{H}_p$ (resp. $\mathcal{H}_h$) induces a norm on $\mathbb{E}_p$ (resp. $\mathbb{E}_h$), which we still denote by $\|\cdot\|_p$ (resp. $\|\cdot\|_h$). The constant $c$ in Theorem 1.1 is given by

$$
(1.7) \quad c = \frac{1}{(2\pi)^d \cdot m_0} \int_{\mathbb{E}_p} e^{-\|x\|_p} dx \int_{\mathbb{E}_h} e^{-\|y\|_h^2} dy.
$$

When $M$ is the homology cover of $M_0$, we have $p = t$, $h = d - p = 2g$ and $c$ can be explicitly expressed in terms of $g$ and $p$ (see [6] for an explicit formula).

1.5. **Heuristic proof for the renormalization function in Theorem [1.1]**. We consider the special case: let $\Gamma$ be the normal subgroup of $\Gamma(2)$ such that $\Gamma$ is the kernel of the homomorphism $\varphi : \Gamma(2) \to \mathbb{Z}$ mapping $\begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}$ to 1 and $\begin{pmatrix} 1 & 0 \\ 2 & 0 \end{pmatrix}$ to 0. The fundamental domain of $\Gamma$ in $\mathbb{H}^2$ is the following shaded region (Figure 1). Let $A$ and $B$ be two flow boxes in $T^1(\Gamma(2) \backslash \mathbb{H}^2)$ (Figure 1). Assume that the dimensions of $A$ along the stable direction, unstable direction and flow direction are $s_A, u_A$ and $\delta_A$ respectively. Assume the dimensions of $B$ are $s_B, u_B$ and $\delta_B$. Suppose $\delta_B \ll \delta_A$.

![Figure 1. Fundamental domains of $\Gamma$ and $\Gamma(2)$](image)

Observe that $A \cap B_{at}$ consists of finitely many thin cubes (see Figure 2). The dimensions of a thin cube are roughly $e^{-t} s_B, u_A$ and $\delta_B$. Hence we have

$$
\mathcal{M}_{\Gamma(2)}^{\text{Haar}}(A \cap B_{at}) = \int \chi_A(xa_t) \chi_B(x) dm_{\Gamma(2)}^{\text{Haar}}(x) \approx e^{-t} s_B u_A \delta_B \#(A \cap B_{at}).
$$

As the geodesic flow on $T^1(\Gamma(2) \backslash \mathbb{H}^2)$ is strong mixing, as $t \to \infty$, the above yields

$$
\mathcal{M}_{\Gamma(2)}^{\text{Haar}}(A) \mathcal{M}_{\Gamma(2)}^{\text{Haar}}(B) / \mathcal{M}_{\Gamma(2)}^{\text{Haar}}(\Gamma(2) \backslash G) \approx e^{-t} s_B u_A \delta_B \#(A \cap B_{at}).
$$
Let $\tilde{A}$ and $\tilde{B}$ be one of the preimages of $A$ and $B$ respectively in $T^1(\Gamma \backslash \mathbb{H}^2)$. Similarly, we have

$$m^\text{Haar}_\Gamma(\tilde{A} \cap \tilde{B}) = \int \chi_{\tilde{A}}(x)a_t)\chi_{\tilde{B}}(x)dm^\text{Haar}_\Gamma(x) \approx e^{-ts_B}u_A\delta_B\#(\tilde{A} \cap \tilde{B}).$$

We compare $\#(A \cap B_{a_t})$ with $\#(\tilde{A} \cap \tilde{B}_{a_t})$. The key is to see where $\tilde{B}_{a_t}$ lies relative to $\tilde{B}$. Note that $\Gamma \backslash \mathbb{H}^2$ is obtained from $\Gamma(2) \backslash \mathbb{H}^2$ by cutting a geodesic winding around a cusp of $\Gamma(2) \backslash \mathbb{H}^2$. The position of $\tilde{B}_{a_t}$ is related to the study of winding process of a closed 1-form supported on a neighborhood of a cusp of $\Gamma(2) \backslash \mathbb{H}^2$ [10].

Loosely speaking, the result states that “most” of $\tilde{B}_{a_t}$ lies within distance $ct$ from $\tilde{B}$ for some constant $c > 0$ [10]. So we expect $\#(A \cap B_{a_t})/\#(\tilde{A} \cap \tilde{B}_{a_t}) \approx ct$. Based on these, a candidate for the renormalization function for the matrix coefficients of $\Gamma \backslash G$ is (a multiple of) $t$.

1.6. About the proof of Theorem 1.1. Theorem 1.1 is proved following the strategy developed in [17], which is inspired by the work of Guivarc’h and Hardy [9]. We model the geodesic flow on $T^1(M)$ by the suspension flow on the suspension space

$$\Sigma^{f,\tau} := \Sigma \times \mathbb{Z}^d \times \mathbb{R}/\sim,$$

where $(\Sigma, \sigma)$ is a topologically mixing two-sided Markov shift of countable states and the equivalence relation is defined via the left shift map $\sigma$, the first return time map $\tau : \Sigma \to \mathbb{R}$ and the $\mathbb{Z}^d$-coordinate map $f : \Sigma \to \mathbb{Z}^d$ (Lemma 2.2). Using this model, the matrix coefficients of the geodesic flow on $T^1(M)$ can be understood through studying the matrix coefficients of the suspension flow on $\Sigma^{f,\tau}$. Applying the unfolding technique and the Fourier transformation to the matrix coefficients of $\Sigma^{f,\tau}$, it turns out that the key is to estimate the asymptotic behavior of a symbolic sum

$$\sum_{n=0}^{\infty} \sum_{\sigma^n y = x} e^{-r_n(y)(\Phi \cdot \psi)(y)}\delta(x)(f_n(y))u(r_n(y) - t)$$

as $t \to \infty$ (see Section 3.1 for meaning of the notations). The estimate is obtained using two-parameter twisted transfer operator. This is the most computation-heavy part in the whole argument and it is essentially done in the work of Ledrappier and Sarig [12]. It is worth to point out that the presence of cusps causes the loss of the regularity of the transfer operator so the computation is much more involved compared to [17].
1.7. On the generalization of Theorem 1.1. Let $\mathbb{H}^n$ be the hyperbolic $n$-space with $n \geq 1$. Let $\Gamma_0 < \text{Isom}_+ (\mathbb{H}^n)$ be a Schottky group and $\Gamma$ be a normal subgroup of $\Gamma_0$ satisfying $\Gamma \backslash \Gamma_0 \cong \mathbb{Z}^d$. We expect that the geodesic flow on $T^1 (\Gamma \backslash \mathbb{H}^n)$ can be shown to satisfy the local mixing property using the argument of Theorem 1.1 and the knowledge of the corresponding twisted transfer operator obtained by Babillot and Peigné [5].
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2. Preparations: coding and transfer operator

2.1. Symbolic model for the geodesic flow. Let $\Omega_0 \subset T^1 (M_0)$ be the collection of unit tangent vectors which do not escape to infinity under the geodesic flow. Classically, the geodesic flow $G^t : \Omega_0 \to \Omega_0$ can be coded using the geodesic cutting sequences (see Series’s chapter in [4]). But this model is difficult to use in our setting. One of its drawbacks is that the roof function, which geometrically represents the lengths of the geodesic segments lying in the fundamental domain of $\Gamma_0 (= \pi_1 (M_0))$ in $\mathbb{H}^2$, is not Hölder or even bounded. To resolve the problem, Ledrappier and Sarig developed a modified coding [12]. Using a lifting argument, we obtain a coding for the geodesic flow on $T^1 (M)$.

To describe the coding, we first recall some basic notions regarding countable Markov shifts. Suppose $S$ is a countable set of states and $A = (t_{ab})_{S \times S}$ is a matrix of zeros and ones without rows which are made solely of zeros.

**Definition 2.1** (TMS). The two-sided topological Markov shift (TMS) with the set of states $S$ and transition matrix $A$ is the set

$$
\Sigma := \{ (\ldots, x_{-1}, x_0, x_1, \ldots) \in S^\mathbb{Z} : \forall i \in \mathbb{Z}, t_{x_i, x_{i+1}} = 1 \}
$$

equipped with the topology generated by the two sided cylinders

$$[a_m, \ldots, a_n] := \{ x \in \Sigma : (x_m, \ldots, x_n) = (a_m, \ldots, a_n) \} \quad (m, n \in \mathbb{Z} \text{ and } m < n)$$

and the action of the left shift $\sigma : \Sigma \to \Sigma, (\sigma x)_i = x_{i+1}$.

We say $(\Sigma, \sigma)$ has the Big Images and Preimages (BIP) property if there is a finite set of states $b_1, \ldots, b_N$ s.t. $\forall a \in S, \exists 1 \leq i, j \leq N$ s.t. $t_{b_i a t_{ab_j}} = 1$.

Given a TMS $(\Sigma, \sigma)$, a function $g : \Sigma \to \mathbb{R}$ is called locally Hölder continuous if $\exists C > 0, 0 < \theta < 1$ s.t.

$$x^n_i = g^n_i \quad (n \geq 0) \implies |g(x) - g(y)| < C \theta^n.$$
Lemma 2.2. \[\text{[12] Lemma 2.2}\] There exist a topologically mixing TMS $(\Sigma, \sigma)$ of countable states, a positive continuous function $\tau: \Sigma \to \mathbb{R}$ and a continuous function $f: \Sigma \to \mathbb{Z}^d$ s.t. $f(x) = f(x_0)$ with the following properties:

1. $(\Sigma, \sigma)$ has the BIP property.
2. The quotient space $\Sigma^{f, \tau} := \Sigma \times \mathbb{Z}^d \times \mathbb{R}/(x, \xi, t) \sim (\sigma x, \xi + f(x), t - \tau(x))$ is homeomorphic to $\Omega$. Denote the homeomorphism by $\pi$.
3. The suspension flow over $\Sigma^{f, \tau}$ is conjugate to the geodesic flow over $\Omega$.
4. There exist a locally Hölder continuous function $r: \Sigma \to \mathbb{R}$ which depends only on nonnegative coordinates and a uniformly continuous function $h: \Sigma \to \mathbb{R}$ such that $\tau = r - (h \circ \sigma)$.
5. There exist $C > 0$ and $K > 0$ s.t. $r + r \circ \sigma + \cdots + r \circ \sigma^{n-1} \geq C$ for all $n \geq 1$.
6. If we set $Q_{\xi_0, t_0}(x, \xi, t) = (x, \xi + \xi_0, t + t_0)$, then $\pi \circ Q_{\xi_0, t_0} = (g^{t_0} \circ D_{\xi_0}) \circ \pi$ for all $(\xi_0, t_0) \in \mathbb{Z}^d \times \mathbb{R}$.

2.2. The transfer operator and the Haar measure. In this subsection, we characterize the Haar measure $m_{\text{Haar}}$ on $T^1(M)$ in the symbolic model $\Sigma^{f, \tau}$.

Let $(\Sigma^+, \sigma)$ be the one-sided version of the Markov shift $(\Sigma, \sigma)$ given in Lemma 2.2. Here we use $\sigma$ to denote the left-shift map on $\Sigma^+$ by abusing notation. As the function $r$ on $\Sigma$ depends only on nonnegative coordinates, we regard it as a function on $\Sigma^+$. For a map $g$ on $\Sigma^+$ and $n \geq 1$, we write

$$g_n(x) = g(x) + g(\sigma(x)) + \cdots + g(\sigma^{n-1}(x)).$$

The Gurevich topological pressure of $-r$ is given by

$$P_{\text{top}}(-r) := \lim_{n \to \infty} \frac{1}{n} \sum \sigma^n z \in \mathbb{Z}^d \quad e^{-r_n(z)} \mathbb{1}_{\sigma^n z}(z),$$

for some state $a_0 \in \mathbb{Z}$.

The limit exists and is independent of the choice of $a_0 \in \mathbb{Z}$ [22 Proposition 3.2].

Denote by $C_B(\Sigma^+)$ the set of bounded continuous functions. The Ruelle transfer operator $L: C_B(\Sigma^+) \to C_B(\Sigma^+)$ is defined by

$$(LF)(x) = \sum \sigma(y) = x e^{-r(y)} F(y) \quad \text{for any } F \in C_B(\Sigma^+).$$

A prior, $LF$ may not lie in $C_B(\Sigma^+)$. In our current setting, Ledrappier and Sarig considered the symbolic local strong stable manifolds, which are small pieces of strong stable manifolds. They showed that the lengths of such manifolds can be described in terms of a positive continuous function $\psi$ on $\Sigma^+; \text{ moreover, } \psi$ satisfies

$$(2.3) \quad L\psi = \psi$$

\[\text{[12] Equation (3)}\]. Note that there exists $M > 0$ such that for any $a_0 \in \mathbb{Z}, x \in [a_0]$ and $n \in \mathbb{N}$, we have $\sum \sigma^n z \in \mathbb{Z}^d \quad e^{-r_n(z)} \mathbb{1}_{[a_0]}(z) = M^{-1} L^n(1_{[a_0]})(x)$. This relation together with (2.3) yields $P_{\text{top}}(-r) < \infty$. It follows that $\psi$ is locally Hölder continuous and bounded away from zero and infinity [21 Corollary 2]. From this, we deduce that the operator $L: C_B(\Sigma^+) \to C_B(\Sigma^+)$ is well-defined.

Lemma 2.4. \[\text{[12] Lemma 3.1}\] There exists a unique finite measure $\rho$ on $\Sigma^+$ such that $\rho(LF) = \rho(F)$ for all non-negative $F \in C_B(\Sigma^+)$, and such that $d\nu := \rho dF$ is a shift invariant probability measure on $\Sigma^+$. Let $\nu$ be the natural extension to $\Sigma$. Then the Haar measure $m_{\text{Haar}}$ equals $m_0 \int_{\tau^+} d\nu(x) \mathbb{1}_{\{(x, \xi, t) \in \Sigma^+ : 0 \leq t < \tau(x)\}} \circ \pi^{-1}$, where $m_0$ is the constant given in (1.6).
The existence of $\rho$ follows from the general theory of BIP shifts [21]. Using the argument in [2] Proposition 6, it can be shown that $d\nu dt|_{((x,t):0<t<\tau(x))}$ gives a measure on $\Gamma_0/G$ which is invariant under the horocycle flow. It follows that this measure is proportional to the Haar measure on $\Gamma_0 \backslash G$ [5].

3. Local mixing and matrix coefficients for local functions

3.1. Asymptotic analysis of symbolic sum. For any $x, y \in \Sigma^+$, let $t(x, y) := \min\{n \geq 0 : x_n \neq y_n\}$. Recall that $r : \Sigma^+ \to \mathbb{R}$ is a locally Hölder continuous function, i.e., there are constants $C > 1$ and $0 < \theta < 1$ such that

$$|r(x) - r(y)| \leq C r^{\theta}(x, y)$$

for any $x, y$ with $x_0 = y_0$.

Define for $\Phi : \Sigma^+ \to \mathbb{R}$, $\text{Lip}(\Phi) := \sup \{\|\Phi(x) - \Phi(y)\| : x_0 = y_0\}$. Set

$$\mathcal{L}(\Sigma^+) := \{\Phi : \Sigma^+ \to \mathbb{R} : \|\Phi\| := \text{Lip}(\Phi) + \|\Phi\|_{\infty} < \infty\}.$$

This is in fact a Banach space.

For any $t > 1$, $\Phi \in \mathcal{L}(\Sigma^+)$ and $u \in C_c(\mathbb{R})$, consider the symbolic sum (which defines a function on $\Sigma^+ \times \mathbb{Z}^d$):

$$Q_t(\Phi \otimes u)(x, \xi) := \sum_{n=0}^{\infty} \sum_{\sigma^n y = x} e^{-rt_n(y)}(\Phi \cdot \psi)(y)\delta_{f_n(y)}(r_n(y) - t).$$

**Theorem 3.1.** [12] Lemma 5.1 For any $(x, \xi) \in \Sigma^+ \times \mathbb{Z}^d$, we have

$$\lim_{t \to \infty} t^{p + h/2} Q_t(\Phi \otimes u)(x, \xi) = \frac{\mathbf{c}m_0}{\tau d} \psi(x)\varphi(\Phi) \int u(t) dt,$$

where $\mathbf{c}$ and $m_0$ are the constants given in (1.7) and (1.6) and the convergence is uniform on compact sets in $\Sigma^+ \times \mathbb{Z}^d$.

Following Lalley’s idea, Theorem 3.1 is proved using two-parameter twisted transfer operator. It is shown in [12] for special functions and the way they formulated the result is different than ours. To state their result, recall the decomposition $\mathbb{R}^d = \mathbb{E}_p \oplus \mathbb{E}_h$. Define functions $F_p$ on $\mathbb{E}_p$ and $F_h$ on $\mathbb{E}_h$ by

$$F_p(\xi_p) = \frac{1}{(2\pi)^p} \int_{\mathbb{E}_p} e^{i\langle \xi, \xi \rangle} d\xi_p,$$

$$F_h(\xi_h) = \frac{1}{(2\pi)^h} \int_{\mathbb{E}_h} e^{i\langle \xi, \xi \rangle} d\xi_h.$$

Set $F(\xi_{2p} + \xi_{2h}) = F_p(\xi_{2p})F_h(\xi_{2h})$. For every $\epsilon > 0$, there are positive, bounded, smooth and Lipschitz functions $F_{\epsilon}^\pm$ with polynomial decay at infinity such that for all $\xi = \xi_{2p} + \xi_{2h} \in \mathbb{R}^d$ and $e^{-\epsilon} < t_1, t_2 < e^\epsilon$,

$$F_{\epsilon}^-(\xi_{2p} + \xi_{2h}) \leq F(t_1 \xi_{2p} + t_2 \xi_{2h}) \leq F_{\epsilon}^+(\xi_{2p} + \xi_{2h})$$

and such that $F_{\epsilon}^+/F_{\epsilon}^- \to 1$ as uniformly on compact sets as $\epsilon \to 0^+$, $\epsilon \mapsto F_{\epsilon}^+$ is decreasing and $\epsilon \mapsto F_{\epsilon}^-$ is increasing. Let $1_{[\varepsilon]}$ be the characteristic function of a cylinder set $[\xi_0]$ in $\Sigma^+$ and $1_{[-a/2, a/2]}$ be the characteristic function of an interval $[-a/2, a/2]$ in $\mathbb{R}$. It is shown in [12] Lemma 5.1 that for any $\epsilon > 0$, there exists
Let \( t_0 > 0 \) such that for any \( t > t_0, x \in \Sigma^+ \) and \( \xi \in \mathbb{Z}^d \), if \( \xi = \xi_p + \xi_n \) where \( \xi_p \in \mathbb{E}_p \) and \( \xi_n \in \mathbb{E}_h \), then

\[
\begin{align*}
t_{p+h/2}Q_t(1_{[1]} \otimes 1_{[-a/2,a/2]})(x,\xi) & \leq e^t \left[ F_+^p \left( \frac{\xi_p}{t} \right) \right] + \epsilon \frac{\nu[0,a]}{\int \tau d\nu} \psi(x); \\
t_{p+h/2}Q_t(1_{[1]} \otimes 1_{[-a/2,a/2]})(x,\xi) & \leq e^{-\epsilon} \left[ F_-^p \left( \frac{\xi_p}{t} \right) \right] + \epsilon \frac{\nu[0,a]}{\int \tau d\nu} \psi(x).
\end{align*}
\]

We deduce from the properties of \( F^p_+ \) that

\[
\lim_{t \to \infty} t^{p+h/2}Q_t(1_{[1]} \otimes 1_{[-a/2,a/2]})(x,\xi) = \frac{c \mu_0}{\int \tau d\nu} \psi(x) \nu[y_0].
\]

Theorem 3.1 follows from a verbatim repetition of the proof of [12, Lemma 5.1].

### 3.2. Correlation functions for \((\Gamma \setminus G, a, \mu^{\text{Haar}})\)

We write

\[
\begin{align*}
\tilde{X} & := \Sigma \times \mathbb{Z}^d \times \mathbb{R}, \\
\tilde{X}^+ & := \Sigma^+ \times \mathbb{Z}^d \times \mathbb{R}.
\end{align*}
\]

Consider the product measure on \( \tilde{X} \):

\[
d\tilde{M} := \mu_0 \int \tau d\nu (dvd\xi ds).
\]

The Haar measure \( \mu^{\text{Haar}} \) on \( \Gamma \setminus G \) corresponds to the measure on \( \Sigma^{\Gamma \setminus \tau} \) induced by \( M \). For \( \Psi_1, \Psi_2 \in C_c(\tilde{X}^+) \), define

\[
I_t(\Psi_1, \Psi_2) := \sum_{n=0}^{\infty} \int_{\tilde{X}} \Psi_1 \circ \tilde{\zeta}_n(x,\xi,s+t) \cdot \Psi_2(x,\xi,s) d\tilde{M}(x,\xi,s)
\]

where \( \tilde{\zeta}_n(x,\xi,s) := (\sigma^n x, \xi + f_n(x), s - \tau_n(x)) \). It follows from the property of \( r \) (Lemma 2.2 (5)) that, for any \( x, \xi, s \in \text{supp} \, \Psi_2 \),

\[
\Psi_1 \circ \tilde{\zeta}_n(x,\xi,s+t) = 0
\]

for \( n \) large enough. So \( I_t(\Psi_1, \Psi_2) \) is in fact a finite sum.

**Definition 3.2.** Let \( \mathcal{F}_0 \) be the family of functions on \( \tilde{X}^+ \) of the form

\[
\Psi(x,\xi,s) = \Phi(x)\delta_{\xi_0}(\xi)u(s)
\]

where \( \Phi \in \mathcal{L}(\Sigma^+), u \in C_c(\mathbb{R}) \) and \( \xi_0 \in \mathbb{Z}^d \). Denote by \( \mathcal{F} \) the space of functions which are finite linear combinations of functions from \( \mathcal{F}_0 \).

**Lemma 3.3.** Let \( \Psi_2(x,\xi,s) = \Phi(x)\delta_{\xi_0}(\xi)u(s) \in \mathcal{F}_0 \). Then for any \( \Psi_1 \in C_c(\tilde{X}^+) \), we have

\[
I_t(\Psi_1, \Psi_2) = \frac{\mu_0}{\int \tau d\nu} \int_{\tilde{X}^+} \Psi_1(x,\xi,s) \cdot Q_t(\Phi \otimes u)(x,\xi,\xi_0) d\rho(x)d\xi ds.
\]

**Proof.** Since \( d\rho \) is an eigenmeasure of \( L \) with eigenvalue 1, for any \( F, G \in \mathcal{L}(\Sigma^+) \), we have the following equality

\[
\int_{\Sigma^+} F \circ \sigma \cdot G d\rho = \int_{\Sigma^+} L(F \circ \sigma \cdot G)d\rho = \int_{\Sigma^+} F \cdot (LG)d\rho.
\]
Using this and the Fubini theorem, we obtain

\[ I_t(\Psi_1, \Psi_2) \]

\[ = \int_{\mathcal{X}^+} \Psi_1(x, \xi, s) \sum_{n=0}^{\infty} \sum_{s' \in \mathcal{F}} e^{-r_n(y)} (\Phi \cdot \psi)(y) \delta_{\xi_0}(\xi - f_n(y)) u(s - t + r_n(y)) d\rho(x) d\xi ds \]

\[ = \frac{m_0}{\tau d\nu} \int_{\mathcal{X}^+} \Psi_1(x, \xi, s) \mathcal{Q}_{t-s}(\Phi \otimes u)(x, \xi - \xi_0) d\rho(x) d\xi ds. \]

Proof of Theorem 1.1. Without loss of generality, we may suppose that \( \psi_1 \) and \( \psi_2 \) are defined on the suspension space \( \Sigma^{f, \tau} \), continuous and compactly supported. For each \( i = 1, 2 \), let \( \Psi_i \in C_c(\mathcal{X}) \) be the lift of \( \psi_i \) to \( \mathcal{X} \) satisfying

\[ \Psi_i[(x, \xi, s)] = \sum_{n \in \mathbb{Z}} \Psi_i \circ \zeta^n(x, \xi, s), \]

with \( \zeta(x, \xi, s) := (\sigma x, \xi + f(x), s - \tau(x)) \).

Using the unfolding,

\[ \int_{\mathcal{X}} \Psi_1(xa) \psi_2(x) d\text{Haar}(x) \]

\[ = \sum_{n \in \mathbb{Z}} \int_{\mathcal{X}} \Psi_1 \circ \zeta^n(x, \xi, s + t) \cdot \Psi_2(x, \xi, s) d\tilde{\mathbb{M}} \]

\[ = \sum_{n=0}^{\infty} \int_{\mathcal{X}} \Psi_1 \circ \zeta^n(x, \xi, s + t) \cdot \Psi_2(x, \xi, s) d\tilde{\mathbb{M}} \]

\[ + \sum_{n=1}^{\infty} \int_{\mathcal{X}} \Psi_1 \circ \zeta^{-n}(x, \xi, s + t) \cdot \Psi_2(x, \xi, s) d\tilde{\mathbb{M}}. \]

For the second term in the above equation, note that for \( (x, \xi, s) \in \text{supp}(\tilde{\Psi}_2) \),

\[ \Psi_1 \circ \zeta^{-n}(x, \xi, s + t) = \Psi_1(\sigma^{-n} x, \xi - f_n(x), s + t + \tau_n(x)), \]

which is 0 when \( t \) is large enough, as \( \tau_n(x) > 0 \). Define

\[ \Psi_i(x, \xi, s) := \tilde{\Psi}_i(x, \xi, s - h(x)) \text{ for } i = 1, 2. \]

As \( \tilde{\Psi}_i \) is compactly supported, the new function \( \tilde{\Psi}_i \) is also a continuous function with compact support. Moreover, we have \( \tilde{\mathbb{M}}(\Psi_1) = \tilde{\mathbb{M}}(\Psi_1) \). The first term of the last equation above equals \( I_t(\Psi_1, \Psi_2) \). Theorem 1.1 follows if this following holds

\[ \lim_{t \to \infty} t^{p+h/2} I_t(\Psi_1, \Psi_2) = \epsilon \tilde{\mathbb{M}}(\tilde{\Psi}_1) \tilde{\mathbb{M}}(\tilde{\Psi}_2). \]

The proof of (3.4) is divided into the following three cases.

Case 1. Assume \( \Psi_1 \in C_c(\mathcal{X}^+) \) and \( \Psi_2 \in F \). It suffices to consider the case where

\[ \Psi_2(x, \xi, s) = \Phi(x) \delta_{\xi_0}(\xi) u(s) \in \mathcal{F}_0. \]

By Lemma 3.3

\[ I_t(\Psi_1, \Psi_2) = \frac{m_0}{\tau d\nu} \int_{\mathcal{X}^+} \Psi_1(x, \xi, s) \cdot \mathcal{Q}_{t-s}(\Phi \otimes u)(x, \xi - \xi_0) d\rho(x) d\xi ds. \]
Applying Theorem 3.1 to the integrand, we obtain
\[
\lim_{t \to \infty} t^{p+h/2} \Psi_1(x, \xi, s) : Q_{t-s}(\Phi \otimes u)(x, \xi - \xi_0) = \frac{c}{\int \tau d\nu} \hat{M}(\Psi_2) \Psi_1(x, \xi, s) \psi(x).
\]
As the above convergence is uniform on compact sets, we have
\[
\lim_{t \to \infty} t^{p+h/2} I_1(\Psi_1, \Psi_2) = c \hat{M}(\Psi_1) \hat{M}(\Psi_2).
\]

**Case 2.** Assume $\Psi_1, \Psi_2 \in C_c(\hat{X}^+)$.
Approximate $\Psi_2$ by functions in $\mathcal{F}$: it follows from the Stone-Weierstrass theorem that for any $\epsilon > 0$, there exist $F_2 \in \mathcal{F}$ such that for any $(x, \xi, s) \in \hat{X}^+$
\[
|\Psi_2(x, \xi, s) - F_2(x, \xi, s)| < \epsilon.
\]
We can find $w_2 \in \mathcal{F}$ satisfying
- $|\Psi_2(x, \xi, s) - F_2(x, \xi, s)| < \epsilon w_2(x, \xi, s)$ for any $(x, \xi, s) \in \hat{X}^+$;
- $\hat{M}(w_2)$ is bounded by the size of the $\mathbb{Z}^d \times \mathbb{R}$-support of $\Psi_2$.
As (3.4) holds for the pairs $(\Psi_1, F_2), (\Psi_1, w_2)$ and $\epsilon$ is arbitrary, it also holds for the pair $(\Psi_1, \Psi_2)$.

**Case 3.** Let $\Psi_1, \Psi_2 \in C_c(\hat{X})$.
For any $\epsilon > 0$, there exist $k \in \mathbb{N}$ and $F_i \in C_c(\hat{X}^+)$ such that
\[
|\tilde{\Psi}_i \circ \check{\zeta}^k(x, \xi, t) - F_i(x, \xi + f_k(x), t - r_k(x))| < \epsilon.
\]
We can find $w_i \in \mathcal{F}$ satisfying
- $|\Psi_i \circ \check{\zeta}^k(x, \xi, t) - F_i(x, \xi + f_k(x), t - r_k(x))| < \epsilon \cdot w_i(x, \xi + f_k(x), s - r_k(x));$
- $\hat{M}(w_i)$ are bounded by the size of $\mathbb{Z}^d \times \mathbb{R}$-support of $\Psi_i$.
Since $\hat{M}$ is invariant under the action of $\check{\zeta}$, we can replace $\Psi_i$ by $\Psi_i \circ \check{\zeta}^k$ in (3.4).
For (3.4) holds for the pairs $(F_i, F_j), (F_i, w_j), (w_i, w_j)$ with $i, j \in \{1, 2\}$, it is valid for the pair $(\Psi_1 \circ \check{\zeta}^k, \Psi_2 \circ \check{\zeta}^k)$.

\[\square\]
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