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Abstract—This paper reports on the challenges and lessons we learned while running controlled experiments in crowdsourcing platforms. Crowdsourcing is becoming an attractive technique to engage a diverse and large pool of subjects in experimental research, allowing researchers to achieve levels of scale and completion times that would otherwise not be feasible in lab settings. However, the scale and flexibility comes at the cost of multiple and sometimes unknown sources of bias and confounding factors that arise from technical limitations of crowdsourcing platforms and from the challenges of running controlled experiments in the “wild”. In this paper, we take our experience in running systematic evaluations of task design as a motivating example to explore, describe, and quantify the potential impact of running uncontrolled crowdsourcing experiments and derive possible coping strategies. Among the challenges identified, we can mention sampling bias, controlling the assignment of subjects to experimental conditions, learning effects, and reliability of crowdsourcing results. According to our empirical studies, the impact of potential biases and confounding factors can amount to a 38% loss in the utility of the data collected in uncontrolled settings, and it can significantly change the outcome of experiments. These issues ultimately inspired us to implement CrowdHub, a system that sits on top of major crowdsourcing platforms and allows researchers and practitioners to run controlled crowdsourcing projects.

Index Terms—Crowdsourcing, Task Design, Controlled experiments, Crowdsourcing Platforms

I. BACKGROUND & MOTIVATION

A crucial aspect in running a successful crowdsourcing project is identifying an appropriate task design [1], typically consisting of trial-and-error cycles. Task design goes beyond defining the actual task interface, involving the deployment, collection, and mechanisms for ensuring the contributions meet quality objectives [2].

The design of a task represents a multi-dimensional challenge. The instructions are vital for communicating the needs of requesters since poorly defined guidelines could affect the quality of the contributions [3]–[6], as well as task acceptance [7]. Moreover, enriched interfaces could also help workers in performing tasks faster, and with results of potentially higher-quality [8]–[10]. Accurate task pricing is also a relevant aspect since workers are paid for their contributions [11], representing an incentive mechanism that impacts the number of worker contributions [12], as well as the quality, especially for demanding tasks [13]. The time workers are allowed to spend on a task can also affect the quality of the contributions [14], [15], and even characteristics of the crowd marketplace and work environment [16]. These insights constitute guidelines for articulating effective task designs and highlight the feasibility of running controlled experiments in crowdsourcing platforms.

Over the years, a vast body of work grew the scope of crowdsourcing [12], [17]–[21], expanding its application beyond serving as a tool to create machine learning datasets [6], [22]. Paid crowd work thus establishes as a mechanism for running user studies [18], [20], [23], complex work that initially does not fit in the microtask market [24]–[26], and experiments beyond task design evaluation [12], [17], [19], [21]. Naturally, the set of challenges also increases along with the scope and ambition of crowdsourcing projects, especially for crowdsourcing experiments.

Figure 1 depicts the study we use as our running example throughout the paper to describe the challenges and strategies for running controlled experiments in crowdsourcing platforms. The goal of this project was to understand if, and under what conditions, highlighting text excerpts relevant to a given relevance question would improve worker performance [10], [27]. This required testing different highlighting conditions (of varying quality) against a baseline without highlighting, given different document sizes and datasets of different characteristics. The resulting experimental design featured a combination of dataset (3) x document size (3) x highlighting conditions (6) — a total of 54 configurations.

The potential size of the design space, along with the individual and environmental biases [28]–[33], and the limitations of crowdsourcing platforms [34], [35], makes it difficult to...
run controlled crowdsourcing experiments. This means that researchers need to deal with the challenging task of mapping their study designs as simple tasks, managing the recruitment and verification of subjects, controlling for the assignment of subjects to tasks, the dependency between tasks, and controlling for the different inherent biases in experimental research. This requires in-depth knowledge of experimental methods, known biases in crowdsourcing platforms, and programming using the extension mechanisms provided by crowdsourcing platforms.

Current systems that extend crowdsourcing platforms focus on specific domains [36–39] or kinds of problems that split into interconnected components [24–26]. The general purpose tooling available to task requesters comes in the form of extensions to (or frameworks build on top of) programming languages [40–42], which could potentially demand considerable work or lock the requester to a specific crowdsourcing platform.

**Contributions.** First, this paper describes the challenges and strategies for running controlled crowdsourcing experiments, as a result of the lessons we learned while running experiments in crowdsourcing platforms. And second, we introduce CrowdHub 1, a web-based platform for running controlled crowdsourcing projects. CrowdHub blends the flexibility from programming with requester productivity, offering a diagramming interface to design and run crowdsourcing projects. It offers features for systematically evaluating task design to aid researchers and practitioners during the design and deployment of crowdsourcing projects across multiple platforms, as well as features for researchers to run controlled experiments.

**II. Related work**

Crowdsourcing platforms such as Amazon Mechanical Turk, Figure Eight, or Yandex Toloka, expose low-level APIs for common features associated with publishing a task to a pool of online workers. These features involve creating a task with a given template, uploading data units, submitting and keeping track of the progress, rewarding workers, defining quality control mechanisms, among others. Naturally, exposing APIs open the room for additional extensions to the feature space, and we describe the related literature on technologies that extend the capabilities of crowdsourcing platforms. We identify that these technologies can be roughly categorized in domain-specific tooling and general-purpose platforms.

**Domain-specific tools.** Soylent [36] is a word processor that offers three core functionalities that allow requesters to ask crowdsourcing workers to edit, proofread, or perform an arbitrary task related to editing text documents. Soylent articulated and implemented the idea that crowdsourcing could be embedded in interactive interfaces and support requesters in solving complex tasks. Tools to support researchers in performing systematic literature reviews (SLRs) have also been developed. CrowdRev [37] is a platform that allows users (practitioners and human computation researchers) to crowdsource the screening step of systematic reviews. Practitioners can leverage crowd workers via an easy-to-use web interface, leaving CrowdRev in charge of dealing with the intricacies of crowdsourcing. For human computation researchers, however, CrowdRev offers the flexibility to tune (and customize) the algorithms involved in the crowdsourcing process (i.e., querying and aggregation strategies). SciCrowd [38] is a system that embeds crowdsourcing workers in a continuous information extraction pipeline where human and machine learning models collaborate to extract relevant information from scientific documents.

Crowdsourcing databases extend the capabilities of database systems to allow answering queries via crowd workers to aid data cleansing pipelines. CrowdDB [39] extends the standard SQL by introducing crowd-specific operators and extensions to the data definition language (DDL) that the query engine can interpret and spawn crowdsourcing tasks accordingly. CrowdDB manages the details related to publishing crowdsourcing tasks, automatically generating task interfaces based on the metadata specified by developers using the extended DDL. Several other declarative approaches were proposed to embed crowdsourcing capabilities into query processing systems [43–46].

**General-purpose platforms.** Several approaches have been proposed to manage complex problems that partition into interdependent tasks. Inspired by the MapReduce programming paradigm [47], CrowdForge [24] offers a framework to allow solving complex problems via a combination of partition, map and reduce tasks. Jabberwocky [25] is a social computing stack that offers three core components to tackle complex (and potentially interdependent) tasks. Dormouse represents the foundations of Jabberwocky, and it acts as the runtime that can run controlled crowdsourcing experiments. Practitioners can leverage crowd workers via an easy-to-use web interface, leaving CrowdRev in charge of dealing with the intricacies of crowdsourcing. For human computation researchers, however, CrowdRev offers the flexibility to tune (and customize) the algorithms involved in the crowdsourcing process (i.e., querying and aggregation strategies). SciCrowd [38] is a system that embeds crowdsourcing workers in a continuous information extraction pipeline where human and machine learning models collaborate to extract relevant information from scientific documents.

Turkit [40] is a JavaScript programming toolkit for implementing human computation algorithms that run on Amazon Mechanical Turk. It offers functions that interface with AMT and introduce the crash- and rerun programming model for building robust crowdsourcing scripts. CrowdLang [41] is a framework and programming language for human and machine computation, relying on three core components to allow requesters to implement complex crowdsourcing workflows. First, a programming library that encapsulates operators and...
reusable computation workflows (e.g., find-fix-verify [36], iterative improvements [40]). Then, the engine component orchestrates and runs human computation algorithms (and deals with the underlying challenges). And last, the integration layer bridges CrowdLang with distinct crowdsourcing platforms for cross-platform support. Similar to Turkit, AUTOMAN [42] embeds crowdsourcing capabilities into a programming language (Scala in this case). However, it also offers features to automatically manage pricing, quality control, and scheduling of crowdsourcing tasks.

Substantial efforts have been devoted to offering solutions that sit on top of crowdsourcing platforms. However, these tools still demand considerable work from requesters (e.g., programming the complete workflows or experiments). For running controlled experiments, we find the TurkServer platform [48] to be closely related to our work. TurkServer is based on a JavaScript web framework and offers built-in features that enable researchers to run experiments on AMT. Even though programming frameworks give full flexibility to researchers, CrowdHub aims to offer a paradigm that blends flexibility with productivity. Concretely, we propose an easy-to-use platform that allows task requesters to focus on designing crowdsourcing workflows via a diagramming interface, reducing the programming efforts that current tooling would require.

III. CHALLENGES IN EVALUATING TASK DESIGNS

In this section, we describe the challenges that arise when running crowdsourcing experiments. These challenges are derived from our own experiences in evaluating task designs while studying the impact of highlighting support in text classification [10], [27].

We return to the study we use as our running example (see Figure 1) to describe the challenges while running controlled crowdsourcing experiments. The datasets used in this experiment come from two domains: systematic literature reviews (SLR) and Amazon product reviews. Using the number of characters as a proxy for document length, we categorized the documents as short, medium, or long. The workers that participated in the experiment performed the task in pages (up to six), where each page showed three documents with one item used for quality control [2], except the first page which was used entirely for quality control. Each document in the datasets was associated with a list of text excerpts of varying quality. The highlighting conditions 0%-100% indicate the proportion of items in a given page that will highlight text excerpts of good quality (0% means non-useful highlights). The baseline was used as the control condition (no highlights), and the aggr condition first aggregated the available excerpts and then highlighted the result.

The left half of Figure 2 depicts the desired experimental setup, a between-subjects design. A representative sample of workers from the selected crowdsourcing platform is randomly assigned to one of the experimental conditions, assuring a well-balanced distribution of participants. Also, within each of the conditions, workers are restricted to assess only documents of a specific size. However, running this experiment on crowdsourcing platforms is far from being a straightforward task. Researchers need to put a lot of effort into overcoming the limitations of crowdsourcing platforms and successfully executing the desired experimental design. And in this process, challenges emerge that could hurt the outcome and validity of the experiment, as depicted in the right half of Figure 2.

In order to identify the challenges and quantify potential experimental biases in running an uncontrolled evaluation of task designs, we created individual tasks in Figure Eight for a subset (1 dataset) of the experimental conditions. We ran the tasks one after another, collecting a total of 6993 votes from 631 workers (16 tasks). In the following, we lay out the challenges that we encountered during the process (Figure 2).
Platforms lack native support for experiments. Crowdsourcing platforms such as Figure Eight (F8), Amazon Mechanical Turk (AMT), and Toloka offer the building blocks to design and run crowdsourcing tasks. In F8, for example, this implies defining i) data units to classify, ii) gold data to use for quality control, iii) task design, including instructions, data to collect, assignment of units to workers, iv) the target population (country, channels, trust), and v) the cost per worker contribution. F8 then manages the assignment of data units, the data collection and the computation of basic completion metrics. These features are suitable for running individual tasks, but less so when experimenting with different task designs with a limited pool of workers, where special care must be taken to run even simple between-subject designs [23].

This lack of support left researchers with the laborious job of actually implementing the necessary mechanisms to deploy a controlled experiment. For our running example, this means that researchers need to create the tasks for each of the experimental conditions and document sizes (6 conditions and 3 document sizes, a total of 18 tasks). Eligibility control mechanisms are crucial to identify workers and randomly assign them to one of the tasks, controlling that workers only participate once. Besides, during deployment, researchers need to constantly monitor the progress of the crowdsourcing task to avoid potential demographic biases presence in the crowdsourcing platforms, assuring that a well-balanced and representative sample of the population participates in the experiment. Ultimately, this means that researchers need deep knowledge in both programming and experimental methods to implement the necessary mechanisms and controlling inherent biases in experimental research and crowdsourcing platforms.

Timezones Θ. A wide range of countries constitutes the population of workers in crowdsourcing platforms. However, the majority of workers tend to come from a handful of countries instead. The pool of workers that can participate in a task varies at different times of the day since workers come from a diverse set of countries with different timezones. For example, the population of active US workers could be at its peak while workers from India are just starting the day, as shown by Difallah, Filatova, and Ipeirotis for the AMT platform [49].

Running experiments without considering the mismatch of worker availability during the day could introduce confounding factors that hurt the experiment’s results. In the case of our running example, this means that the experimental conditions may not be comparable. For instance, we noticed the worker performance in independent runs of our study varied by different factors even between runs of the same condition (e.g., from 24s to 14s in decision time between a first and a second run considering only new workers).

Collecting reliable and comparable results thus requires multiple systematic runs over an extended period of time. For our study, this means executing the experiment over chunks of time during the day and spread it over weeks, balancing across the experimental conditions.

Population demographics Θ Θ. The demographics of a crowdsourcing platform (e.g., gender, age, country) defines the pool of active workers, along with the time an experiment runs. Researchers tend to resort to crowdsourcing since it represents a mechanism to access a large pool of participants. However, demographic variables tend to follow a heavy-tailed distribution. For example, workers from the US and India constitute the majority of the available workforce in Amazon Mechanical Turk [49]. Many kinds of experiments could potentially be sensitive to the underlying population demographics. Thus, ensuring a diverse set of workers is a crucial endeavor that researchers must undertake to perform methodologically sound experiments.

Uncontrolled worker demographics could result in an imbalanced sample of the population Θ and subgroups of workers dominating the task Θ, potentially amplifying human biases and produce undesired results [23]. In running uncontrolled tasks, we observed a participation dominated by certain countries, which prevented more diverse population characteristics. For example, the top contributing countries provided 48.1% of the total judgements (Venezuela: 28.5%, Egypt: 11.8%, Ukraine: 7.8%).

Crowdsourcing platforms offer basic demographic variables that can be tuned to control the population of workers participating in tasks. For our experiment, we identified the top three contributing countries and created buckets with each of the top countries as head of the groups. We then manually assigned the country buckets to the experimental conditions, distributing uniformly the tasks that these could perform and swapping buckets accordingly. This tedious but effective mechanism allowed us to overcome the heavy-tail distribution of the population demographics and give equal opportunity to the top countries that constitute the crowdsourcing platform.

Recurrent workers may impact the results Θ. While returning workers are desirable in any crowdsourcing project, they represent a potential source of bias in the context of crowdsourcing experiments, and special care must be taken to obtain independent contributions within and across similar experiments [17].

In our study, we published the combination of experimental conditions and document sizes as independent tasks in the crowdsourcing platform. Therefore, since tasks run in parallel, nothing prevents workers from proceeding with another of our tasks upon finishing the task where they first landed, which is the scenario depicted by point Θ in Figure 3. This situation is potentially problematic since workers that return to complete more tasks might perform better due to the learning effect. As shown in Figure 3 we observed 38% of returning workers, who featured a lower completion time (i.e., workers were faster) but not higher accuracy 3.

Researchers must implement custom eligibility control mechanisms to deal with recurrent workers, and in general, to manage the population of workers that participate in the experimental conditions. Fortunately, crowdsourcing platforms

3We noticed, however, that accuracy remained mostly unaffected by conditions and other factors across all our experiments, and it might have been less susceptible to the learning effect.
provide the necessary means to extend its set of features. The task interface shown to workers is usually a combination of HTML, JavaScript, and CSS that researchers need to code. As part of this interface, special logic could be embedded to control worker participation. For our study, we identified workers by leveraging browser fingerprinting [50] and sending this information to an external server that performed control and random assignment of workers to conditions. Our task interface included JavaScript code that upon page load requested the server information about the worker, resulting in a “block” or “proceed” action that prevented or allowed the worker to continue with the task (in the case of the former the page showed a message with the reasons of the block).

Recurrent workers may cross conditions \( \Theta \). Closely related to the previous issue is the fact that returning workers can also land in a different experimental condition, as depicted by point \( \Theta \) in Figure 2. This scenario could make the experimental conditions difficult to compare, threatening the validity of the experiment, since returning workers that cross conditions could modify their behavior and resulting performance.

In our study, by comparing the 30% workers who crossed the experimental conditions with the “new workers” (those that never performed the task), we observed that switching between highlighting support and not support resulted in lower decision time (“highlighting to base” and “base to highlighting” in Figure 3). However, those workers that came from the “bad highlighting” condition and arrived at the condition with good highlighting support showed a higher decision time, possibly due to the lack of trust in the support. Workers switching from support to no support also featured higher accuracy than the new workers and those returning to the same condition.

The same eligibility control mechanism via browser fingerprinting takes care of recurring workers that land in different conditions since it allows controlling for recurrent workers in the first place.

The above challenges emphasize that running a systematic comparison of task designs using the native building blocks of a crowdsourcing platform is thus a complex activity, susceptible to different types of experimental biases, which are costly to clean up (e.g., discarding 38% of the contributions). While our example may represent an extreme case, and it focuses on task design evaluation, it is still indicative of many of the challenges that task designers and researchers face in general when running controlled experiments in crowdsourcing platforms.

IV. CrowdHub Platform

The above challenges motivated us to design and build a system that extends the capabilities of crowdsourcing platforms and allow researchers and practitioners to run controlled crowdsourcing projects. By extending major crowdsourcing platforms, CrowdHub offers cross-platform capabilities and aims to provide the building blocks to design and run crowdsourcing workflows, and for researchers, in particular, the features to run controlled crowdsourcing experiments.

A. Design goals

We now describe the design goals behind CrowdHub:

- **Offer cross-platform support.** CrowdHub extends crowdsourcing platforms and integrates the differences between these into features that allow task requesters to design tasks that can run across multiple platforms. This means that we can design a task (e.g., one that asks workers to classify images) and then run it on multiple platforms without dealing with the underlying details that set the platforms apart. This goal is particularly relevant for crowdsourcing experiments since there is evidence suggesting that results could vary across crowdsourcing platforms [34].

- **Blend easy-of-use with flexibility.** While offering crowdsourcing capabilities by extending a programming language gives complete control to task requesters, it also demands more effort since requesters would need to code their solutions. With CrowdHub, we aim to mix the flexibility of programming with productivity, and thus instead offer a diagramming interface that does not require task requesters to code every piece of the crowdsourcing puzzle.

- **Support interweaving human and machine computation.** CrowdHub is designed to allow researchers and practitioners to extend its set of features and incorporate machine computation alongside human workers. This means, following on the image annotation example, that researchers could incorporate a machine learning model for classifying “easy” images and then derive “hard ones” to crowd workers.

B. Architecture

Figure 4 shows the internal architecture of the CrowdHub platform. We used a client-server architecture to implement CrowdHub, where both the backend and the frontend are implemented using the JavaScript programming language. CrowdHub offers a diagramming interface where researchers need to code every piece of the crowdsourcing puzzle. The platform is designed to allow researchers and practitioners to design tasks (e.g., one that asks workers to classify images) and then run it on multiple platforms without dealing with the underlying details that set the platforms apart.
through the nodes, where the nodes represent tasks or executable code to transform data units.

The Workflow Manager exposes features that allow requesters to create, update, delete, and execute workflows. It uses the crash-and-rerun model to offer a robust mechanism for executing workflows. A node in the graph defining the workflow is called block. These blocks can be seen as “functions” that the workflow manager can run. The current implementation of CrowdHub offers two blocks Do and Lambda. The Do block represents a task that is published on a crowdsourcing platform. Using a Do block, requesters can configure the task interface using a built-in set of UI elements that safely requesters from coding the interface (which typically consists of HTML, CSS, and JavaScript). In addition to configuring the interface, other crowdsourcing task parameters can be specified (e.g., number of votes, monetary rewards). The Lambda block, accepts JavaScript code, and it represents an arbitrary function that receives and returns data (useful for data aggregation and partitioning, for example).

The Worker Manager offers features for eligibility control and population management. The eligibility control gives researchers the functionality to define the policy regarding returning workers and condition crossovers associated with the experimental design (between- or within-groups design). Through population management requesters can control for subgroups of workers dominating a dataset by assigning a specific quota. Altogether, these features allow requesters to be in control of their crowdsourcing project.

The Scheduler enables to control for confounding factors by scheduling task execution over a period of time. Task requesters specify the time and progress intervals at which the workflow should run, and the scheduler notifies the Workflow Manager accordingly to pause and resume the execution.

The Integration Layer implements the cross-platform capabilities that CrowdHub provides. This layer offers a set of functions that handle the differences between the crowdsourcing platforms, thus allowing requesters to publish tasks across multiple platforms. The workflow manager module uses the Integration Layer to publish, pause, and resume jobs in the crowdsourcing platforms supported by CrowdHub. When publishing a task, the Integration Layer first translates the UI components that constitute the task interface into the actual interface that will be shown to workers on the selected crowdsourcing platform. The worker manager module relies on the Integration Layer to handle worker demographics in a platform-agnostic manner, as well as implementing the eligibility control policy. CrowdHub manages the interactions with the crowdsourcing platform through their public APIs, and JavaScript extensions incorporated into the tasks interface allows for additional features such as worker control and identification (browser fingerprinting). The current implementation of CrowdHub supports Figure Eight and Toloka, with Amazon Mechanical Turk as a work in progress.

The Data Store is a SQL database that contains user information, workflow definition and runs (which allow for running a workflow multiple times), block definition and cache (to store the results from running the blocks), worker information and the data units.

C. Deployment

Figure 5 shows an example workflow using CrowdHub, where we define a crowdsourcing experiment following a between-subjects design to systematically evaluate task interface alternatives.

CrowdHub enables the entire task evaluation process, as shown in Figure 5. At design time, requesters use the workflow editor to define the experimental design, which includes the tasks (Do boxes) and the data flow (indicated by the arrows and the lambda functions describing data aggregation and partitioning). Experimental groups can also be defined and associated to one or more tasks, denoted in the diagram using different colors. When deploying the experiment, the Workflow Manager parses the workflow definition and creates the individual tasks in the target crowdsourcing platform with the associated data units and task design, relying on the Integration Layer to handle the selected platform. At run time, the requester can specify the population management strategy and time sampling, if any, and the platform will leverage the Worker Manager and Scheduler modules to launch, pause, and resume the tasks, and manage workers participation.

V. Discussion

Running controlled experiments in crowdsourcing environments is a challenging endeavor. Researchers must put special care in formulating the task and effectively communicating workers what they should perform. Unintended worker behavior could be observed if researchers fail at delivering the task; for example, poor instructions could lead workers to
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Fig. 4. The architecture of the CrowdHub platform.
produce low-quality work or discourage them from participating in the first place [3]. The inherent biases associated with experimental research and those present in the crowdsourcing platforms hinder the job of researchers. However, most of these biases are unknown to researchers approaching crowdsourcing platforms and could harm the experimental results, reducing the acceptance of crowdsourcing as an experimental method [17], [21]. For example, the underlying population demographics characterizes the workers that can take part in an experiment. If run uncontrolled, the sampled population may not be representative and include biases that hurt the experimental outcome [28].

We showed specific instances of how running crowdsourcing experiments without coping strategies can impact the experimental design, assignment, and workers participating in the experiments. Using task design evaluation, we distilled the challenges and quantified how it could change the outcomes of experiments. However, these challenges are not only tied to task design evaluation, and in general, they play a role in the success of crowdsourcing experiments. Qarout et al. [34] identified that worker performance could vary significantly across platforms, showing that workers in AMT performed the same task significantly faster than those on F8. This difference highlights the importance and impact of the underlying population demographics [49]. Recurring workers naturally affects longitudinal studies. Over prolonged periods, the population of workers could refresh [49]; however, this still depends on the actual platform. Therefore, it is common for researchers to resort to employing custom mechanisms [50] or leveraging the actual worker identifiers to limit participation [34]. This forces researchers to fill the gaps by programming extensions to crowdsourcing platforms and make it possible to run controlled experiments, one of the core challenges highlighted by behavioral researchers [21].

The lack of native support from crowdsourcing platforms to deliver experimental protocols could potentially affect the validity and generalization of experimental results. Researchers are forced to master advanced platform-dependent features or even extend their capabilities to implement coping strategies and bring control to crowdsourcing experiments. This is because crowdsourcing platforms were built with micro-tasking and data collection tasks in mind where results are important. However, the potential downside of manually extending crowdsourcing platforms is the learning curve that it incurs on researchers. This could lock researchers to specific platforms and discourage running experiments across multiple crowdsourcing vendors — potentially threatening how well results generalize to other environments [34].

The reliability of results, associated with choosing the right sample size, is a critical challenge in experimental design. The inherent cost of recruiting participants forces researchers to trade-off sample size, time, and budget in laboratory settings [23]. For crowdsourcing environments, this is not necessarily the case, since it naturally represents easy access to a large pool of participants [21]. In laboratory settings, it is possible to resort to magic numbers and formulas to derive the sample size, but these rely on established recruitment criteria that can ensure a certain level of homogeneity — in general, a homogenous population would require a small sample size. In crowdsourcing, however, it is not easy to screen participants, and sometimes researchers just accept whoever is willing to participate. This can bring a lot of variability into the results. One way to address this issue is to rely on techniques used in adaptive or responsive survey design, i.e., stopping
when we estimate that another round of crowdsourcing (e.g., data collection) will have a low probability of changing our current estimates [51]. Another approach would be to run simulations inspired by k-fold cross validation [52], which relies on specific data distribution (e.g., unimodal).

As crucial as controlling different aspects of task design, experimental protocol, and coping strategies to deal with the crowdsourcing environment is the fact that researchers must communicate these clearly to aid repeatable and reproducible crowdsourcing experiments [34], [35]. In the context of systematic literature reviews, PRISMA [53] defines a thorough checklist that aids researchers in the preparation and reporting of robust systematic reviews. For crowdsourcing researchers and practitioners, there is currently no concise guideline on what should be reported to facilitate reproducing results from crowdsourcing experiments, beyond those guidelines addressing concrete crowdsourcing processes [6], [28], [54], [55]. We find this an exciting direction for future work, and we are currently initiating our project on developing guidelines for reporting crowdsourcing experiments and encouraging repeatable and reproducible research.

We created CrowdHub to provide features that enable requesters to build crowdsourcing workflows, such as creating datasets for training machine learning models or designing and executing complex crowdsourcing experiments.

CrowdHub is not a monolithic system but rather a collection of components that interact with each other. Requesters can register new adapters with the Integration Layer to add support for new crowdsourcing platforms, therefore growing the list of vendors that CrowdHub provides out-of-the-box. This could be particularly useful for integrating private in-house platforms that suit the specific needs of task requesters. The Workflow Manager enables researchers and practitioners to add new blocks to the set of available nodes for creating crowdsourcing workflows. With this feature, requesters can grow the scope of crowdsourcing workflows that can be created using CrowdHub. Therefore, new forms of computation could be added that run alongside crowd workers. An example is adding an “ML block” that uses data units to train a machine learning classifier.

To create task interfaces, requesters can resort to the built-in set of UI elements that encapsulates the necessary code for rendering the interface on the underlying crowdsourcing platforms. CrowdHub’s frontend application exposes these UI elements as visual boxes that requesters can drag and drop to arrange and configure the interface accordingly. The current set consists of elements for rendering text, images, form text inputs, and inputs for multiple- and single-choice selection. We also incorporated the possibility of highlighting text and image elements. This is useful, for example, to generate datasets for natural language processing and computer vision (e.g., question-answering and object detection datasets, respectively), or studying the impact of text highlighting in classification tasks [10]. We plan to add support for actually coding the task interface, allowing requesters to use HTML, JavaScript, and CSS instead of using the current editor that offers draggable visual elements. This modality will give full flexibility to experienced requesters for designing task interfaces, and in this context, the current UI components will be available as special “HTML tags”.

We presented a demo of CrowdHub [56] and received positive and constructive feedback from researchers in the human computation community. These discussions allowed us to arrive at the current design goals and set of features that constitute CrowdHub. The current implementation offers all the features we described for the Workflow manager, and a subset of the functionality associated with the Worker Manager that enables eligibility control, allowing researchers to map experimental designs and control worker participation. The system also supports collaboration between requesters and generating URLs for read-only access to workflows — a feature that aims to foster repeatability and reproducibility of results in crowdsourcing experiments. CrowdHub currently supports two crowdsourcing platforms: Figure Eight and Yandex Toloka. Support for Amazon Mechanical Turk is also in the roadmap.

VI. CONCLUSION

In this paper, we draw from our experience and distilled the challenges and coping strategies to run controlled experiments in crowdsourcing environments. Using the systematic evaluation of task design, we quantified the potential impact of uncontrolled crowdsourcing experiments and connected the challenges to those found in other crowdsourcing contexts. Inspired by these lessons, and how frequently they occur in the literature, we designed and implemented CrowdHub, a system that extends crowdsourcing platforms and allows requesters to run controlled crowdsourcing projects. As part of our future work, we plan to run user studies to evaluate the extent to which CrowdHub supports researchers in running crowdsourcing experiments and practitioners in deploying crowdsourcing workflows. CrowdHub is an open-source project, and we made available on Github the source code of the frontend and backend layers.
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