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Abstract—In this paper, we propose a class of finite alphabet iterative decoder (FAID), called mutual information-maximizing quantized belief propagation (MIM-QBP) decoder, for decoding regular low-density parity-check (LDPC) codes. Our decoder follows the reconstruction-calculation-quantization (RCQ) decoding architecture that is widely used in FAIDs. We present the first complete and systematic design framework for the RCQ parameters, and prove that our design with sufficient precision at node update is able to maximize the mutual information between coded bits and exchanged messages. Simulation results show that the MIM-QBP decoder can always considerably outperform the state-of-the-art mutual information-maximizing FAIDs that adopt two-input single-output lookup tables for decoding. Furthermore, with only 3 bits being used for each exchanged message, the MIM-QBP decoder can outperform the floating-point belief propagation decoder at the high signal-to-noise ratio regions when testing on high-rate LDPC codes with a maximum of 10 and 30 iterations.

Index Terms—Finite alphabet iterative decoder (FAID), lookup table (LUT), low-density parity-check (LDPC) code, mutual information (MI), quantized belief propagation (QBP).

I. INTRODUCTION

Low-density parity-check (LDPC) codes [1] have been widely applied to communication and data storage systems due to their capacity approaching performance. Many of these systems, such as the NAND flash memory, have strict requirements on the memory consumption and implementation complexity of LDPC decoders [2], [3]. For the sake of simple hardware implementation, many efforts have been devoted to efficiently represent messages for LDPC decoding [4]–[11]. For example, in [4] and [5], the messages exchanged within the LDPC decoders are represented by log-likelihood ratios (LLRs) in low resolutions, which have generally 5 to 7 bits. The works in [6]–[11] develop the finite alphabet iterative decoder (FAID) for LDPC codes, which make use of messages represented by symbols from finite alphabets rather than by LLRs for decoding. These FAIDs draw much attention due to their excellent error rate performance and low decoding complexity. More specifically, they adopt the quantized messages of only 3 or 4 bits to approach and even surpass the performance of the floating-point belief propagation (BP) decoder [12]. In this paper, we focus on the class of FAIDs.

The early FAIDs investigated in [6]–[8] consider simple mappings, additions, and non-uniform quantization for decoding, leading to a reconstruction-calculation-quantization (RCQ) decoding architecture. However, the design of these FAIDs (RCQ parameters) focuses on the specific class of (3, 6) (variable node (VN) degree 3 and check node (CN) degree 6) LDPC codes and requires large amount of manual optimizations. Thus, one can hardly generalize the decoder design to different scenarios. Recently, the mutual information-maximizing FAIDs (MIM-FAIDs) [9]–[11] are designed by density evolution (DE) [6] for various bit width settings of the decoder, with the aim of maximizing the mutual information (MI) between the coded bits and the exchanged messages within the decoder. These MIM-FAIDs are also referred to as MIM lookup table (MIM-LUT) decoders, since they adopt a series of cascaded two-input single-output LUTs for decoding. However, concatenating LUTs causes the degradation of both mutual information and error rate performance.

To overcome the drawbacks of the FAIDs in [6]–[11], we have presented a mutual information-maximizing quantized belief propagation (MIM-QBP) decoder in [13]. The MIM-QBP decoder adopts the RCQ decoding architecture and maximizes the mutual information at both the CN and VN update similarly to the FAIDs in [6]–[8]. The main contribution of [13] is to establish a high-level principle for designing good RCQ parameters, aiming at maximizing the MI between the coded bits and the exchanged messages, for decoding any regular LDPC codes. The principle has enabled the development of many follow-up MIM-FAIDs [14]–[19]. These MIM-FAIDs’ VN update follows the RCQ decoding architecture where the RCQ parameters are designed based on the principle established in [13]; Their CN update employs the min operation (like the min-sum decoder [4]) to simplify the RCQ decoding architecture used in the CN update of the MIM-QBP decoder, at the cost of slightly degrading error rate performance.

This paper, as the extended version of [13], presents the first complete and systematic design framework for the RCQ parameters of the MIM-QBP decoder. More specifically, Section III of this paper includes the design principle originally proposed in [13] and gives more explanations. The most important extension over [13] is that, this paper contains a new section (Section IV) to illustrate the optimality of a class of reconstruction functions (RFs) which can make the corresponding MIM-QBP decoder maximize the MI between the coded bits and the exchanged messages; Meanwhile, it presents a near-optimal design of practical RFs based on
scaling the optimal RFs. Therefore, this paper essentially establishes a fundamental theory for supporting the validity of the aforementioned MIM-FAIDs [14]–[19]. Moreover, we believe that our design framework will facilitate the development of more follow-up MIM-FAIDs. The main contributions of this paper are summarized as follows:

- This paper presents, for the first time, a complete and systematic design framework of the RCQ parameters for decoding any regular LDPC codes.
- We prove that with sufficient precision for node update, our design for the RCQ parameters is able to maximize the MI between the coded bits and the exchanged messages.
- We investigate the error rate performance of the proposed MIM-QBP decoder based on extensive simulations. We observe that the MIM-QBP decoders can always considerably outperform the MIM-LUT decoders, and can sometimes even outperform the floating-point BP decoder with only 3 bits for each exchanged message.

The remainder of this paper is organized as follows. Section II first introduces the optimal quantization method for the binary-input discrete memoryless channel (DMC), and then gives a review of the MIM-LUT decoding and also highlights the linkage between the two topics. Section III illustrates the general design principle for designing the RCQ parameters for decoding regular LDPC codes. Section IV develops an efficient design of the RFs of the MIM-QBP decoder. Section V presents the simulation results. Finally, Section VI concludes this paper.

II. PRELIMINARIES

A. MIM Quantization of Binary-Input DMC

Due to the strong linkage between the MIM based channel quantization and the MIM based LDPC decoding message quantization, we first review the quantization of a binary-input DMC. As shown by Fig. 1, the channel input $X$ takes values from $\mathcal{X} = \{0,1\}$ with probability $P_X(0)$ and $P_X(1)$, respectively. The channel output $Y$ takes values from $\mathcal{Y} = \{y_1, y_2, \ldots, y_N\}$ with channel transition probability given by $P_{Y|X}(y_j|x) = Pr(Y = y_j|X = x)$, where $x = 0, 1$ and $j = 1, 2, \ldots, N$. The channel output $Y$ is quantized to $Z$ which takes values from $\mathcal{Z} = \{1, 2, \ldots, M\}$. A well-known criterion for channel quantization [20], [21] is to design a quantizer $Q^* : \mathcal{Y} \rightarrow \mathcal{Z}$ to maximize the MI between $X$ and $Z$, i.e.

$$Q^* = \arg\max_Q I(X; Z) = \arg\max_Q \sum_{x \in \mathcal{X}, z \in \mathcal{Z}} P_{X,Z}(x, z) \log \frac{P_{X,Z}(x, z)}{P_X(x)P_Z(z)},$$

where $P_{X,Z}(x, z) = P_X(x) \sum_{y \in \mathcal{Y}} P_{Y|X}(y|x)P_{Z|Y}(z|y)$ and $P_Z(z) = \sum_{x \in \mathcal{X}} P_{X,Z}(x, z)$.

A deterministic quantizer (DQ) $Q : \mathcal{Y} \rightarrow \mathcal{Z}$ means that for each $y \in \mathcal{Y}$, there exists a unique $z \in \mathcal{Z}$ such that $P_{Z|Y}(z|y) = 1$ and $P_{Z|Y}(z'|y) = 0$ for $z' \neq z \in \mathcal{Z}$. Let $Q^{-1}(z) \subset \mathcal{Y}$ denote the preimage of $z \in \mathcal{Z}$. We name $Q$ a sequential deterministic quantizer (SDQ) [21] if it can be equivalently described by an integer set $\Lambda = \{\lambda_0, \lambda_1, \ldots, \lambda_M-1, \lambda_M\}$ with $\lambda_0 = 0 < \lambda_1 < \cdots < \lambda_{M-1} < \lambda_M = N$ in the way given below

$$\begin{align*}
Q^{-1}(1) &= \{y_1, y_2, \ldots, y_{\lambda_1}\}, \\
Q^{-1}(2) &= \{y_{\lambda_1+1}, y_{\lambda_1+2}, \ldots, y_{\lambda_2}\}, \\
& \quad \vdots \\
Q^{-1}(M) &= \{y_{\lambda_{M-1}+1}, y_{\lambda_{M-1}+2}, \ldots, y_{\lambda_M}\}.
\end{align*}$$

We thus also name $\Lambda$ an SDQ.

According to [20], there always at least exists a deterministic $Q^*$ for (1) that can maximize $I(X; Z)$. Moreover, $Q^*$ is an optimal SDQ if $P_{Y|X}$ further satisfies

$$\frac{P_{Y|X}(y_1|0)}{P_{Y|X}(y_1|1)} \geq \cdots \geq \frac{P_{Y|X}(y_N|0)}{P_{Y|X}(y_N|1)},$$

where if $P_{Y|X}(\cdot|1) = 0$, we regard $\frac{P_{Y|X}(\cdot|0)}{P_{Y|X}(\cdot|1)} = \infty$ as the largest value. (However, $Q^*$ may not be simply described by the set $\Lambda$.) Note that after merging any two elements $y, y' \in \mathcal{Y}$ with $P_{Y|X}(y|0)/P_{Y|X}(y|1) = P_{Y|X}(y'|0)/P_{Y|X}(y'|1)$, the resulting optimal quantizer is as optimal as the original one [20], [21]. A general framework has been developed in [21] for applying dynamic programming (DP) [22, Section 15.3] to find an optimal SDQ among all SDQs to maximize $I(X; Z)$. (The condition of (2) is not required, and if it holds, the optimal SDQ is an optimal DQ which can maximize $I(X; Z)$ among all quantizers from $\mathcal{Y}$ to $\mathcal{Z}$.)

B. MIM-LUT Decoder Design for Regular LDPC Codes

Consider a binary-input DMC. Denote the channel input by $X$ which takes values from $\mathcal{X} = \{0,1\}$ with equal probability, i.e., $P_X(0) = P_X(1) = 1/2$. Denote $L$ as the DMC output which takes values from $\mathcal{L} = \{0,1,\ldots,|L|-1\}$ with channel transition probability $P_{L|X}$. Consider the design of a quantized message passing (MP) decoder for a regular $(d_v, d_c)$ LDPC code, where $d_v$ and $d_c$ are the degrees of VNs and CNs, respectively. Denote $\mathcal{R} = \{0,1,\ldots,\mathcal{R}-1\}$ and $\mathcal{S} = \{0,1,\ldots,|\mathcal{S}|-1\}$ as the alphabets of variable-to-check (V2C) and check-to-variable (C2V) messages, respectively. Note that $\mathcal{L}, \mathcal{R}, \mathcal{S}$ and their related functions may or may not vary with iterations. We use these notations without specifying the associated iterations since after specifying the decoder design for one iteration, the design is clear for all the other iterations.

For the V2C message $R \in \mathcal{R}$ (resp. C2V message $S \in \mathcal{S}$), we use $P_{R|X}$ (resp. $P_{S|X}$) to denote the probability mass function (pmf) of $R$ (resp. $S$) conditioned on the channel input bit $X$. If the code graph is cycle-free, $R$ (resp. $S$)
Fig. 2. Node update for mutual information-maximizing lookup table (MIM-LUT) decoding, where the circle and square represent a variable and check node, respectively. (a) Check node update. (b) Variable node update.

Fig. 3. Quantization of a discrete memoryless channel (DMC), where the quantizer works exactly the same as the check node update function \( Q_c \) for the mutual information-maximizing lookup table (MIM-LUT) decoding shown by Fig. 2(a).

For each iteration, we first design the update function (UF) for the CN update, which is shown by Fig. 2(a). The MIM-LUT decoding methods design \( Q_c \) to maximize \( I(X; S) \). For easy understanding, we can equivalently convert it to the problem of DMC quantization, as shown by Fig. 3.

We assume \( P_{R|X} \) is known, since for the first iteration, \( P_{R|X} \) can be solely derived from the channel transition probability \( P_{L|X} \), and for the other iteration, \( P_{R|X} \) is known after the design at VN is completed. The joint distribution \( P_{R|X} \) of the incoming message \( R \in R^{d_c-1} \) conditioned on the channel input bit \( X \) (i.e., the channel transition probability \( P_{R|X} \) of the DMC shown by Fig. 3) is given by [9]

\[
P_{R|X}(r|x) = \left( \frac{1}{2} \right)^{\text{dim}(r)-1} \sum_{x \oplus x' = x} \prod_{i=1}^{\text{dim}(r)} P_{R_i|X}(r_i|x_i),
\]

where \( r = (r_1, r_2, \ldots, r_{d_c-1}) \in R^{d_c-1} \) is a realization of \( R \), \( x = (i_1, i_2, \ldots, i_{d_c-1}) \in X^{d_c-1} \) is a realization of \( X \), \( x = (x_1, x_2, \ldots, x_{d_c-1}) \in X^{d_c-1} \) consists of channel input bits corresponding to the VNs associated with incoming edges, and \( \oplus x = x_1 \oplus x_2 \oplus \cdots \oplus x_{d_c-1} \) with \( \oplus \) denoting the addition in \( GF(2) \). Based on (4), we have

\[
\begin{align*}
P_{R_i|X}(r_i|0) &\pm P_{R_i|X}(r_i|1) = \left( \frac{1}{2} \right)^{\text{dim}(r_i)-1} \prod_{i=1}^{\text{dim}(r_i)} \left( P_{R_i|X}(r_i|0) \pm P_{R_i|X}(r_i|1) \right), \\
P_{X|R}(0|r) &\pm P_{X|R}(1|r) = \prod_{i=1}^{\text{dim}(r)} \left( P_{X|R}(0|r_i) \pm P_{X|R}(1|r_i) \right).
\end{align*}
\]

Given \( P_{R_i|X} \), the design of \( Q_c \) is equivalent to the design of \( Q^* \) in (1) by setting \( J = R^{d_c-1} \) and \( S = S \). We can solve this design problem by using the DP method proposed in [20], after listing \( r \) in descending order based on \( P_{R_i|X}(r_i|0)/P_{R_i|X}(r_i|1) \) (see (2)). After designing \( Q_c \), the output message \( S \) is passed to the CN’s neighbour VNs, with \( P_{S_i|X} \) being given by

\[
P_{S_i|X}(s|x) = \sum_{r \in Q_c^{-1}(s)} P_{R_i|X}(r|x).
\]

We then proceed to design the UF for the VN update, which is shown by Fig. 2(b). The MIM-LUT decoding methods also design \( Q_v \) to maximize \( I(X; R) \). For easy understanding, we can equivalently convert it to the problem of DMC quantization, as shown by Fig. 4.

The joint distribution \( P_{L,S|X} \) of incoming message \( (L, S) \in L \times S^{d_c-1} \) conditioned on the channel input bit \( X \) (i.e., the channel transition probability \( P_{L,S|X} \) of the DMC shown by...
Fig. 4) is given by [9]

\[ P_{L,S|X}(l,s|x) = P_{L|X}(l|x) \prod_{i=1}^{\dim(s)} P_{S_i|X}(s_i|x), \]  

where \( l \in L \) is a realization of \( L \), \( s = (s_1,s_2,\ldots,s_{d_s-1}) \in S^{d_s-1} \) is a realization of \( S \), \( \dim(s) = d_s - 1 \) is the dimension of \( s \), and \( x \in X \) is a realization of \( X \).

Given \( P_{L,S|X} \), the design of \( Q_e \) is equivalent to the design of \( Q^* \) in (1) by setting \( Y = L \times S^{d_s-1} \) and \( Z = R \). We can solve this design problem by using the DP method proposed in [20], after listing \((l,s)\) in descending order based on \( P_{L,S|X}(l,s) = P_{L,S|X}(l,s) \) (see (2)). After designing \( Q_e \), the output message \( R \) is passed to the VN's neighbour CNs, with \( P_{R|X} \) given by

\[ P_{R|X}(r|x) = \sum_{(l,s) \in Q^{-1}(r)} P_{L,S|X}(l,s|x). \]  

For each iteration, we can design the estimation function

\[ Q_e : L \times S^{d_s} \rightarrow X \]

(10)
to estimate the channel input bit corresponding to each VN. The design of \( Q_e \) can be carried out similarly to that of \( Q_c \). The main differences involved in the design lie in the aspect that i) the incoming message alphabet \( L \times S^{d_s-1} \) is changed to \( L \times S^{d_s} \); and ii) the outgoing message alphabet \( R \) is changed to \( X \). We thus ignore the details.

After completing the design of \( Q_c \), \( Q_v \), and \( Q_e \) for all iterations, the design of the MIM-LUT decoder is completed. In general, \(|L| = |R| = |S| = 8\) (resp. 16) is used for all iterations, leading to a 3-bit (resp. 4-bit) decoder. Given \(|L|, |R|, |S|, \) and the maximum allowed decoding iterations \( I_{\text{max}} \), the design of the MIM-LUT decoder is determined by \( P_{L|X} \). As shown in the literature [9]–[11], \( P_{L|X} \) depends on the choice of the noise standard derivation \( \sigma_d \) for designing the decoder parameters for an AWGN channel. We define the design threshold of an MIM-LUT decoder as

\[ \sigma^* = \sup \left\{ \sigma_d : I^{(I_{\text{max}})}(X;R) > 1 - \xi \right\}, \]  

(11)

where \( I^{(I_{\text{max}})}(X;R) \) is the value of \( I(X;R) \) computed after \( I_{\text{max}} \) iterations, and \( \xi \) is a preset small number (e.g. \( 10^{-2} \)). Based on extensive simulations, by selecting \( \sigma_d = \sigma^* \), the MIM-LUT decoder can achieve very good error rate performance across a wide range of signal-to-noise ratios (SNRs). However, the underlying reason remains an open problem.

Note that \( Q_c \), \( Q_v \), and \( Q_e \) are stored as LUTs when implementing the MIM-LUT decoding. The sizes of the tables for \( Q_c \), \( Q_v \), and \( Q_e \) are \(|R|d_v, |L| \cdot |S|^{d_s-1}, \) and \(|L| \cdot |S|^{d_s} \), respectively. Thus, a huge memory requirement may arise when the sizes of the tables are large in practice. To solve this problem, current MIM-LUT decoding methods [9]–[11] need to decompose \( Q_c \), \( Q_v \), and \( Q_e \) into a series of two-input single-output LUTs. The decomposition can significantly reduce the cost of storage. However, it will degrade the performance of \( Q_c \), \( Q_v \), and \( Q_e \) compared to the case without decomposition.

III. MIM-QBP DECODING FOR REGULAR LDPC CODES

In this section, we propose a general design framework for the MIM-QBP decoder. This decoder follows the RCQ decoding architecture and can be implemented based on simple mappings and additions. Moreover, it can handle all incoming messages at a given node (CN or VN) simultaneously without causing any storage problem. As a result, the MIM-QBP decoder can greatly reduce the memory consumption and avoid the error rate performance loss due to table decomposition compared to the MIM-LUT decoder. In the following, we specify the design principles of the RCQ parameters at CN and VN, respectively.

A. CN Update for MIM-QBP Decoding

As shown by Fig. 5, the CN update for the MIM-QBP decoding proceeds the following three steps (reconstruction, calculation, and quantization): First, an RF \( \phi_c \) is used to map each V2C message symbol to a number of larger bit width which is called V2C computational message; second, we use a function \( \Phi_t \) to combine all V2C computational messages together as defined by (14) to form the C2V computational message; third, we use an SDQ \( \Gamma_c \) to quantize the C2V computational message into the C2V message symbol. In this way, the UF \( Q_c \) at the CN is fully determined by \( \phi_c, \Phi_t, \) and \( \Gamma_c \). In the rest of this subsection, we show the principles of designing \( \phi_c, \Phi_t, \) and \( \Gamma_c \) so as to obtain a \( Q_c \) that can maximize \( I(X;S) \).

1) Design principle of \( \phi_c \): We use an RF

\[ \phi_c : R \rightarrow D \]  

to map each V2C message realization \( r \in R \) to a computational message \( \phi_c(r) \) in the computational domain \( D \), where we set \( D = \mathbb{R} \) (real number set) or \( D = \mathbb{Z} \) (integer set) for different considerations. Let \( \text{sgn}(\alpha) \) be the sign of \( \alpha \in \mathbb{R} \), and

\[ \text{sgn}(\alpha) = \begin{cases} 
-1 & \alpha < 0, \\
0 & \alpha = 0, \\
1 & \alpha > 0.
\end{cases} \]

For \( r \in R \), let

\[ \text{LLR}(r) = \log \left( P_{X|R}(0|r)/P_{X|R}(1|r) \right). \]
A good choice for $\phi_c(r)$ based on empirical observation is

$$
\left\{
\begin{array}{ll}
\text{sgn}(\phi_c(r)) = \text{sgn}(LLR(r)), \\
|\phi_c(r)| \propto \frac{1}{\text{LLR}(r)}.
\end{array}
\right.
\tag{13}
$$

Based on (13), we associate $\phi_c(r)$ to the channel input bit $X$ in the following way: we predict $X$ to be 0 if $\text{sgn}(\phi_c(r)) > 0$ and to be 1 if $\text{sgn}(\phi_c(r)) < 0$, while $|\phi_c(r)|$ indicates the unreliability of the prediction result (larger $|\phi_c(r)|$ means less reliability). Note that the intuition behind (13) comes from [1] and [4]. In [1] and [4], the function $f(\theta) = \log((e^\theta + 1)/(e^\theta - 1))$ is adopted by the CN update for any positive LLR value $\theta$, where $f(\theta)$ decreases monotonically with $\theta$.

2) Design principle of $\Phi_c$: For each V2C message realization $r \in \mathcal{R}^{d_c-1}$, we combine all the V2C computational messages to form the C2V computational message as follows:

$$
\Phi_c(r) = \left( \prod_{i=1}^{\dim(r)} \text{sgn}(\phi_c(r_i)) \right) \sum_{i=1}^{\dim(r)} |\phi_c(r_i)|.
\tag{14}
$$

Similar to the CN update employed in [1] and [4], we predict $X$ to be 0 if $\text{sgn}(\Phi_c(r)) = \prod_{i=1}^{\dim(r)} \text{sgn}(\phi_c(r_i)) > 0$, and to be 1 if $\text{sgn}(\Phi_c(r)) < 0$. Note that $|\Phi_c(r)| = \sum_{i=1}^{\dim(r)} |\phi_c(r_i)|$ indicates the unreliability of the prediction result. Prediction in this way is consistent with the true situation shown by Fig. 3: $X$ is the binary summation of the channel input bits associated with $r$, which is determined by $\text{sgn}(\phi_c(r_i), i = 1, 2, \ldots, d_c - 1$. More incoming messages lead to more unreliability (i.e., larger $\dim(r)$ leads to larger $|\Phi_c(r)|$. This is the reason why we use $|\Phi_c(r)|$ as the unreliability.). The calculation step by (14) results in a set of distinct values of $\Phi_c(r)$, $\forall r \in \mathcal{R}^{d_c-1}$, which we denote by

$$
\mathcal{A} = \{a_1, a_2, \ldots, a_{|\mathcal{A}|}\}.
\tag{15}
$$

The elements in $\mathcal{A}$ are labelled to satisfy

$$
a_1 \succ a_2 \succ \cdots \succ a_{|\mathcal{A}|},
\tag{16}
$$

where $\succ$ is a binary relation on $\mathbb{R}$ defined by

$$
\alpha \succ \beta \iff \text{sgn}(\alpha) > \text{sgn}(\beta) \text{ or } (\text{sgn}(\alpha) = \text{sgn}(\beta) \text{ and } \alpha < \beta)
$$

for $\alpha, \beta \in \mathbb{R}$. For example, we have $1 \succ 2 \succ 0 \succ -2 \succ -1$. Assuming $\Phi_c(r) = a_i$, we know from (16) that it is more likely to predict $X$ to be 0 for smaller $i$ and to be 1 for larger $i$. Thus, the listing order of (16) has a similar feature as that of (2). Let $A$ be a random variable taking values from $\mathcal{A}$. With (14), the pmf of $A$ conditioned on the channel input bit $X$ is

$$
P_{A|X}(a_i|x) = \sum_{r \in \mathcal{R}^{d_c-1}, \phi_c(r) = a_i} P_{R|X}(r|x),
\tag{17}
$$

where $1 \leq i \leq |\mathcal{A}|$, and $P_{R|X}(r|x)$ is given by (4).

3) Design principle of $\Gamma_c$: Based on $\mathcal{A}$ and $P_{A|X}$, we adopt the general DP method proposed in [21] to find an optimal SDQ

$$
\Lambda_c = \{\lambda_0 = 0, \lambda_1, \ldots, \lambda_{|S|-1}, \lambda_{|S|} = |\mathcal{A}|\} : \mathcal{A} \to S
\tag{18}
$$
to maximize $I(X;S)$ among all SDQs. Here $\lambda_1, \lambda_2, \ldots, \lambda_{|S|-1}$ are corresponding to the indices of $|S| - 1$ elements in $\mathcal{A}$. Based on $\Lambda_c$, instead of using (6), we can compute $P_{S|X}$ for the C2V message $S$ in a simpler way given by

$$
P_{S|X}(s|x) = \sum_{i=\lambda_0}^{\lambda_{|S|-1}} P_{A|X}(a_i|x).
\tag{19}
$$

Since the indices in $\Lambda_c$ cannot be directly applied to decoding, we convert the index $\lambda_i \in \Lambda_c$ ($1 \leq i \leq |S| - 1$) to the $\lambda_i$-th element $a_{\lambda_i} \in \mathcal{A}$, which leads to the threshold set (TS) $\Gamma_c$ given by

$$
\Gamma_c = \{\gamma_i = a_{\lambda_i} : 1 \leq i \leq |S| - 1\}.
\tag{20}
$$

At this point, the UF $Q_c : \mathcal{R}^{d_c-1} \to S$ is fully determined by $\phi_c, \Phi_c$, and $\Gamma_c$ in the following way as

$$
Q_c(r) = \begin{cases} 
0 & \text{if } \Phi_c(r) \geq \gamma_1, \\
\gamma_i & \text{if } \gamma_i - 1 < \Phi_c(r) \leq \gamma_{i+1}, 1 \leq i \leq |S| - 2, \\
|S| - 1 & \text{if } \Phi_c(r) \geq \gamma_{|S|-1}.
\end{cases}
\tag{21}
$$

Note that the storage complexity of $Q_c$ given by (21) is $O(|\mathcal{R}| + |S|) + O(|\mathcal{A}|)$ for storing $\phi_c$ and $O(|\mathcal{A}|)$ for storing $\Gamma_c$, which is negligible since each element of $\phi_c$ and $\Gamma_c$ is a small integer in practice. On the other hand, implementing the CN update shown by Fig. 5 for one outgoing message has complexity $O(d_c + \log_2(|\mathcal{S}|))$. In particular, computing $\Phi_c(r)$ has complexity $O(d_c)$ (binary operations mainly including additions), which allows a binary tree-like parallel implementation; meanwhile, mapping $\Phi_c(r)$ to $S$ based on $\Gamma_c$ has complexity $O(|\mathcal{A}|)$ (binary comparison operations). Note that the simple implementation for mapping $\Phi_c(r)$ to $S$ indeed benefits from the use of SDQ rather than the optimal DQ. Because if an optimal DQ is used to map $\Phi_c(r) \in \mathcal{A}$ to $S$ in (18), it requires an additional table of size $|\mathcal{A}|$ to store this optimal DQ. This is the essential reason why we choose SDQs in the quantization step.

B. VN Update for MIM-QBP Decoding

As shown by Fig. 6, the VN update for MIM-QBP decoding consists of the following three steps (reconstruction, calculation, and quantization): First, we use RF $\phi_v$ (resp. $\phi_{ch}$) to map each C2V (resp. channel) message symbol to a number of larger bit width which is called C2V (channel-to-variable) computational message; second, we use a function $\Phi_v$ to combine all computational messages together as defined by (25) to form the V2C computational message; third, we use an SDQ $\Gamma_v$ to quantize the V2C computational message into the V2C message symbol. In this way, the UF $Q_v$ at the VN is fully determined by $\phi_v, \phi_{ch}, \Phi_v$, and $\Gamma_v$. In the rest of this subsection, we show the principles of designing $\phi_v, \phi_{ch}, \Phi_v$, and $\Gamma_v$ so as to obtain a $Q_v$ that can maximize $I(X;R)$. 

Fig. 6. Variable node update for mutual information-maximizing quantized belief propagation (MIM-QBP) decoding. The part enclosed by the dash square corresponds to the update operation in the VN of Fig. 2(b).

1) Design principle of $\phi_v$ and $\phi_{ch}$. We use an RF
\[
\phi_v : \mathcal{S} \rightarrow \mathbb{D}
\]
(22)
to map each C2V message realization $s \in \mathcal{S}$ to $\phi_v(s) \in \mathbb{D}$, and use another RF
\[
\phi_{ch} : \mathcal{L} \rightarrow \mathbb{D}
\]
(23)
to map the channel output message realization $l \in \mathcal{L}$ to $\phi_{ch}(l) \in \mathbb{D}$. For $s \in \mathcal{S}$, let
\[
LLR(s) = \log \left( \frac{P_{X|L}(0|l)}{P_{X|L}(1|l)} \right). 
\]
For $l \in \mathcal{L}$, let
\[
LLR(l) = \log \left( \frac{P_{X|L}(0|l)}{P_{X|L}(1|l)} \right). 
\]
A good choice for $\phi_v(s)$ and $\phi_{ch}(l)$ based on empirical observation is
\[
\begin{cases} 
\phi_v(s) \propto LLR(s), \\
\phi_{ch}(l) \propto LLR(l).
\end{cases}
\]
(24)

Based on (24), we associate $\phi_v(s)$ and $\phi_{ch}(l)$ to the channel input bit $X$ in the following way: $X$ is more likely to be 0 (resp. 1) for larger (resp. smaller) $\phi_v(s)$ and $\phi_{ch}(l)$.

2) Design principle of $\Phi_v$: For each incoming message realization $(l, s) \in \mathcal{L} \times \mathcal{S}^{d-1}$, we combine the corresponding incoming computational messages to form the V2C computational message by
\[
\Phi_v(l, s) = \phi_{ch}(l) + \sum_{i=1}^{\dim(s)} \phi_v(s_i).
\]
(25)
The channel input bit $X$ is more likely to be 0 (resp. 1) for smaller (resp. larger) $\Phi_v(l, s)$. The calculation step by (25) results in a set of distinct values of $\Phi_v(l, s), \forall (l, s) \in \mathcal{L} \times \mathcal{S}^{d-1}$, which we denote by
\[
\mathcal{B} = \{b_1, b_2, \ldots, b|\mathcal{B}|\}.
\]
(26)
The elements in $\mathcal{B}$ are labelled to satisfy
\[
b_1 > b_2 > \cdots > b|\mathcal{B}|.
\]
(27)
Assuming $\Phi_v(l, s) = b_i$, we know from (27) that $X$ is more likely to be 0 (resp. 1) for smaller (resp. larger) $i$. Thus, the listing order of (27) has a similar feature as the listing order of (2).

Let $\mathcal{B}$ be a random variable taking values from $\mathcal{B}$. With (25), the pmf of $\mathcal{B}$ conditioned on the channel input bit $X$ is
\[
P_{\mathcal{B}|X}(b_i|x) = \sum_{(l, s) \in \mathcal{L} \times \mathcal{S}^{d-1}, \Phi_v(l, s) = b_i} P_{L, S|X}(l, s|x),
\]
(28)
where $1 \leq i \leq |\mathcal{B}|$ and $P_{L, S|X}(l, s|x)$ is given by (8).

3) Design principle of $\Gamma_v$: Based on $\mathcal{B}$ and $P_{\mathcal{B}|X}$, we apply the general DP method in [21] to find an optimal SDQ
\[
\Lambda_v = \{\lambda_0 = 0, \lambda_1, \ldots, \lambda_{|\mathcal{R}|-1}, \lambda_{|\mathcal{R}|} = |\mathcal{B}| : \mathcal{B} \rightarrow \mathcal{R}\}
\]
(29)
to maximize $I(X; R)$ among all SDQs. Here $\lambda_1, \lambda_2, \ldots, \lambda_{|\mathcal{R}|-1}$ are corresponding to the indices of $|\mathcal{R}| - 1$ elements in $\mathcal{B}$. Based on $\Lambda_v$, instead of using (9), we can compute $P_{R|X}$ for the outgoing message $R$ in a simpler way given by
\[
P_{R|X}(r|x) = \sum_{i=\lambda_i+1}^{\lambda_{i+1}} P_{\mathcal{B}|X}(b_i|x).
\]
(30)
Since the indices in $\Lambda_v$ cannot be directly applied to decoding, we convert the index $\lambda_i \in \Lambda_v (1 \leq i \leq |\mathcal{R}| - 1)$ to the $\lambda_i$-th element $b_{\lambda_i} \in \mathcal{B}$, which leads to the threshold set (TS) $\Gamma_v$ given by
\[
\Gamma_v = \{\gamma_i = b_{\lambda_i} : 1 \leq i \leq |\mathcal{R}| - 1\}. 
\]
(31)

At this point, the UF $Q_v : \mathcal{L} \times \mathcal{S}^{d-1} \rightarrow \mathcal{R}$ is fully determined by $\phi_v, \phi_{ch}, \Phi_v$, and $\Gamma_v$ in the following way as
\[
Q_v(l, s) = \begin{cases} 
0 & \Phi_v(l, s) \geq \gamma_1, \\
\text{if} & \gamma_i > \Phi_v(l, s) \geq \gamma_{i+1}, 1 \leq i \leq |\mathcal{R}| - 2, \\
\text{if} & |\mathcal{R}| - 1 \Phi_v(l, s) < \gamma_{|\mathcal{R}|-1}.
\end{cases}
\]
(32)

Note that the storage complexity of $Q_v$ given by (32) is $O(|\mathcal{S}| + |\mathcal{L}| + |\mathcal{R}|) O(|\mathcal{S}|)$ for storing $\phi_v$, $O(|\mathcal{L}|)$ for storing $\phi_{ch}$, and $O(1)$ for storing $\Gamma_v$, which is negligible since each element of $\phi_v, \phi_{ch}$, and $\Gamma_v$ is a small integer in practice. On the other hand, implementing the VN update shown by Fig. 6 for one outgoing message has complexity $O(d_v + \log_2(|\mathcal{R}|))$. In particular, computing $\Phi_v(l, s)$ has complexity $O(d_v)$, which allows a binary tree-like parallel implementation; meanwhile, mapping $\Phi_v(l, s)$ to $R$ based on $\Gamma_v$ has complexity $O(\log_2(|\mathcal{R}|))$. The simple implementation for mapping $\Phi_v(l, s)$ to $R$ also benefits from the use of SDQ rather than the optimal DQ. Because if an optimal DQ is used instead, it in general requires an additional table of size $|\mathcal{B}|$ to store this optimal DQ.

C. Remarks

For each decoding iteration, the design of $Q_v : \mathcal{L} \times \mathcal{S}^{d-1} \rightarrow \mathcal{X}$ for the MIM-QBP decoding is similar to that of $Q_v$ introduced in Section III-B. In particular, the same RFs $\phi_v$ and $\phi_{ch}$ can be used for the design of $Q_v$ and $Q_v$ for a given decoding iteration. We thus ignore the details.

Assume $|\mathcal{L}|, |\mathcal{R}|, |\mathcal{S}|, I_{\text{max}}$, and $\sigma_q$ are given. According to the design framework proposed in this section, it is clear that...
the calculation functions $\Phi_c$ and $\Phi_v$ are fixed, and the TSSs $\Gamma_c$ and $\Gamma_v$ are fully determined after choosing RFs $\phi_c$, $\phi_v$, and $\phi_d$. This results in a great convenience for designing an MIM-QBP decoder, as we only need to find good and even optimal RFs. Furthermore, we propose an efficient design for RFs in the next section.

IV. AN EFFICIENT DESIGN OF RECONSTRUCTION FUNCTIONS FOR MIM-QBP DECODER

We illustrated the general framework of the MIM-QBP decoding in Section III. The resulting MIM-QBP decoder works similarly to the quantized BP decoders in [6]–[8]. In fact, we borrow the terms “reconstruction function”, “computational domain”, “unreliability”, and “threshold set” from [6]–[8]. However, the works of [6]–[8] require manual optimization to design the decoder parameters. On the contrary, we propose an efficient way to systematically design practical MIM-QBP decoders in this section under the general framework of Section III. More specifically, we use DE to track the message pmfs, which are given by (17) and (19) for the CN update, and (28) and (30) for the VN update. Based on the evolved message pmfs at each iteration, we design the RFs according to the principles discussed in Section III. We further determine the TSSs by the general DP method [21] to obtain the UF’s of the MIM-QBP decoder, which aims to maximize $I(X; S)$ for the CN update and $I(X; R)$ for the VN update, respectively. The detailed design of the UF’s is illustrated as follows.

A. Design of $Q_c$ at CN

The design of $Q_c$ for the CN update consists of designing the RF $\phi_c$, the computation of $A$ and $P_{A|X}$, and determining the TSS $\Gamma_c$, which corresponds to the three subsections under Section III-A, respectively.

1) Design of $\phi_c$: We first derive the closed-form of the optimal RF $\phi_c^*$ by setting $\mathbb{D} = \mathbb{R}$. Let $g(r) = P_{X|R}(0|r) - P_{X|R}(1|r)$ for $r \in \mathbb{R}$ and $g(r) = P_{X|R}(0|r) - P_{X|R}(1|r)$ for $r \in \mathbb{R}^{d_c-1}$. Note that $P_{X|R}$ can be easily derived from $P_{R|X}$ by Bayes rule with $P_{X}(0) = P_{X}(1) = 1/2$. For $r \in \mathbb{R}$, let

$$
\phi_c^*(r) = \begin{cases} 
\text{sgn}(g(r)) & |g(r)| \geq 1, \\
-\text{sgn}(g(r)) \log(|g(r)|) & \text{otherwise},
\end{cases}
$$

(33)

where $\epsilon$ satisfies

$$
0 < \epsilon d_c < \min \left\{ |\log(|g(r)|) - \log(|g(r')|)| : r, r' \in \mathbb{R}^{d_c-1}, g(r) \neq g(r'), \text{sgn}(g(r)) = \text{sgn}(g(r')) \neq 0 \right\}.
$$

(34)

Here $\epsilon$ is a small number close to 0, which ensures the condition of (13) to be valid for the case of $\phi_c = \phi_c^*$. Meanwhile, $\epsilon$ is necessary for the following theorem.

Theorem 1: Consider the computational domain $\mathbb{D} = \mathbb{R}$ and let $\phi_c = \phi_c^*$. $Q_c$ defined by (21) can maximize $I(X; S)$ among all quantizers from $\mathbb{R}^{d_c-1}$ to $\mathbb{S}$.

Proof: See Appendix A.

Theorem 1 indicates that $\phi_c^*$ is an optimal choice for $\phi_c$ in terms of maximizing $I(X; S)$. Compared to the function $f(\theta) = \log((e^\theta + 1)/(e^\theta - 1))$ used in [1] and [4] for the CN update, $\phi_c^*$ is closely related to $f(\theta)$ in the sense that we have $f(\text{LLR}(r)) = -\log(|g(r)|)$ and $\text{sgn}(\text{LLR}(r)) = \text{sgn}(g(r))$ for $r \in \mathbb{R}$. This indicates a close connection between the CN update of the BP decoding and that of the MIM-QBP decoding by using the RF $\phi_c = \phi_c^*$.

Corollary 1: Consider the computational domain $\mathbb{D} = \mathbb{R}$ and $\phi_c = \eta \phi_c^*$, where $\eta$ is an arbitrary positive real number. $Q_c$ defined by (21) can maximize $I(X; S)$ among all quantizers from $\mathbb{R}^{d_c-1}$ to $\mathbb{S}$.

Proof: Corollary 1 can be proved similarly to the proof of Theorem 1.

Corollary 1 indicates that for $\mathbb{D} = \mathbb{R}$, the scaled version of $\phi_c^*$ is also optimal for $Q_c$ in the sense of maximizing $I(X; S)$. This provides a near-optimal solution for designing $\phi_c$ by scaling $\phi_c^*$ for $\mathbb{D} = \mathbb{Z}$. In the following, we consider $\mathbb{D} = \mathbb{Z}$. Denote the maximum allowed absolute value of $\phi_c$ by $|\phi_c|_{\text{max}}$. Suppose that there are at most $q_c$ bits allowed for computing the additions by $\Phi_c$, where one bit is needed for representing the sign of each outgoing message. We have

$$
|\phi_c|_{\text{max}} = \lfloor (2^{q_c-1} - 1)/d_c \rfloor
$$

such that $\sum_{i=1}^{d_c} \phi_c(r_i)$ does not overflow. Let

$$
|\phi_c|_{\text{max}} = \max \{|\phi_c^*(r)| : r \in \mathbb{R}, g(r) \neq 0 \},
$$

where $|\phi_c|_{\text{max}} > 0$ holds for a general case. Inspired by Corollary 1, we scale $\phi_c^*$ approximately by a factor around $\eta_c = |\phi_c|_{\text{max}}/|\phi_c^*|_{\text{max}}$ to obtain $\phi_c : \mathbb{R} \rightarrow \mathbb{Z}$ given by

$$
\phi_c(r) = \begin{cases} 
\text{sgn}(g(r)) \max \{1, \text{round}(\eta_c |\phi_c^*(r)|)\} & g(r) \neq 0, \\
|\phi_c|_{\text{max}} & g(r) = 0,
\end{cases}
$$

(35)

where $\text{round}(\cdot)$ returns the closest integer of a floating number. In this case, we have $|\phi_c(r)| \leq |\phi_c|_{\text{max}} \forall r \in \mathbb{R}$. Note that for $g(r) \neq 0$, we make $|\phi_c(r)| \geq 1$ to ensure $\text{sgn}(\phi_c(r)) = \text{sgn}(g(r))$. In particular, for $|g(r)| = 1$, we have $|\phi_c(r)| = 1$ since $\epsilon$ is close to 0. Moreover, for $g(r) = 0$, $r$ has the most unreliability since $P_{X|R}(0|r) = P_{X|R}(1|r) = 1/2$. In this case, we use $\phi_c(r) = |\phi_c|_{\text{max}}$ according to the design principle (13).

2) Computation of $A$ and $P_{A|X}$: By using the RF $\phi_c$ given by (35), the function $\Phi_c$ defined by (14) is capable of mapping $\mathbb{R}^{d_c-1}$ to $\mathbb{Z}$ and obtaining the C2V computational messages represented by $q_c$-bit integers. Meanwhile, the integer set $A$ and the message pmf $P_{A|X}$ need to be computed for the decoder design in the quantization step. Note that directly adopting the computation in the ways of (15) and (17) can be a prohibitive task when $|\mathbb{R}|^{d_c-1}$ is large. In the following, we propose a fast method to compute $A$ and $P_{A|X}$. The essential idea is using DP [22, Section 15.3] to handle the $d_c - 1$ V2C message pmfs one by one, and carry out the computation with the previous intermediate results and the current V2C message pmf.
For $k \geq 1$ and $R \in \mathbb{R}^k$, we have

$$P_{R|X}(r|x) = \left(\frac{1}{2}\right)^{\dim(r)-1} \sum_{z:z=x} \prod_{i=1}^{\dim(r)} P_{R_i|X}(r_i|x_i),$$

which denotes the joint distribution of $k$ V2C messages conditioned on the channel input bit. Denote the set of distinct values of $\Phi_c(r), \forall r \in \mathbb{R}^k$ by

$$A_k = \{a_k,1, a_k,2, \ldots, a_k,|A_k|\}.$$  

Let $A_k$ be a random variable which takes values from $A_k$. Motivated by (5), we define $\delta_k^+(\cdot)$ and $\delta_k^-(\cdot)$ as

$$\delta_k^+(a_{k,i}) = \sum_{r \in \mathbb{R}^k, \Phi_c(r) = a_{k,i}} (P_{R_i|X}(r|0) + P_{R_i|X}(r|1)) \quad \text{and} \quad P_{A_k|X}(a_{k,i}|0) + P_{A_k|X}(a_{k,i}|1).$$

Based on $\Phi_c$ given by (14), for $\alpha, \beta \in \mathbb{R}$, we define $\circ$ as a binary operator such that

$$\alpha \circ \beta = \text{sgn}(\alpha) \text{sgn}(\beta)(|\alpha| + |\beta|).$$

Then we have the following Proposition 1.

**Proposition 1:** For $k = 1$, we have

$$A_k = \{\Phi_c(r) : r \in \mathbb{R}\}, \quad \text{and} \quad \delta_k^+(a_{k,i}) = \sum_{r \in \mathbb{R}, \Phi_c(r) = a_{k,i}} (P_{R_i|X}(r|0) + P_{R_i|X}(r|1)). \quad (36)$$

For $k > 1$, we have

$$A_k = \{\Phi_c(r) \circ a_{k-1,j} : r \in \mathbb{R}, a_{k-1,j} \in A_{k-1}\}, \quad \text{and} \quad \delta_k^+(a_{k,i}) = \sum_{r \in \mathbb{R}, a_{k-1,j} \in A_{k-1}, \Phi_c(r) \circ a_{k-1,j} = a_{k,i}} \left(\frac{1}{2}(P_{R_i|X}(r|0) + P_{R_i|X}(r|1)) \delta_{k-1}^+(a_{k-1,j})\right). \quad (37)$$

**Proof:** For $k = 1$, (36) holds obviously. For $k > 1$, we have

$$A_k = \{\Phi_c(r) : r \in \mathbb{R}^k\} = \{\Phi_c(r) \circ a_{k-1,j} : r \in \mathbb{R}, r \in \mathbb{R}^{k-1}\} = \{\Phi_c(r) \circ a_{k-1,j} : r \in \mathbb{R}, a_{k-1,j} \in A_{k-1}\};$$

meanwhile, we have

$$\delta_k^+(a_{k,i}) = \sum_{r \in \mathbb{R}^k, \Phi_c(r) = a_{k,i}} (P_{R_i|X}(r|0) + P_{R_i|X}(r|1))$$

$$= \sum_{r \in \mathbb{R}^k, \Phi_c(r) = a_{k,i}} \left(\frac{1}{2}\right)^{k-1} \prod_{u=1}^{k} (P_{R_0|X}(r_u|0) + P_{R_0|X}(r_u|1))$$

$$= \sum_{r \in \mathbb{R}^k} \left(\frac{1}{2}\right)^{k-1} \prod_{u=1}^{k} (P_{R_0|X}(r_u|0) + P_{R_0|X}(r_u|1)) \times$$

$$\sum_{r \in \mathbb{R}^k} \left(\frac{1}{2}\right)^{k-1} \prod_{u=1}^{k} (P_{R_0|X}(r_u|0) + P_{R_0|X}(r_u|1))$$

$$= \sum_{r \in \mathbb{R}^k} \left(\frac{1}{2}\right)^{k-1} \prod_{u=1}^{k} (P_{R_0|X}(r_u|0) + P_{R_0|X}(r_u|1)) \sum_{a_{k-1,j} \in A_{k-1}, \Phi_c(r) \circ a_{k-1,j} = a_{k,i}} \delta_{k-1}^+(a_{k-1,j}).$$

This completes the proof.

Proposition 1 sets up the recursive computational rules, where for $k > 1$, $A_{k-1}$ and $\delta_{k-1}^\pm$ are the previous intermediate computation results, and they are used to compute $A_k$ and $\delta_k^\pm$ together with the $k$-th V2C message $r$ and its pmf $P_{R|X}$. According to Proposition 1, we can compute $A_1$, $\delta_1^+$, $A_2$, $\delta_2^+$, $A_3$, $\delta_3^+$ sequentially, and obtain the message pmf $P_{A_k|X}$ by

$$P_{A_k|X}(a_{k,i}|0) = \left(\delta_k^+(a_{k,i}) + \delta_k^-(a_{k,i})\right)/2, \quad P_{A_k|X}(a_{k,i}|1) = \left(\delta_k^+(a_{k,i}) - \delta_k^-(a_{k,i})\right)/2.$$  

Then, the integer set $A$ and the message pmf $P_{A|X}$ are equal to $A_{d-1}$ and $P_{A_{d-1}|X}$, respectively. We summarize the corresponding computation by Algorithm 1. Since $|A_{d-1}|$ in line 7 of Algorithm 1 is upper-bounded by $2^{d_c}$, the complexity of Algorithm 1 is $O(d_c2^{d_c}|R|)$.

3) Determining $\Gamma_c$: Based on $A$ and $P_{A|X}$, we can compute the optimal SDQ $\Delta_c$ by (18). Then we can obtain the pmf $P_{S|X}$ and the TS $\Gamma_c$ given by (19) and (20), respectively. The UF $Q_c$ operates as (21) to compute the C2V messages, where we only need to store $\phi_c$ and $\Gamma_c$ for the CN update. The computational complexity is $O(d_c + d_c[\log_2(|S|)])$ for one CN per iteration (including integer comparisons and additions with bit width $q_c$).

B. Design of $Q_c$ at VN

The design of $Q_c$ for the VN update contains designing the RFs $\phi_v$ and $\phi_{ch}$, the computation of $B$ and $P_{S|X}$, and determining the TS $\Gamma_v$, which corresponds to the three subsections under Section III-B, respectively.

1) Design of $\phi_v$ and $\phi_{ch}$: We first derive the closed-form of the optimal RFs $\phi_v$ and $\phi_{ch}$ by setting $\mathbb{D} = \mathbb{R}$. For $s \in S$
Algorithm 1 Computation of $\mathcal{A}$ and $P_{A|X}$

Input: $P_{R|X}, \phi_c, d_c$.

Output: $\mathcal{A}$ and $P_{A|X}$.

1: Set $A_k = \emptyset$ and $\delta_k^b(\cdot) = 0$ for $k = 1, 2, \ldots, d_c - 1$.
2: for $r \in \mathcal{R}$ do
3: $\mathcal{A}_1 = A_1 \cup \{\phi_c(r)\}. //\text{See (36)}$
4: $\delta_k^b(\phi_c(r)) = + = P_{R|X}(r|0) \pm P_{R|X}(r|1)$.
5: end for
6: for $k = 2, 3, \ldots, d_c - 1$ do
7: for $r \in \mathcal{R}, a_{k-1,j} \in A_{k-1}$ do
8: $a_{k,i} = \phi_c(r) \circ a_{k-1,j}$.
9: $A_k = A_k \cup \{a_{k,i}\}. //\text{See (37)}$
10: $\delta_k^b(a_{k,i}) = + = \frac{1}{2}(P_{R|X}(r|0) \pm P_{R|X}(r|1))\delta_{k-1}^b(a_{k-1,j})$.
11: end for
12: end for
13: for $k = 1, 2, \ldots, d_c - 1$ do
14: for $a_{k,i} \in A_k$ do
15: $P_{A_k|X}(a_{k,i}|0) = (\delta_k^b(a_{k,i}) + \delta_k^b(a_{k,i}))/2$.
16: $P_{A_k|X}(a_{k,i}|1) = (\delta_k^b(a_{k,i}) - \delta_k^b(a_{k,i}))/2$.
17: end for
18: end for
19: $A = A_{d_c-1}$.
20: $P_{A|X} = P_{A_{d_c-1}|X}$.
21: return $\mathcal{A}$ and $P_{A|X}$.

and $l \in \mathcal{L}$, let
\begin{equation}
\begin{aligned}
\phi^*_v(s) &= \log(P_{S|X}(s|0)/P_{S|X}(s|1)), \\
\phi^*_l(l) &= \log(P_{L|X}(l|0)/P_{L|X}(l|1)).
\end{aligned}
\end{equation}

We can easily verify that the condition of (24) holds for $\phi_v = \phi^*_v$ and $\phi_l = \phi^*_l$. Moreover, $(\phi^*_v, \phi^*_l)$ is proved to be an optimal choice for $(\phi_v, \phi_l)$ in terms of maximizing $I(X; R)$ by the following theorem.

Theorem 2: Consider the computational domain $\mathcal{D} = \mathbb{R}$. Let $\phi_v = \phi^*_v$ and $\phi_l = \phi^*_l$. $Q_v$ defined by (32) can maximize $I(X; R)$ among all quantizers from $\mathcal{L} \times \mathcal{S}^{d_c-1}$ to $\mathcal{R}$.

Proof: See Appendix B.

Note that we have $\phi^*_v(s) = LLR(s) + \log(P_X(1)/P_X(0))$ and $\phi^*_l(l) = LRL(l) + \log(P_X(1)/P_X(0))$. With $P_X(1) = P_X(0) = 1/2$, $\phi^*_v$ and $\phi^*_l$ implies a close relation between the VN update of the BP decoding and that of the MIM-QBP decoding by using $\phi_v = \phi^*_v$ and $\phi_l = \phi^*_l$. To realize fixed-point implementation, we further consider the following corollary.

Corollary 2: Consider $\mathcal{D} = \mathbb{R}$. Let $\phi_v = \eta \phi^*_v$ and $\phi_l = \eta \phi^*_l$, where $\eta$ is an arbitrary positive real number. $Q_v$ defined by (32) can maximize $I(X; R)$ among all quantizers from $\mathcal{L} \times \mathcal{S}^{d_c-1}$ to $\mathcal{R}$.

Proof: Corollary 2 can be proved in a way similar to the proof of Theorem 2.

Corollary 2 indicates that for $\mathcal{D} = \mathbb{R}$, the scaled versions of $\phi^*_v$ and $\phi^*_l$ are also optimal for $Q_v$ with respect to maximizing $I(X; R)$. This provides a near-optimal solution for designing $\phi_v$ and $\phi_l$ by scaling $\phi^*_v$ and $\phi^*_l$, respectively, for $\mathcal{D} = \mathbb{Z}$. In the following, we consider $\mathcal{D} = \mathbb{Z}$. Denote the maximum allowed absolute value of $\phi_v(\cdot)$ and $\phi_l(\cdot)$ by $|\phi_v|_{\max}$ and $|\phi_l|_{\max}$. Suppose that there are at most $q_v$ bits allowed for computing the additions by $\Phi_v$. Then, $|\phi_v|_{\max}$ can be taken as
\begin{equation}
|\phi_v|_{\max} = \left\lfloor (2^{q_v} - 1)/(d_v + 1) \right\rfloor
\end{equation}
such that $|\phi_v|_{\max}$ does not overflow. Let $|\phi_v|_{\max}$ hold a general case. Then, inspired by Corollary 2, we respectively scale $\phi^*_v$ and $\phi^*_l$ by a factor around $\eta_v = |\phi_v|_{\max}/|\phi^*_v|_{\max}$ to obtain $\phi_v : \mathcal{S} \to Z$ and $\phi_l : \mathcal{L} \to Z$ as follows
\begin{equation}
\begin{aligned}
\phi_v(s) &= \text{sgn}(\phi^*_v(s)\text{round}(\eta_v|\phi^*_v(s)|)), \\
\phi_l(l) &= \text{sgn}(\phi^*_l(l)\text{round}(\eta_l|\phi^*_l(l)|)).
\end{aligned}
\end{equation}
In this case, we have $|\phi_v(s)| \leq |\phi_v|_{\max}$ and $|\phi_l(l)| \leq |\phi_l|_{\max}$.

2) Computation of $\mathcal{B}$ and $P_{B|X}$: By using the RFs given by (39), the function $\Phi_v$ defined by (25) is able to map $\mathcal{L} \times \mathcal{S}^{d_c-1}$ to $\mathbb{Z}$ and obtain the V2C computational messages represented by $q_v$-bit integers. Similar to the case of the CN update, the integer set $\mathcal{B}$ and the message pmf $P_{B|X}$ need to be computed accordingly. However, directly computing $\mathcal{B}$ and $P_{B|X}$ by (26) and (28) requires large complexity if $|\mathcal{L}| \times |\mathcal{S}|^{d_c-1}$ is large. In the following, we propose a fast method to compute $\mathcal{B}$ and $P_{B|X}$. Similar to the case of calculating $\mathcal{A}$ and $P_{A|X}$, the essential idea is adopting DP [22, Section 15.3] to handle the $d_c$ message pmfs (one channel-to-variable message pmf and $d_c - 1$ C2V message pmfs) one by one, and carry out the computation with the previous intermediate results and the incoming current message pmf.

Beginning with (8), for $k \geq 0$, $L \in \mathcal{L}$, and $s \in \mathcal{S}_k$, we have
\begin{equation}
P_{L,S_k|X,l,s|x} = P_{L|X,l|x} \prod_{i=1}^{\dim(s)} P_{S_i|X,s_i|x},
\end{equation}
which denotes the joint distribution of incoming message $(L,S) \in \mathcal{L} \times \mathcal{S}_k$ conditioned on the channel input bit $X$ at a VN. Denote the set of distinct values of $\Phi_v(l,s), \forall l \in \mathcal{L}, \forall s \in \mathcal{S}_k$ by
\begin{equation}
B_k = \{b_{k,1}, b_{k,2}, \ldots, b_{k,|B_k|}\},
\end{equation}
In particular, for $k = 0$, we have
\begin{equation}
P_{L,S_k|X,l,s|x} = P_{L|X,l|x}, \quad \text{and} \quad \Phi_v(l,s) = \phi_l(l).
\end{equation}
Let $B_k$ be a random variable which takes values from $B_k$. 


Then we have the following Proposition 2.

**Proposition 2:** For $k = 0$, we have

$$B_k = \{ \phi_k(l) : l \in \mathcal{L} \}, \text{ and}$$

$$P_{B_k} | X (b_k, i | x) = \sum_{l \in \mathcal{L}, \phi_k(l) = b_k, i} P_{L | X} (l | x).$$  \hfill (40)

For $k > 0$, we have

$$B_k = \{ \phi_k(s) + b_{k-1, j} : s \in S, b_{k-1, j} \in B_{k-1} \}, \text{ and}$$

$$P_{B_k} | X (b_k, i | x) = \sum_{s \in S, b_{k-1, j} \in B_{k-1}, \phi_k(s) + b_{k-1, j} = b_k, i} P_{S | X} (s | x) P_{B_{k-1}} | X (b_{k-1, j} | x).$$  \hfill (41)

**Proof:** For $k = 0$, (40) holds obviously. For $k > 0$, we have

$$B_k = \{ \Phi_k(l, s) : l \in \mathcal{L}, s \in S^k \}
= \{ \phi_v(s) + \Phi_v(l, s) : s \in S, l \in \mathcal{L}, s \in S^{k-1} \}
= \{ \phi_v(s) + b_{k-1, j} : s \in S, b_{k-1, j} \in B_{k-1} \};$$

we have

$$P_{B_k} | X (b_k, i | x) = \sum_{l \in \mathcal{L}, s \in S^k, \Phi_v(l, s) = b_k, i} P_{L | X} (l | x) \prod_{i=1}^k P_{S | X} (s_i | x)$$

$$= \sum_{s \in S} P_{S | X} (s_k | x) \sum_{l \in \mathcal{L}, s \in S^{k-1}, \Phi_v(l, s) = b_k, i} P_{L | X} (l | x) \prod_{i=1}^{k-1} P_{S | X} (s_i | x)$$

$$= \sum_{s \in S} P_{S | X} (s_k | x) \sum_{l \in \mathcal{L}, s \in S^{k-1}, \Phi_v(l, s) = b_k, i} P_{L | X} (l | x) \prod_{i=1}^{k-1} P_{S | X} (s_i | x)$$

$$= \sum_{s \in S} P_{S | X} (s_k | x) \sum_{l \in \mathcal{L}, s \in S^{k-1}, \Phi_v(l, s) = b_k, i} P_{L | X} (l | x) \prod_{i=1}^{k-1} P_{S | X} (s_i | x)$$

$$= \sum_{s \in S} P_{S | X} (s_k | x) \sum_{l \in \mathcal{L}, s \in S^{k-1}, \Phi_v(l, s) = b_k, i} P_{L | X} (l | x) \prod_{i=1}^{k-1} P_{S | X} (s_i | x)$$

This completes the proof.

Proposition 2 sets up the recursive computation rules, where we use $B_{k-1}$ and $b_{k-1}$ as the previous intermediate computation results for $k > 0$ to compute $B_k$ and $b_k$ together with the $k$-th incoming message $S$ and its pmf $P_{S | X}$. According to Proposition 2, we can compute $B_0, P_{B_0} | X, B_1, P_{B_1} | X, \ldots, B_{d_{v-1}}, P_{B_{d_{v-1}}} | X$ sequentially. Then, the integer set $B$ and the message pmf $P_{B | X}$ are equal to $B_{d_v-1}$ and $P_{B_{d_v-1}} | X$, respectively. We summarize the corresponding computation by Algorithm 2. Since $[B_{d_{v-1}}]$ in line 7 of Algorithm 2 is upper-bounded by $2^{d_v}$, the complexity of Algorithm 2 is $O(d_v 2^{d_v} | S|)$.

3) Determining $\Gamma_v$: Based on $B$ and $P_{B | X}$, we can compute the optimal SDQ $\Lambda_v$ by (29). Then we obtain the pmf $P_{R | X}$ and the TS $\Gamma_v$ given by (30) and (31), respectively. The UF $Q_v$ operates as (32) to compute the messages passed from VN to CN, where we need to store $\phi_v, \phi_{ch}$, and $\Gamma_v$ for the VN update.

The computational complexity is $O(d_v + d_{v-1}log_2(|R|))$ for one VN per iteration (including integer comparisons and additions with bit width $q_v$).

---

**Algorithm 2** Computation of $B$ and $P_{B | X}$

**Input:** $\phi_v, \phi_{ch}, P_{S | X}, P_{L | X}, d_v$.

**Output:** $B$ and $P_{B | X}$.

1. Set $B_0 = 0$ and $P_{B_0} | X (\cdot | x) = 0$ for $k = 0, 1, \ldots, d_v - 1$ and for $x = 0, 1$.

2. for $l \in \mathcal{L}$

3. $B_0 = B_0 \cup \{ \phi_v (l) \}$. //See (40)

4. $P_{B_0} | X (\phi_v (l) | x) = P_{L | X} (l | x)$ for $x = 0, 1$.

5. end for

6. for $k = 1, 2, \ldots, d_v - 1$ do

7. for $s \in S, b_{k-1, j} \in B_{k-1}$ do

8. $b_{k, i} = \phi_v (s)$ if $b_{k-1, j}$.

9. $B_k = B_k \cup \{ b_{k, i} \}$. //See (41)

10. $P_{B_k} | X (b_k, i | x) = P_{S | X} (s | x) P_{B_{k-1}} | X (b_{k-1, j} | x)$ for $x = 0, 1$.

11. end for

12. end for

13. $P_{B | X} = P_{B_{d_v-1}} | X$.

14. return $B$ and $P_{B | X}$.

---

**C. Remarks**

As illustrated by Section III-C, the design of $Q_v$ is quite similar to that of $Q_w$. In particular, the same RFs $\phi_v$ and $\phi_{ch}$ can be used for the design of $Q_v$ and $Q_w$ for a given decoding iteration, and the design of $Q_v$ has a complexity of $O(d_v 2^{d_v} | S| + 2^{2d_v} | X|)$ (for one decoding iteration). After the design of $Q_v$, implementing $Q_v$ for one VN for one iteration during decoding has complexity $O(d_v)$, which is equal to the complexity of addition operations with $q_v$ bitwidths.

After setting desirable maximum allowed bit widths $q_v$ for the CN update and $q_v$ for the VN update, we can obtain the near-optimal practical RFs $\phi_v$ by (35) and $(\phi_v, \phi_{ch})$ by (39), which are scaled versions of their optimal counterparts $\phi_v^*, \phi_{ch}^*$, and $\phi_{v, ch}^*$, respectively. We remark that if $q_v$ and $q_v$ are sufficiently large (e.g., infinite precision is allowed), $\phi_v, \phi_v$, and $\phi_{v, ch}$ coincide with their optimal counterparts, which can make the MIM-QBP decoder always maximize the MI between the outgoing message and the coded bit according to Corollaries 1 and 2. In this case, the MIM-QBP decoder works the same as the MIM-LUT decoder without table decomposition. On the other hand, for practical implementations with low precision, our design of the RFs based on (35) and (39) may not be optimal anymore. This is because the scaling becomes less accurate with the decrease of $q_v$ and $q_v$. However, our design can still achieve good error rate performance according to extensive simulation results. Furthermore, we believe that the only way to obtain the optimal RFs with low precision is to
conduct the exhaustive search for $\phi_c$, $\phi_v$, and $\phi_{ch}$, which will be tedious and time-consuming.

At this point, it is clear that setting proper $(|\mathcal{L}|, |\mathcal{R}|, |\mathcal{S}|, I_{\text{max}}, q_c, q_v, \sigma_d)$ is sufficient for our systematic design of the RCQ parameters of an MIM-QBP decoder. Moreover, we can set $(|\mathcal{L}|, |\mathcal{R}|, |\mathcal{S}|, I_{\text{max}}, q_c, q_v)$ according to practical considerations, e.g., complexity. On the other hand, similar to the MIM-LUT decoder, the performance of the MIM-QBP decoder also depends greatly on the choice of $\sigma_d$. We also refer to $\sigma^*$ given by (11) as the design threshold of the MIM-QBP decoder. Our simulation results show that the MIM-QBP decoder designed at $\sigma_d = \sigma^*$ can achieve desirable error rate performance across a wide SNR range.

V. Simulation Results

In this section, we evaluate the error rate performance of the proposed MIM-QBP decoders via Monte-Carlo simulations. Assume binary phase-shift keying (BPSK) transmission over the AWGN channel. We design the MIM-QBP decoder by fixing $|\mathcal{L}| = |\mathcal{R}| = |\mathcal{S}| = 8/16$ (3-4-bit decoder) for all iterations. We specify $q_c$ (bit width used for CN update), $q_v$ (bit width used for VN update), and $\sigma_d$ (design noise standard deviation) for each specific example. At least 100 frame errors are collected for each simulated SNR.

Example 1: Consider the regular $(6, 32)$ LDPC code taken from [23]. This code has length 2048 and rate 0.84. We use $(q_c, q_v) = (10, 8)/(12, 10)$ to design the 3-4-bit MIM-QBP decoder at $\sigma_d = 0.5343/0.5417$, respectively. The bit error rate (BER) and frame error rate (FER) of different decoders are illustrated by Fig. 7. We observe that our proposed 4-bit MIM-QBP decoder outperforms both the 4-bit MIM-LUT decoder [11] and the floating-point BP decoder, with 10/30 iterations, respectively. Moreover, the 3-bit MIM-QBP decoder outperforms the 3-bit MIM-LUT decoder by about 0.15 dB, and even surpasses the floating-point BP decoder at the high SNR region. Note that the degradation of the performance of the floating-point BP decoder is mainly caused by the $(8, 8)$ trapping sets in the code graph [24]. In contrast, our proposed MIM-QBP decoders are designed based on maximizing the mutual information, which may improve the ability to overcome certain trapping sets during the decoding process [9].

Example 2: Consider the regular $(3, 6)$ LDPC code with identifier 8000.4000.3.483 taken from [25]. This code has length 8000 and rate 0.5. We use $(q_c, q_v) = (9, 8)/(10, 10)$ to design the 3-4-bit MIM-QBP decoder at $\sigma_d = 0.8479/0.8660$, respectively. The BER performance of different decoders is presented by Fig. 8. Note that the 3-4-bit non-uniform QBP decoder [7] requires $(q_c, q_v) = (9, 8)/(12, 10)$, respectively. In addition, the design of the corresponding decoders involves much manual optimization, while our proposed MIM-QBP decoders are designed systematically.

From Fig. 8, we observe that the 3-bit MIM-QBP decoder outperforms the 3-bit MIM-LUT decoder [11] by about 0.2 dB, and also performs better than the 3-bit non-uniform QBP decoder [7]. Moreover, the 4-bit MIM-QBP decoder shows almost the same performance as the 4-bit non-uniform decoder by using 2 less bits for the CN update. In addition, the 4-bit MIM-QBP decoder achieves better performance than the 4-bit MIM-LUT decoder [11], and approaches the performance of the floating-point BP decoder within 0.05 dB at the BER of $10^{-6}$.

VI. Conclusion

In this paper, we have proposed the MIM-QBP decoding for regular LDPC codes, which follows the RCQ decoding architecture. Notably, we have established the first complete and systematic design framework for the RCQ parameters with respect to that, setting proper $(|\mathcal{L}|, |\mathcal{R}|, |\mathcal{S}|, I_{\text{max}}, q_c, q_v, \sigma_d)$ is sufficient for the design of the optimal/near-optimal RCQ parameters which are able to maximize $I(X; S)$ and $I(X; R)$.
for sufficiently large $q_c$ and $q_u$, respectively. In terms of error rate performance, simulation results showed that the MIM-QBP decoder can always considerably outperform the state-of-the-art MIM-LUT decoder [9]–[11]. Moreover, the MIM-QBP decoder has advantages over the floating-point BP decoder when

- the maximum allowed number of decoding iterations is small (generally less than 30), and/or
- the code rate is high, and/or
- the operating SNR is high.

**APPENDIX A**

**PROOF OF THEOREM 1**

Note that $Q_c$ realizes the quantization from $\mathcal{R}^{d_x-1}$ to $\mathcal{S}$ with two steps: First, convert $\mathcal{R}^{d_x-1}$ to $\mathcal{A}$ based on $\Phi_c$, given by (14), and then quantize $\mathcal{A}$ to $\mathcal{S}$ based on the quantizer $\Lambda_c$ given by (18). Therefore, to prove Theorem 1 (i.e., $Q_c$ can maximize $I(X; S)$ among all quantizers from $\mathcal{R}^{d_x-1}$ to $\mathcal{S}$), it suffices to prove that the following two statements hold:

- The optimal quantizer from $\mathcal{A}$ to $\mathcal{S}$ can achieve the same maximum $I(X; S)$ as the optimal quantizer from $\mathcal{R}^{d_x-1}$ to $\mathcal{S}$.
- $\Lambda_c$ is an optimal quantizer from $\mathcal{A}$ to $\mathcal{S}$ which can maximize $I(X; S)$.

Let $\phi_c = \phi_c^*$. For $r, r' \in \mathcal{R}^{d_x-1}$, assume $\Phi_c(r) = a_i \in \mathcal{A}$ and $\Phi_c(r') = a_{i'} \in \mathcal{A}$, where $\Phi_c$ and $\Lambda$ are given by (14) and (15), respectively. We first prove

$$P_{\mathcal{R}|\mathcal{X}}(r|0) > P_{\mathcal{R}|\mathcal{X}}(r'|0) \Rightarrow i < i', \quad (42)$$

which is sufficient for proving the above two statements.

**Proof of (42):** We start the proof of (42) by showing some properties of $\Phi_c$. For $r \in \mathcal{R}^{d_x-1}$, we have

$$g(r) = \prod_{i=1}^{\text{dim}(r)} g(r_i)$$

according to (5). Let

$$h(r) = |\{r_i : 1 \leq i \leq \text{dim}(r), |g(r_i)| = 1\}|.$$

Then, we have

$$|\Phi_c(r)| = \sum_{i=1}^{\text{dim}(r)} |\phi_c^*(r_i)| = - \sum_{i=1}^{\text{dim}(r)} \log(|g(r_i)|) + h(r)\epsilon$$

$$= - \log \left( \prod_{i=1}^{\text{dim}(r)} |g(r_i)| \right) + h(r)\epsilon$$

$$= - \log(|g(r)|) + h(r)\epsilon. \quad (43)$$

Meanwhile, we have

$$\text{sgn}(\Phi_c(r)) = \prod_{i=1}^{\text{dim}(r)} \text{sgn}(\phi_c(r_i)) = \prod_{i=1}^{\text{dim}(r)} \text{sgn}(g(r_i)) = \text{sgn}(g(r)). \quad (44)$$

We continue to prove (42). We have

$$P_{\mathcal{R}|\mathcal{X}}(r|0)/P_{\mathcal{R}|\mathcal{X}}(r'|0) > P_{\mathcal{R}|\mathcal{X}}(r'|0)/P_{\mathcal{R}|\mathcal{X}}(r|0) \Rightarrow \text{sgn}(g(r)) > \text{sgn}(g(r'))$$

$$(a) \Rightarrow \text{sgn}(\Phi_c(r)) > \text{sgn}(\Phi_c(r'))$$

$$(b) \Rightarrow i < i',$$

where $(a)$ and $(b)$ are based on (44) and (16). Otherwise, we have

$$\text{sgn}(g(r)) = \text{sgn}(g(r')) \neq 0,$$

leading to

$$P_{\mathcal{R}|\mathcal{X}}(r|0)/P_{\mathcal{R}|\mathcal{X}}(r'|0) > P_{\mathcal{R}|\mathcal{X}}(r'|0)/P_{\mathcal{R}|\mathcal{X}}(r|0) \Rightarrow \text{sgn}(g(r))|g(r)| > \text{sgn}(g(r'))|g(r')|$$

$$\Rightarrow -\text{sgn}(g(r)) \log(|g(r')|) < -\text{sgn}(g(r)) \log(|g(r)|)$$

$$(c) \Rightarrow \text{sgn}(g(r))(-\log(|g(r)|)) + h(r)\epsilon < \text{sgn}(g(r'))(-\log(|g(r')|)) + h(r')\epsilon$$

$$(d) \Rightarrow \Phi_c(r) < \Phi_c(r')$$

$$(e) \Rightarrow i < i',$$

where $(c), (d)$ and $(e)$ are based on (34), (43), and (16), respectively. At this point, the proof of (42) is completed.

We are ready to utilize (42) to prove the aforementioned
two statements.

**Proof of the first statement:** Let $N = |R|^{d_v - 1}$. We list the elements of $R^{d_v - 1}$ as $\{r_1, r_2, \ldots, r_N\}$ such that for any $1 \leq j < j' \leq N$, assuming $\Phi_e(r_j) = a_i \in A$ and $\Phi_e(r_{j'}) = a_{i'} \in A$, it holds that $i \leq i'$. Based on (42), we have

$$
\frac{P_{R_i(X)}(r_1|0)}{P_{R_i(X)}(r_1|1)} \geq \frac{P_{R_i(X)}(r_2|0)}{P_{R_i(X)}(r_2|1)} \geq \cdots \geq \frac{P_{R_i(X)}(r_N|0)}{P_{R_i(X)}(r_N|1)},
$$

(45)

and for any $\Phi_e(r_j) = \Phi_e(r_{j'}) = a_i \in A$, we have

$$
\frac{P_{R_i(X)}(r_j|0)}{P_{R_i(X)}(r_j|1)} = \frac{P_{R_i(X)}(r_{j'}|0)}{P_{R_i(X)}(r_{j'}|1)} = \frac{P_{A_i|X}(a_i|0)}{P_{A_i|X}(a_i|1)}.
$$

(46)

The above (46) indicates that some elements in $R^{d_v - 1}$ with the same LLR value are merged into a single element in $A$. However, the optimal quantizer from $A$ to $S$ can achieve the same maximum $I(X; S)$ as the optimal quantizer from $R^{d_v - 1}$ to $S$ [20].

**Proof of the second statement:** On the other hand, with (42) and (45), we have

$$
\frac{P_{A_i|X}(a_1|0)}{P_{A_i|X}(a_1|1)} \geq \frac{P_{A_i|X}(a_2|0)}{P_{A_i|X}(a_2|1)} \geq \cdots \geq \frac{P_{A_i|X}(a_{|A|}|0)}{P_{A_i|X}(a_{|A|}|1)}.
$$

(47)

As a result, the optimal SDQ $\Lambda_e : A \to S$ given by (18) can maximize $I(X; S)$ among all quantizers from $A$ to $S$, as explained in Section II-A. The proof of Theorem 1 is completed.

**APPENDIX B**

**PROOF OF THEOREM 2**

Note that $Q_v$ realizes the quantization from $L \times S^{d_v - 1}$ to $R$ with two steps: First, convert $L \times S^{d_v - 1}$ to $B$ based on $\Phi_v$ given by (25), and then quantize $B$ to $R$ based on $\Lambda_v$ given by (29). Therefore, to prove Theorem 2 (i.e., $Q_v$ can maximize $I(X; R)$ among all quantizers from $L \times S^{d_v - 1}$ to $R$), it suffices to prove that the following two statements hold:

- The optimal quantizer from $B$ to $R$ can achieve the same maximum $I(X; R)$ as the optimal quantizer from $L \times S^{d_v - 1}$ to $R$.
- $\Lambda_v$ is an optimal quantizer from $B$ to $R$ which can maximize $I(X; R)$.

Let $\phi_v = \phi_v^c$ and $\phi_{ch} = \phi_{ch}^c$. For $(l, s), (l', s') \in L \times S^{d_v - 1}$, assume $\Phi_v(l, s) = b_i \in B$ and $\Phi_v(l', s') = b_{i'} \in B$, where $\Phi_c$ and $A$ are given by (25) and (26), respectively. We first prove

$$
\frac{P_{L_i|S_i|X}(l, s|0)}{P_{L_i|S_i|X}(l, s|1)} > \frac{P_{L_i|S_i|X}(l', s'|0)}{P_{L_i|S_i|X}(l', s'|1)} \Rightarrow i < i'.
$$

(48)

which is sufficient for proving the above two statements.

**Proof of (48):** For $(l, s) \in L \times S^{d_v - 1}$, according to (25), we have

$$
\Phi_e(l, s) = \log \left( \frac{P_{L_i(X)}(l|0)}{P_{L_i(X)}(l|1)} \prod_{i=1}^{\dim(s)} \frac{P_{S_i(X)}(s_i|0)}{P_{S_i(X)}(s_i|1)} \right).
$$

(49)

Then, we have

$$
\frac{P_{L_i|S_i|X}(l, s|0)}{P_{L_i|S_i|X}(l, s|1)} > \frac{P_{L_i|S_i|X}(l', s'|0)}{P_{L_i|S_i|X}(l', s'|1)}
$$

(46)

and

$$
\frac{P_{L_i(X)}(l|0)}{P_{L_i(X)}(l|1)} \prod_{i=1}^{\dim(s)} \frac{P_{S_i(X)}(s_i|0)}{P_{S_i(X)}(s_i|1)} > \frac{P_{L_i(X)}(l'|0)}{P_{L_i(X)}(l'|1)} \prod_{i=1}^{\dim(s)} \frac{P_{S_i(X)}(s_i'|0)}{P_{S_i(X)}(s_i'|1)}
$$

(47)

where $(f), (g)$, and $(h)$ hold because of (8), (49), and (27), respectively. At this point, the proof of (48) is completed.

We are ready to utilize (48) to prove the aforementioned two statements.

**Proof of the first statement:** Let $N = |L| \times |S|^{d_v - 1}$. We list the elements of $L \times S^{d_v - 1}$ as $\{y_1, y_2, \ldots, y_N\}$ such that for any $1 \leq j < j' \leq N$, assuming $\Phi_v(y_j) = b_i \in B$ and $\Phi_v(y_{j'}) = b_{i'} \in B$, it holds that $i \leq i'$. Based on (48), we have

$$
\frac{P_{L_i|S_i|X}(y_1|0)}{P_{L_i|S_i|X}(y_1|1)} > \frac{P_{L_i|S_i|X}(y_2|0)}{P_{L_i|S_i|X}(y_2|1)} \geq \cdots \geq \frac{P_{L_i|S_i|X}(y_N|0)}{P_{L_i|S_i|X}(y_N|1)}.
$$

(50)

and for any $\Phi_v(y_j) = \Phi_v(y_{j'}) = b_i \in B$, we have

$$
\frac{P_{L_i|S_i|X}(y_j|0)}{P_{L_i|S_i|X}(y_j|1)} = \frac{P_{L}|S|X(y_j|0)}{P_{L}|S|X(y_j|1)} = \frac{P_{B_i|X}(b_i|0)}{P_{B_i|X}(b_i|1)}.
$$

(51)

The above (51) indicates that some elements in $L \times S^{d_v - 1}$ with the same LLR value are merged into a single element in $B$. However, the optimal quantizer from $B$ to $R$ can achieve the same maximum $I(X; R)$ as the optimal quantizer from $L \times S^{d_v - 1}$ to $R$ [20].

**Proof of the second statement:** On the other hand, with (48) and (50), we have

$$
\frac{P_{B_i|X}(b_1|0)}{P_{B_i|X}(b_1|1)} > \frac{P_{B_i|X}(b_2|0)}{P_{B_i|X}(b_2|1)} \geq \cdots \geq \frac{P_{B_i|X}(b_{|B|}|0)}{P_{B_i|X}(b_{|B|}|1)}.
$$

(52)

As a result, the optimal SDQ $\Lambda_v : B \to R$ given by (29) can maximize $I(X; R)$ among all quantizers from $B$ to $R$, as explained in Section II-A. The proof of Theorem 2 is completed.
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