On the unique reconstruction of induced spherical magnetizations
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Abstract
Recovering spherical magnetizations $m$ from magnetic field data in the exterior is a highly non-unique problem. A spherical Hardy–Hodge decomposition supplies information on what contributions of the magnetization $m$ are recoverable but it does not supply geophysically suitable constraints on $m$ that would guarantee uniqueness for the entire magnetization. In this paper, we focus on the case of induced spherical magnetizations and show that uniqueness is guaranteed if one assumes that the magnetization is compactly supported on the sphere. The results are based on ideas presented in (Baratchart et al 2013 Inverse Problems 29 015004) for the planar setting.
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1. Introduction

The lithospheric contribution to the Earth’s magnetic field is due to magnetized rocks in the Earth’s crust, which can be expressed as a spherical shell $\Omega_{r,R} = \{ x \in \mathbb{R}^3 : r < |x| < R \}$. The magnetic potential $V$ that is generated by a vectorial magnetization $m : \Omega_{r,R} \rightarrow \mathbb{R}^3$ can be expressed by

$$ V(x) = \frac{1}{4\pi} \int_{\Omega_{r,R}} m(y) \cdot \frac{x-y}{|x-y|^3} \, dy, \quad x \in \mathbb{R}^3. \quad (1.1) $$

Recovering $m$ from knowledge of $V$ only in the exterior $\Omega^\text{ext}_{R} = \{ x \in \mathbb{R}^3 : |x| > R \}$ is a highly non-unique problem. The relation (1.1) actually seems to be a vectorial version of the gravimetry problem (see, e.g., [3, 4, 23, 24]) and reveals similar uniqueness issues. However, opposed to the gravimetry problem, where the assumption of a harmonic mass density leads...
to uniqueness, the assumption of a harmonic magnetization \( m \) would still maintain a certain non-uniqueness. The non-uniqueness even persists if we restrict ourselves to induced magnetizations of the form \( m = Qv \), where \( v \) denotes a known inducing vector field and \( Q \) an unknown scalar susceptibility. In [27], it has been shown that a constant susceptibility in the spherical shell \( \Omega_{r,R} \) produces no magnetic effect in the exterior \( \Omega^\text{ext}_{r,R} \) (for any inducing vector field of the form \( v = \nabla U \), where \( U \) is harmonic in \( \Omega^\text{ext}_{r,R} \)). These considerations have been generalized to ellipsoidal shells in [17]. A discussion of further examples of magnetizations and related uniqueness issues can be found, e.g., in [6].

Since the thickness of the spherical shell \( \Omega_{r,R} \), where magnetization in the Earth’s lithosphere occurs, is only a few tens of kilometers (thus, negligibly small compared to the Earth’s radius), it is geophysically reasonable to reduce the considerations to vertically integrated magnetizations \( m : \Omega_r \to \mathbb{R}^3 \) on the sphere \( \Omega_r = \{ x \in \mathbb{R}^3 : |x| = R \} \). Therefore, from now on, we consider the relation

\[
V(x) = \frac{1}{4\pi} \int_{\Omega_r} m(y) \cdot \frac{x-y}{|x-y|^3} \, d\omega(y), \quad x \in \mathbb{R}^3,
\]

instead of (1.1). By \( d\omega \) we denote the surface element on the sphere \( \Omega_r \). The non-uniqueness of recovering a vertically integrated magnetization \( m \) from the knowledge of \( V \) in \( \Omega^\text{ext}_{r,R} \) can be characterized by a fairly well-known decomposition (see, e.g., [2, 10, 13–15, 21, 22, 25] and partly in [1])

\[
m = \tilde{m}^{(1)} + \tilde{m}^{(2)} + \tilde{m}^{(3)},
\]

which has the property that \( V \equiv 0 \) in \( \Omega^\text{ext}_{r,R} \) if and only if \( \tilde{m}^{(2)} \equiv 0 \) (in other words, any magnetization of the form \( m = \tilde{m}^{(1)} + \tilde{m}^{(3)} \) produces no magnetic potential in the exterior \( \Omega^\text{ext}_{r,R} \)). We call such a decomposition a Hardy–Hodge decomposition (see [5] for its Euclidean counterpart in \( \mathbb{R}^3 \) and treat it in more detail later on. An illustration of this decomposition for recent magnetization models is supplied in [15]. Nonetheless, a characterization of \( m \) by (1.3) still states that the contributions \( \tilde{m}^{(1)} \) and \( \tilde{m}^{(3)} \) cannot be reconstructed from knowledge of \( V \) in \( \Omega^\text{ext}_{r,R} \). Even if we assume an induced magnetization \( m = Qv \), non-trivial susceptibilities \( Q \) have been constructed in [20] that generate a magnetic potential \( V \) via (1.2) which vanishes in \( \Omega^\text{ext}_{r,R} \) (again, assuming that \( v \) is known and of the form \( v = \nabla U \), where \( U \) is harmonic in \( \Omega^\text{ext}_{r,R} \)), underlining the non-uniqueness of the problem.

In this paper, we show that an induced magnetization \( m = Qv \) is uniquely recoverable from (1.2) if \( V \) is known in \( \Omega^\text{ext}_{r,R} \) and if one imposes the additional condition that \( m \) has compact support in \( \Omega_r \) (it is not necessary that \( v \) is of the form \( v = \nabla U \)). Now, if there exists a model of the vertically integrated induced magnetization that is very accurate in some region \( \Omega_r \setminus \Gamma_R \subseteq \Omega_R \) of the Earth, the residuum of the magnetic potential generated by this model magnetization and the magnetic potential obtained from actual global magnetic field measurements forms a magnetic potential that can be regarded as being generated by a magnetization with compact support in \( \Gamma_R \subseteq \Omega_R \). The residual magnetization can then be determined uniquely due to our result and, together with the accurate model magnetization in \( \Omega_R \setminus \Gamma_R \), we obtain a trustworthy model for the induced vertically integrated magnetization in \( \Omega_R \). The proof of our uniqueness result is based on a combination of the spherical Hardy–Hodge decomposition from [10, 13, 14] and the ideas presented in [5] for the case of thin-plate magnetizations in the plane \( \mathbb{R}^2 \). However, in this paper we do not want to fall back on Euclidean thin-plate results but we argue intrinsic on the sphere.

After introducing some notations in section 1.1, we brieﬂy recapitulate results from [5, 18] in section 1.2 in order to highlight their relations to the spherical case later on. In section 2, we introduce the spherical Hardy–Hodge decomposition and in section 3, we
discuss constraints on induced spherical magnetizations \( m = Qv \) that guarantee uniqueness if \( V \) is known, e.g., only in the exterior \( \Omega^{\text{ext}} \). Furthermore, we discuss the numerical reconstruction of \( m \) and supply some examples in section 4.

1.1. Notations

For the spherical setting, we assume that the magnetization \( m \) is located on the unit sphere \( \Omega = \Omega_1 \) and we denote the exterior by \( \Omega^{\text{ext}} = \{ x \in \mathbb{R}^3 : |x| > 1 \} \) and the interior by \( \Omega^{\text{int}} = \{ x \in \mathbb{R}^3 : |x| < 1 \} \). In the Euclidean setting of thin-plate magnetizations in [5], the magnetization \( m \) is restricted to \( \mathbb{R}^2 \simeq \mathbb{R}^2 \times \{ 0 \} \) and the ‘exterior’ is represented by the upper half-space \( \mathbb{R}^2_+ \) and the ‘interior’ by the lower half-space \( \mathbb{R}^2_- \). In the following, we essentially use identical notations for the spherical setting and for the Euclidean thin-plate setting in order to indicate the similarities (however, the thin-plate notation only appears in section 1.2 while in all other sections we mean the spherical notation). Vector fields mapping \( \Omega \) or \( \mathbb{R}^2 \) into \( \mathbb{R}^3 \) are denoted by lower case letters \( f, g, \ldots \), and if they are square-integrable, we say that they are of class \( L^2(\Omega) \) or \( L^2(\mathbb{R}^2) \), respectively. Scalar fields mapping \( \Omega \) or \( \mathbb{R}^2 \) into \( \mathbb{R} \) are denoted by upper case letters \( F, G, \ldots \), and if they are square-integrable, we say that they are of class \( L^2(\Omega) \) or \( L^2(\mathbb{R}^2) \), respectively. By Latin letters \( x, y, \ldots \) we mean vectors in \( \mathbb{R}^3 \) or \( \mathbb{R}^2 \), by Greek letters \( \xi, \eta, \ldots \) unit vectors in \( \Omega \).

The surface gradient \( \nabla^* \) is defined as \( \nabla^*_x = \left( \frac{\partial}{\partial \eta}, \frac{\partial}{\partial \zeta} \right) \), for \( x = (\eta, \zeta) \in \mathbb{R}^2 \simeq \mathbb{R}^2 \times \{ 0 \} \), in case of the Euclidean setting. In the spherical setting, it is defined by the connection \( \nabla^*_x = r \nabla_x - r \xi \frac{\partial}{\partial r} \) to the gradient \( \nabla_x \) in \( \mathbb{R}^3 \), where \( r = |x| \) and \( \xi = \frac{x}{|x|} \in \Omega \). The surface curl gradient \( L^* \) reads as \( L^*_x = (0, 0, 1) \wedge \nabla^*_x = \left( -\frac{\partial}{\partial \eta}, \frac{\partial}{\partial \zeta}, 0 \right) \) in the Euclidean setting and as \( L^*_x = \xi \wedge \nabla^*_x \) in the spherical setting, where \( \wedge \) denotes the vector product. For convenience, we introduce the following notation for the (tangential) differential operators above:

\[ o^{(2)} = \nabla^*, \quad o^{(3)} = L^*. \]

These operators are complemented by the operator \( o^{(1)} \) which is given by

\[ o^{(1)} = (0, 0, 1) \text{id} \]

in the Euclidean setting and by

\[ o^{(1)}_\xi = \xi \text{id} \]

for the spherical setting (id denotes the identity operator). \( o^{(1)} \) always points in normal direction with respect to \( \mathbb{R}^2 \simeq \mathbb{R}^2 \times \{ 0 \} \) or \( \Omega \), respectively. Last, we need the Beltrami operator \( \Delta^* \) which is defined by \( \Delta^* = \nabla^* \cdot \nabla^* = L^* \cdot L^* \). In the Euclidean setting this means that \( \Delta^*_x = \left( \frac{\partial}{\partial \eta} \right)^2 + \left( \frac{\partial}{\partial \zeta} \right)^2 \), for \( x = (\eta, \zeta) \in \mathbb{R}^2 \simeq \mathbb{R}^2 \times \{ 0 \} \), and in the spherical setting that the connection \( \Delta^*_x = r^2 \Delta_x - \frac{\partial}{\partial r} r^2 \frac{\partial}{\partial r} \) to the Laplace operator \( \Delta_x \) in \( \mathbb{R}^3 \) holds true, where \( r = |x| \) and \( \xi = \frac{x}{|x|} \in \Omega \).

1.2. The thin-plate case

For the thin-plate setting, we assume that the magnetic potential \( V \) is generated by a vectorial magnetization \( m \) of class \( l^2(\mathbb{R}^2) \). Then we can write
\[ V(x) = \frac{1}{4\pi} \int_{\mathbb{R}^3} m(y) \cdot \frac{x - (y, 0)}{|x - (y, 0)|^3} \, dy, \quad x \in \mathbb{R}^3. \] (1.7)

We use the following definition in order to characterize \( m \) with respect to its effect on \( V \).

**Definition 1.1.** Two magnetizations \( m, \tilde{m} \in \mathbb{F}(\mathbb{R}^2) \) are called **equivalent from above** if the corresponding magnetic potentials \( V \) and \( \tilde{V} \) (given by (1.7)) are equal in the upper half-space, i.e., if \( \tilde{V} \equiv V \) in \( \mathbb{R}^3_+ \). They are called **equivalent from below** if \( V \) and \( \tilde{V} \) are equal in the lower half-space, i.e., if \( V \equiv \tilde{V} \) in \( \mathbb{R}^3_- \). A magnetization \( m \) is called **silent from above** if it is equivalent from above to \( \tilde{m} \equiv 0 \) and **silent from below** if it is equivalent from below to \( \tilde{m} \equiv 0 \).

A decomposition of \( m \) that reflects this characterization is the so-called Hardy–Hodge decomposition (for details on the thin-plate case and all results mentioned in this section, the reader is referred to [5]). For that purpose, we require the following vectorial operators:

\[ \partial^{(1)} = (R_1, R_2, \mathrm{id}), \]
\[ \partial^{(2)} = (-R_1, -R_2, \mathrm{id}), \]
\[ \partial^{(3)} = (-R_2, R_1, 0), \]

where \( R_i, i = 1, 2, \) are the Riesz transforms

\[ R_i[F](x) = \lim_{\varepsilon \to 0} \frac{1}{2\pi} \int_{\mathbb{R}^2 \setminus B(x) \setminus B(x + \varepsilon)} F(y) \frac{x_i - y_i}{|x - y|^3} \, dy, \quad x = (x_1, x_2) \in \mathbb{R}^2, \] (1.11)

of a scalar function \( F \) of class \( L^2(\mathbb{R}^2) \). We can now formulate the following theorem.

**Theorem 1.2.** (Hardy–Hodge Decomposition.) Any function \( f = (F_1, F_2, F_3) \in \mathbb{F}(\mathbb{R}^2) \) can be decomposed into

\[ f = \bar{f}^{(1)} + \bar{f}^{(2)} + \bar{f}^{(3)} = \partial^{(1)}[\bar{F}_1] + \partial^{(2)}[\bar{F}_2] + \partial^{(3)}[\bar{F}_3], \] (1.12)

with scalar functions \( \bar{F}_1, \bar{F}_2, \bar{F}_3 \) given by

\[ \bar{F}_1 = \frac{1}{2} \left( -R_1[F_1] - R_2[F_2] + F_3 \right), \]
\[ \bar{F}_2 = \frac{1}{2} \left( R_1[F_1] + R_2[F_2] + F_3 \right), \]
\[ \bar{F}_3 = R_2[F_1] - R_1[F_2]. \]

Spherical counterparts to the above theorem are introduced in more detail in section 2. A helpful formal notation for the operators \( \partial^{(1)}, \partial^{(2)}, \partial^{(3)} \) that emphasizes the connection between the spherical and the Euclidean thin-plate case is given in the next remark.

**Remark 1.3.** It is well-known that the Riesz transform \( R_i \) can formally also be expressed as \( R_i = \nabla^* (\nabla^*)^i \), \( i = 1, 2 \), where \( \nabla^* \) denotes the \( i \)th component of the surface gradient \( \nabla^* \) from section 1.1. With this notation at hand we can now reformulate the operators (1.8)–(1.10):
\[ \delta(1) = \phi(1) + \phi(2) \left( \Delta^0 \right)^{-1}, \quad (1.16) \]
\[ \delta(1) = \phi(1) - \phi(2) \left( \Delta^0 \right)^{-1}, \quad (1.17) \]
\[ \delta(3) = \Delta(3)^{-1}. \quad (1.18) \]

Supported by the Hardy–Hodge decomposition from theorem 1.2, [5] have derived several characterizations and uniqueness results under the constraint of unidirectionality and/or locally compact support on the magnetization \( m \). We list those results that relate to results for the spherical setting later on in sections 2 and 3.

**Theorem 1.4.** Let \( m \in \mathcal{F}(\mathbb{R}^3) \) and \( \bar{m}^{(1)}, \bar{m}^{(2)}, \bar{m}^{(3)} \) be given as in theorem 1.2. Then the following assertions hold true:

(a) The magnetization \( \bar{m}^{(2)} \) is equivalent from above to \( m \) while \( \bar{m}^{(1)} \) is equivalent from below to \( m \).

(b) The magnetization \( m \) is silent from above if and only if \( \bar{m}^{(2)} \equiv 0 \) while \( m \) is silent from below if and only if \( \bar{m}^{(1)} \equiv 0 \).

(c) If \( \text{supp}(m) \subset \Gamma \), for a region \( \Gamma \subset \mathbb{R}^3 \) with \( \Gamma \not= \mathbb{R}^3 \), then \( m \) is silent from above if and only if it is silent from below.

**Corollary 1.5.** (Unidirectional magnetizations.) Let \( m \in \mathcal{F}(\mathbb{R}^3) \) be a non-tangential unidirectional magnetization, i.e., \( m = Q \nu \) for a scalar function \( Q \in L^2(\mathbb{R}^3) \) and a fixed direction \( \nu = (v_1, v_2, v_3) \in \mathbb{R}^3 \), \( v_3 \not= 0 \). Furthermore, let \( \Gamma \subset \mathbb{R}^3 \) be a region with \( \Gamma \not= \mathbb{R}^3 \) and \( \text{supp}(m) \subset \Gamma \).

Then \( m \) is equivalent from above to no other unidirectional magnetization \( m = Q \nu \) with \( Q \in L^2(\mathbb{R}^3) \), \( \nu \in \mathbb{R}^3 \), and \( \text{supp}(m) \subset \Gamma \). Analogously, \( m \) is equivalent from below to no other unidirectional magnetization \( m = Q \nu \) with \( Q \in L^2(\mathbb{R}^3) \), \( \nu \in \mathbb{R}^3 \), and \( \text{supp}(m) \subset \Gamma \).

2. Spherical decompositions

From now on, we are strictly working in the spherical setting, i.e., we are investigating the magnetic potential \( V \) that is generated by a magnetization \( m \in \mathcal{F}(\Omega) \):

\[ V(x) = \frac{1}{4\pi} \int_\Omega m(\eta) \cdot \frac{x - \eta}{|x - \eta|^3} d\omega(\eta), \quad x \in \mathbb{R}^3. \quad (2.1) \]

2.1. Vector spherical harmonic representation

A spherical version of the Hardy–Hodge decomposition from theorem 1.2 has been used in geomagnetic applications for quite some time in form of a decomposition of vector fields with respect to vector spherical harmonics \( \bar{\gamma}_n^{(1)}, \bar{\gamma}_n^{(2)}, \bar{\gamma}_n^{(3)} \) (see, e.g., [2, 15, 21, 22, 25]). These vector spherical harmonics can be defined via a suitable connection to the inner harmonics \( H_{n,k}^{\text{int}} \) and the outer harmonics \( H_{n,k}^{\text{ext}} \) (i.e., the harmonic extensions of scalar orthonormalized spherical harmonics \( Y_{n,k} \) into \( \Omega^{\text{int}} \) and \( \Omega^{\text{ext}} \), respectively). More precisely
\[ \psi_{n,k}^{(1)}(\xi) = - \left( \tilde{\psi}_n^{(1)} \right)^{-1} \lim_{x \to \xi} \nabla_{\text{ext}} H_{n,k}^x(x), \quad n \in \mathbb{N}_0, \quad k = 1, \ldots, 2n + 1, \quad \xi \in \Omega, \quad (2.2) \]

\[ \psi_{n,k}^{(2)}(\xi) = \left( \tilde{\psi}_n^{(2)} \right)^{-1} \lim_{x \to \xi} \nabla_{\text{int}} H_{n,k}^x(x), \quad n \in \mathbb{N}, \quad k = 1, \ldots, 2n + 1, \quad \xi \in \Omega, \quad (2.3) \]

with normalization constants \( \tilde{\psi}_n^{(1)} = (n + 1)(2n + 2), \tilde{\psi}_n^{(2)} = n(2n + 1) \). The vector spherical harmonics \( \psi_{n,k}^{(1)}, n \in \mathbb{N}, k = 1, \ldots, 2n + 1 \), are chosen such that, together with (2.2) and (2.3), they form a complete orthonormal function systems in \( L^2(\Omega) \) with respect to the inner product \( \langle \cdot, \cdot \rangle_{L^2(\Omega)} \). These properties imply that a square-integrable vector field \( f \) of the form \( f = \nabla U \), where \( U \) is harmonic in \( \Omega^{\text{ext}} \), can be expressed by

\[ f = \sum_{n=0}^{\infty} \sum_{k=1}^{2n+1} \left\langle f, \psi_{n,k}^{(1)} \right\rangle_{L^2(\Omega)} \psi_{n,k}^{(1)} \quad (2.4) \]

on the sphere \( \Omega \). Analogously, a square-integrable field of the form \( f = \nabla U \), where \( U \) is harmonic in \( \Omega^{\text{int}} \), can be expressed by

\[ f = \sum_{n=1}^{\infty} \sum_{k=1}^{2n+1} \left\langle f, \psi_{n,k}^{(2)} \right\rangle_{L^2(\Omega)} \psi_{n,k}^{(2)} \quad (2.5) \]

on the sphere \( \Omega \). More details on the involved (vector) spherical harmonics can be found, e.g., in [12]. Most general, one can state the following theorem.

**Theorem 2.1.** (Spherical Hardy–Hodge decomposition I.) Any function \( f \in L^2(\Omega) \) can be decomposed into

\[ f = \tilde{f}^{(1)} + \tilde{f}^{(2)} + \tilde{f}^{(3)} \]

\[ = \sum_{n=0}^{\infty} \sum_{k=1}^{2n+1} \left\langle f, \psi_{n,k}^{(1)} \right\rangle_{L^2(\Omega)} \psi_{n,k}^{(1)} \quad + \quad \sum_{n=1}^{\infty} \sum_{k=1}^{2n+1} \left\langle f, \psi_{n,k}^{(2)} \right\rangle_{L^2(\Omega)} \psi_{n,k}^{(2)} \]

\[ + \quad \sum_{n=1}^{\infty} \sum_{k=1}^{2n+1} \left\langle f, \psi_{n,k}^{(3)} \right\rangle_{L^2(\Omega)} \psi_{n,k}^{(3)} \quad (2.6) \]

**Remark 2.2.** In order to investigate the consequences of theorem 2.1 for the uniqueness of the magnetization \( m \) and the magnetic potential \( V \) in (2.1), we first observe that, for \( x \in \Omega^{\text{ext}} \) and \( \eta \in \Omega \),

\[ \frac{x - \eta}{|x - \eta|^3} = \lim_{y \to \eta} \nabla \frac{1}{|x - y|}. \quad (2.7) \]

Clearly, \( \frac{1}{|x - \eta|^3} \) is harmonic in \( \Omega^{\text{int}} \) and (2.5) implies a representation of the form

\[ \frac{x - \eta}{|x - \eta|^3} = \sum_{n=1}^{\infty} \sum_{k=1}^{2n+1} \left\langle x - \cdot, \psi_{n,k}^{(2)}(\eta) \right\rangle_{L^2(\Omega)} \psi_{n,k}^{(2)}(\eta), \quad x \in \Omega^{\text{ext}}, \eta \in \Omega. \quad (2.8) \]

In detail, using the addition theorem for scalar spherical harmonics and a series representation of \( \frac{1}{|x - \eta|^3} \) in terms of Legendre polynomials \( P_n \), we obtain
\[
\frac{x - \eta}{|x - \eta|^3} = \lim_{\eta \to 1} \nabla \cdot \left( \frac{1}{|x|} \sum_{n=0}^{\infty} \left( \frac{|y|}{|x|} \right)^n P_n \left( \frac{x \cdot y}{|y|} \right) \right)
\]
\[
= \lim_{\eta \to 1} \sum_{n=1}^{\infty} \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} H_{n,k}^\text{ext} (x) \nabla \cdot H_{n,k}^\text{int} (y)
\]
\[
= \sum_\eta \sum \left( \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} \phi_{n,k}^\text{ext} (x) \phi_{n,k}^\text{int} (y) \right.
\]
\[
\frac{x - y}{|x - y|^3} = \lim_{\eta \to 1} \nabla \cdot \left( \frac{1}{|x|} \sum_{n=0}^{\infty} \left( \frac{|y|}{|x|} \right)^n P_n \left( \frac{x \cdot y}{|y|} \right) \right)
\]
\[
= \lim_{\eta \to 1} \sum_{n=1}^{\infty} \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} H_{n,k}^\text{ext} (x) \nabla \cdot H_{n,k}^\text{int} (y)
\]
\[
= \sum_\eta \sum \left( \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} \phi_{n,k}^\text{ext} (x) \phi_{n,k}^\text{int} (y) \right.
\]
\[
\frac{x - \eta}{|x - \eta|^3} = \lim_{\eta \to 1} \nabla \cdot \left( \frac{1}{|x|} \sum_{n=0}^{\infty} \left( \frac{|y|}{|x|} \right)^n P_n \left( \frac{x \cdot y}{|y|} \right) \right)
\]
\[
= \lim_{\eta \to 1} \sum_{n=1}^{\infty} \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} H_{n,k}^\text{ext} (x) \nabla \cdot H_{n,k}^\text{int} (y)
\]
\[
= \sum_\eta \sum \left( \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} \phi_{n,k}^\text{ext} (x) \phi_{n,k}^\text{int} (y) \right.
\]
\[
\frac{x - y}{|x - y|^3} = \lim_{\eta \to 1} \nabla \cdot \left( \frac{1}{|x|} \sum_{n=0}^{\infty} \left( \frac{|y|}{|x|} \right)^n P_n \left( \frac{x \cdot y}{|y|} \right) \right)
\]
\[
= \lim_{\eta \to 1} \sum_{n=1}^{\infty} \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} H_{n,k}^\text{ext} (x) \nabla \cdot H_{n,k}^\text{int} (y)
\]
\[
= \sum_\eta \sum \left( \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} \phi_{n,k}^\text{ext} (x) \phi_{n,k}^\text{int} (y) \right.
\]
\[
\frac{x - \eta}{|x - \eta|^3} = \lim_{\eta \to 1} \nabla \cdot \left( \frac{1}{|x|} \sum_{n=0}^{\infty} \left( \frac{|y|}{|x|} \right)^n P_n \left( \frac{x \cdot y}{|y|} \right) \right)
\]
\[
= \lim_{\eta \to 1} \sum_{n=1}^{\infty} \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} H_{n,k}^\text{ext} (x) \nabla \cdot H_{n,k}^\text{int} (y)
\]
\[
= \sum_\eta \sum \left( \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} \phi_{n,k}^\text{ext} (x) \phi_{n,k}^\text{int} (y) \right.
\]
\[
\frac{x - y}{|x - y|^3} = \lim_{\eta \to 1} \nabla \cdot \left( \frac{1}{|x|} \sum_{n=0}^{\infty} \left( \frac{|y|}{|x|} \right)^n P_n \left( \frac{x \cdot y}{|y|} \right) \right)
\]
\[
= \lim_{\eta \to 1} \sum_{n=1}^{\infty} \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} H_{n,k}^\text{ext} (x) \nabla \cdot H_{n,k}^\text{int} (y)
\]
\[
= \sum_\eta \sum \left( \frac{4\pi}{2n + 1} \sum_{k=0}^{[2n+1]} \phi_{n,k}^\text{ext} (x) \phi_{n,k}^\text{int} (y) \right.
\]

If we now substitute (2.8) or (2.9) into the representation (2.1) of $V$, we see that, due to the orthonormality of the vector spherical harmonics, the contribution $\vec{m}^{(2)}$ of $m = \vec{m}^{(1)} + \vec{m}^{(2)} + \vec{m}^{(3)}$ generates the exact same magnetic potential $V$ in $\Omega^\text{ext}$ as the entire magnetization $m$ itself. Computations analogous to (2.7)–(2.9) for the case $x \in \Omega^\text{int}$ and $\eta \in \Omega$ lead to the conclusion that the contribution $\vec{m}^{(1)}$ of $m = \vec{m}^{(1)} + \vec{m}^{(2)} + \vec{m}^{(3)}$ generates the exact same magnetic potential $V$ in $\Omega^\text{int}$ as the entire magnetization $m$ itself.

From remark 2.2, it becomes clear that the spherical decomposition of theorem 2.1 reveals the desired properties corresponding to the thin-plate case in theorem 1.4(a) and (b) (which has already been observed in [15]).

2.2. Operator representation

In order to be able to obtain a spherical version of theorem 1.4(c), we reformulate the decomposition of theorem 2.1 in terms of a set of pseudo-differential operators $\partial^{(1)}, \partial^{(2)}, \partial^{(3)}$ as indicated in [10, 12–14]. More precisely

$$\partial^{(1)} = \sigma^{(1)} \left( D + \frac{1}{2} \right) - \sigma^{(2)},$$

$$\partial^{(2)} = \sigma^{(1)} \left( D - \frac{1}{2} \right) + \sigma^{(2)},$$

$$\partial^{(3)} = \sigma^{(3)},$$

where $D$ denotes the pseudo-differential operator

$$D = \left( -\Delta^g + \frac{1}{4} \right)^{\frac{1}{2}}.$$

The previously introduced vector spherical harmonics can then be alternatively expressed by

$$\vec{y}^{(1)}_{n,k} = \left( \vec{\phi}^{(1)}_{n,k} \right)^{\frac{1}{2}} \partial^{(1)} \vec{Y}^{(1)}_{n,k}, \quad n \in \mathbb{N}_0, \; k = 1, \ldots 2n + 1,$$

$$\vec{y}^{(2)}_{n,k} = \left( \vec{\phi}^{(2)}_{n,k} \right)^{\frac{1}{2}} \partial^{(2)} \vec{Y}^{(2)}_{n,k}, \quad n \in \mathbb{N}, \; k = 1, \ldots 2n + 1,$$

$$\vec{y}^{(3)}_{n,k} = \left( \vec{\phi}^{(3)}_{n,k} \right)^{\frac{1}{2}} \partial^{(3)} \vec{Y}^{(3)}_{n,k}, \quad n \in \mathbb{N}, \; k = 1, \ldots 2n + 1,$$

with normalization constants $\vec{\phi}^{(1)}_{n,k} = (n + 1)(2n + 2), \quad \vec{\phi}^{(2)}_{n,k} = n(2n + 1), \quad \vec{\phi}^{(3)}_{n,k} = n(n + 1)$. In other words, the properties of the decomposition from theorem 2.1 carry over to a decomposition with respect to the operators $\partial^{(1)}, \partial^{(2)}, \partial^{(3)}$. To formulate such a
decomposition, we first recapitulate the spherical Helmholtz decomposition (see, e.g., [10, 12] and references therein).

**Theorem 2.3.** (Spherical Helmholtz decomposition.) Any function \( f \in \mathcal{V}(\Omega) \) can be decomposed into

\[
f = \phi^{(1)}[F_1] + \phi^{(2)}[F_2] + \phi^{(3)}[F_3],
\]

where the scalar functions \( F_1, F_2, F_3 \) are uniquely determined by the conditions \( \int_{\Omega} F_2(\eta) d\omega(\eta) = \int_{\Omega} F_3(\eta) d\omega(\eta) = 0 \).

The spherical Helmholtz decomposition simply states a decomposition of a spherical vector field into a normal component and two tangential components (of which one is surface divergence-free and the other one surface curl-free). From [10, 13, 14], we now take the following theorem.

**Theorem 2.4.** (Spherical Hardy–Hodge decomposition II.) Any function \( f \in \mathcal{V}(\Omega) \) can be decomposed into

\[
f = \tilde{F}_1 + \tilde{F}_2 + \tilde{F}_3 = \phi^{(1)}[\tilde{F}_1] + \phi^{(2)}[\tilde{F}_2] + \phi^{(3)}[\tilde{F}_3].
\]

where the scalar functions \( \tilde{F}_1, \tilde{F}_2, \tilde{F}_3 \) are uniquely determined by the conditions \( \int_{\Omega} \tilde{F}_1(\eta) - \tilde{F}_2(\eta) d\omega(\eta) = \int_{\Omega} \tilde{F}_3(\eta) d\omega(\eta) = 0 \). If \( F_1, F_2, F_3 \) are the Helmholtz scalars of \( f \) as given in theorem 2.3, then

\[
\begin{align*}
\tilde{F}_1 &= \frac{1}{2} \left( D^{-1}[F_1] - F_2 + \frac{1}{2} D^{-1}[F_3] \right), \\
\tilde{F}_2 &= \frac{1}{2} \left( D^{-1}[F_1] + F_2 + \frac{1}{2} D^{-1}[F_3] \right), \\
\tilde{F}_3 &= F_3.
\end{align*}
\]

A slight modification of the operators \( \phi^{(1)}, \phi^{(2)}, \phi^{(3)} \) highlights the relation of theorem 2.4 to the Euclidean thin-plate case in theorem 1.2 and remark 1.3. Application of the operator \( \left( D + \frac{1}{2} \right)^{-1} \) to \( \phi^{(1)} \) and application of \( \left( D - \frac{1}{2} \right)^{-1} \) to \( \phi^{(2)} \) and \( \phi^{(3)} \) leads to the operators

\[
\begin{align*}
\phi^{(1)} &= \phi^{(1)} - \phi^{(2)} \left( D + \frac{1}{2} \right)^{-1}, \\
\phi^{(2)} &= \phi^{(1)} + \phi^{(2)} \left( D - \frac{1}{2} \right)^{-1}, \\
\phi^{(3)} &= \phi^{(3)} \left( D - \frac{1}{2} \right)^{-1}.
\end{align*}
\]

Comparing this to (1.8)–(1.10) and (1.16)–(1.18), we see that \( \phi^{(2)} \left( D + \frac{1}{2} \right)^{-1} \) and \( \phi^{(2)} \left( D - \frac{1}{2} \right)^{-1} \), respectively, take the role of the Riesz transform in the thin-plate case. However, it should be remarked that in the literature the Riesz transform on the sphere is typically given by \( \phi^{(2)}(\Delta^2)^{-\frac{1}{2}} \) (see, e.g., [7]). Furthermore, \( \left( D - \frac{1}{2} \right)^{-1} \) is well-defined only if
restricted to the space $L^2_0(\Omega) = \{F \in L^2(\Omega) : \int_\Omega F(\eta)d\omega(\eta) = 0\}$ since the constant functions form the nullspace of $D - \frac{1}{2}$. Yet, this is no restriction for our further considerations. As an alternative to theorem 2.4, we can now state the following theorem.

**Theorem 2.5.** (Spherical Hardy–Hodge decomposition III.) Any function $f \in \tilde{F}(\Omega)$ can be decomposed into

$$f = \tilde{f}_1 + \tilde{f}_2 + \tilde{f}_3 = \tilde{\phi}(1)[\tilde{F}_1] + \tilde{\phi}(2)[\tilde{F}_2] + \tilde{\phi}(3)[\tilde{F}_3].$$  \hspace{1cm} (2.25)

where the scalar functions $\tilde{F}_1$, $\tilde{F}_2$, $\tilde{F}_3$ are uniquely determined by the conditions

$$\int_{\Omega} \tilde{F}_1(\eta)d\omega(\eta) = \int_{\Omega} \tilde{F}_2(\eta)d\omega(\eta) = 0.$$  \hspace{1cm} (2.26)

If $F_1$, $F_2$, $F_3$ are the Helmholtz scalars of $f$ as given in theorem 2.3, then

$$\tilde{F}_1 = \frac{1}{2} \left( F_1 + \frac{1}{2}D^{-1}[F_1] - D\tilde{F}_2 + \frac{1}{4}D^{-1}[F_2] \right).$$  \hspace{1cm} (2.27)

$$\tilde{F}_2 = \frac{1}{2} \left( F_1 - \frac{1}{2}D^{-1}[F_1] + D\tilde{F}_2 - \frac{1}{4}D^{-1}[F_2] \right).$$  \hspace{1cm} (2.28)

**Proof.** For $\tilde{F}_1 = (D + \frac{1}{2})[\tilde{F}_1]$, $\tilde{F}_2 = (D - \frac{1}{2})[\tilde{F}_2]$, and $\tilde{F}_3 = (D - \frac{1}{2})[\tilde{F}_3]$, we directly obtain the representations (2.26)–(2.28) from the corresponding representations of $\tilde{F}_1$, $\tilde{F}_2$, and $\tilde{F}_3$ in theorem 2.4. Concerning the uniqueness, we can restrict the considerations to the case $f \equiv 0$. Using (2.22) and (2.23) in (2.25) leads to

$$0 \equiv \tilde{\phi}(1)[\tilde{F}_1] + \tilde{\phi}(2)[\tilde{F}_2] + \tilde{\phi}(3)[\tilde{F}_3],$$

$$= \tilde{\phi}(1)[\tilde{F}_1 + \tilde{F}_2] + \tilde{\phi}(2)\left(-\left(D + \frac{1}{2}\right)^{-1}[\tilde{F}_1] + \left(D - \frac{1}{2}\right)^{-1}[\tilde{F}_2]\right) + \tilde{\phi}(3)[\tilde{F}_3].$$  \hspace{1cm} (2.29)

The uniqueness of the normal part of $f$ leads to $\tilde{F}_1 = -\tilde{F}_2$. Thus, the assumption $\int_{\Omega} \tilde{F}_2(\eta)d\omega(\eta) = 0$ implies $\int_{\Omega} \tilde{F}_1(\eta)d\omega(\eta) = 0$ and, consequently

$$\int_{\Omega} -\left(D + \frac{1}{2}\right)^{-1}[\tilde{F}_1](\eta) + \left(D - \frac{1}{2}\right)^{-1}[\tilde{F}_2](\eta)d\omega(\eta) = 0.$$  \hspace{1cm} (2.30)

The uniqueness of the spherical Helmholtz decomposition in theorem 2.3 then leads to

$$\left(D + \frac{1}{2}\right)^{-1}[\tilde{F}_1] + \left(D - \frac{1}{2}\right)^{-1}[\tilde{F}_2] = \left(D + \frac{1}{2}\right)^{-1}[\tilde{F}_1] - \left(D - \frac{1}{2}\right)^{-1}[\tilde{F}_2] \equiv 0,$$

or in other words, by application of $D - \frac{1}{2}$,

$$2 - \left(D + \frac{1}{2}\right)^{-1}[\tilde{F}_1] \equiv 0.$$  \hspace{1cm} (2.31)

Since $2 - \left(D + \frac{1}{2}\right)^{-1}$ is injective on $L^2_0(\Omega)$, we get $\tilde{F}_1 = -\tilde{F}_2 \equiv 0$. Moreover, the condition $\int_{\Omega} \tilde{F}_3(\eta)d\omega(\eta) = 0$ and the uniqueness of the Helmholtz scalars in theorem 2.3 implies $\tilde{F}_3 \equiv 0$ and concludes the proof. \qed
Remark 2.6. We need to emphasize that the functions \( \tilde{f}_1, \tilde{f}_2, \tilde{f}_3 \) in theorems 2.1 and 2.4 and the functions \( \bar{f}_1, \bar{f}_2, \bar{f}_3 \) in theorem 2.5 are identical. The theorems only differ in the applied operators and the corresponding scalar functions \( \tilde{F}_1, \tilde{F}_2, \tilde{F}_3 \) and \( \bar{F}_1, \bar{F}_2, \bar{F}_3 \). For our later considerations, we work with the operators \( \tilde{\sigma}^{(1)}, \tilde{\sigma}^{(2)}, \tilde{\sigma}^{(3)} \) and the functions \( \tilde{F}_1, \tilde{F}_2, \tilde{F}_3 \).

3. Uniqueness issues for spherical magnetizations

We start by defining the notion of equivalence of magnetizations, analogous to the thin-plate case in definition 1.1.

Definition 3.1. Two magnetizations \( m, m \in \tilde{F}(\Omega) \) are called equivalent from inside if the corresponding magnetic potentials \( V \) and \( \bar{V} \) (given by (2.1)) are equal in the interior \( \Omega^\text{int} \), i.e., if \( V \equiv \bar{V} \) in \( \Omega^\text{int} \). They are called equivalent from outside if \( V \) and \( \bar{V} \) are equal in the exterior \( \Omega^\text{ext} \), i.e., if \( V \equiv \bar{V} \) in \( \Omega^\text{ext} \). A magnetization \( m \) is called silent from inside if it is equivalent from inside to \( m \equiv 0 \) and silent from outside if it is equivalent from outside to \( m \equiv 0 \).

Theorem 2.4 eventually allows the following characterizations of spherical magnetizations, mimicking the proof of theorem 1.4 as presented in [5].

Theorem 3.2. Let \( m \in \tilde{F}(\Omega) \) and \( \tilde{m}^{(1)}, \tilde{m}^{(2)}, \tilde{m}^{(3)} \) be given as in theorem 2.4. Then the following assertions hold true:

(a) The magnetization \( \tilde{m}^{(2)} \) is equivalent from outside to \( m \) while \( \tilde{m}^{(1)} \) is equivalent from inside to \( m \).

(b) The magnetization \( m \) is silent from outside if and only if \( \tilde{m}^{(2)} \equiv 0 \) while \( m \) is silent from inside if and only if \( \tilde{m}^{(1)} \equiv 0 \).

(c) If \( \text{supp}(m) \subset \Gamma \), for a region \( \Gamma \subset \Omega \) with \( \Gamma \neq \Omega \), then \( m \) is silent from outside if and only if it is silent from inside.

Proof. Parts (a) and (b) are direct consequences of the considerations in remark 2.2. Concerning part (c), we assume that \( m \) is silent from outside and can now conclude that \( \tilde{m}^{(2)} \equiv 0 \) and, therefore

\[
\tilde{M}_2 = \frac{1}{2} \left(D^{-1}[M_1] + M_2 + \frac{1}{2}D^{-1}[M_3]\right) = 0, \tag{3.1}
\]

where \( M_1, M_2, M_3 \) are the Helmholtz scalars of \( m \) as supplied in theorem 2.3. Plugging (3.1) into (2.19) implies \( \tilde{M}_1 = -M_2 \). In other words

\[
m = \tilde{m}^{(1)} + \tilde{m}^{(3)} = -\bar{\sigma}^{(1)}M_2 + \bar{\sigma}^{(3)}M_3. \tag{3.2}
\]

Expanding the Helmholtz scalar \( M_2 \) in terms of spherical harmonics leads to the expression

\[
\bar{\sigma}^{(1)}M_2 = \sum_{n=0}^{\infty} \sum_{k=1}^{2n+1} \langle M_2, Y_{n,k} \rangle L^2(\Omega) \bar{\sigma}^{(1)}Y_{n,k}. \]

Next, for \( x \in \Omega^\text{ext} \), we set...
\[ U(x) = \sum_{n=0}^{\infty} \sum_{k=1}^{2^n+1} \langle M_2, Y_{n,k} \rangle L^2(\Omega) H^E_{n,k}(x) \]
\[ = \int_{\Omega} \left( \sum_{n=0}^{\infty} \sum_{k=1}^{2^n+1} H^E_{n,k}(x) Y_{n,k}(\eta) \right) M_2(\eta) d\omega(\eta) \]
\[ = \int_{\Omega} \left( \sum_{n=0}^{\infty} \frac{2^n+1}{4\pi} x^{-n+1} B_2 \left( \frac{x}{|x|} \cdot \eta \right) \right) M_2(\eta) d\omega(\eta) \]
\[ = \frac{1}{4\pi} \int_{\Omega} \frac{1 - |x|^2}{(1 + |x|^2 - 2x \cdot \eta)^2} M_2(\eta) d\omega(\eta). \]  

(3.3)

The last equalities can be found, e.g., in [12] and references therein. Clearly, \( U \) is harmonic in \( \Omega^w \). Remembering (2.2), (2.3), and (2.14)–(2.16), we can conclude that

\[ \lim_{x \to \xi^-} \nabla_x U(x) = -\partial^{(1)}_\xi M_2(\xi), \quad \xi \in \Omega. \]  

(3.4)

Since \( \text{supp}(m) \subset \Gamma \), we get \( M_2 \equiv 0 \) in \( \Gamma^c = \Omega \setminus \Gamma \) and can extend \( U \) across \( \Gamma^c \) to a harmonic function in the cone \( C_{\Gamma^c} = \{ x \in \mathbb{R}^n \setminus \{0\} : \frac{x}{|x|} \in \Gamma^c \} \).

Next, we observe that there must exist some function \( W \) on \( \Gamma^c \) such that \( \tilde{m}^{(3)} = \omega^{(2)} W \) in \( \Gamma^c \). This follows from (3.2) because \( m \equiv 0 \) in \( \Gamma^c \), because \( \tilde{m}^{(3)} \) is tangential, and because \( \tilde{m}^{(1)} \) is solely composed by a normal part due to \( \omega^{(1)} \) and a tangential part due to \( \omega^{(2)} \). Now, setting \( W(x) = \tilde{W}(x/|x|) \), for \( x \in C_{\Gamma^c} \), we see that \( W \) is harmonic in \( C_{\Gamma^c} \). Combining our findings up to now, we have a function \( U + W \) that is harmonic in \( C_{\Gamma^c} \) and which satisfies

\[ m(\xi) = \lim_{x \to \xi^+} \nabla_x (U(x) + W(x)) = 0, \quad \xi \in \Gamma^c. \]  

(3.5)

Therefore, the normal and the tangential derivative of \( U + W \) vanish on \( \Gamma^c \). Consequently, since \( U + W \) is harmonic in \( C_{\Gamma^c} \), typical analytical continuation arguments lead to \( U + W \equiv 0 \) in \( C_{\Gamma^c} \). In particular, \( \frac{x}{|x|} \cdot \nabla_x (U(x) + W(x)) = \frac{x}{|x|} \cdot \nabla_x U(x) = 0 \), for \( x \in C_{\Gamma^c} \). Since \( \nabla U \) is harmonic in \( \Omega^w \) by the construction in (3.3), we obtain \( \frac{x}{|x|} \cdot \nabla_x U(x) = 0 \), for \( x \in \Omega^w \). Combining this with (3.4) leads to

\[ \lim_{x \to \xi^-} \frac{x}{|x|} \cdot \nabla_x U(x) = -\xi \cdot \partial^{(1)}_\xi M_2(\xi) \]
\[ = -\left( D + \frac{1}{2} \right)(M_2)\xi(\xi) = 0, \quad \xi \in \Omega. \]  

(3.6)

In other words \( M_2 \equiv 0 \). Observing (3.1), we now find \( D^{-1}[M_1] \equiv 0 \), which leads to \( M_1 \equiv 0 \) and eventually to \( \tilde{m}^{(1)} \equiv 0 \) by (2.19). Thus,

\[ m = \tilde{m}^{(3)}, \]  

(3.7)

which, by parts (a) and (b), implies that \( m \) is silent from outside as well as inside.

Theorem 3.2 has some direct consequences for the uniqueness of induced magnetizations of the form

\[ m(\xi) = Q(\xi)v(\xi), \quad \xi \in \Omega, \]  

(3.8)

where \( v \) is a known inducing vector field and \( Q \) an unknown scalar susceptibility. If \( \text{supp}(m) \subset \Gamma \) and if there exists another magnetization \( m = Qv \) with \( \text{supp}(m) \subset \Gamma \) that generates
the same magnetic potential in $\Omega^\text{ext}$, then $m - m$ is silent from outside and theorem 3.2 implies that $m - m \equiv \delta^{(3)} M$ for some scalar function $M$. In particular, $m - m = (Q - Q)v$ must be tangential. If the known inducing field $v$ is non-tangential in $\Gamma$ (i.e., $v(\xi) \cdot \xi \neq 0$ for some $\xi \in \Gamma$), this implies $m = m$. Put in more rigorous terms, we obtain the following corollary.

**Corollary 3.3.** (Uniqueness of induced magnetizations.) Let $m \in \Gamma^*(\Omega)$ be of the form $m = Qv$ (where $Q \in L^2(\Omega)$ is unknown and $v \in \Gamma^*(\Omega)$ is known) with $\text{supp}(m) \subset \Gamma$ for a fixed region $\Gamma \subset \Omega$ with $\Gamma \neq \Omega$. Furthermore, we assume that $v$ is non-tangential in $\Gamma$.

Then $m$ is equivalent from outside to no other induced magnetization $m = Qv \in \Gamma^*(\Omega)$ with $\text{supp}(m) \subset \Gamma$. Analogously, $m$ is equivalent from inside to no other induced magnetization $m = Qv \in \Gamma^*(\Omega)$ with $\text{supp}(m) \subset \Gamma$.

The corollary above suits an application to the induced Earth’s crustal magnetization since the inducing field $v$ is typically the Earth’s core magnetic field, which is non-tangential and known from models such as [26]. A restriction to unidirectional magnetizations as in corollary 1.5 (which demands further structure on the inducing field $v$ but, in exchange, does not require to know $v$ in advance) for the Euclidean thin-plate case has no particular relevance in a global spherical context. Actually, depending on how one defines spherical unidirectionality, a spherical counterpart to corollary 1.5 does not necessarily hold true.

**Remark 3.4.** A fairly natural definition is to call a spherical magnetization unidirectional if its direction is constant with respect to some fixed system of local orthogonal triads \{\varepsilon^1(\cdot), \varepsilon^2(\cdot), \varepsilon^3(\cdot)\} $\subset \mathbb{R}^3 \setminus \{0\}$, i.e.

$$m(\xi) = Q(\xi)(v_1\varepsilon^1(\xi) + v_2\varepsilon^2(\xi) + v_3\varepsilon^3(\xi)), \quad \xi \in \Omega,$$

where $v_1, v_2, v_3 \in \mathbb{R}$ are constant and $Q \in L^2(\Omega)$. For the upcoming considerations, we regard unidirectional magnetizations of the form

$$m(\xi) = Q(\xi)(v_1\xi + v_2(\xi - (\zeta \cdot \xi)\xi) + v_3\xi \wedge \zeta), \quad \xi \in \Omega,$$

where $\zeta \in \Omega$ is fixed (an illustration is given in figure 1). Note that the tangential components $\zeta - (\zeta \cdot \xi)\xi$ and $\xi \wedge \zeta$ vanish as $\xi$ approaches the poles $\pm \zeta$. Therefore, the vectors $\varepsilon^1(\xi) = \xi$, $\varepsilon^2(\xi) = \zeta - (\zeta \cdot \xi)\xi$, and $\varepsilon^3(\xi) = \xi \wedge \zeta$ do not form a local orthogonal triad in the points $\xi = \pm \zeta$. Yet, the example derived below can serve as a counterexample to uniqueness for spherical unidirectional magnetizations if we assume that the function $Q$ vanishes around $\pm \zeta$.

A consequence of a spherical counterpart to corollary 1.5 would be that the trivial magnetization $m \equiv 0$ is the only spherical unidirectional magnetization that is silent from outside and has support $\text{supp}(m) \subset \Gamma$. This particularly includes purely tangential magnetizations

$$m(\xi) = Q(\xi)(v_2(\xi - (\zeta \cdot \xi)\xi) + v_3\xi \wedge \zeta), \quad \xi \in \Omega.$$

If such a magnetization is silent from outside and $\text{supp}(m) \subset \Gamma$, then the proof of theorem 3.2 implies that $M_2 \equiv 0$, where $M_2$ is the Helmholtz scalar of $m$ as indicated in theorem 2.3. Applying the Beltrami operator and observing the properties of $M_2$ leads to
We now choose $\zeta = (0, 0, 1)$. Parametrizing the sphere $\Omega$ with respect to polar distance $t \in [-1, 1]$ and longitude $\varphi \in [0, 2\pi)$, and using representations of $\nabla^* \mathbf{Q}$ and $L^* \mathbf{Q}$ with respect to this parametrization (see, e.g., [10, 12]), equation (3.12) can be rewritten as follows:

$$0 = v_2 \left(1 - t^2\right) \frac{\partial}{\partial t} Q(t, \varphi) - v_3 \frac{\partial}{\partial \varphi} Q(t, \varphi) - 2v_2 Q(t, \varphi). \quad (3.13)$$

We further simplify the above by choosing $v_2 = 0$ and obtain

$$0 = v_3 \frac{\partial}{\partial \varphi} Q(t, \varphi), \quad (3.14)$$

implying $Q(t, \varphi) = Q(t)$, for some function $Q$ that only depends on the polar distance $t$.

Summarizing the above considerations, we can conclude that a function $Q \in C^{(2)}([-1, 1])$ with $Q(t) = 0$, for $t = \zeta \cdot \zeta$ and $\zeta \in \Gamma \setminus \Gamma$, yields a non-trivial spherical unidirectional magnetization

$$m(\xi) = v_3 Q(\xi \cdot \zeta) \xi \land \zeta, \quad \xi \in \Omega, \quad (3.15)$$

that is silent from outside and satisfies $\text{supp}(m) \subset \Gamma$. In other words, we cannot expect to obtain a spherical counterpart to corollary 1.5 for spherical unidirectionality in the general sense of (3.9).

On the other hand, if we call a spherical magnetization unidirectional only if $m(\xi) = Q(\xi) v$, for a constant $v = (v_1, v_2, v_3) \in \mathbb{R}^3 \setminus \{0\}$ (i.e., we restrict ourselves to the case $\xi^3(\cdot) \equiv (1, 0, 0)$, $\xi^3(\cdot) \equiv (0, 1, 0)$, $\xi^3(\cdot) \equiv (0, 0, 1)$, which corresponds to the definition of unidirectionality as in the thin-plate case of corollary 1.5), we were not able to confirm nor to disprove uniqueness.

**Remark 3.5.** The existence of an induced magnetization $m = Q v$ with $\text{supp}(m) \subset \Gamma$ that is equivalent from outside to a (not necessarily induced) magnetization $m \in \mathcal{I}(\Omega)$ with $\text{supp}(m) \subset \Gamma$ is generally not guaranteed. Assume, e.g., that $v(\xi) = \xi, \xi \in \Omega$. If $m$ and $m$ are equivalent from outside, then $m - m$ is silent from outside and $\text{supp}(m - m) \subset \Gamma$. The
proof of theorem 3.2 yields that this holds true if and only if $M_1 = M_1$ and $M_2 = M_2$, where $M_1$, $M_2$, and $M_1$, $M_2$ are the Helmholtz scalars of $m$ and $m$, respectively. However, for our choice of $v$ it is clear that $M_2 \equiv 0$. In other words, for any magnetization $m$ with $M_2 \not= 0$ and supp $(m) \subset \Gamma$ there does not exist an induced magnetization $m = Qv$ with supp $(m) \subset \Gamma$ that is equivalent from outside to $m$.

The situation of existence of an induced magnetization changes if we drop the condition that $Qv = m$ has to satisfy supp $(m) \subset \Gamma$, at least if the inducing field $v$ satisfies certain conditions.

**Definition 3.6.** We call a vector field $v \in \Gamma^\infty (\Omega)$ admissible if $|\xi \cdot v (\xi)| \geq C$, $\xi \in \Omega$, for some constant $C > 0$, and if the coefficients

$$v_{n,k,m,l} = \int_{\Omega} Y_{m,l}(\eta) \frac{v(\eta)}{\eta \cdot v(\eta)} \cdot \nabla^* Y_{n,k}(\eta) d\omega(\eta)$$

(3.16)

satisfy the following property: for every $n^3$-summable sequence $g_{n,k}$, $n \in \mathbb{N}_0$, $k = 1, \ldots, 2n + 1$, i.e., $\sum_{n=0}^{\infty} \sum_{k=1}^{2n+1} n^6 \left| g_{n,k} \right|^2 < \infty$, the infinite dimensional system of linear equations

$$\sum_{n=0}^{2n+1} \left( \frac{1}{n} \delta_{n,m} + \frac{1}{n+\frac{1}{2}} \delta_{n,m} \delta_{k,l} \right) \gamma_{n,m,l} = g_{n,k}, \quad n \in \mathbb{N}_0, \, k = 1, \ldots, 2n + 1, \quad \sum_{n=0}^{\infty} \sum_{k=1}^{2n+1} n^4 \left| \gamma_{n,k} \right|^2 < \infty.$$  

(3.17)

has a $n^2$-summable solution $\gamma_{n,k}$, $n \in \mathbb{N}_0$, $k = 1, \ldots, 2n + 1$, i.e.,

$$\sum_{n=0}^{\infty} \sum_{k=1}^{2n+1} n^4 \left| \gamma_{n,k} \right|^2 < \infty.$$  

Here, $\delta_{n,m}$ denotes the Kronecker delta.

**Corollary 3.7.** (Existence of induced magnetizations.) Let $m \in h^2 (\Omega) = \left\{ f \in \Gamma (\Omega) : \sum_{i=1}^{3} \sum_{n=0}^{\infty} \sum_{k=1}^{2n+1} n^4 \left| \left\langle f, \chi_{n,k}^i \right\rangle_{\Gamma (\Omega)} \right|^2 < \infty \right\}$ be a given magnetization. Then, for every admissible vector field $v \in \Gamma^\infty (\Omega)$, there exists a $Q \in L^2 (\Omega)$ such that the induced magnetization $m = Qv$ is equivalent from outside to $m$. Analogously, for every admissible vector field $v \in \Gamma^\infty (\Omega)$, there exists a $Q \in L^2 (\Omega)$ such that the induced magnetization $m = Qv$ is equivalent from inside to $m$.

**Proof.** According to theorems 3.2 and 2.4, $m$ and $\bar{m}$ are equivalent from outside if and only if

$$D^{-1}[M_1] + M_2 + \frac{1}{2} D^{-1}[M_2] = 2\bar{M}_2,$$  

(3.18)

where $M_1$, $M_2$ are the Helmholtz scalars of $m$ and $\bar{M}_2$ the Hardy–Hodge scalar of $m$. Furthermore, since $v$ is admissible, we get $Q(\xi) = \frac{M_2(\xi)}{\xi v(\xi)}$, $\xi \in \Omega$, and, therefore
\[
\langle M_2, Y_{n,k} \rangle_{L^2(\Omega)} = -\frac{1}{n(n+1)} \langle M_2, \Delta^s Y_{n,k} \rangle_{L^2(\Omega)} = \frac{1}{n(n+1)} \langle \nabla^s M_2, \nabla^s Y_{n,k} \rangle_{L^2(\Omega)} \\
= \frac{1}{n(n+1)} \langle m, \nabla^s Y_{n,k} \rangle_{F(\Omega)} \\
= \frac{1}{n(n+1)} \int_{\Omega} M_1(\eta) \frac{\nu(\eta)}{\eta} \cdot \nabla^s Y_{n,k}(\eta) \, d\omega(\eta) \\
= \frac{1}{n(n+1)} \sum_{m=0}^{2m+1} \sum_{l=1}^{2l+1} \langle M_1, Y_{m,l} \rangle_{L^2(\Omega)} \int_{\Omega} Y_{m,l}(\eta) \frac{\nu(\eta)}{\eta} \cdot \nabla^s Y_{n,k}(\eta) \, d\omega(\eta) \\
= \frac{1}{n(n+1)} \sum_{m=0}^{2m+1} \sum_{l=1}^{2l+1} \langle M_1, Y_{m,l} \rangle_{L^2(\Omega)} \nu_{n,k,m,l}.
\]

(3.19)

Observing that the operator \( D^{-1} \) acts via
\[
D^{-1}[M_1] = \sum_{n=0}^{\infty} \sum_{k=1}^{2k+1} \frac{1}{n(n+1)} \frac{1}{n(n+1)} \langle M_1, Y_{n,k} \rangle_{L^2(\Omega)} Y_{n,k}
\]

(3.20)

and using (3.19) in (3.18) leads to the following infinite dimensional system of linear equations for the Fourier coefficients \( \langle M_1, Y_{n,k} \rangle_{L^2(\Omega)} \) of \( M_1 \):
\[
\sum_{m=0}^{\infty} \sum_{l=1}^{2l+1} \left( \frac{1}{n(n+1)} \nu_{n,k,m,l} + \frac{1}{n(n+1)} \delta_{n,m} \delta_{k,l} \right) \langle M_1, Y_{m,l} \rangle_{L^2(\Omega)} = 2 \langle M_2, Y_{n,k} \rangle_{L^2(\Omega)}, \quad n \in \mathbb{N}_0, \; k = 1, \ldots, 2n+1.
\]

(3.21)

The admissibility conditions on \( \nu \) guarantee that this problem is solvable and that the obtained \( Q(\xi) = \frac{M_1(\xi)}{\xi \cdot \nu(\xi)}, \; \xi \in \Omega \), lies in \( L^2(\Omega) \). The Fourier coefficients \( \langle M_2, Y_{n,k} \rangle_{L^2(\Omega)} \) of \( M_2 \) can be obtained via (3.19). \( m \in h^2(\Omega) \) guarantees a sufficient decay of the Fourier coefficients \( \langle M_1, Y_{n,k} \rangle_{L^2(\Omega)} \) such that the interchange of the series and integration in (3.19) is allowed. The resulting induced magnetization \( m = Q\nu \) is then equivalent from outside to \( m \).

**Remark 3.8.** If we choose \( \nu(\xi) = \xi, \; \xi \in \Omega \) (which served as a counterexample in remark 3.5 for the case \( \text{supp}(m) \subset \Gamma \)), the admissibility conditions on \( \nu \) of definition 3.6 are clearly satisfied since \( \nu_{n,k,m,l} = 0 \). In other words, for any magnetization \( m \in h^2(\Omega) \) there exists an induced magnetization \( m = Q\nu \) that is equivalent from outside. For general vector fields \( \nu \) it is by no means obvious if the conditions from definition 3.6 are satisfied. Here, the reader is referred, e.g., to [28] and references therein.

### 4. Numerical Illustrations

In this section, we want to illustrate that the theoretical result from corollary 3.3 has an actual influence on the numerical reconstruction of induced magnetizations \( m = Q\nu \). We assume to know the magnetic potential \( V \) on \( \Omega_R \) (we choose \( R = 1.1 \) in this example; in geomagnetic dimensions this would compare to satellite measurements at an altitude of around 600 km above the Earth’s surface) that is generated by the induced magnetization \( m = Q\nu \), where
\[ Q(\xi) = \begin{cases} (\xi \cdot \zeta + 1 - \rho)^{+}, & \xi \cdot \zeta \leq -1 + \rho, \\ 0, & \text{else}, \end{cases} \quad (4.1) \]

\[ v(\xi) = \xi + \zeta - (\zeta \cdot \xi) \xi, \quad (4.2) \]

and \( \zeta = (0, 0, 1) \) and \( \rho \in (0, 2) \) are fixed, i.e., the magnetization \( m \) has compact support in the spherical cap \( \Gamma = \{ \xi \in \Omega : \xi \cdot \zeta \leq -1 + \rho \} \) with radius \( \rho \) and center \(-\zeta\) (see figure 2 for an illustration).

In order to approximate the true (but unknown) magnetization \( m = Qv \) by some \( \tilde{m} = \tilde{Q}v \), we denote by \( V[\tilde{Q}] \) the magnetic potential that is generated by \( \tilde{m} \) and minimize the functional

\[ \mathcal{F}[\tilde{Q}] = \| V[\tilde{Q}] - V \|_{L^2(\Omega_\rho)}^2 + \alpha \| \tilde{Q}v \|_{L^2(\Gamma_\rho)}^2 + \beta \| \tilde{Q}v \|_{L^2(\Gamma \setminus \Gamma_\rho)}^2. \quad (4.3) \]

The first term in (4.3) simply represents a data misfit that measures the deviation of \( V[\tilde{Q}] \) from the known magnetic potential \( V \), while the second term is a Tikhonov-type regularization to reduce noise amplification resulting from the ill-posedness of the downward continuation of potential field data \( V \) (this is well-studied and can be found, e.g., in [9, 19] and references therein). The third term in (4.3) eventually penalizes magnetizations \( \tilde{m} = \tilde{Q}v \) that have contributions outside \( \Gamma \), i.e., magnetizations that do not satisfy \( \text{supp}(m) \subset \Gamma \). For the numerical minimization of \( \mathcal{F}[\tilde{Q}] \), we expand \( \tilde{Q} \) in terms of Abel–Poisson kernels (see [11]):

\[ \tilde{Q}(\xi) = \sum_{n=1}^{N} \gamma_n K(\xi \cdot \xi_n), \quad (4.4) \]

\[ K(\xi \cdot \xi_n) = \frac{1 - h^2}{(1 + h^2 - 2h(\xi \cdot \xi_n))^2}, \quad (4.5) \]

where \( h \in (0, 1) \) is a fixed parameter (influencing the localization of \( K \)) and \( \xi_n \in \Omega, n = 1, \ldots, N \), are some predefined points indicating different centers of the kernel \( K \) (in our case, we choose \( N = 10235 \) and points \( \xi_n \) that are uniformly distributed on \( \Omega \); see figure 2 for an illustration). Under these conditions, the minimization of \( \mathcal{F}[\tilde{Q}] \) reduces to solving the set of linear equations

\[ M\gamma = g, \quad (4.6) \]

Figure 2. The true susceptibility \( Q \) on \( \Omega \) for \( \rho = 1 \) (left), the corresponding magnetic potential \( V \) on \( \Omega_\rho \) (center), and the kernel centers \( \xi_n \in \Omega, n = 1, \ldots, N \) (right).
where

\[
M = (M_{n,m})_{n,m=1,\ldots,N} = \left( \int_{\Omega_n} V_n(x) V_m(x) d\omega(x) + \alpha \int_{\Omega} |v(\eta)|^2 K(\eta \cdot \xi_n) K(\eta \cdot \xi_m) d\omega(\eta) + \beta \int_{\Omega \setminus \Gamma} |v(\eta)|^2 K(\eta \cdot \xi_n) K(\eta \cdot \xi_m) d\omega(\eta) \right),
\]

\[\gamma = (\gamma_m)_{m=1,\ldots,N}, \quad g = (g_n)_{n=1,\ldots,N} = \left( \int_{\Omega_n} V_n(x) V(x) d\omega(x) \right)_{n=1,\ldots,N}, \]

and

\[
V_n(x) = \frac{1}{4\pi} \int_{\Gamma} K(\eta \cdot \xi_n) v(\eta) \cdot \frac{x - \eta}{|x - \eta|^3} d\omega(\eta).
\]

The quadrature rules from [8, 16] are used for the numerical evaluation of the occurring integrals.

The reconstructed susceptibilities \( \hat{Q} \) for different choices of \( \alpha \) and \( \beta \) are shown in figure 3 (the parameter \( h \) of the Abel–Poisson kernel is set to \( h = 0.9 \) and the radius \( \rho \) of the spherical cap \( \Gamma \) to \( \rho = 1 \)). One can see that for a parameter \( \beta = 10^{-3} \), we obtain a good reconstruction of the underlying true susceptibility \( Q \), while for \( \beta = 0 \) (i.e., no penalization is taken into account for magnetizations \( \hat{m} \) that violate \( \text{supp} (\hat{m}) \subset \Gamma \)), we obtain entirely different susceptibilities \( \hat{Q} \). Latter generate the same magnetic potential on \( \Omega \) as \( Q \) but they do not satisfy \( \text{supp} (\hat{m}) \subset \Gamma \). The parameter \( \alpha \) influences the ‘smoothness’ of \( \hat{Q} \) (as can be seen when comparing the cases \( \alpha = 0, \beta = 10^{-3} \) and \( \alpha = 10^{-6}, \beta = 10^{-3} \) in figure 3) but it has no
effect on picking the correct susceptibility among those that are equivalent from the outside (in figure 3, the two cases $\alpha = 0$, $\beta = 0$ and $\alpha = 10^{-6}$, $\beta = 0$ yield different reconstructions $\tilde{Q}$ but none of them leads to $\text{supp} (\tilde{m}) \subset \Gamma$). In order to further illustrate our results, we have computed the residual magnetization $m_{\text{res}} = (Q - \tilde{Q})v = m - \tilde{m}$ and its Hardy–Hodge decomposition for the case $\alpha = 10^{-6}$, $\beta = 0$. Figure 4 shows that $\tilde{m}^{(1)}_{\text{res}}$ essentially vanishes, which according to the theoretical characterization from theorem 3.2 states that $m$ and $\tilde{m}$ are equivalent from the outside.
In a second set of computations, we reconstruct the susceptibility $\hat{Q}$ in (4.1) for $\rho = 1.5$, i.e., the spherical cap $\Gamma = \text{supp}(m)$ covers a larger area of the sphere than in the previous example. From a numerical point of view, one expects that the term $\beta \| \hat{Q}v \|_{p(\Omega \backslash \Gamma)}^2$ in (4.3) can cause some problems as the area of $\Omega \backslash \Gamma$ becomes smaller. Figure 5 shows the results for the reconstruction using Abel–Poisson kernels with different parameters $h = 0.9, 0.95, 0.975$. Larger $h$ indicate a better localization of the kernels (compare figure 7), but the reconstructions $\hat{Q}$ in figure 5 reveal only minor improvements for increasing $h$: oscillations near the boundary $\partial \Gamma$ occur in all cases (the surface fill distance for our choice of $N = 10235$ kernel centers is $\max_{\xi \in \Omega} \min_{i=1,\ldots,N} 2 \arcsin(|\xi - \xi_i|/2) \approx 0.017 \approx 1.0^\circ$ while the surface radius of the spherical cap $\Omega \backslash \Gamma$ is $\max_{\xi \in \Omega \backslash \Gamma} 2 \arcsin(|\xi - (0, 0, 1)|/2) = \pi/3 \equiv 60^\circ$). In our test example, it suffices to choose a smaller parameter $\alpha$, i.e., to reduce the influence of the regularization, in order to prevent the oscillatory effects (compare figure 6). Thus, it is not solely the term $\beta \| \hat{Q}v \|_{p(\Omega \backslash \Gamma)}^2$ that causes problems in (4.3) but rather the interplay between $\alpha \| \hat{Q}v \|_{p(\Omega \backslash \Gamma)}^2$ and $\beta \| \hat{Q}v \|_{p(\Omega \backslash \Gamma)}^2$. Furthermore, one should be aware that no noise was included in the input data $V$ of the previous computations. Results for noisy data can be found in figure 8. The noise in $V$ is simulated by a disturbed right-hand side $g' = g + \varepsilon$ in (4.6), where $\varepsilon \in \mathbb{R}^N$ is chosen randomly and then normalized in order to obtain a noise level $\varepsilon = |\varepsilon|/|g| = 10^{-8}$. Comparing the best result for the noise-free case to the corresponding reconstruction from noisy $g'$, we see that the parameters $\alpha = 10^{-7}$, $\beta = 10^{-3}$ yield an entirely noise-dominated reconstruction $\hat{Q}$, which is due to an insufficient regularization by $\alpha \| \hat{Q}v \|_{p(\Omega \backslash \Gamma)}^2$. Two further problematic cases can occur: (1) the influence of the localization term $\beta \| \hat{Q}v \|_{p(\Omega \backslash \Gamma)}^2$ in relation to $\alpha \| \hat{Q}v \|_{p(\Omega \backslash \Gamma)}^2$ is too small (e.g., $\alpha = \beta = 10^{-3}$ in figures 6 and 8), which leads to a magnetization $\hat{m}$ that is equivalent from outside to $m$ but does not satisfy
supp(\(\hat{m}\)) \(\subset \Gamma\); (2) the influence of the localization term \(\beta \|\hat{Q}v\|_{\mathcal{F}(\Gamma \setminus \Gamma)}^2\) is sufficient but the reconstruction is overregularized by \(\alpha \|\hat{Q}v\|_{\mathcal{F}(\Gamma)}^2\) (e.g., \(\alpha = 10^{-2}\), \(\beta = 1\) in figure 8), which leads to a \(m\) that satisfies supp(\(\hat{m}\)) \(\subset \Gamma\) but that is not equivalent from outside to the actual magnetization \(m\). Furthermore, we varied the parameter \(h = 0.9, 0.95, 0.975\) (i.e., the localization of the Abel–Poisson kernel) and the amount of kernel centers \(N = 10235, 13957\) \((N = 13957\) points correspond to a surface fill distance \(\max_{\xi \in \Omega} \min_{i = 1, \ldots, N} 2 \arcsin \left(\frac{\|\xi - \xi_i\|}{2}\right) \approx 0.030 \cong 0.8^\circ\)). A larger \(h\) and a larger \(N\) clearly improve the reconstructions. The best results are obtained for \(\alpha = 5 \cdot 10^{-5}, \beta = 1, h = 0.95, N = 13957\). However, some minor oscillations near \(\partial \Gamma\) are still present.

**Remark 4.1.** If \(\Gamma = \text{supp}(m)\) is small (i.e., \(\Omega \setminus \Gamma\) becomes larger), the term \(\beta \|\hat{Q}v\|_{\mathcal{F}(\Omega \setminus \Gamma)}^2\) in (4.3) causes less problems. The behavior of the reconstruction \(\hat{Q}\) is less sensitive to the balance between the parameters \(\alpha\) and \(\beta\) than in the previous example. Nonetheless, for very small \(\Gamma\), similar oscillatory effects around \(\partial \Gamma\) occur. To reduce those, one would also need to choose better localized kernels and a larger amount \(N\) of kernels. A separate set of examples for small \(\Gamma\) is omitted.

In a final test example, we choose a slightly more complicated magnetization \(m = Qv\):

\[
Q(\xi) = \begin{cases} 
1000 \left(\frac{1}{2} + \xi \cdot \zeta\right)^4 \cos(2\pi \xi \cdot \zeta) \sin(2\pi \xi \cdot \tilde{\zeta}), & \xi \cdot \zeta \leq -\frac{1}{2} \text{ and } \xi \cdot \tilde{\zeta} \geq \frac{1}{2}, \\
0, & \text{else},
\end{cases}
\]

\[
v(\xi) = (\tilde{\zeta} \cdot \xi) \xi + \zeta - (\xi \cdot \zeta) \xi,
\]

where \(\zeta = (0, 0, 1)\) and \(\tilde{\zeta} = (0, \sqrt{3}/4, -1/2)\) are fixed. The magnetization \(m\) is supported in the lower hemisphere \(\Gamma = \{\xi \in \Omega : \xi \cdot \zeta \leq 0\}\), but the actual support is only a subset of \(\Gamma\) (see figure 9 for an illustration). In order to approximate the magnetization \(m = Qv\) by a magnetization \(\bar{m} = \hat{Q}v\) from knowledge of \(V\), we again minimize \(\mathcal{F}[\bar{Q}]\) as in (4.3)–(4.10). The parameter \(h\) of the involved Abel–Poisson kernels is chosen to be \(h = 0.95\), the amount \(N\) of kernel centers is again set to \(N = 10235\). We did not add any noise in this example. The

---

**Figure 7.** The Abel–Poisson kernel \(t \mapsto K(t)\), where \(t = \xi \cdot \xi_i\), for different parameters \(h = 0.9, 0.95, 0.975\). The blue line imitates the boundary \(\partial \Gamma\) for \(\rho = 1.5\).
Figure 8. The reconstructed susceptibilities $\tilde{Q}$ for $\rho = 1.5$, noise level $\epsilon = 10^{-8}$, and different parameters $\alpha$ and $\beta$ as well as different parameters $h = 0.9, 0.95$ and $N = 10235, 13957$ (the images represent a frontal view of the sphere on which $\tilde{Q}$ is plotted).

Figure 9. The true susceptibility $Q$ on $\Omega$ (left), the corresponding magnetic potential $V$ on $\Omega_\varepsilon$ (center), and the kernel centers $\xi_n \in \Omega$, $n = 1, \ldots, N$ (right).
results are shown in figure 10 and we see that the behavior of the reconstructions is similar to the previous example: as long as no localization penalty is included (i.e., $\beta = 0$), we do not reconstruct the correct magnetization. On the other hand, even for the noise-free case, it is now necessary to include some regularization $Q_{v l}^2$ in order to avoid oscillatory effects (compare the cases $\alpha = 0$, $\beta = 10^{-3}$ and $\alpha = 10^{-6}$, $\beta = 10^{-3}$ in figure 10).

It should be noted that in the last example, the lower hemisphere $\Gamma$ that we chose for the numerical reconstruction is significantly larger than the actual support of $m$. This shows that the numerical scheme also works if we do not know the exact support of $m$.

**Remark 4.2.** It should be noted that typically not $V$ is measured on $\Omega_{\text{ext}}$ but the radial derivative $-\frac{\partial}{\partial r} V$ (or the entire magnetic field $-\nabla V$). However, since $V$ is harmonic in $\Omega_{\text{ext}}$, it is uniquely determined by $-\frac{\partial}{\partial r} V$. Therefore, the uniqueness results for the magnetization $m$ from this paper still hold true if only $-\frac{\partial}{\partial r} V$ is known. Furthermore, the downward continuation of $-\frac{\partial}{\partial r} V$ on $\Omega_{\text{ext}}$ to $V$ on $\Omega_{\text{ext}}$ involves the same type of exponential ill-posedness as the downward continuation of $V$ on $\Omega_{\text{ext}}$ to $V$ on $\Omega$. From a numerical perspective, instead of minimizing the functional (4.3), one could alternatively minimize the functional

$$\mathcal{F}[\tilde{Q}] = \left| \frac{\partial}{\partial r} V \left[ \tilde{Q} \right] - \frac{\partial}{\partial r} V \left|_{\Omega_{\text{ext}}} \right| \right|^2 + \alpha \| \tilde{Q}_{v l} \|^2_{L^2(\Omega_{\text{ext}})} + \beta \| \tilde{Q}_{v l} \|^2_{L^2(\Omega_{\text{ext}})}.$$

We assumed to know the magnetic potential $V$, and not $-\frac{\partial}{\partial r} V$, solely for reasons of simplicity.
5. Conclusion

We proved that for induced spherical magnetizations (where the inducing vector field is known) the additional assumption of compact support in some region \( \Gamma \subset \Omega \) yields uniqueness for \( m \). The numerical examples indicate that including this additional condition in the reconstruction procedure helps picking the ‘correct’ magnetization out of those that could generate the known magnetic potential \( V \) (or the corresponding magnetic field \(-\nabla V\)).

References

[1] Atfeh B, Baratchart L, Leblond J and Partington J R 2010 Bounded extremal and Cauchy–Laplace problems on the sphere and shell J. Funct. Anal. Appl. 16 177–203
[2] Backus G, Parker R and Constable C 1996 Foundations of Geomagnetism (Cambridge: Cambridge University Press)
[3] Ballani L and Stromeyer D 1982 The inverse gravimetric problem: a Hilbert space approach Proc. Int. Symp. Figure of the Earth the Moon, and other Planets ed P Holota
[4] Ballani L, Stromeyer D and Barthelmes F 1993 Decomposition principles for linear source problems Inverse Problems, Principles and Applications in Geophysics, Technology, and Medicine (Math. Res. vol 74) ed G Anger et al (Berlin: Akademie)
[5] Baratchart L, Hardin D P, Lima E A, Saff E B and Weiss B P 2013 Characterizing kernels of operators related to thin plate magnetizations via generalizations of Hodge decompositions Inverse Problems 29 015004
[6] Blakely R J 1995 Potential Theory in Gravity and Magnetic Applications (Cambridge: Cambridge University Press)
[7] Dai F and Xu Y 2013 Approximation Theory and Harmonic Analysis on Spheres and Balls (Berlin: Springer)
[8] Driscoll J R and Healy M H Jr 1994 Computing Fourier transforms and convolutions on the 2-sphere Adv. Appl. Math. 15 202–50
[9] Freedde W 1999 Multiscale Modelling of Spaceborne Geodata (Leipzig: Teubner)
[10] Freedde W and Gerhards C 2012 Geomathematically Oriented Potential Theory (Pure and Applied Mathematics) (London, Boca Raton, FL: Chapman and Hall, CRC)
[11] Freedde W, Gervens T and Schreiner M 1998 Constructive Approximation on the Sphere (With Applications to Geomathematics) (Oxford: Oxford Science Publications, Clarendon)
[12] Freedde W and Schreiner M 2009 Spherical Functions of Mathematical Geosciences (Berlin: Springer)
[13] Gerhards C 2011 Spherical decompositions in a global and local framework: theory and an application to geomagnetic modeling Int. J. Geomath. 1 205–56
[14] Gerhards C 2012 Locally supported wavelets for the separation of spherical vector fields with respect to their sources Int. J. Wavel. Multires. Inf. Process. 10 1250034
[15] Gubbins D, Ivers D, Masterton S M and Winch D E 2011 Analysis of lithospheric magnetization in vector spherical harmonics Geophys. J. Int. 187 99–117
[16] Hesse K and Womersley R S 2012 Numerical integration with polynomial exactness over a spherical cap Adv. Comput. Math. 36 451–83
[17] Jackson A, Winch D and Lesur V 1999 Geomorphic effect of the Earth’s ellipticity Geophys. J. Int. 138 285–9
[18] Lima E A, Weiss B P, Baratchart L, Hardin D P and Saff E B 2013 Fast inversion of magnetic field maps of unidirectional planar geological magnetization J. Geophys. Res.: Solid Earth 118 1–30
[19] Lu S and Perevertiev S 2015 Multiparameter regularization in downward continuation of satellite data Handbook of Geomathematics 2nd edn ed W Freedde et al (Berlin: Springer)
[20] Maus S and Haak V 2003 Magnetic field annihilators: invisible magnetization and the magnetic equator Geophys. J. Int. 155 509–13
[21] Mayer C 2006 Wavelet decomposition of spherical vector fields with respect to sources J. Fourier Anal. Appl. 12 345–69
[22] Mayer C and Maier T 2006 Separating inner and outer Earth’s magnetic field from CHAMP satellite measurements by means of vector scaling functions and wavelets Geophys. J. Int. 167 11881203
[23] Michel V 2005 Regularized wavelet-based multiresolution recovery of the harmonic mass density distribution from data of the Earth’s gravitational field at satellite height Inverse Problems 21 997–1025
[24] Michel V and Fokas A S 2008 A unified approach to various techniques for the non-uniqueness of the inverse gravimetric problem and wavelet-based methods Inverse Problems 24 045019
[25] Olsen N, Glassmeier K-H and Jia X 2010 Separation of the magnetic field into external and internal parts Space Sci. Rev. 152 135–57
[26] Olsen N, Lühr H, Finlay C C, Sabaka T J, Michaelis I, Rauberg J and Tøffner-Clausen L 2014 The CHAOS-4 geomagnetic field model Geophys. J. Int. 197 815–27
[27] Runcorn S K 1975 An ancient lunar magnetic dipole field Nature 253 701–3
[28] Shivakumar P N and Sivakumar K C 2009 A review of infinite matrices and their applications Linear Algebr. Appl. 430 976–98