New tools for determining the light travel time in static, spherically symmetric spacetimes beyond the order $G^2$
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Abstract

This paper is mainly devoted to the determination of the travel time of a photon as a function of the positions of the emitter and the receiver in a large class of static, spherically symmetric spacetimes. Such a function—often called time transfer function—is of crucial interest for testing metric theories of gravity in the solar system. Until very recently, this function was known only up to the second order in the Newtonian gravitational constant $G$ for a 3-parameter family of static, spherically symmetric metrics generalizing the Schwarzschild metric. We present here two procedures enabling to determine—at least in principle—the time transfer function at any order of approximation when the components of the metric are expressible in power series of $m/r$, with $m$ being half the Schwarzschild radius of the central body and $r$ a radial coordinate. The first procedure is a direct application of an iterative method proposed several years ago for solving the Hamilton-Jacobi (or eikonal) equation satisfied by the time transfer function. The second procedure involves the iterative solution of an integro-differential equation derived from the null geodesic equations. These procedures exclusively work for light rays which may be described as perturbations in powers series in $G$ of a Minkowskian null geodesic passing through the positions of the emitter and the receiver. It is shown that the two methodologies lead to the same expression for the time transfer function up to the order of $G^3$. The second procedure presents the advantage of exclusively needing elementary integrations which may be performed with any symbolic computer program whatever the order of approximation. The vector functions characterizing the direction of light propagation at the points of emission and reception are derived up to the third order in $G$. The relevance of the third order terms in the time transfer function is briefly discussed for some solar system experiments.
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1 Introduction

Many experiments designed to test relativistic gravity involve photons travelling between an emitter and a receiver both located at a finite distance. Some of these experiments are based on the measurement of a time delay or a comparison of distant clocks, while the other ones aim to measure the gravitational deflection of light. In spite of their differences, however, all these tests can be modelled by a single mathematical tool, namely the expression of the light travel time as a function of the positions of the emitter and the receiver for a given time of reception (or emission). Indeed, it has been shown that knowing such an expression, that we call a time transfer function, makes possible to determine not only the frequency shift and the Doppler-tracking between the emitter and the observer, but also the direction of light propagation [1–7].

The aim of the present paper is to give an overview of the two procedures which are currently at our disposal for calculating the time transfer function in static, spherically symmetric spacetimes at least up to the order $G^3$, with $G$ being the Newtonian gravitational constant. The necessity of tackling the calculation of terms of order $G^3$ and beyond may be questioned since it is generally believed that the most accurate projects for testing the metric theories of gravity in the solar system, like SAGAS [8], ODYSSEY [9], LATOR [10] or ASTROD [11] require the knowledge of the time transfer function only up to the order $G^2$, (see, e.g., [12] and references therein). This reasoning neglects the fact that some so-called ‘enhanced’ term of order $G^3$ in the time transfer function may become comparable to the ‘regular’ term of order $G^2$, that is the term which can be estimated as $\text{const} \cdot \frac{m^2}{r_c}$, with $m$ being half the Schwarzschild radius of the central body and $r_c$ the zeroth-order distance of closest approach of the light ray [13]. The enhancement occurs in a close superior conjunction, i.e. in the case where the emitter and the receiver are almost on the opposite sides of the central mass—a configuration of crucial importance in experimental gravitation. This effect is recovered from the full expression of the time transfer function up to order $G^3$ obtained in a recent paper [14]. In the same work, it is shown that this term must be taken into account in solar system experiments aiming to determine the post-Newtonian parameter $\gamma$ with an accuracy of $10^{-8}$. Consequently, performing the calculations beyond the second order is fully relevant. We confine our exploration of the higher orders to the static, spherically symmetric spacetimes. In the present state of the art, indeed, it appears justified to neglect the relativistic contributions due to the non-sphericity or to the dynamic interactions between the Sun and the planets beyond the linear regime (see, e.g., [11,15–20] and refs. therein).

We focus our attention on the theories of gravity in which it is possible to suppose that the components of the metric are analytic expansions in powers of $m/r$. The cosmological constant is neglected. The metric is thus regarded as a generalization of the Schwarzschild metric characterized by an infinity of dimensionless constants including the well-known post-Newtonian parameters $\beta$ and $\gamma$. We restrict our attention to the case where the paths followed by light are what we called quasi-Minkowskian light rays in [5], namely null geodesics de-
scribed as perturbations in powers of $G$ of a Minkowskian null segment passing through the spatial positions of the emitter and of the receiver. The corresponding time transfer function is then represented by a series in powers of $G$. For the sake of brevity, a term of order $G^n$ is said to be of order $n$.

Upon these assumptions, the first-order term in the time transfer function reduces to the well-known Shapiro time delay [21], which can be obtained by different reasonings, some of them involving only elementary calculations (see, e.g., [22] or [23]). Until recently, the contributions beyond the linear regime were calculated only up to the second order. Two kinds of methods were available.

a) Integration of the null geodesic equations. After the pioneering work [24], the post-post-Newtonian expression of the time transfer function in the Schwarzschild metric has been obtained by Brumberg for a class of quasi-Galilean coordinate systems of interest in celestial mechanics [25, 26]. The analytic integration of the null geodesic equations in a three-parameter family of static, spherically symmetric spacetimes has been recently performed in [27] for discussing the astrometric Gaia mission. These approaches work well, but present the drawback to be indirect, since the expression of the time transfer function is deduced from a solution which corresponds to a light ray emitted at infinity in a given direction.

b) Methods natively adapted to the generic case where both the emitter and the receiver of the light rays are located at a finite distance from the origin of the spatial coordinates. These methods are based either on an iterative determination of the Synge world function (see [28] for the Schwarzschild metric and [2] for a three-parameter family of static, spherically symmetric spacetimes), or on an iterative integration of the Hamilton-Jacobi (or eikonal) equation satisfied by the time transfer function (see [29], and [13] for a more recent analysis). The two variants have been successfully employed. The results obtained by the different above-mentioned procedures are equivalent, up to a coordinate transformation.

However, the matter is currently making substantial progress with the new procedure developed in [14]. This procedure allows to determine the time transfer function by an iterative solution of an integrodifferential equation derived from the null geodesic equations. The calculations only involve elementary integrations which can be performed with any symbolic computer program whatever the order of approximation. It must be emphasized that the expression of the time transfer function up to the third order obtained in [14] is not to be confused with the formulae found in [30] and [31] (these formulae involve the radial coordinate of the pericenter of the ray without calculating this quantity as a function of the positions of the emitter and the receiver). Moreover, this expression markedly improves the result previously given in [13]. In [13], indeed, only the asymptotic form of the time transfer function when the emitter and the receiver tend to be in conjunction is found.

Faced with such a success, it is legitimate to ask whether the iterative procedure elaborated in [29] allows to determine the time transfer function up to the third order. We prove here that this is effectively the case and that the result found in [14] is recovered. So we have now two procedures at our disposal for a large class of static, spherically symmetric spacetimes.
The paper is organized as follows. Section 2 lists the notations and conventions we use. In section 3 the fundamental relations that link the light propagation direction and the frequency shift to the time transfer function are reminded for a general static, spherically symmetric metric. In section 4 the specific assumptions made on the metric and on the light rays are stated. Section 5 yields a recurrence relation satisfied by the perturbations terms involved in the expansion of the time transfer function. A fundamental property of analyticity is established for these terms. Section 6 is devoted to the first procedure presented in this paper. It is shown how the recurrence relation established in section 5 enables to determine an explicit expression of the time transfer up to the third order. Section 7 gives an overview of the procedure recently proposed in [14]. Section 8 reminds how this procedure can be noticeably simplified and leads to streamlined calculations for the time transfer function at any order. In section 9 the vector functions giving the light propagation direction of a quasi-Minkowskian light ray are determined up to the third order. The results of section 9 are applied in section 10 to a ray emitted at infinity in an arbitrary direction and observed at a given point. In section 11 the appearance of enhanced terms is rigorously proved up to the third order. The relevance of these terms for some solar system experiments is discussed in section 12. Concluding remarks are given in section 13.

2 Notations and conventions

We use notations and conventions as follow.

- The signature of the metric is (+, −, −, −).
- Greek indices run from 0 to 3, and latin indices run from 1 to 3.
- Any bold italic letter refers to an ordered triple: \((a^1, a^2, a^3) = (a^i) = \mathbf{a}\) and \((b_1, b_2, b_3) = (b_i) = \mathbf{b}\). All the triples are regarded as 3-vectors of the ordinary Euclidean space.
- Given triples \(\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}\), we put \(\mathbf{a} \cdot \mathbf{b} = a^i b^i\), \(\mathbf{a} \cdot \mathbf{c} = a^i c^i\) and \(\mathbf{c} \cdot \mathbf{d} = c_i d_i\), with Einstein’s convention on repeated indices being used.
- \(|\mathbf{a}|\) denotes the formal Euclidean norm of the triple \(\mathbf{a}\): \(|\mathbf{a}| = (\mathbf{a} \cdot \mathbf{a})^{1/2}\). If \(|\mathbf{a}| = 1\), \(\mathbf{a}\) is conventionally called a unit (Euclidean) 3-vector.
- \(\mathbf{a} \times \mathbf{b}\) is the triple obtained by the usual rule giving the exterior product of two vectors of the Euclidean space.
- Given a bi-scalar function \(F(\mathbf{x}, \mathbf{y})\), \(\nabla_{\mathbf{x}} F(\mathbf{x}, \mathbf{y})\) and \(\nabla_{\mathbf{y}} F(\mathbf{x}, \mathbf{y})\) denote the gradients of \(F\) with respect to \(\mathbf{x}\) and \(\mathbf{y}\), respectively.
3 Generalities

Before entering into the main subject of this paper, it may be useful to remind the most relevant results obtained in \[2\] and \[29\] concerning the relations between the light travel time and the quantities involved in the time/frequency transfers experiments or in astrometry.

Throughout this work, spacetime is assumed to be a 4-dimensional manifold endowed with a static, spherically symmetric metric \(g\). We suppose that there exists a domain \(\mathcal{D}_h\) in which the metric is regular, asymptotically flat and may be interpreted as the gravitational field of a central body having a mass \(M\). We put \(m = GM/c^2\). The domain of regularity \(\mathcal{D}_h\) is assumed to be covered by a single quasi-Cartesian coordinate system \(x^\mu = (x^0, x^i)\) adapted to the symmetries of the metric. We use the time coordinate \(t\) defined by \(x^0 = ct\) and we put \(x = (x^i), i = 1, 2, 3\). For convenience, the coordinates \((x^0, x)\) are chosen so that the metric takes an isotropic form:

\[
ds^2 = A(r)(dx^0)^2 - \frac{1}{B(r)}\delta_{ij}dx^idx^j,\tag{1}\]

where \(r = |x|\). Using the corresponding spherical coordinates \((r, \vartheta, \varphi)\), one has

\[
\delta_{ij}dx^idx^j = dr^2 + r^2d\vartheta^2 + r^2\sin^2\vartheta d\varphi^2.
\]

We generically consider a photon emitted at a point-event \(x_A\) and received at a point-event \(x_B\), with \(x_A\) and \(x_B\) being located in the domain of regularity \(\mathcal{D}_h\). We put \(x_A = (ct_A, x_A)\) and \(x_B = (ct_B, x_B)\). It is assumed that the photon propagates along a null geodesic path of the metric \(g\). This geodesic is denoted by \(\Gamma(x_A, x_B)\) or simply \(\Gamma\) in the absence of ambiguity. We suppose that \(x_A\) and \(x_B\) cannot be linked by two distinct null geodesic paths (configurations like the Einstein ring are not taken into account). Then the light travel time \(t_B - t_A\) can be considered as a function of \(x_A\) and \(x_B\), so that one can write

\[
t_B - t_A = \mathcal{T}(x_A, x_B; \Gamma).	ag{2}\]

We call \(\mathcal{T}(x_A, x_B; \Gamma)\) the time transfer function associated with \(\Gamma\).

The importance of the notion of time transfer function for the astrometry and the frequency transfers rests on the fact that the light direction at \(x_A\) and \(x_B\) can be fully determined when \(\mathcal{T}(x_A, x_B; \Gamma)\) is explicitly known. The argument may be summarized as follows. Since the light rays are null geodesic paths, the propagation direction of a photon travelling along \(\Gamma(x_A, x_B)\) is completely characterized by the light direction triple defined as

\[
\hat{\mathbf{l}}_x = \left(\frac{l_i}{l_0}\right)_x,\tag{3}\]

where \(x\) denotes a point of \(\Gamma(x_A, x_B)\) and the quantities \(l_\alpha\) are the covariant components of a 4-vector tangent to \(\Gamma(x_A, x_B)\) at \(x\). The value of \(\hat{\mathbf{l}}_x\) is independent of the parameter describing \(\Gamma(x_A, x_B)\). Denote by \(\hat{\mathbf{l}}_A\) and \(\hat{\mathbf{l}}_B\) the values of

\footnote{In a static spacetime, the mention of the initial time \(t_A\) may be omitted.}
\( \hat{L}_e \) at points \( x_A \) and \( x_B \), respectively. It is shown in [2] that \( \hat{L}_e \) and \( \hat{L}_r \) can be inferred from the time transfer function \( T \) by using the relations

\[
\hat{L}_e = \hat{L}_e(x_A, x_B; \Gamma),
\]

\[
\hat{L}_r = \hat{L}_r(x_A, x_B; \Gamma),
\]

where the functions \( \hat{L}_e \) and \( \hat{L}_r \) are defined as

\[
\hat{L}_e(x_A, x_B; \Gamma) = c \nabla_{x_A} T(x_A, x_B; \Gamma),
\]

\[
\hat{L}_r(x_A, x_B; \Gamma) = -c \nabla_{x_B} T(x_A, x_B; \Gamma).
\]

We can conclude from (6) and (7) that knowing the time transfer function associated to a given null geodesic is extremely useful in astrometry. Let us briefly examine the problem of modelling frequency shifts. Let \( u^\alpha_A \) and \( u^\alpha_B \) be the unit 4-velocity vectors of the emitter at \( x_A \) and of the receiver at \( x_B \), respectively. Denote by \( \nu_A \) the frequency of the signal emitted at \( x_A \) as measured by a standard clock comoving with the emitter and by \( \nu_B \) the frequency of the signal received at \( x_B \) as measured by a standard clock comoving with the receiver. The ratio \( \nu_B / \nu_A \) is given by the well-known formula [32]

\[
\frac{\nu_B}{\nu_A} = \frac{u^\beta_B(l_B; B)}{u^\alpha_A(l_A; A)}.
\]

Denote by \( \beta_A \) the coordinate velocity divided by \( c \) of the emitter at the instant of emission and by \( \beta_B \) the coordinate velocity divided by \( c \) of the receiver at the instant of reception, namely the triples defined as

\[
\beta_A = \left( \frac{dx_A(t)}{cdt} \right)_{x_A}, \quad \beta_B = \left( \frac{dx_B(t)}{cdt} \right)_{x_B}.
\]

Noting that \( l_0 \) is conserved along a geodesic of [11], it is immediately seen that (8) may be written in the form

\[
\frac{\nu_B}{\nu_A} = \frac{\sqrt{\mathcal{A}(r_A) - B^{-1}(r_A)\beta_A^2} + \beta_B \hat{L}_e(x_A, x_B; \Gamma)}{\sqrt{\mathcal{A}(r_B) - B^{-1}(r_B)\beta_B^2} + \beta_A \hat{L}_r(x_A, x_B; \Gamma)},
\]

where \( \hat{L}_e \) and \( \hat{L}_r \) are given by the right-hand side of (6) and (7), respectively. Formula (9) completes the proof of the relevance of the time transfer functions for experimental gravitation.

From a theoretical point of view, the problem of determining the time transfer functions in a given space-time is inextricably complicated. Indeed, given two spatial positions \( x_A \) and \( x_B \), and an instant \( t_A \), there exists in general an infinity of light rays emitted at the point-event \((ct_A, x_A)\) and passing through point-events located at \( x_B \). Rigorously established a long time ago for the exact Schwarzschild metric (see, e.g., [33], [34] and refs. therein), this feature occurs in a very large class of space-times [35]. Moreover, the full expressions of the
different functions $T(x_A, x_B; \Gamma)$ are unknown, even for the Schwarzschild spacetime. Fortunately, the gravitational field in the solar system may be regarded as weak, so that it may be assumed that the photons involved in experiments propagate along what we call quasi-Minkowskian light rays (see subsection 4.2). We shall see below that the corresponding time transfer function is then unique and may be determined by iterative procedures whatever the required order of approximation.

4 Specific assumptions on the metric and the light rays

4.1 Post-Minkowskian expansion of the metric

Metric (1) is considered as a generalization of the exterior Schwarzschild metric, which may be written in the form

$$ds^2_{\text{Sch}} = \left(\frac{1 - \frac{m}{2r}}{1 + \frac{m}{2r}}\right)^2 (dx^0)^2 - \left(1 + \frac{m}{2r}\right)^4 \delta_{ij} dx^i dx^j$$

in the region outside the event horizon located at $r = m/2$. So we henceforth assume that there exists a value $r_h > 0$ of the radial coordinate such that the domain of regularity $D_h$ is the region outside the sphere of radius $r_h$. If there exists at least one event horizon, we must take for $r_h$ the value of $r$ on the outer horizon. By analogy with general relativity we consider that $r_h \sim m$ and we suppose that whatever $r > r_h$, $A(r)$ and $B^{-1}(r)$ are positive functions represented by analytical expansions as follow:

$$A(r) = 1 - \frac{2m}{r} + 2\beta \frac{m^2}{r^2} - \frac{3}{2} \beta_3 \frac{m^3}{r^3} + \beta_4 \frac{m^4}{r^4} + \sum_{n=5}^{\infty} \frac{(-1)^n \beta_n}{2^{n-2} n \frac{m^n}{r^n}},$$

$$\frac{1}{B(r)} = 1 + 2\gamma \frac{m}{r} + \frac{3}{2} \epsilon \frac{m^2}{r^2} + \frac{1}{2} \gamma_3 \frac{m^3}{r^3} + \frac{1}{16} \gamma_4 \frac{m^4}{r^4} + \sum_{n=5}^{\infty} \left(\gamma_n - 1\right) \frac{m^n}{r^n},$$

where the coefficients $\beta, \beta_3, \ldots, \beta_n, \gamma, \epsilon, \gamma_3, \ldots, \gamma_n, \ldots$ are generalized post-Newtonian parameters chosen so that

$$\beta = \gamma = \epsilon = 1, \quad \beta_n = \gamma_n = 1 \quad \text{for} \quad n \geq 3$$

in general relativity.

The light rays of the metric (1) are also the light rays of any metric $d\tilde{s}^2$ conformal to (1). This feature enables us to carry out our calculations for a metric containing only one potential. We choose $d\tilde{s}^2 = A^{-1}(r)ds^2$, that is

$$d\tilde{s}^2 = (dx^0)^2 - U(r)\delta_{ij} dx^i dx^j,$$
where $U$ is defined by
\[
U(r) = \frac{1}{A(r)B(r)}.
\]
It results from (11) and (12) that the potential $U(r)$ occurring in (14) may be written as
\[
U(r) = 1 + 2(1 + \gamma)m_\text{r} + \sum_{n=2}^{\infty} 2\kappa_n m_\text{r}^n
\]
for $r > r_h$, with the coefficients $\kappa_n$ being constants which can be expressed in terms of the generalized post-Newtonian parameters involved in the expansions of $A(r)$ and $B(r)$. Taking into account a notation already introduced in [5], namely
\[
\kappa = 2(1 + \gamma) - \beta + \frac{3}{4} \epsilon,
\]
$\kappa_2$ and $\kappa_3$ are given by
\[
\kappa_2 = \kappa, \quad \kappa_3 = 2\kappa - 2\beta(1 + \gamma) + \frac{3}{4} \beta_3 + \frac{1}{4} \gamma_3.
\]

4.2 Time transfer function for a quasi-Minkowskian light ray

In this paper, we restrict our attention to the special class of null geodesic paths we have called the quasi-Minkowskian light rays in [5]. This means that in what follows, the path covered by the photon is assumed to be entirely confined in $D_h$ and to be described by parametric equations of the form
\[
x^0 = ct_\text{A} + \xi |x_B - x_A| + \sum_{n=1}^{\infty} X^0_{(n)}(x_A, x_B, \xi),
\]
\[
x = z(\xi) + \sum_{n=1}^{\infty} X_{(n)}(x_A, x_B, \xi),
\]
where $\xi$ is the affine parameter varying on the range $0 \leq \xi \leq 1$, $z(\xi)$ is defined by
\[
z(\xi) = x_A + \xi(x_B - x_A)
\]
and the functions $X^0_{(n)}$ and $X_{(n)}$ are terms of order $n$ obeying the boundary conditions
\[
X^0_{(n)}(x_A, x_B, 0) = 0,
\]
\[
X_{(n)}(x_A, x_B, 0) = X_{(n)}(x_A, x_B, 1) = 0.
\]
According to a notation already introduced in [5], such a null geodesic path will be denoted by $\Gamma_s(x_A, x_B)$. For the sake of brevity, the time transfer function associated with $\Gamma_s(x_A, x_B)$ will be henceforth denoted by $T(x_A, x_B)$ or simply
by \( T \). Setting \( \xi = 1 \) in (19), it may be seen that this function can be expanded in power series of \( G \) as follows:

\[
T(x_A, x_B) = \frac{|x_B - x_A|}{c} + \sum_{n=1}^{\infty} T^{(n)}(x_A, x_B),
\]

where \( T^{(n)} \) stands for the term of order \( n \).

Expansion (24) is easy to determine when \( x_A \) and \( x_B \) are linked by a radial null geodesic entirely lying in \( D_h \). In this case, indeed, it is immediately deduced from (14) that the expression of \( T \) is given by the exact formula

\[
T(r_A, r_B) = \text{sgn}(r_B - r_A) \frac{1}{c} \int_{r_A}^{r_B} \sqrt{U(r)} dr,
\]

where \( r_A = |x_A| \) and \( r_B = |x_B| \). Substituting for \( U(r) \) from (16) into (25) shows that \( T \) may be expanded as follows:

\[
T(r_A, r_B) = \frac{|r_B - r_A|}{c} + \sum_{n=1}^{\infty} T^{(n)}(r_A, r_B),
\]

where the first three perturbation terms are given by

\[
T^{(1)}(r_A, r_B) = \left( \frac{1 + \gamma}{c} \right) m \left| \ln \frac{r_B}{r_A} \right|,
\]

\[
T^{(2)}(r_A, r_B) = \left[ \kappa - \frac{1}{2} (1 + \gamma)^2 \right] \frac{m^2}{r_A r_B} \frac{|r_B - r_A|}{c},
\]

\[
T^{(3)}(r_A, r_B) = \frac{1}{2} \left[ \kappa^3 - (1 + \gamma) \kappa + \frac{1}{2} (1 + \gamma)^3 \right] \frac{m^3}{r_A r_B} \left( \frac{1}{r_A} + \frac{1}{r_B} \right) \frac{|r_B - r_A|}{c}.
\]

Determining the right-hand side of (24) is much more complicated when \( \Gamma_s(x_A, x_B) \) is not a radial geodesic. As it has been recalled in introduction, the perturbations terms \( T^{(n)} \) might be obtained by an iterative integration of the null geodesic equations. Indeed, taking into account that \( d\tilde{s}^2 = 0 \) along a null geodesic, it results from (14) and (20) that the time transfer function is given by

\[
T(x_A, x_B) = \frac{1}{c} \int_{0}^{1} \sqrt{U(r(\xi))} \left| x_B - x_A + \sum_{n=1}^{\infty} \frac{dX_n(x_A, x_B, \xi)}{d\xi} \right| d\xi,
\]

where the integral is taken along \( \Gamma_s(x_A, x_B) \). Taking into account the boundary conditions (23), it may be inferred from (30) that each function \( T^{(n)} \) is theoretically calculable if the perturbations terms \( X_n \) involved in (20) are determined by solving the null geodesic equations. This procedure is cumbersome, however. Fortunately, more workable methods can be developed, as we shall see in the next sections.
5 Fundamental properties of the functions $T^{(n)}$

5.1 Recurrence relation satisfied by the functions $T^{(n)}$

Let $x$ be an arbitrary spatial position such that $x \neq x_A$. Consider a quasi-Minkowskian light ray $\Gamma_s(x_A, x)$ joining $x_A$ and $x$. The covariant components of a vector tangent to $\Gamma_s(x_A, x)$ at $x$ satisfy the equation

$$\left[ l_0 \right]^2 - U^{-1}(r) \delta^{ij} (l_i)_x (l_j)_x = 0$$  (31)

since $\Gamma_s(x_A, x)$ is a null geodesic of metric (14). Dividing (31) side by side by $\left[ l_0 \right]^2$, and then taking into account (7), it is easily seen that $T(x_A, x)$ satisfies an eikonal equation as follows

$$c^2 |\nabla_x T(x_A, x)|^2 = U(r).$$  (32)

This equation could be solved by applying the iterative procedure developed in [29] for a general metric. Nevertheless, this procedure is so simple for an eikonal equation like (32) that a specific proof deserves to be explained as follows.

Replacing $T(x_A, x)$ by its expansion in powers of $G$ and $U(r)$ by (16), it is immediately seen that equation (32) is equivalent to the infinite system of equations

$$c^2 \left[ \frac{x - x_A}{|x - x_A|} \nabla_x T^{(1)}(x_A, x) \right](1 + \gamma)^{\frac{m}{r}},$$
$$c^2 \left[ \frac{x - x_A}{|x - x_A|} \nabla_x T^{(n)}(x_A, x) = \kappa_n^{m} \sum_{p=1}^{n-1} \nabla_x T^{(p)}(x_A, x). \nabla_x T^{(n-p)}(x_A, x) \right]$$

for $n \geq 2$. This system is valid for any point $x$. Consequently, we may suppose that $x = z(\xi)$, with $z(\xi)$ being defined by (21), which means that $x$ is varying along the straight segment joining $x_A$ and $x_B$. Then we have for any $n \geq 1$

$$\left[ \frac{x - x_A}{|x - x_A|} \nabla_x T^{(n)}(x_A, x) \right]_{x = z(\xi)} = N_{AB}. \left[ \nabla_x T^{(n)}(x_A, x) \right]_{x = z(\xi)},$$

where $N_{AB}$ is defined by

$$N_{AB} = \frac{x_B - x_A}{|x_B - x_A|}.$$  (36)

But a straightforward calculation shows that

$$N_{AB}. \left[ \nabla_x T^{(n)}(x_A, x) \right]_{x = z(\xi)} = \frac{1}{|x_B - x_A|} \frac{d}{d\xi} T^{(n)}(x_A, z(\xi)),$$  (37)

where $dT^{(n)}(x_A, z(\xi))/d\xi$ denotes the total derivative of $T^{(n)}(x_A, z(\xi))$ with respect to $\xi$ along the segment joining $x_A$ and $x_B$. Consequently, the system of
equations (33)-(34) may be written in the form
\[ \frac{d}{d\xi} T^{(1)}(x_A, z(\xi)) = \frac{1}{c} |x_B - x_A| \frac{(1 + \gamma)m}{|z(\xi)|}, \]
for \( n \geq 2 \). Integrating eqs. (38) and (39) on the range \( 0 \leq \xi \leq 1 \) and noting that \( T^{(n)}(x_A, x_A) = 0 \), we get the fundamental proposition which follows.

**Proposition 1** The perturbation terms \( T^{(n)} \) involved in expansion (24) may be written in the form
\[ T^{(n)}(x_A, x_B) = \frac{1}{c} |x_B - x_A| F^{(n)}(x_A, x_B), \]
where the functions \( F^{(n)} \) are determined by the recurrence relation
\[ F^{(1)}(x_A, x_B) = (1 + \gamma)m \int_0^1 \frac{d\xi}{|z(\xi)|}, \]
\[ F^{(n)}(x_A, x_B) = \kappa_n m^n \int_0^1 \frac{d\xi}{|z(\xi)|^n} \]
\[ - \frac{c^2}{2} \sum_{p=1}^{n-1} \left[ \nabla_x T^{(p)}(x_A, x), \nabla_x T^{(n-p)}(x_A, x) \right]_{x=z(\xi)} d\xi \]
for \( n \geq 2 \), with the integrals being taken along the segment defined by the parametric equation \( x = z(\xi), 0 \leq \xi \leq 1 \).

The recurrence relation explicited in proposition 1 shows that \( \Gamma_s(x_A, x_B) \) is unique provided that expansion (24) is an admissible representation of the time transfer function. However, determining the most general conditions under which our construction is valid remains an open problem. According to (41) and (42), the functions \( F^{(n)} \) are given by integrals involving the analytic expansion of the metric along the straight segment joining \( x_A \) and \( x_B \) (see also [29]). Consequently, we shall henceforth assume that the expression \( |x_B - x_A| [1 + \sum_{p=1}^{n} F^{(p)}(x_A, x_B)]/c \) constitutes a reliable approximation of the time transfer function as long as the straight segment joining \( x_A \) and \( x_B \) does not intersect the hypersurface \( r = r_h \), a condition expressed by the inequality
\[ |z(\xi)| > r_h \quad \text{for} \quad 0 \leq \xi \leq 1. \]

We shall see in section 11 that this condition is largely satisfied by a light ray emitted in the solar system (or coming from a star) and observed in the solar system after having grazed the Sun.
5.2 Analyticity of the functions $T^{(n)}$

A property of analyticity which is indispensable for justifying the procedure developed in sections 7 and 8 can easily be inferred from proposition 1. Let us begin with proving the following lemma.

**Lemma 1** The functions $F^{(n)}$ recursively determined by (44) and (45) are analytic in $x_A$ and $x_B$, except when $x_A$ and $x_B$ are such that $n_B = -n_A$, with $n_A$ and $n_B$ being defined as

$$n_A = \frac{x_A}{r_A}, \quad n_B = \frac{x_B}{r_B}. \tag{44}$$

**Proof of lemma 1** The proposition is obviously true for $n = 1$, since the integrand $1/|z(\xi)|$ in (44) is analytic in $x_A$ and $x_B$ for any $\xi$ such that $0 \leq \xi \leq 1$ provided that $n_B \neq -n_A$. Suppose now the validity of lemma 1 for $F^{(1)}, \ldots, F^{(n)}$. Assuming $p$ to be such that $1 \leq p \leq n$, and then substituting $z(\xi)$ for $x$ into $\nabla_x T^{(p)}(x_A, x)$, it is immediately inferred from (40) that

$$c \left[ \nabla_x T^{(p)}(x_A, x) \right]_{x = z(\xi)} = N_{AB} F^{(p)}(x_A, z(\xi)) + \xi |x_B - x_A| \left[ \nabla_x F^{(p)}(x_A, x) \right]_{x = z(\xi)}. \tag{45}$$

Using (45) leads to

$$c^2 \left[ \nabla_x T^{(p)}(x_A, x), \nabla_x T^{(n + 1 - p)}(x_A, x) \right]_{x = z(\xi)} = F^{(p)}(x_A, z(\xi)) F^{(n + 1 - p)}(x_A, z(\xi)) + \xi (x_B - x_A) \left[ F^{(p)}(x_A, x) \nabla_x F^{(n + 1 - p)}(x_A, x) \right]_{x = z(\xi)} + F^{(n + 1 - p)}(x_A, x) \nabla_x F^{(p)}(x_A, x)_{x = z(\xi)} + \xi^2 |x_B - x_A|^2 \left[ \nabla_x F^{(p)}(x_A, x), \nabla_x F^{(n + 1 - p)}(x_A, x) \right]_{x = z(\xi)}. \tag{46}$$

It follows from our assumption that the right-hand side of (46) is a sum of functions which are analytic in $x_A$ and $x_B$ for any $\xi$ such that $0 \leq \xi \leq 1$, except if $n_B = -n_A$. Each integral

$$\int_0^1 \left[ \nabla_x T^{(p)}(x_A, x), \nabla_x T^{(n + 1 - p)}(x_A, x) \right]_{x = z(\xi)} d\xi$$

is therefore analytic if $n_B \neq -n_A$. The same property is obviously possessed by the integral $\int_0^1 d\xi/|z(\xi)|^{n+1}$. Lemma 1 is thus proved by recurrence.

Since $|x_B - x_A|$ is analytic except if $x_B \neq x_A$, we can state the proposition below.
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Proposition 2  The functions \(T^{(n)}\) involved in expansion (24) are analytic in \(x_A\) and \(x_B\) when both the following conditions are met:

a) \(x_B \neq x_A\);

b) \(n_B \neq -n_A\).

The importance of this property will clearly appear in section 7.3. It is worth of noting that the second condition in proposition 2 is automatically fulfilled when inequality (43) is satisfied. This fact explains why the condition \(b)\) is never explicitly involved in the assumptions of the propositions enunciated below.

6  First procedure: determination of the \(T^{(n)}\)'s from the recurrence relation for \(n = 1, 2, 3\)

The recurrence relation yielded by proposition 4 enables us to determine explicitly the functions \(T^{(n)}\) at least up to the third order. The calculations are made easier by using the expressions of the light direction triples up to the order \(G^2\) performed in [5]. Indeed, substituting for \(T\) from (24) into (6)-(7), it may be seen that the vector functions \(\hat{L}_e\) and \(\hat{L}_r\) can be expanded in power series of \(G\) as follows

\[
\hat{L}_e (x_A, x_B) = -N_{AB} + \sum_{n=1}^{\infty} \hat{T}_e^{(n)} (x_A, x_B),
\]

\[
\hat{L}_r (x_A, x_B) = -N_{AB} + \sum_{n=1}^{\infty} \hat{T}_r^{(n)} (x_A, x_B),
\]

where the contributions of order \(n\) are determined by

\[
\hat{T}_e^{(n)} (x_A, x_B) = c \nabla_{x_A} T^{(n)} (x_A, x_B),
\]

\[
\hat{T}_r^{(n)} (x_A, x_B) = -c \nabla_{x_B} T^{(n)} (x_A, x_B).
\]

As a consequence, the recurrence relation (42) may be written in the form

\[
F^{(n)}(x_A, x_B) = \kappa_n m^n \int_0^1 \frac{d\xi}{|z(\xi)|^n}
- \frac{1}{2} \int_0^1 \sum_{p=1}^{n-1} \left[ \hat{L}_r^{(p)} (x_A, z(\xi)) \hat{L}_r^{(n-p)} (x_A, z(\xi)) \right] d\xi.
\]

whatever \(n \geq 2\). The results inferred from (40), (41) and (51) for \(n = 1, 2, 3\) may be enunciated as follows.
Proposition 3 Let $x_A$ and $x_B$ be two points in $D_h$ such that both the conditions $n_A \neq n_B$ and (43) are met. For $n = 1, 2, 3$, the functions $T^{(n)}$ are yielded by

\[
T^{(1)}(x_A, x_B) = \frac{(1 + \gamma)m}{c} \ln \left( \frac{r_A + r_B + |x_B - x_A|}{r_A + r_B - |x_B - x_A|} \right),
\]

\[
T^{(2)}(x_A, x_B) = \frac{m^2}{r_A r_B} \frac{|x_B - x_A|}{c} \left[ \frac{\arccos n_A \cdot n_B}{|n_A \times n_B|} - \frac{(1 + \gamma)^2}{1 + n_A \cdot n_B} \right],
\]

\[
T^{(3)}(x_A, x_B) = \frac{m^3}{r_A r_B} \left( \frac{1}{r_A} + \frac{1}{r_B} \right) \frac{|x_B - x_A|}{c(1 + n_A \cdot n_B)} \left[ \kappa_3 - (1 + \gamma)\kappa \frac{\arccos n_A \cdot n_B}{|n_A \times n_B|} \right]
\]

\[+ \frac{(1 + \gamma)^3}{1 + n_A \cdot n_B}, \]

where the coefficients $\kappa$ and $\kappa_3$ are determined by (17) and (18), respectively.

In general relativity, $\gamma$, $\kappa$ and $\kappa_3$ are given by

\[
\gamma = 1, \quad \kappa = \frac{15}{4}, \quad \kappa_3 = \frac{9}{2}.
\]

Before entering the proof of this proposition, it is worthy of note that equations (27)-(29) corresponding to a radial light ray are recovered by taking the limit of equations (52)-(54) when $n_B \to n_A$. One has indeed

\[
\lim_{n_B \to n_A} \frac{\arccos n_A \cdot n_B}{|n_A \times n_B|} = 1.
\]

Expression (52) is straightforwardly obtained from (41) under the form

\[
T^{(1)}(x_A, x_B) = \frac{(1 + \gamma)m}{c} \ln \left( \frac{r_B + N_{AB} \cdot x_B}{r_A + N_{AB} \cdot x_A} \right),
\]

which coincides with the well-known Shapiro time delay expressed in a standard post-Newtonian gauge (see, e.g., [22]). The equivalent formula given by (52) is more convenient for deriving the first-order light direction triples (see, e.g., [23] and [1]).

Equation (53) has been obtained in [2] and [29] (see also [27] for an equivalent expression in an harmonic gauge). Nevertheless, we give a detailed proof of proposition 3 also for $n = 2$ because our calculation is based on a new procedure which in principle can be efficient at any order.

**Proof of proposition 3** for $n = 2$ and $n = 3$. For calculating $F^{(2)}$, we just need the triple $\hat{l}^{(1)}_{e}(x_A, x_B)$, which is easily deduced from (50) and (52). One has (see, e.g., [5]):

\[
\hat{l}^{(1)}_e(x_A, x_B) = -\frac{(1 + \gamma)m|N_{AB} \times n_B|}{r_e} \left[ N_{AB} - \frac{|n_A \times n_B| P_{AB}}{1 + n_A \cdot n_B} \right],
\]

where $P_{AB}$ is defined as

\[
P_{AB} = N_{AB} \times \left( \frac{n_A \times n_B}{|n_A \times n_B|} \right).
\]
Substituting $z(\xi)$ for $x_B$ in (58), defining $n(\xi)$ as

$$n(\xi) = \frac{z(\xi)}{|z(\xi)|},$$

(60)

and then pointing out that

$$\frac{z(\xi) - x_A}{|z(\xi) - x_A|} = N_{AB},$$

(61)

it may be seen that relation (51) reduces to

$$F^{(2)}(x_A, x_B) = \kappa m^2 \int_0^1 \frac{d\xi}{|z(\xi)|^2} - (1 + \gamma)^2 m^2 \int_0^1 \frac{1}{1 + n_A \cdot n(\xi)} \frac{1}{|z(\xi)|^2} d\xi$$

(62)

when $n = 2$. The first integral in (62) is elementary. The second one is easily calculated using a relation already exploited in [29], namely

$$\frac{1}{1 + n_A \cdot n(\xi)} \frac{1}{|z(\xi)|^2} = \frac{d}{d\xi} \left[ \frac{\xi}{r_c |z(\xi)| + x_A \cdot z(\xi)} \right].$$

However, finding such a procedure for the higher-order terms cannot be reasonably expected. So we propose in this section another method based on a change of variable which appreciably simplifies the calculations and may be successfully applied at least up to the third order.

Since the metric is spherically symmetric, a non-radial light ray $\Gamma_s(x_A, x_B)$ is confined to the plane defined by $x_A$ and $x_B$. We assume that this plane is the equatorial plane defined by $\vartheta = \pi/2$. The parameter $\xi$ is a monotonic function of the angular coordinate $\varphi$. As a consequence, $\varphi$ can be used as a variable of integration in formulae (41) and (42). For the sake of brevity, we assume that the direction of the light propagation is such that $\varphi - \varphi_A > 0$ during the motion of the photon. Let us denote by $H$ the foot of the perpendicular drawn from the origin $O$ of the spatial coordinates to the straight line passing through $x_A$ and $x_B$. If $\varphi_c$ is the value of $\varphi$ for $H$, an elementary geometric reasoning shows that

$$|z(\xi)| = \frac{r_c}{\cos(\varphi - \varphi_c)}$$

(63)

and

$$d\xi = \frac{|z(\xi)|^2}{r_c |x_B - x_A|} d\varphi,$$

(64)

where $r_c$ is the zeroth-order distance of closest approach of the light ray to $O$, namely

$$r_c = OH = \frac{r_A r_B}{|x_B - x_A|} |n_A \times n_B|.$$ 

(65)

Taking into account the relation

$$n_A \cdot n(\xi) = \cos(\varphi - \varphi_A),$$

(66)
it appears that $F^{(2)}$ may be written in the form

$$F^{(2)}(x_A, x_B) = \frac{m^2}{r_c|x_B - x_A|} \left[ \kappa \Phi_{12} - (1 + \gamma)^2 \Phi_{22} \right],$$  \hspace{1cm} (67)

where

$$\Phi_{12} = \int_{\varphi_A}^{\varphi_B} d\varphi, \quad \Phi_{22} = \int_{\varphi_A}^{\varphi_B} \frac{d\varphi}{1 + \cos(\varphi - \varphi_A)}. \hspace{1cm} (68)$$

Integrals $\Phi_{12}$ and $\Phi_{22}$ are elementary. Finding expressions of these integrals in terms of $r_A$, $r_B$, $n_A$, and $n_B$ is easily performed by supplementing (66) with a relation as follows

$$|n_A \times n_\xi| = \sin(\varphi - \varphi_A). \hspace{1cm} (69)$$

We get

$$\Phi_{12} = \arccos n_A.n_B, \quad \Phi_{22} = \frac{|n_A \times n_B|}{1 + n_A.n_B}. \hspace{1cm} (70)$$

Hence expression (53) for $T^{(2)}$.

The same procedure may be applied for determining $F^{(3)}$. Substituting for $T^{(2)}$ from (53) in (50) yields (see [5])

$$\tilde{L}_r^{(2)}(x_A, x_B) = -\frac{m^2}{r_c} |N_{AB} \times n_B| \left\{ \left| N_{AB} \times n_B \right| \left[ \kappa - \frac{(1 + \gamma)^2}{1 + n_A.n_B} \right] N_{AB} \right.$$

$$\left. + \left\{ \kappa \left[ \arccos \frac{n_A.n_B}{|N_{AB} \times n_B|} - N_{AB}.n_A - N_{AB}.n_B \right] \right\} P_{AB} \right\}. \hspace{1cm} (71)$$

Then, calculating $\tilde{L}_r^{(1)}$, $\tilde{L}_r^{(2)}$ from (58) and (71), it is easily deduced from (51) that $F^{(3)}$ may be written in the form

$$F^{(3)}(x_A, x_B) = \frac{m^3}{r_c^2|x_B - x_A|} \left[ \kappa^3 \Phi_{13} - (1 + \gamma) \kappa \Phi_{23} + (1 + \gamma)^3 \Phi_{33} \right], \hspace{1cm} (72)$$

where $\Phi_{13}$, $\Phi_{23}$ and $\Phi_{33}$ are defined by

$$\Phi_{13} = \frac{r_c^2|x_B - x_A|}{r_c} \int_0^1 \frac{d\xi}{|z(\xi)|^3}, \hspace{1cm} (73)$$

$$\Phi_{23} = \frac{|x_B - x_A|}{r_c} \int_0^1 \left[ \left| N_{AB} \times n(\xi) \right| + \frac{|n_A \times n(\xi)|(N_{AB}.n_A)}{1 + n_A.n(\xi)} \right] N_{AB} \times n(\xi)^2 d\xi,$$

$$\Phi_{33} = \frac{|x_B - x_A|}{r_c} \int_0^1 \left\{ \left| N_{AB} \times n(\xi) \right| + \frac{|n_A \times n(\xi)|(N_{AB}.n_A)}{1 + n_A.n(\xi)} \right\} \left( N_{AB} \times n(\xi) \right)^2 d\xi. \hspace{1cm} (75)$$
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Using (63)-(64), (66) and (69) supplemented with
\[ |\mathbf{N}_{AB} \times \mathbf{n}(\xi)| = \cos(\varphi - \varphi_c), \quad \mathbf{N}_{AB} \cdot \mathbf{n}(\xi) = \sin(\varphi - \varphi_c), \] (76)

\( \Phi_{13}, \Phi_{23} \) and \( \Phi_{33} \) may be rewritten in the form
\begin{align*}
\Phi_{13} &= \int_{\varphi_A}^{\varphi_B} \cos(\varphi - \varphi_A) d\varphi, \\
\Phi_{23} &= \int_{\varphi_A}^{\varphi_B} \left[ \cos(\varphi - \varphi_c) + \frac{\sin(\varphi - \varphi_A) \sin(\varphi - \varphi_c)}{1 + \cos(\varphi - \varphi_A)} \\
&- \sin(\varphi_A - \varphi_c) \frac{\varphi - \varphi_A}{1 + \cos(\varphi - \varphi_A)} \right] d\varphi, \\
\Phi_{33} &= \int_{\varphi_A}^{\varphi_B} \left\{ \frac{\cos(\varphi - \varphi_c)}{1 + \cos(\varphi - \varphi_A)} + \sin(\varphi - \varphi_A) \right\} d\varphi. 
\end{align*} (77) (78) (79)

Noting that \( \varphi - \varphi_c = \varphi - \varphi_A + \varphi_A - \varphi_c \), and then using the trigonometric formulae developing the sine and cosine of a sum of angles, it may be seen that (78) and (79) transform into
\begin{align*}
\Phi_{23} &= -\sin(\varphi_A - \varphi_c) \int_{\varphi_A}^{\varphi_B} \frac{\varphi - \varphi_A + \sin(\varphi - \varphi_A)}{1 + \cos(\varphi - \varphi_A)} d\varphi \\
&\quad + (\varphi_B - \varphi_A) \cos(\varphi_A - \varphi_c), \\
\Phi_{33} &= \int_{\varphi_A}^{\varphi_B} \left\{ \frac{\cos(\varphi_A - \varphi_c)}{1 + \cos(\varphi - \varphi_A)} - \frac{2 \sin(\varphi_A - \varphi_c) \sin(\varphi - \varphi_A)}{[1 + \cos(\varphi - \varphi_A)]^2} \right\} d\varphi. 
\end{align*} (80) (81)

Integrating expressions (80) and (81) is straightforward. Taking into account (76) written for \( \xi = 1 \) and noting that
\[ |\mathbf{N}_{AB} \times \mathbf{n}_A| = \frac{r_A |\mathbf{n}_A \times \mathbf{n}_B|}{|\mathbf{x}_B - \mathbf{x}_A|}, \quad |\mathbf{N}_{AB} \times \mathbf{n}_B| = \frac{r_A |\mathbf{n}_A \times \mathbf{n}_B|}{|\mathbf{x}_B - \mathbf{x}_A|}, \] (82)

we get
\begin{align*}
\Phi_{13} &= \frac{r_A + r_B}{|\mathbf{x}_B - \mathbf{x}_A|} (1 - \mathbf{n}_A \cdot \mathbf{n}_B), \\
\Phi_{23} &= \Phi_{13} \arccos \mathbf{n}_A \cdot \mathbf{n}_B, \\
\Phi_{33} &= \Phi_{13} \frac{1}{1 + \mathbf{n}_A \cdot \mathbf{n}_B}. 
\end{align*}

Hence equation (54) for \( T^{(3)} \).
The results of this section show that proposition 1 enables us to perform the calculation of \( T^{(1)} \), \( T^{(2)} \) and \( T^{(3)} \). It is probable that the recurrence relation (42) allows explicit calculations for \( n \geq 4 \). However, it is to be feared that unwieldy calculations have to be performed. So we set out another procedure, recently proposed in [14]. As it has been emphasized in the introduction, this procedure only involves elementary integrations whatever the order of approximation.

7 Second procedure: determination of the \( T^{(n)} \)'s from the geodesic equations

7.1 Null geodesic equations

Let \( \Gamma \) be an arbitrary non-radial null geodesic path of the metric \( d\tilde{s}^2 \). We suppose that \( \Gamma \) is confined in the region \( D_h \) and described by parametric equations \( x^\alpha = x^\alpha(\zeta) \), where \( \zeta \) is an arbitrarily chosen affine parameter. We choose again the spherical coordinates \( (r, \vartheta, \varphi) \) so that \( \vartheta = \pi/2 \) for any point of this path. Denoting by \( \tilde{l}_\alpha \) the covariant components of the vector tangent to \( \Gamma(x_A, x_B) \), an equation as follows

\[
\tilde{l}_0 dx^0 + \tilde{l}_r dr + \tilde{l}_\varphi d\varphi = 0 \tag{83}
\]

is satisfied along \( \Gamma \) since \( \tilde{l}_\alpha \) is a null vector. Owing to the symmetries of the metric, we have

\[
\tilde{l}_0 = E, \quad \tilde{l}_\varphi = -J, \tag{84, 85}
\]

with \( E \) and \( J \) being constants of the motion. For convenience, the affine parameter \( \zeta \) is chosen in such a way that \( E > 0 \). Furthermore, it is always possible to suppose \( J > 0 \) without lack of generality when calculating the time transfer function in a static, spherically symmetric spacetime. Then the quantity defined as

\[
b = \frac{J}{E} \tag{86}
\]

is the impact parameter of the light ray (see, e.g., [33] and [5]). It may be noted that \( b = 0 \) would correspond to a radial null geodesic.

Since \( d\tilde{s}^2 = 0 \) along \( \Gamma \), it follows from (84), (85) and (86) that

\[
\tilde{l}_r = -\varepsilon \frac{E}{r} \sqrt{r^2 U(r) - b^2}, \tag{87}
\]

where \( \varepsilon = 1 \) when \( r \) is an increasing function of time and \( \varepsilon = -1 \) when \( r \) is a decreasing function of time. Substituting for \( \tilde{l}_r \) from (87) into (84), and then

---

2\( b \) is an intrinsic quantity attached to \( \Gamma \) since the constants of the motion \( E \) and \( J \) are themselves coordinate-independent quantities.

3The sign of \( \varepsilon \) in equation (87) is changed if and only if the photon passes through a pericenter or an apocenter. The passage through an apocenter corresponds to an extreme relativistic case.
dividing throughout by $E$, we get a relation enabling to determine the light travel time by an integration along $\Gamma$, namely

$$
\begin{align*}
\left. dx^0 \right|_0 = b d\varphi + \frac{\varepsilon}{r} \sqrt{r^2 U(r) - b^2} dr.
\end{align*}
$$

(88)

Let us assume now that $\Gamma$ is a quasi-Minkowskian light ray $\Gamma_s(x_A, x_B)$. As we shall see in what follows, our procedure for calculating explicitly the corresponding perturbation functions $T^{(n)}$ rests on the property shown in the next subsection that the impact parameter $b$ can be determined as a function of $x_A$ and $x_B$ under the form of an expansion in a series in powers of $G$ by taking the partial derivative of $T$ with respect to the cosine of the angle formed by $x_A$ and $x_B$.

7.2 Post-Minkowskian expansion of the impact parameter

Let $[\varphi_A, \varphi_B]$ be the range of the angular function $\varphi(t)$ along a quasi-Minkowskian light ray $\Gamma_s(x_A, x_B)$. For the sake of brevity, we shall frequently use a notation as follows

$$
\mu = n_A \cdot n_B = \cos(\varphi_B - \varphi_A).
$$

(89)

Using this notation, the time transfer function may be considered as a function of $r_A, r_B$ and $\mu$:

$$
T(x_A, x_B) = T(r_A, r_B, \mu).
$$

It is then possible to enunciate the following proposition.

**Proposition 4** Let $x_A$ and $x_B$ be two points in $\mathcal{D}_h$ such that both the conditions $n_A \neq n_B$ and (43) are fulfilled. The impact parameter $b$ of a quasi-Minkowskian light ray joining $x_A$ and $x_B$ may be expanded in powers of $G$ as follows:

$$
b = r_c \left[ 1 + \sum_{n=1}^{\infty} \left( \frac{m}{r_c} \right)^n q_n \right],
$$

(90)

where $r_c$ is defined by (65) and the quantities $q_n$ are given by

$$
q_n = -c \left( \frac{r_c}{m} \right)^n \sqrt{1 - \mu^2} \frac{\partial T^{(n)}(r_A, r_B, \mu)}{\partial \mu}.
$$

(91)

**Proof of proposition 4** Noting that

$$
|n_A \times n_B| = \sqrt{1 - \mu^2},
$$

it is immediately inferred from equation (13) in [5] that the impact parameter of $\Gamma_s(x_A, x_B)$ may be rewritten in the form

$$
b = -c \sqrt{1 - \mu^2} \frac{\partial T(r_A, r_B, \mu)}{\partial \mu}.
$$

(92)
Substituting for $T$ from (24) into (92) directly leads to the expansion given by (90). The zeroth-order term is easily derived from the elementary formula

$$|x_B - x_A| = \sqrt{r_A^2 - 2r_A r_B \mu + r_B^2}.$$  

Indeed, using (93) and taking (65) into account yield

$$\frac{\partial |x_B - x_A|}{\partial \mu} = -\frac{r_c}{\sqrt{1 - \mu^2}}.$$  

We shall see in the next section that the expression of the time transfer function corresponding to a quasi-Minkowskian light ray can be straightforwardly deduced from proposition 3.

### 7.3 Implementation of the method

If $\Gamma_s(x_A, x_B)$ passes through a pericenter $x_P$, the integration of (88) requires the determination of $|x_P|$ as a function of $x_A$ and $x_B$. The calculation of the time transfer function is very complicated for such a configuration. Fortunately, owing to the analytic extension theorem, it follows from proposition 2 that it is sufficient to determine the expression of each term $T^{(n)}$ as a function of $x_A$ and $x_B$ in an arbitrarily chosen open subset of the domain of analyticity. For this reason, the calculation of the $T^{(n)}$ are henceforth carried out under the assumption that $x_A$ and $x_B$ fulfil the following conditions:

1. The radial variable $r$ along a quasi-Minkowskian null geodesic joining $x_A$ and $x_B$ is an increasing function of $t$:

$$\frac{dr}{dt} > 0, \quad t_A \leq t \leq t_B.$$  

2. An inequality as follows

$$N_{A B}, n_A > 0$$  

is satisfied, with $N_{A B}$ being defined by (36).

These conditions considerably simplify the calculations. Indeed, (95) eliminates the occurrence of any pericenter (or apocenter) between the emission and the reception of light and (96) implies that the projection $H$ of the origin $O$ on the straight line passing through $x_A$ and $x_B$ lies outside the straight segment linking $x_A$ and $x_B$. One has therefore

$$r_c < r_A \leq r \leq r_B$$  

for any point of $\Gamma_s(x_A, x_B)$. These inequalities ensure that condition (43) is met, since $r_h < r_A$ for any point $x_A$ located in $D_h$.

Under these assumptions, integrating (88) along $\Gamma_s(x_A, x_B)$ is straightforward since the range of the angular function $\varphi(r)$ between the emission and the reception of the photon is given by

$$\varphi_B - \varphi_A = \arccos \mu.$$  
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Noting that in this case $\varepsilon = 1$, it may be seen that the time transfer function is then related to the impact parameter $b$ by an equation as follows

$$T(x_A, x_B) = \frac{1}{c} \left[ b \arccos \mu + \int_{r_A}^{r_B} \frac{1}{r} \sqrt{r^2 U(r) - b^2} \, dr \right]. \quad (99)$$

Since $b$ is a function of $x_A$ and $x_B$ determined by (92), (99) has to be regarded as an integro-differential equation satisfied by $T$. In order to solve this integro-differential equation by an iterative procedure, let us substitute (16) for $U$ and (90) for $b$. Expanding $\sqrt{r^2 U(r) - b^2}/r$ in a power series in $m/r_c$, rearranging the terms and introducing the notation

$$s = \sqrt{r^2 - r_c^2},$$

we get an expression as follows for $T$

$$T(x_A, x_B) = \frac{1}{c} \left[ r_c \arccos \mu + \int_{r_A}^{r_B} \frac{s}{r} \, dr \right] + \frac{1}{c} \sum_{n=1}^{\infty} \left( \frac{m}{r_c} \right)^n \left\{ r_c q_n \arccos \mu + \int_{r_A}^{r_B} \left[ U_n - \frac{r_c q_n}{r s} \right] \, dr \right\}, \quad (101)$$

where each $U_n$ is a function of $r$ which may be written in the form

$$U_1 = \frac{(1 + \gamma)r_c}{s}, \quad (102)$$

$$U_n = \sum_{k=0}^{3n-4} \left( q_1, \ldots, q_{n-1} \right) r_c^{3n-k-2} \frac{r^{k-n+1}}{s^{2n-1}} \quad (103)$$

for $n \geq 2$, with the quantities $U_k(n_1, \ldots, n_{n-1})$ being polynomials in $q_1, \ldots, q_{n-1}$. Noting that

$$r_c \arccos \mu + \int_{r_A}^{r_B} \frac{s}{r} \, dr = |x_B - x_A| \quad (104)$$

and

$$\arccos \mu - r_c \int_{r_A}^{r_B} \frac{dr}{r s} = 0 \quad (105)$$

when conditions (95) and (96) are met (24) is immediately recovered from (101), with each perturbation term being given by

$$T^{(n)}(x_A, x_B) = \frac{1}{c} \left( \frac{m}{r_c} \right)^n \int_{r_A}^{r_B} U_n \, dr. \quad (106)$$

As it has been explained in the beginning of this subsection, the expression of $T^{(n)}$ as a function of $x_A$ and $x_B$ derived from (106) can be regarded as valid

---

4Note that (101) is just (99) written in the case where the gravitational field vanishes, i.e., $m = 0$. 
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even when conditions (95) and (96) are not met. In this sense, (106) constitutes the main ingredient of the procedure developed in the present section.

The fact that the coefficient \( q_n \) is not involved in \( U_n \) and the property for each coefficient \( q_k \) to be proportional to a derivative of the function \( T^{(k)} \) imply that \( T^{(n)} \) can be determined when the sequence of functions \( T^{(1)}, \ldots, T^{(n-1)} \) is known. To initiate the process, it is sufficient to infer the expression of \( T^{(1)} \) from (102) and (106). The integration is immediate. Noting that

\[
\sqrt{r_A^2 - r_c^2} = r_A N_{AB} \cdot n_A,
\]

\[
\sqrt{r_B^2 - r_c^2} = r_B N_{AB} \cdot n_B
\]

when conditions (95) and (96) are met, we get again (57), as it could be expected. Substituting for \( T^{(1)} \) from (52) into (91) written for \( n = 1 \), and then using (94), it is easily seen that

\[
q_1 = \frac{(1 + \gamma) r_c}{1 + n_A \cdot n_B} \left( \frac{1}{r_A} + \frac{1}{r_B} \right).
\]

Taking into account this determination of \( q_1 \), it becomes possible to carry out the calculation of \( T^{(2)} \) since \( U_2 \) only involves \( q_1 \). Then, \( q_2 \) can be derived from (91) taken for \( n = 2 \). Therefore, \( T^{(3)} \) can be calculated since \( U_3 \) only involves \( q_1 \) and \( q_2 \), and so on. It may be added that all the integrations involved in the right-hand side of (106) are elementary and can be carried out with any symbolic computer program. As a consequence, the procedure set up in this section allows the explicit calculation of \( T^{(n)} \) as a function of \( x_A \) and \( x_B \) whatever the order \( n \).

8 Simplification of the second procedure

Even if it involves only elementary integrals, the procedure developed in the previous section is somewhat tedious. Nevertheless, the method can be notably simplified by making use of the differential equation governing the variation of the angular coordinate along the light ray.

8.1 Use of a constraint equation

Equations (85) and (87) are equivalent to the geodesic equations

\[
\frac{d\varphi}{d\zeta} = \frac{J}{r^2 U(r)}, \quad (110)
\]

\[
\frac{dr}{d\zeta} = \varepsilon \frac{E}{r U(r)} \sqrt{r^2 U(r) - b^2}. \quad (111)
\]

Eliminating the affine parameter \( \zeta \) between (110) and (111) leads to

\[
\frac{d\varphi}{dr} = \varepsilon \frac{b}{r} \frac{1}{\sqrt{r^2 U(r) - b^2}}. \quad (112)
\]
Since \( \varepsilon = 1 \) when conditions (95) and (96) are met, integrating (112) and taking into account (98) yield thereby

\[
\arccos \mu = \int_{r_A}^{r_B} \frac{b}{r \sqrt{r^2 U(r) - b^2}} dr.
\]

Equation (113) may be regarded as a constraining equation which implicitly determines \( b \) as a function of \( x_A \) and \( x_B \). So it may be expected that this equation implies some conditions on the coefficients \( q_n \) which may be used to simplify the calculations.

Replacing \( U \) by (16) and \( b \) by (90) into (113), it may be seen that

\[
\arccos \mu = r_c \int_{r_A}^{r_B} \frac{dr}{r s} + \frac{1}{r_c} \sum_{n=1}^{\infty} \left( \frac{m}{r_c} \right)^n \int_{r_A}^{r_B} W_n dr,
\]

where the \( W_n \)'s are functions of \( r \) which may be written in the form

\[
W_1 = -(1 + \gamma) \frac{r^3}{s^3} + q_1 \frac{r^2 r}{s^3},
\]

\[
W_n = \sum_{k=0}^{3(n-1)} W_{kn}(q_1, \ldots, q_{n-1})r^3c^{-k} \frac{r^{2k-n+1}}{s^{2n+1}} + q_n \frac{r^2 r}{s^3}
\]

for \( n \geq 2 \), with the terms \( W_{kn}(q_1, \ldots, q_{n-1}) \) being polynomials in \( q_1, \ldots, q_{n-1} \).

Taking into account (105), it is immediately seen that (114) reduces to

\[
\sum_{n=1}^{\infty} \left( \frac{m}{r_c} \right)^n \int_{r_A}^{r_B} W_n dr = 0
\]

for \( n \geq 1 \). Since (117) holds whatever \( m \), it is clear that (114) is equivalent to the infinite set of equations

\[
\int_{r_A}^{r_B} W_n dr = 0, \quad n = 1, 2, \ldots
\]

The set of constraint equations (118) may be systematically used for simplifying our problem. Let us consider the functions \( U_n^* \) defined as

\[
U_1^* = U_1,
\]

\[
U_n^* = U_n + \sum_{p=1}^{n-1} k_{pn} W_p
\]

for \( n \geq 2 \), where the \( k_{pn} \)'s are arbitrary quantities which do not depend on \( r \). Taking into account (118), it is immediately seen that

\[
\int_{r_A}^{r_B} U_n^* dr = \int_{r_A}^{r_B} U_n^* dr.
\]
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Hence $\mathcal{T}^{(n)}$ may be rewritten in the form

$$\mathcal{T}^{(n)}(x_A, x_B) = \frac{1}{c} \left( \frac{m}{r_c} \right)^n \int_{r_A}^{r_B} U_n^* dr.$$  \hspace{1cm} (122)

Of course, the remark formulated just after (106) might be reproduced here.

It is easily seen that a judicious choice of the quantities $k_{pn}$ enables us to shorten the expressions involved in (122) when $n \geq 2$. Until $n = 3$, only the expression of $W_1$ is needed. Indeed, it is easily inferred from the expansion of (99) that $U_2$ and $U_3$ are given by

\begin{align*}
U_2 &= -\frac{\kappa r_c^4}{r s^3} + \frac{(1 + \gamma) q_1 r_c^3}{s^3} + \frac{[2\kappa - (1 + \gamma)^2 - q_1^2] r_c^2}{2s^3} \frac{r}{r_c}, \\
U_3 &= \frac{\kappa^3 r_c^7}{r^2 s^5} - \frac{\kappa q_1 r_c^6}{r s^5} - \frac{[2k_3 - (1 + \gamma)(\kappa + q_1^2 - q_2)] r_c^5}{s^5} \\
&+ \frac{22 - 3(1 + \gamma)^2 - q_1^2 + 2q_2 q_1 r_c^4}{2s^5} r_c^2 \\
&+ \frac{[2k_3 - (1 + \gamma)(2k - q_1^2 - 2q_2) + (1 + \gamma)^3] r_c^3 r_c^2}{2s^5} - \frac{q_1 q_2 r_c^2 r_c^3}{s^5}. \hspace{1cm} (123)
\end{align*}

Setting $k_{12} = \frac{1}{2} q_1$ removes the term in $q_1^2$ in $U_2$ and leads to

$$U_2^* = -\frac{\kappa r_c^4}{r s^3} + \frac{(1 + \gamma) q_1 r_c^3}{2s^3} + \frac{[2\kappa - (1 + \gamma)^2] r_c^2}{2s^3} \frac{r}{r_c}. \hspace{1cm} (125)$$

Choosing $k_{13} = q_2$ and $k_{23} = 0$ remove the terms involving $q_2$ in $U_3$. Then $U_3^*$ reduces to

\begin{align*}
U_3^* &= \frac{\kappa^3 r_c^7}{r^2 s^5} - \frac{\kappa q_1 r_c^6}{r s^5} - \frac{[2k_3 - (1 + \gamma)(\kappa + q_1^2)] r_c^5}{s^5} \\
&+ \frac{22 - 3(1 + \gamma)^2 - q_1^2 + 2q_2 q_1 r_c^4}{2s^5} r_c^2 \\
&+ \frac{[2k_3 - (1 + \gamma)(2k - q_1^2) + (1 + \gamma)^3] r_c^3 r_c^2}{2s^5}. \hspace{1cm} (126)
\end{align*}

It is thus proved that owing to the constraint equation (113), only the determination of $q_1$ is required for calculating the functions $\mathcal{T}^{(2)}$ and $\mathcal{T}^{(3)}$.

**Remark.** It may be pointed out that the coefficients $q_n$ could be directly inferred from the constraint equation without differentiating the functions $\mathcal{T}^{(n)}$ with respect to $\mu$. Indeed, it follows from (115), (116) and (118) that

\begin{align*}
q_1 &= \frac{1 + \gamma}{r_c} \sqrt{r_B^2 - r_c^2} - r_c \sqrt{r_A^2 - r_c^2} \\
&- r_c \sqrt{r_B^2 - r_c^2} - r_c \sqrt{r_A^2 - r_c^2}, \hspace{1cm} (127)
q_n &= \frac{1}{r_c} \sqrt{r_B^2 - r_c^2} \sqrt{r_A^2 - r_c^2} \\
&- \frac{1}{r_c} \sqrt{r_B^2 - r_c^2} \sqrt{r_A^2 - r_c^2} \\
&\times \frac{3(n - 1)}{2} \sum_{k=0}^{3} W_{kn} (q_1, \ldots, q_{n-1}) r_c^3 n - k - 1 \int_{r_A}^{r_B} r_c^{k-3n+1} dr. \hspace{1cm} (128)
\end{align*}
for \( n \geq 2 \). Equation (128) shows that \( q_n \) can be determined once \( q_1, \ldots, q_{n-1} \) are known.

It is easily checked that (127) is equivalent to (109). Indeed, noting that

\[
\sqrt{r_B^2 - r_c^2} - \sqrt{r_A^2 - r_c^2} = |x_B - x_A| \tag{129}
\]

when conditions (95) and (96) are met, and then taking into account (65), (107) and (108), it may be seen that (127) transforms into

\[
q_1 = (1 + \gamma) \frac{N_{AB} \cdot n_B - N_{AB} \cdot n_A}{|n_A \times n_B|}. \tag{130}
\]

Substituting \( r_A n_A \) for \( x_A \) and \( r_B n_B \) for \( x_B \) into the numerator of the right-hand side of (36) yields

\[
N_{AB} \cdot n_B - N_{AB} \cdot n_A = \frac{(r_A + r_B)(1 - n_A \cdot n_B)}{|x_B - x_A|}. \tag{131}
\]

Finally, substituting for \( N_{AB} \cdot n_B - N_{AB} \cdot n_A \) from (131) into (130), and then noting that (65) is equivalent to

\[
\sqrt{r_B^2 - r_c^2} = r_B \frac{|x_B - x_A|}{r_B - r_A \cdot \mu}, \tag{133}
\]

\[
\sqrt{r_A^2 - r_c^2} = r_A \frac{|x_A - x_B|}{r_A - r_B \cdot \mu}, \tag{134}
\]

Using (65), (109), (133) and (134), it may be seen that \( \mathcal{T}^{(2)} \) and \( \mathcal{T}^{(3)} \) can be expressed in terms of \( r_A r_B, 1/r_A + 1/r_B, |x_B - x_A| \) and \( \mu \). It has been already

8.2 Explicit calculation of \( \mathcal{T}^{(1)}, \mathcal{T}^{(2)} \) and \( \mathcal{T}^{(3)} \)

We are now in a position to determine the perturbation terms involved in the expansion of the time transfer function up to the order \( G^3 \). The term \( \mathcal{T}^{(1)} \) has already been treated in section 7.3. For \( n = 2 \) and \( n = 3 \), it follows from (125) and (126) that \( \mathcal{T}^{(n)} \) may be written in the form

\[
\mathcal{T}^{(n)}(x_A, x_B) = \frac{1}{c} \left( \frac{m}{r_c} \right)^n \sum_{k=0}^{\sigma(n)} \left( U_{kn}^*(q_1) \right) r_c^{3n-k-2} \int_{r_A}^{r_B} \frac{s^{k-n+1}}{s^{2n-1}} ds, \tag{132}
\]

where \( \sigma(2) = 2 \) and \( \sigma(3) = 4 \), with the coefficients \( U_{kn}^* \) being polynomials in \( q_1 \). The integrals occurring into the right-hand side of (132) are elementary and can be expressed in terms of \( r_A, r_B, r_c, \sqrt{r_A^2 - r_c^2} \) and \( \sqrt{r_B^2 - r_c^2} \). For the explicit calculations, it is convenient to write (107) and (108) in the form

\[
\sqrt{r_A^2 - r_c^2} = \frac{r_A (r_B \mu + r_A)}{|x_B - x_A|}, \tag{133}
\]

\[
\sqrt{r_B^2 - r_c^2} = \frac{r_B (r_B - r_A \mu)}{|x_B - x_A|}. \tag{134}
\]

Using (65), (109), (133) and (134), it may be seen that \( \mathcal{T}^{(2)} \) and \( \mathcal{T}^{(3)} \) can be expressed in terms of \( r_A r_B, 1/r_A + 1/r_B, |x_B - x_A| \) and \( \mu \). It has been already
emphasized that the explicit calculations can be performed with any symbolic computer program. Of course, a simple hand calculation is also possible. For \( n = 2 \) and \( n = 3 \), the calculations are greatly facilitated by noting that (125) and (126) are equivalent to

\[
\frac{1}{v_c^2} U_2^* = \frac{\kappa}{r_s} + \frac{(1 + \gamma) q_1 r_c}{2 s^3} - \frac{(1 + \gamma)^2 r}{2 s^3}
\]

(135)

and

\[
\frac{1}{v_c^3} U_3^* = \frac{\kappa_3}{r^2 s} - \frac{(1 + \gamma) \kappa}{s^3} + \kappa q_1 r_c + \frac{(1 + \gamma) [(1 + \gamma)^2 + q_1^2] r^2}{2 s^5}
\]

\[- \frac{[3(1 + \gamma)^2 + q_1^2] q_1 r_c^2}{2 s^5} + \frac{(1 + \gamma) q_1^2 r_c^2}{s^5},
\]

(136)

respectively. Calculating \( T^{(2)} \) from (122) and (135) is elementary and straightforwardly yields (53). Calculating \( T^{(3)} \) from (122) and (136) requires somewhat tedious calculations, which are detailed in an appendix of [14]. The result coincides with (54). We have seen in section 7.3 that the expressions thus obtained can be considered as valid even when conditions (95) and (96) are not fulfilled. So we can state that at least up to the third order, the procedures developed in sections 6 and 7 lead to identical expressions for the first three perturbation terms involved in the expansion of the time transfer function. This concordance confirms the reliability of the second procedure presented in this paper.

9 Direction of light propagation up to order \( G^3 \)

We are now in a position to obtain explicit expressions for the triples giving the direction of light propagation at points \( x_A \) and \( x_B \) up to the third order in \( G \).

The vector functions \( \hat{L}_c^{(n)}(x_A, x_B) \) and \( \hat{L}_r^{(n)}(x_A, x_B) \) could be straightforwardly derived for \( n = 1, 2, 3 \) by substituting for \( T^{(n)} \) from (52)-(54) into (49) and (50). Nevertheless, the calculation is greatly facilitated by making use of formulae (17a) and (17b) given in [5]. Indeed, taking into account (90), these formulae lead to

\[
\hat{L}_c^{(n)}(x_A, x_B) = \left[ c \frac{\partial T^{(n)}}{\partial r_A} N_{AB}.n_A - \frac{m^n r_A^{n-1}}{r_c} q_n |N_{AB} \times n_A| \right] N_{AB}
\]

\[
+ \left[ c \frac{\partial T^{(n)}}{\partial r_A} N_{AB} \times n_A | + \frac{m^n r_A^{n-1}}{r_c} q_n N_{AB} n_A \right] P_{AB},
\]

(137)

\[
\hat{L}_r^{(n)}(x_A, x_B) = \left[ c \frac{\partial T^{(n)}}{\partial r_B} N_{AB}.n_B + \frac{m^n r_B^{n-1}}{r_c} q_n |N_{AB} \times n_B| \right] N_{AB}
\]

\[- \left[ c \frac{\partial T^{(n)}}{\partial r_B} N_{AB} \times n_B | - \frac{m^n r_B^{n-1}}{r_c} q_n N_{AB} n_B \right] P_{AB},
\]

(138)
where \( P_{AB} \) is defined by (53).

Equations (137) and (138) show that knowing \( c\partial T^{(n)}/\partial r_A, c\partial T^{(n)}/\partial r_B \) and \( q_n \) is sufficient to determine the triples \( L_i^{(n)} \) and \( \hat{L}_i^{(n)} \). The coefficient \( q_1 \) is given by (109). Replacing \( n_A, n_B \) by \( \mu \) in (53) and (54), and then taking into account (93), \( q_2 \) and \( q_3 \) are straightforwardly derived from (91). Noting that

\[
\frac{r_A r_B (1 - \mu^2)}{|x_B - x_A|^2} = \frac{r_c^2}{r_A r_B},
\]

we can formulate the proposition below.

**Proposition 5** The coefficients \( q_1, q_2 \) and \( q_3 \) involved in the expansion of the impact parameter \( b \) of a quasi-Minkowskian light ray joining \( x_A \) and \( x_B \) are given by

\[
q_1(x_A, x_B) = (1 + \gamma) \left( \frac{r_c}{r_A} + \frac{r_c}{r_B} \right) \frac{1}{1 + n_A \cdot n_B},
\]

\[
q_2(x_A, x_B) = \kappa \left[ 1 - \left( n_A \cdot n_B - \frac{r_c^2}{r_A r_B} \right) \frac{\arccos n_A \cdot n_B}{|n_A \times n_B|} \right]
- \frac{(1 + \gamma)^2}{1 + n_A \cdot n_B} \left( 1 - n_A \cdot n_B + \frac{r_c^2}{r_A r_B} \right),
\]

\[
q_3(x_A, x_B) = \left( \frac{r_c}{r_A} + \frac{r_c}{r_B} \right) \frac{1}{1 + n_A \cdot n_B} \left\{ \kappa_3 \left( 1 - n_A \cdot n_B + \frac{r_c^2}{r_A r_B} \right) \right.
- (1 + \gamma) \kappa \left[ 1 + \left( 1 - 2n_A \cdot n_B + \frac{r_c^2}{r_A r_B} \right) \frac{\arccos n_A \cdot n_B}{|n_A \times n_B|} \right]
+ \frac{(1 + \gamma)^3}{1 + n_A \cdot n_B} \left( 2 - 2n_A \cdot n_B + \frac{r_c^2}{r_A r_B} \right) \right\}.
\]

Noting that

\[
\frac{1}{r_A} = \frac{|N_{AB} \times n_A|}{r_c}, \quad \frac{1}{r_B} = \frac{|N_{AB} \times n_B|}{r_c}
\]

and

\[
\frac{r_c^2}{r_A r_B} = n_A \cdot n_B - (N_{AB}, n_A)(N_{AB}, n_B),
\]

it is easily seen that formulae (140)-(142) are equivalent to the expressions of \( q_1, q_2, q_3 \) obtained in (14).

Deriving now \( c\partial T^{(n)}/\partial r_A \) and \( c\partial T^{(n)}/\partial r_B \) for \( n = 1, 2, 3 \) from (53) and (54), and then substituting for the \( q_n \) from equations (140)-(142) into (137) and (138), straightforward calculations lead to the explicit expressions of the light direction triples up to order \( G^3 \). In fact, we may content ourselves with calculating \( \hat{L}_e^{(n)} \) or \( \hat{L}_r^{(n)} \) since a relation as follows

\[
\hat{L}_r^{(n)}(x_A, x_B) = -\hat{L}_e^{(n)}(x_B, x_A)
\]

(145)
results from (49)-(50) when the symmetry law \( T^{(n)}(x_A, x_B) = T^{(n)}(x_B, x_A) \) is taken into account. We get the proposition which follows.

**Proposition 6** Under the assumption of proposition 3, the triples \( \hat{l}_e^{(n)} \) and \( \hat{l}_r^{(n)} \) are given for \( n = 1, 2, 3 \) by

\[
\hat{l}_e^{(1)}(x_A, x_B) = -\frac{(1 + \gamma)m}{r_A} \left[ N_{AB} + \frac{|n_A \times n_B|}{1 + n_A \cdot n_B} P_{AB} \right], \\
\hat{l}_e^{(2)}(x_A, x_B) = -\frac{m^2}{r_A^2} \left[ \kappa - \frac{(1 + \gamma)^2}{1 + n_A \cdot n_B} \right] N_{AB} \\
-\frac{m^2}{r_A^2} \frac{1}{|n_A \times n_B|} \left\{ \kappa \left[ \frac{r_A}{r_B} - n_A \cdot n_B \right] \right. \\
+ \left( 1 - \frac{r_A}{r_B} n_A \cdot n_B \right) \arccos \frac{n_A \cdot n_B}{|n_A \times n_B|} \\
- (1 + \gamma)^2 \left[ 1 + \frac{r_A}{r_B} \frac{1 - n_A \cdot n_B}{1 + n_A \cdot n_B} \right] P_{AB}, \\
\hat{l}_e^{(3)}(x_A, x_B) = -\frac{m^3}{r_A^3} \left\{ \kappa_3 - \frac{(1 + \gamma)\kappa}{1 + n_A \cdot n_B} \right\} \left[ 1 + \frac{r_A}{r_B} \right] \\
+ \left( 1 - \frac{r_A}{r_B} n_A \cdot n_B \right) \arccos \frac{n_A \cdot n_B}{|n_A \times n_B|} \\
+ \frac{(1 + \gamma)^3}{(1 + n_A \cdot n_B)^2} \left[ 2 + \frac{r_A}{r_B} (1 - n_A \cdot n_B) \right] \right\} N_{AB} \\
-\frac{m^3}{r_A^3} \frac{1}{|n_A \times n_B|} \left\{ \kappa_3 (1 - n_A \cdot n_B) \left[ 1 + \left( 1 + \frac{r_A}{r_B} \right)^2 \frac{1}{1 + n_A \cdot n_B} \right] \right. \\
- (1 + \gamma)\kappa \left\{ \left( 1 + \frac{r_A}{r_B} \right) \left( \frac{r_A}{r_B} - n_A \cdot n_B \right) \right. \\
+ \left( 1 + \frac{r_A}{r_B} \right)^2 (1 - 2n_A \cdot n_B) \\
+ \left( 1 + \frac{r_A}{r_B} n_A \cdot n_B \right) (1 + n_A \cdot n_B) \arccos \frac{n_A \cdot n_B}{|n_A \times n_B|} \right\} \right. \\
+ (1 + \gamma)^3 \frac{1 - n_A \cdot n_B}{1 + n_A \cdot n_B} \left[ \left( 1 + \frac{r_A}{r_B} \right)^2 \frac{2}{1 + n_A \cdot n_B} - \frac{r_A}{r_B} \right] P_{AB} \right\}
\]
and

\[ \tilde{L}^{(1)}_r(x_A, x_B) = -\frac{(1 + \gamma)m}{r_B} \left[ N_{AB} - \frac{n_A \times n_B}{1 + n_A \cdot n_B} P_{AB} \right], \]  
\[ \tilde{L}^{(2)}_r(x_A, x_B) = -\frac{m^2}{r_B^2} \left[ \kappa - \frac{(1 + \gamma)^2}{1 + n_A \cdot n_B} \right] N_{AB} \]
\[ + \frac{m^2}{r_B^2} \frac{1}{|n_A \times n_B|^2} \left\{ \frac{r_B}{r_A} n_A \cdot n_B \right\} \left( 1 - \frac{r_B}{r_A} n_A \cdot n_B \right) \arccos n_A \cdot n_B \]
\[ - (1 + \gamma)^2 \left[ 1 + \frac{r_B}{r_A} \frac{1 - n_A \cdot n_B}{1 + n_A \cdot n_B} \right] P_{AB}, \]  
(149)
\[ \tilde{L}^{(3)}_r(x_A, x_B) = -\frac{m^3}{r_B^3} \left\{ \kappa_3 - \frac{(1 + \gamma)\kappa}{1 + n_A \cdot n_B} \left[ 1 + \frac{r_B}{r_A} \right] \right\} N_{AB} \]
\[ + \frac{m^3}{r_B^3} \frac{1}{|n_A \times n_B|^2} \left\{ \kappa_3 \left[ 1 - n_A \cdot n_B \right] \left[ 1 + \left( \frac{r_B}{r_A} \right)^2 \frac{1}{1 + n_A \cdot n_B} \right] \right\} \]
\[ - (1 + \gamma) \frac{\kappa}{1 + n_A \cdot n_B} \left\{ \left[ 1 + \frac{r_B}{r_A} \right] \left( \frac{r_B}{r_A} - n_A \cdot n_B \right) \right\} \]
\[ \left[ \left( 1 + \frac{r_B}{r_A} \right)^2 \left( 1 - 2 n_A \cdot n_B \right) \right] \]
\[ \left[ \left( 1 + \frac{r_B}{r_A} \right) \left( 1 + n_A \cdot n_B \right) \arccos n_A \cdot n_B \right] \left\{ \left[ \kappa_3 \left[ 1 - n_A \cdot n_B \right] \left[ 1 + \left( \frac{r_B}{r_A} \right)^2 \frac{1}{1 + n_A \cdot n_B} \right] \right\} \right\} \]
\[ + (1 + \gamma)^3 \left[ \left[ 1 + \frac{r_B}{r_A} \right] \left( \frac{2}{1 + n_A \cdot n_B} - \frac{r_B}{r_A} \right) \right] P_{AB}, \]  
(150)

respectively.

Using (143), it is easily checked that equations (146)-(147) and (149)-(150) allow to recover expressions (38a) and (38b) obtained in [5] for the expansion of \( \tilde{L}_c \) and \( \tilde{L}_r \) up to the second order in \( G \). Of course, (149) and (150) are equivalent to (58) and (71), respectively. On the other hand, formulae (148) and (151) are new results.

10 Light ray emitted at infinity

A quasi-Minkowskian light ray coming from infinity in an initial direction defined by a given unit vector \( N_e \) and observed at a given point \( x_a \) is a relevant limiting
case for modelling a lot of astrometric measurements. According to a notation introduced in [5], such a ray is denoted by \( \Gamma_s(N_e, x_B) \). The corresponding null geodesic is assumed to be a perturbation in powers of \( G \) of the straight segment defined by the parametric equations

\[
x^0(\lambda) = ct_B + \lambda r_c, \quad x(\lambda) = \lambda r_c N_e + x_B, \quad -\infty < \lambda \leq 0,
\]

where

\[
r_c = r_B |N_e \times n_B|.
\]

Given the direction \( N_e, x_B \) is supposed to satisfy the condition

\[
|\lambda r_c N_e + x_B| > r_h
\]

when \(-\infty < \lambda \leq 0\) in order to ensure that the straight segment coming from infinity in the direction \( N_e \) and ending at \( x_B \) is entirely lying in \( \mathcal{D}_h \). Condition (154) is the extension of condition (143) when \( x_A \) is at infinity.

To apply the results of section [9] let us consider a point \( x_A \) lying on \( \Gamma_s(N_e, x_B) \). It is clear that the part of \( \Gamma_s(N_e, x_B) \) joining \( x_A \) and \( x_B \) coincides with a quasi-Minkowskian null geodesic path \( \Gamma_s(x_A, x_B) \). So, the impact parameters of \( \Gamma_s(N_e, x_B) \) and \( \Gamma_s(x_A, x_B) \) are equal. As a consequence, the coefficients \( q_1, q_2 \) and \( q_3 \) can be obtained as functions of \( N_e \) and \( x_B \) by taking the limit of equations (140)-(142) when \( x_A \) recedes towards the source of the light ray at infinity, i.e. when \( r_A \to \infty, n_A \to -N_e \) and \( N_{AB} \to N_e \). Using (153), and then taking into account that \( \arccos n_A, n_B \to \pi - \arccos N_e, n_B \) when \( n_A \to -N_e \), the following propositions can be stated.

**Proposition 7** Let \( N_e \) be a unit vector and \( x_B \) a point in \( \mathcal{D}_h \) fulfilling condition (154). The impact parameter of a quasi-Minkowskian light ray emitted at infinity in the direction \( N_e \) and arriving at \( x_B \) is given by expansion (70), where \( r_c \) is expressed by (153) and the coefficients \( q_1, q_2 \) and \( q_3 \) are yielded by (155-157):\(^5\)

\[
q_1(N_e, x_B) = (1 + \gamma) \frac{|N_e \times n_B|}{1 - N_e.n_B},
\]

\[
q_2(N_e, x_B) = \kappa \left[ 1 + N_e.n_B \frac{\pi - \arccos N_e.n_B}{|N_e \times n_B|} \right] - (1 + \gamma)^2 \frac{1 + N_e.n_B}{1 - N_e.n_B},
\]

\[
q_3(N_e, x_B) = \frac{|N_e \times n_B|}{1 - N_e.n_B} \left\{ \kappa_3 (1 + N_e.n_B) + 2(1 + \gamma)^3 \frac{1 + N_e.n_B}{1 - N_e.n_B} \right\}.
\]

\(^5\)Note that equation (114) yielding \( q_2 \) in [14] contains an extra factor \( |N_e \times n_B| \) due to a typographic mistake. See the corrigendum quoted in [14].
Proposition 8  For the ray considered in proposition\textsuperscript{7} the light direction triple at point $x_B$ is determined up to the third order by

$$\hat{L}_r^m(N_e, x_B) = \frac{1 + \gamma}{1 - N_e.n_B} \left[ N_e \left( \frac{N_e \times n_B}{|N_e \times n_B|} \right) \right],$$

(158)

$$\hat{L}_r^2(N_e, x_B) = -\frac{m^2}{r_B^2} \left[ \kappa - \frac{(1 + \gamma)^2}{1 - N_e.n_B} \right] N_e$$

$$+ \frac{m^2}{r_B^2 |N_e \times n_B|} \left\{ \kappa - \frac{1}{1 - N_e.n_B} \left[ \frac{\pi - \arccos N_e.n_B}{|N_e \times n_B|} \right] \right. \right.$$ 

(159)

$$\hat{L}_r^3(N_e, x_B) = -\frac{m^3}{r_B^3} \left\{ \kappa_3 - \frac{(1 + \gamma)\kappa}{1 - N_e.n_B} \left[ 1 + \frac{\pi - \arccos N_e.n_B}{|N_e \times n_B|} \right] \right.$$ 

(160)

$$+ \frac{2(1 + \gamma)^3}{(1 - N_e.n_B)^2} \left\{ \kappa_3 - \frac{1}{1 - N_e.n_B} \left[ 1 + \frac{(2 - N_e.n_B)}{|N_e \times n_B|} \right] \right.$$ 

$$+ 2(1 + \gamma)^3 \frac{1}{(1 - N_e.n_B)^2} \right\} P_e,$$

where $P_e$ is defined as

$$P_e = \left( \frac{N_e \times n_B}{|N_e \times n_B|} \right) \times N_e. \quad (161)$$

Exactly as in the case where the emission point is located at a finite distance from the origin, formula (160) is new, whereas (158) and (159) are equivalent to the expressions of the direction triples up to the second order derived in [5].

11 Enhanced terms in $\mathcal{T}^{(1)}$, $\mathcal{T}^{(2)}$ and $\mathcal{T}^{(3)}$

In the present work, the time transfer function $\mathcal{T}$ is obtained in the form of an asymptotic expansion in power series in $G$ (or $m$) provided that condition (43) is met. However, it is clear that the physical reliability of this expansion requires that inequalities as follow

$$\left| \mathcal{T}^{(n)}(x_A, x_B) \right| \ll \left| \mathcal{T}^{(n-1)}(x_A, x_B) \right|$$

(162)

are satisfied for any $n \geq 1$, with $\mathcal{T}^{(0)}(x_A, x_B)$ being conventionally defined as

$$\mathcal{T}^{(0)}(x_A, x_B) = \frac{1}{c} |x_B - x_A|. \quad (163)$$
The results obtained in the previous section enable us to find the conditions ensuring inequalities (162) for \( n = 1, 2, 3 \). It is clear that the magnitude of the functions given by (52)-(54) may be extremely large when points \( x_A \) and \( x_B \) are located in almost opposite directions. This behaviour corresponds to the ‘enhanced terms’ determined up to \( G^2 \) for the deflection of light in [27] and up to \( G^3 \) for the time transfer function in [13]. Indeed, it is straightforwardly derived from (65) that

\[
\frac{1}{1 + n_A n_B} \sim \frac{2r_A^2 r_B^2}{(r_A + r_B)^2 r_c^2} \quad (163)
\]

when \( 1 + n_A n_B \to 0 \). Using this relation to eliminate \( 1 + n_A n_B \), the following proposition is easily deduced from (52)-(54).

**Proposition 9** When \( x_A \) and \( x_B \) tend to be located in opposite directions (i.e. \( 1 + n_A n_B \to 0 \)), the first three perturbation terms in the time transfer function are enhanced according to the asymptotic expressions

\[
\mathcal{T}_{enh}^{(1)}(x_A, x_B) \sim 2 (1 + \gamma)m c \ln \left( \frac{4r_A r_B}{r_c^2} \right), \quad (164)
\]

\[
\mathcal{T}_{enh}^{(2)}(x_A, x_B) \sim -2 (1 + \gamma)^2 m^2 \frac{r_A r_B}{r_c^2}, \quad (165)
\]

\[
\mathcal{T}_{enh}^{(3)}(x_A, x_B) \sim 4 (1 + \gamma)^3 m^3 \frac{r_A r_B}{c (r_A + r_B)^2} \left( \frac{r_A r_B}{r_c^2} \right)^2. \quad (166)
\]

These expressions confirm the formulae obtained in [13] by a different method. It is worthy noticing that, at least up to \( G^3 \), \( \gamma \) is the only post-Newtonian parameter involved in the enhanced terms. When \( x_A \) and \( x_B \) tend to be located in opposite directions, the asymptotic behavior of each function \( \mathcal{T}_{enh}^{(n)} \) is such that

\[
\left| \mathcal{T}_{enh}^{(n)}(x_A, x_B) \right| \lesssim k_n \frac{2 (1 + \gamma)^n m r_A r_B}{r_c^2 (r_A + r_B)^2} \left| \mathcal{T}_{enh}^{(n-1)}(x_A, x_B) \right| \quad (167)
\]

for \( n = 1, 2, 3 \), with \( k_1 = 2, k_2 = k_3 = 1 \) and \( \mathcal{T}_{enh}^{(0)}(x_A, x_B) \sim r_A + r_B \). For \( n = 3 \), the formula (167) is straightforwardly derived from (165) and (166) (the symbol \( \lesssim \) could be replaced by \( \sim \)). For \( n = 1 \), the formula results from the fact that \( \ln x < x \) for any \( x > 0 \). Lastly, for \( n = 2 \), (167) obviously follows from the fact that \( \ln(4r_A r_B / r_c^2) \to \infty \) when \( 1 + n_A n_B \to 0 \).

It results from (167) that inequalities (162) are satisfied for \( n = 1, 2, 3 \) as long as the zeroth-order distance of closest approach is such that a condition as follows

\[
\frac{2m}{r_A + r_B} \frac{r_A r_B}{r_c^2} \ll 1 \quad (168)
\]

is fulfilled. This inequality coincides with the condition ensuring the validity of the asymptotic expansions obtained in [13]. It may be expected that (168) is sufficient to ensure inequality (162) at any order.
It results from the definition of \( r_c \) that condition (168) is equivalent to
\[
 r_c \gg 2m \frac{\left| x_B - x_A \right|}{r_A + r_B} \frac{1}{|n_A \times n_B|}.
\]
When \( 1 + n_A \cdot n_B \to 0 \), this inequality implies
\[
 r_c \gg m \frac{1}{\sqrt{1 + n_A \cdot n_B}}.
\] (169)
which in turn implies \( r_c \gg m \). This last inequality means that condition (168) is met when inequality (168) is satisfied. The full expressions of \( T^{(1)} \), \( T^{(2)} \) and \( T^{(3)} \) obtained by the procedures developed in the present work can therefore be considered as reliable in a close superior conjunction as long as inequalities (162) hold.

To finish, it is worth noticing that condition (168) applied to a close superior conjunction is equivalent to an inequality as follows
\[
 \pi - \arccos n_A \cdot n_B \gg \sqrt{\frac{2m(r_A + r_B)}{r_A r_B}}
\] (170)
when (65) is taken into account. This last inequality clearly indicates that our procedures cannot be straightforwardly applied to the gravitational lensing configurations.

12 Application to some solar system experiments

Condition (168) is fulfilled in experiments performed with photons exchanged between a spacecraft in the outer solar system and a ground station. Indeed, noting that
\[
 \frac{m r_B}{r_c r_B} < \frac{2m}{r_A + r_B} \frac{r_A r_B}{r^2_c} < \frac{2m r_B}{r_c r_c}
\]
holds if \( r_A > r_B \), replacing \( m \) by half the Schwarzschild radius of the Sun, \( m_\odot \), and then putting \( r_B = 1 \) au, we find that inequalities
\[
 4.56 \times 10^{-4} \times \frac{R_\odot^2}{r_c^2} < \frac{2m_\odot}{r_A + r_B} \frac{r_A r_B}{r^2_c} < 9.12 \times 10^{-4} \times \frac{R_\odot^2}{r_c^2}
\] (171)
hold if \( r_A > r_B \), with \( R_\odot \) denoting the radius of the Sun. We put \( R_\odot = 6.96 \times 10^8 \) m. The other numerical parameters of the Sun used throughout this section are taken from [37].

Formulæ (164)-(166) enable us to discuss the relevance of the terms \( T^{(2)}_{enh} \) and \( T^{(3)}_{enh} \) in a proposed mission like SAGAS, for instance. Indeed, this project plans to measure the parameter \( \gamma \) up to an accuracy reaching \( 10^{-8} \) with light rays travelling between a spacecraft moving in the outer solar system and the

\footnote{Note that the reciprocal is not true.}
Table 1: Numerical values in ps of the main stationary contributions to the light travel time in the solar system for various values of $r_c/R\odot$. In each case, $r_A = 50$ au and $r_B = 1$ au. The parameters $\gamma$ and $\kappa$ are taken as $\gamma = 1$ and $\kappa = 15/4$, respectively. For the numerical estimates of $|T_{S}^{(1)}|$ and $T_{J_{2}}^{(1)}$, the light ray is assumed to propagate in the equatorial plane of the Sun. The dynamical effects due to the planetary perturbations are not taken into account.

| $r_c/R\odot$ | $|T_{S}^{(1)}|$ | $T_{J_{2}}^{(1)}$ | $T_{enh}^{(2)}$ | $\kappa^{(2)}$ | $T_{enh}^{(3)}$ |
|-------------|----------------|-----------------|----------------|--------------|--------------|
| 1           | 10             | 2               | −17616         | 123          | 31.5         |
| 2           | 5              | 0.5             | −4404          | 61.5         | 2            |
| 5           | 2              | 0.08            | −704.6         | 24.6         | 0.05         |

Earth. For $r_A = 50$ au and $r_B = 1$ au, the travel time of a ray passing in close proximity to the Sun (conjunction) is about $2.54 \times 10^4$ s. It follows from (164) that $T^{(1)}_{S}$ is decreasing from 158 $\mu$s to 126 $\mu$s when $r_c$ varies from $R\odot$ to $5R\odot$. As a consequence, reaching an accuracy of $10^{-8}$ on the measurement of $\gamma$ requires to determine the light travel time with an accuracy of 0.7 ps. The numerical values of the respective contributions of $T_{enh}^{(2)}$ and $T_{enh}^{(3)}$ are indicated in table 1. It is clear that the contribution of the enhanced term of order $G^3$ is larger than 2 ps when $r_c < 2R\odot$. The same order of magnitude for $T_{enh}^{(3)}$ may be expected in other proposed missions like ODYSSEY, LATOR or ASTROD.

The above discussion also reveals that an experiment like SAGAS would enable to determine the post-post-Newtonian parameter $\kappa$ with a relative precision amounting to $7 \times 10^{-3}$. In the solar system, indeed, the term proportional to $\kappa$ in (53) yields the asymptotic contribution

$$T_{\kappa}^{(2)}(x_A, x_B) \sim \frac{\kappa \pi m_{\odot}^2}{c r_c}$$

when (163) holds. For a ray grazing the Sun ($r_c = R\odot$), one has $T_{\kappa}^{(2)} \approx 123$ ps if $\kappa = 15/4$. Hence the conclusion.

Before closing this study, it is worthy of note that the first-order contribution $T_{S}^{(1)}$ to the time transfer function due to the gravitomagnetic effect of the solar rotation may be compared with the third-order enhanced term. Indeed, it is easily inferred from equation (62) in [1] that for a ray travelling in the equatorial plane of the Sun

$$|T_{S}^{(1)}(x_A, x_B)| \sim \frac{2(1 + \gamma)G S_{\odot}}{c^4 r_c}$$

when (163) is checked, with $S_{\odot}$ being the angular momentum of the Sun. According to helioseismology, we can take $S_{\odot} \approx 2 \times 10^{41}$ kg m$^2$ s$^{-1}$ (see, e.g., [38]). So, in the case where $r_c = R\odot$, we have $|T_{S}^{(1)}(x_A, x_B)| \approx 10$ ps. Furthermore, the contribution $T_{J_{2}}^{(1)}$ due to the solar quadrupole moment $J_{2\odot}$ must also be considered for rays grazing the Sun. Using equation (24) in [4] for a ray travelling
in the equatorial plane gives

\[
\mathcal{T}_{J_2}(x_A, x_B) \sim \frac{(1 + \gamma)m_\odot}{c} J_{2,\odot} \frac{R^2_\odot}{r_c^2}.
\]  

(174)

Taking \( J_{2,\odot} \approx 2 \times 10^{-7} \) and putting \( r_c = R_\odot \), (174) leads to \( \mathcal{T}_{J_2}^{(1)} \approx 2 \text{ ps} \).

13 Concluding remarks

Two methodologies enabling us to determine the time transfer function up to any given order of approximation in a static, spherically symmetric spacetime have been presented. The corresponding procedures are natively adapted to the case where both the emitter and the receiver of light rays are located at a finite distance from the origin of the spatial coordinates. These procedures lead to identical expressions for the time transfer function up to the order \( G^3 \) (see eqs. (52)-(54)). This coincidence is a new result. The reliability of the expression obtained for \( \mathcal{T}^{(3)} \) in [14] is thus confirmed.

The procedure set out in section 7 presents the advantage of exclusively involving elementary integrations which can be performed with any symbolic computer program, whatever the order of approximation. It is very likely that the procedure applied in section 6 has the same property, even if it is not so easy to prove.

It must be emphasized that the explicit determination of the time transfer function up to the third order does not reduce to a purely mathematical improvement. This determination brings a rigorous proof of the existence of a third-order enhanced contribution to the time transfer function for light rays grazing the Sun. The enhanced term in \( \mathcal{T}^{(3)} \) must be taken into account for determining the post-Newtonian parameter \( \gamma \) at a level of accuracy of \( 10^{-8} \) in solar system experiments. It is worth noticing that for light rays almost grazing the Sun, this enhanced term is larger than the first-order Lense-Thirring effect due to the spinning of the Sun and than the first-order contribution due to the solar mass-quadrupole.

The light direction triples \( \hat{l}_e \) and \( \hat{l}_r \) are now fully calculated up to the third order in \( G \) (see eqs. (146)-(151) for the generic case and (158)-(160) for a light ray emitted at infinity). As a consequence, the frequency shift between two observers could be determined up to the order \( G^3 \) by means of formula (9).

To finish, it may be noted that the calculations of the time transfer function performed here with the second procedure could be easily extended to quasi-Minkowskian light rays propagating in the equatorial plane of an axisymmetric, rotating body having a nonzero mass-quadrupole. This methodology could be of interest for studying the light propagation in a Kerr metric, for example.
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