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OLIVER BRAUNLING, MICHAEL GROECHENIG, AND JESSE WOLFSON

ABSTRACT. We study elementary Tate objects in an exact category. We characterize the category of elementary Tate objects as the smallest sub-category of admissible Ind-Pro objects which contains the categories of admissible Ind-objects and admissible Pro-objects, and which is closed under extensions. We compare Beilinson’s approach to Tate modules to Drinfeld’s. We establish several properties of the Sato Grassmannian of an elementary Tate object in an idempotent complete exact category (e.g. it is a directed poset). We conclude with a brief treatment of $n$-Tate modules and $n$-dimensional adèles.
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1. Introduction

In the article *Residues of Differentials on Curves* [29], J. Tate developed a new understanding of the classical theory of residues. Given a differential \( df \) and \( dq \) on a curve \( X \) defined over a field \( k \), the residue at a point \( x \) can be defined as the trace of a suitable operator assigned to \( f \) and \( g \) acting on the infinite-dimensional vector space \( \tilde{F}_x \cong k_x((t)) \). This unprecedented viewpoint on residues immediately implies the independence of local coordinates and allowed Tate to give an intrinsic proof of the *sum-of-residues theorem*. The work of Parshin [20], Arbarello–de Concini–Kac [1] and Beilinson [3] brought Tate’s techniques to new heights.

A conceptual approach to the infinite-dimensional vector space of formal Laurent series \( k((t)) \) is provided by Lefschetz’s theory of *locally linearly compact vector spaces* [16, Chapter II.6]. A topological vector space \( U \) over a discrete field \( k \) is said to be *discrete* if it has the discrete topology. The topological dual \( U^\vee \) of a discrete vector space is called a *linearly compact vector space*. A *locally linearly compact vector space* \( W \) can be written as an extension of a discrete vector space \( V \)

\[
0 \longrightarrow U^\vee \longrightarrow W \longrightarrow V \longrightarrow 0
\]

by a *linearly compact* vector space \( U^\vee \).

For the example of formal Laurent series one endows \( k((t)) \) with the finest linear topology such that \( t^n \to 0 \) for \( n \to \infty \). The aforementioned extension is induced by the direct sum decomposition \( k((t)) = k[[t]] \oplus k((t))/k[[t]] \).

While the theory of locally linearly compact vector spaces may be sufficient for the purpose of (equal characteristic) algebraic geometry, arithmetic considerations necessitate an analogous treatment of *locally linearly compact* abelian groups. Indeed, the short exact sequence

\[
0 \longrightarrow \mathbb{Z}_p \longrightarrow \mathbb{Q}_p \longrightarrow \mathbb{Q}_p/\mathbb{Z}_p \longrightarrow 0
\]
certainly realizes the \( p \)-adic numbers \( \mathbb{Q}_p \) as an extension of the *compact* abelian group \( \mathbb{Z}_p \) by a discrete group.

Moreover, Parshin and Beilinson’s theory of adèles ([20], [3]) and Drinfeld’s theory of infinite-dimensional vector bundles [10] suggest that the constructions above should be *iterated* and *studied in families*. The first point is important to the study of higher-dimensional varieties. The second point concerns the transition from \( k \)-vector spaces to \( R \)-modules, which allows us to consider various moduli problems.

In this article we develop the theory of elementary Tate objects in an exact category \( C \). We begin by introducing the exact category \( \text{Ind}^a(C) \) of *admissible Ind-objects*, which is constructed from \( C \) by adding certain formal colimits. We also introduce the category \( \text{Pro}^a(C) \) of *admissible Pro-objects*, which is constructed from \( C \) by adding certain formal limits. This allows us to introduce the category \( \text{Ind}^a(\text{Pro}^a(C)) \) of *admissible Ind-Pro objects*, and to define the category \( \text{Tate}^a_l(C) \) of elementary Tate objects as a full sub-category of \( \text{Ind}^a\text{Pro}^a(C) \). Our first main result is the following characterization of \( \text{Tate}^a_l(C) \).
Theorem 1.1. Let \( C \) be an exact category. The category \( \text{Tate}^e(C) \) of elementary Tate objects is the smallest full sub-category of \( \text{Ind}^a(\text{Pro}^a(C)) \) which satisfies:

1. contains the sub-category \( \text{Ind}^a(C) \subset \text{Ind}^a(\text{Pro}^a(C)) \),
2. contains the sub-category \( \text{Pro}^a(C) \subset \text{Ind}^a(\text{Pro}^a(C)) \), and
3. is closed under extensions.

The categories \( \text{Ind}^a(C) \), \( \text{Pro}^a(C) \) and \( \text{Tate}^e(C) \) play a great role in various applications, notably in algebraic K-theory (e.g. [27], [24], [8]), in Drinfeld’s study of infinite-dimensional vector bundles in algebraic geometry [10], in Parshin and Beilinson’s theory of multidimensional adeles of schemes ([20],[3]), in reciprocity laws (e.g. [19],[18],[7]), and in de Rham epsilon factors [5].

This theorem provides a basic tool for producing elementary Tate objects. It also indicates how the theory of elementary Tate objects should be generalized to homological settings. Indeed, there is no difficulty in formulating the analogues of admissible \( \text{Ind} \) and \( \text{Pro} \)-objects for DG-categories and stable \( \infty \)-categories, and we can then take the theorem as the definition of an elementary Tate object. While we do not pursue this here, this theory will allow for applications to the study of perfect complexes and the algebraic K-theory of schemes.

The notion of Tate objects in an arbitrary exact category was introduced by Beilinson [4] and has also been recently studied by Previdi in [21]; if we restrict to countable indexing diagrams, our “elementary Tate objects” coincide with their approach (Proposition 5.16). Moving beyond countable diagrams allows us to treat examples such as the adeles of curves over fields of uncountable cardinality. A related notion of Tate modules has been recently introduced by Drinfeld [10].

We show that for countably generated modules, Drinfeld’s category is the idempotent completion of Beilinson’s, and that for uncountably generated modules, Drinfeld’s category is a full sub-category of the idempotent completion of \( \text{Tate}^e(C) \) (Theorem 5.22). Motivated by this and other examples of algebraic geometry, we study the categories \( \text{Ind}^a_\kappa(C) \), \( \text{Pro}^a_\kappa(C) \), and \( \text{Tate}^e_\kappa(C) \) in light of idempotent completeness; none of these categories inherits idempotent completeness from \( C \) (see Section 3.2.6).

We next consider lattices in an elementary Tate object \( V \). The lattice \( k[[t]] \) in the elementary Tate vector space \( k((t)) \) provides a canonical example. We study the Sato Grassmannian of lattices in an elementary Tate object. Sato and Sato introduced these Grassmannians in their study of integrable hierarchies of differential equations (e.g. [25]). A key feature of the theory is that if \( V \) is an elementary Tate object in \( C \), then the quotient of a lattice by a sub-lattice is an object in \( C \). A second key feature, exploited by Sato and Sato, is that given any two lattices \( L_0 \) and \( L_1 \) in an elementary Tate vector space, there exists a common sub-lattice \( N \) contained in \( L_0 \) and \( L_1 \), and a common enveloping lattice containing them both. We show that the first feature holds in general (Proposition 6.5). Our second main result is the following.

Theorem 1.2. Let \( C \) be an idempotent complete exact category. The poset underlying the Sato Grassmannian \( \text{Gr}(V) \) of an elementary Tate object \( V \) in \( C \) is directed.

The existence of common sub-lattices and common enveloping lattices turns out to be key for applications (e.g. in [8],[7]). Moreover, the assumption of idempotent completeness is not necessary. As an unfortunate consequence of Tate’s mathematical creativity, there are also several other and very different notions of “Tate module”. 

1As an unfortunate consequence of Tate’s mathematical creativity, there are also several other and very different notions of “Tate module”.
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completeness is satisfied in many applications, for instance if $\mathcal{C}$ is the category of vector bundles on a scheme.

Sato Grassmannians for elementary Tate objects in exact categories $\mathcal{C}$ have been studied recently by Previdi [22]. In order to ensure their good behavior, Previdi introduced two properties for exact categories: “partially abelian” and “AIC plus AIC$^{\text{op}}$”. The first notion turns out to be unnecessarily strong and, as was explained to us by T. Bühler, is equivalent to being abelian. The second condition, according to Bühler, is equivalent to Schneider’s notion of “quasi-abelian” [28] and Rump’s “almost abelian” [23].

Unfortunately, many exact categories of interest fail to satisfy “AIC plus AIC$^{\text{op}}$”. A basic example is the category of vector bundles over the real line $\mathbb{R}$: the intersection of the admissible monics

$$
\begin{array}{ccc}
\mathbb{R} \times \mathbb{R} & \longrightarrow & \mathbb{R} \times \mathbb{R}^2 \\
(x, t) & \longmapsto & (x, (t, 0))
\end{array}
$$

and

$$
\begin{array}{ccc}
\mathbb{R} \times \mathbb{R} & \longrightarrow & \mathbb{R} \times \mathbb{R}^2 \\
(x, t) & \longmapsto & (x, (t, xt))
\end{array}
$$

is not a vector bundle.

We replace this condition with idempotent completeness, in part to handle geometric examples such as the above.

We conclude this article with a brief discussion of $n$-Tate objects. As a motivating example, we show that the $n$-dimensional adeles of an $n$-dimensional Noetherian scheme are canonically an $n$-Tate object (for a closely related result, see [17]). The structure of the Sato Grassmannian of the adeles, or more generally of an arbitrary $n$-Tate object, is the subject of continuing investigation.

Outline. In Sections 3 and 4, we develop the basic theory of admissible Ind-objects and admissible Pro-objects. Our treatment closely follows [14, Appendix B], though in considering uncountable cardinalities we need to slightly adapt Keller’s methods. This material should be understood as an elaboration, for exact categories, of the appendix to [2]. In Section 5 we introduce elementary Tate objects and establish Theorem 5.4. Many of the results in this section should be familiar to experts, but we could not find them in the literature except for countable elementary Tate objects, as in [21]. In Section 6 we consider lattices and Sato Grassmannians. In Section 7 we introduce the category of $n$-Tate objects and summarize its properties. We show that the Beilinson–Parshin adeles of an $n$-dimensional Noetherian scheme are $n$-Tate objects. Appendix A repeats a proof due to T. Bühler which shows that the present approach to left $s$-filtering sub-categories is equivalent to Schlichting’s.

Acknowledgements. We are very grateful to T. Bühler for his generous and detailed comments on an earlier draft, and for helpful explanations of several aspects of exact categories. We thank E. Getzler and V. Drinfeld for helpful conversations, B. Keller and M. Morrow for helpful correspondence, and X. Zhu for alerting us to a confusion in an earlier draft. We would also like to thank Tamás Hausel for supporting a visit of the first and the third author to EPF Lausanne, where part
of this work was carried out. It is also a pleasure to thank google for providing the useful hangout-facility, which allowed our work to continue even as the authors resided on different continents.

2. Preliminaries

2.1. Cardinal Arithmetic. We recall the following standard lemma.

Lemma 2.1. Let \( \kappa \) be an infinite cardinal. Let \( K \) be a set of cardinality \( \kappa \). The disjoint union \( \bigsqcup_{n \in \mathbb{N}} K^n \) of all finite tuples of elements of \( K \) has cardinality \( \kappa \). In particular, the disjoint union of all finite subsets of \( K \) has cardinality at most \( \kappa \).

Proof. The proof is a standard induction, using the facts that \(|K \times K| = \kappa\) and \(|K \bigsqcup K| = \kappa\). \( \square \)

2.2. Exact Categories. Exact categories provide a general framework for linear algebra. We refer the reader to B"uhler's survey \[9\] for a full treatment.

Definition 2.2. Let \( C \) be an additive category. A kernel-cokernel pair is a sequence

\[ X \hookrightarrow Y \twoheadrightarrow Z \]

such that \( X \hookrightarrow Y \) is the kernel of \( Y \twoheadrightarrow Z \), and \( Y \twoheadrightarrow Z \) is the cokernel of \( X \hookrightarrow Y \).

An exact category is an additive category \( C \) equipped with a class \( EC \) of kernel-cokernel pairs. An exact sequence is a kernel-cokernel pair in \( EC \). An admissible monic is a map \( X \hookrightarrow Y \) which serves as the kernel in an exact sequence; an admissible epic is \( Y \twoheadrightarrow Z \) is a map which serves as a cokernel in an exact sequence. We require that

(1) for all \( X \in C \), the identity \( 1_X \) is both an admissible monic and an admissible epic,

(2) the class of admissible monics and the class of admissible epics are closed under composition,

(3) the pushout of an admissible monic along an arbitrary morphism exists and is an admissible monic, and the pullback of an admissible epic along an arbitrary morphism exists and is an admissible epic.

A functor \( F: C \rightarrow D \) between exact categories is exact if \( F(EC) \subset ED \). A fully faithful embedding \( F: C \hookrightarrow D \) is fully exact if every exact sequence in \( D \) of the form \( F(X) \hookrightarrow F(Y) \twoheadrightarrow F(Z) \) is the image of an exact sequence in \( C \).

Every additive category \( C \) defines an exact category where the class \( EC \) consists of all split exact sequences. The category \( P^f(R) \) of finitely generated projective modules over a ring \( R \) provides a motivating example. For another source of examples, every abelian category \( C \) defines an exact category in which \( EC \) is the class of all kernel-cokernel pairs.

2.2.1. Idempotent Completeness. We recall two conditions on exact categories: idempotent completeness and weak idempotent completeness. In practice, the former is both more important and better behaved than the latter. The category \( F^f(R) \) of finitely generated free modules over a ring \( R \) provides an example of an exact category which is not idempotent complete. The category \( P^f(R) \) of finitely generated projective \( R \)-modules provides an example of one which is.
Definition 2.3. An exact category $C$ is weakly idempotent complete if every retract has a kernel. Explicitly, we require that any map $r: X \rightarrow Y$ for which there exists a right inverse $s: Y \rightarrow X$ admits a kernel in $C$.

Remark 2.4. This condition is actually self-dual. For any additive category $C$, all retracts have kernels in $C$ if and only if all retracts have kernels in $C^{op}$. See [9, Lemma 7.1].

Definition 2.5. An exact category $C$ is idempotent complete if, for every $p: X \rightarrow X$ such that $p^2 = p$, there exists an isomorphism $X \cong Y \oplus Z$ which takes $p$ to the projection $0 \oplus 1_Z$.

Example 2.6. [9, Exercise 7.11] Let $R = \mathbb{Q} \times \mathbb{Q}$. The category of finitely generated free $R$-modules is weakly idempotent complete, but not idempotent complete.

Definition 2.7. Let $C$ be a category. Define the idempotent completion $C^{ic}$ of $C$ to be the category whose objects are pairs $(X, p)$, with $p: X \rightarrow X$ an idempotent in $C$. Morphisms $(X, p) \rightarrow (Y, q)$ in $C^{ic}$ correspond to morphisms $g: X \rightarrow Y$ in $C$ such that $qgp = g$: composition is induced by composition in $C$.

Example 2.8. Let $F^f(R)$ and $P^f(R)$ denote the categories of finitely generated free and projective $R$-modules. The idempotent completion $F^f(R)^{ic}$ is equivalent to $P^f(R)$.

The assignment $X \mapsto (X, 1)$ defines a fully faithful embedding $C \hookrightarrow C^{ic}$. We do not distinguish between $C$ and its essential image under this embedding.

Proposition 2.9. [9, Proposition 6.10] Let $C$ be an exact category. Let $C^{ic}$ be the idempotent completion of $C$. Define $E(C^{ic})$ to consist of sequences which are direct summands of exact sequences in $C$. Explicitly, a sequence

$$(X_0, p_1) \rightarrow (X_1, p_1) \rightarrow (X_2, p_2)$$

is exact in $C^{ic}$ if there exists a sequence

$$(X'_0, p'_0) \rightarrow (X'_1, p'_1) \rightarrow (X'_2, p'_2)$$

such that, for all $i$, $(X_i, p_i) \oplus (X'_i, p'_i)$ is isomorphic to an object $Y_i$ in $C$, and such that the sequence

$$Y_0 \rightarrow Y_1 \rightarrow Y_2$$

is exact in $C$. The category $C^{ic}$ is an idempotent complete exact category. The embedding $C \hookrightarrow C^{ic}$ is fully exact. This embedding is 2-universal in the category of exact functors $C \rightarrow D$ with $D$ idempotent complete.

2.2.2. Exact, Full Sub-Categories. We recall here three conditions which may hold for exact, full sub-categories $C \subset D$. As explained to us by T. Bühler, if a sub-category satisfies all three of these conditions, then it is “left s-filtering” in the sense of Schlichting [27, Definition 1.5]. Left s-filtering sub-categories play many of the same roles for exact categories as Serre sub-categories play for abelian categories.

Definition 2.10. A full sub-category $C$ of an exact category $D$ is closed under extensions if, for every exact sequence

$$X \hookrightarrow F \rightarrow Z$$

with $X$ and $Z$ in $C$, we have $F \in C$ as well.

\[\text{2This example relies on the difference, for disconnected spaces, between a module being free and it being free on each component.}\]
The following lemma is a simple exercise in the definitions.

**Lemma 2.11.** Let \( D \) be an exact category. Let \( C \subset D \) be closed under extensions. Define a sequence in \( C \) to be exact if it is exact in \( D \). This endows \( C \) with the structure of an exact category.

**Definition 2.12.** An exact, full sub-category \( C \subset D \) is **left special** if, for every admissible epic \( F \to X \) in \( D \) with \( X \in C \), there exists a commutative diagram in \( D \)

\[
\begin{array}{ccc}
Z & \rightarrow & Y \\
\downarrow & & \downarrow \\
G & \rightarrow & F \\
\downarrow & & \downarrow \\
X & \rightarrow & \ \ \ \ \\
\end{array}
\]

in which the top row is an exact sequence in \( C \) and the bottom row is an exact sequence in \( D \). We say \( C \) is **right special** if \( C^{op} \) is left special in \( D^{op} \).

**Remark 2.13.** We adapt the terminology “left special” from Schlichting [27, Definition 1.5]. Right special sub-categories were previously studied by Keller as sub-categories satisfying “Condition C2” [15, Section 12.1].

**Lemma 2.14.** Left special sub-categories are closed under extensions.

**Proof.** Let \( C \subset D \) be a left special sub-category. Let

\[
X \hookrightarrow F \to Z
\]

be an exact sequence in \( D \) with \( X \) and \( Z \) in \( C \). By assumption, there exists a commuting diagram in \( D \)

\[
\begin{array}{ccc}
V & \rightarrow & Y \\
\downarrow & & \downarrow \\
X & \rightarrow & F \\
\downarrow & & \downarrow \\
Z & \rightarrow & \ \ \ \ \\
\end{array}
\]

in which the top row is an exact sequence in \( C \) and the bottom row is an exact sequence in \( D \). Pushing out the admissible monic \( V \hookrightarrow Y \) along the map \( V \to X \), we obtain a second commuting diagram in \( D \)

\[
\begin{array}{ccc}
X & \rightarrow & Y' \\
\downarrow & & \downarrow \\
X & \rightarrow & F \\
\downarrow & & \downarrow \\
Z & \rightarrow & \ \ \ \ \\
\end{array}
\]

in which the top row is an exact sequence in \( C \) and the bottom row is an exact sequence in \( D \). The 5-Lemma [9, Corollary 3.2] implies that the map \( Y' \to F \) is an isomorphism. □

**Definition 2.15.** An exact, full sub-category \( C \subset D \) is **left filtering** if every morphism \( X \to F \) in \( D \), with \( X \in C \), factors through an admissible monic \( X' \hookrightarrow F \).
with $X' \in \mathcal{C}$:

$$
\begin{array}{c}
X \\
\downarrow \\
X'
\end{array}
\xrightarrow{F}
\begin{array}{c}
F
\end{array}
$$

We say $\mathcal{C}$ is right filtering if $\mathcal{C}^{op}$ is left filtering in $\mathcal{D}^{op}$.

**Definition 2.16** (Schlichting [27]). An exact, full sub-category $\mathcal{C} \subset \mathcal{D}$ is left special filtering, or “left s-filtering” for short, if it is left special and left filtering. We say $\mathcal{C}$ is right s-filtering if $\mathcal{C}^{op}$ is left s-filtering in $\mathcal{D}^{op}$.

**Remark 2.17.** We differ slightly from Schlichting in our presentation of left s-filtering. See Appendix A for a proof that the definitions agree.

We record the following elementary observations.

**Lemma 2.18.** Let $\mathcal{C} \subset \mathcal{D} \subset \mathcal{D}'$ be a chain of exact, fully faithful embeddings.

1. If $\mathcal{C}$ is closed under extensions in $\mathcal{D}'$, then $\mathcal{C}$ is closed under extensions in $\mathcal{D}$.
2. If $\mathcal{C}$ is left special in $\mathcal{D}'$, then $\mathcal{C}$ is left special in $\mathcal{D}$.
3. If $\mathcal{C}$ is left special in $\mathcal{D}'$ and left filtering in $\mathcal{D}$, then $\mathcal{C}$ is left s-filtering in $\mathcal{D}$.

The conditions of left filtering and left s-filtering play a role in forming quotient categories. We summarize the key facts, which we learned from Schlichting and B"{u}hler, here.

**Proposition 2.19.** Let $\mathcal{C} \subset \mathcal{D}$ be a full sub-category of an exact category. Denote by $\Sigma_e$ the collection of admissible epics in $\mathcal{D}$ with kernel in $\mathcal{C}$.

1. Then $\Sigma_e$ admits a calculus of left fractions in $\mathcal{D}$ if and only if $\mathcal{C}$ is left filtering and closed under extensions in $\mathcal{D}$.
2. Denote by $\mathcal{D}[\Sigma_e^{-1}]$ the localization of $\mathcal{D}$ at $\Sigma_e$. If $\mathcal{C}$ is left s-filtering in $\mathcal{D}$, then every admissible monic in $\mathcal{D}$ with cokernel in $\mathcal{C}$ is invertible in $\mathcal{D}[\Sigma_e^{-1}]$. In this case, we alternately denote $\mathcal{D}[\Sigma_e^{-1}]$ by $\mathcal{D}/\mathcal{C}$.
3. If $\mathcal{C} \subset \mathcal{D}$ is left s-filtering, then $\mathcal{D}/\mathcal{C}$ has a natural structure of an exact category in which a sequence is exact if and only if it is the image of an exact sequence under the map $\mathcal{D} \longrightarrow \mathcal{D}/\mathcal{C}$.

The first two statements are due to B"{u}hler. Once one knows the statements, the proofs are straightforward; we leave them to the interested reader. The third statement is due to Schlichting; we refer the reader to [27 Proposition 1.16] for the proof.

2.3. **Left Exact Presheaves.**

**Definition 2.20.** Let $\mathcal{C}$ be an exact category. Denote by $\text{Lex}(\mathcal{C})$ the category of left-exact presheaves of abelian groups, i.e. functors $F: \mathcal{C}^{op} \longrightarrow \text{Ab}$ such that if

$$
X \xrightarrow{} Y \xrightarrow{} Z
$$

is a short exact sequence in $\mathcal{C}$, then the sequence of abelian groups

$$
0 \longrightarrow F(Z) \longrightarrow F(Y) \longrightarrow F(X)
$$

is exact.
The category $\text{Lex}(C)$ is familiar in many contexts.

**Lemma 2.21.** Let $R$ be a ring. Denote by $\text{Mod}(R)$ the category of (left) $R$-modules. The assignment

$$M \mapsto \text{hom}_R(-, M)$$

defines an equivalence of categories

$$\text{Mod}(R) \xrightarrow{\sim} \text{Lex}(P^f(R))$$

**Proof.** The inverse equivalence can be described as follows. Let $F$ be a left-exact presheaf of abelian groups. Denote by $P^f(R) \downarrow F$ the category whose objects are morphisms of left exact presheaves $N \to F$ where $N$ is a finitely generated projective left $R$-module. Morphisms of $P^f(R) \downarrow F$ are commuting triangles over $F$. The inverse equivalence $\text{Lex}(P^f(R)) \to \text{Mod}(R)$ is given on objects by

$$F \mapsto \colim_{P^f(R) \downarrow F} N$$

where the colimit is formed in the category of $R$-modules. Because finitely generated projective modules are in fact finitely presented, we can conclude that the above functor is a left and a right inverse. $\square$

Similarly, we have the following.

**Lemma 2.22.** Let $X$ be a Noetherian scheme, and denote by $\text{Coh}(X)$ and $\text{QCoh}(X)$ the categories of coherent and quasi-coherent sheaves on $X$. Then $\text{QCoh}(X) \simeq \text{Lex}(\text{Coh}(X))$.

These examples anticipate two other characterizations of $\text{Lex}(C)$:

1. Keller [14, Appendix A], following Freyd and Quillen, exhibits $\text{Lex}(C)$ as a localization, with respect to a Serre sub-category, of the category $\text{Ab}^{\text{co}}$ of presheaves of abelian groups on $C$. Define a presheaf $F$ of abelian groups to be *effaceable* if, for every $Y \in C$ and every section

$$Y \longrightarrow F$$

there exists an admissible epic in $C$, as in the figure below, whose target is $Y$ and such that the restriction of the section along this epic is 0.

$$\begin{array}{ccc}
X & \xrightarrow{0} & F \\
\downarrow & \searrow & \\
Y \downarrow & & \\
\end{array}$$

Effaceable presheaves form a Serre sub-category of $\text{Ab}^{\text{co}}$, and $\text{Lex}(C)$ is the associated Serre quotient. This exhibits $\text{Lex}(C)$ as an abelian category.

2. Thomason and Trobaugh [30, Appendix A], following Laumon and Gabriel, observe that the admissible epics in $C$ define a pre-topology. They exhibit $\text{Lex}(C)$ as the category of sheaves of abelian groups with respect to this topology. This shows that the inclusion of $\text{Lex}(C)$ into $\text{Ab}^{\text{co}}$ preserves and reflects limits, and that the localization

$$\text{Ab}^{\text{co}} \longrightarrow \text{Lex}(C)$$

3. See also [9, Appendix A].
preserves finite limits.

**Proposition 2.23.** Every exact category \( C \) is left special in \( \text{Lex}(C) \).

**Proof.** Let \( F \twoheadrightarrow Z \) be an epic in \( \text{Lex}(C) \) with \( Z \in C \). The cokernel, in \( \text{Ab}^{\text{op}} \), of this map is an effaceable presheaf\(^4\) so there exists an admissible epic \( Y \twoheadrightarrow Z \) in \( C \) fitting into a commuting triangle

\[
\begin{array}{ccc}
F & \rightarrow & Z \\
\nearrow & & \downarrow \\
Y & \rightarrow & Z
\end{array}
\]

Taking the kernels of the maps to \( Z \), we obtain the desired commuting diagram

\[
\begin{array}{ccc}
X & \rightarrow & Y & \rightarrow & Z \\
\downarrow & & \downarrow & & \downarrow \\
G & \rightarrow & F & \rightarrow & Z
\end{array}
\]

\( \square \)

**Remark 2.24.** In general, \( C \) is very far from being left filtering in \( \text{Lex}(C) \). As a basic example, consider the category \( \text{F}f(Z) \) of finitely generated free abelian groups. The category \( \text{Lex}(\text{F}f(Z)) \) is equivalent to the category of abelian groups. The map \( Z \rightarrow Z/2 \) does not factor through a monic from a free abelian group.

The proof of Lemma 2.21 contains a basic construction we will use again.

**Definition 2.25.** Let \( C \) be an exact category, and let \( F \) be a left exact presheaf. Define the *category of elements* \( C \downarrow F \) of \( F \) as follows.

1. Objects are maps \( X \rightarrow F \) in \( \text{Lex}(C) \) from an object \( X \in C \) to \( F \).
2. A morphism from \( X \rightarrow F \) to \( Y \rightarrow F \) is a commuting triangle

\[
\begin{array}{ccc}
X & \rightarrow & Y \\
\downarrow & & \nearrow \\
F & \rightarrow & Y
\end{array}
\]

The following is a standard fact about categories of elements (e.g. see [6, Theorem 2.15.6]).

**Lemma 2.26.** Let \( F \) be a left exact presheaf on \( C \). The canonical map

\[
\text{colim}_{C \downarrow F} X \rightarrow F
\]

is an isomorphism, where the colimit is taken in \( \text{Lex}(C) \).

---

\(^4\)If we wished to use Thomason’s description of \( \text{Lex}(C) \), the existence of this triangle follows from the observation that the map \( F \twoheadrightarrow Z \) is an epimorphism of sheaves. Therefore there exists a cover \( Z' \rightarrow Z \), i.e. an admissible epic, which factors through the map from \( F \).
3. Admissible Ind-Objects

In this section, we develop the properties of admissible Ind-objects in an exact category $\mathcal{C}$. Admissible Ind-objects sit in relation to objects of $\mathcal{C}$ as the $R$-module $R[t]$ sits in relation to finitely generated free $R$-modules. More generally, the results of this section should be viewed as an elaboration, in the setting of exact categories, of the dual to Artin–Mazur [2, Appendix 2].

3.1. The Category of Admissible Ind-Objects.

Definition 3.1. Let $I$ and $J$ be directed posets. A functor $\varphi : I \to J$ is final if for every $j \in J$, there exists $i \in I$ with $j \leq \varphi(i)$.

Definition 3.2. Let $\mathcal{C}$ be an exact category. Let $\kappa$ be a infinite cardinal. An admissible Ind-diagram of size at most $\kappa$ is a functor

$$ I \xrightarrow{X} \mathcal{C} $$

such that $I$ is a directed poset of cardinality at most $\kappa$, and such that $X$ takes any arrow in $I$ to an admissible monic in $\mathcal{C}$. Morphisms of admissible Ind-diagrams are 2-commuting triangles

$$ I \xrightarrow{\varphi} J \xleftarrow{\alpha} \mathcal{C} $$

Denote the category of admissible Ind-diagrams of cardinality at most $\kappa$ by $\text{Dir}^\kappa(\mathcal{C})$.

An admissible Ind-diagram defines a left-exact presheaf by the assignment

$$ Y \longmapsto \operatorname{colim}_I \operatorname{hom}_\mathcal{C}(Y, X_i). $$

This extends to a functor

$$ (3.1) \quad \text{Dir}^\kappa(\mathcal{C}) \xrightarrow{\operatorname{Lex}(\mathcal{C}).} $$

Definition 3.3. Define the category $\text{Ind}^\kappa(\mathcal{C})$ of admissible Ind-objects in $\mathcal{C}$ of size at most $\kappa$ to be the full sub-category of $\text{Lex}(\mathcal{C})$ consisting of objects in the essential image of 3.1.

We can also omit the cardinality bound $\kappa$.

Definition 3.4. Denote by $\text{Dir}^\kappa(\mathcal{C})$ the (large) category of admissible Ind-diagrams of arbitrary cardinality. Denote by $\text{Ind}^\kappa(\mathcal{C})$ the full sub-category of $\text{Lex}(\mathcal{C})$ consisting of objects in the essential image of $\text{Dir}^\kappa(\mathcal{C})$.

Remark 3.5. Countable admissible Ind-objects have been studied for some time, for instance in [14, Appendix A], or [27]. In Section 3.2.5, we show that for $\kappa = \aleph_0$, the category $\text{Ind}^\aleph_0(\mathcal{C})$ recovers Keller's treatment (Proposition 3.17). By allowing for uncountable admissible Ind-objects, we can treat examples such as the category of projective modules over a ring in terms of admissible Ind-objects (see Section 3.3).

\footnote{For definiteness, the $R$-module $R[t]$ is the direct sum $\bigoplus_{n \in \mathbb{N}} R$.}
If $X : I \longrightarrow C$ and $Y : J \longrightarrow C$ are admissible Ind-diagrams in $C$, then the definition ensures that

$$\text{hom}_{\text{Ind}^\kappa(C)}(\hat{X}, \hat{Y}) \cong \lim_{\prod} \text{colim}_{\eta} \text{hom}_{C}(X_i, Y_j)$$

In particular, we see that, for any map $f : X \longrightarrow \hat{Y}$ in $\text{Ind}^\kappa(C)$ with $X \in C$, and for any admissible diagram $Y : J \longrightarrow C$ representing an $\hat{Y}$, there exists $j \in J$ such that $f$ factors through some $Y_j \hookrightarrow \hat{Y}$. This is a key property in what follows, and part of the general phenomenon that objects of $C$ are finitely presentable in $\text{Lex}(C)$.

**Remark 3.6.** We could define an admissible Ind-diagram to be a map $X : I \longrightarrow C$ such that $I$ is a filtering category, rather than a directed poset. However, this would give an equivalent notion of admissible Ind-object. Indeed, the image of such a diagram $X$ is a directed poset because the maps $X_i \rightarrow X_j$ are all monic.

**Theorem 3.7.** For any infinite cardinal $\kappa$, the category $\text{Ind}^\kappa(C)$ is closed under extensions in $\text{Lex}(C)$. In particular, $\text{Ind}^\kappa(C)$ admits a canonical structure of an exact category. Further, if $C$ is weakly idempotent complete, then $\text{Ind}^\kappa(C)$ is left special in $\text{Lex}(C)$. The same is true for $\text{Ind}(C)$.

The following lemma contains the core of the proof of the theorem.

**Lemma 3.8.** Let $F \twoheadrightarrow \hat{Z}$ be an epic in $\text{Lex}(C)$ with $\hat{Z} \in \text{Ind}^\kappa(C)$. For any $Z : I \longrightarrow C$ in $\text{Dir}^\kappa(C)$ representing $\hat{Z}$, there exists a morphism in $\text{Dir}^\kappa(C)$

\[
\begin{array}{ccc}
K & \xrightarrow{\varphi} & J \\
\downarrow Y & \alpha & \downarrow Z \\
C & \xrightarrow{\beta} & Z
\end{array}
\]

such that:

1. the map $\varphi$ is final,
2. for all $k \in K$, the map $\alpha_k : Y_k \longrightarrow Z_{\varphi(k)}$ is an admissible epic, and
3. the induced map $\hat{Y} \rightarrow \hat{Z}$ factors through the map $F \rightarrow \hat{Z}$ as in

\[
\begin{array}{ccc}
\hat{Y} & \xrightarrow{\varphi} & \hat{Z} \\
\downarrow F & \beta & \downarrow \hat{Z}
\end{array}
\]

We also need the following minor restatement of the duals of [2, Proposition A.3.1] and [2] Corollary A.3.2.\(^6\)

**Lemma 3.9 (Straightening Morphisms).** Let $X : I \longrightarrow C$ and $Y : J \longrightarrow C$ be diagrams in $C$ where $I$ and $J$ are directed posets of cardinality at most $\kappa$, and where, for all $i \leq i'$ in $I$ and $j \leq j'$ in $J$, the maps $X_i \longrightarrow X_{i'}$ and $Y_j \longrightarrow Y_{j'}$ are (not necessarily admissible) monics. Denote by $\hat{X}$ and $\hat{Y}$ the colimits of these diagrams in $\text{Lex}(C)$. Given a map $f : \hat{X} \rightarrow \hat{Y}$, define $I \subseteq J$ to be the category whose objects are triples

\(^6\)The only difference, besides notation, is that our assumption that all maps in the diagrams are monic allows us to replace “$U$-small” by a definite cardinality bound on the size of $I \subseteq J$.
(i, j, α_{ij}) where i ∈ I, j ∈ J and α_{ij} is a morphism which fits into a commuting square (in \text{Lex}(C))

\[
\begin{array}{c}
X_i \\
\downarrow \downarrow \downarrow \downarrow
\end{array}
\]

(3.2)

Then I ↓ C J is a directed poset of cardinality at most κ.

Further, define \(\varphi: I \downarrow_c J \longrightarrow I\) and \(\psi: I \downarrow_c J \longrightarrow J\) to be the projections in the I and J factors. Both \(\varphi\) and \(\psi\) are final, and they give rise to a span in \(\text{Dir}_a^\kappa(C)\)

\[
\begin{array}{c}
\text{I} \quad \varphi \\
\downarrow
\end{array}
\begin{array}{c}
\text{I} \downarrow_c J \quad \psi
\end{array}
\begin{array}{c}
\text{C}
\end{array}
\]

in which the triangle on the left strictly commutes, and the component of \(\alpha\) at (i, j, α_{ij}) is given by α_{ij}.

In particular, any map of admissible Ind-objects can be straightened to a map of admissible Ind-diagrams.

**Proof of Theorem 3.7.** We use the lemmas to show that \(\text{Ind}_a^\kappa(C) \subset \text{Lex}(C)\) is closed under extensions. If \(C\) is weakly idempotent complete, our argument will also show that \(\text{Ind}_a^\kappa(C)\) is left special in \(\text{Lex}(C)\).

Let \(\hat{X} \hookrightarrow F \twoheadrightarrow \hat{Z}\) be a short exact sequence in \(\text{Lex}(C)\) where \(\hat{X}\) and \(\hat{Z}\) are in \(\text{Ind}_a^\kappa(C)\). Let \(X: I \longrightarrow C\) and \(Z: J \longrightarrow C\) be admissible Ind-diagrams of cardinality at most \(\kappa\) representing \(\hat{X}\) and \(\hat{Z}\). Lemma 3.8 guarantees the existence of a map of admissible Ind-diagrams of cardinality at most \(\kappa\)

\[
\begin{array}{c}
K \quad \varphi
\end{array}
\begin{array}{c}
\downarrow \downarrow \downarrow \downarrow
\end{array}
\begin{array}{c}
J
\end{array}
\begin{array}{c}
Y
\end{array}
\begin{array}{c}
\Rightarrow
\end{array}
\begin{array}{c}
Z
\end{array}
\begin{array}{c}
\Rightarrow
\end{array}
\begin{array}{c}
C
\end{array}
\]

such that all of the components of \(\alpha\) are admissible epics and such that the induced map \(\hat{Y} \hookrightarrow \hat{Z}\) factors through the map \(F \twoheadrightarrow \hat{Z}\). Define a directed diagram

\[
\begin{array}{c}
K \quad X'
\end{array}
\begin{array}{c}
\downarrow \downarrow \downarrow \downarrow
\end{array}
\begin{array}{c}
C
\end{array}
\begin{array}{c}
k \quad \hookrightarrow \quad \ker(\alpha_k)
\end{array}
\]

The maps in this diagram are the monics induced by the universal property of kernels.\(^7\) This diagram fits into an exact sequence with the admissible Ind-diagrams

\(^7\)Note that, while the maps in this diagram are monics, we do not claim that they are admissible monics; in general, this is only the case under the additional assumption that \(C\) is weakly idempotent complete.
where the map $K \to J$ is final, the components of $\alpha$ are admissible epics, and the components of $\beta$ are admissible monics. Taking the colimit of these diagrams in $\text{Lex}(C)$, we obtain a commuting diagram with exact rows

Note that the map from $\hat{X}'$ to $\hat{X}$ is induced by the universal property of kernels. Using Lemma 3.9, we straighten this map to a span

and define

A map $(k, i, \gamma_{ki}) \to (\ell, j, \eta_{\ell j})$ induces a map $Y_{(k, i, \gamma_{ki})} \to Y_{(\ell, j, \eta_{\ell j})}$ by the universal property of pushouts.

The diagram $Y$ is admissible. Indeed, for each arrow $(k, i, \gamma_{ki}) \to (\ell, j, \eta_{\ell j})$ in $K \downarrow_C I$, we have a diagram with exact rows

The left and right vertical arrows are admissible monics. Therefore the middle vertical arrow is an admissible monic as well [9, Corollary 3.2].

Passing back to the associated admissible Ind-objects, we obtain a commuting diagram in $\text{Lex}(C)$ with exact rows
The 5-Lemma shows that the map from $\hat{Y}$ to $F$ is an isomorphism. We conclude that $\text{Ind}_a^\kappa(C)$ is closed under extensions in $\text{Lex}(C)$, and is therefore a fully exact sub-category.

If $C$ is weakly idempotent complete, let

$$G \hookrightarrow F \twoheadrightarrow \hat{Z}$$

be a short exact sequence in $\text{Lex}(C)$ with $\hat{Z} \in \text{Ind}_a^\kappa(C)$. The construction above above yields a commuting diagram with exact rows

$$
\begin{array}{ccc}
\hat{X}' & \rightarrow & \hat{Y}' \\
\downarrow & & \downarrow \\
G & \rightarrow & F \\
\downarrow & & \downarrow \\
\hat{Z} & \rightarrow & \hat{Z}
\end{array}
$$

Because $C$ is weakly idempotent complete, the maps in the diagram $X': K \rightarrow C$ are all admissible monics. We conclude that $\hat{X}' \in \text{Ind}_a^\kappa(C)$, and that $\text{Ind}_a^\kappa(C)$ is left special in $\text{Lex}(C)$. □

**Proof of Lemma 3.8.** Our argument follows Keller [14, Appendix B]. The only change is that, in considering $\kappa > \aleph_0$, we need to work with directed posets rather than only linear orders. Let

$$F \twoheadrightarrow \hat{Z}$$

be an epic in $\text{Lex}(C)$ with $\hat{Z} \in \text{Ind}_a^\kappa(C)$. Let $Z: J \rightarrow C$ be an admissible Ind-diagram representing $\hat{Z}$. For all $j \in J$, we can pull back $F$ along the map $Z_j \hookrightarrow \hat{Z}$. Denote the resulting epic by $F_j \twoheadrightarrow Z_j$. The category $C$ is left special in $\text{Lex}(C)$, so there exists an admissible epic $Y_j \twoheadrightarrow Z_j$ in $C$ such that we have a triangle

$$
\begin{array}{ccc}
Y_j & \rightarrow & Z_j \\
\downarrow & & \downarrow \\
F_j & \rightarrow & \hat{Z}
\end{array}
$$

We use these triangles to construct an admissible Ind-diagram

$$K \rightarrow C$$

with the desired properties.

Let $K$ be the category whose objects are finite directed sub-posets $J_a \subset J$. Morphisms in $K$ are inclusions of sub-diagrams. We first observe that $|K| \leq \prod_{n \in \mathbb{N}} |J|^n \leq \kappa$.

We now show that $K$ is directed. Because $J$ is directed, for any finite collection $\{J_i\}_{i=0}^n$ of objects of $J$, there exists $j \in J$ such that $j_i \leq j$ for $i = 0, \ldots, n$. Given any two objects $J_{a_0}, J_{a_1} \in K$, their union in $J$ consists of a finite collection of objects of $J$. Taking an upper bound on this diagram, we obtain a finite directed sub-poset of $J$ which contains both $J_{a_0}$ and $J_{a_1}$.

The assignment

$$J_a \rightarrow \text{max } J_a$$

defines a final map from $K$ to $J$. 

Define an admissible Ind-diagram by

\[
K \xrightarrow{Y} \mathcal{C} \\
J_a \xrightarrow{\bigoplus_{j \in J_a} Y_j}
\]

Morphisms are given by inclusions of summands.

Define a natural transformation

\[
K \xrightarrow{C} J \xrightarrow{\alpha} Z
\]

by defining the restriction of the component \(\alpha_{J_a}\) to the \(Y_j\)-summand of \(Y_{J_a}\) to be the composite

\[
Y_j \xrightarrow{} Z_j \xrightarrow{} \cdots \xrightarrow{} Z_{\max J_a}.
\]

The \(\alpha_{J_a}\) are admissible epics for all \(J_a \in K\). Indeed, consider the shear map

\[
\bigoplus_{j \in J_a} Y_j \xrightarrow{\sigma} \bigoplus_{j \in J_a} Y_j.
\]

i.e. the map whose restriction to the \(Y_j\) summand is given by

\[
\sum_{j' \geq j} (Y_j \xrightarrow{} Y_{j'})
\]

The shear map is an isomorphism, because \(|J_a|\) is finite. It factors \(\alpha_{J_a}\) as

\[
\bigoplus_{j \in J_a} Y_j \xrightarrow{\sigma} \bigoplus_{j \in J_a} Z_j \xrightarrow{\sigma} \bigoplus_{j \in J_a} Z_j \xrightarrow{} Z_{\max J_a}.
\]

We now define a co-cone on the diagram \(Y\) with co-cone point \(F\). For \(J_a \in K\), the restriction of the map \(Y_{J_a} \xrightarrow{} F\) to the \(Y_j\) summand is given by the composite

\[
Y_j \xrightarrow{} F_j \xrightarrow{} \cdots \xrightarrow{} F_{\max J_a} \xrightarrow{} F.
\]

By the universal property of colimits, this determines a unique map \(\widehat{Y} \xrightarrow{} F\) fitting into the desired commuting triangle. \(\square\)

3.2. Properties of Admissible Ind-Objects.

3.2.1. \(\mathcal{C}\) as an Exact, Full Sub-Category of \(\text{Ind}^\kappa_a(\mathcal{C})\).

**Proposition 3.10.** The category \(\mathcal{C}\) is left s-filtering in \(\text{Ind}^\kappa_a(\mathcal{C})\).

In Proposition 2.23, we showed that \(\mathcal{C}\) is left special in \(\text{Lex}(\mathcal{C})\). To prove the proposition, it suffices to show that \(\mathcal{C}\) is left filtering in \(\text{Ind}^\kappa_a(\mathcal{C})\). This is a consequence of the following.

**Lemma 3.11.** Let \(X: I \rightarrow \mathcal{C}\) be an admissible Ind-diagram. Then for any \(i \in I\), the map \(X_i \xrightarrow{} \widehat{X}\) is an admissible monic in \(\text{Ind}^\kappa_a(\mathcal{C})\).

**Proof.** Denote by \(I_i \subset I\) the sub-poset consisting of all \(j \in I\) such that \(i \leq j\). The inclusion \(I_i \hookrightarrow I\) is final. The diagram

\[
I_i \xrightarrow{X/X_i} \mathcal{C} \\
j \mapsto X_j/X_i
\]
is admissible, because admissible monics push out. It fits into a sequence of admissible Ind-diagrams

\[
\begin{array}{ccc}
I_i & \longrightarrow & I_i \\
\downarrow^\alpha & \swarrow & \searrow_{\beta} \\
X_i & \rightarrow & X/X_i
\end{array}
\]

This sequence defines an exact sequence of admissible Ind-objects, whose first map is the canonical map \(X_i \rightarrow \hat{Y}\).

Proof of Proposition 3.10. Let \(f: X \longrightarrow \hat{Y}\) be a morphism in \(\text{Ind}_a^\kappa(C)\) with \(X \in C\). For any diagram \(Y: J \rightarrow C\) presenting \(\hat{Y}\), there exists \(j \in J\) such that \(f\) factors through the map \(Y_j \rightarrow \hat{Y}\). This map is an admissible monic by the previous lemma. We conclude that \(C\) is left filtering, and thus left s-filtering, in \(\text{Ind}_a^\kappa(C)\).

3.2.2. Exact Sequences of Admissible Ind-Objects.

Proposition 3.12. The categories \(\text{Ind}_a^\kappa(\mathcal{E}C)\) and \(\mathcal{E}\text{Ind}_a^\kappa(C)\) are canonically equivalent.

Proof. The category \(\mathcal{E}C\) has a canonical exact structure \([12]\) in which admissible monics (epics) are maps of exact sequences which are admissible monics (epics) at each term in the sequence.

An admissible Ind-diagram in \(\mathcal{E}C\) consists of a pair of maps of admissible Ind-diagrams in \(\mathcal{C}\)

\[
\begin{array}{ccc}
I & \longrightarrow & I \\
\downarrow^\alpha & \swarrow & \searrow_{\beta} \\
X & \rightarrow & Y \\
\downarrow & \swarrow & \searrow \\
C & \rightarrow & Z
\end{array}
\]

where the components of \(\alpha\) are admissible monics, and those of \(\beta\) are admissible epics.

Because directed colimits in \(\text{Lex}(\mathcal{C})\) preserve kernels and cokernels, an admissible Ind-diagram of exact sequences in \(\mathcal{C}\) canonically defines an exact sequence of admissible Ind-objects. This extends to a faithful functor

\[
\text{Ind}_a^\kappa(\mathcal{E}C) \longrightarrow \mathcal{E}\text{Ind}_a^\kappa(C)
\]

The construction in the proof of Theorem 3.7 implies that this functor is essentially surjective: every short exact sequence of admissible Ind-objects arises as the colimit of a directed diagram of short exact sequences in \(\mathcal{C}\).

It remains to show that the functor \((3.3)\) is full. Let

\[
\begin{array}{ccc}
\hat{X}_0 & \longrightarrow & \hat{Y}_0 \\
\downarrow^{g_X} & \downarrow^{g_Y} & \downarrow^{g_Z} \\
\hat{X}_1 & \longrightarrow & \hat{Y}_1 \\
\end{array}
\]

(3.4)
be a morphism in $E \Ind_{\mathcal{E}}(C)$. Let

$$
\begin{array}{ccc}
I & \xrightarrow{\alpha_1} & I \\
\downarrow{X_1} & & \downarrow{Y_1} \\
C & & Z_1 \\
\downarrow{Y_1} & & \downarrow{Z_1} \\
\end{array}
$$

be an admissible Ind-diagram of exact sequences representing the bottom row of 3.4. Straightening (Lemma 3.9) allows us to represent the map $g_Z$ as a 2-commuting triangle

$$
\begin{array}{ccc}
J & \xrightarrow{\gamma_Z} & I \\
\downarrow{Z_0} & & \downarrow{Z_1} \\
C & & \\
\end{array}
$$

We can represent the admissible epic $\hat{Y}_0 \rightarrow \hat{Z}_0$ as a 2-commuting triangle

$$
\begin{array}{ccc}
K & \xrightarrow{\beta_0'} & J \\
\downarrow{Y_0'} & & \downarrow{Z_0} \\
C & & \\
\end{array}
$$

where the map $K \rightarrow J$ is final.

We straighten $g_Y$ to a 2-commuting triangle

$$
\begin{array}{ccc}
L & \xrightarrow{\phi} & I \\
\downarrow{Y_0'} & & \downarrow{Y_1} \\
C & & \\
\end{array}
$$

The straightening construction also produces a final map $\psi': L \rightarrow K$. Denote by $\psi$ the composite $L \xrightarrow{\psi'} K \xrightarrow{\psi} J$. The 2-commuting triangle above embeds in a 2-commuting pyramid

$$
\begin{array}{ccc}
L & \xrightarrow{\beta_0' \psi'} & L \\
\downarrow{Y_0'} & & \downarrow{Z_0 \psi} \\
C & & \\
\downarrow{Y_1} & & \downarrow{Z_1} \\
\downarrow{Y_1} & & \downarrow{Z_1} \\
\end{array}
$$
Indeed, for every $l \in L$, we have a pair of commuting squares of admissible Ind-objects

$$
\begin{array}{ccc}
Y'_0,l & \xrightarrow{\gamma_{Z,\psi(t)} \circ \beta'_0,\psi'(t)} & Z_1,\varphi(t) \\
\downarrow & & \downarrow \\
\hat{Y}_0 & \xrightarrow{\beta_{1,\varphi(t)} \circ \gamma_{Y,\ell}} & \hat{Z}_1 \\
\end{array}
$$

Because the map $Z_{1,\varphi(t)} \rightarrow \hat{Z}_1$ is monic, we see that $\gamma_{Z,\psi(t)} \circ \beta'_0,\psi'(t) = \beta_{1,\varphi(t)} \circ \gamma_{Y,\ell}$.

The components of the natural transformation $\beta_0,\psi'$ are admissible epics. Define a directed diagram

$$
\begin{array}{ccc}
L & \xrightarrow{X'_0} & C \\
\downarrow & & \downarrow \\
l & \xrightarrow{\ker(\beta_0,\psi'(t))} & \\
\end{array}
$$

Denote by $\hat{X}'_0$ the colimit of this diagram in $\text{Lex}(C)$. The universal property of kernels induces a canonical isomorphism

$$
\hat{X}'_0 \xrightarrow{\sim} \hat{X}_0
$$

As in the proof of Theorem 3.7, $X'$ may not be an admissible Ind-diagram. Nevertheless, let

$$
\begin{array}{ccc}
M & \xrightarrow{\xi} & I \\
\downarrow & & \downarrow \\
X_0 & \xrightarrow{\gamma_X} & X_1 \\
\downarrow & & \downarrow \\
C & \xrightarrow{\alpha_0} & \\
\end{array}
$$

be a 2-commuting triangle representing the map $g_X$. The isomorphism (3.5) lifts to a span of directed diagrams

$$
\begin{array}{ccc}
L & \xleftarrow{\lambda} & N & \xrightarrow{\mu} & M \\
\downarrow & & \downarrow & & \downarrow \\
X'_0 & \xrightarrow{\beta_0} & X_0 \\
\downarrow & & \downarrow & & \downarrow \\
C & \xrightarrow{\alpha_0} & \\
\end{array}
$$

where the maps $\lambda$ and $\mu$ are final. We define a directed diagram

$$
\begin{array}{ccc}
N & \xrightarrow{Y_0} & C \\
\downarrow & & \downarrow \\
n & \xrightarrow{X_0,\mu(n)} \cup X'_0,\lambda(n) & \xrightarrow{Y'_0,\lambda(n)} \\
\end{array}
$$

Denote by $\beta_0$ the natural transformation $\beta'_0,\psi\lambda$. The diagram $Y_0$ fits into a 2-commuting triangle

$$
\begin{array}{ccc}
N & \xrightarrow{Y'_0} & N & \xrightarrow{\beta_0} & Z_0,\psi\lambda \\
\downarrow & & \downarrow & & \downarrow \\
X_0,\mu & \xrightarrow{\alpha_0} & Y_0 & \xrightarrow{\beta_0} & Z_0,\psi\lambda \\
\downarrow & & \downarrow & & \downarrow \\
C & \xrightarrow{\alpha_0} & \\
\end{array}
$$

(3.6)
in which the components of $\alpha_0$ are admissible monics and the components of $\beta_0$ are admissible epics. The diagram $Y_0$ is an admissible Ind-diagram because $X_0$ and $Z_0$ are, just as at the end of the proof of Theorem 3.7. It is of cardinality at most $\kappa$ by construction.

The 2-commuting triangle 3.6 fits into 2-commuting diagram

This 2-commuting diagram represents the map of exact sequences of admissible Ind-objects 3.4. □

**Remark 3.13.** If the category $\mathcal{C}$ is weakly idempotent complete, we can define an inverse equivalence to 3.3 as follows. Let $\delta$ be an exact sequence of admissible Ind-objects.

Denote by $W \subset \text{Dir}^a_\kappa(\mathcal{C})$ the sub-category consisting of all morphisms of admissible Ind-diagrams given by strictly commuting triangles

\[ I \xleftarrow{\varphi} J \]

where the top row is an exact sequence in $\mathcal{C}$. Morphisms in $\mathcal{E}C \downarrow^a \delta$ correspond to morphisms of short exact sequences over $\delta$ which are admissible monics. Using that $\mathcal{C}$ is weakly idempotent complete, we can show that the category $\mathcal{E}C \downarrow^a \delta$ is a directed poset and that $\delta$ is the colimit of the canonical functor from $\mathcal{E}C \downarrow^a \delta$ to $\mathcal{E}(\text{Lex}(\mathcal{C}))$. The inverse equivalence to 3.3 is given by

\[ \mathcal{E}\text{Ind}^a_\kappa(\mathcal{C}) \xrightarrow{\text{Dir}^a_\kappa(\mathcal{C})} \xrightarrow{\text{Ind}^a_\kappa(\mathcal{E}C)} \mathcal{E}C \downarrow^a \delta \]

**3.2.3. Admissible Ind-Objects as a Localization.**

**Proposition 3.14** (See also [21]). Denote by $W \subset \text{Dir}^a_\kappa(\mathcal{C})$ the sub-category consisting of all morphisms of admissible Ind-diagrams given by strictly commuting triangles

\[ I \xleftarrow{\varphi} J \]

\[ X \xrightarrow{\alpha} Y \]

\[ C \]
in which the map $\varphi$ is final. The functor $\bigl(\bigl(-\bigr)\bigr): \text{Dir}_{a}^{\alpha}(C) \rightarrow \text{Ind}_{a}^{\alpha}(C)$ takes morphisms in $W$ to isomorphisms of admissible Ind-objects. The induced functor

$$\text{Dir}_{a}^{\alpha}(C)[W^{-1}] \rightarrow \text{Ind}_{a}^{\alpha}(C)$$

is an equivalence of categories.

**Proof.** The functor is essentially surjective by definition. Straightening (Lemma 3.9) shows that it is full. It remains to show that it is faithful.

Suppose there exist morphisms $X \rightarrow Y$ in $\text{Dir}_{a}^{\alpha}(C)$ which induce equal maps of admissible Ind-objects. For $a = 0, 1$, the pair $(\varphi, \alpha)$ induces a section of the map $I \downarrow_{C} J \rightarrow I$. These sections fit into a commuting triangle

$$X \xrightarrow{(\varphi_{0}, \alpha_{0})} Y \xrightarrow{(\varphi_{1}, \alpha_{1})} C$$

The existence of this commuting triangle implies that, for $a = 0, 1$, the image of the map $X \rightarrow Y$ in the localization $\text{Dir}_{a}^{\alpha}(C)[W^{-1}]$ is equal to the map represented by the zig-zag

$$I \xrightarrow{(\varphi_{a}, \alpha_{a})} I \downarrow_{C} J \xrightarrow{=} J \xrightarrow{=} Y$$

We conclude that the functor is faithful. $\square$

3.2.4. **Functoriality of the Construction.**

**Proposition 3.15.** An exact functor $F: C \rightarrow D$ extends canonically to an exact functor $\tilde{F}: \text{Ind}_{a}^{\alpha}(C) \rightarrow \text{Ind}_{a}^{\alpha}(D)$ which fits into a 2-commuting diagram

$$
\begin{array}{ccc}
C & \xrightarrow{F} & D \\
\downarrow & = & \downarrow \\
\text{Ind}_{a}^{\alpha}(C) & \xrightarrow{\cong} & \text{Ind}_{a}^{\alpha}(D)
\end{array}
$$

If $F$ is faithful or fully faithful, then so is $\tilde{F}$.

**Proof.** Let $P$ be a left exact presheaf on $C$. Recall that $C \downarrow P$ denotes the category of elements of $P$ (Definition 2.25), and that $\text{colim}_{C \downarrow P} X \cong P$. The functor $F$ induces
a colimit-preserving functor

\[
\begin{align*}
\text{Lex}(C) & \xrightarrow{\tilde{F}} \text{Lex}(D) \\
P & \xrightarrow{\text{colim}_{\downarrow P}} FX
\end{align*}
\]

We show that \(\tilde{F}\) preserves admissible Ind-objects. Let \(\hat{X} \in \text{Ind}_κ(C)\) be represented by an admissible Ind-diagram

\[
\begin{array}{c}
I \\
\xrightarrow{X} C
\end{array}
\]

The functor \(F\) is exact, so

\[
\begin{array}{c}
I \\
\xrightarrow{FX} D
\end{array}
\]

\[
\begin{array}{c}
i \\
\xrightarrow{FX_i}
\end{array}
\]

is an admissible Ind-diagram in \(D\). The canonical map

\[
\begin{array}{c}
I \\
\xrightarrow{\downarrow \hat{X}}
\end{array}
\]

\[
\begin{array}{c}
i \\
\xrightarrow{(X_i \to \hat{X})}
\end{array}
\]

induces an isomorphism

\[
\hat{X} \cong \text{colim}_I X_i \xrightarrow{\cong} \text{colim}_{\downarrow \hat{X}} X.
\]

Similarly, we obtain an isomorphism

\[
\text{colim}_I FX_i \xrightarrow{\cong} \text{colim}_{\downarrow \hat{X}} FX =: \tilde{F}\hat{X}.
\]

This shows that \(\tilde{F}\hat{X} \in \text{Ind}_κ(D)\).

Now let

\[
\begin{array}{c}
\hat{X} \\
\xrightarrow{\leftarrow} \hat{Y} \\
\xrightarrow{\rightarrow} \hat{Z}
\end{array}
\]

be an exact sequence in \(\text{Ind}_κ(C)\). Represent this as a sequence of admissible Ind-diagrams

\[
\begin{array}{c}
I \\
\xrightarrow{J} \\
\xrightarrow{K}
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{\alpha} X \\
\xrightarrow{?} Y \\
\xrightarrow{\beta} Z
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{?} C
\end{array}
\]

where the components of \(\alpha\) are admissible monics, and the components of \(\beta\) are admissible epics. Apply the exact functor \(F\) to obtain a sequence of admissible Ind-diagrams in \(D\)

\[
\begin{array}{c}
I \\
\xrightarrow{J} \\
\xrightarrow{K}
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{F\alpha} FX \\
\xrightarrow{F\beta} FY \\
\xrightarrow{?} FZ
\end{array}
\]

\[
\begin{array}{c}
\xrightarrow{?} D
\end{array}
\]

Taking the colimits, we obtain an exact sequence in \(\text{Ind}_κ(D)\) isomorphic to the sequence

\[
\begin{array}{c}
\tilde{F}\hat{X} \\
\xrightarrow{\tilde{F}\hat{Y}} \\
\xrightarrow{\tilde{F}\hat{Z}}
\end{array}
\]
We conclude that $\tilde{F}$ is exact.

Now suppose $F$ is faithful. For any $X : I \to C$ and $Y : J \to C$ in $\text{Dir}_\kappa(C)$, we have
\[
\text{hom}_{\text{Ind}_\kappa(C)}(\tilde{X}, \tilde{Y}) \cong \varprojlim \varinjlim \text{hom}_C(X_i, Y_j).
\]
The construction of directed colimits and inductive limits in the category of sets shows that a map of directed or inductive diagrams which is injective at each object in the diagram induces an injection in the colimit or limit. If $F$ is faithful, then
\[
\text{hom}_{\text{Ind}_\kappa(C)}(\tilde{X}, \tilde{Y}) \cong \varprojlim \varinjlim \text{hom}_D(FX_i, FY_j)
\]
and we conclude that $\tilde{F}$ is faithful as well. If $F$ is fully faithful, the previous argument shows $\tilde{F}$ is as well. □

3.2.5. Countable Admissible Ind-Objects. Countable admissible Ind-objects have been studied in the literature for many years. We take Keller [14] as a basic reference.

Definition 3.16. [14, Appendix B] The countable envelope $C^\sim$ of an exact category $C$ is the full sub-category of $\text{Lex}(C)$ consisting of all left-exact presheaves $\tilde{X}$ which are representable by an admissible Ind-diagram $X : \mathbb{N} \to C$.

Proposition 3.17. The embedding $C^\sim \hookrightarrow \text{Ind}_{\aleph_0}(C)$ is an equivalence of exact categories.

Proof. The embedding is fully faithful by definition. We show it is essentially surjective. Let $\tilde{X} \in \text{Ind}_{\aleph_0}(C)$ be represented by a countable admissible Ind-diagram $X : \mathbb{N} \to C$. Every countable directed poset $I$ admits a final map $f : \mathbb{N} \to I$. The isomorphism $\varinjlim_{n \in \mathbb{N}} X_{f(n)} \cong \tilde{X}$ shows that $\tilde{X} \in C^\sim$.

Recall that an exact category $C$ is split exact if every exact sequence in $C$ splits.

Proposition 3.18. Let $C$ be a split exact category. Then $\text{Ind}_{\aleph_0}(C)$ is split exact.

Proof. By Propositions 3.12 and 3.17 it suffices to show that every exact sequence of countable admissible Ind-diagrams
\[
\begin{array}{ccc}
\mathbb{N} & \to & \mathbb{N} \\
\downarrow \alpha & & \downarrow \beta \\
\mathbb{N} & \to & \mathbb{N} \\
\downarrow \gamma & & \downarrow \delta \\
C & \to & C
\end{array}
\]

splits. By the usual argument, it suffices to construct a splitting of $\alpha$. Denote by $\alpha_{\leq n} : X_{\leq n} \to Y_{\leq n}$ the restriction of $\alpha$ to $\{0 < \ldots < n\} \subset \mathbb{N}$. We induct on $n$ to show that a retract of $\alpha_{\leq n}$ exists for all $n$.

---

8Pick a bijection $\mathbb{N} \to I$. We construct $f$ by induction. Let $f(0) := i_0$. Suppose we have defined $f(l)$ for $0 \leq l \leq n$. Pick $f(n+1) \in I$ such that $f(n+1) \geq i_l$ for $0 \leq l \leq n$ and such that $f(n+1) \geq f(n)$. This completes the induction step.
Because $\mathcal{C}$ is split exact, a retract of $\alpha_0 : X_0 \to Y_0$ exists. Now suppose that a retract $\rho_{\leq n}$ of $\alpha_{\leq n}$ exists. It suffices to construct a retract $\rho_{n+1}$ of $\alpha_{n+1}$ which fits into a commuting square

$$
\begin{array}{ccc}
X_n & \longrightarrow & X_{n+1} \\
\rho_n & \downarrow & \downarrow \rho_{n+1} \\
Y_n & \longrightarrow & Y_{n+1}
\end{array}
$$

The maps $\rho_n$ and $\alpha_n$ induce an isomorphism $Y_n \cong X_n \oplus B_0$. We can also choose splittings $X_{n+1} \cong X_n \oplus A$ and $Y_{n+1} \cong Y_n \oplus B_1$. With respect to these splittings, we can write $\alpha_{n+1}$ as the map $(1_{X_n} + \chi, \sigma_0, \sigma_1)$ where $\chi : A \longrightarrow X_n$, and $\sigma_i : A \longrightarrow B_i$ for $i = 0, 1$.

The map $(\sigma_0, \sigma_1) : A \longrightarrow B_0 \oplus B_1$ is an admissible monic, as it is isomorphic to the pushout of $\alpha_{n+1}$ along the projection $\pi_A : X_{n+1} \longrightarrow A$. Choose a retraction $\rho'$ of $(\sigma_0, \sigma_1)$, and define $\rho_{n+1} := \pi_{X_n} \oplus \rho' - \chi' \pi_{B_0 \oplus B_1}$, where $\pi(-)$ denotes the projection onto $(-)$. Then $\rho_{n+1}$ is a retraction of $\alpha_{n+1}$ and fits into the commuting square above. This completes the induction.

**Proposition 3.19.** Let $\mathcal{C}$ be a split exact category for which there exists a collection of objects $\{S_i\}_{i \in \mathbb{N}} \subset \mathcal{C}$ such that every object $Y \in \mathcal{C}$ is a direct summand of $\bigoplus_{i=0}^{n} S_i$ for some $n$. Then every countable Ind-object in $\mathcal{C}$ is a direct summand of

$$
\bigoplus_{\mathcal{N}} S := \colim_{(m, n) \in \mathcal{N} \times \mathcal{N}} \bigoplus_{i=0}^{m} S_i^{\oplus n}.
$$

**Proof.** Let $X : \mathbb{N} \longrightarrow \mathcal{C}$ be an admissible Ind-diagram representing a countable Ind-object $\bar{X} \in \text{Ind}_{\mathbb{N}}(\mathcal{C})$. We construct, by induction, an admissible diagram $X' : \mathbb{N} \longrightarrow \mathcal{C}$ and an isomorphism of $X \oplus X'$ with a final sub-diagram of

$$
\bigoplus_{\mathcal{N}} S : \mathbb{N} \times \mathbb{N} \longrightarrow \mathcal{C}
$$

$$(m, n) \mapsto \bigoplus_{i=0}^{m} S_i^{\oplus n}.$$

For $n = 0$, there exists, by assumption, an object $X'_0 \in \mathcal{C}$, a number $m_0 \in \mathbb{N}$, and an isomorphism $X_0 \oplus X'_0 \cong \bigoplus_{i=0}^{m_0} S_i$.

For the induction step, assume we have constructed an admissible diagram $X' : \mathbb{N} \leq k \longrightarrow \mathcal{C}$, a sequence $\{m_0 < \ldots < m_k\} \in \mathbb{N}$ and a natural collection of isomorphisms $X_j \oplus X'_j \stackrel{\cong}{\longrightarrow} \bigoplus_{i=0}^{m_j} S_i^{\oplus j+1}$.

Because $\mathcal{C}$ is split exact, the admissible monic $X_k \hookrightarrow X_{k+1}$ is isomorphic to the inclusion of the direct summand $X_k \hookrightarrow X_k \oplus A$ for some $A \in \mathcal{C}$. By assumption, there exists an object $A' \in \mathcal{C}$, a number $m_{k+1} \in \mathbb{N}$ and an isomorphism

$$A \oplus A' \stackrel{\cong}{\longrightarrow} \bigoplus_{i=0}^{m_{k+1}} S_i,$$

with $m_{k+1} > m_k$. Define $X'_{k+1} := X'_k \oplus \bigoplus_{i=m_k+1}^{m_{k+1}} S_i^{\oplus k+1} \oplus A'$. The inclusion of the $X'_k$-summand defines an admissible monic $X'_k \hookrightarrow X'_{k+1}$, and thus an extension.
of the admissible diagram $X'$ to $\mathbb{N}^{\leq k+1}$. Define the isomorphism $\rho_{k+1}$ to be the composite

$$X_{k+1} \oplus X'_{k+1} \xrightarrow{\rho_{k+1} \otimes \alpha} X_k \oplus X'_k \oplus \bigoplus_{i=m_{k+1}}^{m_k+1} S_i^{(k+1)} \oplus A \oplus A'$$

By construction, the collection of isomorphisms $\{\rho_j\}_{j=0}^{k+1}$ is a natural with respect to the maps in the admissible diagrams $X$, $X'$ and $j \mapsto \bigoplus_{i=0}^{m_j} S_i^{(j+1)}$. This completes the induction step.

We conclude that there exists an admissible diagram $X' : \mathbb{N} \rightarrow \mathcal{C}$, an increasing sequence $\{m_j\}_{j \in \mathbb{N}} \subseteq \mathbb{N}$ and a natural isomorphism from $X \oplus X'$ to the admissible diagram $j \mapsto \bigoplus_{i=0}^{m_j} S_i^{(j+1)}$. Because this last diagram includes as a final sub-diagram of the diagram $\bigoplus_{\mathbb{N}} S$, we conclude that $\hat{X} \oplus \hat{X}' \cong \bigoplus_{\mathbb{N}} S$. 

**Example 3.20.** Let $R$ be a ring. The category $\text{Ind}_{\kappa,0}^\kappa(P^f(R))$ is split exact, and every countable admissible Ind-module is a direct summand of $R[t]$.

**Remark 3.21.** The inductions in the previous proofs do not have an obvious analogue for uncountable Ind-diagrams, primarily because, unlike countable ones, they do not in general contain a linearly ordered final sub-diagram. At present, we do not know whether the result fails, or whether one merely needs a different proof.

### 3.2.6. $\text{Ind}_{\kappa}^\kappa(\mathcal{C})$ is Not Generally Idempotent Complete.

In this short subsection we show that there exists an idempotent complete category $\mathcal{C}$, such that $\text{Ind}_{\kappa}^\kappa(\mathcal{C})$ is not idempotent complete. Note that Freyd [11] has shown that an additive category which admits infinite direct sums, such as $\text{Ind}_{\kappa}^\kappa(\mathcal{C})$, is weakly idempotent complete if and only if it is idempotent complete. This example shows that, in general, neither condition on $\mathcal{C}$ is inherited by $\text{Ind}_{\kappa}^\kappa(\mathcal{C})$.

Recall that a finitely presented module $M$ over a ring $R$ is *perfect* if it admits a projective resolution of finite length. Denote the category of perfect modules by $\text{perf}(R)$. This category is closed under extensions in $\text{Mod}(R)$, and is also idempotent complete. A $K$-theoretic construction allows us to verify that for $\mathcal{C} = \text{perf}(R[t])$, where $R$ is a carefully chosen ring, $\text{Ind}_{\kappa}^\kappa(\mathcal{C})$ is not idempotent complete.

Let $k$ be a field, and consider the $k$-algebras $k[t]$ and $k[t, t^{-1}]$. Denote by $\text{Mod}^f(k[t])$ the category of finitely presented $k[t]$-modules, and likewise for $k[t, t^{-1}]$. The $k[t]$-algebra structure on $k[t, t^{-1}]$ gives rise to a functor

$$\text{Mod}^f(k[t, t^{-1}]) \longrightarrow \text{Mod}(k[t]).$$

Since every $k[t]$-module is the direct limit of its finitely presented sub-modules, we obtain a natural functor

$$j_* : \text{Mod}^f(k[t, t^{-1}]) \longrightarrow \text{Ind}_{\kappa}^\kappa(\text{Mod}^f(k[t])).$$

For example, we see that

$$k[t, t^{-1}] = \bigcup_{n \in \mathbb{N}} t^{-n}k[t].$$

Since $k[t]$ is a principal ideal domain, the classification theorem (e.g. [31] 4.2.10 and 4.2.11]) implies that every finitely generated module has a projective resolution
Therefore, our assumption on $A$ implies that the morphism $K_0(\mathcal{A}[t]) \to K_0(\mathcal{A}[t,t^{-1}])$ is not surjective. In particular, there exists a cokernel in $K_0(\mathcal{A}[t,t^{-1}])$, represented by a finitely generated projective module $M$, which is not of the form $\mathcal{A}[t,t^{-1}] \otimes \mathcal{A}[t,t^{-1}]^n$ with $N \in P^I(\mathcal{A}[t])$.

Suppose $M \in P^I(\mathcal{A}[t,t^{-1}])$ is such a module. Above we have shown how to construct the element $\Phi(M)$ of $(\text{Ind}_{\kappa}^\alpha(\text{perf}(\mathcal{A}[t])))^c$. If $\Phi(M)$ is an element of $\text{Ind}_{\kappa}^\alpha(\text{perf}(\mathcal{A}[t]))$, then $\Phi(M)$ can be expressed as an increasing union of perfect $\mathcal{A}[t]$-modules $\{M_j\}_{j \in I}$. In particular, since $M$ is finitely generated over $\mathcal{A}[t,t^{-1}]$, there would be an index $j_0$ such that $\mathcal{A}[t,t^{-1}] \otimes \mathcal{A}[t] M_{j_0} \cong M$. But this contradicts our assumption on $M$. We therefore conclude that $\text{Ind}_{\kappa}^\alpha(\text{perf}(\mathcal{A}[t]))$ is not idempotent complete.

3.3. Examples. Let $R$ be a ring. In this section, we describe the categories of admissible $\text{Ind}$-objects in various categories of finitely generated $R$-modules.

**Example 3.22.**

1. Let $R$ be a Noetherian ring. Denote by $\text{Mod}^f(R)$ the abelian category of finitely presented $R$-modules. Every $R$-module is the directed colimit of its finitely presented sub-modules. As a consequence, the category $\text{Ind}_{\kappa}^\alpha(\text{Mod}^f(R))$ is equivalent to the abelian category of $R$-modules having at most $\kappa$ generators. If we omit the cardinality bound, we have $\text{Ind}^\alpha(\text{Mod}^f(R)) \cong \text{Mod}(R)$.

2. Similarly, if $X$ is a Noetherian scheme, $\text{Ind}^\alpha(\text{Coh}(X)) \cong \text{QCo}(X)$.

**Example 3.23.** Recall that $F^I(R)$ denotes the category of finitely generated free modules. The category $\text{Ind}_{\kappa_0}^\alpha(F^I(R))$ consists of countably generated free modules. In particular, up to isomorphism, it contains objects $R^n$ for $n \in \mathbb{N}$ and the module $R[t]$, along with all $R$-linear maps between these.
Proposition 3.24. The category $P(R)$ of projective $R$-modules embeds fully faithfully into the idempotent completion of $\text{Ind}^a(P^f(R))$. This embedding restricts to an equivalence between the category $P^{\aleph_0}(R)$ of countably generated projective $R$-modules and the idempotent completion of $\text{Ind}^a_{\aleph_0}(P^f(R))$.

Proof. Every projective $R$-module is the image of an idempotent on a free $R$-module, so it is enough to show that the category of free modules is a full subcategory of $\text{Ind}^a(P^f(R))$.

Every set is the directed colimit of its finite sub-sets, and the free module functor $F: \text{Set} \to \text{Mod}(R)$ preserves colimits. Further, the free functor takes directed diagrams of injections of finite sets to admissible Ind-diagrams in $P^f(R)$. We conclude that any free module is the direct colimit of the admissible Ind-diagram of sub-modules generated by finite sub-sets of a given basis. This shows that free modules form a sub-category of $\text{Ind}^a(P^f(R))$. This sub-category is full because both free modules and admissible Ind-modules are full sub-categories of $\text{Mod}(R)$.

Proposition 3.19 shows that the restriction of this embedding to $P^{\aleph_0}(R)$ is essentially surjective. □

Definition 3.25. A flat Mittag-Leffler module over $R$ is a (left) module $M$ which is isomorphic to the colimit of a directed diagram $M: I \to P^f(R)$ such that for every $i \in I$ there exists $j \geq i$, with

$$\text{Im}(P^f_k \to P^f_i) = \text{Im}(P^f_j \to P^f_i)$$

for all $k \geq j$.

Proposition 3.26. The category $\text{Ind}^a(P^f(R))$ embeds as a full sub-category of the category of flat Mittag-Leffler $R$-modules.

Proof. The equivalence $\text{Lex}(P^f(R)) \simeq \text{Mod}(R)$ embeds $\text{Ind}^a(P^f(R))$ as a full sub-category of $\text{Mod}(R)$. We show that $\text{Ind}^a(P^f(R))$ is a full sub-category of the category of flat Mittag-Leffler modules. Indeed, an admissible monic $N_i \hookrightarrow N_j$ in $P^f(R)$ is an inclusion of a direct summand. In particular, $N_i \hookrightarrow N_j$ induces a surjective map $N_j^\vee \twoheadrightarrow N_i^\vee$. We conclude that the colimit in $\text{Mod}(R)$ of any admissible Ind-diagram in $P^f(R)$ is a flat Mittag-Leffler module. □

Remark 3.27. Direct summands of flat Mittag-Leffler modules are also flat Mittag-Leffler. As a result, the discussion in Section 3.2.6 shows that $\text{Ind}^a(P^f(R))$ is not equivalent, in general, to the category of flat Mittag-Leffler modules.

Theorem 3.28 (Kaplansky–Raynaud–Gruson). An $R$-module $M$ is projective if and only if $M$ is a direct sum of countably generated $R$-modules and $M$ is a flat Mittag-Leffler module.

As a consequence of this theorem and Proposition 3.24, we have the following.

Corollary 3.29. The sub-category $P(R) \subset \text{Ind}^a(P^f(R))^{\text{ic}}$ is the full sub-category consisting of arbitrary direct sums of objects in $\text{Ind}^a_{\aleph_0}(P^f(R))^{\text{ic}}$.

\[9\text{See [10, Theorem 2.2].}\]
3.4. The Calkin Category. Let \( R \) be a ring. The Calkin algebra \( \text{Calk}(R) \) is the quotient of the algebra \( \text{End}_R(R[t]) \) by the ideal of finite rank endomorphisms. By analogy, we define the following.

**Definition 3.30.** Let \( \mathcal{C} \) be an exact category. Define the \( \kappa \)-Calkin category by

\[
\text{Calk}_\kappa(\mathcal{C}) := (\text{Ind}^a_\kappa(\mathcal{C})/\mathcal{C})^\text{ic}
\]

**Example 3.31.** Let \( R \) be a local ring. Then \( \text{Calk}_{\aleph_0}(P^f(R)) \) has two objects up to isomorphism, the zero object and \( R[[t]] \). By construction,

\[
\text{End}_{\text{Calk}_{\aleph_0}(P^f(R))}(R[[t]]) \cong \text{Calk}(R).
\]

**Remark 3.32.** One feature of the Calkin algebra \( \text{Calk}(R) \) is the isomorphism

\[
K_i(\text{Calk}(R)) \cong K_{i-1}(R)
\]

in \( K \)-theory. Similarly, Schlichting \[27\] has shown that

\[
K_i(\text{Calk}_\kappa(\mathcal{C})) \cong K_{i-1}(\mathcal{C})
\]

when \( \mathcal{C} \) is idempotent complete.

4. Admissible Pro-Objects

Admissible Pro-objects are dual to admissible Ind-objects. They sit in relation to objects of \( \mathcal{C} \) as the topological \( R \)-module \( R[[t]] \), with the \( t \)-adic topology, sits in relation to finitely generated free \( R \)-modules. More generally, the results of this section form an elaboration, in the setting of exact categories, of Artin–Mazur \[2, Appendix 2\].

4.1. The Category of Admissible Pro-Objects and its Properties.

**Definition 4.1.** Let \( \mathcal{C} \) be an exact category. Let \( \kappa \) be an infinite cardinal. The category \( \text{Pro}^a_{\kappa}(\mathcal{C}) \) of admissible Pro-objects in \( \mathcal{C} \) of size at most \( \kappa \) is the opposite of \( \text{Ind}^a_{\kappa}(\mathcal{C})^\text{op} \), i.e.

\[
\text{Pro}^a_{\kappa}(\mathcal{C}) := \text{Ind}^a_{\kappa}(\mathcal{C})^\text{op}.
\]

We can also omit the cardinality bound and define

\[
\text{Pro}^a(\mathcal{C}) := \text{Ind}^a(\mathcal{C})^\text{op}.
\]

The proofs in the previous section dualize to give the following.

**Theorem 4.2.**

1. The category \( \text{Pro}^a_{\kappa}(\mathcal{C}) \) is closed under extensions in \( \text{Lex}(\mathcal{C}^\text{op})^\text{op} \). If \( \mathcal{C} \) is weakly idempotent complete, then \( \text{Pro}^a_{\kappa}(\mathcal{C}) \) is right special in \( \text{Lex}(\mathcal{C}^\text{op})^\text{op} \).
2. An exact category \( \mathcal{C} \) embeds as a right s-filtering sub-category of \( \text{Pro}^a_{\kappa}(\mathcal{C}) \).
3. The category \( \text{Pro}^a_{\kappa}(\mathcal{E}\mathcal{C}) \) is canonically equivalent to \( \mathcal{E}\text{Pro}^a_{\kappa}(\mathcal{C}) \).
4. Define the category \( \text{Inv}^a_{\kappa}(\mathcal{C}) \) of admissible Pro-diagrams by

\[
\text{Inv}^a_{\kappa}(\mathcal{C}) := \text{Dir}^a_{\kappa}(\mathcal{C}^\text{op})^\text{op}.
\]

The category \( \text{Pro}^a_{\kappa}(\mathcal{C}) \) is the localization of \( \text{Inv}^a_{\kappa}(\mathcal{C}) \) at the sub-category of co-final morphisms.

---

\[10\] Because \( R \) is local, all projective modules are free, so Corollary \[6.29\] shows that \( R[[t]] \) is the only object in \( \text{Ind}^a_{\kappa}(P^f(R)) \setminus P^f(R) \).
An exact functor \( F : \mathcal{C} \to \mathcal{D} \) extends canonically to an exact functor

\[
\text{Pro}^\text{a}_\kappa(\mathcal{C}) \xrightarrow{\tilde{F}} \text{Pro}^\text{a}_\kappa(\mathcal{D})
\]

(5) If \( F \) is faithful or fully faithful, then the same is true of \( \tilde{F} \).

The category \( \text{Pro}^\text{a}_\kappa(\mathcal{C}) \) is split exact if \( \mathcal{C} \) is.

If \( \mathcal{C} \) is split exact and there exists a collection of objects \( \{S_i\}_{i \in \mathbb{N}} \subset \mathcal{C} \) such that every object \( Y \in \mathcal{C} \) is a direct summand of \( \bigoplus_{i=0}^n S_i \) for some \( n \). Then every countable Pro-object in \( \mathcal{C} \) is a direct summand of

\[
\prod_{i=0}^n S^\times n := \lim_{(m,n) \in \mathbb{N} \times \mathbb{N}, i=0} \prod_{i=0}^n S^\times n.
\]

(8) The category \( \text{Pro}^\text{a}_\kappa(\mathcal{C}) \) is not in general idempotent complete.

4.2. **Examples.** Let \( R \) be a ring. We now relate admissible Pro-objects in \( P^f(R) \) to categories of topological \( R \)-modules.

**Definition 4.3.** Let \( R \) be a ring, and let \( M \) be an \( R \)-module. Endow both \( R \) and \( M \) with the discrete topology. The topological dual \( M^\vee \) is the module \( \text{hom}_R(M, R) \) with topology induced by the product topology on \( R^M \). Concretely, denote by \( N \subset M \) a finitely generated sub-module. The sub-modules

\[
U_N := \{ f \in M^\vee | f(x) \neq 0 \text{ for all } x \in N \}
\]

form a basis of open neighborhoods of \( M^\vee \).

**Proposition 4.4.** Denote by \( P^f(R^c) \) the category of finitely generated projective (right) \( R \)-modules. Endow \( R \) and objects of \( P^f(R^c) \) with the discrete topology. The topological dual gives an equivalence of categories

\[
\text{Ind}^\text{a}_\kappa(P^f(R^c))^\text{op} \xrightarrow{(-)^\vee} \text{Pro}^\text{a}_\kappa(P^f(R))^\text{op}.
\]

*Proof.* Denote by \( \text{Mod}(R)^\text{top} \) the category of topological (left) \( R \)-modules and continuous maps. Denote by \( d : \text{Mod}(R)^\text{op} \to \text{Mod}(R)^\text{op} \) the embedding given by considering abstract modules as discrete modules. The assignment

\[
\hat{M} \mapsto \lim_{(\hat{M}_i(P^f(R))^\text{op})^\text{op}} d(P)
\]

extends to a faithful embedding \( \tau : \text{Pro}^\text{a}_\kappa(P^f(R))^\text{op} \to \text{Mod}(R)^\text{top} \).

This embedding is full. Indeed, the straightening argument applies in \( \text{Mod}(R)^\text{top} \) to show that if

\[
I \xrightarrow{P} \text{Mod}(R)^\text{op} \quad \text{and} \quad J \xrightarrow{Q} \text{Mod}(R)^\text{op}
\]

are directed diagrams of discrete \( R \)-modules in which the morphisms are injective, then any map

\[
\colim_I P \longrightarrow \colim_J Q
\]
in \( \text{Mod}(R)^{\text{op}} \) can be represented by a span of directed diagrams of discrete \( R \)-modules

\[
\begin{array}{c}
I \xrightarrow{\varphi} I \downarrow \text{Mod}(R)^{\text{op}} J \xrightarrow{\psi} J \\
P \downarrow \cong \downarrow Q
\end{array}
\]

where \( \varphi \) and \( \psi \) are final. In particular, any continuous map \( \tau(\hat{M}) \to \tau(\hat{N}) \) is the limit of such a span, and is therefore in the image of the embedding \( \tau \).

We show that the topological dual of \( \hat{X} \in \text{Ind}_{\kappa}^a(P^f(R^{\text{op}})) \) is in the image of \( \tau \). Represent \( \hat{X} \) by an admissible Ind-diagram \( X : I \to P^f(R^{\text{op}}) \). Then

\[
\begin{align*}
\hat{X}^\vee &\cong (\text{colim}_I X_i)^\vee \\
&\cong \lim_I X_i^\vee.
\end{align*}
\]

The diagram \( X^\vee : I \to P^f(R)^{\text{op}} \) is an admissible Pro-diagram in \( P^f(R) \), because the topological dual takes admissible monics of finitely generated projective (right) modules to admissible epics of finitely generated projective (left) modules.

We have shown that the topological dual induces a fully faithful embedding

\[
(-)^\vee : \text{Ind}_{\kappa}^a(P^f(R^{\text{op}}))^{\text{op}} \hookrightarrow \text{Pro}_{\kappa}^a(P^f(R)).
\]

That this is an equivalence follows from the fact that

\[
(-)^\vee : P^f(R)^{\text{op}} \xrightarrow{\text{equiv}} P^f(R^{\text{op}})
\]

is an equivalence. \( \square \)

**Corollary 4.5.** An admissible Ind-module is the topological dual of its topological dual, and similarly for an admissible Pro-module.

**Corollary 4.6.** Denote by \( P^\kappa(R^{\text{op}}) \) the category of projective (right) \( R \)-modules with generating sets of cardinality less than or equal to \( \kappa \). The topological dual gives a fully faithful embedding

\[
P^\kappa(R^{\text{op}})^{\text{op}} \xrightarrow{(-)^\vee} (\text{Pro}_{\kappa}^a(P^f(R)))^{\text{ic}}.
\]

This embedding restricts to an equivalence of categories

\[
P^{\kappa_0}(R^{\text{op}})^{\text{op}} \simeq \text{Pro}_{\kappa_0}^a(P^f(R))^{\text{ic}}.
\]

**Proof.** The topological dual induces an equivalence of categories

\[
(\text{Pro}^a(P^f(R)))^{\text{ic}} \simeq ((\text{Ind}^a(P^f(R^{\text{op}})))^{\text{ic}})^{\text{op}}.
\]

The category \( P(R^{\text{op}})^{\text{op}} \) embeds as a full sub-category of \( ((\text{Ind}^a(P^f(R^{\text{op}})))^{\text{ic}})^{\text{op}} \) by Proposition 4.24. \( \square \)

5. **Tate Objects**

We are now ready to introduce the category \( \text{Tate}^{el}(C) \) of *elementary Tate objects* and its idempotent completion \( \text{Tate}(C) \). Elementary Tate objects sit in relation to objects of \( C \) as the topological \( R \)-module \( R((t)) \) sits in relation to finitely generated free \( R \)-modules.
5.1. The Category of Elementary Tate Objects.

**Definition 5.1.** Let \( \mathcal{C} \) be an exact category and let \( \kappa \) be an infinite cardinal. An admissible \( \text{Ind-Pro} \) object in \( \mathcal{C} \) of size at most \( \kappa \) is an object in the category \( \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})) \).

**Definition 5.2.** Let \( \mathcal{C} \) be an exact category. An elementary Tate diagram in \( \mathcal{C} \) of size at most \( \kappa \) is an admissible Ind-diagram

\[
I \xrightarrow{X} \text{Pro}^\kappa_\mathcal{C}(\mathcal{C})
\]

of cardinality at most \( \kappa \) such that, for all \( i \leq i' \) in \( I \), the object \( X_{i'}/X_i \) is in \( \mathcal{C} \). Denote by \( \mathcal{T}_\kappa(\mathcal{C}) \subset \text{Dir}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})) \) the category of elementary Tate diagrams in \( \mathcal{C} \) of size at most \( \kappa \).

By definition, we have a canonical functor

\[
(\_): \mathcal{T}_\kappa(\mathcal{C}) \longrightarrow \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})).
\]

**Definition 5.3.** Define the category \( \text{Tate}^\kappa(\mathcal{C}) \) of elementary Tate objects in \( \mathcal{C} \) of size at most \( \kappa \) to be the full sub-category of \( \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})) \) consisting of objects in the essential image of \( (\_): \mathcal{T}_\kappa(\mathcal{C}) \longrightarrow \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})). \) Denote by \( \text{Tate}^\kappa(\mathcal{C}) \) the analogous full sub-category of \( \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})). \)

**Theorem 5.4.** Let \( \mathcal{C} \) be an exact category. Let \( \kappa \) be an infinite cardinal. The category \( \text{Tate}^\kappa(\mathcal{C}) \) is the smallest full sub-category of \( \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})) \) which

1. contains the sub-category \( \text{Ind}^\kappa_\mathcal{C}(\mathcal{C}) \subset \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})), \)
2. contains the sub-category \( \text{Pro}^\kappa_\mathcal{C}(\mathcal{C}) \subset \text{Ind}^\kappa_\mathcal{C}(\text{Pro}^\kappa_\mathcal{C}(\mathcal{C})), \)
3. is closed under extensions.

In particular, \( \text{Tate}^\kappa(\mathcal{C}) \) admits a canonical structure as an exact category.

The theorem allows us to quickly produce examples of elementary Tate objects.

**Example 5.5.** Let \( X \) be an integral curve over a field \( k \). Denote the set of closed points by \( |X| \). For each closed point \( x \in |X| \), let \( \mathcal{O}_{X,x} \) denote the local ring at \( x \), let \( \widehat{\mathcal{O}_{X,x}} \) denote its completion with respect to the maximal ideal, and let \( \text{Frac}(\widehat{\mathcal{O}_{X,x}}) \) denote the field of fractions of the completed local ring. The ring of adèles \( \mathbb{A}(X) \) is the restricted product

\[
\mathbb{A}(X) := \prod_{x \in |X|} \text{Frac}(\widehat{\mathcal{O}_{X,x}})
\]

where, for any \( f \in \mathbb{A}(X) \), the factor \( f(x) \) lies in \( \widehat{\mathcal{O}_{X,x}} \) for all but finitely many \( x \in |X| \).

If the set of closed points of \( X \) has cardinality \( \kappa \), then \( \mathbb{A}(X) \) is an elementary Tate vector space over \( k \) of size \( \kappa \). Indeed, \( \mathbb{A}(X) \) is isomorphic as a \( k \)-vector space to the direct sum

\[
\prod_{x \in |X|} \widehat{\mathcal{O}_{X,x}} \oplus \bigoplus_{x \in |X|} \text{Frac}(\widehat{\mathcal{O}_{X,x}})/\widehat{\mathcal{O}_{X,x}}
\]

The product \( \prod_{x \in |X|} \widehat{\mathcal{O}_{X,x}} \) is an admissible Pro-vector space of size \( \kappa \), while the coproduct \( \bigoplus_{x \in |X|} \text{Frac}(\widehat{\mathcal{O}_{X,x}})/\widehat{\mathcal{O}_{X,x}} \) is an admissible Ind-vector space of size \( \kappa \). The category \( \text{Tate}^\kappa(\text{Vect}_k) \) is closed under extensions in \( \text{Ind}^\kappa_\text{Vect}(\text{Pro}^\kappa_\text{Vect}_k) \), so \( \mathbb{A}(X) \) is an object in \( \text{Tate}^\kappa(\text{Vect}_k) \).
Proof of Theorem 5.4. The definition of an elementary Tate object immediately implies that the embeddings \( \text{Ind}_\kappa^\ell(\mathcal{C}) \hookrightarrow \text{Ind}_\kappa^\ell(\text{Pro}_\kappa^\ell(\mathcal{C})) \) and \( \text{Pro}_\kappa^\ell(\mathcal{C}) \hookrightarrow \text{Ind}_\kappa^\ell(\text{Pro}_\kappa^\ell(\mathcal{C})) \) factor through the inclusion \( \text{Tate}_\kappa^\ell(\mathcal{C}) \subset \text{Ind}_\kappa^\ell(\text{Pro}_\kappa^\ell(\mathcal{C})) \). We show that the subcategory \( \text{Tate}_\kappa^\ell(\mathcal{C}) \) is closed under extensions, and that every elementary Tate object arises as an extension of an admissible Ind-object by an admissible Pro-object.

Let
\[
\hat{X} \xrightarrow{\alpha} F \xrightarrow{\beta} \hat{Z}
\]
be an exact sequence of admissible Ind-Pro objects such that \( \hat{X} \) and \( \hat{Z} \) are elementary Tate objects.

Observe that for any elementary Tate diagram
\[
I \xrightarrow{W} \text{Pro}_\kappa^\ell(\mathcal{C})
\]
and any final map \( J \longrightarrow I \), the restriction of \( W \) to \( J \) is also an elementary Tate diagram. Lemma 3.8 and the proof of Theorem 3.7 imply that we can lift the short exact sequence 5.2 to a sequence of admissible Ind-diagrams of admissible Pro-objects
\[
\begin{array}{ccc}
I & \rightarrow & I \\
\downarrow{\alpha} & & \downarrow{\beta} \\
X & \rightarrow & Z \ \\
\downarrow{\gamma} & & \downarrow{\delta} \\
\mathcal{C} & \rightarrow & \\
\end{array}
\]
such that \( X \) and \( Z \) are elementary Tate diagrams of size at most \( \kappa \), such that the components of \( \beta \) are admissible epics, and such that the components of \( \alpha \) are admissible monics.

For each \( i \leq j \) in \( I \), we have a commuting diagram of admissible Pro-objects with exact rows
\[
\begin{array}{ccc}
X_i & \xleftarrow{\gamma_i} & F_i & \xrightarrow{\delta_i} & Z_i \\
\uparrow & & \uparrow & & \uparrow \\
X_j & \xleftarrow{\gamma_j} & F_j & \xrightarrow{\delta_j} & Z_j \\
\end{array}
\]
All vertical maps are admissible monics in \( \text{Pro}_\kappa^\ell(\mathcal{C}) \). The \((3 \times 3)\)-Lemma [9, Corollary 3.6] shows that taking the cokernels of the vertical maps gives an exact sequence of admissible Pro-objects
\[
\begin{array}{ccc}
X_j/X_i & \xleftarrow{\gamma_j/X_i} & F_j/F_i & \xrightarrow{\delta_j/F_i} & Z_j/Z_i \\
\end{array}
\]
The first and last terms are in \( \mathcal{C} \), and \( \mathcal{C} \) is closed under extensions in \( \text{Pro}_\kappa^\ell(\mathcal{C}) \) (Theorem 4.2). We conclude that \( F \) is an elementary Tate diagram.

It remains to show that every elementary Tate object is an extension of an admissible Ind-object by an admissible Pro-object. Lemma 3.11 shows that, given an elementary Tate diagram \( X: I \longrightarrow \text{Pro}_\kappa^\ell(\mathcal{C}) \), for any \( i \in I \), the map \( X_i \hookrightarrow \hat{X} \) is an admissible monic. The sub-object \( X_i \) is an admissible Pro-object, and, because \( X_j/X_i \) is in \( \mathcal{C} \) for all \( j \geq i \), the quotient \( \hat{X}/X_i \) is an admissible Ind-object. □

5.2. Properties of Elementary Tate Objects. The properties of admissible Ind-objects established in Section 3.2 have their counterparts for elementary Tate objects. We develop these here.
5.2.1. \( \text{Pro}_\kappa(C) \) as an Exact, Full Sub-Category of \( \text{Tate}_\kappa^{el}(C) \).

**Proposition 5.6.** The sub-category \( \text{Pro}_\kappa(C) \subset \text{Tate}_\kappa^{el}(C) \) is left s-filtering.

**Proof.** The embedding \( \text{Pro}_\kappa(C) \hookrightarrow \text{Ind}_\kappa^a(\text{Pro}_\kappa(C)) \) is left s-filtering by Proposition 3.10. Elementary Tate objects form a full sub-category of \( \text{Ind}_\kappa^a(\text{Pro}_\kappa(C)) \), so the result follows from Lemma 2.18. \( \square \)

5.2.2. Exact Sequences of Elementary Tate Objects. The proof of Proposition 3.12 implies the following.

**Proposition 5.7.** The category \( \text{Tate}_\kappa^{el}(\mathcal{E}C) \) is canonically equivalent to \( \mathcal{E}\text{Tate}_\kappa^{el}(C) \).

5.2.3. Elementary Tate Objects as a Localization. The proof of Proposition 3.14 implies the following.

**Proposition 5.8** (See also [4], [21]). Denote by \( W \subset \text{T}_\kappa(C) \) the sub-category consisting of all morphisms of elementary Tate diagrams given by strictly commuting triangles

\[
\begin{array}{ccc}
I & \xrightarrow{\varphi} & J \\
\downarrow X & & \downarrow Y \\
& C &
\end{array}
\]

in which the map \( \varphi \) is final. The functor \( \hat{(-)}: \text{T}_\kappa(C) \xrightarrow{\longrightarrow} \text{Tate}_\kappa^{el}(C) \) takes morphisms in \( W \) to isomorphisms of elementary Tate objects. The induced functor

\[
\text{T}_\kappa(C)[W^{-1}] \xrightarrow{\cong} \text{Tate}_\kappa^{el}(C)
\]

is an equivalence of categories.

We present a slight modification of this for later use.

**Proposition 5.9.** Denote by \( \text{T}_\kappa'(C) \subset \text{T}_\kappa(C) \) the full sub-category of based elementary Tate diagrams, i.e., elementary Tate diagrams \( X: I \xrightarrow{\longrightarrow} \text{Pro}_\kappa^a(C) \) for which \( I \) has an initial object.\(^{11}\) Define \( W' \subset \text{T}_\kappa'(C) \) to be the sub-category of final maps (i.e. \( W' := W \cap \text{T}_\kappa'(C) \)).

The restriction of \( (-) \) to \( \text{T}_\kappa'(C) \) induces an equivalence of categories

\[
\text{T}_\kappa'(C)[W'^{-1}] \xrightarrow{\cong} \text{Tate}_\kappa^{el}(C)
\]

**Proof.** The proof follows from Proposition 3.14 with minor changes. Given an elementary Tate diagram \( X: I \xrightarrow{\longrightarrow} \text{Pro}_\kappa^a(C) \), and \( i \in I \), consider the sub-poset \( I_i \subset I \) of all \( j \geq i \) in \( I \). The inclusion \( I_i \hookrightarrow I \) is final. As a result, the diagram \( X: I_i \xrightarrow{\longrightarrow} \text{Pro}_\kappa^a(C) \) in \( \text{T}_\kappa'(C) \) also represents \( X_i \), and (5.3) is essentially surjective.

Fullness follows by a slight modification of the straightening construction (Lemma 3.9). Let \( X: I \xrightarrow{\longrightarrow} \text{Pro}_\kappa^a(C) \) and \( Y: J \xrightarrow{\longrightarrow} \text{Pro}_\kappa^a(C) \) be based elementary Tate diagrams. Lemma 3.9 shows that any morphism \( f: X \xrightarrow{\longrightarrow} Y \) in \( \text{Tate}_\kappa^{el}(C) \) is the colimit

\[\]

\(^{11}\)We emphasize that we do not require that maps of based Tate diagrams map initial objects to initial objects.
of a span

\[
\begin{array}{ccc}
I & \xleftarrow{\phi} & \downarrow_{\text{Pro}^\kappa_n(C)} I \\
& \searrow & \downarrow \equiv \downarrow \equiv \\
& & \text{Pro}^\kappa_n(C) \\
\end{array}
\]

where the maps \(I \xrightarrow{\phi} \text{Pro}^\kappa_n(C) J \longrightarrow J\) are final. For any \((i, j, \gamma_{ij}) \in I \downarrow_{\text{Pro}^\kappa_n(C)} J\), the sub-poset \((I \downarrow_{\text{Pro}^\kappa_n(C)} J)_{i, j, \gamma_{ij}} \subset I \downarrow_{\text{Pro}^\kappa_n(C)} J\) of all elements \((l, k, \gamma_{lk}) \geq (i, j, \gamma_{ij})\) is directed, final, and has an initial object. We see that the map \(f\) is the image of the morphism

\[
\begin{array}{ccc}
I & \xleftarrow{(i, j, \gamma_{ij})} & \downarrow_{\text{Pro}^\kappa_n(C)} J \\
& \searrow & \downarrow \equiv \downarrow \equiv \\
& & \text{Pro}^\kappa_n(C) \\
\end{array}
\]

in \(\mathcal{T}_n(C)[W^{-1}]\).

Faithfulness follows by a slight modification of the argument for Proposition 3.1. Suppose that \(X: I \longrightarrow \text{Pro}^\kappa_n(C)\) and \(Y: J \longrightarrow \text{Pro}^\kappa_n(C)\) are based elementary Tate diagrams for which there exist morphisms

\[
\begin{array}{ccc}
X & \xleftarrow{(\varphi_0, \alpha_0)} & Y \\
& \xrightarrow{(\varphi_1, \alpha_1)} & \equiv \equiv \\
\end{array}
\]

which induce equal maps of elementary Tate objects. For \(a = 0, 1\), the pair \((\varphi_a, \alpha_a)\) induces a section of the map \(I \downarrow_{\text{Pro}^\kappa_n(C)} J \longrightarrow I\). Denote by \(i_0 \in I\) the initial object, and denote by \(K_a \subset I \downarrow_{\text{Pro}^\kappa_n(C)} J\) the final sub-category consisting of all \((i, j, \gamma_{ij}) \geq (i_0, \varphi_a(i_0), \alpha_a, i_0)\).

These sections fit into commuting triangles

\[
\begin{array}{ccc}
I & \xleftarrow{(\varphi_a, \alpha_a)} & K_a \\
& \searrow & \downarrow \equiv \\
X & \equiv & \text{Pro}^\kappa_n(C) \\
\end{array}
\]

The existence of these commuting triangles implies that, for \(a = 0, 1\), the image of the map \((\varphi_a, \alpha_a): X \longrightarrow Y\) in the localization \(\mathcal{T}_n(C)[W^{-1}]\) is equal to the map represented by the zig-zag

\[
\begin{array}{ccc}
I & \xleftarrow{K_a} & J \\
& \searrow & \downarrow \equiv \\
X & \equiv & \text{Pro}^\kappa_n(C) \\
\end{array}
\]

Let \(b \in I \downarrow_{\text{Pro}^\kappa_n(C)} J\) be an element with \(b \geq (i_0, \varphi_a(i_0), \alpha_a, i_0)\) for \(a = 0, 1\). Denote by \(K \subset I \downarrow_{\text{Pro}^\kappa_n(C)} J\) the final sub-category on all \((i, j, \gamma_{ij}) \geq b\). For \(a = 0, 1\), we
have $K \subset K_n$ with $K$ final. This implies that the maps represented by the zig-zags above are isomorphic to the zig-zag

$$
\begin{array}{c}
I & \longrightarrow & K & \longrightarrow & J \\
X & \Downarrow & \Downarrow & \Downarrow & \Downarrow \\
\text{Pro}_\kappa^\text{el}(C)
\end{array}
$$

We conclude that (5.3) is faithful. □

5.2.4. Functoriality of the Construction.

**Proposition 5.10.** An exact functor $F : C \longrightarrow D$ extends canonically to an exact functor

$$
\text{Tate}_\kappa^\text{el}(C) \longrightarrow \text{Tate}_\kappa^\text{el}(D).
$$

If $F$ is faithful or fully faithful, then so is $\tilde{F}$.

**Proof.** Proposition 3.15 and the analogous clause in Theorem 4.2 show that $F$ extends canonically to an exact functor $\tilde{F} : \text{Ind}_\kappa^\text{el}(\text{Pro}_\kappa^\text{el}(C)) \longrightarrow \text{Ind}_\kappa^\text{el}(\text{Pro}_\kappa^\text{el}(D))$ such that $\tilde{F}$ is (fully) faithful if $F$ is. It suffices to show that $\tilde{F}$ preserves elementary Tate objects.

Represent $\tilde{X} \in \text{Tate}_\kappa^\text{el}(C)$ by an elementary Tate diagram of size at most $\kappa$

$$
\begin{array}{c}
I & \longrightarrow & X & \longrightarrow & \text{Pro}_\kappa^\text{el}(C) \\
I & \longrightarrow & \text{Pro}_\kappa^\text{el}(D)
\end{array}
$$

Because $F$ is exact, the diagram

$$
\begin{array}{c}
I & \longrightarrow & X & \longrightarrow & \text{Pro}_\kappa^\text{el}(C) \\
F & \longrightarrow & \text{Pro}_\kappa^\text{el}(D)
\end{array}
$$

is also an elementary Tate diagram. We conclude that $\tilde{F}(\tilde{X}) \in \text{Tate}_\kappa^\text{el}(D)$. □

5.2.5. Countable Elementary Tate Objects. Countable elementary Tate objects were introduced by Beilinson [4, A.3]. We show here that our approach is compatible with his.

**Definition 5.11.** (Beilinson [4, A.3]) Let $C$ be an exact category. Let $\Pi \subset \mathbb{Z} \times \mathbb{Z}$ be the full sub-poset consisting of all $(i, j)$ with $i \leq j$. An admissible $\Pi$-diagram in $C$ is a functor $X : \Pi \longrightarrow C$ such that for all $i \leq j \leq k$, the sequence

$$
X_{i,j} \longrightarrow X_{i,k} \longrightarrow X_{j,k}
$$

is short exact. Denote by $\Pi^\alpha(C)$ the category of admissible $\Pi$-diagrams in $C$ and natural transformations between them.

**Definition 5.12.** A functor $\varphi : \mathbb{Z} \longrightarrow \mathbb{Z}$ is bifinal if $\varphi(n) \rightarrow \pm \infty$ as $n \rightarrow \pm \infty$. Let $\varphi_0$ and $\varphi_1$ be two bifinal maps. We say $\varphi_0 \leq \varphi_1$ if, for all $n \in \mathbb{Z}$, $\varphi_0(n) \leq \varphi_1(n)$.

A functor $\varphi : \mathbb{Z} \longrightarrow \mathbb{Z}$ induces a functor $\varphi : \Pi \longrightarrow \Pi$ by applying $\varphi$ in each factor.

**Definition 5.13.** Denote by $U \subset \Pi^\alpha(C)$ the sub-category consisting of all morphisms of the form $X\varphi_0 \longrightarrow X\varphi_1$ for bifinal maps $\varphi_0 \leq \varphi_1$. The Beilinson category $\lim_{\to U} C$ is the localization $\Pi^\alpha(C)[U^{-1}]$. 
Proposition 5.14. (Previdi [21] Theorem 5.8) Let $\mathcal{C}$ be an exact category. The Beilinson category $\lim_{\to} \mathcal{C}$ embeds as a full sub-category of $\text{Ind}_{0}^{\alpha}(\text{Pro}_{0}^{\alpha}(\mathcal{C}))$.

Remark 5.15. Let $X: \Pi \to \mathcal{C}$ be an admissible $\Pi$-diagram in $\mathcal{C}$. The assignment

$$\{X_{i,j}\} \mapsto \colim_{j} X_{i,j}$$

extends to a functor $\lim_{\to} \mathcal{C} \to \text{Ind}_{0}^{\alpha}(\text{Pro}_{0}^{\alpha}(\mathcal{C}))$. Previdi [21] shows that this is a fully faithful embedding into the countable envelope of the dual of the countable envelope of $\mathcal{C}^{\text{op}}$ (Previdi denotes this by $\text{IP}^{\alpha}(\mathcal{C})$). Proposition 3.17 and its analogue for countable admissible Pro-objects imply that $\text{IP}^{\alpha}(\mathcal{C})$ is equivalent to the category $\text{Ind}_{0}^{\alpha}(\text{Pro}_{0}^{\alpha}(\mathcal{C}))$.

Proposition 5.16. Let $\mathcal{C}$ be an exact category. The Beilinson category $\lim_{\to} \mathcal{C}$ is equivalent to $\text{Tate}_{0}^{\alpha}(\mathcal{C})$.

Proof. We show that the embedding $\lim_{\to} \mathcal{C} \hookrightarrow \text{Ind}_{0}^{\alpha}(\text{Pro}_{0}^{\alpha}(\mathcal{C}))$ takes its essential image in the category $\text{Tate}_{0}^{\alpha}(\mathcal{C})$. Let $X: \Pi \to \mathcal{C}$ be an admissible $\Pi$-diagram in $\mathcal{C}$ representing $\hat{X} \in \lim_{\to} \mathcal{C} \subseteq \text{Ind}_{0}^{\alpha}(\text{Pro}_{0}^{\alpha}(\mathcal{C}))$.

The definition of admissible $\Pi$-diagram ensures that the assignment

$$n \mapsto X_{-n,0}$$

defines a countable admissible Pro-diagram $X_{*,0}: \mathbb{N} \to \mathcal{C}^{\text{op}}$. Denote by $\hat{X}_{0}$ the associated admissible Pro-object. The canonical map $\hat{X}_{0} \to \hat{X}$ is an admissible monic (Lemma 3.11). The quotient $\hat{X}/\hat{X}_{0}$ is an admissible Ind-object. Indeed, the quotient is represented by the admissible $\Pi$-diagram $X/X_{0}: \Pi \to \mathcal{C}$ which, for $j < 0$, sends $(i,j)$ to $0 \in \mathcal{C}$ and, for $j \geq 0$, sends $(i,j)$ to $X_{i/j}/X_{i,0}$. For any $i \leq 0 \leq j$, we have that $X_{i,j}/X_{i,0} \cong X_{0,j}$ because $X$ is an admissible $\Pi$-diagram. In particular, we see that $X/X_{0}$ is constant in the Pro-direction (the first factor of $\Pi$). We conclude that $\hat{X}/\hat{X}_{0} \in \text{Ind}_{0}^{\alpha}(\mathcal{C})$. Using Theorem 5.4 we conclude that $\hat{X} \in \text{Tate}_{0}^{\alpha}(\mathcal{C})$.

Conversely, every countable elementary Tate object is an extension of a countable admissible Ind-object by a countable admissible Pro-object. Proposition 3.17 shows that the categories $\text{Ind}_{0}^{\alpha}(\mathcal{C})$ and $\text{Pro}_{0}^{\alpha}(\mathcal{C})$ are contained in the Beilinson category. The proof of Previdi’s [21] Theorem 6.1 shows that the Beilinson category is closed under extensions in the category of countable admissible Ind-Pro objects. We conclude that every elementary Tate object is isomorphic to an object in $\lim_{\to} \mathcal{C}$.

For countable elementary Tate objects, we also have the following.

Proposition 5.17. The category $\text{Tate}_{0}^{\alpha}(\mathcal{C})$ is split exact if $\mathcal{C}$ is.

Proof. Proposition 3.18 implies that $\text{Pro}_{0}^{\alpha}(\mathcal{C})$ and $\text{Ind}_{0}^{\alpha}(\text{Pro}_{0}^{\alpha}(\mathcal{C}))$ are split exact if $\mathcal{C}$ is. As a fully exact sub-category of $\text{Ind}_{0}^{\alpha}(\text{Pro}_{0}^{\alpha}(\mathcal{C}))$, $\text{Tate}_{0}^{\alpha}(\mathcal{C})$ is split exact as well.

Proposition 5.18. Let $\mathcal{C}$ be a split exact category for which there exists a collection of objects $\{S_{i}\}_{i \in \mathbb{N}} \subseteq \mathcal{C}$ such that every object $Y \in \mathcal{C}$ is a direct summand of $\bigoplus_{i=0}^{n} S_{i}$.
for some \(n\). Denote by \(\prod_{N} S\) and \(\bigoplus_{N} S\) the admissible Pro and Ind-objects
\[
\prod_{N} S := \lim_{(m,n) \in \mathbb{N} \times \mathbb{N}} \prod_{i=0}^{m} S_{i}, \\
\bigoplus_{N} S := \text{colim}_{(m,n) \in \mathbb{N} \times \mathbb{N}} \bigoplus_{i=0}^{m} S_{i}^{\otimes n}.
\]
Then every countable elementary Tate object in \(C\) is a direct summand of
\[
\prod_{N} S \oplus \bigoplus_{N} S.
\]

Proof. The proof of Theorem 5.4 shows that every elementary Tate object \(\hat{X}\) fits into an exact sequence
\[
\hat{L} \longrightarrow \hat{X} \longrightarrow \hat{X}/L
\]

where \(\hat{L} \in \text{Pro}_{\aleph_0}(C)\) and \(\hat{X}/L \in \text{Ind}_{\aleph_0}(C)\). By Proposition 3.19, \(\hat{X}/L\) is a direct summand of \(\bigoplus_{N} S\). The analogous result for Pro objects (in Theorem 4.2) shows that \(\hat{L}\) is a direct summand of \(\prod_{N} S\).

\[
\text{Example 5.19.} \text{ Let } R \text{ be a ring. The category } \text{Tate}_{\aleph_0}(P^f(R)) \text{ is split exact, and every countable elementary Tate module is a direct summand of } R((t)).
\]

5.3. The Category of Tate Objects.

**Definition 5.20.** Let \(C\) be an idempotent complete exact category. Define the category \(\text{Tate}_\kappa(C)\) of Tate objects in \(C\) of size at most \(\kappa\) to be the idempotent completion of \(\text{Tate}_{\kappa}(C)\).

The discussion of Section 3.2.6 shows that \(\text{Tate}_{\kappa}(C)\) does not coincide with \(\text{Tate}_\kappa(C)\) in general. Drinfeld [10, Example 3.2.2.2] provides another example of a Tate module over a commutative ring which is not elementary.

5.4. Tate R-Modules. The categories of admissible Ind, Pro and Tate objects in finite dimensional vector spaces over a discrete field date back at least to Lefschetz [16, Chapter II.25]. Lefschetz described these as categories of topological vector spaces, which he called “discrete”, “linearly compact” and “locally linearly compact” respectively. More recently, Drinfeld [10] has introduced a notion of Tate modules over discrete rings \(R\). We relate his notion to Tate objects in the category \(P^f(R)\) of finitely generated projective (left) \(R\)-modules.

**Definition 5.21** (Drinfeld). Let \(R\) be a ring. An elementary Tate module \(\text{à la Drinfeld}\) is a topological \(R\)-module isomorphic to \(P \oplus Q\) where \(P\) is a discrete projective (left) module and \(Q\) is the topological dual of a discrete projective (right) module. A Tate module \(\text{à la Drinfeld}\) is a topological direct summand of an elementary Tate module \(P \oplus Q\).

Denote by \(\text{Tate}^{Dr}(R)\) the category of Tate modules \(\text{à la Drinfeld}\) and continuous homomorphisms. Denote by \(\text{Tate}^{Dr}_{\aleph_0}(R) \subset \text{Tate}^{Dr}(R)\) the full sub-category on direct summands of modules \(P \oplus Q\) where \(P\) and \(Q\) are countably generated.
Theorem 5.22. The category $\text{Tate}^{Dr}(R)$ of Tate modules à la Drinfeld is a full sub-category of $\text{Tate}(P^f(R))$. The categories $\text{Tate}_{R_0}^{Dr}(R)$ and $\text{Tate}_{R_0}(P^f(R))$ are equivalent.

Proof of Theorem 5.22 The category $\text{Ind}^a(\text{Pro}^a(P^f(R)))$ embeds fully faithfully in the category $\text{Mod}(R)_{top}$ of topological $R$-modules, by an iterate of the construction in the proof of Proposition 4.4. This extends to a fully faithful embedding $(\text{Ind}^a(\text{Pro}^a(P^f(R))))^C \hookrightarrow \text{Mod}(R)_{top}$, because $\text{Mod}(R)_{top}$ is idempotent complete. In particular, $\text{Tate}(P^f(R))$ embeds as a full sub-category of $\text{Mod}(R)_{top}$. We show that this sub-category contains $\text{Tate}^{Dr}(R)$.

It suffices to show that every elementary Tate module à la Drinfeld $P \oplus Q^\vee$ is in $\text{Tate}^{el}(P^f(R))$. The module $P \oplus Q^\vee$ is trivially an extension of the discrete projective (left) module $P$ by the topological dual of a discrete projective (right) module $Q$. Proposition 3.24 and Corollary 4.6 show that $P$ and $Q^\vee$ are objects in $\text{Tate}(P^f(R))$, so $P \oplus Q^\vee$ is as well.

To prove $\text{Tate}_{R_0}^{Dr}(R) \simeq \text{Tate}_{R_0}(P^f(R))$, we show that every countable elementary Tate object in $P^f(R)$ is elementary à la Drinfeld. Indeed, every countable elementary Tate module $V \in \text{Tate}_{R_0}^{el}(P^f(R))$ admits a lattice $L$. The lattice $L$ is isomorphic to the topological dual of a discrete, countably generated, projective (right) module by Corollary 4.6. The quotient $V/L$ is discrete and projective by Proposition 3.24.

Remark 5.23. It is possible to give a purely categorical description of $\text{Tate}^{Dr}(R)$ along the lines of Corollary 3.24. For idempotent complete $\mathcal{C}$, denote by

$$\text{Ind}^a(\mathcal{C}) \subset \text{Ind}^a(\mathcal{C})$$

the full sub-category consisting of arbitrary direct sums of objects in $\text{Ind}^a(\mathcal{C})$. Denote by

$$\text{Pro}^a(\mathcal{C}) \subset \text{Pro}^a(\mathcal{C})$$

the full sub-category consisting of arbitrary direct products of objects in $\text{Pro}^a(\mathcal{C})$. Define

$$\text{Tate}^{Dr}(\mathcal{C}) \subset \text{Tate}(\mathcal{C})$$

to be the idempotent completion of the smallest full sub-category of $\text{Tate}^{el}(\mathcal{C})$ which contains the categories $\text{Pro}^a(\mathcal{C})$ and $\text{Ind}^a(\mathcal{C})$ and which is closed under extensions. Our discussion above shows that for $\mathcal{C} = P^f(R)$, $\text{Tate}^{Dr}(\mathcal{C}) \simeq \text{Tate}^{Dr}(R)$.

5.5. Tate Objects and the Calkin Category. Let $R$ be a ring. Denote by $\pi_{R[[t]]} : R((t)) \longrightarrow R[[t]]$ the projection onto $R[[t]] \subset R((t))$. Tate objects provide a categorical analogue of the $R$-algebra

$$\text{Mat}_R^+(R) := \{ A \in \text{End}_R(R((t))) \mid [A, \pi_{R[[t]]}] \text{ has finite rank} \}$$

The assignment $A \mapsto (1 - \pi_{R[[t]]})A(1 - \pi_{R[[t]]})$ defines a surjective algebra homomorphism

$$\text{Mat}_R^+(R) \longrightarrow \text{Calk}(R).$$

This homomorphism admits a categorical analogue.
5.5.1. The Map $\text{Tate}_κ(C) \to \text{Calk}_κ(C)$. Recall from Proposition [5.9] that $\text{T}_κ'(C)$ is the category of based elementary Tate diagrams, $X : I \to \text{Pro}^a(C)$. Denote by $i_0 \in I$ the initial object. The assignment

$$
\begin{array}{c}
I \\
\downarrow X \\
\text{Pro}^a_κ(C) \\
\downarrow
\end{array} 
\quad 
\begin{array}{c}
I \\
\downarrow X/X_{i_0} \\
\text{C} \\
\downarrow
\end{array}
$$

extends to a functor

$$
\begin{array}{c}
\text{T}_κ'(C) \\
\downarrow q \\
\text{Calk}_κ(C)
\end{array}
$$

This functor sends a morphism

$$
\begin{array}{c}
I \\
\downarrow X \\
\text{Pro}^a_κ(C) \\
\downarrow
\end{array} 
\quad 
\begin{array}{c}
\psi \\
\downarrow \\
J \\
\downarrow
\end{array}
$$

to the morphism

$$
\text{colim}_I X_i/X_{i_0} \to \text{colim}_I Y_{\psi(i)}/Y_{\psi(i_0)} \overset{\cong}{\to} \text{colim}_J Y_j/Y_{j_0}
$$

The isomorphism on the right is the inverse, in $\text{Calk}_κ(C)$, of the map in $\text{Calk}_κ(C)$ given by the zig-zag

$$
\text{colim}_J Y_{\psi(i)}/Y_{\psi(i_0)} \leftarrow \text{colim}_I Y_{\psi(i)}/Y_{j_0} \to \text{colim}_J Y_j/Y_{j_0}
$$

Recall that $W' \subset \text{T}_κ'(C)$ denotes the sub-category of final maps (which are not required to preserve the initial object!). By inspection, $q$ takes maps in $W'$ to isomorphisms. Proposition [5.9] and the universal property of localization guarantee that $q$ induces a unique functor

$$(5.4) 
\begin{array}{c}
\text{Tate}^{el}_κ(C) \\
\downarrow \tilde{q} \\
\text{Calk}_κ(C)
\end{array}
$$

Our construction guarantees that [5.4] is exact. By the universal property of idempotent completion, [5.4] extends uniquely to an exact functor

$$
\begin{array}{c}
\text{Tate}_κ(C) \\
\downarrow \tilde{q} \\
\text{Calk}_κ(C)
\end{array}
$$

5.5.2. The Kernel of $\text{Tate}_κ(C) \to \text{Calk}_κ(C)$. If $A \in \text{Mat}^+(R)$ has its image contained in $R[[t]] \oplus M \subset R((t))$ for some finitely generated sub-module $M$, then $A \in \ker(\text{Mat}^+(R) \to \text{Calk}(R))$. Similarly, the construction of $\tilde{q}$ shows that it takes admissible Pro-objects to the zero object in $\text{Calk}_κ(C)$. As a result, it takes admissible epics (monics) in $\text{Tate}_κ(C)$ whose (co)kernels are in $\text{Pro}^a_κ(C)^{ic}$ to isomorphisms. It therefore factors through an exact functor

$$
\begin{array}{c}
(\text{Tate}_κ(C)/\text{Pro}^a_κ(C)^{ic})^{ic} \\
\downarrow \tilde{q} \\
\text{Calk}_κ(C)
\end{array}
$$
Proposition 5.24. (See also Saito [24] Lemma 3.5) The map

\[(\text{Tate}_k(\mathcal{C})/\text{Pro}_{k}^a(\mathcal{C}))^{ic} \xrightarrow{\tilde{q}} \text{Calk}_k(\mathcal{C})\]

is an equivalence of exact categories.

Proof. The universal property of localization and idempotent completion ensure that the map \(\text{Ind}_{k}^*(\mathcal{C}) \hookrightarrow \text{Tate}_k(\mathcal{C}) \xrightarrow{\tilde{q}} (\text{Tate}_k(\mathcal{C})/\text{Pro}_{k}^a(\mathcal{C}))^{ic}\) induces a canonical map

\[\text{Calk}_k(\mathcal{C}) \xrightarrow{\iota} (\text{Tate}_k(\mathcal{C})/\text{Pro}_{k}^a(\mathcal{C}))^{ic}\]

We will show that \(\iota\) is inverse to \(\tilde{q}\). From the construction of idempotent completion, it suffices to show that:

1. if \(\hat{Y} \in \text{Calk}_k(\mathcal{C})\) is isomorphic to an admissible Ind-object, then \(\tilde{q}\iota(\hat{Y})\) is naturally isomorphic to \(\hat{Y}\), and
2. if \(\hat{X} \in (\text{Tate}_k(\mathcal{C})/\text{Pro}_{k}^a(\mathcal{C}))^{ic}\) is isomorphic to an elementary Tate object, then \(\iota\tilde{q}(\hat{X})\) is naturally isomorphic to \(\hat{X}\).

The first is immediate from the construction of \(\iota\) and \(\tilde{q}\). Conversely, if \(\hat{X}\) is an elementary Tate object, the construction of \(\tilde{q}\) defines a map

\[\hat{Y} \xrightarrow{\iota\tilde{q}(\hat{Y})}\]

whose kernel is an admissible Pro-object. □

Similar arguments show the following.

Proposition 5.25. The assignment \(X \mapsto X_{i_0}\) extends to a functor

\[\mathbb{T}'_k(\mathcal{C}) \xrightarrow{\iota} \text{Pro}_{k}^a(\mathcal{C})/\mathcal{C}\]

This induces an equivalence of exact categories

\[\text{Tate}_k(\mathcal{C})/\text{Ind}_{k}^*(\mathcal{C}) \xrightarrow{\sim} \text{Pro}_{k}^a(\mathcal{C})/\mathcal{C}\]

Its inverse \(\text{Pro}_{k}^a(\mathcal{C})/\mathcal{C} \rightarrow (\text{Tate}_k(\mathcal{C})/\text{Ind}_{k}^*(\mathcal{C}))\) is the map induced by the inclusion \(\text{Pro}_{k}^a(\mathcal{C}) \subset \text{Tate}_k(\mathcal{C})\).

Remark 5.26. As S. Saito [24] has observed in the countable case, the propositions above combine with the Eilenberg swindle and Schlichting’s localization theorem [27] to show that \(K_i(\text{Tate}_k(\mathcal{C})) \cong K_{i-1}(\mathcal{C})\), when \(\mathcal{C}\) is idempotent complete.

6. SATO GRASSMANNIANS

Let \(k\) be a field and consider the Tate vector space \(k((t))\). Sato and Sato [26] introduced an infinite dimensional Grassmannian \(Gr(k((t)))\) whose points correspond to lattices, i.e., members of a certain class of subspaces \(L \subset k((t))\). They then constructed a determinant line bundle \(\mathcal{L} \rightarrow Gr(k((t)))\) and employed this to great effect in applications.

In this section, we recall the definition of lattices and Sato Grassmannians for elementary Tate objects in general exact categories (see also Previdi [22]). The key properties required for the construction of the determinant line are:

1. for any nested pair of lattices \(L_0 \subset L_1 \subset k((t))\), the quotient \(L_1/L_0\) is finite dimensional, and
(2) for any pair of lattices \( L_0 \) and \( L_1 \), there exists a common enveloping lattice \( N \) with \( L_i \subset N \) for \( i = 0, 1 \).

We show that, for any \( C \), the construction of the Grassmannian is natural with respect to exact functors, and that the analogue of the first property holds. If \( C \) is idempotent complete, we show that the analogue of the second holds as well.

Definition 6.1. Let \( V \in \text{Tate}_k^e(C) \). A lattice \( L \) in \( V \) consists of an admissible monic

\[
\begin{array}{ccc}
L & \hookrightarrow & V \\
\end{array}
\]

such that \( L \in \text{Pro}_k^e(C) \) and \( V/L \in \text{Ind}_k^e(C) \). The Sato Grassmannian \( Gr(V) \) is the poset of lattices of \( V \) ordered by inclusion.

Remark 6.2.

(1) We use the term “lattice” to refer to what Drinfeld \[10\] calls a “coprojective lattice.”

(2) The proof of Theorem 5.4 shows that every elementary Tate object has a lattice, and further that any object in an elementary Tate diagram is a lattice of the associated Tate object.

Proposition 6.3. Let \( V \) be an elementary Tate object in \( C \). An exact functor \( F: C \rightarrow D \) induces an order preserving map

\[
\begin{array}{ccc}
Gr(V) & \xrightarrow{F_V} & Gr(\tilde{F}(V)) \\
L & \rightarrow & \tilde{F}(L)
\end{array}
\]

Proof. Order preserving is clear once we show that \( F_V \) is well defined. Let

\[
\begin{array}{ccc}
L & \hookrightarrow & V \\
\end{array}
\]

be a lattice in \( V \). It defines an exact sequence

\[
\begin{array}{ccc}
L & \hookrightarrow & V & \twoheadrightarrow & V/L \\
\end{array}
\]

of elementary Tate objects in \( C \), where \( V/L \) is an admissible Ind-object. The extension of \( F \) to elementary Tate objects preserves exact sequences as well as admissible Pro and Ind-objects, so

\[
\begin{array}{ccc}
\tilde{F}(L) & \hookrightarrow & \tilde{F}(V) & \twoheadrightarrow & \tilde{F}(V/L) \\
\end{array}
\]

is an exact sequence of elementary Tate objects in \( D \), such that \( \tilde{F}(L) \) is an admissible Pro-object, and such that \( \tilde{F}(V/L) \) is an admissible Ind-object. \( \square \)

Remark 6.4. Let \( R \) be a commutative ring. Let \( V \) be an elementary Tate \( R \)-module. Proposition \[6.3\] shows that the Sato Grassmannian \( Gr(V) \) defines a presheaf over \( \text{Spec}(R) \). The Sato Grassmannian \( Gr(V) \) can in fact be viewed as an Ind-algebraic space which is Ind-proper over \( \text{Spec}(R) \) \[10, Proposition 3.8\].

Proposition 6.5. Let \( L_0 \hookrightarrow L_1 \hookrightarrow V \) be a nested pair of lattices in \( V \in \text{Tate}_k^e(C) \). The quotient \( L_1/L_0 \) is an object of \( C \).

Proof. We show that \( L_1/L_0 \) lies in \( \text{Ind}_k^e(C) \cap \text{Pro}_k^e(C) \subset \text{Tate}_k^e(C) \), and that this intersection is the sub-category \( C \subset \text{Tate}_k^e(C) \).
By Noether’s Lemma [8] Lemma 3.5, a nested pair of lattices gives rise to an exact sequence
\[ L_1/L_0 \longrightarrow V/L_0 \longrightarrow V/L_1. \]
The object $L_1/L_0$ is an admissible Pro-object. Indeed, it is an admissible quotient in $\text{Tate}_K^e(C)$ of an admissible Pro-object, and $\text{Pro}_a(C) \subset \text{Tate}_K^e(C)$ is left s-filtering. The object $L_1/L_0$ is also an admissible Ind-object. Indeed, by straightening exact sequences of admissible Ind-Pro objects, we see that, in an exact sequence of admissible Ind-Pro objects, the central term is an admissible Ind-object if and only if the outer two terms are.

Let $L: I \longrightarrow C$ be an admissible Ind-diagram representing $L_1/L_0$. Because $L_1/L_0$ is also an admissible Pro-object, the isomorphism $L_1/L_0 \cong \text{colim}_i L_i$ factors through the inclusion of $L_i$ for some $i$

\[ L_1/L_0 \xrightarrow{\cong} \text{colim}_i L_i \]

The inclusion is therefore an epic admissible monic, i.e. an isomorphism. We conclude that $L_1/L_0$ is in $C$. □

**Theorem 6.6.** Let $C$ be idempotent complete. Let $V \in \text{Tate}_K^e(C)$. The Sato Grassmannian $\text{Gr}(V)$ is a directed poset.

**Proof.** Let $L_0$ and $L_1$ be two lattices of $V$. We show that there exists a lattice $N$ of $V$ and admissible monics $L_i \hookrightarrow N$ over $V$ for $i = 0, 1$. Let $V: I \longrightarrow \text{Pro}_a(C)$ be an elementary Tate diagram representing $V$. Because $L_0 \oplus L_1$ is an admissible Pro-object, there exists $i \in I$, such that the morphism $L_0 \oplus L_1 \longrightarrow V$ factors through the admissible monic $V_i \hookrightarrow V$. Note that $V_i \hookrightarrow V$ is the inclusion of a lattice. Define $N := V_i \hookrightarrow V$. When $C$ is idempotent complete, we show that the maps $L_i \longrightarrow N$ are admissible monics in $\text{Pro}_a(C)$.

In an idempotent complete exact category, a map is an admissible monic if its post-composition by an admissible monic is an admissible monic (by the dual to [8] Corollary 7.7]). This implies that the maps $L_i \longrightarrow N$ are admissible monics in $\text{Tate}_a(C)$.

The category of $\text{Pro}_a(C)$ is closed under extensions in $\text{Tate}_a(C)$ (it is left s-filtering). To conclude that the maps $L_i \longrightarrow N$ are admissible monics, it is therefore enough to show that the cokernels $N/L_i$ are objects in $C \subset \text{Tate}_a(C)$.

An analogue of the proof of Proposition 6.5 implies that $N/L_i$ is contained in $\text{Pro}_a(C)^{\text{ic}} \cap \text{Ind}_a(C)^{\text{ic}} \subset \text{Lex}(\text{Pro}_a(C))$. We show that, when $C$ is idempotent complete, this intersection is the sub-category $C \subset \text{Lex}(\text{Pro}_a(C))$.

By assumption, there exist objects $P, Q \in \text{Lex}(\text{Pro}_a(C))$ such that $N/L_0 \oplus P \in \text{Pro}_a(C)$ and $N/L_0 \oplus Q \in \text{Ind}_a(C)$.

The composition

\[(6.1) \quad \xymatrix{ N/L_0 \oplus P \ar[r] & N/L_0 \ar[r] & N/L_0 \oplus Q \}
\]
is a morphism of admissible Ind-Pro objects, because the embedding of an exact category into its idempotent completion is fully faithful. Let $X: I \longrightarrow C$ be an
admissible Ind-diagram representing $N/L_0 \oplus Q$. Because $N/L_0 \oplus P \in \text{Pro}_a^\kappa(C)$, there exists $i \in I$ for which the map \ref{eq:6.1} factors as

\[
N/L_0 \oplus P \xrightarrow{f} N/L_0 \xrightarrow{\exists \tilde{f}} N/L_0 \oplus Q.
\]

Note that the map $\tilde{f}$ is induced from the map $f$ by the universal property of cokernels. The object $N/L_0$ is a retract of $X_i$, in $\text{Lex(Pro}_a^\kappa(C))$, because $N/L_0$ is a retract of $L_2/L_0 \oplus Q$. The composite

\[
X_i \longrightarrow N/L_0 \longrightarrow X_i
\]

is an idempotent. If $C$ is idempotent complete, this idempotent splits, and we conclude that $N/L_0$ is an object of $C$. The same reasoning applies to $N/L_1$. □

7. n-Tate Objects

In this section we consider $n$-Tate objects, and record their basic properties. We then recall the Beilinson–Parshin theory of $n$-dimensional ad` eles and we show that the $n$-dimensional ad` eles of an $n$-dimensional scheme are naturally an $n$-Tate object.

7.1. The Category of $n$-Tate Objects and its Properties.

\textbf{Definition 7.1.} Let $C$ be idempotent complete. Define the category $\text{n-Tate}^\kappa_n(C)$ of elementary $n$-Tate objects of size at most $\kappa$ by

\[
\text{n-Tate}^\kappa_n(C) := \text{Tate}^\kappa_0((n-1)-\text{Tate}^\kappa_n(C))
\]

The category $\text{n-Tate}^\kappa_n(C)$ of $n$-Tate objects of size at most $\kappa$ is the idempotent completion of $\text{n-Tate}^\kappa_n(C)$.

\textbf{Example 7.2.} Define a $0$-dimensional local field to be a finite field. Let $k$ be a finite field. Define an $n$-dimensional local field over $k$ to be a complete discrete valuation field $F$ with ring of integers $R$ such that the residue field of $R$ is an $(n-1)$-dimensional local field over $k$. Vector spaces over $n$-dimensional local fields are canonically elementary $n$-Tate objects in the category of finitely generated abelian groups.

The results of Sections 5 and 6 carry over to $n$-Tate objects.

\textbf{Theorem 7.3.} Let $C$ be an idempotent complete exact category.

1. $\text{Tate}^\kappa_n(C)$ is a the smallest exact sub-category of $\text{Ind}^\kappa_n(\text{Pro}^\kappa_0((n-1)-\text{Tate}^\kappa_n(C)))$ which contains $\text{Pro}^\kappa_0((n-1)-\text{Tate}^\kappa_n(C))$, and $\text{Ind}^\kappa_n((n-1)-\text{Tate}^\kappa_n(C))$ and which is closed under extensions.

2. The categories $\text{n-Tate}^\kappa_n(EC)$ and $\mathcal{E}(\text{n-Tate}^\kappa_n(C))$ are canonically equivalent. The categories $\text{n-Tate}^\kappa_n(EC)$ and $\mathcal{E}(\text{n-Tate}^\kappa_n(C))$ are canonically equivalent as well.
(3) An exact functor $F : C \to D$ extends canonically to a pair of exact functors

\[
\begin{array}{ccc}
\text{n-Tate}_n^k(C) & \xrightarrow{F} & \text{n-Tate}_n^k(D) \\
\downarrow & & \downarrow \\
n-Tate_n(C) & \xrightarrow{\tilde{F}} & n-Tate_n(D)
\end{array}
\]

If $F$ is faithful or fully faithful, then so are both functors $\tilde{F}$.

(4) The sub-category $\overline{\text{Pro}}^a((n-1)-\text{Tate}_n(C)) \subset \text{n-Tate}_n^k(C)$ is left s-filtering.

(5) The category $\text{n-Tate}_n^k(C)$ is split exact if $C$ is.

(6) Every elementary $n$-Tate object has a lattice.

(7) Let $V$ be an elementary $n$-Tate object in $C$. An exact functor $F : C \to D$ induces an order-preserving map

\[
\begin{array}{ccc}
\text{Gr}(V) & \xrightarrow{F_V} & \text{Gr}(\tilde{F}(V)) \\
\downarrow & & \downarrow \\
L & \xrightarrow{\tilde{F}(L)} & \tilde{F}(L)
\end{array}
\]

(8) The quotient of a lattice by a sub-lattice is an $(n-1)$-Tate object.

(9) The Sato Grassmannian of an elementary $n$-Tate object is a directed poset.

Remark 7.4. The observations behind remarks 3.32 and 5.26 similarly show that $K_i(n-\text{Tate}_n^\kappa(C)) \cong K_i-n(C)$ when $C$ is idempotent complete.

Proposition 7.5. For any $X$ in an exact category $C$, denote by $X[t]$, $X[[t]]$ and $X((t))$ the admissible Ind, Pro and elementary Tate objects

\[
\begin{align*}
X[t] & := \colim_{n \in \mathbb{N}} X^\oplus n, \\
X[[t]] & := \lim_{n \in \mathbb{N}} X^\times n, \text{ and} \\
X((t)) & := X[[t]] \oplus X[t] \in \text{Tate}_n^k(C).
\end{align*}
\]

Similarly, we define $X((t_1)) \cdots ((t_n)) \in \text{n-Tate}_n^k(C)$ by

\[
X((t_1)) \cdots ((t_n)) := (X((t_1)) \cdots ((t_{n-1})))((t_n))
\]

Now suppose that $C$ is a split exact category for which there exists a collection of objects $\{S_i\}_{i \in \mathbb{N}} \subset C$ such that every object $Y \in C$ is a direct summand of $\bigoplus_{i=0}^n S_i$ for some $n$. As above, denote by $\overline{\bigoplus}_N S$ and $\overline{\bigoplus}_N S$ the admissible Pro and Ind-objects

\[
\begin{align*}
\overline{\bigoplus}_N S & := \colim_{(m,n) \in \mathbb{N} \times \mathbb{N}} \bigoplus_{i=0}^m S_i^\oplus n, \text{ and} \\
\overline{\bigoplus}_N S & := \lim_{(m,n) \in \mathbb{N} \times \mathbb{N}} \bigoplus_{i=0}^m S_i^\oplus n.
\end{align*}
\]

Then every countable $n$-Tate object in $C$ is a direct summand of

\[
(\overline{\bigoplus}_N S \oplus \overline{\bigoplus}_N S)((t_2)) \cdots ((t_n)).
\]
Proof. We induct on \( n \). Proposition \ref{prop:tate-objects-exact-categories-5.18} establishes the case \( n = 1 \). Assume the result is true for \( n \). Then the category \( n\text{-Tate}_{S_\infty}(C) \) is split exact and every object is a direct summand of \( \left( \prod_{N} S \oplus \bigoplus_{N} S \right)((t_2)) \cdots ((t_n)) \). We can therefore apply Proposition \ref{prop:tate-objects-exact-categories-5.18} to \( n\text{-Tate}_{S_\infty}(C) \) and conclude that every object in \( \text{Tate}^d(n\text{-Tate}_{S_\infty}(C)) \) is a direct summand of \( \left( \prod_{N} S \oplus \bigoplus_{N} S \right)((t_2)) \cdots ((t_n))((t_{n+1})) \).

This completes the induction. \( \square \)

**Example 7.6.** Let \( R \) be a ring. Every countable \( n\text{-Tate} \) \( R \)-module is a direct summand of \( R((t_1)) \cdots ((t_n)) \).

### 7.2. Beilinson–Parshin Adèles.

**Definition 7.7** (Beilinson–Parshin). Let \( X \) be an \( n \)-dimensional Noetherian scheme. For \( 0 \leq i \leq n \), denote by \( |X|_i \) the set of points \( p \in X \) such that the closure of \( p \) is an \( i \)-dimensional sub-scheme of \( X \). Given \( p \in X \), denote the inclusion of its closure by \( j_p: \overline{p} \hookrightarrow X \). Denote the inclusion of the \( r \)-th order formal neighborhood of its closure by \( j_p^r: \overline{p}^{(r)} \hookrightarrow X \). Define the \( n \)-dimensional adèles \( QCoh(X) \rightarrow \mathbb{Mod}(\mathcal{O}_X) \) to be the functor which commutes with direct limits and whose restriction to \( Coh(X) \) is inductively given by,

1. for \( n = 0 \), \( A^n_0X(F) := F \), and
2. for \( n > 0 \),
   a. if \( X \) is irreducible with generic point \( \eta \), define
   \[
   A^n_X(F) := \text{colim}_i \prod_{p \in |X|_{n-1}} \lim_{r} j_{p^{(r)}}^* A^{n-1}_p(j_{p^{(r)}}^* F_i)
   \]
   where the colimit is over the poset of coherent subsheaves \( F_i \subset j_{\eta,*} j_{\eta}^* F \) such that \( j_{\eta}^* F_i = j_{\eta}^* F \).
   b. if \( X \) has irreducible components \( \{X_a\} \), then
   \[
   A^n_X(F) := \bigoplus_a j_{X_a,*} A^n_{X_a}(j_{X_a}^* F).
   \]

**Remark 7.8.** This definition corresponds to the reduced \( n \)-dimensional adèles of \cite{13}.

**Example 7.9.** When \( X = \text{Spec}(\mathbb{Z}) \), \( A^1_X(\mathcal{O}_X) \) is the finite adèles \( \mathbb{Q} \otimes (\prod_p \mathbb{Z}_p) \).

We can also discuss the adèles at a single place.

**Definition 7.10.** Let \( X \) be an \( n \)-dimensional Noetherian scheme. Let \( \xi := (p_0 < \ldots < p_n) \) be an increasing sequence of points in \( X \), with \( \{p_i\} \) of dimension \( i \). Denote by \( d(\xi) \) the sequence \( d(\xi) := (p_0 < \ldots < p_{n-1}) \). Using the notation of Definition \ref{def:beilinson-parshin-adelles} we define the \( n \)-dimensional adèles at the place \( \xi \)

\[
QCoh(X) \xrightarrow{A^n_{X,\xi}(-)} \mathbb{Mod}(\mathcal{O}_X)
\]

to be the functor which commutes with direct limits and whose restriction to \( Coh(X) \) is inductively given by,
(1) for \( n = 0 \), \( \mathbb{A}^n_{X,\xi}(\mathcal{F}) := \mathcal{F} \), and

(2) for \( n > 0 \), define

\[
\mathbb{A}^n_{X,\xi}(\mathcal{F}) := \text{colim}_r \lim_{p_{n-1}} j_{p_{n-1},*}^n \mathbb{A}^{n-1}_{p_{n-1},*} d(\xi) j_{p_{n-1}}^* \mathcal{F}
\]

where the colimit is over the poset of coherent subsheaves \( \mathcal{F}_i \subset j_{p_n,*} j_{p_n,}^* \mathcal{F} \) such that \( j_{p_n,*}^* \mathcal{F} = j_{p_n,*}^* \mathcal{F} \).

Beilinson\(^{[2]}\) formulated the \( n \)-dimensional adèles as the top degree piece of a functorial flasque resolution \( \mathcal{F} \rightarrow \mathbb{A}^\bullet_{X}(\mathcal{F}) \) of a coherent sheaf \( \mathcal{F} \).\(^{[13]}\) In particular, \( \mathbb{A}^n_X(-) \) is an exact functor with a canonical natural surjection

\[ \mathbb{A}^n_X(-) \rightarrow H^n(X; -). \]

Following Parshin, Beilinson used this to express the Grothendieck trace map via a sum of residues, in analogy with Tate’s work\(^{[29]}\) on curves.

Denote by Coh\(_0\)(\( X \)) \( \subset \text{Coh}(X) \) the full sub-category consisting of sheaves with 0-dimensional support, and define \( 0 - \text{Tate}^{el}(\text{Coh}_0(X)) := \text{Coh}_0(X) \).

**Theorem 7.11.** Let \( X \) be an \( n \)-dimensional Noetherian scheme.

1. The \( n \)-dimensional adèles give an exact functor

\[ \text{Coh}(X) \xrightarrow{\mathbb{A}^n_X(-)} \text{n-Tate}^{el}(\text{Coh}_0(X)). \]

2. Let \( \xi := (p_0 < \ldots < p_n) \) be an increasing sequence of points in \( X \), with \( \{p_i\} \) of dimension \( i \). The \( n \)-dimensional adèles at the place \( \xi \) give an exact functor

\[ \text{Coh}(X) \xrightarrow{\mathbb{A}^n_{X,\xi}(-)} \text{n-Tate}^{el}(\text{Coh}_0(X)). \]

**Proof.** We prove the result for the global adèles \( \mathbb{A}^n_X \) by induction on \( n \); the proof for \( \mathbb{A}^n_{X,\xi} \) follows by similar reasoning.

For \( n = 0 \), there is nothing to show. Suppose that we have shown the result for \( 0 \leq m < n \).

From the definition, it is enough to prove the result for \( X \) irreducible. Let \( \mathcal{F} \) be a coherent sheaf on \( X \). We use the inductive hypothesis to show that

\[
\mathbb{A}^n_X(\mathcal{F}) \in \text{Ind}^0(\text{Pro}^n((n-1) - \text{Tate}^{el}(\text{Coh}_{\leq 0}(X))).
\]

We then conclude the proof by exhibiting a lattice of \( \mathbb{A}^n_X(\mathcal{F}) \).

Denote the generic point of \( X \) by \( \eta \). By definition

\[
\mathbb{A}^n_X(\mathcal{F}) := \text{colim}_i \prod_{p \in |X|_{n-1}} \lim_{r} j_{p^r,*}^{n-1} j_{p^r,*}^{n-2} \ldots j_{p^r,*}^* \mathcal{F}_i
\]

where the colimit ranges over coherent subsheaves \( \mathcal{F}_i \subset j_{\eta,*} j_{\eta,*}^* \mathcal{F} \) such that \( j_{\eta,*}^* \mathcal{F}_i = j_{\eta,*}^* \mathcal{F} \). Our inductive hypothesis states that

\[
\mathbb{A}^{n-1}_{p^r,*} j_{p^r,*}^{n-1} \mathcal{F}_i \in (n-1) - \text{Tate}^{el}(\text{Coh}_0(p^r)),
\]

so

\[
\mathbb{A}^{n-1}_{p^r,*} j_{p^r,*}^{n-1} \mathcal{F}_i \in (n-1) - \text{Tate}^{el}(\text{Coh}_0(X)),
\]

Note that dimension considerations imply that \( p_n \) is the generic point of the irreducible component of \( X \) which contains \( \xi \).

\(^{[13]}\)For a detailed description of the full adèlic resolution, see Huber\(^{[13]}\).
and we see that
\[ \mathbb{A}^{n}_{X}(\mathcal{F}) \in \text{Ind}^{a}((n-1) - \text{Tate}_{\kappa}(\text{Coh}_{0}(X))). \]

To show that \( \mathbb{A}^{n}_{X}(\mathcal{F}) \) is an \( n \)-Tate object, it suffices to produce a lattice (Theorem 7.1). Denote by \( I \) the directed poset indexing coherent subsheaves \( \mathcal{F}_{i} \subset j_{n,!*}j_{n}^{*}\mathcal{F} \) such that \( j_{n}^{*}\mathcal{F}_{i} = j_{n}^{*}\mathcal{F} \). For any \( i \in I \), denote by \( I_{i} \) the final subset of \( I \) consisting of all \( \mathcal{F}_{j} \) containing \( \mathcal{F}_{i} \). Note that \( \text{colim}_{j \in I_{i}} \mathcal{F}_{j} \cong j_{n,!*}j_{n}^{*}\mathcal{F} \).

We claim that the inclusion
\[
\left( \prod_{p \in |X|_{n-1}} \lim_{r \to p} j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}\mathcal{F}_{i}) \right) \hookrightarrow \mathbb{A}^{n}_{X}(\mathcal{F})
\]
is a lattice. Our inductive hypothesis guarantees that
\[
\prod_{p \in |X|_{n-1}} \lim_{r \to p} j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}\mathcal{F}_{i}) \in \text{Pro}^{a}((n-1) - \text{Tate}_{\kappa}(\text{Coh}_{0}(X))).
\]
For each \( j \in I_{i} \), we have a short exact sequence
\[
0 \longrightarrow \mathcal{F}_{i} \longrightarrow \mathcal{F}_{j} \longrightarrow Q_{j} \longrightarrow 0
\]
Our inductive hypothesis ensures that for each \( p \in |X|_{n-1} \) and each \( r \), we have an exact sequence
\[
0 \longrightarrow j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}\mathcal{F}_{i}) \longrightarrow j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}\mathcal{F}_{j}) \longrightarrow j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}Q_{j}) \longrightarrow 0.
\]
These exact sequences fit into an admissible Pro-diagram of exact sequences, and thus an exact sequence of admissible Pro-objects (7.1)
\[
0 \longrightarrow \prod_{p \in |X|_{n-1}} \lim_{r \to p} j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}\mathcal{F}_{i}) \longrightarrow \prod_{p \in |X|_{n-1}} \lim_{r \to p} j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}\mathcal{F}_{j}) \longrightarrow 0.
\]

We claim that
\[
\prod_{p \in |X|_{n-1}} \lim_{r \to p} j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}Q_{j}) \in (n-1) - \text{Tate}_{\kappa}(\text{Coh}_{0}(X)).
\]
Indeed, by definition, \( j_{n}^{*}\mathcal{F}_{i} \cong j_{n}^{*}\mathcal{F}_{j} \), so the support of \( Q_{j} \) has dimension at most \( n-1 \). Since \( X \) is Noetherian, the support of \( Q_{j} \) is Noetherian as well. The support therefore contains finitely many irreducible components. In particular, \( j_{p}^{*}Q_{j} = 0 \) for all but finitely many \( p \in |X|_{n-1} \). Further, because \( Q_{j} \) is coherent, for each \( p \) such that \( Q_{j} \) is non-zero on \( \overline{p} \), there exists \( r < \infty \) such that \( j_{p}^{*}Q_{j} \cong j_{p}^{*}Q_{j} \) for all \( s \geq r \). We conclude that
\[
\prod_{p \in |X|_{n-1}} \lim_{r \to p} j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}Q_{j}) \in (n-1) - \text{Tate}_{\kappa}(\text{Coh}_{0}(X))
\]
is a finite direct sum of \( (n-1) \)-Tate objects, so is an \( (n-1) \)-Tate object itself.

We now take the colimit over \( I_{i} \) of the short exact sequences (7.1) to obtain a short exact sequence
\[
0 \longrightarrow \text{colim}_{I_{i}} \prod_{p \in |X|_{n-1}} \lim_{r \to p} j_{p}^{*}A^{n-1}_{p}(j_{p}^{*}Q_{j}) \longrightarrow \mathbb{A}^{n}_{X}(\mathcal{F}) \longrightarrow 0.
\]
By construction,
$$\prod_{p \in |X|_{n-1}} \lim_r \frac{A_{n-1}^p(F)}{p^r} \in \text{Pro}^\sigma((n-1) - \text{Tate}^e(\text{Coh}_0(X)))$$
while
$$\text{colim}_{i} \prod_{p \in |X|_{n-1}} \lim_r \frac{A_{n-1}^p(F)}{p^r} \in \text{Ind}^\sigma((n-1) - \text{Tate}^e(\text{Coh}_0(X))).$$

We conclude that $A_{X}^n(F) \in n \text{-Tate}^e(\text{Coh}_0(X))$. 

**Appendix A. Remarks on the left s-filtering condition**

In this appendix, we recall Schlichting’s definition of left s-filtering [27], and we reproduce a proof, due to T. Bühler, that this definition is equivalent to Definition 2.16.

**Definition A.1** (Schlichting). Let $\mathcal{D}$ be an exact category. An exact, full subcategory $\mathcal{C} \subset \mathcal{D}$ is **Schlichting left s-filtering** if

1. for any exact sequence $X \hookrightarrow Y \rightarrow Z$ in $\mathcal{D}$, $X$ and $Z$ are in $\mathcal{C}$ if and only if $Y$ is,
2. $\mathcal{C}$ is left filtering in $\mathcal{D}$ (in the sense of Definition 2.15), and
3. for every admissible epic $F \rightarrow X$ in $\mathcal{D}$, with $X \in \mathcal{C}$, there exists an admissible monic $Y \hookrightarrow F$, with $Y \in \mathcal{C}$, such that the composite map $Y \rightarrow X$ is an admissible epic in $\mathcal{C}$.

**Proposition A.2** (Bühler). Definitions 2.16 and A.1 are equivalent, i.e. an exact, full subcategory $\mathcal{C} \subset \mathcal{D}$ satisfies Definition A.1 if and only if $\mathcal{C}$ is left filtering and left special in $\mathcal{D}$.

**Proof.** For the “only if”, it suffices to show that $\mathcal{C} \subset \mathcal{D}$ is left special if it satisfies the third condition of Definition A.1. By assumption, given an admissible epic $F \rightarrow X$ in $\mathcal{D}$ with $X \in \mathcal{C}$, there exists a commuting square

$$\begin{array}{ccc}
Y & \rightarrow & X \\
\downarrow & & \downarrow \\
F & \rightarrow & X \\
\end{array}$$

with $Y \rightarrow X$ an admissible epic in $\mathcal{C}$. The universal property of kernels implies that this square extends to a commuting diagram

$$\begin{array}{ccc}
Z & \rightarrow & Y & \rightarrow & X \\
\downarrow & & \downarrow & & \downarrow \\
G & \rightarrow & F & \rightarrow & X \\
\end{array}$$

in which the top row is an exact sequence in $\mathcal{C}$, while the bottom row is an exact sequence in $\mathcal{D}$. We conclude that $\mathcal{C}$ is left special in $\mathcal{D}$. 


For the “if”, suppose \( C \subset D \) is left filtering and left special. We begin by showing that this implies that for every admissible epic \( F \to X \) in \( D \) with \( X \in C \), there exists a commuting diagram

\[
\begin{array}{ccc}
Z & \to & Y \\
\downarrow & & \downarrow \downarrow \\
G & \to & F \\
\downarrow & & \downarrow \downarrow \\
& & X
\end{array}
\]

in which the top row is an exact sequence in \( C \), the bottom row is an exact sequence in \( D \), and the vertical maps are admissible monics in \( D \); note that if such a diagram always exists, then \( C \) satisfies the third condition of Definition A.1 because we can take \( Y \) to be as in the diagram above.

To see that the diagram above exists, observe that, because \( C \) is left special, there exists a diagram

\[
\begin{array}{ccc}
Z & \to & Y \\
\downarrow & & \downarrow \downarrow \\
G & \to & F \\
\downarrow & & \downarrow \downarrow \\
& & X
\end{array}
\]

with no assumptions on the vertical maps, in which the top row is exact in \( C \) and the bottom row is exact in \( D \). Because \( C \) is left filtering in \( D \), the map \( Z \to G \) factors through an admissible monic \( Z' \to G \) with \( Z' \in C \). Because pushouts of admissible monics along arbitrary maps exist and are admissible monics, we denote \( Y' := Z' \cup_{G} Y \) and observe that we have a commuting diagram

\[
\begin{array}{ccc}
Z' & \to & Y' \\
\downarrow & & \downarrow \downarrow \\
Z' & \to & Y' \\
\downarrow & & \downarrow \downarrow \\
G' & \to & F \\
\downarrow & & \downarrow \downarrow \\
& & X
\end{array}
\]

Because the top sequence is exact, and the upper left square is a pushout in which the horizontal maps are admissible monics, the middle row is exact by [9, Proposition 2.12]. Because the lower left vertical map is an admissible monic (by assumption), the 5-lemma [9, Corollary 3.2] implies that lower middle vertical map is also an admissible monic [9, Corollary 3.2]. We conclude that the bottom rectangle of this diagram is of the desired form.

It remains to show that if \( C \subset D \) is left filtering and left special, then the first condition in Definition A.1 is satisfied. Let

\[
X \to Y \to Z
\]

be a short exact sequence in \( D \). Lemma 2.14 shows that \( Y \) is in \( C \) if \( X \) and \( Z \) are. Conversely, suppose \( Y \in C \). Because \( C \) is left filtering in \( D \), there exists a
commuting triangle

\[
\begin{array}{c}
Y \\
| \\
W \\
| \\
Z
\end{array}
\]

with \( W \) in \( \mathcal{C} \). The commuting triangle implies that the map \( W \to Z \) is an epic admissible monic, i.e., an isomorphism. This shows that \( Z \in \mathcal{C} \).

To show that \( X \) is in \( \mathcal{C} \), we observe that there exists a commuting diagram

\[
\begin{array}{c}
W \\
| \\
X \\
| \\
Y' \\
| \\
Z
\end{array}
\]

in which the vertical maps are admissible monics in \( \mathcal{D} \), and the top row is an exact sequence in \( \mathcal{C} \). By [9, Proposition 2.12], the left hand square is a pushout, and

\[
coker(W \to X) \cong coker(Y' \to Y).
\]

We showed above that \( coker(Y' \to Y) \) is in \( \mathcal{C} \). Because \( \mathcal{C} \) is closed under extensions (Lemma 2.14), we conclude that \( X \) is in \( \mathcal{C} \) as well. \( \Box \)

References

1. E. Arbarello, C. de Concini, and V. Kac, The Infinite Wedge Representation and the Reciprocity Law for Curves, Theta Functions – Bowdoin 1987, Proceedings of Symposia in Pure Mathematics, vol. 49, American Mathematical Society, 1987.
2. M. Artin and B. Mazur, Étale Homotopy, Lecture Notes in Mathematics, vol. 100, Springer-Verlag, 1969.
3. A. Beilinson, Residues and adèles, Funktsional. Anal. i Prilozhen 14 (1980), 44–45, In Russian. Translated in Functional Anal. Appl. 14 (1980), 27–34.
4. A. Beilinson, K-theory, arithmetic and geometry, Lecture Notes in Mathematics, vol. 1289, ch. How to glue perverse sheaves, pp. 42–51, Springer, 1987.
5. A. Beilinson, S. Bloch, and H. Esnault, \( e \)-factors for Gauss-Manin determinants, Mosc. Math. J. 2 (2002), 477–532.
6. F. Borceux, Handbook of Categorical Algebra 1: Basic Category Theory, vol. 1, Cambridge University Press, 1994.
7. O. Braunling, M. Groechenig, and J. Wolfson, Generalized Contou-Carrère symbols and reciprocity laws for higher dimensional varieties.
8. B. Keller, The index map in algebraic K-theory.
9. T. Bühler, Exact Categories, Expo. Math. 28 (2010), 1–69.
10. V. Drinfeld, The Unity of Mathematics, ch. Infinite-dimensional vector bundles in algebraic geometry: an introduction, pp. 263–304, Birkhäuser, 2006.
11. P. Freyd, Splitting homotopy idempotents, 1966 Proc. Conf. Categorical Algebra (La Jolla, Calif., 1965), Springer, 1966, pp. 173–176.
12. A. Huber, Homological algebra in abelian categories, Ann. of Math. (2) 68 (1958), 484–525.
13. A. Huber, On the Beilinson–Parshin adèles for schemes, Abh. Math. Semin. Univ. Hambg. 61 (1991), 249–273.
14. B. Keller, Chain complexes and stable categories, Manuscripta Math. 67 (1990), 379–417.
15. B Keller, Handbook of algebra, ch. Derived Categories and their Uses, pp. 671–701, North-Holland, 1996.
16. S. Lefschetz, *Algebraic topology*, American Mathematical Society, 1942.
17. D. Osipov, *Adèles on n-dimensional schemes and categories c_n*, Internat. J. Math. 18 (2007), 269–279.
18. D. Osipov and X. Zhu, *Two-Dimensional Contou-Carrère Symbol and Reciprocity Laws*, arXiv:1305.6032.
19. *A categorical proof of the Parshin reciprocity laws on algebraic surfaces*, Algebra & Number Theory 5 (2011), 289–337.
20. A.N. Parshin, *On the arithmetic of two-dimensional schemes. i. distributions and residues.*, Izv. Akad. Nauk SSSR Ser. Mat. 40 (1976), 736–773.
21. L. Previdi, *Locally compact objects in exact categories*, International Journal of Mathematics 22 (2011), 1787–1821.
22. *Sato Grassmannians for generalized Tate spaces*, Tohoku Mathematical Journal 64 (2012), 489–538.
23. W. Rump, *Almost abelian categories*, Cahiers Topologie Géom. Différentielle Catég. 42 (2001), 162–225.
24. S. Saito, *On Previdi’s Delooping Conjecture for K-theory*, 2013.
25. M. Sato, *The KP hierarchy and infinite-dimensional Grassmann manifolds*, Theta functions - Bowdoin 1987, 1989.
26. M. Sato and Y. Sato, *Nonlinear partial differential equations in applied science (tokyo, 1982)*, ch. Soliton equations as dynamical systems on infinite-dimensional Grassmann manifold, p. 259271, North-Holland, 1983.
27. M. Schlichting, *Delooping the K-theory of Exact Categories*, Topology 43 (2004), 10891103.
28. J.-P. Schneiders, *Quasi-abelian categories and sheaves*, Mémoires de la Société Mathématique de France (Nouvelle Série), no. 76, Société Mathématique de France, 1999.
29. J. Tate, *Residues of Differentials on Curves*, Ann. Sci. École Norm. Sup. (4) 4 (1968), 149–159.
30. R.W. Thomason and T. Trobaugh, *The Grothendieck Festschrift*, vol. III, ch. Higher algebraic K-theory of schemes and of derived categories, pp. 247–435, Birkhäuser, 1990.
31. C. Weibel, *An introduction to homological algebra*, Cambridge University Press, 1994.
32. *The K-book: an introduction to algebraic K-theory*, American Mathematical Society, 2013.