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Abstract

**Background:** With the growing interest in the use of crime scripts and attack scenarios for the development of control measures comes the need for more systematic scripting methods. Information about those sequences of actions that offenders carry out to commit a given type of crime can be extremely valuable to designers as control measures may be designed to influence the possibility to actualise criminal plans. However, there exists limited guidance as to what qualities crime scripts should possess in order to support the creation of suitable requirements, and how they should be handled in a design framework.

**Discussion:** This theoretical work contributes to the production and sharing of scientifically robust, useful and usable crime scripts. Drawing a link with the main application considered in this paper, it details the ways in which scripts can contribute to the development of functional requirements for control measures. It presents a list of defects commonly encountered with requirements specifications, and identifies those that could originate from poorly constructed scripts. This section adopts a modelling approach to identify and discuss the sought qualities of crime scripts, but the results apply to all scripts developed for the purpose of reducing crime.

**Summary:** The author presents a list of twelve quality criteria that could be used to evaluate crime scripts. These were identified by considering the common defects of requirements specifications, and tracing back their potential causes within crime scripts. The criteria relate to the following modelling aspects: typology, traceability, transparency, consistency, context, completeness, parsimony, precision, uncertainty, usability, ambiguity and accuracy. A checklist is also provided to facilitate comparison between scripts, contribute to their utility, and ensure that the information required by designers of security systems is available within the functional requirements to be developed for innovative designs. Ultimately, this first investigation of quality assurance in crime scripting opens an important avenue towards further research on the construction and evaluation of crime scripts, their verification and validation.
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Background

**Engineering crime out**

**Control measures and systems requirements**

Crime control is commonly achieved through the implementation of control measures in the forms of security policies, security procedures, security personnel and security products (e.g. Gill 2006; Stowell and Rebovich 2007; Byrne and Marx 2011). Their effectiveness in terms of crime prevention is both context and time dependent, and for this reason it is normally assessed when they are implemented in a given ecosystem by means of randomised control trials or quasi-experiments (Pawson and Tilley 1997). It is not necessary though to wait until they appear in the field to make a rough estimate of their effectiveness. Unlike biological systems, control measures normally result from goal-driven design processes that confer on them specific characteristics deemed conducive to securing objects, places, services or individuals, hence their designation (INCOSE 2010).

From the beginning, control measures are normally envisaged as candidate solutions to specific security problems (Asnar and Giorgini 2006, Taylor et al 2013), and according to most systems engineering frameworks (SEF) their development should be driven by stakeholders’ needs (INCOSE 2010). Similar approaches can be found in problem-solving frameworks such as Scanning, Analysis, Response, and Assessment (SARA) (Clarke and Eck 2003) and the Security Function Framework (Ekblom 2012a, 2012b).
Top-down development methods encourage developers of security measures to specify the behaviours that those should exhibit across a range of operational conditions (Meyer & Ekblom 2012). For this a number of requirements engineering (RE) frameworks were developed. They include KAOS (Dardenne et al. 1993), i* (Yu 1995), Tropos (Bresciani et al. 2004) and Common Criteria (CCSO 2006). An example of a functional requirement is given here for a museum security system: ‘the system should raise an alarm when the frame no longer touches the wall’. This information would normally feature in a requirements document (RD) that specifies (amongst other things) what impact the security measure-to-be is required to have on its environment without over-specifying how it should achieve it. As explained by Van Lamsweerde (2009), requirements can be divided into two categories: Functional requirements that define ‘the functional effect that the [crime control] system-to-be is required to have on its environment’ and non-functional requirements that define ‘constraints on the way the system-to-be should satisfy its requirements, or on the way it should be developed’. In a RD, non-functional requirements typically address the following aspects: time, space, cost, accuracy, reliability, safety, security, user interaction, compliance, installation, development, and maintainability (IEEE 2008, ISO 2011).

Process models for requirements engineering

In a security context, crime control measures are designed to influence the possibility to actualise crime choices (Felson and Clarke 1998). To prescribe their functions, a common approach is to refer to the way a crime is likely to occur (Kaplan and Garrick 1981; Cornish and Clarke 1986). For this, a model describing the actions leading to, and following from, a crime event can be extremely useful (Cornish 1994a).

In the field of information security, attack models are used to address software security issues, including attack graph, attack tree, misuse case, abuse case, and attack-defence tree. In an attack graph, ‘nodes identify a state of an attack, [and] edges represent actions taken by the offender or his victim/unwilling assistant. [...] Each edge has conditions on the users and/or machine. If all the conditions are met, the attack succeeds with a given probability and/or cost’ (Phillips and Swiler 1998). With attack trees, attacks against a system are represented in a tree structure with the goal as the root node and different ways of achieving that goal as leaf node’ (Schneier 1999). Sindre and Opdahl (2000) proposed an approach based on misuse cases. Unlike normal use cases that represent the interaction between a system and a ‘normal user’ (Carroll 1995), misuse cases are concerned with harmful actors. This is similar to the approach proposed by McDermott and Fox (1999) with abuse cases. Firesmith (2003) wrote that misuse cases are useful to analyse threats but are insufficient to develop security requirements. To fill in this gap, he subsequently introduced the concept of security use case that describes the system actions and system interactions that should occur at the different stages of a misuse case. Considering that existing models ‘do not take into account the effects of potential defensive measures’, Kordy et al. (2012) introduced the concept of attack defense tree (ADTrees), ‘a node labeled rooted tree describing the measures an attacker might take to attack a system and the defenses that a defender can employ to protect the system’. ADTrees have nodes of two opposite types: attack nodes and defense nodes, which correspond to an attacker’s and defender’s sub-goals respectively. Outside the field of information security, scenarios and process models are also used for the analysis of physical security and safety risks (Ezell et al. 2010, Toubaline et al. 2012). In crime science, a process diagram that shares several modeling properties with Phillips and Swiler’s attack graph was used by Brayley et al. (2011) to analyse internal child sex trafficking. The conflict between misuse cases and their corresponding security use cases (or between attacker’s and defender’s sub-goals) is also embodied in the term ‘script clashes’ that was coined by Ekblom (2007). In the following the concept of crime script at the heart of this article is further detailed before discussing its application to the design of control measures.

Crime scripts

Scripts

A script is a predetermined, stereotyped sequence of actions that define a well known situation in a particular context (Schank and Abelson 1977, p. 41). Scripts are related to the concept of schema, i.e. ‘abstract cognitive representations of organised prior knowledge, extracted from experiences with specific instances’ (Fiske and Linville 1980). In essence, they are a type of schema known as event schema proposed to explain ‘how knowledge is organised about how to understand and enact behavioural processes’. Early work on scripts (Abelson 1976, 1981; Schank and Abelson 1977) was situated at the intersection between linguistics, psychology and artificial intelligence. It was an attempt to simulate human cognitive structures and processes involved in understanding text. Scripts were hypothesised as knowledge structures whose function is to represent ‘psychological and physical events occupying the mental life of individuals’ (ibid).

Instantiated from someone’s perspective, a script describes the relation between casts (also called actors or roles), props and locations in a sequence of actions, so to
characterise routines occurring in specific scenes. In a
script, casts and props represent the individuals and ob-
jects involved in the behavioural process considered.

In (Schank and Abelson 1977, p. 42) the script-theoretic
approach is illustrated using an example commonly
known as the Restaurant script. This script describes a
dining procedure from the perspective of the customer.
It covers four successive scenes: entering, ordering, eat-
ing and exiting, with each scene comprising a sequence
of actions that makes explicit the steps involved in it.
For example, the first scene (entering) is described as
follows: the customer enters in the restaurant, looks
at tables, decides where to sit, moves to the selected
table, and sits.

‘Scripts provide a cognitive representation of how an in-
dividual believes a sequence of events will occur’ (Abelson
1981), and ‘individuals rely on their scripts to guide atten-
tion and behaviour, especially in new situation (Fiske and
Taylor 1991). For this reason, scripts also represent an in-
dividual’s interpretation of cultural norms (Bowleg et al.
2004; Simon and Gagnon 1986).

The first references to crime scripts can be found in
(Schank and Abelson 1977) with situations involving an
individual stealing coats in a restaurant (ibid, p. 56), a cu-
tomer leaving a restaurant without paying (ibid, p. 57),
and someone carrying out a robbery in a liquor store (ibid,
p. 73). However, crime scripting only really found its place
in the crime science toolbox a couple of decades later
when Cornish (1994a) proposed to use it to support situ-
ational crime prevention in his seminal article on the pro-
cedural analysis of offending.

Crime scripts

‘Crime scripts are [...] simply a way of highlighting the
procedural aspects of crimes’ (Cornish 1994a, p. 175). The
development of Cornish’s crime scripting approach origi-
nated from the adaptation and application of Abelson’s
work to represent the commission of crime. In a crime
script, casts are identified as the offender and the (human)
target, props as weapons, and actions as those atomic ac-
tivities carried out by offenders during the commission of
specific crimes.

The value of crime scripting as a crime analysis tech-
nique is perceived to lie in its potential to assist designers
of situational prevention measures. It can ‘provide a way of
eliciting offender’s subjective account of crime-commission
and provide a framework for constructing more com-
prehensive and objective accounts of crime-commission
synthesised from offender account and other source of in-
formation’ (ibid).

‘When the behavior associated with a script has been
used repeatedly and successfully in the past, it will be
activated more readily. If strong enough, an activated
script will be followed by the scripted action, unless
there are strong inhibitory factors present’ (Tedeschi
and Felson 1994, p. 181).

Levels of abstraction

Scripts, as a general word for an account of a procedural
sequence, can be instantiated at different levels of ab-
straction. Cornish identified four such levels of specific-
ity: tracks, scripts, protoscripts and metascripts. A track
is defined at the lowest classification level and corre-
sponds to a specific series of actions in specific circum-
stances. It represents the level at which situational crime
prevention is commonly practiced (Leclerc et al., 2011).
Cornish (Cornish 1994a, 1998) also provided specific ex-
amples of scripts for each level. Examples of scripts at
track level include subway mugging, and sexual abuse of
male children in a particular institutional setting. At the
next level (script level), the crime is generalised. The
scripts for the above examples become ‘robbery from the
person’, ‘sexual abuse of male children’, respectively.
At the next level, further generalization is conducted,
and the scripts become ‘sexual abuse against children’
and ‘robbery’. Finally, reaching the metascript level, only
remains the direct subgroups of an offense, with ‘theft of
property’, and ‘sexual offending’.

In addition to these four levels of abstraction, the
components of a universal script were laid down, with
the view to represent the generic structure of scripts
(Cornish, 1994a). These include Preparation, Entry, Pre-
condition, Instrumental precondition, Instrumental initi-
tation, Instrumental actualization, Doing, Post-condition,
and Exit. Tompson and Chainey (2011) recently propose
an alternative model with four steps only: Preparation,
preactivity, activity and post-activity.

Personal, instrumental and situational scripts

Three types of scripts were identified by Shank and
Abelson (1977): instrumental scripts, situational scripts
and personal scripts. Both instrumental scripts and situ-
ational scripts describe a sequence of actions. However,
an instrumental script is a prescriptive model (i.e. recipe)
with limited actors, whereas a situational script is a de-
scriptive model with potentially a large number of ac-
tors. The third type of script is said to exist only in the
mind of the main actor, and consists of a series of pos-
sible actions that the latter knows by having conducted
them repeatedly. Personal scripts can be goal-oriented,
or performed as a ritual, or as a reaction to a situational
outcome. Because scripts alone were not sufficient to ex-
plain how people deal with new situations, they are de-
finned within a broader epistemic framework comprising
goals and plans. The entire set of instruments is based
upon the idea that goals are met through the manifest-
atation of events caused by chains of mechanisms (ibid).
Potential, planned and performed scripts

To apply the concept of script to real world problems, it seems useful to differentiate between potential scripts, planned scripts and performed scripts.

- Potential scripts describe hypothetical sequences of actions. They are closely related to Heuer and Pherson’s definition of scenarios (2011): “plausible and provocative stories about how the future might unfold” and to misuse cases. For example, an attack scenario against a nuclear power plant can be build from a potential crime script that represents the various tracks that a terrorist could follow to break into the plant. This approach can be very risky as the scripts may not be sufficiently realistic or specific to develop effective measures with limited resources. However, it may be the only option available to derive risk scenarios for rare crime events.

- Planned scripts are a subset of potential scripts, and represent sequences of actions that someone intends to execute. Typically they are generated from information obtained through the collection of intelligence. An example of planned script may be an instrumental script that has been selected for a specific operation, e.g. a bank robbery. Planned scripts can be established on the basis of incomplete, uncertain, and sometimes incorrect contextual information. If the context has changed since the planning phase, the actualization of a planned script may result in a (performed) script that only shares a few similarities with the planned script. This would be the case if, for example, covert control measures failed to lock their computers when leaving the office. He would then access their computers to process the fraud. In total £15,000 was embezzled, through the setting-up, inputting and authorization of fictitious invoices’. (Willison 2006, Commission 1998).

- Performed scripts concern sequences of actions that actually occurred. Most of the crime scripts published in the crime science literature are developed based on empirical data and can be regarded as performed scripts. However, when they are used to develop new control measures, they are then interpreted as a model of what may happen in the future, and consequently also constitute potential scripts.

For those crimes recurrently occurring with the same modus operandi, developing performed scripts can yield relatively realistic potential scripts. However, replication of performed scripts also has limitations, and contextual changes should also be taken into account before using a script as misuse case.

Application of crime scripts

Table 1 provides an example of performed crime script with a single track. It describes a ‘crime [that] involved a local council employee who committed computer fraud. Taking advantage of poor access security (colleagues failed to lock their computers when leaving the office for a substantial period of time), the employee would wait until other members of staff had vacated the office. He would then access their computers to process the fraud. In total £15,000 was embezzled, through the setting-up, inputting and authorization of fictitious invoices’. (Willison 2006, Commission 1998).

Over the years, a number of crime scripts (or similar models) were produced to describe and analyse different types of crime. These include robbery, vandalism and auto theft (Cornish 1994a, 1994b), resale of stolen vehicle (Tremblay et al. 2001; Morselli and Roy 2008), burglary (Nee and Meenaghan 2006), check forgery (Lacoste and Tremblay 2003), employee computer crime (Willison and Siponen 2009), crimes in public transport (Smith and Cornish 2006), explosive attacks (Clarke and Newman 2006; Le Sage et al. 2013), corruption (Zanella 2013), organised crime (Hancock and Laycock 2010), kidnapping (Yang et al. 2007), sex offenses (Cornish 1998; Beauregard et al. 2007a, 2007b; Deslauriers-Varin and Beauregard 2010; Brayley et al. 2011; Leclerc et al. 2011; Savona et al. 2013), drug manufacturing and drug dealing (Chiu et al. 2011; Jacques and Bernasco 2013), illegal waste activities (Tompson and Chainey 2011), stalking (Yanowitz and Yanowitz 2012; Leclerc 2013) and wildlife poaching (Hill et al. 2014). In addition, many crime scripts were created by practitioners and scholars over the years without necessarily being published.

Verification and validation

The number and diversity of published crime scripts illustrate the growing interest that exists in this modelling approach amongst the crime science community. However, as Brayley et al. (2011) pointed out, limited guidance can be found as to how crime scripts should be developed, and in particular what information should (not) be included in a script.

**Table 1** Computer input-fraud script (Willison, 2006)

| SCRIPT ACTION |
|---------------|
| A1            | Deliberately gaining access to the organization |
| A2            | Already authorized as employee |
| A3            | Wait for employees’ absence from offices. |
| A4            | Access colleagues’ computers |
| A5            | Access programmes |
| A6            | False customer account construction |
| A7            | Authorization of fictitious invoices |
| A8            | Exit programmes |
| A9            | Exit the system |
| A10           | Spend the transferred Money |

For example, an attack scenario against a nuclear power plant can be built from a potential crime script that represents the various tracks that a terrorist could follow to break into the plant. This approach can be very risky as the scripts may not be sufficiently realistic or specific to develop effective measures with limited resources. However, it may be the only option available to derive risk scenarios for rare crime events.
Overall, many questions remain to be answered in this field:

- What information should be collected for the creation of crime scripts?
- How crime scripts should be developed from secondary data?
- How crime scripts should be visualized?
- How crime scripts should be verified?
- How crime scripts should be validated?

One may appreciate that there exist multiple degrees of freedom in crime scripting. Scripts can be modeled to represent the actions of different protagonists, can be based on a single or several instances of the same crime, and can be based on one or several accounts. For example, Willson (2006) developed a crime script corresponding to a single instance of crime based on a single account. In contrast Brayley et al. (2011) developed a script that represents on the same diagram five tracks based on multiple accounts, but unlike Savona et al. (2013) they did not explicitly consider the actions undertaken by the victims.

Faced with the task of constructing a script to analyse illegal waste disposal, Tompson and Chainey (2011) felt that, ‘for the purpose of greater utility, [...] many of the processes involved in script analysis needed to be streamlined’, and contributed to improve the state of the art in crime scripting by proposing a more systematic scripting method as well as a framework for the development of control measures.

There exist dependencies between crime scripts and crime control measures. For example, new ideas for control measures should be based on the information contained in the script used, but equally the information selected for the script should be relevant to the developer of control measures. Recognizing this, Tompson and Chainey (ibid) modelled the problem in terms of prerequisites, facilitators, responsibility, and legislation and regulations. Whilst the scope of the article was limited to ‘altering the choice-structuring conditions which give rise to offenders’ decision-making’, the list still provides a useful basis to generalize the analysis of more preventive options for reducing harm. It was also used more recently by Zanella (2013) to analyse corruption in public procurement.

Emphasizing the practical aspects of situational crime prevention, Clarke and Cornish (1985) recommend working with ‘good enough’ models, i.e. basic models that serve their purpose. Without a list of qualities to evaluate crime scripts, there is a risk that scripts are always considered good enough. In order to avoid institutionalized complacency, it seems wise to ask ourselves why so few crime scripts were eventually used to create innovative control measures. Arguably, a hypothesis might be that crime scripts are actually unfit for that purpose, and that an improvement of crime scripting practices is needed to (i) increase our understanding of criminal procedures, and (ii) encourage the development of innovative control measures. The following present six arguments supporting this hypothesis.

1. Comparison is a method commonly used to identify inaccuracy or gaps in data. At present there is no agreed method and criteria that can be used to compare two different scripts representing the same crime event. The term ‘script’ has different meanings ranging from a type of schema existing only in the head of the perpetrator (e.g. Abelson 1981) to an a posteriori description of the actions they actually carried out (e.g. Cornish 1994b). Scripts can also have different scopes. For example, some scripts are limited to one scene whereas, for others, the timeline stretches across several scenes, before and/or after the criminal event. A suitable basis for script comparison and improvement appears to be missing from the literature, and robust quality assurance rules could provide ground for this.

2. Crime scripts can be considered as a form of ecological models. The application of scientific principles to their development should therefore involve the implementation of a verification stage and a validation stage (Rykiel 1996). In practice, very few articles explicitly report the results of script verification and validation, and confidence in the produced scripts is often almost entirely based on the analyst’s credibility.

- In the context of simulation modeling, ‘verification is a demonstration that the modeling formalism is correct’ (Fishman and Kiviat 1968). For crime scripting, the set of rules and forms that analysts should adhere to is very limited.
- ‘Validation is a demonstration that a model within its domain of applicability possesses a satisfactory range of accuracy consistent with the intended application of the model’ (e.g. Sargent 1984, Curry et al. 1989). However, for many, crime scripts are often provided without information about their application.

There are few cases of scripts that were used to specify new control measures, and even fewer where those measures were eventually implemented and evaluated. Consequently it is difficult to assess whether published crime scripts are actually good enough.

3. In a field where quantitative techniques are extensively applied to calibrate models of crime patterns and evaluate their statistical significance,
verification and validation of crime scripts should be normal practice. This was recognized by Tompson and Chainey (2011) when stating that ‘issues of sampling and representativeness are important limitations to acknowledge’. However, many of the published scripts do not address this point.

(4) Verification and validation stages are critical to building credible models, i.e. models in which ‘a user has sufficient confidence to base scientific and management decisions’ (Holling 1978, Sargent 1984). Without the ability to test and verify them, the application of crime scripts to the development of control measures is very limited, as most SEFs based on the V model (a development model with successive phases of test and integration) require systems requirements to be verified and traceable (e.g. INCOSE 2010, ISO2011; p34-36).

(5) If a script is to be used for the top-down design of control measures, elicitation and selection of information about the crime procedure should be driven by designers’ needs. However, it is unclear how many analysts really understand the needs of designers. This is best illustrated by the SARA model, an example of a semi-structured problem-solving framework, whose main design step gives remarkably little insight into the design process: ‘brainstorming for new interventions’. (POP 2013).

(6) Crime scripts can reflect both cognitive and physical processes. They certainly have the potential to offer additional capabilities over the attack models presented above. However, crime scripts should also be rich enough to include the range of information needed by designers to devise physical control measures. The use of intuitive methods to model this information is perhaps not the most appropriate one, and crime scientists should perhaps look at the field of intelligence analysis where structured methods have been developed to handle some of the tasks (Heuer and Pherson 2011).

Analysis
The above arguments show there are reasons of both academic and practical natures to improve quality assurance in crime scripting. As a first step toward improving crime scripting methods, this article seeks to identify the qualities that crime scripts should possess in order to offer the quality and credibility required for their application to developing functional requirements. The analysis is detailed in the following section, and a discussion on the application and limitations of the method also follows.

Method used for the elicitation of qualities
This second section describes the method used to derive the qualities that crime scripts should possess to yield high quality systems requirements. The range of research designs considered was limited by the paucity of published cases where crime scripts were used for the development of control measures. For this reason, the work reported in this article adopted a theoretical approach based on a backward and deductive analytical method similar to fault tree analysis (e.g. Bedford and Cooke 2001).

- Stage 1: modelling the process by which requirements can be created from crime scripts,
- Stage 2: identifying the type of defects encountered in RDs,
- Stage 3: using the model to deduce the defects in scripts that could cause those in RDs.

NB: The analytical approach used to develop the argument, and several of the terms used in the following section pertain to the fields of risk analysis and systems engineering. In addition, certain aspects of the models discussed are closely linked to computer simulation. For this reason, some readers may feel that the matter discussed here is only relevant to the development of computer simulation. It should be clear, however, that the adoption of an object-oriented approach and the use of structured models borrowed from probabilistic risk analysis to investigate the problem only represents a research design choice, and not a prescribed domain of application.

Stage 1 – requirements development framework
The following summarizes the method used in a recent EU security project funded under the framework programme 7 to improve Resilience of Infrastructure and Building Security, to elicit functional requirements for new counter-terrorism measures (RIBS 2013).

- Step 1 – Eliciting the high level security requirements from the stakeholders.
- Step 2 – Modelling the scenarios relevant to those requirements.
- Step 3 – Modelling the decision, initiation and completion stages for each activity.
- Step 4 – Carrying out a sensitivity analysis of the selected activities.
- Step 5 – Specifying aspects of the proposed strategies, control principles and mechanisms.
- Step 6 – Determining the response of the various entities, and updating the scenarios.
- Step 7 – Reiterating the previous steps as appropriate.
- Step 8 – Comparing the different alternatives and selecting the most suitable ones.
- Step 9 – Specifying the effects the measure-to-be should have on the selected factors.
The individual then identified. Those factors can be decomposed into additional requirements, and are therefore less affected by the content and presentation of crime scripts. For this reason the following focuses on the first eight defects:

- Omission: Problem world feature (PWF) not stated by any RD item. Contradiction: RD items defining a PWF in an incompatible way. Inadequacy: RD item not adequately stating a PWF. Ambiguity: RD item allowing a PWF to be interpreted in different ways. Noise: RD item yielding no information on any PWF. Unintelligibility: RD item stated in an incomprehensible way for those who need to use it. Unmeasurability: RD item stating a PWF in a way that cannot be precisely compared with alternative options, or cannot be tested or verified in designed solutions'. (Van Lamsweerde 2009)

**Stage 3 – analysis**

The final stage of this analysis attempts to link defects in requirements to the quality of crime scripts. As a starting point it is considered that Omission, Contradiction, Inadequacy, Ambiguity, Noise, Unintelligibility, and Unmeasurability are observed during the tenth step. Going back through the various steps of the above requirements specification framework, it was possible to identify some of the possible causes at the script level. These qualities are highlighted in the text using italic font, and compiled in the section titled Results.

1. To avoid undesirable omission, scenarios and alternatives should ideally be developed to ensure that no suitable alternative (amongst those considered) is discarded. This implies that, in Step 6, the scenarios used to assess the alternatives should be unambiguous, as accurate as possible, and sufficiently precise to evaluate the requirements against the selected set of selection criteria. If the uncertainty is too large, it may not be possible to differentiate between the different alternatives, which could also result in discarding suitable ones.

2. To avoid any contradiction between requirements, the set of selected scenarios should also provide the information needed by an analyst to reject any requirement that conflicts with the non-functional requirements of the organisation, i.e. it should be as complete and usable as possible. For example, it should be possible to notice that a measure leading to forced containment does not represent a feasible control principle if people’s right to self determination is considered.

3. Scenarios are used to articulate security risks and enable usable and intelligible requirements to be elicited. However, a list of detailed scenarios, even a very large one, cannot embody all the various...
eventualities that could occur in a complex ecosystem. There is therefore a trade-off to find between the precision (granularity) of the scripts and their completeness in terms of information represented.

(4) Even with empirical data about past events, potential scenarios can only be postulated within a design framework. The uncertainty associated with those scenarios should therefore be specified so that probability and consequences can be taken into account when assessing the various alternatives in Step 8.

(5) The selected strategies and control principles selected in Step 5 should also be sufficiently unambiguous, as accurate as possible, and sufficiently precise to evaluate the requirements against the set of selection criteria. For example, a requirement for a control measure may relate to the introduction of an obstacle that would prevent an offender from carrying out a specific action. However, if the location of the obstacle is imprecisely prescribed, or if specific information about the context is omitted, the designed obstacle may be utterly ineffective.

(6) Likewise, if the uncertainty about an alternative is too large, the assessment in Step 8 may not be sufficiently insightful to decide whether to select or reject it, and to measure whether a candidate solution is satisfactory.

(7) Sensitivity analysis of the selected activities is performed in Step 4. In practice this typically involves characterizing the outcomes of the script’s activities (and their likelihood) as the states of the various entities are modified. Such an analysis can reveal the factors (i.e. requisite and facilitating/hindering conditions) that could be altered to support or disrupt certain activities. In order to ensure that appropriate strategies and control principles are selected in Step 5, the activities described in the script should therefore be sufficiently unambiguous, as accurate as possible, and sufficiently precise to allow analyst to identify the main factors of performance.

(8) Consistency, transparency and traceability can also support the development of feasible and adequate requirements. Both consistency and transparency about the syntax and method used to represent the script are essential to identify the key factors of performance in an effective and efficient manner. The same applies to traceability of the relationships between entities (their states and actions) and the high-level requirements. In addition, to reduce noise, the script should ideally be as parsimonious as possible with the identified dependencies between the activities, states, factors and requirements explicitly indicated.

(9) In Step 3 the crime script should provide sufficient information to allow the breaking down of activities into three stages: decision, initiation and completion. This implies that the properties of the entities selected for the scripts should be those that influence these three sub-activities. For example, most scripts provide some information about the property ‘location’ of the offender. This is justified because their ability to see a given physical resource and to use it to commit the crime depends on sensorial accessibility (e.g. visibility) and physical accessibility (e.g. being able to make direct physical contact with the object), and therefore on the distance between the offender and the resource. To develop a rich set of alternatives, it is thus essential to consider not just the most obvious and visible factors (e.g. location) but also the more abstract ones, e.g. trust.

(10) Finally, for a given script, their type should be clearly indicated so to facilitate comparison between scripts as well as their application. Clarifying whether a script is a potential script, planned script, or performed script would allow uncertainty to be better considered, and would ensure (where possible) that new designs of control measures are based on probable scripts developed using empirical data, rather than anecdotal or purely hypothetical scripts.

Summary
Quality criteria for crime scripts
To encourage the development of effective control measures and reduce the presence of defects in RDs, the above analysis recommends that crime scripts should have certain qualities. These relate to the following properties of crime scripts: typology, traceability, transparency, consistency, context, completeness, parsimony, precision, uncertainty, usability, ambiguity and accuracy.

Figure 1 represents the identified links between the defects at the requirements level and the qualities of the crime scripts used to create the requirements.

Checklist
A checklist is proposed for the development and evaluation of crime scripts:

1. Typology: The type of the script should be clearly indicated: potential script, planned script or performed script; perpetrator script, victim script, control script, etc.
2. Traceability: All items of information should be explicitly connected to the objectives of the design
problem. Dependencies between the states of the entities and activities should be clearly visible.

3. Transparency: The syntax and method adopted for the creation of a script should be clearly communicated, along with the data used for its generation. The criteria used for the development of the model and its calibration should also be made explicit. When multiple scripts are combined, the syntax and method of integration should be provided.

4. Consistency: The syntax and method adopted for the creation of a script and the integration of existing scripts should be consistently applied throughout the entire scripting process. Consistency also applies to scripts represented in a diagrammatic form.

5. Context: Crime and crime control are both context sensitive. A mention of the context should be added alongside the script so to allow more accurate understanding of the constraints and conditions that could impact on the effectiveness of control measures.

6. Completeness: Scripts should include relevant information about the elements that significantly influence the probability distribution of the consequences. Whilst it is understood that ecological models are always incomplete, the main factors of performance should be described for all modelled activities, including physical and psychological ones.

7. Parsimony: Scripts should not include any information about those elements that are not relevant to the stakeholders’ high level requirements.

8. Precision: The precision and resolution of the information included in a script should be based on the sensitivity of the control measures, and allow effective evaluation of requirements.

9. Uncertainty: The uncertainty about the commission of crime and its impact according to the stakeholders’ criteria should be explicitly detailed. For example, one should distinguish between sensed, inferred or speculated actions. Equally, when the scripts is based on multiple instances of crime and contain several tracks, the likelihood and statistical significance of each path should ideally be indicated.

10. Usability: Scripts should be comprehensive to those expected to use them. When scripts are represented using activity diagrams, both the text and symbols used should be intelligible.

11. Ambiguity: It should not be possible to interpret the information forming a crime script in more than one way.

12. Accuracy: The intrinsic and relational properties of the elements represented in a crime script should be accurately characterised.

Discussion

In this article, twelve quality criteria for crime scripts were derived, and a checklist was proposed to support the specification, verification and validation of functional requirements for control measures. This is the first list of its kind for crime scripts, and its application to review the crime scripts mentioned in the background section already provides some insight into the areas that need improvement.

Accuracy, precision and uncertainty are related to model substance. For scripts based on empirical data, the question of accuracy can be divided in two sub-questions: does the data accurately represent the crime phenomenon of interest? and does the script accurately describe the data? Systematic methods for answering these questions remain to be developed. However, it is evident that quantitative methods such as those used by Beauregard et al. (2007a) can provide greater confidence in the results. Another interesting observation concerns the selection of information and its precision. In many cases, the granularity of the scripts was such that the requirements that could be formulated to produce new control measures would probably not be specific enough to be useful to a designer. Finally, very few authors considered or reported the uncertainty present in crime scripts. Given that the script correspond to a potential risk scenario, an indication of the relative likelihood of the different tracks occurring would be useful to allocate resources effectively and prioritize the requirements.

Improving the aspects of crime scripts related to typology, traceability, transparency, parsimony, usability, consistency and ambiguity could greatly facilitate their application in a collaborative environment. A review of
the literature shows that some scripts can be ambiguous. For example, in the above example it is not clear whether the term ‘system’ refers to the organisation or the computer system. In some cases, the keys of the diagrams were created by the authors of scripts and/or inconsistently employed. Traceability is an issue found in most scripts. Because the activities of the scripts are not explicitly connected to the goals, objectives of the offender (and security team), most scripts found in the literature offer little analytical support for the development of requirements. In particular, it would be impossible to update the scenarios in Step 6 of the above framework without making any assumption about the goals and requirements underpinning the offender’s actions. Le Sage et al. (2013) provide useful directions to address current traceability issues in crime scripts, but did not propose a usable presentation format. Finally all scripts were found to be parsimonious with no irrelevant information included.

Completeness should be defined with respect to the scope and limitations of the project for which it is used. Completeness does not mean however that all the relevant information must be represented in the script. However, if the control principles to be actualized by the future control measures are based on situational crime prevention, the elements that factor in the offender’s perceived risk, reward, effort, provocations and excuses should feature in the script. For many of the scripts, this was unfortunately not the case. Equally limited information was provided about the context, and if so it was often in a separate section in the document. Clearly formulated situational conditions defining the context could help refining the functional requirements and developing non-functional ones.

Limitations
The list of criteria presented in Section 2 has both theoretical and practical limitations.

Theoretical limitations – The list of criteria is most certainly incomplete as (1) the set of defects used as input in the identification process was obtained from empirical observations with no guaranty of completeness, and (2) the analytical method employed to deduce the criteria is heuristic in nature. Comparison with the list presented by Wang and Strong (1996) shows that many of the above elements are supported by the theory in the general field of data quality. Some elements in their list are not included, for example objectivity, reputation and believability. However, these qualities are not considered essential to create a step change in the field at this point in time. Empirical research examining actual security related R&D projects could provide valuable information needed to test and improve this list. At this stage the list is still relatively abstract and further work should be carried out to explore these quality criteria individually and more concretely.

Practical limitations – Some of the recommendations are context dependent and are ‘getting it right’ may not be straightforward. For example, there is currently no visualization system that could provide an effective means of representing the relations between the offender’s goals, requirements, objectives, scripts and factors, and those of the security team. If one were to be developed, it is unlikely that it would be comprehensively represented on a static page.

Conclusions
This article aimed at improving quality assurance in the field of crime scripting to encourage the development of innovative control measures. A list of twelve quality criteria for crime scripts was derived that could be used to improve crime scripting practices. These relate to the following properties of crime scripts: typology, traceability, transparency, consistency, context, completeness, parsimony, precision, uncertainty, usability, ambiguity and accuracy. A checklist was derived from those to support practical applications.

In the short term, researchers could improve their scripts by using the checklist to identify some of the defects that may propagate through the different stages of design frameworks, and impact on the quality of requirements for control measures. The twelve dimensions may also serve to guide the research occurring in this field by highlighting those challenges that should be tackled to improve crime scripting. Finally, this paper adds to the systematic generation of useful and usable crime scripts by articulating how crime scripts can be used to create requirements for control measures.

Two important observations were made after using this list to examine scripting practices. Whilst everyone can intuitively produce a crime script, researchers and practitioners should appreciate the differences that exist between a model that simply represents the data, and one that clearly shows the information needed by its users for a design purpose.

A review of the literature shows that the vast majority of published scripts offer very poor traceability to the objectives. Actions should be more explicitly connected to the goals and objectives of the offender and the security team. Understanding how certain activities contribute to enable other activities or prevent certain mechanisms is essential for effective information selection.

Moreover, it is not clear to what extent scripts are influenced by cognitive biases, in particular confirmation and availability biases. If information selection in crime scripting is driven by the application, wouldn’t intuitive crime scripting methods just yield models that support the range of control measures analysts immediately envisage? To what extent our prior knowledge and the information we use to mentally represent and make sense
of situations influence script granularity and information selection? Would an analyst completely foreign to computers represent in details the various steps involved in the procedure of a given software, or would they tend to use a higher level of abstraction and discard valuable information? Two decades after Cornish’s seminal paper on the topic, there is evidence that crime scripts should evolve to provide greater analytical support for the design of control measures. At this stage the two most promising directions seem to be: (1) to represent much richer scripts that include not just the perpetrator’s actions but all the main entities that influence the criminal procedure, and (2) moving from intuitive to structured scripting methods based on, for example, object-oriented models.
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