The non-linear onset of neutrino-driven convection in two and three-dimensional core-collapse supernovae
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ABSTRACT
A toy model of the post-shock region of core-collapse supernovae is used to study the non-linear development of turbulent motions driven by convection in the presence of advection. Our numerical simulations indicate that buoyant perturbations of density are able to trigger self-sustained convection only when the instability is not linearly stabilized by advection. Large amplitude perturbations produced by strong shock oscillations or combustion inhomogeneities before the collapse of the progenitor are efficiently shredded through phase mixing and generate a turbulent cascade. Our model enables us to investigate several physical arguments that had been proposed to explain the impact of the dimensionality on the onset of explosions in global simulations of core-collapse supernovae. Three-dimensional (3D) simulations are found to lead to higher entropy values than two-dimensional (2D) ones. We attribute this to greater turbulent mixing and dissipation of the kinetic energy into heat in 3D. Our results show that the increase of entropy is enhanced with finer numerical resolution and larger perturbation amplitude.
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1 INTRODUCTION
During the first second after the core of a massive star collapses into a proto-neutron star, the multidimensional hydrodynamics of the innermost region of few hundreds of kilometres plays a crucial role in driving an explosion of the star, known as a core-collapse supernova (CCSN). The delayed neutrino mechanism (Bethe & Wilson 1985) represents the most favoured mechanism to explain a large majority of CCSNe (see Foglizzo et al. 2015; Janka et al. 2016; Müller 2016 for recent reviews). The shock wave formed at core bounce turns into an accretion shock and stalls in the iron core at a radius of about 150 km due to energy loss induced by neutrino emission and dissociation of heavy nuclei. Neutrinos carry away most of the energy (~ 1053 ergs) released in the gravitational contraction of the core to a proto-neutron star. A small fraction of the neutrino flux is absorbed in the gain layer, a region just below the stalled shock wave where neutrino absorption dominates neutrino emission. A successful explosion is powered and a neutron star is left behind the CCSN if the energy deposition is efficient enough to revive the stalled shock wave, preventing the formation of a black hole (O’Connor & Ott 2011).

Self-consistent numerical simulations of CCSNe including, among others, detailed neutrino transport and microphysics, three-dimensional hydrodynamics and general relativity still remain computationally challenging. Approximations in treatment of the physics and the numerics, such as a reduction of the dimensionality, are required to gain insight in the CCSN problem. Numerical calculations performed in 1D demonstrated that spherical symmetry prevents the onset of explosions (Liebendörfer et al. 2001) except for the lowest CCSN progenitor masses (Kitaura et al. 2006). A successful explosion relies on the decisive action of multi-dimensional hydrodynamical instabilities which break the spherical symmetry of the collapse and generate vigorous non-radial motions to large spatial scales. This increases the advection time of matter through the gain region, enhances the heating efficiency and creates more favourable conditions to initiate a CCSN (e.g. Murphy & Burrows 2008). AxiSYM-
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metric simulations (2D) with various approximations established that two distinct instabilities can govern the dynamics of the gain region prior to the shock revival (Müller et al. 2012; Fernández et al. 2014). These results were later confirmed in 3D (Takiwaki et al. 2014; Melson et al. 2015a,b; Lentz et al. 2015; Roberts et al. 2016). Neutrino-driven convection was seen in some of the earliest multidimensional CCSN simulations (Herant et al. 1992, 1994; Burrows et al. 1995; Janka & Mueller 1996). The negative entropy gradient induced by neutrino heating can be unstable to buoyancy and convective overturns develop in the gain region, characterized by intermediate spatial scales l \sim 5–6. The second instability is the Standing Accretion Shock Instability (SASI) (Blondin et al. 2003) mediated by an advective-acoustic cycle (Foglizzo et al. 2007; Foglizzo 2009; Guilet & Foglizzo 2012). It generates global oscillatory motions of the shock wave associated with the largest spatial scales l \sim 1–2.

Large scale asymmetries in the collapsing core are supported by some observational evidence. The development of early asymmetries is suggested by the spectropolarimetric measurement of a type II-P supernova during the nebular phase of the explosion (Leonard et al. 2006). High kicks of young neutron stars (Arzoumanian et al. 2002) could result from a large scale asymmetry l = 1 present at the onset of the explosion (Scheck et al. 2004, 2006). The one-sided spatial distribution of 44Ti observed in Cassiopea A (Grefenstette et al. 2014) seems to confirm numerical calculations that predict large scale asymmetries seeded by hydrodynamical instabilities (Wongwathanarat et al. 2013, 2017). Convection and SASI could leave different imprints on the gravitational waves (Müller et al. 2013; Kuroda et al. 2016; Andresen et al. 2017) and the neutrino signals (Lund et al. 2012; Tamborra et al. 2013, 2014a) that might be detected for a future nearby CCSN.

A majority of 2D simulations produce explosions that are underenergetic compared to the range of explosion energies expected from observations (Müller 2013). It remains unclear whether releasing the axisymmetric constraint reduces the discrepancies, in part because running self-consistent 3D simulations long enough to infer the explosion energy is barely feasible. Moreover, the impact of the dimensionality on the likelihood to explode is still controversial. Models assuming a light–bulb approximation for the neutrino transport reached different conclusions regarding the critical neutrino luminosity required to obtain an explosion. Burrows et al. (2012); Dolence et al. (2013) found slightly more favourable conditions in 3D while Hanke et al. (2012) saw almost no difference and Couch (2013) obtained delayed explosions in 3D. More accurate neutrino transport schemes provided less ambiguous results since the shock revival either fails in 3D (Hanke et al. 2013; Tamborra et al. 2014b) or is notably delayed compared to the corresponding 2D simulation (Takiwaki et al. 2014; Melson et al. 2015b; Lentz et al. 2015). The first 3D simulations that produced more robust explosions associated with a faster growth of the energy (Melson et al. 2015a; Müller 2015) raised hope that 3D is not necessarily detrimental to CCSNe. Besides, the inclusion of multidimensional initial conditions obtained by simulating shell burning a few minutes prior to collapse (Müller et al. 2016) may lead to an explosion energy in the ballpark of observations (Müller et al. 2017).

Several physical arguments have been put forward to interpret the discrepancies between 2D and 3D simulations. The turbulent energy cascade acts in different directions in 2D and in 3D (Hanke et al. 2012). In 2D, the reverse turbulent cascade feeds the largest spatial scales (Kraichnan 1967) and favours the formation of large buoyant bubbles that help to trigger shock revival (Fernández et al. 2014). On the contrary, the forward cascade in 3D transfers energy to small scales and induces more dissipation of turbulent kinetic energy. Turbulence created by the instabilities in the post-shock region provides additional pressure support to revive the shock wave. On the one hand, it was proposed that turbulent kinetic energy, related to the largest spatial scales, is artificially overpredicted in 2D simulations (Murphy et al. 2013; Couch & Ott 2015) and this could lead to earlier explosions. On the other hand, turbulent dissipation to small scales could play a positive role in 3D (Mabanta & Murphy 2018) but this has to be tested in multidimensional simulations. It was also suggested that 2D buoyant bubbles undergo a weaker drag force due to their particular shapes and drive earlier explosions (Couch 2013). In their simulations of low-mass progenitors dominated by the convective instability, Melson et al. (2015a) and Müller (2015) observed that positive 3D effects could come into play after shock revival. Greater fragmentation and mixing to small scales at the edge of downflows are able to decelerate them, keeping more matter in the gain region and fostering explosions in 3D. Whether these effects are generic and play a role in more massive progenitors is not yet known.

Using analytical calculations, Foglizzo et al. (2006) showed that convection can be stabilized by a fast advection through the gain region. Therefore a negative entropy gradient is not a sufficient instability criterion because the exchange of matter induced by buoyancy should take place before the perturbation leaves the gain region. The linear analysis of Foglizzo et al. (2006) is strictly speaking only valid for perturbations of small amplitudes. It has been proposed that strong perturbations could possibly trigger convection in situations where it is linearly stabilized by advection (Scheck et al. 2008; Fernández et al. 2014). SASI acts as a source of perturbations because the instability pushes the shock outward and creates entropy-vorticity waves which can feed secondary convection (Scheck et al. 2008; Guilet et al. 2010; Cardall & Budiardsja 2015; Summa et al. 2016). Progenitor inhomogeneities produced by convective shell burning create multidimensional initial conditions which can ease the shock revival under certain circumstances (Couch & Ott 2013, 2015; Müller & Janka 2015). It was shown that this mechanism could lead to the formation of large scale structures (l \sim 2–4) which can turn a failed explosion into a successful one (Müller et al. 2016, 2017). Lastly, the noise related to some numerical features such as the grid geometry may also seed convection. A Cartesian grid with several refinement levels towards the centre of the domain generates greater perturbations than a spherical grid. Such perturbations alone could impact the dynamics to the point of selecting the dominant instability during the whole simulation. A 27M⊙ progenitor was found to be dominated by convection (Ott et al. 2013) or by SASI after overcoming the grid artefacts (Abdikamalov et al. 2015).

These numerous works have explored different aspects of the multidimensional dynamics and yet several key questions remain uncertain. What is the main physical effect
that drive multidimensional simulations closer to explosions? Several effects have been put forward such as a longer residency timescale in the gain layer (Murphy & Burrows 2008), the turbulent pressure pushing the shock (Couch & Ott 2015) or heating by dissipation of kinetic energy (Mabanta & Murphy 2018) but their relative importance remains to be determined. What are the main differences between 2D and 3D? What is the role of perturbations resulting from the pre-collapse dynamics or seeded by numerical errors? Can they trigger self-sustained convection in the regime where advection linearly stabilizes the instability? Addressing these issues and disentangling the different effects in global CCSN simulations is challenging, such that a simplified setup is an important complementary approach. The simplicity of such models is an asset not only for the physical interpretation but also to allow an easier exploration of the parameter space and to study the impact of numerical resolution.

In this study, we investigate the competition between advection and convection in its simplest form. An idealized description of the advection of matter through the gain layer during the stalled shock phase of a CCSN is employed. Numerical simulations of the toy model enable us to assess the robustness of linear and non-linear instability criteria. We show that a strong perturbation is not a sufficient condition to lead to fully developed convection and then discuss several regimes of the instability. Various interpretations of the impact of dimensionality on convection are revisited in the light of our model that reproduces the classical properties of turbulence induced by the instability. Our simulations show an excess of heating in 3D due to the turbulent dissipation of kinetic energy. We identify the hydrodynamical processes that could explain this phenomenon based on the particular dynamics at small spatial scales. We discuss the influence of the numerical resolution and show that a greater impact on the dynamics is expected when large amplitude perturbations come into play.

The rest of the paper is organized as follows. The physical model and the numerical methods are detailed in Section 2. Predictions regarding the linear and non-linear onset of the convective instability are tested in Section 3. An overview of the main discrepancies between the 2D and the 3D dynamics is presented in Section 4. A quantitative analysis of the properties of turbulence is proposed in Section 5 to pinpoint the effects that could explain the main differences between our 2D and 3D simulations. The influence of the numerical resolution is discussed in Section 6. The limitations of our model and the consequences of our results for self-consistent simulations are addressed in Section 7. We summarize our findings and conclude in Section 8.

## 2 PHYSICAL AND NUMERICAL SETUP

Our approach focuses on an idealized description of the accretion flow below the stalled shock wave of a CCSN and includes only the minimal ingredients leading to the convective instability. This phase is modeled by a stationary flow crossing a source layer which represents a fraction of a realistic gain layer and contains gravity and neutrino heating. The shock wave and the cooling layer surrounding the proto-neutron star are absent from our model in order to study convection in its simplest form and preclude any feedback that would interact with the dynamics of the gain region.

### 2.1 Stationary flow

The stationary flow considered in this study is similar to the one studied by Foglizzo et al. (2006). It is planar along the vertical direction (z). The flow is modeled as a perfect gas with an adiabatic index $\gamma = 4/3$. This is a suitable approximation of the equation of state in the post-shock region where the pressure is dominated by relativistic electrons, photons, and electron-positron pairs (Janka 2001).

In our model, the gain region contains the effects of heating and gravity and is located in the central part of the domain. Upstream and downstream from this layer, gravity and heating are turned off and the stationary flow is thus uniform. The two external layers are used to place the boundaries far enough in the vertical direction in order to minimize the impact of numerical reflections on the instability. To avoid any discontinuity at the horizontal edges of the source layer, gravity and heating are smoothed out by a linear ramp function $\Psi(z)$:

$$\Psi(z) = \begin{cases} 1 & \text{if } |z| < \frac{H}{2}, \\ 2(1 - \frac{H}{z}) & \text{if } \frac{H}{2} \leq |z| < H, \\ 0 & \text{if } |z| \leq H, \end{cases}$$

where $2H$ corresponds to the height of the gain layer. To ease the comparison with more realistic models, $H$ is set to 50 km. Variations of $H$ due to shock oscillations and the recession of the gain radius over time are neglected for the sake of simplicity. The numerical domain is delimited in the horizontal directions by $-150 \text{ km} \leq x,y \leq 150 \text{ km}$ and in the vertical direction by $-450 \text{ km} \leq z \leq 450 \text{ km}$. The horizontal extent of our domain covers about one third of the angular size of a gain region for a shock radius of 150 km. The gain layer is delimited vertically by $-50 \text{ km} \leq z \leq 50 \text{ km}$.

The gravitational potential is defined as:

$$\nabla \Phi \equiv \frac{K_{G}}{c_{s}^{2}} \frac{\gamma}{H} \Psi(z),$$

where $K_{G}$ is a dimensionless parameter that quantifies the intensity of gravity, $c_{s}$ is the sound speed and the subscript “up” refers to quantities upstream from the source layer. The energy deposition by neutrinos per unit of time in the source layer is modeled by a heating function of the form:

$$L \equiv K_{H} \left( \frac{\rho_{\text{up}} M_{\text{up}} c^{3}_{\text{up}}}{\gamma H} \right) \left( \frac{\rho}{\rho_{\text{up}}} \right) \Psi(z),$$

where $\rho$ corresponds to the density and $M$ to the Mach number defined as: $M \equiv |v|/c$ with $v$ being the fluid velocity. The dimensionless numbers $K_{G}$, $K_{H}$ and $M_{\text{up}}$ represent the free parameters of our model. In the numerical simulations of the model, we consider only variations of $K_{H}$, the normalization of the heating function. This parameter controls whether convection is linearly unstable or stabilized by advection (see Sect. 2.2 and appendix B).

The parameter $M_{\text{up}}$ is the equivalent to the post-shock Mach number. Its value depends on the equation of state and the description of the matter. For an ideal gas with an adiabatic index $\gamma = 4/3$, it varies from $M_{\text{up}} \approx 0.1$ when nuclei...
are completely dissipated by the shock wave to $M_{\text{tip}} = 0.3$ for an adiabatic shock (Fernández & Thompson 2009). In this study, we consider the case $M_{\text{tip}} = 0.3$.

An estimate of the normalization of the gravitational potential can be made using $H$ and $c_{\text{up}}$. The latter can be computed as

$$c_{\text{up}}^2 = \frac{c_{\text{up}}^2}{M_{\text{tip}}} = \frac{v_{\text{ff}}^2}{M_{\text{tip}}} = \frac{2GM_{\text{NS}}}{r_{\text{sh}}M_{\text{tip}}k^2} = \frac{1}{2},$$

where $k$ corresponds to the compression factor across the shock and $v_{\text{ff}}$ to the free-fall velocity at the shock radius. The parameter $k$ ranges from about 5 for an adiabatic shock to about 10 for a strong shock that fully dissociates iron nuclei. Using equations (2) and (4), one obtains:

$$K_{\text{G}} = \nabla \Phi \frac{H}{c_{\text{up}}^2} = \frac{r_{\text{sh}}^2}{r_{\text{sh}}} \frac{M_{\text{tip}}}{2}.$$

During the stalled shock phase, one typically finds that $r_{\text{sh}}/r \sim 1.4 - 3$ and $H/r_{\text{sh}} \sim 0.3 - 0.7$ (e.g. Marek & Janka 2009; Melson et al. 2015a). Thus, the normalization of the gravitational potential is such that $K_{\text{G}} \sim 0.6 - 5.4$ for an adiabatic shock and $K_{\text{G}} \sim 0.3 - 2.7$ for a strong shock. In the following, we restrict ourselves to $K_{\text{G}} = 3$.

The structure of the stationary flow can be obtained by solving the following equations:

$$\frac{\partial \rho v_z}{\partial z} = 0,$$

$$\frac{\partial}{\partial z} \left( \frac{v_z^2}{2} + \frac{c^2}{\gamma - 1} + \Phi \right) = \frac{L}{\rho v_z},$$

$$\frac{\partial S}{\partial z} = \frac{L}{P v_z},$$

where $S$ defines the dimensionless entropy

$$S = \frac{1}{\gamma - 1} \log \left[ \left( \frac{P}{P_{\text{up}}} \right) \left( \frac{\rho}{\rho_{\text{up}}} \right)^\gamma \right],$$

with $P$ being the pressure. When crossing the gain layer, the subsonic flow is decelerated by the gravity function and its entropy increases due to the heating function which is proportional to the density (Fig. 1).

### 2.2 Linear analysis

The presence of a negative entropy gradient in the gain region is not sufficient to drive convection because the advection timescale through the gain region is finite (Foglizzo et al. 2006). The flow is stable to convection if the kinetic energy of the accretion flow is high enough to overcome the gravitational potential energy liberated in the vertical exchange of low and high entropy material. Foglizzo et al. (2006) proposed a linear criterion to assess whether convection can develop or if it is stabilized by advection. This criterion relies on a dimensionless parameter that compares the local buoyancy timescale ($\tau_{\text{ buoy}}$) to the advection timescale ($\tau_{\text{ adv}}$) through the gain region and writes for our setup:

$$\chi = \int_{z=-50 \text{ km}}^{z=+50 \text{ km}} \left( \frac{\omega_{\text{BV}}^2}{2} \right)^{1/2} \frac{dz}{(v_z)},$$

where $\omega_{\text{BV}}$ corresponds to the Brunt-Väisälä frequency defined as:

$$\omega_{\text{BV}} = \left( \frac{\nabla P}{\rho} \right)^{1/2} \left( \frac{\nabla \rho}{\rho} \right)^{1/2} = \gamma - 1,$$

and $(\cdot)$ to the horizontal and temporal average over the gain region. The parameter $\chi$ is computed by using the average entropy gradient $V(\nabla S)$ in Eq. (11). The local buoyancy timescale can be approximated by: $\tau_{\text{ buoy}} \sim \omega_{\text{BV}}^{-1}$ while the advection timescale through the gain region is defined as:

$$\tau_{\text{ adv}} = \int_{z=-50 \text{ km}}^{z=+50 \text{ km}} \frac{dz}{(v_z)}. $$

In the rest of the paper, the time is normalized by the advection time of the unperturbed flow through the gain region. The latter corresponds to about 20 ms and is almost constant over the range of $K_{\text{H}}$ explored in our study.

The linear analysis of the model is detailed in Appendix B. Fig. 2 demonstrates that if the buoyancy timescale is short enough compared to the advection timescale ($\chi > \chi_{\text{ crit}}$), the flow is unstable for a range of horizontal wavenumbers $k_{\text{ min}} - k_{\text{ max}}$ in a similar manner as in a shocked flow (Fig. 5 in Foglizzo et al. 2006). The absence of a shock in the present setup affects the instability threshold $\chi_{\text{ crit}}$ and the asymptotic scaling of $k_{\text{ min}}$ as shown in Fig. 3. This figure includes the stability properties of a flow with a strong shock where energy losses by the dissociation of nuclei is
chosen such that the postshock Mach number is the same as in our model. The critical instability threshold is lowered from $\chi_{\text{crit}} \sim 3.5$ with a shock to $\chi_{\text{crit}} \sim 2.4$ without a shock. The effect of a shock on the stability properties is studied analytically in the low mach number limit in Appendix B, which confirms that the instability threshold is set by the parameter $\chi \propto (K_H K_G)^{1/2}/M$ (Eq. B14) and demonstrates that the asymptotic scaling of $k_{\text{max}} \propto \chi/H$ is not affected by the shock.

In the limit $M \ll 1$, the critical instability threshold is lowered from $\chi_{\text{crit}} = 3.3$ with a shock to $\chi_{\text{crit}} = 2$ without a shock. Altogether, the convergence study illustrated by Fig. B1 suggests that the instability threshold is in the range $2 \sim 2.4$ without a shock, and in the range $3.3 \sim 3.5$ with a shock. For comparison, a broader range $2.8 \sim 3.5$ of critical thresholds was obtained with the combined action of heating, cooling and dissipation below a shock (Fig. 6 in Foglizzo et al. 2006).

### 2.3 Initial perturbation

The multidimensional dynamics is triggered by a density perturbation at pressure equilibrium which is added to the stationary flow upstream from the source layer (Fig. 4). The perturbation is initially located between $z = 75 \, \text{km}$ and $z = 425 \, \text{km}$, thus entirely contained in the upstream region. Its vertical extent is set so that the accretion of the whole perturbation into the gain region corresponds to roughly one advection time of the stationary flow (Eq. 12). Note that no perturbations are present at the upper boundary condition ($z = 450 \, \text{km}$). In 3D, the perturbation is almost uniform in the transverse direction in order to perform a detailed comparison between the early non-linear regimes in 2D and in 3D. A random noise of amplitude 0.1% in density is included in each numerical cell to enable the growth of the instability in the third direction.

The perturbation models an entropy wave produced by the advective-acoustic cycle of SASI (Fig. 4). We aim at studying the coupling between the hydrodynamical instabilities considering a transient excitation of convection by SASI. The absence of a shock wave prevents a possible feedback from the gain region to generate new entropy waves which would continuously feed the instability.

This perturbation could also represent pre-collapse asymmetries originating from combustion inhomogeneities in multi-dimensional progenitors (e.g. Couch & Ott 2015; Müller et al. 2016) or numerical artefacts such as embedded Cartesian grids refined towards the centre of the domain (e.g. Ott et al. 2013).

Our study focuses on entropy perturbations and ignores vorticity perturbations inherent to the advective-acoustic cycle of SASI (Foglizzo et al. 2007) because those would be unstable to the Kelvin-Helmholtz instability in the uniform flow before reaching the gain layer. Entropy perturbations are left unchanged upstream from the gain layer and are simply advected until they possibly become unstable due to the action of buoyancy. To restrict the number of parameters, we set the horizontal wavenumber of the perturbation to $m = 5$. This corresponds to the most unstable mode for the size of the gain region considered in our study.

### 2.4 Numerical simulations

The RAMSES code (Teyssier 2002; Fromang et al. 2006) is employed to simulate the dynamics on a Cartesian grid. It is a second-order finite volume code which uses the MUSCL-Hancock scheme. We employ the HLLD Riemann solver...
sented in Section 4 based on simulations which illustrate the different instability regimes identified in the next section.

3 NUMERICAL EXPLORATION OF THE DIFFERENT INSTABILITY REGIMES

3.1 Convective instability triggered non-linearly

A buoyant bubble of density $\rho$ is expected to rise against a surrounding flow of density $\rho_0$, regardless of the value of $\chi$, if the density contrast is such that

$$\delta \equiv |\rho - \rho_0| / \rho_0 \leq 1\%,$$

as proposed by Scheck et al. (2008). This can be understood as a competition between the buoyant acceleration experienced by the bubble and the advection velocity. Fernández et al. (2014) proposed an alternate criterion based on the balance between the buoyant force ($\sim \rho g\delta$) and the drag force ($\sim 1/2C_D S \rho_{adv} v$) exerted on a bubble:

$$\delta_{\min} = \frac{|\rho_0 - \rho|}{\rho_0} \geq \frac{C_D \langle |\nabla \psi| \rangle^2}{2 \delta_0 (\delta g/2)},$$

where $C_D$ is the drag coefficient (0.5 for a sphere) and $\delta_0$ the ratio between the volume $V$ and the cross section $S$ of the bubble.

To test these criteria, we perform a set of simulations using a linearly stabilized flow with $\chi_0 = 1.5$ and different perturbation amplitudes. The criteria (13) and (14) respectively give thresholds of 0.5% and 0.8%, which are in good agreement with our numerical simulations (Fig. 5, top panel). However, our results show that perturbation amplitudes slightly above the thresholds (13) and (14) are not strong enough to trigger convective overturns but only temporary buoyant motions. For such perturbation amplitudes, the maximum vertical velocity in the gain region becomes negative after a few advection times showing that ascending motions are completely suppressed. Our simulations indicate that the criteria used to estimate the rise of a buoyant bubble are not sufficient conditions to trigger turbulent convection.

3.2 A self-sustained instability?

We now focus on the dynamics in the gain region at later times. In the set of simulations described in the previous section, we observe that even for the largest perturbation amplitude considered, the instability is completely damped after 15 advection timescales (about 300 ms) since ascending motions no longer exist (Fig. 5, top panel). In each simulation, the accretion of the initial perturbation into the gain layer lasted less than the first advection timescale. This set of simulations shows that if a large perturbation triggers convection in a linearly stabilized flow, the instability does not reach a permanent turbulent regime and convection is eventually suppressed. The damping timescale increases with stronger perturbations but the flow always adjusts itself to a linearly stable flow (sub-critical flow) with a value of $\chi$ below the instability threshold.

The damping timescale also depends somehow on the distance to the linear instability threshold (Fig. 5, bottom panel). In a second set of simulations, performed with

Figure 4. Structure of the perturbation shown in entropy contrast, where the horizontal average value is subtracted from the flow. Outside of the two black solid lines, gravity and heating are turned off ($\Psi(z) = 0$), while they are at their full intensity ($\Psi(z) = 1$) inside the black dashed lines.

(Miyoshi & Kusano 2005) and the monotonized central slope limiter. Periodic boundary conditions are employed at the lateral edges of the domain. A constant inflow determined by the stationary flow is used at the top boundary condition. The bottom one consists of a constant outflow where ghost cells are filled with values from the stationary flow. We find that this choice minimizes the reflections at the bottom of the box and only marginally perturbs the convection. The bottom one consists of a constant outflow where gravity and heating are turned off ($\Psi(z) = 0$), while they are at their full intensity ($\Psi(z) = 1$) inside the black dashed lines.

Two main parameters are varied to explore the different regimes of the convective instability and the impact of the dimensionality. The parameter $\chi_0$ corresponds to the initial value of $\chi$ (Fig. 3). It is varied from 0 to 5 to study the regime of linear instability ($\chi > \chi_{\text{crit}}$) as well as non-linearly triggered convection ($\chi < \chi_{\text{crit}}$). We also vary the amplitude of the perturbation $\delta \rho / \rho$ such that $0.1\% \leq \delta \rho / \rho \leq 30\%$. In Section 3, we restrict ourselves to 2D simulations to cover the parameter space ($\chi_0$, $\delta \rho / \rho$) and assess the robustness of linear and non-linear instability criteria. A detailed analysis of the differences between 2D and 3D simulations is presented in Section 4 based on simulations which illustrate the different instability regimes identified in the next section.
\[ \frac{\delta \rho}{\rho} = 0.0 \] and several values of \( \chi_0 \), we observe that only the cases with an initial value of \( \chi \) above the instability threshold are able to maintain turbulent convective motions over at least 15 advection timescales. Our results show that a single excitation is not sufficient to trigger a self-sustained instability when the flow is linearly stable. This can only occur in situations where the dynamics is continuously fed by non-linear perturbations such as in a simulation performed with a Cartesian grid which would produce significant noise (Ott et al. 2013) or when SASI reaches large amplitudes (Cardall & Budiardja 2015; Summa et al. 2016). Moreover, our results show that the perturbative analysis of Foglizzo et al. (2006) holds in cases where the perturbed flow is already in the non-linear regime. In more realistic 3D simulations, the \( \chi \) parameter seems to be a reliable criterion to assess whether convection (\( \chi \gtrsim 3 \)) or SASI (\( \chi \lesssim 3 \)) dominates the dynamics shortly after the spherical symmetry is broken (Hanke et al. 2013; Takiwaki et al. 2014; Couch & O’Connor 2014; Abdikamalov et al. 2015). The asymptotic value of \( \chi \) in the turbulent convective regime will be discussed in Sections 5 and 6 where we investigate the impact of dimensionality and resolution.

The exploration of the parameter space (\( \chi_0, \delta \rho/\rho \)) enables us to distinguish three different regimes:

- linear instability if \( \chi_0 > \chi_{\text{crit}} \),
- linear stability if \( \chi_0 < \chi_{\text{crit}} \) and \( \delta \rho/\rho \gtrsim 1 \%),
- transient convection if \( \chi_0 < \chi_{\text{crit}} \) and \( \delta \rho/\rho \gtrsim 1 \% \).

In the latter case, convection is only transitory and cannot be self-sustained. The instability damping time scales increases with higher perturbation amplitudes and depends in a less clear way on the nearness to the instability threshold (Fig. 5). Nevertheless, the interaction between ascending bubbles and a shock wave might be strong enough to trigger convection in a linearly stable flow due to a non-linear cycle different from SASI. It cannot be excluded that the inclusion of a shock wave allows new ways to sustain convection, at least for values of \( \chi \) slightly below the linear instability condition.

4 IMPACT OF THE DIMENSIONALITY

4.1 Early non-linear phase

The first differences between 2D and 3D dynamics arise when perturbations reach non-linear amplitudes. If the instability is triggered by a low amplitude perturbation in a flow where \( \chi_0 > \chi_{\text{crit}} \), buoyant bubbles rise faster in 3D than in 2D (Fig. 6, top panels). In a simulation run with the parameters \( \chi_0 = 5 \) and \( \delta \rho/\rho = 0.1 \% \), the highest 3D bubbles rise almost twice as fast against the flow and the instability saturates at a much larger amplitude (Fig. 7). This is deduced from the time evolution of the location of the highest buoyant bubble. Its position is obtained by tracking the altitude of the uppermost negative radial entropy gradient which is due to the entropy contrast between the background flow (lower entropy) and the highest buoyant bubble (higher entropy). This transition is much sharper than the one related to the background flow.

A crude estimate of the velocity of the bubbles can be made by computing the terminal velocity \( v_{\text{ter}} \) which corresponds to the balance between the drag force (\( \delta \rho v_{\text{ter}}^2 \rho g \)) and buoyancy (\( V(\rho_0 - \rho)g \)):

\[ v_{\text{ter}}^2 = \frac{(\rho_0 - \rho) V g}{\rho_0 S}. \]

The terminal velocity increases with higher volume-to-surface ratio \( V/S \). Couch (2013) interpreted earlier and easier explosions in their 2D simulations as a consequence of larger \( V/S \) ratios compared to 3D. This explanation is based on different bubble shapes between 2D and 3D. Large-scale axisymmetric bubbles are considered to be more efficient to overcome ram pressure than 3D bubbles that fragment to small scales. However the ratio \( V/S \) depends mostly on the vertical extension of the bubbles. For a bubble moving in the radial direction, the relevant surface is in the angular directions. The ratio \( V/S \) is therefore approximately the vertical extension of the bubbles, within a factor of order unity depending on the exact shape. For example, comparing a spherical bubble of a given radius with a toroidal one of the same radius, one finds that the terminal velocity is only slightly higher in 2D, by a factor of order unity \( \sqrt{3\pi/8} \).
Figure 6. Snapshots of entropy for models with $\chi_0 = 5$ and $\delta \rho / \rho = 0.1\%$ after 2.91 (top) and 5.33 (bottom) advection timescales in 2D (left) and in 3D in the vertical slice $y = 0$ (right). The horizontal black lines are defined in Fig. 4. An animated version of this figure is available in the online journal.

Interpreting the role of dimensionality on CCSN simulations as a consequence of specific bubble properties is in conflict with our model where bubbles are clearly faster and reach higher altitudes in 3D than in 2D.

The acoustic feedback produced by the convective motions is able to alter the subsonic upstream flow. As a consequence, the ram pressure against the buoyant bubbles decreases with time (Fig. 7). The upstream acoustic feedback is stronger in 3D, reducing the ram pressure more than in 2D simulations. However, we observe that when the ram pressure deviates by more than 1% between 2D and 3D, the buoyant bubbles have already reached a larger altitude in 3D. This shows that the alteration of the upstream flow by convection motions cannot explain the early discrepancies in terms of altitudes reached by buoyant bubbles. It is conceivable that the acoustic feedback plays a role at a later stage to set the saturation amplitude of the instability. In a model with a shock wave and a supersonic upstream flow, a strong acoustic feedback would increase the post-shock pressure and induce a shock expansion. Our study suggests that this effect could be larger in 3D than in 2D.

Besides, our results seem consistent with conclusions drawn from studies focusing on the role of dimensionality in the Rayleigh-Taylor instability. The mixing zone is found to broaden faster in 3D as plume-like structures penetrate much deeper than 2D planar structures in simulations of incompressible flows without advection (Young et al. 2001; Anuchina et al. 2004). Similar conclusions were obtained in the context of the Rayleigh-Taylor mixing in the stellar envelope during the explosion of massive stars (Kane et al. 2000; Hammer et al. 2010). The growth of the Rayleigh-Taylor fingers is faster and the velocities of clumps of heavy elements are higher in 3D. Considering a more elaborate model of the competition between drag force and buoyancy, Hammer et al. (2010) showed that the temporal evolution of the $V/S$ ratio favours a faster rise of the bubbles in 3D. Our model underlines that during the early non-linear phase of the instability, the rise of buoyant bubbles and the widening of the mixing zone are faster in 3D, even when advection is considered.
The ram pressure is averaged between the planes dashed curves). The horizontal black lines are defined in Fig. 4. Figure 7. Altitude of the upper edge of the uppermost buoyant bubble (top panel) and ram pressure, defined as $\delta \rho v^2_z$, (bottom panel) as a function of time for a model with $\chi_0 = 5$ and $\delta \rho / \rho = 0.1\%$ simulated in 3D (thick curves) and in 2D (thin dashed curves). The horizontal black lines are defined in Fig. 4. The ram pressure is averaged between the planes $z = 30\text{ km}$ and $z = 45\text{ km}$. The vertical blue dashed line marks the time at which the ram pressure starts to deviate by more than 1% between 2D and 3D. At this time, buoyant bubbles have already reached higher altitudes in 3D and this initial gap is not related to differences in terms ram pressure against the bubbles. The later evolution is characterized by a lower ram pressure in 3D. This results from a more important acoustic feedback produced by convection which alters the subsonic upstream flow more strongly.

4.2 Heating efficiency

Figure 8 shows the time evolution of the spatial distribution of entropy in 2D and 3D. Each vertical entropy profile is defined such that a given fraction of the cells have a lower entropy value. In the early non-linear phase, the convective instability exhibits a wider mixing region in 3D while mixing is more localized in 2D. As a consequence, the vertical profiles related to high entropy values show more pronounced peaks in 2D. The rise of the 3D bubbles stops when they reach the upper edge of gain region above which gravity is switched off (Fig. 7, top panel). After several advection times, the vertical profiles of entropy become higher in the whole gain layer in 3D (Fig. 8, bottom panel).

The generation of entropy in the gain region appears to be higher in 3D than in 2D (Fig. 9, top panel). At the end of the simulations performed with $\chi_0 = 5$, the entropy has increased about 4 times more in 3D than in 2D. We note that the amplitude of the initial perturbation does not affect the asymptotic dynamics because final entropy values are independent of the perturbation both in 2D and in 3D. In the regime of transient convection, the entropy increase is related to the amplitude of the perturbation and is higher in 3D (Fig. 9, top panel, purple curves). The damping timescale of the instability is much longer in 3D suggesting that perturbations may have a more profound impact on convection-dominated cases simulated in 3D than in 2D. A direct comparison of the heating rates, proportional to the mass enclosed in the gain region, does not explain the discrepancies in terms of entropy. It turns out that the rates are slightly higher in 2D throughout the simulations (Fig. 9, middle panel). The strong impact of dimensionality on the entropy variations is suggestive of a heating process that differs significantly between 2D and 3D. We defer the investigation on the origin of this additional heating to Section 5 where the turbulence induced by the instability is analysed in detail.

The morphology of the flow is strongly impacted by the dimensionality. In 2D, the flow is stirred by large vortices whereas 3D models undergo stronger turbulent mixing to small scales. Phase mixing is essential to disrupt large scale entropy perturbations even in the absence of heating (case $\chi_0 = 0$ of Fig. 5, bottom panel). The dynamics generates large vortices in 2D whose vertical extension can reach the height of the gain layer. This can be seen as a consequence of a greater conversion of gravitational potential energy to kinetic energy by the Rayleigh-Taylor instability (Young et al. 2001; Cabot 2006). In 2D, the interface between ascending motions and downflows is unperturbed. The downflows are able to sustain throughout the gain layer and channel lower entropy material located in the upper part of the gain layer to the downstream region where heating is absent (Fig. 6,
bottom left). On the contrary, 3D downflows are disrupted by turbulent mixing before leaving the gain layer. Such a mixing is known to be more efficient in 3D in the case of the Rayleigh-Taylor instability (Cabot 2006; Hammer et al. 2010). As the flow leaves the gain layer (z = −50 km), we observe that in 3D a smaller fraction of the numerical cells have an entropy lower than the stationary flow compared to 2D (Fig. 8, bottom panel). This implies that downflows are more efficient to channel cold entropy material outside of the gain region in 2D, while their fragmentation to small scales in 3D keeps buoyant material for longer times and enhances heating.

The combine action of more efficient downflow braking and stronger upstream acoustic feedback in 3D produces smaller average downflow velocities (Fig. 10). The advection time is thus slightly larger in 3D and this should in principle increase the heating efficiency compared to 2D. However, this is contradicted by the previous comparison of the heating rates.

### 4.3 Asymptotic regime

The evolution of the χ parameter is related to the way the flow adjusts itself compared to the marginal stability limit (Fig. 9, bottom panel). The χ parameter is computed from horizontally averaged flows (Eq. 10) as proposed by Fernández et al. (2014).

When convection is triggered non-linearly by a strong perturbation (χ₀ = 1.5, δp/ρ = 30%), the parameter initially takes large values during the advection of the perturbation. This is due to the strong entropy gradients contained in the perturbation (Fig. 4) which induce a larger value of χ. The evolution of the χ parameter is related to the way the flow adjusts itself compared to the marginal stability limit (Fig. 9, bottom panel). The χ parameter is computed from horizontally averaged flows (Eq. 10) as proposed by Fernández et al. (2014).

When convection is triggered non-linearly by a strong perturbation (χ₀ = 1.5, δp/ρ = 30%), the parameter initially takes large values during the advection of the perturbation. This is due to the strong entropy gradients contained in the perturbation (Fig. 4) which induce a larger value of χ. The evolution of the χ parameter is related to the way the flow adjusts itself compared to the marginal stability limit (Fig. 9, bottom panel). The χ parameter is computed from horizontally averaged flows (Eq. 10) as proposed by Fernández et al. (2014).
tion is efficiently disrupted by strong turbulent mixing. It takes more than two advection times to reach the same level in 2D. In both cases the flow eventually returns to a sub-critical state. Besides, this comparison confirms that even in 3D a strong perturbation cannot lead to self-sustained convection when the flow is linearly stabilized (see Sect. 3.2).

The discrepancies are more remarkable in the linear instability regime (Fig. 9, bottom panel, black and orange curves). In 2D, the flow maintains a \( \chi \) value well above the stability threshold (\( \chi \gtrsim 3 \)) whereas in 3D, the flow adjusts itself to a slightly sub-critical flow (\( \chi \approx 2.2 \)). Slightly lower average vertical velocities in 3D (Fig. 10, top panel) should in principle result in a higher value of \( \chi \) than in 2D. However, turbulent mixing seems to be part of the explanation of the gap between 2D and 3D values of \( \chi \). After the instability fully develops, a smaller fraction of the gain layer remains unstable to convection in 3D (Fig. 10, middle panel). In 2D, the flow is dominated by large vortices which create a less stable configuration. The contribution of the lower part of the gain layer (\( z \lesssim 0 \) km) seems responsible for the greater values of \( \chi \) in 2D (Fig. 10, bottom panel). These results suggest that any analytical description of turbulence induced by convection in CCSNe (e.g. Murphy & Meakin 2011 in 2D) should reflect that difference when applied to our model.

5 THE ROLE OF TURBULENCE

5.1 Kinetic energy

Convection may facilitate the shock revival in several ways compared to 1D cases. Non-radial motions induced by instabilities in multidimensional simulations increase the advection timescale and bring it closer to the time needed for a sufficient energy deposition in the gain layer (Murphy & Burrows 2008). Turbulent pressure generated by convective motions represents an additional pressure support which pushes the shock wave outward and lowers the critical luminosity required to achieve shock revival (Burrows et al. 1995; Murphy et al. 2013; Couch & Ott 2015; Müller & Janka 2015). Both effects may combine to enhance neutrino heating and favour multidimensional explosions. Comparing 2D and 3D simulations, Couch & Ott (2015) concluded that the strength of turbulence is overpredicted in axisymmetric simulations.

The turbulent kinetic energy in the gain layer can be defined as:

\[
E_{\text{turb}} = \frac{1}{2} \rho \left[ \langle v_z^2 \rangle + \langle v_x^2 \rangle + \langle v_y^2 \rangle \right],
\tag{16}
\]

where \( \langle v_z \rangle \) corresponds to the horizontally-averaged vertical velocity. In our model, we find that the turbulent kinetic energy is larger in 2D by about 15% during most of the simulation (Fig. 11). Besides, the turbulent kinetic energy is roughly in equipartition in 2D between the two directions. This can be seen as a consequence of the domination of large scale vortices. In 3D, we find that the horizontal contributions are in equipartition (\( E_x \approx E_y \)) and their sum amounts to the vertical contribution (\( E_z \approx E_x + E_y \)). This is the case in 3D models where buoyant motions are induced along a preferred direction (Murphy et al. 2013). Nevertheless, higher Reynolds stresses observed in 2D do not seem to support larger entropy values in our 3D simulations (Fig. 9).

The impact of dimensionality can also be investigated by comparing the turbulent energy cascades in 2D and 3D. To connect our study with previous ones (Hanke et al. 2012; Dolence et al. 2013; Couch & O’Connor 2014; Hankey et al. 2014; Couch & Ott 2015; Abdikamalov et al. 2015; Radice et al. 2015, 2016), we compute the turbulent kinetic energy spectra considering only horizontal motions. The kinetic energy density is decomposed into Fourier coefficients:

\[
\hat{E}_k (k_x, k_y) = \int_{V_g} \exp \left( -2\pi i \frac{k_x x + k_y y}{L} \right) \sqrt{\rho (x, y)} \nu (x, y) \, dV.
\tag{17}
\]

where \( L \) represents the horizontal extent of the gain region (\( L = 300 \) km in our simulations), \( V_g \) the volume of the gain region in which the source terms are at their full intensity (\( \Psi (z) = 1 \)) and \( \nu \) the horizontal velocity component. The Fourier coefficients are computed at each discrete vertical coordinate of the grid and averaged over the volume \( V_g \). Note that \( k_z = 0 \) in 2D. The total horizontal kinetic energy density is then

\[
E (k) = \sum_{k-1 < |(k_x, k_y)| \leq k} |\hat{E}_k (k_x, k_y)|^2.
\tag{18}
\]

The Fourier spectra are normalized by \( \sum k E (k) \) to obtain unity integrals.

In 2D, the reverse turbulent cascade transfers kinetic energy to the largest spatial scales and this could explain why explosions are easier (Hanke et al. 2012; Couch & O’Connor 2014). In the inertial range, enstrophy is transferred from large scales to the dissipation regime following \( E (k) \propto k^{-3} \) (see Kraichnan (1967); Hanke et al. (2012) for details). Such a trend seems to hold in our 2D simulations for \( 5 \lesssim k \lesssim 30 \) (Fig. 12), even though the identification of the inertial range is not obvious. In 3D, turbulence proceeds differently because a forward cascade transfers kinetic energy from large scales to the dissipation regime, following a decay power-law \( E (k) \propto k^{-5/3} \) (Landau & Lifshitz 1959). Our simulations seem to show such a power-law decay (Fig. 12). There is no consensus on the exact shape of the power-law in CCSN simulations. Some studies reported a decay law close to \( E (k) \propto k^{-5/3} \) (Hanke et al. 2012; Handy et al. 2013; Dolence et al. 2013; Couch & O’Connor 2014; Hankey et al. 2014; Couch & Ott 2015; Abdikamalov et al. 2015; Radice et al. 2015, 2016).
2014; Radice et al. 2016) while others observed a shallower decay $E(k) \propto k^{-3}$ (Dolence et al. 2013; Couch & O’Connor 2014; Abdikamalov et al. 2015). Differences may result from a misidentification of the inertial range. A transition from a $k^{-1}$ scaling for $k \lesssim 15$ to a $k^{-5/3}$ scaling for $10 \lesssim k \lesssim 40$ appears in our simulations. The nature of the power-law in the inertial range reflects the way dissipation proceeds. A limited numerical resolution could affect the shape of the power-law decay and only the finest resolutions, unachievable for current state-of-the-art CCSN simulations, could lead to a behaviour predicted by Kolmogorov’s theory (Radice et al. 2015, 2016). It can also be argued that the assumptions made in the classical theory do not apply to post-shock turbulence in CCSNe (Abdikamalov et al. 2015).

Although the largest spatial scale structures are more pronounced in 2D, the spatial scales just below, between $k = 3$ and $k = 10$, seem almost equally favoured in our 2D and 3D simulations. This is consistent with the large entropy structures seen in the upper part of the gain layer (Fig. 6, bottom right). The presence of large scale structures can also be observed in Figure 13 which provides a 3D visualization of the entropy isosurfaces obtained from a simulation with $\chi_0 = 5$ and $\delta\rho/\rho = 0.1\%$ after 4.92 advective timescales. Large and intermediate spatial scale structures can clearly be identified in the upper part of the gain layer. Animated versions of this figure are available in the online journal.

Figure 13. 3D visualization of the entropy isosurfaces obtained from a simulation with $\chi_0 = 5$ and $\delta\rho/\rho = 0.1\%$ after 4.92 advection timescales. Large and intermediate spatial scale structures can clearly be identified in the upper part of the gain layer. Animated versions of this figure are available in the online journal.

5.2 Turbulent dissipation

In this section, we use a different approach to investigate the impact of dimensionality on turbulence. Following the work of Murphy & Meakin (2011; Murphy et al. 2013), we employ a mean-field decomposition of the entropy equation into background and turbulent flows to identify the driving agent of the discrepancies in terms of heating. To this end, we decompose the variables into mean and fluctuation using two methods depending on the quantities. The Reynolds decomposition is defined according to $\phi = \bar{\phi} + \phi'$ where the mean-field average of the fluctuation $\phi'$ is $\bar{\phi}' = 0$. The Favrian decomposition corresponds to $\phi = \bar{\phi} + \phi''$. Here the Favrian averaged quantity is a density-weighted average: $\bar{\phi} = \rho \bar{\phi}'/\rho'$. The Favrian fluctuation is such that $\phi'' = 0$. This second decomposition appears often to be more convenient for terms containing density in equations. We refer the reader to Mocák et al. (2014) for a complete overview of the derivation of hydrodynamics equations using the Reynolds-Averaged Navier Stokes method.

The entropy equation is written as:

$$\frac{\partial (\rho S)}{\partial t} = - \nabla \cdot (\rho S \vec{v}) + \frac{\rho q}{T} + \rho \epsilon,$$  \hspace{1cm} (19)

where $q$ is the local heating rate, $T$ the temperature and $\epsilon$ the heat due to turbulent dissipation of kinetic energy. Applying a mean-field decomposition to Eq. (19), we obtain:

$$\frac{\partial \rho \bar{S}}{\partial t} = - \nabla \cdot (\rho \bar{S}' \vec{v}) - \nabla \cdot \left( \bar{\rho} \vec{v} \bar{S}' \right) + \left( \frac{\rho q}{T} \right) + \left( \frac{\rho \epsilon}{T} \right).$$  \hspace{1cm} (20)

The derivation is detailed in appendix A. These terms are labelled from (i) to (v) and represent:

(i) $\frac{\partial \rho \bar{S}}{\partial t}$, the generation rate of entropy,

(ii) $\nabla \cdot (\rho \bar{S}' \vec{v})$, the entropy flux due to the mean flow across the gain layer,

(iii) $\nabla \cdot \left( \bar{\rho} \vec{v} \bar{S}' \right)$, the entropy flux due to the turbulent flow across the gain layer,

(iv) $\left( \rho q/T \right)$, the heating rate due to neutrino absorption,

(v) $\left( \rho \epsilon/T \right)$, the turbulent dissipation.

This last term is evaluated from Eq. (20) and can also be approximated by $W_b/T$ (Murphy et al. 2013) where $W_b$ is the buoyancy work, defined as:

$$W_b = \int \rho \delta g \vec{v} dV.$$  \hspace{1cm} (21)
The term $W_b/T$ is labelled as (vi) in the following. It approximates the turbulent dissipation if all the energy injected into turbulence by the buoyancy force is dissipated into heat. This would be expected in a quasi-steady state situation if the turbulent energy advected out of the gain region can be neglected.

The terms (i) to (vi) are averaged horizontally and over four advection times during the fully non-linear regime. These terms are then integrated over the height of the gain region and compared to pinpoint which ones play a significant role in the entropy production (Fig. 14). Note that all the terms are positive except (iii) in 2D. Bottom panel: Ratios of 3D to 2D average values for the six terms. The horizontal dashed line denotes the ratio of one.

The buoyancy work is almost balanced by turbulent dissipation if all the energy injected into turbulence by the buoyancy force is dissipated into heat. This would be expected in a quasi-steady state situation if the turbulent energy advected out of the gain region can be neglected.

The second main heating source is the turbulent dissipation of kinetic energy (term (v)). In 3D, it accounts for almost half of the heating due to neutrinos. The entropy generation rate is around twenty times higher in 3D than in 2D (term (i)), so is the ratio of turbulent dissipation. This suggests that the additional entropy production in our 3D simulations results from the contribution of the turbulent dissipation. In 3D, the term related to the turbulent flux is slightly lower than the turbulent dissipation but accounts negatively to the average entropy. In 2D, this quantity only marginally contributes to increase the average entropy since it is the smallest term.

The buoyancy work is almost balanced by turbulent dissipation in 3D as shown by (Murphy et al. 2013). This is not satisfied in 2D, where the buoyancy work is an order of magnitude larger than the turbulent dissipation. The much lower dissipation in 2D may be interpreted as a consequence of the large scale vortices being expelled from the gain layer (Fig. 6) whereas those are dissipated in 3D. The latter is more efficient to dissipate kinetic energy because of the forward energy cascade to small scales. Turbulent dissipation is less likely in 2D since large vortices and downflows are not efficiently disrupted.

Using various approaches and setups, it was shown that turbulent motions generated by hydrodynamical instabilities in multi-dimensional simulations can account for a reduction of the critical neutrino luminosity of 20 – 30% compared to 1D (Murphy & Burrows 2008; Hanke et al. 2012; Müller & Janka 2015; Fernández 2015). The hierarchy between 2D and 3D is less clear and requires analysis of the properties of turbulence in the gain region in order to pinpoint which ingredients play a crucial role. Applying the turbulence model developed by Murphy & Meakin (2011); Murphy et al. (2013) on the explodability condition (Burrows & Goshy 1993; Murphy & Dolence 2017), Mabanta & Murphy (2018) conjectured that turbulent dissipation of kinetic energy is the dominant effect in the reduction of the critical luminosity in multidimensional simulations compared to 1D. Our results tend to support their hypothesis and the higher rate of entropy production in 3D seems to be connected to a more efficient dissipation of kinetic energy into heat. Our approach shows that such a physical phenomenon is less effective in 2D due to the particular tendency of favouring large spatial scales.

6 DEPENDENCE ON NUMERICAL RESOLUTION

We explore the impact of the numerical resolution on the 2D and 3D dynamics. The default resolution used in the previous sections is such that the uniform grid contains $N_{z,g} = 128$ vertical cells in the gain layer. The numerical resolutions considered in this section are $N_{z,g} = \{32, 64, 128, 256, 512\}$ in 2D and $N_{z,g} = \{32, 64, 128\}$ in 3D. The resolution is changed accordingly in the whole computational domain and in all directions to maintain the numerical cell size identical in each direction. For reference, our highest 3D resolution corresponds to twice the highest resolution considered in the studies of Abdikamalov et al. (2015); Roberts et al. (2016) and to the resolution labelled as “2x” in the work of Radice et al. (2016). Figures 15 and 16 respectively give an overview of the influence of resolution on the dynamics in the linear instability regime and in the regime of transient convection. The main difference between the two regimes is that numerical resolution has a greater impact when the instability is triggered by a perturbation of a large amplitude.

Regarding the linear instability regime, the higher entropy production rate is not dramatically dependent on the resolution either in 2D or in 3D (Fig. 15, top panel). On the one hand, if the number of vertical cells in the gain layer is too low, e.g. $N_{z,g} = 32$, the instability is triggered slightly earlier. This is probably due to the relaxation of the initial flow on the grid which deviates from the stationary solution. Besides an earlier onset of the instability at this low resolution, the entropy values reached may be artificially higher than for other resolutions. This suggests that the dynamics cannot be properly simulated in our model with such a resolution. On the other hand, if $N_{z,g} \geq 64$ the linear growth of
the instability and the entropy production are very similar in all cases. This shows that the discrepancies between 2D and 3D concerning the entropy variations discussed in Section 4.2 are not resolution-dependent. The lowest 3D resolution case produces a value of $\chi$ which is similar to 2D simulations (Fig. 16, bottom panel). We now apply the same mean-field decomposition of the entropy equation (20) on 3D simulations of the linear instability regime with different numerical resolutions. The results indicate that except for turbulent dissipation at the lowest resolution, the different terms do not vary by more than $30 - 40\%$ (Fig. 17). This may be expected from the minor variations seen in entropy production rates with resolution (Fig. 15, top panel). Abdikamalov et al. (2015) showed that even for their highest resolution of 66 radial cells in the gain layer, the inertial range of the turbulent energy cascade is barely resolved, thus favouring greater dissipation. This could explain why turbulent dissipation decreases with finer resolution in our simulations. Nevertheless, our study suggests that simulating turbulent dissipation with a level of increasing dimensionality and resolution. Moreover, the damping timescale is also longer in 3D and with increasing resolution. In 2D, clear signs of convergence are witnessed between the three highest resolutions considered. It is unclear if a similar trend would be obtained in 3D. Only a too coarse resolution, e.g. $N_{zg} = 32$, prevents the flow from reaching a sub-critical state that is expected for a simulation where $\chi_0 = 1.5$ (Fig. 16, bottom panel).

We now apply the same mean-field decomposition of the entropy equation (20) on 3D simulations of the linear instability regime with different numerical resolutions. The results indicate that except for turbulent dissipation at the lowest resolution, the different terms do not vary by more than $30 - 40\%$ (Fig. 17). This may be expected from the minor variations seen in entropy production rates with resolution (Fig. 15, top panel). Abdikamalov et al. (2015) showed that even for their highest resolution of 66 radial cells in the gain layer, the inertial range of the turbulent energy cascade is barely resolved, thus favouring greater dissipation. This could explain why turbulent dissipation decreases with finer resolution in our simulations. Nevertheless, our study suggests that simulating turbulent dissipation with a level of
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7 DISCUSSION

Our comparative study of the 2D and 3D convective instability may be affected by some modelling ingredients used in this work. In the following, we discuss the differences with more realistic models and the implications of our results for self-consistent CCSN simulations. Our model consists of a static gain layer that is not delimited by a shock wave above and a stratified cooling layer below. The absence of a shock wave lowers the instability threshold and favours the instability for long wavelength perturbations (Fig. 3). Replacing the constant inflow upper boundary condition by a shock wave would provide a continuous source of perturbations.

The acoustic retroaction produced by the dynamics in the central region would deform the stationary shock and generate new entropy-vorticity perturbations that may seed the instability. Our study indicates that the upstream acoustic feedback is stronger in 3D and this may correspond to larger shock expansions than in 2D. In Section 3, we considered an extreme case of a perturbation amplitude of 30% to assess its impact on a linearly stabilized flow. Pre-shock density fluctuations related to combustion inhomogeneities may reach up to 10 – 15% (Müller & Janka 2015). The ones related to SASI may be lower with an upper estimate of 10% according to the models of Kazeroni et al. (2016). Grid induced perturbations could produce fluctuations of 1 – 10% (Ott et al. 2013). The lower the amplitude, the shorter the damping timescale of the instability. According to Figure 5, the damping timescale may be of the order of only a few advection times for realistic perturbation amplitudes. This implies that a continuous feeding by perturbations could lead to turbulent convection even if the flow is not linearly unstable to convection. This is the case when secondary convection is seeded by large amplitude SASI oscillations (Cardall & Badридja 2015; Summa et al. 2016). Such a situation can also occur when buoyant bubbles repeatedly push the shock or when numerical features produce noise continuously.

The absence of a cooling layer and a shock wave could impact the way convection modifies the flow. In their 2D models, Fernández et al. (2014) obtained asymptotic values of χ below the instability threshold for non-exploding, convection-dominated cases whereas this value remains well above the threshold in our 2D simulations. The dynamics seems more efficient at stabilizing the flow in 2D in their study (Fernández et al. 2014, Fig. 7) than in our case (Fig. 10). The 3D dynamics may be less impacted by the boundary conditions since the flow reaches a sub-critical state. (Fig. 15). Our 2D results also differ from more realistic models regarding the balance between buoyancy work and turbulent dissipation. The equilibrium is almost reached in 3D but the buoyancy work is one order of magnitude larger than dissipation in 2D (Fig. 14). Such a balance was reached in the 2D simulations of Murphy & Meakin (2011). A possibility is that 2D vortices are not dissipated as much as in a case where they are kept inside the gain region due to the stabilizing cooling layer. Our setup may amplify the difference between 2D and 3D in terms of the amount of kinetic energy dissipated into heat.

Similarly, our setup may artificially widen the gap between 2D and 3D in terms of entropy production rates. Hanke et al. (2012) observed only slightly higher average entropy values in the gain layer of their 3D simulations compared to their 2D ones. The difference was more pronounced in the work of Dolence et al. (2013), but of the order of 10%. The latter study, using a Cartesian grid, might have been more prone to develop grid perturbations that could have artificially seeded convection. The work of Hanke et al. (2012) employed a spherical grid that generates less fluctuations. It is difficult to speculate whether a Cartesian grid would necessarily produce more heating via turbulent dissipation due to higher amplitude perturbations because the discrepancies between different groups could equally come from several specific approximations used in each study such as the neutrino transport or the microphysics. It should be noted that the average entropy value does not seem to repre-
sent a reliable indicator of the readiness of explosion (Hanke et al. 2012; Couch 2013).

Our comparative study of 2D and 3D neutrino-driven convection employs only Cartesian coordinates, neglecting the effects of geometric convergence, while previous works compared 2D axisymmetric geometry with 3D spherical or Cartesian geometries. Foglizzo et al. (2006) showed that the linear instability threshold is not affected by the geometry in their similar model including a shock wave. The same applies to the degree of the first unstable mode. However, conclusions cannot be drawn beyond the linear phase. Our study sheds light on a higher entropy creation in 3D, possibly related to more efficient turbulent dissipation. It remains unclear to which extent the geometry impacts the amount of kinetic energy that is dissipated. Further studies would be needed to understand whether some particular numerical configurations are more prone to generate heat via turbulent dissipation than others among those employed in CCSN simulations.

8 CONCLUSION

A physical and numerical experiment was conducted to investigate the turbulent regime of neutrino-driven convection in the gain region of a CCSN. Using an idealized model where heating and gravity are localized in the central region of the domain, we addressed several aspects of the competition between convection and downward advection. Parametrized numerical simulations were employed to assess the robustness of linear predictions developed by Foglizzo et al. (2006) beyond their validity domain. A comparison between 2D and 3D convection enabled us to identify hydrodynamical effects that may result in enhanced heating in global 3D simulations. This includes a wider mixing region due to a faster rise of buoyant bubbles and stronger viscous heating processes leading to higher entropy values in 3D. In addition, we tested several interpretations of the impact of the dimensionality that are based on hydrodynamical considerations because our setup is suitable to isolate the post-shock hydrodynamics from the complexity of the CCSN modelling. A resolution study has been performed in order to anticipate whether future better resolved global simulations would lead to easier explosions. Our main results and their consequences for CCSN simulations can be summarized as follows.

1. A set of parametric simulations has been run to characterize the impact of a large amplitude perturbation on a flow in which advection can stabilize convection. We confirm that criteria relying on a balance between buoyancy and gravity or drag force (e.g. Scheck et al. 2008; Fernández et al. 2014) predict rather accurately the minimal density contrast above which a buoyant bubble is able to rise against advection. However, if the flow has an initial $\chi$ parameter below the linear instability threshold, we observe that convection is eventually suppressed and the flow returns to its initial configuration, regardless of the perturbation amplitude. The damping timescale of the temporary convection increases with larger perturbations and proximity to the linear instability threshold. This indicates that criteria applied to a buoyant bubble do not necessarily predict the development of self-sustained turbulent convection. Our study suggests that the criterion established in the linear regime by Foglizzo et al. (2006) is also valid in the non-linear phase. In situations where convection is linearly stable, non-linear turbulent convection can be triggered by a strong perturbation only if a continuous source of excitation exists, such as SASI or numerical errors.

2. Our model emphasizes that positive 3D effects may already play an important role in the early non-linear regime of convection. In that phase, 3D bubbles rise faster against the flow than their 2D counterparts. Despite the turbulent drag in 3D, buoyant bubbles resist better against advection in 3D than in 2D. This result is consistent with conclusions drawn from studies on the Rayleigh-Taylor instability with incompressible flows (Young et al. 2001; Anuchina et al. 2004) or Rayleigh-Taylor mixing during the supernova (Kane et al. 2000; Hammer et al. 2010). These results contradict arguments based on the bubble geometry which are thought to favour 2D explosions. A possible explanation is that the velocity of ascending bubbles is mostly set by their radial extension which does not strongly depend on the dimensionality until the saturation of the instability is reached.

3. For each of the instability regimes identified in our work, much larger average entropy values are measured in 3D than in 2D (Fig. 9). This is a clear sign of an additional source of heating acting in 3D. Part of the discrepancies between 2D and 3D may be ascribed to the differences in terms of dynamics. Large scale vortices are a natural outcome of 2D simulations and those tend to stir different entropy phases, which is a less efficient mixing process than small scale mixing. In 2D, the downflows remain unperturbed throughout the gain layer and can channel some matter outside of this region. Turbulent mixing stabilizes a greater fraction of the gain layer in 3D and brings the flow below the marginal stability limit, which is not the case in 2D. Applying a mean-field decomposition on the entropy equation, we identify that turbulent dissipation of kinetic energy could explain the additional heating seen in our 3D simulations. Our results seem to confirm the conjecture of Mabanta & Murphy (2018) that this viscous heating process could play a positive role in multidimensional simulations compared to 1D. These even provide a first evidence that entropy generation is stronger in 3D where the turbulent energy cascade favours smaller spatial scales in which kinetic energy is dissipated into heat.

4. The impact of resolution is found to be stronger when convection is triggered by a large amplitude perturbation (Fig. 16). In such situations, the entropy production rate increases with dimensionality and resolution and the temporary convection is damped on a longer timescale. These results suggest that global 3D simulations with improved numerical resolution might benefit from this mechanism. This could be particularly promising for simulations including precollapse inhomogeneities which are still in their infancy (Couch & Ott 2015; Müller et al. 2017). This effect is more uncertain when perturbations are numerical artefacts. While this effect would suggest that the discrepancies between Cartesian and spherical grids
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could widen with finer resolution, this is expected to be counterbalanced by the fact that the numerical noise decreases with resolution. The dynamics seems barely affected by the resolution in the linear instability regime, except for an artificial earlier onset of the instability at low resolution. The level of turbulent dissipation diminishes with higher resolution but seems to be converged with an accuracy of about 20% for a grid of 64 vertical cells in the gain layer. The parametric study of Radice et al. (2016) explored resolutions up to six times higher than that and found no clear trend since their highest resolution case quantitatively resembles their lowest one. So far, convergence studies tend to show that explosions are delayed when the numerical resolution is improved (Hanke et al. 2012; Abdikamalov et al. 2015). It is thus unclear whether higher resolution in CCSN simulations would ease explosions above a certain threshold. It may be that other modeling ingredients would have a stronger impact than resolution. We suggest that the inclusion of large pre-collapse asymmetries could be one of them.

More realistic studies did not exhibit such a strong dependence of the dimensionality on the average entropy in the gain layer, reaching at most an increase of about 10% in 3D (Dolence et al. 2013). However, we note that in that study, 3D explosions occur earlier than in 2D and this is not the case in the work of Hanke et al. (2012) for which the gap in average entropy values is narrower. It is likely that our setup overestimates the discrepancies between 2D and 3D. A main difference may result from the absence of a stratified cooling layer, in particular in the 2D simulations. Indeed, the vortices are rather expelled out of the gain layer than dissipated inside (Murphy & Meakin 2011) and the flow cannot adjust itself to a sub-critical one as expected from the study of Fernández et al. (2014). The 3D dynamics might be less affected by the specificities of our setup because the turbulent mixing occurs at smaller spatial scales. Nevertheless, our setup contains the minimal set of ingredients for convection to develop in the presence of advection. Our model correctly mimics the properties of turbulence seen in complex CCSN simulations such as the turbulent energy cascade, the anisotropic turbulence and the higher turbulent pressure in 2D. It enabled us to isolate the hydrodynamics from the complexity of the modelling of CCSNe. We found that several arguments commonly employed in CCSN theory to characterize the greater difficulty to achieve explosions in 3D fail at explaining the discrepancies between 2D in 3D in our simplified model.

SASI was mostly neglected in this study except to design the initial perturbation. We note that for SASI-dominated cases, idealized models indicate that 3D spiral modes seem more promising to lead to an explosion than 2D sloshing modes because of the larger non-radial kinetic energy stored in spiral modes (Fernández 2015; Kazeroni et al. 2016). However, more realistic setups produce delayed explosions in 3D non-rotating SASI-dominated models (Melson et al. 2015b) or even failures (Hanke et al. 2013). A possibility is that such an additional energy reservoir in 3D SASI models only supports an explosion in conjunction with other physical ingredients such as rotation. Indeed, stellar rotation rates can enhance spiral modes but make explosions harder in 2D (Iwakami et al. 2014; Kazeroni et al. 2017; Summa et al. 2018). Newly explored microphysics effects could also create more favourable conditions for the development of SASI (Melson et al. 2015b; Bollig et al. 2017). In convection-dominated cases, we speculate that turbulent mixing and dissipation might play a similar role as spiral modes for SASI in that they may favour an explosion but their impact alone could be too modest. Melson et al. (2015a) and Müller (2015) pointed out that favourable 3D effects could contribute to the explosion of convection-dominated cases after shock revival. These effects rely on similar physical processes as in our study: forward turbulent cascade, downflow braking due to the growth of the Kelvin-Helmholtz instability in 3D, more efficient turbulent mixing in 3D. Whether these effects are generic is not yet known.

Finally, a toy model has been used to identify several effects related to the three-dimensional nature of the hydrodynamics that could enhance the heating at the onset of explosion of massive stars. These effects mostly hold for convection-dominated post-shock dynamics, although strong SASI activity can trigger secondary convection. Our idealized model challenges the understanding of convection and the common interpretations of the impact of dimensionality on CCSNe. Our results provide some insights towards a full description of the 3D turbulence generated by neutrino-driven convection. A definitive confirmation of the relevance of the physical processes highlighted in our study will only come from a large set of self-consistent 3D simulations which will become feasible within the next decade.
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Using a Favrian decomposition of $S$ and $v_2$ for the left-hand side of the entropy equation (19), one obtains:

$$\frac{\partial (\rho S)}{\partial t} + \nabla \cdot (\rho S v_2) = \frac{\partial (\rho S^\ast)}{\partial t} + \frac{\partial (\rho S^\ast)}{\partial t} + \nabla \cdot (\rho S v_2) + \nabla \cdot (\rho S^\ast v_2) - \nabla \cdot (\rho S^\ast v_2).$$

(A1)

The definition of a Favrian average is such that: $\overline{\rho \overline{\theta}} = \rho \overline{\theta}$, $\overline{\rho \overline{v_2}} = \rho \overline{\theta - \overline{\theta}}$ and $\overline{\rho \overline{v_2}} = 0$. Consequently, the average of the following terms cancels: $\frac{\partial (\rho S^\ast)}{\partial t}$ and $\frac{\partial (\rho S^\ast)}{\partial t}$. Using the mean-field decomposition (A1) to the averaged entropy equation (19), one obtains:

$$\frac{\partial \overline{\rho S}}{\partial t} + \nabla \cdot (\overline{\rho S v_2}) + \nabla \cdot (\overline{\rho \overline{\theta} S^\ast}) = \frac{\overline{\rho \overline{\theta}}}{T} + \frac{\overline{\rho \overline{\theta}}}{T}.$$

(A2)
APPENDIX B: ANALYTICAL SOLUTION OF THE NEUTRAL STABILITY IN THE ASYMPTOTIC LIMIT $K_G \ll 1$, $K_H \ll 1$, $M_{up} \ll 1$

B1 Differential system

The evolution of perturbations is described by the same differential system and boundary conditions as in Foglizzo et al. (2006) considering two cases for the upper boundary condition: either a shock condition, or an acoustic leaking condition. This latter condition expresses that acoustic waves are free to propagate upward and that no acoustic flux nor advected perturbations are injected downward from the region above the heating region.

In order to reach an analytical characterization of the heating threshold for a convective instability, we chose a regime where the flow is approximately uniform, thus allowing for an analytical integration of the differential system. This is achieved in the limit of small gravity ($K_G \ll 1$) and small external heating ($K_H \ll 1$). In this regime, having comparable advection and buoyancy timescales (i.e. finite non zero $\chi$ parameter) requires a small enough mach number ($M_{up}^2 \ll K_H K_G \ll 1$). This asymptotic differential system is obtained by introducing some new functions ($\delta \hat{F}, \delta \hat{h}$) defined by

$$
\delta \hat{F} = \frac{1}{M} \left( \frac{\delta f}{c^2} - \frac{\delta S}{\gamma} \right),
$$

(B1)

$$
\delta \hat{h} = M \left( \delta h + \frac{\gamma - 1}{\gamma} \delta S \right).
$$

(B2)

where $\delta f = \nu \delta v_z + 2c \delta c / (\gamma - 1)$ and $\delta h = \delta v_z / \nu + \delta \rho / \rho$. Conversely,

$$
\frac{\delta \rho}{\rho} = \frac{1}{1 - M^2} \left( M (\delta \hat{F} - \delta \hat{h}) - \frac{\gamma - 1}{\gamma} (1 - M^2) \delta S \right),
$$

(B3)

$$
\frac{\delta \nu_z}{\nu} = \frac{1}{1 - M^2} \left( \delta \hat{h} - M^2 \delta \hat{F} \right),
$$

(B4)

$$
\frac{\delta c^2}{c^2} = \frac{\gamma - 1}{\gamma} \left( M (\delta \hat{F} - \delta \hat{h}) + (1 - M^2) \delta S \right).
$$

(B5)

The differential system satisfied by ($\delta \hat{F}, \delta \hat{h}, \delta S, \delta v_x$) for neutral stability ($\omega = 0$) is the following

$$
\frac{\partial \delta \hat{F}}{\partial z} = \frac{\gamma - 1}{1 - M^2} \nabla \Phi \left( \frac{\delta S}{\gamma} + M \delta \hat{F} \right) - \frac{1}{M} \frac{\partial M}{\partial z} \delta \hat{F} - \left( \delta \hat{h} - \frac{\gamma - 1}{\gamma} M \delta S - \gamma M \delta \hat{F} \right) \frac{1}{1 - M^2} \frac{\gamma - 1}{\gamma} \nabla S,
$$

(B6)

$$
\frac{\partial \delta \hat{h}}{\partial z} =k_x \frac{i \delta v_x}{c} + \frac{\gamma - 1}{\gamma} M \delta (\frac{L}{\nu v}) + \frac{1}{M} \frac{\partial M}{\partial z} \delta \hat{h},
$$

(B7)

$$
\frac{\partial \delta S}{\partial z} = \delta \left( \frac{L}{\nu v} \right),
$$

(B8)

$$
\frac{\partial \delta v_x}{\partial z} = -k_x c \delta \hat{F} + k_x \frac{c}{1 - M^2} \left( \delta \hat{h} - M^2 \delta \hat{F} \right).
$$

(B9)

When $M \ll 1$, $H |\nabla \Phi| \ll 1$ and $H \nabla \Phi / c^2 \ll 1$, the flow is approximately uniform and the leading terms of the differential system are independent of the detailed form of the heating function. For analytical simplicity, we neglect the linear transition ramp used to smoothen the gravity profile and the heating function ($\Psi(z) \ll H = 1$) such that $K_H = -H \nabla S$ and $K_G = H \nabla \Phi / c_{up}^2$. Assuming $K_H \propto M_{up}$ and $K_G \propto M_{up}$ in the limit where $M_{up} \ll 1$, the leading coefficients of the differential system are constants of order unity:

$$
\frac{\partial \delta \hat{F}}{\partial z} = \frac{\gamma - 1}{\gamma} \frac{K_G}{H M_{up}} \delta S,
$$

(B10)

$$
\frac{\partial \delta \hat{h}}{\partial z} = k_x \frac{i \delta v_x}{c_{up}},
$$

(B11)

$$
\frac{\partial \delta S}{\partial z} = \frac{K_H}{H M_{up}} \delta \hat{h},
$$

(B12)

$$
\frac{\partial \delta v_x}{\partial z} = k_x (\delta \hat{h} - \delta \hat{F}).
$$

(B13)

The eigenfunctions ($\delta \hat{F}, \delta \hat{h}, \delta S, \delta v_x / c_{up}$) are a linear combination of four functions $\exp(\beta_j x / z)$ with respective coefficients $(f_j, h_j, s_j, v_j)_{j=1,4}$. An important property of the solution is that the parameters $K_H$, $K_G$, $M_{up}$ play a role only through the combination $\chi$ defined by

$$
\chi^2 = \frac{4 \gamma - 1}{\gamma} \frac{K_H K_G}{H^2 M_{up}^2} = \left( \frac{\nu_{up} 2H}{\nu_{up}} \right)^2.
$$

(B14)

(B15)
$\beta_{j=1,4}$ are the four roots of the equation $\beta^4 - \beta^2 + 1/4\alpha^2 = 0$ (deduced from the determinant of the system of equations B10-B13) with

$$\alpha \equiv \frac{Hk_x}{\chi}.$$  \hfill (B16)

If $0 \leq \alpha \leq 1$, we define the angle $\phi$ with $0 \leq \phi \leq \pi/2$ such that $\alpha \equiv \cos \phi$:

$$\beta_1 \equiv \frac{e^{i\phi} \sqrt{2}}{(2 \cos \phi)^{1/2}}$$ \hfill (B17)

$$\beta_2 \equiv \bar{\beta}_1 = \frac{e^{-i\phi} \sqrt{2}}{(2 \cos \phi)^{1/2}}$$ \hfill (B18)

$$\beta_3 \equiv -\beta_1,$$ \hfill (B19)

$$\beta_4 \equiv -\beta_2.$$ \hfill (B20)

### B2 Boundary conditions

#### B2.1 Decomposition into advected and acoustic waves

In the uniform semi-infinite regions above and below the region of heating, the perturbation is decomposed into 4 components: entropic, vortical, and two acoustic waves propagating with the flow (i.e. downward, subscript $+$) or against the flow (i.e. upward, subscript $-$)

$$\delta \tilde{F} = \delta \tilde{F}_S + \delta \tilde{F}_{av} + \delta \tilde{F}_+ + \delta \tilde{F}_-.$$

(B21)

The identification of acoustic waves propagating can be adapted from Eqs. (C16-C21) in Foglizzo et al. (2006). The pressure perturbation ($\delta \tilde{F}_z, \delta \tilde{h}_z$) with a vertical wavenumber $k_z^\pm$ is characterized by the absence of perturbation of entropy ($\delta S = 0$) and vorticity ($k_x c^2 \delta \tilde{F}_z = 0$). With $k_z^\pm = \pm ik_z$ in the low Mach limit, the pressure profile of a purely growing mode $\exp(ik_z z)$ is evanescent upward while $\exp(ik_z^+ z)$ is evanescent downward. Using this formula for the expression of $\delta \tilde{h}_z$,

$$\delta \tilde{h}_z = 0,$$ \hfill (B22)

$$\delta \tilde{h}_z = \mp \frac{\delta \tilde{v}_x}{c}.$$ \hfill (B23)

The advected perturbation containing entropy and vorticity perturbations is purely advected ($\omega = k_z v$). From equations B10-B13 with $k_z = \omega/v = 0$ for neutral stability, we deduce:

$$\delta \tilde{v}_{\text{adv}} = 0,$$ \hfill (B24)

$$\delta \tilde{F}_{\text{adv}} = \delta \tilde{h}_{\text{adv}}.$$ \hfill (B25)

#### B2.2 Leaking lower boundary

The lower boundary condition $\delta \tilde{h}_d = 0$ is expressed in the low Mach limit:

$$\delta \tilde{F}_d - \delta \tilde{h}_d + \frac{i \delta \tilde{v}_d}{c_d} = 0.$$ \hfill (B26)

#### B2.3 Leaking upper boundary condition without a shock

The upper boundary condition corresponds to a pure acoustic wave propagating against the flow: $\delta S = 0$, $\delta F_{\text{adv}} = 0$, $\delta F_+ = 0$. In the low Mach limit,

$$\delta S_{\up} = 0,$$ \hfill (B27)

$$\delta \tilde{F}_{\up} = 0,$$ \hfill (B28)

$$\delta \tilde{h}_{\up} = -\frac{i \delta \tilde{v}_{\up}}{c_{\up}}.$$ \hfill (B29)
The non-linear onset of convection

B2.4 Upper boundary condition with a shock

The boundary condition for a perturbed shock with dissociation established by Foglizzo et al. (2006) (Eqs. 28-30 and C14), are written using the functions $\delta F, \delta h$, at marginal stability. In the uniform limit where $M_{sh} \ll 1, H_{vis} \ll 1$ and $H_{vis} \Phi / c^2_{sh} \ll 1$,

$$\begin{align*}
\delta h_{sh} &= 0, \\
\delta S_{sh} &= 0, \\
\delta F_{sh} &= 0.
\end{align*}$$

(B30) (B31) (B32)

B3 Analytical formulation of the criterion for marginal stability

B3.1 Marginal stability without a shock

With $\zeta_d = -H$, the differential system is translated into linear relations between the coefficients $(f_j, h_j, s_j, v_j)_{j=1,4}$:

$$\begin{align*}
f_j &= \frac{1}{4a^2 \beta_j^2} h_j, \\
s_j &= \frac{k_H}{M_a \beta_j \chi} h_j, \\
v_j &= \beta_j h_j.
\end{align*}$$

(B33) (B34) (B35)

The boundary conditions are translated into:

$$\begin{align*}
\frac{\sum_{j=1}^{4} s_j}{\sum_{j=1}^{4} f_j} &= 0, \\
\frac{\sum_{j=1}^{4} (v_j + h_j)}{\sum_{j=1}^{4} (f_j - h_j + v_j)e^{-2\chi \alpha \beta_j}} &= 0.
\end{align*}$$

(B36) (B37) (B38) (B39)

The value of $\alpha(\chi)$ is set by the vanishing determinant of the linear system satisfied by $(h_1, h_2, h_3, h_4)$:

$$\begin{vmatrix}
\beta_2 & \beta_1 & -\beta_2 & -\beta_1 \\
1 & \beta_1 & 1 & \beta_2 \\
(\beta_2^2 - \beta_1) e^{-2\chi \alpha \beta_1} & (\beta_2^2 - \beta_2) e^{-2\chi \alpha \beta_2} & (\beta_1^2 + \beta_1) e^{2\chi \alpha \beta_1} & (\beta_1^2 + \beta_2) e^{2\chi \alpha \beta_2}
\end{vmatrix} = 0.
$$

(B40)

where we have used $1/\beta_1 = (2 \cos \phi) \beta_2$. The determinant $\Delta_{\text{leak}}$ can be factorized as follows

$$\begin{align*}
\Delta_{\text{leak}} &= \frac{8}{4a^2} (\beta_2^2 - \beta_1^2) (Y_1 - Y_2) \left(1 - \frac{1}{Y_1 Y_2}\right), \\
Y_1 &= 4a^2 (\beta_1^2 + \beta_1) e^{2\chi \alpha \beta_1}, \\
Y_2 &= 4a^2 (\beta_2^2 + \beta_2) e^{2\chi \alpha \beta_2}.
\end{align*}$$

(B41) (B42) (B43)

It can be shown that the only vanishing factor in the factorized expression of $\Delta_{\text{leak}}$ is $Y_1 - Y_2$. For $\alpha(\chi) < 1$ the analytical relation between the value of $\chi$ and $Hk_\chi$ is thus reduced to:

$$\begin{align*}
\chi &= \frac{2^\frac{1}{2}}{\cos \frac{1}{2} \phi \sin \frac{1}{2}} \arctan \frac{\cos \frac{1}{2} \phi}{2^\frac{1}{2} \sin \frac{1}{2}}, \\
\cos \phi &= \frac{Hk_\chi}{\chi}.
\end{align*}$$

(B44) (B45)

The solution $Hk_\chi = \chi$ when $\chi \gg 1$ corresponds to a stabilization a short wavelength when

$$k_\chi = \frac{2}{|v| \omega_{\text{BV}}(\chi \gg 1)}.$$

(B46)

It agrees within a factor 2 with the intuitive expectation based on the evanescent vertical profile of the Rayleigh Taylor instability ($\exp(\omega t - k_\chi |v| t)$) (Guilet et al. 2010). The limit $\phi = \pi/2$ corresponds to the threshold of stability when $k_\chi \to 0$ and $\chi \to 2$. The flow is linearly stable for $\chi < 2$ (Fig. B1, left panel).
Figure B1. Convergence of the instability threshold $\chi(Hk_x)$ towards the analytical expression (dashed line) when $K_G \ll 1$, either in a subsonic flow ($M_{\text{up}} \ll 1$, left panel) or in a postshock flow ($M_{\text{sh}} \ll 1$, right panel). The curves have been calculated without a transition function $\Psi(|z| < 1)$, except for the thick curve noted $K_G = 3L$ which shows the incidence of a linear ramp $\Psi(|z| < 0.5) = 1$. The analytical solutions correspond to Eqs. (B44) and (B61).

B4 Marginal stability with a shock

The boundary conditions are translated into:

$$\sum_{j=1}^{4} f_j = 0, \quad (B47)$$
$$\sum_{j=1}^{4} s_j = 0, \quad (B48)$$
$$\sum_{j=1}^{4} h_j = 0, \quad (B49)$$
$$\sum_{j=1}^{4} (f_j - h_j + v_j)e^{-2\chi\alpha\beta_j} = 0, \quad (B50)$$

with

$$f_j = \frac{1}{4\alpha^2\beta_j}v_j, \quad (B51)$$
$$s_j = \frac{K_H}{M\alpha\beta_j^2\chi}v_j, \quad (B52)$$
$$h_j = \frac{1}{\beta_j}v_j. \quad (B53)$$

The value of $\alpha(\chi)$ is set by the vanishing determinant of the linear system satisfied by $(v_1, v_2, v_3, v_4)$:

$$\begin{vmatrix}
\beta_2 & \beta_1 & -\beta_2 & -\beta_1 \\
\beta_1 & \beta_2 & -\beta_1 & -\beta_2 \\
-\beta_2 & -\beta_1 & \beta_2 & \beta_1 \\
(1-\beta_1)e^{-2\chi\alpha\beta_1} & (1-\beta_2)e^{-2\chi\alpha\beta_2} & (1+\beta_1)e^{2\chi\alpha\beta_1} & (1+\beta_2)e^{2\chi\alpha\beta_2}
\end{vmatrix} = 0 \quad (B54)$$

Defining

$$Y_3 = (1+\beta_1)e^{2\chi\alpha\beta_1} + (1-\beta_1)e^{-2\chi\alpha\beta_1}, \quad (B55)$$
$$Y_4 = (1+\beta_2)e^{2\chi\alpha\beta_2} + (1-\beta_2)e^{-2\chi\alpha\beta_2}, \quad (B56)$$
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the determinant $\Delta_{\text{shock}}$ is factorized as follows:

$$\Delta_{\text{shock}} = 8\beta_1\beta_2(\beta_1^2 - \beta_2^2)(\beta_1^2 Y_3 - \beta_2^2 Y_4)$$  \hspace{1cm} (B57)

For $\alpha = Hk_x/\chi < 1$ we transform the equation $\beta_1^2 Y_3 - \beta_2^2 Y_4 = 0$ into an implicit equation relating $\chi$ and $Hk_x$:

$$\cos \phi \equiv \frac{Hk_x}{\chi},$$  \hspace{1cm} (B58)

$$X_c \equiv \chi \times (2 \cos \phi)^{1/2} \cos \frac{\phi}{2},$$  \hspace{1cm} (B59)

$$X_s \equiv \chi \times (2 \cos \phi)^{1/2} \sin \frac{\phi}{2},$$  \hspace{1cm} (B60)

$$(2 \cos \phi)^{1/2} (\cos \phi \sin X_s \tanh X_c + \sin \phi \cos X_s) + \cos \frac{3\phi}{2} \sin X_s + \sin \frac{3\phi}{2} \cos X_s \tanh X_c = 0.$$  \hspace{1cm} (B61)

This equation has two solutions $k_{\text{min}}, k_{\text{max}}$ when $\chi > \chi_{\text{crit}} \approx 3.291$.

Using a Taylor expansion of $\tanh X_c$ and $\tan X_s$ for $\chi \gg 1$, $Hk_{\text{min}} \ll 1$, $\phi \ll \pi/2$, $\alpha \ll 1$, we obtain

$$Hk_{\text{min}} = \frac{3}{\chi^2}.$$  \hspace{1cm} (B62)

If $\chi \gg 1$ and $Hk_{\text{max}} \gg 1$, $\phi \ll 1$, $\alpha = 1$,

$$Hk_{\text{max}} = \chi.$$  \hspace{1cm} (B63)

The threshold for global instability corresponds to $Hk_{\text{min}} = Hk_{\text{max}} \sim 1$ and $\chi_{\text{crit}} \approx 3.291$ (Fig. B1, right panel).
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