APPROMATING THE MINIMUM $k$-SECTION WIDTH IN BOUNDED-DEGREE TREES WITH LINEAR DIAMETER
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Abstract. Minimum $k$-Section denotes the NP-hard problem to partition the vertex set of a graph into $k$ sets of sizes as equal as possible while minimizing the cut width, which is the number of edges between these sets. When $k$ is an input parameter and $n$ denotes the number of vertices, it is NP-hard to approximate the width of a minimum $k$-section within a factor of $n^c$ for any $c < 1$, even when restricted to trees with constant diameter. Here, we show that every tree $T$ allows a $k$-section of width at most $(k - 1)(2 + 16n/\text{diam}(T))\Delta(T)$. This implies a polynomial-time constant-factor approximation for the Minimum $k$-Section Problem when restricted to trees with linear diameter and constant maximum degree. Moreover, we extend our results from trees to arbitrary graphs with a given tree decomposition.

1. Introduction

1.1. The Minimum $k$-Section Problem. We start with a few definitions. A $k$-section in a graph $G$ is a partition $(V_1, V_2, \ldots, V_k)$ of its vertex set into $k$ sets whose sizes are as close to equal as possible. The width of a $k$-section $(V_1, \ldots, V_k)$ is the number of edges between the sets $V_i$ and is denoted by $e_G(V_i, \ldots, V_k)$. The minimum width among all $k$-sections in a graph $G$ is denoted by $\text{MinSec}_k(G)$. The goal of the Minimum $k$-Section Problem is to compute $\text{MinSec}_k(G)$ and a corresponding $k$-section for a given graph $G$ and an integer $k \geq 2$. This problem has many applications, e.g., in parallel computing, when tasks have to be evenly distributed to processors while minimizing the communication cost.

The special case where $k = 2$, which is also called the Minimum Bisection Problem, is known to be NP-hard for general graphs, see [9]. Jansen et al. [11] use dynamic programming to compute a minimum bisection in a tree on $n$ vertices in $O(n^3)$ time. Their method can be turned into an algorithm for computing a minimum $k$-section in trees, whose running time is polynomial in $n$ but not in $k$. However, when $k$ is part of the input, $\text{MinSec}_k(G)$ cannot be approximated in polynomial time within any finite factor on general graphs $G$ unless P=NP, see [1]. The reduction presented there is from the strongly NP-hard 3-Partition Problem and it is easy to adjust it in order to show that the Minimum $k$-Section Problem restricted to forests cannot be approximated within any finite factor unless P=NP.

Feldmann and Foschini [5] studied minimum $k$-sections in trees, and pointed out some counterintuitive behavior even on this rather restricted class of graphs. Moreover, they showed in [5] that the Minimum $k$-Section Problem remains APX-hard when restricted to trees with maximum degree at most 7, and that, for any $c < 1$, it is NP-hard to approximate $\text{MinSec}(k, T)$ within a factor of $n^c$ for trees with constant diameter.

1.2. Results. Here, we study the Minimum $k$-Section Problem in trees and focus on bounded-degree trees with linear diameter. Moreover, we extend our results to tree-like graphs. Our first result gives an upper bound on the width of a minimum $k$-section in trees and a corresponding algorithm.

Theorem 1. For every integer $k \geq 2$ and for every tree $T$ on $n$ vertices, a $k$-section $(V_1, \ldots, V_k)$ in $T$ with

$$e_T(V_1, \ldots, V_k) \leq (k - 1) \cdot \left(2 + \frac{16n}{\text{diam}(T)}\right) \cdot \Delta(T)$$
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can be computed in $O(kn)$ time.

Here, as usual, $\Delta(T)$ and $\text{diam}(T)$ denote the maximum degree of $T$ and the diameter of $T$, respectively, where the latter is defined as the length of a longest path in $T$. Obviously, for $k \geq n$, any graph on $n$ vertices has essentially only one $k$-section, so we can assume without loss of generality that $k < n$ and, hence, the running time in Theorem 1 is always polynomial in the input length.

Let $\Delta_0 \in \mathbb{N}$ and $d > 0$ be two constants. Then, for any tree $T$ on $n$ vertices with $\Delta(T) \leq \Delta_0$ and $\text{diam}(T) \geq dn$, the factor $(2 + 16n/\text{diam}(T))\Delta(T)$ from the previous theorem is bounded by a constant that depends only on $\Delta_0$ and $d$. As every $k$-section of a tree has width at least $k - 1$, this yields a constant-factor approximation for $\text{MinSec}_k(T)$ for such a class of trees.

**Corollary 2.** For all $\Delta_0 \in \mathbb{N}$ and $d > 0$, there is a constant $c > 1$ such that the following holds. Let $\mathcal{T}$ be a class of trees such that every tree $T \in \mathcal{T}$ on $n$ vertices satisfies $\Delta(T) \leq \Delta_0$ and $\text{diam}(T) \geq dn$. Then there is a $c$-approximation for the Minimum $k$-Section Problem restricted to the class $\mathcal{T}$. In particular, one can choose $c = (2 + \frac{16}{d})\Delta_0$.

Next, we extend our focus in this paper in two ways. On the one hand, we can improve the upper bound so that it becomes polylogarithmic in $n/\text{diam}(T)$. Moreover, we now move from trees to graphs with a given tree decomposition. Here, instead of bounding the width of a $k$-section in terms of the diameter, we define a parameter $r(T, \mathcal{X})$ that roughly measures how close the tree decomposition $(T, \mathcal{X})$ is to a path decomposition, which is defined as a tree decomposition where the decomposition tree is a path. For example, suppose that we were given a graph $G$ with a path decomposition $(P, \mathcal{X})$ of $G$ of width $t - 1$. Then it is easy to see that $G$ allows a bisection of width at most $t\Delta(G)$ by walking along the path $P$ until we have seen $\frac{1}{2}n$ vertices of $G$ in the clusters, and then bisecting $G$ there. In other words, finding a $k$-section of the graph $G$ of small width becomes easier when there is a path in the tree decomposition of $G$ whose clusters contain many of the vertices of $G$.

For the precise definition of the parameter $r(T, \mathcal{X})$, consider a tree decomposition $(T, \mathcal{X})$ of a graph $G = (V, E)$ with $\mathcal{X} = (\mathcal{X}^i)_{i \in V(T)}$. The relative weight of a heaviest path in $(T, \mathcal{X})$ is denoted by

$$r(T, \mathcal{X}) := \frac{1}{n} \max_{P \subseteq T, \text{path}} \left| \bigcup_{i \in V(P)} \mathcal{X}^i \right|,$$

where $n$ denotes the number of vertices of $G$. Observe that $1 \leq r(T, \mathcal{X}) \leq 1$. Moreover, define the size of $(T, \mathcal{X})$ as $\| (T, \mathcal{X}) \| := |V(T)| + \sum_{i \in V(T)} |\mathcal{X}^i|$, which roughly measures the encoding length of $(T, \mathcal{X})$.

**Theorem 3.** For every integer $k \geq 2$, for every graph $G$ and every tree decomposition $(T, \mathcal{X})$ of $G$ of width at most $t - 1$, a $k$-section $(V_1, \ldots, V_k)$ in $G$ with

$$e_G(V_1, \ldots, V_k) \leq \frac{1}{2}(k - 1)d\Delta(G) \left( \log_2 \left( \frac{1}{r(T, \mathcal{X})} \right) \right)^2 + 11 \log_2 \left( \frac{1}{r(T, \mathcal{X})} \right) + 24$$

can be computed in $O(k\| (T, \mathcal{X}) \|)$ time, when the tree decomposition $(T, \mathcal{X})$ is provided as input.

Again, as in the case of trees in Theorem 1 and Corollary 2, a constant-factor approximation for a certain class of tree-like graphs is obtained. More precisely, fix $\Delta_0 \in \mathbb{N}$, $0 < r \leq 1$, $t_0 \in \mathbb{N}$ and define $c := \frac{1}{2} \left( \left( \log_2 \left( \frac{1}{r} \right) \right)^2 + 11 \log_2 \left( \frac{1}{r} \right) + 24 \right)\Delta_0$. Consider a class $\mathcal{G}$ of connected graphs such that every graph $G \in \mathcal{G}$ satisfies $\Delta(G) \leq \Delta_0$ and allows a tree decomposition $(T, \mathcal{X})$ of width at most $t_0$ and $r(T, \mathcal{X}) \geq r$. Then, there is a $c$-approximation for the Minimum $k$-Section Problem restricted to the graph class $\mathcal{G}$.

### 1.3. Related Work.

The results presented here rely on our earlier work concerning the Minimum Bisection Problem, in particular the following theorem.

**Theorem 4 (Theorem 1 in [8]).** For every tree $T$ a bisection $(B, W)$ in $T$ with

$$e_T(B, W) \leq \frac{8n}{\text{diam}(T)}\Delta(T)$$

can be computed in $O(n)$ time.
Although Theorem 1 and Theorem 3 look quite similar, it does not seem possible to directly apply Theorem 3 to yield a recursive construction of a $k$-section that satisfies the bound presented in Theorem 1. Indeed, it is known that, even when $k$ is a power of 2, the natural approach to construct a $k$-section in a graph by recursively constructing bisections can give solutions far from the optimum, even when a minimum bisection is used in each step, see [15]. Furthermore, in the setting that we are considering here, i.e., bounded-degree trees with linear diameter, nothing is known about the diameter in the two subgraphs that are produced by Theorem 3. So, after the first iteration, the diameter of one part of the bisection could be as low as $O(\log n)$, and indeed such parts can be produced by the algorithm contained in Theorem 4. For example, consider the tree $T$ obtained from a perfect ternary tree $T'$ on $\frac{n}{2}$ vertices and a path $P'$ on $\frac{n}{2}$ vertices by inserting an edge joining the root $r$ of $T'$ and a leaf of $P'$. The algorithm contained in Theorem 4 can output the bisection $(B, W)$ with $B = V(P')$ and $W = V(T')$, which is in fact the unique minimum bisection in $T$. In the next round, a bisection in $T'$ is needed, which has width $\Omega(\log n)$. Thus, a 4-section of width $\Omega(\log n)$ is obtained, whereas Theorem 1 promises that $T$ allows a 4-section of constant width.

Observe that, when only the universal bound $\Omega(\log n)$ is available for the diameter of a bounded-degree tree on $n$ vertices, then Theorem 4 yields a bound of $O\left(\frac{n}{\log n}\right)$ for the width of a bisection.

1.4. Further Remarks. The results presented in Theorem 1 and Theorem 3 do not only hold for $k$-sections but also for cuts $(V_1, V_2, \ldots, V_k)$, i.e., partitions of the vertex set of the considered graph, where the sizes of the sets are specified as input. Furthermore, the bound in Theorem 1 can be improved to

\[ e_T(V_1, V_2, \ldots, V_k) \leq \frac{1}{2}(k - 1) \left( \log_2 \left( \frac{n}{\text{diam}(T)} \right) \right)^2 + 9 \log_2 \left( \frac{n}{\text{diam}(T)} \right) + 18 \Delta(T). \]

Observe that this is slightly stronger than the bound implied by Theorem 3 and the fact that every tree $T'$ allows a tree decomposition $(T, X)$ of width at most one with $r(T, X) \geq \frac{1}{n}(\text{diam}(T) + 1)$ and $\| (T, X) \| = \mathcal{O}(n)$. Moreover, extensions to $k$-sections in trees with weighted vertices have recently been investigated, see [10].

1.5. Organization of the Paper. Section 2 introduces some notation for cuts in general graphs as well as some tools for trees, which will then be used in Section 3 to show Theorem 1. Moreover, in Section 4, it is argued that the bound on the width of the $k$-section in Theorem 1 can be improved as claimed in [1]. Section 5 concerns tree-like graphs. First, in Section 5.1, the notion for tree decompositions is settled and selected tools for tree-like graphs are presented. Second, the proof for Theorem 3 is given in Sections 5.2 and 5.4. Since the proofs in Section 3 and Section 4 follow the same ideas, we do not repeat the full details for the case of tree-like graphs in Section 4 but focus on the aspects that become more involved when dealing with a tree decomposition and refer to Section 5 whenever possible.

2. Preliminaries

First, for $k \in \mathbb{N}$, define $[k] := \{1, 2, \ldots, k\}$. Moreover, for a real $c$ denote by $\lfloor c \rfloor$ the largest integer $\leq c$ and denote by $\lfloor c \rfloor$ the smallest integer $\geq c$. Consider an arbitrary graph $G = (V, E)$ on $n$ vertices. For a set $\emptyset \neq S \subseteq V$, we use $G[S]$ to denote the subgraph of $G$ induced by $S$ and for $S \subseteq V$ we define $G - S := G[V \setminus S]$. A cut in $G$ is a partition $(V_1, V_2, \ldots, V_k)$ of $V$, where $k \in \mathbb{N}$ is arbitrary and empty sets are allowed. An edge $e = \{v, w\}$ of $G$ is cut by a cut $(V_1, \ldots, V_k)$ if there are distinct $\ell, h \in [k]$ with $v \in V_\ell$ and $w \in V_h$. The width of a cut $(V_1, \ldots, V_k)$ in $G$ is defined as the number of edges of $G$ that are cut by $(V_1, \ldots, V_k)$ and is denoted as $e_G(V_1, \ldots, V_k)$. For $k \in \mathbb{N}$, a $k$-section $(V_1, V_2, \ldots, V_k)$ in $G$ is a cut $(V_1, \ldots, V_k)$ in $G$ with $\frac{1}{k} \leq |V_i| \leq \frac{n}{k}$ for all $i \in [k]$. A $k$-section $(V_1, V_2, \ldots, V_k)$ in $G$ that satisfies $e_G(V_1, \ldots, V_k) \leq e_G(V'_1, \ldots, V'_k)$ for all $k$-sections $(V'_1, \ldots, V'_k)$ in $G$ is called a minimum $k$-section in $G$ and its width is denoted by $\text{MinSec}_k(G)$.

1To give some more details, this algorithm computes a longest path $P$ in $T$, which must contain all vertices from $P'$ as well as $r$. Then, it computes a $P$-labeling, as introduced in Section 3.2 ahead, which can label the vertices of $T'$ with $1, \ldots, \frac{n}{2}$ and the vertices in $P'$ with $\frac{n}{2} + 1, \ldots, n$. Then, the algorithm checks whether there is a vertex $v \in V(P')$ such that $v + \frac{1}{2} n \in V(P')$ where we identified the vertices with their labels. This is the case for $v = r$ and, hence, the bisection $(B, W)$ with $B = V(P')$ and $W = V(T')$ is output. For further details see Section 6.1 in [13].
Recall that the diameter of a tree $T$ is the length of a longest path $P$ in $T$, i.e., $\text{diam}(T) = |E(P)|$. In the following, we need to compare the diameter of trees with different numbers of vertices and during our construction also non-connected forests may arise. Consider a forest $G$ on $n$ vertices and denote by $G_1, \ldots, G_e$ the connected components of $G$. Then, the relative diameter of $G$ is defined as

$$\text{diam}^*(G) := \frac{1}{n} \sum_{h \in [e]} (\text{diam}(G_h) + 1).$$

The term $\text{diam}(G_h) + 1$ denotes the number of vertices on a longest path in the component $G_h$ and for a tree $T$ the relative diameter equals the proportion of vertices on a longest path in $T$. Using this notation, we can state the version of Theorem 4 which we will employ in Section 3.

The previous theorem allows to cut off an arbitrary number of vertices in a bounded-degree tree and guarantees a small cut width if the diameter is large. The next tool relaxes the size-constraint on the set $B$. Let $G = (V, E)$ be a graph. For an integer $m$, a cut $(B, W)$ in $G$ is called an approximate $m$-cut if $\frac{1}{2}m \leq |B| \leq m$. The next lemma states that every bounded-degree tree allows an approximate cut of small width, even when the diameter is small.

**Lemma 6** (approximate cut in forests). Let $T$ be a tree on $n$ vertices and fix a vertex $v \in V(T)$. For every integer $m \in [2n - 2]$, an approximate $m$-cut $(B, W)$ with $e_T(B, W) \leq \Delta(G)$ and $v \in W$ can be computed in $O(n)$ time.

The previous lemma is similar to Lemma 7 in [9] but as the bound on $e_T(B, W)$ claimed here is smaller we present a sketch of its proof.

**Sketch of Proof for Lemma 6**. Let $T = (V, E)$, $n, m$, and $v$ be as in the statement. If $m \geq n - 1$, define $B := V \setminus \{v\}$. Otherwise, root $T$ in $v$ and, for $w \in V$, denote by $D_w$ the set of descendants of $w$. It is easy to check that there is a vertex $x$ such that $|D_x| > m$ and $|D_y| \leq m$ for all children $y$ of $x$. If there is a child $y$ of $x$ with $|D_y| \geq \frac{1}{2}m$, define $B := D_y$. Otherwise, the set $B$ can be constructed greedily from the sets $D_y$ where $y$ is a child of $x$. Then, the cut $(B, W)$ with $W := V \setminus B$ has the desired properties and can easily be computed in linear time.

### 3. Minimum $k$-Section in Trees

The aim of this section is to prove Theorem 1 about $k$-sections in trees. Section 3.1 introduces the main lemma that immediately implies the existence part of the desired theorem and Section 3.2 presents the proof of the main lemma. All algorithmic aspects of Theorem 1 are presented in Section 3.3. Finally, Section 3.4 argues that the bound on the width of the $k$-section in Theorem 1 can be improved as stated in 1.

#### 3.1. Proof of Theorem 1

The aim of this section is to prove our main result for trees. As mentioned in Section 1.3, constructing a $k$-section by bisecting the graph repeatedly does not yield the bound provided by Theorem 1. So we follow a different approach: The main idea is to cut off one set for the $k$-section at a time while ensuring that the relative diameter of the remaining forest does not decrease. This is made precise by the next lemma, which looks similar to Theorem 5 but is more powerful, as it contains additional information on the relative diameter of the subgraph induced by the white set of the cut.

**Lemma 7**. For every forest $G$ on $n$ vertices and for every $m \in [n - 1]$, there is a cut $(B, W)$ in $G$ with $|B| = m$, that satisfies $\text{diam}^*(G[W]) \geq \text{diam}^*(G)$ and

$$e_G(B, W) \leq \left(2 + \frac{16}{\text{diam}^*(G)}\right) \Delta(G).$$

Observing that $\text{diam}^*(T) \geq \frac{1}{n} \text{diam}(T)$ now yields the existence part of Theorem 1.
3.2. Proof of Lemma 7. Consider a forest $G$ on $n$ vertices and fix an integer $m \in [n - 1]$. The main idea is to apply Theorem 5 to a carefully chosen subgraph $G' \subseteq G$, which then yields the set $B \subseteq V(G)$ for the desired cut $(B, W)$ in $G$. On the one hand, $G'$ needs to have large relative diameter such that the bound on the cut width provided by Theorem 5 is low when applied to $G$. On the other hand, the relative diameter of the graph induced by the white set of the computed cut will roughly be the relative diameter of $G - V(G)$, so $G - V(G)$ needs to have a large relative diameter. Note that these two conditions compete against each other.

If $\Delta(G) \leq 2$, then $\diam^*(G) = 1$ and a cut with the desired properties is easy to construct. So assume that $\Delta(G) \geq 3$. Without loss of generality, we may assume that $G$ is connected as otherwise edges can be added to $G$ to obtain a tree whose relative diameter is equal to $\diam^*(G)$ and maximum degree $\Delta(G)$. Set $d := \diam^*(G)$, let $P = (V_P, E_P)$ be a longest path in $G$ and observe that $|V_P| = dn$. Denote by $x_0$ and $y_0$ the two leaves of $P$. When removing all edges in $E_P$ from $G$, then $G$ decomposes into trees, one tree $T_v$ for every $v \in V_P$. For each $v \in V_P$, let $T'_v := V(T_v) \setminus \{v\}$. For $x \in V(G)$, the unique vertex $v \in V_P$ with $x \in V(T_v)$ is called the path-vertex of $x$. When labeling the vertices of a graph with $\{1, 2, \ldots, n\}$, we say that the vertices in $V' \subseteq V(G)$ receive consecutive labels if there are $\ell, \ell' \in [n]$ such that each vertex in $V'$ receives one label in $\{\ell, \ell + 1, \ldots, \ell'\}$ and every label in $\{\ell, \ldots, \ell'\}$ belongs to exactly one vertex in $V'$. A $P$-labeling of $G$ is a labeling of the vertices of $G$ with $\{1, 2, \ldots, n\}$ such that the following holds:

- For each $v \in V_P$, the vertices of $T_v$ receive consecutive labels and $v$ has the largest label among all vertices in $T_v$.
- For all $v, w \in V_P$ with $v \neq w$, if $x_0$ is closer to $v$ than to $w$, then the label of $v$ is smaller than the label of $w$.

Identify each vertex with its label and consider any number that differs by a multiple of $m$ from a label in $[n]$ to be the same as this label. When talking about labels and vertices, in particular when comparing them, we always refer to the integer in $[n]$. For three vertices $a, b, c \in V$ with $a \neq c$, we say that $b$ is between $a$ and $c$ if $b = a, b = c$, or if starting at $a$ and going along the numeration given by the labeling reaches $b$ before $c$. If $a = c$, then we say that $b$ is between $a$ and $c$ if $b = a = c$. For example, when $n = 10$, we say that 5 is between 1 and 7, and 9 is between 8 and 3. For technical reasons, we refer to the pair \{y_0, x_0\} as an edge of $G$, even though $G$ does not contain such an edge. For a vertex $v \in V_P$, the vertex $w \in V_P$ is the vertex after $v$ on $P$ if the tree $T_w$ contains the vertex $v + 1$. Then, \{v, w\} is called the edge after $v$ on $P$. Similarly, in this case, \{v, w\} is called the edge before $w$ on $P$ and $v$ is called the vertex before $w$ on $P$.

For two vertices $x, y \in V$, the $P$-distance of $x$ and $y$ is defined as

$$d_P(x, y) = |\{v \in V_P : v \text{ is between } x \text{ and } y, v \neq y\}|.$$ 

It is easy to see that

$$|d_P(x, y) - d_P(x + 1, y + 1)| \leq 1 \quad \text{for all } x, y \in V.$$ 

Recall that $x_0$ was defined to be an end of $P$. Now, define $x_\ell = x_0 + \ell m$ for all $\ell \in [n]$. Then, $x_n = x_0 + nm = x_0$ and

$$\sum_{\ell=1}^{n} d_P(x_{\ell-1}, x_\ell) = m|V_P| = mn.$$ 

Thus, there are two vertices $x', x'' \in V$ with

$$d_P(x', x' + m) \leq dm \quad \text{and} \quad d_P(x'', x'' + m) \geq dm.$$ 

The fact that $d_P(x, y)$ is an integer for all $x, y \in V$ and implies that there is a vertex $x^* \in V$ with $d_P(x^*, x^* + m) = \lfloor dm \rfloor$. Let $p_{x^*}$ and $p_{x^*+m}$ be the path-vertices of $x^*$ and $x^* + m$, respectively. Define $h := \min\{p_{x^*} - x^*, p_{x^*+m} - (x^* + m)\}$. Set $v := x^* + h$ and note that $v \in V_P$ or $v + m \in V_P$. Furthermore, as $v + m$ is not counted in $d_P(v, v + m)$, we have $d_P(v, v + m) = d_P(x^*, x^* + m) = \lfloor dm \rfloor$.

Define $M := \{u \in V : u \text{ is between } v \text{ and } v + m - 1\}$.

In the following figures, the path $P$ will be drawn in the top and the trees $T_u$ for $u \in V_P$ are drawn underneath $P$. The vertices in $P$ that are counted in $d_P(v, v + m)$ will be colored gray.

Case 1: $v \in V_P$ and $v + m \in V_P$.

Define $B := M$ and $W := V \setminus B$. Then $e_G(B, W) \leq 2\Delta(G)$, see Figure 11. Furthermore, $|B| = m$ and

$$\diam^*(G[W]) \geq \frac{|V_P \cap W|}{|W|} = \frac{|V_P| - d_P(v, v + m)}{|W|} \geq \frac{dn - dm}{n - m} = d.$$
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Figure 1. Construction of the black set in Case 1 and Case 2a.

Figure 2. Construction of \( \tilde{V} \) in Case 2b, where \( v \in V_{P} \), \( v + m \notin V_{P} \), and \( v + m - 1 \notin V_{P} \). Note that \( v + m \) can also lie in \( B_{2} \).
that \((\overline{B}, \overline{W})\) cuts at most \(\frac{16}{d} \Delta(G)\) edges in \(\overline{G} = G[\overline{V}]\) gives the desired bound on the number of cut edges.

**Case 3**: \(v \notin V_P\) and \(v + m \in V_P\).

This case is similar to Case 2b, but some arguments need to be adjusted as the labeling cannot simply be reversed to obtain a labeling with the same properties due to the requirement that each \(u \in V_P\) receives the largest label among all vertices in \(T_u\). Denote by \(z\) the path-vertex of \(v\). As in Case 2b, let \(\bar{m} = 2|T'_v \cap M|\) and let \((\overline{B}_z, \overline{W}_z)\) be an approximate \(\bar{m}\)-cut in \(\overline{T}_z\) with \(z \in \overline{W}_z\) and \(e_{T_z}(\overline{B}_z, \overline{W}_z) \leq \Delta(G)\). For technical reasons, the case when \(z = v + m\) is treated separately.

**Case 3a**: \(z = v + m\).

Then, \(d_P(v, v + m) = 0\) and \(dm \leq 1\). Define \(\overline{V} := B_z\) and \(\overline{G} := \overline{G}[\overline{V}]\), which satisfies \(m \leq |\overline{V}| \leq 2m\) and \(\text{diam}^*(\overline{G}) \geq \frac{1}{2m} \geq \frac{1}{d}d\), see Figure 3a. Similarly to Case 2b, we can find the desired cut \((B, W)\) with \(B \subseteq \overline{V}\) by applying Lemma 3 to \(G\).

**Case 3b**: \(z \neq v + m\).

Define \(\overline{V} := (M \setminus (T'_v \cup \{z\})) \cup B_z \cup \{v + m\}\), see Figure 3b. This definition of \(\overline{V}\) is slightly different than in Case 2b, as here \(z \in M\) but \(v + m\) is in \(\overline{V}\) instead of \(z\), which will decrease the bound on the number of cut edges. Now, \(\overline{V}\) contains exactly \(d_P(v, v + m)\) vertices of \(P\). One can argue similar to Case 2b that \(m \leq |\overline{V}| \leq 2m\) as well as that \(\bar{G} := \overline{G}[\overline{V}]\) satisfies \(\text{diam}^*(\bar{G}) \geq \frac{1}{m} \geq \frac{1}{d}d\). Then, Theorem 5 guarantees that there is a cut \((\overline{B}, \overline{W})\) in \(\bar{G}\) with \(e_{\bar{G}}(\overline{B}, \overline{W}) \leq \frac{16}{d} \Delta(G)\) and \(|\overline{B}| = m\). Define \(B = \overline{B}\) and \(W = V \setminus B\). As mentioned before, \(d_P(v, v + m) = |dm|\) vertices of \(P\) are in \(\overline{V}\). Therefore, at most \(|dm|\) vertices of \(P\) are in \(B\) and, as in Case 2b, it follows that \(\text{diam}^*(\bar{G}[\overline{W}]) \geq m\). Since \(z \notin B_z\) and \(z \notin \overline{V}\), it follows that \(e_{\bar{G}}(\overline{V}, V \setminus \overline{V}) \leq 2 \Delta(G)\). Hence, the desired bound on \(e_{\bar{G}}(\overline{B}, W)\) is obtained. This completes the proof of Lemma 3.

### 3.3. Algorithm for Trees

To achieve the running time in Theorem 1, it suffices to argue that a cut with the properties claimed by Lemma 3 can be computed in linear time. More precisely, consider a forest \(G\) on \(n\) vertices and fix an integer \(m \in [n]\). The aim is to compute a cut \((B, W)\) in \(G\) in \(O(n)\) time\(^2\). Recall that the ends \(v_0\) and \(v_{\ell}\) of \(P\) were called \(x_0\) and \(y_0\) in Section 3.2. To compute a \(P\)-labeling, the algorithm rearranges the adjacency list of \(v_0\) such that \(v_{0-1}\) is the first entry in the adjacency list of \(v_h\) for all \(h \in [\ell]\). Then, the algorithm traverses the tree \(G\) with a depth-first search starting in \(v_{\ell} = y_0\) and labels each vertex when it turns black (i.e., when the processing of the vertex finishes, see the notation in [4]). It is easy to see that the computation of the \(P\)-labeling takes time proportional to \(n\) and that it can be stored such that converting between vertices and labels and vice versa takes constant time. In the implementation, we do not change the vertex names or identify vertices with their labels as in Section 3.2. Furthermore, while computing the \(P\)-labeling,

\(^2\)The following well-known procedure due to Dijkstra computes a longest path in a tree \(T\). Root \(T\) in an arbitrary vertex \(r\) and compute a leaf \(r'\) at maximum distance from \(r\). Root \(T\) in \(r'\) and compute a leaf \(r''\) at maximum distance from \(r'\). Then, the unique \(r', r''\)-path in \(T\) is a longest path in \(T\).
the algorithm computes \(d_P(x_0, x)\) for each vertex \(x \in V\), i.e., the number of vertices of \(P\) that are already labeled right before \(x\) is labeled. Now, \(d_P(x, y) = d_P(x_0, y) - d_P(x_0, x)\) for all \(x, y \in V\) where \(x \leq y\) and a vertex \(v \in V\) with \(d_P(v, v + m) = \lfloor \text{diam}^*(G) \cdot m \rfloor\) and \(v \in V_P\) or \(v + m \in V_P\) can be computed in \(O(n)\) time. Using that the algorithms contained in Theorem 5 and Lemma 6 take linear time, it follows that a cut with the desired properties can be constructed in \(O(n)\) time. For more details see Chapter 6.2 in [14].

To conclude, consider the case when \(G\) is not a tree with \(\Delta(G) \geq 3\). Clearly, if \(\Delta(G) \leq 2\), a cut in \(G\) with the desired properties can be computed in \(O(n)\) time. If \(G\) is not connected and \(\Delta(G) \geq 3\), the algorithm adds edges to \(G\) until a tree \(T\) with diam*\((T) = \text{diam}^*(G)\) and \(\Delta(T) = \Delta(G)\) is obtained. More precisely, these additional edges need to join the ends of two longest paths in different components of \(G\). As each connected component \(G'\) of \(G\) is a tree, a longest path in \(G'\) can be computed in \(O(|V(G')|)\) time as mentioned above. Since \(e_G(B, W) \leq e_T(B, W)\) holds for every cut \((B, W)\) in \(T\), the procedure described above can be applied to \(T\) to obtain the desired cut in \(G\).

### 3.4. Remarks on Improving Theorem 1

To improve the bound on the cut width in Theorem 1 as stated in [1], recall that the proof of Lemma 7 uses Theorem 5 to estimate the width of the cut in \(G\). The bound on the cut width in Theorem 5 can be improved to

\[
e_G(B, W) \leq \frac{1}{2} \left( \left( \log_2 \left( \frac{1}{\text{diam}^*(G)} \right) \right)^2 + 7 \log_2 \left( \frac{1}{\text{diam}^*(G)} \right) + 6 \right) \Delta(G),
\]

see Section 1.4 in [8] or Theorem 5.12 in [14]. Using this, the bound on the width of the cut in Lemma 7 improves to

\[
e_G(B, W) \leq 2\Delta(G) + \frac{1}{2} \left( \left( \log_2 \left( \frac{2}{\text{diam}^*(G)} \right) \right)^2 + 7 \log_2 \left( \frac{2}{\text{diam}^*(G)} \right) + 6 \right) \Delta(G)
\]

\[
= \frac{1}{2} \left( \left( \log_2 \left( \frac{1}{\text{diam}^*(G)} \right) \right)^2 + 9 \log_2 \left( \frac{1}{\text{diam}^*(G)} \right) + 18 \right) \Delta(G)
\]

and the improvement on the bound on the width of the \(k\)-section in Theorem 1 as stated in [1] follows.

Last but not least for \(k\)-sections in trees, we mention that it does not seem to be obvious whether our algorithm or its analysis can be modified to obtain a linear time algorithm. More precisely, it is not clear how to reduce the dependency on \(k\) in the running time.

### 4. Minimum \(k\)-Section in Tree-Like Graphs

This section concerns the proof of Theorem 3 about \(k\)-sections in tree-like graphs. We begin with presenting the definition and some facts about tree decompositions as well as some tools for tree-like graphs in Section 4.1. As in the proof of Theorem 1, Section 4.2 presents a lemma that immediately implies the existence part of Theorem 3 and is proved in Section 4.3. The main idea is similar to the proof in Section 3.2. Hence, Section 4.3 focuses on the aspects that are more involved than in the case of trees and refers to Section 3.2 for steps that are analogous to the case of trees. All algorithmic aspects of Theorem 3 are presented in Section 4.4. A detailed proof of Theorem 3 can be found in Chapter 6.3 in [14].

### 4.1. Preliminaries for Tree Decompositions

Let \(G\) be a graph, \(T\) be a tree, and \(\mathcal{X} = (X_i)_{i \in V(T)}\) with \(X_i \subseteq V(G)\) for each \(i \in V(T)\).

The pair \((T, \mathcal{X})\) is a tree decomposition of \(G\) if the following three properties hold.

- **(T1)** For every \(v \in V(G)\), there is an \(i \in V(T)\) such that \(v \in X_i\).
- **(T2)** For every \(e \in E(G)\), there is an \(i \in V(T)\) such that \(e \subseteq X_i\).
- **(T3)** For all \(i, j \in V(T)\) and all \(h \in V(T)\) on the (unique) \(i, j\)-path in \(T\), we have \(X_i \cap X_j \subseteq X_h\).

The width of \((T, \mathcal{X})\) is defined as \(\max\{|X_i| - 1: i \in V(T)\}\). The tree-width of \(G\), denoted by \(\text{tw}(G)\), is the smallest integer \(t\) such that \(G\) allows a tree decomposition of width \(t\).

Consider a graph \(G = (V, E)\) and a tree decomposition \((T, \mathcal{X})\) with \(\mathcal{X} = (X_i)_{i \in V(T)}\) of \(G\). To distinguish the vertices of \(G\) from the vertices of \(T\) more easily, we refer to the vertices of \(T\) as **nodes**. Furthermore, for \(i \in V(T)\), we refer to the set \(X_i\) as the **cluster** of \(X\) that corresponds to \(i\),
or simply the cluster of $i$ when the tree decomposition is clear from the context. It is easy to show that (T3') is equivalent to the following condition.

(T3') For every $v \in V$, the graph $T[I_v]$ is connected, where $I_v := \{i \in V(T) : v \in X^i\}$. 

Furthermore, in Section 1.2, apply a procedure to a subgraph of $X$ and empty, which can be avoided with the following concept. A tree decomposition $X$ with $\exists X^i \subseteq X$ and $\exists X^j \subseteq X$ for all $i \in V(T)$, where $X = (X^i)_{i \in V(T)}$. Observe that $(T, X)$ is indeed a tree decomposition of $G$ as well as that the width and the size of $(T, X)$ are at most the width and the size of $(T_0, X_0)$, respectively. Usually, some clusters of an induced tree decomposition are empty, which can be avoided with the following concept. A tree decomposition $(T, X)$ of a graph $G$ with $X = (X^i)_{i \in V(T)}$ is called nonredundant if $X^i \not\subseteq X^j$ and $X^j \not\subseteq X^i$ for every edge $\{i, j\} \in T$. The next proposition says that any tree decomposition can be transformed into a nonredundant one without increasing its width in linear time. Recall that the size $\| (T, X) \|$ and the relative weight of a heaviest path $r(T, X)$ were introduced in Section 1.2 before stating Theorem 3.

Proposition 9 (Proposition 20 in [3]). For every tree decomposition $(T, X)$ of a graph $G$ with $V(G) = [n]$ for some $n \in \mathbb{N}$, a nonredundant tree decomposition $(T', X')$ of $G$ of the same width as $(T, X)$ that satisfies $\| (T', X') \| \leq \| (T, X) \|$ and $r(T', X') \geq r(T, X)$ can be computed in $O(\| (T, X) \|)$ time.

When working with a tree $\tilde{T}$, for example in the proof of Lemma 6 or Lemma 7, the following cuts were applied. For some vertex $v \in V(\tilde{T})$ we removed all edges incident to $v$ and combined the vertex sets of the resulting connected components to obtain a cut in $\tilde{T}$. Each time such a construction was used, at most $\deg(v) \leq \Delta(\tilde{T})$ edges were cut. This can be generalized by considering clusters of a tree decomposition, as done in the next lemma. It uses the following notation: Consider a graph $G$ and a tree decomposition $(T, X)$ of $G$. For each node $i$ in $T$, we denote by $E_G(i)$ the set of edges $e \in E(G)$ such that $e \cap X^i \neq \emptyset$, where $X^i$ is the cluster of $i$. Note that $|E_G(i)| \leq t\Delta(G)$ for every $i \in V(T)$, where $t - 1$ denotes the width of $(T, X)$. We say that two subgraphs $H_1 \subseteq G$ and $H_2 \subseteq G$ are disjoint parts of $G$ if $V(H_1) \cap V(H_2) = \emptyset$ and there is no edge $e = \{x, y\}$ in $G$ with $x \in V(H_1)$ and $y \in V(H_2)$. Note that, if $G$ is not connected, then two distinct connected components of $G$ are disjoint parts of $G$, but the subgraph $H_i$ for $i \in \{1, 2\}$ in the definition of disjoint parts does not have to be connected.

Lemma 10 (see Fact 10.13 and Fact 10.14 in [12] or Corollary 1.8 in [13]). Let $G = (V, E)$ be an arbitrary graph and let $(T, X)$ be a tree decomposition of $G$ with $X = (X^i)_{i \in V(T)}$. Fix some node $i \in V(T)$, let $t := \deg_G(i)$ and denote by $i_1, i_2, \ldots, i_t$ the neighbors of $i$ in $T$. Furthermore, for $h \in [t]$, let $V^h_0 := \emptyset$ be the node set of the component of $T - i$ that contains $i_h$. Removing the edges in $E_G(i)$ from $G$ decomposes $G$ into $t + |X^i|$ disjoint parts, which are $\{(v), \emptyset\}$ for every $v \in X^i$ and $G[V_h]$ for every $h \in [t]$, where $V_h := \bigcup_{j \in V^h_0} X^j \setminus X^i$.

This lemma says that if we remove the edges in $E_G(i)$ for some $i \in V(T)$, then the graph $G$ splits into several disjoint parts. Hence we can combine these disjoint parts in an arbitrary way to obtain a cut in $G$ of width at most $t\Delta(G)$. This idea suffices to generalize the existence part of Lemma 6 to arbitrary graphs with a given tree decomposition. The algorithmic part is a direct consequence of Lemma 4 in [3].

Lemma 11. Let $G$ be an arbitrary graph on $n$ vertices and let $(T, X)$ be a tree decomposition of $G$ of width at most $t - 1$. For every integer $m \in [2n]$, there is an approximate $m$-cut $(B, W)$ in $G$ with $\| (B, W) \| \leq t\Delta(G)$. If the tree decomposition $(T, X)$ is provided as input and $V(G) = [n]$, then a cut satisfying these requirements can be computed in $O(\| (T, X) \|)$ time.

Furthermore, Theorem 3 (or, more precisely, its improved version mentioned in Section 3.4) can be generalized to arbitrary graphs. Recall that, instead of working with the relative diameter, we now use the relative weight of a heaviest path in a given tree decomposition, which means the following. Consider a tree decomposition $(T, X)$ of some graph $G$ with $X = (X^i)_{i \in V(T)}$ and a path $P \subseteq T$. The weight of $P$ with respect to $X$ is $w_X(P) := \| \bigcup_{i \in V(T)} X^i \|$ and the relative weight of $P$ with respect to $X$ is $w_X^*(P) = \frac{1}{n} w_X(P)$, where $n$ denotes the number of vertices of $G$. Furthermore, in Section 1.2, $r(T, X)$ was defined to be the relative weight of a heaviest path in $T$, i.e., $r(T, X) = w_X^*(P^*)$ where $P^* \subseteq T$ is a path with $w_X(P^*) \geq w_X(P)$ for all paths $P \subseteq T$. 

MINIMUM K-SECTION IN TREES
Theorem 12 (similar to Theorem 3 in [5]). Let $G$ be an arbitrary graph on $n$ vertices and let $(T, \mathcal{X})$ be a tree decomposition of $G$ of width at most $t - 1$. For every integer $m \in [n]$, there is a cut $(B, W)$ in $G$ with $|B| = m$ that satisfies

$$e_G(B, W) \leq \frac{t}{2} \left( \left( \log_2 \frac{1}{r(T, \mathcal{X})} \right)^2 + 9 \log_2 \frac{1}{r(T, \mathcal{X})} + 8 \right) \Delta(G).$$

If the tree decomposition $(T, \mathcal{X})$ is provided as input and $V(G) = [n]$, a cut $(B, W)$ with these properties can be computed in $O(||(T, \mathcal{X})||)$ time.

4.2. Proof for Theorem 5. The main idea of the proof of Theorem 5 is similar to the proof of Theorem 1, i.e., the pieces $V_i$ of a $k$-section $(V_1, \ldots, V_k)$ are cut off successively from the graph $G$ while ensuring that the relative weight of a heaviest path in the tree decomposition induced by the remaining part is at least as large as the relative weight of a heaviest path in the original tree decomposition. The next lemma states this formally.

Lemma 13. Let $G$ be an arbitrary graph on $n$ vertices and let $(T, \mathcal{X})$ be a tree decomposition of $G$ of width $t - 1$. For every integer $m \in [n - 1]$, there is a cut $(B, W)$ in $G$ with $|B| = m$,

$$e_G(B, W) \leq \frac{t}{2} \left( \left( \log_2 \frac{1}{r(T, \mathcal{X})} \right)^2 + 11 \log_2 \frac{1}{r(T, \mathcal{X})} + 24 \right) \Delta(G),$$

and such that $r(T', \mathcal{X}') \geq r(T, \mathcal{X})$ holds for the tree decomposition $(T', \mathcal{X}')$ induced by $G[W]$ in $(T, \mathcal{X})$.

The existence part of Theorem 5 follows immediately from the previous lemma.

4.3. Proof of Lemma 13. For the remaining section, fix an arbitrary graph $G = (V, E)$ on $n$ vertices and let $(T, \mathcal{X})$ with $T = (V_T, E_T)$ and $\mathcal{X} = (X_i)_{i \in V_T}$ be a tree decomposition of $G$. Due to Proposition 4 we may assume that $(T, \mathcal{X})$ is nonredundant. Define $r := r(T, \mathcal{X})$ and denote by $t - 1$ the width of $(T, \mathcal{X})$. Furthermore, fix a path $P \subseteq T$ of relative weight $r$ with respect to $(T, \mathcal{X})$ and let $P = (V_P, E_P)$.

4.3.1. Notation and Vertex Labeling. First, we settle some notation and introduce a labeling similar to the labeling used in Section 3.2. Fix one end $i_0$ of $P$. Consider two neighboring nodes $i$ and $j$ on $P$. We say that $i$ is the node before $j$ on $P$, if $i$ is passed before $j$ when traversing $P$ from $i_0$ to its other end, say $j_0$, and otherwise we say that $i$ is the node after $j$ on $P$. For technical reasons, this notion is extended to the nodes $i_0$ and $j_0$ by saying that $i_0$ is the node after $j_0$ on $P$ and that $j_0$ is the node before $i_0$ on $P$.

Define $R := \bigcup_{i \in V_P} X^i$ and $S := V \setminus R$. For each $i \in V_P$, denote by $T_i$ the component of $T - E_P$ that contains $i$. Moreover, for each $x \in R$, the unique node $i \in V_P$ that is closest to $i_0$ among all nodes $j \in V_P$ with $x \in X^j$ is called the path-node of $x$. Define

$$R_i := \{x \in X^i : i \text{ is the path-node of } x\} \quad \text{and} \quad S_i := \bigcup_{j \in V(T_i)} X^j \setminus R$$

for all $i \in V_P$. For $x \in S$, the node $i \in V_P$ is called the path-node of $x$ if and only if $x \in S_i$. The next proposition lists some properties of these sets and implies that every vertex $x \in V$ has a unique path-node $i \in V_P$.

Proposition 14.

a) The sets $R_i$ with $i \in V_P$ form a partition of $R$ and the sets $S_i$ with $i \in V_P$ form a partition of $S$.

b) For each $i \in V_P$, the set $R_i$ is not empty.

Proof.

a) The statement for the sets $R_i$ is obvious, the statement for the sets $S_i$ follows from (T3’).

b) Since $(T, \mathcal{X})$ is nonredundant, $X^{i_0} \neq \emptyset$ and, if $V_P \neq \{i_0\}$, also $X^i \not\subseteq X^{i^-}$ for all $i \in V_P \setminus \{i_0\}$, where $i^-$ denotes the node before $i$ on $P$. Hence, $R_i \neq \emptyset$ for all $i \in V_P$. □

The sets $R_i$ and the nodes on the path $P$ both correspond to the vertices in the path $P$ in the proof of Lemma 7, $R_i$ is a subset of the vertices of $G$ and $V_P$ is a set of nodes of $T$. Similarly, the vertex sets $S_i$ and the node sets $V(T_i) \setminus \{i\}$ both correspond to the sets $T'_i$ in the proof of Lemma 7.
A $P$-labeling of $G$ with respect to $(T, X)$ is a labeling of the vertices in $V$ with $\{1, 2, \ldots, n\}$, such that

- for each node $i \in V_P$, the vertices of $R_i \cup S_i$ receive consecutive labels and the vertices in $R_i$ receive the largest labels among those, and
- for all nodes $i, j \in V_P$ with $i \neq j$, if $i_0$ is closer to $i$ than to $j$, then each vertex in $R_i \cup S_i$ has a smaller label than every vertex in $R_j \cup S_j$.

From now on, fix a $P$-labeling and identify each vertex with its label. As in Section 3.2, any number that differs by a multiple of $n$ from a label in $[n]$ is considered to be the same as that label and when comparing vertices we always refer to their labels in $[n]$. Moreover, the notion of $a$ is between $b$ and $c$ from Section 3.2 is adapted. The labeling is useful for finding certain cuts related to the sets $R_i$ and $S_i$ in the graph $G$. This is made precise by the next proposition, which is a direct consequence of Lemma 10.

**Proposition 15.** Let $i$ be an arbitrary node in $P$, and denote by $i^-$ and $i^+$ the nodes before and after $i$ on $P$, respectively. Let $x^-$ be the vertex with the largest label in $R_{i^+}$ and let $x^+$ be the vertex with the smallest label in $S_{i^+}$. Moreover, if $i = i_0$, let $V_P^+ = V_P \setminus \{i_0\}$; if $i = j_0$, let $V_P^- = V_P \setminus \{j_0\}$; and otherwise let $V_P^+$ and $V_P^-$ be the node sets of the connected components of $P - i$, that contain $i^-$ and $i^+$, respectively. Removing from $G$ the edges $E_G(i)$ decomposes $G$ into the following disjoint parts

- an isolated vertex for each $v \in R_i$,
- if $S_i \neq \emptyset$, the part $G[S_i]$,
- if $i \neq i_0$, the subgraph of $G$ induced by $\bigcup_{j \in V^-_P} (R_j \cup S_j) = \{1, \ldots, x^-, \ldots, n\}$, and
- if $i \neq j_0$, the subgraph of $G$ induced by $\bigcup_{j \in V^+_P} (R_j \cup S_j) = \{x^+, \ldots, n\}$.

**4.3.2. Construction of the Black Set.** The idea for the proof of Lemma 13 is similar to its tree version, namely the proof of Lemma 7. One difference is that, instead of cutting along single edges of the decomposition tree, we will work with cuts arising from the removal of entire clusters from the graph. This is also reflected by the slightly different polylogarithmic terms in the bounds in [1] and Theorem 3. Again, we will define a set $\tilde{V}$ that contains enough vertices to form the desired set $B$ by applying Theorem 12 to a graph $\tilde{G}$ with $V(\tilde{G}) = \tilde{V}$ and a suitable tree decomposition $(\tilde{T}, \tilde{X})$.

In the proof of Lemma 7, the forest induced by the set $\tilde{V}$ was not connected and, hence, it was easy to take care of rounding effects concerning the relative diameter of $G[\tilde{V}]$. Now, when working with tree decompositions, the graph induced by $\tilde{V}$ might be connected and it requires more work to reorganize the tree decomposition. More precisely, we will artificially disconnect the graph $G[V]$, and then glue two tree decompositions of subgraphs of $G[\tilde{V}]$ together to obtain a tree decomposition $(\tilde{T}, \tilde{X})$ of $G$ with $r(\tilde{T}, \tilde{X}) \geq \frac{1}{2} r(T, X)$.

Fix an arbitrary integer $m \in [n - 1]$ and observe that $|R| = rm$. For two vertices $x, y \in V$, define the $R$-distance of $x$ and $y$ as

$$d_R(x, y) = |\{v \in R \setminus \{y\} : v \text{ is between } x \text{ and } y\}|.$$

Analogously to finding the vertex $v$ in Section 3.2, we can argue that there is a vertex $v \in V$ with $d_R(v, v + m) = [rm]$ and $v \in R$ or $v + m \in R$. Define

$$M := \{u \in V : u \text{ is between } v \text{ and } v + m - 1\},$$

and note that $|M| = m$.

In the following figures, the tree $T$ is drawn in the top and the vertex sets containing vertices of the graph $G$ are drawn underneath the corresponding node of $P$. More precisely, the path $P \subseteq T$ is drawn explicitly on the top and, for each $h \in V_P$, the node $h$ is drawn in black and the tree $T_h$ is indicated by a triangle. Furthermore, for each $h \in V_P$, the sets $R_h$ and $S_h$ are represented by a circle and a trapezoid, respectively, and are drawn underneath the node $h$. Areas that are colored gray inside a set $R_h$ visualize that some vertices of $R_h$ are counted by $d_R(v, v + m)$.

**Case 1:** $v \in R$ and $v + m \in R$.

Define $B := M$ and $W := V \setminus B$. Due to Proposition 15, we have $E_G(B, W) \subseteq E_G(i) \cup E_G(j)$ and the cut $(B, W)$ satisfies the desired bound on its width, see Figure 16. Let $(T', X')$ be the tree

---

3We use the same term as in Section 3 as it will be clear from the context whether a tree or a graph with a given tree decomposition is considered.
Define also Figure 4b). Similarly to Case 1, the cut see also Figure 5a). Note that \( \tilde{r}(3) \) be the node before \( \tilde{r} \) and observe that \( \tilde{r}(2) \) and \( \tilde{r}(1) \) because the induced tree decomposition of \( G[S_j] \) with respect to \( (T, \mathcal{X}) \) has width at most \( t - 1 \). Then, the set \( \tilde{V} := (M \setminus S_j) \cup B_j \) satisfies \( |\tilde{V}| = m - \frac{1}{2}\tilde{m} + |B_j| \) and
\[
(3) \quad m \leq |\tilde{V}| \leq m + \frac{1}{2}\tilde{m} \leq 2m,
\]
see also Figure 5a]. Note that \( \tilde{V} \) might contain vertices from \( \mathcal{X} \), the cluster of node \( j \), and, hence, \( G[\tilde{V}] \) might be connected. Let \( \tilde{G} \) be the graph obtained from \( G[\tilde{V}] \) by removing all edges in \( E_G(j) \) and observe that \( e_G(B_j, \tilde{V} \setminus B_j) = 0 \) due to Proposition 15. Denote by \( (\tilde{T}_1, \tilde{X}_1) \) and \( (\tilde{T}_2, \tilde{X}_2) \) the induced tree decompositions of \( G[\tilde{V} \setminus B_j] \) and \( G[B_j] \) with respect to \( (T, \mathcal{X}) \), respectively. Furthermore, let \( \tilde{T}_1 = P \) and let \( \tilde{T}_2 \) be a path in \( (\tilde{T}_2, \tilde{X}_2) \) that consists of one node \( h_0 \) whose cluster in \( \tilde{X}_2 \) is non-empty. Then, \( w_{\tilde{X}_1}(\tilde{T}_1) \geq d_R(v, v + m) \) and \( w_{\tilde{X}_2}(\tilde{T}_2) \geq 1 \). Now, define \( \tilde{T} \) to be the tree obtained from taking one copy of \( \tilde{T}_1 \) and one copy of \( \tilde{T}_2 \) with disjoint node sets and adding an edge between \( j_0 \) in \( \tilde{T}_1 \) and \( h_0 \) in \( \tilde{T}_2 \). Denote by \( \tilde{X} \) the corresponding union of \( \tilde{X}_1 \) and \( \tilde{X}_2 \). Then, \( (\tilde{T}, \tilde{X}) \) is a tree decomposition of \( \tilde{G} \) of width at most \( t - 1 \) with
\[
\begin{align*}
    r(\tilde{T}, \tilde{X}) & \geq \frac{w_{\tilde{X}_1}(\tilde{T}_1) + w_{\tilde{X}_2}(\tilde{T}_2)}{|V|} \\
    & \geq \frac{d_R(v, v + m) + 1}{2m} \\
    & \geq \frac{1}{2}r
\end{align*}
\]
due to (3). Therefore, Theorem 12 implies that \( \tilde{G} \) allows a cut \( (\tilde{B}, \tilde{W}) \) with \( |\tilde{B}| = m \) and
\[
(4) \quad e_{\tilde{G}}(\tilde{B}, \tilde{W}) \leq \frac{t}{2} \left( \left( \log_2 \left( \frac{1}{r} \right) \right)^2 + 11 \log_2 \left( \frac{1}{r} \right) + 18 \right) \Delta(G).
\]

Now, define \( B := \tilde{B} \) and \( W := V \setminus \tilde{B} \). Furthermore, denote by \( (T', \mathcal{X}') \) the tree decomposition induced by \( G[W] \) in \( (T, \mathcal{X}) \). By construction, there are exactly \( d_R(v, v + m) \) vertices of \( R \) in \( \tilde{V} \) and, hence, at least \( |R| - d_R(v, v + m) \geq r \) vertices of \( R \) are in \( W \) and
\[
\begin{align*}
    r(T', \mathcal{X}') & \geq \frac{w_{\mathcal{X}'}(P)}{|W|} \\
    & \geq \frac{|R \cap W|}{|W|} \\
    & \geq \frac{r(n - m)}{n - m} \\
    & \geq r.
\end{align*}
\]
This case is similar to Case 2b, but not completely analogous. Instead of splitting at most no edges between the sets due to Proposition 15 Therefore,
\[ e_G(\tilde{V}, V \setminus \tilde{V}) \leq 2t\Delta(G) + e_G(\tilde{V}, V \setminus \tilde{V}) \leq 3t\Delta(G), \]
where the previous estimation also counts all edges that were removed from \(G[\tilde{V}]\) when constructing \(\tilde{G}\).

**Case 3:** \(v \notin R\) and \(v + m \in R\).

This case is similar to Case 2b, but not completely analogous. Instead of splitting \(S_j = B_j \cup W_j\), the set \(S_j\) is split now. To do so, define \(m := 2|S_j \cap M|\), which satisfies \(2 \leq m \leq 2m\). Lemma 11 implies that there is an \(m\)-approximate-cut \((B_i, W_i)\) in \(G[S_i]\) with \(e_{G[S_i]}(B_i, W_i) \leq t\Delta(G)\). Similar to Case 2b, \(\tilde{V} := (M \setminus S_i) \cup B_i\) satisfies \(m \leq |\tilde{V}| \leq 2m\), see also Figure 5b. Consider the graph \(\tilde{G}\) obtained from \(G[\tilde{V}]\) by removing all edges in \(E_G(i)\) and note that \(\tilde{G}\) does not contain any edge between the vertices in \(B_i\) and the vertices in \(\tilde{V} \setminus B_i\) due to Proposition 15. The remaining part of Case 3 is analog to Case 2b: First, a tree decomposition \((\tilde{T}, \tilde{X})\) of \(\tilde{G}\) with \(r(\tilde{T}, \tilde{X}) \geq \frac{1}{2}t\) and width at most \(t - 1\) is constructed. Then, Theorem 12 can be used to obtain a set \(\bar{B} \subseteq \tilde{V}\) with \(|\bar{B}| = m\) such that \((B, W)\) with \(B := \bar{B}\) and \(W := V \setminus B\) is a cut in \(G\) with the desired properties. This completes the proof of Lemma 13.

4.4. Algorithm for Tree-Like Graphs. The goal of this section is to prove the algorithmic part of Theorem 3, i.e., to argue that there is an algorithm that, when given a tree decomposition \((T, X)\) of a graph \(G\) on \(n\) vertices, computes a \(k\)-section in \(G\) with width within the bound stated in Theorem 3 in \(O(k\|T, X\|)\) time. In general, it is NP-hard to compute a tree decomposition of minimum width but, for fixed \(t \in \mathbb{N}\), there is an algorithm that, when given a graph \(G\) with \(tw(G) \leq t - 1\), computes a tree decomposition of width at most \(t - 1\) in linear time [3]. Here, we assume that a tree decomposition of the graph \(G\) is provided as input.

For the implementation we always assume that the input graph \(G\) satisfies \(V(G) = [n]\) for some integer \(n\), and that the clusters of the provided tree decomposition \((T, X)\) are given as unordered lists. Moreover, we assume that \(T\) is given by its adjacency lists and that each node of \(T\) has a link pointing to its cluster. The algorithm described here only uses \((T, X)\) and not the graph \(G\) itself. Sets, and in particular the sets \(B_i\) of the desired \(k\)-section, are stored as unordered lists of vertices of \(G\). Therefore, the union of two disjoint sets is a simple concatenation of lists and takes constant time. Table 1 gives an overview on the subroutines that are used here and discussed briefly in [8] and in detail in [14]. The following description of the algorithm contained in Theorem 3 focuses on its main aspects. A detailed description can be found in Chapter 6.3 of [14].

Consider a tree decomposition \((T_0, X_0)\) of some graph \(G_0\) and let \(G\) be some subgraph of \(G_0\). When given a list of the vertices in \(G\), it is easy to traverse \(T_0\) and delete all vertices not in \(G\) from the clusters in \(X_0\) in order to compute the induced tree decomposition \((T, X)\) of \(G\) with respect to \((T_0, X_0)\) in time proportional to \(\|T_0, X_0\|\). To satisfy the requirement \(V(G) = [n]\) for some integer \(n\), which is needed for the subroutines in Table 1 a bijection between \(V(G)\) and \([n]\) can be set up while computing \((T, X)\). Alternatively, to avoid the relabeling, the same arrays can be used.
in all calls of the subroutines with a single initialization in the beginning. Therefore, it suffices to argue that a cut with the properties in Lemma 13 can be computed in \( O(||(T,X)||) \) time.

Consider a tree decomposition \((T,X)\) of some graph \( G \) on \( n \) vertices with \( V(G) = [n] \) and fix an integer \( m \in [n] \). The algorithm described here follows the construction from Section 4.3.1 and uses the notation from Section 4.3.2. Due to Proposition 9, we may assume that \((T,X)\) is nonredundant. Computing a heaviest path \( P \subseteq T \) and a \( P \)-labeling takes \( O(||(T,X)||) \) time according to Table 1. While doing so, further parameters related to the labeling can be computed as stated by the next lemma, which is also from [8].

Lemma 16 (Lemma 22 in [8]). Given a tree decomposition \((T,X)\) of a graph \( G = (V,E) \) on \( n \) vertices with \( V = [n] \) and a path \( P \subseteq T \), a \( P \)-labeling of \( G \) can be computed in \( O(||(T,X)||) \) time.

While doing so, the following parameters can be computed (using the notation from Section 4.3.1):

- two integer arrays \( A_L \) and \( A_V \), each of length \( n \), such that for \( x \in V \) the entry \( A_L[x] \) is the label of vertex \( x \) and for \( \ell \in [n] \) the entry \( A_V[\ell] \) is the vertex that received label \( \ell \),
- a binary array \( A_R \) of length \( n \), such that for \( x \in V \) the entry \( A_R[x] \) is one if and only if \( x \in R \),
- an integer array \( A_P \) of length \( n \), such that for \( x \in V \) the entry \( A_P[x] \) is the path node of \( x \),
- a list \( L_P \) of the nodes on the path \( P \) in the order in which they occur when traversing \( P \), including, for each \( h \in V_P \), a pointer to the root of \( T_h \) stored as an arborescence with root \( h \).

From now on, \( A_L, A_V, A_R, A_P \), and \( L_P \) denote the arrays and the list from the previous lemma. As in Section 3.3 in the implementation, vertices and labels are not identified. The arrays \( A_L \) and \( A_V \) allow to convert vertices to labels and vice versa in constant time. For \( x \in V \) denote by \( d_1(x) \) the \( R \)-distance of the vertex with label 1 and \( x \). Observe that by using \( A_V \) and \( A_R \), all values \( d_1(x) \) can be computed simultaneously in \( O(n) \) time. Then, \( d_R(x,y) = d_1(y) - d_1(x) \) for all \( x,y \in V \) where \( x \) is smaller than \( y \) and, thus, a vertex \( v \in V \) with \( d_R(v,v+m) = [rm] \) and \( v \in R \) or \( v+m \in R \) can be found in \( O(n) \) time. The set \( M := \{v,v+1,\ldots,v+m-1\} \) can be read off the array \( A_V \) in \( O(n) \) time. Using the array \( A_R \), the algorithm can determine in constant time which of the cases from Section 4.3.2 applies. If Case 1 or Case 2a applies, there is nothing more to do. So, assume that Case 2b applies, i.e., \( v \in R \) as well as \( v+m-1 \not\in R \) and \( v+m \not\in R \).

If Case 3 applies, the algorithm can be implemented similarly to Case 2b. With the array \( A_P \) the path-node \( j \) of \( v+m \) can be determined in constant time. For each \( h \in V_P \) and each \( x \in V \) the following holds:

\[
x \in S_h \iff x \not\in R \quad \text{and the path-node of } x \text{ is } h \iff A_R[x] = 0 \quad \text{and} \quad A_P[x] = h.
\]

Hence, for each \( x \in V \), it takes constant time to check whether \( x \) lies in \( S_j \) and the algorithm can compute a list of the vertices in \( M \setminus S_j \) in \( O(n) \) time. Furthermore, the induced tree decomposition for \( G[S_j] \), say \((T,X)\), can be computed in \( O(||(T,X)||) \) time. Keeping track of the vertex with the smallest label in \( S_j \), it is easy to shift the labels such that the requirement \( V(\tilde{G}) = [\tilde{n}] \) for some integer \( \tilde{n} \) is satisfied for the underlying graph \( \tilde{G} \approx G[S_j] \). Now, Lemma 11 implies that the \( \tilde{m} \)-approximate cut \((B_j,W_j)\) in \( G[S_j] \) can be computed in time proportional to \( ||(T,X)|| \leq ||(T,X)|| \). Recall the construction of the tree decomposition \((T,X)\) for the graph \( \tilde{G} \). Computing the tree decompositions \((\tilde{T}_1,\tilde{X}_1)\) and \((\tilde{T}_2,\tilde{X}_2)\) as well as the paths \( \tilde{P}_1 \) and \( \tilde{P}_2 \) takes \( O(||(T,X)||) \) time. Hence, also \((\tilde{T},\tilde{X})\) can be computed in time proportional to \( ||(T,X)|| \) and satisfies \( ||(T,X)|| \leq 2||T,X)|| \). So, applying the algorithm contained in Theorem 12 to \( \tilde{G} \) with the tree decomposition \((\tilde{T},\tilde{X})\) requires \( O(||(T,X)||) \) time and yields the set \( \tilde{B} \). Using that \( n \leq ||(T,X)|| \) due to (T1), the desired set \( B = \tilde{B} \) is computed in time proportional to \( ||(T,X)|| \).

| Algorithm/Task                                      | Running Time          | Details                   |
|----------------------------------------------------|-----------------------|---------------------------|
| approximate cut (Lemma 11)                         | \( O(||(T,X)||) \)    | Lemma 4 in [8]            |
| induced tree decomposition for a subgraph          | \( O(||(T,X)||) \)    | clear                     |
| make \((T,X)\) nonredundant (Proposition 9)        | \( O(||(T,X)||) \)    | Proposition 20 in [8]     |
| heaviest path in \((T,X)\)                         | \( O(||(T,X)||) \)    | Lemma 21 in [8]           |
| \( P \)-labeling for a path \( P \subseteq T \)   | \( O(||(T,X)||) \)    | Lemma 22 in [8]           |

**Table 1.** Overview on subroutines described in [8]. The input for each subroutine is a tree decomposition \((T,X)\) of an arbitrary graph with vertex set \([n] \) for some integer \( n \).
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