Adaptive intermolecular interaction parameters for accurate Mixture Density Functional Theory calculations
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The description of fluid mixtures molecular behavior is significant for various industry fields due to the complex composition of fluid found in nature. Statistical mechanics approaches use intermolecular interaction potential to predict fluids behavior on the molecular scale. The paper provides a comparative analysis of mixing rules applications for obtaining intermolecular interaction parameters of mixture components. These parameters are involved in the density functional theory equation of state for mixtures (Mixture DFT EoS) and characterize thermodynamic mixture properties in the bulk. The paper demonstrates that Mixture DFT EoS with proper intermolecular parameters agrees well with experimental mixtures isotherms in bulk: Ar + Ne, CO$_2$ + CH$_4$, CO$_2$ + C$_2$H$_6$ and CH$_4$ + C$_2$H$_6$. However, predictions of vapor-liquid equilibrium (VLE) experimental data for CO$_2$ + C$_4$H$_{10}$ are not successful. Halgren HHG, Waldman – Hagler, and adaptive mixing rules that adjust on the experimental data from the literature are used for the first time to obtain intermolecular interaction parameters for the mixture DFT model. The results obtained provide a base for understanding how to validate the DFT fluid mixture model for calculating thermodynamic properties of fluid mixtures on a micro and macro scale.

I. INTRODUCTION

Fluids encountered in nature are rather multicomponent systems, not pure fluids. Therefore, fluid mixture simulations are necessary for designing processes such as separation, enhanced oil recovery (EOR), and others [1–8]. Oil recovery from unconventional reservoirs, where nanopores can constitute about 70% of the pore volume, is challenging [9]. The behavior of fluid confined in nanopores differs from that of in the bulk. In confinement, forces of solid-fluid and fluid-fluid interactions significantly affect surface phenomena such as capillary condensation, layering transitions, adsorption [10–12]. Besides, even a small concentration of energetically more potent particles can significantly change fluid behavior in confinement [13, 14]. To study fluid mixture in pores, it is crucial to consider the following phenomena: selectivity — the relation of component concentration in the pore and the bulk and segregation — composition difference between fluid near the pore wall and in the pore center [15–18]. However, we cannot observe such processes at a molecular scale experimentally.

Theory provides an understanding of physical phenomena such as adsorption [12, 19–21], phase transitions [22–24], capillary condensation [10, 25, 26], and many others [27–30], both at molecular and macroscopic scale. Statistical physics approaches build a connection between molecular events with phenomena in confinement and bulk. One of the most commonly used theoretical methods to predict fluid behavior in confinement is Density Functional Theory (DFT) [4, 10, 12, 19–22, 25, 27–32]. DFT is the rigorous statistical mechanical method, requiring less computational costs than molecular simulation, which can be applied to describe molecular and macroscopic fluid properties [4]. C. Ebner, W.F. Saam, and D. Stroud were the first to introduce DFT of simple classical flu-
ids in 1976 [33]. Later, molecular DFT was developed to account for different molecular interactions by excess Helmholtz free energy terms. To consider short-range repulsion, called a hard spheres interaction, in 1985 Tarazona built Smoothed Density Approximation (SDA) [34]. Afterward, in 1989, another method, i.e. Fundamental Measure Theory (FMT), was founded by Rosenfeld [35]. The contribution from long-range attraction is usually treated using Mean Field Approximation (MFA) [36]. The mixture of Lennard–Jones (LJ) fluids in terms of DFT, FMT, and MFA was first investigated by Kierlik and Rosenberg in 1991 [37]. Furthermore, the classical DFT was extended for solving particular problems: Statistical Associating Fluid Theory (SAFT) for modeling polymers [38], Quenched Solid Density Functional Theory (QSDFT) [39], and Random Surface Density Functional Theory (RSDFT) [40, 41] to take into account the effect of rough surfaces on fluid behavior, and Random Surface Statistical Associating Fluid Theory (RS–SAFT) to study the impact of rough surface on the adsorption of n-alkanes [42]. However, molecular DFT is not widely used for the prediction of fluid mixture behavior.

Presently, the behavior of fluid mixtures at the molecular scale is mainly studied using Molecular Dynamics (MD) [5, 6, 43, 44], Statistical Associating Fluid Theory (SAFT) [23, 45–48], Grand Canonical Monte Carlo simulations (GCMC) [7, 49–51], and Gibbs Ensemble Monte Carlo simulations (GEMC) [13, 52]. However, only a few studies use DFT [16, 37, 53] caused by the number of limitations of the DFT approach. Firstly, only spherical molecules (simple fluids) are modeled by DFT using FMT and MFA, but real molecules have a complex structure that requires other approaches [23]. Secondly, it has been shown that DFT calculations deviate from the results of MD and GCMC for mixtures. The discrepancy is explained by applying MFA for attractive interactions of mixture components [37, 49].

Therefore, one of the weak sides of DFT consists of attractive interaction descriptions between mixture components. In MFA, effective intermolecular LJ potential determines these interactions depending on the scale and energy parameters $\sigma_{ij}$ and $\varepsilon_{ij}$. Thus, for an accurate description of the mixture components interactions, it is necessary to adjust parameters $\sigma_{ij}$ and $\varepsilon_{ij}$ of the DFT mixture model. In previous Mixture DFT studies [16, 17, 37, 53], these parameters were found by the Lorentz–Berthelot (LB) mixing rule. However, the use of this mixing rule is improbable to accurately reproduce the behavior of a real fluid, which is demonstrated in this work, and it was also assumed earlier [17]. It has also been shown for the GCMC simulation in [54]. Despite this, the LB mixing rule is widely used in mixture molecular modeling [5, 13, 23, 49–52]. There are also other mixing rules to select the parameters of intermolecular interactions: Halgren HHG (H–HHG), Waldman–Hagler (WH), and others [55–58], which allow predicting fluid mixture behavior accurately. Besides, in [59], the authors developed adaptive mixing rules, which depends on coefficients, adjusted on the mixture’s experimental data in the bulk. There are some works where adaptive mixing rules were applied [43, 47, 48] in MD, SAFT. It was also used with DFT (LDA + MFA) in [60] to study vapor-liquid interface but LDA poor predicts fluid structure near wall.

(It is also worth noting that all these mixing rules were developed to obtain the intermolecular parameters for the van der Waals equation rather than the Lenard–Jones potential used in the DFT model. Here, the question arises: why can these rules be used for the DFT model? Perhaps, the answer is that both the parameters for the Van der Waals equation and the parameters of the Lenard–Jones potential describe the same force field. Moreover, that the DFT in the limit on the bulk turns into the equations of state.)

In this paper, we determine intermolecular interaction parameters for mixture components to obtain accurate Mixture DFT EoS. The calculations are performed with classical molecular DFT formulation, where the Rosenfeld FMT version describes hard-sphere interactions and MFA is used for attractive interactions. Different mixing rules are used for the first time to obtain the intermolecular parameters of attractive interaction within the DFT approach. We consider mixing rules H–HHG, WH, and adaptive mixing rules: the adaptive Lorenz–Berthelot mixing rules (ALB) and the adaptive Halgren HHG mixing rules (AH–HHG). The parameters of the adaptive rules were adjusted to the experimental data of the mixtures in the bulk. Different mixing rules were examined to represent the thermodynamic properties of the mixtures: $Ar + Ne$, $CO_2 + CH_4$, $CO_2 + C_2H_6$, $CH_4 + C_2H_6$, and $CO_2 + C_4H_{10}$. The procedure of $\sigma_{ij}$ and $\varepsilon_{ij}$ selection is described in the current work. First, the parameters of the LJ potential for each component of the mixture are determined. Then, the application of LB, H–HHG, and WH for the mixture thermodynamic properties description was estimated. If these mixing rules were mismanaged, the adaptive mixing rules were accommodated to describe the mixture properties. The Nelder–Mead optimization method is used to find the parameters $\sigma_{ij}$ and $\varepsilon_{ij}$ for the adaptive mixing rules. Finally, with the found intermolecular parameters, we obtain an accurate Mixture DFT EoS. We will use the present work results to describe mixture properties in confinement to study collective adsorption for optimal Enhanced Oil Recovery (EOR) in our future research. We also expect that this work will inspire to extend applications of classical molecular DFT.

The article is organized as follows. First, the DFT model for mixtures is presented. Then, various mixing rules: LB, H–HHG, WH, ALB, and AH–HHG are given. We also describe in detail the algorithm of searching intermolecular parameters. The results of applying different mixing rules to describe thermodynamic mixture properties are discussed. Finally, results are summarized in the table reflecting the appropriate mixing rule for describing mixture properties at a particular condition.
II. Mixture Density Functional Theory

In this section, we provide the DFT model used in the study. We consider fluid particles in confinement merged with bulk at constant parameters ($T, V, \mu$). The free energy of the system is Omega potential $\Omega$ that formulates as a functional of the particle distribution function $\rho(r)$:

$$\Omega[\rho_1(r), \rho_2(r)] = F[\rho_1(r), \rho_2(r)] + \sum_{i=1,2} \int dr \rho_i(r) (V_i^{\text{ext}}(r) - \mu_i),$$  

(1)

$i$ is the index of component, $F$ is the intrinsic Helmholtz free energy, $V_i^{\text{ext}}$ is the external potential, $\mu_i$ is the chemical potential.

The grand potential $\Omega$ is equal to the minimum value at equilibrium. Thereof we can express the particle distribution function for the component $\rho_i(r)$ as:

$$\rho_i(r) = \rho_i^{\text{bulk}} \exp \left( -\frac{1}{k_B T} \left( \frac{\delta F[\rho_1(r), \rho_2(r)]}{\delta \rho_i(r)} + V_i^{\text{ext}}(r) - \mu_i^{\text{ex}} \right) \right),$$  

(2)

where $\rho_i^{\text{bulk}}$ the component density in the bulk, $k_B$ the Boltzmann constant, $T$ is the system temperature, $\mu_i^{\text{ex}} = \mu_i - \mu_i^{\text{id}}$ the excess chemical potential, which will be given below.

In this step, it is essential to formulate Helmholtz free energy functional $F[\rho]$, which can be presented as the sum of ideal term $F^{\text{id}}[\rho]$ and the terms, considering various molecular interactions. For LJ fluid hard-sphere and attractive interactions are to be considered. To treat hard-sphere repulsion $F^{\text{hs}}[\rho]$, we use FMT [35]. $F^{\text{att}}[\rho]$, which is responsible for the long-range attraction, is considered within the mean field theory framework, as in [31].

$$F = F^{\text{id}} + F^{\text{hs}} + F^{\text{att}}$$

(3)

$$F^{\text{id}} = k_B T \sum_{i=1,2} \int dr \rho_i(r) \left( \ln \left( \frac{\lambda_i^3}{\mu_i^3} \right) - 1 \right)$$

(4)

$$F^{\text{hs}} = k_B T \int dr \Phi[n_\alpha(\rho_1(r), \rho_2(r))]$$

(5)

$$F^{\text{att}} = k_B T \sum_{i,j=1,2} \int dr \rho_i(r) dr' \rho_j(r') U_{ij}^{\text{att}}(|r - r'|)$$

(6)

where $\lambda_i = \hbar / \sqrt{2\pi m_i T}$ the thermal de Broglie wavelength, $\hbar$ the Planck constant, $m_i$ the mass of the molecule. $\Phi[n_\alpha(\rho_1(r), \rho_2(r))]$ is the Rosenfeld functional and $n_\alpha$ the weighted density, will be given in Appendix A. The potential of intermolecular interactions $U_{ij}^{\text{att}}$ is expressed as:

$$U_{ij}^{\text{att}}(r) = \begin{cases} 
\varepsilon_{ij}/r & r < \lambda_{ij} \\
U_{ij}^{\text{LJ}} & \lambda_{ij} < r < r_{\text{cut}} \\
0 & r > r_{\text{cut}} 
\end{cases}$$

(7)

with $r = |r - r'|$, $\varepsilon_{ij}$ and $\lambda_{ij}$ the effective intermolecular interaction parameters, $\lambda_{ij} = 2^{1/6}\sigma_{ij}$ is the coordinate of LJ minimum, $r_{\text{cut}}$ is the cutoff distance, we consider $r_{\text{cut}} = \infty$.

The mixture DFT model results were verified with the simulation [53], where the Meister–Kroll–Groot version of DFT was used. We calculate equilibrium density profiles for the mixture of argon and krypton in carbon slit-like pore $H = 5\sigma_{\alpha\alpha}$ at $T = 239.6$ K (A), with $\rho_{\text{bulk}}^{\text{mix}} = 0.444/\sigma_{\alpha\alpha}^3$ and $x_\alpha = 0.262$, (B) with $\rho_{\text{bulk}}^{\text{mix}} = 0.103/\sigma_{\alpha\alpha}^3$ and $x_\alpha = 0.891$ compared with the results from [53].

![Figure 1: Argon and krypton density profiles in slit-like carbon pore](image)

Figure 1: Argon and krypton density profiles in slit-like carbon pore $H = 5\sigma_{\alpha\alpha}$ at $T = 239.6$ K. LJ potential parameters for argon (index $\alpha$) and krypton (index $\beta$) are given in [53]: $\sigma_{\alpha\alpha} = 3.405$ Å, $\varepsilon_{\alpha\alpha}/k_B = 119.8$ K, $\sigma_{\beta\beta} = 3.630$ Å, $\varepsilon_{\beta\beta}/k_B = 163.1$ K. The solid–fluid particle interactions are modeled by $9$–$3$ potential: $U_{sf} = 3^{3/2}\varepsilon_{sf}/2 \left[ (\sigma_{sf}/r)^9 - (\sigma_{sf}/r)^3 \right]$, with $\sigma_{\alpha s} = 0.5621\sigma_{\alpha\alpha}$, $\varepsilon_{\alpha s} = 0.2367\varepsilon_{\alpha\alpha}$, $\sigma_{\beta s} = 0.5880\sigma_{\beta\beta}$, $\varepsilon_{\beta s} = 12.1744\varepsilon_{\alpha\alpha}$, which were also taken from [53]. We examine the mixture DFT model on two cases of mixture density and concentration of argon in the bulk: (A) with $\rho_{\text{bulk}}^{\text{mix}} = 0.444/\sigma_{\alpha\alpha}^3$ and $x_\alpha = 0.262$, (B) with $\rho_{\text{bulk}}^{\text{mix}} = 0.103/\sigma_{\alpha\alpha}^3$ and $x_\alpha = 0.891$. The Mixture DFT model yields an accurate representation of the components particle distribution functions for different mixtures in the bulk, which are shown in Fig. 1.

Now, we obtain Equation of State for Mixture in the bulk. In the limit of $H \to \infty$, particle distribution function $\rho(r)$ becomes constant, and the Helmholtz free energy functional turns to the function of variable $\rho$. The expressions for chemical potential and pressure can be derived from Helmholtz free energy equations 3 – 6 and given by:

$$U_{ij}^{\text{LJ}} = 4\varepsilon_{ij} \left( \left( \frac{\sigma_{ij}}{r} \right)^{12} - \left( \frac{\sigma_{ij}}{r} \right)^6 \right).$$

(8)
\[ \mu_i = \mu_i^{id} + \mu_i^{hs} + \mu_i^{att} \]  
(9)

\[ \mu_i^{id} = k_B T \ln \Lambda_i \rho_i \]  
(10)

\[ \mu_i^{hs} = k_B T \left( \frac{\partial \Phi}{\partial n_3} \right) \nu_i + \frac{\partial \Phi}{\partial n_2} S_i + \frac{\partial \Phi}{\partial n_1} R_i + \frac{\partial \Phi}{\partial n_0} \]  
(11)

\[ \mu_i^{att} = k_B T \rho_i \int dr U_i^{att}(r) + k_B T \rho_j \int dr U_j^{att}(r) \]  
(12)

with \( V_i = \frac{4}{3} \pi R_i^3 \), \( S_i = \pi R_i^2 \), \( R_i = \sigma_{ii}/2 \) the component particle radius.

\[ p = p^{id} + p^{hs} + p^{att} \]  
(13)

\[ p^{id} = \sum_{i=1,2} \rho_i k_B T \]  
(14)

\[ p^{hs} = (\rho_1 + \rho_2) k_B T \left( \frac{1 + 2\eta + 3\eta^2}{(1 - \eta)^2} - 1 \right) \]  
(15)

\[ p^{att} = 0.5 \sum_{i,j=1,2} \rho_i \rho_j k_B T \int dr U_{ij}^{att}(r) \]  
(16)

with \( \eta = \sum_{i=1,2} \rho_i V_i \) is the sum of packing fractions. Equations 12 and 16 rely on \( U_{ij}^{att}(\sigma_{ij}, \varepsilon_{ij}) \). Intermolecular interaction parameters \( \sigma_{ij} \) and \( \varepsilon_{ij} \) depend on LJ parameters of pure components. The procedure of searching one component fluid parameters is provided in Appendix C. When LJ component parameters are known, \( \sigma_{ij} \) and \( \varepsilon_{ij} \) are built as a function of them. It is discussed in detail in the next section.

### III. MIXING RULES

Mixing rules are necessary to determine the parameters \( \sigma_{ij} \) and \( \varepsilon_{ij} \), which characterize the interactions between different types of molecules. Here, \( \sigma_{ij} \) is the effective minimum distance between the centers of the molecules, and \( \varepsilon_{ij} \) is the effective energy well depth of molecular attraction. The Lorentz–Berthelot rules are usually used to connect \( \sigma_{ij} \) and \( \varepsilon_{ij} \) with pure components parameters. However, this rule does not accurately reproduce mixture properties in the bulk; therefore, other mixing rules have been proposed [55, 56, 59]. We categorize all rules into two groups: the standard mixing rules (LB, H–HHG, and WH) and the adaptive mixing rules: (ALB and AH–HHG), adjusted to the experimental data using the fitting coefficients.

#### A. Standart Mixing Rules

Standard mixing rules are a functional dependence of intermolecular interaction parameters on the parameters of pure components. These rules are easy to use as they do not require additional quantities, such as polarizability, ionization potential, and others, that are difficult to determine [59].

**Lorentz–Berthelot (LB).** The Lorentz–Berthelot rules are the most popular to obtain intermolecular interaction parameters for molecular simulations. In this rule, the arithmetic mean is used to determine \( \sigma_{ij} \), while the geometric mean is used to determine \( \varepsilon_{ij} \) [59].

\[ \sigma_{ij} = \frac{\sigma_{ii} + \sigma_{jj}}{2}, \quad \varepsilon_{ij} = \frac{\varepsilon_{ii} \varepsilon_{jj}}{2} \]  
(17)

**Halgren HHG (H–HHG).** The Halgren HHG (Harmonic mean of the Harmonic and Geometric mean) rules apply the weighted mean of the arithmetic mean for the definition of \( \sigma_{ij} \). The sum of the squares of the component molecule effective diameters is taken as the weighting factor. To calculate \( \varepsilon_{ij} \), the harmonic mean for the harmonic and geometric mean values of the components are used [55]. The necessity of these rules was motivated by the evidence that the LB mixing rule could not predict the experimental data accurately for rare gases. Thus, new relationships for obtaining intermolecular interaction parameters were proposed to reflect the experimental data better.

\[ \sigma_{ij} = \frac{\sigma_{ii}^2 + \sigma_{jj}^2}{\sigma_{ii}^2 + \sigma_{jj}^2}, \quad \varepsilon_{ij} = \frac{4\varepsilon_{ii} \varepsilon_{jj}}{\left( \varepsilon_{ii}^{1/2} + \varepsilon_{jj}^{1/2} \right)^2} \]  
(18)

**Waldman–Hagler (WH).** The Waldman–Hagler rules use the six power mean for \( \sigma_{ij} \) and the geometric mean of a value \( \varepsilon \sigma^6 \) to determine \( \varepsilon_{ij} \). It was found that \( \varepsilon_{ij} \) depends on both \( \varepsilon \) and \( \sigma \) of mixture components [56].

\[ \sigma_{ij} = \left( \frac{\sigma_{ii}^6 + \sigma_{jj}^6}{2} \right)^{1/6}, \quad \varepsilon_{ij} = \sqrt{\varepsilon_{ii} \varepsilon_{jj}} \left( \frac{\sigma_{ii}^2 \sigma_{jj}^2}{\sigma_{ij}^6} \right) \]  
(19)

#### B. Adaptive Mixing Rules

Adaptive mixing rules are functionally similar to the standard rules but include fitting coefficients adjusted on the mixture experimental data. They allow analyzing a wide range of values for intermolecular parameters and choosing best to describe a mixture’s behavior. The adaptive mixing rules used in this paper are formulated below. Afterward, the algorithm for searching fitting coefficients is given.

**Adaptive Lorentz–Berthelot (ALB).** Such formulation for the Lorentz–Berthelot rule type was proposed by Zudkevitch and Joffe in 1970 [61].

\[ \sigma_{ij} = \frac{\sigma_{ii} + \sigma_{jj}}{2} (1 - k_{ij}), \quad \varepsilon_{ij} = \sqrt{\varepsilon_{ii} \varepsilon_{jj}} (1 - l_{ij}) \]  
(20)

where \( k_{ij} \) and \( l_{ij} \) are the fitting coefficients for description of \( i \) and \( j \) component interactions.

**Adaptive Halgren HHG (AH–HHG).** By analogy with the ALB mixing rule, we propose the adaptive Halgren
rule HHG (AH–HHG), which takes the following form:

\[
\sigma_{ij} = \frac{\sigma_{ii}^3 + \sigma_{jj}^3}{\sigma_{ii}^2 + \sigma_{jj}^2} (1 - k_{ij}), \quad \varepsilon_{ij} = \left(\frac{4\varepsilon_{ii} \varepsilon_{jj}}{(\varepsilon_{ii}^{1/2} + \varepsilon_{jj}^{1/2})^2}\right) (1 - l_{ij})
\]

(21)

here \( k_{ij} \) and \( l_{ij} \) are the fitting coefficients as in the ALB rule.

### C. Algorithm for searching parameters

The algorithm’s input contains temperature, masses of component molecules and their LJ parameters, the concentration of components in the mixture, and the experimental isotherm or VLE. It is also necessary to set restrictions on the sought coefficients; we use \( k_{ij}, l_{ij} \in (-1, 1) \). It was found that the solution for the coefficients is not unique, so one of them can be fixed. We fixed \( k_{ij} = 0 \) and varied only one fitting coefficient \( l_{ij} \) to get one solution.

The adjustment of the coefficient was carried using the least squares method. As an objective function in the isothermal experimental data case, we use the square of the Mixture DFT EoS pressure deviation from the experimental pressure.

\[
F_{\text{obj}} = \frac{1}{n}(p - p_{\text{exp}})C(p - p_{\text{exp}})^T
\]

(22)

where \( C = \text{diag}\left(p_{\text{exp}}^{-2}\right) \), \( n \) is the length of the experimental data. In equations 13–16, the experimental density values are substituted to calculate \( p \).

As objective functions while tuning to the VLE data we use: (eq.23) the deviation of the vapor pressure according to Mixture DFT EoS from the experimental saturation pressure, (eq.24) the deviation of the liquid pressure according to Mixture DFT EoS from the experimental pressure, and (eq.25, eq.26) the deviation of the chemical potential of the vapor and the liquid component phase calculated according to the Mixture DFT EoS, for each component of the mixture.

\[
F_{\text{obj}}^1 = \frac{1}{n}(p^v - p_{\text{exp}})C_1(p^v - p_{\text{exp}})^T
\]

(23)

\[
F_{\text{obj}}^2 = \frac{1}{n}(p^l - p_{\text{exp}})C_2(p^l - p_{\text{exp}})^T
\]

(24)

\[
F_{\text{obj}}^3 = \frac{1}{n}(\mu^v - \mu_{\text{exp}}^v)C_3(\mu^v - \mu_{\text{exp}}^v)^T
\]

(25)

\[
F_{\text{obj}}^4 = \frac{1}{n}(\mu^l - \mu_{\text{exp}}^l)C_4(\mu^l - \mu_{\text{exp}}^l)^T
\]

(26)

indexes \( v, l \) are for the vapor and liquid phase, \( C_1 = C_2 = \text{diag}\left(p_{\text{exp}}^{-2}\right) \), \( C_3 = C_4 = I \). In equations 9–12 and 13–16, the experimental density and the concentration values are substituted to calculate \( \mu^v_{\text{phase}} \) and \( p_{\text{phase}} \).

Any optimization approach can carry search for \( l_{ij} \). In this work, the Nelder–Mead method is used. The number of variables is 1. The number of iterations sufficient for the convergence of the method was equal to 10^2, the reflection parameter \( a = 1 \), the stretch parameter \( \gamma = 2 \), the compression parameter \( \beta = 0.5 \). The \( l_{ij} \) is included in equations 12 and 16. The algorithm’s output is the fitted coefficient \( l_{ij} \), which determines the effective energy of the intermolecular interactions for mixture components.

### IV. RESULTS

Mixture DFT EoS calculations with the use of different mixing rules were performed to describe thermodynamic mixture properties. \( Ar + Ne \), \( CO_2 + CH_4 \), \( CO_2 + C_2H_6 \), \( CH_4 + C_2H_6 \), and \( CO_2 + C_4H_{10} \) mixtures were considered in separate subsections. In the following pages, Mixture DFT EoS in the case of isotherms will mean equations 13–16, and in the case of VLE equations 9–12 and 13–16. For isotherms, we used the objective function \( F_{\text{obj}} \) from equation 22, and for VLE, the objective functions \( F_{\text{obj}}^1, F_{\text{obj}}^2, F_{\text{obj}}^3, F_{\text{obj}}^4 \) from equations 23–26.

To conclude that the mixing rules together with Mixture DFT EoS manage in describing the isothermal properties of the mixture, we used the criterion for the objective function:

\[
F_{\text{obj}} < 0.01
\]

(27)

If the standard mixing rules successfully describe the mixture’s thermodynamic properties, the adaptive mixing rules were not applied, as the standard mixing rules are the particular case of adaptive ones with zero coefficients.

#### A. Argon + Neon

The mixing rules were verified on isotherms of argon and neon mixture in the liquid phase reproduced in [62]. The mixture is considered at \( T = 121.36 \) K in a pressure range of up to 60 MPa with different concentrations of the components in the bulk: 2.86%, 15.11%, 24.93%, and 46.62% neon. First, we found the LJ parameters for the components of the mixture under the considered conditions: for neon \( \sigma_{ff} = 3.617 \) Å, \( \varepsilon_{ff}/k_B = 33.29 \) K and for argon \( \sigma_{ff} = 3.460 \) Å, \( \varepsilon_{ff}/k_B = 119.10 \) K. Further, various mixing rules were applied to obtain intermolecular parameters, the results are shown in Table I.

The isotherms presented in figure 2 show that the mixing rules reproduce the experimental data on the isotherms of the mixture with 2.86% neon successfully; however, with an increase in neon concentration, the equation of state with LB and H—HHG rules deviate from the experimental data. Mixture DFT EoS using WH, ALB, and AH–HHG rules successfully reproduce
Figure 2: Argon + neon mixture isotherms at $T = 121.36$ K for different mixture composition calculated using DFT and the mixing rule (solid line) in comparison with the experimental data [62] (circles)

Figure 3: Methane + ethane mixture isotherms at $T = 293$ K for different mixture composition calculated using DFT and the mixing rule (solid line) in comparison with the experimental data [63] (circles)

Table I: Intermolecular interaction parameters for $Ar + Ne$ mixture at $T = 121.36$ K obtained with different mixing rules

| Mixing Rule | $\varepsilon_{ij}/k_B$, K | $\sigma_{ij}$, Å | $F_{obj}$ | $l_{ij}$ |
|-------------|----------------|-----------------|-----------|---------|
| LB          | 62.97          | 3.038           | 0.0355    | –       |
| H–HHG       | 56.98          | 3.153           | 0.0390    | –       |
| WH          | 45.90          | 3.171           | 0.0040    | –       |
| ALB         | 49.21          | 3.038           | 0.0024    | 0.21851 |
| AH–HHG      | 44.03          | 3.153           | 0.0024    | 0.22729 |

systems up to 15.11% neon. For systems with the concentrations of neon 24.93% and 46.62%, slight deviations are observed. According to the values of the objective function presented in Table and criterion 27, we concluded that the standard WH rule and the adaptive rules ALB and AH–HHG could be used to reproduce the isothermal properties of the $Ar + Ne$ mixture accurately.

B. Methane + Ethane

Methane and ethane gas mixture at $T = 293$ K in a pressure range from 0.5 to 3 MPa with various concentrations of the components: 24.98%, 49.42%, 75.12% methane in the mixture in the bulk from [61] was modeled. The parameters of the LJ potential were found for methane $\sigma_{ff} = 3.518$ Å, $\varepsilon_{ff}/k_B = 138.30$ K and ethane $\sigma_{ff} = 4.171$ Å, $\varepsilon_{ff}/k_B = 226.79$ K under consid-
Figure 4: Methane + carbon dioxide mixture isotherms at $T = 313$ K for different mixture composition calculated using DFT and the mixing rule (solid line) in comparison with the experimental data [64] (circles).

### Table II: Intermolecular interaction parameters for $CH_4+C_2H_6$ mixture at $T = 293$ K obtained with different mixing rules

| Mixing Rule | $\varepsilon_{ij}/k_B$ | $\sigma_{ij}$ | $F_{obj}$ |
|-------------|------------------------|--------------|-----------|
| LB          | 177.10                 | 3.845        | 4.07e-5   |
| H–HHG       | 174.42                 | 3.900        | 1.56e-5   |
| WH          | 156.27                 | 3.911        | 1.83e-4   |

Table III: Intermolecular interaction parameters for $CH_4 + CO_2$ mixture at $T = 313$ K obtained with different mixing rules

| Mixing Rules | $\varepsilon_{ij}/k_B$ | $\sigma_{ij}$ | $F_{obj}$ | $l_{ij}$ |
|--------------|------------------------|--------------|-----------|----------|
| LB           | 174.19                 | 3.509        | 9.14e-4   | –        |
| H–HHG        | 174.87                 | 3.509        | 6.63e-4   | –        |
| WH           | 174.19                 | 3.509        | 9.14e-4   | –        |
| ALB          | 163.11                 | 3.509        | 2.43e-4   | 0.06359  |
| AH–HHG       | 163.11                 | 3.509        | 2.43e-4   | 0.05097  |

Even though the values of the objective function $F_{obj}$ (see Table III) satisfy criterion 27 for all mixing rules, visually, see figure 4, the adaptive rules ALB and AH–HHG coped better with the isothermal properties description. The LB and WH mixing rules gave similar results, and the H–HHG rules worked slightly better than them, but the deviations from the experimental data remained significant. The adaptive rules ALB and AH–HHG show the
Figure 5: Ethane + carbon dioxide mixture isotherms at $T = 320$ K for different mixture composition calculated using DFT and the mixing rule (solid line) in comparison with the experimental data [65] (circles) results better than standard, although small deviations at high concentrations of carbon dioxide in the mixture are preserved. Thus, to describe this mixture, it will be better to use adaptive mixing rules.

**D. Ethane + Carbon dioxide**

To verify the mixing rules, a mixture of ethane and carbon dioxide in the gas phase was simulated [65] at $T = 320$ K in the pressure range from 2 to 35 MPa with various concentrations of the components: 25.166%, 49.245%, 73.978% of carbon dioxide in the bulk mixture. First, the parameters of the LJ potential were found for ethane $\sigma_{ff} = 4.097$ Å, $\varepsilon_{ff}/k_B = 221.15$ K and carbon dioxide $\sigma_{ff} = 3.511$ Â, $\varepsilon_{ff}/k_B = 219.15$ K under the considered conditions. The results for the intermolecular parameters are shown in Table IV.

Table IV: Intermolecular interaction parameters for $C_2H_6 + CO_2$ mixture at $T = 320$ K obtained with different mixing rules

| Mixing Rule | $\varepsilon_{ij}/k_B$, K | $\sigma_{ij}$, Å | $F_{obj}$ | $l_{ij}$ |
|-------------|------------------------|----------------|----------|---------|
| LB          | 220.15                 | 3.804          | 0.0229   | –       |
| H−HHG       | 220.15                 | 3.849          | 0.0421   | –       |
| WH          | 198.49                 | 3.859          | 0.0043   | –       |
| ALB         | 198.55                 | 3.804          | 7.35e-4  | 0.03600 |
| AH−HHG      | 191.69                 | 3.849          | 7.35e-4  | 0.12918 |

**E. Butane + Carbon dioxide**

In this section, we perform calculations of the phase equilibria of a mixture using Mixture DFT EoS. The phase diagram of carbon dioxide and butane mixture at $T = 311.09$ K, obtained experimentally in [66], was considered. The LJ parameters for carbon dioxide are $\sigma_{ff} = 3.517$ Å, $\varepsilon_{ff}/k_B = 219.91$ K, for butane are $\sigma_{ff} = 5.268$ Å, $\varepsilon_{ff}/k_B = 369.50$ K. Table V shows the mixture’s intermolecular parameters under the considered conditions.

Figures 6 and 7 show the results of calculating the mixture pressure and the chemical potentials of the mixture components using Mixture DFT EoS and the standard mixing rules: LB, H−HHG, and WH. Table VI shows the objective functions 23 – 26 results for Mixture DFT EoS.
with the considered mixing rules. The results obtained using standard mixing rules agree with the experimental data for vapor up to 3 MPa. At higher densities, the deviations are observed, particularly: the WH rule overestimate vapour pressure, while LB and H–HHG rules underestimate it. As for liquid pressure, the H-HHG and WH rules show non-physical results (loops are formed) and it is confirmed with the high values of $F^2_{\text{obj}}$ in Table VI. The results on the chemical potentials of two phases: liquid and vapor, the LB rule worked best here and only for carbon dioxide, judging by the values of the objective function $F^3_{\text{obj}}$ from Table VI. These results demonstrate that standard mixing rules work well only for certain conditions.

![Vapour Pressure vs Density](image)

Figure 6: Butane + carbon dioxide mixture VLE at $T = 311.09$ K calculated using DFT and different mixing rules (solid line) in comparison with the experimental data [66] (circles)

Table V: Intermolecular interaction parameters for $C_4H_{10} + CO_2$ mixture at $T = 311.09$ K obtained with different mixing rules

| Mixing Rule | $\varepsilon_{ij}/k_B$, K | $\sigma_{ij}$, Å |
|-------------|--------------------------|-----------------|
| LB          | 285.06                   | 4.393           |
| H–HHG       | 280.31                   | 4.728           |
| WH          | 155.85                   | 4.760           |
| ALB         | 270.35                   | 4.393           |

Table VI: Objective functions $F^1_{\text{obj}}$–$F^4_{\text{obj}}$ values obtained by standard mixing rules: LB, H–HHG, WH

| Mixing Rule | $F^1_{\text{obj}}$ | $F^2_{\text{obj}}$ | $F^3_{\text{obj}}$ | $F^4_{\text{obj}}$ |
|-------------|-------------------|-------------------|-------------------|-------------------|
| LB          | 0.0024            | 0.8364            | 0.3370            | 0.4113            |
| H–HHG       | 0.0153            | 15.1753           | 0.7654            | 1.1245            |
| WH          | 0.0051            | 10.5947           | 3.5276            | 0.6575            |

Since standard mixing rules cannot describe the VLE of the mixture well, we use the adaptive ALB rule. In the case of VLE, the goal is to achieve both mechanical equilibrium, i.e., the equality of pressures of a mixture of vapor and liquid, and chemical equilibrium, i.e., the equality of chemical potentials of vapor and liquid for each component of the mixture. To this end, we consider the objective functions $F^1_{\text{obj}}$–$F^4_{\text{obj}}$ from equations 23–26, where $F^1_{\text{obj}}$ and $F^2_{\text{obj}}$ reflect the mechanical equilibrium, $F^3_{\text{obj}}$ and $F^4_{\text{obj}}$ reflect the chemical equilibrium.

While searching for the optimal coefficient $l_{ij}$ with different objective functions, the values of the $l_{ij}$ obtained vary. Table VII shows the values of the objective functions and the optimal coefficient $l_{ij}$ depending on the optimization of a specific objective function pointed in the first column. It was found that the objective functions are not compatible with each other; when one of them is optimized, the values of the others worsen. The table shows that the optimization of $F^3_{\text{obj}}$ increases the rest of the objective functions dramatically. Pairwise, $F^3_{\text{obj}}$ and $F^4_{\text{obj}}$, $F^2_{\text{obj}}$ and $F^3_{\text{obj}}$ appeared to be in good agreement, i.e., their optimal coefficients are close. When optimizing the sum of objective functions, the result turned to be similar to the optimization result of $F^2_{\text{obj}}$. It might happen due to the highest values of this objective function at the deviation from the experimental data.

We also tried to optimize the sum of objective functions normalized to their worst value during the optimization of each of them, i.e., $\sum_i F^3_{\text{obj}}^{i} = \sum_i F^4_{\text{obj}}^{i}/a_i$, where $a_1 = 0.0049$, $a_2 = 3.2971$, $a_3 = 1.0018$, $a_4 = 0.5354$, however, in this case, fair values were obtained only for $F^3_{\text{obj}}$ objective function. The attempt to optimize two coefficients $k_{ij}$ and $l_{ij}$ gives a set of solutions with the same values of the objective functions. As a result, the simultaneous optimization of the objective functions describing the mechanical and chemical equilibrium is challenging. However, Mixture DFT EoS with ALB rules coped better than standard mixing rules with VLE curve representation (see Figure 6). ALB rules concede only LB rules in CO$_2$ chemical potential description. Though, the calculated VLE curve still differs significantly from the experimental one.

As a result, neither standard nor adaptive mixing rule could help Mixture DFT EOS represent the VLE of the considered mixture. The ALB rule best describes the pressure–density relation, and the LB rule best characterizes the chemical equilibrium of carbon dioxide.

While studying the previous DFT works, we noticed that the VLE calculations usually differ from the experimental data: the critical temperature calculated using DFT usually overestimates the experimental value, and the density of the liquid phase predicted by DFT underestimates the experimental one [31, 37, 60]. In the paper [31] the authors mentioned the difficulty of simultaneously achieving chemical equilibrium and equal pressure of the liquid and vapor phases for a pure substance using DFT. In the articles [37, 60], the deviations of the calculated VLE were explained by the mean-field approach, which poorly describes the influence of the attraction of
interaction of fluid particles on their properties in the bulk. Thus, calculating vapor-liquid equilibrium remains a difficult task for DFT.

V. CONCLUSION

Previously, the Mixture DFT approach proved to be insufficiently accurate compared to MD and GCMC for describing the behavior of a fluid mixture in a pore. The inaccuracy was explained by using the mean field approach to describe the attractive interactions of fluid molecules [37, 49]. Earlier, to obtain the parameters of intermolecular interaction, the LB mixing rule was used, which, as was shown in this work, does not accurately reproduce the thermodynamic properties of mixtures in the bulk. In this work, a comparison was made of various mixing rules for describing a binary mixture’s behavior. Besides, we present an approach to adjust the parameters of intermolecular interaction for a mixture DFT model according to the experimental data. The algorithm was tested on a set of mixtures: Ar + Ne, CO₂ + CH₄, CO₂ + C₂H₆, CH₄ + C₂H₆, CO₂ + C₄H₁₀.

As a result, it was revealed that among all the mixtures considered, the LB rule makes a good description of the isothermal properties only for the mixture of hydrocarbons, where any other standard or adaptive mixing rule is also suitable. The WH rule can be used to describe a mixture of rare gases, while for other mixtures, it is better to apply the adaptive ALB or AH–HHG rules. Table VIII shows the results of how mixing rules cope with describing the properties of various mixtures. We did not obtain VLE results that agree well with the experimental data. We hope that this work will provide an impetus for developing and applying the classical DFT approach for modeling mixtures in the confinement. In the future, we plan to apply the Mixture DFT approach to study the competitive adsorption of oil components for the analysis and prediction of EOR in the oil and gas industry.
Table VIII: Results for mixing rules application. Mixture DFT EOS with the mixing rule “+” successfully, “+/-” satisfactorily reproduce fluid properties, “-” failed to reproduce fluid properties, “x” - were not considered.

| Mixture | Data | Phase | T, K | Value | LB | H-HHG | WH | ALB | A-HHG |
|---------|------|-------|------|-------|----|-------|----|-----|-------|
| Ar + Ne | isotherm | Liquid | 121.36 | p | − | − | + | + | + |
| CH₄ + C₂H₆ | isotherm | Vapour | 293 | p | + | + | + | + | + |
| CO₂ + CH₄ | isotherm | Vapour | 313 | p | +/− | +/− | +/− | +/− | + |
| CO₂ + C₂H₆ | isotherm | Vapour | 320 | p | − | − | +/− | + | + |
| CO₂ + CH₄ | VLE | Vapour | 311.09 | p | +/− | − | +/− | +/− | x |
| CO₂ + CH₄ | VLE | Vapour | 311.09 | p | − | − | +/− | +/− | x |
| CO₂ + CH₄ | VLE | V+L | 311.09 | μ₃1 | +/− | − | +/− | − | + |
| CO₂ + CH₄ | VLE | V+L | 311.09 | μ₂₃ | +/− | − | +/− | − | + |

Appendix A: Details of Mixture DFT

Here, we give details of Mixture DFT. $F^{hs}[\rho]$ in eq. 5 contains Rosenfeld functional $\Phi [n_\alpha (\rho (r))]$, [35], which is given:

$$\Phi = -n_0 \ln (1 - n_3) + \frac{n_1 n_2 - n_1 \cdot n_2}{1 - n_3} + \frac{n_3^3 - 3 n_2 n_2 \cdot n_2}{24 \pi (1 - n_3)^2}, \quad (A1)$$

Functions $n_\alpha, n_\beta$ are weighted densities ($\alpha = 0, 1, 2, 3; \beta = 1, 2$):

$$n_\alpha (r) = \sum_i \int d^3 r' \rho_i (r') \omega^\alpha_i (r - r'), \quad (A2)$$

where $\omega^\alpha_i, \omega^\beta_i$ are the weight functions of $i$ component; $\omega_3^3 (r) = \theta (R_i - r)$, $\omega_2^3 (r) = \delta (R_i - r)$, $\omega_2^i (r) = \frac{2}{\pi} \delta (R_i - r)$, $\omega_1^i (r) = \frac{\omega_2^i}{4 \pi R_i}$, $\omega_0^i = \frac{\omega_1^i}{4 \pi R_i}$, $\delta$ and $\theta$ are the Dirac delta function and the Heaviside step function, respectively, $R_i$ is $i$ component particle radius.

Appendix B: One component DFT

DFT calculations were also performed for one component fluid model and compared with the results from [31]. Here, we consider nitrogen at $T = 77.4$ K and relative pressure $p/p_0 = 0.7$, where $p_0 = 101860$ Pa is the saturation pressure at this temperature. The parameters of fluid-fluid interactions $\sigma = 3.758 \ \text{Å}$, $\epsilon_{ff}/k_B = 105.29 \ K$ were obtained by the algorithm described.

The chemical potential and the pressure of one component fluid can be found as follows:

$$\mu = \mu^{id} + \mu^{hs} + \mu^{att} \quad (B1)$$

$$\mu^{id} = k_B T \ln \Lambda^3 \rho \quad (B2)$$

$$\mu^{hs} = k_B T \left( \frac{\partial \Phi}{\partial n_3} V + \frac{\partial \Phi}{\partial n_2} S + \frac{\partial \Phi}{\partial n_1} R + \frac{\partial \Phi}{\partial n_0} \right) \quad (B3)$$

$$\mu^{att} = k_B T \rho \int dr U^{att}(r) \quad (B4)$$

with $V = \frac{4}{3} \pi R^3$, $S = \pi R^2$, $R = \sigma_{ff}/2$ — particle radius.

$$p = p^{id} + p^{hs} + p^{att} \quad (B5)$$

$$p^{id} = \rho k_B T \quad (B6)$$

$$p^{hs} = \rho k_B T \left( \frac{1 + 2 \eta + 3 \eta^2}{(1 - \eta)^2} - 1 \right) \quad (B7)$$

$$p^{att} = 0.5 \rho^2 k_B T \int dr U^{att}(r) \quad (B8)$$

Figure 8: Nitrogen density profile in slit-like carbon pore $H = 10 \sigma_{ff}$ at $T = 77.4$ K and relative pressure $p/p_0 = 0.7$ compared with the results from [31]. Inset: nitrogen bulk isotherm at $T = 77.4$ K calculated using DFT in comparison with the data from NIST Chemistry WebBook (on the left for the vapor phase, on the right for the liquid phase)
Equations B3, B4 and B7, B8 depend on \( \sigma_{ff} \) and \( \epsilon_{ff} \). These parameters characterize a particular fluid at particular conditions. Below, in C, we present the procedure to find fluid LJ parameters.

**Appendix C: Fluid parameters searching procedure**

In this section, we describe the procedure for selecting the parameters of pure components. The selection of the parameters was done according to the experimental data on the fluid’s isothermal properties in the bulk. The experimental data were taken from the NIST Chemistry WebBook.

The algorithm’s input consists of temperature, molecular mass, an array of experimental data on pressure-dens gradient dependence. Also, boundary conditions should be set at the input of the algorithm to search for parameters. To determine the boundary values, if they are unknown, one can draw a field of values of the objective function, which will be given below, and visually determine the parameters’ search area.

The square of the DFT pressure deviation (B5 – B8) from the experimental value is used as an objective function. An array of experimental data on density is substituted into equations (B5 – B8). The optimization process is performed by the parameters \( \sigma_{ff} \) and \( \epsilon_{ff} \), directly involved in equations B5 and B7. To find the parameters \( \sigma_{ff} \) and \( \epsilon_{ff} \), the Nelder–Mead method is used with the following parameters: the number of variables is 2; the number of iterations sufficient for the convergence of the algorithm is \( 10^4 \), the reflection parameter \( a = 1 \), the stretching parameter \( \gamma = 2 \), and the compression parameter \( \beta = 0.5 \). We obtain LJ parameters \( \sigma_{ff} \) and \( \epsilon_{ff} \) of pure fluid at the algorithm’s output. For example, for nitrogen from the example above, we received the parameters: \( \sigma = 3.758 \) Å, \( \epsilon_{ff}/k_B = 105.29 \) K, at a temperature \( T = 77.4 \) K in the system.
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