Job submission and control on a generic batch system: the BLAH experience.
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Abstract. The status, functionality and design rationale of the 'Batch Local Ascii Helper' (BLAH) service for submitting and controlling jobs on a batch system are presented. BLAH is part of both the Condor and CREAM systems. At the end of the major cycle represented by the EU EGEE projects, reflexion on its evolution provides some insight on technological choices that can stand the proof of time.

1. Introduction
By the end of the EU Datagrid project in 2003, it had become clear that the frameworks for remote job submission and control that had been adopted for the prototype distributed computing infrastructures (such as the Globus GRAM [1] implementations), were being limited mostly by scaling and performance issues. Several workarounds to allow the control of O(10000) jobs on existing production batch systems were implemented at that time, some of which are still deployed today in the running EGI [13] and WLCG [14] infrastructures. At the same time, the need emerged

- to isolate and focus on individual components of the job submission and control framework;
- to rationalise and integrate what was learned in the production environment.

One of the subsystems that was identified, where many ad-hoc overload prevention measures had already been introduced, was the local submission and control of a job received from a remote user to be scheduled and executed on a batch system. This process included the steps of local identity mapping based on grid-wide credentials, and the forwarding and renewal of such valid (X509) user credentials.

Development of the Batch Local ASCII helper (BLAH) started in 2004, with two reference applications: the newly developed CREAM job submission and control web service [2], where it would serve as the main job transfer path, and the well established Condor system [3], where it would serve as the interface to delegate the execution of Condor jobs to another third-party batch system.

As the main purpose of the component we describe is to address many practical issues that arise when communication with third-party batch system implementations is established, many original design intentions (such as developing a truly stateless system) had to be dropped as the system commissioning and scaling-up progressed. We see the experience gained in the field as invaluable, so we aim to describe here both the functionality of the BLAH component and at least some of the lessons learned in the development process.
Identity mapping service
via either **glexec** [7] or **sudo**

Batch system abstraction layer
- Submit jobs
- Get status of submitted jobs
- Control (hold, release, cancel) jobs

(X509 Proxy Renewal (optional))

| Table 1. | These job submit and control operations, and the corresponding job state machine transitions, are matched and applied to all supported batch systems in BLAH. |

2. The BLAH abstraction layer
As outlined in the introduction, BLAH provides a minimal common functional abstraction of batch systems, supporting three fundamental operations and a simplified job state diagram. These are described in Table 1.

2.1. Supported batch systems
At the time of writing, the BLAH package includes scripts and tools that communicate with the following batch systems:
1. Platform LSF ([8])
2. Torque/PBS ([9])
3. Condor ([3])
4. SUN/Oracle Grid Engine ([10])
   (this development courtesy of EGEE collaborators at LIP in Portugal and PIC in Spain).

Other systems can be supported: the involvement of groups with significant **production** experience on new candidates for support is essential.

2.2. A time-honored text command protocol
Given the specialized scope of the BLAH package, **ease of hands-on troubleshooting** was considered of primary importance. This led to prefer a classical text command protocol over other forms of interaction with the service (SOAP, Web services and other forms of APIs). Condor, one of our reference applications, had already such an interface (the GAHP, [5]) in place to communicate with standalone interfaces to third-party Grid infrastructures, so we adopted a compatible protocol. Text commands can be exchanged via the standard streams or a network socket. Given the local scope of the BLAH application, the latter is of very limited practical use.

A list of the main commands that form the BLAH protocol (BLAHP) can be found in Table 2, while the main attributes for job description at submit time are listed in Table 3.
3. Why did BLAH fail at remaining a stateless service?
One possible design option for a layer like the one we are describing would be to have it purely and transparently pass messages to and from the underlying batch system, making it the perfect candidate for a stateless system, or perhaps a pure interface or API specification.

We note right away that an effort to provide a common batch system API has already been carried out within the ‘Open Grid Forum’ by the “Distributed Resource Management Application API” (DRMAA) group ([6]).

The point we’d like to cover here is that reference applications of the DRMAA interface (or of any pure common API for job management) usually implement the API on top of existing job management services, so the API inherits the performance characteristics of the underlying batch system. We noted in the Introduction that our effort aims to recollect and integrate practical experiences made with existing instances of production batch systems. These often include accessing the batch system via various levels of indirection to avoid triggering system
| Attr | Description |
|------|-------------|
| **Cmd** | Full path of the executable in the local filesystem. |
| **Args** | List of individual arguments for the executable (no `/bin/sh` convention on argument separation, but separate arguments). |
| **In** | Full path in the local filesystem where the standard input for the executable is found. |
| **Out** | Full path in the local filesystem where the standard output of the executable will be stored (at job completion). |
| **Err** | Full path in the local filesystem where the standard error of the executable will be stored (at job completion). |
| **X509UserProxy** | Full path where the proxy certificate is stored. |
| **Env** | Semicolon-separated list of environment variables of the form: `<parameter> = <value>`. |
| **Stagecmd** | Determines if the executable of the job must be copied on the worker node: can be 'TRUE' or 'FALSE'. |
| **Queue** | Queue in the local batch system where the job must be enqueued. |
| **Gridtype** | String indicating the underlying local batch system, as more than one system can be supported by the same instance of BLAH. |
| **CERequirements** | Classad logical expression that can be used to pass attributes to a shell script callout used to change submit options on a per-job basis. |

Table 3. Main attributes for job description. These are expressed in the syntax of Condor 'classified ads' (classads) [4].

overloads (e.g. by concurrent requests for multiple job status). We also faced the practical issue of integrating with the X509 authentication infrastructure that was used in production by our main funding project (EGEE [12]). This typically requires special handling of the X509 user proxy certificates, and the need of renewing them while a job is running. This capability often exceeds the available file transfer options of the batch systems we support.

Adapting to these needs and scaling the service up (in terms of numbers of concurrent jobs handled) to exceed current production levels forced us to introduce job state and several ancillary services to our system. The structure of these extra services is depicted in Figure 1, that we’ll now briefly comment.

The most frequent operation that an intermediate layer such as BLAH has to perform, both directly on behalf of its clients and to check on the feasibility of certain requests, is to obtain the status of a submitted job. Experience has shown that most batch system cannot handle the rate of automated requests for the status of individual jobs when these are serviced synchronously out of the batch system central job data repository. Two indirect approaches, that were both implemented in BLAH, can help here:

1) Job state changes can be captured and obtained by checking on appends to the batch system log or journal files. These files are often accessible only on the batch system central server, by a properly privileged administrative user. The **BLAH Log Parser** process takes care of maintaining a cached view of job status based on information found in the log files, that can be queried for as needed by BLAH processes.

2) A complementary approach, that doesn’t normally require the privileges of users other than the one running BLAH, throttles requests for the status of all jobs at a fixed rate, and maintains a persistent cache of the job status. This is handled in BLAH by the **BLAH Updater**, feeding a BLAH Job Registry on local disk.
The BLAH Job Registry stores job data in direct access format. Processes that read it usually maintain an index cache ordered by job ID for fast searches. The recent incident of a production instance with 40 concurrent BLAH processes causing memory thrashing when caching the indices of 120000 monitored jobs prompted the addition of `mmap()` based sharing of the job index.

The pressure of job status requests can also be kept under control by asynchronously pushing job status changes back to interested clients. This is achieved by the BLAH Notifier process, that can be fed either by events from log parsing, or by job status changes in the registry. This approach is used in particular in the BLAH-CREAM [2] integration.

On systems that lack dedicated support for X509 proxy renewal for running jobs, this task is achieved by BLAH Proxy Renewal server processes that are started in parallel with jobs on execution nodes.

4. Conclusions

With the end of the series of EU EGEE projects, a major cycle in the development and deployment of software for distributed job execution came to an end. As it was attempted to do at the end of the EU Datagrid project [11], we try to express here a few of the practical lessons learned, in the hope they will not be forgotten while the next technological cycle is in progress:

- Most issues when interfacing to third-party systems are implementation issues, and cannot be set aside by careful interface design. When trying to address external job...

Figure 1. Current state of the BLAH services. Scale, efficiency and deployment consideration required the introduction of several levels of indirection.
information access bottlenecks in the context of the design of individual batch systems, usually it is found that this conflicts with the requirement of speedy read-locked access to the same information needed for the smooth operation of the batch system scheduler. The addition of a few layers of indirection in the implementation appears to be the only viable way forward here.

- **Semantical richness doesn’t automatically translate into syntactical complexity.** We found a traditional, easy-to-troubleshoot text communication protocol a good and sustainable match to our needs.

- **Requests should not be allowed to queue and accumulate where they have an impact on system load.** This has been known for a long time, yet it is still too easy to bring job management systems to a halt by submitting many legitimate and properly authorised requests. Proper timeouts, throttles and resource quotas have to be implemented for every operation.

- **Even if job status access is made faster, it will eventually saturate.** Moving the threshold of sustainable job status access up from O(10000) concurrent jobs almost immediately required an effort to scale to the next order of magnitude, O(100000) jobs: every optimization path that is opened barely allows to move to the next challenge.
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