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Abstract: Large databases of legacy hydrocarbon reservoir and well data provide an opportunity to use modern data mining techniques to improve our understanding of the subsurface in the presence of uncertainty and improve predictability of reservoir properties. A data mining approach provides a way to screen dependencies in reservoir and fluid data and enable subsurface specialists to estimate absent properties in partial or incomplete datasets. This allows for uncertainty to be managed and reduced. An improvement in reservoir characterisation using machine learning results from the capacity of machine learning methods to detect and model hidden dependencies in large multivariate datasets with noisy and missing data. This study presents a workflow applied to a large basin-scale reservoir characterization database. The study aims to understand the dependencies between reservoir attributes in order to allow for predictions to be made to improve the data coverage. The machine learning workflow comprises the following steps: (i) exploratory data analysis; (ii) detection of outliers and data partitioning into groups showing similar trends using clustering; (iii) identification of dependencies within reservoir data in multivariate feature space with self-organising maps; and (iv) feature selection using supervised learning to identify relevant properties to use for predictions where data are absent. This workflow provides an opportunity to reduce the cost and increase accuracy of hydrocarbon exploration and production in mature basins.
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1. Introduction

Since the pioneering oil wells of the mid to late 1800s [1], our knowledge and understanding of the subsurface has increased exponentially. Although geological and engineering knowledge has advanced with increasingly robust data acquisition and interpretation techniques, there remains an opportunity for data scientists to use modern data mining techniques on large databases of legacy hydrocarbon reservoir and well data to improve our understanding of the subsurface and increase exploration and production efficiency in hydrocarbon basins [2–4].

Data mining provides an objective mathematical way to identify hidden dependencies in ‘big’ datasets [5]. It has the capacity to process large multivariate databases to identify subtle dependencies that may otherwise be overlooked by manual inspection. Data mining unites a wide selection of data-driven algorithms capable of solving different types of problems: clustering, classification, regression, or probability estimation [6]. Data mining with analytical and machine learning methods can be used to address a wide range of practical problems that arise when dealing with hydrocarbon asset data to help inform management decisions.
There are many benefits to using data mining and machine learning techniques on legacy data, however, the hydrocarbon industry is yet to fully utilise ‘big data’ analytics [4]. This is despite the wide use of regression to predict reservoir and PVT (pressure-volume-temperature) values in the subsurface (e.g., [7–11]). Estimation of reservoir fluid properties benefit field development and production by informing: (i) production strategy to increase efficiency; (ii) enhanced oil recovery (EOR) planning; and (iii) production facilities design [9]. Formation Volume Factor (FVF) is particularly difficult and costly to measure or calculate. Multiple studies have proposed correlations between PVT data and FVF using gas/oil ratio (GOR), gas and oil gravity (API), and reservoir temperature and pressure (e.g., [8–11]). There is much uncertainty in FVF estimation from linear and non-linear regression or from graphical correlation methods [11]. In part, this uncertainty is driven by local variations in crude composition [7]. In addition, inputs to the correlation equation can be challenging to estimate. For example, gas gravity is rarely recorded [7], and GOR is commonly estimated from correlation equations where downhole or laboratory measurements have not been possible [12]. In recent years, a number of studies have tested the use of artificial neural networks (ANN) for PVT estimations [13–15]. These authors argue that ANN methods are superior to graphical or linear/non-linear multiple regression techniques by increasing estimation accuracy and reducing the limitations of correlations due to local crude composition differences. More recently, Oloso et al. [16] used neural networks to predict viscosity and GOR over a range of pressure values, and to account for differences in PVT data from basin to basin. Other studies have assessed the use of ANN and fuzzy logic [17] for permeability estimation [18–21]; reservoir properties and lithofacies prediction using ANN and Committee Machines [22]; and predicting Recovery Factor using Bagging and Random Forest methods [23]. ANN and fuzzy logic have also been used in datasets from other extractive industries such as mining [24]. It is clear that machine learning provides an excellent opportunity to further our understanding of the subsurface.

We propose that the use of data mining workflows on reservoir data can: (i) be used to rapidly quality-control and standardise large multivariant datasets. Following 50+ years of modern oil and gas exploration across multiple countries with different tools, measurement units and protocols, subsurface specialists require an efficient workflow to integrate datasets; (ii) reduce risk and uncertainty. Where information is lacking, a company may quantify the range of likely values (P10, P50, P90) in order to account for uncertainty. Alternatively, more data can be gathered, often at significant cost. Data mining and machine learning techniques can provide a cost-effective way to increase data coverage through predictions in legacy datasets where reservoir property data are partial or absent; and (iii) aid decision making. Strategic operational and economic decisions are routinely based on basic analysis and expert opinion of those datasets available to a company. Expert opinion is therefore readily biased by data selection and availability. Automated data mining and machine learning removes human bias and allows experts to focus on key decision drivers that are identified in the data.

The aim of this paper is to demonstrate a consistent data mining workflow to tackle the prediction of reservoir and fluid characteristics. This will be done using real-world datasets from two mature hydrocarbon basins. The workflow addresses the following aims: (i) assess the adequacy of the data by streamlining the process of outlier detection, error detection and identifying natural artifacts in the data; (ii) identify dependencies within the data; and (iii) improve data coverage and continuity by estimating missing data values. This study develops a workflow that could reduce risk and uncertainty, and aid decision making over the complete hydrocarbon value chain through exploration, appraisal, development and production. In addition, there is scope for legacy data and learnings from hydrocarbon basins to be re-analysed using machine learning to support the development of emerging energy technologies, such as subsurface storage, carbon storage and sequestration, and geothermal energy.
2. Data, Workflow and Methods

2.1. Data

Large legacy reservoir datasets from two mature hydrocarbon basins were analysed: Basin X and Basin Y. The data consists a variety of attributes collected from specific depths within reservoirs of various ages and depositional environments. Attributes document details of the reservoir properties and their hydrocarbon fill. In total, 14 attributes have been used for this study relating to the field (area), reservoir (depth; gross thickness; net thickness; permeability; porosity; temperature) and fluid fill (API; FVF; pore-fluid pressure; saturation of gas, oil and water ($S_g$, $S_o$, $S_w$); and viscosity) (Figure 1).

| Attribute       | Unit | Coverage (%) |
|-----------------|------|--------------|
| Area            | sqkm | 90.0          |
| API             | degree | 88.8        |
| Depth           | m    | 92.8          |
| FVF             | rb/stb | 86.9        |
| Gross Thickness | m    | 70.8          |
| Net Thickness   | m    | 87.9          |
| Permeability    | mD   | 82.7          |
| Porosity        | %    | 89.8          |
| Pressure        | psi  | 0.0           |
| $S_g$           | %    | 40.4          |
| $S_o$           | %    | 87.0          |
| $S_w$           | %    | 5.2           |
| Temperature     | DegC | 76.3          |
| Viscosity       | cP   | 82.7          |
| STOIIP          | mmbbl | 89.8        |
| GIIP            | bcm  | 64.5          |

**Figure 1.** Attributes used in this study and their % data coverage across Basin X and Basin Y.

Basin X is a large (over 900 km$^3$) mature basin. The basin is predominantly oil-prone with a good mix of carbonate and clastic reservoirs. There are between 5 and 10 distinct plays in the basin that are largely controlled by structural domains: (a) deep Devo-Carboniferous rift plays; (b) Mid Carboniferous-Mid Triassic orogenic thrust belt and associated foreland basin plays; and (c) a longstanding carbonate-dominated platform domain. These structural trends and rift basin depocentres could exert some control on the distribution of source rock and reservoir properties across the region, although we note that a number of plays are spatially overlapping. Basin X consists of 10,557 unique point source datasets that have been gathered from the reservoir. Data coverage is good (generally over 80%) with notable exceptions for pressure and water saturation data where many values are absent (Figure 1). In total, 6,392 points have values for all the remaining attributes (area, API, depth, FVF, gross thickness, net thickness, permeability, porosity, oil saturation, temperature and viscosity) and have been used to test the workflow presented in this study.

Basin Y is also a well-explored and producing basin. Unlike Basin X, it contains both oil and gas fields. The basin is in excess of 130,000 km$^3$. This Permo-Carboniferous to Triassic basin consists of clastic reservoirs at various play levels. It is tectonically comparable to
Basin X, with Permo-Carboniferous rift and sag deposits controlling the distribution of petroleum system elements. The Basin Y dataset is smaller, consisting of 908 points. Data coverage is lower than that seen in Basin X: generally, attributes have below 50% of values available (Figure 1). However, some attributes show better coverage compared to the Basin X dataset (for example, pore-fluid pressure). A total of 41 data points that show coverage across a selection of attributes (API, depth, FVF, pressure and temperature) have been selected for further analyses.

Both basins have a good spatial distribution of data, and despite both being classed as ‘mature’, they remain prolific with recent discoveries being made. As such, they make strong candidates for ‘big data’ mining and machine learning.

The 6391 data points from Basin X, and 41 data points from Basin Y with good coverage have been used to identify dependencies between attributes. The remaining 4165 data points in Basin X are incomplete, and do not have coverage across all the attributes. A primary aim of this research is to identify possible dependencies within multivariant reservoir datasets. Such dependencies would allow data coverage to be increased through the prediction of missing values using machine learning techniques. To maximise the impact of increasing data coverage, attributes that are required as input to the hydrocarbons initially in place (HCIIP) calculation (Figure 2) were high-graded for analyses. STOIIP (stock-tank oil initially in place) and GIIP (gas initially in place) values are not currently available for all data in the basins (Figure 1). Increasing the coverage of HCIIP estimations across the basins will support more accurate reserves assessment and aid decision making in exploration and portfolio management. Seven attributes are required to predict HCIIP: area, gross thickness, net thickness, porosity, oil saturation and the formation volume factor (FVF) (Figure 2). Six additional attributes (API, depth, permeability, pressure, temperature, viscosity) were included to capture potential dependency to the STOIIP input attributes (Figure 2). These twelve attributes have been chosen to test our presented data mining workflow.

![Figure 2. The Hydrocarbons Initially In Place (HCIIP) calculation and relevant attributes within the datasets. Primary attributes directly feed into the HCIIP calculation. Six additional attributes are identified as likely to show some dependency to the HCIIP attributes.](image)

2.2. Workflow and Methods

The data-driven AI workflow presented herein comprises the following steps:

1. **Exploratory data analysis.** This first step (Figure 3) constrains the available attributes, their coverage, and variability. Data QC can be done using basic exploratory statistical visualisation tools, for example: histograms; cross-plots; and low-dimensional linear projection. Histograms are used to visualise the data distribution. Cross-plotting each attribute against depth highlights outlier data points and general trends with depth. Finally, linear projection plots are used to assess multivariate data clustering and outliers [25,26]. A circular placement was used which plots attributes on independent
vectors, and allows the visualisation of multidimensional data in two-dimensional space [26]. This allows attributes to be assessed independently thereby assuming no attribute has a higher importance for clustering (as in principle component analysis). The data visualisation was completed using Orange Data Mining software [27].

2. **Detection of outliers.** Clustering of multivariate data allows outliers and erroneous data to be separated from bulk data prior to further analysis. It is important that outliers are treated separately in the prediction workflow so they do not bias prediction on bulk populations and to avoid imbalance problems [28,29]. Data separated from the bulk population may represent legitimate outliers or small populations behaving differently for a geologically plausible reason, e.g., a giant field or reservoirs with exceptional characteristics due to overpressure or historic subaerial weathering. Hierarchical clustering is used in this study to separate outliers and distinctive groups of geological populations. This agglomerative cluster analysis method groups the data by their proximity in multidimensional space according to the chosen distance metric [30–32]. This can efficiently separate outliers in addition to identifying distinct populations of data. Hierarchical clustering was completed using Orange Data Mining software [27].

3. **Grouping similar reservoir and fluid characterisation features.** This step identifies groups of reservoir and fluid variables that exhibit similar trends within the data using self-organising maps (SOM) [33]. This unsupervised learning tool groups attributes showing similar dependencies in a reduced space—a 2D lattice. SOM uses competitive learning to assign the input data to neurons on a lattice as arranged by their similarity. The distances between the data on the 2D lattice are visualised by heat maps, where cool colours indicate small distances between data points (clustering), and warm colours represent large distances between data. Here, we use SOM lattice data projection to generate a heat map for each attribute that depicts mutual relationships between the trends in the data, therefore allowing geological attributes to be grouped based on the trends they exhibit. In this data-driven workflow, this step ensures only those physically meaningful trends are brought forward for predictions. SOM was completed using the software ‘ML Office’ [30].

4. **Feature selection.** This step in the workflow explores input/output predictor structure in order to select the most relevant combination of inputs for predictions. K nearest neighbour (KNN) is a straightforward deterministic estimation method based on the similarity of data which is in close proximity in multidimensional space [34]. The regression estimates are computed based on the optimum number of neighbouring data points. The key parameter is the number of K neighbouring data points to be optimised for the most accurate prediction. We demonstrate that this basic method, which uses a single parameter to tune, suits the purpose of finding the combination of those input features that are most relevant to the target variable. Cross-validation is commonly used to find the optimal K value at the minimum of the cross-validation error curve [30] (Figure 4). The shape of the error curve can reveal the relevance of the input dimensions to the output (target) variable. Where the error curve has a declining shape with increasing number of neighbours without a distinctive minimum (Figure 4a,b), the target variable does not depend on the distance between the data in the input space and the combination of inputs is, therefore, not relevant to the target variable. An error curve that features a distinct minimum corresponds to a KNN estimate for a target variable combination that can be spatially correlated within the input space (Figure 4c,d). This not just depicts the optimal number of neighbours for a KNN estimate but more importantly confirms that the input attributes are relevant input features that define the variation of the target variable values in the input space [30]. Feature selection using KNN tells us which combination of the input attributes are most relevant to make predictions. KNN cross-validation was completed using the software ‘ML Office’ [30].

5. **Prediction of reservoir properties to increase data coverage.** In this study, we test the use of Random Forest (RF) to make predictions and fill gaps in attribute values based
Random Forest regression is a tree-based learning algorithm proposed by Breiman [35], and has been successfully used for classification of geological data in previous studies [36]. The regression returns the average prediction of individual trees within an ensemble, or forest [37] (Figure 5). A decision tree makes a decision after following a classification from the tree’s root to its leaf. The decision path includes nodes, branches, and leaf nodes. Each node represents a feature, each branch describes a decision, and each leaf depicts a qualitative outcome. RF constitutes the combinations of features that make predictions based on the probability assigned to branches. The probabilities are updated whilst data are propagated through the RF in a supervised learning fashion. The RF regression prediction model was trained and tuned using training and validation subsets. A blind test set prediction was computed to demonstrate the overall performance of the predictions. Model generation and testing was completed using Orange Data Mining software [27].

6. Prediction confidence. Prediction confidence was assessed based on multiple prediction models with different inputs and hyperparameter tuning. Test error was used as a measure of confidence. Prediction confidence analyses were completed using Orange Data Mining software [27].

Figure 3. Workflow, methods and software used in this study. Software used included Orange Data Mining [27] and Machine Learning (ML) Office [30].

Figure 4. Feature selection with KNN: (a) uncorrelated (random) data pattern; (b) associated cross-validation error curve steadily declining for uncorrelated data; (c) spatially correlated data; (d) cross-validation error featuring a distinct minimum for correlated data (after [30]).
3. Results

3.1. Exploratory Data Analysis and Detection of Outliers

Exploratory data analysis uses several data visualisation methods to support a quick evaluation of data distribution statistically across multiple attributes. This approach checks for outliers in the data and provides a quality check for appropriate ranges of variables. Histograms of the input attributes in Basin X (Figure 6) show close to normal or slightly skewed distributions for API, depth, porosity and saturation. Other attributes show a heavily skewed data distribution with possible outliers, for example, area, net thickness, gross thickness and viscosity (Figure 6). The porosity, temperature and saturation data distributions indicate that the dataset used a mixture of integer and decimal data, and therefore does not show a smooth normal distribution (Figure 6).

Data from both basins have also been visualised in two dimensions to assess for outliers and general trends with depth (Figures 7 and 8). A number of attributes from Basin X (Figure 7) demonstrate some association with depth including API, FVF and Temperature. Despite a large scatter in the data, a decrease in porosity with depth can be detected. Other attributes show peaks at specific depths, with normal distribution (area, gross thickness)

Figure 5. Random Forest prediction structure, after [38].

Figure 6. Histograms show attribute data distributions for Basin X.
or bimodal distribution (permeability, viscosity). The data from Basin Y (Figure 8) show similar trends across the attributes. It is clear that a number of attributes show outliers, and different levels of scatter or noise within the data.

![Figure 7. Cross-plots for various attributes against depth for Basin X.](image)

The Basin X data have also been visualised in a multivariate linear projection to assess the relative separation of the outliers (Figure 9). Linear projection is a useful tool for the visualisation of multivariate data in two dimensions [25,26]. It can be used to visually assess clusters within the data, as well as identify outliers. Here, we use a circular placement which plots attributes on independent vectors [26]. This allows attributes to be assessed independently and assumes no attribute has a higher importance for clustering (as in principle component analysis). The resulting plot shows that area and viscosity have significant outliers, with likely additional anomalous data points seen in the FVF values (Figure 9). There are indications of multiple data populations, however, the majority of data tend to group into a distinct cluster of values of similar range.

It is clear from the initial data distribution visualisation (Figures 6–9) that the dataset contains a number of outliers across multiple attributes. These may be erroneous data points resulting from poor measurements or unit error, or they could be geologically valid. In the case of Basin X, it is confirmed that there are a small number (<5) of giant fields that do not conform to the general trends seen in the basin. Other values could also be geologically valid, for example, exceptionally high values for viscosity which could be in error, or due to local biodegradation.
Figure 8. Cross-plots for various attributes against depth for Basin Y.
Despite the geological validity of some outliers in the dataset, all must be removed to ensure the identification of dependencies, allow predictability within the data, and avoid data imbalance problems [28,29]. To do this, hierarchical clustering methods were used [30–32]. Six clusters were identified in 11-dimensional space. Figure 10b indicates that the clustering is effective at separating outliers and secondary data populations from the dataset. Clusters 1–4 were rejected from the study as outliers, with cluster 5 taken forward for regression analysis (removing 28 outlier values) (Figure 10a).

3.2. Grouping of Similar Features: SOM

Cluster 5 (C5) data were analysed using self-organising maps (SOM). This unsupervised learning technique can be used to assess similarities in data distribution across multiple attributes, and identify the optimum number of nearest neighbours for machine learning. All eleven attributes were analysed for clustering using SOM. The resulting U-matrix map for the 11 inputs demonstrate the likelihood of distinct clustering in this multivariant data (Figure 11). The U-matrix heat map is not random, therefore, there are some relationships and dependencies within the data. This indicates that supervised learning in the form of KNN may be viable to assess dependencies across the attributes.

Individual input layers to the U-matrix reveal that some attributes show very similar distributions and input layers can be grouped based on their character (Figure 12). Most notably, API, depth, FVF and temperature show close similarities. Each of these variables shows a clustering to the bottom right of the input layer, with increasing separation of data points in the top left. Oil Saturation, $S_o$, may also follow this general trend, but demonstrates added complexity and less clustering. Viscosity data plot in the opposite trend.
Figure 10. (a) Hierarchical clustering of Basin X data into 5 distinct clusters in 11-dimensional space. (b) Multivariant linear projection of attributes area, FVF, gross thickness, permeability, temperature and viscosity. Colours indicate Clusters C1–C5 and demonstrate that outliers are captured well by hierarchical clustering. Plot from Orange Data Mining software [27].

Figure 11. U-matrix for the 11 inputs (shown in Figure 12). Cool colours indicate small distances between data points (clustering), warm colours represent large distances between data in multidimensional space. SOM maps generated in ML Office [30].
Porosity and permeability show a distinct linear trend, clustering in the top and right of the input layer. There are similarities in the trends of porosity and permeability input data, although the porosity data appear to show more discrete clustering. Other variables show more complex clustering of data. Net and gross thickness show similarities, and both show multiple clusters in the dataset. Area data appears to be made up of multiple clusters quite unique from the other data distributions (Figure 12).

Due to a lack of pressure data in the Basin X dataset, SOMs were constructed for Basin Y for the three attributes depth, temperature and pressure (Figure 13). API, FVF and viscosity have been excluded due to insufficient data coverage hampering the identification of statistically-meaningful dependencies. The resulting U-matrix heat map is not random (Figure 13), indicating that there are dependencies between the variables present in the dataset. Nevertheless, it is challenging to identify the number of possible clusters based on visual inspection of the U-matrix map. Heat maps of the three input layers show similar distributions, with clustering occurring in the top right of the input layer, with increasing separation of data points towards the bottom left of the input heat map (Figure 13).

The SOM analysis of Basin X suggests a strong association between API, depth, FVF, and temperature based on similar trends mapped on the SOM input layers (Figure 12). Therefore, these four attributes were chosen to review feature dependencies and to select the combination of input attributes that optimise the prediction accuracy. The aim of this step is to identify which combinations of input attributes are most relevant to predict others. We used a simple KNN cross-validation method to demonstrate how the relevancy of the input variables changes when more attributes are used for prediction. We conducted experiments using one and two input attributes to demonstrate the change in relevancy with the number of inputs. We also tested the relevance of viscosity, which appears to show an inverse trend with depth compared to API, FVF, and temperature (Figure 12) and conducted a final experiment using all four input attributes.

3.3. Feature Selection: KNN

In the first experiment, pairs of attributes were checked to see if one could be used to predict the other in a simple linear or non-linear regression in two-dimensional space (Figure 14). Cross-validation (CV) error curves demonstrate a systematic decline with no strong minima. This means no single attribute is relevant to another in two-dimensional space.
Figure 13. Input layers for depth, pressure and temperature, and the resulting U-matrix for all attributes for Basin Y. Cool colours indicate small distances between data points (clustering), warm colours represent large distances between data in multidimensional space.

Figure 14. KNN cross-validation (CV) error curves for each variable (API, depth, FVF, temperature) in 2-dimensional space. The input feature is listed on the horizontal axis, and the target variable listed on the vertical. Where the error curve (red) has a declining shape with increasing number of neighbours (x-axis), the target variable does not depend on the distance between the input data and is therefore not relevant to input features.

In the second experiment, we used combinations of any two attributes to predict a third (Figure 15). Some of the combinations demonstrate noticeable minima of the CV error.
curves, indicating those pairs of inputs can be deemed relevant for predicting the target attribute. Key observations are:

- **API**: The CV error minimum corresponds to $K = 5$ neighbours with FVF and temperature as the inputs (Figure 15a). An increasing CV error with increasing neighbours indicates a level of predictability based on the clustering of these data. Other combinations—FVF and depth, depth and temperature, show little relevancy to predict API with no apparent minima on the error curve (Figure 15a). This suggests that depth has little relevance to API values in this reservoir dataset.

- **Depth**: API and FVF appear to be the most relevant combination of inputs to predict depth. API and temperature show a very weak (but still detectable) minima (Figure 15b).

- **FVF**: Any pairs of attributes appear to be relevant to predict FVF. $K = 2$ neighbours give the minimum error with API and temperature attributes as inputs. Depth and temperature have the optimal $K = 4$, and API and depth input attributes give an optimal $K = 8$ (Figure 15c).

- **Temperature**: Clustering of temperature data is seen with respect to API and FVF, with little to no relationship identified with any other combination (Figure 15d).

![Figure 15. KNN cross-validation (CV) error curves for each variable in three-dimensional space. The input features are listed on the horizontal axis, and the target variable listed on the vertical where: (a) API; (b) depth; (c) FVF; (d) temperature. Where the error curve (red) has a declining shape with increasing number of neighbours (x-axis), the target variable does not depend on the distance between the input data and is therefore not relevant to input features. An error curve that features a distinct minimum corresponds to a KNN estimate for data that can be spatially correlated.](image-url)
Finally, we used four input attributes to analyse the relevancy. Viscosity was added to the pool of attributes as it showed the inverse trend relative to API, depth, FVF and temperature (Figure 12). An associated, but inverse trend indicates that it also has a dependency to the other four attributes. The CV error curve demonstrates strong minima for all combinations of the 4 variables to predict the 5th (Figure 16). The optimal number of neighbours varies from $K = 4$ to predict FVF and depth, $K = 5$ for API prediction, $K = 10$ for viscosity prediction and $K = 19$ to predict the temperature. Temperature shows the weakest minimum in the CV curve, indicating poor relevancy in four-dimensional space compared to using just API and FVF as input features (Figure 15).

**Figure 16.** KNN cross-validation (CV) error curves for each variable (API, depth, FVF, temperature, viscosity) in five-dimensional space.

### 3.4. Prediction and Confidence

We have evaluated the predictability of FVF based on the inputs API, depth, temperature and viscosity. FVF has been chosen as a test case as it is an important input to the HCIIP equation (Figure 2) and shows a strong level of potential dependency to the four input variables in the data as indicated in the KNN cross-validation curve (Figure 16). Outliers were detected and removed with hierarchical clustering to avoid the impact of abnormal values that may distort the predicted dependencies. Ten clusters were used to remove 44 outliers. Clusters C10, C7 and C5 were selected for modelling (Figure 17a). The 6348 data points were split into training (75%) and test (25%) datasets. Prediction of missing attribute values was computed using a supervised learning algorithm: Random Forest (RF) [32]. The model was built with 20 decision trees and a minimum number of splits limited to 5 to control growth.

When the RF-predicted FVF values are plotted against depth (Figure 17b), the distribution is remarkably similar to the recorded FVF (Figure 17a). However, when random forest data points are coloured based on their original FVF, some errors are clearly seen, particularly for high FVF values (identified in yellow in Figure 17b). Model evaluation (Table 1) gives a mean squared error (MSE) of 0.004, and a R-squared value of 0.861. R-squared is used to determine how well the model fits the data, with 1.0 indicating a perfect fit. In this case, the model R-squared evaluation indicates a good level of predictability at 0.861, or 86.1%.

**Table 1.** Prediction error and effectiveness for various input scenarios. Three models were run: one on the complete dataset (including outliers), one for clusters C10, C7 and C5, and one for C10 only. MSE = Mean Square Error; R2 = R-squared, or the coefficient of determination.

| Input Clusters   | MSE   | R2   |
|------------------|-------|------|
| Clusters C1–C10  | 0.004 | 0.858|
| C10, C7, C5      | 0.004 | 0.861|
| C10 only         | 0.002 | 0.828|
Figure 17. Results from random forest learning. (a) Recorded FVF values plotted against depth. Hierarchical clustering was used to remove outliers. Three clusters (C10, C7 and C5) were used for model training. (b) FVF predictions (based on API, depth, temperature and viscosity data) plotted against depth. Data points are coloured based on their actual recorded FVF value. Some regions of incorrectly predicted values are identified, particularly at greater depths. Cross-plots modified from Orange Data Mining software [27].

The model was also run for the full dataset (Clusters C1–C10) in order to assess the impact of outliers in the data. Model evaluation gives a MSE of 0.004 and R-squared value of 0.858 (Table 1). This minor reduction in the accuracy of the predictions indicates that it is beneficial to complete data cleaning prior to modelling. Finally, the model was run using cluster C10 only—removing the high FVF populations (Figure 17a). This also marginally reduces the level of predictability (R-square value of 0.828, Table 1). Importantly, the removal of Clusters C5 and C7 could lead to FVF values being under-estimated in deeper wells. It is, therefore, necessary to assess the geological validity of clusters in the data, and balance model accuracy while also ensuring the model is fit for purpose.

Finally, the model was trained using different input attributes to assess model effectiveness when using 2-, 3- and 4-input attributes. This is a likely scenario when incomplete datasets have partial data coverage, and fewer than optimum number of input attributes (as is the case for Basin X which is lacking pressure data). Table 2 demonstrates that using all available attributes increases the accuracy of the model, however, there is a fair-to-good level of predictability where only 3 or 2 input variables are used. Of note, error is comparable when FVF is predicted using two variables (temperature and viscosity: MSE = 0.004, R2 = 0.845), or all four variables (API, depth, temperature and viscosity: MSE = 0.004, R2 = 0.861). These results demonstrate that despite all the attributes being relevant, not all are required for reasonable predictions to be made.
Table 2. Prediction error and effectiveness for the prediction of FVF across various input scenarios. Models were run to test model effectiveness for different input variable combinations to train the model. MSE = Mean Square Error; R² = R-squared, or the coefficient of determination.

| Variables Input                          | MSE  | R²  |
|-----------------------------------------|------|-----|
| 4 API, depth, temp, viscosity           | 0.004| 0.861|
| 3 API, depth, temp,                     | 0.006| 0.776|
| 3 API, depth, temp, viscosity           | 0.005| 0.811|
| 3 API, temp, viscosity                  | 0.004| 0.848|
| 3 Depth, temp, viscosity                | 0.004| 0.853|
| 2 API, depth                            | 0.010| 0.661|
| 2 API, temp                            | 0.007| 0.756|
| 2 API, viscosity                        | 0.006| 0.793|
| 2 Depth, temp                          | 0.010| 0.647|
| 2 Depth, viscosity                      | 0.006| 0.805|
| 2 Temp, viscosity                       | 0.004| 0.845|

4. Discussion

4.1. Reservoir and Fluid Property Dependencies

Unsupervised Learning through SOM provides an initial assessment of trend similarities in large datasets. Individual input layers to the U-matrix reveal similarities in data distribution for a number of attributes (Figure 12). These similarities are particularly marked for the API, depth, FVF and temperature attributes, and viscosity which shows the inverse trend. We herein group these attributes as ‘reservoir fluid attributes’ since they relate to the hydrocarbon fluids within the reservoir.

Cross-plots confirm that attributes API, temperature and FVF systematically increase with depth (Figure 18), and viscosity decreases with depth (Figure 18). Key observations are: (i) a strong relationship between depth and temperature, with clear outliers; (ii) a general increase of API with depth; (iii) a subtle, nonlinear increase in FVF with depth; and (iv) a systematic decrease in viscosity with depth. Despite cross-plots showing clear trends (linear, polynomial and exponential), 2-dimensional cross-validation of KNN shows little evidence for clustering, and therefore, low levels of predictability (Figure 14). The use of multiple variants is therefore required to predict missing values.

Cross-validation of KNN in three- and five-dimensions (Figures 15 and 16) indicate that there is some level of predictability within the reservoir fluid attributes. To improve predictability, attributes may benefit from selective input where they show higher levels of predictability in multidimensional space. For example, when four attributes (API, depth, FVF, and viscosity) are used as inputs, temperature demonstrates a high k value, and no marked cross-validation error with increasing number of neighbours (Figure 16). This suggests that there is not a strong relevance between temperature and the other four attributes together. However, the CV curves in Figure 15 show a higher degree of predictability when dependencies to API and FVF are assessed only.
The SOM and cross-validation of KNN presented for Basins X and Y demonstrate a level of dependency between API, depth, FVF, pressure, temperature and viscosity. This is largely in agreement with known subsurface trends:

- **Temperature-Depth Relationship:** It is well documented that in the subsurface, temperature tends to increase with depth. The geothermal gradient is a measure of the change in temperature with depth and is closely related to the thermal conductivity of the rocks in the subsurface. Temperatures increase with depth due primarily to the decay of radioactive elements, such as potassium, thorium and uranium within minerals. Gradients can increase locally where magma emplacement occurs, or where crustal lithology is rich in radioactive elements (as in the case for many granites). Locally, the geothermal gradient may also be lower than expected where highly thermal conductive facies such as salt are present in the subsurface. Additionally, recorded temperatures may be distinct from the geothermal gradient due to local drilling effects (measuring artifacts) or human error. In the case of Basins X and Y, both show a linear relationship between depth and temperature, indicating that there are no unusual regions of heat flow (Figures 7, 8 and 18). This may not be the case in all basins, and care should be taken in volcanically active regions and salt basins. We note that Basin Y displays six values that are anomalously high but appear to increase with depth on a separate gradient (Figure 8). Further inspection of these values suggests that they represent measurements in degrees Fahrenheit (while the remaining dataset is in degrees Celsius). Such anomalies demonstrate the importance of step 1 of our workflow: exploratory data analysis, and its role in identifying incorrect or inconsistent units or data entry points.

- **Pressure-Depth Relationship:** No pore-fluid pressure data are available in the Basin X dataset; however, Basin Y data show a clear linear increase in pressure with depth. A linear increase in both hydrostatic and lithostatic pressure is expected with depth where fluids are in communication. Deviations from normal hydrostatic pressure can occur when fluids cannot escape and become over-pressured. Such outliers may limit the ability to accurately make predictions (regardless of their validity).

- **API-Depth Relationship:** Fluid gravity (API) is a measure of how heavy or light a hydrocarbon liquid is, and tends to increase with temperature, and therefore, depth. API values greater than 10 are those fluids lighter than H₂O. Therefore, any values in the dataset lower than 10 can be deemed erroneous, or measured in the water leg and provide no information on the hydrocarbon fluids within the reservoir. The higher the API gravity value, the lighter the hydrocarbon fluid. Therefore, fluids with higher API
values (gas, gas condensate) will accumulate in hydrocarbon traps above ‘heavier’ fluids (oils). Where traps are filled to spill, the later addition of gas may cause the displacement and remigration of oil to shallower reservoirs. Where underfilled, oil and gas columns can both be present in the trap. Basin X is a predominantly oil-prone basin and shows a linear trend of increasing API with depth. This is consistent with the assumption that source rock maturation increases with depth. The large degree of noise in the data could be accounted to different migration distances from the source rock. Abnormally low API values at shallower depths have been reported in other basins (e.g. in the North Sea [39]) as a result of biodegradation in lower temperature reservoirs. However, no significant modification to the API values due to biodegradation are seen in the Basin X dataset (Figure 18). Basin X is an oil-dominated basin, however, where a basin is mixed oil-gas, it is expected that API values will vary with depth. This is what is observed in the Basin Y API-depth cross-plot (Figure 8) which shows a much greater degree of scatter. This suggests that API would be more challenging to predict in a mixed oil-gas basin.

- **Viscosity-Depth Relationship:** Viscosity is a measure of the amount of resistance to flow the oil displays. Higher values indicate more resistance to flow. Viscosity is known to be closely associated with API, Temperature and Pressure [16]. When used with compositional data in the form of Watson’s characterization factor [40], a clear inverse relationship between chemical composition, API and viscosity of oil can be seen. Viscosity is known to decrease with increasing temperature and pressure (up to the bubble point). In Basin X, the relevance of viscosity is confirmed by the KNN cross-validation curve against the other reservoir fluid attributes (Figure 16), and a good level of predictability is expected. The viscosity-depth plot shows a decreasing trend with depth (Figure 18). Note that viscosity plots on a log scale, which is an additional challenge when completing outlier detection and hierarchical clustering. A number of high cP values occur below ca. 250 m that can likely be attributed to heavy oils as a result or biodegradation.

- **FVF-Depth Relationship:** The Formation Volume Factor (FVF) is a key input to the HCIIP equation (Figure 2). For an oil accumulation, the oil formation factor corrects for the change in volume of oil at stock tank conditions compared to those under elevated pressure and temperature conditions in the reservoir. FVF is also closely linked to the level of gas saturation (GOR) [7]. Basin X shows increasing FVF values with depth on a nonlinear trend and increasing scatter with depth (Figure 18). This increasing variability of FVF with depth could be due to increasing gas solution, as is expected with the increasing API seen with depth.

The relevance of these five attributes has been shown through unsupervised (SOM) and supervised (cross-validation of KNN) learning. Review of these dependencies are geologically viable and are largely driven by increasing pressure and temperature conditions with depth (Figure 19). A number of valid explanations for outliers have been identified which may alter the data trends and care should be taken to understand the reason for outliers to determine if they should be removed from clustering analysis.

### 4.2. Machine Learning as a Predictive Tool for Reservoir Characterisation

A primary aim of this analysis was to determine if machine learning could be used to increase data coverage in large datasets, specifically those which are inputs to the HCIIP formula (Figure 2). We tested whether missing FVF values in the dataset could be estimated using API, depth, temperature and viscosity data. These attributes are a subset of the PVT (pressure-volume-temperature) properties that reservoir and production engineers require to characterise the reservoir fluids and plan for production. Our results show that FVF predictability is possible (Figure 17, Table 1) even where traditional correlation inputs are unavailable (e.g., GOR, pressure).
Modelling error was tested using two, three and four input variables when predicting FVF (Table 2). Despite all the input attributes being relevant, Table 2 demonstrates that not all are required for effective predictions to be made. By using two or three selected inputs, data coverage can be increased without compromising model accuracy. In this case, just temperature and viscosity are required, with API and depth being relevant, but not essential for FVF predictability (Figure 15). In large datasets with partial input coverage, targeting the optimal predictor inputs will maximise the number of estimated data points added without a loss of prediction quality.

The example herein examined FVF, which forms one input to the HCIIP formula (Figure 2). Future research will assess predictability for remaining inputs: area, gross thickness, net thickness, porosity, and saturation. Initial results from unsupervised learning (Figure 12) indicate trends in the porosity, permeability and saturation data which may allow for a level of predictability. Area and thickness measurements may be more challenging to predict without additional geological information. Further work is also required to assess possible imbalance data artifacts for reservoir attributes, as we note that a number of attributes show a skewed distribution or inconstancies in data inputs (for example, integer vs. decimal input values (Figure 6)). Addressing possible data imbalance beyond hierarchical clustering techniques may increase predictability further.

Whilst large, incomplete datasets, such as those used in this study, are not the optimal source of detailed reservoir information to inform prospect- or field-specific information, estimation of missing values on basin-wide datasets provides valuable information to explorationists, allowing for basin screening and provide a better understanding of play- and basin-reserves. This can ultimately support data-driven decision making during the early stages of the E&P cycle. A strong over-riding geological understanding is required to assess machine learning results and assess the validity of data outliers and make geologically valid recommendations for subsurface risking. Combined data- and geoscience input is required to assess the nature of data, errors, interpretation and data dependencies and place these within a geological context.

4.3. Future Applied Usage of Big Data in Subsurface Science

This study has built a workflow for the assessment of reservoir data in two mature petroleum basins and tested if improvements in data coverage through the prediction of missing values is possible. In mature basins where exploration and production may have occurred for 50+ years, it is common to have erroneous or partial well data. This can
be a factor of many reasons such as incomplete data suites being collected at the time of drilling due to the objectives of the well, cost, or technical constraints [9]. Data loss is also common through poor or inconsistent data management practices over the time since the well was drilled, or due to data being deleted by operators and service companies after their objectives have been met [42].

Data visualisation is a powerful tool to allow the geoscientist to assess the data quickly and efficiently and explore if data outliers are geologically valid or erroneous. Understanding data distribution may also identify unexpected areas of low (or high) coverage where data are absent or incorrect. We demonstrate that data visualisation in multi-dimensional space is beneficial for understanding data distribution, including outliers, and can inform inputs to stochastic simulation when calculating reserves. This data-driven approach could allow for a better quantification of subsurface uncertainty and economic risk in exploration and production [3]. Finally, increasing attribute coverage in large datasets can aid all aspects of the petroleum value chain from exploration, appraisal, development, production and enhanced recovery [3]. For example, increasing temperature coverage can reduce the risk in exploration. Temperature data are often absent or erroneous in legacy wells but are an important input to basin modelling to de-risk source rock generation and charge [41].

It should be noted that the applications of these datasets are not limited to the petroleum industry. The dependencies identified and discussed herein also have important relevance for emerging energies such as geothermal which relies on understanding temperature and pressure data. Subsurface storage of CO$_2$, Hydrogen and Methane will be integral to the energy transition. Utilising and repurposing datasets from mature hydrocarbon basins is a cost-effective way to gather important pressure, temperature and reservoir property data to assess and de-risk potential storage sites. There are many uses for ‘big data’ collected by the petroleum industry. However, for their effective use, careful data QC and exploratory data analysis with geoscience understanding are essential.

5. Conclusions

This study has demonstrated the use of a data mining workflow to constrain predictions of reservoir conditions and fluid properties using real-world datasets from two mature hydrocarbon basins. The sequential workflow addressed the following principle aims: (i) assess the adequacy of the data by streamlining the process of outlier detection, error detection and identifying natural artifacts in the data; (ii) identify dependencies within the data subject to the identified distinct groups of data clusters; and (iii) improve data coverage by estimating missing data values based on the identified data dependencies.

We note that outliers identified in the data are not always erroneous data values but may be geologically valid. This was seen in Basin X which contained a small number of giant fields significantly larger in area than the median field size. Other processes such as biodegradation generate secondary populations in multivariate datasets. It is therefore of key importance that the data scientist works closely with a subsurface specialist to ensure that data are not disregarded and disposed of incorrectly. Combined data- and geo-science input is required to assess the nature of data, errors, interpretation and data dependencies and place these within a geological context. Several demonstratable dependencies between attributes were identified in SOM and KNN analyses. Multivariate predictors used to estimate missing values require selection of the optimal combination of relevant attributes. Predictability within the data was demonstrated with an example of FVF: an important input to the HClIP equation. Increasing data coverage in legacy datasets has important implications for reducing risk in hydrocarbon exploration, development and production.

Despite the many benefits of using data mining and machine learning techniques on legacy data, these techniques are still underutilised by the hydrocarbon industry [4]. Access to legacy data, particularly data that have been cleaned and standardised, remains a challenge, and exploratory data analysis is a vitally important first step ahead of supervised and unsupervised learning. The workflow presented herein could reduce uncertainty and
aid decision making through the complete hydrocarbon value chain through exploration, appraisal, development and production. In addition, there is scope for legacy data and learnings from hydrocarbon basins to be repurposed to aid de-risking in emerging energy technologies, such as subsurface storage, carbon sequestration, and geothermal energy.
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