Forecasting new product demand using machine learning
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Abstract. The problem of predicting demand for a new product based on its characteristics and description is critical for various industrial enterprises, wholesale and retail trade and, especially, for modern highly competitive sector of air transportation, since solving this problem will optimize production, management and logistics in order to maximize profits and minimize costs. Classic demand forecasting methods assume the availability of sales data for a certain historical period, which is obviously not the case when concerning a new product. Most research papers are limited either to a specific category of goods or use sophisticated marketing methods. This paper proposes the use of machine learning methods. We used data about new product demand from the Ozon online store. The input data of the algorithm are characteristics such as the price, name, category and text description of the product. To solve the regression problem, various implementations of the gradient boosting algorithm were used, such as XGBoost, LightGBM, CatBoost. The forecast accuracy is now about 4.00. The proposed system can be used both independently and as part of another more complex system.

1. Introduction

In modern highly competitive economics accurate sales (demand) forecasting is necessary for success in various fields. Especially, in the field of air transportation. The proposed methodology can be especially useful in onboard trade and catering. Trading on board an aircraft is associated with great logistical difficulties and the range of products offered cannot be too wide. The introduction of new products into the assortment offered on board an airliner is especially costly and increased requirements are imposed on the forecasting algorithms. In the case of introducing into the assortment goods that will not be in demand, the costs and lost profits in the onboard retail trade would significant exceed those of traditional or e-commerce.

Companies must have the ability to adapt to a frequently changing environment. Accurate sales forecasting is critical for intelligent transportation [1] as far as it can optimize logistics, supply chain management and wholesale management. In retail trade (especially in E-commerce) one needs to manage assortment, so it is necessary to know which goods will be popular in the future. Accurate sales forecasting is certainly an inexpensive way to meet the goals, since this leads to improved customer service, reduced lost sales and product returns and more efficient production planning [2]. In production, forecasting is also needed to decide what types of goods to produce. In management, decision makers can optimize processes based on accurate forecasts. The problem of product demand forecasting is
especially critical in food retail where overestimated demand can lead to the spoilage of short shelf-life food products.

The proposed paper is based on data provided by Russian e-commerce company Ozon. The Ozon marketplace is a service with over 40 million unique visitors per month and more than 180,000 orders per day. So, even small improvement in forecast accuracy can lead to significant increase of company profit and customers can buy quicker and at lower price.

Literature research shows that there are several common types of papers related to the forecasting product demand. One of them uses marketing research methods like [3]. Marketing research needs a lot of human resources and it is highly unlikely they can be automatized. Other researchers [4] use classical statistic methods like Holt-Winters, ARIMA, SARIMA, SARIMAX, GARCH, etc. applied to historical data time series. Although such methods are well-developed and have high efficiency, we cannot use only them, because we work with new goods. In turn it means we do not have historical data for them. There are several types of new product introductions: new-to-the-world products, new-to-the-firm products, additions to existing product lines, improvements and revisions of existing products, etc. and none of them have historical data. Also, many researchers provide techniques which work well in special cases. For example, forecasting method for book sales proposed in [5], for 3D TV in [6], for oral care goods in [7].

The general objective of this work is to propose a forecasting method based on machine learning models to forecast the demand of new products satisfying the following conditions:

- does not depend on the type of goods;
- can work without history of sales;
- can work with large data set;
- no need for marketing research.

2. Methods

2.1. Machine learning

The machine learning discipline contains a lot of powerful methods to solve complex problems. There are several definitions of machine learning. One of the most reasonable is as follows: “A computer program is said to learn from experience E with respect to some task T and some performance measure P, if its performance on T, as measured by P, improves with experience E.” [8]. So, if our problem is too complex to be solved directly (with analytical or numeric methods) and we have enough data we can try to build a machine learning model able to extract knowledge from this data. During recent years, we can observe an increasing interest in this field due to several amazing results in different domains; for example, image processing, natural language processing, recommendation systems, games and even art. Such progress in developing machine learning algorithms can be explained by several reasons: the growing available amount of data, growing computational performance and developing effective algorithms.

Common machine learning project workflows consist of five main stages presented in figure 1 [9]. Usually, it is not enough to perform these procedures only one time. Several cycles are needed until the goal is achieved. Although there are automated machine learning (AutoML) techniques which try to automatically cover the complete pipeline, nowadays it does not work well when dealing with complex problems, so we need to release all the stages manually.
2.2. Data set description, feature engineering, validation and metric
At the stage of data exploration available data were examined. There were defined types, distributions, percentages of missing values and information was received from domain knowledge experts to understand which data is possibly useful for the problem solution. After that a data cleaning procedure was performed – outliers were removed, some rows with missing values were dropped. After all these procedures, the data set consisted of more than 4.5 billion samples of sales which were made from 2012 to 2020. There were data for about 89 000 items. An example of one item data is presented in figure 2. All data were divided by 24 categories like “Sport”, “Zoo”, “Furniture”, “Books” etc.

The next important procedures in the machine learning pipeline are feature processing and generation. All the data presented in this paper were taken from Ozon company database which stores the history of sales, pre-processed by means of Pandas library, and visualized using Matplotlib library. There are two commonly used approaches of feature generation – use already trained models for feature extraction or manually create features based on the domain knowledge. Figure 3 presents sales distributions by month and figure 4 presents sales by date. Obviously, time-dependent features contain useful information for our problem. Other important features are price, promotion and category. Although we could not use data about the history of each item’s sales, we used historical data grouped by categories. Examples of formulated features include such features as: “Average brand sales within a
group of products in the first week of products in stock”, “The ratio of price to average price of products from the same subtype” and so on. Our hypotheses about the importance of features will be checked after model learning. A summary about features is presented in table 1.

Table 1. Features types description.

| Category              | Features | Description                                                                 |
|-----------------------|----------|-----------------------------------------------------------------------------|
| Date                  | 8        | Features based on date: day of week, weekend etc.                           |
| Price and promotions  | 3        | Information about price and sales                                          |
| Identity              | 1        | Category                                                                    |
| Aggregates            | 2        | Averages over all available data on different aggregation levels            |

Figure 3. Sales distributions by month.  

Figure 4. Sales by date.  

For the correctness of training, validation and testing procedures, data were divided according to the rules of time series cross-validation as presented in figure 5. This avoided both types of data leaks from future and between items.

Figure 5. Time series and items cross validation.
In order to make reliable conclusions about the accuracy of the proposed model appropriate metric were chosen. Although there are a lot of different metrics, for example, Geometric Mean of the Relative Absolute Error (GMRAE) and Median Absolute Percentage Error (MdAPE) [10], standard Root-Mean-Square Error (1) (RMSE) was used for this research. The RMSE is one of the simplest metrics frequently used to draw conclusions about model accuracy both in time series forecasting and in standard regression models.

\[
RMSE = \left( \frac{\sum_{i=1}^{N}(x_i - \hat{x}_i)^2}{N} \right)^{1/2}
\]

where \(x_i\) are actual sales values, \(\hat{x}_i\) are predicted sales values and \(N\) is the sample size.

2.3. Gradient Boosting

The problem of forecasting new product demand can be treated as regression task. In this type of task, the computer program is asked to predict a numerical value given some input. To solve this task, the learning algorithm is asked to output a function \(f : \mathbb{R}^n \rightarrow \mathbb{R}\) This type of task is similar to classification, except that the format of output is different [11]. One of the best methods to solve regression task is gradient boosting. Boosting is a powerful technique for combining multiple ‘base’ classifiers to produce a form of committee whose performance can be significantly better than that of any of the base classifiers [12]. The advantages of boosting trees: natural handling of data of “mixed” type, handling of missing values, robustness to outliers in input space, computational scalability and, of course, high accuracy. Due to computational efficiency gradient decent learning algorithm described in table 2 was used [13].

There are three well-developed packages belonging to the family of gradient boosting decision trees: XGBoost, LightGBM and CatBoost. Each of them has advantages and disadvantages. For example, CatBoost shows the best results when the data contains many categorical features. In our case, the best result was achieved with LightGBM package.

**Table 2. GTB Algorithm description.**

**Algorithm 1: Gradient Tree Boosting for Regression.**

1. Initialize \(f_0 = \arg\min_{\gamma} \sum_{i=1}^{N} L(y_i, \gamma).\)
2. For \(m = 1\) to \(M:\)
   a. For \(m = 1, 2, ..., N\) compute
      \[
      r_{im} = -\left[ \frac{\partial L(y_i,f(x_i))}{\partial f(x_i)} \right]_{f=f_{m-1}} .
      \]
   b. Fit a regression tree to the targets \(r_{im}\) giving terminal regions \(R_{jm}, j = 1, 2, ..., J_m.\)
   c. For \(j = 1, 2, ..., J_m,\) compute
      \[
      \gamma_{jm} = \arg\min_{\gamma} \sum_{x \in R_{jm}} L(y_i,f_{m-1}(x_i) + \gamma) .
      \]
   d. Update \(f_m(x) = f_{m-1}(x) + \sum_{j=1}^{J_m} \gamma_{jm} I(x \in R_{jm}).\)
3. Output \(\hat{f}(x) = f_m(x).\)

where \(L(y, f(x))\) is a loss function, \(M\) is a number of iterations and \(J_m\) are the sizes of each of the constituent trees.

The gradient tree boosting algorithm has several hyperparameters like learning rate, maximum depth and minimum data in leaf needed to be adjusted. Grid search and manual search are the most widely used strategies for hyper-parameter optimization, but random search strategy for hyper-parameter was
used because in [14] it was shown empirically and theoretically that this optimization strategy is more efficient.

3. Results

The resulting learning curves are presented in figure 6. There are two important results displayed in learning curves. Firstly, despite the complex data, the error decreases during the learning process, which indicates that the algorithm is being trained correctly. Secondly, no increase is observed in the error on the validation set, which means that the effect of overfitting was successfully avoided, and the model will work correctly on new data.

The resulting feature importances are presented in figure 7. Feature importances show how much, on average, the prediction changes if the feature value changes. The most important features are date, price, and discount, but days of the week and aggregated features also contribute to final accuracy. The values of feature importances play an important role in the selection of features and have been used for this purpose.

![Figure 6. Learning curves.](image)

The best accuracy achieved at testing data set is RMSE = 4.00129. There are no published articles with results on the same data set, so it is not possible to compare results directly. This result was achieved at hyper-parameters presented in table 3. This parameter can be used by other researchers to solve the same or similar problem. In order to clarify how this result was obtained optimization table fragment is shown in table 4.

| Hyper-parameter          | Value  |
|--------------------------|--------|
| Learning rate            | 0.051  |
| Number of leaves         | 64     |
| Minimum data in leaf     | 12     |
| Number of iterations     | 243    |
There are a lot of forecasting techniques. Most popular methods are described in a detailed review - “A review of forecasting models for new products” [15]. But none of them are suitable for direct comparison with the proposed method because they do not satisfy the previously mentioned requirements. Disadvantage of the proposed method is that it works only on a large amount of data, which is relatively common for algorithms based on machine learning.

Table 4. Optimization procedure (fragment). Optimal values marked in bold.

| Learning rate | Number of leaves | Iteration | RMSE    |
|---------------|------------------|-----------|---------|
| 0.100         | 32               | 100       | 5.04192 |
| 0.100         | 32               | 200       | 5.04038 |
| 0.100         | 32               | 300       | 5.03282 |
| 0.100         | 32               | 400       | 5.02162 |
|               |                  |           |         |
| 0.051         | 64               | 240       | 4.00314 |
| 0.051         | 64               | 241       | 4.00259 |
| 0.051         | 64               | 242       | 4.00186 |
| **0.051**     | **64**           | **243**   | **4.00129** |
|               |                  |           |         |
| 0.001         | 128              | 100       | 4.20755 |
| 0.001         | 128              | 200       | 4.19667 |
| 0.001         | 128              | 300       | 4.18807 |
| 0.001         | 128              | 400       | 4.18365 |

Figure 7. Feature importance.

4. Conclusion
The proposed model satisfies initial conditions because it meets all the requirements – forecasting demand without any marketing research and to work independent of the type of goods and historical
data, so the goal of the paper has been achieved. This means that community can use this model for predicting software development which could successfully work with very complex problems of predicting new good demand. This model can be used by companies’ analysts for optimizing sales assortment, planning and logistic optimization. Also, this model can be useful for increasing the accuracy of other prediction systems as part of committee. Practical value of the obtained results for the international community in avia-industry is ability to use the proposed method to increase efficiency of logistics in onboard trade and catering. It is important due to high competitiveness of commercial air transportation. Yet another application is usage as a part of marketplace recommendation system. In future studies it is planned to improve accuracy by using features extracted from other types of data like images and videos.
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