Technical Note

An Adaptive Piecewise Harmonic Analysis Method for Reconstructing Multi-Year Sea Surface Chlorophyll-A Time Series

Yueqi Wang, Zhiqiang Gao and Jicai Ning

1. CAS Key Laboratory of Coastal Environmental Processes and Ecological Remediation, Yantai Institute of Coastal Zone Research, Chinese Academy of Sciences, Yantai 264003, China; yueqiwang@yic.ac.cn (Y.W.); zqgao@yic.ac.cn (Z.G.)
2. Shandong Key Laboratory of Coastal Environmental Processes, Yantai Institute of Coastal Zone Research, Chinese Academy of Sciences, Yantai 264003, China
3. Center for Ocean Mega-Science, Chinese Academy of Sciences, Qingdao 266071, China

Abstract: High-quality remotely sensed satellite data series are important for many ecological and environmental applications. Unfortunately, irregular spatiotemporal samples, frequent image gaps and inevitable observational biases can greatly hinder their application. As one of the most effective gap filling and noise reduction approaches, the harmonic analysis of time series (HANTS) method has been widely used to reconstruct geographical variables; however, when applied on multi-year time series over large spatial areas, the optimal harmonic formulas are generally varied in different locations or change across different years. The question of how to choose the optimal harmonic formula is still unanswered due to the deficiency of appropriate criteria. In this study, an adaptive piecewise harmonic analysis method (AP-HA) is proposed to reconstruct multi-year seasonal data series. The method introduces a cross-validation scheme to adaptively determine the optimal harmonic model and employs an iterative piecewise scheme to better track the local traits. When applied to the satellite-derived sea surface chlorophyll-a time series over the Bohai and Yellow Seas of China, the AP-HA obtains reliable reconstruction results and outperforms the conventional HANTS methods, achieving improved accuracy. Due to its generic approach to filling missing observations and tracking detailed traits, the AP-HA method has a wide range of applications for other seasonal geographical variables.
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1. Introduction

Satellite remote sensing is a useful tool for obtaining global-scale datasets synoptically [1,2]. Over the past several decades, numerous earth observation satellites have been specially designed to monitor land and oceans, and they have repeatedly collected information on the surface of the earth [3–5]. Remote sensing has been widely applied in many fields, providing various geographical and biological datasets [6–9]; however, it is challenging to obtain temporally and spatially continuous data series of high quality, mainly due to cloud coverage and other disturbances, such as atmospheric contamination, instrumentation malfunctions and the complexity of sea surface conditions [10–12]. Even though many noise reduction and image fusion studies have been performed to promote quality during the generation of these products, there gaps and noise in the produced time series probably remain that hinder their further application [13–15]. For example, a completed dataset is necessary for many statistical analysis approaches (e.g., cluster analysis and empirical orthogonal function (EOF) analysis) and is used to force physical models. In addition, for specific applications such as phenological studies, the missing...
data may lead to systematic biases in the calculation of phenological metrics [13]; therefore, an effective time series reconstruction technique is necessary to fill in missing observations and reduce residual noise in satellite products in order to acquire high-quality data series. For seasonal time series reconstructions, one needs to track not only the causes of persistent periodic patterns, which are generally represented by average annual models, but also aperiodic transient variations and inter-annual fluctuations [15–18]. Additionally, it is necessary to ensure accurate reconstruction and to maintain stable behaviors in various gap conditions in order to minimize the effects of missing values [13,14,19]. Ultimately, our goal here is to create an algorithm whereby one size fits all, i.e., an algorithm that can adapt to closely track a range of data variables with a minimum of hands-on fine-tuning of parameters [20].

In the last two decades, considerable effort has been concentrated on developing smoothing and reconstruction techniques for time series, which have mainly examined seasonal terrestrial vegetation indexes (e.g., normalized difference vegetation index (NDVI)) [6], such as time domain local filters (e.g., Savitzky–Golay filter [21] and Whittaker filter [22]), function-based fitting (e.g., asymmetric Gaussian function fitting (AG) [23] and double logistic function fitting (DL) [6]), wavelet-based transform methods (e.g., Fourier transform) [24] and others [25–27]. In general, each method has its own advantages and drawbacks, and the choice of a method mainly depends upon the characteristics of the target dataset and its application [25]. Among these methods, the harmonic analysis of time series algorithm (HANTS) was found to reconstruct time series well due to its flexible capacity in modeling seasonal observations with multiple growth cycles [25,28]. The HANTS algorithm is flexible and can satisfy various purposes through specific modifications. For instance, the classical HANTS method is commonly used to address the average annual behavior of time series, while the non-classical HANTS method was mainly designed to accommodate uneven time samples and various gap conditions in order to delineate different annual behaviors over multiple years [24,29]. In addition, the schemes used for gap prefilling and spatial–temporal information integration significantly improved the performance of the HANTS algorithm when it was applied for time series reconstruction with frequent gaps [30]; however, two major issues remain to be addressed in order to further promote confidence in and the convenience of the HANTS method. First, the harmonic orders in previous HANTS methods were generally empirically defined, meaning there is a need for objective criteria [28]. Second, to our knowledge, few studies have examined the performance of HANTS when applied for long-term data series reconstruction, particularly with extensive missing observations. To date, although previous studies have mentioned that the piecewise scheme might be useful in improving the capability of harmonic-based methods in tracking profile traits [20,28,29], there have been no dedicated study performing systematic experiments on this subject.

In this study, we propose an adaptive piecewise harmonic analysis (AP-HA) approach for reconstructing long-term satellite time series with various seasonal periodicities. First, a global harmonic fitting approach embedding a cross-validation scheme is used to determine the optimal harmonic order adaptively and provide initial estimates of the missing observations. Second, an iterative piecewise fitting procedure is applied to improve the capability of the harmonic method in tracking local intra-annual and inter-annual traits of the profile. We examine the use of the AP-HA method for the reconstruction of a satellite-derived sea surface chlorophyll-a dataset and achieve significant improvements in performance when compared with conventional HANTS methods.

2. Materials and Methods

2.1. Conventional HANTS Algorithm

The HANTS algorithm was primarily developed based on the Fourier transform to deal with irregularly spaced time series and to remove contaminated values in terrestrial NDVI time series [31,32]. This algorithm considers only the most significant frequencies expected to be present in the time series and represents the periodic function as a summa-
tion or integration of simple functions of sines and cosines. In practice, this method applies a least squares fit to the data series by using a harmonic-based composite model. The basic formula for the HANTS model generally consists of a polynomial trend and a harmonic cycle, which is expressed as:

\[ Y(t_i) = Y_r(t_i) + \varepsilon \]  

(1)

\[ Y_r(t_i) = \sum_{j=0}^{L} c_j t_i^j + \sum_{k=1}^{N} \left[ a_k \cos \left( \frac{2\pi k T}{T} t_i \right) + b_k \sin \left( \frac{2\pi k T}{T} t_i \right) \right] \]  

(2)

where \( Y_r \), \( Y \) and \( \varepsilon \) are the reconstructed, original and error series, respectively. \( T \) is the characteristic fundamental period (which is typically one year), \( t_i \) is the time when \( Y \) is observed and \( k \) is the harmonic order with a maximum of \( N \). Here, \( j \) is the polynomial degree, with a maximum of \( L \), while \( a_k \) and \( b_k \) are the coefficients of the corresponding cosine and sine components, respectively, and \( c_j \) is the coefficient of each polynomial term.

2.2. Algorithm of Adaptive Piecewise HANTS (AP-HA) Method

The AP-HA algorithm was mainly designed based on the principles of conventional HANTS algorithms [29]. Two main innovative strategies were developed to improve the reconstruction performance. One strategy involves model selection based on the cross-validation method, which adaptively chooses the optimal harmonic formula. The other strategy is an iterative piecewise fitting procedure, which aims to better track the short-term intra-annual variations and long-term inter-annual fluctuations. In the following, we describe the main steps of the AP-HA implementation using the flowchart shown in Figure 1.

![Flowchart showing the reconstruction process of a time series using the AP-HA method.](image)

**Figure 1.** Flowchart showing the reconstruction process of a time series using the AP-HA method.

2.2.1. Step 1: Preprocessing of the Original Data Series

The original data series of a pixel contains both existing and missing observations. Before reconstruction, 20% of the existing observations in the target data series were randomly selected as the testing dataset and the remaining 80% of the existing observations
were the training dataset. The training dataset was mainly used for model fitting, while the testing dataset was used for progressive cross-validation of the fitted results.

2.2.2. Step 2: Initial Global HANTS Fitting

In this step, a global HANTS fitting process (shown in Equation (1)) was preliminarily carried out on the training dataset to construct a simple average annual model for the target data series (see Figure 1). Here, both the maximum of the polynomial degree (L in Equation (1)) and the harmonic order (N in Equation (1)) were set in the range of 0 to 13, which resulted in a total of 196 candidate models. The optimal harmonic formula was determined through cross-validation as the one with the minimum RMSE (root mean squared error) values between the fitted and original values over the testing dataset. The established global harmonic model serves a two-fold purpose. First, it provides an initial estimate of missing observations in the data series, particularly for extensive continuous data gaps, which might generate spurious artifacts in the progressive harmonic fitting procedure [30]. Second, the harmonic order of the global harmonic model can be used for the iterative piecewise fitting procedure, as demonstrated in step 3. As a result, a new cloud-free data series was synthesized by integrating raw values of existing data points with prefilled values of missing data points. Specifically, the existing observations in the training dataset were kept as their original values, while the values for gaps were prefilled by the initial global harmonic model in this step.

2.2.3. Step 3: Iterative Piecewise HANTS Fitting

To better account for local intra-annual and inter-annual traits in the multi-year data series, the piecewise fitting approach could be a potential scheme solution, as proposed in AG and DL methods [23]. When AG and DL methods are applied on long-term data series with multiple cycles, the entire data series are first divided into successive subseries according to the peaks and troughs, then each subseries is individually fitted and finally merged into a global data series. As a consequence, AG and DL methods, which primarily extract the locations of peaks and troughs in the data series, are necessary but time-consuming; however, for harmonic function, it is not necessary to divide the long-term time series around the local peak or trough, as is the case with AG and DL methods. Here, we simply divided the original data record into multiple annual subseries with one year step from the first observation. We then fit a HANTS model consisting of a constant and fixed harmonic order (as the harmonic order of the initial global harmonic model in step 2) to each subseries. A global function could then be merged using the weighted average method.

The local piecewise fitting and subsequent global merging scheme is illustrated in Figure 2 with an example time series. Specifically, the predefined HANTS function was successively fitted to each subseries, resulting in a series of local functions, then the curve of each overlapped segment was merged with the two adjacent local functions. In general, the global functions \( Y_{r*} \) can be calculated as:

\[
Y_{r*}(t_i) = \left[ 1 - \alpha(t_i) \right] \times Y_{r1}(t_i) + \alpha(t_i) \times Y_{r2}(t_i), \quad T_2 \leq t_i < T_3
\]

\[
\alpha(t_i) = \frac{(t_i - T_2)}{(T_3 - T_2)}, \quad T_2 \leq t_i < T_3
\]

where \( Y_{r1} \) and \( Y_{r2} \) are the local functions of subseries from \( T_1 \) to \( T_3 \) and \( T_2 \) to \( T_4 \), respectively; \( \alpha \) is the weight of each observation.
In fact, the average annual pattern constructed by the global HANTS fitting algorithm in step 2 is not strictly equivalent to the actual profile during a specific year, which might result in unrealistic biases between piecewise fitted values (obtained in step 3) and the original values of existing observations. In order to make the fitted values approach the original values of existing observations as closely as possible, an iterative fitting process based on the cross-validation was designed. After the first piecewise fitting process, the training dataset was updated, with the missing observations being replaced by the new fitted values, then the RMSE between the original and piecewise fitted values for the testing dataset was calculated and recorded. Then, we ran another piecewise fitting procedure on the updated training time series and calculated the RMSE for the testing time series from the new piecewise fitted values. This process iterates as the RMSE gradually decreases. The iterations stop when the RMSE starts to increase, then the final reconstructed data series can be obtained as the piecewise fitted data series from the last iteration, which will have the lowest RMSE value (see Figure 1).

2.3. Evaluation Strategy

The main objective of this study was to construct an improved version of the conventional HANTS algorithms to achieve greater accuracy and to allow adaptive optimization when applied for multi-year time series reconstruction; therefore, to assess the performance of the AP-HA method, it was directly compared with conventional HANTS approaches, which are generally implemented with empirical parameters (i.e., polynomial degree and harmonic order). In this study, the candidate HANTS models were HA31, HA53, HA75 and HA97, with polynomial degrees (L in Equation (1)) and harmonic orders (N in Equation (1)) set to 3 and 1, 5 and 3, 7 and 5 and 9 and 7, respectively. HA-CV refers to the initial global HANTS model obtained through cross-validation in step 2. As stated in Section 2.2.1, the original dataset was randomly divided into training and testing datasets. The root mean square error (RMSE) between the fitted values and original values for the testing dataset was used for quantitative evaluation. Visual inspections of temporal and spatial variations in the reconstructed and original data series and images were used for qualitative evaluation.

2.4. Sea Surface Chlorophyll-a Dataset

In this study, the weekly composite satellite-derived sea surface chlorophyll-a (CHL) data over the Bohai and Yellow Seas (BYS) of China (Figure 3) were employed to ex-
amine and compare the performance of the candidate reconstruction techniques. Level 2 daily remote sensing reflectance ($R_{rs}$) images from the moderate-resolution imaging spectroradiometer (MODIS) on the Aqua satellite with local area coverage (LAC) during the period from 4 July 2002 to 31 December 2018 were downloaded for the geographic area of 117–127°E by 31–41°N from the OceanColor website of the Goddard Space Flight Center (http://oceancolor.gsfc.nasa.gov/). The daily $R_{rs}$ images were remapped onto a common 1/24° × 1/24° grid based on linear interpolation for convenience and to reduce the data volume for data analysis. A regional statistical GAM (generalized additive model) algorithm was used to calculate the daily sea surface CHL based on $R_{rs}$ datasets, which have improved accuracy in both magnitude and seasonality when compared with the standard OC3M (ocean CHL three-band algorithm for MODIS) algorithm [33]. The daily CHL images were merged to weekly images using median values, and finally a weekly composite dataset with 240 × 240 spatial pixels and 858 temporal steps (with 52 steps in a complete year) spanning from July 2002 to December 2018 was constructed for further analysis. The weekly composite CHL dataset contained lots of missing observations, with a total percentage of 63.6%. The temporal profiles of sea surface CHL in this area are mainly governed by periodic seasonal patterns and can theoretically be fitted with a series of harmonics [34,35]. Therefore, the harmonic-based algorithms could be used to simulate and reconstruct CHL time series; however, due to their log-normal distribution characteristic, the CHL values should be log-transformed (on the base of 10) before all analyses [36].

Figure 3. Location of the study area overlaid with a composite image of satellite-derived sea surface chlorophyll-a concentrations during 10–16 September 2013.

3. Results

The AP-HA method and other candidate methods were applied to the CHL dataset pixel-by-pixel to reconstruct long-term complete data series of each pixel. In this section, the AP-HA method was first illustrated on a selected CHL time series as an example. Then,
the reconstruction performance of all methods was quantitatively evaluated and visually inspected.

3.1. Illustrating the AP-HA Implementation on a Profile

The panels in Figure 4 illustrate the results for each step in the AP-HA algorithm when implemented on a selected CHL time series. Following the AP-HA algorithm, the original data series was randomly divided into training data series and testing data series with percentages of 80% and 20%, respectively (Figure 4a). Then, the global HANTS fitting was applied on the training data series to acquire its average annual model. Through cross-validation based on the testing data series, the optimal average model was constructed with the 9th-order polynomial and 3rd-order harmonic, as shown in Figure 4b. Using the average annual model, the missing values in the training data series were roughly filled, which resulted in an updated training data series without gaps. Then, the iterative piecewise fitting procedure was applied on the new training data series to produce multiple fitted data series, which gradually converged to the final reconstructed data series after 8 iterations, giving the minimum RMSE for the testing data series (Figure 4c). The reconstructed data series reproduced the seasonal patterns quite well and better tracked the traits of intra-annual and inter-annual variations (Figure 4c).

Figure 4. Example of a CHL time series and the outputs in the different steps of the proposed AP-HA method. Data series result from the three steps: (a) preprocessing of the original data series; (b) initial global HANTS fitting; (c) iterative piecewise HANTS fitting.
3.2. Overall Quantitative Evaluation

Table 1 presents the RMSE values for the candidate methods over the training and testing datasets, respectively. Among the conventional HANTS methods, the RMSE values of the training dataset continuously decreased with increased harmonic orders in the models, which confirmed that the higher harmonic orders in HANTS better approach the original observations [28]. In contrast, based on the independent testing dataset, the HA53 method achieved the lowest RMSE value of the conventional HANTS methods. These results indicate that the parameters (i.e., the polynomial degree and harmonic order) of the HANTS models should be appropriately defined in order to obtain the best performance for the purpose of reconstructing missing data. The AP-HA method clearly exhibited the best performance out of the two datasets (i.e., training dataset and testing dataset), as indicated by having the lowest RMSE values for the testing dataset. In addition, the lower RMSE achieved by the HA-CV method than by the four conventional methods indicates the effectiveness of cross-validation in improving the reconstruction accuracy. The iterative piecewise fitting further improved the accuracy, as indicated by the lower RMSE of the AP-HA method than that of the HA-CV method.

**Table 1. Statistics for the RMSE values for the candidate HANTS methods.**

| Dataset   | HA31 | HA53 | HA75 | HA97 | HA-CV | AP-HA |
|-----------|------|------|------|------|-------|-------|
| Training  | 0.224| 0.198| 0.192| 0.188| 0.195 | 0.155 |
| Testing   | 0.229| 0.207| 0.281| 0.303| 0.197 | 0.188 |

3.3. Visual Inspection of Typical Data Series

The multi-year CHL time series reconstructed by candidate methods were plotted against different years in order to visually compare their capabilities in tracking the intra-annual and inter-annual traits of the original time series. Two original CHL time series associated with the reconstructed profiles are given as examples in Figures 5 and 6. Figure 5 presents a typical CHL profile with a unimodal annual pattern, while Figure 6 presents a typical CHL profile with a bimodal annual pattern. As Figure 5 shows, all methods did well in reproducing the average seasonal pattern with a single peak in summer and a single trough during winter; however, the reconstructed profiles using conventional methods appeared to be too stiff to track the fine structure of the data series, and were particularly unresponsive to the transient changes in the data series (Figure 5b–f). In comparison, the AP-HA profiles exhibited the best representation of the detail traits of the original data series, capturing the peak and trough values particularly well. In a quantitative assessment, the AP-HA method achieved the highest accuracy with a 9th-order polynomial and 3rd-order harmonic (RMSE = 0.134). Even though the same harmonic order was used, the AP-CV still achieved lower accuracy (RMSE = 0.161) than the AP-HA method, demonstrating the benefits of the iterative piecewise fitting scheme in the AP-HA method. For the bimodal pattern shown in Figure 6, the CHL seasonality with two peaks in spring and autumn and two troughs in summer and winter was well reproduced by all techniques. In comparison, the AP-HA profile exhibited the best representation of the detail traits when compared to the original data series, capturing the peaks and trough values particularly well. (Figure 6). Quantitatively speaking, the AP-HA method performed best using the 7th-order polynomial and 5th-order harmonic formula (RMSE = 0.174), while the RMSE values for all other methods were larger than 0.230. In summary, although all methods did well in reproducing the average annual patterns of CHL time series, although the AP-HA exhibited significantly higher capability in reproducing the details of intra-annual and inter-annual variations in multi-year seasonal time series.
Figure 5. Example of an original unimodal CHL time series associated with the reconstructed time series, which was processed using different methods: (a) original method; (b) HA31; (c) HA53; (d) HA75; (e) HA97; (f) HA-CV; (g) AP-HA. (a) The points indicate testing data being selected.

Figure 6. Example of an original bimodal CHL time series associated with the reconstructed time series, which was processed using different methods: (a) original method; (b) HA31; (c) HA53; (d) HA75; (e) HA97; (f) HA-CV; (g) AP-HA. (a) The points indicate testing data being selected.
3.4. Results of Reconstructed CHL Images

To evaluate and compare the spatial performance of the candidate harmonic-based techniques for CHL data reconstruction, we visually inspected the examples of original CHL and reconstructed images, as shown in Figures 7 and 8. Figure 7 shows an example of a temporal sequence of 12 connected weekly images (13rd-24th weeks of year 2011), illustrating their ability to track intra-annual traits. Figure 8 shows an example of weekly images for week 13 for different years (week 13 for the years 2007–2018), emphasizing their inter-annual behaviors. No obvious spatial discontinuity was present in the reconstructed images, demonstrating that all of the methods achieved reasonable spatial patterns, although no spatial information was considered in these methods. As shown in Figure 7, all of the reconstructed images exhibited similar spatial and temporal patterns as the original images; however, the AP-HA method was much better when approaching the high and low values of the original images. As shown in Figure 8, all of the methods did well in delineating the spatial and temporal patterns of the original CHL images, while the AP-HA images better tracked the inter-annual fluctuations of the original CHL images. The results from the image comparison confirmed that all of the candidate harmonic methods did well in tracking the spatial distributions and the average annual patterns, while the proposed AP-HA method better reproduced the detailed intra-annual and inter-annual traits.
4. Discussion

4.1. Improvements in AP-HA Method

We developed an improved harmonic-based fitting approach to reconstruct long-term time series using MODIS satellite-derived weekly CHL data series for the BYS as an example. To our knowledge, this is the first experiment on piecewise harmonic fitting to reconstruct multi-year incomplete data series. As the results show, the AP-HA method was demonstrated to be an adaptive and reliable technique that is capable of reconstructing multi-year CHL time series with various features, including gap distributions and local profiles traits. The improvement of the AP-HA method was mainly due to the following aspects.

First, a preliminary global HANTS fitting method was employed to prefill the missing observations. In fact, various prefilling algorithms had been adopted prior to application of harmonic fitting in previous studies, confirming that the prefilling method is indeed an efficient way to improve accuracy, as well as to promote the stability of the HANTS fitting method, particular for data series with substantial and continuous gaps [19,29,30,37]; however, in this study, we chose the global HANTS algorithm as the prefilling method due to its global nature, ease of implementation and consistency with the next step piecewise in the HANTS fitting method. Although no comparison was made between other prefilling methods reported in previous studies and the HANTS method we used in this study, the results clearly showed that the stated goals of improving the accuracy and maintaining the stability of the harmonic-based algorithms were achieved.

Second, the cross-validation was first introduced as an objective criterion to determine the optimal harmonic formulas in the HANTS fitting method in this study. In practice, the HANTS fitting based on cross-validation RMSE values achieved the ultimate objective of adaptively determining the optimal harmonic model with a combination of polynomial degrees and harmonic orders. As a consequence, the cross-validation scheme was demonstrated to be an effective criterion for optimal model selection in the HANTS algorithm. Furthermore, the iterative process meant the harmonic fitted values gradually approach the detail local traits of the original data series and quantitatively increased the accuracy of the reconstructed results.
In addition, for piecewise-defined AG and DL algorithms, it is essential to identify the local maximum and minimum points in order to segment the complete data series into several subseries [20,23,38]. In contrast, the identification of local maximum and minimum points is not necessary for the harmonic-based functions owing to their flexible nature. For example, in this study, we directly extracted the first subseries from the 1st to the 52th data points, the second subseries from the 27rd to the 78th points, the third subseries from the 79th to the 104th points and so on. From this point of view, the AP-HA method is easy to operate. Furthermore, from an implementation point of view, one cycle of the global HANTS fitting process was able to simultaneously prefill all missing observations, demonstrate its higher efficiency than other local-based prefilling methods.

4.2. Limitations and Perspective

At present, there are no continuous field survey plots in the BYS that can provide concurrent CHL time series information for the study period (2002–2018) that could be used for a direct or an indirect validation of the results from this study; therefore, it is impossible to establish one-to-one relations between the reconstructed values and those measured from field-based observations. In this study, the cross-validation method was adopted to select the best model and to evaluate the reconstructed accuracy. These schemes assumed that the satellite-derived CHL values were unbiased, which is generally not true for optically complex coastal waters such as the BYS. In particular, when a testing dataset contains many noisy observations, the outcome is likely to be highly uncertain. Regardless, for missing data reconstruction purposes, the proposed AP-HA method clearly achieved the stated goals of adaptive parameter selection, robust performance and improved accuracy.

The pixel-wise global HANTS fitting approach to constructing an average annual model provides prefilled values for gaps in any location. The representativeness of the constructed average annual model depends on the inter-annual variability of the time series; that is to say, large inter-annual variability implies a poorer fit of the average annual pattern because the real series generally vary over different years. As such, this method is unsuitable for regions with frequent changes of annual shapes in different years. The method used in this study was performed only on data series of a single pixel; therefore, no spatial coherence was considered, although the reconstructed CHL examples generated using the AP-HA approach were spatially coherent and natural looking (as shown in Figures 7 and 8), demonstrating that temporal information may be adequate for acquiring reliable results using the AP-HA approach.

As a self-adaptive method, the AP-HA method relaxes the constraints on the artificial setting of harmonic orders that occur in conventional HANTS methods, making the implementations more objective; however, several parameters must be predefined before the AP-HA method is implemented, such as the maximum polynomial degree and harmonic order in the initial models. In this respect, further studies are required to solve these issues, or at least to allow a sensitivity analysis of these parameters. Regardless, the AP-HA method is undoubtedly more objective and accurate than the conventional harmonic-based methods. While being substantially more adaptable to a greater variety of practical applications, the AP-HA technique also involves significantly more mathematical overhead owing to the processes involved in optimal model selection and iterative piecewise fitting. In our view, and clearly in the view of others who have previously used such techniques, the added computational effort is well worth the investment.

5. Conclusions

The HANTS method has been widely used in the smoothing and reconstruction of time series. Appropriate modifications to this method could improve its performance for specific applications. In this study, we proposed an adaptive piecewise harmonic-based fitting approach (AP-HA) that can search for the optimal model needed to reconstruct high-quality multi-year cyclic profiles from incomplete satellite data series. By applying the newly developed method to a weekly satellite-derived sea surface CHL product and by
comparing the results with those of the conventional HANTS methods, we found that the AP-HA method has the following advantages: (1) the cross-validation process was adopted to choose the optimal parameters in harmonic models, which is more objective than the widely used empirically predetermined method; (2) the iterative piecewise fitting scheme significantly improved the capability of the harmonic models in tracking the intra-annual and inter-annual traits of multiyear time series; (3) the prefilling of missing values using the preliminary global HANTS means the proposed method is suitable for various data gap conditions.

The outputs of the AP-HA are long-term time series without temporal or spatial data gaps. This method is an improvement of the conventional HANTS method for long-term reconstruction, which can effectively restore cyclic patterns of seasonal variables. Although the AP-HA method has only been examined for CHL data in the ocean, due to its nature, this method is expected to be suitable for a wide range of other datasets with cyclic annual patterns.
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