1 introduction

In this paper we would like to elaborate on the formula, recently obtained by Jeffrey and Kirwan [JK], that expresses integrals over the reduced phase space as a sum of residues over fixed points. This elaboration might be useful in order to obtain information on the cohomology ring of the reduced phase space.

Let $G$ be a compact Lie group acting Hamiltonianly on a compact symplectic manifold $M$ with momentum map $\mu : M \to \mathfrak{g}^*$. Let us assume that 0 is a regular value for this map and denote the reduced phase space by $M_0 = \mu^{-1}(0)/G$. $M_0$ is an orbifold. Furthermore, fix a maximal torus $T \subset G$ and assume that the fixed points $P_j$ for the $T$ action are isolated. The weights $\lambda^i(P_j)$ of the torus action at the fixed points and the values $\mu(P_j)$ of the momentum mapping of the $T$ action each determine a hyperplane in $\mathfrak{t}$. Let $Y \in \mathfrak{t}$ be a fixed vector that does not lie in any of these hyperplanes.

Let $F_Y = \{ P_j | (\mu(P_j), Y) < 0 \}$. For any equivariantly closed form $\alpha$ of degree $\dim(M_0)$ on $M$ Jeffrey and Kirwan proved the following formula:

$$
\int_{M_0} r(\alpha) = \sum_{P_j \in F_Y} \text{Res}(e^{i \mu(P_j)(X)} \left( \frac{\pi(X) \cdot \pi_2(X) \alpha(X)}{\prod_{i=1}^n \lambda^i(P_j)(X)} \right)) \tag{1}
$$

where $r$ is the natural projection map to differential forms on $M_0$, $\pi$ is the product of roots associated to $T \subset G$ and $\text{Res}$ is a residue, introduced by Jeffrey and Kirwan in [JK]. This residue depends on $Y$.

It is these residues that we would like to understand better. We will see that they can be expressed in terms of determinants of the weights $\lambda^i(P_j)$ and the values $\mu(P_j)$. Furthermore, we will generalize (1) to non-compact manifolds using [PW] and apply this to torus actions on $\mathbb{C}^n$. 
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2 preliminaries

Let $M$ be a manifold on which a compact Lie group $G$ acts. Let $X_a$ be a basis for the Lie algebra $\mathfrak{g}$ and let $\phi^a$ be the dual basis, regarded as generators of $S(\mathfrak{g}^*)$, the polynomials on $\mathfrak{g}$. The equivariant cohomology associated to the $G$-action on $M$ can be modeled using the Cartan model, which we will describe briefly now. Note that this model only works for compact $G$ ([AB]).

The algebra of the Cartan model is

$$(S(\mathfrak{g}^*) \otimes \Omega(M))^G.$$ 

On $\Omega(M)$, the differential forms on $M$, there is a super Lie algebra of derivations associated to the $G$-action on $M$. It is spanned by $d$, the exterior differential of degree 1, by $\iota_a$, the inner products of degree -1 on forms with vector fields generated by the $X_a$, and by $L_a$, the Lie derivatives of degree zero on forms using the same vector fields (see [Ka] for more details).

The differential on this Cartan algebra is

$$D = 1 \otimes d - \phi^a \otimes \iota_a,$$

where a summation over the index $a$ is understood. This differential squares to zero and the associated cohomology is called the equivariant cohomology $H^*_G(M)$. It is graded if we declare $\text{deg}(\phi^a)=2$, so that $\text{deg}(D)=1$.

Equivariant cohomology has a lot of interesting properties. The extremes are, for a (locally) free action

$$H^*_G(M) \cong H(M/G)$$

and for a trivial action

$$H^*_G(M) \cong S(\mathfrak{g}^*)^G \otimes H(M).$$

Hamiltonian group actions are closer to being trivial than being free, since in this case $H^*_G(M)$ inherits a filtration such that the associated graded algebra equals $S(\mathfrak{g}^*)^G \otimes H(M)$ ([Ki], [Gi]).

Furthermore, there are a couple of interesting formulas using equivariant cohomology, the most important being the localization formula ([AB],[BV]).

Let $T \subset G$ be a maximal torus and $F \subset M$ its fixed point set. If $\alpha \in (S(\mathfrak{g}^*) \otimes \Omega(M))^G$ is equivariantly closed, then

$$\int_M \alpha = \sum_{F \subset F} \int_F \frac{t_F^* \alpha}{\epsilon_F}$$

(4)
where \( \int_M : (S(g^*) \otimes \Omega(M))^G \rightarrow S(g^*)^G \) extends integration over \( M \), \( \epsilon_F \) represents the equivariant Euler class of \( F \subset M \), and the summation is over the connected components of \( \mathcal{F} \). If there are no fixed points, integration over \( M \) will always give zero.

One can extend this localization formula to manifolds with boundary. Let \( K \subset G \) be a circle subgroup in the center of \( G \) that preserves the boundary and, moreover, acts locally free on the boundary \( \partial M \). We get the following extension:

\[
\int_M \alpha = \sum_{F \subset \mathcal{F}} \int_F \frac{i_F^* \alpha}{\epsilon_F} - \int_{\partial M} \frac{\theta \wedge \alpha}{D\theta} \quad (5)
\]

where \( \theta \) is a connection form for the \( K \) action on the boundary.

Let \( r : H_G(M) \rightarrow H_{G/K}(\partial M/K) \) be restriction to \( \partial M \) followed by (2). Alternatively, this map can be described as restriction of \( \alpha \) to \( \partial M \) and then taking the residue of \( \theta \wedge \alpha / D\theta \). Taking the residue is by definition taking the coefficient of \( \frac{1}{x} \), where \( x \) is the variable in \( S(g^*) \) corresponding to the circle \( K \). Of course this cannot be done without choosing a splitting of \( g \). However, due to the topological character of the residue, the result will be independent of such a splitting.

Taking the residue everywhere in (5) gives us

\[
\int_{\partial M/K} r(\alpha) = \sum_{F \subset \mathcal{F}} \int_F \text{res} \frac{i_F^* \alpha}{\epsilon_F}. \quad (6)
\]

The lhs of (5) vanishes since it is a polynomial rather than a fractional expression.

For \( G = K \) this formula was proved in [Ka]. A special case of this would be if the circle \( G \) acts Hamiltonially with momentum map \( \mu \) and \( M = \{ x \mid \mu(x) \geq 0 \} \). Then \( \partial M/K \) is the reduced phase space and we obtain an expression for integrals over the reduced phase space in terms of certain fixed points on the original manifold ([Wu]).

An idea of how to do this in general for Hamiltonian non-abelian compact group actions is due to Witten ([Wi]) and worked out by Jeffrey and Kirwan in [JK]. They obtained the formula stated in the introduction. In fact, their formula is more general since it does not require the fixed points to be isolated.

By definition their residue is an integration over \( t + iY \). To understand it, we could not do better than compute it by hand, in the case of isolated fixed points. Also, we will assume some genericity conditions. In general,
the residue might depend on the choice of a test function, although the sum, of course, does not (see, e.g., [Du]).

3 Geometry at an isolated fixed point

Let \( P \) be an isolated fixed point of the \( T \) action on \( M \). Let \( r = \dim(T) \) and \( 2n = \dim(M) \). The infinitesimal action of \( t \) on \( T_PM \) gives rise to \( n \) weights \( \lambda^1, \ldots, \lambda^n \in t^* \) together with their hyperplanes \( V_i \) in \( t \). We will assume that these weights satisfy the following genericity condition: all \( r \)-tuples are independent.

Let us denote \( \mu(P) \) simply by \( \mu \in t^* \). Choose a basis \( v^1, \ldots, v^r \) for \( t^* \) with \( v^r = \mu \) and such that these vectors, together with the weights, still satisfy the genericity condition. In particular, this implies that for any \( (r-1) \)-tuple of weights \( (\lambda^1, \ldots, \lambda^{r-1}, \mu) \neq 0 \).

We will use this basis to successively perform the \( r \) integrations and finally end up with an explicit expression for the residue. Associated to this basis there is a dual basis \( v_1, \ldots, v_r \) for \( t \) defined through \((v_i, v_j) = \delta^i_j \).

In the sequel, we will need the halfspaces in \( t \)

\[
  h_j : \quad <v_1, \ldots, v_{j-1}> + R_{\geq 0} v_j + Y, \quad j = 1, \ldots, r-1, \quad (7)
\]

lying in the hyperplane \( \{ \mu \in t \mid (\mu, X) = (\mu, Y) \} \) through the fixed vector \( Y \in t \). Note that \( \dim(h_j) = j \) and that this is the standard half-flag given by the basis, shifted by \( Y \).

**Definition.** An ordered \((r-1)\)-tuple \( V_{j_1}, \ldots, V_{j_{r-1}} \) of weight hyperplanes is called *positive* with respect to the shifted half-flag \((h_1, \ldots, h_{r-1})\) if the following chain of conditions holds:

\[
  V_{j_1} \cap h_1 \neq \emptyset \quad (C1) \\
  (V_{j_1} \cap V_{j_2}) \cap h_2 \neq \emptyset \quad (C2) \\
  \vdots \\
  (V_{j_1} \cap \ldots \cap V_{j_{r-1}}) \cap h_{r-1} \neq \emptyset \quad (Cr)
\]

Note that, because of the genericity condition, the intersections above are either empty or contain a single point not lying on the boundary of the halfspace (by slightly moving \( Y \), if necessary). In particular, this point is always different from \( Y \), which also follows from the fact that \( Y \) is not contained in any of the weight hyperplanes.
In the next section we will see that the residue at $P$ is a sum over $(r-1)$ tuples $I$ of weights, and, moreover, that only positive tuples contribute. Therefore, it would be most convenient to use a basis of $t$ that leads to the smallest number $N$ of tuples that have positive orderings. We will find a general upperbound for $N$, smaller than $\binom{n}{r-1}$, in section six.

To finish this section we introduce some notations useful in the sequel. Let $I$ be a (non-ordered) set $\{j_1, \ldots, j_{r-1}\} \subset \{1, \ldots, n\}$. We denote by $n_I$ the number of positive $(r-1)$ tuples of weight hyperplanes having the same index set $I$. This number is useful because it turns out that any positive tuple with the same index set $I$ contributes to the residue in the same way. We also associate to each set $I$ the element $Q_I = \sum q^i v_i$ in $t$, with coordinates

$$q^i = \frac{\det(\lambda^{j_1}, \ldots, \lambda^{j_{r-1}}, v^i)}{\det(\lambda^{j_1}, \ldots, \lambda^{j_{r-1}}, \mu)}.$$  

We will use that $\lambda^j(Q_I) \neq 0$ as long as $j \notin I$. Again, this follows from the assumption that we called genericity condition. Note that $Q_I$ does not depend on our choice of a basis for $t$.

4 An expression for the residue

Using the notation and assumptions of the previous sections, we will prove the following version of the nonabelian fixed point formula.

**Theorem 4.1** Let $M$ be a compact symplectic manifold with a Hamiltonian action of a compact Lie group $G$. Assume that $0 \in g^*$ is a regular value of the momentum mapping so that the reduced phase space $M_0$ exists as an orbifold. Let $T$ be a maximal torus inside $G$ and assume that the fixed points $P_i$ of the $T$-action are all isolated and have weights $\lambda^j(P_i)$. Then, for any closed equivariant differential form $\alpha$ on $M$ of degree $\dim(M_0)$, we have

$$\int_{M_0} r(\alpha) = c \sum_{P_j \in F_Y} \sum_{I} n_I \frac{\pi(Q_I)\alpha(Q_I)}{\prod_{j \notin I}(\lambda^j(P_i), Q_I)}.$$  

where the second summation is over all $(r-1)$ tuples of weights and $n_I$ and $Q_I$ are as defined above.

**Proof.** For each fixed point $P_j$ we have to compute

$$\int_{t+iY} e^{i\mu.X} \frac{\pi(X)\alpha(X)}{\prod_{i=1}^{r-1}(\lambda^i, X)} dX.$$  

(10)
Using the coordinates of the previous section, we have \((\mu, X) = X^r\). We will perform the integration by successive integration over \(X^j, j = 1, \ldots, r\). Each integration is over a line \(\text{Im}(z^j) = Y^j\) in \(t_C\), which we will close up to a cycle in order to be able to apply Cauchy’s integral formula. Here, \(z^j\) is the coordinate corresponding to the complexification of the \(X^j\) axis. For \(j = 1, \ldots, r - 1\), we have the choice of closing up in the upper or lower halfplane. This is because the integral over the added part vanishes, using, e.g., an expanding box with basis \(\text{Im}(z^j) = Y^j, |X^j| \leq R, R \to \infty\).

For the very last integration

\[
\int_{R+iy^r} \frac{e^{ix^r}}{x^r} \tag{11}
\]

we have to close the integration line into the upper half plane for obvious reasons. Furthermore, from this one sees that if \(Y^r = (\mu, Y) > 0\), then this integral vanishes, because the pole does not lie inside the integration area. Hence the first summation, only over the fixed points in \(F_Y = \{P_j | (\mu(P_j), Y) < 0\}\).

Let us close the first line in the upper half plane. All linear equations \((\lambda^j, X) = 0, (X^2, \ldots, X^r\) are fixed) in \(X^1 \in C\) give rise to poles. These poles lie inside the integration area iff condition \((C1)\) holds. So we get a sum over at most \(n\) poles of integrals with one variable less. Evaluating the integral over \(X^2\) in the same way one sees that the poles lie inside the integration area iff condition \((C2)\) holds, and so on. This way, we would have ended up with a lot of summands, were it not that some of them result in the same answer. In order to see what answer one obtains for a particular sequence of linear equations, note that we first express \(X^1\) in terms of \(X^2, X^3, \ldots\) (using the first equation), then \(X^2\) in terms of \(X^3, X^4, \ldots\) (using the second equation, but with \(X^1\) eliminated), etc. Actually, what we are doing this way is equivalent to solving a system of \(r - 1\) inhomogeneous linear equations \((\lambda^j, X) = 0, \) where \(X^r\) should not be considered as a variable. Using Cramers’ rule, one can figure out easily that the poles are finally given by the \(q^1\) defined by \([\text{8}]\). We see from these considerations that the order of the linear equations is not of any importance, hence the answer \([\text{9}]\).

5 Torus actions on \(C^n\)

We would like to apply the previous result to torus actions on \(C^n\). However, this space is not compact and therefore we cannot use our result right away.
We will make use of [PW] to overcome this. In their paper, Prato and Wu showed that localization on non compact spaces of specific equivariant differential forms, like the ones used in [JK], still exists, provided one is willing to choose \( Y \) more carefully. More precisely, one has to choose \( Y \) inside the dual of the asymptotic cone of the momentum map. Making this more careful choice, a direct consequence of [PW] is that (9) is also valid for noncompact symplectic spaces with proper momentum maps. In fact, for generic torus actions on \( \mathbb{C}^n \), zero will be the only fixed point and the condition on \( Y \) makes sure that \( 0 \in P_Y \).

So in this particular case there is only one fixed point to sum over and this term had better be complicated because it contains all information to obtain the cohomology of (generic) toric varieties. We will repeat the result of the previous section here for this special case. Assume that the linear \( T^r \) action on \( \mathbb{C}^n \) is given by weights \( \lambda^1, \ldots, \lambda^n \in t^* \). We can write \( H_T(\mathbb{C}^n) \simeq \mathbb{C}[\varphi^1, \ldots, \varphi^r] \), using the same basis for \( t^* \) as in the previous section. Let \( \alpha = \varphi^J \), where \( J \) is a multi-index of length \( n - r \).

**Theorem 5.1**

\[
\int_{M_0} r(\alpha) = \sum_I n_I q^J \prod_{j \notin I} \lambda^j(Q_I) \tag{12}
\]

where \( n_I \) is the number of positive \( r - 1 \) tuples of weight hyperplanes having the index set \( I \).

To show how this formula works out, we will do an example for \( r = 2 \). Let \( T = S^1 \times S^1 \), the first circle acting on \( \mathbb{C}^n \) with exponents \((1, \ldots, 1)\); the second one with \((m_1, \ldots, m_n)\). The weights \( \lambda^i \) are \((1, m_i)\) and for \( I = \{i\} \) we have \( Q_i = (-m_i, 1) \). Hence \( \lambda^i(Q_i) = m_j - m_i \). Choose \( Y = (0, 1) \). \( Y \) lies inside the dual cone of \( \mu(0) = (0, 1) \) and does not lie on the weight hyperplanes as long as \( m_i \neq 0 \). For \( \alpha = \tau^k \varphi^{n-k-2} \in \mathbb{C}[\tau, \varphi] \) we obtain:

\[
\int_{M_0} r(\tau^k \varphi^{n-k-2}) = \sum_{i, m_i > 0} \frac{(-m_i)^k}{\prod_{j \neq i} (m_j - m_i)} \tag{13}
\]

which is the same formula we would have obtained using the formula for a circle action on \( \mathbb{C}P^{n-1} \) and \( \tau \) representing the equivariant symplectic form in \( H_{S^1}(\mathbb{C}P^{n-1}) \).
6 Use of the formula

To determine $H(M_0)$, we need to know the kernel of the ring homomorphism $r : H_T(M) \rightarrow H(M_0)$. We will show how formula (12) can help us. To begin with let us state an easy consequence of the surjectivity of the map $r$ ([Ki]) and Poincaré duality on the orbifold $M_0$ ([Sa]).

**Proposition 6.1** $\alpha \in H_T(M)$ is in $\ker(r)$ iff $\int_{M_0} r(\alpha) r(\beta) = 0$ for all $\beta \in H_T(M)$.

The idea is now to use (12) to determine when the integral over $M_0$ vanishes. Let $\epsilon : H_T(M) \rightarrow C^N$ be the map $\alpha \mapsto (\alpha(Q_{I_1}), \ldots, \alpha(Q_{I_N}))$ where $N$ is the number of unordered $r - 1$ tuples $I$ of weights, such that $n_I \neq 0$. Obviously, $\ker(\epsilon) \subset \ker(r)$. Therefore, we would like to know the smallest $N$ possible. Going back to the proof in section four, one sees that the signs of the basis vectors can be arranged such that a given weight $\lambda$ never occurs in a positive tuple. Hence $\binom{n - 1}{r - 1}$ is an upper bound for the minimum of $N$. How many weights $\lambda$ are there at most in general that are never included in positive tuples? Again, going back to the signs of the basis vectors one sees that this number equals $\frac{n}{2^{r-1}}$, rounded above. Denoting this number by $k$ we get $\binom{n - k}{r - 1}$ as an upper bound for the minimal $N$. In the rank two case, e.g., $N$ is at most $\frac{1}{2}n$, which one clearly observes in (13).

For a given $I$, it is easy to find $\alpha_I \in H^2_T(M)$ ($\alpha_I$ is a homogeneous polynomial of degree 1 in $r$ variables), such that $\alpha_I(Q_I) = 0$. Therefore,

$$\alpha = \prod_{i=1}^{N} \alpha_{I_i} \in \ker(r)$$  \hspace{1cm} (14)

This will often be a trivial statement, since, in general, $\deg(\alpha) = N$ will be bigger than $\frac{1}{2}\dim(M_0) = n - r$. However, for rank two ($r = 2$) groups we get an interesting element. Note that we get more elements like $\alpha$ if we choose another basis for $t$, inducing another definition of a positive tuple, and hence another collection $\{I_i\}$. The two elements $\alpha$ that we get this way in the rank two case generate $\ker(r)$ ([Ka]). For higher rank tori it seems hard to get general results this way.
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