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Résumé

Nous étudions l’erreur du nombre de points d’un réseau unimodulaire qui tombent dans une ellipse dilatée et centré sur 0. On montre d’abord que l’étude de l’erreur, lorsqu’elle est normalisée par $\sqrt{t}$ où $t$ est le paramètre de dilatation de l’ellipse, lorsque ce paramètre tend vers l’infini et lorsque le réseau considéré est aléatoire, se ramène à l’étude d’une transformée de Siegel $S(f_t)(L)$ qui dépend de $t$. Ensuite, on se ramène à l’étude du comportement asymptotique d’une transformée de Siegel avec poids aléatoires, $S(F)(\theta, L)$ où $\theta$ est un second paramètre aléatoire. Enfin, on montre que cette dernière quantité converge presque sûrement et on étudie l’existence des moments de sa loi.

Abstract

We study the error of the number of unimodular lattice points that fall into a dilated and centred ellipse around 0. We first show that the study of the error, when the error is normalized by $\sqrt{t}$ with $t$ the parameter of dilatation of the ellipse, when $t$ tends to infinity and when the lattice is random, is reduced to the study of a Siegel transform $S(f_t)(L)$ that depends on $t$. Then, by making $t \to \infty$, we see that $S(f_t)$ converges in law towards a modified Siegel transform with random weights $S(F)(\theta, L)$ where $\theta$ is a second random parameter. Finally, we show that this last quantity converges almost surely and we study the existence of the moments of its law.

1 Introduction

The lattice point problem is an open problem in the Geometry of Numbers, at least since Carl Friedrich Gauss took interest in which became the famous Gauss circle problem. The general problem states as followed.

Let $d$ be an integer greater than 1. We recall the following definition:

**Definition 1.** A subset $L$ of $\mathbb{R}^d$ is a lattice if it is a subgroup of $\mathbb{R}^d$ such that $L$ is discrete and $\text{span}(L) = \mathbb{R}^d$.

Let $P$ be a measurable subset of $\mathbb{R}^d$ of non-zero finite Lebesgue measure. We want to evaluate the following cardinal number when $t \to \infty$:

$$N(tP + X, L) = |(tP + X) \cap L|$$
where \( X \in \mathbb{R}^d \), \( L \) is a lattice of \( \mathbb{R}^d \) and \( tP + X \) denotes the set \( P \) dilated by a factor \( t \) relatively to 0 and then translated by the vector \( X \).

Under mild regularity conditions on the set \( P \), one can show that:

\[
N(tP + X, L) = t^d \frac{\text{Vol}(P)}{\text{Covol}(L)} + o(t^d)
\]

where \( o(f(t)) \) denotes a quantity such that, when divided by \( f(t) \), it goes to 0 when \( t \to \infty \).

We are interested in the error term

\[
\mathcal{R}(tP + X, L) = N(tP + X, L) - t^d \frac{\text{Vol}(P)}{\text{Covol}(L)}.
\]

In the case where \( d = 2 \) and where \( P \) is the unit disk \( D^2 \), Hardy’s conjecture in \([7]\) stipulates that we should have for all \( \epsilon > 0 \),

\[
\mathcal{R}(tD^2, Z^2) = O(t^{\frac{1}{2} + \epsilon}).
\]

One of the result in this direction has been established by Iwaniec and Mozzochi in \([11]\). They have proven that for all \( \epsilon > 0 \),

\[
\mathcal{R}(tD^2, Z^2) = O(t^{\frac{7}{11} + \epsilon}).
\]

This result has been recently improved by Huxley in \([10]\). Indeed, he has proven that:

\[
\mathcal{R}(tD^2, Z^2) = O(t^{K \log(t)}\Lambda)
\]

where \( K = \frac{131}{208} \) and \( \Lambda = \frac{18627}{8320} \).

In dimension 3, Heath-Brown has proven in \([9]\) that:

\[
\mathcal{R}(tD^3, Z^3) = O(t^{\frac{21}{16} + \epsilon}).
\]

These last two results are all based on estimating what are called exponential sums.

Furthermore, in both cases, the error is considered in a deterministic way. Another approach was followed by Bleher, Cheng, Dyson and Lebowitz in \([4]\). They took interest in the case where the dilatation parameter \( t \) is random. More precisely, they took interest in the case where \( t \) is being distributed according to the measure \( \rho(t)dt \) (that is absolutely continuous relatively to Lebesgue measure) and where \( \rho \) is a probability density on \([0, 1]\) and \( T \) is parameter that goes to infinity. In that case, they showed the following result:

**Theorem \([4]\).** There exists a probability density \( p \) on \( \mathbb{R} \) such that for every piecewise continuous and bounded function \( g : \mathbb{R} \to \mathbb{R} \),

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T g\left(\frac{\mathcal{R}(tD^2, Z^2)}{\sqrt{t}}\right)p\left(\frac{t}{T}\right)dt = \int_{\mathbb{R}} g(x)p(x)dx.
\]

Furthermore \( p \) can be extended as an analytic function over \( \mathbb{C} \) and verifies that for every \( \epsilon > 0 \),

\[
p(x) = O(e^{-|x|^4 - \epsilon})
\]

when \( x \in \mathbb{R} \) and when \( |x| \to \infty \).

Since the works of Kesten \([13]\) and \([14]\), a lot of work has been done in estimating errors terms: we can cite, for example, \([2]\) and \([6]\). Following their approaches, we have taken interest in what is happening to \( \mathcal{R} \) when \( L \) is a random unimodular lattice, when \( P = \mathcal{E} \) is an ellipse centred on 0 and when \( t \) is a deterministic parameter that goes to infinity.

Let’s recall the following definition:
Definition 2. The coarea of a lattice $L$ of $\mathbb{R}^2$ is the Lebesgue measure of a measurable fundamental set. Furthermore, a lattice is said to be unimodular if its coarea is equal to 1.

We denote by $\mathcal{S}_2$ the space of unimodular lattices and it can be seen as the quotient space $SL_2(\mathbb{R})/SL_2(\mathbb{Z})$. We denote by $\mu_2$ the unique Haar probability measure on it. Let us set:

$$\Pi = \{(k_1, k_2) \in \mathbb{Z}^2 \mid k_1 \wedge k_2 = 1, k_1 \geq 0\}$$

where we agree that if $k_1 = 0$, $k_1 \wedge k_2 = 1$ means that $k_2 = 1$.

Let’s set:

$$T^\infty = (T^1)^\Pi$$

where $T^1 = \mathbb{R}/\mathbb{Z}$ and let’s call $\lambda_\infty$ the normalized Lebesgue measure product over $T^\infty$.

Let’s recall other usual definitions:

Definition 3. For a lattice $L \in \mathcal{S}_2$, we say that a vector of $L$ is prime if it not a non-trivial integer multiple of another vector of $L$. In fact, a vector $l \in L$ is prime if, and only if, $ML \in ML$ with $M \in SL_2(\mathbb{R})$ is prime and a vector $(k_1, k_2) \in \mathbb{Z}^2$ is prime if, and only if, $k_1 \wedge k_2 = 1$.

Definition 4. For every $i \in \{1, 2\}$, we call

$$\|L\|_i = \min\{r > 0 \mid B_f(0, r) \text{ contains } i \text{ vectors of } L \text{ linearly independent}\}$$

where $B_f(0, r)$ is the closed centred ball on 0 for the norm $\|\cdot\|$ of radius $r$. In fact, for almost all $L \in \mathcal{S}_2$, $\|L\|_2 > \|L\|_1$ and there exists only one couple of vectors $(e_1(L), e_2(L))$ such that $(e_1(L))_1 > 0$, $\|e_1(L)\| = \|L\|_1$, $(e_2(L))_1 > 0$ and $\|e_2(L)\| = \|L\|_2$.

With these notations, one has that $e \in L$ is prime if, and only if, $e$ can be written as $e = k_1 e_1(L) + k_2 e_2(L)$ with $k_1 \wedge k_2 = 1$.

Definition 5. We call $\mathcal{P}_+(L)$ the set of vectors $e$ of $L$ such that $k_1 \geq 0$ where $e = k_1 e_1(L) + k_2 e_2(L)$ and where $k_1 \wedge k_2 = 1$. It is a set that is well-defined for almost all, relatively to $\mu_2$, $L \in \mathcal{S}_2$ and all the vectors of $\mathcal{P}_+(L)$ are prime vectors according to the previous remark.

Definition 6. We say that a real random variable $Z$ is symmetrical if

$$\mathbb{P}_Z = \mathbb{P}_{-Z}.$$ 

Let $\tilde{\mu}_2$ be a probability measure that has a smooth bounded density $\sigma$ with respect to $\mu_2$.

Let $\mathcal{E}$ be an ellipse centred around 0. We denote by $\|\cdot\|$ the usual euclidean norm over $\mathbb{R}^2$.

The main result of this article is the following theorem:

Theorem 1. For every real numbers $a < b$,

$$\lim_{{t \to \infty}} \tilde{\mu}_2 \left( R(t \mathcal{E}, L) \leq \sqrt{t} \right) \in [a, b] = (\lambda_\infty \times \tilde{\mu}_2) (S(\theta, L) \in [a, b])$$

where $\theta = (\theta_\epsilon) \in T^\infty$,

$$S(\theta, L) = \frac{2}{\pi} \sum_{e \in \mathcal{P}_+(L)} \frac{\phi(\theta_\epsilon)}{\|e\|^2}$$

3
with
\[
\phi(\theta_e) = \sum_{m \geq 1} \frac{\cos(2\pi m \theta_e - \frac{3\pi}{4})}{m^2},
\]
(1)

Furthermore, \( S(\theta, L) \):

- converges almost surely
- is symmetrical and its expectation is equal to 0
- admits a moment of order \( 1 + \kappa \) for any \( 0 \leq \kappa < \frac{1}{3} \)
- does not admit a moment of order \( \frac{4}{3} \) when \( \sigma(L) \geq m \) where \( m > 0 \) and where \( L \) belongs to an event of the form \( (\|L\| < \alpha) \) with \( \alpha > 0 \).
- when there exists \( \alpha > 0 \) such that \( \tilde{\mu}_2(\{L \in \mathcal{S}_2 \mid \|L\|_1 < \alpha\}) = 0 \) then \( S(\theta, L) \) admits moments of all order \( 1 \leq p < \infty \).

The proof of Theorem 1 can be reduced to the case \( \mathcal{E} = \mathbb{D}^2 \). Indeed, since the parameter of dilatation goes to infinity, we can replace it by \( \frac{t}{\text{Area}(\mathcal{E})} \) and so the study is reduced to the case where \( \mathcal{E} \) is of area 1. Furthermore, we note that in that case there exists \( M \in SL_2(\mathbb{R}) \) such that \( M\mathcal{E} = \mathbb{D}^2 \) and so the study is reduced to the case where \( P = \mathbb{D}^2 \) by considering that \( L \) is distributed according to the probability measure \( (M^{-1})_*\tilde{\mu}_2 \). As a consequence, for the rest of the article, we are going to suppose
\[
\mathcal{E} = \mathbb{D}^2.
\]

We notice that, in the case where \( \sigma(L) \geq m \) where \( m > 0 \) and where \( L \) belongs to an event of the form \( (\|L\| < \alpha) \) with \( \alpha > 0 \), the tail of the distribution is by far bigger than the tail of the limit distribution of \[4\]. Indeed, in our case, the limit distribution admits of order less than \( \frac{4}{3} \) but does not admit a moment of order larger than \( \frac{4}{3} \). In the case of \[4\], the limit distribution admits moments of all order \( 1 \leq p < \infty \). In fact, they have better: the decreasing of the tail is at least estimated by \( \int_{x \geq \alpha} e^{-|x|^\frac{4}{3}} \) where \( \alpha \to \infty \) and \( \epsilon \) is an arbitrary positive parameter.

The next section is a preliminary dedicated to a summation formula. It will enable us to give a heuristic explanation of the approach that we will follow. At the end of the section, we will give the plan of the paper.

2 Heuristic explanation and plan of the proof

We are first going to recall a summation formula (about this subject, see also section 2 of [3]). This summation formula is based on the Poisson formula. Yet it does not apply in the case treated by Bleher, nor in our case. In fact, it applies after having regularized the problem (see the beginning of section 3 for more details). So it will give us a good insight of the problem and that is the reason why we are going to recall this summation formula.

After doing so, we will apply it to our case. It will finally enable us to give heuristic explanations and a detailed plan of the proof of Theorem 1.

Let \( \gamma \) be a simple, smooth, closed, convex and with a positive curvature curve in \( \mathbb{R}^2 \) such that \((0,0)\) lies inside \( \gamma \). For \( \Omega \), the domain enclosed by \( \gamma \), we call \( 1_{\Omega} \), the characteristic function
of \(t\Omega\).
Then one has that:
\[
N(t\Omega, \mathbb{Z}^2) = \sum_{n \in \mathbb{Z}^2} 1_{t\Omega_n}(n).
\]
By the Poisson summation formula (yet, as we said earlier, it does not apply here because \(1_{t\Omega_n}\) is not smooth enough and so there is a convergence problem), one has that:
\[
N(t\Omega, \mathbb{Z}^2) = \sum_{n \in \mathbb{Z}^2} \widetilde{1_{t\Omega_n}}(2\pi n)
\]
with \(\widetilde{1_{t\Omega_n}}\) the Fourier transform of \(1_{t\Omega_n}\) defined by
\[
\widetilde{1_{t\Omega_n}}(\xi) = \int_{\mathbb{R}^2} e^{ix\xi} 1_{t\Omega_n}(x) dx.
\]
Note that \(\widetilde{1_{t\Omega_n}}(0) = \text{Area}(t\Omega)\). So we obtain that:
\[
R(t\Omega, \mathbb{Z}^2) = \sum_{n \in \mathbb{Z}^2 - \{0\}} \widetilde{1_{t\Omega_n}}(2\pi n).
\] (2)
We need some notations before moving forward. For \(\xi \in \mathbb{R}^2 - \{0\}\), let’s call \(x_\gamma(\xi)\) the point on \(\gamma\) where the outer normal to \(\gamma\) coincides with \(\frac{\xi}{||\xi||}\) where \(||\xi||\) refers to the usual euclidean norm of \(\mathbb{R}^2\). Let’s call also \(\rho_\gamma(\xi)\) denote the curvature radius of \(\gamma\) at \(x_\gamma(\xi)\) and
\[
Y_\gamma(\xi) = \langle \xi, x_\gamma(\xi) \rangle
\]
where \(\langle \cdot, \cdot \rangle\) denotes the usual scalar product over \(\mathbb{R}^2\).
With these notations, Bleher in [3] obtains heuristically by giving an asymptotic expression of \(\widetilde{1_{t\Omega_n}}\) and by using (2):
\[
\frac{R(t\Omega, \mathbb{Z}^2)}{\sqrt{t}} = \frac{1}{\pi} \sum_{n \in \mathbb{Z}^2 - \{0\}} \frac{\sqrt{\rho_\gamma(n)} \cos(2\pi t Y_\gamma(n) - \frac{3\pi}{4})}{||n||^{\frac{3}{2}}} + O\left(\frac{1}{t}\right)
\] (3)
where \(Y = O(f(t))\) is a quantity such that
\[
|Y| \leq C|f(t)|
\]
with \(C \geq 0\).
Before saying what this summation formula gives in our case we just need to recall the definition of a dual lattice:

**Definition 7.** For \(L \in \mathcal{L}_2\), its dual lattice \(L^\perp\) is defined in the following way
\[
L^\perp = \{x \in \mathbb{R}^2 \mid \forall l \in L, <l, x> \in \mathbb{Z} \}.
\]
Furthermore, if \(M\) is a matrix in \(\text{SL}_2(\mathbb{R})\) that represents \(L\) then \((M^{-1})^T\) is a matrix that represents \(L^\perp\) where \((M^{-1})^T\) is the transpose matrix of \(M^{-1}\).

With the previously exposed summation formula, in our case we get, after some calculations (that we will expose later):
\[
\frac{R(t\mathbb{D}_2^2, L)}{\sqrt{t}} = \frac{1}{\pi} \sum_{l \in L^\perp - \{0\}} \frac{\cos(2\pi t ||l|| - \frac{3\pi}{4})}{||l||^{\frac{3}{2}}} + O\left(\frac{1}{t}\right)
\]
where \(L^\perp\) is the dual lattice of \(L\). Let’s recall the following definition:
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Definition 8. Let \( f \) be a function on \( \mathbb{R}^2 \).
Let’s define formally:
\[
S(f)(L) = \sum_{e \in L_{\text{prime}}} f(e).
\]

\( S(f) \) is called the Siegel transform of \( f \).
If \( f \) has a compact support, \( S(f) \) is well-defined.

Let’s set \( f_t(x) = \frac{1}{\pi} \frac{\cos(2\pi t \|x\| - \frac{3\pi}{4})}{\|x\|^2} \mathds{1}_{\mathbb{R}^2 - \{0\}}(x) \). As a consequence of the summation formula, heuristically the asymptotic behaviour of \( \frac{R(t \mathbb{Z}^2, L)}{\sqrt{t}} \) is the same as the asymptotic behaviour of the following Siegel transform
\[
S(f_t)(L^\perp) = \frac{1}{\pi} \sum_{l \in L^\perp - \{0\}} \frac{\cos(2\pi t \|l\| - \frac{3\pi}{4})}{\|l\|^2}.
\]

(4)

We can, and we will, study it when \( t \to \infty \) by replacing \( L^\perp \) by \( L \) (because \( L \) is supposed to be random).
By the way, here we see that the randomness on \( t \) in the case treated in [4] is somewhat replaced by the randomness on \( \|l\| \) where \( l \in L - \{0\} \) with \( L \) random and distributed according to \( \tilde{\mu}_2 \).
Yet, in [4] and in [3], this randomness on \( t \) enables the authors to use results about what is called almost periodic function (developed in [1] and in [5]).
More precisely, the authors use the following theorem: for every \( F : \mathbb{R}_+ \to \mathbb{R} \), if for every \( \epsilon > 0 \), there exists a trigonometric polynomial \( P_\epsilon \) such that
\[
\limsup_{T \to \infty} \frac{1}{T} \int_0^T \min(1, |F(t) - P_\epsilon(t)|) \leq \epsilon
\]
then \( F(t) \) admits an asymptotic distribution.
Here, in our case, we can not work in this framework (because of the difference of nature of the randomness). So, we have to take another approach and the approach we are going to follow is directly taken off [4].
We now give the main steps of the proof of Theorem [1]

First step. By regularizing the problem, we are going to show that the quantity \( S_{A, \text{prime}}(L, t) \), for \( A > 0 \) a fixed parameter that is taken large enough, when \( t \to \infty \), is close, in probability, to \( \frac{R(t \mathbb{Z}^2, L)}{\sqrt{t}} \) where \( S_{A, \text{prime}}(L, t) \) is defined by:
\[
S_{A, \text{prime}}(L, t) = \frac{1}{\pi} \sum_{l \in L^\perp - \{0\}} \frac{1}{\|l\|^2} \sum_{m \in \mathbb{N} - \{0\}} \frac{\cos(2\pi t m \|l\| - \frac{3\pi}{4})}{m^\frac{3}{2}}.
\]

(5)

It is different from the right-hand side of equation [4] because, first, the sum has been cut and it has to be cut because of a problem of convergence of the right-hand side of equation [4] : second, we take into account a phenomenon of multiplicity (if \( l \) appears in the sum, \( 2l \) is also going to appear).
Bleher in [4] did also take into account such a phenomenon. He did it in order to get independence at infinity, as it was also done in [5], and we do that for the same goal.
By using a simple parity argument, by using the remark that follows Definition [3] and by replacing \( L \) by \( L^\perp \), one has that:
\[
S_{A, \text{prime}}(L^\perp, t) = \frac{2}{\pi} \sum_{k_1, k_2 = 1 \atop k_1 \geq 0} \phi(t \|k_1 e_1(L) + k_2 e_2(L)\|) \frac{\|k_1 e_1(L) + k_2 e_2(L)\|^2}{\|k_1 e_1(L) + k_2 e_2(L)\|^2} \|k_1 e_1(L) + k_2 e_2(L)\| \leq A.
\]

(6)
where the function $\phi$ was defined by the equation \|1\|). We have done that so from this stage onwards we consider vectors of $\mathcal{P}_+(L)$ with a fixed indexation (that does not depend on $L$). Furthermore, this indexation will be very useful for the second step (for more details, see section 4).

Second step. We will show that the family of variables $(t \|k_1e_1(L) + k_2e_2(L)\|)$, whose values are in $\mathbb{R}/\mathbb{Z}$, are, when $t \to \infty$, independent from one another and are identically distributed according to the normalized Haar measure on $\mathbb{R}/\mathbb{Z}$. The idea here is basically the same as in \|1\| and in \|8\| where the respective authors used the fact that the square roots of square free integers are $\mathbb{Z}$-free. In our case, to prove the result, we will decompose the space of unimodular lattices into small geodesic segments, calculate the Taylor series of the numerator of the considered terms. We are going to call it a modified Siegel transform. Furthermore, all of them are symmetrical and have a compact support. The third step of the proof will consist in showing a general result. Let the variables $\varphi(\theta, L)$ be real non-zero independent identically distributed real random variables from a probability space $\Omega \ni \omega$ that are symmetrical and have a compact support. Then we are going to show that

$$
S(\theta, L) = \sum_{k=(k_1, k_2)} \frac{\phi(\theta_k)}{\|k_1e_1(L) + k_2e_2(L)\|^2}
$$

under the assumption that the quantity $S(\theta, L)$ is well-defined and where $\theta = (\theta_k) \in \mathbb{T}^\infty$ is distributed according to $\lambda_\infty$, $L \in \mathcal{I}_2$ is distributed according to $\bar{\mu}_2$. It should be noted that the $(\phi(\theta_k))$ is a family of independent and identically distributed real random variables. Furthermore, all of them are symmetrical and have a compact support. The third step of the proof will consist in showing a general result. Let the $Z_k$ be real non-zero independent identically distributed real random variables from a probability space $\Omega \ni \omega$ that are symmetrical and have a compact support. Then we are going to show that

$$
\tilde{S}_A(\omega, L) = \sum_{k=(k_1, k_2)} \frac{Z_k(\omega)}{\|k_1e_1(L) + k_2e_2(L)\|^2}
$$

converges almost surely when $A \to \infty$. $\tilde{S}$ looks like a Siegel transform but it is not because of the numerator of the considered terms. We are going to call it a modified Siegel transform with random weights. An object of this type was already studied in \|4\|. As a consequence, $S(\theta, L)$, as the limit when $A \to \infty$ of a particular $\tilde{S}$, will be well-defined.

We will also study the existence of moments of the almost sure limit. In particular, we are going to see that the optimal $\kappa$ is $\frac{1}{3}$ (see statement of Theorem \|1\|). Heuristically, it is because the magnitude of $\tilde{S}$ is given by the term

$$
\frac{Z_{1,0}}{\|L\|^2}
$$

with $Z_{1,0} \neq 0$.

After doing all of that, we will finally get the validity of Theorem \|1\|.

Plan of the paper. The next section will be dedicated to deal with the first step of the proof, namely it will show that $R(\mathbb{R}^2, L)$ is close in probability with $S_{A,prime}(L^+, t)$ when $A$ is a fixed parameter taken large enough and $t$ goes to infinity (see Proposition \|1\|). We have to
'cut' the sum because of the problem of convergence of the Fourier series of $X \mapsto \frac{\mathcal{R}(tD^2 + X, L)}{\sqrt{t}}$ which is due to the lack of regularity of the indicator function $1_{tD^2}$. To prove this, we are going to proceed by regularization which means here that we are going to smooth the indicator function $1_{tD^2}$ via a Gaussian kernel.

In section 4, we tackle the second step of the proof, that is the fact that we have independence when $t \to \infty$ of the $(t\|k_1e_1(L) + k_2e_2(L)||)$, that they are identically distributed according to the normalized Haar measure over $\mathbb{R}/\mathbb{Z}$ independent from $L$ and so that, when $t \to \infty$, $\frac{\mathcal{R}(tD^2, L)}{\sqrt{t}}$ has the same distribution of $S(\theta, L)$.

In section 5, which is the last section, we are going to tackle with the third step of the proof, namely study the convergence of $\tilde{S}(\omega, L, A)$ when $A \to \infty$ and the existence of moments of its limit.

In the rest of the article, all the calculus of expectation $\mathbb{E}$, of variance $\text{Var}$ and of probability $\mathbb{P}$ will be made according to the measure $\tilde{\mu}_2$. Furthermore, the expression typical is going to signify $\tilde{\mu}_2 - \text{almost surely}$.

3 Reduction to the study of the Siegel transform

The main object of this section is to show the following proposition :

**Proposition 1.** For every $\alpha > 0$, for every $A > 0$ large enough, for every $t$ large enough, one has that :

$$\mathbb{P}(\Delta_{A,\text{prime}}(L, t) \geq \alpha) \leq \alpha$$

where

$$\Delta_{A,\text{prime}}(L, t) = \left| \frac{\mathcal{R}(tD^2, L)}{\sqrt{t}} - S_{A,\text{prime}}(L, t) \right|.$$

(9)

This proposition basically says that we can reduce the asymptotical study of $\frac{\mathcal{R}(tD^2, L)}{\sqrt{t}}$ to the study of its Fourier transform, taking into account a phenomenon of multiplicity.

In fact, due to the triangle inequality, we only have to prove the following two lemmas :

**Lemma 1.** For every $\alpha > 0$, for every $A > 0$ large enough, for every $t$ large enough, one has that :

$$\mathbb{P}(\Delta_A(L, t) \geq \alpha) \leq \alpha$$

where

$$\Delta_A(L, t) = \left| \frac{\mathcal{R}(tD^2, L)}{\sqrt{t}} - H_A(L, t) \right|$$

with

$$H_A(L, t) = \frac{1}{\pi} \sum_{\substack{\| l \| \in A^+ \\text{ and } 0 < \| l \| \leq A}} \cos(2\pi t \| l \| - \frac{3\pi}{4}) \| l \|^{3/2}.$$

(10)

(11)

**Lemma 2.** For every $\alpha > 0$, for every $A > 0$ large enough, for every $t$ large enough, one has that :

$$\mathbb{P}(\| S_{A,\text{prime}}(L, t) - H_A(L, t) \| \geq \alpha) \leq \alpha.$$ 

Proof of Proposition 1. One has that :

$$\Delta_{A,\text{prime}}(L, t) \leq \Delta_A(L, t) + |S_{A,\text{prime}}(L, t) - H_A(L, t)|.$$

(12)

The Lemma 1 and the Lemma 2 imply then the wanted result.  \[\square\]
Let’s say a few words about Lemmas 1 and 2 before following with their respective proofs. The Lemma 1 says that the study of $R(tD^2,L)$ can be reduced to the study of its Fourier transform. The Lemma 2 says that the phenomenon of multiplicity (the fact that for a prime vector $l$, $2l$, $3l$ etc. appear in the sum $H_A(L,t)$ when $A \to \infty$) is not so important. We only have to gather all the multiples of a prime vector (which corresponds to the infinite sum over $m$, see equation (5)), so that we focus on prime vectors.

3.1 Proof of Lemma 1

First, we are going to prove the Lemma 1. To do so, we are following closely the approach of [3], yet with some differences because in our case it is not the radius of dilatation that is random but the lattice (or, equivalently and in a certain sense, the oval).

For $x \in \mathbb{R}^2$ and $t > 0$, let’s define

$$\lambda(x; t) = \frac{t^2}{4\pi} e^{-\frac{r^2}{4t}} \|x\|^2$$

and, for $M \in SL_2(\mathbb{R})$,

$$\lambda_M(x; t) = \lambda(Mx; t). \quad (13)$$

We recall that :

$$\int_{\mathbb{R}^2} \lambda_M(x; t) dx = 1 \quad (14)$$

and that the Fourier transform of $\lambda_M(\cdot; t)$ can be expressed as

$$\widehat{\lambda}_M(\xi; t) = e^{-\frac{\|M^{-1}\xi\|^2}{t^2}}. \quad (15)$$

We introduce the following function :

$$\chi_{S^1,M}(x; t) = (1_{\Omega_{M^{-1}e_1}} \ast \lambda_M(\cdot; t))(x) = \int_{\mathbb{R}^2} 1_{t\Omega_{M^{-1}e_1}}(y) \lambda_M(x - y; t) dy \quad (16)$$

(it is a regularization of the function $\chi_{\Omega_{M^{-1}e_1}}$).

Let us also set :

$$N_{reg}(tD^2, M) = \sum_{n \in \mathbb{Z}^2} \chi_{S^1,M}(n; t) \quad \text{and} \quad (17)$$

(the index "reg" stands for regularized)

$$F(M, t) = \frac{N_{reg}(tD^2, M) - \text{Area}(tD^2)}{\sqrt{t}}. \quad (18)$$

Let $L$ be a unimodular lattice such that $e_1(L)$ and $e_2(L)$ are well-defined and let

$$M = [e_1(L), e_2(L)] \text{ if } \det([e_1(L), e_2(L)]) > 0 \quad (19)$$

and

$$M = [e_2(L), e_1(L)] \text{ if } \det([e_2(L), e_1(L)]) > 0. \quad (20)$$

Then $M$ is a matrix that represents $L$.

Now, let’s call :

$$\Delta_1(L, t) = \left| \frac{R(tD^2, L)}{\sqrt{t}} - F(M, t) \right| \text{ and } (\Delta_2)_A(L, t) = |F(M, t) - H_A(L, t)| \quad (21)$$

so one has that :

$$\Delta_A(L, t) \leq \Delta_1(L, t) + (\Delta_2)_A(L, t). \quad (22)$$

The proof of Lemma 1 lies on the two following lemmas :
Lemma 3. $\Delta_1(L,t)$ converges almost surely to 0 when $t \to \infty$.

Lemma 4. For all $\alpha > 0$, for all $A$ large enough, for all $t$ large enough,

$$\mathbb{P}(\Delta_2)_A(L,t) \geq \alpha) \leq \alpha.$$

Proof of Lemma 3. It is the direct consequence of equation (22) and of Lemmas 3 and 4.

Lemma 3 basically tells us that the study of $R(tD^2,L)$ can be reduced to the study of one of its regularized Fourier series, whereas Lemma 4 means that the asymptotical study of this regularized Fourier series can be brought back to the study of the non-regularized Fourier series.

The next subsubsection is dedicated to the proof of Lemma 3 and the subsubsection after it is dedicated to the proof of Lemma 4.

3.1.1 Proof of Lemma 3

The proof of Lemma 3 is based on two sublemmas. The first one is the following:

Sublemma 1. For all $x \in \mathbb{R}^2$, for all $t > 0$,

$$|\chi_{S^1,M}(x; t) - 1_{\Omega_{M-1,z1}}(x)| \leq e^{-\frac{t^2}{4} \text{dist}(M_x,tS^1)^2}$$

where for all $z \in \mathbb{R}^2$,

$$\text{dist}(z,tS^1) = \inf_{y \in tS^1} |z - y|.$$

Proof. One has that:

$$|\chi_{S^1,M}(x; t) - 1_{\Omega_{M-1,z1}}(x)| = \left| \int_{y \in tD^2} \frac{t^2}{4\pi} e^{-\frac{\|M_x-y\|^2}{4}} dy \right| \text{ if } M_x \in tD^2$$

and

$$|\chi_{S^1,M}(x; t) - 1_{\Omega_{M-1,z1}}(x)| = \left| \int_{y \in tD^2} \frac{t^2}{4\pi} e^{-\frac{\|M_x-y\|^2}{4}} dy \right| \text{ if } M_x \notin tD^2$$

because of equation (14) and by making the change of variable $y = Mu$.

The proof of Lemma 3.2 from [3] gives the wanted result.

The second sublemma gives an estimate of $\text{dist}(Mn,tS^1)$. It states in the following way:

Sublemma 2. For almost all $L \in \mathcal{A}_2$, for all $t$ large enough, for all $n \in \mathbb{Z}^2 - \{0\}$, we have that:

$$\text{dist}(Mn,tS^1) \leq C \|n\|$$

where $C = \frac{\|e_1(L)\| + \|e_2(L)\|}{\|L\|_1}$.

We recall the reader that $\|L\|_1$ was defined in Definition 4.
Proof. By definition of dist, we have that:

$$\text{dist}(M_n, tS^1) \leq \|M_n - M_n t\| = \|1 - \frac{t}{\|M_n\|}\|M_n\|. \quad (23)$$

Furthermore, one has that:

$$\|M_n\| \leq \|M\|n \quad (24)$$

where $\|M\|$ is the matrix norm subordinated to $\|\cdot\|$.

With the equation (19) and equation (20), one can see that:

$$\|M\| \leq \|e_1(L)\| + \|e_2(L)\|. \quad (25)$$

Also, we have that:

$$|1 - \frac{t}{\|M_n\|}| \leq \frac{t}{\|L\|_1} \quad (26)$$

for $t$ large enough.

By using the equations (23), (24), (25) and (26), one gets that:

$$\text{dist}(M_n, tS^1) \leq (\|e_1(L)\| + \|e_2(L)\|)\frac{t}{\|L\|_1}\|n\|. \quad (27)$$

Now we can prove Lemma 3.

**Proof of Lemma 3** By using the equation (21), we have that:

$$\Delta_1(L, t) \leq \frac{1}{\sqrt{t}} \sum_{n \in \mathbb{Z}^2} |\chi_{S^1, M}(n; t) - 1_{\Omega_{M-1}^0}(n)|.$$

So, Sublemma 1 and Sublemma 2 give that:

$$\Delta_1(L, t) \leq \frac{1}{\sqrt{t}} \sum_{n \in \mathbb{Z}^2 - \{0\}} e^{-C^2 \frac{t^4}{\pi} \|n\|^2} + e^{-\frac{t^4}{\pi}} = O\left(\frac{1}{\sqrt{t}}\right).$$

3.1.2 Proof of Lemma 4

To prove Lemma 4, we first need to give another expression of $F(M, t)$, obtained via the Poisson formula. It is the object of the following lemma:

**Lemma 5.**

$$F(M, t) = \frac{1}{\pi} \sum_{n \in \mathbb{Z}^2 - \{0\}} \frac{1}{\|(M^{-1})^T n\|} \cos(2\pi t \|(M^{-1})^T n\|) - \frac{3\pi}{4} \lambda_M(2\pi n; t) + O_M(t^{-1})$$

where the $M$ in index of $O_M$ is to signal that it depends on $M$ (or, equivalently, on the lattice $L$).

To prove it, we first need a calculatory sublemma:
Sublemma 3. Let $D \in SL_2(\mathbb{R})$ and $\gamma = DS^1$. Then one has for every $\xi \in \mathbb{R}^2 - \{0\}$:

$$x_\gamma(\xi) = D \frac{D^T \xi}{\|D^T \xi\|},$$

$$p_\gamma(\xi) = \frac{\|\xi\|^3}{\|D^T \xi\|^3} \text{ and }$$

$$Y_\gamma(\xi) = \|D^T \xi\|$$

where $D^T$ is the transpose of the matrix $D$.

Proof. Let’s set $y = D^{-1}x_\gamma(\xi) \in S^1$. One knows that:

$$k = y$$

where $k$ is the outer normal to $S^1$ at $y$.

Let’s call $T$ the unit tangent vector of $S^1$ such that $(k, T)$ is an orthonormal and direct basis of $\mathbb{R}^2$. Let’s call $R$ the rotation matrix of angle $\frac{\pi}{2}$, so that

$$R = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

and so one has:

$$Rk = T.$$  \hspace{1cm} (29)

By definition of $x_\gamma(\xi)$ and because $D$ is a linear map such that $\det(D) > 0$, one knows that $D^T$ is a tangent vector of $\gamma$ at the point $x_\gamma(\xi)$ such that $(\xi, D^T \xi)$ is an orthogonal and direct basis of $\mathbb{R}^2$. By using (29), we now know that $(\xi, DRk)$ is an orthogonal and direct basis of $\mathbb{R}^2$.

By using the fundamental property of the adjoint of an operator, we get that:

$$(R^{-1}D^T \xi, k) \text{ is an orthogonal basis of } \mathbb{R}^2.$$  \hspace{1cm} (30)

So one gets that $R^{-1}D^T \xi = aT$ where $a$ is a non-zero real.

Finally, we have

$$D^T \xi = -ak$$  \hspace{1cm} (31)

because of (29).

The equation (28) and the fact that $k$ is unitary give us that:

$$x_\gamma(\xi) = \pm D \frac{D^T \xi}{\|D^T \xi\|}.$$  \hspace{1cm} (32)
As a consequence, we get immediately that:

\[ Y_\gamma(\xi) = \| D^T \xi \|. \]

Then by using the parametrization \( t \mapsto (\cos(t), \sin(t)) \) of the circle and the expression of curvature radius when using a parametrization, one gets that at a point \( X \) of \( \gamma = DS^1 \),

\[ \rho(X) = \| (D^{-1})^T D^{-1} X \|^3. \]

So, with equation (32), finally one gets that:

\[ \rho_\gamma(\xi) = \frac{\| \xi \|^3}{\| D^T \xi \|^3}. \]

We can now tackle the proof of Lemma 5.

**Proof of Lemma 5** According to the equation (18), the Poisson summation formula and because of the fact that \( 1_{t \Omega_{M-1}^1}(0) = \text{Area}(t \Omega_{M-1}^1) \) one has that:

\[ F(M, t) = \frac{1}{\sqrt{t}} \sum_{n \in \mathbb{Z}^2 - \{0\}} 1_{t \Omega_{M-1}^1}(2\pi n) \widetilde{\lambda}_M(2\pi n; t). \quad (33) \]

Yet, according to Lemma 2.1 from [3], one has that:

\[ 1_{t \Omega_{M-1}^1}(\xi) = \sqrt{t} \| \xi \|^{-\frac{3}{2}} \sum_{\pm} \sqrt{2\pi \rho_{M-1}^1(\pm \xi)} \exp(\pm i (Y_{M-1}^1(\pm \xi) - \frac{3\pi}{4})) + O_M(t^{-\frac{5}{2}} \| \xi \|^{-\frac{5}{2}}) \quad (34) \]

By using Sublemma [3], we get with equation (33):

\[ F(M, t) = \frac{1}{\pi} \sum_{n \in \mathbb{Z}^2 - \{0\}} \frac{1}{\| (M^{-1})^T n \|^2} \cos(2\pi t \| (M^{-1})^T n \| - \frac{3\pi}{4}) \widetilde{\lambda}_M(2\pi n; t) + O_M(t^{-1}). \quad (35) \]

Using the equation (15), the equation (21), the fact that if \( M \) represents a lattice \( L \), \( (M^{-1})^T \) represents the dual lattice \( L^\perp \), and the previous lemma, that is Lemma 5, one gets that:

\[ (\Delta_2)_A(L, t) \leq (\Delta_{2,1})(L, t) + (\Delta_{2,2})_A(L, t) + (\Delta_{2,3})_A(L, t) \quad (36) \]

where

\[ (\Delta_{2,1})(L, t) = O_M(t^{-1}) \quad (37) \]

\[ (\Delta_{2,2})_A(L, t) = \left| \sum_{l \in L^\perp \atop 0 < \| l \| \leq A} \frac{1}{\| l \|^2} \cos(2\pi t \| l \| - \frac{3\pi}{4})(1 - e^{-\frac{(2\pi)^2 \| l \|^2}{t^2}}) \right| \quad (38) \]

\[ (\Delta_{2,3})_A(L, t) = \left| \sum_{l \in L^\perp \atop A < \| l \|} \frac{1}{\| l \|^2} \cos(2\pi t \| l \| - \frac{3\pi}{4}) e^{-\frac{(2\pi)^2 \| l \|^2}{t^2}} \right|. \quad (39) \]

So, if we prove the following lemmas, we will get Lemma 4 and, in fine, get Lemma 1:

**Lemma 6.** \( \Delta_{2,1}(L, t) \) converges almost surely to 0 when \( t \to \infty \).
Let’s remark, by the way, that this last lemma is immediate according to equation (37).

**Lemma 7.** For all \( A > 0 \), \((\Delta_{2,2})_A(L,t)\) converges to 0 when \( t \to \infty \).

**Lemma 8.** For all \( \alpha > 0 \), for all \( A \) large enough, for all \( t \) large enough, \[ \mathbb{P}((\Delta_{2,3})_A(L,t) \geq \alpha) \leq \alpha. \]

**Proof of Lemma 7** Let \( \alpha > 0 \). Let’s take \( A \) large enough so that for all \( t \) large enough, \[ \mathbb{P}((\Delta_{2,3})_A(L,t) \geq \alpha) \leq \alpha. \]

It is possible according to Lemma 8. According to Lemma 7, according to Lemma 6 and because the almost-sure convergence imply the convergence in probability, even if it means taking \( t \) larger, one can suppose that :

\[ \mathbb{P}((\Delta_{2,1})(L,t) \geq \alpha) \leq \alpha \text{ and } \mathbb{P}((\Delta_{2,2})_A(L,t) \geq \alpha) \leq \alpha. \]

By using equation 30, one gets the wanted result.

Before following with the proof of Lemma 1 let’s say a few words about Lemma 7 and Lemma 8. The first tells us that the non-regularized Fourier series is "close" enough to the regularized Fourier series whereas the second one tells us that the large terms of the regularized Fourier series do not matter, in a certain sense, for our study.

It remains only to prove Lemma 7 and Lemma 8. We will do just that in the next two subsubsections.

### 3.1.3 Proof of Lemma 7

**Proof of Lemma 7** Let \( l \in L^\perp \). Then one has :

\[ |1 - e^{-(2\pi)^2 \frac{||l||^2}{t^2}}| \leq \frac{(2\pi)^2 ||l||^2}{t^2}. \] (40)

With this equation and with equation (38), one gets that :

\[ (\Delta_{2,2})_A(L,t) \leq \sum_{l \in L^\perp, 0 < ||l|| \leq A} \frac{(2\pi)^2}{t^2} ||l|| \frac{1}{2}. \] (41)

It follows that there exists \( C(L) > 0 \) such that :

\[ (\Delta_{2,2})_A(L,t) \leq C(L) \frac{A^{\frac{5}{2}}}{t^2}. \] (42)
3.1.4 Proof of Lemma 8

To prove Lemma 8 we need to use what are called Siegel and Rogers formulas. Theses formulas will also be useful later in this paper.

By setting \( c_k = \zeta(2)^{-k} \) for \( k \) an integer larger than 1 and where \( \zeta \) denotes the \( \zeta \) function of Riemann, one has the following formulas :

**Lemma 9** ([15], [18], [12]). For a piecewise smooth function with compact support on \( \mathbb{R}^2 \), one has :

- \[ \int_{\mathbb{R}^2} S(f) \, d\mu_2 = c_1 \int_{\mathbb{R}^2} f \, d\lambda \]

- When \( f \) is even,
  \[ (b) \int_{\mathbb{R}^2} S(f)^2 \, d\mu_2 \leq C \int_{\mathbb{R}^2} f^2 \, d\lambda + c_2 \left( \int_{\mathbb{R}^2} f \, d\lambda \right)^2 \]

  where \( C > 0 \).

With this lemma, we are going to prove two lemmas that will enable us to prove Lemma 8 by using Chebyshev’s inequality : the first one is intended to estimate the expectation of \( (\Delta_{2,3})_A(L, t) \) to see that it goes to 0 when \( t \to \infty \) (uniformly in \( A \)), the second one is intended to estimate its variance to see that it can be as uniformly small in \( t \) as one wants if \( A \) is chosen large enough. Until the end of this section, we are going to suppose \( A > 1 \).

**Lemma 10.**

\[ \mathbb{E}((\Delta_{2,3})_A(L, t)) = O \left( \frac{1}{t} \right) \]

**Proof.** One has :

\[ (\Delta_{2,3})_A(L, t) = \sum_{l \in \mathbb{Z}^2 \text{ prime}} f(l) \tag{43} \]

where

\[ f(l) = \frac{1}{||l||^2} \sum_{k \in \mathbb{N} - \{0\}} \frac{\cos(2k\pi t ||l|| - \frac{3\pi}{4})}{k^2} e^{-\frac{(2k\pi)^2 ||l||^2}{4t}}. \tag{44} \]

The Lemma [13] gives us then that :

\[ \mathbb{E}((\Delta_{2,3})_A(L, t)) \leq C \int_{\mathbb{R}^2} f(x) 1_{||x|| > A} \, dx \tag{45} \]

where \( C > 0 \) because the density of \( \tilde{\mu}_2 \) is supposed to be bounded.

By passing into polar coordinates, one gets that :

\[ \mathbb{E}((\Delta_{2,3})_A(L, t)) \leq C \int_{r = A}^{\infty} \sum_{k \in \mathbb{N} - \{0\}} \frac{\cos(2k\pi t r - \frac{3\pi}{4})}{k^2} e^{-\frac{(2k\pi)^2 r^2}{4t}} \, dr \tag{46} \]

(the constant \( C \) has changed but it does not matter). Lebesgue’s dominated convergence theorem gives us that :

\[ \mathbb{E}((\Delta_{2,3})_A(L, t)) \leq C \sum_{k \in \mathbb{N} - \{0\}} \frac{1}{k^2} \int_{r = A}^{\infty} \frac{\cos(2k\pi t r - \frac{3\pi}{4})}{r^2} e^{-\frac{(2k\pi)^2 r^2}{4t}} \, dr. \tag{47} \]
Finally, an integration by part gives us that:

\[
E((\Delta_{2,3})_A(L,t)) \leq C \sum_{k \in \mathbb{N} - \{0\}} \frac{1}{k^2} \left( -\frac{\sin(2k\pi tA - \frac{3\pi}{4})e^{-(2k\pi)^2 \frac{t^2}{r^2}}}{2k\pi tA^2} \right. \\
+ \int_{A}^{\infty} \frac{\sin(2k\pi tA - \frac{3\pi}{4})e^{-(2k\pi)^2 \frac{t^2}{r^2}}}{4k\pi tr^2} \, dr \\
+ \left. \int_{A}^{\infty} \frac{\sin(2k\pi tr - \frac{3\pi}{4})(2\pi k)^2}{2k\pi t} \left( -\frac{1}{2t} - 2r^\frac{1}{2}e^{-(2k\pi)^2 \frac{t^2}{r^2}} \right) \, dr \right). 
\] 

(48)

By using that \( r^\frac{1}{2} \leq r \) (because \( A > 1 \)), one has finally, by estimating the three terms of the right member:

\[
E((\Delta_{2,3})_A(L,t)) = O\left(\frac{1}{t}\right). 
\]

Lemma 11.

\[
\text{Var}((\Delta_{2,3})_A(L,t)) = O\left(\frac{1}{A}\right)
\]

where the \( O \) can be chosen independent from \( t \).

Proof. By using the same notation as before, by using again the Lemma 9 and by using the Lemma 10, one gets that:

\[
\text{Var}((\Delta_{2,3})_A(L,t)) \leq C \int_{\mathbb{R}^2} f^2(x)1_{\|x\|>A} \, dx. 
\]

(49)

So, by passing into polar coordinates, one gets that:

\[
\text{Var}((\Delta_{2,3})_A(L,t)) \leq C 2\pi \int_{r=A}^{\infty} \frac{1}{r^2} \left( \sum_{k \in \mathbb{N} - \{0\}} \frac{\cos(2k\pi tr - \frac{3\pi}{4})e^{-(2k\pi)^2 \frac{r^2}{2t^2}}}{k^2} \right) \, dr. 
\]

(50)

Because \( \sum_{k=1}^{\infty} \frac{1}{k^2} < \infty \), we get the wanted result. 

We can now prove the Lemma 8.

Proof of Lemma 8. The Chebyshev’s inequality gives the wanted result if, first, we choose \( A \) large enough and, second, we choose \( t \) large enough so that \( E((\Delta_{2,3})_A(L,t)) \) and \( \text{Var}((\Delta_{2,3})_A(L,t)) \) are small enough. These choices are possible according to Lemmas 10 and 11. 

So, now the proof of Lemma 1 is complete and we will conclude this section by proving the Lemma 2 so that the proof of Proposition 1 will be complete.

3.2 Proof of Lemma 2

To prove the Lemma 2, we are going to take the same kind of approach as before: estimate the expectation and the variance of the quantity \( S_A - S_{A,\text{prime}} \) and get the result via the
Chebyshev’s inequality.

We have that:

\[ H_A(L, t) - S_{A, \text{prime}}(L, t) = \sum_{l \in L^\perp_{\text{prime}}} f(l) \]  \hspace{1cm} (51)

where

\[ f(l) = \frac{1}{\|l\|^{\frac{3}{2}}} \mathbf{1}_{0 < \|l\| \leq A} \sum_{k \geq \left\lfloor \frac{A}{|l|} \right\rfloor} \frac{\cos(2k\pi t \|l\| - \frac{3\pi}{4})}{k^{\frac{3}{2}}}. \]  \hspace{1cm} (52)

With this expression, we see that we are going to have a little problem of integrability at 0 when using the Lemma 9. That’s why, we have to exclude 0 and we will suppose that \( L \) is chosen so that \( \|L^\perp\|_1 \geq \epsilon \) where \( 0 < \epsilon < 1 \). Only a small number of lattices is excluded according to this lemma that we recall:

**Lemma 12.** For every \( 0 < \epsilon < 1 \), one has that

\[ \mathbb{P}(\|L\|_1 < \epsilon) = O(\epsilon^2). \]

**Proof.** It is a consequence of Lemma 9 by taking

\[ S(f)(L) = \sum_{l \in L} \mathbf{1}_{B_f(0, \epsilon)}(l) \]

where \( \mathbf{1}_{B_f(0, \epsilon)}(l) \) is the indicator function of the closed ball for the norm \( \|\| \) centred on 0 of radius \( \epsilon \).

Thus, for the chosen lattices, we have:

\[ H_A(L, t) - S_{A, \text{prime}}(L, t) = \sum_{l \in L^\perp_{\text{prime}}} f(l) \mathbf{1}_{\|l\| \geq \epsilon} = \Delta_{3, \epsilon, A, t}(L). \]  \hspace{1cm} (53)

**Lemma 13.**

\[ \mathbb{E}(\Delta_{3, \epsilon, A, t}(L)) = O_{\epsilon, A}(\frac{1}{t}). \]

**Proof.** By using the Lemma 9 one gets that:

\[ \mathbb{E}(\Delta_{3, \epsilon, A, t}(L)) \leq C \int_{\epsilon}^{A} \frac{1}{r^{\frac{3}{2}}} \sum_{k \geq \left\lfloor \frac{A}{r} \right\rfloor} \frac{\cos(2k\pi tr - \frac{3\pi}{4})}{k^{\frac{3}{2}}} dr. \]  \hspace{1cm} (54)

Lebesgue’s dominated convergence theorem gives us that:

\[ \int_{\epsilon}^{A} \frac{1}{r^{\frac{3}{2}}} \sum_{k \geq \left\lfloor \frac{A}{r} \right\rfloor} \frac{\cos(2k\pi tr - \frac{3\pi}{4})}{k^{\frac{3}{2}}} dr = \sum_{k = 1}^{\infty} \frac{1}{k^{\frac{3}{2}}} \int_{\max(\frac{A}{r}, \epsilon)}^{A} \cos(2k\pi tr - \frac{3\pi}{4}) dr. \]  \hspace{1cm} (55)

An integration by part as in the proof of lemma 10 and the equation (54) give us finally that:

\[ \mathbb{E}(\Delta_{3, \epsilon, A, t}(L)) = O_{\epsilon, A}(\frac{1}{t}). \]  \hspace{1cm} (56)

**Lemma 14.** There exists \( K > 0 \) such that:

\[ \text{Var}(\Delta_{3, \epsilon, A, t}(L)) \leq K (-\log(\epsilon) + \log(A)). \]
Proof. Lemma 9 gives us that:

\[
\text{Var}(\Delta_{3,\epsilon,A,t}(L)) \leq C2\pi \int_{\epsilon}^{A} \frac{1}{r^2} \left( \sum_{k \geq \frac{1}{2}} \frac{\cos(2\pi k tr - \frac{3\pi}{4})}{k^2} \right)^2 dr.
\]  

(57)

Yet one also has that for all \( x > 0 \):

\[
\sum_{k \geq x} \frac{1}{k^2} \leq \frac{D}{x^2}
\]  

(58)

where \( D > 0 \).

Thus, equations (57) and (58) imply that:

\[
\text{Var}(\Delta_{3,\epsilon,A,t}(L)) \leq \frac{2\pi CD}{A} \int_{\epsilon}^{A} \frac{1}{r} dr.
\]  

(59)

\[\square\]

We can now give the proof of Lemma 2.

Proof of Lemma 2. First we take \( 1 > \epsilon > 0 \) small enough so that the measure of the neglected lattices, id est the lattices such that \( \|L\|_1 < \epsilon \), is small enough. It is possible according to Lemma 12.

Then we take \( A \) large enough so that \( \text{Var}(\Delta_{3,\epsilon,A,t}(L)) \) is small enough. It is possible according to Lemma 14.

Finally, we take \( t \) large enough so that \( \mathbb{E}(\Delta_{3,\epsilon,A,t}(L)) \) is small enough, which is possible according to Lemma 13 and conclude by using Chebyshev’s inequality. \[\square\]

So, we are now brought back to the study of \( S_{A,\text{prime}}(L,t) \) when \( t \to \infty \) and the next section is dedicated to it.

We **are going to replace** \( L^\perp \) by \( L \) (it changes nothing because we are studying the asymptotic convergence in law with \( L \in \mathcal{S}_2 \) distributed according to \( \tilde{\mu}_2 \)).

4 Study of \( S_{A,\text{prime}}(L,t) \) when \( t \to \infty \)

4.1 Reductions for the study of \( S_{A,\text{prime}}(L,t) \) and proof of Theorem 1

Before entering in the main object of this section, we need to do a small rewriting of \( S_{A,\text{prime}}(L,t) \). We recall that a vector \( l \in L \) is prime if, and only if, \( Kl \in KL \) is prime where \( K \in SL_2(\mathbb{R}) \). Furthermore, a vector \((l_1, l_2) \in \mathbb{Z}^2\) is prime if, and only if, \( l_1 \wedge l_2 = 1 \).

By using the symmetry \( l \mapsto -l \), we deduce that \( S_{A,\text{prime}}(L,t) \) can be rewritten as followed:

\[
S_{A,\text{prime}}(L,t) = \frac{2}{\pi} \sum_{k \in \Pi_A(L)} \frac{Z_k(L,t)}{Y_k(L)}
\]  

(60)

where, for \( k = (k_1, k_2) \in \mathbb{Z}^2 \),

\[
Y_k(L) = \|k_1e_1(L) + k_2e_2(L)\|^3,
\]  

(61)
\[ Z_k(L, t) = \sum_{m \in \mathbb{N} - \{0\}} \frac{\cos(2\pi tm \|k_1 e_1(L) + k_2 e_2(L)\| - \frac{3\pi}{4})}{m^2}, \]  
(62)

and where
\[ \Pi_A(L) = \{(k_1, k_2) \in \mathbb{Z}^2 \mid k_1 \wedge k_2 = 1, k_1 \geq 0 \|k_1 e_1(L) + k_2 e_2(L)\| \leq A\} \]  
(63)

and here we agree that if \((k_1, k_2) \in \Pi_A(L)\) then \(k_1 = 0\) implies that \(k_2 = 1\) (for the definition of \(e_1(L)\) and \(e_2(L)\) see Definition 4).

Let’s recall that :
\[ \Pi = \{(k_1, k_2) \in \mathbb{Z}^2 \mid k_1 \wedge k_2 = 1, k_1 \geq 0\}. \]  
(64)

Our goal now is to prove the following proposition :

**Proposition 2.** \(\{Z_k(L, t)\}_{k \in \Pi}\) converge, when \(t \to \infty\), towards independent identically distributed real random variables that have a compact support, are symmetrical and are independent of \(L\).

In the next section we are going to consider the sums of the type
\[ \tilde{S}_A(\omega, L) = \sum_{k \in \Pi_A(L)} \frac{Z_k(\omega)}{\|k_1 e_1(L) + k_2 e_2(L)\|^\frac{3}{2}} \]
where \(Z_k\) are non-zero real independent identically distributed random variables from \(\Omega \ni \omega\) that are symmetrical and have a compact support. We will see, with Proposition 7, that the sums of this type :

- converge almost surely (on the space \(\Omega \times \mathcal{S}_2\))
- their respective limits are symmetrical and their expectations are equal to 0
- their respective limits admit moment of order \(1 + \kappa\) for any \(0 \leq \kappa < \frac{1}{3}\)
- their respective limits do not admit a moment of order \(\frac{4}{3}\) when \(\sigma(L) \geq m\) where \(m > 0\) and where \(L\) belongs to an event of the form \((\|L\| < \alpha)\) with \(\alpha > 0\).
- when there exists \(\alpha > 0\) such that \(\tilde{\mu}_2(\{L \in \mathcal{S}_2 \mid \|L\|_1 < \alpha\}) = 0\) then their respective limits admit moments of all order \(1 \leq p < \infty\).

We are going to see now that it is enough to prove Proposition 2 and Proposition 7 to establish Theorem 1 with the exception of the exact form of the limiting law (yet it is given by Proposition 3).

**Proof of Theorem 1.** Let \(\psi \in C^\infty_c(\mathbb{R})\). Let \(\epsilon > 0\). According to Proposition 1, we can take \(A\) as large as we want and then \(t\) as large as we want so that :
\[ |E \left( \psi \left( \frac{R(tE^2, L)}{\sqrt{t}} \right) \right) - E(\psi(S_{A,\text{prime}}(L, t))) | \leq \epsilon. \]  
(65)

Furthermore, even if it means neglecting lattices that form a set of small measure, one can suppose that only a finite number of \(k\), independent of \(L\), intervene in the equation (60). Thus, thanks to 2, one has that :
\[ |E(\psi(S_{A,\text{prime}}(L, t))) - E(\psi(\tilde{S}_A(\omega, L))) | \leq \epsilon \]  
(66)
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where the $Z_k(\omega)$ in $\tilde{S}_A(\omega, L)$ are given by Proposition \ref{boundZk}
Furthermore, Proposition \ref{boundZk'} gives us that:

$$|\mathbb{E}\left(\psi(\tilde{S}_A(\omega, L))\right) - \mathbb{E}\left(\psi(\lim_{A\to\infty} \tilde{S}_A(\omega, L))\right)| \leq \epsilon$$  \hfill (67)

with $\lim_{A\to\infty} \tilde{S}_A(\omega, L))$ that verify all the listed properties.
So, equations (65), (66) and (67) give the wanted result. 

The main reason why $Z_k$ are going to be independent from $L$ is the presence of the factor $t$.
The main reasons why the rest of Proposition \ref{boundZk} will be true are the presence of the factor $t$ in $Z_k$
and the fact that the coefficients of order 1 of the Taylor series of $(\|k_1e_1(L) + k_2e_2(L)\|)_{k\in \Pi_A(L)}$
on a small geodesic segment are $\mathbb{Z}$-free.

In order to prove Proposition \ref{boundZk} it is actually enough to prove the following proposition :

**Proposition 3.** For $k = (k_1, k_2)$, let

$$\theta_k(L, t) = t\|k_1e_1(L) + k_2e_2(L)\| \mod 1.$$  \hfill (68)

Then, we have that $\{\theta_k(L, t)\}_{k\in \Pi}$ converge, when $t \to \infty$, towards random variable that are independent identically distributed, are distributed according to the Lebesgue measure $\lambda$ over $\mathbb{R}/\mathbb{Z}$ and are independent from $L$.

Thanks to this proposition, we now understand why the limit law of $\frac{\mathcal{R}(\Theta^2, L)}{\sqrt{t}}$ is
given by $S(\theta, L)$. To prove this last proposition, it is sufficient to prove the following proposition where $e(\theta)$ stands for $\exp(i2\pi \theta)$ :

**Proposition 4.** For every $l \in \mathbb{N} - \{0\}$, for every $\psi \in \mathcal{C}_c^\infty(\mathcal{F}_2)$, for every $(p_1, \cdots, p_l) \in \mathbb{Z}^l - \{0\}$, one has :

$$\mathbb{E}\left(\psi(L)e\left(\sum_{h=1}^lp_h\theta_{k_h}\right)\right) \to 0$$  \hfill (69)

where the $k_h \in \Pi$ are all distinct.

Before passing to the proof of Proposition 4 let’s give some heuristic about it. Basically, by working with a foliation of the space $\mathcal{F}_2$ given by small enough geodesic segments, we are first going to have :

$$\mathbb{E}\left(\psi(L)e\left(\sum_{h=1}^lp_h\theta_{k_h}\right)\right) \approx \mathbb{E}(\psi)\mathbb{E}\left(e\left(\sum_{h=1}^lp_h\theta_{k_h}\right)\right)$$
due to the presence of the factor $t$ in $\theta$.
The right member will go to 0 when $t$ goes to infinity because a Riemann-Lebesgue lemma will apply because quantities "close" to the variables $\theta_{k_h}$ are typically $\mathbb{Z}$-free (see the heuristic explanation of the second step).
The rest of this section is now dedicated to the proof of the Proposition 4.
4.2 Foliation and local estimates

We recall that a foliation of the space $\mathcal{S}_2$ is given by the orbits of the group $\delta$ where

$$\delta(\lambda) = \begin{pmatrix} \lambda & 0 \\ 0 & 1/\lambda \end{pmatrix}. $$

To prove Proposition 3, we are going to look at what it is happening on a small 'segment' of the form

$$S_\epsilon(L) = \{ \delta(\lambda)L \mid \lambda \in [\frac{1}{1+\epsilon}, 1+\epsilon] \} $$

where $L \in \mathcal{S}_2$ and $\epsilon > 0$ can be taken as small as possible. More precisely, we are going to show, when $t \to \infty$, the independence of the $(\theta_k)$ and of $L$ over smalls segments of the form $S_\epsilon(L)$, as well as the fact that the $(\theta_k)$ are identically distributed and distributed according to the normalized Haar measure over $\mathbb{R}/\mathbb{Z}$.

Let’s set, for $k = (k_1, k_2) \in \Pi$ :

$$W_k(L) = \sum_{j=1}^{2} k_2^2 \frac{(e_j(L))^2}{L} - \frac{(e_j(L))^2}{2}. $$

On a segment of the form $S_\epsilon(L)$, the following lemma basically tells us how we can estimate the quantities $Z_k$ :

**Lemma 15.** For a typical $L \in \mathcal{S}_2$, there exists $\epsilon > 0$ small enough such that for every $\lambda \in [\frac{1}{1+\epsilon}, 1+\epsilon]$, $e_1(\delta(\lambda)L) = \delta(\lambda)e_1(L)$ and $e_2(\delta(\lambda)L) = \delta(\lambda)e_2(L)$.

Furthermore, for such a $\lambda$, for $k = (k_1, k_2) \in \Pi$, we have for $h = \lambda - 1$,

$$\|k_1e_1(\delta(\lambda)L) + k_2e_2(\delta(\lambda)L)\| = \|k_1e_1(L) + k_2e_2(L)\| $$

$$+ W_k(L)h + O_{k_1,k_2,L}(h^2). $$

**Proof.** First, if the first part of the lemma is acquired, then the following equation are acquired via a basic calculation of Taylor series. Thus, we just have to prove the first part of the Lemma 15.

Now let’s prove that for a $\epsilon > 0$ small enough, for every $\lambda \in [\frac{1}{1+\epsilon}, 1+\epsilon]$, $e_1(\delta(\lambda)L) = \delta(\lambda)e_1(L)$.

We note that for a typical lattice $L$, we have that

$$\min_{l \in L - \{\pm e_1(L), \pm e_2(L)\}} \|l\| \geq \|e_2(L)\| > \|e_1(L)\|. $$

So there exists $\kappa > 0$ such that for every $k \in L - \{\pm e_1(L), \pm e_2(L), 0\}$,

$$\|k\| \geq \|e_1(L)\| + \kappa.$$

This last equation and the continuity of $\|\|\|$ give that, for a $\epsilon > 0$ small enough, for every $\lambda \in [\frac{1}{1+\epsilon}, 1+\epsilon]$ :

$$\|\delta(\lambda)k\| \geq \|\delta(\lambda)e_1(L)\| + \frac{\kappa}{2}. $$

This last equation and the fact $\delta(\lambda)e_1(L)|_1 > 0$ give us that $\delta(\lambda)e_1(L) = e_1(\delta(\lambda)L)$.

Finally, let’s prove that, even if it means reducing $\epsilon > 0$, for every $\lambda \in [\frac{1}{1+\epsilon}, 1+\epsilon]$, $e_2(\delta(\lambda)L) = \delta(\lambda)e_2(L)$.

We have the wanted result when the first inequality in the equation (73) is strict (by reasoning the same way as before).

So let’s suppose that this last inequality is an equality. Let’s call $l$ such that $l_1 \geq 0$ and such that $\|e_2(L)\| = \|l\|$. If $l_1 > 0$ it means that the couple $(e_1(L), e_2(L))$ is not well-defined. If $l_1 = 0$ then $L$ belongs to a negligible set according to the Lemma 4.5 from the article [17].
To prove Proposition 4 we see, in light of Lemma 15, that it would be convenient to prove the following proposition:

**Proposition 5.** For a typical \( L \in \mathcal{S}_2 \), for every \( m \in \mathbb{N} - \{0\} \), for every family \( (p_1, \cdots, p_m) \in \mathbb{Z}^m \), for every \( k_1, \cdots, k_m \in \Pi \), all distinct if

\[
\sum_{i=1}^m p_i W_{k_i}(L) = 0 \tag{76}
\]

then \( p_1 = \cdots = p_m = 0 \).

In other words, for a typical \( L \in \mathcal{S}_2 \),

\[
(W_{k_i}(L))_{i \geq 1}
\]

is a \( \mathbb{Z} \)-free family.

The next subsection is dedicated to prove this proposition.

### 4.3 Proof of Proposition 5

Let us set:

\[
X_1 = \|e_1(L)\|^2, \quad X_2 = \left< e_1(L), e_2(L) \right>, \quad X_3 = \|e_2(L)\|^2 \quad \text{and} \quad X_4 = \frac{\cos(\alpha)}{\sin(\alpha)} \tag{79}
\]

where \( \beta \in ]-\pi, \pi[-\{0\} \) is the oriented angle from \( e_1(L) \) to \( e_2(L) \) and where \( \alpha \) is the oriented angle from \( (1, 0) \) to \( e_1(L) \) (see the figure just after). So one has typically \( \alpha \in ]-\frac{\pi}{2}, \frac{\pi}{2}[-\{0\} \) and \( \beta \in ]-\frac{\pi}{2} - \alpha, \frac{\pi}{2} - \alpha[-\{0\} \).

![Diagram](image)

With these notations, one has:

**Lemma 16.**

- \( X_1 X_3 = 1 + X_2^2 \)

- \( X_2 = \frac{\cos(\beta)}{\sin(\beta)} \)
• For every $k \in \Pi$, 
\[
\|k_1e_1(L) + k_2e_2(L)\| = \sqrt{k_1^2X_1 + 2k_1k_2X_2 + k_2^2X_3}
\]

• 
\[
(e_1(L))_1^2 - (e_1(L))_2^2 = \frac{X_1}{X_4^2 + 1}
\]

• 
\[
(e_2(L))_1^2 - (e_2(L))_2^2 = \frac{1}{X_1(1 + X_4^2)}((X_4^2 - 1)(X_3^2 - 1) - 4 \text{sgn}(\beta)X_2X_4)
\]

Proof. Because $L \in \mathcal{S}_2$, we have that 
\[
1 = \det(e_1(L), e_2(L))^2 = X_1X_3\sin(\beta)^2. \tag{81}
\]
Furthermore, one has:
\[
X_2^2 = X_1X_3\cos(\beta)^2. \tag{82}
\]
So by summing the equation (81) with the equation (82), one gets that:
\[
X_1X_3 = 1 + X_2^2.
\]
The second item is also a direct consequence of equations (81) and (82).

The third item is obtained by using the fact that $\|\cdot\| = \sqrt{\langle \cdot, \cdot \rangle}$.

The fourth item is obtained by using the two following equations:
\[
(e_1(L))_1^2 = X_1\cos^2(\alpha) \text{ and } (e_1(L))_2^2 = X_1\sin^2(\alpha). \tag{83}
\]
Concerning the fifth and last item, thanks to the two following equations
\[
(e_2(L))_1^2 = X_3\cos^2(\alpha + \beta) \text{ and } (e_2(L))_2^2 = X_3\sin^2(\alpha + \beta) \tag{84}
\]
we get that:
\[
(e_2(L))_1^2 - (e_2(L))_2^2 = \frac{1}{X_1(1 + X_4^2)}((X_4^2 - 1)(2X_2^2 - X_1X_3) - 4\text{sgn}(\beta)X_2X_4\sqrt{X_1X_3 - X_2^2}). \tag{85}
\]
We conclude the proof of the fifth item by using the first item that has been proved at the beginning.

Now, let’s set, for every $k \in \Pi$
\[
A_k(X_1, X_2) = k_1^2X_1^2 + 2k_1k_2X_1X_2 + k_2^2(1 + X_2^2). \tag{86}
\]
Thanks to the second equation of Lemma[16] we have that:
\[
\|k_1e_1(L) + k_2e_2(L)\| = \sqrt{A_k(X_1, X_2)} \tag{87}
\]
and so, by multiplying, the equation (76) is equivalent to (with the same notations):
\[
\sum_{i=1}^{m} p_i \prod_{k \neq i} A_{k_i} \left( (k_1)_1^2X_1^2(X_4^2 - 1) + (k_1)_2^2((X_4^2 - 1)(X_2^2 - 1) - 4\text{sgn}(\beta)X_2X_4) \right) = 0. \tag{88}
\]
At the end of the day, according to this last remark, to prove the Proposition[5] it is enough to prove the following proposition:
Proposition 6. For a typical \( L \in \mathcal{S}_2 \), for all \( A_{k_1}, \ldots, A_{k_n}, A_{h_1}, \ldots, A_{h_r} \) where \( k_1, \ldots, k_n \) and \( h_1, \ldots, h_r \) are all distinct from one another and from \((1,0)\), the square root \( \sqrt{\prod_{i=1}^{n} A_{h_i}} \) does not belong to the field \( \mathbb{Q}(X_1, X_2, X_4)[\sqrt{A_{k_1}}, \ldots, \sqrt{A_{k_n}}] \) with \( n \geq 0, r \geq 1 \). Consequently, the family formed by the square roots of product of different \( A_k \) are \( \mathbb{Q}(X_1, X_2, X_4) \)-free.

We must exclude the case \((1,0)\) because \( A_{(1,0)} = X_2^2 \). Yet, in the proof of the Proposition \( \text{5} \) there won’t be any major difficulties created because of this last fact.

This proposition is an analogue of a lemma that can be used to prove that the family \( (\sqrt{p})_{p \in \mathcal{P}} \), where \( \mathcal{P} \) is the set of prime numbers, is \( \mathbb{Z} \)-free. The Proposition \( \text{6} \) will be proved by induction but to achieve it we first need a lemma.

Lemma 17. For a typical lattice \( L \in \mathcal{S}_2 \), for all \( P \in \mathbb{Q}[Y_1, Y_2, Y_3] \),

\[
\text{if } P(\|e_1(L)\|^2, \cos(\beta)/\sin(\beta), \cos(\alpha)/\sin(\alpha)) = 0 \text{ then } P = 0.
\]

As a consequence, for a typical lattice \( L \in \mathcal{S}_2 \), for all \( P \in \mathbb{Q}[Y_1, Y_2, Y_3] \),

\[
\text{if } P(X_1, X_2, X_4) = 0 \text{ then } P = 0
\]

where \( X_1 \) was defined by equation \( \text{(77)} \), \( X_2 \) was defined by equation \( \text{(78)} \) and \( X_4 \) was defined by equation \( \text{(80)} \).

Proof. The result is immediate if one has in mind that:

- A typical lattice \( L \in \mathcal{S}_2 \) is determined by three, and only three, continuous parameters: \( \alpha \in ]-\frac{\pi}{2}, \frac{\pi}{2}[-\{0\} \) which is the oriented angle from \((1,0)\) to \( e_1(L) \), \( \beta \in ]-\frac{\pi}{2}, \frac{\pi}{2}[-\alpha[-\{0\} \) which is the oriented angle from \( e_1(L) \) to \( e_2(L) \) and \( r > 0 \) such that \( r^4 < \frac{1}{\sin^2(\beta)} \) (see equation \( \text{(81)} \)) which is \( \|e_1(L)\| \). Yet we want to emphasize that all the choices of \( (\alpha, \beta, r) \in \{(\alpha, \beta, r) \mid \alpha \in ]-\frac{\pi}{2}, \frac{\pi}{2}[-\{0\}, \beta \in ]-\frac{\pi}{2}, \frac{\pi}{2}[-\alpha[-\{0\}, 0 < r \) and \( r^4 < \frac{1}{\sin^2(\beta)} \) does not give a lattice \( L \in \mathcal{S}_2 \): the set of \( (\alpha, \beta, r) \) that suit are a submanifold of dimension 3.

- For a typical lattice \( L \in \mathcal{S}_2 \) (like before), if there exists a \( P \neq 0 \) such that

\[
P(\|e_1(L)\|^2, \cos(\beta)/\sin(\beta), \cos(\alpha)/\sin(\alpha)) = 0
\]

then \( L \) belongs to a countable union of submanifolds of dimension at most 2.

\( \square \)

We can now prove the Proposition \( \text{6} \)

Proof of Proposition \( \text{6} \). We are first going to prove the first part of the proposition.
Let’s suppose that \( L \) is a typical lattice like in the Lemma \( \text{17} \). Let’s prove that such a \( L \) is appropriate by making an induction on the parameter \( n \in \mathbb{N} \) \( (r \geq 1 \) is not fixed).

(Basis)
Let's suppose that a square root $\sqrt{\prod_{i=1}^{r} A_{h_i}}$ belongs to $\mathbb{Q}(X_1, X_2, X_4)$. Then there exists $P, Q \in \mathbb{Q}[Y_1, Y_2, Y_4]$ such that $P \wedge Q = 1$ and such that:

$$\sqrt{\prod_{i=1}^{r} A_{h_i}} = (\frac{P}{Q})(X_1, X_2, X_4). \quad (89)$$

By squaring this equation and using Lemma $[17]$ one gets the following equality between polynomials:

$$P^2 = Q^2(\prod_{i=1}^{r} A_{h_i})(Y_1, Y_2). \quad (90)$$

So, we get that $Q = 1$. Furthermore, we have that for any $h \in \Pi - \{(1, 0)\}$:

$$A_h(Y_1, Y_2) = (h_1Y_1 + h_2Y_2)^2 + h_2^2 > 0 \quad (91)$$

and this inequality is true for every $Y_1, Y_2 \in \mathbb{R}$.

So, every such $A_h$ is prime in the ring $\mathbb{Q}[Y_1, Y_2, Y_4]$. Furthermore, the $A_h$ are not associated from one another, which means that for two different $h_1, h_2$, $A_{h_1}$ does not divide $A_{h_2}$.

The equation (90) leads us to an absurdity.

(Induction step)

Let's suppose that the result is acquired for all $k \in [0, n]$.

Furthermore, let's suppose that $\sqrt{\prod_{i=1}^{r} A_{h_i}} \in \mathbb{Q}(X_1, X_2, X_4)[\sqrt{A_{k_1}}, \cdots, \sqrt{A_{k_n}}, \sqrt{A_{k_{n+1}}}]$.

Yet, we have: $\mathbb{Q}(X_1, X_2, X_4)[\sqrt{A_{k_1}}, \cdots, \sqrt{A_{k_n}}, \sqrt{A_{k_{n+1}}}] = U[\sqrt{A_{k_{n+1}}}]$ where

$$U = \mathbb{Q}(X_1, X_2, X_4)[\sqrt{A_{k_1}}, \cdots, \sqrt{A_{k_n}}].$$

So here there exist $x, y \in U$ such that:

$$\sqrt{\prod_{i=1}^{r} A_{h_i}} = x + y\sqrt{A_{k_{n+1}}}. \quad (92)$$

By squaring, one gets that:

$$\prod_{i=1}^{r} A_{h_i} = x^2 + y^2A_{k_{n+1}} + 2xy\sqrt{A_{k_{n+1}}}. \quad (93)$$

Now, if $x$ and $y$ are different from 0, one has $\sqrt{A_{k_{n+1}}} \in U$ which is excluded by the hypothesis of the induction.

So $y = 0$ and in that case $\sqrt{\prod_{i=1}^{r} A_{h_i}} \in U$, which is also excluded by the hypothesis of the induction, or $x = 0$ and then $\sqrt{\prod_{i=1}^{r} A_{h_i}} \sqrt{A_{k_{n+1}}} \in U$, which is also excluded by the hypothesis of the induction. So, we obtain the first part of the proposition.

Concerning the second part, let's enumerate the $k$ that belong to $\Pi$ and that are different from $(1, 0)$. It forms a sequence $(k_n)_{n \geq 1}$. Thanks to the first part of the proposition, we see that the sequence of fields $(\mathbb{Q}(X_1, X_2, X_4)(\sqrt{A_{k_1}}, \cdots, \sqrt{A_{k_n}}))$ is increasing for the inclusion. So, for all $n \geq 1$, its dimension over $\mathbb{Q}(X_1, X_2, X_4)$ must be $2^n$.

Yet $\mathbb{Q}(X_1, X_2, X_4)(\sqrt{A_{k_1}}, \cdots, \sqrt{A_{k_n}})$ is generated by the product of square roots of $A_{k_1}, \cdots, A_{k_n}$ where $k_i$ taken are all different from one another. But their numbers is equal to $2^n$. So, they form a $\mathbb{Q}(X_1, X_2, X_4)$-free family.

We can now prove the Proposition $[5]$
Proof of Proposition 5. Let’s give us a typical \( L \in S^2 \) like in the Proposition 6 and like in the Lemma 17. Let’s suppose also that:

\[
\sum_{i=1}^{m} p_i W_{k_i}(L) = 0
\]

with all the \( p_i \neq 0 \) and with \( m \geq 1 \). Then the equation is verified. Yet, this equation means in particular that the family of the square roots of different \( A_k \) is not \( \mathbb{Q}(X_1, X_2, X_4) \) which is excluded by Proposition 6, except in the case where \( m = 1 \) or \( m = 2 \) and in this last case all \( k_h \) must be equal to \((1,0)\). So, these two cases are also excluded in the end.

4.4 Proof of Proposition 4

Before starting the proof of Proposition 4, we only need a simple lemma:

Lemma 18. For every \( m \in \mathbb{N} - \{0\} \), for every family \( (p_1, \cdots, p_m) \in \mathbb{Z}^m - \{0\} \), for every \( k_1, \cdots, k_m \in \Pi \), all distinct, for every \( 0 < \epsilon < 1 \), there exists \( a > 0 \) and \( K_\epsilon \) a measurable set of \( S^2 \) such that \( \tilde{\mu}_2(S^2 - K_\epsilon) \leq \epsilon \) and such that for all \( L \in K_\epsilon \),

\[
\left| \sum_{i=1}^{m} p_i W_{k_i}(L) \right| \geq a .
\]

Proof. It is a direct consequence of Proposition 5.

Now, by using the foliation given by \( \delta(\lambda) \) and previous results, we can now prove Proposition 4.

Proof of Proposition 4. The proof in all its generality can be made as in the case where \( \tilde{\mu}_2 = \mu_2 \). So, we will suppose for simplicity that \( \tilde{\mu}_2 = \mu_2 \).

Let \( \psi \in C^\infty(S^2) \). Let \( (p_1, \cdots, p_l) \in \mathbb{Z}^l - \{0\} \).

For all \( \epsilon > 0 \), we call \( \mathcal{F}_\epsilon \) the tribe on \( S^2 \) generated by the \( S_\epsilon(L) \). Let \( 1 > \epsilon_1 \geq \epsilon_2 > 0 \).

According to Lemmas 15 and 18, there exists a measurable part \( K_{\epsilon_1} \) such that \( \mu_2(K_{\epsilon_1}) \geq 1 - \epsilon_1 \), a real \( M > 0 \) and a real \( a > 0 \), such that

• for every \( L \in K_{\epsilon_1} \), for every \( \lambda \in \left[ \frac{1}{1+\epsilon_1}, 1 + \epsilon_1 \right] \):

\[
|\psi(\delta(h)L) - \psi(L)| \leq M|h|
\]

where \( h = \lambda - 1 \)

• for every \( L \in K_{\epsilon_1} \), for every \( \lambda \in \left[ \frac{1}{1+\epsilon_1}, 1 + \epsilon_1 \right] \), the equation (72) is verified.

• for every \( L \in K_{\epsilon_3} \),

\[
\left| \sum_{i=1}^{l} p_i W_{k_i}(L) \right| \geq a .
\]

Furthermore, we are going to suppose, even if it means making \( \epsilon_2 \) goes to 0, that for every \( L \in K_{\epsilon_1} \),

\[
S_{\epsilon_2}(L) \subset K_{\epsilon_1} .
\]
Claim. With these notations, we have, for all $L \in K_{\epsilon_1}$, that:

$$E\left(\psi e\left(\sum_{i=1}^{l} p_i \theta_{k_i}\right) | \mathcal{F}_{\epsilon_2}\right) (L) = O(\epsilon_2) + O\left(\frac{1}{at\epsilon_2}\right) + \frac{1}{a} O(\epsilon_2).$$

(98)

To this end, let’s set, for all $\epsilon > 0$,

$$\delta(\epsilon) = 1 + \epsilon - \frac{1}{1+\epsilon}.$$

Then one has for every $L \in K_{\epsilon_1}$ according to Lemma 15:

$$E(\psi e\left(\sum_{j=1}^{l} p_j \theta_{k_j}\right) | \mathcal{F}_{\epsilon_2})(L)$$

$$= \frac{1}{\delta(\epsilon_2)} \int_{\epsilon_2^{-1}}^{\epsilon_2} \left(\psi e\left(\sum_{j=1}^{l} p_j \theta_{k_j}\right)\right)(\delta(h)L)dh$$

$$= \psi(L) \frac{1}{\delta(\epsilon_2)} \int_{\epsilon_2^{-1}}^{\epsilon_2} \left(\epsilon\left(\sum_{j=1}^{l} p_j \theta_{k_j}\right)\right)(\delta(h)L)dh + O(\epsilon_2)$$

$$= \left(\psi e\left(\sum_{j=1}^{l} p_j \theta_{k_j}\right)\right)(L) \frac{1}{\delta(\epsilon_2)} \int_{\epsilon_2^{-1}}^{\epsilon_2} e^{itD_1(L)h + itD_2(L,h)} dh + O(\epsilon_2)$$

(99)

where

$$D_1(L) = \sum_{j=1}^{l} p_j W_{k_j}(L),$$

$$D_2(L, h) = \sum_{j=1}^{l} p_j \theta_{k_j} (\delta(\lambda)L) - \sum_{j=1}^{l} p_j \theta_{k_j} (L) - D_1(L)h \text{ such that}$$

$$D_2(L, h) = O(h^2) \text{ and}$$

$$D_2(L, \cdot) \text{ is smooth around } 0.$$ 

Thus, by integrating by part and by using equation (96), one gets that for all $L \in K_{\epsilon_1}$:

$$\frac{1}{\delta(\epsilon_2)} \int_{\epsilon_2^{-1}}^{\epsilon_2} e^{itD_1(L)h + itD_2(L,h)} dh$$

$$= \frac{1}{\delta(\epsilon_2)} \left(\left[\frac{e^{itD_1(L)h + itD_2(L,h)}}{itD_1(L)}\right]_{\epsilon_2^{-1}}^{\epsilon_2} + \frac{1}{D_1(L)} \int_{\epsilon_2^{-1}}^{\epsilon_2} (D_2(L, \cdot))'dh e^{itD_1(L)h + itD_2(L,h)} dh\right)$$

$$= O\left(\frac{1}{at\epsilon_2}\right) + \frac{1}{a} O(\epsilon_2).$$

(103)

Finally, equation (99) and equation (103) give the wanted claim.

Thanks to equation (98), the fact that $\mu_2(K_{\epsilon_1}) \geq 1 - \epsilon_1$ and because of equation (97), we have that:

$$\left|E\left(\psi e\left(\sum_{j=1}^{l} p_j \theta_{k_j}\right)\right)\right|$$

$$\leq \left|E\left(\psi e\left(\sum_{j=1}^{l} p_j \theta_{k_j}\right)1_{K_{\epsilon_1}}\right)\right| + \left|E\left(\psi e\left(\sum_{j=1}^{l} p_j \theta_{k_j}\right)1_{K_{\epsilon_1}}\right)\right|$$

$$\leq \|\psi\|_{\infty} \epsilon_1 + O(\epsilon_2) + O\left(\frac{1}{at\epsilon_2}\right) + \frac{1}{a} O(\epsilon_2).$$

(104)
By first choosing $\epsilon_1 > 0$ small enough (note that $a$ depends on $\epsilon_1$), then choosing $\epsilon_2 > 0$ and finally choosing $t$ large enough, we obtain the wanted result.

We are now brought back to the study of the convergence, when $A \to \infty$, of a sum of the type

$$\tilde{S}_A(\omega, L) = \sum_{k=(k_1,k_2)\in\Pi_A(L)} \frac{Z_k(\omega)}{\|k_1e_1(L) + k_2e_2(L)\|^2}$$

where $Z_k$ are real non-zero independent and identically distributed random variables from $\Omega \ni \omega$ that are symmetrical and have a compact support. We are going to see in the next section that the sums of this type converge almost surely (on the space $\Omega \times \mathcal{F}_2$) when $A \to \infty$.

Furthermore, we are going to see that the almost sure limit $\lim_{A \to \infty} \tilde{S}_A(\omega, L)$:

- is symmetrical and its expectation is equal to 0
- admits moment of order $1 + \kappa$ for any $0 \leq \kappa < \frac{1}{3}$
- does not admit a moment of order $\frac{4}{3}$ when $\sigma(L) \geq m$ where $m > 0$ and where $L$ belongs to an event of the form ($\|L\| < \alpha$) with $\alpha > 0$.
- when there exists $\alpha > 0$ such that $\tilde{\mu}_2(\{L \in \mathcal{F}_2 \mid \|L\|_1 < \alpha\}) = 0$ then it admits moments of all order $1 \leq p < \infty$.

5 Asymptotic study of $\tilde{S}_A(\omega, L)$ and proof of [1]

The goal of this section is first to prove the following proposition:

**Proposition 7.** $\tilde{S}_A(\omega, L)$ converges almost surely when $A \to \infty$. Furthermore, we are going to see that the almost sure limit $\lim_{A \to \infty} \tilde{S}_A(\omega, L)$:

- is symmetrical and its expectation is equal to 0
- admits moment of order $1 + \kappa$ for any $0 \leq \kappa < \frac{1}{3}$
- does not admit a moment of order $\frac{4}{3}$ when $\sigma(L) \geq m$ where $m > 0$ and where $L$ belongs to an event of the form ($\|L\| < \alpha$) with $\alpha > 0$.
- when there exists $\alpha > 0$ such that $\tilde{\mu}_2(\{L \in \mathcal{F}_2 \mid \|L\|_1 < \alpha\}) = 0$ then it admits moments of all order $1 \leq p < \infty$.

To prove this proposition, we first need some lemmas.

The following lemma basically gives us that the magnitude of $\lim_{A \to \infty} \tilde{S}_A(\omega, L)$ is given by $\frac{\sum_{k\in\mathbb{N}} \mathbb{1}_{\|k_1e_1(L) + k_2e_2(L)\| < \epsilon}}{\|L\|_1}$.

**Lemma 19.** Let’s set, for $0 < \epsilon < 1 < A$,

$$B_{k,1,A}(\omega, L, \epsilon) = \frac{Z_k(\omega)}{\|k_1e_1(L) + k_2e_2(L)\|^2} \mathbb{1}_{A \geq \|k_1e_1(L) + k_2e_2(L)\| \geq \epsilon}$$

$$B_{k,2}(\omega, L, \epsilon) = \frac{Z_k(\omega)}{\|k_1e_1(L) + k_2e_2(L)\|^2} \mathbb{1}_{\|k_1e_1(L) + k_2e_2(L)\| < \epsilon}$$
\[ \hat{S}_{e,1,A}(\omega, L) = \sum_{k \in \Pi} H_{k,1,A}(\omega, L, \epsilon) \quad \text{and} \]
\[ \hat{S}_{e,2}(\omega, L) = \sum_{k \in \Pi} H_{k,2}(\omega, L, \epsilon) \]
so that
\[ \hat{S}_A(\omega, L) = \hat{S}_{e,1,A}(\omega, L) + \hat{S}_{e,2}(\omega, L). \]

Then there exists \((M_s)_{s \in \mathbb{N} - \{0,1\}}\), a sequence of positive real numbers (that does not depend on \(A\)), such that for all \(s \geq 2\):
\[ \mathbb{E}(\sum_{k \in \Pi} |H_{k,1}|^s(\omega, L, A, \epsilon)) \leq M_s. \]  

Furthermore, one has :
\[ \hat{S}_{e,2}(\omega, L) = \frac{Z_{1,0}}{\|L\|_1^2} 1_{\|L\|_1 < \epsilon} \] when \(\epsilon > 0\) is chosen small enough.

To prove this lemma, we need to recall a Theorem due to Minkowski.

**Theorem 2** ([13]). There exists \(K > 0\) such that for all \(L \in \mathcal{S}_2\),
\[ \|L\|_1 \|L\|_2 \geq K_2. \]

We can now prove Lemma 19.

**Proof of Lemma 19.** The first fact is a direct consequence of Lemma 9 and of the fact that the \(Z_k\) are of compact support.

Indeed, first let’s say that it is enough to deal with the case \(\tilde{\mu}_2 = \mu_2\). With the notations of Lemma 9, let’s set
\[ f(x) = \frac{1}{\|x\|^2} 1_{\epsilon \leq \|x\| \leq A} \]
and
\[ S(f)(L) = \sum_{l \text{ prime } \in L} f(l). \]

From the facts that the \(X_k\) are independent, identically distributed, symmetrical with a compact support, one gets that :
\[ \mathbb{E}(\sum_{k \in \Pi} (B_{k,1,A})^2(\omega, L, \epsilon)) = \mathbb{E}(Z_{1,0}^2)\mathbb{E}(F). \]

The Lemma 9 gives then that :
\[ \mathbb{E}(\sum_{k \in \Pi} (B_{k,1,A})^2(\omega, L, \epsilon)) = \mathbb{E}(Z_{1,0}^2) \int_{\mathbb{R}^2} f(x)dx. \]

By passing into polar coordinates, one gets finally that :
\[ \mathbb{E}(\sum_{k \in \Pi} (B_{k,1,A})^2(\omega, L, \epsilon)) = 2\pi \mathbb{E}(Z_{1,0}^2)(\frac{1}{\epsilon^2} - \frac{1}{A^2}). \]

We do the same for the other \(k \geq 3\).

Concerning the second fact, if there exists \((k_1, k_2) \in \Pi\) such that \(||k_1 e_1(L) + k_2 e_2(L)|| < \epsilon\)
then \( \|L\|_1 < \epsilon \) and the reverse is also true.
In this case, according to Theorem 2, one has
\[
\|k_1 e_1(L) + k_2 e_2(L)\| \geq \|L\|_2 > \frac{K_2}{\epsilon}
\]  
(116)
where \((k_1, k_2) \in \Pi - \{(1, 0)\}.
Thus, by choosing \( \epsilon > 0 \) so that \( \frac{K_2}{\epsilon} > \epsilon \), we get that:
\[
\tilde{S}_{\epsilon,2}(\omega, L) = \frac{Z_{1,0}}{\|L\|^2} \]
(117)
when \( \|L\|_1 < \epsilon \).
Otherwise, \( \tilde{S}_{\epsilon,2}(\omega, L) = 0 \) and \( \frac{Z_{1,0}}{\|L\|^2} 1_{\|L\|_1 < \epsilon} = 0 \). And so the second result is also true.

The following lemma precise the Lemma 12 and it gives us a better understanding of the law of \( \frac{X_{1,0}}{\|L\|^2} \). The proof of it is basically the same as the proof of Lemma 12.

**Lemma 20.** When \( \sigma(L) \geq m \) where \( m > 0 \) and where \( L \) belongs to an event of the form \((\|L\| < \alpha)\) with \( \alpha > 0 \), there exists \( C > 0 \) such that
\[
\mathbb{P}(\|L\|_1^3 > \beta) = \frac{C}{\beta^{\frac{3}{2}}}
\]
and this equality is true for every \( \beta \) large enough.

*Proof.* The proof is a direct application of Lemma 9. \( \square \)

We recall a classic tool from probability theory :

**Lemma 21.** For \( X \) a real random variable, one has for every \( k \geq 1 \)
\[
\mathbb{E}(|X|^k) = \int_0^\infty t^{k-1} P(|X| > t) dt.
\]
Thus, by using the fact that \( Z_{1,0} \) is bounded and is different from 0 and by using Lemma 20 and Lemma 21, we get the following fact about the behaviour \( \frac{Z_{1,0}}{\|L\|^2} \):

**Lemma 22.** For every \( 0 \leq \kappa < \frac{1}{2} \), \( \frac{Z_{1,0}(\omega)}{\|L\|^2} \) admits a moment of order \( 1 + \kappa \).
Furthermore, \( \frac{Z_{1,0}(\omega)}{\|L\|^2} \) does not admit a moment of order \( \frac{3}{2} \) when \( \sigma(L) \geq m \) where \( m > 0 \) and where \( L \) belongs to an event of the form \((\|L\| < \alpha)\) with \( \alpha > 0 \).

We finally remind the reader of the following obvious lemma :

**Lemma 23.** If \( X \) is a real random variable integrable then if it is symmetrical, its expectation is equal to zero.

We can now prove the Proposition 7.
Proof of Proposition 7. Because of the Lemma 23, we only need first to prove that $\tilde{S}_A(\omega, L)$ converges almost surely when $A \to \infty$ and that the limit random variable is symmetrical and admits moment of order $1 + \alpha$ and that for all $0 \leq \alpha < \frac{1}{3}$ : the fact that the expectation of the limit is null will be a consequence of Lemma 23.

- Let’s prove that $\tilde{S}_A(\omega, L)$ converges almost surely when $A \to \infty$. It is enough to prove that it is the case on all the events $\{\|L\|_1 \geq \epsilon\}$ where $\epsilon > 0$. So, let’s give us $\epsilon > 0$.

  On such an event, one has :
  $$\tilde{S}_A(\omega, L) = \tilde{S}_{\epsilon,1,A}(\omega, L).$$

  Yet, one has, because the $X_k$ are symmetrical and integrable,
  $$E(B_{k,1,A}(\omega, L, \epsilon)) = 0.$$

  By using (109) (see Lemma 19) and the equation (119) and because the $Z_k$ are independent between them and their expectations are equal to zero, one gets that :
  $$\tilde{S}_{\epsilon,1,A}(\omega, L) \text{ converges almost surely when } A \to \infty.$$

  Because of equation (118), one gets that $\tilde{S}_A(\omega, L)$ converges almost surely when $A \to \infty$ on all the events $\{\|L\|_1 \geq \epsilon\}$ where $\epsilon > 0$.

- The fact that $\lim_{A \to \infty} \tilde{S}_A(\omega, L)$ is symmetrical follows directly from the fact that the $Z_k$ are symmetrical.

- It only remains to prove that $\lim_{A \to \infty} \tilde{S}_A(\omega, L)$ admits a moment of order $1 + \kappa$ and that for all $0 \leq \kappa < \frac{1}{3}$ ; that $\lim_{A \to \infty} \tilde{S}_A(\omega, L)$ does not admit a moment of order $\frac{4}{3}$ when $\sigma(L) \geq m$ where $m > 0$ and where $L$ belongs to an event of the form $(\|L\| < \alpha)$ with $\alpha > 0$. ; and that if $\tilde{\mu}_2$ is such that there exists $\alpha > 0$ such that $\tilde{\mu}_2(\{L \in \mathcal{J}_2 \mid \|L\|_1 < \alpha\}) = 0$ then the limit $\lim_{A \to \infty} \tilde{S}_A(\omega, L)$ admits moments for all orders $1 \leq p < \infty$. These facts are a direct consequence of Lemma 19 of Lemma 22 and of Fatou’s lemma.
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