A perspective on the fragility of glass-forming liquids
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We discuss possible extraneous effects entering in the conventional measures of “fragility” at atmospheric pressure that may obscure a characterization of the genuine super-Arrhenius slowdown of relaxation. We first consider the role of density, which increases with decreasing temperature at constant pressure, and then the physical influence of the high-temperature dynamical behavior and of the associated activation energy scale. These two effects involve both thermodynamic parameters and the strength of the “bare” activation energy reflecting the specific bonding between neighboring molecules. They vary from system to system with, most likely, little connection with any putative collective behavior associated with glass formation. We show how to scale these effects out by refining the definition of fragility and modifying the celebrated Angell plot. We dedicate this note to our great and so inspiring friend, Austen Angell, and associate in this tribute another dear colleague who died too soon, Daniel Kivelson.

I. INTRODUCTION

Summer 84. In the basement of the Chemistry Building at Purdue University, Austen’s lab, there was a young and dynamic team of students and post-docs, coming from all around the world to have a chance to work with Austen on the glass phenomenology. We were all busy answering Austen’s questions and providing the data he required by all the means of communication available at the time, telephone (regardless of time difference with Rome, Paris, or Washington) or fax. Viscosity data from the library and the Beilstein database, new values of \( T_g \) of or the heat capacity... he needed all of this for his talk at the Blacksburg Workshop on Relaxations in Complex Systems where he first introduced the strong-fragile classification [12]. (At the same time Austen was also trying to extend the range of fragilities by vitrifying simple and supposedly non-glass-forming liquids through soft confinement in microemulsions [11].) Austen proposed the concept of fragility [11] to characterize how quickly transport coefficients and relaxation times increase as one cools a glass-forming system down to the glass transition temperature: this is illustrated in Fig. 1 for archetypical glass-forming liquids. We, students and post-docs, did not realize at the time the impact of the concept, but it strongly influenced and even determined our future research, at least for me (CAS).

Fragility focuses on a generic, striking, property of the dynamical slowdown in most glass-forming molecular liquids, polymers and inorganic materials, namely the fact that the temperature dependence of the dynamical properties is stronger than an Arrhenius one. This approach was further applied to other classes of systems such as metallic liquids or even spin glasses [6]. Later, guided by the Adam-Gibbs approach relating the increase of the relaxation time to the decrease of the configurational entropy [7]. Austen formulated the notion of thermodynamic fragility [8], which quantifies his former intuition concerning the correlation with the loss of degrees of freedom and the jump of the heat capacity \( C_p \) at \( T_g \) [12].

Fall 1997. In UCLA we (GT, CAS) were working with Daniel Kivelson, another great physical chemist and close friend gone too soon, on the glass transition problem and on the role of density and temperature in the slowing down of relaxation \[10,11\]. Daniel’s intuition was that Austen’s scaled Arrhenius plot obtained from data at constant (atmospheric) pressure should be complemented by information allowing one to disentangle the respective contributions of density and temperature. This first led him to envisage an extended version of Austen’s classification, based on constant-density plots and distinguishing a fragile-versus-nonfragile axis that describes the degree of super-Arrhenius behavior and a strong-versus-weak axis that accounts for the value of the high-temperature Arrhenius effective activation energy [14]. We will build up on these ideas below.

Why is the concept of fragility useful beyond its value as a classification scheme? In trying to rationalize and sort out the phenomenological observations on glass-forming systems, a number of correlations have been empirically investigated between measures of fragility and other material-specific quantities. Such quantities may be (i) thermodynamic, such as the amplitude of the heat-capacity jump at the glass transition [13], or the steepness of the decrease of the configurational entropy with temperature [8,15,18], (ii) associated with short-time or glass properties, such as the relative intensity of the boson peak [19], the mean square displacement at \( T_g \) [20], the ratio of elastic to inelastic signal in the X-ray Brillouin spectra [21], the Poisson ratio [22], or the temperature dependence of the elastic shear modulus \( G_\infty \) in the viscous liquid [23], or (iii) characteristic of the relaxation slowdown in the supercooled liquid regime, such as
The physical interpretation of this density scaling is still debated. A simple parametrization of the energy scale $e(\rho)$ is via a power-law form, $e(\rho) \sim \rho^x$, for which $e(\rho) \propto \rho^x$. It was first noticed by Tölle et al.\cite{Tolle1993} in their description of inelastic incoherent neutron scattering data on o-terphenyl under pressure through a variable $\rho^x/T$. We further investigated the consequences of this finding in Ref.\cite{Tolle2004,Tolle2005} and also applied it to glass-forming polymers\cite{Adachi2006,Tolle2004}. The density scaling was confirmed by other groups\cite{Liu2006,Kreibich2006} and, since then, has been checked for a broad span of glass-forming liquids and polymers\cite{Kreibich2006}.

The property is exact for models of monodisperse soft spheres interacting through a power-law pair potential, $v(r) \propto 1/r^n$\cite{Adachi2006}, for which $e(\rho) \propto \rho^x$. It was first noticed by Tölle et al.\cite{Tolle1993} in their description of inelastic incoherent neutron scattering data on o-terphenyl under pressure through a variable $\rho^x/T$.

We further investigated the consequences of this finding in Ref.\cite{Tolle2004,Tolle2005} and also applied it to glass-forming polymers\cite{Adachi2006,Tolle2004}. The density scaling was confirmed by other groups\cite{Liu2006,Kreibich2006} and, since then, has been checked for a broad span of glass-forming liquids and polymers\cite{Kreibich2006}.

The density scaling of the relaxation time and the viscosity is illustrated from data collected for all available $(P,T)$ state points for several glass-forming molecular liquids (from the boiling point to $T_g$), ionic liquids, and polymers in Fig.\cite{Kreibich2006}.

The physical interpretation of this density scaling is still debated. A simple parametrization of the energy scale $e(\rho)$ is via a power-law form, $e(\rho) \sim \rho^x$ with $x$ an
FIG. 2: Density scaling of the α-relaxation time or the viscosity for several glass-forming molecular liquids studied at atmospheric pressure and high pressure: \( \log_{10}(\tau_0(T)/s) \) versus the scaling variable \( e(\rho)/T \), as explained in the text. (a) Molecular liquids: \( \alpha \)-terphenyl [34,41], glycerol [73] and toluene (same color code as Fig. 1); (b) polymers: 1, 4-polybutadiene and PMMA [39,40,78]; (c) Ionic liquids: [BMIM]PF6 [79], BMP-BOB [80], and Pyr14TFSI [81]. Note that the range of variation is of course much larger for molecular liquids. If one describes the energy scale \( e(\rho) \) by a power law, \( e(\rho) \sim \rho^x \), the exponent is for instance found to be \( x \approx 4 \) for \( \alpha \)-terphenyl, 2.7 for 1,4-polybutadiene, and 1.3 for PMMA; but for glycerol it varies from 1.3 to 1.8 depending on the pressure and relaxation-time ranges considered (in [39] it was even found to vary from 0.8 to 3.5); for ionic liquids, \( x \approx 2.9 \) ([BMIM]/PF6), 3.7 (BMP-BOB), and 2.8 (Pyr14TFSI). This is discussed in the text.

The existence of the (empirical) density scaling of the dynamics allows one to address the problem raised by Daniel Kivelson, that fragility measured at constant pressure includes not only the intrinsic effect of temperature but also the influence of the increasing density. To get around this, one should use a constant-density ("isochoric") fragility in place of the standard "isobaric" one. Experimental data however are not collected under isochoric conditions and this makes the general use of the isochoric fragility more difficult. A major simplification comes from the density scaling. It is indeed easy to show that, whatever its precise definition, the isochoric fragility is independent of density as a consequence of the scaling in \( e(\rho)/T \).

Consider the generic isochoric steepness index defined for a fixed value \( \tau \) of the α-relaxation time,

\[
m_\rho(\rho, \tau) = \frac{\partial \log_{10}(\tau_0(\rho,T)/(\tau_\infty))}{\partial(T_\tau/(\rho,T))} \bigg|_{T=T_\tau(\rho)}
\]

where \( T_\tau(\rho) \) is the temperature at which \( \tau(\rho,T) = \tau \). Then, by using Eq. (1), one has

\[
m_\rho(\rho, \tau) = X_\tau F'(X_\tau)
\]

where \( X_\tau = e(\rho)/T_\tau \) and a prime denotes a derivative with respect to the argument of the function. Obviously, since by construction \( F(X_\tau) = \log_{10}(\tau/\tau_\infty) \) and \( F(X) \) is state-point independent, \( X_\tau \) depends on the value of the reference time \( \tau \) but is independent of density. As a result, \( m_\rho(\rho, \tau) \equiv m_\rho(\tau) \) is independent of density. A specific choice of \( \tau \) of the order of 100\ s (or of viscosity \( \eta \sim 10^{11–13} \) Poise) corresponds to the usual definition of the glass transition temperature \( T_g(\rho) \). This shows as a particular case that the isochoric steepness index of a glass-former is constant along the glass transition line.
but this is true along any “isochronic” (i.e., constant relaxation time or constant viscosity) line.

As mentioned in the Introduction, the notion of fragility has been used as a classification scheme for glass-forming systems and has been empirically correlated to a variety of other properties associated with glass formation. One may then hope that if the temperature dependence of the relaxation and viscous slowdown of a given glass-former is characterized by a unique fragility, whatever its density, one would be able to derive more meaningful correlations with other properties. Attempts in this direction [18] have used the observation that the stretching exponent and more generally the shape and wavevector-dependence of the relaxation function appear to a good approximation to be constant along an isochronic (i.e., equal relaxation time) line [92]. However, the correlation between the stretching exponent and the isochoric fragility for a variety of liquids does not seem significantly improved compared to the isobaric case [24] and does not go beyond a general trend that the stretching exponent roughly increases as fragility decreases. More favorable correlations with an isochoric fragility than with the standard isobaric one have been found in the case of the intensity of the Boson peak and of the nonergodicity factor [53]. Clearly a more systematic investigation would be required to revisit the empirical correlations proposed in the literature in light of the isochoric fragility.

Going back to the strong-fragile representation put forward by Austen Angell via its celebrated scaled Arrhenius plot, the above property of the isochoric fragility allows us to build an “isochoric Angell plot” in which \( \log_{10}(\tau(\rho, T)/\tau_\infty) \) is displayed as a function of \( X_g/\tau_\infty \) with \( X = e(\rho)/T \), or equivalently \( T_g(\rho)/T \) (since, trivially, \( X_g/\tau_\infty = T_g(\rho)/T \)). We illustrate such a plot in Fig. 3 where we display data collected for all available \((P, T)\) state points for several glass-forming molecular liquids (from the boiling point down to \( T_g \)).

As can be seen from the figure, when compared to the same liquids represented in the conventional Angell plot, there is a reduction of the breadth of fragilities when passing from the isobaric to the isochoric ones. This is due to the fact that fragile organic liquids such as o-terphenyl are more sensitive to density than for instance the hydrogen-bonded liquid glycerol. This extra effect of the density on the super-Arrhenius slowdown is now scaled out when considering isochoric plots that more directly characterize the intrinsic role of temperature.
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**FIG. 3:** Isochoric Angell plot for the \( \alpha \)-relaxation time and the viscosity of several glass-forming molecular liquids, o-terphenyl, glycerol and toluene: \( \log_{10}(\tau(\rho, T)/\tau_\infty) \) versus \( T_g(\rho)/T \equiv X_g/\tau_\infty \) (see text). Same data as in Fig. 2. Note that the difference in fragility (steepness index at \( T_g \)) seen in Fig. 1 between glycerol and o-terphenyl is now much reduced. The liquids appear to have a significantly narrower range of isochoric fragilities with \( m_\rho \sim 38 \sim 45 \) (and for all liquids studied so far, \( m_\rho \leq m_\rho(P_{\text{atm}}) \)).

### III. SCALING OUT THE HIGH-TEMPERATURE BEHAVIOR TO COMPARE DIFFERENT LIQUIDS

We have discussed the way to more crisply characterize the fragility of a given glass-former by scaling out the density and thereby defining a unique (isochoric) fragility. Another possible line of thought to improve the significance of the strong-fragile classification is to envisage somehow correcting the fragility for the contribution of the high-temperature, Arrhenius-like, behavior. This idea again goes back to Daniel Kivelson’s work, whose take was that the observed super-Arrhenius temperature dependence of the relaxation time and transport coefficients of supercooled liquids at low temperature near \( T_g \) results from the combination of a collective phenomenon by which relaxation becomes more and more cooperative as temperature decreases and a more local or molecular effect that sets the bare activation energy scale of a liquid [12-13]. This view is more controversial but is worth exploring. It rests on the already mentioned observation that the temperature evolution of the relaxation time (or viscosity) of a glass-forming liquid can be described as being Arrhenius-like at high temperature (see also above),

\[
\tau(T) = \tau_\infty \exp \left( \frac{E_\infty}{T} \right),
\]
as usually found to a good approximation \[13\], and super-Arrhenius at low temperature,

\[ \tau(T) = \tau_\infty \exp \left( \frac{E(T)}{T} \right) \]

with \( E(T) \) growing as \( T \) decreases. (Note that \( \tau_\infty \) is here taken as a material- and probe-dependent adjustable parameter.) One would then like to disentangle the genuinely collective nature of the super-Arrhenius dependence from the local activation energy scale that is directly associated with the nature of the bonding between nearby molecules. This led for instance to the already mentioned proposal of sorting out liquids not simply along a strong-fragile axis but according to two axes \[14\]: a strong/weak axis based on the value of \( E_\infty/T \) at a common reference (high) temperature, e.g., melting, and a fragile/nonfragile axis associated with the degree of super-Arrhenius behavior.

Building on this idea, one can also try to scale out the effect of the bare activation energy \( E_\infty \) and see how this affects (or not) the relative fragility of glass-forming liquids. In the spirit of the Angell plot, one proposal would be to study the relaxation time at temperature \( T \) [see Eq. \[7\]] divided by the extrapolated Arrhenius-like formula [see Eq. \[3\]] and to consider this ratio \( \tau(T)/\tau_{\text{arrh}}(T) \) as a function of a rescaled inverse temperature. To then scale \( T \) one can choose a temperature at which \( \log_{10}(\tau(T)/\tau_{\text{arrh}}(T)) \) is equal to some fixed value. (Of course, if the value is chosen sufficiently large to include a significant super-Arrhenius course, strong glass-formers with an almost Arrhenius behavior cannot be represented because \( \log_{10}(\tau(T)/\tau_{\text{arrh}}(T)) \approx 0 \): we therefore restrict our study to fragile and intermediate systems.) Let \( K_\# \) denote the chosen value of \( \log_{10}(\tau(T)/\tau_{\text{arrh}}(T)) \) and \( T_\# \) denote the temperature at which this value is reached. Then, we introduce a steepness index to characterize fragility as

\[ m_\# = \left. \frac{\partial \log_{10}(\tau(T)/\tau_{\text{arrh}}(T))}{\partial(T_\#^*/T)} \right|_{T=T_\#}. \]

One easily checks that this definition preserves the property that the isochoric fragility is independent of density. This can be done by again making use of the scaling form in Eq. \[1\] and of the fact that \( E_\infty(\rho) = A e(\rho) \) with \( A \) a constant that depends on the precise determination of \( e(\rho) \). (If \( e(\rho) \) is directly obtained as the high-temperature Arrhenius effective activation energy, then \( A = 1 \), whereas \( A \neq 1 \) if one for instance simply represents \( e(\rho) \) by a power law \( \rho^\alpha \).) Then, one finds

\[ m_\#(\rho) = X_\# [F'(X_\#) - A], \]

where \( X_\# = e(\rho)/T_\#(\rho) \) satisfies \( F(X_\#) - AX_\# = K_\# \) and is thus independent of \( \rho \). As anticipated, the new steepness index is independent of density when defined under isochoric conditions, despite the fact that the bare activation energy \( E_\infty(\rho) \) varies with density.

Although it is not always possible to collect enough experimental data to reconstruct the isochoric plots and the determination of an Arrhenius effective activation energy is a somehow ambiguous (and not necessarily justified at very low densities or close to the boiling point) procedure, we illustrate the outcome with three different glass-forming molecular liquids, already shown in the previous figures. In the upper panel of Fig. 4 we display \( \log_{10}(\tau(\rho,T)/\tau_{\text{arrh}}(\rho,T)) \) versus the scaling variable \( X = E_\infty(\rho)/T \) and in the lower panel we show the same data versus \( X/X_\# = T_\#(\rho)/T \) where \( X_\# \) (and then \( T_\# \)) is chosen such that \( \log_{10}(\tau(\rho,T)/\tau_{\text{arrh}}(\rho,T)) \) reaches the fixed value of 7 to include all experimental data at our disposal without extrapolations. (One might expect that more data in the high density/high relaxation time regime will be available in the future.) This new representation amounts to a modified isochoric Angell plot in which both the density and the high-temperature effective activation energy are scaled out.

We can see that the behavior of the three liquids that have already been considered in Fig. \[3\] appears even closer in the new plot, showing a further reduction of the difference in fragility. This seems to indicate that when the effect of the density and that of the liquid-specific bonding, which is reflected in the high-temperature effective activation energy, are scaled out to unveil the genuine super-Arrhenius character, liquids that seemed quite different in terms of the conventional fragility criterion (see Fig. \[2\] Right) are actually very similar. (A note of caution must be given: the amplitude of the variation is more limited in Fig. \[4\] than in Fig. \[1\] or \[3\] so that differences could possibly build up if one were able to cover a wider range for \( \log_{10}(\tau(\rho,T)/\tau_{\text{arrh}}(\rho,T)) \).) It would be interesting to obtain data on a broad spectrum of glass-forming liquids to check if the trends that we have observed in the present study are general.

Note that an alternative procedure for trying to remove part of the effect of the bare or molecular contribution to the effective activation energy is to scale the temperature by a “high” reference temperature in place of \( T_\# \) or of the above \( T_\#(\rho) \). This reference temperature can be taken as the crossover or onset temperature \( T_* \) at which deviation from Arrhenius behavior starts being detectable. The choice of such a high-\( T \) crossover point has the merit of allowing a direct comparison of simulation and laboratory data \[50\],\[57\] and also easily leads to a subtraction of the high-\( T \) effect in order to define an intrinsic fragility that do not depend on an arbitrary time scale: this is what is done in the frustration-limited domain approach of glass formation \[12\],\[13\] and can be also achieved by studying the function \( (E(T) - E_\infty)/E_\infty \) \[61\],\[65\]. However, finding a robust operational way for defining the crossover is far from trivial.

One should finally stress that the very idea of scaling out a bare activation energy associated with some fairly universal Arrhenius-like regime at high temperature is
not unanimously accepted. The dynamics of simple liquids, such as Argon, at high temperature has no reason to behave according to an activated Arrhenius picture [58]. The situation may however be different for glass-forming liquids whose relaxation and transport properties seem to be described by significant effective activation energies even above melting [13,55]. In any case, one may avoid any reference to a bare activation energy or include it in the general theoretical description of the relaxation slowdown. This is what is done in instance in the phenomenological extension of the mean-field theory of glass formation known as the random first-order transition (RFOT) theory [26,59]. One can also decide to define fragility with an unreachable reference temperature that is below $T_g$. This is in effect what is done when using the VTF formula to describe the temperature dependence of the relaxation time (or the viscosity),

$$\tau(T) = \tau_0 \exp\left(\frac{D}{T - T_0}\right) \tag{10}$$

with $T_0 < T_g$ and $D$ an intrinsic measure of fragility (fragility decreases as $D$ increases). The VTF formula was for instance used for illustration by Austen Angell when introducing the strong/fragile classification [3]. In this case, the steepness index at $T_g$, $m_g$, is approximately related to the coefficient $D$ through $m_g \approx 17(1 + 37/D)$, a fragile system having a small $D$ and a large $m_g$ and conversely a strong system having a large $D$ and a small $m_g$. The RFOT approach predicts that $D \propto 1/\Delta c_p$ where $\Delta c_p$ is the heat capacity jump per mole at $T_g$ [60]. This is in line with Angell’s first arguments about fragility [12]. Note that when $T \gg T_0$ one formally recovers from the VTF formula an Arrhenius behavior (although it is very generally found that the VTF fit no longer works at high temperature: see, e.g., [13,55,61]) with $E_\infty = DT_0/\ln(10)$. In this case the steepness index $m_\#$ is also uniquely determined by $D$ as $m_\#$, with the same trend. This is due to the direct link between $E_\infty/T_g$ and $E_\infty/T_\#$ and the fragility index $1/D$.

**IV. CONCLUSION: IS FRAGILITY CONNECTED TO “COOPERATIVITY” AND COLLECTIVE BEHAVIOR?**

As we have already alluded to, the above developments about pruning the notion of fragility from extraneous effects have a strong motivation in the theoretical view that since fragility characterizes the degree of stronger-than-Arrhenius temperature dependence of the relaxation and viscous slowdown it can be taken as a signature of a growing collective or cooperative behavior as temperature decreases. (Note that this is also why we focus on molecular liquids and do not consider the strong network-forming systems.) This would further justify the existence of correlations among quantities similarly reflecting this collective behavior. Needless to say that this view is not unanimously accepted. If anyhow one pursues in this direction, one should detail a bit more what goes under the idea of a cooperative and/or collective character of glass formation.

“Cooperativity” in the context of thermally activated dynamics means that degrees of freedom must conspire to make the relaxation possible (or faster than by other means). In consequence, the effective barrier to relaxation is determined by the minimum number of degrees of freedom that are cooperatively involved. This idea, which has been made popular by Adam and Gibbs with their notion of “cooperatively rearranging regions” [7], is at the core of several theoretical approaches of the glass transition [20,29,50]. It is of course a form of collective behavior, which in this case is rooted in the statics of
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the glass-formers, as in the Adam-Gibbs approach where the size of the cooperatively rearranging regions goes inversely with the configurational entropy.

How does one relate the super-Arrhenius dependence of the relaxation time to a growing static length? A heuristic derivation rests on the following assumptions:

(i) If a system has a finite correlation length it can be divided into independent subsystems of size larger than (but of the order of) this correlation length. In the absence of any obvious form of order in glass-forming liquids, the relevant (static) length should describe how far a condition at the boundary can influence the interior of the subsystem. This corresponds to a “point-to-set” correlation length \( \xi_{\text{pts}} \) [62,65].

(ii) A finite-size subsystem has a finite relaxation time whose magnitude can be related to its size. Assuming that the relaxation is thermally activated the most expensive activation barrier then goes as the volume of the subsystem, as hypothesized by Adam and Gibbs.

Then, the relaxation time of the full system is bounded from above as

\[
\log(\tau(T)/\tau_\infty) \leq A/T N_{\text{CRR}}(T) \tag{11}
\]

where \( N_{\text{CRR}} \propto \xi_{\text{pts}}^d \). The bound can be made rigorous under some conditions [64]. Note that it is more likely that activation proceeds via lower barriers that scale with the length \( \xi_{\text{pts}} \) with an exponent \( \psi < d \) (even faster relaxation mechanisms are also possible: see, e.g., [67]).

Assuming that the number of correlated molecules (or beads [26]) goes to 1 when the relaxation is no longer cooperative and the relaxation becomes Arrhenius-like, one can rewrite the above equation as

\[
N_{\text{CRR}}(T) \geq \frac{\log_{10}(\tau(T)/\tau_\infty)}{\log_{10}(\tau_{\text{arrh}}(T)/\tau_\infty)} \tag{12}
\]

which make the connection with fragility and the discussion in Sec. III.

Another candidate of collective behavior comes with the phenomenon of dynamic heterogeneity [68,69]. The dynamics of the molecules become spatially correlated over longer distances as the relaxation becomes slower, and, at a given temperature, the extent of the correlation is maximum for a time of the order of the \( \alpha \)-relaxation time. This property is more crisply captured by studying 4-point space-time correlation functions, \( \langle \delta c(0;0,t = \tau(T))\delta c(r;0,t = \tau(T)) \rangle > \), where \( c(r;0,t) \) characterizes the dynamics between times 0 and \( t \) around point \( r \) and \( \delta c \) is its fluctuation [70,71]. The maximum number of dynamically correlated molecules can then be lower bounded as follows [54,70]

\[
N_{\text{dyn}}(T) = \frac{\beta^2}{T^2 \partial p} \left[ \frac{\partial \ln(\tau(T)/\tau_\infty)}{\partial (1/T)} \right]^2 \tag{13}
\]

where \( c_p \) is the heat capacity at constant pressure and \( \Phi(t/\tau(T)) \equiv (1/V) \int d^3r c(r;0,t) \) is the normalized relaxation function and we have neglected for simplicity the small variation of its stretching with temperature.

Being less rigorous, one may still expect to obtain a bound in the following form [54]

\[
N_{\text{dyn}}(T) \geq \frac{1}{T^2 c_p} \Phi'(1)^2 \left[ \frac{\partial \ln(\tau(T)/\tau_\infty)}{\partial (1/T)} \right]^2 \tag{14}
\]

where \( \beta \) is the stretching exponent which is taken as constant and \( \Delta c_p \) is the heat-capacity jump at \( T_g \).

The above expressions are given at constant pressure but they are easily generalized at constant density by making use of the density scaling of the dynamics. From the data in [65] we find that the lower bound for \( N_{\text{CRR}}(T) \) grows as \( T \) decreases, but by only a small amount: it goes from 1 at high temperature (by construction) to about 3 at \( T_g \) (3.4 for \( \alpha \)-terphenyl and 2.7 for glycerol). This small growth, less than reported in actual calculations [62,63,65,66] is likely due to the fact that we are only measuring a lower bound but it is nonetheless in line with the outcome of fits to the Adam-Gibbs formula and of experimental measurements [72]. In contrast, as shown in [54], the variation of the lower bound for \( N_{\text{dyn}}(T) \) is clearly larger but does not seem to strongly correlate with fragility. So, while increasing fragility seems to correspond to (weakly) increasing cooperativity, the spatial extent of the dynamical heterogeneity as temperature decreases is only remotely related with fragility. In fact, as can be seen from Eqs. (12) and (13), a purely Arrhenius behavior is associated (by construction, here) to the absence of cooperative effect whereas the number of dynamically correlated molecules increases as \( 1/T^2 \) when temperature decreases. This of course must be taken with a grain of salt and further investigated.
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