Three-dimensional structure determination from a single view
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The ability to determine the structure of matter in three dimensions has profoundly advanced our understanding of nature. Traditionally, the most widely used schemes for 3D structure determination of an object are implemented by acquiring multiple measurements over various sample orientations, as in the case of crystallography and tomography¹,², or by scanning a series of thin sections through the sample, as in confocal microscopy³. Here we present a 3D imaging modality, termed ankylography (derived from the Greek words ankylos meaning ‘curved’ and graphein meaning ‘writing’), which enables complete 3D structure determination from a single exposure using a monochromatic incident beam. We demonstrate that when the diffraction pattern of a finite object is sampled at a sufficiently fine scale on the Ewald sphere, the 3D structure of the object is determined by the 2D spherical pattern. We confirm the theoretical analysis by
performing 3D numerical reconstructions of a sodium silicate glass structure at 2 Å resolution and a single poliovirus at 2 – 3 nm resolution from 2D spherical diffraction patterns alone. Using diffraction data from a soft X-ray laser, we demonstrate that ankylography is experimentally feasible by obtaining a 3D image of a test object from a single 2D diffraction pattern. This approach of obtaining complete 3D structure information from a single view is anticipated to find broad applications in the physical and life sciences. As X-ray free electron lasers (X-FEL) and other coherent X-ray sources are under rapid development worldwide, ankylography potentially opens a door to determining the 3D structure of a biological specimen in a single pulse and allowing for time-resolved 3D structure determination of disordered materials.

Lensless imaging techniques generally begin with the coherent diffraction pattern of a non-crystalline sample, which is measured and then directly phased to obtain an image. The initial insight that the continuous diffraction pattern of a non-crystalline object might be invertible was suggested by Sayre in 1980 (ref. 4). In 1999, coherent diffraction microscopy was experimentally demonstrated by Miao et al.5. Since that initial demonstration, lensless imaging has advanced considerably, and has been applied to a wide range of samples including nanoparticles, nanocrystals, biomaterials, cells, cellular organelles, viruses and carbon nanotubes by synchrotron radiation6-19, electrons20,21, optical lasers21,22, high harmonic and short wavelength laser sources23,24, and free electron lasers25-27. However, in order to generate 3D images by coherent diffraction microscopy, multiple diffraction patterns are required at different sample orientations7,10-13,16,19. The precise mechanical tilting necessary to obtain these patterns prevents 3D imaging by a single X-FEL pulse or time-resolved 3D structure
determination of disordered materials. Here we develop a novel imaging modality, ankylography that overcomes these limitations.

Fig. 1 shows a schematic layout of the experimental set-up for ankylography. A coherent beam of wavelength $\lambda$ illuminates a finite object. The scattered waves form a diffraction pattern on the Ewald sphere, which can be expressed in the spherical polar coordinate system as (supplementary discussion)

$$\int |F(\theta, \varphi)| = \int_\rho \rho(\vec{r}) e^{\frac{-2\pi i}{\lambda}[x \sin \theta \cos \varphi + y \sin \varphi + z (\cos \theta - 1)]} d^3 \vec{r} \quad (1)$$

where $|F(\theta, \varphi)|$ is proportional to the magnitude of the scattered waves, $\theta$ and $\varphi$ the spherical polar coordinates, $\rho(\vec{r})$ the 3D structure of the object with $\vec{r} = (x, y, z)$, and $V$ the spatial extent of the object. When the 2D spherical diffraction pattern is sampled at a scale sufficiently finer than the Nyquist interval such that the oversampled degree ($O_d$) is larger than 1, the oversampled diffraction pattern in principle determines the 3D structure of the object (supplementary discussion), which can be retrieved by iterative algorithms. Here $O_d$ is defined as the ratio of the number of measured intensity points from Eq. (1) to the number of unknown variables of the 3D object array. Although Eq. (1) assumes plane wave illumination, ankylography can be extended to divergent or convergent wave illumination through deconvolution with the illumination function. The 3D spatial resolution of ankylography is determined by (supplementary Fig. S1)

$$d_x = d_y = \frac{\lambda}{\sin(2\theta_{\text{max}})} \quad d_z = \frac{\lambda}{2\sin^2 \theta_{\text{max}}} \quad (2)$$

where $d_x$, $d_y$, and $d_z$ represent the resolution along the X, Y and Z-axes, respectively. The Z-axis is along the beam propagation direction and $2\theta_{\text{max}}$ is the diffraction angle shown in Fig. 1.
To confirm our theoretical analysis, we conducted numerical simulations on 3D structure determination of sodium silicate glasses (25Na₂O-75SiO₂). Sodium silicate glasses are archetypal for a wide variety of multicomponent silicate glasses that find applications from glassware and window panes, to optical fibers, photonic devices and bioactive glasses. Unlike crystalline materials, glasses lack long-range periodicity, which makes experimental determination of the glass structure difficult by traditional diffraction methods. Thus the inherent complexity of glass structures combined with the lack of experimental methods to probe them (especially for medium range structures) makes understanding and visualizing the atomic and nanostructure of glasses a great challenge to the scientific community. By combining classical molecular dynamics (MD) simulations with subsequent geometry optimization using *ab initio* density functional theory calculations, we obtained a 3D sodium silicate glass structure of 204 atoms, with a size of 14×14×14 Å³ (supplementary methods). A beam of coherent X-rays with a wavelength of 2 Å was incident on the nanostructure. The total coherent flux illuminating the glass structure was about 10¹³ photons. An oversampled 2D diffraction pattern was calculated on the Ewald sphere, with 2θ_max = 90°. Poisson noise was added to the spherical diffraction pattern, shown in Fig. 1a.

To reconstruct the 3D glass structure, we embedded the 2D spherical diffraction pattern into a 3D array of 64×64×64 voxels, corresponding to O_d = 2.7. Since the electron density of the glass structure is real, we also embedded the centro-symmetrical diffraction pattern into the same array. All other data points in the 3D array were set as unknowns. The 3D image reconstruction was carried out using an iterative phase retrieval algorithm (methods summary and supplementary discussion). Fig. 1b shows the 3D atomic positions of the reconstructed sodium silicate glass structure with a
resolution of 2 Å in all three dimensions (see supplementary Fig. S2 for resolution quantification). In Fig. 1b, the red, purple and yellow spheres represent the positions of O, Na and Si atoms, respectively. Compared to the MD simulated structure, the 3D atomic positions of the sodium silicate glass structure are resolved. Fig. 2 shows two 2-Å-thick slices of the MD simulations (Figs. 2a and c) and the reconstructed structures (Figs. 2b and d) along the XY and XZ planes, respectively. The electron density distribution of the reconstructed structure is in good agreement with that of the MD simulation. The slight difference of the electron density between the two structures is likely due to the Poisson noise added to the diffraction pattern.

To explore the biological application of ankylography, we performed a numerical experiment on 3D image reconstruction of an individual poliovirus from a single X-FEL pulse. Poliovirus contains a single-stranded RNA genome within an icosahedral capsid that is delivered into a host cell via interaction of virus coat proteins with a poliovirus receptor. During this process, the virus undergoes an irreversible conformational change that results in an increased affinity for the poliovirus receptor, producing what is known as the 135S particle. In the numerical experiment, we simulated an X-FEL pulse with $\lambda = 1.77$ nm and $10^{13}$ photons per pulse that was focused to a 100 nm spot and illuminated a single 135S particle. The 3D model structure of the poliovirus has been obtained by cryo-electron microscopy through averaging 8224 particles. A diffraction pattern on the Ewald sphere was obtained with a diffraction angle of 62.6°, which corresponds to a spatial resolution of 2.0 nm in the XY plane and 3.3 nm along the Z-axis. Poisson noise was added to the diffraction intensities. The 3D ankylographic reconstruction was carried out without using a priori information of the virus structure (methods summary and supplementary discussion).
Figs. 3a and b show an iso-surface rendering and a 1.65-nm-thick central slice of the 3D virus structure reconstructed from the 2D noisy diffraction pattern alone, which are in an excellent agreement with the model (supplementary Fig. S3). The reconstructed 3D capsid structure clearly resolves the star-shaped mesa that forms the fivefold symmetry (red dots in Fig. 3a) and the propeller tips (blue dots in Fig. 3a) that form the threefold symmetry. In the vicinity of the fivefold mesa and the propeller structure is a canyon (indicated with arrows in Figs. 3a and b), which is the expected binding site of the poliovirus receptor. Compared to cryo-electron microscopy, which enables 3D imaging of large protein complexes such as viruses by averaging over thousands of particles, ankylography can in principle be used to determine the 3D pleomorphic structure of a single biological complex at high resolution.

To verify ankylography with experimental data, we used a 2D diffraction pattern taken with a soft X-ray laser of $\lambda = 47\text{ nm}$ and $\lambda/\Delta \lambda \approx 10^4$ (ref. 24). The test pattern was fabricated by etching through a substrate consisting of a silicon nitride membrane of ~100 nm thick. Except for the patterned area, the substrate was completely opaque to the 47 nm light. A slant of the test sample relative to the incident beam served to increase the Z-axis width of the sample, providing a 3D depth (Fig. 4b). The CCD detector (Andor, 2048×2048 pixel EUV detector array, 13.5 µm × 13.5 µm pixel size) was positioned at a distance of 14.5 mm from the sample. A 2D diffraction pattern was measured by the detector with intensities extending to the edges of the CCD camera. To enhance the signal to noise ratio, we integrated the diffraction intensities by binning 3×3 pixels into 1 pixel and then interpolated the planar diffraction pattern onto the Ewald sphere (supplementary discussion, Fig. 4a). The spherical diffraction pattern was embedded into a 3D array of 420×420×240 voxels with $O_d = 2.6$. 
The phase retrieval was carried out using similar methods to those used for the sodium silicate glass structure (methods summary and supplementary discussion). Figs. 4b and c show iso-surface renderings of the 3D reconstruction in the XY plane (front view) and the XZ plane (side view), respectively, in which the front view is in good agreement with the SEM image (Fig. 4e). The spatial resolution of the reconstructed image was estimated to be 80 nm along the X and Y-axes and 140 nm along the Z-axis. Based on the 3D reconstruction, we measured the tilt angle of the sample relative to the beam to be 5.1° (Fig. 4b). Fig. 4d shows a lineout along the Z-axis of the reconstructed image. The width of the tilted sample's projection onto the Z-axis was measured to be 405 nm in the reconstruction, which is in good agreement with the expected value of 389 nm computed from the sample geometry and the title angle. Moreover, we identified two structure defects in the SEM image of the test sample (arrows in Fig. 4e). The structure defects are spatially resolved in the 3D reconstructed image (arrows in Fig. 4b), which further confirms the robustness of our reconstruction.

In conclusion, we have discovered that the 3D structure information of a finite object is encoded into a 2D diffraction pattern on the Ewald sphere. When the diffraction pattern is sufficiently oversampled, the 3D structure can be directly retrieved from the 2D spherical diffraction pattern alone. Both our numerical simulations and experimental results have verified the feasibility of this novel 3D imaging technique. Compared to conventional 3D coherent diffraction microscopy\textsuperscript{7,10-13,16,19}, ankylography requires a comparable amount of incident flux for achieving a desired resolution, but redistributes all the intensity points more finely on the Ewald sphere, which eliminates the necessity of sample tilting. On the other hand, due to the oversampling requirement of the single 2D diffraction pattern, ankylography demands area detectors with a larger
number of pixels to compute 3D reconstructions of sizable specimens at high resolutions. Furthermore, to reduce the interpolation errors (supplementary discussion), spherical area detectors are more desirable in ankylography. As detector technologies have been advancing significantly, these types of detectors can be developed with currently existing technologies. Finally, our numerical simulations have indicated that, by using two or more 2D spherical diffraction patterns \(i.e.\) two or more sample tilts), the 3D image reconstruction process (methods summary) can be significantly sped up. Thus ankylography can also be used to considerably reduce the number of tilts required in 3D coherent diffraction microscopy.

Looking forward, by properly choosing the wavelength of the monochromatic incident beam, ankylography can in principle be implemented using synchrotron radiation, high harmonic and short wavelength laser sources, optical lasers, electrons, and X-FELs. Thus we expect the applications of ankylography to be broad across several disciplines. In biology, as optical diffraction microscopy has already been applied to imaging a biological sample\(^{22}\), ankylography may open a door for 4D optical imaging of biological specimens since sample tilting, scanning or sectioning can be avoided. With X-FELs, ankylography will enable 3D structure determination of a biological specimen from a single pulse before the specimen is destroyed\(^{25,30}\). In materials science, ankylography can in principle be applied to investigating time-resolved 3D structure of disordered materials using X-FELs.

**METHODS SUMMARY**

3D image reconstruction in ankylography proceeds by means of an iterative algorithm. A random phase set defines an initial input and iterates back and forth between Fourier and real space where physical constraints were applied. In Fourier space, the magnitudes of the Fourier transform on the Ewald sphere were set to the measured values. The data points not on the Ewald sphere were initially set as unknowns
and updated with each iteration of the reconstruction. In real space, the following constraints were enforced: the electron density must be non-negative, continuous, and bounded within the spatial extent of the sample (*i.e.* a support). Data points of the image estimate that did not satisfy the positivity or boundedness constraints were modified by the operations described further in the supplementary information. In order to enforce continuity of the image within the support, a Gaussian filter was periodically applied to the image density throughout the reconstruction. Outside the support, where the density should be uniform, in addition to zero-valued, convolution with a box kernel was implemented as described in the supplementary information. An error metric, defined as the difference between the computed data points on the Ewald sphere and the measured ones, was used to monitor the convergence of the algorithm.

In order to capitalize on the fast convergence of the 3D reconstructions, where knowledge of a tight support is not necessary, we begin with a low-resolution reconstruction in order to recover the missing magnitudes in Fourier space. We subsequently include these recovered amplitudes in the higher resolution reconstructions. We call this type of constraint *amplitude extension*. This constraint allows the object envelope to be easily computed without *a priori* information, an important step in the reconstruction process. A detailed description of how these constraints are implemented can be found in the supplementary information.
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Figure legends

Figure 1. Schematic layout of the experimental set-up for ankylography. A coherent beam illuminates a finite object and the scattered waves form a diffraction pattern on the Ewald sphere (a), where $2\theta_{\text{max}}$ represents the diffraction angle. When the diffraction pattern is sampled at a scale sufficiently finer than the Nyquist interval, the 3D structure of the object is encoded into the 2D spherical pattern and can be directly reconstructed (b). Here, the 3D object is a sodium silicate glass particle with a size of 14×14×14 Å. The red, purple and yellow spheres represent the positions of O, Na and Si atoms, respectively.

Figure 2. 3D structure determination of a sodium silicate glass particle at 2 Å resolution from a simulated 2D spherical diffraction pattern alone. Electron density distribution of a 2-Å-thick slice of the MD simulation (a) and the reconstructed structure (b) along the XY plane where the red, purple and yellow spheres represent the positions of O, Na and Si atoms, respectively. Electron density distribution of a 2-Å-thick slice of the MD simulation (c) and the reconstructed structure (d) along the XZ plane. The width and height of each slice are 14 Å.

Figure 3. 3D structure determination of an individual poliovirus from a single simulated X-FEL pulse. a, Iso-surface rendering of the reconstructed viral
capsid structure, showing a fivefold mesa (red dots) and a threefold propeller tips (blue dots). The canyon between the mesa and the propeller structure (labelled with an arrow) is the expected binding site to its receptor. b, A 1.65-nm-thick central slice of the reconstructed 3D virus structure across the fivefold mesa and the propeller structure. The arrow indicates the receptor binding site. Scale bar is 5 nm.

**Figure 4.** Demonstration of ankylography using experimental data obtained with a soft X-ray laser. a, Oversampled 2D diffraction pattern on the Ewald sphere. Iso-surface renderings of the 3D reconstructed image in the XY plane (b) and XZ plane (c), respectively, where the incident beam is along the Z-axis. d, Lineout indicating the width of the tilted sample's projection onto the Z-axis to be 405 nm. e, SEM image of the sample (scale bar = 1 µm). Insets show two structure defects (labelled with arrows) in the sample which are spatially resolved in the 3D reconstructed image (arrows in b).
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Supplementary Methods

The 25Na₂O-75SiO₂ glass structure was obtained by combining classical molecular dynamics (MD) simulations and subsequent geometry optimization using ab initio Density Functional Theory (DFT) calculations. Final electron density for both core and valence electrons was calculated using the DFT based on the optimized geometry. The simulation cell contains 204 atoms in a cubic box of 14×14×14 Å dimension to give the glass density of ~ 2.43 g/cm³. The simulated melt and quench procedure was used to generate the glass structure by MD simulations with partial charge potentials as described elsewhere³¹. Starting from randomly generated initial atom positions, the system was first melted at 6000 K and then equilibrated at 4000 K, each with 100 ps NVT run and subsequent 100 NVE run. From 4000 K, the melt was then cooled down to 300 K by gradually decreasing the temperature at a cooling rate of 10 K/ps. At 300 K, the glass was equilibrated for 200 ps NVT runs and 200 ps NVE runs. Glass structure from MD simulation was further optimized using plane wave basis set, gradient corrected DFT calculations carried out using the Vienna ab initio Simulation Package (VASP) at highly parallel super computers. Projected Augmented Wave (PAW) pseudopotential and the PBE exchange and correlation function was used in the DFT calculations. Gamma point only K point sampling was used due to large simulation cell in our calculations. A plane wave kinetic energy cutoff of 400 eV was used. The convergence criterion for electronic SCF was 1e⁻⁴ eV and geometry optimization was stopped when the forces acting on atoms were smaller than 0.01 eV/Å. Based on the optimized structure, total electron density (both core and valence electrons) were generated on a grid for subsequent image reconstruction.
Supplementary Figures

Supplementary Fig. S1 Cross-section of a 2D diffraction pattern on the Ewald sphere, illustrating the 3D spatial resolution in ankylography. The resolution along the X and Z-axis are $d_x$ and $d_z$, respectively, $2\theta_{\text{max}}$ is the diffraction angle and $1/\lambda$ is the radius of the Ewald sphere. Eq. (2) in the manuscript was derived based on this geometrical construction and Bragg’s law.
**Supplementary Fig. S2** Quantification of the 3D spatial resolution in ankylography with numerical simulations. (a), (b) Two 1-Å-thick slices of the reconstructed sodium silicate glass structure along the XY and XZ planes, respectively. By measuring the distance of nearest neighboring atoms, we confirmed the resolution along the XY and XZ planes to be 2 Å, which is consistent with the results calculated from Eq. (2).

**Supplementary Fig. S3** 3D model structure of the poliovirus obtained by cryo-electron microscopy through averaging 8224 particles. (a) Iso-surface rendering of the viral capsid structure, showing a fivefold mesa (red dots) and a threefold propeller tips (blue dots). The canyon between the mesa and the propeller structure (arrow) is the expected binding site to its receptor. (b) A central slice of the model 3D virus structure across the fivefold mesa and the propeller structure. The arrow indicates the receptor binding site. Scale bar is 5 nm.
Supplementary Discussion

I. Representation of a 2D diffraction pattern on the Ewald sphere

Based on the Born approximation, the 3D diffraction intensities of a finite object in the far field can be represented as

$$|F(\vec{k})| = \left| \int \rho(\vec{r}) e^{-2\pi i \vec{k} \cdot \vec{r}} d^3 \vec{r} \right|$$  \hspace{1cm} (S1)

where $|F(\vec{k})|$ is proportional to the square root of the diffraction intensities, $\vec{k} = (k_x, k_y, k_z)$ is the reciprocal-space vector, $\rho(\vec{r})$ is the 3D structure of the object with $\vec{r} = (x, y, z)$, and $V$ is the spatial extent of the object. To calculate the diffraction intensities on the Ewald sphere, we constructed a geometrical representation of the Ewald sphere, shown in Fig. S4. By expressing $\vec{k}$ in the spherical polar coordinates, we have

$$k_x = S_x = \frac{1}{\lambda} \sin \theta \cos \phi$$

$$k_y = S_y = \frac{1}{\lambda} \sin \theta \sin \phi$$  \hspace{1cm} (S2)

$$k_z = S_z - S_0 = \frac{1}{\lambda} (\cos \theta - 1)$$

where $S_0$ and $\vec{S}$ are the incident and scattered wave vectors with $\vec{S} = (S_x, S_y, S_z)$, and $\theta$

**Supplementary Fig. S4** Geometrical construction of the wave vectors and the Ewald sphere. $\vec{S}_0$ and $\vec{S}$ are the incident and scattered wave vectors with $|\vec{S}_0| = |\vec{S}| = \frac{1}{\lambda}$, and $\lambda$ is the wavelength of the incident beam. O is the origin of the Ewald sphere and O' is the origin of $\vec{k}$. 
and $\varphi$ are the spherical polar coordinates. By substituting Eq. (S2) into Eq. (S1), we obtained Eq. (1) in the manuscript.

**II. An oversampled 2D diffraction pattern on the Ewald sphere determines the 3D structure of a finite object**

Here we present a qualitative explanation of why an oversampled 2D diffraction pattern on the Ewald sphere determines the 3D structure of a finite object. For the purpose of clarity, we focus on a real-valued object, but our arguments remain valid for the complex case as well. Fig. S5 shows an oversampled diffraction pattern on the Ewald sphere with the diffraction angle $2\theta_{\text{max}} = 90^\circ$. The presence of the diffraction patterns on two hemispheres comes from the centro-symmetry of the intensities. The question of uniqueness can be addressed through the relationship of the Ewald sphere to a central projection. According to the Fourier slice theorem, the Fourier transform of a projection of a 3D object at a given angle is equal to a slice through the origin of the 3D Fourier transform of the object. Fig. S5 shows a central Fourier slice intersecting with the diffraction pattern on the Ewald sphere and forming a circle. When the 3D object is rotated around the X-axis, the intersection between the Ewald sphere and the corresponding central Fourier slice will either form a circle, an arc or a point, which can be expressed as

$$e_\alpha = D_E \cap P_\alpha$$  \hspace{1cm} (S3)

where $e_\alpha$ represents the intersection at a given rotation angle $\alpha$ along the X-axis, $\cap$ is the intersect operation, $D_E$ the diffraction pattern on the Ewald sphere and $P_\alpha$ a central Fourier slice at angle $\alpha$. When the diffraction pattern is sufficiently oversampled with the oversampling degree $O_d > 1$, $D_E$ is the set consisting of the intersected arcs, circles and point along the all possible rotation angles about the X-axis,

$$D_E = \{0 \leq \alpha < 180^\circ : D_E \cap P_\alpha \}$$  \hspace{1cm} (S4)

We have so far restricted the discussion to the case of rotation about the X-axis.

**Supplementary Fig. S5** Intersection between a Fourier slice and the Ewald sphere at a give angle, forming a circle, an arc or a point. The two hemispheres are due to the centro-symmetry of the diffraction intensities and the X-axis is the rotation axis.
However, we note that the oversampled diffraction pattern on the Ewald sphere can be constructed by rotating about either X, Y or Z-axis, where the argument is repeated. We hence have

\[
D_E = \{ 0 \leq \alpha, \beta, \gamma < 180^\circ : D_E \cap P_{\alpha}, D_E \cap P_{\beta}, D_E \cap P_{\gamma} \} \tag{S5}
\]

where \( \beta \) and \( \gamma \) are the rotation angles about the Y and Z-axis, respectively. Eq. (S5) indicates that the oversampled diffraction pattern on the Ewald sphere is the set consisting of the intersected arcs, circles and point in all possible orientations. If two 3D objects share exactly the same oversampled diffraction pattern on the Ewald sphere, they must possess the identical intersected arcs and circles of the central Fourier slices in all possible orientations. Thus the two structures must be equivalently correlated for all possible projections and any difference in the structures that may be concealed at one orientation must be equivalently concealed for all orientations. On this basis of equivalent projections and our numerical results, we determine then that the Ewald sphere constraint is sufficiently strong as to generally determine the complete 3D structure.

We conclude that an oversampled diffraction pattern on the Ewald sphere, in combination with real-space constraints, suffices to uniquely determine general 3D structures for all system sizes of practical interest. Although we don’t provide a rigorous mathematical proof, we have performed a variety of numerical simulations showing that the 3D object is not only unique but also recoverable – a more difficult condition to fulfill.

III. Spatial and temporal coherence required in ankylography

The required spatial and temporal coherence in ankylography are determined by

\[
\Delta \theta \leq \frac{\lambda}{2\pi \sigma_i a} \quad \text{and} \quad \frac{\lambda}{\Delta \lambda} \geq \frac{\sigma_i a}{d} \tag{S6}
\]

where \( \Delta \theta \) the divergence or convergence angle of the incident beam, \( \sigma_i \) the linear oversampling ratio defined in ref. 35, \( a \) the sample size, \( \Delta \lambda \) the wavelength spread of the beam, and \( d \) the desired resolution.

IV. The iterative algorithm

We introduce three new constraints in the ankylography reconstructions to accommodate the large number of missing data and the large no-density region: uniformity outside of the support region, continuity inside the support, and amplitude extension in Fourier space.

Uniformity outside the support

Since the 2D spherical diffraction pattern in ankylography needs to be finely oversampled, a large accompanying region outside of the support is necessarily present in the reconstructions. In principle, this region should be zero. However, at the early stages of convergence, and particularly when noise is present in the measured diffraction intensities, this constraint is generally not satisfied. In the hybrid-input-output (HIO)
algorithm\textsuperscript{36}, one takes advantage of this knowledge by iteratively suppressing all non-zero values outside the support; here we supplement this constraint by also exploiting the fact that the region outside the support should be \textit{uniform}. That is, since we know that all image estimates will not entirely satisfy the support constraint, we not only push the non-zero values towards zero, but also impose uniformity upon them as well. This constraint is enforced by convolving the density outside the support with a unit step function over a 3×3×3 voxel box. The purpose of this constraint is to reduce the fluctuations outside the support and make the convergence smoother.

\textbf{Continuity inside the support}

One common problem in phase retrieval is the stagnation within local minima, hence we introduce a perturbation into the reconstruction, which is designed to bump the reconstruction out of any minimum in which it may be confined in order for the algorithm to continue its search for a global minimum. We achieve this by periodically smoothing the recovered density with a Gaussian filter. The reason for a Gaussian filter inside the support as opposed to the box function outside the support is due to the fact that the Gaussian filter only imposes a continuity constraint upon the data, whereas the box filter enforces uniformity. In our reconstructions, we used a normalized Gaussian filter with a standard deviation of 0.65 sampled within a 3x3x3 array.

\textbf{Amplitude extension}

In order to capitalize on the fast convergence of small array reconstructions, where knowledge of a loose support (\textit{i.e}. a boundary somewhat larger than the true sample envelope) is sufficient to reconstruct the image, we first compute a reconstruction from the low-resolution diffraction pattern on the Ewald sphere. We then compute a higher resolution reconstruction, including both the diffraction pattern on the Ewald sphere and the recovered Fourier amplitudes at low resolution. We repeat this procedure until the reconstruction of the full 3D array is reached. In each amplitude extension, we usually increase the number of unknown density elements in real space by a factor of between 2 and 5.

Although we have only implemented the amplitude extension constraint here, we note that there are a few more constraints that can be computed at low resolution to assist the high resolution reconstruction. These constraints include but are not limited to: phase extension\textsuperscript{37}, histogram matching\textsuperscript{38}, and molecular replacement\textsuperscript{39}. Our preliminary simulations to date indicate that enforcing these constraints for large system sizes dramatically improves the reconstruction convergence and will be the subject of subsequent publications.

\textbf{The complete iterative algorithm}

The final description of our algorithm includes how often and in what order these constraints are implemented. Below we list the detailed steps involved in the reconstruction process.
1. Start with 50 independent reconstructions using random initial phase sets and an updated support (for the first iteration, a loose support is used which is estimated from the speckle size).

2. Determine the best random initial phase set based on the error metric in the Fourier space at the end of 1000 HIO iterations. \( \beta \) in the HIO algorithm is set to be 0.9 (ref. 36).

3. Use the best random initial phase set and compute 1000 iterations of HIO.

4. Continue HIO by periodically applying the uniformity constraint once every 10 iterations to the region outside the support until the error stagnates.

5. Apply the continuity constraint to the region inside the support.

6. Repeat steps 3-5 until the error stagnates.

7. Compute a tight support by smoothing and thresholding the reconstruction.

8. Repeat steps 1 – 7 until the best reconstruction is obtained.

V. 3D ankylographic reconstructions

By using the iterative algorithm described above, we have computed 3D reconstructions of a sodium silicate glass structure, a poliovirus and a test sample from the experimental data. Among the three reconstructions, the poliovirus is the most complicated. To better illustrate our reconstruction procedures, we first describe the virus reconstruction, followed by the glass structure and the test sample reconstructions.

3D reconstruction of a single poliovirus

We obtained the poliovirus structure from the Electron Microscopy Data Bank\(^{32}\) (http://www.ebi.ac.uk/pdbe/emdb/ entry 1136). To obtain a noisy 2D spherical diffraction pattern, we simulated an X-FEL pulse with \( \lambda = 1.77 \text{ nm and } 10^{13} \text{ photons per pulse that was focused down to a spot of 100 nm, and illuminated a single poliovirus particle. A diffraction pattern on the Ewald sphere was calculated with } 2 \theta_m = 62.6^\circ, \text{ which corresponds to } q_{\text{max}} = 3.7 \text{ nm}^{-1}. \text{ Poisson noise was added to the diffraction intensities. To simulate a beam stop, we removed the intensities at the central } 7 \times 7 \text{ pixels. Fig. S6 shows a front view of the spherical diffraction pattern with a dynamic range between 0 and } 1.4 \times 10^6 \text{ photons.}\]

We computed the reconstruction of the poliovirus by using the iterative algorithm described above. Table S1 lists the parameters used in the algorithm. We began with a small array corresponding to a maximum diffraction angle of 16.1^\circ, and then subsequently computed four additional reconstructions through amplitude extension. In Tab. S1, we characterize each step in the reconstruction process by a series of measures:

**R-space Array**: The size of the smallest box that completely encloses the virus density.

**K-space Array**: The size of the array containing the embedded Ewald sphere.

**\( O_d \) (oversampling degree)**: The ratio of the number of points on the Ewald sphere to the number of voxels within a support.

**\( O_t \) (total oversampling degree)**: The ratio of the total number of points in Fourier space (points on the Ewald sphere and points calculated through the amplitude extension method) to the number of voxels within the support.
**Supplementary Fig. S6** Front view of a noisy diffraction pattern on the Ewald sphere, obtained from a single poliovirus. The intensities at the central 7×7 pixels were removed. The dynamic range of the intensities is from 0 to 1.4×10^6 photons.

*Diffraction Angle:* The maximum diffraction angle of the current reconstruction.

*R_{Ewald}:* The R-factor of the reconstruction along the Ewald sphere, defined as

\[ R_{Ewald} = \frac{\sum |F_{Ewald}^T(\mathbf{k})| - |F_{Ewald}^R(\mathbf{k})|}{\sum |F_{Ewald}^T(\mathbf{k})|} \]

where \( |F_{Ewald}^T(\mathbf{k})| \) and \( |F_{Ewald}^R(\mathbf{k})| \) are the true and reconstructed Fourier magnitudes on the Ewald sphere.

*R_{Entire}:* The R-factor of the reconstruction over the entire K-space.

| R-space Array | K-space Array | \( O_t \) | Diffraction Angle | \( R_{Ewald} \) | \( R_{Entire} \) |
|---------------|---------------|---------|-----------------|--------------|--------------|
| 10×10×2       | 40×40×6       | 7.29    | 16.1°           | 0.0004       | 0.002        |
| 16×16×4       | 64×64×16      | 7.34    | 26.3°           | 0.0007       | 0.010        |
| 20×20×6       | 80×80×24      | 14.58   | 33.7°           | 0.002        | 0.015        |
| 24×24×10      | 96×96×38      | 13.99   | 41.7°           | 0.002        | 0.021        |
| 32×32×20      | 128×128×78    | 9.07    | 62.6°           | 0.003        | 0.14         |

Tab. S1 Parameters and R-factors used in the iterative algorithm for the reconstruction of the poliovirus structure.
Due to the discrete nature of the model poliovirus structure, it is impossible to exactly simulate the continuous diffraction intensities upon the Ewald sphere (i.e., errors in discrete Fourier transform). To resolve this issue, we first interpolated the poliovirus structure into a $10 \times 10 \times 2$ voxel array (Tab. S1), and calculated its oversampled Fourier magnitudes on the Ewald sphere with Poisson noise (a $40 \times 40 \times 6$ voxel array, denoted $A_1$). By using the iterative algorithm, we reconstructed the low resolution virus structure as well as the entire Fourier magnitudes, $|F_{\text{Recon}}^A(\vec{k})|$. We then interpolated the poliovirus structure into a $16 \times 16 \times 4$ voxel array, and calculated its Fourier magnitudes on the Ewald sphere with Poisson noise, $|F_{\text{Ewald}}^A(\vec{k})|$, where $A_2$ represents a $64 \times 64 \times 16$ voxel array. To implement amplitude extension, we calculated the hybrid Fourier magnitudes by

$$
|F_{\text{Hybrid}}^A(\vec{k})| = \begin{cases} 
\omega \cdot |F_{\text{True}}^A(\vec{k})| + (1 - \omega) \cdot \frac{|F_{\text{Recon}}^A(\vec{k})|}{|F_{\text{True}}^A(\vec{k})|}, & \vec{k} \in A_1 \\
|F_{\text{Ewald}}^A(\vec{k})|, & \vec{k} \in A_2 
\end{cases}
$$

(S7)

where $|F_{\text{True}}^A(\vec{k})|$ and $|F_{\text{Ewald}}^A(\vec{k})|$ represent the entire Fourier magnitudes calculated from the $10 \times 10 \times 2$ voxel and $16 \times 16 \times 4$ voxel poliovirus structures, respectively, and $\omega$ is a parameter between 0 and 1. We adjusted $\omega$ such that

$$
\frac{\sum |F_{\text{Hybrid}}^A(\vec{k})| - |F_{\text{True}}^A(\vec{k})|^2}{\sum |F_{\text{True}}^A(\vec{k})|^2} = \frac{\sum |F_{\text{Recon}}^A(\vec{k})| - |F_{\text{True}}^A(\vec{k})|^2}{\sum |F_{\text{True}}^A(\vec{k})|^2}, \quad \vec{k} \in A_1
$$

(S8)

The assembled $|F_{\text{Hybrid}}^A(\vec{k})|$ was then used to reconstruct the $16 \times 16 \times 4$ voxel poliovirus structure. We repeated the amplitude extension procedure (Tab. S1) until the full-size reconstruction of the poliovirus structure was completed. Note that for experimental data, it is unnecessary to use Eqs. (7) and (8).

3D reconstruction of a sodium silicate glass structure and a test sample

For smaller size arrays or thin objects, such as the glass structure and the test sample described in the manuscript, one may relax the amplitude extension and still recover the object density. For the sodium silicate glass structure described above, a noisy diffraction pattern was obtained from a simulated Energy Recovery Linac beam with $\lambda = 2$ Å and a coherent flux of $10^{14}$ photons/s that was focused down to a beam spot size of 100 nm and illuminated the sodium silicate glass particle$^{40}$. A diffraction pattern on the Ewald sphere was recorded with $2\theta_m = 90^\circ$ and an exposure time of 5.1 s, which corresponds to $q_{\text{max}} = 4.4$ Å$^{-1}$. Poisson noise was added to the diffraction intensities, shown in Fig. 1a.

We computed the reconstruction of the sodium silicate glass structure using the iterative algorithm described above. Since the array size in real space is relatively small,
we didn’t use the amplitude extension method. The other steps are similar to those used for the poliovirus reconstructions. Table S2 shows the parameters for the reconstruction process. The small R-factors indicate the robustness of the reconstruction. Compared to the original structure, the atomic positions are clearly resolved in the reconstruction (Figs. 2a-d).

Similarly, we followed the same procedures in reconstructing the experimental data of the test sample (Tab. S2). To verify the results, we conducted a few independent reconstructions and the reconstructed 3D images are very consistent. Note that we designated the spherical diffraction pattern by two angles. Due to the projection of a planar detector onto the Ewald sphere (see next section), the resolution along the Z-axis was calculated from the maximum angle extended at the corner of the pattern (48.3°); whereas the resolution along the X and Y axes is specified by the angle formed at midplane (35.9°); which yielded 80 nm and 140 nm resolutions, along the XY plane and the Z axis, respectively.

|                | R-space Array | K-space Array | $O_d$ | Diffraction Angle | $R_{Ewald}$ | $R_{Entire}$ |
|----------------|---------------|---------------|-------|-------------------|-------------|--------------|
| Glass structure| 14×14×14      | 64×64×64      | 2.7   | 90°               | 0.005       | 0.112        |
| Test sample    | 100×170×7     | 420×420×240   | 2.6   | 35.9°             | 0.08        | NA           |

Tab. S2 Parameters and R-factors used in the iterative algorithm for the reconstructions of the sodium silicate glass structure and the test sample

**VI. Interpolation of a planar diffraction pattern onto the Ewald sphere**

Since the diffraction pattern was measured by a planar CCD detector, in order to perform 3D phase retrieval, the diffraction intensities have to be normalized and then projected onto the Ewald sphere. As Fig. S7 shows, each pixel of the planar detector integrates the diffracted photons within a solid angle, $\Delta\Omega(\vec{k})$, subtended by the pixel area. Since $\Delta\Omega(\vec{k})$ decreases with the increase of the spatial frequency, we normalize the diffraction intensities by

$$I(\vec{k}) = \frac{I_M(\vec{k})}{\Delta\Omega(\vec{k})} \quad \text{(S9)}$$

where $I(\vec{k})$ and $I_M(\vec{k})$ are the normalized and measured intensities.

After the normalization, the diffraction intensities have to be projected onto the Ewald sphere. Based on the geometry shown in Fig. S7, we obtain the relationship between the vector on the Ewald sphere and the vector on the detector plane,
\[ k_x = \frac{Rk_x^\prime}{\sqrt{R^2 + k_x'^2 + k_y'^2}} \]
\[ k_y = \frac{Rk_y^\prime}{\sqrt{R^2 + k_x'^2 + k_y'^2}} \]
\[ k_z = R \left( 1 - \frac{R}{\sqrt{R^2 + k_x'^2 + k_y'^2}} \right) \tag{S10} \]

where \( \vec{k} = (k_x, k_y, k_z) \) is a vector on the Ewald sphere, \( \vec{k}' = (k_x', k_y') \) is a vector on the 2D planar detector, and \( R \) the distance from the sample to the detector. As Fig. S7 shows, \( k_x' \) and \( k_y' \) are on a regular 2D grid, but \( k_x, k_y, \) and \( k_z \) are on an irregular 3D grid. Since a regular 3D grid in Fourier space is mandatory for the phase retrieval algorithm due to the use of the FFT, we interpolate \( I(\vec{k}) \) onto a regular 3D Cartesian grid by using a linear interpolation method\textsuperscript{34}. 

Supplementary Fig. S7 Projection of an oversampled 2D diffraction pattern from a planar detector onto the Ewald sphere, where \( \hat{\mathbf{k}}=(k_x, k_y, k_z) \) is a vector on the Ewald sphere, \( \mathbf{k}=(k_x', k_y') \) a vector on the detector plane and \( \Delta \Omega(\mathbf{k}) \) a solid angle subtended by the pixel area.
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