Fully self-consistent optimization of the Jastrow-Slater-type wave function using a similarity-transformed Hamiltonian
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It has been well established that the Jastrow correlation factor can effectively capture the electron correlation effects, and thus, the efficient optimization of the many-body wave function including the Jastrow correlation factor is of great importance. For this purpose, the transcorrelated + variational Monte Carlo (TC+VMC) method is one of the promising methods, where the one-electron orbitals in the Slater determinant and the Jastrow factor are self-consistently optimized in the TC and VMC methods, respectively. In particular, the TC method is based on similarity-transformation of the Hamiltonian by the Jastrow factor, which enables the efficient optimization of the one-electron orbitals under the effective interaction. Through test calculations of some closed-shell atoms, He, Be, and Ne, we find that the total energy is in many cases systematically improved by using better Jastrow functions. We find that even a one-shot TC+VMC calculation, where the Jastrow parameters are optimized at the Hartree-Fock+VMC level, can yield partial benefits from orbital optimization. It is also suggested that one-shot TC+VMC can be a good alternative way for complex systems. Our study provides important insights for optimizing many-body wave function including the Jastrow correlation factor, which would be of great help for development of highly accurate electronic structure calculations.

PACS numbers:

I. INTRODUCTION

Accurate description of the electronic structure relies on whether the theory captures essential aspects of the electron correlation effects. One important aspect of many-electron correlation originates from the singular behavior of the Coulomb interaction at electron coalescence points, which is represented with the Kato cusp condition [1, 2]. From this viewpoint, an explicit inclusion of the electron-electron distance \( r_{12} \) into the theory is crucial, as pointed out in pioneering works by Hylleraas [3, 4]. It is now well known that, a slow convergence with respect to the basis-set size for one-electron orbitals is effectively improved by the R12 [5] and F12 [6] theories.

Because the R12 and F12 theories aim to an efficient approach to the complete-basis-set (CBS) limit, the CBS limit itself is unchanged by the use of \( r_{12} \)-dependent functions. Another attempting idea is to improve the accuracy of the wave function by including the two-electron variables into the wave function. A representative example is the Jastrow-Slater-type wave function, where the Jastrow factor, which depends on \( r_{12} \) and often more complicated coordinates, is multiplied by the Slater determinant. Quantum Monte Carlo (QMC) methods, such as the variational Monte Carlo (VMC) and diffusion Monte Carlo methods [7], successfully handle this kind of wave functions not only for atoms and molecules but also for condensed matters [8]. A key point here is that evaluation of physical quantities for the many-body wave function including the Jastrow factor requires a \( 3N \)-dimensional integration (\( N \): the number of electrons), which is efficiently performed with the Monte Carlo technique.

An alternative way to handle the Jastrow factor was introduced by Boys and Handy [10, 11]: they proposed to use the Hamiltonian similarity-transformed by the Jastrow factor. Then, orbital optimization for the Jastrow-Slater-type wave function is regarded as the Hartree-Fock (HF) approximation to the similarity-transformed Hamiltonian, which does not require a huge-dimensional integration mentioned above. This is called the transcorrelated (TC) method [10–14]. An important advantage of the TC method is that one can apply sophisticated post-HF methods to the similarity-transformed Hamiltonian. To say, the TC method can be a promising starting point of the wave-function theory instead of HF; electron correlation effects are partially taken into account already at the first hierarchy level with respect to the similarity-transformed Hamiltonian. In fact, previous studies performed TC calculations combined with the coupled-cluster theory [15, 16], Møller-Plesset (MP) perturbation theory [12, 13], and configuration interaction (CI) theory [17, 18] for atomic and molecular systems. Canonical TC method [19] is an important development, in which one employs the idea of the similarity transformation in the context of the F12 theory. Recently, the canonical TC method was used in conjunction with the variational quantum eigensolver method [20]. Also, it is remarkable that the canonical TC method efficiently reduces the number of required Slater determinants in the full-CI (FCI) QMC calculation [21, 22]. Here, similarity-transformed FCIQMC, the combination of the TC and FCIQMC methods, has recently been paid much attention [23, 24]. A recent study that combines the TC method with the quantum computational method is also promising [25, 26]. Moreover, an efficient treatment of the correlation effects enables one to apply the TC method to solids [27, 28], including its combination...
with the CI-singles \[40\] and the second-order MP perturbation theory \[41\]. The TC and related methods were also applied to the Hubbard model \[28, 42, 44\], electron gas \[29, 34, 45–48\], one-dimensional quantum gas with contact interactions \[30\], and ultracold atoms \[51\].

Several post-HF methods focus on improvement over the single Slater determinant, e.g., by using a linear combination of many determinants (CI) and taking the perturbative correction into account (MP perturbation theory). On the other hand, optimizing the Jastrow factor is another important way to improve the quality of the many-body wave function. While a parameter-free (i.e., no degree of freedom for optimization) Jastrow function sometimes works well (e.g., \[12, 20, 34, 46\]), parameters in the Jastrow factor have been successfully optimized in the TC method \[14, 18, 19, 36, 47, 48, 50\]. However, Jastrow optimization in the TC method still has not been well investigated: how it affects the accuracy of the total energy and the pseudoenergy, which is an expectation value of the similarity-transformed Hamiltonian, what is the efficient way for optimization, how the effective interactions in the similarity-transformed Hamiltonian are altered by Jastrow optimization, and so on. It is noteworthy that recent studies shed light on the importance of the Jastrow optimization in the TC method \[51–53\]. While their study uses the Jastrow parameters optimized for the HF orbitals, fully self-consistent optimization of both the Jastrow factor and the Slater determinant is desired. The full optimization of the Jastrow-Slater-type wave function is also challenging for QMC calculation \[54, 55\].

In this study, we systematically investigate the fully self-consistent solution of the TC method, where both the Jastrow factor and the Slater determinant are optimized. We use the TC+VMC method \[14\] because VMC is a well-established method for optimizing the Jastrow factor in the Jastrow-Slater-type wave function, using more sophisticated Jastrow functions compared to the previous study of the TC+VMC method \[14\]. We investigate both the TC and biorthogonal TC (BITC) methods, where the left and right Slater determinants can be different. Although many previous studies investigate one of these two formulations, we find that the pseudoenergy is much different between two formulations. To understand the nature of the similarity transformation, we also investigate how the effective interactions in the similarity-transformed Hamiltonian are altered by Jastrow optimization. We perform these calculations on some closed-shell atoms, He, Be, and Ne. We take a sufficiently large number of basis functions for one-electron orbitals to eliminate the basis-set error and see how the correlation effects are described in the optimized Jastrow factor. We find that the total energy is in many cases systematically improved by using better Jastrow functions. By improving the Jastrow function, the expectation value of the non-Hermitian TC Hamiltonian (pseudoenergy) gets closer to that of the original Hamiltonian for a helium atom. These different estimates of the total energy roughly coincide when one includes the electron-electron-nucleus terms into the Jastrow function. We also find that one can partially receive a benefit of the orbital optimization even by one-shot TC+VMC, where the Jastrow parameters are optimized at the HF+VMC level. However, such a superiority of the fully-self-consistent TC+VMC calculation does not take place when our simple electron-electron-nucleus Jastrow function is used for Be and Ne atoms, suggesting that an alternate repetition of TC and VMC optimizations using different guiding principles sometimes causes a difficulty in reaching an accurate solution. In such a case, one-shot TC+VMC might be a good alternative way to apply the TC orbital optimization to the Jastrow-Slater-type wave function. This study offers a great clue to know how one can efficiently improve a quality of many-body wave function including the Jastrow correlation factor, which would be of great help for development of highly accurate electronic structure calculation.

The paper is organized as follows. In Sec. II we briefly present a theoretical framework of the (single-determinant) TC method. Our implementation of the all-electron TC calculation for the closed-shell atom is presented in Sec. III. In Sec. IV we introduce the TC+VMC method and the Jastrow functions used in this study. Calculation results are shown in Sec. V. Section VI is devoted to the conclusion of this study. Hartree atomic units (a.u.) are used throughout this paper: \( h = |e| = m_e = 4\pi\varepsilon_0 = 1 \).

## II. TC METHOD

Here we briefly describe a theoretical framework of the TC method, a detail of which was presented in previous papers \[10, 12, 14\]. Hamiltonian \( H \) for an \( N \)-electron system under an external potential \( v_{\text{ext}}(\mathbf{r}) \) is written as,

\[
H = \sum_{i=1}^{N} \left( -\frac{1}{2} \nabla_i^2 + v_{\text{ext}}(\mathbf{r}_i) \right) + \sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|}. \tag{1}
\]

First, we formally factorize the many-body wave function \( \Psi \) as \( \Psi = F\Phi \) where \( F \) is the Jastrow factor,

\[
F = \exp(-\sum_{i,j>\mathbf{r}_i}^{N} u(x_i, x_j)), \tag{2}
\]

and \( \Phi \) is defined as \( \Phi \equiv \Psi / F \). Here, \( x = (\mathbf{r}, \sigma) \) denotes a set of spatial and spin coordinates associated with an electron. Here we assume the Jastrow function \( u(x_i, x_j) \) to be symmetric, i.e., \( u(x_i, x_j) = u(x_j, x_i) \), without loss of generality. Next, we introduce a similarity-transformed Hamiltonian,

\[
H_{TC} \equiv F^{-1}HF, \tag{3}
\]

by which the Schrödinger equation is rewritten as,

\[
H\Psi = E\Psi \iff H_{TC}\Phi = E\Phi. \tag{4}
\]
In this way, electron correlation effects described with the Jastrow factor are incorporated into the similarity-transformed Hamiltonian \( \mathcal{H}_{TC} \), which we called the TC Hamiltonian hereafter. \( \mathcal{H}_{TC} \) can be explicitly written as,

\[
\mathcal{H}_{TC} = \sum_{i=1}^{N} \left( -\frac{1}{2} \nabla_{i}^2 + v_{\text{ext}}(r_{i}) \right) + \sum_{i=1}^{N} \sum_{j>i}^{N} v_{2\text{body}}(x_{1}, x_{2}) - \sum_{i=1}^{N} \sum_{j>i}^{N} \sum_{k>j}^{N} v_{3\text{body}}(x_{1}, x_{2}, x_{3}),
\]

where \( v_{2\text{body}}(x_{1}, x_{2}) \) and \( v_{3\text{body}}(x_{1}, x_{2}, x_{3}) \) are the effective interactions in the TC Hamiltonian defined as,

\[
v_{2\text{body}}(x_{1}, x_{2}) = \frac{1}{|r_{1} - r_{2}|} + \frac{1}{2} \left[ \nabla_{1}^2 u(x_{1}, x_{2}) + \nabla_{2}^2 u(x_{1}, x_{2}) - (\nabla_{1} u(x_{1}, x_{2}))^2 - (\nabla_{2} u(x_{1}, x_{2}))^2 \right] + \nabla_{1} u(x_{1}, x_{2}) \cdot \nabla_{1} + \nabla_{2} u(x_{1}, x_{2}) \cdot \nabla_{2},
\]

and

\[
v_{3\text{body}}(x_{1}, x_{2}, x_{3}) = \nabla_{1} u(x_{1}, x_{2}) \cdot \nabla_{1} u(x_{1}, x_{3}) + \nabla_{2} u(x_{1}, x_{2}) \cdot \nabla_{2} u(x_{2}, x_{3}) + \nabla_{3} u(x_{3}, x_{1}) \cdot \nabla_{3} u(x_{3}, x_{2}).
\]

By approximating \( \Phi \) to be a single Slater determinant consisting of one-electron orbitals: \( \Phi = \det[\phi_{i}(x_{j})] \), the following one-body self-consistent-field (SCF) equation is derived (see, e.g., [14]):

\[
\left( -\frac{1}{2} \nabla_{i}^2 + v_{\text{ext}}(r_{i}) \right) \phi_{i}(r_{i}) + \sum_{j=1}^{N} \int dr_{2} \phi_{j}^{*}(r_{2}) v_{2\text{body}}(x_{1}, x_{2}) \det \begin{bmatrix} \phi_{i}(r_{1}) & \phi_{j}(r_{1}) \\ \phi_{j}(r_{1}) & \phi_{j}(r_{2}) \end{bmatrix}
- \sum_{j=1}^{N} \sum_{k>j}^{N} \int dr_{2} dr_{3} \phi_{j}^{*}(r_{2}) \phi_{k}^{*}(r_{3}) v_{3\text{body}}(x_{1}, x_{2}, x_{3}) \times \det \begin{bmatrix} \phi_{i}(r_{1}) & \phi_{j}(r_{2}) & \phi_{k}(r_{3}) \\ \phi_{j}(r_{1}) & \phi_{j}(r_{2}) & \phi_{j}(r_{3}) \\ \phi_{k}(r_{1}) & \phi_{k}(r_{2}) & \phi_{k}(r_{3}) \end{bmatrix} = \sum_{j=1}^{N} \epsilon_{ij} \phi_{j}(r_{1}),
\]

where the orthonormal condition, \( \langle \phi_{i} | \phi_{j} \rangle = \delta_{ij} \), is imposed. The TC one-electron orbitals \( \phi_{i}(r) \) are optimized by solving Eq. (8). \( \Phi \) can be systematically improved over a single Slater determinant by applying the post-HF theories to the similarity-transformed Hamiltonian \[12,13,15,40,41\], which is an important advantage of the TC method. This feature is validated by the equivalence between the two eigenvalue problems presented in Eq. (4); to say, the exact eigenstate of the original Hamiltonian \( \mathcal{H} \) can be immediately constructed from the exact eigenstate of \( \mathcal{H}_{TC} \) by \( \Psi = F \Phi \). In this study, however, we concentrate on the case when \( \Phi \) is approximated as a single Slater determinant.

The total energy,

\[
E = \frac{\langle \Psi | \mathcal{H} | \Psi \rangle}{\langle \Psi | \Psi \rangle},
\]

equals to the TC pseudoenergy,

\[
E_{TC} = \operatorname{Re} \left[ \frac{\langle \Phi | \mathcal{H}_{TC} | \Phi \rangle}{\langle \Phi | \Phi \rangle} \right],
\]

when \( \Phi \) is the exact eigenstate of \( \mathcal{H}_{TC} \). While this is of course not true for an approximate \( \Phi \), we can still approximately evaluate the total energy by \( E_{TC} \), which does not require \( N \)-dimensional integration. For example, when \( \Phi \) is a single Slater determinant, \( E_{TC} \) can be calculated by 9-dimensional (three-body) integration. This is another great advantage of the TC method from the viewpoint of computational cost. However, accuracy of the approximation \( E_{TC} \approx E \) should be carefully checked, which is one of the main objectives of this study.

We also mention the biorthogonal formulation of the TC method, which we called the BITC method. The BITC method was applied to molecules \[12\] and recently also to solids \[11\]. A detailed description of the BITC method can be found in these literatures. In the BITC method, we use left and right Slater determinants consisting of different one-electron orbitals: \( X = \det[\chi_{i}(x_{j})] \) and \( \Phi = \det[\phi_{i}(x_{j})] \), respectively, with the biorthogonal condition \( \langle \chi_{i} | \phi_{j} \rangle = \delta_{ij} \) and the normalization condition \( \langle \phi_{i} | \phi_{i} \rangle = 1 \). Then a one-body SCF equation becomes slightly different from Eq. (8) as follows,

\[
\left( -\frac{1}{2} \nabla_{i}^2 + v_{\text{ext}}(r_{i}) \right) \phi_{i}(r_{i}) + \sum_{j=1}^{N} \int dr_{2} \chi_{j}^{*}(r_{2}) v_{2\text{body}}(x_{1}, x_{2}) \det \begin{bmatrix} \phi_{i}(r_{1}) & \phi_{j}(r_{1}) \\ \phi_{i}(r_{1}) & \phi_{j}(r_{2}) \end{bmatrix} \]

\[
- \sum_{j=1}^{N} \sum_{k>j}^{N} \int dr_{2} dr_{3} \chi_{j}^{*}(r_{2}) \chi_{k}^{*}(r_{3}) v_{3\text{body}}(x_{1}, x_{2}, x_{3}) \times \det \begin{bmatrix} \phi_{i}(r_{1}) & \phi_{j}(r_{2}) & \phi_{k}(r_{3}) \\ \phi_{j}(r_{1}) & \phi_{j}(r_{2}) & \phi_{j}(r_{3}) \\ \phi_{k}(r_{1}) & \phi_{k}(r_{2}) & \phi_{k}(r_{3}) \end{bmatrix} = \epsilon_{ii} \phi_{i}(r_{1}).
\]

By rewriting Eq. (11) as \( \hat{h} \phi_{i} = \epsilon_{ii} \phi_{i} \), we can solve this equation by diagonalization the operator \( \hat{h} \). Since the one-body SCF equation for the left orbital \( \chi \) is \( \hat{h}^{\dagger} \chi_{i} = \epsilon_{ii}^{*} \chi_{i} \), we can simultaneously get \( \chi \) as the left eigenstates of \( \hat{h} \) in the above diagonalization. The BITC pseudoenergy is defined as,

\[
E_{\text{BITC}} = \operatorname{Re} \left[ \langle X | \mathcal{H}_{TC} | \Phi \rangle \langle \Phi | \Phi \rangle \right].
\]
Because the similarity transformation of Hamiltonian introduces non-Hermiticity, such formulation yields a different result from the ordinary TC method presented above. A difference between the TC and BITC methods is also an issue that we shall investigate in this paper.

III. ALL-ELECTRON TC CALCULATION FOR AN ATOM

Here we describe how we perform the all-electron calculation of the TC method. In this study, we focus on the non-relativistic treatment of the closed-shell atom with a nucleus charge $Z$ placed at the origin.

A. One-electron orbitals and a basis set

We represent the left and right one-electron orbitals by the spherical harmonics $Y_{l_i,m_i}$ and the radial functions as follows:

$$\phi_{n_i,l_i,m_i,\sigma_i}(\mathbf{r}) = Y_{l_i,m_i}(\Omega) \frac{\varphi^\text{rad}_{n_i,l_i,\sigma_i}(\mathbf{r})}{r},$$

$$\chi_{n_i,l_i,m_i,\sigma_i}(\mathbf{r}) = Y_{l_i,m_i}(\Omega') \frac{\varphi^\text{rad}_{n_i,l_i,\sigma_i}(\mathbf{r})}{r},$$

where $n_i, l_i, m_i, \sigma_i$ denote the principal, azimuthal, magnetic, and spin quantum numbers, respectively. We often abbreviate $\varphi^\text{rad}_{n_i,l_i,\sigma_i}$ as $\varphi^\text{rad}_i$ hereafter. We expand the radial functions with the azimuthal quantum number $l_i$ using a following basis function (see, e.g. [57, 58]):

$$f^{l_i}_n(r) = (2\alpha)^{l_i+\frac{1}{2}} \sqrt{\frac{n!}{(n+2+l_i)!}} r^{l_i+1} L_n^{2l_i+2}(2\alpha r) e^{-\alpha r},$$

where $\alpha = \sqrt{-2\epsilon_{\text{HO}}}$ is a scaling factor using the eigenenergy of the highest occupied orbitals, $\epsilon_{\text{HO}}$, and $L_n^{(k)}$ is an associated Laguerre polynomial:

$$L_n^{(k)}(x) = \sum_{k=0}^{n} \frac{x^k}{n!} \frac{d^n}{dx^n} (e^{-x}x^n+k),$$

some examples of which are $L_0^{(k)}(x) = 1$, $L_1^{(k)}(x) = -x$, and so on. This basis function satisfies correct asymptotic behaviors of the radial function: $f^{l_i}_n(r) \to e^{-\alpha r}$ for $r \to \infty$ and $f^{l_i}_n(r) \to r^{l_i+1}$ for $r \to 0$. Hence, any orbitals that can be represented by a product of $r^{l_i+1}e^{-\alpha r}$ and a polynomial of $r$ can be expanded with this basis set. Orthonormality of this basis set is readily verified (see Appendix A). Note that the scaling factor $\alpha$ is updated in each SCF loop because it depends on $\epsilon_{\text{HO}}$ [61].

B. TC-SCF equation for the radial function

The TC-SCF equation for the radial function of the right orbitals reads

$$\left[ -\frac{1}{2} \frac{d^2}{dr^2} + \frac{l_i(l_i+1)}{2r^2} + \tilde{V}[\phi, \chi] \right] \varphi^\text{rad}_i(r) = \sum_{j=1}^{N} \epsilon_{ij} \varphi^\text{rad}_j(r),$$

where $\tilde{V}$ denotes the one-, two-, and three-body potentials as described in more detail later in this paper. Equations for the left orbitals can be obtained in the same way and so are not shown here.

We solved the TC-SCF equation (17) by evaluating the matrix elements of the left-hand side of this equation with respect to the basis functions defined in Eq. (15), and diagonalizing the matrix [59]. Since we assume that the one-electron orbital is a product of the spherical harmonics and radial function, diagonalization is separately performed for each $(l, m, \sigma)$. This procedure is repeated until the self-consistency with respect to the orbitals is achieved, because $\tilde{V}[\phi, \chi]$ depends on the orbitals $\phi$ and $\chi$. The matrix elements are evaluated on the real-space grid points. To describe a rapid oscillation of the wave functions near a nucleus, we used a log mesh $\rho = \ln(r)$ for the real-space grid. We applied a sufficiently large cutoff for the range of $\rho$ with the boundary condition that $\varphi^\text{rad}$ and $\chi^\text{rad}$ go to zero at the both end points.

Here, we comment on the Gram-Schmidt orthonormalization of the orbitals. Because of the non-Hermitian character of the similarity-transformed Hamiltonian, the eigenstates of the TC-SCF equation are not orthonormalized. Thus, actual calculation is proceeded as follows. First, we diagonalize the TC-SCF matrix and get its eigenstates. Next, we perform Gram-Schmidt orthonormalization of the orbitals to satisfy the orthogonality. Note that the orbitals with different $(l_i, m_i, \sigma_i)$ are orthogonal even when the non-Hermiticity takes place, and hence this orthogonalization is performed within the same $(l_i, m_i, \sigma_i)$. These orthonormalized orbitals are the TC one-electron orbitals shown in this paper. Because the Gram-Schmidt orthonormalization (i.e. linear combination within the occupied orbitals) does not change the Slater determinant except a constant factor as is guaranteed by the antisymmetry of the determinant, this procedure does not change the many-body wave function. By using the orthonormalized orbitals, we can derive the TC-SCF equation, Eq. (8). The detail of this procedure was explained in Ref. [14]. For the BITC method, the biorthogonal condition is imposed instead of the orthogonal condition, and so this issue does not take place.

As adopted in Ref. [14], we applied the Gram-Schmidt orthonormalization to the orbitals in ascending order of the eigenvalues. In other words, the Gram-Schmidt orthonormalization starts from the eigenstate with the lowest orbital energy. Although the order of the orbitals for the Gram-Schmidt orthonormalization can change the shape of each orbital, the orbital energies and the to-
tal energy are not affected by the following reasons. As for the orbital energies, we have proved in Ref. [39] that the diagonal element of the eigenvalue matrix, $\epsilon_{ii}$, is not changed by the Gram-Schmidt orthonormalization. The total energy is also unaffected by the order because of the invariance of the Slater determinant against the Gram-Schmidt orthonormalization as mentioned in the previous paragraph. Thus, what one-body SCF equations impose, which is formally equivalent to $\delta \Phi/\delta \phi_i^* = 0$ for all the occupied orbitals $i$, are not affected by the order of the Gram-Schmidt orthonormalization. It is an important future issue that how the orbital shapes are changed by the choice of the order of the orbitals in the Gram-Schmidt orthonormalization, while all the results shown in this paper including the 1s orbitals of the helium atom, where no Gram-Schmidt orthonormalization takes place, are unaffected by it.

### C. One-body terms in the TC-SCF equation

A matrix element for the one-body terms in the TC-SCF equation [17],

$$ \int_{0}^{\infty} f_m^l(r) \left[ -\frac{1}{2} \frac{d^2}{dr^2} + \frac{l_i(l_i+1)}{2r^2} - \frac{Z}{r} \right] f_n^l(r) \, dr, \quad (18) $$

can be rewritten as follows (see Appendix B):

$$ -\frac{\alpha^2}{2} \delta_{mn} + \left( -Z + \alpha \frac{(l_i+1)(2l_i + 2\min(m,n) + 3)}{2l_i + 3} \right) \int_{0}^{\infty} f_m^l(r) \frac{1}{r} f_n^l(r) \, dr, \quad (19) $$

and we numerically evaluated the integral $\langle f_m^l|1/r|f_n^l \rangle$. By using a log mesh, $dr = r \, d\rho$ removes a diverging behavior $(1/r)$ of the integrand.

If one includes a one-body Jastrow function, a one-body effective potential will appear in the similarity-transformed Hamiltonian. In this study, we did not include any one-body Jastrow function in the TC calculation, because this is a duplicated degree of freedom with one-electron orbitals. To say, a one-body Jastrow function is not necessary when one optimizes one-electron orbitals.

Nevertheless, we here make few notes for including the one-body Jastrow function, because it can be a useful way for some purposes, e.g., for imposing the (nucleus-electron) cusp condition on the one-body Jastrow function instead of the one-electron orbitals. One-body effective potentials can be easily obtained by substituting the one-body Jastrow function for Eqs. (6)–(7). For using a one-body Jastrow function, one should properly change a basis set of the one-electron orbitals, Eq. (15), because an asymptotic behavior of the one-electron orbitals can be altered by the Jastrow factor. Regarding this point, we note that the localizing property of the one-electron orbitals near a nucleus can be lost depending on the one-body Jastrow function, which can induce numerical difficulty in solving the TC-SCF equation. Thus, it will be better to properly restrict the degree of freedom of the one-body Jastrow function even if one would like to include it in the TC calculation.

### D. Two- and three-body terms in the TC-SCF equation

The one-body terms in the TC-SCF equation, Eq. (17), are easily evaluated because they come down to the one-dimensional integral of the smooth function. However, the two- and three-body terms require higher-dimensional integration, involving the angle coordinates of the orbitals appearing in $\tilde{V}[\phi, \chi]$. In this study, we performed Monte Carlo integration for the two- and three-body terms in the TC-SCF equation for simplicity. The Monte Carlo sampling is performed in the following procedure. We go back to the SCF equation, Eq. (8), and define the two-body matrix element as

$$ \langle F^{lm}_{n_1} | v_{2\text{body}} | F^{lm}_{n_2} \rangle = \sum_{j=1}^{N} \int \, d\mathbf{r}_1 \, d\mathbf{r}_2 \left( F^{lm}_{n_1}(\mathbf{r}_1) \right)^* \phi_j^*(\mathbf{r}_2) $$

$$ \times v_{2\text{body}}(x_1, x_2) \text{det} \left[ \begin{array}{cc} F^{lm}_{n_2}(\mathbf{r}_1) & F^{lm}_{n_2}(\mathbf{r}_2) \\ \phi_j(\mathbf{r}_1) & \phi_j(\mathbf{r}_2) \end{array} \right], \quad (20) $$

where

$$ F^{l,m}_{n}(\mathbf{r}) = Y_{lm}(\Omega) \frac{f_n^l(r)}{r_1} \quad (21) $$

is a basis function of the orbitals. Since we assume that the one-electron orbital is a product of the spherical harmonics and the radial function, we only consider the diagonal matrix element of the quantum numbers $(l, m, \sigma)$, while all occupied $(l_i, m_i, \sigma_i)$ are summed over for the state $j$. $\langle F^{lm}_{n_1} | v_{2\text{body}} | F^{lm}_{n_2} \rangle$ can be regarded as a two-body part of $\langle f_m^l | \tilde{V}[\phi, \chi] | f_n^l \rangle$. Monte Carlo sampling for Eq. (20) is performed in the $(\mathbf{r}_1, \mathbf{r}_2)$ space. Because we can fix $\phi_2 = 0$ (an angle coordinate of $\mathbf{r}_2$) by symmetry.
of the orbitals, five-dimensional integration is required. Evaluation of the three-body terms can be done in the same way, which requires eight-dimensional integration.

We note that the two-body terms like $\nabla_1 u(x_1, x_2) \cdot \nabla_1 \phi_i(r_1)$ depend on the gradient of the orbital. For handling these terms, we used

$$\nabla \phi_i(r) = \left( -\frac{\partial \phi_{rad}(r)}{r^2} + \frac{1}{r} \frac{d\phi_{rad}(r)}{dr} \right) Y_{i,m_i}(\Omega)e_r + \frac{\partial \phi_{rad}(r)}{r^2} \left( \frac{\partial Y_{i,m_i}(\Omega)}{\partial \theta} \right)_\theta e_\theta + \frac{\partial \phi_{rad}(r)}{r^2} \left( \frac{\partial Y_{i,m_i}(\Omega)}{\partial \varphi} \right)_\varphi e_\varphi,$$

(22)

where $sgn(m_i) = +1 (m_i \geq 0), -1 (m_i < 0)$, for evaluating the derivative of the spherical harmonics. For evaluating the derivative of the radial functions in Eq. (22), we simply adopted the finite-difference method.

We note that the Jacobian $r^2 \sin \theta$ removes the diverging function $1/r$ and $1/\sin \theta$ in Eq. (22) and other potential terms, by which numerical difficulty is avoided. Derivative of the Jastrow function in the effective potentials presenting in Eqs. (6)-(7) is evaluated analytically (see Appendix D). The Jastrow function used in this study is shown in Section IV A.

IV. TC+VMC METHOD

By performing the TC calculation presented in Section III, one can optimize the one-electron orbitals for a given Jastrow function. To optimize the Jastrow function for given one-electron orbitals, we performed the VMC calculation. In VMC calculations, one can minimize the total energy, Eq. (9), or the variance, $\sigma^2 = \frac{\langle \Psi | (\mathcal{H} - E_{VMC})^2 | \Psi \rangle}{\langle \Psi | \Psi \rangle}$, (24)

both of which are evaluated with the Monte Carlo integration. In this paper, we do not describe technical details of VMC, and instead refer the readers to a review article [8].

In the TC+VMC method, one repeats the TC and VMC calculations alternately for optimizing both the one-electron orbitals and the Jastrow function. We stopped this iteration when one finds that an additional VMC calculation no longer improves the Jastrow function. Calculation procedure of self-consistent TC+VMC is shown in Fig. (a). In Fig. (b) we also present the calculation procedure for one-shot TC+VMC, which shall be investigated in Sec. V E.

![Fig. 1: Calculation procedure for (a) self-consistent TC+VMC and (b) one-shot TC+VMC.](image)

We should mention a small difference between our TC+VMC calculation and that studied by Umezawa et al. [14] In Ref. [14], the variance defined for the TC Hamiltonian,

$$\sigma^2_{TC} = \frac{\langle \Phi | (\mathcal{H}_{TC}^{|}) - E_{TC}(\mathcal{H}_{TC} - E_{TC})| \Phi \rangle}{\langle \Phi | \Phi \rangle},$$

(25)

is minimized instead of $\sigma^2$. Both guiding principles should work because both of $\sigma^2$ and $\sigma^2_{TC}$ become zero for the exact ground state. We shall briefly discuss their difference in Section V.

We found that TC+VMC calculation often fails to converge (i.e., each of TC and VMC gives a converged result while an alternate repetition of TC and VMC calculations does not reach convergence) when the energy is
minimized in VMC calculation. In that case, one-electron orbitals become more and more localized near the nucleus by repeating TC and VMC calculations. In principle, it is not guaranteed that the convergence is achieved by repeating TC and VMC calculations based on different guiding principles for each. Although it is difficult to pin down the cause for the failure in TC+VMC (energy minimization), in our experience, variance optimization (VMC) works well in TC+VMC calculation. Thus, we adopted variance minimization for VMC calculation in this study. However, we also found that, TC+VMC (energy minimization) can reach convergence in some cases by including one-body terms in the Jastrow function for VMC. We shall discuss this issue in Sec. V G while VMC (variance minimization) was adopted in other sections.

A. Jastrow functions used in this study

In this study, we used the following Jastrow function:

\[
u(x_1,x_2) = \sum_{(i,j,k)\in S} c^{\sigma_1\sigma_2\sigma_3}_{ijk} \bar{r}_{12}^{\bar{r}_{ij}} \bar{r}_{jk}^{1/2},
\]

where \(S\) is a combination of \((i,j,k)\) considered in this Jastrow function, and \(\bar{r}_{12}\) and \(\bar{r}_{ij}\) (\(i = 1,2\)) are defined as,

\[
\bar{r}_{12} = \frac{r_{12}}{r_{12} + a_{12}}, \quad \bar{r}_{ij} = \frac{r_{ij}}{r_{ij} + a} (i = 1,2),
\]

with \(r_{12} = |r_1 - r_2|\) and \(r_{ij} = |r_i|\). This Jastrow function is often used in VMC studies. For simplicity, we set \(a_{12} = a\). Since \(u\) is a symmetric function, \(c^{\sigma_1\sigma_2\sigma_3}_{ijk} = c^{\sigma_2\sigma_1\sigma_3}_{ijk}\) is imposed. We also assume \(c^{\uparrow\downarrow}_{ijk} = c^{\downarrow\uparrow}_{ijk}\) and \(c^{\uparrow\downarrow}_{ijk} = c^{\downarrow\uparrow}_{ijk}\) since we consider non-spin-polarized atoms here. For satisfying the cusp conditions \(1,2\), we set

\[
c^{\uparrow\uparrow}_{100} = c^{\downarrow\downarrow}_{100} = \frac{a_{12}}{4}, \quad c^{\uparrow\downarrow}_{100} = c^{\downarrow\uparrow}_{100} = \frac{a_{12}}{2},
\]

and \(c^{\sigma_1\sigma_2\sigma_3} = 0\) except \(j = k = 0\) for simplicity. Note that this Jastrow function is actually spin-contaminated and does not satisfy the cusp condition. This deficiency can be avoided by constructing the Jastrow factor with the permutation operator, but this procedure introduces non-terminating series of interaction in the TC Hamiltonian. Thus, we adopt this approximate cusp condition here. Fortunately, a VMC study reported that an effect of spin contamination on accuracy of the wave function and its energy is small. We also imposed \(c^{\sigma_1\sigma_2\sigma_3}_{ijk} = c^{\sigma_2\sigma_1\sigma_3}_{ijk} = 0\) since our one-electron orbitals satisfy the nucleus cusp condition, and \(c^{\sigma_1\sigma_2\sigma_3} = 0\) since this component plays no role in improving a quality of the wave function.

In this study, we investigate the following three cases:

- \(S_{\text{minimal}} = \{(1,0,0)\}\),
- \(S_{\text{ee}} = \{(i,0,0) | 1 \leq i \leq 4\}\),
- \(S_{\text{een}} = S_{\text{ee}} \cup \{(0,2,2),(2,2,0),(2,0,2),(2,2,2)\}\).

\(S_{\text{minimal}}\) represents the minimal Jastrow function satisfying the cusp conditions, which only has one free parameter. \(S_{\text{ee}}\) corresponds to an electron-electron Jastrow function, and few electron-electron-nucleus terms are added for \(S_{\text{een}}\). In total, \(S_{\text{minimal}}, S_{\text{ee}},\) and \(S_{\text{een}}\) contain zero, six, and twelve independent optimizable parameters (excluding \(a\)) across spin-pair combinations. One-body Jastrow functions, \((i,j,k) = (0,j,0)\) and \((0,0,k)\), were not included in this study because these are duplicated degrees of freedom with one-electron orbitals as explained in Section III C except in Sec. V G. In Sec. V G, we shall see that including one-body Jastrow functions in VMC calculations can improve the convergence of TC+VMC calculations where energy minimization was adopted in VMC. In that case, we additionally included the cuspless one-body terms, \((i,j,k) = (0,j,0)\) and \((0,0,k)\) with \(2 \leq j,k \leq 4\) only in VMC calculations.

V. RESULTS

In this paper, we first applied the TC+VMC method to a helium atom as a test case. While a helium atom can be regarded as one of the simplest “many-body” systems, it includes essential aspects of the electron correlation effects. We also used the BITC method, as described in the following sections. We also applied the TC+VMC method to beryllium and neon atoms for comparison, as shown in Sec. V F.

A. Computational details

For the HF, TC, and BITC calculations, a radial mesh for one-electron orbitals was set in the range of \(1.2 \times 10^{-4}\) Bohr \(\leq r \leq 4 \times 10^2\) Bohr for He, \(1.2 \times 10^{-4}\) Bohr \(\leq r \leq 1.1 \times 10^3\) Bohr for Be, and \(4.5 \times 10^{-5}\) Bohr \(\leq r \leq 4 \times 10^2\) Bohr for Ne. Within this range, a log mesh with mesh points of \(N_{\text{mesh}}\) was taken in the HF, TC, and BITC calculations, while \(N_{\text{coarse}}\) times coarser grid (i.e., the number of mesh points is \(N_{\text{mesh}}/N_{\text{coarse}}\)) was used as an input orbital for VMC for efficient Monte Carlo sampling in VMC. For He and Be, \(N_{\text{mesh}} = 80,000\) and \(N_{\text{coarse}} = 500\) (i.e., \(N_{\text{mesh}}/N_{\text{coarse}} = 160\) for VMC) were taken. For Ne, \(N_{\text{mesh}} = 100,800\) and \(N_{\text{coarse}} = 840\) (i.e., \(N_{\text{mesh}}/N_{\text{coarse}} = 120\) for VMC) were taken. The number of mesh points for each angle coordinate was 5,000. The number of Monte Carlo sampling in the integral calculations of the HF, TC, and BITC methods was up to 2.56 billions for each SCF iteration. These large numbers might be improved by efficient implementation of the Monte Carlo sampling, while it is not the scope of this study. An interesting alternative way for grid integration is using Treutler-Ahlrichs integration grids without Monte Carlo sampling, as discussed in Ref. 53. The number of Monte Carlo sampling, as discussed in Ref. 53. The number of Monte Carlo sampling, as discussed in Ref. 53. The number of Monte Carlo sampling, as discussed in Ref. 53.
For the VMC calculation, we used CASINO code [67]. We minimized the unweighted variance in the Jastrow-parameter optimization [70]. We took at most 50,000 thousand of Monte Carlo steps and 20 cycles for each optimization. These relatively large values are required because of the high sensitivity of the TC and BITC results on the Jastrow parameters as we shall see later. We note that the final total energy was evaluated in a separate VMC run using at most 800 million of Monte Carlo steps.

For the TC+VMC self-consistent loops, we judged that the self-consistency is reached when the Jastrow parameters are not optimized further. To say, the variance is not lowered in further VMC calculations. Typically 10–20 iterations were required to reach the self-consistency between the TC and VMC calculations.

We show the VMC energy with an error bar estimated by the CASINO code. For the HF, TC, and BITC methods, we calculated the standard error of the total energies for the last 10 SCF iterations, and show it as an estimated error for the Monte Carlo sampling and the self-consistency within the HF, TC, and BITC calculations.

In the TC+VMC method, we can use both the TC and BITC methods in the orbital optimization. However, for a helium atom, we found that the right one-electron orbitals are almost the same between the TC and BITC methods as long as the same Jastrow factor is used. Thus, in this study, we optimized the one-electron orbitals by the TC method until the TC+VMC self-consistent loop is converged, and finally evaluated $E_{TC}$ and $E_{BITC}$ using the optimized Jastrow function by performing the TC and BITC calculations. Also for other atoms, since we found that right one-electron orbitals are very similar between the TC and BITC methods, we adopt the same orbital optimization. These relatively large values are required because of the high sensitivity of the TC and BITC results on the Jastrow parameters as we shall see later. We note that the final total energy was evaluated in a separate VMC run using at most 800 million of Monte Carlo steps.

Note that one-electron orbitals used in VMC calculation should be orthonormalized (see Sec. [III A] for theoretical detail of the orthonormalization in the TC and BITC calculation). Thus, we should perform Gram-Schmidt orthonormalization also for the BITC orbitals if one would like to use the BITC orbitals as an input for VMC calculations, while the orthonormalized orbitals are not used in the BITC calculation itself. This kind of orthogonalization is validated by the invariance of the Slater determinant against a linear combination within the occupied orbitals.

We minimized the unreweighted variance in the Jastrow-parameter optimization [70]. We took at most 50,000 thousand of Monte Carlo steps and 20 cycles for each optimization. These relatively large values are required because of the high sensitivity of the TC and BITC results on the Jastrow parameters as we shall see later. We note that the final total energy was evaluated in a separate VMC run using at most 800 million of Monte Carlo steps.

We first checked convergence with respect to the number of basis functions, $N_{\text{basis}}$. In this section, we took a twice larger number of Monte Carlo sampling in the HF and TC calculations than that shown in Sec. [III A] (i.e., that used in other sections), to reduce the statistical error.

Figure 2 presents the total energy of a helium atom plotted against the inverse of the number of basis functions, $N_{\text{basis}}^{-1}$, for (a) the HF method and (b) for the TC method ($E_{TC}$) using the $S = S_{\text{minimal}} = \{(1, 0, 0)\}$ Jastrow function in Eq. (26) with $a = 1.5$ Bohr. Based on these plots, we determined to set $N_{\text{basis}} = 50$ from the next section both for the HF, TC, and BITC calculations, by which an expected basis-set error is sufficiently small ($\sim 0.1$ mHt.). We note that our Hartree-Fock energy of a helium atom with $N_{\text{basis}}^{-1} \rightarrow 0$ (i.e., $N_{\text{basis}} \rightarrow \infty$) is consistent with the complete-basis-set limit reported in an old literature ($-2.861679995612$ Ht.) [71]. A small difference mainly comes from the statistical error in Monte Carlo sampling and possibly also from the number of spatial mesh points in our calculation, while it is not the scope of our study to see the convergence at the level of 0.1 mHt. We do not show the BITC result since it shows the same trend as the TC result. We verified that $N_{\text{basis}} = 50$ is sufficiently large, i.e., the error is $\sim 0.1$ mHt., also for beryllium and neon atoms.
TABLE I: Notation of the total energies estimated by several different ways. As noted in the main text, for simplicity, we optimized one-electron orbitals by the TC method even for calculating $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$ in this study. For calculating $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$, BITC calculation was performed only once after TC+VMC optimization finished.

| Eq. of the total energy | orbital opt. | Jastrow opt. |
|------------------------|--------------|--------------|
| $E_{\text{VMC}}^{\text{HF}+\text{VMC}}$ | Eq. 9 | (E_{\text{VMC}}) | HF | VMC |
| $E_{\text{VMC}}$ | Eq. 10 | (E_{\text{VMC}}) | TC | VMC |
| $E_{\text{VMC}}^{\text{HC+VMC}}$ | Eq. 11 | (E_{\text{VMC}}) | TC | VMC |
| $E_{\text{VMC}}^{\text{TC+VMC}}$ | Eq. 12 | (E_{\text{VMC}}) | TC | VMC |

C. Total energy and orbital energy (He)

1. Total energy

Before presenting our calculation results, here we define a notation of the total energies estimated by several different ways, as summarized in Table I. For HF+VMC calculation, we evaluated the total energy, Eq. (9), by VMC, which is denoted as $E_{\text{HF}+\text{VMC}}^{\text{VMC}}$. On the other hand, for TC+VMC calculation, we have three ways to estimate the total energy. The total energy, Eq. (10), evaluated by VMC is denoted as $E_{\text{VMC}}^{\text{VMC}}$, and those evaluated by Eqs. (11) and (12) are denoted as $E_{\text{VMC}}^{\text{HC+VMC}}$ and $E_{\text{VMC}}^{\text{TC+VMC}}$, respectively. These different estimates of the total energy coincide when the many-body wave function is the exact eigenstate.

We compare the calculated total energies described in the previous paragraph for a helium atom in Fig. 3. These values are also listed in Table I where $a = 1.5$ Bohr for the $S_e$ and $S_{\text{en}}$ Jastrow functions are chosen as representative cases. Figure 3(a) shows that the orbital optimization by the TC method successfully improves a quality of many-body wave functions, because $E_{\text{VMC}}$ is lower than $E_{\text{HF}+\text{VMC}}^{\text{VMC}}$. This improvement is also found for the $S_e$ Jastrow function as shown in Fig. 3(b). Because higher-order polynomial terms are included for the $S_e$ Jastrow function, the total energy less depends on the Jastrow parameter $a$ (shown as the horizontal axis) in Fig. 3(b) unlike in Fig. 3(a). It is also noteworthy that the best $a$ parameter in Fig. 3(a) provides a similar $E_{\text{VMC}}$ to that in Fig. 3(b), which might be due to a simplicity of the Jastrow function for a helium atom. When using the $S_{\text{en}}$ Jastrow function, $E_{\text{VMC}}$, $E_{\text{VMC}}^{\text{HC+VMC}}$ and $E_{\text{VMC}}^{\text{TC+VMC}}$ are very similar as shown in Fig. 3(c). This is not necessarily the case for other atoms where nodal one-body wave functions are included in the Slater determinant, because a nodal structure cannot be represented with the Jastrow factor. The case of other closed-shell atoms shall be discussed in Sec. V F. In Table I the total energy obtained using one-body and electron-electron Jastrow terms reported in Ref. [73] is similar to that obtained in our TC+VMC calculation using $S_{\text{en}}$ Jastrow. This is naturally understood because the effect of orbital relaxation can be included through the one-body Jastrow terms for He where one-electron orbitals are nodeless. The total energy obtained using one-body, electron-electron, and electron-electron-nucleus Jastrow terms reported in Ref. [73] is lower than that obtained in our TC+VMC calculation using $S_{\text{en}}$ Jastrow because our calculation used fewer number of variational parameters in the Jastrow factor.

While $E_{\text{VMC}}$ is variational, $E_{\text{TC}}$ and $E_{\text{BITC}}$ are not so because of the non-Hermiticity of the TC Hamiltonian. Related to this feature, although evaluated for the same many-body wave function, $E_{\text{VMC}}^{\text{TC}+\text{VMC}}$, $E_{\text{VMC}}^{\text{TC}+\text{VMC}}$, and $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$ are much different in Fig. 3(a). This discrepancy becomes smaller by improving the Jastrow factor, as shown in Fig. 3(b)(c). In total, $E_{\text{TC}}^{\text{TC}+\text{VMC}}$ tends to be too low, i.e., overcorrelated, for low-quality Jastrow factors, but it is somewhat alleviated for $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$ (also see Table I). It is likely because the left (bra) orbital in the BITC method tends to delocalize compared with the HF orbital, which is the opposite trend to the right (ket) orbital in the TC and BITC method, as we shall see in Sec. V D 2. The TC total energy is overcorrelated also for solid-state calculation [41].

One important problem we found is a high sensitivity of $E_{\text{TC}}^{\text{TC}+\text{VMC}}$ and $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$ to the Jastrow parameters. This is seen, e.g., from a large variation of $E_{\text{TC}}^{\text{TC}+\text{VMC}}$ and $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$ for $2 \leq a \leq 3$ Bohr in Fig. 3(a), while $E_{\text{VMC}}^{\text{TC}+\text{VMC}}$ evaluated using the same right one-electron orbitals is almost unchanged against the $a$ parameter. We speculate that such high sensitivity is to some extent relevant to the non-Hermiticity of $H_{\text{TC}}$ discussed above that breaks the variational principle and then the variation of $E_{\text{TC}}^{\text{TC}+\text{VMC}}$ and $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$ is not restricted by the lower bound, i.e., the exact total energy. The energy curves of $E_{\text{TC}}^{\text{TC}+\text{VMC}}$ and $E_{\text{BITC}}^{\text{TC}+\text{VMC}}$ in Fig. 3(c) are not very smooth against the $a$ parameter, because of the high-sensitivity of those energies to the Jastrow parameters $\sigma_{ijkl}$, which makes a difficulty in achieving the self-consistency for the TC+VMC calculations. This is the reason for not optimizing the $a$ parameter in VMC calculation. By taking the $a$ parameter as the horizontal axis in Fig. 3 we can check whether the self-consistency between the TC and VMC optimizations was successfully achieved and the solution did not fall into peculiar local minima. If something goes wrong in achieving self-consistency, the energy will exhibit an abrupt change against the $a$ parameter. One possible way to evade this instability is non-self-consistent approach where the Jastrow parameters optimized for the HF orbitals are used in the TC calculation, as adopted in Ref. [51]. We shall discuss the effect of the iterative TC and VMC calculations (to say, the self-consistency in the TC+VMC calculation) in Sec. V E.

We here make a few comments on the consistency with the previous study by Umezawa et al. [14]. They calculated the total energies, $E_{\text{VMC}}^{\text{HC+VMC}}$, $E_{\text{VMC}}^{\text{TC+VMC}}$, and $E_{\text{BITC}}^{\text{TC+VMC}}$, by using $S_{\text{minimal}}$ Jastrow function with the best $a$ parameter ($a = 1.92$ Bohr). The ratio...
of the retrieved correlation energies were reported as 61%, 90%, and 77% for $E_{\text{TC}}^{\text{HI}}+\text{VMC}$, $E_{\text{TC}}^{\text{HI}}+\text{VMC}^2$, and $E_{\text{TC}}^{\text{HI}}+\text{VMC}^3$, respectively. We calculated these values using the same Jastrow function, and obtained 53.5%, 90.3%, and 106.8%, respectively. They are roughly consistent except for $E_{\text{TC}}^2+\text{VMC}$. One possible reason for the difference of $E_{\text{TC}}^2+\text{VMC}$ is a basis-set error for the one-electron orbitals in the previous study. Because of the coincidence of $E_{\text{VMC}}$ and $E_{\text{TC}}$ in the $S_{\text{ren}}$ Jastrow function as shown in Fig. 3(c), we consider that $E_{\text{TC}}^2+\text{VMC}$ calculated by us using a larger number of basis functions is reliable. Another important difference between Umewaza et al. and ours is that the fact that $\sigma_{\text{TC}}^2$ is minimized in their calculation, as mentioned in Sec. IV. Regarding this point, the best $a$ parameter for $S_{\text{minimal}}$ in Ref. 14, $a = 1.92$ Bohr, seems to be consistent with our calculation (see Fig. 3(a)), which suggests that $\sigma_{\text{TC}}^2$ minimization also works well as a guiding principle for Jastrow optimization. In fact, it was recently reported that $\sigma_{\text{TC}}^2$ minimization in VMC offers accurate and stable optimization of the Jastrow parameters.

2. Orbital energy

Because the TC and BITC method can be regarded as a single-Slater-determinant (HF) approximation for the similarity-transformed Hamiltonian, we can naturally obtain the orbital energies in Eq. 6, and $\text{Re}[\epsilon_{ii}]$ satisfies the Koopmans’ theorem as proved in Ref. 14. In this section, we investigate the accuracy of the orbital energy of a helium atom. From this section, we consider the $S_{\text{ren}}$ and $S_{\text{ren}}$ Jastrow functions using $a = 1.5$ Bohr as representative cases, because of a small $a$-dependence of the total energy in Fig. 3(b)(c).

Table 4 presents the calculated ionization potential (IP) estimated from the 1s orbital energy for a helium atom. We can see that IP estimated from HF is the closest to the exact value, and TC and BITC tend to overestimate it. The reason can be understood by the following reason. It is well known that, in the HF method, two errors of IP are partially canceled out: one is a lack of the correlation effects and the other one is a lack of the orbital relaxation that actually takes place when an electron is removed from an atom. By the lack of the correlation effects, the HF total energy of He is overestimated while the total energy of the single-electron system He+ is not, which results in underestimation of IP ($= E(\text{He}^+) - E(\text{He})$). On the other hand, by the lack of the orbital relaxation, the total energy of He+ is overestimated, which results in overestimation of IP. These two errors are partially canceled in IP evaluated with the Hartree-Fock orbital energy $\epsilon_{ii}$ of He. However, as for TC and BITC, an error of the correlation effects will be smaller while an error of the orbital relaxation will still take place, resulting in overestimation of IP. Note that this is not the failure of the TC and BITC methods themselves, but rather due to the limitation of the Koopmans’ theorem. The ionization potentials of 0.9180 Ht. for HF and 0.9179 Ht. for TC using $a = 1.92$ Bohr for $S_{\text{minimal}}$ were reported in Ref. 14, the former of which is consistent with ours while we obtained 0.9290 Ht. for TC using the same Jastrow factor. A discrepancy of IP for TC is likely relevant to the difference in $E_{\text{TC}}$ as discussed in Sec. V.C.I. the origin of which might be the basis-set error in the previous study, Ref. 14.

D. Optimized many-body wave functions (He)

1. Optimized Jastrow functions

Figure 4 presents the optimized Jastrow factor, $F(x_1, x_2) = \exp(-u(x_1, x_2))$, of a helium atom for several conditions. The position of one electron, $r_2$, is fixed at $r_2 = (1.65, 0, 0)$ (Bohr) as shown in Fig. 4(a). In addition, the $z$ coordinate of $r_1 = (x_1, y_1, z_1)$ is fixed at 0, i.e., $z_1 = 0$, in this plot. The spin coordinates of two electrons are assumed to be antiparallel ($\sigma_1 = -\sigma_2$).

In Figs. 4(a)(c), contour lines are concentric circles because the Jastrow factor only has a $r_1 \sim r_2$ dependence. A small weight of the Jastrow factor near $r_1 \sim r_2$ represents that electrons avoid each other by strong Coulomb repulsion. By including the $S_{\text{ren}}$ Jastrow terms, in Figs. 4(b)(d), the Jastrow function can exhibit more complex behavior. Here, a weight of the Jastrow factor near the nucleus increases to some extent compared with Figs. 4(a)(c), which is a natural consequence of the electron-nucleus attractive interaction. In other words, the electron-electron-nucleus terms in the Jastrow function alleviate the overscreening caused by the $S_{\text{ren}}$ Jastrow function, which does not take into account the position of the nucleus. We can see this trend also in Fig. 5 where the same plots constrained on the $y_1 = z_1 = 0$ line are shown.

Note that, in Figs. 4 and 5, a constant multiplication of the Jastrow factor $F$ is physically meaningless because this degree of freedom is absorbed in the normalization condition of the many-body wave function. Even though, the VMC total energy, $\langle \Phi F|H|\Phi F\rangle/\langle F\Phi|F\Phi\rangle$ is appropriately defined. Also in the TC and BITC methods, not $F$ but $F^{-1}|H|F$ appears in equations, where such a constant multiplication does not play any role. Therefore, in Figs. 4 and 5, we multiply a constant for the Jastrow factor $F$ obtained by HF+VMC so that it has almost the same value at the electron-electron coalescence point as that obtained by TC+VMC using the same type of the Jastrow parameters (e-e or e-e-n). For example, in Fig. 5 Jastrow factors of e-e (HF+VMC) and e-e (TC+VMC) almost coincide at the electron-electron coalescence point.

By comparing the Jastrow factors obtained by HF+VMC and TC+VMC, we can see that the Jastrow factors obtained by TC+VMC tend to have a larger weight in the region where an electron-electron distance is long. On the other hand, TC one-electron orbitals
tend to be more localized than HF orbitals as we shall see later. Thus, it seems that the Jastrow factor and one-electron orbitals (Slater determinant) exhibit an inverse trend to balance it out for well-approximating the exact eigenstate.

To see the role of the Jastrow factor in more detail, in Fig. 6, we show the TC effective potential of the electron eigenstate. In addition to the above-mentioned trend, we can also clearly see, in Figs. 6(b)(c), that the TC effective potential terms have a relatively minor role near the electron-electron coalescence point since they do not exhibit such a divergent behavior, and are not shown here for simplicity. Details for plotting, such as the fixed potential terms have a relatively minor role near the electron-electron coalescence point since they do not exhibit such a divergent behavior, and are not shown here for simplicity. Details for plotting, such as the fixed basis-set error $\sigma_{\text{TC}}$ minimization. The statistical error for our calculation results is not shown in this table because it is much less than the expected basis-set error $\sim 0.1 \text{ mHt}$. We note that the variational principle breaks for $\sigma_{\text{TC}}$ minimization.

Table II: Total energy (Ht.) and the ratio of the correlation energy retrieved (%) for a helium atom. For evaluating the latter quantity, the HF energy calculated by us using $N_{\text{basis}} = 50$ ($E_{\text{HF}} = -2.8617(3) \text{ Ht.}$) and the exact total energy ($E_{\text{exact}} = -2.90372 \text{ Ht.}$) estimated in Ref. 72 were used. For all data except those taken from Ref. 14, $a = 1.92 \text{ Bohr}$ was used as the best value obtained by variance ($\sigma_{\text{TC}}$) minimization. The statistical error for our calculation results is not shown in this table because it is much less than the expected basis-set error $\sim 0.1 \text{ mHt}$. We note that the variational principle breaks for $\sigma_{\text{TC}}$ minimization.

Table II: Total energy (Hartree) and the ratio of the correlation energy retrieved (%) for a helium atom. For evaluating the latter quantity, the HF energy calculated by us using $N_{\text{basis}} = 50$ ($E_{\text{HF}} = -2.8617(3) \text{ Ht.}$) and the exact total energy ($E_{\text{exact}} = -2.90372 \text{ Ht.}$) estimated in Ref. 72 were used. For all data except those taken from Ref. 14, $a = 1.92 \text{ Bohr}$ was used as the best value obtained by variance ($\sigma_{\text{TC}}$) minimization. The statistical error for our calculation results is not shown in this table because it is much less than the expected basis-set error $\sim 0.1 \text{ mHt}$. We note that the variational principle breaks for $\sigma_{\text{TC}}$ minimization.

| Method         | Jastrow | $E_{\text{VMC}}$ (Ht.) | (%) | $E_{\text{TC}}$ (Ht.) | (%) | $E_{\text{BITC}}$ (Ht.) | (%) | Ref. |
|----------------|---------|------------------------|-----|-----------------------|-----|-------------------------|-----|------|
| HF+VMC         | $S_{\text{ee}}$ | -2.8889 | 64.8 | - | - | - | - | - |
|                | $S_{\text{een}}$ | -2.9020 | 95.9 | - | - | - | - | - |
| TC+VMC         | $S_{\text{ee}}$ | -2.8999 | 90.9 | -2.9079 | 110.0 | -2.8992 | 89.2 | - |
|                | $S_{\text{een}}$ | -2.9030 | 98.4 | -2.9032 | 98.7 | -2.8994 | 89.8 | - |
| HF+VMC (one-body and e-e Jastrow) | $S_{\text{minimal}}$ | -2.8873(8) | 61 | - | - | - | - | 14 |
| TC+VMC (one-body and e-e Jastrow) | $S_{\text{minimal}}$ | -2.8997(4) | 90 | -2.8942 | 77 | - | - | 14 |
| VMC (one-body, e-e, and e-e-n Jastrow) | -2.900010(9) | 91.17(2) | - | - | - | - | - |
|                | -2.903693(1) | 99.926(2) | - | - | - | - | 72 |

Comparing with Fig. 6(a), where the ‘bare’ potential (i.e. $V_{\text{eff}}$ without $\nabla^2 u$ terms) is shown, we can clearly see, in Figs. 6(b)(c), that the TC effective potential terms $\nabla^2 u$ successfully cancel out the divergence of the bare electron-electron Coulomb interaction at the electron-electron coalescence point. Under the weak effective electron-electron interaction, the mean-field (HF) approximation of the TC Hamiltonian is expected to work well. This is the way how the TC method takes into account the electron correlation effects. The same plot constrained on the $y_1 = z_1 = 0$ line is shown in Fig. 7.

In addition to the above-mentioned trend, we can also...
TABLE III: Ionization potential (IP) (H_t.) estimated from the 1s orbital energy for a helium atom. The exact IP is determined from a difference between the exact total energy of helium atom, $E_{\text{exact}} = -2.90372$ H_t., estimated in Ref. [72], and the exact total energy of He$,^+ = -2.0$ H. For all the panels, $\alpha = 1.92$ Bohr was used.

| Method | Jastrow | IP (H_t.) | Ref. |
|--------|---------|-----------|------|
| HF     | -       | 0.9180    | -    |
| TC     | $S_{ee}$ | 0.9301    | -    |
| BITC   | $S_{ee}$ | 0.9352    | -    |
| TC     | $S_{ee}$ | 0.9507    | -    |
| TC     | $S_{ee}$ | 0.9531    | -    |
| Exact  | -       | 0.90372   | [72] |

Figure 4 presents the optimized one-electron orbitals of the 1s state. Here, the left orbital $\chi$ is shown for the BITC method because a difference of $\phi$ between TC and BITC is almost discernible. We can clearly see that the one-electron orbital is deformed by optimization in the TC and BITC methods. Overall, the right orbital $\phi$ is a bit localized compared with the HF orbital, while the left orbital $\chi$ is rather a bit delocalized. The reason why the right orbital $\phi$ is localized in the TC and BITC methods is as follows: the electron-electron interaction is screened by the Jastrow factor and then an electron is allowed to become closer to the nucleus to get stabilized. It seems that the one-electron orbital is a bit over-localized for the $S_{ee}$ Jastrow function, while it is somewhat weakened for the $S_{een}$ Jastrow function, as is consistent with our observation discussed in Sec. V D 1. The opposite trend for localization between $\phi$ and $\chi$ originates from the fact that the left orbital can be regarded as the mean-field orbital and the right orbital becomes delocalized.

E. Effect of the self-consistency between the Jastrow- and orbital-optimizations (He)

We have investigated the self-consistent TC+VMC method so far in this paper, where Jastrow parameters and one-electron orbitals are alternately optimized by VMC and TC calculations, respectively, as depicted in Fig. 4(a). On the other hand, one-shot TC+VMC calculation in the following procedure is also possible: (i) perform the HF calculation to get the HF orbitals, (ii) perform the VMC calculation to get the optimized Jastrow factor using the HF orbitals, (iii) perform the TC method using the Jastrow parameters obtained in (ii), and (iv) evaluate $E_{\text{VMC}}$ for the Jastrow parameters obtained in (ii) and the TC orbitals obtained in (iii). This procedure is shown in Fig. 5(b). For the one-shot TC+VMC calculation, we did not perform an alternate repetition of VMC and TC calculations as was done in the self-
FIG. 6: TC effective potential $V_{\text{eff}}(x_1, x_2)$ as defined in Eq. (29), with constraints of $z_1 = 0$, $r_2 = (1.65, 0, 0)$ (Bohr), and $\sigma_1 = -\sigma_2$ (see the main text), for a helium atom. (a) The bare potential, to say, $V_{\text{eff}}$ without $\nabla^2 u$ terms, is shown, instead of the TC effective potential. (b)(c) The TC effective potential for several conditions, which are the same as those for Fig. 4 (c)(d). Contour lines are shown as guides for eyes.

FIG. 7: The same plot as Fig. 6 on the $y_1 = z_1 = 0$ line, corresponding to Figs. 6(b)(c). The Coulomb potential from the nucleus, $-2/x_1$, is shown as a guide for eyes.

FIG. 8: The radial wave function for the 1s state of a helium atom. The left orbital $\chi$ is shown for the BITC method. The right orbital $\phi$ for the BITC method are not shown since a difference of $\phi$ between TC and BITC is almost discernible.

consistent TC+VMC calculations shown in the previous sections. In other words, the Jastrow parameters optimized for the HF orbitals were used in the one-shot TC+VMC calculations, as adopted in Ref. [51]. Note that the self-consistency for solving the one-body SCF equation, Eq. (8), in the HF or TC method is always satisfied.

Table IV summarizes the calculation results of one-shot TC+VMC compared with self-consistent TC+VMC. We can see that one-shot TC+VMC to some extent improves a quality of the many-body wave function, i.e., lowers $E_{\text{VMC}}$, and so can be a good alternative way when one would like to reduce computational cost. On the other hand, it is also clear that the quality of the many-body wave function for one-shot TC+VMC is always inferior to that for self-consistent TC+VMC. For a very simple system like a helium atom, TC+VMC calculation using the $S$ minimal Jastrow function with the optimal $a$ can also be a good alternative of that using the (self-consistently optimized) $S_\text{ee}$ Jastrow function, because the former does not require a self-consistent optimization of the Jastrow parameters but offers the same accuracy as the latter as discussed in Sec. V C 1. Note that this strategy works well only for simple systems where the $S$ minimal Jastrow function well approximates the optimized one.

F. Other atoms (Be and Ne)

In this subsection, we present our calculation results for beryllium and neon atoms. Table V presents the calculated total energy for beryllium and neon atoms. We can see that $E_{\text{VMC}}$ is systematically improved by improving a quality of the Jastrow factor, i.e., $E_{\text{VMC}}$ using the $S_\text{ee}$ Jastrow function is much accurate than that using the $S_\text{min}$ Jastrow function. However, this is not necessarily the case for $E_{\text{TC}}$ and $E_{\text{BITC}}$. Since these estimations of the total energy, $E_{\text{VMC}}$, $E_{\text{TC}}$, and $E_{\text{BITC}}$, should coincide for the exact many-body wave function, such a non-
TABLE IV: Total energy (Ht.), the ratio of the correlation energy retrieved (%), and the ionization potential (IP) (Ht.) estimated from the 1s orbital energy for each method, for a helium atom. Details are the same as those for Tables [II] and [III]. Calculated results for HF+VMC and self-consistent TC+VMC are taken from Tables [II] and [III]. IP was evaluated by HF, TC, or BITC calculations (i.e., not by VMC). The statistical error for our calculation results is not shown in this table because it is much less than the expected basis-set error ~ 0.1 mHt. As noted in Table [III] BITC calculation was performed only once after TC+VMC calculation, i.e., using the Jastrow parameters determined by TC+VMC calculation.

| Jastrow | Method                  | $E_{\text{VMC}}$ (\%) | IP    | IP (BITC) |
|---------|-------------------------|------------------------|-------|-----------|
| $S_{ee}$  | HF+VMC                  | -2.8889                | 64.8  | 0.9180    |           |
|          | TC+VMC (one-shot)       | -2.8974                | 85.0  | 0.9239    | 0.9406    |
|          | TC+VMC (self-consistent)| -2.8999                | 90.9  | 0.9301    | 0.9507    |
| $S_{een}$ | HF+VMC                  | -2.9020                | 95.9  | 0.9180    |           |
|          | TC+VMC (one-shot)       | -2.9029                | 98.0  | 0.9415    | 0.9500    |
|          | TC+VMC (self-consistent)| -2.9030                | 98.4  | 0.9352    | 0.9531    |

systematic behavior of $E_{\text{TC}}$ and $E_{\text{BITC}}$ might originate from insufficient accuracy in these atoms unlike a helium atom. Orbital optimization by the TC method seems to work well for Be and Ne using the $S_{ee}$ Jastrow factor, but not so for Ne using the $S_{een}$ Jastrow factor. The total-energy estimation by $E_{\text{TC}}$ and $E_{\text{BITC}}$ is also unsuccessful for Ne using the $S_{een}$ Jastrow factor. These observation suggests that insufficient degrees of freedom in the Jastrow factor can cause non-systematic accuracy of the TC method, or perhaps result in some convergence problem, e.g., trapped by the local minimum in the TC+VMC self-consistent optimization. This can happen because TC and VMC calculations are based on different guiding principles for optimizing many-body wave functions. For Ne, it is natural that $E_{\text{VMC}}$ obtained by our HF+VMC calculations with $S_{ee}$ and $S_{een}$ lie between VMC total energies using very few and many variational parameters in Ref. [70], as shown in Table [V]. Table [VI] presents the comparison between one-shot and self-consistent calculation, in terms of the calculated total energy, $E_{\text{VMC}}$, and IP. For calculation using $S_{ee}$, self-consistent TC+VMC calculations are always superior to HF+VMC and one-shot TC+VMC. On the other hand, calculation using $S_{een}$, self-consistent TC+VMC can inferior to them. Possible causes of this behavior might be insufficiency of the degrees of freedom in our $S_{een}$ Jastrow parameters, or the convergence problem as mentioned in the previous paragraph. In any case, our result show that one-shot TC+VMC can be a good alternative way for these cases, in terms of computational cost and the systematic accuracy. This problem might be alleviated when one uses the Jastrow function with a larger degree of freedom.

G. TC+VMC (energy minimization) with one-body Jastrow terms

As mentioned in Sec. [IV] we found that an alternate repetition of TC and VMC calculations does not reach convergence when the energy is minimized in VMC calculations. Nevertheless, TC+VMC (energy minimization) can reach convergence in some cases by including one-body terms in the Jastrow function as we shall see in this section.

For VMC calculations in this section, we minimized the total energy with including the cuspless one-body Jastrow terms, $(i, j, k) = (0, j, 0)$ and $(0, 0, k)$ with $2 \leq j, k \leq 4$ in Eq. (26), in addition to $S_{ee}$ or $S_{een}$, as described in Sec. [VIA]. On the other hand, for TC calculations, we did not include these additional one-body terms because these degrees of freedom can be considered through the orbital optimization. Since we considered the convergence of TC+VMC was achieved when the VMC energy is not further lowered in VMC optimization starting from $c_{0,0} = c_{0,k} = 0$ (i.e., no one-body terms), calculation results after convergence shown in this section do not depend on coefficients of the one-body Jastrow terms.

Because we did not succeed in reaching convergence for Ne, we present calculation results for He and Be atoms in Table [VII]. Overall, these results exhibit a consistent behavior with those obtained in TC+VMC calculations based on variance minimization. For He, the ratios of the correlation energy retrieved evaluated with $E_{\text{VMC}}$ are 91.9% and 99.0% for $S_{ee}$ and $S_{een}$, respectively, as is consistent with those obtained in TC+VMC calculations based on variance minimization: 90.9% and 98.4% for $S_{ee}$ and $S_{een}$ (see Table [III], respectively. We also see the same tendency for Tables [II] (variance minimization) and [VII] (energy minimization with one-body Jastrow terms) that $E_{\text{TC}}$ tends to become lower than $E_{\text{VMC}}$ and vice versa for $E_{\text{BITC}}$. Energy minimization tends to give a lower energy than variance minimization, which is also known in QMC calculations without TC orbital optimization. For Be, the ratios of the correlation energy retrieved evaluated with $E_{\text{VMC}}$ are 68.2% and 79.7% for $S_{ee}$ and $S_{een}$, respectively, as is consistent with those obtained in TC+VMC calculations based on variance minimization: 56.3% and 74.3% for $S_{ee}$ and $S_{een}$ (see Table [V], respectively. It is problematic that $E_{\text{TC}}$ and $E_{\text{BITC}}$ are much different from $E_{\text{VMC}}$. Increasing the number of the Jastrow parameters might alleviate it because these three estimates of the total energy coincide for the exact eigenstate.
TABLE V: Total energy (Ht.) and the ratio of the correlation energy retrieved (%) for beryllium and neon atoms. For evaluating the latter quantity, the HF energy calculated by us, \( E_{\text{HF}} = -14.5731(1) \) Ht. for Be and \(-128.548(7)\) Ht. for Ne, and the exact total energy, \( E_{\text{exact}} = -14.66736 \) Ht. for Be and \(-128.939\) Ht. for Ne, estimated in Ref. [72], were used. \( a = 1.5 \) Bohr was used in the Jastrow factor. The statistical error for our calculation results is not shown in this table because it is much less than the expected basis-set error \( \sim 0.1 \) mHt. We note that the variational principle breaks for \( E_{\text{TC}} \) and \( E_{\text{BITC}} \), which can result in the ratio of the correlation energy retrieved less than 0 % or larger than 100 %. For VMC calculations in Ref. [70], a detail of variational parameters is shown in that reference.

| Atom | Method | Jastrow | \( E_{\text{VMC}} \) (Ht.) | \( E_{\text{TC}} \) (%) | \( E_{\text{BITC}} \) (%) |
|------|--------|---------|-----------------|-----------------|-----------------|
| Be   | HF+VMC | \( S_{\text{ec}} \) | \(-14.6072\) 36.2 | \(-14.6403\) 71.3 | \(-14.6261\) 56.3 |
|      |        | \( S_{\text{een}} \) | \(-14.6431\) 74.3 | \(-14.6469\) 78.3 | \(-14.6602\) 50.0 |
| Ne   | HF+VMC | \( S_{\text{ec}} \) | \(-128.624\) 19.3 | \(-128.832\) 72.6 | \(-128.745\) 50.3 |
|      |        | \( S_{\text{een}} \) | \(-128.825\) 70.8 | \(-129.999\) 115.4 | \(-128.651\) 26.4 |
|      | VMC with 1 linear optimizable parameter [70] | \(-128.6201(3)\) 18.4 | \(-128.6201(3)\) 18.4 | \(-128.6201(3)\) 18.4 |
|      | VMC with 72 linear optimizable parameters [70] | \(-128.89752(7)\) 89.4 | \(-128.89752(7)\) 89.4 | \(-128.89752(7)\) 89.4 |

TABLE VI: Total energy (Ht.), the ratio of the correlation energy retrieved (%), and the ionization potential (IP) (Ht.) estimated from the highest occupied orbital energy for each method, for beryllium and neon atoms. IP was evaluated by HF, TC, or BITC calculations (i.e., not by VMC). Calculated results for HF+VMC and self-consistent TC+VMC are taken from Table V. The statistical error for our calculation results is not shown in this table because it is much less than the expected basis-set error \( \sim 0.1 \) mHt. As noted in Table V, BITC calculation in self-consistent TC+VMC was performed only once after TC+VMC calculation, i.e., using the Jastrow parameters determined by TC+VMC calculation.

| Atom | Jastrow | Method | \( E_{\text{VMC}} \) (Ht.) | IP  | IP (BITC) |
|------|---------|--------|-----------------|-----|-----------|
| Be   | \( S_{\text{ec}} \) | HF+VMC | \(-14.6072\) 36.2 | 0.3093 | -         |
|      |         | TC+VMC (one-shot) | \(-14.6189\) 48.6 | 0.3085 | 0.3104    |
|      |         | TC+VMC (self-consistent) | \(-14.6261\) 56.3 | 0.3064 | 0.3120    |
|      | \( S_{\text{een}} \) | HF+VMC | \(-14.6403\) 71.3 | 0.3093 | -         |
|      |         | TC+VMC (one-shot) | \(-14.6449\) 76.2 | 0.2960 | 0.3017    |
|      |         | TC+VMC (self-consistent) | \(-14.6431\) 74.3 | 0.2769 | 0.2897    |
|      | Expt.[74] |       |     | 0.343 |           |
| Ne   | \( S_{\text{ec}} \) | HF+VMC | \(-128.624\) 19.3 | 0.851 | -         |
|      |         | TC+VMC (one-shot) | \(-128.679\) 33.4 | 0.913 | 0.856    |
|      |         | TC+VMC (self-consistent) | \(-128.745\) 50.3 | 0.797 | 0.858    |
|      | \( S_{\text{een}} \) | HF+VMC | \(-128.832\) 72.6 | 0.851 | -         |
|      |         | TC+VMC (one-shot) | \(-128.854\) 78.3 | 0.765 | 0.833    |
|      |         | TC+VMC (self-consistent) | \(-128.825\) 70.8 | 0.546 | 0.816    |
|      | Expt.[74] |       |     | 0.792 |           |

VI. CONCLUSION

In this study, we have investigated how TC+VMC calculation works for small atoms. Important findings are summarized as follows.

1. TC+VMC calculation can successfully reach a self-consistent solution by adopting variance minimization in VMC, while energy minimization in some cases works well by including one-body Jastrow terms.

2. The total energy evaluated by VMC (\( E_{\text{VMC}} \)) is in many cases systematically improved by using better Jastrow functions, and the expectation value of the TC Hamiltonian, \( E_{\text{TC}} \), gets closer to \( E_{\text{VMC}} \), accordingly. However, it is suggested that \( E_{\text{VMC}} \) is a better estimate of the total energy than \( E_{\text{TC}} \) and \( E_{\text{BITC}} \), when the number of Jastrow parameters is not sufficient.

3. One can partially receive the benefit of the orbital optimization even by one-shot TC+VMC, where the Jastrow parameters are optimized at the HF+VMC level. One-shot TC+VMC calculation can be a good compromise in complex systems.

Our study provides important knowledge for optimizing many-body wave function including the Jastrow correlation factor, which would be of great help for development of highly accurate electronic structure calculation.
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Appendix A: Orthonormality of the basis set $f_n^l$

Using a formula

$$\int_0^{\infty} x^a e^{-x} L_m^{(a)}(x)L_n^{(a)}(x) dx = \frac{(n + a)!}{n!} \delta_{m,n}, \quad (30)$$

one can verify that $f_n^l$ is orthonormalized as follows:

$$\int_0^{\infty} f_n^l(r) f_m^l(r) dr = \begin{cases} 
\frac{m! n!}{(m + 2l_i + 2)!(n + 2l_i + 2)!} \int_0^{\infty} (2\alpha r)^{l_i + 2} e^{-2\alpha r} L_m^{(2l_i + 2)}(2\alpha r) L_n^{(2l_i + 2)}(2\alpha r) d(2\alpha r) & (31) \\
\frac{m! n!}{(m + 2l_i + 2)!(n + 2l_i + 2)!} & (32) \\
\delta_{m,n} & (33)
\end{cases}$$

Appendix B: Calculation of Eq. (18)

For simplicity, we omit the normalization constant in $f_n^l$ here. To say, we evaluate the integral for $f_n^l = r^{l_i + 1} L_n^{(2l_i + 2)}(2\alpha r) e^{-\alpha r}$ instead of that for $f_n^l$. We only consider the $m \geq n$ case, the other case of which $(m < n)$ is readily derived by Hermiticity. The first term in Eq. (18) is written as follows:

$$-\frac{1}{2} \int_0^{\infty} dr \ f_m^{l_i}(r) \left( \frac{d}{dr} f_n^{l_i}(r) \right)^2$$

$$= -\frac{1}{2} \int_0^{\infty} dr \ f_m^{l_i}(r) \left[ \left( \frac{d}{dr} r^{l_i+1} \right) L_m^{(2l_i+2)}(2\alpha r) e^{-\alpha r} + r^{l_i+1} \left( \frac{d}{dr} L_m^{(2l_i+2)}(2\alpha r) \right) e^{-\alpha r} \right.$$

$$\left. + r^{l_i+1} L_m^{(2l_i+2)}(2\alpha r) \left( \frac{d^2}{dr^2} e^{-\alpha r} \right) + 2 \left( \frac{d}{dr} \right)^{l_i+1} \left( \frac{d}{dr} L_m^{(2l_i+2)}(2\alpha r) \right) e^{-\alpha r} \right.$$  

$$\left. + 2 \left( \frac{d}{dr} r^{l_i+1} \right) L_m^{(2l_i+2)}(2\alpha r) \left( \frac{d}{dr} e^{-\alpha r} \right) + 2 r^{l_i+1} \left( \frac{d}{dr} L_m^{(2l_i+2)}(2\alpha r) \right) \left( \frac{d}{dr} e^{-\alpha r} \right) \right].$$

The first term in Eq. (35) is rewritten as $\int_0^{\infty} dr \ f_m^{l_i}(r) \left( \frac{d}{dr} r^{l_i+1} \right) f_n^{l_i}(r)$, which cancels out the
second term in Eq. (18). The second and sixth terms in Eq. (35) are zero because of the orthonormalization condition (Eq. (30)) and the fact that any \( l \)-th polynomial can be represented as linear combination of \( L_i^{(a)} \) with \( i \leq l \). The third term in Eq. (35) gives the first term in Eq. (19). For calculating the fourth term, we note

\[
\left( \frac{d}{dr} r^{l_i+1} \right) \left( \frac{d}{dr} \frac{L_i^{(2l_i+2)}(2\alpha r)}{r^{2l_i+3}} \right) = r^{l_i+1} \times ((n-2) \text{-th order polynomial}) - 2\alpha (l_i+1) r^{l_i} \left( \frac{n+2l_i+2}{n-1} \right)
\]

\[
= r^{l_i+1} \times ((n-1) \text{-th order polynomial}) - 2\alpha (l_i+1) r^{l_i} \frac{n}{2l_i+3} L_i^{(2l_i+2)}(2\alpha r),
\]

which is derived using the coefficients of the zeroth- and first-order terms in the associated Laguerre polynomial. The first term in Eq. (37) makes no contribution to Eq. (35) because of the orthogonality of the associated Laguerre polynomials and \( m > n - 1 \). The second term in Eq. (37) yields

\[
2\alpha \left( \frac{(l_i+1)n}{2l_i+3} \right) \int_0^\infty dr \frac{J_{-\nu}^m(r)}{r^2} \frac{1}{r^{l_i}} f_{m}^{l_i}(r).
\]

Note that \( n \) in the coefficient of this integral should be replaced with \( \min(m, n) \) when one considers not only the \( m \geq n \) case but also \( m < n \). The fifth term in Eq. (35) gives

\[
\int_0^\infty dr \frac{J_{-\nu}^m(r)}{r^2} \frac{1}{r^{l_i}} f_{m}^{l_i}(r).
\]

By summing up all of them, we can obtain Eq. (19) (see also Appendix in [57]).

**Appendix C: Derivation of Eq. (23)**

Spherical harmonics is defined as follows:

\[
Y_{l,m}(\Omega) = (-1)^{\frac{m+|m|}{2}} \sqrt{\frac{2l+1}{4\pi} \frac{(l-|m|)!}{(l+|m|)!}} P_{m}^{(l)}(\cos \theta) e^{im\varphi},
\]

where \( P_{\nu}^{(l)}(t) \) are associated Legendre polynomials satisfying the following formula,

\[
\sin^2 \theta \frac{d}{dt} P_{\nu}^{(l)}(t) = \sin \theta P_{\nu}^{(l+1)}(t) - \mu \cos \theta P_{\nu}^{(l)}(t).
\]

By using these equations, we can immediately derive Eq. (23).
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