Predicting User Activity Intensity Using Geographic Interactions Based on Social Media Check-In Data
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Abstract: Predicting user activity intensity is crucial for various applications. However, existing studies have two main problems. First, as user activity intensity is nonstationary and nonlinear, traditional methods can hardly fit the nonlinear spatio-temporal relationships that characterize user mobility. Second, user movements between different areas are valuable, but have not been utilized for the construction of spatial relationships. Therefore, we propose a deep learning model, the geographical interactions-weighted graph convolutional network-gated recurrent unit (GGCN-GRU), which is good at fitting nonlinear spatio-temporal relationships and incorporates users’ geographic interactions to construct spatial relationships in the form of graphs as the input. The model consists of a graph convolutional network (GCN) and a gated recurrent unit (GRU). The GCN, which is efficient at processing graphs, extracts spatial features. These features are then input into the GRU, which extracts their temporal features. Finally, the GRU output is passed through a fully connected layer to obtain the predictions. We validated this model using a social media check-in dataset and found that the geographical interactions graph construction method performs better than the baselines. This indicates that our model is appropriate for fitting the complex nonlinear spatio-temporal relationships that characterize user mobility and helps improve prediction accuracy when considering geographic flows.
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1. Introduction

Research on user movement is critical for various applications, including point-of-interest (POI) recommendations and location-based advertising [1]. It can aid the analysis of the traffic in a city, the functional area, and population activity distribution, which have important applications in traffic management [2,3], disasters and emergencies [4,5], tourism recommendations [6,7], and urban planning [8,9], among others. Recently, with the development of intelligent sensor equipment—based on GPS and other sensors—mobile devices have can determine human positions. On social platforms, such as Foursquare, people post texts and pictures and record their locations, leaving a large amount of spatio-temporal data related to daily life [10]. Large-scale spatio-temporal data record the moving processes of people across space and, thus, contain a variety of personal preferences and human life patterns, enabling researchers to examine user movement [11]. However, most studies have focused on predicting a user’s next location through open-source geotagged data [2,12,13]. Attempting to precisely predict a location will result in low accuracy [2]. In several cases, it is not necessary to acquire an accurate location for individuals; regional predictions for users are also crucial. Dynamically predicting the changes in user population...
across space could be helpful for various applications, such as spatio-temporal modeling of disease transmission [14] and advanced prevention of trampling [15].

User movements show structural patterns due to geographical and social constraints [16]. Several studies have extensively examined user mobility prediction. Li et al. [17] used taxi-tracking data to find the spatial temporal patterns of taxi passengers as well as predict the change in the activity intensity with an improved ARIMA model. Cho et al. [16] proposed a model considering social networks to predict user mobility based on social media data. Liang et al. [18] proposed a recurrent neural network to predict the density of people in metro stations based on streaming CDR data. These studies have attempted to predict the intensity and change in spatial activities. They focused on predictions of the changes in the user’s activity intensity and periodicity [19]. However, the dynamic interactions of humans between regions is also an important factor [20,21]. Some researchers have begun to consider the interactions associated with the predictions of user mobility. Crivellari and Beinat [22] developed an embedding method for locations, traces, and visitors to calculate the relationships among them. Li et al. [23] used parallel convolution to capture spatial neighborhood interactions. Chen et al. [24] constructed an artificial neural network-based model using mobile phone location data to predict the urban population. Wang et al. [25] grouped adjacent regions in a partitioned study area (a city) based on similarities between their origin–destination (OD) flow patterns to obtain the functional zones of the city. Thereafter, they used kernel density estimation to forecast the origin–destination flows between all region pairs. These methods usually consider the spatial proximity relationship between the target area and the surrounding area as input into the prediction model; this, however, renders it difficult to choose an appropriate distance threshold from different distance ranges in the spatial interactions when learning the spatial patterns of the variations in user activity [26]. Consequently, the association between one location and another no longer decreases with distance in a simple manner [27,28]; in other words, distance has ceased to be an all-encompassing measure of spatial association [29]. The regional user activity intensity, for instance, can be affected by factors such as the traffic and venue function; a person may choose to travel to areas that are conveniently connected by transportation networks instead of more proximal venues. Therefore, the prediction results of these methods are not satisfactory and require further improvements.

Meanwhile, predicting the mobility of users is one of the core problems associated with spatio-temporal prediction [30]. These spatio-temporal relationships in user activities are complex and nonlinear. Therefore, fitting models to these complex spatio-temporal relationships poses a central challenge in this field. The spatio-temporal prediction method can be divided into two categories: statistical parameter models and machine learning-based nonparametric models [31]. Statistical parameter models, such as the autoregressive integrated moving average model (ARIMA), as used by Deveaud et al. [32] to construct time-series models of venue attendance, are based on parameters, but are limited by the stability of the data [32]. The effect of a prediction is not particularly good [24]. With technological advancement, especially the rapid development of deep learning, the prediction accuracy has significantly improved. Machine learning methods, such as the space-time support vector machine model (SVR) [33], and deep learning methods have been used in spatial-temporal predictions. However, the traditional machine learning method is restricted by the hypothesis of independent and distributed samples, which renders it difficult to describe the non-stationarity of spatio-temporal data. The ability of deep learning methods to fit discontinuous and nonlinear data can fully exploit the nonlinear features in spatio-temporal data. A convolutional neural network (CNN) can learn the spatial characteristics of a time-space series. In contrast, a recurrent neural network (RNN) and its variants, i.e., the long short-term memory (LSTM) and gated recurrent unit (GRU), can learn the time characteristics of a time-space series. For example, Zhang et al. [34] proposed a space-time residual network to predict the inflow and outflow of people in a certain region at a specific time. Ren et al. [35] introduced the LSTM to predict the volumes of citywide movement. However, deep learning methods may encounter two
major problems when dealing with this type of research. First, the space-time prediction method based on deep learning is mainly used in transportation, but less often in research on people’s movement. There are essential differences between traffic prediction and user movements; therefore, a deep learning model should be devised to predict user behavior according to the actual research objectives. Second, predictions of user mobility are usually performed by dividing a geographic region into its basic elements, followed by constructing spatio-temporal relationships between these elements. Limited by the input of a deep learning model, the geographic divisions usually adopt regular grid forms [24,34,36]. Most spatial vector data are intrinsically irregular (e.g., partitioning based on road networks). However, irregular partitions have different numbers of neighbors, rendering the input data length unfixed and not applicable in machine learning models, which usually require fixed-length data as the input.

To address the aforementioned problems, we propose the geographical interactions weighted graph convolutional network-gated recurrent unit (GGCN-GRU) model, which comprises deep learning methods on graphs to dynamically predict user activity intensity. Owing to the large amount of social media data, with more detailed personal trajectory and attribute information, which can better reflect the purpose of people’s movement, we used social media check-in data to test the effectiveness of the model. The main contributions of this paper are as follows:

- We represent the spatial relationship of user movement in the form of graphs, which can be directly input into the prediction model. Nodes represent regions, while edges represent adjacency. In addition, we used regional interactions extracted from historical activity data to construct the edges of the graphs. In this manner, the interactions of people in a physical space are considered.

- We used a deep learning model, which has been shown to perform well for predictions in discontinuous nonlinear problems. The model, which recasts the regression problem for predicting the spatial–temporal variation of users as a judgement model, uses a combination of the graph convolutional network (GCN) and gated recurrent unit (GRU). GCN, which is efficient at processing graph data, extracts spatial features [2,33,34]. These features are then input into the GRU, which extracts their temporal features. Finally, the GRU output is passed through a fully connected layer to obtain the predictions.

2. Methodology

2.1. Problem Description

Suppose that the study area, $R$, can be divided into $n$ geographic cells, such that $R = \{r_1, r_2, \ldots, r_n\}$, while the period $T$, can be divided into $m$ equal time cells, such that $T = \{t_1, t_2, \ldots, t_m\}$. The user activity intensity of a geographic cell, $r_i$, at time cell $t_j$ can be expressed as $V_{r_i}^{t_j}$. The time sequence of the user activity intensity in region $r_i$ can be described as $V_{r_i} = \{V_{r_i}^{t_1}, V_{r_i}^{t_2}, \ldots, V_{r_i}^{t_m}\}$. The prediction of the activity intensity is based on the historical activity intensity; therefore, we aimed to better establish the mapping between the historical and predicted values. The problem can be described as follows:

$$V_{r_i}^{t_{m+1}} = f\left\{V_{r_i}^{t_1}, V_{r_i}^{t_2}, \ldots, V_{r_i}^{t_m}\right\}$$

(1)

where $V_{r_i}^{t_{m+1}}$ is the user activity intensity in the next time cell (i.e., the predicted value) and $f$ represents the mapping between the predicted and true values. The number of users can reflect the active degree of users in a region [34]; therefore, the number of users was selected to reflect the active degree in this study. Simultaneously, for convenient applications, we used max–min normalization to map the user’s activity intensity to a $[0, 1]$ scale.
2.2. GGCN-GRU Model

User activity intensity predictions are the combined result of temporal and spatial analyses. The GGCN-GRU model consists of three components: (1) graph generation via the geographic interactions (GIF) method; (2) spatial feature extraction via GCNs; and (3) capturing user activity intensity dynamics via GRUs. Figure 1 shows the GGCN-GRU model architecture. First, the raw data are partitioned into geographic and time cells. Each geographic cell is treated as a node in the graph; the graph’s edges are defined by the geographical interactions of the users, which are in turn weighted by the intensity of these interactions. A spatio-temporal graph is then constructed by assigning values to each node according to the spatio-temporal matrix. This graph is passed to the GCN, which extracts its spatial features. The spatial feature vectors are then input into the GRU module to extract their temporal features. Finally, the temporal feature vectors are input into the fully connected layer, which performs regression computations with an activation function to obtain the predictions.

Figure 1. Architecture of the geographical interactions weighted graph convolutional network-gated recurrent unit (GGCN-GRU) approach. A spatial temporal graph based on geographical interactions is constructed and then input into the GCN and GRU to extract features.
2.3. Construction of the Spatio-Temporal Graph

As the GGCN-GRU model introduces graphs as the direct input, the predictive accuracy of this model will depend on the graph construction method. The graphs can be generated by various approaches; for example, using distance thresholds and connectivity relationships between roads [37], the k-nearest neighbor graph algorithm, the Gabriel graph algorithm, the minimum spanning tree algorithm, and the Delaunay triangulation [38]. Each graph construction method will lead to different graph connectivities. Most current graph construction approaches consider only spatial factors such as spatial relationships and adjacencies while overlooking human factors, such as transportation networks and venue functions.

The three graph construction approaches are illustrated; each method results in different node connectivities (Figure 2). The first method, i.e., the minimum spanning tree (MST), generates minimum connectivity graphs with the minimum possible total edge weight. This method has short training times because it produces only a small number of edges. However, the nodes of the resulting graph may not have valid connections, resulting in a low predictive accuracy. The second method, i.e., distance-based thresholding (DBT), is subject to an over-reliance on the spatial distance to determine the node attributes. The third method, i.e., the GIF method, is a semantics-based approach that uses historical interregional interactions to construct graphs, thus transcending factors, such as distance. As the GIF method is better suited for describing user mobility patterns than the MST or DBT methods, we chose it to construct the graph as input for the GGCN-GRU model.

![Figure 2. Graph construction methods considered in this study were minimum spanning tree (MST), distance-based thresholding (DBT), and geographical interactions (GIF). MST keeps all nodes connected while minimizing the number of connected edges. DBT connects nodes according to distance; the connected edges are different with the size of the distance threshold. GIF, which uses the geographical interaction flows of historical user movement records, is the method used in this study.](image)

2.3.1. Spatio-Temporal Graph

The user activity intensity depends on both temporal and spatial features. As conventional graphs cannot adequately describe temporal attributes, we used spatio-temporal graphs to characterize the user activity intensity. Suppose that an undirected graph, G, which possesses time-series attributes, is the composite of multiple spatio-temporal
sub-graphs, $G_t = (N_t, E_t, W_t, V_t)$, such that $G = (G_{t_1}, G_{t_2}, \ldots, G_{t_n})$. Here, $N$, $E$, $W$, and $V$ represent the node, edge, edge weight, and time-dependent node attribute (i.e., user movement records at time $t$), respectively. This representation shows that spatio-temporal graphs describe global structures; the time-dependent attributes of their nodes allow these graphs to simultaneously characterize the spatial and temporal features of the user activity intensity.

2.3.2. Node Representation

The node structure of the graph depends on geographic cells. In many cases, centroids of geographic cells are used as nodes. When edges are constructed according to spatial adjacency, the distance between each centroid are used to construct the edges, as in the MST and DBT methods (Figure 2). Because the GIF method does not involve distance calculations, geographic cells can directly be abstracted as points (Figure 2). The values of each node depend on the user activity intensity in their corresponding geographic cell. If the user activity intensity in a geographic cell, $r_i$, at time cell $t_j$ can be expressed as $V_{r_i}^{t_j}$, the intensity of $n$ geographic cells in $m$ time cells can then be described by an $m \times n$ spatio-temporal matrix, $V$, which participates in subsequent computations and is expressed as follows:

$$V = \begin{bmatrix} V_{r_1}^{t_1} & \cdots & V_{r_n}^{t_1} \\ \vdots & \ddots & \vdots \\ V_{r_1}^{t_m} & \cdots & V_{r_n}^{t_m} \end{bmatrix}.$$  

(2)

Geographic cells may be partitioned regularly [24,34,36] or irregularly, e.g., based on road networks [36] or clustering areas [2]. As a theoretical analysis of geographic-cell partitioning methods is beyond the scope of this study, we designed three sets of experiments (see Section 3.2) to probe how the shape and size of geographic cells affect the accuracy of the GGCN-GRU.

2.3.3. Edge Representation

User activity generally exhibits correlations in space. As such, the user activity intensity in a specific geographic cell during a future period depends not only on its historical activity intensity, but also on the movements between other geographic cells [38,39]. If a person moves from one geographic cell to another between two instances of time, an interaction occurs between these geographic cells. This is the underlying assumption of edge construction via the GIF method. Here, we defined the interaction intensity as the number of people that moved between two geographic cells during a period, $P$. The weight of each edge was determined by their interaction intensity (Figure 3). The geographic interaction intensity formula can be expressed as follows:

$$I_{(r_i \leftrightarrow r_j)}^P = I_{(r_i \leftarrow r_j)}^P + I_{(r_i ightarrow r_j)}^P$$  

(3)

where $I_{(r_i \leftrightarrow r_j)}^P$ is the interaction intensity between geographic cells $r_i$ and $r_j$ during period $P$; $I_{(r_i \leftarrow r_j)}^P$ is the number of people who moved from $r_j$ to $r_i$ during $P$, while $I_{(r_i \rightarrow r_j)}^P$ is the number of people who moved from $r_i$ to $r_j$ during period $P$. The interaction intensities of $n$ geographic cells can be used to construct an $n \times n$ adjacency matrix, $A$, which participates in the graph convolution computations described in Section 2.3.1. As a geographic cell cannot interact with itself, $A$ is a symmetric matrix with a diagonal of $0$:

$$A = \begin{bmatrix} 0 & \cdots & I_{(r_1,r_n)}^P \\ \vdots & \ddots & \vdots \\ I_{(r_n,r_1)}^P & \cdots & 0 \end{bmatrix}.$$  

(4)
Figure 3. Edge weighting based on the geographic interactions between users: (a) edges from user movement flows between different geographic cells and (b) edges with weights from geographic interaction intensities.

2.4. Spatial Feature Extraction by GCN

Although CNNs perform well in feature extraction from regular data, applying CNNs directly to irregular spatio-temporal graphs is difficult. Therefore, we used GCNs, which operate directly on graph data and execute convolutional computations, to extract the spatial features of user activity. The end-to-end graph-based GCN learning process can be adapted to various problems.

2.4.1. Spectral Domain Graph Convolution Operations

The core purpose of a GCN is to extract features by performing convolutional operations on graph data. As irregular graph data are not translationally invariant, it is impossible to perform convolution operations in the spatial domain. Bruna [40] proposed a graph convolution for the spectral domain, which uses a Fourier transform to convert graph data from the spatial domain into the spectral domain for convolution operations. An inverse Fourier transform is then performed to convert the data back to the spatial domain (Figure 4).

Figure 4. Graph convolution in the spectral domain.

Fourier transforms are a useful tool in digital signal processing, as they can convert complex convolution operations in the spatial domain into much simpler dot-product operations in the spectral domain. Orthogonalizing the Laplacian matrix representation of the graph, $L$, yields an eigenvector, $U$, which is usually used as the Fourier basis vector. Given a Laplacian matrix, $L \in \mathbb{R}^{n \times n}$, $L$ can then be calculated from the adjacency matrix, $A$, and degree matrix, $D$, i.e., $L = D - A$. The Fourier transform of a graph signal, $x$, on a Fourier basis, $U = [u_1, u_2, \cdots, u_n]$, can be expressed as follows:
\[ \tilde{x} = U^T x \]  

The inverse Fourier transform of the graph signal \( x \) is:

\[ x = U \tilde{x} \]  

Based on the definition of convolution operations, a convolution in the spatial domain is equivalent to a dot-product operation in the spectral domain. Hence, the convolution of graph signals \( y \) and \( x \) can be expressed as:

\[ y \ast x = U (U^T y U^T x) \]

where \( \text{diag}(\tilde{y}) \) is a convolution core characterized by a set of free parameters, i.e., \( \theta = [\theta_1, \theta_2, \cdots, \theta_n] \); if \( y_\theta \) is the to-be-learned parameterized function that must be activated by the activation function, the graph neural network layer then has the following expression:

\[ x' = F \left( U y_\theta U^T x \right) \]

2.4.2. Layer-Wise GCN

In the GCN described in Section 2.3.1, the number of parameters that must be learned is equal to the number of graph nodes. This can lead to high computational complexity and a strong tendency towards overfitting. To avoid these issues, we used the fast approximate graph convolution approach proposed by Kipf and Welling [41], which removes the need to learn all node parameters. Instead, it considers only the first-order neighborhood of the nodes, and increases the size of the spatial domain’s receptive field by stacking multiple graph convolutional layers. Figure 5 illustrates the spatial-domain receptive field obtained by stacking two graph convolutional layers. The parameterized function of this simplified multilayer GCN has the following expression:

\[ H^{(k+1)} = F \left( \widetilde{L}_{\text{sym}} H^{(k+1)} W_k \right) \]

where \( H^{(k+1)} \) is the output of the \( k \)-th layer, with \( H^{(0)} \) being the spatio-temporal matrix \( V \); \( F \) is the activation function; and \( \widetilde{L}_{\text{sym}} = \widetilde{D}^{-\frac{1}{2}} \widetilde{A} \widetilde{D}^{-\frac{1}{2}} \) is a renormalized Laplacian matrix, where \( \widetilde{A} = A + I_N \) is the self-connected adjacency matrix, \( I_N \) is an identity matrix of size \( N \), \( \widetilde{D}_{ii} = \sum_j \widetilde{A}_{ij} \) is the degree of each node, and \( W_k \) is the trainable weight matrix.

As oversmoothing will occur and dramatically reduce the training efficacy if the graph convolutional layers are stacked deeply [42], we chose to use two graph convolutional layers for spatial feature extraction, i.e., \( k = 2 \) (Figure 6). The derivation of the expression that represents spatial-feature extraction by a \( k = 2 \) GCN is as follows:

\[ k = 0, H^{(0)} = V \]

\[ k = 1, H^{(1)} = \text{Relu} \left( \widetilde{L}_{\text{sym}} H^{(0)} W_0 \right) = \text{Relu} \left( \widetilde{L}_{\text{sym}} V W_0 \right), \text{ and} \]

\[ k = 2, \alpha = H^{(2)} = \sigma \left( \widetilde{L}_{\text{sym}} H^{(1)} W_1 \right) = \sigma \left( \widetilde{L}_{\text{sym}} V W_0 \right) W_1 \]

where \( \text{Relu} \) is the rectified linear activation function, \( \sigma \) is the sigmoid activation function, and \( \alpha \) is the spatial features obtained from the two GCN layers.
Figure 5. Receptive field of the two stacked graph convolutional layers.

Figure 6. Graph convolutional network (GCN) learning process. Two GCN layers have been used in GGCN-GRU.

2.5. Extraction of Temporal Features by GRUs

A GRU is a type of gated RNN; it is one of the most effective sequence modelers available [43]. In principle, GRUs are similar to LSTMs, as they both use gates to control their input and memory in solving the vanishing gradient in conventional RNNs. However, an LSTM has three gates, whereas a GRU only has two (the reset and update gates), which reduces the number of parameters, thus improving the learning efficiency. Hence, we used a GRU to capture the time-dependence of the spatio-temporal series (Figure 7). The predictions of the model are partially affected by the length of the input time steps. The prediction of some information in the next instant, based on the information in the \( s \) preceding time steps, can be expressed as follows:

\[
y_{t+1} = \text{GRU}(s_t, a_t) \quad (13)
\]

GRUs control the input of information using reset and update gates. The GRU update gate \( u_t \) controls how much information is carried from the previous GRU to the next GRU, whereas the reset gate \( r_t \) controls how much information from the previous GRU is ignored. This can be expressed as follows:
where $u_t$ is the update gate; $r_t$ is the reset gate; $c_t$ is the candidate hidden state of the current time; $h_{t-1}$ is the hidden state of the previous time; $h_t$ is the hidden state that is sent to the next time; $α_t$ is the spatial eigenvector computed by Equation (11); “⊗” indicates a tensor product; $σ$ and $tanh$ are activation functions in the neural network layer; and $W$ and $b$ are the trainable weight and bias terms, respectively.

Figure 7. Gated recurrent unit (GRU) structure.

3. Experiments
3.1. Data Description

Social media check-ins record the location of a person dynamically. From this data, user preferences and habits can be extracted, and predictions of the spatio-temporal nature of the user activity intensity can be performed [44]. Here, we validated our method using a check-in dataset from the Manhattan borough of New York City (NY). The check-in dataset was collected from the Foursquare social media platform. The experimental dataset comprised 57,297 check-in records over 280 d, dated from 1 January, 2012 to 4 October, 2012. The raw data contained eight attributes, including check-in time, latitude, and longitude (Table 1). Figure 8 shows distribution and statistical information of the social media check-ins. Significant spatial features are present in the core check-in areas (Figure 8a). The number of users corresponding to the number of check-ins had a long-tailed distribution (Figure 8b). Low-frequency users dominated the check-in dataset. Hence, the check-in data used in this experiment adequately reflected the classic check-in behaviors of users [45].

Table 1. Details of social media check-in data.

| Attributes       | Samples   |
|------------------|-----------|
| USER_ID          | 13,299    |
| LATITUDE         | 40.782    |
| LONGITUDE        | -73.958   |
| DATE             | 625       |
| TIME             | 15:30     |
| POI_TYPE         | Museum    |
| POI_TYPENU       | 12,348    |
| CITY             | New York  |
Figure 8. Overview of the social media check-ins for New York City: (a) Geographical distribution of check-ins. Most of the check-ins are concentrated in the middle and south, while there are few in the north; (b) Statistical information of check-ins. The statistical information of different users demonstrates a long tail effect, with the number of check-ins per user ranging from 1 to 230.
3.2. Data Processing

The training dataset comprised 45,838 check-in records from the first 224 days (1 January 2012 to 11 August 2012), and the testing dataset comprised 11,459 records from the remaining 56 days (12 August 2012 to 4 October 2012). As check-in data are sparse and sampled over an extended period, a short time interval renders it difficult to extract significant features from the data, whereas an excessively long interval will mask periodic trends in the data. To avoid producing an overly sparse dataset as well as to account for the semantic meanings of each time-of-day period, each day was divided into four time intervals: dawn (00:00–06:00), morning (06:00–12:00), afternoon (12:00–18:00), and night (18:00–24:00). The datasets were partitioned into 1120 time intervals.

The “Generate Subset Polygons” tool in ArcGIS Pro (https://pro.arcgis.com, accessed on 16 August 2021) was used to generate irregular polygons to group the check-ins into compact non-overlapping subsets. Geographic cells were then constructed around the subsets. We limited the number of subset polygons by setting a minimum number of check-ins for each cell, thus also preventing empty-cell generation. Setting the minimum number of check-ins to 100, we obtained 341 geographic cells; at 150 check-ins, we obtained 228 cells; and at 300 check-ins, there were 116 cells. These three datasets were used to validate the effectiveness of our method as well as to test how the number of geographic cells affects the GGCN-GRU model. Figure 9 shows the partitioning of the study area in each of these cases.

![Figure 9](image.png)

**Figure 9.** Three geographical unit partitioning schemes, depending on the minimum specified number of check-ins: (a) 116, (b) 228, and (c) 341 cells were obtained when the minimum number of check-ins was set to 300, 150, and 100, respectively.
To ensure the independence of the testing data, the first 224-day (1 January 2012 to 11 August 2012) check-in training dataset was used to calculate the interaction intensities of each geographic cell. The users were numbered to track their location at each instant. The interactions that occurred between the geographic cells in each time interval were identified by tracing the movement of all users during said time interval (Figure 10).

![Figure 10. Computation of the geographic interactions of user movements. The user check-in sequences are constructed from their location records at different time intervals.](image)

3.3. Assessment Metrics

The root mean square error (RMSE), mean absolute error (MAE), and coefficient of determination (R²) were used to evaluate the model’s predictive accuracy. The RMSE and MAE are proportional to the difference between the true and predicted values; lower values indicate greater accuracy. R² refers to the goodness of fit, which measures the ability of the predictions to represent the truth. R² values closer to 1 indicate a better fitting degree of the regression line to the true value. In contrast, lower values indicate a poorer fitting effect. The RMSE, MAE, and R² were calculated as follows:

\[
RMSE = \sqrt{\frac{1}{\xi} \sum \left( \hat{y}_{t+1} - y_{t+1} \right)^2}
\]

(18)

\[
MAE = \frac{1}{\xi} \sum \left| \hat{y}_{t+1} - y_{t+1} \right|,
\] and

(19)

\[
R^2 = 1 - \frac{\sum \left( \hat{y}_{t+1} - y_{t+1} \right)^2}{\sum \left( \bar{Y} - y_{t+1} \right)^2}
\]

(20)

where \(y_{t+1}^i\) and \(\hat{y}_{t+1}^i\) are, respectively, the true and predicted user activity intensities of region \(i\) at time \(t + 1\), \(\xi\) is the total number of samples, and \(\bar{Y}\) is the mean of the set of \(y_{t+1}^i\).

3.4. Baselines

We selected the following prediction methods to compare with the GGCN-GRU model to reflect the effectiveness of this method. The comparison results are provided in Section 4.3.

HA [46]: the historical average model is a simple and classic prediction method that uses the average information in the historical period for predictions.
ARIMA [17]: the autoregressive integrated moving average model is a parameter-based model that predicts the user activity intensity by fitting historical time-series. This method depends on the stationarity of historical data.

SVR [33]: the support vector regression model employs historical user activity data to train and obtain the relationship between the input and the output data. The trained model is finally used for predictions.

GRU [43]: the simplified RNN with less parameters and faster operation (see Section 2.5).

T-GCN [37]: the temporal graph convolutional network is a short-term traffic prediction model that uses GCN to extract the spatial features of traffic flows by only considering the proximity between regions.

3.5. Model Parameter Settings

The experiments were carried out in Windows 10/64 bit/i7 processor and an 8G-memory hardware environment. The proposed GCN-GRU model was implemented with Python in TensorFlow. We set the ratio between the training and testing datasets to 4:1. The learning rate was set to 0.001 (as is conventional), and the batch size was set to 256, according to the bitrate of the graphics card in the experimental environment. The number of training epochs was set to 50. The loss of the model’s predictions decreased as the number of epochs increased (Figure 11), indicating normal convergence during training.

As the number of hidden units in the GRU affects the performance and accuracy of the GCN-GRU model, we calculated the RMSE and MAE for 16, 32, 64, 100, and 128 hidden units: they took the minimal values for 128 units in all three datasets (Figure 12). Therefore, we set the number of hidden units in the GRU to 128. Based on Section 2.4, the length of the GRU’s input time step affects predictions in the next time. Here, we investigated how the length of the time step affects the predictions by setting the input time step to 3, 6, 12, 15, and 18, and calculating the RMSEs (Figure 13). This revealed that the effects of the length of the time step on the RMSE differ among datasets. A short time step reduces the model’s ability to learn time-series data, whereas an excessively long time step leads to overlearning, thus reducing accuracy. For each dataset, we used the time step that yielded the minimum RMSE value (9, 6, and 6 for the datasets with 116, 228, and 341 geographic cells, respectively).

Figure 11. Loss of predictive value versus the number of epochs.
We compared the predictive accuracies of the models constructed using the three graph construction methods, i.e., DBT (with distance thresholds of 500, 1000, and 2000 m), MST, and GIF, using three geographic partitioning schemes (Section 3.2). Table 2 lists the number of connected nodes and edges. Based on the RMSE and MAE values, GIF is significantly more accurate than the other two methods. This proves that the GIF method is effective for the problem.

As each graph construction method results in different numbers of connected nodes and edges, the connectivities of their graphs also differ. As the DBT depends on distance, the number of connected nodes in the DBT is smaller than the number of geographic cells at small distance thresholds (such as at distances ≤ 500 m). At the small distance threshold, DBT is poorly connected, and there are a number of nodes without connecting edges. The connectivity of the graph improves as the distance threshold increases. For the dataset with 116 geographic cells, the connectivity of DBT improved as the distance threshold increased, which subsequently improved the model’s accuracy. MST, by definition, creates minimally connected graphs, but this also results in poor accuracy. Hence, even if the graph is fully
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Figure 12. Predictive accuracy versus the number of hidden units.

Figure 13. Predictive accuracy, in terms of the root mean square error (RMSE) versus the input time step length.
connected, the model accuracy still depends on the number of edge connections in the graph. For all three methods, by using 116 geographic cells, the RMSE and MAE values decreased with an increase in the number of edges for the same number of connected nodes. However, using 228 or 341 geographic cells, GIF still had the lowest RMSE and MAE values, despite having a significantly lower number of edges than DBT for the 2000 m distance threshold. Therefore, although increasing the number of edges increases the node-to-node connectivity, it also increases the graph density. This increases the training time of the model. Furthermore, an excessive number of edges increases the number of invalid connections, thus reducing the efficacy of the spatial feature extraction. As the edges of GIF are based on real historical activities, they reflect the real-world connectivity of the geographic cells. Hence, GIF creates realistic and valid node connections.

For all three datasets, the RMSE and MAE both decreased with an increase in the number of geographic cells. All three methods achieved their highest accuracies with 341 geographic cells. This indicates that the spatial scale affects the model’s accuracy. The positive association between the accuracy and number of geographic cells may be attributed to the receptive field becoming smaller with the use of more geographic cells. This increases the granularity of the spatial feature extraction and strengthens the inputs of the next neural network, which then enhances the accuracy of the final output.

To measure the ability of the predicted results to represent the truth, we calculated the $R^2$ of each method. Our method achieved the highest value of $R^2$ in all three datasets. This indicates that the prediction result of this method was more representative of the real value than those of the other methods. However, the maximum value of $R^2$ did not exceed 0.8, which is not particularly ideal for the prediction problem. This shows that the prediction is good, but not sufficiently good. This may be due to neglecting the time periodicity in the model design.

Table 2. Predictive accuracy of the graph construction methods at different scales, as indicated by distance (“d”).

| Geographic Cells | Graph Type | Connected Nodes | Edges | RMSE | MAE | $R^2$ |
|------------------|------------|-----------------|-------|------|-----|-------|
| 116              | DBT(d ≤ 500 m) | 77              | 171   | 0.037 | 0.022 | *     |
|                  | DBT(d ≤ 1000 m) | 112             | 685   | 0.029 | 0.016 | 0.518 |
|                  | DBT(d ≤ 2000 m) | 116             | 1779  | 0.028 | 0.015 | 0.579 |
|                  | MST         | 116             | 115   | 0.036 | 0.022 | *     |
|                  | GIF         | 116             | 2704  | 0.026 | 0.014 | 0.695 |
|                  | DBT(d ≤ 500 m) | 204             | 817   | 0.032 | 0.023 | *     |
|                  | DBT(d ≤ 1000 m) | 223             | 3119  | 0.029 | 0.019 | *     |
|                  | DBT(d ≤ 2000 m) | 227             | 9062  | 0.032 | 0.021 | *     |
|                  | MST         | 228             | 227   | 0.025 | 0.014 | *     |
|                  | GIF         | 228             | 5212  | 0.021 | 0.011 | 0.733 |
|                  | DBT(d ≤ 500 m) | 315             | 1936  | 0.029 | 0.019 | *     |
|                  | DBT(d ≤ 1000 m) | 337             | 7056  | 0.020 | 0.009 | *     |
|                  | DBT(d ≤ 2000 m) | 340             | 20,080| 0.030 | 0.010 | *     |
|                  | MST         | 341             | 340   | 0.021 | 0.011 | *     |
|                  | GIF         | 341             | 6981  | 0.016 | 0.008 | 0.793 |

The symbol “*” indicates that $R^2$ is < 0.5, the boldface indicates best results.

Figure 14 illustrates the predicted and true values obtained using DBT (at distances ≤ 500, 1000, and 2000 m) and GIF for certain geographic cells at different times. DBT, at the 500 m distance threshold, caused oversmoothing using all three datasets. The 500-m distance threshold resulted in limited connections to adequately describe the spatial features of the dataset. The accuracy of DBT, at the 2000 m threshold, decreased as the number of geographic cells increased. This is likely due to the large distance threshold, which caused the graph to have excessive connections, thus hindering the extraction of the valid spatial features. We can also conclude that the predictive accuracy of spatial adjacency methods strongly depends on the selection of an optimal distance threshold, which must be determined empirically using a large number of trials. As the fit of GIF is superior to
that of the other methods in all three datasets, we can conclude that GIF can characterize spatial features while also being generalizable to different datasets. However, the peaks of the true values were poorly fitted, even when using the GIF method. This problem may be intrinsic to GCNs and the input data. In the frequency domain, the check-in data consists of low-frequency (low values) and high-frequency (high values) features. As the GCN acts like a low-pass filter, it excludes high-frequency information (high values) in the data and focuses on learning low-frequency information (low values), for which there are several valid features. This indicates that the filtering of high-frequency information by the GCN resulted in poor predictions of peaks and a “smoothened” range of predictions.

Figure 14. True and predicted values for certain geographic cells at different times. X-axis: time cells (one cell = 6 h). Y-axis: user activity intensity.

4.2. Model Accuracies Using Different Time Granularities

To test the effects of the length of the time interval on the predictive accuracy, we conducted control experiments with a 12 h time interval. The RMSE and MAE decreased with an increasing number of geographic cells, at both 6 and 12 h time intervals (Table 3). This provides further support for the conclusions reported in Section 4.1, i.e., the number of geographic cells is positively correlated with the predictive accuracy. The 6 h interval provided more accurate predictions than the 12 h interval. Therefore, the time interval configuration partially affects the GGCN-GRU model’s accuracy. As using a longer time interval will increase the check-in records of users within each time cell, this reduces the granularity of temporal feature extraction, thus reducing the accuracy.

Table 3. Root mean square error (RMSE) and mean absolute error (MAE) at different time interval lengths.

| Time Interval | Units | RMSE | MAE |
|---------------|-------|------|-----|
| 116           |       | 0.026| 0.014|
| 228           |       | 0.021| 0.011|
| 341           |       | 0.024| 0.016|

DBT (ds500)

DBT (ds2000)

GIF

Truth | Prediction
Table 3. Root mean square error (RMSE) and mean absolute error (MAE) at different time interval lengths.

| Units | Time Interval = 6 h | Time Interval = 12 h |
|-------|---------------------|----------------------|
|       | RMSE    | MAE    | RMSE  | MAE    |
| 116   | 0.026   | 0.014  | 0.045 | 0.027  |
| 228   | 0.021   | 0.011  | 0.024 | 0.016  |
| 341   | 0.016   | 0.008  | 0.021 | 0.012  |

4.3. Comparing GGCN-GRU to Other Common Spatio-Temporal Prediction Methods

We compared the GGCN-GRU model to five other methods: historical average [46], ARIMA [17], SVR [33], GRU [43], and T-GCN [37] (Table 4). GGCN-GRU outperformed the other models in terms of the RMSE (by up to 1.314) and MAE (by up to 0.683), indicating that it is effective for predictions of the user activity intensity. The two conventional time-series modelers (historical average and ARIMA) and the regression-based method (SVR) performed poorly with respect to the predictions because these methods rely entirely on historical data, without accounting for spatial factors. Furthermore, these methods generally perform poorly when fitting non-stationary time-series with trends and periodic behaviors. The GRU and temporal GCN methods performed reasonably well at this task, indicating that neural network methods are suitable for fitting complex nonlinear spatio-temporal data. However, the GRU method extracted only temporal features and neglected spatial features. Although temporal GCNs do account for spatial features, they do not consider the strength of spatio-temporal associations. The GGCN-GRU method, in contrast, considers not only the spatial and temporal features of user activity, but also the strength of the geographic cell interactions. Owing to these characteristics, the GGCN-GRU method fits complex nonlinear spatio-temporal relationships with relatively higher accuracy than the other methods.

Table 4. Comparison of the GGCN-GRU method and other spatio-temporal prediction methods.

| Model       | 116 Cells | 228 Cells | 341 Cells |
|-------------|-----------|-----------|-----------|
|             | RMSE | MAE | RMSE | MAE | RMSE | MAE |
| HA          | 1.340 | 0.697  | 0.844 | 0.411  | 0.677 | 0.310 |
| ARIMA       | 1.331 | 0.554  | 0.820 | 0.406  | 0.674 | 0.165 |
| SVR         | 1.317 | 0.528  | 0.817 | 0.326  | 0.657 | 0.266 |
| GRU         | 0.041 | 0.024  | 0.037 | 0.022  | 0.035 | 0.022 |
| T-GCN       | 0.031 | 0.019  | 0.027 | 0.019  | 0.018 | 0.011 |
| GGCN-GRU    | 0.026 | 0.014  | 0.021 | 0.011  | 0.016 | 0.008 |

HA: historical average; ARIMA: autoregressive integrated moving average; SVR: support vector regression; GRU: gated recurrent unit; T-GCN: temporal graph convolutional network; and GGCN-GRU: geographical interactions weighted graph convolutional network–GRU.

4.4. Visualization

Figure 15 shows the true and predicted activity intensity of 341 geographic cells at four time intervals (dawn, morning, afternoon, and night). To provide a semantic explanation for user movements, we used the “frequency–inverse document frequency (TF-IDF) algorithm” [47] to determine the significance (i.e., the importance, rather than statistical significance) of the local point-of-interest (POI) types in each geographic cell. The POI types of the check-in data can reflect the types of popular places in a region, which can explain why people like to visit a specific place. The significance of the POI types in a geographical unit reflects the preferences for the functional place-types. Although the number of check-ins for a given POI type can reflect place-preferences, it does not reflect the relationship between the place’s function and the local area. The TF-IDF algorithm is used to evaluate the importance of a word (or phrase) in a set of files (e.g., a set of articles). Words or phrases that appear frequently in one article and rarely in others are considered
to have high utility for distinguishing between categories. In this study, we regarded the local area as a document and the entire research area as a document set when calculating the significance of the local POI types, as follows:

\[
S_{r_i(w)} = \left( \frac{f_{r_i(w)}}{f_r} \right) \times \log \frac{N}{n_w}
\]  

(21)

where \( S_{r_i(w)} \) is the significance of the POI type \( w \), \( f_{r_i(w)} \) is the check-in frequency of the POI type \( w \) in unit \( r_i \), \( f_r \) is the total number of check-ins in unit \( r_i \), \( N \) is the number of geographical units divided by the entire region, and \( n_w \) is the number of units where the POI type \( w \) occurs.

Figure 15. User activity intensity heat map. The values were normalized by the min-max method. The font size in the tag cloud corresponds to the significance of the POI type. The more significant the POI type, the larger the corresponding font.
Figure 15 reveals three findings. First, the GGCN-GRU predictions approximated the real activity intensity of users reasonably well, although less accurately at times with a high intensity (e.g., 06:00 to 12:00). Second, the user activity intensity showed temporal differences, e.g., it was significantly greater from 18:00–24:00 than from 06:00–12:00. Third, the user activity intensity reflects different preferences at different times. For example, certain venues, such as bus stations, coffee shops, and offices, are preferred destinations during the day, whereas parks and hotels are preferred destinations at night. Therefore, the influence that a venue has on user movements will depend on its function.

5. Conclusions

User activity intensity prediction is an important aspect of spatio-temporal human mobility studies. Owing to the rapid development of transportation systems and road networks, spatial distance is no longer the sole constraint in human mobility. As a result, conventional spatio-temporal prediction approaches based solely on spatial adjacency are no longer suitable for the prediction of the user activity intensity. Meanwhile, different geographic cells may have various numbers of neighbors, but some machine learning methods require a fixed length data form as input. To address these issues, we constructed spatial relationships between cells in the form of graphs to address the conflict of the fixed-length input format and the various number of neighbors. We determined adjacency based on user movements between geographic cells (i.e., the “geographical interactions” (GIF) method) to improve the prediction accuracy. The predicting model was created by combining the GIF graph construction method with the GCN and GRU approaches. It was designed to fit the nonlinear spatio-temporal patterns of user activities; this provided more accurate predictions than earlier methods. We validated the GGCN-GRU model on real check-in data, demonstrating that it could be good at fitting nonlinear spatio-temporal relationships, thus predicting the intensity.

We used three datasets with different numbers and geographic cell shapes to validate this model’s effectiveness; it performed well for three datasets. Furthermore, its accuracy was positively associated with the number of geographic cells. We compared this proposed GIF graph construction method to the DBT and MST methods, evaluating how well our model performed. The GIF method yielded the highest accuracies. These findings reveal that user movements are well characterized by the spatial adjacencies provided by this method. Two types of time partitions were used to test the effects of the length of the time cell on the model: the model was more accurate when using shorter time intervals. Therefore, the time cell configuration affects the GGCN-GRU model’s efficacy. The GGCN-GRU model had a better accuracy than the other commonly used prediction methods. Hence, this model could fit the complex nonlinear spatio-temporal relationships that characterize user movements. Finally, we visualized the true and GGCN-GRU-predicted user activity intensity for a geographic region and calculated the significance of the POI types reflected in the check-in data, to provide a semantic explanation for the intensity in each time interval. The time intervals varied in terms of the intensities and user preferences. This result will support future studies of human spatio-temporal behavior.

Nevertheless, our method has certain limitations:

1) The peaks of the true values were poorly fitted. As the GCN acts like a low-pass filter [42], it excludes high-frequency information (high values) in the data and focuses on the learning of low-frequency information (low values), for which there are many valid features. This indicates that the filtering of high-frequency information by the GCN resulted in poor peak predictions and a “smoothed” range of predicted values.

2) The model only considers physical interactions and ignores social interactions, which also have an important role in user mobility. In addition, it ignores the impact of context. Taking social interactions and the semantic context, such as POIs, into consideration is crucial as well.
(3) For construction of graphs, historical data are used; therefore, when applying new data, the graph may need to be reconstructed. The boundary and generalization ability of the model require further testing.

(4) Although the prediction accuracy of the model was superior to that of other spatio-temporal prediction models, the ability of the model to represent the real value was not sufficiently good. This may be due to the fact that the periodicity and seasonality of crowd activities were not considered in the design of the model. In our future studies, we will attempt to introduce the deep-learning attention mechanism [48] to autonomously learn the temporal periodicity and spatial relationships of user movements, thus assigning weights to the model and thereby further improving its predictive accuracy.

(5) Although social media check-in datasets have been shown to reflect common human activity patterns, similar to other geotagged datasets [16], there are still some problems in these data types, such as sparsity and non-representativeness. For example, people may perform false check-ins due to the reward mechanisms featured on social media platforms. One effective method to deal with this bias and the sparsity of data is to integrate various types of human tracking data, such as mobile phone and GPS location data.
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