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Abstract. In this paper we investigate properties of metric projections onto specific closed and geodesically convex proper subsets of Wasserstein spaces \((\mathcal{P}_p(\mathbb{R}^d), W_p)\). When \(d = 1\), as \((\mathcal{P}_2(\mathbb{R}), W_2)\) is isometrically isomorphic to a flat space with a Hilbertian structure, the corresponding projection operators are expected to be nonexpansive. We give a direct proof of this fact, relying on intrinsic analysis, which also implies nonexpansiveness in certain special cases in higher dimensions. When \(d > 1\), we show the failure of this property in two regimes: when \(p > 1\) is either small enough or large enough. Finally, we prove some positive curvature properties of Wasserstein spaces \((\mathcal{P}_p(\mathbb{R}^d), W_p)\) when \(d \geq 2\) and \(p \in (1, +\infty)\) are arbitrary: we show that Wasserstein spaces are nowhere locally Busemann NPC spaces, and they nowhere locally satisfy the so-called projection criterion. As a corollary of the former, they have nonnegative upper Alexandrov curvature, in a precise sense that we define here. In our analysis a particular subset of probability measures having densities uniformly bounded above by a given constant plays a special role.

1. Introduction

Fix a closed, convex set \(\Omega \subseteq \mathbb{R}^d\). For \(p \geq 1\), let \(\mathcal{P}_p(\Omega)\) denote the set of nonnegative Borel probability measures \(\mu\) supported in \(\Omega\) with finite \(p^{th}\) moment \(\int_\Omega |x|^p \, d\mu < \infty\). Equip this space with the \(p\)-Wasserstein distance \(W_p\), i.e.

\[
W_p(\mu, \nu) := \inf \left\{ \int_{\Omega \times \Omega} |x - y|^p \, d\gamma(x, y) : \gamma \in \Pi(\mu, \nu) \right\},
\]

where \(\Pi(\mu, \nu) := \{ \gamma \in \mathcal{P}_p(\Omega \times \Omega) : (\pi_x)_\# \gamma = \mu, (\pi_y)_\# \gamma = \nu \}\) denotes the set of transportation plans between \(\mu\) and \(\nu\) and \(\pi_x, \pi_y : \Omega \times \Omega \rightarrow \Omega\) stand for the canonical projections \(\pi_x(a, b) = a, \pi_y(a, b) = b\). We denote by \(\Pi_\circ(\mu, \nu) \subseteq \Pi(\mu, \nu)\) the set of optimal plans that realize the value \(W_p(\mu, \nu)\). It is well-known (see for instance \([1]\)) that \((\mathcal{P}_p(\Omega), W_p)\) defines a geodesic metric space. Moreover, if \(\Omega\) is compact then \(W_p\) metrizes the weak-\(*\) convergence of probability measures in \(\mathcal{P}_p(\Omega)\). For convenience, we sometimes use the notation \(W_p(\Omega) := (\mathcal{P}_p(\Omega), W_p)\).

In this paper, we are interested in properties of projection operators \(\mathcal{P}_p^\circ : \mathcal{P}_p(\Omega) \rightarrow \mathcal{K}\), where \(\mathcal{K} \subseteq \mathcal{P}_p(\Omega)\) is a given closed and geodesically convex proper subset of \(\mathcal{P}_p(\Omega)\). In particular, the main question we are interested in is the so-called nonexpansiveness property that reads as

\[(Q) \quad \text{Is it true that } W_p(\mathcal{P}_p^\circ[\mu], \mathcal{P}_p^\circ[\nu]) \leq W_p(\mu, \nu), \forall \mu, \nu \in \mathcal{P}_p(\Omega)?\]

A closely related question, which we also address, is to what extent such nonexpansiveness properties (or their failure) reveal new features of Wasserstein spaces, from the point of view of their curvature.

For \(\mu \in \mathcal{P}_p(\Omega)\), the projection \(\mathcal{P}_p^\circ[\mu]\) is defined as the solution of the variational problem

\[
\mathcal{P}_p^\circ[\mu] := \arg\min \left\{ W_p^p(\rho, \mu) : \rho \in \mathcal{K} \right\}.
\]

Sometimes, we will emphasize the projection onto different sets \(\mathcal{K}\) (with less emphasis on \(p\) or \(\Omega\)), in which case we use the notation \(\mathcal{P}_\mathcal{K}\).

A few comments on the definition of this operator are necessary. The existence of a solution in this minimization problem is an easy consequence of the direct method of calculus of variations. Indeed, for \(\mu \in \mathcal{P}_p(\Omega)\) and \(C > 0\), the set \(\{ \rho \in \mathcal{P}_p(\Omega) : W_p(\rho, \mu) \leq C \}\) is tight and the objective functional is weakly lower semicontinuous with respect to the narrow convergence of probability measures. However, for \(\mathcal{P}_p^\circ[\mu]\) to be well-defined, we would need to have the uniqueness of a minimizer in (1.1). This turns out to be a
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subtle question and it is linked to the strict convexity of \( \rho \mapsto W^p_p(\rho, \mu) \) and/or the curvature properties of \((P_p(\Omega), W_p)\).

While \( \rho \mapsto W^p_p(\rho, \mu) \) is known to be convex with respect to the ‘flat’ convex combination of probability measures, i.e. along \([0, 1] \ni t \mapsto (1-t)\rho_0 + t\rho_1\), its strict convexity typically fails, unless additional conditions are imposed on \( \mu \) (for instance absolute continuity with respect to \( \mathcal{L}^d|\Omega; \Omega\); see \cite[Proposition 7.17-7.19]{19}). From the geometric viewpoint however, when studying properties of projection operators, it is more natural to consider the notion of geodesic convexity (which is also referred to as displacement convexity in the case of \((P_p(\Omega), W_p)\); see \cite{15, 1}). This notion is intimately linked to the curvature properties of the space. By \cite[Section 7.3]{1} we know that when \( d \geq 2 \), \((P_2(\Omega), W_2)\) is a positively curved space in the sense of Alexandrov, and so the mapping \( \rho \mapsto W^2_2(\rho, \mu) \) in general is not geodesically \( \lambda \)-convex, for any \( \lambda \in \mathbb{R} \). Similarly, it could be expected that \((P_p(\Omega), W_p)\) is also non-negatively curved for \( p \neq 2 \). However, to the best of our knowledge, a precise result on the curvature properties of \((P_p(\Omega), W_p)\) when \( p \neq 2 \) seems unavailable in the literature at this point.

These considerations let us conclude that the uniqueness of the projection onto closed and geodesically convex sets \( \mathcal{K} \) fails in general. To illustrate this fact, consider the following example. Let \( \Omega = \mathbb{R}^2 \), and let

\[
\mathcal{K} := \left\{ \frac{1}{2} \delta_{(-x, 2)} + \frac{1}{2} \delta_{(x, -2)} : x \in [-1, 1] \right\}
\]

Then \( \mathcal{K} \) is a closed geodesically convex set in \((P_2(\Omega), W_2)\). Let \( \mu := \frac{1}{2} \delta_{(-1, 0)} + \frac{1}{2} \delta_{(1, 0)} \). Clearly, both measures \( \rho_0 := \frac{1}{2} \delta_{(-1, 2)} + \frac{1}{2} \delta_{(1, -2)} \) and \( \rho_1 := \frac{1}{2} \delta_{(1, 2)} + \frac{1}{2} \delta_{(-1, -2)} \) belong to \( \mathcal{K} \) and have the same minimal \( W_2 \) distance from \( \mu \). So the projection of \( \mu \) onto \( \mathcal{K} \) cannot be defined in a unique way in this case.

Because of this reason, in our study we will focus on some particular geodesically convex closed subsets \( \mathcal{K} \subset (P_p(\Omega), W_p) \) onto which we can guarantee the uniqueness of the projected measure in (1.1).

For a given \( \lambda > 0 \), we consider

\[
K^\lambda_p(\Omega) := \left\{ \rho \in P_p(\Omega) \cap L^1(\Omega) \text{ and } 0 \leq \rho \leq \lambda \text{ a.e.} \right\},
\]

that is the subset of absolutely continuous probability measures having densities uniformly bounded above by \( \lambda \). We sometimes use the notation \( K_p(\Omega) \) for \( K^1_p(\Omega) \).

As we show in Lemma 2.3, \( K_p(\Omega) \) is a closed geodesically convex subset of \((P_p(\Omega), W_p)\). More importantly, arguments verbatim to the ones in \cite[Proposition 5.2]{6} (which give a saturation characterization of the projected measure) let us conclude that the projection problem (1.1) onto \( K_p(\Omega) \) has a unique solution for any \( p > 1 \) (only the case \( p = 2 \) was considered in \cite{6}). A secondary motivation behind the consideration of these particular subsets is the following: in recent years the set \( K_2(\Omega) \) received some special attention in applications of optimal transport techniques to study the well-posedness and further properties of PDEs arising in crowd motion models under density constraints. For a non-exhaustive list of references on this subject we refer to \cite{14, 16, 6, 17}.

**A non-exhaustive literature review of the curvature properties of \( p \)-Wasserstein spaces.** The study of curvature properties of metric spaces has a long and fruitful history. For a very good exposition of the subject we refer to the monographs \cite{3, 8}. Compared to this, the study of the curvature properties of Wasserstein spaces started only relatively recently. It seems that \cite[Section 4.5]{18} gave the first formal arguments for the fact that \( W_2(\mathbb{R}^d) \) has nonnegative (sectional) curvature, and that \( W_2(\mathbb{R}^d) \) is flat for \( d = 1 \) and non-flat for \( d > 1 \). A similar claim has been made in \cite[Corollary 2]{12} (in the case when the ambient space is a smooth Riemannian manifold with nonnegative sectional curvature). Positive curvature of the 2-Wasserstein space in the sense of Alexandrov has been discussed in \cite[Proposition 2.10]{20} and \cite[Section 7.3]{1} (for metric spaces with positive curvature in the sense of Alexandrov, as ambient spaces) and in \cite[Theorem A.8]{13} (in the case of smooth Riemannian manifolds with nonnegative sectional curvature, as ambient spaces). The vanishing curvature of \( W_2(\mathbb{R}) \) has been mentioned also in \cite{10}, and \cite[Remark 2.10]{2} discusses why the non-positive curvature of a metric space \( X \) cannot be inherited by \( W_2(X) \). It seems to us, however, that a detailed study of the curvature properties of \( p \)-Wasserstein spaces, for \( p \neq 2 \), is not available in the literature. Therefore, in this paper we propose some potential steps in this direction.
Our contributions in this paper.

Nonexpansiveness of $P_{\Omega}^p$ onto $K_p(\Omega)$.

First, we investigate the question of nonexpansiveness of the projection operator $P_{\Omega}^p$ onto the set $K_p(\Omega)$. When $d = 1$, it is well-known that $P_2(\mathbb{R})$ is isometrically isomorphic to a closed convex subset of a Hilbert space (the space of nondecreasing functions belonging to $L^2([0,1];\mathbb{R})$, see [1, Section 9.1]). Therefore, $(P_2(\mathbb{R}), W_2)$ can be regarded as a flat space and so it is expected that $P_{\mathbb{R}}^2$ is nonexpansive onto closed geodesically convex subsets $K \subseteq P_2(\mathbb{R})$. Indeed, every closed geodesically convex subset $K \subseteq P_2(\mathbb{R})$ corresponds to a closed convex subset of $L^2([0,1];\mathbb{R})$. For instance, the space $K_2(\mathbb{R})$ defined in (1.2) corresponds to $\{X \in L^2([0,1];\mathbb{R}) : X' \geq 1 \ a.e.\}$. Therefore, the projection problem from $(P_2(\mathbb{R}), W_2)$ onto $K_2(\mathbb{R})$ can be transferred to a projection problem in a Hilbertian setting, which has the nonexpansive property. Returning to the original setting via the isometric isomorphism, it follows that $P_{\mathbb{R}}^2$ is nonexpansive. When $p \neq 2$, the nonexpansiveness property of projection operators on $L^p$ spaces is a more subtle question (see for instance [4]) and therefore a conclusion similar to the one when $p = 2$ seems to be nontrivial. In the case when $d > 1$, even for $p = 2$, it is not possible to identify $(P_2(\mathbb{R}^d), W_2)$ with a subset of a Hilbert space (and in particular, as discussed before, this space will not be flat). Therefore in those cases, the question of nonexpansiveness seems to be highly nontrivial.

When $p = 2$, Theorem 4.1 presents a sort of weak nonexpansiveness property of the projection in arbitrary dimensions. Here we show that the left hand side of the inequality in (Q) is always bounded above by the transportation cost of a certain suboptimal plan between the original measures. This suboptimal plan becomes optimal in two extreme scenarios: either when $d = 1$ or when one of the original measures $\mu, \nu$ is a Dirac mass. So, this yields the nonexpansiveness of the projection operator when $d = 1$ (see Corollary 4.2) or when one of the measures is a Dirac mass (see Corollary 4.3).

By [11, Theorem 2.3] and [3, Proposition 2.4 of Chapter II.2], we know that both smooth Riemannian manifolds with non-positive sectional curvature and Alexandrov spaces with non-positive curvature satisfy the projection nonexpansiveness property. To the best of our knowledge, it is unclear whether the non-positive curvature condition of these spaces in general (beyond Riemannian manifolds) is also a necessary condition to ensure the nonexpansiveness of the projection operator in general.

When $d \geq 2$, as previously discussed, $(P_p(\Omega), W_p)$ is expected to be non-negatively curved (even for $p \neq 2$). Therefore, there is good reason to anticipate that there exist closed geodesically convex subsets $K \subseteq P_p(\Omega)$ onto which the projection operator $P_p$ fails to be nonexpansive (whenever it is well-defined). Indeed, we show in the second half of Section 4 that in the case $K = K_p(\Omega)$, nonexpansiveness fails in two regimes: either when $p > 1$ is small enough (Proposition 4.5) or when it is large enough (Proposition 4.7).

More specifically, Proposition 4.5 shows that there exists $p(d) > 1$ small such that for any $p \in (1, p(d))$, the projection operator $P_{\Omega}^p$ onto $K_p(\mathbb{R}^d)$ fails to be nonexpansive. In our construction, we provide a quantitative asymptotic description of $p(d)$ as a function of $d$, for $d$ large. Proposition 4.7 shows that there exists a closed convex set $\Omega \subseteq \mathbb{R}^d$ and a universal constant $C \geq 1$ (independent of the dimension) such that $P_{\Omega}^p$ fails to be nonexpansive for all $p \geq C d$.

The proofs of both of these propositions are constructive, i.e. we construct particular counterexamples to the nonexpansiveness property. Interestingly, relying again on Corollary 4.3, neither of the previous constructions provide a counterexample for $p = 2$. Heuristically, our results would provide an argument (in combination with [3, Proposition 2.4 of Chapter II.2]) for the fact that $(P_p(\Omega), W_p)$ is positively curved, when $p > 1$ is specified in the two regimes given by these propositions.

Nonnegative curvature properties of Wasserstein spaces.

Based on the results in hand regarding the nonexpansiveness properties of the projection operators, we go on and study further curvature properties of Wasserstein spaces $(P_p(\mathbb{R}^d), W_p)$ in a non-heuristic sense, without restrictions on $p$. In metric geometry, it is well-known that the so-called Busemann non-positively curved (NPC) spaces admit a natural characterization via a projection nonexpansivity property. In Section 5 we show that Wasserstein spaces fail to be Busemann NPC spaces. It is also well-known that every
Alexandrov NPC space is a Busemann NPC space. Therefore, Wasserstein spaces also fail to be Alexandrov NPC spaces. To the best of our knowledge, this was previously known only for $p = 2$.

Our main results from Section 5 are summarized in Theorem 5.8 and Theorem 5.9. Here, we show in particular that if $d \geq 2$ and $1 \leq p \leq \infty$, no open subspace of $W_p(\mathbb{R}^d)$ is a Busemann NPC space. This implies that $W_p(\mathbb{R}^d)$ has positive upper curvature in the sense of Definition 5.3. To date, this seems to be the first characterization regarding the curvature properties of $W_p(\mathbb{R}^d)$, for $d \geq 2$ and $p \neq 2$.

For simplicity of presentation of our main ideas, in this manuscript we consider only the case when the ambient space is (a subset of) a flat Euclidean space $\mathbb{R}^d$. We expect our results to remain true in the case of smooth Riemannian manifolds that satisfy suitable nonnegative curvature bounds. However, we leave these questions to future study.

The structure of the rest of the paper is as follows. In Section 2 we recall some preliminary results from optimal transport, and in Section 3 we study some geometric properties of the projection operator $P^2_{\Omega}$. These properties seem to be interesting in their own right: we show that $P^2_{\mathbb{R}^d}$ preserves barycenters of measures (see Proposition 3.1), and it satisfies a certain translation invariance with respect to distances between measures (see Proposition 3.3). Section 4 contains the proofs of our first main results: in Theorem 4.1 we show the ‘weak nonexpansiveness’ property of $P^2_{\Omega}$, and deduce the full nonexpansiveness in the two cases mentioned above (see Corollaries 4.2 and 4.3). Furthermore, Proposition 4.5 constructs the counterexample to the nonexpansiveness of $P^p_{\mathbb{R}^d}$ onto $K_p(\mathbb{R}^d)$ when $d \geq 2$ and $p \in (1, p(d))$, and studies the asymptotic behavior of $p(d)$ as the dimension becomes large. Here we give also the proof of Proposition 4.7, i.e. the failure of nonexpansiveness when $p$ is large enough. Finally, in Section 5, we study the nonnegative curvature properties of Wasserstein spaces from the point of view of Busemann NPC spaces, for general $p \in (1, +\infty)$. This section also contains the proofs of our last two main results, Theorems 5.8 and 5.9.

2. Preliminary results from optimal transport

Some properties of the projection operator $P^2_{\Omega}$ onto the set $K_2(\Omega)$ were studied in [6]. In particular, arguments verbatim to the ones presented there (see in particular [6, Proposition 5.2]) yield the following lemma.

**Lemma 2.1.** Let $p \in (1, +\infty)$ and let $\Omega \subseteq \mathbb{R}^d$ be closed and convex. Then for $K = K_p(\Omega)$ with $\mathcal{L}^d(\Omega) \geq 1$ and for any $\mu \in \mathcal{P}_p(\Omega)$, the problem (1.1) has a unique solution $P^p_{\Omega}[\mu]$. Moreover, there exists $B \subseteq \Omega$ Borel measurable such that

$$P^p_{\Omega}[\mu] = \mu^{ac} \mathbb{I}_B + \mathbb{I}_{\Omega \setminus B}.$$ 

**Remark 2.2.** In the case of $p = 2$, the projection $P^2_{\Omega}$ behaves well with respect to interpolation along generalized geodesics. Let $\mu, \nu_0, \nu_1 \in \mathcal{P}_2(\Omega)$ with $\mu$ absolutely continuous. Then there are optimal maps $T_0, T_1$ which send $\mu$ to $\nu_0, \nu_1$ respectively. For $t \in [0, 1]$, define the generalized geodesic connecting $\nu_0$ and $\nu_1$ with respect to $\mu$ by $\nu_t = (T_t)_\# \mu$, where $T_t = (1-t)T_0 + tT_1$. In [14], using the displacement 1-convexity of $W^2_2(\mu, \nu)$ along generalized geodesics, i.e. for all $t \in [0, 1]$

$$W^2_2(\mu, \nu_t) \leq (1-t)W^2_2(\mu, \nu_0) + tW^2_2(\mu, \nu_1) - t(1-t)W^2_2(\nu_0, \nu_1),$$

it was shown that $P^2_{\Omega}$ is locally $\frac{1}{2}$-Hölder continuous. Since this argument is relying on the “Hilbertian like” behavior of $W_2$, it is unclear to us whether such reasoning could be carried through for $p \neq 2$.

**Lemma 2.3.** Let $\Omega \subseteq \mathbb{R}^d$ be closed and convex such that $\mathcal{L}^d(\Omega) \geq 1$ and $p \in (1, +\infty)$. The subspace $K_p(\Omega)$ defined in (1.2) is closed and geodesically convex in $(\mathcal{P}_p(\Omega), W_p)$.

**Proof.** The closedness of $K_p(\Omega)$ is straightforward.

Let $\mu_0, \mu_1 \in K_p(\Omega)$. To show that $K_p(\Omega)$ is geodesically convex, we will show that the constant speed geodesic $[0, 1] \ni t \mapsto \mu_t$ connecting $\mu_0$ to $\mu_1$ is absolutely continuous with a density bounded above by 1. This is a consequence of [19, Theorem 7.28], however for completeness we provide a direct proof of this result.

First, by [9, Lemma 3.14], we have that $\mu_t \ll \mathcal{L}^d \mathbb{L}_\Omega$ for all $t \in [0, 1]$. 

To show the upper bound on $\mu_t$, we rely on the interpolation inequality for the Jacobian determinants of optimal transport maps provided in [9, Theorem 3.13] (see also [5] for $p = 2$). Let $\phi : \Omega \to \mathbb{R}$ be the unique $c$-concave Kantorovich potential in the transport of $\mu_0$ onto $\mu_1$. Then, by [9, Theorem 3.4], $T(x) := x - (\nabla \phi(x))^{q-2} \nabla \phi(x)$ (where $1/p + 1/q = 1$) is the unique optimal transport map between $\mu_0$ and $\mu_1$. Moreover, $T_i(x) := x - t(\nabla \phi(x))^{q-2} \nabla \phi(x)$ is the unique optimal transport map between $\mu_0$ and $\mu_t$.

Let us denote by $\Omega_{id} \subset \Omega$ the set where $\phi$ is differentiable and $\nabla \phi = 0$. Then, reasoning as in [9], we know that there exists a set $B \subset \Omega \setminus \Omega_{id}$ of full measure such that $\phi$ is twice differentiable on $B$ with $\det(DT(x)) > 0$ if $x \in B$. Then by [9, Theorem 3.13] we have

$$\det(DT_i(x)) \geq (1 - t) + t \det(DT(x)).$$

(2.1)

We remark that because our underlying space $\Omega$ is flat, the volume distortion coefficients present in the previous inequality (stated in [9] for general Finslerian manifolds) become 1.

By (2.1), if $\det(DT(x)) \geq 1$, we conclude that $\det(DT_i(x)) \geq 1$, while if $\det(DT(x)) \leq 1$, then $\det(DT_i(x)) \geq \det(DT(x))$. In conclusion,

$$\det(DT_i(x)) \geq \min \{1, \det(DT(x))\}.$$

Now, since $\mu_t = (T_i)_{\sharp} \mu_0$, when restricted to the set $B$, the change of variable formula yields

$$\mu_t(T_i(x)) = \frac{\mu_0(x)}{\det(DT_i(x))} \leq \frac{\mu_0(x)}{\min \{1, \det(DT(x))\}} \leq \max \{\mu_0(x), \mu_t(T(x))\} \leq 1.$$

When restricted to the relative complement of $B$, $T_i$ essentially is the identity map, where the upper bound is also clearly preserved. The result follows.

3. Some geometric properties of $P^2_{\Omega}$

3.1. Barycenters and translation invariance of $P^2_{\Omega}[\mu]$. Suppose for now that $\Omega = \mathbb{R}^d$, so we do not have to worry about boundaries. Then there are a few symmetries which one can exploit in Question Q. First, the projection operator $P^p_{\Omega}$ commutes with translations. When $p = 2$, the projection also preserves barycenters:

**Proposition 3.1.** Let $\mu \in P_2(\mathbb{R}^d)$ and $\rho := P^2_{\mathbb{R}^d}\mu$. Then

$$\int_{\mathbb{R}^d} x \, d\rho = \int_{\mathbb{R}^d} x \, d\mu.$$

**Proof.** For $h \in \mathbb{R}^d$, let $\tau : x \mapsto x + h$ denote the translation map by $h$. Then $\tau\rho \in K_2(\mathbb{R}^d)$. Thus if $\gamma$ is an optimal plan between $\mu$ and $\rho$, then by Lemma 3.2 (id, $\tau\gamma$) is optimal for $W_2(\mu, \tau\rho)$. Thus, by the optimality of both $\rho$ and $\gamma$,

$$W_2^2(\mu, \rho) = \int_{\mathbb{R}^d} |x-y|^2 \, d\gamma \leq W_2^2(\mu, \tau\rho) = \int_{\mathbb{R}^d} |x-y|^2 \, d((\text{id}, \tau)\gamma)$$

$$= \int_{\mathbb{R}^d} |x-y-h|^2 \, d\gamma = \int_{\mathbb{R}^d} |x-y|^2 \, d\gamma - 2h \cdot \int_{\mathbb{R}^d} (x-y) \, d\gamma + |h|^2.$$

We conclude that $\int_{\mathbb{R}^d} (x-y) \, d\gamma = 0$, since otherwise one could set $h := \lambda \int_{\mathbb{R}^d} (x-y) \, d\gamma$ and by sending $\lambda \downarrow 0$, the previous inequality would yield a contradiction. The result follows.

**Lemma 3.2.** Let $\mu, \nu \in P_2(\mathbb{R}^d)$ and let $\nu' \in P_2(\mathbb{R}^d)$ a translation of $\nu$, i.e. $\nu' = \tau\nu$, where $\tau : x \mapsto x + h$ (for some given $h \in \mathbb{R}^d$). If $\gamma \in P_2(\mathbb{R}^d \times \mathbb{R}^d)$ is optimal for $W_2^2(\mu, \nu)$, then $\tau\gamma$ is optimal for $W_2(\mu, \nu')$.

**Proof.** It is immediate to check that $\tilde{\gamma} := (\text{id}, \tau)\gamma$ is an admissible plan for $W_2(\mu, \nu')$. 

By [21, Theorem 5.10] (see also [19, Section 1.6.2]) it is enough to show that \( \hat{\gamma} \) has cyclic monotone support. Let \( n \in \mathbb{N} \). We notice that a collection of \( n \) points from \( \text{spt}(\gamma) \) has the form \( (x_i, y_i + h)_{i=1}^n \), where \( (x_i, y_i) \in \text{spt}(\gamma) \), \( i \in \{1, \ldots, n\} \). Let \( \sigma : \{1, \ldots, n\} \to \{1, \ldots, n\} \) be a permutation of \( n \) letters. Then we have

\[
\sum_{i=1}^n |x_i - y_i - h|^2 = \sum_{i=1}^n |x_i - y_i|^2 - 2 \sum_{i=1}^n (x_i - y_i) \cdot h + n|h|^2
\]

\[
\leq \sum_{i=1}^n |x_i - y_{\sigma(i)}|^2 - 2 \sum_{i=1}^n (x_i - y_i) \cdot h + n|h|^2 = \sum_{i=1}^n |x_i - y_{\sigma(i)} - h|^2,
\]

where in the inequality we have used the cyclic monotonicity of \( \text{spt}(\gamma) \). The result follows. \( \square \)

From these observations one obtains the following “translation invariance” when \( p = 2 \) and the ambient space is \( \mathbb{R}^d \).

**Proposition 3.3.** Let \( \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d) \) and \( \nu' \) a translate of \( \nu \). Then

\[
W_2^2(\mu, \nu) - W_2^2(\mathcal{P}_{\nu}[\mu], \mathcal{P}_{\nu'}[\nu]) = W_2^2(\mu, \nu') - W_2^2(\mathcal{P}_{\nu}[\mu], \mathcal{P}_{\nu'}[\nu']).
\]

**Proof.** Denote \( \rho := \mathcal{P}_{\nu}[\mu], \sigma := \mathcal{P}_{\nu}[\nu], \) and \( \sigma' := \mathcal{P}_{\nu'}[\nu] \). Let \( \gamma \in \Pi_{\rho}(\mu, \nu) \) and \( \eta \in \Pi_{\sigma}(\rho, \sigma) \). If \( \tau : x \mapsto x + h \) is the translation map which pushes forward \( \nu \) onto \( \nu' \), then we can construct optimal plans \( \gamma', \eta' \) from \( \mu, \rho \) to \( \nu', \sigma' \), respectively, by \( \gamma' = (\text{id}, \tau) \gamma \) and \( \eta' = (\text{id}, \tau) \eta \) (see Lemma 3.2; here we have also used the fact that the projection of the translate of a measure is the translate of the projection). Thus

\[
W_2^2(\mu, \nu') - W_2^2(\rho, \sigma') = \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y - h|^2 \, d\gamma - \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\eta
\]

\[
= \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\gamma - \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \, d\eta
\]

\[
- 2h \cdot \int_{\mathbb{R}^d \times \mathbb{R}^d} (x - y) \, d\gamma + 2h \cdot \int_{\mathbb{R}^d \times \mathbb{R}^d} (x - y) \, d\eta
\]

\[
= W_2^2(\mu, \nu) - W_2^2(\rho, \sigma) + 2h \cdot \left( \int_{\mathbb{R}^d} x \, d\rho - \int_{\mathbb{R}^d} x \, d\mu \right) + 2h \cdot \left( \int_{\mathbb{R}^d} y \, d\nu - \int_{\mathbb{R}^d} y \, d\sigma \right),
\]

and the last two terms vanish by Proposition 3.1. \( \square \)

In particular, any counterexample \( \mu, \nu \) to nonexpansiveness must remain a counterexample when \( \mu, \nu \) are replaced by translates of themselves. This already eliminates several candidates \( \mu, \nu \) that may seem like potential counterexamples at first sight.

4. Nonexpansiveness vs. failure of nonexpansiveness for \( \mathcal{P}_\Omega^p \)

Throughout this section, let \( \mu, \nu \in \mathcal{P}_p(\Omega) \), and set \( \rho = \mathcal{P}_\Omega^p(\mu) \) and \( \sigma = \mathcal{P}_\Omega^p(\nu) \). Denote the optimal transport plan from \( \rho \) to \( \sigma \) by \( \eta \). Note that since \( \rho, \sigma \) are absolutely continuous, \( \eta \) is induced by a map.

4.1. Weak nonexpansiveness of the projection when \( p = 2 \). In the theorem below one bounds the distance squared between \( \mu \) and \( \nu \) by the transportation cost of a slightly suboptimal transport plan. This is a sort of “weak nonexpansiveness.”

**Theorem 4.1.** Let \( \Omega \subseteq \mathbb{R}^d \) be a closed convex set. Let \( T, U : \Omega \to \Omega \) stand for the optimal maps from \( \rho, \sigma \) to \( \mu, \nu \), respectively. Take \( p = 2 \) and \( \gamma := (T, U)_\eta \in \Pi(\mu, \nu) \). Then

\[
W_2^2(\rho, \sigma) \leq \int_{\Omega \times \Omega} |x - y|^2 \, d\gamma(x, y).
\]
Proof. One can write
\[
\int_{\Omega \times \Omega} |x-y|^2 \, d\gamma = \int_{\Omega \times \Omega} |T(x) - U(y)|^2 \, d\eta = \int_{\Omega \times \Omega} |x - y + T(x) - x + y - U(y)|^2 \, d\eta \\
= \int_{\Omega \times \Omega} |x-y|^2 \, d\eta + 2 \int_{\Omega \times \Omega} (x-y) \cdot (T(x) - x + y - U(y)) \, d\eta \\
+ \int_{\Omega \times \Omega} |T(x) - x + y - U(y)|^2 \, d\eta \\
\geq \int_{\Omega \times \Omega} |x-y|^2 \, d\eta + 2 \int_{\Omega \times \Omega} (x-y) \cdot (T(x) - x) \, d\eta + 2 \int_{\Omega \times \Omega} (y-x) \cdot (U(y) - y) \, d\eta.
\]
Thus it suffices to show that
\[
\int_{\Omega \times \Omega} (x-y) \cdot (T(x) - x) \, d\eta \geq 0 \quad \text{and (by symmetry)} \quad \int_{\Omega \times \Omega} (y-x) \cdot (U(y) - y) \, d\eta \geq 0.
\]
For \( t \in (0, 1) \), let \( \pi_t(x, y) = (1-t)x + ty \). Then \( \rho_t := (\pi_t)_\# \eta \in K_2(\Omega) \) by the geodesic convexity of \( K_2(\Omega) \). The optimality of \( \rho \) in the definition of \( P^2_\Omega(\mu) \), together with the fact that \( \tilde{\eta} := (T, \pi_t)_\# \eta \in \Pi(\mu, \rho_t) \), implies
\[
W_2^2(\mu, \rho) \leq W_2^2(\mu, \rho_t) \leq \int_{\Omega \times \Omega} |x-y|^2 \, d\tilde{\eta} = \int_{\Omega \times \Omega} |T(x) - \pi_t(x, y)|^2 \, d\eta = \int_{\Omega \times \Omega} |T(x) - x + t(x-y)|^2 \, d\eta \\
= \int_{\Omega \times \Omega} |T(x) - x|^2 \, d\eta + 2t \int_{\Omega \times \Omega} (x-y) \cdot (T(x) - x) \, d\eta + t^2 \int_{\Omega \times \Omega} |x-y|^2 \, d\eta \\
= W_2^2(\mu, \rho) + 2t \int_{\Omega \times \Omega} (x-y) \cdot (T(x) - x) \, d\eta + t^2 W_2^2(\rho, \sigma).
\]
Thus, we have obtained
\[
-tW_2^2(\rho, \sigma) \leq 2 \int_{\Omega \times \Omega} (x-y) \cdot (T(x) - x) \, d\eta.
\]
Letting \( t \to 0 \), we conclude that
\[
\int_{\Omega \times \Omega} (x-y) \cdot (T(x) - x) \, d\eta \geq 0,
\]
as desired. \( \square \)

When \( \Omega \subseteq \mathbb{R} \), this theorem is enough to deduce that the answer to Question Q is yes.

Corollary 4.2. Suppose \( \Omega \subseteq \mathbb{R} \). Then \( P^2_\Omega \) is nonexpansive.

Proof. The plan \( \gamma \) defined in Theorem 4.1 is monotonically increasing, hence optimal. \( \square \)

Theorem 4.1 also implies nonexpansiveness when \( \Pi(\mu, \nu) \) is a singleton. This is for instance the case when one of the measures \( \mu, \nu \) is a Dirac mass.

Corollary 4.3. Suppose that \( \mu, \nu \) are such that \( \Pi(\mu, \nu) \) is a singleton. Then
\[
W_2(\rho, \sigma) \leq W_2(\mu, \nu).
\]

Proof. There is only one transport plan between \( \mu \) and \( \nu \), so using the notation of Theorem 4.1, \( \gamma \in \Pi(\mu, \nu) \) must be this plan. The result follows. \( \square \)

Remark 4.4. In general, \( \gamma \in \Pi(\mu, \nu) \) in the statement of Theorem 4.1 does not need to be optimal. In the case of \( \Omega = \mathbb{R}^2 \), consider for instance \( \mu = \frac{1}{2} \delta_{(R,0)} + \frac{1}{2} \delta_{(-R,0)} \) and \( \nu = \frac{1}{2} \delta_{(t,1)} + \frac{1}{2} \delta_{(-t,-1)} \), where \( R \) is large and \( t \) is small. For \( t > 0 \), the optimal map from \( \mu \) to \( \nu \) sends all the mass from \((R,0)\) to \((t,1)\), and all the mass from \((-R,0)\) to \((-t,-1)\). On the other hand, for \( t < 0 \), the optimal map sends all the mass from \((R,0)\) to \((-t,-1)\), and all the mass from \((-R,0)\) to \((t,1)\). This means that the optimal plan from \( \mu \) to \( \nu \) does not vary continuously with \( t \) (it is discontinuous at \( t = 0 \)). However, one can see that the plan \( \gamma \) does depend continuously on \( t \), so it cannot be optimal.
4.2. Failure of nonexpansiveness of \( P_{R^d}^p \) for \( d > 1 \) and \( p \) small. A restriction on \( p \) is necessary in the statement of Proposition 4.5. For \( p \) very close to 1, the proof of the following proposition illustrates a counterexample to the nonexpansive property of \( P_{R^d}^p \) onto \( K_p(R^d) \).

**Proposition 4.5.** Let \( \Omega = R^d \) with \( d > 1 \). Then there exists \( p(d) > 1 \) such that \( P_{\Omega}^p \) fails to be nonexpansive with respect to the \( p \)-Wasserstein distance for \( 1 < p < p(d) \). In fact, one can take

\[
p(d) = 1 + \frac{1}{O(d^2 \log d)}.
\]

In the proof below we use the following conventions: for positive quantities \( A, B \) possibly depending on various parameters, we write \( A \lesssim B \) if \( A \leq CB \) with \( C \) an absolute constant, \( A \gtrsim B \) if \( B \lesssim A \), and \( A \sim B \) if \( A \lesssim B \lesssim A \).

**Proof of Proposition 4.5.** Let \( R > 0 \) be the radius of the ball of volume \( \frac{1}{2} \). Let \( \mu = \frac{1}{2} \delta_{(0, \ldots, 0)} + \frac{1}{2} \delta_{(2R, 0, \ldots, 0)} \) and \( \nu = \delta_{(0, \ldots, 0)} \). Then \( \rho = P_{\Omega}^p(\mu) \) and \( \sigma = P_{\Omega}^p(\nu) \) are the restriction of Lebesgue measure to

\[
\{ x \in R^d : |x| \leq R \text{ or } |x - (2R, 0, \ldots, 0)| \leq R \} \quad \text{and} \quad \{ x \in R^d : |x| \leq 2^{1/d} R \}
\]

respectively. Let \( \gamma \in \Pi(\mu, \nu) \) and \( \eta \in \Pi(\rho, \sigma) \) be arbitrary transport plans. We will show that

\[
(4.1) \int_{R^d \times R^d} |x - y| \, d\eta > \int_{R^d \times R^d} |x - y| \, d\gamma
\]

with an explicit lower bound on the difference; then we obtain the desired inequality

\[
\int_{R^d \times R^d} |x - y|^p \, d\eta > \int_{R^d \times R^d} |x - y|^p \, d\gamma
\]

for \( p \in [1, p(d)] \) by continuity in \( p \).

The right hand side of (4.1) is necessarily equal to

\[
(4.2) \int_{R^d \times R^d} |x - y| \, d\gamma = R = \int_{R^d} x_1 \, d\rho - \int_{R^d} y_1 \, d\sigma = \int_{R^d \times R^d} (x_1 - y_1) \, d\eta.
\]

Thus to get a quantitative form of (4.1), it is enough to estimate

\[
(4.3) \int_{R^d \times R^d} (|x - y| - |x_1 - y_1|) \, d\eta
\]

from below. Given \( x \in R^d \), denote \( x' = (x_2, \ldots, x_d) \in R^{d-1} \). Let

\[
E = \{ y \in R^d : 1.1^{1/d} R \leq |y'| \leq 1.9^{1/d} R \quad \text{and} \quad |y_1| \leq \sqrt{2^{2/d} - 1.9^{2/d} R} \} \subseteq \{ x \in R^d : |x| \leq 2^{1/d} R \} = \text{spt} \sigma.
\]

Suppose \( (x, y) \in \text{spt} \eta \) with \( y \in E \). Then \( |x'| \leq R \), so

\[
|x' - y'| \geq (1.1^{1/d} - 1) R = R \int_0^{1/d} 1.1^t \log 1.1 \, dt \gtrsim R/d.
\]

On the other hand

\[
|x - y| \leq \text{diam} \{ \text{spt} \rho \cup \text{spt} \sigma \} \lesssim R.
\]

Combining these two facts yields

\[
|x - y| - |x_1 - y_1| \gtrsim \left( \sqrt{1 + \frac{1}{d^2}} - 1 \right) R \gtrsim R/d.
\]

Plugging this into (4.3) and recalling (4.2), we deduce that

\[
(4.4) \int_{R^d \times R^d} |x - y| \, d\eta - \int_{R^d \times R^d} |x - y| \, d\gamma \geq \int_{R^d \times R^d} (|x - y| - |x_1 - y_1|) \, d\eta \geq \int_{R^d \times E} (|x - y| - |x_1 - y_1|) \, d\eta \gtrsim \sigma(E) \frac{R}{d^2}.
\]
In computing $\sigma(E)$, it will be convenient to write $\text{Vol}_n(r)$ for the volume of the $n$-dimensional ball of radius $r$, and $\text{Rad}_n(v)$ for the radius of the $n$-dimensional ball of volume $v$. Then $R = \text{Rad}_d(1/2)$ by definition, and by classical formulas,

$$\text{Vol}_n(r) = \frac{\pi^{n/2}}{\Gamma(n/2 + 1)} r^n \quad \text{and} \quad \text{Rad}_n(v) = \frac{\Gamma(n/2 + 1)^{1/n}}{\sqrt{\pi}} v^{1/n} \sim \sqrt{n} v^{1/n}.$$ 

Thus $R \sim \sqrt{d}$, and

$$\sigma(E) = 2\sqrt{2^{2/d} - 1.9^{2/d}} R[\text{Vol}_{d-1}(1.9^{1/d} R) - \text{Vol}_{d-1}(1.1^{1/d} R)] \sim \frac{R}{\sqrt{d}} \text{Vol}_{d-1}(R) = \frac{1}{\sqrt{d}} \frac{R \text{Vol}_{d-1}(R)}{\text{Vol}_d(R)} \text{Vol}_d(R) \sim \frac{1}{\sqrt{d}} \frac{\Gamma(d/2 + 1)}{\Gamma((d - 1)/2 + 1)} \sim 1,$$

where the final estimate follows from Stirling's asymptotic for the Gamma function and from the fact that by the choice of $R$, $\text{Vol}_d(R) = \frac{1}{2}$. From (4.4) we therefore conclude

$$(4.5) \quad \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\eta - \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\gamma \gtrsim \frac{1}{d^{3/2}}.$$

The inequality we need to prove is

$$(4.6) \quad \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p \, d\gamma < \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p \, d\eta$$

for $p \in (1, p(d))$. If $c > 0$ is the implied constant in (4.5), then (4.6) will follow from (4.5) as long as $p$ is small enough that

$$\left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p \, d\gamma - \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\gamma \right] + \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\eta - \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p \, d\eta \right] < \frac{c}{d^{3/2}}.$$ 

The first term in brackets is simply

$$\int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^p \, d\gamma - \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\gamma = 2^{p-1} R^p - R.$$

Because of the general inequality $t - t^p \leq p - 1$ for all $t \geq 0$ and $p \geq 1$, the second term in brackets must be at most $p - 1$. Thus (4.6) holds whenever

$$2^{p-1} R^p - R + p - 1 < \frac{c}{d^{3/2}}.$$ 

One can estimate

$$2^{p-1} R^p - R \lesssim (p - 1) R^p \log R \lesssim (p - 1) d^{p/2} \log d$$

for $p$ bounded, so it is enough if

$$(p - 1)(1 + d^{p/2} \log d) < \frac{c'}{d^{3/2}}$$

for some smaller absolute constant $c' > 0$. This is true for

$$p < 1 + \frac{1}{O(d^2 \log d)},$$

as long as the implied constant is sufficiently large. \hfill \square

Remark 4.6. Let us note as a consequence of Corollary 4.3 that this construction is not a counterexample when $p = 2$. “
4.3. Failure of nonexpansiveness of $P_{\Omega}^{p}$ for $d > 1$ and $p$ large.

Proposition 4.7. Let $d > 1$. Then there is a closed convex set $\Omega \subseteq \mathbb{R}^d$ and a universal constant $C \geq 1$ such that $P_{\Omega}^{p}$ fails to be nonexpansive with respect to the $p$-Wasserstein distance for all $p \geq Cd$.

Proof. Take $\Omega$ to be the cone
$$\Omega := \{ x = (x_1, x') \in \mathbb{R} \times \mathbb{R}^{d-1} = \mathbb{R}^d : |x'| \leq \varepsilon x_1 \},$$
where $\varepsilon \in (0, 1]$ is a small constant to be chosen later. Let $R$ denote the radius of the $d$-dimensional ball of unit volume. Set $S = 3\varepsilon^{-1}R$, and let $\nu = \delta_{(s,0,\ldots,0)}$ be a Dirac mass at the point $S$ along the $x_1$ axis. Then the ball of unit volume around $(S,0,\ldots,0)$ is contained in $\Omega$, so $P_{\Omega}^{p}[\nu]$ is the Lebesgue measure restricted to this ball.

For $t \geq 0$, let
$$\Omega_t := \{ x \in \Omega : x_1 \leq t \}.$$ Denote the volume of the unit $(d-1)$-dimensional ball by $V$. Then
$$\text{Vol}_d(\Omega_t) = \int_0^t \text{Vol}_{d-1}(\{ x' \in \mathbb{R}^{d-1} : |x'| \leq \varepsilon x_1 \}) \, dx_1 = V \varepsilon^{d-1} \int_0^t x_1^{d-1} \, dx_1 = \frac{V}{d} \varepsilon^{d-1} t^d.$$
Set
$$s = \frac{1}{2} \left( \frac{d}{V} \right)^{\frac{1}{d}} \varepsilon^{-(1-\frac{1}{d})},$$
so that $\text{Vol}_d(\Omega_{2s}) = 1$. Let $\mu = \delta_{(s,0,\ldots,0)}$. By saturation [6, Proposition 5.2], $P_{\Omega}^{p}\mu$ is Lebesgue measure on $\text{spt} P_{\Omega}^{p}\mu$, which is the intersection of $\Omega$ and a ball centered at $(s,0,\ldots,0)$. This ball must have radius at least $s$, as otherwise it would be strictly contained in $\Omega_{2s}$, which has volume 1. In particular, $\text{spt} (P_{\Omega}^{p}[\mu]) \supset \Omega_{s/2}$. The distance between $\Omega_{s/2}$ and $\text{spt} (P_{\Omega}^{p}[\nu])$ is $S - R - s/2$. From this we deduce the lower bound
$$W_p^p(P_{\Omega}^{p}[\mu], P_{\Omega}^{p}[\nu]) \geq \text{Vol}(\Omega_{s/2}) (S - R - \frac{s}{2})^p = \frac{1}{4^d} (S - R - \frac{s}{2})^p.$$
On the other hand,
$$W_p^p(\mu, \nu) = (S - s)^p.$$
Thus it suffices to show that we can choose $\varepsilon$ such that
$$\frac{1}{4^d} (S - R - \frac{s}{2})^p > (S - s)^p$$
whenever $p \geq Cd$ for some absolute constant $C$. If we pick $\varepsilon$ such that $s > 2R$, then this inequality is equivalent to
$$p > \left[ \log_4 \frac{S - R - s/2}{S - s} \right]^{-1} d = \left[ \log_4 \left( 1 + \frac{s/2 - R}{S - s} \right) \right]^{-1} d$$
(4.7)
Let us underline that the condition $s > 2R$ is necessary to ensure that this logarithm is positive. Furthermore, by construction we always have that $S > s$, for $\varepsilon$ small. By the standard formula for the volume of a ball and Stirling’s approximation,
$$R \sim \sqrt{d} \quad \text{and} \quad V \sim \frac{1}{\sqrt{d-1}}.$$
The latter is equivalent to $V^{\frac{1}{d}} \sim \frac{1}{\sqrt{d}}$. Therefore
$$s \sim \sqrt{d} \varepsilon^{-(1-\frac{1}{d})} \quad \text{and} \quad S \sim \sqrt{d} \varepsilon^{-1}.$$
These asymptotics show that if $\varepsilon$ is a sufficiently small absolute constant, then the constraint $s > 2R$ will be met, and
$$\frac{s/2 - R}{S - s} \sim \varepsilon^{\frac{1}{2}}.$$
Thus the inequality (4.7) holds as long as $p \geq Cd$, where the constant $C$ can be taken to satisfy $C \lesssim \varepsilon^{-1/d} \lesssim 1$. Let us underline that $C$ can be chosen to be a universal constant, i.e., independent of $\Omega, d, \mu, \nu$. We saw
that the above choices of $\Omega, \mu, \nu$ provide a counterexample to nonexpansiveness of $P^p_{\Omega}$ whenever (4.7) holds, so the proof is complete.

Remark 4.8. We note, as in Remark 4.6, that by Corollary 4.3 this cannot be a counterexample when $p = 2$.

5. Nonnegative curvature properties of Wasserstein spaces

In this section we show that Wasserstein spaces behave as if they are nowhere non-positively curved. There are several standard notions of non-positive curvature for metric spaces. In particular, below we recall the definition of a Busemann non-positively curved (NPC) space, and we state a criterion for non-positive curvature in terms of projections. It is well-known that a Riemannian manifold has non-positive sectional curvature if and only if it is a Busemann NPC space, and if and only if it satisfies the projection criterion (see [3] and [11, Theorem 2.3]). We show that Wasserstein spaces dramatically fail both of these criteria. As a corollary, Wasserstein spaces have nonnegative upper curvature in the sense of Definition 5.3.

Definition 5.1 (Busemann NPC space, [8]). A Busemann NPC space is a metric space which admits an open cover by geodesic subspaces, such that whenever $[0, 1] \ni t \mapsto \gamma_t$ and $[0, 1] \ni t \mapsto \eta_t$ are geodesics in one of these subspaces and $\gamma_0 = \eta_0$, the function $t \mapsto \text{dist}(\gamma_t, \eta_t)$ is convex.

Theorem 5.2. [8, Corollary 2.3.1] Every Alexandrov NPC space is a Busemann NPC space.

Definition 5.3 (Upper Alexandrov curvature). Let $X$ be a locally geodesic metric space. We define the upper (Alexandrov) curvature at a point $x \in X$ to be

$$\kappa(x) = \inf_{U} \sup_{\kappa} \kappa,$$

where the infimum is over all geodesic neighborhoods $U$ of $x$, and the supremum is over all $\kappa$ such that $U$ has curvature $\leq \kappa$ in the sense of Alexandrov. If $X$ is a Riemannian manifold, this is the maximum of the sectional curvatures at $x$. We say that $X$ has nonnegative upper curvature if $\kappa(x) \geq 0$ for all $x \in X$.

Definition 5.4. Given a subset $S$ of a metric space and a point $x$ in the space, write

$$P_S(x) := \{ s \in S : \text{dist}(x, s) = \text{dist}(x, S) \}.$$

This is the (set-valued) projection of $x$ onto $S$.

Definition 5.5 (Proximinal subset). Suppose $X$ is a metric space and $S \subseteq U \subseteq X$. Then $S$ is $U$-proximinal (resp. strongly $U$-proximinal) if $P_S(x)$ is nonempty (resp. a singleton) for all $x \in U$. We drop the prefix $U$-when $U = X$.

In [11], what we call “strongly $U$-proximinal” sets are instead called “$U$-Chebyshev” sets.

Definition 5.6 (Projection criterion). A metric space $X$ satisfies the projection criterion for non-positive curvature if it admits an open cover $X = \bigcup_{\alpha} U_{\alpha}$ by geodesic subspaces, such that whenever $S \subseteq U_{\alpha}$ is geodesically convex and $U_{\alpha}$-proximinal, one has

$$\text{dist}(P_S(x), P_S(y)) \leq \text{dist}(x, y) \quad \text{for all } x, y \in U_{\alpha}.$$

Remark 5.7. The content of the previous definition is [11, Definition 2.2], and we view this as a “criterion for non-positive curvature” because of [11, Theorem 2.3].

Our main results from this section are summarized in the following theorems.

Theorem 5.8. For $d \geq 2$ and $1 \leq p \leq \infty$, no open subspace of $W_p(\mathbb{R}^d)$ is a Busemann NPC space.

Theorem 5.9. For $d \geq 2$ and $1 < p < \infty$, no open subspace of $W_p(\mathbb{R}^d)$ satisfies the projection criterion.

As a consequence of Theorem 5.8 and Theorem 5.2, we have the following characterization.

Corollary 5.10. For $d \geq 2$ and $1 \leq p \leq \infty$, the Wasserstein space $W_p(\mathbb{R}^d)$ has positive upper curvature.

To prove these theorems, we produce “global counterexamples” to non-positive curvature in the lemmas below, and then we scale down these counterexamples to embed them into any open subspace of $W_p(\mathbb{R}^d)$. Similar arguments work with $W_p(\mathbb{R}^d)$ replaced by $W_p(\Omega)$ or $K_p(\Omega)$.
Lemma 5.11. Let $d \geq 2$ and $1 \leq p \leq \infty$. Let $\varepsilon > 0$. Then there are geodesics $(\mu_t)_{t \in [0,1]}, (\nu_t)_{t \in [0,1]}$ in $W_p(R^d)$ with $\mu_0 = \nu_0$ such that $W_p(\mu_1, \nu_1) \leq \varepsilon$ but $W_p\left(\mu_{\frac{1}{2}}, \nu_{\frac{1}{2}}\right) \gtrsim 1$.

Proof. We illustrate this in $R^2$; the same construction works in $R^d$ by embedding $R^2$ in $R^d$ in the usual way. Consider the geodesics

$$\mu_t = \frac{1}{2}\delta_{(t,1+t\varepsilon-t)} + \frac{1}{2}\delta_{(t,-1-t\varepsilon+t)} \quad \text{and} \quad \nu_t = \frac{1}{2}\delta_{(t,1+\varepsilon-t)} + \frac{1}{2}\delta_{(t,-1-\varepsilon+t)}, \ t \in [0,1].$$

These clearly satisfy the claims of the lemma.

Lemma 5.12. Let $d \geq 2$ and $1 \leq p < \infty$. Let $\varepsilon > 0$. There are measures $\mu, \nu \in W_p(R^d)$ and a geodesically convex and strongly proximinal subset $S \subseteq W_p(R^d)$ such that $W_p(\mu, \nu) \lesssim \varepsilon$ but $W_p(P_S(\mu), P_S(\nu)) \gtrsim 1$.

Proof. Again we illustrate this in $R^2$; an almost identical construction works in $R^d$. Let $Q^\pm$ be the rectangles

$$Q^+ = [-1,1] \times [2,3] \quad \text{and} \quad Q^- = [-1,1] \times [-3,-2],$$

and set $Q = Q^+ \cup Q^-$. Fix $1 < p < \infty$. Take $S \subseteq W_p(R^2)$ to be the set of measures $\mu$ supported in $Q$ with density bounded above by $\varepsilon^{-10}$ and with $\mu(Q^+) = \mu(Q^-) = \frac{1}{2}$.

Claim 1. The subset $S \subseteq W_p(R^2)$ is strongly proximinal.

Proof of Claim 1.

The proof is along the lines of the saturation argument which proves [6, Proposition 5.2] (take $f = 1_Q$ in the statement of that proposition). The only difference between our setting and the setting of [6] is that we impose the additional constraint on measures in $S$ that they should give equal mass to $Q^+$ and $Q^-$. This forces us to work a little harder than in [6] (without this additional constraint, the construction of the set $K$ in the next three paragraphs could be significantly simplified), but the underlying idea is the same.

Let $\mu \in W_p(R^2)$. We must show that $P_S(\mu)$ is a singleton. This set is certainly nonempty by weak-compactness and lower semi-continuity of $W_p(\cdot, \mu)$ with respect to the weak-* topology. Therefore it suffices to show that if $\rho_1, \rho_2 \in P_S(\mu)$, then $\rho_1 = \rho_2$. Suppose for a contradiction that $L^2(\{\rho_1 \neq \rho_2\}) > 0$, where $L^2$ denotes the Lebesgue measure on $R^2$. Since $\rho_i, i = 1, 2$, is absolutely continuous, and the cost function is strictly convex, there is a unique optimal transport plan $\eta$ from $\rho_i$ to $\mu$, and $\eta_i$ is induced by a map $T_i$, i.e. $\eta_i = (id, T_i)_*\rho_i$. This $T_i$ is defined and unique $\rho_i$-a.e. Equivalently, $T_i$ is defined and unique $L^2$-a.e. on $\{\rho_i \neq 0\}$.

Let $\rho = \frac{1}{2}\rho_1 + \frac{1}{2}\rho_2 \in S$. Consider the plan $\eta = \frac{1}{2}\eta_1 + \frac{1}{2}\eta_2$ from $\rho$ to $\mu$. By construction, the cost of this plan is exactly $W_p(\rho_1, \mu) = W_p(\rho_2, \mu)$, so by optimality of $\rho_1, \rho_2$ for the projection $P_S$, we must have $\rho \in P_S(\mu)$, and $\eta$ must be an optimal plan from $\rho$ to $\mu$. It follows from the optimality of $\eta$ and the absolute continuity of $\rho$ that $\eta$ is induced by a map $T$, so $\eta$ is supported on the graph of $T$. But $\eta$ is nonzero on the union of the graphs of $T_1, T_2$, so the only way $\eta$ can be supported on a graph is if $T_1, T_2, T$ agree on $\{\rho_1 \neq 0\} \cap \{\rho_2 \neq 0\}$.

Now consider $T_i|_{\{\rho_i \neq \rho_2\}}$. It cannot happen that this is the identity map for both $i = 1, 2$, because then the left hand side of the following equation is independent of $i$, but the right hand side is not:

$$\mu = (T_i)_*\rho_i = (T_1)_*(\rho_1 \mathbf{1}_{\{\rho_1 = \rho_2\}} + \rho_1 \mathbf{1}_{\{\rho_1 \neq \rho_2\}}) = T_2(\rho_2 \mathbf{1}_{\{\rho_1 = \rho_2\}} + \rho_2 \mathbf{1}_{\{\rho_1 \neq \rho_2\}}$$

(in the last equality here, the first terms agree because $T_1 = T_2 = T$ on $\{\rho_1 \neq 0\} \cap \{\rho_2 \neq 0\}$, and the second terms agree because $T_1 = T_2 = id$ on $\{\rho_1 \neq \rho_2\}$).

Thus $T|_{\{\rho_1 \neq \rho_2\}} \neq id$. By the definition of $S$, we have $\rho_1, \rho_2 \leq \varepsilon^{-10}$, so the strict inequality $\rho < \varepsilon^{-10}$ must hold on $\{\rho_1 \neq \rho_2\}$. In particular, we conclude that there is a subset $K \subseteq Q$ of positive measure on which $0 < \rho(x) < \varepsilon^{-10}$ and $T(x) \neq x$ for all $x \in K$ (fix versions of $T, \rho, K$ so that we can speak of “all” points instead of “almost all” points). Note here we have crucially used our original assumption that $\rho_1 \neq \rho_2$. By Lusin’s theorem, we may assume after passing to a further subset that $K$ is compact and $T, \rho$ are continuous when restricted to $K$. 
Let $x \in K$ be a Lebesgue point of $K$. Then $T(x) \neq x$, and $K$ contains most of the volume of a small ball around $x$, so there is a Lebesgue point $y$ of $K$ in such a ball so that $|y - T(x)| > |x - T(x)|$. Let $B_x, B_y$ be even smaller disjoint closed balls around $x, y$, such that

\[
|\hat{y} - \hat{x}| < |\hat{x} - \hat{z}|, \quad \forall \hat{x} \in B_x, \forall \hat{y} \in B_y, \forall \hat{z} \in T(K \cap B_x)
\]

(note $T(K \cap B_x)$ is contained in a small neighborhood of $T(x)$ because $T|_K$ is continuous). Without loss of generality, we reduce the radii of $B_x$ or $B_y$ further, if necessary, to have $L^2(K \cap B_x) = L^2(K \cap B_y)$. Let $\rho'$ be a probability measure obtained from $\rho$ by subtracting a small amount of mass from $K \cap B_x$ and adding back that same amount of mass to $K \cap B_y$. That is,

\[
\rho' = \rho - \alpha_0 \mathbb{1}_{(K \cap B_x)} + \alpha_0 \mathbb{1}_{(K \cap B_y)}
\]

for some $\alpha_0 > 0$ very small. If we take $\alpha_0$ to be sufficiently small, then since $\rho < \varepsilon^{-10}$ on $K$, we will have $\rho' \leq \varepsilon^{-10}$. In addition, since $x, y$ are close, $K \cap B_x$ and $K \cap B_y$ will be in the same rectangle $Q^+$ or $Q^-$, so the total mass of each rectangle will not change, i.e., $\rho'(Q^+) = \rho'(Q^-) = \frac{1}{2}$. Therefore $\rho' \in \mathcal{S}$.

To get a contradiction as desired, it remains to show that $\rho'$ is a better candidate for the projection of $\mu$ to $S$ than $\rho$. So we want to show $W_p(\rho', \mu) < W_p(\rho, \mu)$. Let $\eta'$ be a transport plan from $\rho'$ to $\mu$ obtained from the optimal plan $\eta$ from $\rho$ to $\mu$ as follows. Take $\eta'$ to agree with $\eta$ except on the mass which was transferred from $K \cap B_x$ to $K \cap B_y$, and send this mass to $T(K \cap B_x)$ in any way which makes $\eta'$ a valid plan from $\rho'$ to $\mu$. More precisely, we can define $\eta'$ as

\[
\eta' := \eta - \alpha_0 \mathbb{1}_{(K \cap B_x)} \otimes (\pi^y \eta) \mathcal{L}[(K \cap B_x) \times T(K \cap B_x)] + \alpha_0 \mathbb{1}_{(K \cap B_y)} \otimes (\pi^y \eta) \mathcal{L}[(K \cap B_y) \times T(K \cap B_x)]
\]

One readily checks that $\eta' \in \Pi(\rho', \mu)$. Now, we compute

\[
W_p(\rho', \mu) \leq \int_{\mathbb{R}^2} |x_1 - x_2|^p \, d\eta'(x_1, x_2)
\]

\[
= W_p(\rho, \mu) - \alpha_0 \int_{(K \cap B_x) \times T(K \cap B_x)} |x_1 - x_2|^p \, dx_1 \, d\mu(x_2)
\]

\[
+ \alpha_0 \int_{(K \cap B_y) \times T(K \cap B_x)} |x_1 - x_2|^p \, dx_1 \, d\mu(x_2)
\]

\[
< W_p(\rho, \mu),
\]

where the last inequality comes from (5.1). Indeed, for any fixed $\hat{x} \in B_x \cap K$ and $\hat{y} \in B_y \cap K$, (5.1) gives

\[
\int_{T(B_x \cap K)} |\hat{y} - x_2|^p \, d\mu(x_2) < \int_{T(B_x \cap K)} |\hat{x} - x_2|^p \, d\mu(x_2).
\]

Now (5.2) follows by integrating the left hand side of (5.3) on $B_y \cap K$ with respect to $\hat{y}$, integrating the right side on $B_x \cap K$ with respect to $\hat{x}$, and using Fubini’s theorem. This contradicts the optimality of $\rho$.

**Claim 2.** The subset $\mathcal{S} \subseteq W_p(\mathbb{R}^2)$ is geodesically convex.

**Proof of Claim 2.**

Since $\text{dist}(Q^+, Q^-) > \text{diam}(Q^\pm)$, the optimal transport plan $\eta$ between two measures $\rho, \sigma \in \mathcal{S}$ will never move mass from $Q^+$ to $Q^-$ or vice versa. More rigorously, suppose for a contradiction that $\eta(Q^+ \times Q^-) > 0$. From the definition of $\mathcal{S}$,

\[
\frac{1}{2} = \rho(Q^+) = \eta(Q^+ \times Q^+) + \eta(Q^+ \times Q^-),
\]

\[
\frac{1}{2} = \sigma(Q^+) = \eta(Q^+ \times Q^+) + \eta(Q^- \times Q^+),
\]

so

\[
c := \eta(Q^- \times Q^+) = \eta(Q^+ \times Q^-) > 0.
\]

Indeed, to see that we have equality in the previous line, we note that if $c = \eta(Q^- \times Q^+)$, then one must have that $\eta(Q^+ \times Q^-) = \frac{1}{2} - c$. Therefore, $\eta(Q^+ \times Q^+) = \frac{1}{2} - c$, and so $\eta(Q^+ \times Q^-) = \frac{1}{2} - (\frac{1}{2} - c) = c$. 


Let $\tilde{\eta}$ be a new transport plan from $\rho$ to $\sigma$ defined by
\[
\int_{Q \times \overline{Q}} f \, d\tilde{\eta} = \int_{Q^+ \times Q^+} f \, d\eta + \int_{Q^- \times Q^-} f \, d\eta + \frac{1}{c} \int_{Q^+ \times Q^-} \int_{Q^- \times Q^+} f(x, w) \, d\eta(z, w) \, d\eta(x, y) + \frac{1}{c} \int_{Q^- \times Q^+} \int_{Q^+ \times Q^-} f(x, w) \, d\eta(z, w) \, d\eta(x, y).
\]
The first two terms here say that $\tilde{\eta}$ agrees with $\eta$ on all the mass which $\eta$ keeps within the same rectangle. The two double integrals say that $\tilde{\eta}$ takes the mass which $\eta$ moves from $Q^\pm$ to $Q^\mp$ and instead moves it to the mass in $Q^\pm$ which, according to $\eta$, comes from $Q^\mp$. Thus $\tilde{\eta}$ takes $Q^+ \to Q^-$ and $Q^- \to Q^+$. It’s easy to check that the marginals of $\tilde{\eta}$ are $\rho, \sigma$ (this is why the normalization $\frac{1}{c}$ is there), so $\tilde{\eta} \in \Pi(\rho, \sigma)$ is a valid transport plan. Furthermore, $\tilde{\eta}$ is better than $\eta$ because
\[
\frac{1}{c} \int_{Q^\pm \times \overline{Q}} \int_{Q^\mp \times Q^\pm} |x - w|^p \, d\eta(z, w) \, d\eta(x, y) \leq \frac{1}{c} \int_{Q^\pm \times \overline{Q}} \int_{Q^\mp \times Q^\pm} \text{diam}(Q^\pm)^p \, d\eta(z, w) \, d\eta(x, y) = c \text{diam}(Q^\pm)^p < c \text{dist}(Q^+, Q^-)^p \leq \int_{Q^\pm \times Q^\mp} |x - w|^p \, d\eta.
\]
This contradicts the optimality of $\eta$, proving that indeed $\eta$ cannot move mass from $Q^+$ to $Q^-$ or vice versa. The geodesic connecting $\rho, \sigma$ is $[0, 1] \ni t \mapsto \rho_t := ((1 - t)x + ty)\# d\eta(x, y)$, which remains in $S$, so $S$ is geodesically convex.

We have now established the desired properties of $S$. It remains to construct suitable $\mu, \nu$. For $\varepsilon > 0$ small, let
\[
\mu = \frac{1}{2} \delta\{x \in \mathbb{R}^d : |x| < |\varepsilon|\} + \frac{1}{2} \delta\{x \in \mathbb{R}^d : |x| = |\varepsilon|\} \quad \text{and} \quad \nu = \frac{1}{2} \delta\{x \in \mathbb{R}^d : |x| < |\varepsilon|\} + \frac{1}{2} \delta\{x \in \mathbb{R}^d : |x| = |\varepsilon|\}
\]
(these measures are familiar from Lemma 5.11 because they are the same as $\gamma_1, \gamma_1$ in the proof of that lemma). Clearly $W_p(\mu, \nu) \lesssim \varepsilon$. By the saturation argument of [6, Proposition 5.2],
\[
P_S(\mu) = \varepsilon^{-10} \mathbf{1}_{B^+ \cap \overline{B^-} \cap Q} \, dx,
\]
where $B^\pm$ is the ball around ($\mp 1, \pm \varepsilon$) such that $B^\pm \cap Q$ has area $\frac{1}{2}\varepsilon^{10}$ (note that $B^\pm \cap Q$ is disjoint from $B^- \cap Q$). A little geometry shows that $B^\pm$ has radius $\leq 2$, so $P_S(\mu)$ is supported in $Q^\mu = Q^\mu_+ \cup Q^-_\mu$, where
\[
Q^\mu_+ = [-1, -0.9] \times [2, 2.1] \quad \text{and} \quad Q^-_\mu = [0.9, 1] \times [-2.1, -2]
\]
(assuming of course that $\varepsilon$ is small enough). Similarly, $P_S(\nu)$ is supported in $Q^\nu = Q^\nu_+ \cup Q^-_\nu$, where
\[
Q^\nu_+ = [0.9, 1] \times [2, 2.1] \quad \text{and} \quad Q^-_\nu = [-1, -0.9] \times [-2.1, -2].
\]
Thus
\[
W_p(P_S(\mu), P_S(\nu)) \geq \text{dist}(Q^\mu, Q^-) \geq 1.
\]

We now use the constructions in Lemmas 5.11 and 5.12 to prove Theorems 5.8 and 5.9, respectively.

**Proof of Theorem 5.8.** Once again we set $d = 2$ for ease of notation, but the same contraction works in higher dimensions. It suffices to check that given any open subspace $U \subseteq W_p(\mathbb{R}^2)$, there are geodesics $(\mu_t)_{t \in [0, 1]}, (\nu_t)_{t \in [0, 1]}$ in $U$ with $\mu_0 = \nu_0$ and $[0, 1] \ni t \mapsto W_p(\mu_t, \nu_t)$ non-convex. Fix $\rho \in U$. Since $\rho$ has finite $\rho$th moment, it can be approximated in $W_p$ by a measure with compact support. Thus we may assume from the start that $\rho$ has compact support. Let $h \in \mathbb{R}^2$ far outside the support of $\rho$, and let $(\mu'_t)_{t \in [0, 1]}, (\nu'_t)_{t \in [0, 1]}$ be the $h$-translates of the geodesics in the proof of Lemma 5.11, so
\[
\mu'_t = \frac{1}{2} \delta_{h+t-1, -\varepsilon+t} + \frac{1}{2} \delta_{h-t-1, -\varepsilon+t} \quad \text{and} \quad \nu'_t = \frac{1}{2} \delta_{h+t-1, 1-\varepsilon+t} + \frac{1}{2} \delta_{h-1, 1-\varepsilon+t},
\]
(fix $\varepsilon$ small here). Then take
\[ \mu_t = (1 - \varepsilon)\rho + \varepsilon\mu'_t \quad \text{and} \quad \nu_t = (1 - \varepsilon)\rho + \varepsilon\nu'_t. \]
These are geodesics for $h$ large enough (so that $\text{spt}(\rho)$ is far away from $\text{spt}(\mu'_t)$ and $\text{spt}(\nu'_t)$ for all $t \in [0,1]$), and then they lie in $\mathcal{U}$ for $\varepsilon$ small enough depending on $h$. They satisfy $\mu_0 = \nu_0$ and $W_p(\mu_1, \nu_1) \lesssim \varepsilon^{1+p}$, but $W_p(\mu'_t, \nu'_t) \gtrsim \varepsilon$, so $t \mapsto W_p(\mu_t, \nu_t)$ is non-convex.

\textbf{Proof of Theorem 5.9}. As above, we work in $\mathbb{R}^2$ for simplicity, but everything carries over to $\mathbb{R}^d$. It suffices to check that given any open subspace $\mathcal{U} \subseteq W_p(\mathbb{R}^2)$, there is a geodesically convex and strongly $W_p(\mathbb{R}^2)$-proximinal subspace $\mathcal{S} \subseteq \mathcal{U}$ such that the projection of $\mathcal{U}$ onto $\mathcal{S}$ is not nonexpansive. As in the proof of Theorem 5.8, let $\rho$ be a compactly supported measure in $\mathcal{U}$. Fix $h \in \mathbb{R}^2$ far outside the support of $\rho$, and then fix $\varepsilon$ small depending on $h$. Let $\mathcal{S}'$ be the $h$-translate of the space denoted by $\mathcal{S}$ in Lemma 5.12, so $\mathcal{S}'$ is the set of measures $\sigma$ supported in $Q = Q^+ \cup Q^-$, where
\[ Q^+ = h + ((-1, 1) \times [2,3]) \quad \text{and} \quad Q^- = h + ((-1, 1) \times [-3, -2]), \]
with density bounded above by $\varepsilon^{-10}$ and with $\sigma(Q^+) = \sigma(Q^-) = \frac{1}{2}$. Then take
\[ \mathcal{G} = \{(1 - \varepsilon)\rho + \varepsilon\sigma : \sigma \in \mathcal{S}'\}. \]
For $h$ large, $\mathcal{S}$ is strongly proximinal and geodesically convex by essentially the same arguments as in Lemma 5.12. For $\varepsilon$ small enough (having already fixed $h$), we have $\mathcal{G} \subseteq \mathcal{U}$.

Now let $\mu', \nu'$ be the $h$-translates of the measures in Lemma 5.12, so
\[ \mu' = \frac{1}{2}\delta_{h+(-1,\varepsilon)} + \frac{1}{2}\delta_{h+(1,\varepsilon)} \quad \text{and} \quad \nu' = \frac{1}{2}\delta_{h+(-1,-\varepsilon)} + \frac{1}{2}\delta_{h+(1,-\varepsilon)}. \]
Set
\[ \mu = (1 - \varepsilon)\rho + \varepsilon\mu' \quad \text{and} \quad \nu = (1 - \varepsilon)\rho + \varepsilon\nu'. \]
(again, $\mu, \nu \in \mathcal{U}$ for $\varepsilon$ sufficiently small). Then $W_p(\mu, \nu) \lesssim \varepsilon^{1+p}$, but by the arguments of Lemma 5.12,
\[ W_p(P_{\mathcal{G}}(\mu), P_{\mathcal{G}}(\nu)) \gtrsim \varepsilon. \]
Thus the projection of $\mathcal{U}$ onto $\mathcal{G}$ is not nonexpansive. \hfill \square

\textbf{Acknowledgements}. We thank Hugo Lavenant for his feedback on an earlier version of the manuscript.

\textbf{References}

[1] L. Ambrosio, N. Gigli, G. Savaré, \textit{Gradient flows in metric spaces and in the space of probability measures}. Second edition. Lectures in Mathematics ETH Zürich. Birkhäuser Verlag, Basel, (2008). x+334 pp.

[2] J. Bertrand, B. Kloeckner, A geometric study of Wasserstein spaces: Hadamard spaces. \textit{J. Topol. Anal.} 4 (2012), no.4, 515–542.

[3] M. R. Bridson, A. Haefliger, \textit{Metric spaces of non-positive curvature}. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 319. Springer-Verlag, Berlin, (1999). xxii+643 pp.

[4] R. E. Bruck, Jr, Nonexpansive projections on subsets of Banach spaces. \textit{Pacific J. Math.} 47 (1973), 341–355.

[5] D. Cordero-Erausquin, R.J. McCann, M. Schmuckenschläger, A Riemannian interpolation inequality à la Borell, Brascamp and Lieb. \textit{Invent. Math.} 146 (2001), no. 2, 219–257.

[6] G. De Philippis, A.R. Mészáros, F. Santambrogio, B. Velichkov, BV estimates in optimal transportation and applications. \textit{Arch. Ration. Mech. Anal.} 219 (2016), no. 2, 829–860.

[7] S. Di Marino, A.R. Mészáros, Uniqueness issues for evolution equations with density constraints. \textit{Math. Models Methods Appl. Sci.} 26 (2016), no. 9, 1761–1783.

[8] J. Jost, \textit{Nonpositive curvature: geometric and analytic aspects}. Lectures in Mathematics ETH Zürich. Birkhäuser Verlag, Basel, (1997). viii+108 pp.

[9] M. Kell, On interpolation and curvature via Wasserstein geodesics. \textit{Adv. Calc. Var.} 10 (2017), no. 2, 125–167.

[10] B. Kloeckner, A geometric study of Wasserstein spaces: Euclidean spaces. \textit{Ann. Sc. Norm. Super. Pisa Cl. Sci.} (5) 9 (2010), no. 2, 297–323.

[11] A. Kristály, D. Repovš, Metric projections versus non-positive curvature. \textit{Differential Geom. Appl.} 31 (2013), no. 5, 602–610.

[12] J. Lott, Some geometric calculations on Wasserstein space. \textit{Comm. Math. Phys.} 277 (2008), no.2, 423–437.

[13] J. Lott, C. Villani, Ricci curvature for metric-measure spaces via optimal transport. \textit{Ann. of Math.} (2) 169 (2009), no. 3, 903–991.
[14] B. Maury, A. Roudneff-Chupin, F. Santambrogio, A macroscopic crowd motion model of gradient flow type. *Math. Models Methods Appl. Sci.* 20 (2010), no. 10, 1787–1821.

[15] R.J. McCann, A convexity principle for interacting gases. *Adv. Math.* 128 (1997), no. 1, 153–179.

[16] A.R. Mézáros, F. Santambrogio, Advection-diffusion equations with density constraints. *Anal. PDE* 9 (2016), no. 3, 615–644.

[17] A.R. Mézáros, *Density constraints in optimal transport, PDEs and mean field games*, PhD thesis, Université Paris-Sud, (2015).

[18] F. Otto, The geometry of dissipative evolution equations: the porous medium equation. *Comm. Partial Differential Equations*, 26 (2001), no.1-2, 101–174.

[19] F. Santambrogio, *Optimal transport for applied mathematicians. Calculus of variations, PDEs, and modeling*. Progress in Nonlinear Differential Equations and their Applications, 87. Birkhäuser/Springer, Cham, (2015). xxvii+353 pp.

[20] K.-T. Sturm, On the geometry of metric measure spaces. I. *Acta Math.* 196 (2006), no. 1, 65–131.

[21] C. Villani, *Optimal transport. Old and new*. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 338. Springer-Verlag, Berlin, (2009). xxii+973 pp.

Department of Mathematics, Princeton University, Princeton, NJ 08540, USA

Email address: aadve@princeton.edu

Department of Mathematical Sciences, University of Durham, Durham DH1 3LE, United Kingdom

Email address: alpar.r.meszaros@durham.ac.uk