Prediction of outdoor air temperature and humidity using Xgboost
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Abstract. Outdoor temperature and humidity prediction plays an important role in HVAC intelligent control with huge energy saving potential and identification of the urban heat island effect. The aim of this paper is to develop and evaluate a Xgboost model for the prediction of outdoor air temperature and humidity using acquired data from Shenzhen, China. Datasets fetched from sensor real-time collection and meteorological station interface are utilized as observations, through the construction of Xgboost to predict outdoor temperature and humidity in predictive horizon of 1-3 hours. The effectiveness of the prediction is verified by comparing the prediction with the measured outdoor air temperature and humidity. In addition, statistical tools such as R² and root mean square error (rmse) are applied to evaluate the performance of the model. The results show the excellent performance of Xgboost in accurately predicting outdoor temperature and humidity by comparison between the measured and predicted outdoor air temperature (R² > 0.73, rmse < 1.77) and air humidity (R² > 0.81, rmse < 6.33).

1. Introduction
With HVAC energy consumption accounting for more than 40% of a commercial building’s whole energy use and rapid development of artificial intelligent optimization technologies, data-driven algorithms are implemented by many building energy efficiency researchers to the HVAC control for optimizing its energy consumption. The temperature and humidity around the building affect the transfer of energy in the middle of outdoor and building entity, as well as the energy consumption of the HVAC system, therefore it’s essential to predict the trend of temperature and humidity as basis for intelligent control algorithm. G. Gao et al.[1] have implemented the prediction of outdoor building environments including temperature and humidity as the parameters of the deep neural network algorithm-based strategy to reduce the energy use of HVAC.

In addition, prediction of air temperature and humidity outside is applied to energy-saving technologies based on perceived environmental information for minimizing the energy consumption of HVAC system at a predictable level. T. Wei et al.[2] take into consideration of multi-horizon prediction of outdoor environment data for developing a data-driven approach that utilizes the deep reinforcement learning(DRL) algorithm, to intelligently learn the optimized strategy for controlling the building HVAC system. P. Fazenda et al.[3] has applied a scattered and constant supervisory control method on the fundamental reinforcement learning, which significantly learns the schedule mode of temperature setpoints with consideration of inputs including outdoor weather forecast. Their research shows that it is necessary to incorporate dynamic prediction of the outdoor weather such as air temperature and
humidity to self-adaptive control of building HVAC systems.

As demonstrated in figure 1, the prediction of air outdoor temperature can be utilized as an input to the data-driven HVAC control algorithm. The predictive optimization algorithm provides the best solution for lower energy consumption operation of HVAC, as shown by Provata et al.[4], the optimization algorithm reduces the energy consumption at the benchmark level.

With human activities improving, relevant urban researchers have studied the urban heat island effect. Kolokotsa et al. and Maragkogiannis et al.[5, 6] have discovered the urban heat island effect respectively by using the collected measurement data as well as the results of simulation. Kolokotsa et al. has utilized hardware devices to estimate the change of outdoor air temperature in Chania. The analysis of the obtained results shows that the urban heat island effect has appeared in Chania city. Maragkogiannis et al. uses a simulation model to confirm the rise in outdoor temperature in the city’s middle area.

As a result of determining the urban heat island effect’s impact on energy consuming, Bueno et al.[7] have developed a weather generator for urban areas which evaluates hourly urban canopy air temperature and humidity data locally from a weather station nearby based on neighbourhood regional energy consumption balances. Furthermore, Smargiassi et al.[8] has addressed the impact of urban heat islands on indoor air temperature with a method developed for the prediction of indoor temperature with outdoor temperature related to it. The results of their studies shows that it is necessary to predict the variation of outdoor air temperature that is beyond the comfort range and affects the health of urban residents to identify the urban heat island effect.

For the purpose of predicting outdoor air temperature accurately and constantly, Gobakis et al.[9] implemented a neural network in Athens in summer. The prediction outcome has been feeding into the geographic information system application to demonstrate the heat island effect in further few hours. Papantoniou et al.[10] present the implementation and verification of neural network based identification models for the prediction of outdoor air temperature in four European cities.

As the parametric model based algorithm requires large amount of dataset to train the model, such as neural network, the model efficiently fitting small amount of dataset has not been discussed. Apart from that, there has been a lot of research on implementing and evaluating algorithms for outdoor temperature prediction but humidity prediction has not been covered.

To fill this gap, this research aims to develop and evaluate a prediction model based on Xgboost, which can use data from sensors deployed outside the building and API serving interface to local meteorological station to predict the outdoor temperature and humidity.

The whole research is presented in three more parts. Part 2 illustrates the explanation of the methods applied in outdoor air temperature and humidity prediction. Part 3 introduces the outcomes of the method implemented in Shenzhen, China. Finally, Part 4 presents the conclusions and future research prospects.

2. Predictive algorithm of outdoor air temperature and humidity

The prediction algorithm is developed based on the Xgboost because it can adapt to a large number of cumulative experimental data to improve the performance of the data accumulation model and also have excellent performance in small datasets. The full name of Xgboost is extreme Gradient Boosting, T. Chen[11], who formally proposed the algorithm for the first time in 2014. The basic principle is to combine several low-precision base models into a high-precision model. The loss function of Xgboost has the characteristics of expansibility, high accuracy and good fitting effect. The model of the lifting tree is iterated by the base model to reduce the loss error. A typical structure of a Xgboost is shown in figure 2.

Compared with the neural network used by Gobakis et al., Mihalakou et al., Kolokotrodi et al., Papantoniou et al.[9, 10, 12, 13, 14] to predict outdoor temperature, Xgboost is more generalized to different amounts of datasets and its performance in training set and test set is more consistent. In addition, although there are many software that can be used for the prediction of air temperature, the computing time required for software programs to run is longer than the time required for Xgboost model reasoning which is unable to meet the needs of real-time prediction scenarios. Furthermore, compared with weather forecasts which are applicable to a wider range of areas, Xgboost-based predictions can be used in specific areas of cities with locally required data.
Figure 1. Implementation of an optimization algorithm to minimize energy using within prediction of outdoor temperature and humidity.

2.1 Applied methodology
The method followed developed a specific method for this study, as shown in figure 3, and then evaluated the outdoor air temperature prediction in Shenzhen, China. The following data is selected as features to Xgboost:

- Time (months, days, hours)
- Outdoor temperature
- Outdoor relative humidity
- Solar Radiation
- Regional weather forecasts

The extreme gradient lifting (Xgboost) algorithm developed by Chen and Guestrin [11] is a new gradient integration machine implementation. The algorithm is derived from the idea of "Boosting". It combines the prediction results of a group of "weak" learners and integrates a "strong" learner through cumulative training steps. Xgboost has features of preventing overfitting as well as optimizing computing resources which is achieved by adding a regular term to the objective function with the optimal speed of calculation maintained by parallel computing in training process.

The cumulative learning process in Xgboost is explained as below. Firstly, the start learner is fitted to the whole space of the input data. Then the second model is fitted with the residual of the first learner in order to improve weak learning ability of the previous learner. The accumulation process is repeated several times until the stop condition is satisfied. The final predictive result of the algorithm is calculated by the addition of the predictions of all learners. The predictive function in step t is as follows[15]:

\[ f^{(t)}_i = \sum_{k=1}^{t} f_k(x_i) = f^{(t-1)}_i + f_i(x_i) \]  

(1)

Where \( f_i(x_i) \) is the learner in step t, \( f^{(t)}_i \) and \( f^{(t-1)}_i \) are the predicted values in steps t and t-1, and \( x_i \) is the input observation. In order to prevent the over-fitting of the training data from affecting the calculation speed of the model, the Xgboost model uses the following equation to evaluate the model:
Figure 2. Typical structure of a tree-based Xgboost with n estimators.

Table 1. Hyper parameters for training the Xgboost.

| Hyper parameter name | Value | Description               |
|----------------------|-------|---------------------------|
| eta                  | 0.05  | learning rate             |
| max_depth            | 5     | max depth of a tree       |
| subsample            | 1     | sample ratio of training data |
| colsample_bytree     | 1     | sample ratio of features  |
| alpha                | 0.2   | L1 regularization term    |
| n_estimators         | 10000 | number of estimators for boosting |
| scale_pos_weight     | 1     | weight value of labels    |

\[
\text{Obj}^{(t)} = \sum_{k=1}^{n} l(y_k, y_{tk}) + \sum_{k=1}^{t} \Omega(f_k)
\]

Where \(l\) represents the loss function, \(n\) represents the amount of input data, and \(\Omega\) represents the regular term, which is defined as follows:

\[
\Omega(f) = \gamma T + \frac{1}{2} \lambda ||\omega||^2
\]

Where \(\omega\) represents the leaf score, \(\lambda\) is the hyper parameter of regular term, and \(\gamma\) represents the minimum loss that the leaf node needs to split. More specific information and calculation process of Xgboost can be required in Chen and Guestrin [11].

In this research tree model is the booster of Xgboost, therefore it’s not required to normalize the input data during data preprocessing. In this paper, the measurement data and regional weather forecasts from April 28 to October 19 is used to train the Xgboost. Over the next period with predictive horizon of 1-3
hours, the trained Xgboost was used to predict outdoor air temperature and humidity. The Xgboost is retrained for updating model parameters to fit latest data once a week. Therefore, it takes into account the latest changes of outdoor environments. In the reasoning stage, the renewed Xgboost is implemented to predict the outdoor air temperature and humidity in the next 1-3 hours.

Before the training stage, some hyper parameters have been defined with certain values and used in whole research. As these hyper parameters play an important role in the prediction outcomes of the Xgboost, they are demonstrated in table 1.

Dataset of initial stage for training is 125-day constant outdoor temperature and humidity data in Shenzhen and the training set and the test set are respectively 90% and 10% of the dataset. The evaluation of the Xgboost is realized by calculating error analysis indicators such as:

- R-square (R²).
- Root mean square error (rmse).

These two error analysis indicators assist to assess the overall performance of predictions. The stats library of python was used for statistical analysis. The calculation process of R-squared and rmse are as follows:

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]  

\[
rmse = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

3. Implementation of predictive algorithm

The Xgboosts are trained and evaluated in Shenzhen, China. Historical data accumulated by sensors measuring and fetching from API interface to meteorological station are stored in database located in Peking University Shenzhen Graduate School. The time frame for outdoor air temperature and humidity prediction is 1-3 hours. The inputs for training and testing were obtained from this database.

3.1. Outdoor temperature prediction

The performance of the Xgboost predicting outdoor temperature 1–3 hours ahead is illustrated in figure 4 and in figure 5 a regression result demonstrates the deviation of prediction and measured value of outdoor air temperature. In figure 4, the Xgboost has excellent performance in predicting outdoor air temperature which is consistent with the pattern of measured temperature. Furthermore the regression result (figure 5) for the prediction horizon of 3 hours shows that the Xgboost predicts accurately the temperature of most values even with small amount of data for training. And the predictive performance can be improved in minimum and maximum values with more data accumulated. The statistical analysis confirms the effectiveness of outdoor air temperature prediction of the Xgboost. In table 2, the R2 indicator is above 0.7 for all the predictive time frame which implies that the predicted values fit the measured ones with the consideration of small amount of dataset. The rmse indicator increases with the expansion of the predictive time frame which implies that the predicted values fit the measured ones with the consideration of small amount of dataset. The rmse indicator increases with the expansion of the predictive time frame, but increase of the error is not significant from 2 hours to 3 hours.

Looking deeper into figure 4, it’s illustrated that the most predicted range of outdoor air temperature has less error than maximum predicted values especially in some days with extreme high maximum temperature which implies that the Xgboost achieves to predict the steady change of temperature and accurately predict extreme values of outdoor air temperature in most situation but has potential for improving the performance is to capture sudden variation pattern of outdoor temperature.

3.2. Outdoor humidity prediction

The performance of the Xgboost predicting outdoor humidity 1–3 hours ahead is demonstrated in figure 6 for the prediction and in figure 7 a regression outcome shows the deviation of prediction and measured
Figure 3. Followed methodology for preliminary and continuous training of the Xgboost.

Figure 4. Continuous outdoor temperature prediction based on the Xgboost. (From 09-June)

value of outdoor air humidity. In figure 6, compared with the prediction of outdoor temperature, the prediction of outdoor air humidity which has better performance in minimum and maximum values and is also consistent with the variation mode of measured values. Furthermore the regression outcome (figure 7) for the prediction time frame of 3 hours shows that the Xgboost predicts accurately the humidity of most values and the predictive performance can be improved in minimum values with more data in that range accumulated. The statistical analysis of error indicators proves the humidity prediction ability of the Xgboost. In table 3, the value of R2 indicator is above 0.8 for all time frames which implies
Figure 5. Regression result comparison between measured and predicted temperature (3-hour predictive horizon).

Table 2. Statistical analysis of temperature prediction performance of Xgboost

| Predictive horizon | 1 hour | 2 hours | 3 hours |
|--------------------|--------|---------|---------|
| $R^2$              | 0.88   | 0.75    | 0.73    |
| rmse               | 1.18   | 1.70    | 1.77    |

Figure 6. Continuous outdoor humidity prediction based on the Xgboost. (From 09-June)

Figure 7. Regression result comparison between measured and predicted humidity (3-hour predictive horizon).
Table 3. Statistical analysis of temperature prediction performance of Xgboost

| Predictive horizon | 1 hour | 2 hours | 3 hours |
|--------------------|--------|---------|---------|
| R²                 | 0.92   | 0.86    | 0.81    |
| rmse               | 3.89   | 5.26    | 6.33    |

that the predicted values fit the measured ones. The rmse increases with the expansion of the predictive time frame, and the error increase from 1 to 2 hours is as significant as from 2 to 3 hours. As is shown in figure 6, the most predicted outdoor air temperature values have less error than minimum predicted values especially in the day with extreme low minimum humidity which implies that the Xgboost achieves to predict the steady change of humidity and accurately predict minimum outdoor air humidity in most stable situation but the potential for improving the performance is to capture sudden variation pattern of outdoor humidity. Over long period of days, the variation trend of humidity is captured accurately.

4. Conclusions and future research prospects
In this manuscript, it is introduced that the prediction of outdoor air temperature and humidity can be realized accurately by using Xgboost. The performance of Xgboost is evaluated by using the measurement data collected by the sensor and weather forecasts fetched from API. Error analysis indicators such as R² and RMSE are utilized to estimate the performance of the Xgboost. The results demonstrate a satisfied ability of the Xgboost to predict outdoor air temperature and humidity with a predictive horizon of 1-3 hours and as prediction horizon expands from 1 to 3 hours, the error of prediction outdoor air temperature and humidity increase. In further research, the prediction time range will be extended to 4-24 hours to verify the prediction performance of the model in wider prediction horizons. In addition, as more meteorological data are collected, such as wind speed, rainfall ratio and atmospheric pressure, Xgboost will be trained for predicting wind speed, rainfall ratio, atmospheric pressure and other meteorological indicators.

In application aspect, Xgboost will be integrated into microcontrollers which can further reduce the cost of implementing energy management. Apart from that, outdoor weather prediction based on Xgboost will be part of input data for reinforcement control algorithm which can be used to save energy consuming of building facilities.
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