Single solid-state quantum emitters offer considerable potential for the implementation of sources of indistinguishable single-photons, which are central to many photonic quantum information systems. Nanophotonic geometry optimization with multiple performance metrics is imperative to convert a bare quantum emitter into a single-photon source that approaches the necessary levels of purity, indistinguishability, and brightness for quantum photonics. We present an inverse design methodology that simultaneously targets two important figures-of-merit for high-performance quantum light sources: the Purcell radiative rate enhancement and the coupling efficiency into a desired light collection channel. We explicitly address geometry-dependent power emission, a critical but often overlooked aspect of gradient-based optimization of quantum emitter single-photon sources. We illustrate the efficacy of our method through the design of a single-photon source based on a quantum emitter in a GaAs nanophotonic structure that provides a Purcell factor $F_p = 21$ with a 94% waveguide coupling efficiency, while respecting a geometric constraint to minimize emitter decoherence by etched sidewalls. Our results indicate that multi-objective inverse design can yield competitive performance with more favorable trade-offs than conventional approaches based on pre-established waveguide or cavity geometries.

I. INTRODUCTION

Sources of indistinguishable single photons are central to a number of photonic quantum information systems currently being developed for quantum computing, simulation, communication, sensing, and metrology [1,2]. Single solid-state quantum emitters [3] offer considerable potential for the implementation of such sources, for two primary reasons. First, single photons can be produced on demand, at rates that can readily reach the gigahertz range, being fundamentally limited only by the characteristic cycling times between the emitter’s excited and ground states. Second, solid-state quantum emitters can be embedded into nanophotonic structures that can provide highly efficient and selective photon funneling into desired spatial modes [4–7], or allow control of the emitter’s radiative rate via the Purcell effect [8]. By combining these two capabilities one can convert a quantum emitter with favorable intrinsic properties into a single-photon source that approaches ideal levels of single-photon purity, indistinguishability, and brightness [9].

High Purcell radiative rate enhancement factors ($F_p$) are of crucial importance for single-photon sources based on any type of quantum emitter, as the effect can be leveraged to achieve higher single-photon generation rates [10], improved photon indistinguishability [11,12], and higher $\beta$-factors [13]. The $\beta$-factor accounts for the probability that a photon produced by an optical transition couples into a specific optical spatial mode of the quantum emitter’s host geometry, such as a cavity resonance or a bound waveguide mode. Frequently, photons coupled to such spatial modes must be extracted into a desired collection channel, such as an optical fiber [14–17] or on-chip waveguide mode [5,6,18]. If extraction is accomplished with an efficiency $\kappa$, the total single-photon coupling efficiency into the desired collection channel is then $\eta = \beta \kappa$ [18]. As a consequence, although some level of Purcell radiative rate enhancement may be expected when employing only $\eta$ as a figure-of-merit (FOM), or, conversely, an increase in overall coupling efficiency may be expected when only $F_p$ is targeted, there is no guarantee in either case that both parameters will be maximized simultaneously, as is required for sources that need both high efficiency and indistinguishability [19]. To achieve sources with favorable trade-offs between $F_p$ and $\eta$, therefore, a nanophotonic geometry optimization strategy that addresses multiple performance metrics is imperative.

Many optimization approaches have recently been developed for nanophotonic design [20]. In particular, shape and topology optimization techniques based on the adjoint method have been applied to the inverse design of nanophotonic devices [21,22].
Such a strategy has become very attractive because it promises a simplified, goal-oriented approach to device design and optimization. In this method, a spatially varying refractive index distribution is allowed to evolve to optimize a pre-defined device response. The response is modeled as a user-defined cost function that includes both desirable optical characteristics and fabrication constraints. The adjoint method enables efficient calculation of the relevant gradient of the cost function by solving only two related constraint equations no matter how many design parameters there are. This inverse-design strategy has been applied successfully to produce a variety of integrated photonic elements such as non-adiabatic waveguide tapers \([23]\), beam splitters \([24]\), grating couplers \([25]\), filters \([26, 27]\), photonic crystals \([28]\), metasurfaces \([29]\), laser-driven particle accelerators \([30]\), and micro- and nanocavities \([31–34]\).

**FIG. 1:** Single-photon source geometric optimization problem. (a) Singlephotons emitted by a quantum emitter, modeled as an electric dipole source inside of a domain \(\Omega\), must be funneled into the fundamental optical mode of an output waveguide, whereas coupling into other channels must be suppressed. The proposed inverse-design methodology simultaneously optimizes the Purcell radiative rate enhancement factor \((F_p)\) and the overall coupling efficiency \((\eta)\) for the single emitter by varying the spatial permittivity distribution within the design region \(\Omega\). While this problem formulation is general, the specific example of a single InAs quantum dot in a GaAs host is used in this work for illustration. The domain \(\Omega\) in this case consists of a GaAs waveguide of 620 nm width and 190 nm height on a SiO\(_2\) substrate, which supports four transverse-electric (TE) modes, two of which are shown in the figure insets. The dipole is placed at the center of \(\Omega\) in the \(y\)- and \(z\)-directions. The output waveguide has a width of 300 nm, thereby supporting only one fundamental TE optical mode. A constraint of the optimization is that permittivity variations are disallowed within a circular region of radius \(\Delta_{QE} = 300\) nm around the emitter, as indicated. This will reduce the negative effects of etched sidewalls on the quantum dot. (b) Artistic rendering of the single-photon source design obtained with the proposed optimization methodology for which the values of \(F_p\) and \(\eta\) are respectively 21 \& 0.94.

In this theoretical work, we develop an inverse design methodology that simultaneously targets the two main \(\text{FOMs}\) for high-performance quantum light sources—the Purcell factor \((F_p)\) and the overall quantum emitter coupling efficiency \((\eta)\) into a desired collection channel—stated as a multi-objective optimization problem. We apply our method to the design of a waveguide-coupled single-photon source based on a single InAs/GaAs quantum dot emitter, with a geometrical constraint that minimizes adverse effects on the latter cause by sidewall proximity \([35]\). We show that efficiencies, \(\eta\), comparable or superior to those obtained with conventional design approaches based on pre-established waveguide or cavity geometries \([13]\) can be achieved with simultaneously high \(F_p\) values, in spite of the geometrical constraint. Our results show that inverse design procedures that target either only \(\eta\) or only \(F_p\) \([11, 36–38]\) may lead to sub-optimal \(F_p\) or \(\eta\), respectively, whereas multi-objective optimization produces highly favorable trade-offs between the two parameters regarding single-photon source performance. To obtain these results, we employ a formulation of the adjoint simulation source that, critically, accounts for the variation of the total power emitted by the quantum emitter due to the Purcell effect \([8, 31]\). Such consideration is not only necessary for the precise evaluation of optimization gradients to allow efficient convergence, but is also shown to produce subtle, advantageous trade-offs that have not been observed in prior investigations \([36–38]\).

While we show results for a specific type of quantum emitter and material host, our methodology is general and applicable to any nanophotonic system in which an efficient optical access interface to a single quantum emitter must be created and high indistinguishability is a requirement.

**II. METHODOLOGY**

Various implementations of adjoint-based inverse design frameworks have been built so far \([21, 23, 26, 40, 42]\). Regardless of the numerical solver and parametrization strategy (e.g. shape and topology) chosen to control the refractive index distribution, some common aspects of the optimization framework must be properly addressed to achieve an efficient final design when employing such a tool. We next describe how the setup of objective functions, adjoint sources, and geometrical constraints may be addressed for the optimization of single-photon sources based on single quantum emitters.
The problem studied in this work is schematically depicted in Fig. 1(a), where a quantum emitter is modeled as a y-oriented electric dipole source embedded in a domain \( \Omega \), which we choose to be a multimode optical waveguide. The multimode waveguide is connected to an output waveguide supporting a single mode, which is the desired photon collection channel. By employing inverse design, we want to transform the design domain \( \Omega \) such that (i) highly directional single-photon emission is obtained through the fundamental mode of the output waveguide, i.e., the coupling into other guided or radiation modes is suppressed; and (ii), a maximum Purcell factor is achieved.

The photonic geometry optimization is first cast as a multi-objective minimization problem stated as [27]

\[
\begin{align*}
\text{minimize} & \quad F(x(\rho)) = f_1 + f_2 = \left( \frac{1}{F_p^b} - \frac{1}{F_p(x)} \right)^2 + \left( \eta_m^b - \eta_m(x) \right)^2 \\
\text{subject to} & \quad \nabla \times \frac{1}{\mu_0} \nabla \times E(\omega, r) - \omega^2 \varepsilon(\rho, r) E(\omega, r) = -i \omega J(\omega, r)
\end{align*}
\]

with \( x = [E(\omega, r), H(\omega, r)]^T \). Here, \( E \) and \( H \) are the electric and magnetic fields produced by a current dipole source \( J \) oscillating at the angular frequency \( \omega \) in a medium with permittivity \( \varepsilon \) and free-space permeability \( \mu_0 \). The permittivity \( \varepsilon(\rho, r) \) has spatial dependence described by a set of design parameters \( \rho \in [0, 1] \). Of critical importance is the implicit dependence of the fields, \( x \), on the permittivity distribution—and thus the design parameters—via the constraint relation in the second line of Eq. 1.

The cost function \( F(x) \) in Eq. 1 captures a desired optical response, calculated from \( E \) and \( H \), which is optimized via the design parameters \( \rho \). We define \( F(x) \) as a sum of two objectives, \( f_1 \) and \( f_2 \), to be optimized simultaneously, respectively involving the Purcell factor \( F_p \) and a modal coupling efficiency \( \eta_m \). Here, the superscript \( \theta \) indicates desired values of target quantities (ideally, \( F_p^\theta \to \infty \) and \( \eta_m^\theta = 1 \)), and \( m = 1, 2, \ldots, M \) refers to the output waveguide optical mode intended for single-photon extraction.

In the case illustrated below, we use \( m = 0 \). It is important to note that the current dipole, \( J(\omega, r) = \delta(r - r') e_j \), located at \( r' \), radiates a power that is inherently dependent on the design parameters \( \rho \), since the source is placed inside the design domain region \( \Omega \), as indicated in Fig. 1(a). This design-dependent radiated power must be addressed to correctly calculate both the Purcell factor and the modal coupling efficiencies.

A critical need of gradient-based optimization engines is the accurate and efficient calculation of the derivatives of \( F(x) \) with respect to the design variables [23] [41]. Following the adjoint method, such derivatives can be accurately calculated from electromagnetic field distributions obtained from two sequential simulations, a forward one and an adjoint one [23]. In the formalism of ref. [23], the sensitivities \( \partial F(x)/\partial \rho_n \) can be expressed as

\[
\frac{\partial F(x)}{\partial \rho_n} = -2 \text{Re} \left\{ y^T \frac{\partial A}{\partial \rho_n} x \right\}.
\]

In Eq. (2), \( x \) and \( y \) are the forward and adjoint fields in the design region \( \Omega \), respectively, and the matrix \( A \) results from a finite-differences discretization of Maxwell’s equations with the spatially varying permittivity \( \varepsilon(\rho, r) \). For the single-photon source problem, the forward field \( x \) is obtained by simulating an electric dipole point source radiating in a medium with an initial \( \varepsilon(\rho, r) \), which amounts to solving the matrix equation \( Ax = b \), where the vector \( b \) represents the dipolar source. The adjoint fields \( y \) are obtained by solving the equation \( A^T y = (\partial F/\partial x)^T \), which corresponds to simulating the fields produced by a current source defined by the derivative of \( F(x) \) with respect to the electric and magnetic field components of the forward field \( x \). We now show explicit expressions for such derivatives, considering the composite cost function \( F(x) \) in Eq. 1.

The Purcell factor \( F_p \) in Eq. (1) may be obtained as the ratio \( F_p = \text{LDOS}_D/\text{LDOS}_B \) between the per-polarization local electromagnetic density of states (LDOS) in the nanophotonic device (D) and in bulk semiconductor (B). Following the definition in [41], the device or bulk LDOS can be calculated as

\[
\text{LDOS} (\omega, r') = -\frac{6 \text{Re}}{\pi} \left[ \int J^* (\omega, r) \cdot E(\omega, r) d^3 r \right].
\]

That stated, the derivative of \( f_1 \) in Eq. (1) with respect to the electric field components \( E_{\phi,ijk} (\phi = x,y,z) \) evaluated at each position \((i, j, k)\) on a discretized three-dimensional spatial grid is

\[
\frac{\partial f_1}{\partial E_{\phi,ijk}} = -2 \left( \frac{1}{F_p} - \frac{1}{F_p(x)} \right) \left[ \frac{3}{2} \pi \text{LDOS}_B \delta_\phi J_{\phi,ijk} (\omega) + \frac{6 \text{Re}}{\pi} \delta_\phi \left[ J_{ijk} (\omega) \cdot E_{ijk} (\omega) \right] \right],
\]

where \( \delta_\phi \) is the grid cell volume. The derivatives with respect to the magnetic field are all null in this case, so \( \partial f_1/\partial H_{\phi,ijk} = 0 \). \( F_p \) may be equivalently calculated as the ratio \( P_D/P_B \) of the dipole-radiated powers in the device and in bulk semiconductor respectively [43], which may provide a more intuitive understanding of the dipolar emission. Using the LDOS ratio for the \( F_p \) definition, however, leads to simpler expressions in Eq. (4).
The waveguide mode coupling efficiency \( \eta_m \) relates the total power \( P_0 \) emitted by the dipole source and the energy coupled into the output waveguide mode \( m \). In the absence of reflected waves at the output collection waveguide, \( \eta_m \) can be calculated as \(^{23}\)

\[
\eta_m = \frac{1}{4P_0P_m} \left| \int_A \mathbf{dA} \cdot \mathbf{E} (\omega, \mathbf{r}) \times \mathbf{H}_m^\prime (\omega, \mathbf{r}) \right|^2, 
\]

(5)

where \( \mathbf{E} \) is the electric field of the forward solution, \( \mathbf{H}_m \) is the unnormalized magnetic field of mode \( m \) of the output waveguide, and \( P_m \) is the longitudinal component of the unnormalized mode’s Poynting vector integrated over the cross-section, as highlighted in Fig. 1(a). We emphasize that normalization by the source power \( P_0 \) in Eq. 5 is essential for the accurate calculation of the adjoint source, since \( P_0 \) is expected to change with the varying dielectric function \( \epsilon (\mathbf{p}, \mathbf{r}) \). Absence of such normalization will, in most cases, lead to incorrect sensitivities and, consequently, low optimization convergence. Equation 5 may be expressed as a function of the modal complex expansion coefficient for the forward traveling wave, as \( \eta_m = (|a_m|^2P_m)/P_0 \) \(^{44, 45}\). In this case, the derivative of \( f_2 \) with respect to the field components at each grid position is

\[
\frac{\partial f_2}{\partial x_{g,j,k}} = -2 \left( \eta_m^2 - \eta_m \right) \left( \frac{P_m \frac{d a_m}{d x_{g,j,k}} a_m^* P_0 - \frac{d P_0}{d x_{g,j,k}} |a_m|^2}{P_0^2} \right). 
\]

(6)

Here, the derivatives of \( a_m \) and \( P_0 \) with respect to the field components can be obtained after employing Riemann sums to approximate integrals, writing out cross products, and using the Poynting vector and its complex conjugate to take the real part of the complex power, as detailed in \(^{45}\).

Besides a proper cost function and adjoint source evaluation, a judicious choice of initial geometry can favor the optimization process considerably \(^{23}\), speeding up convergence, and potentially avoiding local minima. We next demonstrate the use of our methodology through an example that illustrates all such points. We optimize a single-photon source composed of a single InAs quantum dot embedded in a 190 nm thick GaAs slab, a mature material system that has been extensively explored in quantum optics and quantum photonics \(^{46}\). We model the single InAs quantum dot as an electric current dipole emitting at a wavelength of 940 nm. Our choice of initial geometry, shown in Fig. 1(a), takes into account two important considerations. First, the central portion of the geometry has a minimum width of 620 nm, so that the dipole is > 300 nm from any etched surface. Such a constraint is desirable for minimizing quantum dot linewidth broadening caused by proximity to etched sidewalls, as observed in Ref. \(^{35}\). To prevent the formation of sidewalls near the quantum emitter during the optimization process, the design parameters \( \rho \) were constrained to a constant value of 1 inside a circle with a radius \( \Delta_{QE} = 300 \) nm centered at the dipole (indicated by the dashed line in Fig. 1(a)). The second consideration was that the output waveguide supports only a single transverse-electric (TE) mode, to which the coupling will be maximized. A width of 300 nm ensures that only a single TE mode is supported, shown in Fig. 1(a). The result of the case illustrated here can be seen in Fig. 1(b), whereas detailed analysis and discussion are provided in the next section.

We have implemented the Purcell factor and output waveguide coupling efficiency figures-of-merit within the framework of a pre-existing open-source nanophotonic inverse-design software package \(^{40}\). An implementation for graphics processing units (GPUs) of the finite-difference frequency-domain (FDFD) method \(^{40}\) was used to obtain the forward and adjoint electromagnetic fields. The material permittivity inside the design area was transformed following a density-based approach to topology optimization \(^{47}\), i.e., the permittivity at each finite-difference grid cell was assigned to a design parameter as \( \epsilon (\mathbf{p}) = \epsilon_{\min} + \hat{\rho} (\epsilon_{\max} - \epsilon_{\min}), \hat{\rho} \in [0, 1] \). Here, \( \epsilon_{\min} \) and \( \epsilon_{\max} \) are the minimum and maximum values of the permittivity, corresponding respectively to those of the air and the bulk semiconductor, and \( \hat{\rho} \) are filtered design parameters obtained after applying a tangent hyperbolic projection filter over \( \rho \) to enforce binarization \(^{48}\). The smoothness of this filter is controlled by a projection parameter that is increased every 5 iterations, leading to steeper transitions from GaAs to vacuum in the design region.

### III. RESULTS AND DISCUSSIONS

As a first test of our method, an assessment of the gradient calculation accuracy was performed, where the \( \delta F / \delta \rho_m \) value of 20 \( \rho_m \) design parameters, randomly chosen, was calculated through the adjoint (\( \delta F_{\text{adj}} \)) and finite-difference expressions (\( \delta F_{\text{FDM}} \)). The gradient error of the sensitivities obtained by the adjoint method with respect to the finite-differences one was evaluated as \( \delta F_{\text{ERROR}} = |\delta F_{\text{adj}} - \delta F_{\text{FDM}}| / |\delta F_{\text{FDM}}| \). Very low gradient error values were achieved, as seen in Fig. 2(a), with an average value of \( 5.8 \times 10^{-6} \), comparable to those typically obtained in other successful adjoint optimizations \(^{23}\).

Two parameters that are potentially critical for the final optimization results are the quantum emitter position, and the starting geometry aspect ratio, defined as the length \( (l) \) over the width \( (w) \) of the design area \( \Omega \), shown in Fig. 1(a). We have analyzed the impact of these parameters on the values of \( F_3 \) and \( \eta \) by optimizing the device for \( y \)-oriented electric dipole sources located at \( x \)-positions ranging from -0.5 \( \mu m \) to 0.5 \( \mu m \) (origin of the coordinate system at the center), and aspect ratios varying from...
1.1 to 9.7. The design domain area was kept constant at 3.72 µm², a value that fits into our simulation capabilities, whereas the domain length was increased from 2 µm to 6 µm as the aspect ratio was varied.

Figure 2(b) shows final optimization results obtained for various initial geometries and dipole locations. It is apparent that higher aspect ratios improved the final values of both $F_p$ and $\eta$. This might be attributed to the suppression of coupling into the various higher-order optical modes supported by the wider structures (see Supplementary Figure S1 and the discussion therein). The dipole position has a major role over $F_p$ and $\eta$, which may happen abruptly due to the permittivity binarization scheme discussed at the end of Section II. The small periodic fluctuations observed in $F_p$ and $\eta$ are attributed to the projection parameter increments that happen every 5 iterations.

The evolution of the permittivity distribution $\varepsilon(\rho, \mathbf{r})$ during the optimization process can be observed in Fig. 2(d). It is apparent
that the region within the circle of radius \( \Delta_{OE} \) remains unchanged throughout, as required. Interestingly, after the first iteration, the spatial index distribution outside of the constraint circle presents a periodicity along x that is reminiscent of modal beating in the multimode waveguide. Indeed, the periodicity is consistent with the beat length \( L_\text{BE} = \frac{\lambda}{(n_1 - n_3)} \approx 1 \mu m \) between the two TE modes in Fig. 1(a), with effective indices \( n_1 = 3.03 \) and \( n_3 = 2.10 \), which are selectively excited by the dipole. Other guided modes supported by the multimode waveguide have no y-component of the electric field at the dipole location, and are therefore not excited. The spatial periodicity of the permittivity observed in the initial step can be observed throughout the rest of the optimization. The procedure converges to an index distribution that supports a cavity optical mode with electric field shown in the bottom panel of Fig. 2(d), which features an apparent reduced modal volume and maximum intensity at the dipole position, and which funnels light into the fundamental optical mode supported by the output waveguide. The real part of the electric field components \( E_x \) and \( E_y \) present, respectively, a node and an anti-node at the dipole position, so a maximum Purcell factor is achieved for quantum emitters with y-oriented dipole moments.

Wavelength-dependent Purcell enhancement and coupling efficiency curves for the optimized geometry, shown in Fig. 2(e), were obtained by finite-difference time-domain (FDTD) simulations. The small discrepancies between the peak values of \( F_p \) and \( \eta \) with respect to the ones obtained in the optimization can be attributed mainly to the differences in the way the structure was discretized on the FDFD and FDTD electromagnetic solvers. A well-defined resonance centered at 936 nm can be seen in the \( F_p \) curve, with a full-width at half-maximum (FWHM) of 2.6 nm, corresponding to a quality factor of 360. Importantly, the relatively low quality factor here compared to, for example, photonic crystal defect cavities is due to an efficient power extraction into the fundamental TE output waveguide mode. Indeed, the output waveguide extraction efficiency peaks at just below 0.9, and remains above 0.5 within a wavelength range of > 20 nm. Comparable values of radiative rate enhancement and collection efficiency into a desired optical collection channel can be achieved with single-photon sources based on bullseye nanocavities [4] for free-space, as opposed to guided-wave photon extraction. We emphasize also that broad resonance linewidths may be desirable to relax spectral alignment requirements between cavity and emitter, and to allow extraction of two or more spectrally separate transitions of the same emitter [49].

We also investigate the evolution of the optimization considering the same \( 6 \mu m \times 0.62 \mu m \) device, when the cost function defined in Eq. 1 includes only one objective at a time. A high Purcell factor nanocavity (\( F_p = 220 \)) was obtained when \( f_1 \) was minimized alone, as can be seen in Figs. 3(a-b). Interestingly, the final index distribution clearly displays, to the left and right of the dipole, a similar periodic pattern as seen in Fig. 2(d), which derives from modal beating. Such a pattern must act as an effective multimode mirror on both sides of the dipole, which enables the formation of the well confined cavity mode seen in the bottom panel of Fig. 3(a). The coupling efficiency into the output waveguide was very poor in this case (\( \eta < 0.1 \)), which is expected because output coupling reduces the quality factor of the cavity.

![Fig. 3: Optimization results for single-objective functions. Dielectric distribution (a) and absolute value of the electric field at the final iteration (|E|) normalized by its maximum value when the cost function was composed by only the objective \( f_1 \) (a) or \( f_2 \) (c), as well as their respective values of \( F_p \) and \( \eta \) at each iteration in (b) and (d). These results were obtained for a device with 9.7 aspect ratio (6 \( \mu m \times 0.62 \mu m \)) and the dipole source placed at the position \( r' = (0.5, 0, 0) \mu m \).](image)

In the case where only the coupling efficiency FOM was considered, \( \eta \) achieves a value of 0.96—higher than when considering both FOMs together—as shown in Fig. 3(d). \( F_p \) also displays a considerable increase even though it is not explicitly optimized. As already demonstrated in previous works [1], an improved \( \eta \) may indeed be obtained from an increase in \( \beta \)-factor that originates from a higher \( F_p \). Nonetheless, the \( F_p \) value obtained here is only \( \approx 2/3 \) of that returned by the multi-objective optimization approach. We note also that the index distribution shown in Fig. 3(c) to the left of the dipole is similar to that of the high \( F_p \) cavity of Fig. 3(a). As discussed, this pattern provides high reflectivity to the multimode field generated by the dipole.
To the right of the emitter, the pattern is significantly different and appears to lead simultaneously to partial reflectivity of the two dipole-excited modes and to matching of the multimode field into the output waveguide mode.

So far we have considered a high refractive index medium \( (n > 3.0) \), which is very favorable for achieving high dipole coupling to confined optical modes \([14, 50]\). A number of relevant quantum emitter material platforms do not feature such high refractive indices, however, and generally require more careful consideration. In Section S3 of the supplementary information, we show that our inverse-design methodology can also be successfully applied to one such material platforms, specifically Si\(_3\)N\(_4\) \( (n \approx 2) \), which may be employed to create single-photon sources based on hexagonal boron nitride (hBN) color centers \([1]\).

The optimized geometries presented above feature complex shapes of very small dimensions which pose challenges for fabrication. Adding extra shape optimization steps with a modified cost function to efficiently enforce realistic fabrication constraints is a potential path to circumventing this issue \([51, 52]\). Alternatively, more sophisticated density-based projection filters to control the feature sizes \([53, 54]\) may be applied alongside our methodology. While such possibilities go beyond the scope of the present work, they will be explored in future work.

Our results highlight the fact that inverse design is capable of generating sources with \( \eta \) and \( F_p \) values that are competitive with those of sources designed based on pre-established waveguide or cavity geometries \([18]\). The latter approach starts with optimization of a pre-determined waveguide \([5, 6, 17]\) or cavity \([7, 55]\), targeting \( \beta, F_p, \) or quality factor. Optimization of the access channel coupling efficiency \( \eta \) then follows, in which a trade-off between \( F_p \) and \( \eta \) must be reached. In this process, minimization of parasitic optical modes must be minimized, which may be challenging depending on the starting geometry \([18]\). Our results indicate that inverse design addresses all such considerations simultaneously, likely creating more possibilities for favorable trade-offs to be achieved. Remarkably, the optimization furthermore obeys an imposed geometric constraint—keeping etched sidewalls far from the emitter—that significantly complicates the design of small mode-volume cavities, and would likely lead to difficult trade-offs when using conventional optimization procedures.

IV. CONCLUSION

We have demonstrated a multi-objective inverse-design methodology that can be applied to the design and optimization of quantum emitter based single-photon sources, aiming to achieve simultaneously high overall quantum emitter coupling efficiencies \( (\eta) \) and Purcell factors \( (F_p) \). Our results indicate that the technique can produce comparable or better performance than conventional design approaches, provided both objectives are targeted simultaneously. In particular, a high \( F_p \) is maintained even with simultaneously high \( \eta \), a non-trivial result given the interdependence of the two parameters. To produce these results, we relied on an adjoint source formulation that takes into account the geometry-dependent variation of the total dipole-emitted power. Such a consideration, seldom made in prior work, is shown to be critical for reaching optimal trade-offs in quantum emitter light extraction optimization.

We have illustrated our method with the design of a compact \((3.72 \, \mu m^2)\) on-chip single-photon source based on InAs quantum dot emitters in a GaAs host. The design procedure yielded high \((0.94\, \text{peak})\) and broadband \((\text{FWHM} \approx 20\, \text{nm})\) single-photon coupling efficiency into an on-chip waveguide mode, and a Purcell factor of as much as 21, for a quantum dot in a geometry that featured no etched sidewalls at distances closer than 300 nm from its position. Such results are competitive with those obtained through a conventional design approaches starting from pre-established waveguide or cavity geometries, and are achieved in spite of an imposed geometrical constraint. Indeed, such a combination of desirable characteristics is unprecedented for this particular class of quantum emitters, and are likely also achievable in other materials systems.

Our results furthermore illustrate how inverse-design procedures may lead to geometries whose workings may yet be grasped using well-known electromagnetic concepts, and may even provide reasonable intuition for novel designs. We anticipate that our contribution will enable the inverse design of a wide class of quantum photonic devices with functionality enabled by single solid-state quantum emitters, such as quantum logic gates and spin-photon interfaces, for which efficient optical access channels to the emitter are a necessity.
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S1. IMPACT OF DESIGN DOMAIN ASPECT RATIO

Dielectric distributions ($\varepsilon$) and corresponding electric field amplitudes ($|E|$) with simultaneously optimized $F_p$ and $\eta$ are shown in Fig. S1(a-e) for devices with aspect ratios (length over width) of 1.1, 2.4, 4.3, 6.8, and 9.7, respectively. The optimized values of $F_p$ and $\eta$ are summarized in Table S1.

As discussed in the main text, the optimizations have returned higher values of Purcell factor ($F_p$) and overall coupling efficiency ($\eta$) for increasing aspect ratios. This tendency could be potentially related with the difficulties created for the optimization algorithm when the dipole emission can couple into many higher order waveguide modes, thereby giving rise to complex modal interference patterns. Observing Fig. S1(f) we can see that the structures with 0.62 $\mu$m and 0.75 $\mu$m width, which have the larger values of $F_p$ and $\eta$, support only 2 transverse electric (TE) optical modes with even symmetry, shown in Fig. S1(g). Three even-symmetric TE modes can be excited in the devices with 0.93 $\mu$m and 1.24 $\mu$m of width, and 5 modes are supported by the largest device. Potentially, decreasing the aspect ratio while also increasing the design region area could generate better results, however, this analysis was not possible within our computational capabilities.

| aspect ratio | dimensions   | $F_p$ | $\eta$ |
|--------------|--------------|------|--------|
| 1.1          | 2 $\mu$m x 1.86 $\mu$m | 6    | 0.75   |
| 2.4          | 3 $\mu$m x 1.24 $\mu$m | 11   | 0.89   |
| 4.3          | 4 $\mu$m x 0.93 $\mu$m | 14   | 0.88   |
| 6.8          | 5 $\mu$m x 0.74 $\mu$m | 18   | 0.93   |
| 9.7          | 6 $\mu$m x 0.62 $\mu$m | 21   | 0.94   |

TABLE S1: Different values of $F_p$ and $\eta$ obtained for devices with a design region possessing different aspect ratios.

FIG. S1: Optimization results for geometries with different aspect ratios. Dielectric distribution ($\varepsilon$) and absolute value of the normalized electric field ($|E|$) at the final iteration of the runs that resulted in optimized values of $F_p$ and $\eta$ for devices with aspect ratios of 1.1 (a), 2.4 (b), 4.3 (c), 6.8 (d), and 9.7 (e); (f) Mode effective index values with respect to the waveguide width for TE polarization; (g) x-component of the electric field distribution ($E_x$) for the optical modes indicated by the black triangles shown in (f).
S2. IMPACT OF CONSTRAINT REGION DIAMETER

The absolute value of the electric field ($|E|$) and the dielectric distributions ($\epsilon$) at the final iteration of the optimizations performed with varying values of $\Delta_{QE}$, are shown in Fig. S2(a-d), respectively for $\Delta_{QE} = (0.05, 0.10, 0.20, \text{and} 0.30) \mu m$. $\Delta_{QE}$ is the radius of a circular area around the quantum emitter position where perturbations to the dielectric distribution are forbidden (see Fig. 1 of the main text). All these optimizations were performed considering the device with a $6 \mu m \times 0.62 \mu m$ design region. As summarized in Table S2, no clear trends can be observed for $F_p$ and $\eta$ with respect to $\Delta_{QE}$, however, it is apparent that better results could be obtained for specific conditions. For instance, for $\Delta_{QE} = 0.10 \mu m$, $F_p = 24.2$ and $\eta = 0.95$ were achieved, which are slightly higher values than those for $\Delta_{QE} = 0.30 \mu m$ described in the main text.

![Fig. S2: Optimization results for varying $\Delta_{QE}$](image)

FIG. S2: Optimization results for varying $\Delta_{QE}$. Dielectric distribution ($\epsilon$) and absolute value of the electric field ($|E|$) normalized by its highest value at the final iteration for optimizations performed in devices with $6 \mu m \times 0.62 \mu m$ design regions and radius $\Delta_{QE}$ with values of $0.05 \mu m$ (a), $0.10 \mu m$ (b), $0.20 \mu m$ (c), and $0.30 \mu m$ (d).

| $\Delta_{QE}$ | $F_p$ | $\eta$ |
|---------------|-------|-------|
| $0.05 \mu m$  | 13.3  | 0.84  |
| $0.10 \mu m$  | 24.2  | 0.95  |
| $0.20 \mu m$  | 17.6  | 0.91  |
| $0.30 \mu m$  | 21.0  | 0.94  |

TABLE S2: Different values of $F_p$ and $\eta$ obtained for devices optimized with varying radius $\Delta_{QE}$.
S3. OPTIMIZATION OF Si₃N₄ GEOMETRY

Here we present the application of the proposed methodology for the inverse design of nanophotonic solid-state quantum emitter single-photon sources in a mid-range \((n \approx 2)\) refractive index material platform, composed of a 250 nm thick Si₃N₄ thin film over a SiO₂ substrate. In this case, the design region is 8 \(\mu\)m in length and 1.20 \(\mu\)m wide, and the output waveguide has a 0.25 \(\mu\)m \(\times\) 0.60 \(\mu\)m cross section, which ensures a single transverse-electric mode for the extraction of the generated single photons. As in the case studied in the main text, the quantum emitter was also modeled as a y-oriented electric dipole source embedded in the center of the Si₃N₄ thin film, but, in this case, displaced by 1.0 \(\mu\)m along the x-direction. The dielectric distribution \((\varepsilon)\) at the final iteration process and the absolute value of the electric field \((|E|)\) are shown in Fig. S3(a). The geometry resembles a nanobeam cavity with elliptical holes and a well defined periodicity. After 200 iterations, \(F_p = 6\) and \(\eta = 0.83\) were obtained, as shown in Fig. S3. Even though these values are lower than the ones presented on the main text for a high-index material platform, the Purcell factor and overall coupling efficiency are higher than those reported for a similar material platform in ref. [1], where the objective function included only the coupling efficiency figure-of-merit.
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FIG. S3: Optimization result for a mid-range refractive index \((n \approx 2)\) material platform. (a) Dielectric distribution \((\varepsilon)\) and absolute value of electric field \((|E|)\) normalized by its highest value at the final iteration of an optimization performed considering a device composed of a 250 nm thick Si₃N₄ thin film over a SiO₂ substrate; (b) Values of \(F_p\) and \(\eta\) at each iteration.
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