Diagnosis of Breast Tumors with Sonographic Texture Analysis Using Run-length Matrix
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Abstract

Background: Early detection and reliable diagnosis of breast cancer could lead to improved cure rates and reduced mortality and management costs.

Objectives: To explore the potential of texture analysis based on run-length matrix features for classifying benign and malignant breast tumors in ultrasound imaging.

Methods: A total of 70 breast tumors (38 benign and 32 malignant) have used in the proposed computer-aided diagnosis system. Twenty run-length matrix features have extracted for texture analysis in three normalizations (default, 3sigma, and 1% - 99%). Linear discriminant analysis and principal component analysis have employed to transform raw data to lower-dimensional spaces and increase discriminative power. The features have classified by the first nearest neighbor classifier.

Results: The features under 3sigma normalization have designed via Linear discriminant analysis indicated high performance in classifying benign and malignant breast tumors with a sensitivity of 96.87%, specificity of 100%, accuracy of 98.57%, positive predictive value of 100%, and negative predictive value of 97.43%. The area under receiver operating characteristic curve was 0.992.

Conclusions: Run-length matrix features had a high potential to characterize and could help radiologist to diagnosis breast tumors.
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1. Background

Early detection of breast cancer could lead to improved cure rates and reduced mortality and management costs. An accurate and reliable diagnosis was the primary key to an early detection procedure. Although mammography was the “gold standard” modality for breast imaging, it had some limitations, such as missing over 10% of all cancers, especially in dense breasts (1). When ultrasound performed in conjunction with mammography, has reported to improve diagnostic accuracy (area under the receiver-operator characteristic (ROC) curve) from 0.78 to 0.91 (2). Also in 1995, Stavros et al. has reported that by using ultrasound modality, malignant tumors could be detected with sensitivity, specificity, and overall accuracy of 98.4%, 67.8%, and 72.9%, respectively (3). Real-time scanning, convenience, being radiation-free, and inexpensive were advantages making ultrasound examination a popular technique.

Biopsy was the best way to confirm whether a tumor would be benign or malignant, however, it was invasive, carried the risk of infection, and expensive, and only 10% - 31% of biopsied tumors were malignant (4, 5). To avoid unnecessary biopsy, assuage anxiety, and increased diagnostic confidence, computer-aided diagnosis (CAD) systems have been developed. CAD systems were tools using computer technology to identification and classification of breast masses.

Ultrasound image comprised diverse gray-level intensity, and different tissues had different texture. Although there was no precise and mathematical definition of texture, simply conceived by human eye. Image texture could be described by various patterns: coarse, fine, smooth, or spatial variations in pixel intensity of objects within an image. Structural abnormalities in ultrasound image could be extracted by visual inspection, but complex patterns were difficult to interpret. Computerized texture analysis was a mathematical technique that detected pathological changes that could not be perceived by the human eye using conventional ultrasound imaging (6-8).

2. Objectives

Many texture featured such as gray level co-occurrence matrix (GLCM) (9, 10), wavelet, shearlet and curvelet (10), contourlet (10, 11) and auto-covariance matrix (12) have proven to be useful in differentiation of benign and malignant breast tumors. This study has proposed a new
3. Methods

3.1. Patients and Image Acquisition

Ultrasound images of 70 patients comprising 38 benign (33 fibroadenoma and 5 granulomatous mastitis) and 32 malignant breast tumors (28 invasive ductal carcinoma and 4 lobular carcinoma) with biopsy-proven have used in our retrospective study. All biopsies have performed after obtaining ultrasound images. Ultrasound images have performed using Accuvix V20 sonography system (Medison, Seoul, Korea) equipped with L5-13IS (5 - 13 MHz) linear array transducer. The images have collected prospectively from January II to June 31, 2015.

3.2. Texture Analysis Based on Run-length Matrix

MaZda software version 4.6 (7) (The technical University of Lodz, institute of electronics) have used for texture analysis and classification. One 2D region of interest (ROI) has selected for each tumor; hence 70 non-overlap ROIs (38 benign, and 32 malignant) have selected for discrimination and classification. To avoid bias in the selection of ROI for texture analysis, ROI have defined on images by a single experienced radiologist. The ROIs size has depended on tumors, where the mean size of ROI was 15 × 15 mm. General surgeon has referred the cases based on clinical indication. The breast tumors images have compared with biopsy and the reference for statistical analysis. Since this study has based on texture analysis and our gold standard biopsy, other tumor characteristic features do not have any additional information and not considered.

This study has proposed texture analysis using RLM features to distinguish benign and malignant breast tumors (13). The RLM P(i, j) has searched the image in a given direction for runs of pixels having the same grey-level value. The matrix element (i, j) has represented the number of times the image contained pixels having gray level i and run of length j in the given direction. The current study has focused on five numerical texture measures obtained from the RLM: short run emphasis (ShrtREmph), long run emphasis (LngREmph), gray level nonuniformity (GLevNonUni), run length nonuniformity (RLNonUni), and fraction of the image in runs (Fraction). They have defined as:

\[ ShrtREmph = \frac{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} P(i, j)}{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} 1} \]

\[ LngREmph = \frac{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} i^2 P(i, j)}{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} P(i, j)} \]

\[ GLevNonUni = \frac{\left(\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} P(i, j)\right)^2}{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} P(i, j)} \]

\[ RLNonUni = \frac{\left(\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} P(i, j)\right)^2}{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} P(i, j)} \]

\[ Fraction = \frac{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} P(i, j)}{\sum_{i=1}^{N_a} \sum_{j=1}^{N_r} i j P(i, j)} \]

where \( N_a \) and \( N_r \) were the number of gray levels in the image and the number of different run lengths that occur, respectively. These five parameters have calculated in four directions: horizontal, vertical, 45-degree, and 135-degree. In MaZda software, the names of RLM features contained an abbreviation that defines angle and feature type; for example, 135dgr- GLevNonUni means the gray level nonuniformity has calculated in a 135-degree direction.

3.3. Pixel Normalization

In this study, 20 RLM features have calculated for each ROI in three normalizations. The first, \( N_1 \), was the default, and no normalization has applied. Thus, images had the same appearance at an intensity range of 1 to \( 2^k \), where \( k \) was the number of bits per pixel. The second, \( N_2 \), was \( 3 \)-sigma, in which the ROI intensities have limited in the range \( (\mu-3\sigma \) and \( \mu+3\sigma ) \) where \( \mu \) and \( \sigma \), respectively, were the mean value and standard deviation of the intensity. The third normalization was \( N_3 \), \( 1\% - 99\% \), in which the image intensity ranges were normalized between the darkness level (accumulated histogram is equal to \( 1\% \) of total) and the brightness level (accumulated histogram = \( 99\% \) of total) inside the ROI. The intensity levels outside the normalization range have not considered for analysis.

3.4. Statistical Analysis and Classification

To transform raw data to lower-dimensional spaces and increase the discriminative power, linear discriminant analysis (LDA) and principal component analysis (PCA) have used (14, 15). First nearest neighbor (1-NN) classifier has used for the features resulting from LDA and PCA (16). In order to compare the performance of diagnostic, five well-known indexes have calculated: accuracy (ACC),
sensitivity (SEN), specificity (SPC), positive predictive value (PPV), negative predictive value (NPV). Their definitions have given as:

\[ \text{Accuracy (ACC)} = \frac{N_{TN} + N_{TP}}{N_{TN} + N_{FP} + N_{TP} + N_{FP}} \] (6)

\[ \text{sensitivity (SEN)} = \frac{N_{TP}}{N_{TP} + N_{FN}} \] (7)

\[ \text{Specificity (SPC)} = \frac{N_{TN}}{N_{TN} + N_{FP}} \] (8)

\[ \text{Positive Predictive Value (PPV)} = \frac{N_{TP}}{N_{TP} + N_{FP}} \] (9)

\[ \text{Negative Predictive Value (NPV)} = \frac{N_{TN}}{N_{N} + N_{FN}} \] (10)

Where \( N_{TP} \) and \( N_{TN} \) were the number of correctly diagnosed malignant and benign cases respectively. \( N_{FP} \) and \( N_{FN} \) were the number of incorrectly diagnosed malignant and benign cases respectively.

Area under the ROC curve (\( A_z \)) has also calculated to evaluate the overall performance of proposed method (17). ROC analysis has performed with the SPSS software (SPSS Inc., Chicago, USA) and the \( A_z \) values have estimated beyond the 95% confidence level. Figure 1 has shown the steps of CAD processing.

4. Results

Briefly in this study, six options for texture analysis have utilized: three normalization schemes and two texture analysis methods. A total of 70 pathology-proven cases with 38 benign and 32 malignant breast tumors have selected for the evaluation of classification accuracy using the proposed method.

The diagnostic performances of the texture analysis methods and normalization schemes have listed in Table 1. Considering the normalization role, in default, RLM features have represented a higher performance with 87.5% sensitivity, 92.1% specificity, 90% accuracy, 90.32% PPV, and 89.74% NPV by LDA in comparison with PCA, while classification tasks carried out by PCA yielded a lower discrimination power with sensitivity, specificity, accuracy, PPV, and NPV measuring 87.5%, 92.10%, 90%, 90.32%, and 89.74%, respectively.

In 3-sigma normalization the LDA has shown better discrimination power with a sensitivity of 96.87%, specificity of 100%, accuracy of 98.57%, PPV of 100%, and NPV of 97.43%.

The features analyzed by PCA has shown lower discrimination power than LDA with sensitivity, specificity, accuracy, PPV, and NPV measuring 87.5%, 92.10%, 90%, 90.32%, and 89.74%, respectively.

In 1% - 99% normalization features analyzed by LDA had a higher discrimination power than those by PCA to distinguish between benign and malignant breast tumors, in which sensitivity, specificity, accuracy, PPV, and NPV were 93.75%, 100%, 97.14%, 100%, and 95%, respectively. PCA has indicated a lower performance in which sensitivity, specificity, accuracy, PPV, and NPV were 90.62%, 97.36%, 94.28%, 96.66%, and 92.5%, respectively.

The discriminatory power of the RLM features extracted has examined by constructing ROC curves. Figure 2 has represented the ROC curves of LDA and PCA for the proposed CAD system. They have plotted on the same graph for each normalization to compare the discriminating power for classification of benign and malignant breast tumors. In general, the LDA method had an advantage over PCA in
Table 1. Diagnostic Performance of Proposed Method in Three Normalization Schemes

| Normalization | Method of Feature Reduction | SEN  | SPC  | ACC  | PPV  | NPV  | A<sub>v</sub> Value<sup>b</sup> |
|---------------|-----------------------------|------|------|------|------|------|-------------------------------|
| Default       | LDA                         | 87.5 | 92.10| 90   | 90.32| 89.74| 0.961 (0.923, 1.000)         |
|               | PCA                         | 84.37| 86.84| 85.71| 84.37| 86.84| 0.939 (0.886, 0.992)         |
| 3-sigma       | LDA                         | 96.87| 100  | 98.57| 100  | 97.43| 0.992 (0.971, 1.000)         |
|               | PCA                         | 87.5 | 92.10| 90   | 90.32| 89.74| 0.947 (0.898, 0.995)         |
| 1% - 99%      | LDA                         | 93.75| 100  | 97.34| 100  | 95   | 0.979 (0.953, 1.000)         |
|               | PCA                         | 90.62| 97.36| 94.28| 96.66| 92.5 | 0.949 (0.902, 0.996)         |

Abbreviations: A<sub>v</sub>, Area Under ROC Curve; ACC, Accuracy; PPV, Positive Predictive Value; NPV, Negative Predictive Value; SEN, Sensitivity; SPC, Specificity.

<sup>a</sup>Values are expressed as number percent.

<sup>b</sup>Numbers in parentheses are 95% confidence intervals.

Elastographic features contain information about tissue stiffness. Ultrasound elastography was a non-invasive technique used to achieve tissue deformation in response to compression (19). Studies have used ultrasound elastography to classify benign and malignant breast tumors. Xiao et al. (20) used supersonic shear wave imaging elastography to extract elastographic features and classify benign and malignant breast tumors on ultrasound images. They have achieved a sensitivity of 90.9%, specificity of 97.5%, accuracy of 95.2%, PPV of 95.2%, NPV of 95.2%, and A<sub>v</sub> of 0.97 using a support vector machine classifier. Zhang et al. (21) used real-time ultrasound elastography to distinguish benign from malignant breast tumors with a sensitivity of 92.5%, specificity of 94.9%, accuracy of 93.8%, PPV of 93.9%, NPV of 93.7%, and A<sub>v</sub> of 0.96.

Morphological features has described margin irregularity, symmetry and shape of the tumor surface. In this regard, Chen et al. (22) has used a fractal feature and K-means classifier to classify benign and malignant breast tumors achieving a sensitivity of 93.64%, specificity of 84.29%, accuracy of 88.8%, PPV of 82.4%, NPV of 94.4%, and A<sub>v</sub> of 0.9218. Moon et al. (9) Moon has shown that combining shape and ellipsoid fitting features achieved a performance in which sensitivity, specificity, accuracy, PPV, and NPV, and A<sub>v</sub> were 84.51%, 85.53%, 85.03%, 84.51%, and 85.53%, and 0.9466, respectively. Wu et al. (12) has extracted morphological features from ultrasound images. They have used a support vector machine to classify breast tumors with a sensitivity of 88.89%, specificity of 92.5%, accuracy of 90.95%, PPV of 89.89%, NPV of 94.17%, and A<sub>v</sub> of 0.9389.

In some studies, features from different groups have combined to reach the best performance. Wu et al. (12) has combined texture and morphological features from ultrasound images and indicated that combined features gained better for classifying breast tumors with a sensitivity, specificity and accuracy of 96.67%, PPV of 95.6%, NPV of 97.48%, and A<sub>v</sub> of 0.9827. In a Moon et al. study (9), how-

Discrimination between benign and malignant tumors was one of the most critical factors to improving the initial diagnosis accuracy of radiologists. The results of the current study has proved that RLM texture features could differentiate between benign and malignant breast tumors with high accuracy. The results have demonstrated that LDA had more discriminative power than PCA in the data of this research. In all normalization schemes in order to A<sub>v</sub> values, LDA had a higher performance, as seen in Figure 2, whereas in 3-sigma, LDA had a much higher accuracy than PCA (0.992 vs. 0.947).

From Table 1 one could see that normalization reflected improvement on the performance of the classifier. Therefore, the best performance in this study has obtained in 3-sigma normalization with LDA. Moreover, PCA had the best performance in 1% - 99% normalization.

In the last decade, computer-aided diagnosis has employed to classify breast tumors using ultrasound imaging. Ultrasound imaging has included many kind of features such a textural, elastographic, and morphological features which were useful for classification tasks (18).
However, the combination of GLCM shape and ellipsoid fitting features had a disruptive effect on performance. The best results are driven by morphological features with a sensitivity of 84.51% vs. 83.1% (morphological vs. combined features), specificity of 85.53% vs. 81.58%, accuracy of 85.03% vs. 82.31%, PPV of 84.51% vs. 80.82%, NPV of 85.53% vs. 83.78%, and Az of 0.9466 vs. 0.9388.

Another technique which could be used to differentiate benign from malignant breast tumors is contrast-enhanced sonography. Liu et al. (23) has indicated that contrast-enhanced sonography was useful for classifying breast tumors. They were able to classify benign and malignant breast tumors with a sensitivity of 72.7%, specificity of 80%, and accuracy of 78.2%.

In this work, 20 RLM features have used and presented good classification with a sensitivity of 96.87%, specificity of 100%, accuracy of 98.57%, PPV of 100%, and NPV of 97.43%. The area under receiver operating characteristic curve was 0.992. It has meant that about 99% of patients with uncertain malignant or benign breast cancer could avoid further examination if our texture analysis method has used for the diagnosis of these patients. In this study, three normalizations and two texture data analysis methods provide all together 6 states per ROI. Each set examined individually to find out the best features descriptor for differentiation benign and malignant breast tumor. Based on our hypothesis such condition (under LDA and 3sigma normalization) would classify groups with more confidence as...
it has shown in results. The current research has indicated that RLM features perform higher than other texture sub-sets employed in other studies, i.e. GLCM (9, 10), wavelet, shearlet and curvelet (10), contourlet (10), auto-covariance matrix (12) and a combination of texture features (10, 24). Results of the current study have also indicated that RLM texture analysis possesses significantly more discriminative ability than other methods, such as morphology and elastography (9, 12, 20-22). Likewise, the proposed method has demonstrated a more reliable performance in comparison with previous studies that combined texture and morphological features (9, 12).

Some studies have employed three-dimensional (3D) breast ultrasound image to distinguish between benign and malignant breast masses (9, 25, 26). In this regard, Chen et al. (25) has extracted shape, margin, lesion boundary, echogenicity, posterior acoustic features, and surrounding tissue and was able to classify breast tumors with a sensitivity, specificity, accuracy, PPV, and NPV of 89.6%, 92.8%, 95.9%, 84.5%, and 95.3%, respectively. Tan et al. (26) has used automated 3D breast ultrasound and reported an $A_z$ of 0.92 in discriminating benign from malignant breast lesions. The presented study, however, has used texture features from 2D ultrasound images, and its results have indicated that 2D ultrasound images were more favorable for the study of breast cancer. However, 3D ultrasound imaging has not conventionally used in most clinical settings.

There were several limitations in the current study. First, the data group was small. Further investigation using a larger data set would be needed. Second, in MaZda software feature combination tools were not available. This made it difficult to perform some calculations. For example, averaging of Run-length matrix features of four different orientations was difficult. Third, the radiologist’s diagnostic has not implemented in this study. The texture analysis results have compared only with pathology. Further investigation comparing the texture analysis results with radiologist diagnostic to evaluate radiologists’ performance would be needed.

This method was not an alternative for biopsy, but it could help radiologists select patients with a high malignancy risk for breast tumors for biopsy. The methods has used in this study could aid radiologists in distinguishing between benign and malignant breast tumors in the target tumors. The main advantage of this method was this fact that there would be no operator dependency, because analysis has performed by the computer. Moreover, it has required no additional time or costs.

MaZda software has developed in 1998 for the purpose of texture analysis of magnetic resonance imaging (6). We have used it also for ultrasound images which were useful for texture pattern recognition. Generally, our results has indicated that texture analysis was useful tool for discrimination of breast cancers by ultrasound images and could be an auxiliary tool to help radiologists improving accuracy regarding the classification of benign and malignant breast tumors.

In conclusion, we have proposed a new approach that has based on RLM features to differentiate benign and malignant tumors on ultrasound image. The experiment results have shown that RLM features had a potential to characterize and classify breast tumors.
5.1. Implication of the Manuscript

- Computerized texture analysis (CTA) was an accurate noninvasive method for assessing breast tumors.
- CTA based on run-length matrix (RLM) features has employed for the first time to differentiate between benign and malignant breast tumors in ultrasound images.
- RLM features have demonstrated a more reliable performance in comparison with other texture features groups and other methods, such as morphology, elastography and contrast-enhanced sonography.
- RLM features could help radiologists select patients with a high malignancy risk for breast tumors for biopsy.
- RLM features were useful for pattern recognition and have a potential to classify breast tumors.
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