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Abstract

This paper describes an extremely lexicalized probabilistic model for fast and accurate HPSG parsing. In this model, the probabilities of parse trees are defined with only the probabilities of selecting lexical entries. The proposed model is very simple, and experiments revealed that the implemented parser runs around four times faster than the previous model and that the proposed model has a high accuracy comparable to that of the previous model for probabilistic HPSG, which is defined over phrase structures. We also developed a hybrid of our probabilistic model and the conventional phrase-structure-based model. The hybrid model is not only significantly faster but also significantly more accurate by two points of precision and recall compared to the previous model.

1 Introduction

For the last decade, accurate and wide-coverage parsing for real-world text has been intensively and extensively pursued. In most of state-of-the-art parsers, probabilistic events are defined over phrase structures because phrase structures are supposed to dominate syntactic configurations of sentences. For example, probabilities were defined over grammar rules in probabilistic CFG (Collins, 1999; Klein and Manning, 2003; Char-
termined because supertags include rich syntactic information such as subcategorization frames. Nasr and Rambow (2004) showed that the accuracy of LTAG parsing reached about 97%, assuming that the correct supertags were given. The concept of supertagging is simple and interesting, and the effects of this were recently demonstrated in the case of a CCG parser (Clark and Curran, 2004a) with the result of a drastic improvement in the parsing speed. Wang and Harper (2004) also demonstrated the effects of supertagging with a statistical constraint dependency grammar (CDG) parser. They achieved accuracy as high as the state-of-the-art parsers. However, a supertagger itself was used as an external tagger that enumerates candidates of lexical entries or filters out unlikely lexical entries just to help parsing, and the best parse trees were selected mainly according to the probabilistic model for phrase structures or dependencies with/without the probabilistic model for supertagging.

We investigate an extreme case of HPSG parsing in which the probabilistic model is defined with only the probabilities of lexical entry selection; i.e., the model is never sensitive to characteristics of phrase structures. The model is simply defined as the product of the supertagging probabilities, which are provided by the discriminative method with machine learning features of word trigrams and part-of-speech (POS) 5-grams as defined in the CCG supertagging (Clark and Curran, 2004a). The model is implemented in an HPSG parser instead of the phrase-structure-based probabilistic model; i.e., the parser returns the parse tree assigned the highest probability of supertagging among the parse trees licensed by an HPSG. Though the model uses only the probabilities of lexical entry selection, the experiments revealed that it was as accurate as the previous phrase-structure-based model. Interestingly, this means that accurate parsing is possible using rather simple mechanisms.

We also tested a hybrid model of the supertagging and the previous phrase-structure-based probabilistic model. In the hybrid model, the probabilities of the previous model are multiplied by the supertagging probabilities instead of a preliminary probabilistic model, which is introduced to help the process of estimation by filtering unlikely lexical entries (Miyao and Tsujii, 2005). In the previous model, the preliminary probabilistic model is defined as the probability of unigram supertagging. So, the hybrid model can be regarded as an extension of supertagging from unigram to n-gram. The hybrid model can also be regarded as a variant of the statistical CDG parser (Wang, 2003; Wang and Harper, 2004), in which the parse tree probabilities are defined as the product of the supertagging probabilities and the dependency probabilities. In the experiments, we observed that the hybrid model significantly improved the parsing speed, by around three to four times speed-ups, and accuracy, by around two points in both precision and recall, over the previous model. This implies that finer probabilistic model of lexical entry selection can improve the phrase-structure-based model.

2 HPSG and probabilistic models

HPSG (Pollard and Sag, 1994) is a syntactic theory based on lexicalized grammar formalism. In HPSG, a small number of schemata describe general construction rules, and a large number of lexical entries express word-specific characteristics. The structures of sentences are explained using combinations of schemata and lexical entries. Both schemata and lexical entries are represented by typed feature structures, and constraints represented by feature structures are checked with unification.

An example of HPSG parsing of the sentence “Spring has come” is shown in Figure 1. First, each of the lexical entries for “has” and “come” is unified with a daughter feature structure of the Head-Complement Schema. Unification provides the phrasal sign of the mother. The sign of the larger constituent is obtained by repeatedly applying schemata to lexical/phrasal signs. Finally, the parse result is output as a phrasal sign that dominates the sentence.

Given a set \(W\) of words and a set \(F\) of feature structures, an HPSG is formulated as a tuple, \(G = \langle L, R \rangle\), where

\[
L = \{ l = \langle w, F \rangle \mid w \in W, F \in F \}
\]

is a set of lexical entries, and

\(R\) is a set of schemata; i.e., \(r \in R\) is a partial function: \(F \times F \rightarrow F\).

Given a sentence, an HPSG computes a set of phrasal signs, i.e., feature structures, as a result of parsing. Note that HPSG is one of the lexicalized grammar formalisms, in which lexical entries determine the dominant syntactic structures.
Previous studies (Abney, 1997; Johnson et al., 1999; Riezler et al., 2000; Malouf and van Noord, 2004; Kaplan et al., 2004; Miyao and Tsujii, 2005) defined a probabilistic model of unification-based grammars including HPSG as a log-linear model or maximum entropy model (Berger et al., 1996). The probability that a parse result \( T \) is assigned to a given sentence \( w = \langle w_1, \ldots, w_n \rangle \) is

\[
p_{\text{hpsg}}(T|w) = \frac{1}{Z_w} \exp \left( \sum_u \lambda_u f_u(T) \right)
\]

\[
Z_w = \sum_{T'} \exp \left( \sum_u \lambda_u f_u(T') \right),
\]

where \( \lambda_u \) is a model parameter, \( f_u \) is a feature function that represents a characteristic of parse tree \( T \), and \( Z_w \) is the sum over the set of all possible parse trees for the sentence. Intuitively, the probability is defined as the normalized product of the weights \( \exp(\lambda_u) \) when a characteristic corresponding to \( f_u \) appears in parse result \( T \). The model parameters, \( \lambda_u \), are estimated using numerical optimization methods (Malouf, 2002) to maximize the log-likelihood of the training data.

However, the above model cannot be easily estimated because the estimation requires the computation of \( p(T|w) \) for all parse candidates assigned to sentence \( w \). Because the number of parse candidates is exponentially related to the length of the sentence, the estimation is intractable for long sentences. To make the model estimation tractable, Geman and Johnson (Geman and Johnson, 2002) and Miyao and Tsujii (Miyao and Tsujii, 2002) proposed a dynamic programming algorithm for estimating \( p(T|w) \). Miyao and Tsujii (2005) also introduced a preliminary probabilistic model \( p_0(T|w) \) whose estimation does not require the parsing of a treebank. This model is introduced as a reference distribution of the probabilistic HPSG model; i.e., the computation of parse trees given low probabilities by the model is omitted in the estimation stage. We have

\[
(\text{Previous probabilistic HPSG})
\]

\[
p_{\text{hpsg}}'(T|w) = p_0(T|w) \frac{1}{Z_w} \exp \left( \sum_u \lambda_u f_u(T) \right)
\]

\[
Z_w = \sum_{T'} p_0(T'|w) \exp \left( \sum_u \lambda_u f_u(T') \right)
\]

\[
p_0(T|w) = \prod_{i=1}^{n} p(l_i|w_i),
\]

where \( l_i \) is a lexical entry assigned to word \( w_i \) in \( T \) and \( p(l_i|w_i) \) is the probability of selecting lexical entry \( l_i \) for \( w_i \).

In the experiments, we compared our model with the probabilistic HPSG model of Miyao and Tsujii (2005). The features used in their model are combinations of the feature templates listed in Table 1. The feature templates \( f_{\text{binary}} \) and \( f_{\text{unary}} \) are defined for constituents at binary and unary branches, \( f_{\text{root}} \) is a feature template set for the root nodes of parse trees, and \( f_{\text{lcc}} \) is a feature template set for calculating the preliminary probabilistic model. An example of features applied to the parse tree for the sentence “Spring has come” is shown in Figure 2.
$$f_{\text{binary}} = \langle r, d, c, sp, sy, hw, hp, hl, sp, sy, hw, hp, hl_r \rangle$$

$$f_{\text{unary}} = \langle r, sy, hw, hp, hl \rangle$$

$$f_{\text{root}} = \langle sy, hw, hp, hl \rangle$$

$$f_{\text{lex}} = \langle w_i, p_i, l_i \rangle$$

Table 1: Features.

3 Extremely lexicalized probabilistic models

In the experiments, we tested parsing with the previous model for the probabilistic HPSG explained in Section 2 and other three types of probabilistic models defined with the probabilities of lexical entry selection. The first one is the simplest probabilistic model, which is defined with only the probabilities of lexical entry selection. It is defined simply as the product of the probabilities of selecting all lexical entries in the sentence; i.e., the model does not use the probabilities of phrase structures like the previous models.

Given a set of lexical entries, $L$, a sentence, $w = \langle w_1, \ldots, w_n \rangle$, and the probabilistic model of lexical entry selection, $p(l_i \in L|w, i)$, the first model is formally defined as follows:

$$(\text{Model 1})$$

$$p_{\text{model1}}(T|w) = \prod_{i=1}^{n} p(l_i|w, i),$$

where $l_i$ is a lexical entry assigned to word $w_i$ in $T$ and $p(l_i|w, i)$ is the probability of selecting lexical entry $l_i$ for $w_i$.

The second model is defined as the product of the probabilities of selecting all lexical entries in the sentence and the root node probability of the parse tree. That is, the second model is also defined without the probabilities on phrase structures:

$$(\text{Model 2})$$

$$p_{\text{model2}}(T|w) = \frac{1}{Z_{\text{model2}}} p_{\text{model1}}(T|w) \exp \left( \sum_{u} \lambda_u f_u(T) \right)$$

$$Z_{\text{model2}} = \sum_{T'} p_{\text{model1}}(T'|w) \exp \left( \sum_{u} \lambda_u f_u(T') \right),$$

where $Z_{\text{model2}}$ is the sum over the set of all possible parse trees for the sentence.

The third model is a hybrid of model 1 and the previous model. The probabilities of the lexical entries in the previous model are replaced with the probabilities of lexical entry selection:

$$(\text{Model 3})$$

$$p_{\text{model3}}(T|w) = \frac{1}{Z_{\text{model3}}} p_{\text{model1}}(T|w) \exp \left( \sum_{u} \lambda_u f_u(T) \right)$$

$$Z_{\text{model3}} = \sum_{T'} p_{\text{model1}}(T'|w) \exp \left( \sum_{u} \lambda_u f_u(T') \right).$$

In this study, the same model parameters used in the previous model were used for phrase structures.

The probabilities of lexical entry selection, $p(l_i|w, i)$, are defined as follows:

(Probabilistic Model of Lexical Entry Selection)

$$p(l_i|w, i) = \frac{1}{Z_w} \exp \left( \sum_{l} \lambda_u f_u(l_i, w, i) \right)$$
$$f_{\text{lex}} = \left\langle w_{i-1}, w_i, w_{i+1}, \right.$$ \[\left. p_{i-2}, p_{i-1}, p_i, p_{i+1}, p_{i+2} \right\rangle$$

combinations of feature templates
$$\langle w_{i-1} \rangle, \langle w_i \rangle, \ldots$$ tag set
size, therefore, is around 1,361, the number of lexical entries
without those never-seen lexical entries.

Table 2: Features for the probabilities of lexical entry selection.

| Procedure Parsing($w_1, \ldots, w_n$), $(L, R, \alpha, \beta, \kappa, \delta, \theta)$ |
| --- |
| for $i = 1$ to $n$ |
| foreach $F' \in \{ F | (w_i, F) \in L \}$ |
| $p = \sum_u \lambda_u f_u(F')$ |
| $\pi[i, j] = \pi[i, j-1] \cup \{ F' \}$ |
| if $p > \rho[i, j]$ then $\rho[i, j] = p$ |
| LocalThresholding(i, j, $\alpha$, $\beta$) |
| for $d = 1$ to $n$ |
| for $i = 0$ to $n - d$ |
| foreach $F, F_i \in \phi[k, i], \phi[j, k], r \in R$ |
| if $F = (F_i, F_1)$ has succeeded |
| $p = \rho[i, j]$, $F_1 = \rho[i, k]$, $k = 1$ to $j - 1$ |
| $\pi[1, j] = \pi[1, j-1] \cup \{ F \}$ |
| if $(q > \rho[i, j])$ then $\rho[i, j, F] = p$ |
| GlobalThresholding(i, j, $\alpha$, $\beta$, $\delta$, $\theta$) |

| Procedure IterativeParsing(w, $G, \alpha_0, \beta_0, \kappa_0, \delta_0, \Delta_0, \Delta' \beta, \Delta' \kappa, \Delta' \delta, \Delta' \alpha$) |
| --- |
| for $k = 0$ to $i$ |
| $\alpha = \alpha_{\text{last}}$, $\beta = \beta_{\text{last}}$, $\kappa = \kappa_{\text{last}}$, $\delta = \delta_{\text{last}}$, $\theta = \theta_{\text{last}}$ |
| loop while $\alpha \leq \alpha_{\text{last}}$ and $\beta \leq \beta_{\text{last}}$ and $\kappa \leq \kappa_{\text{last}}$ and $\delta \leq \delta_{\text{last}}$ and $\theta \leq \theta_{\text{last}}$ |
| call Parsing(w, $G, \alpha, \beta, \kappa, \delta, \theta$) |
| if $\pi[1, n] \neq \emptyset$ then |
| $\alpha = \alpha + \Delta_0 \beta$, $\beta = \beta + \Delta' \beta$, $\kappa = \kappa + \Delta_0 \kappa$, $\delta = \delta + \Delta' \delta$, $\theta = \theta + \Delta' \alpha$ |

Figure 3: Pseudo-code of iterative parsing for HPSG. $Z_w = \sum_{l'} \exp \left( \sum_u \lambda_u f_u(l', w, i) \right)$, where $Z_w$ is the sum over all possible lexical entries for the word $w$. The feature templates used in our model are listed in Table 2 and are word trigrams and POS 5-grams.

4 Experiments

4.1 Implementation

We implemented the iterative parsing algorithm (Ninomiya et al., 2005) for the probabilistic HPSG models. It first starts parsing with a narrow beam. If the parsing fails, then the beam is widened, and parsing continues until the parser outputs results or the beam width reaches some limit. Though the probabilities of lexical entry selection are introduced, the algorithm for the presented probabilistic models is almost the same as the original iterative parsing algorithm.

The pseudo-code of the algorithm is shown in Figure 3. In the figure, the $\pi[i, j]$ represents the set of partial parse results that cover words $w_{i+1}, \ldots, w_j$, and $\rho[i, j, F]$ stores the maximum figure-of-merit (FOM) of partial parse result $F$ at cell $(i, j)$. The probability of lexical entry $F$ is computed as $\sum_u \lambda_u f_u(F)$ for the previous model, as shown in the figure. The probability of a lexical entry for models 1, 2, and 3 is computed as the probability of lexical entry selection, $p(F | w, i)$. The FOM of a newly created partial parse, $F'$, is computed by summing the values of $\rho$ of the daughters and an additional FOM of $F$ if the model is the previous model or model 3. The FOM for models 1 and 2 is computed by only summing the values of $\rho$ of the daughters; i.e., weights $\exp(\lambda_u)$ in the figure are assigned zero. The terms $\alpha$ and $\beta$ are the thresholds of the number of phrasal signs in the chart cell and the beam width for signs in the chart cell. The terms $\kappa$ and $\delta$ are the thresholds of the number and the beam width of lexical entries, and $\theta$ is the beam width for global thresholding (Goodman, 1997).

4.2 Evaluation

We evaluated the speed and accuracy of parsing with extremely lexicalized models by using Enju 2.1, the HPSG grammar for English (Miyao et al., 2005; Miyao and Tsujii, 2005). The lexicon of the grammar was extracted from Sections 02-21 of the Penn Treebank (Marcus et al., 1994) (39,832 sentences). The grammar consisted of 3,797 lexical entries for 10,536 words. The probabilistic models were trained using the same portion of the treebank. We used beam thresholding, global thresholding (Goodman, 1997), preserved iterative parsing (Ninomiya et al., 2005) and other tech-

---

1An HPSG treebank is automatically generated from the Penn Treebank. Those lexical entries were generated by applying lexical rules to observed lexical entries in the HPSG treebank (Nakanishi et al., 2004). The lexicon, however, included many lexical entries that do not appear in the HPSG treebank. The HPSG treebank is used for training the probabilistic model for lexical entry selection, and hence, those lexical entries that do not appear in the treebank are rarely selected by the probabilistic model. The 'effective' tag set size, therefore, is around 1,361, the number of lexical entries without those never-seen lexical entries.
Table 3: Statistics of the Penn Treebank.

| No. of tested sentences | Total No. of sentences | Avg. length of tested sentences |
|-------------------------|------------------------|-------------------------------|
| ≤ 40 words              | ≤ 100 words            | ≤ 40 words                    | ≤ 100 words |
| Section 23              | 2,162 (94.04%)         | 2,299 (100.00%)              | 2,299       | 20.7       | 22.2 |
| Section 24              | 1,157 (92.78%)         | 1,245 (99.84%)               | 1,247       | 21.2       | 23.0 |

Table 4: Experimental results for Section 23.

| Section 23 (≤ 40 + Gold POSs) | Section 23 (≤ 100 + Gold POSs) |
|-------------------------------|----------------------------------|
| LP LR UP UR Avg. time         | LP LR UP UR Avg. time            |
| (%) (%) (%) (%) (ms)          | (%) (%) (%) (%) (ms)             |
| previous model                | previous model                  |
| 87.65 86.97 91.13 90.42       | 87.26 86.50 90.73 89.93          |
| 468                            | 604                              |
| model 1                        | model 1                          |
| 87.54 86.85 90.38 89.66       | 87.23 86.47 90.05 89.27          |
| 111                            | 129                              |
| model 2                        | model 2                          |
| 87.71 87.02 90.51 89.80       | 87.38 86.62 90.17 89.39          |
| 109                            | 130                              |
| model 3                        | model 3                          |
| 89.79 88.97 92.66 91.81       | 89.48 88.58 92.33 91.40          |
| 132                            | 152                              |

| Section 23 (≤ 40 + POS tagger) | Section 23 (≤ 100 + POS tagger) |
|-------------------------------|----------------------------------|
| LP LR UP UR Avg. time         | LP LR UP UR Avg. time            |
| (%) (%) (%) (%) (ms)          | (%) (%) (%) (%) (ms)             |
| previous model                | previous model                  |
| 85.33 84.83 89.93 89.41       | 84.96 84.25 89.55 88.80          |
| 509                            | 674                              |
| model 1                        | model 1                          |
| 85.26 84.31 89.17 88.18       | 85.00 84.01 88.85 87.82          |
| 133                            | 154                              |
| model 2                        | model 2                          |
| 85.37 84.42 89.25 88.26       | 85.08 84.09 88.91 87.88          |
| 134                            | 155                              |
| model 3                        | model 3                          |
| 87.66 86.53 91.61 90.43       | 87.35 86.29 91.24 90.13          |
| 155                            | 183                              |

The parsing performance for Section 23 is shown in Table 4. The upper half of the table shows the performance using the correct POSs in the Penn Treebank, and the lower half shows the performance using the POSs given by a POS tagger (Tsuruoka and Tsujii, 2005). The left and right sides of the table show the performances for the sentences of ≤ 40 and 100 words. Our models significantly increased not only the parsing speed but also the parsing accuracy. Model 3 was around three to four times faster and had around two points higher precision and recall than the previous model. Surprisingly, model 1, which used only lexical information, was very fast and as accurate as the previous model. Model 2 also improved the accuracy slightly without information of phrase structures. When the automatic POS tagger was introduced, both precision and recall dropped by around 2 points, but the tendency towards improved speed and accuracy was again ob-

2Deep parsing techniques include quick check (Malouf et al., 2000) and large constituent inhibition (Kaplan et al., 2004) as described by Ninomiya et al. (2005), but hybrid parsing with a CFP chunk parser was not used. This is because we did not observe a significant improvement for the development set by the hybrid parsing and observed only a small improvement in the parsing speed by around 10 ms.

3When parsing fails, precision and recall are evaluated, although nothing is output by the parser; i.e., recall decreases greatly.

4ran, 2004b; Miyao and Tsujii, 2005). The experiments were conducted on an AMD Opteron server with a 2.4-GHz CPU. Section 22 of the Treebank was used as the development set, and the performance was evaluated using sentences of ≤ 40 and 100 words in Section 23. The performance of each parsing technique was analyzed using the sentences in Section 24 of ≤ 100 words. Table 3 details the numbers and average lengths of the tested sentences of ≤ 40 and 100 words in Sections 23 and 24, and the total numbers of sentences in Sections 23 and 24.

The parsing performance for Section 23 is shown in Table 4. The upper half of the table shows the performance using the correct POSs in the Penn Treebank, and the lower half shows the performance using the POSs given by a POS tagger (Tsuruoka and Tsujii, 2005). The left and right sides of the table show the performances for the sentences of ≤ 40 and 100 words. Our models significantly increased not only the parsing speed but also the parsing accuracy. Model 3 was around three to four times faster and had around two points higher precision and recall than the previous model. Surprisingly, model 1, which used only lexical information, was very fast and as accurate as the previous model. Model 2 also improved the accuracy slightly without information of phrase structures. When the automatic POS tagger was introduced, both precision and recall dropped by around 2 points, but the tendency towards improved speed and accuracy was again ob-
served.

The unlabeled precisions and recalls of the previous model and models 1, 2, and 3 were significantly different as measured using stratified shuffling tests (Cohen, 1995) with p-values < 0.05. The labeled precisions and recalls were significantly different among models 1, 2, and 3 and between the previous model and model 3, but were not significantly different between the previous model and model 1 and between the previous model and model 2.

The average parsing time and labeled F-score curves of each probabilistic model for the sentences in Section 24 of \( \leq 100 \) words are graphed in Figure 4. The superiority of our models is clearly observed in the figure. Model 3 performed significantly better than the previous model. Models 1 and 2 were significantly faster with almost the same accuracy as the previous model.

5 Discussion

5.1 Supertagging

Our probabilistic model of lexical entry selection can be used as an independent classifier for selecting lexical entries, which is called the supertagger (Bangalore and Joshi, 1999; Clark and Curran, 2004b). The CCG supertagger uses a maximum entropy classifier and is similar to our model.

We evaluated the performance of our probabilistic model as a supertagger. The accuracy of the resulting supertagger on our development set (Section 22) is given in Table 5 and Table 6. The test sentences were automatically POS-tagged. Results of other supertaggers for automatically extracted lexicalized grammars are listed in Table 5. Table 6 gives the average number of supertags assigned to a word, the per-word accuracy, and the sentence accuracy for several values of \( \gamma \), which is a parameter to determine how many lexical entries are assigned.

When compared with other supertag sets of automatically extracted lexicalized grammars, the (effective) size of our supertag set, 1,361 lexical entries, is between the CCG supertag set (398 categories) used by Curran and Clark (2003) and the LTAG supertag set (2920 elementary trees) used by Shen and Joshi (2003). The relative order based on the sizes of the tag sets exactly matches the order based on the accuracies of corresponding supertaggers.

| \( \gamma \) | tags/word | word acc. (%) | sentence acc. (%) |
|-------------|-----------|---------------|------------------|
| 1e-1        | 1.30      | 92.64         | 34.98            |
| 1e-2        | 2.11      | 95.08         | 46.11            |
| 1e-3        | 4.66      | 96.22         | 51.95            |
| 1e-4        | 10.72     | 96.83         | 55.66            |
| 1e-5        | 19.93     | 96.95         | 56.20            |

Table 6: Accuracy of multi-supertagging.
The implemented parsers of models 1 and 2 were around four times faster than the previous model without a loss of accuracy. However, what surprised us is not the speed of the models, but the fact that they were as accurate as the previous model, though they do not use any phrase-structure-based probabilities. We think that the correct parse is more likely to be selected if the correct lexical entries are assigned high probabilities because lexical entries include specific information about subcategorization frames and syntactic alternation, such as wh-movement and passivization, that likely determines the dominant structures of parse trees. Another possible reason for the accuracy is the constraints placed by unification-based grammars. That is, incorrect parse trees were suppressed by the constraints.

The best performer in terms of speed and accuracy was model 3. The increased speed was, of course, possible for the same reasons as the speeds of models 1 and 2. An unexpected but very impressive result was the significant improvement of accuracy by two points in precision and recall, which is hard to attain by tweaking parameters or hacking features. This may be because the phrase structure information and lexical information complementarily improved the model. The lexical information includes more specific information about the syntactic alternation, and the phrase structure information includes information about the syntactic structures, such as the distances of head words or the sizes of phrases.

Nasr and Rambow (2004) showed that the accuracy of LTAG parsing reached about 97%, assuming that the correct supertags were given. We exemplified the dominance of lexical information in real syntactic parsing, i.e., syntactic parsing without gold-supertags, by showing that the probabilities of lexical entry selection dominantly contributed to syntactic parsing.

The CCG supertagging demonstrated fast and accurate parsing for the probabilistic CCG (Clark and Curran, 2004a). They used the supertagger for eliminating candidates of lexical entries, and the probabilities of parse trees were calculated using the phrase-structure-based model without the probabilities of lexical entry selection. Our study is essentially different from theirs in that the probabilities of lexical entry selection have been demonstrated to dominantly contribute to the disambiguation of phrase structures.

We have not yet investigated whether our results can be reproduced with other lexicalized grammars. Our results might hold only for HPSG because HPSG has strict feature constraints and has lexical entries with rich syntactic information such as wh-movement.

6 Conclusion

We developed an extremely lexicalized probabilistic model for fast and accurate HPSG parsing. The model is very simple. The probabilities of parse trees are defined with only the probabilities of selecting lexical entries, which are trained by the discriminative methods in the log-linear model with features of word trigrams and POS 5-grams as defined in the CCG supertagging. Experiments revealed that the model achieved impressive accuracy as high as that of the previous model for the probabilistic HPSG and that the implemented parser runs around four times faster. This indicates that accurate and fast parsing is possible using rather simple mechanisms. In addition, we provided another probabilistic model, in which the probabilities for the leaf nodes in a parse tree are given by the probabilities of supertagging, and the probabilities for the intermediate nodes are given by the previous phrase-structure-based model. The experiments demonstrated not only speeds significantly increased by three to four times but also impressive improvement in parsing accuracy by around two points in precision and recall.

We hope that this research provides a novel approach to deterministic parsing in which only lexical selection and little phrasal information without packed representations dominates the parsing strategy.
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