Orientational Memory of Active Particles in Multistate Non-Markovian Processes
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The orientational memory of particles can serve as an effective measure of diffusivity, spreading, and search efficiency in complex stochastic processes. We develop a theoretical framework to describe the decay of directional correlations in a generic class of stochastic active processes consisting of distinct states of motion characterized by their persistence and switching probabilities between the states. For exponentially distributed sojourn times, the orientation autocorrelation is analytically derived and the characteristic times of its crossovers are obtained in terms of the persistence of each state and the switching probabilities. We show how non-exponential sojourn-time distributions of interest, such as Gaussian and power-law distributions, can result from history-dependent transitions between the states. The relaxation behavior of the correlation function in such non-Markovian processes is governed by the history-dependence of the switching probabilities and cannot be solely determined by the mean sojourn times of the states.
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Transport processes with distinct states of motion are ubiquitous in nature. Examples range from simple combinations of passive motility modes—e.g. in chromatography or transport in amorphous materials—to more general mixtures of active and passive dynamics as frequently observed in living systems. Active dynamics of many biological agents consists of more than one motility mode. Migrating cells [1, 2], swimming bacteria [3, 4], molecular motors along cytoskeletal filaments [5], and DNA-binding proteins [6, 7] are examples of agents that experience frequent transitions between two states of motion. While a full mathematical description of such multistate processes is challenging in general, a useful concept to describe the particle dynamics is the orientational memory, reflected e.g. in the velocity autocorrelations [8]. The orientational correlation carries vital information about the diffusivity of the particle which affects its taxis, search, and transport efficiency [9–11].

In order to handle multistate dynamics problems, the states are often approximated as simple stochastic processes, e.g. normal diffusion or ballistic motion, due to difficulties in analytical treatment of the full system. Although such simple mixtures have been broadly employed and succeeded in capturing some of the specific features of these systems [12–21], they are generally inadequate to accurately describe the dynamics of a combination of active states with arbitrary persistencies. For instance, the run-and-tumble dynamics of bacteria is often modeled by ballistic runs and diffusion periods or random reorientation events [22–24]. However, partial disruption of flagellar bundles in the tumble state results in an active swimming with a weak persistence rather than a pure diffusive dynamics [4, 22]. Moreover, ballistic motion in the run state is a very rough assumption since the run trajectories can be extremely curved and the persistence, speed, and duration of the run state vary in response to environmental conditions and bacterial structure [3, 4, 22]. Thus, a full description of the bacterial dynamics requires a technically challenging combination of two processes with arbitrary self-propulsions [27].

The stochastic transitions between the states are often supposed to occur with constant probabilities, which leads to exponential sojourn-time distributions (as observed e.g. for the run-and-tumble dynamics of E. coli [28, 29]). However, there is growing interest in non-exponential sojourn-time distributions. For instance, the run time of swarming bacteria [30] or the switching time of the rotation direction of flagellar motors [31, 32] follow power-law distributions. These observations evidence age-dependent transitions between the states [2, 32, 33], which call for a detailed study of the effects of the history dependence of switching probabilities on sojourn-time distributions and particle dynamics. To design optimal navigation and taxis in non-Markovian active processes, a quantitative understanding of the influence of such memory effects on the orientational correlations is still lacking.

Here we develop a theoretical framework to quantify the orientational memory in multistate stochastic processes. Our approach allows us to calculate the orientational correlation function for arbitrary combinations of active and/or passive states and identify the timescales for crossovers of the correlation function. We verify how the exponential decay of correlations in processes with constant switching probabilities between the states depends on the persistence of the individual states and the switching probabilities. Moreover, we introduce specific history-dependent switching probabilities that lead to non-exponential sojourn-time distributions of interest, namely Gaussian and power-law forms. Our numerical results show that the tail behavior of the correlation function deviates from the exponential behavior; the temporal scale of the orientational memory changes in these non-Markovian processes with history-dependent transi-
tions between the states.

First, we describe the stochastic discrete process that we use to model the active dynamics. The process consists of \( n \) distinct states of motility, each characterized by the probability distributions \( h_i(v) \) and \( f_i(\theta) \) for the local speed \( v \) and the directional change \( \theta \) between successive steps of the random walk, respectively (\( i \in \{1, \ldots, n\} \)). We quantify the tendency to preserve the current direction of motion with a generalized self-propulsion parameter \( p = \int_0^{\pi} \theta e^{i \theta} f(\theta) \). For a turning-angle distribution \( f(\theta) \) which is symmetric with respect to the arrival direction (e.g. walking with left-right symmetry in 2D), the self-propulsion reduces to \( p = \langle \cos \theta \rangle \), i.e. a real number within \([-1, 1]\). However, for the general case of an asymmetric \( f(\theta) \), \( p \) has a nonzero imaginary part as well, leading to spiral trajectories \( \theta = 0 \) (i.e. near forward directions) leading to a positive \( p (0 < p < 1) \) and an anomalous exponent \( \beta > 1 \) (superdiffusive dynamics). In the extreme case of a ballistic motion, one obtains \( p = 1 \) and \( \beta = 2 \). In contrast, \( f(\theta) \) in an anti-persistent random walk is peaked around \( \theta = \pi \) (i.e. near backward directions); thus, \( p \) is negative \((-1 < p < 0)\) and \( \beta = 1 \) (subdiffusive dynamics). A pure localization happens when the walker hopes back and forth forever, which leads to \( p = -1 \) and \( \beta = 0 \). In case of normal diffusion, \( f(\theta) = \frac{1}{\pi} \) is isotropic which results in \( p = 0 \) and \( \beta = 1 \). Stochastic transitions between the states occur with asymmetric probabilities \( q_{i \rightarrow j} \). When a switching occurs, the walker instantly adopts the distributions \( h_j(v) \) and \( f_j(\theta) \) of the new state.

We consider an active motion in 2D in the following for brevity (extension to 3D is straightforward; see e.g. the treatment of a single-state persistent random walk in \cite{13}). As shown in the schematic Fig. 1 the orientation of the walker at successive time steps \( t - \Delta t \) and \( t \) is denoted with angles \( \phi \) and \( \gamma \), respectively, and the directional change \( \theta \) during these two steps is given by \( \theta = \gamma - \phi \). By introducing the orientation unit vectors \( \hat{u}_t = \begin{bmatrix} \cos \phi \\ \sin \phi \end{bmatrix} \) and \( \hat{u}_{t-\Delta t} = \begin{bmatrix} \cos \gamma \\ \sin \gamma \end{bmatrix} \) and the probability density functions \( S_{i \rightarrow j}(\theta) \) and \( S_{i, j}(\gamma) \) to find the walker in state \( i \) with the given orientation, the orientational state of the system at successive time steps \( t - \Delta t \) and \( t \) can be represented as

\[
S_{t-\Delta t} = \begin{pmatrix} S_{\theta, i}(\theta) \\ \\ S_{\theta, j}(\theta) \end{pmatrix} \quad \text{and} \quad S_t = \begin{pmatrix} S_{\gamma, i}(\gamma) \\ \\ S_{\gamma, j}(\gamma) \end{pmatrix}.
\]

The following set of master equations describe the temporal evolution of the stochastic process

\[
S_t = M S_{t-\Delta t}, \quad (1)
\]

with \( M \) being the transition matrix given by

\[
M = \int_0^{\pi} d\phi \begin{pmatrix} (1 - \sum_{j \neq i} q_{j \rightarrow i}) f_i(\phi) & q_{i \rightarrow j} f_i(\phi) & \cdots & q_{n \rightarrow i} f_i(\phi) \\ \\ q_{1 \rightarrow i} f_i(\phi) & \ddots & \ddots & \ddots \\ \\ \vdots & \ddots & \ddots & \ddots \\ \\ q_{n-1 \rightarrow i} f_i(\phi) & \cdots & (1 - \sum_{j \neq n} q_j) f_i(\phi) \end{pmatrix} \quad (2)
\]

An off-diagonal element \( M_{ij} \), represents the possibility of switching from state \( j \) to \( i \) with probability \( q_{j \rightarrow i} \), while the diagonal element \( M_{ii} \) takes into account the possibility of remaining in state \( i \) with probability \( 1 - \sum_{j \neq i} q_{j \rightarrow i} \). The orientational change \( \theta \) from any arbitrary direction \( \phi \) to the new direction \( \gamma \) is deduced from the turning-angle distribution \( f(\theta) \) via the integral \( \int_\phi^{\pi} d\phi f(\gamma - \phi) \) over all possibilities of \( \phi \). In case of a two-state process the transition matrix reduces to

\[
M = \int_0^{\pi} d\phi \begin{pmatrix} (1 - q_{1 \rightarrow 2}) f(\phi) & q_{2 \rightarrow 1} f(\phi) \\ q_{1 \rightarrow 2} f(\phi) & (1 - q_{2 \rightarrow 1}) f(\phi) \end{pmatrix} \quad (3)
\]

Constant switching probabilities. — The transitions between the states with constant probabilities \( q_{j \rightarrow i} \) lead to exponential distributions \( P_i(\tau) \sim \exp[\ln(1 - \sum_{j \neq i} q_{j \rightarrow i}) \tau] \) for the sojourn time \( \tau \) in each state with the mean sojourn times \( \langle \tau \rangle_i = 1/\sum_{j \neq i} q_{j \rightarrow i} \). For constant switching probabilities, we solve Eqs. (1) in Fourier space, which enables us to calculate the orientational correlations. While the formalism is developed for multi-state processes in general, hereafter we consider a two-state dynamics, as the most frequent multi-state process in natural systems (Fig. 1). Using the Fourier transform \( S_{\gamma, i}(\gamma) = \int_0^{\pi} d\gamma e^{i m \gamma} S_{\gamma, i}(\gamma) \), the master equations (1) lead to

\[
S_{t}(m) = \mathcal{F} S_{t-\Delta t}(m) \equiv \begin{pmatrix} (1 - q_{1 \rightarrow 2}) f_1(m) & q_{2 \rightarrow 1} f_1(m) \\ q_{1 \rightarrow 2} f_2(m) & (1 - q_{2 \rightarrow 1}) f_2(m) \end{pmatrix} S_{t-\Delta t}(m), \quad (4)
\]
We obtain, after some algebra, the following exact closed formulas:

\[ S_{t-\Delta t}(m) = \frac{S_{t-\Delta t}(m)}{S_{t-\Delta t}(m)}, \]

and \( f_j(m) \) being the Fourier transform of \( f_j(\theta) \). Equation can be recursively solved to obtain \( S_i(m) = M_i S_0(m) \). Alternatively, a combined Fourier-z-transform approach can be followed to reach the same result.

The orientational correlation function after time \( t \) can be calculated as

\[
\langle \hat{u}_t \cdot \hat{u}_0 \rangle = \int_{-\pi}^{\pi} d\gamma \int_{-\pi}^{\pi} d\gamma' \cos(\gamma - \gamma') S_0(\gamma, t; \gamma', 0),
\]

where \( S_0(\gamma, t; \gamma', 0) \) is the joint probability distribution of having the orientation \( \gamma \) and \( \gamma' \) at time \( t \) and 0, respectively. Assuming an initial state \( S_0(\gamma') = \delta(\gamma' - \gamma_0) \), the joint probability can be written as

\[
S(\gamma, t; \gamma', 0) = S(\gamma, t|\gamma', 0) \delta(\gamma' - \gamma_0).
\]

We obtain, after some algebra, the following exact closed expression for the orientational correlation function

\[
\langle \hat{u}_t \cdot \hat{u}_0 \rangle = \left( \frac{1}{2} + \frac{\mathcal{L}}{2\mathcal{H}} \right) e^{-t/t_{c+}} + \left( \frac{1}{2} - \frac{\mathcal{L}}{2\mathcal{H}} \right) e^{-t/t_{c-}},
\]

with \( \mathcal{L} = \sum_{i \in \{1, \#\}} [(1 - \lambda_i)(2S_i - 1) + 2S_i q_i p_i] \), \( \mathcal{H} = \sqrt{(\lambda_1 - \lambda_2)^2 + C} \), \( C = \sum_{i \in \{1, \#\}} 2q_i p_i \), and \( \lambda_i = 1 - p_i(1 - q_i) \). The initial condition \( S_i(0) = 1 \) i.e. the probability of initially starting in state \( i \) influences the orientational correlation function through the prefactors of the exponential terms. In the following, we choose an initially equilibrated system with steady probabilities \( S_i^{\text{eq}} = \frac{q_i}{q_i + q_{i-1}} \) and \( S_i^{\text{eq}} = \frac{q_i}{q_i + q_{i-1}} \). Note that starting from an arbitrary \( S_i(0) \), the Markov process of switching between the two states exponentially approaches the steady state with the relaxation time \( t = -1/\ln[1 - q_{i-1} - q_{i+1}] \). Nevertheless, the characteristic times \( t_{c \pm} \) in Eq. 7 are independent of the initial conditions and given by

\[
t_{c \pm} = -1/\ln \left[ \frac{A \pm \sqrt{A^2 - 4p_i p_i(1 - q_{i-1} - q_{i+1})}}{2} \right],
\]

with \( A = \sum_i p_i(1 - q_i) \). The temporal scale of orientational correlations, set by \( t_{c \pm} \), can vary by several orders of magnitude by changing the self-propulsions \( p_i \) and switching probabilities \( q_{i \rightarrow j} \), as shown in Fig. 2.

Equation 7 implies that constant transition probabilities lead to an exponential decay of the orientational memory of the walker; as a result, the trajectory eventually gets randomized after a crossover time controlled by the longest characteristic time. The shape of the correlation profiles strongly depends on the choice of \( p_i \) and \( q_{i \rightarrow j} \) parameters; see Fig. 3. If the timescales \( t_{c \pm} \) are well separated, the correlation function possesses two inflection points. For comparison of the characteristic timescales, \( O(t_{c \pm}/t_{c \pm}) \sim 10^{-3} \) for the purple (red) curve in Fig. 3. An oscillatory dynamics emerges when at least one of the states of motion is strongly sub-diffusive, i.e. has a large negative value of \( p_i \). The particle dynamics in such a state is strongly antipersistent and the particle hopes frequently back and forth without a significant net motion. Since the direction of motion is nearly reversed at every timestep, the orientational correlation between successive steps is weak while between every two steps is strong. Similar oscillations can be observed for other transport properties of interest such as the mean square displacement. In order to confirm the validity of the analytical predictions we perform extensive Monte Carlo simulations of the same stochastic process: A random walker in 2D with two different modes of self-propulsion is considered and the walker can spontaneously change the motility mode at each timestep according to given asymmetric switching probabilities. The simulation results presented in Fig. 3 are averaged over an ensemble of \( 10^5 \) realizations. The analytical predictions are in perfect agreement with the simulation results.

Equation 7 reduces to \( e^{-t/t_{c}} \) with \( t_{c} = -1/\ln p \) for a single-state active motion with self-propulsion \( p \).

Another example is the exponential decay of correlations in a run-and-tumble process— consisting of successive periods of ballistic run (\( p_i = 1 \)) and pure diffusion (\( p_i = 0 \)—, with a characteristic time which is purely governed by the run-to-tumble switching probability \( q_{i \rightarrow j} \), as \( t_{c} = -1/\ln[1 - q_{i-1} - q_{i+1}] \). More generally, Eq. 7 enables one to calculate the orientational correlation function for an arbitrary combination of two anomalous diffusive dynamics. Assuming an uncorrelated speed and directional persistence, the velocity autocorrelation can be deduced as \( \langle v_i \cdot v_0 \rangle = (v_i^2 \langle \hat{u}_t \cdot \hat{u}_0 \rangle) \), where \( \langle v \rangle = S^{\text{eq}}(v_i) + S^{\text{eq}}(v_j) \); however, one should take into account persistence-speed correlations in general. We also note that instead...
of the correlation timescale one can alternatively represent the formalism in terms of the correlation length scale, using the local persistence length \( \ell_p \) extracted from \( \cos(\theta) = e^{\alpha \Delta t / \ell_p} \).

Age-dependent switching probabilities.— Next we consider non-Markovian stochastic processes with age-dependent transition probabilities \( q_{i \rightarrow j}(\tau) \) between the states, which result in non-exponential sojourn time distributions \( P(\tau) \) in general. In this class of stochastic processes, the probability of switching from state \( i \) to \( j \) at each timestep (and thus the probability of remaining in state \( i \)) depends on the current residence time \( \tau \) in state \( i \). Therefore, we obtain the probability of a sojourn time \( \tau \) in each state as \( P_i(\tau) = \frac{1}{\mathcal{N}} \prod_{t=1}^{\tau-1} (1 - q_{i \rightarrow j}(t)) \), with the normalization factor \( \mathcal{N} = 1 + \sum_{t' = 1}^{\tau - 1} \prod_{t=1}^{t'} (1 - q_{i \rightarrow j}(t)) \). Here we introduce two types of memory kernels which enhance or reduce the duration of stay at each state and modify \( P_i(\tau) \) towards known non-exponential forms, namely power-law and Gaussian distributions. The first example is an inverse dependence of the switching probability on the age \( \tau \) of the state \[ S^{I}_{t_i}(\gamma) = \left(1 - q_{i \rightarrow j}(\tau - 1)\right) \int d\phi f_i(\gamma - \phi) S^{-1}_{t_{i-1},j}(\phi), \quad \tau > 1, \] \[ S^{I}_{t_i}(\gamma) = \sum_{\tau' = 1}^{\tau - 1} q_{i \rightarrow j}(\tau') \int d\phi f_i(\gamma - \phi) S^{-1}_{t_{\tau' - 1},j}(\phi), \quad \tau = 1. \] (11)

By recursively solving the Fourier transform of Eqs. (11) and combining them, we obtain \[ S^T_{t_i}(m) = \mathcal{F}^{-1}(m) \prod_{k=1}^{\tau - 1} (1 - q_{i \rightarrow j}(k)) \sum_{\tau' = 1}^{\tau - 1} q_{i \rightarrow j}(\tau') S^{I}_{t_\tau' - 1, j}(m). \] (12)

To numerically obtain the orientational correlation function, we assume that the walker starts the motion with orientation \( \gamma_0 \) — i.e., an initial state \( S_i(0) = e^{i m \gamma_0} \) — with an equal probability for being in each state. Using the Fourier transforms \( f_i(m) \) and \( f_i(m) \) of the given turning-angle distributions, we perform Monte Carlo simulations with the desired forms for the age dependence of the
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respectively. Then, following a similar procedure as described

in Eqs. 5 and 6, we numerically obtain the correlation function

\( \langle \cos(\gamma_t - \gamma_0) \rangle \).

The main characteristic of the orientational correlation function in processes with constant switching probabili-

ties is the exponential relaxation according to Eq. 7.
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(equivalently the mean sojourn times) as well as the per-

sistence of the states. According to Eqs. 7 and 8,

the long-term relaxation dynamics are dominated by the

state with a higher persistence. To better understand

the role of age dependence of the switching probabilities,

we consider a two-state process with high and low per-

sistence, depending on whether the age-dependent switch-

ting probabilities encourage or discourage a longer stay in the

longer timescales \( \tau_c \)). The non-exponential form of the

correlation function evidences that the behavior is not

controlled by the mean sojourn times of the states an-

ymore. For comparison, we also plot the correlation in a

constant-switching process with the same mean sojourn

time as in the history-dependent process; the differences

become more pronounced with increasing \( \alpha \); see dashed

lines in Fig. 5(a). In a process with Gaussian sojourn

time distribution in state I, Fig. 5(b) shows that the cor-

relation decays faster than exponential (yet slower than

Gaussian) for all choices of the characteristic history re-

laxation \( \tau_c \). Similarly to the power-law age-dependence

case, the behavior is not solely governed by the mean so-

journ times of the states [see dashed lines in Fig. 5(b)];

however, the differences with a constant-switching pro-

cess becomes negligible for \( \tau_c \rightarrow \infty \). In this section we

linked simple non-exponential forms of sojourn-time dis-

tribution (namely power-law and normal distributions)

to non-Markovian transitions between the states of motion.

More generally, realistic sojourn-time distributions in

multi-state natural processes (that do not necessarily

follow well-defined mathematical forms) can be also origi-

nated from (and numerically linked to) age-dependent

switching probabilities between the states. Such transi-

tions may lead to stronger or weaker orientational corre-

lations, depending on whether the age-dependent switch-

ing role encourages or discourages a longer stay in the
states. While the orientational memory trivially depends on the self-propulsion of the active agent, our findings verify that the switching statistics between the states can also dramatically influence the orientational memory.

We analytically investigated the temporal evolution of orientational correlations in multistate active processes and derived an exact expression for the orientation auto-correlation in processes with constant switching probabilities between the states. Our theoretical approach opens up a new avenue to study a broad range of natural processes with distinct states of motility. For instance, the formalism can be generalized to consider stochastic dynamics with correlated persistence and speed as observed in cell migration. It can be also extended to include the possibility of sharp directional changes during the switching events, motivated by the non-smooth tumble-to-run transitions commonly observed in bacterial dynamics. Our results for age-dependent transitions between the states reveal that the orientational memory of the agent in such non-Markovian processes can be enhanced or suppressed depending on the introduced history dependence of the transitions. The approach is broadly applicable to other classes of non-Markovian stochastic processes with different functionalities for the age dependence of transition probabilities. The orientational memory of an active agent reflects its ability to efficiently explore the environment. Thus, our findings have far-reaching implications particularly for the design of optimal taxis, navigation, and search strategies in active systems.
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