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Abstract

Cases of mental health issues are increasing continuously and have sped up due to COVID-19. There are high chances of developing mental health issues such as depression, anxiety, schizophrenia, and dementia after 2–3 months of COVID-19 diagnosis. In this paper, a review and meta-analysis of machine intelligence approaches—namely, machine learning, deep learning (deep learning with hybrid boosting), and machine vision methods—for mental health issues and depression detection were presented. Meta-analysis was performed in four parts. The first part focused on the publication trends, criteria for inclusion and exclusion, and the current methodological scenario. The second part was intended for the methods and their advantages and limitations. It covered mental health issues and depression detection techniques along with the challenges. The third part focused on the discussion and applicability of datasets. The fourth part focused on the complete analysis and discussion along with suggestive measures; moreover, it covered the overall analysis, including the methodological impact, result impact, current trends, and some suggestions based on the limitations and challenges.
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1. Introduction

Mental health issues such as depression, anxiety, and stress are common nowadays. The prevalence of mental health issues has increased considerably due to the COVID-19 pandemic, as it caused psychological distress [1–4]. According to the World Health Organization (WHO), depression is a common mental disorder [5]. As per the WHO report in 2017, over 300 million people (equivalent to 4.4% of the world’s population) worldwide are estimated to suffer from depression [5]. An increase of 11% from the previous year was noted in the US alone due to the COVID-19 pandemic [6, 7]. The best way to detect depression is to analyze the behavior of the person. Depression can be caused by many factors, such as work pressure, social responsibilities, strained relationships, sleeping disorder, tiredness, lack of concentration, complex interactions between social and competitive markets, and biological factors [5, 8–10]. A WHO report published a decade ago stated that the number of deaths from suicide was 1 million per year [5].

This gives an idea of how a depressed person may perceive life. The data presented in various studies indicate that if appropriate measures are not taken on time, a lot of people may suffer from severe depression, which can be determined by various symptoms [11–13]. People express themselves on social media platforms, through quotes, Shayari, etc., which reveals their likes and dislikes [12]. Factors such as genes and family history can also lead to depression. People who are deeply engaged in social media platforms keep posting regularly. This data can be used for identifying depression among people with the help of text extraction for the text quoted by people or through feature extraction of the images posted by them [13]. Addiction to smartphones and students’ learning habits can also be an important factor [14–16]. Text data can be used for determining characteristics in order to analyze the behavior. In addition to text, some studies suggested withdrawal of emotional features from social media sites such as Facebook and Twitter can be analyzed for detecting depression symptoms [17]. The main benefits of text data analysis are easy analysis and preprocessing, data availability, less memory requirement, and easy pattern conversions [17].
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The main motivation behind this study was to present a systematic review and analysis of the machine intelligence approaches employed for mental health issues and depression detection. The major machine intelligence approaches considered here are machine learning, deep learning with hybrid boosting, and machine vision. Machine learning approaches can be further divided into three categories [18–24]: unsupervised, supervised, and reinforcement learning [18–24]. The process of identification of patterns from nonlabelled data is called unsupervised learning. Some of the methods in this category are principal component analysis (PCA), linear discriminant analysis (LDA), singular value decomposition (SVD), k-means (KM), and fuzzy c-means (FCM). The process of learning and training using labeled data is called supervised learning. Some of the methods in this category are linear regression (LR), naïve Bayes (NB), support vector machine (SVM), decision tree (DT), neural network (NN), k-nearest neighbors (KNN), and random forest (RF). The process of working with intelligent agents is called reinforcement learning. Some of the methods in this category are deep Q neural network (DQN) and recurrent neural network (RNN). A deep learning network is a subset of machine learning with multiple layers of NN [25]. It can be either generative and discriminative. Examples of deep learning networks are convolutional neural network (CNN) and restricted Boltzmann machine (RBM). We included these algorithms in this study as these algorithms can detect mental illnesses, especially depression [21–26]. Moreover, these algorithms are helpful in problem solving, knowledge representation, machine vision, and in social intelligence and information processing. The complete categorization is shown in Figure 1.

**Figure 1** Pictorial representation of machine intelligence approaches and knowledge mapping

In recent years, several studies have employed machine learning, deep learning, and hybrid boosting methods to detect mental health issues and depression. However, several challenges still remain to be addressed, such as appropriate combination of models [27], validation of hybrid models in different environments [27], and insufficient resources allocated toward mental disorders in developing countries. Symptoms of mental illness vary from person to person and case by case; thus, the detection and prediction strategies should be modified accordingly. As such, implementing an appropriate computational method is a major challenge [28, 29].

The study objectives of this paper are as follows:

1. To provide a systematic review and analysis of the related work on mental health issues and depression detection.
2. To cover machine intelligence approaches such as machine learning and deep learning for the detection of mental health issues and depression.
3. To analyze the approaches in terms of performance, impact, and applicability.

The contributions of this paper are as follows:

- Complete discussion and analysis of published papers of the past seven years.
- Parametric and impact analysis of the approaches along with their advantages and limitations.
• Discussion on the solutions based on the researcher’s recommendations and an analysis of the review.

This paper consists of six sections. Section 1 presents the introduction. In Section 2, the mapping methodology of the systematic review is discussed. In Section 3, the mapping report for the systematic review is presented, which covers the mapping strategy for the complete work. In Section 4, the approaches used for mental illness and depression, along with the advantages and limitations, are discussed; moreover, the datasets used in the literature are presented. Discussion and analysis are covered in Section 5. Finally, conclusions and future recommendations have been provided in Section 6.

2. Mapping methodology of systematic review

In this section, the mapping methodology of the systematic review is presented. The review and meta-analysis were categorized into four classifications. The first part focused on publication trends, criteria of the selection of papers and the methodological scenario for mental illness and depression detection. The second part was intended for machine intelligence methods and their advantages and limitations for mental illness and depression detection. The third part focused on the dataset’s discussion and applicability. The fourth part focused on the complete analysis and discussion along with suggestive measures; it also covered the overall analysis, including the methodological impact, result impact, current trends, and some suggestions based on the limitations and challenges.

For the systematic review, the following mapping questions (MQ) and research questions (RQ) were prepared and are discussed in the subsequent section.

MQ1: What are the inclusion and exclusion criteria for paper selection?

MQ2: Which major publishers were considered for the study?

MQ3: What is the current scenario of mental illness and depression detection?

RQ1: What are the approaches used in the detection of mental illnesses and depression disorder?

RQ2: What are the major advantages and challenges of the approaches used in the detection of mental illness and depression disorder?

RQ3: What are the most commonly used datasets in the same domain?

3. Mapping report for the systematic review

3.1 MQ1: What are the inclusion and exclusion criteria for the paper selection?

A total of 777 papers on mental health problem published between 2015 and 2021 were considered. Finally, 114 papers were selected for this study. Database considered for the selection of the papers include IEEE Explore, Springer, Science Direct, Nature, Hindawi, MDPI, and Wiley. After excluding duplicate records (N = 56) from the papers (N = 777), only 721 papers remained for screening. After screening of the papers by title and abstract, only 523 records were left. Figure 2 shows the PRISMA [30] style of representation adopted for paper selection in the study. Based on the inclusion and exclusion criteria, only 114 papers were selected for the final study. The inclusion and exclusion criteria are shown in Table 1.

Number of papers considered for each year along with the percentage distribution is presented in Table 2. We considered 20 papers from the year 2021, whereas from the years 2020 and 2019, we included 27 and 26 papers, respectively. We reviewed 23, 11, 5 and 2 papers from 2018, 2017, 2016 and 2015, respectively.

Table 1 Inclusion and exclusion criteria

| Inclusion Criteria (IC) | Exclusion Criteria (EC) |
|-------------------------|-------------------------|
| IC1 Papers from the mental illness, especially depression detection based on machine intelligence approaches were considered. | EC1 Only English language papers were considered for the study. |
| IC2 Papers with result and some of systematic reviews in the same direction were considered for this study. | EC2 Excluded the papers which are not available electronically. |
| IC3 Only published papers with full online details were considered. | EC3 Excluded full clinicians’ papers and outcomes. |
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Figure 2 PRISMA style of representation adopted in case of paper selection for the study

| Sr. No. | Year | Number of papers | Percentage (%) |
|---------|------|------------------|----------------|
| 1       | 2021 | 20               | 17.54          |
| 2       | 2020 | 27               | 23.68          |
| 3       | 2019 | 26               | 22.81          |
| 4       | 2018 | 23               | 20.18          |
| 5       | 2017 | 11               | 9.65           |
| 6       | 2016 | 5                | 4.39           |
| 7       | 2015 | 2                | 1.75           |
|         |      |                  | 100.00         |

Table 2 Number of papers considered for each year along with the percentage distribution

3.2MQ2: What are the major publishers considered for the study?
For the study, we filtered out papers from a total of 777 papers from various publishers such as Springer, Science Direct, IEEE Xplore, MDPI, Hindawi, Wiley, and Nature. The paper distribution in terms of publishers is presented in Table 3.

| Sr. No. | Publication | Number of papers | Percentage | Database                  |
|---------|-------------|------------------|------------|---------------------------|
| 1       | IEEE Conference | 36               | 31.57      | IEEE Xplore               |
| 2       | IEEE Journals   | 19               | 16.66      | IEEE Xplore               |
| 3       | Elsevier Conference | 3       | 2.63       | ScienceDirect             |
| 4       | Elsevier Journal | 19               | 16.66      | ScienceDirect             |
| 5       | Springer Journal | 6                | 5.26       | Springer                  |
| 6       | Others (MDPI, Hindawi, Wiley, Nature etc.) | 31               | 27.19      | PubMed, Google Scholar, Wiley, Hindawi |
|         | Total        | 114              | 100        |                           |
3.3MQ3: What is the current scenario for the mental illness and depression detection?

Many people are connected through social media; this can be utilized for affective computing [31]. Affective computing refers to the study of emotions. With the help of these social platforms, human emotions, which reveal the interest of individuals, can be identified. Human-to-human interaction is dwindling whereas human-to-device interaction is increasing [32]. Depression detection can also be performed by reading facial expressions. This employs image processing, which is performed using various classification and clustering techniques [33]. Similarly, blinking, a special feature of the face, can help detect depression; this is useful in detecting depression from video visuals [34]. Several such modalities are available nowadays. Each modality helps detect features related to mental illness. Modalities can be audio-based, video-based, or text-based. All these modalities need some extraction techniques based on which the level of depression can be identified [35]. When a person interacts with a human or a device, they typically express their views either in a silent way or in aggressive ways. Various techniques can be used for detecting the scope of treatment and suggest remedies for depression.

According to the WHO, the fight against depression is difficult because of limited resources and trained personnel. Depression is predicted to a major health issue in the coming years [36]. In addition to audio and video features, speech recognition can be used to detect depression. The speech power of a normal person differs from that of a depressed person. Thus, vocal analysis can be employed to detect depression [37].

There are various features of depression, which vary according to the gender and age of a person. Some features are easily detectable in adolescents and some features are noted specifically in females. So, there is an impact on both on the disease like mental disorder [38]. An example is post-partum depression in females. As there are multiple forms of depression, the features depend upon the characteristics of individuals; for example, detection can be performed by analyzing interactions, observation of behavior, and from medical parameters. Medical parameters such as heart rate, pulse rate, blood pressure, and electroencephalography can be used to detect depression [39]. Depression is commonly detected by observing mood disorders as it is directly related to the emotions of a person. It directly affects the health of a person, both physically as well as mentally. Personality attributes can also be considered for behavior prediction. Numerous surveys and questionnaires, such as Patient Health Questionnaire-9 (PHQ-9), have been used for such analyses [40]. Analysis reports helped in improving the platform and further enhanced the outcomes based on the selection of input parameters.

There are numerous factors that contribute to depression. However, various treatments, such as through medications or by mental therapy procedures, are available to help individuals come out from this depressive behavior. A positive attitude helps in recovery and the support from their loved ones can help immensely.

In this paper, we discuss the types of mental disorders and the relevant research. This paper mainly focuses on identifying the challenges in the mental health disorder detection.

4. Systematic review based on machine intelligence approaches

Review and analysis of the approaches used for mental illness and depression disorder detection are presented in this section. It also covers the major advantages and limitations of the approaches.

4.1RQ1: What are the approaches used for the mental illness and depression disorder?

In 2015, Demirci et al. [41] identified geriatric depressive symptoms and stated use of phone in severe depression, sleep quality, and anxiety as major factors. They used a 33-item smartphone addiction scale (SAS) and a six-point Likert-type self-rating. They assessed the sleep quality using Pittsburgh sleep quality index (PSQI), which is a measure of the subjective sleep quality. The Beck Depression Inventory (BDI) and Beck Anxiety Inventory (BAI) were used for determining the severity of depression. To examine the association between smartphone use and depression/anxiety and sleep quality, they used the LR. They performed data analysis by using the statistical package for the social science (SPSS) 15.0 for Windows. Their results revealed that there were 248 smartphone users and 71 were non-smart phone users. They found that the SAS scores of females (80.3%) were slightly higher than that of males (19.7%).

In 2016, Shim et al. [42] presented the NeuroScan SynAmp2 amplifier for recording the scalp electroencephalogram (EEG) data. The EEG data was processed using the Scan 4.3 software. They applied
a sensor-level feature set, a source-level feature set, and a combined feature set. Furthermore, for feature selection (sensor, source, and combined), they compared Fisher’s scores. They applied leave-one-out cross-validation (LOOCV) with SVM for obtaining the classification accuracy. A high accuracy of 88.24% was obtained when combined (sensor + source) feature set was used. They used the combined features (sensor + source) for machine learning-based diagnosis of schizophrenia.

In 2017, Lins et al. [43] applied a regression model based on multilayer feedforward backpropagation artificial neural network (ANN) by using the error backpropagation learning method for classifying individuals with different stages of neurodegenerative diseases. The ratios considered for training, validation, and testing was 50%, 25%, and 25%, respectively. They designed a nonlinear regression model to classify healthy and pathological aging. Furthermore, they used NN, RF, SVM, and stochastic gradient boosting tree (SGBT). For comparison, they used simple LR model. RF method outperformed the other methods in all indicative variables.

In 2018, Al Jazaery and Guo [44] performed video preprocessing by subsampling the data. For this purpose, they used face detection and alignment. They used a combination of 3D convolutional network (C3D) and RNN (RNN-C3D) for obtaining spatiotemporal information and further sequencing. Audio/visual emotion and depression recognition challenge-13 (AVEC-13) and audio/visual emotion and depression recognition challenge-14 (AVEC-14) data were used in the experiments and for obtaining the spatiotemporal information. Finally, the sequence of spatiotemporal information was extracted. Using the global spatiotemporal information obtained from face expressions, they proposed an approach of detecting depression by using RNN-C3D.

In 2019, Iliou et al. [45] developed a data processing method for detecting depression. They considered a group of 249 students. They applied seven classifiers, namely fuzzy logic, SVM, nearest-neighbor, RF, Java-based implementation of repeated incremental pruning to produce error reduction (RIPPER) (JRip), multilayer perceptron (MLP), and C4.5, on the collected dataset. They found complete percentage (100%) in the classification and prediction part.

In 2019, Tariq et al. [46] studied the use of social media networks for detecting depression. They considered attention deficit hyperactivity disorder (ADHD), anxiety, bipolar, and depression as mental illnesses and applied the SVM, NB, and RF classifiers with and without co-training methods. The data of 1000 posts for each of the mentioned category of mental illness were downloaded using Python for Reddit. A total of 3922 posts were considered in the study. They adopted F score, recall, and precision as the performance parameters of the classifiers. Better and more effective results were found for the classifiers employed with co-training. The F score calculated for SVM was 0.84 in case of anxiety and 0.67 in the case of ADHD, whereas NB and RF yielded a F score of 0.70 and 0.71 for depression and bipolar, respectively. The RF, NB, and SVM classifiers employed with the co-training techniques outperformed classifiers used without co-training.

In 2019, Ay et al. [47] proposed a hybrid model that used EEG signals to detect depression. They considered 9116 EEG records, among which 4798 corresponded to depression and 4318 were normal records. A total of 30 subjects were included in the analysis. They developed a hybrid model consisting of CNN with long-short term memory (LSTM) for detecting depression by using EEG signals. Tenfold cross-validation was used in the hybrid model. An accuracy of 99.12% and 97.66% was obtained for right and left hemispheres, respectively.

In 2019, Li et al. [48] attempted to detect depression by using EEG features with machine learning methods. They studied the EEG data of 28 subjects recorded using the Net Station software, which used 128-channel HydroCel Geodesic Sensor Net (HCGSN). They employed ensemble and deep learning for processing the features. SVM was used as the classifier for ensemble learning and CNN was adopted for deep learning. They achieved an accuracy of 89.02% and 84.75% in the ensemble and deep learning models, respectively.

In 2019, Besteher et al. [49] applied relevance vector regression (RVR) on 743 healthy controls (HCs) in the Information eXtraction from Images (IXI) and Open Access Series of Imaging Studies (OASIS) databases. They also analyzed the 3D high-resolution structure of magnetic resonance imaging (MRI) scans in 38 patients with depression and 40 HCs; moreover, they tested the hypothesis of accelerated aging in major depression.

In 2019, Xing et al. [50] applied SVM and heart rate variability (HRV) characteristics for constructing a simple and efficient detection model. Accuracy,
In 2020, Yang et al. [51] proposed a framework for analysis of big data for detection of depression by using social networks. They used the dataset of myPersonality, a Facebook application, and applied various supervised machine learning algorithms: KNN, NB, SVM-linear RF, classification and regression trees (CART), logistic regression, and NN. The proposed framework was evaluated based on accuracy, balanced accuracy, precision, recall, F score, receiver operating characteristic curve (ROC), AUC, and Kappa values. They applied tenfold cross validation on all the algorithms. RF yielded the best performance: accuracy = 71.21%, 68.42% of balanced accuracy, 70.21% of precision and a recall of 86.84%. In contrast, LR yielded the worst performance.

In 2020, Altameen et al. [52] proposed a method for assisting robots in diagnosing mental illness by observing different parameters. They used the Collaborative Psychiatric Epidemiology Survey (CPES) dataset. The deep reinforcement learning (DRL) method was used for robot assistance. They compared the error rate of DRL (0.083) with that of Bayesian network (BN) (0.288), MLP (0.204), and deep learning neural network (DLNN) (1.131). The other performance parameters were F1 score, recall, and precision. They attained a precision of 99.689%, a recall value of 99.35%, and an accuracy of 98.42% for the in DRL process.

In 2020, Abd et al. [53] performed a review analysis on the detection of mental health issues in the data sources available in online social networks (OSNs). They studied the various data sources and methods used for feature extraction, as well as the machine learning techniques. In total, 2770 papers were collected between 2007 and 2018. They found that the studies considered data from different application programming interfaces (APIs), Facebook, Twitter, and the online data from online communities, microblogs, etc.

In 2020, Kumar et al. [54] considered two datasets named Depression Anxiety Stress Scales 42 (DASS42) and DASS21. They applied eight machine learning algorithms—RF, radial basis function network (RBFN), local nearest neighbor (LNN), NB, J48, BN, and MLP—and grouped them into four categories: probabilistic, NN, tree-based, and nearest neighbor. They used the Waikato Environment for Knowledge Analysis (WEKA) tool for applying the machine learning algorithms and classified mental health illnesses into three psychological disorders having five severity levels. They applied fivefold cross-validation for improving the accuracy. The performance parameters considered in these algorithms were recall, Kappa, F1 score, precision, error rate, and accuracy rate. In case of DASS42 dataset, RBFN produced a high accuracy 96.17%, 96.02%, and 97.48% in detecting depression, stress, and anxiety. The DASS21 dataset yielded 100% accuracy in anxiety detection by using RF, 96.55% accuracy in depression detection by using RBFN, and 96.55% accuracy in stress detection by using MLP method.

In 2020, Yue et al. [55] proposed an approach for identifying depression by sensing data collected from smartphones. The data used in this study was taken from Internet traffic. They applied SVM, multivariate regression, and RBFN to predict depressive features. Their result showed that Internet usage can be used as the most effective depression prediction factor. In this case, the F1 score was also high (80%).

In 2020, Baek and Chung [56] proposed the context deep neural network (DNN) consisting of information to predict situations and environment. To predict the context influencing the risk of depression based on regression, each context information related to the predictor variables of depression was considered as an input.

In 2020, Cai et al. [57] proposed a multimodal approach to recognize depression by using the fusion technology on negative and positive audio stimuli. They recorded the EEG signals for patients with depression and HCs. Genetic algorithm was employed for feature weighting in order to improve the performance of the recognition framework. They compared the accuracy of SVM, DT, and KNN classifiers and used tenfold cross-validation for the evaluation. A high accuracy of 86.98% was achieved by KNN for fusion modality of negative and positive audio.

In 2020, Qin et al. [58] established a model for the prediction of mental health status. They applied SVM and LR for missing values in the dataset. Furthermore, they employed the DT, eXtreme Gradient Boosting (XGBoost), KNN, and LR models. They used fivefold cross-validation as the
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verification approach. They used accuracy for performance comparison and mean squared error (MSE) for model comparison in regression experiment. For the classification of self-reported health, the LR, XGBoost, SVM, ANN, and RF classifiers were used. ANN yielded the highest accuracy (69.9%), whereas LR yielded the lowest MSE (0.0630).

In 2020, Sharma and Verbeke [59] studied the depression detection mechanism. They balanced the dataset by creating multiple samples by performing over sampling (OR), under sampling (U), ROSE (R) sampling, and over-under (OU) sampling. Then, they used five XGBoost algorithms —Xgb.U, Xgb.OR, Xgb.OU, Xgb.R, and Xgb.O—on each sample for identifying the important biomarkers. The balanced F1 score, recall, precision, and accuracy were used as the performance parameters. They obtained the best performance results for XGBoost model on Xgb.O, with the highest accuracy of 0.9729, a balanced accuracy of 0.9765, a recall value of 0.9987, an F1 score of 0.9762, and a precision value of 0.9548.

In 2020, Morrow et al. [60] discussed machine learning methods for identifying the factors for ADHD. They took the diagnosis data of 6630 participants with ADHD in 2016–2017 from the National Survey of Children’s Health. They applied three machine learning models: CART, an ensemble model called RF, and a deep multilayer neural network. For the descriptive statistics, they used SPSS v26. Tenfold cross-validation was used for characterizing the efficiency of the models. The deep multilayer neural network attained the highest AUC (0.71) and 95% Confidence Interval (CI).

In 2020, Lin et al. [61] utilized machine learning methods to identify the reason behind high psychological stress and suicide risks among military personnel. They studied the history of a cohort of 3546 military personnel. They used two-suicide ideation for training and testing. They applied DT, gradient boosting tree (GBM), SVM, LR, MLP, and RF as the six machine learning techniques for suicide ideation. The metrics used for the evaluation purpose were sensitivity, accuracy, specificity, recall, ROC AUC, specificity, precision-recall area under the curve (PR-AUC), F1 score, and Pearson’s score. They used tenfold cross-validation for the training and testing datasets. The synthetic minority over sampling technique (SMOTE) was employed for minority data. An accuracy of 100% was achieved using SVM and MLP in suicide ideation1 and 99.9% using SVM and MLP in suicide ideation1.

In 2020, Su et al. [62] developed a machine model for the prediction of suicidal behavior in children and adolescents. They used the data of 129,485 patients from Connecticut Children’s Medical Center (CCMC) HER database from October 1, 2011 to September 30, 2016. They employed the L1 regularization (L1-LR) model for univariate screening. They evaluated the predictive performance by examining the out-of-sample performance, and used specificity, AUC, sensitivity, and positive predictive value (PPV) as the metrics. They grouped selected predictors and obtained AUC values of 0.81–0.86. The proposed model exhibited an accuracy of 53%–62% for positive subjects of suicide and a specificity of 90%.

In 2020, Priya et al. [63] focused on psychological issues. They used the DASS21 dataset for evaluating mental health. They applied the RF, NB, DT, KNN, and SVM classifiers and considered depression, stress, and anxiety as the three psychological mental issues. A total of 348 participants were included. They applied these classifiers by using R programming language in RStudio version 3.5. The metrics selected were error rate, accuracy, specificity, sensitivity, recall, F1 score, and precision. They achieved F1 scores of 0.711 in RF for stress, 0.836 in NB for depression, and 0.527 in KNN for anxiety.

In 2020, Frassle et al. [64] employed generative embedding to predict the clinical trajectory for 85 patients suffering from major depressive disorder (MDD). They used generative models with the discriminative classifiers and predicted chronic depression in patients with fast remission by combining the generative model with SVM. The performance evaluation metrics used were PPV, accuracy, specificity, AUC, negative predictive value (NPV), sensitivity, and balanced accuracy for three binary classifications of different MDD groups. They found that generative embedding outperformed the classification based on SVM. They achieved a balanced accuracy of 79% in chronic depression versus fast remission and a balanced accuracy of 61% in gradual improvement versus fast remission.

In 2020, Tate et al. [65] developed a model to predict mental health problems by using machine learning. Initially, they included 474 variables in their dataset. The machine learning algorithms used were SVM, NN, XGBoost, RF, and LR; the complete analysis was performed in R. The data was split into three
sets: training (60%), tuning (10%), and testing (30%). SMOTE was used for the training set and it was implemented in R package. They found that SVM and RF yielded the highest AUC value (0.739) with 95% CI of 0.708–0.769 whereas SVM yielded an AUC value of 0.735 with 95% CI of 0.707–0.764.

In 2020, Betts et al. [66] developed a model to identify the risk of chronic depression after the occurrence of postpartum depression. They included the data of administrative health for patients giving birth in an Australian state from January 2009 to October 2014. They applied the boosted trees, LR, and ElasticNet models. They found that the boosted trees algorithm yielded the best results, that is, an AUC of 0.80, followed by the ElasticNet model, which yielded an AUC of 0.78, and the LR with lowest discrimination (AUC: 0.76).

In 2020, Lin et al. [67] analyzed the data gathered from CPES. They compared seven categories of drugs. They applied the PCA and LR in the proposed model. Their model yielded a mean accuracy of 83% and an internal validity of 72%.

In 2020, Cho et al. [68] developed a model to predict depression over a period of 18 months. They considered the data of 433,190 participants. They split the data into 70% and 30% for training and testing sets, respectively. They applied RF with fivefold cross-validation and achieved a sensitivity of 0.737, an accuracy of 0.822, a PPV of 0.097, a specificity of 0.824, a NPV of 0.992, and an AUC of 0.839.

In 2020, Guntuku et al. [73] collected two datasets from Twitter and applied machine learning models on overall sentiments, anxiety, stress, and expressions with loneliness. They used Cohen’s d for quantization. They compared the data for 2020 and 2019 and found that Cohen’s d was higher in 2019 for all the cases. Cohen’s d was ~0.97 for sentiment, 1.5 for stress, 4.4 for anxiety, and 1.58 for loneliness.

In 2020, Elhai et al. [74] proposed a model for problematic smartphone use (PSU) by using machine learning algorithms. They used the Smartphone Addiction Scale-Short Version (SAS-SV), DASS, Fear of Missing Out Scale (FoMOS), and Ruminative Responses Scale (RRS) in the survey. Next, they
applied least absolute shrinkage and selection operator (LASSO), RF, SVM, ElasticNet, ridge, and eXtreme gradient boosting (XGBoost) classifiers. They found that FoMOS has a major contribution in the construction of PSU.

In 2020, Oyebode et al. [75] determined the factors associated with mental health. They applied natural language processing (NLP) for data preprocessing and vectorized the reviews by using the term frequency-inverse document frequency (TF-IDF) algorithm. In the next stage, they applied multinomial naïve Bayes (MNB), RF, LR, stochastic gradient descent (SGD), and SVM. SGD yielded the best performance, with a F1 score of 89.42%, a precision of 90.2%, a recall value of 88.7% for positive reviews, a recall value of 90.6% for negative reviews, and a precision of 89%.

In 2020, Zhang et al. [76] proposed a framework for the prediction of postpartum depression (PPD) among women. The framework model was trained using regularized LR, MLP, DT, XGBoost, and RF. They used the Seaborn and Scikit-learn libraries in Python for the training and evaluation, respectively, of the algorithm. They found that the machine learning and electronic health record (EHR) can be used to predict PPD. In the development phase, the AUC and CI of the model were 0.937 and 0.912–0.962, respectively; in the validation phase, the AUC and CI were 0.886 and 0.879–0.893, respectively.

In 2021, Hong et al. [77] adopted the SVM-recursive feature elimination (SVM-RFE) classifier for studying the features associated with suicide attempts and suicide ideation. They used the LOOCV classifier for training and testing in order to avoid the overfitting problem. The performance metrics considered were PPV sensitivity, NPV, specificity, and accuracy. Their SVM-RFE algorithm yielded a sensitivity of 73.17%, an accuracy of 78.59%, a specificity of 84.0%, a PPV of 88.24%, and a NPV of 65.63%.

In 2021, Zulfiker et al. [78] investigated six classifiers—KNN, adaptive boosting (AdaBoost), gradient boosting (GB), XGBoost, bagging and weighted voting (with GB, bagging, and AdaBoost)—by using various sociodemographic and psychological information to detect depression. For improved accuracy and depression prediction, they used SMOTE as it helps in reducing the class imbalance of the training data. The AdaBoost classifier outperformed others, with an accuracy of 92.56%.

In 2021, Parghi et al. [79] determined, which machine learning algorithm can better predict suicidal behavior. They compared the predictive power of various machine learning algorithms such as GB, LR, and RF. They employed split sample, enhanced bootstrap, and SMOTE as the sampling methods. The highest area under the precision-recall curve (AUPRC) values of 0.710 and 0.705, precision values of 0.980 and 0.940, balanced accuracy of 0.669 and 0.744, and recall values of 0.339 and 0.489 were obtained using RF and GB, respectively, for enhanced bootstrap.

In 2021, He et al. [80] proposed an integrated framework based on deep local global attention CNN and used it for detecting depression by adopting CNN with attention mechanism. For learning a deep and global representation, they used weighted spatial pyramid pooling. They achieved a reduced root mean square error (RMSE) value.

In 2021, Wardenaar et al. [81] used the SuperLearner (SL) algorithm for the identification of an optimally weighted parameter. They applied various learners such as ElasticNet, RF, GB, SVM, and SL and calculated the corresponding probability for chronic course, partial recovery, and full recovery. Their results revealed the prediction from low to high for the range of 0.41–0.91.

In 2021, Uddin et al. [82] used LSTM based on RNN to identify the symptoms of depression. They applied their method on two datasets. Initially, they considered the data from ung.no of Norway and then applied the one-hot method. They visualized the features by using LDA. The features extracted from one-hot method were applied to deep RNN (DRNN) to identify the symptoms of depression. Moreover, they compared the results obtained using their method with those for other machine learning algorithms such as DT, LR, ANN, SVM, CNN, and deep belief network (DBN). Their approach achieved a high accuracy of more than 98% in the first dataset. They applied tenfold cross-validation and in the first and second datasets, respectively and used RNN on robust features, achieving a mean accuracy of 99%. They utilized the local interpretable model-agnostic explanations (LIME) and explainable artificial intelligence (XAI) algorithms for the validation process.
In 2021, Wang et al. [83] constructed an architecture based on functional near-infrared spectroscopy (fNIRS) for depression detection. They considered the frequency and time domains for the extraction of features and used the DNN. The data were classified into 70% and 30% for the training and testing sets, respectively. They trained their model on the raw data from the Alexnet and ResNet 18 networks. ResNet18 yielded a high accuracy of 0.76. Furthermore, SVM was used for training. After performing the testing of data, AlexNet yielded a higher accuracy than the SVM. AlexNet yielded an accuracy of 0.83, a precision of 0.79, a recall value of 0.83, and F1 score of 0.80. AlexNet yielded the best results on correlation data, with a high accuracy of 0.90 and a precision of 0.91.

In 2021, Shin et al. [84] considered machine learning approaches such as LR, Gaussian naive Bayes (GNB), SVM, and MLP. They considered 70% and 80% for training and the remaining 30% and 20% for prediction. MLP yielded superior results, with an AUC of 65.9%, a sensitivity of 65.6%, and a specificity of 66.2%.

In 2021, Shi et al. [85] used the structural magnetic resonance imaging (sMRI) and fMRI for multimodal imaging and multilevel characterization with multiclassifier (M3) to distinguish patients with schizophrenia from healthy controls. They identified the influence of global signal regression (GSR) in the classification of schizophrenia. They utilized the Brainnetome-246 atlas and Power-264 atlas with and without GSR and achieved the highest specificity and accuracy with GSR. Without GSR, for Brainnetome-246 atlas, a specificity of 93.75%, an AUC of 0.8491, an accuracy of 83.49%, and a sensitivity of 68.69% were obtained. Overall, M3 was found to be an effective tool.

In 2021, Richter et al. [86] used a RF-based algorithm and the cross-validation technique and categorized the prediction results as anxiety vs. control and anxiety group vs. depression group. They achieved a prediction success of 76.81% and 69.66% in the healthy controls and clinical patients groups, respectively.

In 2021, Na et al. [87] used different machine learning algorithms (SVM, GBM, RF, regularized LR, and ANN) with HRV. To determine the best model, they used tenfold cross-validation. L1-regularized LR yielded the best results: an accuracy of 0.784, a sensitivity of 0.83, a specificity of 0.73, a Matthews correlation coefficient (MCC) of 0.57, and an F1 score of 0.79.

In 2021, Aljameel et al. [88] performed a study on patients of COVID-19. They analyzed the data by using XGBoost, RF, and LR classifiers and applied SMOTE for data balancing and tenfold cross validation for data partitioning. They performed the experiments by using 20 clinical features. RF achieved the highest accuracy of 0.95 and an AUC of 0.99.

In 2021, Cho et al. [89] developed a predictive model to detect depression. They used the Scikit-learn library in Python 3.7. Two datasets of 2014 and 2016 were considered; the dataset of 2014 was considered for training and validation, and that of 2016 was considered for testing. SMOTE was used for reducing the data imbalance and tenfold cross-validation was used tuning the hyperparameters. They used LR for reducing the overfitting problem. They applied L1 regularization LASSO and L2 regularization (ridge regression) for the overfitting problem. The performance metrics considered were MCC, sensitivity, specificity, accuracy, and precision. Their model achieved a ROC value of 0.903 and an accuracy of 0.828.

In 2021, Gokten and Uyulan [90] divided the dataset of patients into MDD and post-traumatic stress disorder (PTSD) groups. They used SPSS 22 for data analysis. They used RF as an ensemble model for solving the regression and classification problems. DT was used for the classification and regression of continuous datasets. The implementation of RF was performed in Scikit-learn. They used ten-k-fold cross-validation for testing the performance of the classifier. Their model achieved an accuracy of 82%, a F1 score of 81%, a precision of 0.81, a recall value of 0.80, and an AUC of 0.88 in MDD, and an accuracy of 72%, a F1 score of 71%, a precision of 72%, a recall value of 71%, and an AUC of 0.76 in PTSD.

In 2021, Huberts et al. [91] compared the performance of different algorithms such as one-class SVM (OC-SVM), LR, RF, and ElasticNet with that of the XGBoost prediction algorithm. XGBoost has been used to extend the range of the model for proper estimation. LR produced a slightly higher probability for person-weeks, with a ratio of 1.226. Overall, XGBoost performed better compared to SVM, LR, and RF.
In 2021, Du et al. [92] recruited 300 patients of MDD. They assessed the Chinese version of the Clinically Useful Depression Outcome Scale supplemented with Diagnostic and Statistical Manual of Mental Disorders-5 (DSM-5) mixed subtype (CUDOS-M-C), Hamilton Anxiety Scale and Montgomery–Asberg Depression Rating Scale and Young Mania Rating Scale. The Cronbach’s alpha, PCA, and intraclass correlation coefficient (ICC) were used for assessing the validity and reliability of CUDOS-M-C. A PCA of 54.82% was obtained as the cumulative variance, Cronbach’s alpha was 0.892, and ICC was 0.853. The AUROC of CUDOS-M-C was 0.927, sensitivity was 91.65, and specificity was 79.9%.

In 2021, Liu et al. [93] applied machine learning algorithms in a study on mental health centers. They found that ElasticNet yielded a more focused result and reduced the overfitting problem. Python 3.6 with Scikit-learn 0.221 was used for analyzing the machine learning algorithms, and tenfold cross-validation was used for the external validation. The model yielded an accuracy of 72%, a specificity of 69.8%, and a sensitivity of 74.2%.

In 2021, Li et al. [94] performed an experiment to detect the condition of patients by applying various algorithms such as GB, LR, RF, and SVM. The ROC curve, specificity, accuracy, confusion matrix, sensitivity, precision, and recall were used as the performance metrics to evaluate the methodologies adopted using different classifiers. They found that GB yielded the best results (an accuracy of 76.92%). This method yielded an accuracy of the 66.67% of in the male group and 71.73% in the female group. Similarly, they obtained high accuracy in the older (76.92%) and younger (53.85%) groups.

In 2021, Salankar et al. [95] presented an effective approach for identifying stress markers at the temporal, occipital, frontal, and central lobes. For data preprocessing and decomposition, they used variational mode decomposition (VMD). They derived the Poincare plots from eight variational modes. Furthermore, the Wilcoxon test was applied for the extraction of statistical significance. Lastly, SVM and MLP were used for the classification of nonstress and stress categories. They split the data into 70%, 10%, and 20% for the training, validation, and testing sets. They applied tenfold k cross-validation and chose specificity, accuracy, and sensitivity as the performance metrics. They achieved an accuracy of 100% for the frontal and temporal lobes by using MLP.

Some of the results, along with the approach and methods, are shown in Table 4.

Table 4 | Results of some of the selected methods and approach
| S.No | Reference | Methods | Approach | Results |
|------|-----------|---------|----------|---------|
| 1    | Liu et al. (2015) [96] | They collected the data and tried to identify the depressive features using Voice recording. The methods used for the pre-processing was KNN and SVM. | All types of subjects filled a questionnaire which was further evaluated by DSM-IV. As a filter approach they adopted the minimal-redundancy-maximal-relevance criterion and the Sequential Forward Floating Selection (SFFS) algorithm as the wrapper approach. | They analysed the result based on the dataset available. |
| 2    | Rukavina et. al (2016) [97] | They prepared a questionnaire and chose SVM as the classifier for performing classification. | Physiological parameters of the subjects and evaluates according to gender and age. | They found the difference of 20% classification accuracy in gender-specific. |
| 3    | Cai et al. (2016) [98] | They applied the SVM classifier as a classification. The filter method is used for ranking purposes while the wrapper method is used as the performance for the predictors on the questionnaire. | Their study provides an insight that there is the existence of distinct factors in the difference of gender in the case of depression assessment. | The classification accuracy is higher than 90% in the proposed rule. |
| 4    | Li et al. (2016) [99] | This paper extracted the features from eye movement to analyze the problem. They applied RF algorithm for identifying the states. They used five different types of classifiers. | The extracted eye features were further applied to five different classifiers named KNN, SVM, RF, NB, and LR. For automatic classification, they used ROC. | In silence data RF gave the highest accuracy of 78.7% and in emotional data KNN gave the highest accuracy of 81%. |
| 5    | Alghowinem et al. 2016 [100] | They used the eye active appearances model for detecting eye movement. The SVM classifiers are used. Lastly, | In this paper they extracted the relevant features and applied SVM for classification. Different T- | The average accuracy is 88% based on feature fusion. |
| S.No. | Reference | Methods | Approach | Results |
|-------|-----------|---------|----------|---------|
| 6     | Deshpande and Rao (2017) [101] | This paper focuses on data collected from the tweeter. They used NB classifier. Further the SVM was used as supervised learning for the linear and non-linear type of classification. | This paper followed the modular approach. The classifier used for NB classifier was MNB as it is good in distributed data. Further, SVM is used as supervised learning. The extracted data was further pre-processed by NLP. | MNB: Accuracy of 83% SVM: Accuracy of 79% |
| 7     | Jan et al. (2017) [102] | In identifying the facial expression, they used deep learning or hand-crafted techniques on AVEC-2014 datasets. Besides, in facial expression they used CNN models. It had 300 video clips which helped identify the depression. | The audio and video frameworks used the unimodal approaches. For Feature extraction they used hand-crafted image and then created the Visual Geometry Group (VGG) to create the groups of pre-trained CNN models. Further these features create the combination of both by using Feature Dynamic History Histogram (FDHH). They applied partial least squares and LR. | Unimodel: MAE of 6.68 and RMSE of 8.01 Bimodal: MAE of 6.14 and RMSE of 7.43 |
| 8     | Zhu et al. (2017) [103] | They tried to identify depression automatically. They used the AVEC-2013 and AVEC-2014 data set. Their study used the facial appearance and dynamics in two steps using Deep Convolution Neural Networks (DCNN) in each approach. | The video data is used for the recognition of depression. They used separately Appearance DCNN and Dynamics DCNN on single video data. Further, a joint approach was used so that they can able to identify the fine-tuning of the image. | AVEC-2013: MAE: 7.58 RMSE: 9.82 AVEC-2014: MAE: 7.47 RMSE: 9.55 |
| 9     | Pampouchidou et al. (2017) [104] | They used machine learning algorithm for feature extraction which was composed of classification, cross-validation methods, and regression. | They used the classification or regression-based approaches in a quantitative way. | They concluded that a video-based system is somewhat better in identifying the depression as it was missing in earlier studies. |
| 10    | Kiss and Vicsi (2017) [105] | This paper pre-processed the voice sample data by normalizing the pressure amplitude. They extracted the Low-Level Descriptors (LLD) of speech samples. They were classified with the help of SVM. | The feature they extracted with the help of LLD. Further, they statistically analyzed the difference in samples with the help of T-Test and paired sample T-Test. They used the SVM for different classification and evaluation parts for both males as well as for females. They applied the independent sample test for it. | Detection accuracy in read speech is 83% and detection accuracy in spontaneous speech is 86%. |
| 11    | Dibeklioğlu et al. (2017) [106] | They conducted an interview on the Hamilton Depression Rating Scale-24 (HDRS) for 21 weeks on intervals of 7 weeks for both Male and females. They gave the rating at three different scales after interviewing the patients like severely depressed, mildly, or remitted scale. | The researchers applied Logistic regression, classifiers on the collected data after interviewing them properly. Deep learning-based methods were used to discover non-linear features. Further, both these audio-video samples were merged with the mRMR algorithm to perform feature selection. | An accuracy of 78.67% were obtained based on the modality with head, face and voice. |
| 12    | Zucco et al. (2017) [107] | Emotion recognition was considered for sentimental detection text. PDF type data was taken as input which was pre-processed with the help of text mining and NLP such as speech tagging, stemming, word removal, tokenization, etc. | The pre-processed data was used to extract the features through N-grams programs negations, etc. An architecture was proposed where they can monitor the depression but its implementation, testing was proposed for future implications. | This study gave an insight into the steps of sentiment analysis and affective computing measures. |
| 13    | Madhav et al. (2017) [108] | This paper identified the depression among adults who watch TV or use computers for long hours. They performed self-analysis with the help of PHQ-9. | They found that watching TV and using the computer for more than 6 hrs. are responsible for getting the situation of depression. They used the PHQ-9 for this analysis. They performed the statistical analysis. | Higher odds of developing depression among female than male: 2.055 (CI= 1.547–2.729, p < 0.0001) was observed in the final model. |
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| S.No. | Reference | Methods | Approach | Results |
|-------|-----------|---------|----------|---------|
| 14    | Pampouchidou et al. (2017) [109] | This paper extracted the features from videos. They used OpenFace application. They applied PCA for classification. | This paper extracted the motion images from the videos and compared them with history. The extracted features were compared and classified with the help of SVM. Finally, deep learning was applied for the decisions. They proposed the VGG feature fusion approach | Proposed (VGG feature fusion): Accuracy: 89.0% Average Recall: 88.6% F1 score: 87.4% |
| 15    | Ingle et al. (2017) [110] | This paper gives a new insight in detecting the depression in outpatient with the help of handheld devices. They discussed the comorbid depression. They surveyed some questions about PHQ-9 in their native language. | In this paper the researcher did their work out on the questions framed in PHQ-9 in the Hindi language. With the help of this they performed the administered analysis on the handheld devices in the Hindi language. They used Epi info for entering the data and further it is analyzed with the help of iSurvey software. | Overall prevalence of depression was found to be 25% (95% confidence interval 16.6–34.8). |
| 16    | Kulkarni and Patil (2018) [111] | This paper considered the input samples from AVEC-2013 dataset. They used the feature extraction process and applied the Fisher Vector (FV) method to the extracted feature. They used KNN classifier for the classification. | This paper pre-processed the image with Local Tetra Patterns (LTrP). The calculated pattern further used by FV for encoding. For this encoding they used Gaussian Mixture made because they found it an effective and efficient classifier for the image. | Accuracy of 91% achieved in LTrP. |
| 17    | Al-gawwam and Benaissa (2018) [112] | They considered videos sample and tried to capture the image from the videos. SVM classifier was used to identify the features. | They used the SVM, NB, AdaBoost and Bagging as the classifiers. | AdaBoost gave the accuracy of 92.95% for north-wind task and 88% for freeform task. |
| 18    | Stepanov et. al. (2018) [113] | This paper used machine learning techniques for effectively identifying depression detection automatically. They used LLD using openSMILE. PHQ-8 was used as a tool for identifying the severity. | They used AVEC-2017 data set and withdrawn acoustic features and some characteristics based on behavioural. Regression was applied to the input. They choose SVM algorithm for the regression. | Behavioural cues achieved smaller errors and score of MAE=4.73 and RMSE of 5.54. |
| 19    | He et al. (2018) [114] | This paper analyzes the automatic depression with the help of dynamic appearance of facial. They proposed a novel approach that was based on the Dirichlet Process (DP) and the FV approach to aggregate the features for local descriptors. So that they can analyze the depression automatically. | They used the FV approach while detecting depression and DP on the AVEC-13 and AVEC-14 dataset. They used the openface framework. They applied the Dirichlet Process FV (DPFV) for organizing the features and then further adopted statistical aggregation methods for every video clip. A Support Vector Regression (SVR) was employed for the prediction of BD-II | Propose approach for visual data: AVEC-2013 (Test data): MAE: 7.55 RMSE:9.20 AVEC-2014 (Test data): MAE: 7.21 RMSE:9.01 |
| 20    | Kacem et al. (2018) [115] | They tried to detect the depression based on facial, head movement. They calculated the facial shape in motion with respect to their head poses movement with the help of kinetic measures. | They used the FV encoding. After extracting they used the mRMR algo for feature selection. Further, they applied SVM with gaussian kernel for different levels. | Multi-class SVM achieved the accuracy of 70.83% whereas logistic regression achieved the accuracy of 62.02%. |
| 21    | Islam et al. (2018) [116] | They tried to provide the insight on level of depression found in Facebook users. They collected the data from Facebook with the help of Ncapture. The collection was processed by LIWC 2015. The KNN was used for classification. | After processing the data, the classification technique applied was the Cubic KNN, Fine KNN, Cosine KNN, Cubic KNN, Weighted KNN, Medium KNN and Coarse KNN, so that through emotions they can detect Coarse KNN is the best performing model. The results are as follows: Precision: 59% Recall: 77% F-measure:67% | |
| S.No. | Reference | Methods | Approach | Results |
|-------|-----------|---------|----------|---------|
| 22    | Kiss et al. (2018) [117] | They found the speech modality helps in detecting depression. They used LLD to balance the pressure of the speech sample. Linear-SVM was used with two classification experiments. | As speech may vary, so LLD was applied for adjusting the amplitude pressure. From LLD they calculated the transient parts. In continuation, they calculated the Ratio of the Transient (RoT). Classification SVM was used with a linear kernel. | RoT can be considered as the good parameter. Accuracy of 81% was achieved for healthy and non-healthy speakers. |
| 23    | Katchapakirin et al. (2018) [118] | The researchers used the techniques of NLP on Facebook data. Machine learning algorithms were used. | They used RF, deep learning, and SVM algorithms for depression classifiers. WEKA tool was used for input assessment. | Deep learning model is found to be prominent in all. The result are as follows: Accuracy: 85% Precision: 80% Recall: 100% F-Measure: 88.9% |
| 24    | Nakamura et al. (2018) [119] | This study took the participants from different fields or departments. The participants' data were evaluated using the HDRS. They recorded the voices which were spoken by participants by just reading the phrase. | The recorded voices of participants were analyzed by openSMILE software. The Hamilton Depression Rating Scale (HAM-D) was used to evaluate the level of depression. They monitored it through MDD. | Estimation index has a high correlation of 0.832 with HAM-D score. |
| 25    | Nakamura and Mitsukura (2018) [120] | The EEG was recorded for the depression detection. Two EEG recordings were used for comparison purposes. They used the GRID-Hamilton Depression Rating Scale (GRID-HAMAD) rating scale. | The researchers tried to use the depression EEG and further analyzed it on GRID-HAMD rating scale. These comparisons were performed with the help of a two-sample T-Test. The frequency was converted by using Fourier transform. | The researchers continuously notice the EEG for healthy and depressed patients. By applying two independent T-sample tests they found the difference. |
| 26    | Song et al. (2018) [121] | This paper proposed that human behavior can be used for detecting depression automatically. They used CNN and SVM for feature selection. | They used the database of distress analysis interview which was provided by AVEC-2016. They used head pose, gaze direction, and emotion. The PHQ-8 was used for training and testing. They used the SVM and CNN as the classifiers and Support Vector Regressor (SVR) as the regressor. | SVR Results: The MAE is 4.37 and RMSE is 5.84 with the combination of Au+ Gaze+ HP as the modalities for gender independent. The value of MAE is 4.39 and RMSE is 5.75 for SVR in female under gender specific estimation result for the Au+ Gaze+ HP as the modalities. |
| 27    | Li et al. (2018) [122] | They performed detection by speech recognition. A deep model was presented. They did the voice extraction with the help of Mel-Frequency Cepstral Coefficients (MFCCs). Then they acquire the data from the Multiscale Audio Delta Normalization algorithm. | This study was performed on AVEC-2014 dataset. Multiscale Audio Delta Normalization (MADN) algorithm was used for local voices. They predicted the BDI scale for automatically detecting the depression. MFCCs was used for feature extraction and they proposed that deep learning was better for detecting the depression. | They achieved the MAE as 7.07 and RMSE as 9.15. |
| 28    | Yang et al. (2018) [123] | They considered PHQ-8 questionnaire and applied a multi-model framework on it. A SVM classifier is used for classification. A new visual description Histogram of Displacement Range (HDR) was used. | This paper used the AVEC-2016 dataset for detecting the depression with the text-based data. OpenSMILE tool kit was used for the audio features. The DCNN and DCN were used for depression estimation. They used a single modal and multimodal framework for the depression estimation. | The hybrid model shows the F1 score up to 74.6%. |
| 29    | Maridaki et al. (2018) [124] | They used Gabor Motion History Image (GMHI) and Motion History Image (MHI). They extracted the further, Histogram of oriented Gradients was applied for edge information. PCA was applied to | With SVM Classifier they achieved the F1 score of 81.93% for both GMHI and MHI. |
| S.No. | Reference | Methods | Approach | Results |
|-------|-----------|---------|----------|---------|
|       |           | combinations of appearances and applied SVM classifier, histogram of oriented gradients algorithm was applied for the edge information. They used the KNN classifier in both MHI and GMHI. | remove undesired features. They applied RF, RNN, SVM, and NB algorithm of machine learning. |         |
| 30    | Oyong et al. (2018) [125] | They considered tweeter tweets to identify the depression symptoms by using NLP. They included major depressive disorder. They rated the input on the scale suggested by the Center for Epidemiologic Studies Depression scale. | For detecting depressive symptoms and the MDD they considered the time of 2 weeks to 60 days according to symptoms of depression. The data collected from the tweets was refined using Python. The other parts of text were also filtered by using InaNLP features. |         |
| 31    | Song et al. [126] | They proposed a method for the emotion recognition through EEG based on Dynamic Graph Convolutional Neural Network (DGCNN). They applied it on 15 subjects of Shanghai Jiao Tong University (SJTU) emotion EEG dataset (SEED) and 23 subjects of DREAMER dataset. | They created the graph and spectral graph filtering. The DGCNN model for the recognition of EEG emotions. Further the back propagation method was used to optimize the network parameters. This method was applied to both SEED and DREAMER databases. They found the better results in proposed method as compared to state-of-art method. |         |
| 32    | Cong et al. (2018) [127] | They used the dataset of social networking sites and applied XGBoost-Attention-Bidirectional LSTM (X-A-BiLSTM) in two different components. One is to reduce the imbalance of data and the second one helped to enhance the classification. | This paper applied the approach of deep learning in detecting depression. They chose the dataset from Reddit Self-reported Depression diagnosis. On SEED database they achieved, accuracy of 90.4%. The accuracy of 79.95% was achieved for subject dependent independent cross validation. Whereas, the accuracy of 86.23% was achieved in case of DREAMER database for valence, 84.54% for arousal and 85.02% for the dominance classification. |         |
| 33    | Martínez-Borba et al. (2018) [128] | This paper was based on the use of information communication technology in detecting depression among prenatal patients. They used the telephone and internet as the basic tools. They used the Edinburgh Postnatal Depression Scale (EPDS) for measuring the depression. | They aimed to identify the depression among patients with the help of phones and the internet. They recorded their activities and measure them on the scale of the EPDS and the postpartum depression screening scale. They used ICT as a tool for recoding behavior. |         |
| 34    | Eichstaedt et al. (2018) [129] | They used the electronic medical facility to store medical records. This Electronic Medical record (EMR) stored the values of happiness, sadness, mood swings, etc. They used the python-based analysis. Further, they applied machine learning models for the predictions. | This EMR was further comprised of various things under which they extracted the features based on the recorded dataset. The prediction model and LR were applied as the machine learning algorithms as the information communication technology tools. AUC of 0.69 was achieved. |         |
| 35    | Shah et al. (2018) [130] | This paper did a study on older adults with the help of audio and computer-based therapies. They increase the depression treatment options among patients with the help of technological interventions. They used the Geriatric Depression Scale and the Hamilton scale. | A very common technology method i.e., audio and video-based are used here for the detection. A small questionnaire was also prepared for the same, with the help of which it was to make an analysis. The Liner mixed approach of modeling is used for estimating the missing values. They found these audio, as well as video behavioural therapies for cognition, were better to use for older adults. |         |
| S.No. | Reference | Methods | Approach | Results |
|-------|-----------|---------|----------|---------|
| 36    | Tan et al. (2018) [131] | They applied Computer Adaptive Testing (CAT) on the 1,135 participants taken as samples for depression. They used the model of Graded response. | This study divides the sample data into two formats: one is for construction and the other is for simulation purposes. They did data analysis according to it. For the different validity and predictivity they applied different criteria for depression. The Graded response model was used for the samples. | CAT depression Sensitivity: 93.7% Specificity: 85.1% |
| 37    | Basu et al. (2018) [132] | This study used the Portable Personality Recognizer (PPR) for accessing the individual state. They used the hidden Markov Model (HMM) with different states. SVM was used for classification. | This paper recorded the expression by using PPR. They used cameras, LCD, and sensors. Different states of emotion were recorded which were further classified by SVM. | Achieved the emotion classification accuracy of 87.14% and personality recognition accuracy as 87.87%. |
| 38    | Jaiswal et al. (2019) [133] | This paper used different questionnaires like PHQ-9, Big Five Inventory (BFI), or Generalized Anxiety Disorder (GAD-7). They applied Correlation feature selection for finalizing the images. They calculated the Z-score and finalized the relevant feature. They applied DNN as a regression model on the score of PHQ-9 and GAD-7. | The researchers conducted various Questionnaire database and they applied PHQ-9, GAD-7, and BFI for the interview purposes of selected databases. They prepared a Virtual Human Questionnaire (VHQ). The analysis of this questionnaire was followed by the regression model i.e., DNN. | The combination of spectral features from GAD7 interview videos shows the highest Pearson Correlation Coefficient (PCC) of 0.59 and lowest RMSE and MAE of 3.64 and 2.73. |
| 39    | Gerych et al. (2019) [134] | They used the PHQ-9 and applied machine learning algorithms. They used the autoencoder and further SVM algorithm was applied. This SVM used the One Class (OC) method of its algorithm. ANN was used for autoencoder system. | This study took the data of student life with the classification of PHQ-9. They used ANN based autoencoders to classify the depressed and non-depressed classes. They used the one-class SVM (OC-SVM) algorithms. Comparison was performed with RF, MLP, and GB classifier methods. | Their method OC-SVM with autoencoder for feature projection shows the AUC-ROC of 0.92 and weighted F1 of 0.91. |
| 40    | Ma and Wang (2019) [135] | This paper was based on data collected from Twitter with the help of text mining. They tried to detect the depression symptoms from it with the help of extraction algorithm that is Rapid Automatic Keyword Extraction (RAKE). Further, they applied the Automatic Extract Keyword algorithm (AEKA) for extracting the specified terms. | This paper did a study on data collected from the tweeter and applied automatic extract keyword algorithm. They applied the values of RAKE and AEKA algorithm for creating the semantic graph. | In this paper researchers tried to create a result for an ordinary as well as for expert people so that they can get the idea of depression. |
| 41    | Lam et al. (2019) [136] | This paper is the study about identify the new approach for detecting depression automatically. They used Naïve Topic modeling and topic-modeling for patient's text and audio data. In continuation of it they used fine tuner for transforming. | This paper focused on the approaches used for detecting depression. They performed context-aware analysis and context-independent analysis. Modeling of deep one-dimensional CNN was applied so that they can do modelling of the acoustic feature. Finally, they applied the fusion of both because text, audio & video were used. | Multi-modal Model: Feedforward Network for the combination of Full Transcript + CNN-Augm shows the F1 score of 0.87, precision of 0.91 and recall of 0.83. |
| 42    | Kwon et al. (2019) [137] | This paper extracted some features and wants to train them automatically for performing pre-screening of depression. Two different deep learning Model i.e., was used. One is CNN and the other is the VGG16 model. | They used the deep learning model approach for performing the pre-screening of patients with the help of an asymmetry-based image of the prefrontal brain. | CNN shows the accuracy of 75% and higher accuracy of 87.5% in VGG16. |
| 43    | Guo et al. (2019) [138] | This paper collected data from the questionnaire round. They asked a few questions from participants and noted | The questionnaires used in this study were from PHQ-9 and International New psychiatric Depression recognition gave the confidence interval of 95% in gender difference. |  |
| S.No. | Reference                  | Methods                                                                                           | Approach                                                                 | Results                                                                 |
|------|----------------------------|---------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------|-------------------------------------------------------------------------|
| 44   | De Melo et al. (2019) [139]| The methods adopted for this study based on the architecture of deep learning which can predict the depression accurately. They used facial images for depression detection. They used the Multi-Task Cascade Convolution Networks (MTCNN) for facial images. | The researchers used AVEC-2013 and AVEC-2014 dataset. They extracted the facial features from the dataset and applied CNN and MTCNN as they are performing on both audio and video parts. Moving to the next part they compared the MAE and RMSE ratio. | Their proposed method in combination with the expectation loss shows the RMSE of 8.25 and MAE of 6.30 for AVEC-2013 dataset. Whereas the RMSE of 8.23 and MAE of 6.15 for AVEC-2014 dataset was achieved. |
| 45   | Pan et al. (2019) [140]    | They discussed regarding the depression identification by using eye-movement and on that eye-movement they noticed the reaction time of the patient. After performing this they get the features individually. The features were fused and used for classification. The SVM classifier was used by them. | This paper proposed experimental base research of image cognition. They recorded the eye-movement with its reaction time; corresponding to this they extracted the features. | Their proposed method shows the accuracy of 86%. |
| 46   | Fang et al. (2019) [141]   | This paper did a study on university students which they found are prominent to depression. They used two questionnaires as tools named PHQ-9 and the other is Zung Self-Rating Depression Scale (SDS). Other scale-like generalized anxiety disorder and also self-rating anxiety scale. | This paper simply collects the data and then applied the feature extraction process which they got from eye movement. The extracted data was converted to 2 dimensional from 3 dimensional. Further they applied ANN with the help of Python-based Keras. | Experiment shows the accuracy of 83.17% with less-neurons. |
| 47   | Yuan and Wang (2019) [142] | This paper collected the data from 18-60 years old patients of a normal domain as well as of depressed domain. They did the extraction of data and further perform the transformation of data according to the eye-tracking trajectory. Then they applied ANN. | The models they applied were KNN, RF, SVM, LR, and LDA. | By selecting 8 features among all RF shows the best accuracy of 91.58%, sensitivity as 86.05%, specificity value of 96.15% and AUC of 0.8994. |
| 48   | Tadesse et al. (2019) [143]| This study used the data collected from online users. They used NLP for data pre-processing. They applied Tokenization and stemming for removing the unnecessary part. | This paper used various algorithms of machine learning classifiers like SVM, RF, AdaBoost, LR, and MLP Classifier. | MLP shows the highest accuracy of 91% and F1 score of 0.93. SVM gave the accuracy of 80% and F1 score of 0.80. |
| 49   | Sumali et al. (2019) [144] | This paper used the features of landmarks, movement of eye pupils, and feature near to mouth area. They used the data obtaining from the clinical interview. They did a statistical comparison and feature selection. Further they applied machine learning on the selected feature. | This paper took the clinical interview. The pre-processed data was used for feature extraction. They applied a two-sample t-test. Further filter, wrapper methods, and Embedded methods were used in feature selection. They applied SVM as the machine learning algorithm. | They found a significant difference between depressed and healthy patients. The machine learning algorithms were given a better result in identifying the levels of depression. |
| 50   | Kim and Lim (2019) [145]   | They used the HRV and a new-fuzzy algorithm for detecting the depression. The HRV was further divided by the Multimodal Affective Content (MAC). Non-overlap area distribution for the feature selection method was used and a neuro-fuzzy algorithm was used for identifies the HRV feature based on the content. A supervised machine learning algorithm was used | This paper was used for determining the optimal contents for analyzing the depression. The HRV division they got 22 features with the help of frequency domain and Poincare transforms methods. They applied a non-overlap area for the feature selection method. | Mean accuracy achieved was 86.6% and maximum accuracy achieved was 86.9% |
| 51   | Zhou et al. (2019) [146]   | This paper studies the facial expression of the videos. They took the content from the adaptive feature by extracting. They used built-it on CNN and regression network to learn expressions of videos. They gathered it from CNN and applied regression model on the | The researchers applied the representations taken from facial expressions of videos. | Proposed method shows the MAE of 6.37 and RMSE of 8.43. |
| S.No. | Reference | Methods | Approach | Results |
|-------|-----------|---------|----------|---------|
| 52    | Niu et al. (2019) [147] | The researchers found that facial expressions are a better modality to identify depression detection. They proposed a Local Second-Order Gradient Cross Pattern (LSOGCP) to identify the facial dynamics. Once they extracted the features, they applied different classification and regression methods. | They extracted the images from the videos and applied the Gradient Cross Pattern. They found it gave good accuracy results. From the images extracted they applied three orthogonal planes. For calculating the combined result, they adopted the hierarchical method by combing the information between the groups and within-group regression values. | The proposed model shows the RMSE of 9.17 and MAE of 6.97 in AVEC-2103 dataset. Whereas the RMSE of 9.10 and MAE of 7.19 in AVEC-2014 in the BDI-II score prediction. |
| 53    | Al-Naggar et al. (2019) [148] | This paper tried to detect depressive symptoms at an early stage. They divided the approach of scanning the brain two halves: the first one is about structural analysis and the other is about functional analysis. | The approach followed in the validity work on the data received from MRI. With the help of this they tried to identify MDD among the patients. Initially they applied functional connectivity and functional connectivity after doing MRI. | This paper helped in proving the early depression detection problem. They suggested using some machine learning algorithms as the tool of MRI for upcoming generations. |
| 54    | Kumar and Subha (2019) [149] | They discussed regarding the prediction of depression symptoms from the EEG signal. They used the recorded data and performed feature extraction on it. They used deep models of learning from LSTM. Further they implemented the RNN in their LSTM model. | While implementing the LSTM they used the RNN. Their proposal for using LSTM was further compared with the Convolution LSTM (ConvLSTM). | LSTM shows the RMSE of 0.005 whereas in case of CNN-LSTM it is 0.007 and in case of ConvLSTM it is 0.0088. It means LSTM can predict the next instants of depression better than others. |
| 55    | Hao et al. (2019) [150] | This paper used the data of 1425 studies of questionnaires from different places. They applied different scales on the collected data. The scales used by the research are like a self-rating scale for depression or anxiety. A cluster analysis was performed on the collected data and various observations were counted. | Two questionnaires were prepared one for anxiety and the other is for depression. They applied the self-rating scale to these questionnaires. Further after applying the Gaussian mixture model, they got the difference value. With the help of the hierarchical regression model, they were easily able to perform the statistical analysis. | Their results suggested that the risk of depression can be determined or reduced through self-study. |
| 56    | Syarif et al. (2019) [151] | Social media data was collected for evaluation purposes. They used a self-declared corpus used for identifying the mental illness of a person. They used two categories of features one is linguistic-style and the other is expression-sentiment. The data taken from tweeter was pre-processed with python package. The natural language toolkit was applied to the sentiment feature extraction. | They used the language filter and post-activity filter for making the diagnosed group. They used the natural language toolkit and python package for pre-processing the data. Further they classified the data with the help of machine learning methods. They applied various clustering rules with parameters supporting the attributes. | They successfully divide the tweets into different levels of depressions (Low, Moderate, and High). Further they suggested exploring it more related to other features. |
| 57    | Liang et al. (2019) [152] | Their study aimed to present low virtual reality which may influence mental illness issues. They performed the experimental setup in the laboratory. A demographic questionnaire was used by them. They implemented it on intelligent Virtual Reality (VR). | They used the filled questionnaire on Intelligence VR where they calculated the alpha and bets, frequency bands. They applied the correlation analysis and compared the values. | There result showed that VR simulation is available for detecting the depression with the help of EEG signals. They classified 55 subjects at high risk of depression by using (Symptom’s checklist) SCL-90. They found the higher Beta frequency for both right and left forehead as p=0.036, P=0.033 than the non-depression group. |
| 58    | Ware et al. (2020) [153] | They used the PHQ-9 and Quick Inventory of Depressive Symptomatology questionnaire. They This study tried to identify the early detection features of depression with the help of the use | They found that smartphone data can be useful to predict the symptoms in case of behavioural | |
| S.No. | Reference | Methods | Approach | Results |
|-------|-----------|---------|----------|---------|
| 59    | Gadassi et al. (2020) [154] | extracted the features from the Density-based Spatial Clustering of Applications with Noise (DBSCAN) method. As a classification method they used the SVM with Radial Basis Function Kernel-Support Vector Machine Kernel (RBF-SVM). | Two different questionnaires i.e., patient health and Quick Inventory of depressive type of questionnaires were used. They used the data of smartphones and WIFI metadata. The depressive symptoms they collected were further classified with the help of SVM. | as well as cognitive cases. They obtained the F1-score of 0.86. |

4.2RQ2: What are the major advantages and limitations of the approaches used in the mental illness and depression disorder? Based on the analysis of the studies conducted in 2015–2021, the following advantages and limitations were encountered in the approaches used for the detection of mental illness and depression disorders.

**Advantages of the machine intelligence approaches**

1. Approaches such as SAS are helpful in the monitoring of depression and anxiety scores.
2. SVM is useful when applied using the combined feature set (sensor-level feature set and source-level feature set).
3. The combination of CNN and RNN can be used to extract spatiotemporal information.
4. The preprocessing method is helpful in boosting the performance of the algorithms.
5. RF, NB, and SVM are helpful in the timely identification of various mental illnesses.
6. Hybrid models such as CNN with LSTM are more efficient and accurate in depression detection.
7. Combinations of machine learning and CNN algorithms can be employed for quick diagnosis.
8. The obtained automated scores can help in the quantitative assessment of therapeutic effects.
9. Machine learning frameworks can be used to supplement information from social networking platforms and can be scaled for the identification of social users.
10. SVM, multivariate regression, and RBFN perform better depression prediction compared to the volume-based features, that is, user-based features perform better at predicting the PHQ-9 scores and depression status.
11. DNN accomplishes more accurate learning based on the learning rate.
12. Genetic algorithm can be applied for feature weighting. KNN may be helpful for the fusion modality of negative and positive scenarios.
13. SVM and LR can be used for determining the missing values. New prospective can be visualized by using boosting algorithms with machine learning.
14. XGBoost algorithm can use the predictive power of biomarkers data, which can help in the diagnosis of depression.
15. Several psychological stresses can be detected using machine learning. Machine learning models can help achieve superior performance in the prediction of suicide ideation.
16. Relevant information can be stored; short-term and long term risks can be identified easily.
17. Medical check-up data were helpful in utilizing the results for direct measurements. Some of the data used in the study included the information taken from diagnosis and prescribed drugs.
18. This study will help increase awareness about educational and social policies.
19. Machine learning can be used with PHQ-9 and other combined features for screening depression. It can be used as an effective tool for enhancing the predictive accuracy of MDD. Composite measures showed the improvement in accuracy for detecting MDD.
20. DT can be used for information acquisition.
21. The sensor information is collected only during typing with a keyboard. Thus, no battery problem occurs. There is no need for a long period of time to reach a definitive decision.
22. Machine learning techniques are capable of assessing suicide risk.
23. Machine learning techniques can be applied to model the severity of PSU.
24. This study will help in raising clinical awareness regarding depression.
25. Machine learning and boosting algorithms are helpful in the extraction of sociodemographic and psychological factors responsible for causing depression.
26. This study showed the need for an enhanced bootstrap sampling approach with ensemble tree algorithms.
27. Valuable and discriminative features for depression analysis can be determined using the deep local global attention CNN. It is also efficient in describing the discriminated patterns.
28. The SL-based optimal algorithm can be used in the prediction of anxiety and depression.
29. A voice change study in depression was covered by us, which suggests the possibility of detecting depression through voice.
30. M3 was found to be an effective tool for the detection of schizophrenia.
31. Personalized evaluations and interventions may have potential applications in the clinical field.
32. The grid search technique can be used for optimizing the parameters.
33. LASSO, a regression analysis method, is helpful in feature reduction.
34. The depression data based on kinematic skeletal can be used for performing depression analysis.

**Limitations of the discussed approaches:**
1. The size of the data was small. The availability of the data was also limited.
2. The cross-sectional design was used in some of the studies, which is not the best way to design the causal relations. All used scales were self-rated.
3. In case of medication, the confounding effects cannot be controlled.
4. There is a need for exploration of the impact of genetic markers.
5. The effectiveness of RNN-C3D on human behavior problems should be checked.
6. Default parameters were used in the classifiers. More effectiveness can be achieved by altering the tuning parameters.
7. Number of subjects are required from diverse background. Complexities can be reduced by using graphical processing units (GPUs).
8. More pathological EEG signals are required. There was no clarity in the effect of acceleration of comorbidities.
9. The number of samples must be increased. Optimal efficacy can be achieved by increasing the number of samples. The dynamic change pattern may be helpful.
10. Some of the studies considered the single category of intention for each status update. Additional studies from medical professionals are required.
11. The assistance process can be improved by using metaheuristic optimized techniques.
12. The time required must be optimized as the time taken by the hybrid system is found to be more than that taken by the single system.
13. Balanced proportion of male and female subjects are required, and different populations must be considered.
14. External and internal influence factors must be determined. Personalized health management is needed for classifying the context.
15. Machine learning algorithms must be combined with the traditional approaches.
16. Inadequate information was provided by parents in the psychosocial treatment for ADHD. Outcome variable used, shared the common method as the critical predictor variable. A strategy is required to narrow down the redundancy of predictor variables.
17. In some cases, the data were restricted to only a single clinical setting. A limited number of suicidal events were considered. Data was collected from a single institution; thus, it may be biased. Patients’ clinical notes were not available. De-identification is more complex in clinical text than in the structured EHRs data. Chances of biasedness to commercially insured patients.
18. The dynamic causal modeling approach was restricted to small networks.
19. In some of the studies, as the important factors were recorded by the parent, the reporting could be biased. The performance of the model can be improved by considering a larger sample size.
20. Some of the studies considered the effectiveness for sadness only; thus, results cannot be compared with other overall symptoms of depression. It is difficult to determine the causality because the study was cross-sectional.
21. Some of the models did not consider variables such as stress and negative experiences of childhood. Individual mental illness was not considered, which can be the reason for depression.
22. Different timeframes were considered in different studies, preventing the establishment of the causal relationship.
23. In some of the cases, there are chances of error and bias as the questionnaires were completed by
patients. The cross-sectional design was used; thus, there can be causality.

24. The rank of the features can be improved using motion and position sensors and can be extended using feature extraction algorithms and devices with different internal sensors.

25. In some of the cases, the participants were from a single country. Some studies considered only the measures related to self-reporting, whereas the interview methodology should be employed. Smart phone assessments were found more reliable than self-reporting. As it was a cross-sectional study, causal inferences may be unreliable.

26. The use of class probabilities made the result hard to interpret. Large classes can be chosen for the selection of latent class growth analysis (LCGA) model. SL included the complex interaction which makes it black-box; thus, it was hard to be interpreted.

27. The degree of anxiety may have mediated the change of voice to a greater extent than the depression. It is unable to confirm the relationship between the severity of depression and voice features.

28. In a study, the cerebellum was not covered during resting state fMRI (rsfMRI) scanning. The head motion of patients with schizophrenia was greater than that of healthy controls. Their study did not account for the head motion.

29. In some cases, the available data did not reflect the interpersonal relationships of respondents.

30. Some of the studies did not consider the depression history for the depressive group. The HDRS-24 scale does not reflect the complex and rigorous diagnosis of depression. The study was limited to integrate various forecasting capabilities. The kinematic features do not completely provide the proofs for the reflection of participants suffering from depression.

4.3RQ3: What are the most commonly used datasets in the same domain?

Datasets used in the literature for the review has been discussed in this section along with the nature, participants, sample size, attributes and source.

Students of Sileyman Demirel University [41]

They considered the four hundred students to participate in this study. Out of 400, 52 students refused to participate and twenty-nine were having a low scale score. So, in total 319 students (203 females and 116 males) were considered from the Suleyman Demirel University. They divided the students into three groups; a smartphone non-user group (71 users), a low smartphone user group (121 users) and high smartphone user group (127 users). They assessed the participants who were smartphone users by using PSQI, BDI and BAI. In the smart phone non-user group, participants were assessed on the scale of SAS.

Psychiatry Department of Inje University Ilsan Paik Hospital [42]

This study considered the 34 patients (20 males and 14 females) of Schizophrenia and 34 patients Healthy Controls (HC) (14 males and 20 females). They recruited this data from the Psychiatry Department of Inje University Ilsan Paik Hospital. They diagnosed the people based on the Structural Clinical Interview for the Diagnostic and Statistical Manual of mental Disorder (DSM-IV). They measured the Clinical symptoms by using the Positive and Negative Syndrome Scale (PANSS).

At Laboratorio de Biologia Molecular do Centro de Oncohematologia Peditrica of the Hospital Oswaldo Cruz at University of Pernambuco (CEONHPE/HUOC/UEP) [43]

They considered 151 individuals from which 126 with the Mild Cognitive Impairment (MCI) in which 70 with MCI and 56 with Dementia and individual controls were 25. The data were collected from Laboratorio de Biologia Molecular do Centro de Oncocematologia Peditrica of the Hospital Oswaldo Cruz at University of Pernambuco (CEONHPE/HUOC/UEP)

AVEC-13 and AVEC-14 [44]

AVEC-13: This dataset considered 82 subjects which contains 150 videos having range between 18 to 63 years. The complete dataset was splitted into three parts having 50 videos in each of training, development and testing phase. The videos were having a resolution of 640×480 with 24-bit color and the sampling rate was 30 Hz. The BDI-II was estimated for each video.

AVEC-14: This dataset used “Freeform” recorded sessions for the evaluation. A total of 150 videos was used in this dataset. It was divided in three parts of training, development and testing having 50 videos in each. The average length of videos collected in AVEC-14 was 2 minutes. One- and four-times recording was performed for the participants with an interval of two weeks.

Office of the Special Consulting Health Services, of Patras University [45]

The selected the group of 249 patients from the office of special consulting Health services from the Patras University. The age considered was from 18-30 years. The BDI questionnaire was used for the assessment.
Python Reddit API Wrapper (PRAW) [46]
The data were downloaded by the use of python (API) for the Reddit, The Python Reddit API Wrapper (PRAW). They downloaded the 1000 posts for each category. A total of 3922 posts were used for the study.

Psychiatry Department, Medical College, Calicut, Kerala, India [47]
This study considered the 15-15 subjects of each class of depressed and normal. The total data considered for the study was 9116. They used the data of 4798 for depressed patients having record as 2398 for right hemisphere and 2400 for left hemisphere. Similarly, the data of 4318 were used for normal patients divided into 2159 for right hemisphere and 2159 for the left hemisphere.

Lanzhou University Second Hospital [48]
They recruited the 28- subjects at Lanzhou University Second School. The subjects were divided as 14 patients of depression and 14 patients of normal subjects.

MDD patients from Jena University hospital and MRI scans of IXI and OASIS [49]
They calculate the BrainAGE on 743 healthy controls (males: 316 and female: 427) on the dataset of IXI and OASIS.
IXI: https://brain-development.org/ixi-dataset/
OASIS: https://www.oasis-brains.org/
For DSM-IV Criteria: They recruited the 38 patients of major depression and 40 subjects of healthy control.

Affiliated Hospital of Chengdu University of Traditional Chinese Medicine (TCM) and Sichuan Provincial People's Hospital [50]
The recruited the 14 depressed patients from the Affiliated Hospital of Chengdu University of Traditional Chinese Medicine (TCM) and Sichuan Provincial People's Hospital and 15 normal participants from the community and the University of Electronic Science and Technology of China. The average of depressed patients was 47.10.26 years and normal participants was 41.47.+11.67 years.

myPersonality [51]
The dataset ‘myPersonality’ a Facebook Application was used for the study. It contained the approx. 6,000,000 responses. The metrics considered for a social network were NumStatus, AvgLength, Insomnialdx, Betweenness, Density, Transitivity, Brokerage and Network size.

Collaborative psychiatric epidemiology survey (CPES) [52]
The data for the study was collected from the CPES. They found some missing values in the gathered data so the RF approaches was applied for the elimination.

APIs of Twitter, Sina Weibo (available in China), Facebook, Online sources like microblogs, web fora, crowd-sourcing, Amazon’s Mechanical Turk (MTurk) and online communities

Depression Anxiety Stress Scale (DASS42 and DASS21) [54]
They used two DASS21 and DASS42 as the dataset. DASS42 consists of 42 questions. They collected the 39,776 instances between the years 2017 to 2019 through the questionnaires. Another dataset DASS21 was used constructed with the help of Google forms. It was completed by 349 participants whose age was between 18 years to 60 years. The DASS21 had 21 items and each category of stress, anxiety and depression had the seven questions.

University of Connecticut [55]
The data were collected from the total of 79 participants from October 2015 to May 2016. The students were full time from the University of Connecticut. The age considered between 18 to 25 years. 73.9% were female and 26.1% were male participants. Each participant used smartphones either iOS or Android to participate in this study. The data were collected from four types of sources, network traffic data, Patient Health Questionnaire-9 (PHQ-9), Clinical Assessments and Screen On/OFF events. Only Android phone users have the accessibility of screen ON/OFF events. These data were collected from clinical assessments as well as scree on/off events.

Korea National Health and Nutrition Examination Survey at the Centers for Disease Control and Prevention Korea [56]
They have considered the raw data from the Korea National Health and Nutrition Survey. It consists of 600 variables of examination health questions and nutrition. Examination survey includes the index of Obesity, Hyper Tension, Diabetes, dyslipidaemia, lung disease, liver disease, kidney disease, anaemia, oral disease, eyesight, grip and heavy metals.

National Key Research and Development Program [57]
They identified the participants by using the criteria of screening for 973 national Key Research and development Program. The dataset of 86 depressed patients and 92 normal controls were created. They included the age groups between 18 years to 55 years for both the healthy and depressed groups. The score greater or equal to 5 was considered for the depressed patients. The patients should be of higher education level. The depressed patients were not allowed to be on medication from last two weeks before this trial.
China Health and Retirement Longitudinal Survey (CHARLS) [58]
The data were used between year 2013 to year 2015 from the China Health and Retirement Longitudinal Survey (CHARLS). They took the sample size of 29,477 from the combination of CHARLS 2013 and 2015. The age considered was 45 and above.

Lifelines Cohort study database [59]
They considered the dataset of 11,081 as the samples from Dutch citizen. In this study 4,587 were male and 6,494 were female subjects. Out of 11,081 cases the 570 cases were of depression with self-reported. They divided the dataset under three categories of train, validation and test dataset.
https://www.lifelines.nl/researcher

National Survey of Children’s Health [60]
The data of 6630 participants were considered for this study was taken from 2016 to 2017 by participants of the National Survey of Children’s Health (NSCH). The age considered for youth was taken from 3 to 17 years and it has the 68.5% of male participants.
https://childhealthdata.org/learn/NSCH/resources/survey-instruments

Cardiorespiratory fitness and hospitalization events in the armed forces (CHIEF) study performed in the Hualien Armed Forces General Hospital, the military referral hospital of Eastern Taiwan [61]
This study used history of cohort of 3,546 of military personnel from the study performed in Hualien Armed Forces General Hospital of Eastern Taiwan. The age considered for the study was from 18 years to 50 years. The Brief Symptom Rating Scale (BSRS-5) was used as the questionnaire for the participants where they used the five domains like depression, anxiety, hostility, insomnia and interpersonal sensitivity. They used the Likert type of five-point scale from 0 to 4.

Connecticut Children’s Medical Center [62]
This study considered the data from Connecticut Children’s Medical Center (CCMC) Electronic health records (EHRs) database. It contains the record of 129,485 patients who had the visits of 641,708 from October 1, 2011 to September 30,2016. The age of patients lies between 10 to 18 years for the first attempt of suicide. They included the record 41,721 as young patients for the analysis purpose. Out of 41,721, there were 180 patients who have attempted the suicide and labelled as positive subjects and 41,541 were the patients who haven’t attempted the suicide and labelled as negative subject.

DASS21 [63]
They used the DASS 21 questionnaire. This study was conducted on total 348 participants (both male and female) whose age was between 20 years to 60 years. This DASS 21 questionnaire consists of 21 questions where 7 questions were assigned to the individual scale of depression, stress and anxiety.

functional magnetic resonance imaging (fMRI) data NEtherlands Study of Depression and Anxiety (NESDA) [64]
They acquired the data of 85 patients from a Netherlands Study of Depression and Anxiety (NESDA). Total 2981 participants of age 18 years to 65 years were recruited from the different primary care, specialized organizations of mental health and communities. They included only those participants who were diagnosed with MDD, have reported symptoms, having two years of follow up for depression symptoms. So, final 85 patients were considered after performing the screening on 301 participants, which were the part of MRI experiment and in which 156 had the MDD diagnosis.
https://www.nesda.nl/nesda-english/
https://gitlab.ethz.ch/tnu/code/generative-embedding-nesda

Child and Adolescent Twin Study in Sweden (CATSS) [65]
The participants were considered from Child and Adolescent Twin Study in Sweden (CATSS). It contains the 15,156 twin pairs which were born in Sweden. They found that total participants, 7,638 were born and whose age was between the years 1994 to 1999. The age considered to be from two waves i.e., one wave was from 9 years or 12 years and second wave considered the age of 15 years. The age of second wave considered the outcome measures taken from Strengths and Difficulties Questionnaire (SDQ). Initially, they included the 474 variables which were included in the dataset.

All live births by the Australian state of Queensland (QLD) [66]
The data were taken from all live births linked with administrative of health from the Queensland (QLD) in the year from January 2009 to December 2015. The sample gathered consists of 435,912 babies and samples of 306,799 of the mothers.

Collaborative Psychiatric Epidemiology Survey (CPES) through the Interuniversity Consortium for Political and Social Research (ICPSR) [67]
The data were considered from the CPES. The CPES had total 20,013 values out of which only 1162 participants were found who took one of the drugs from the seven categories of mentioned drugs. Out of these 1162 participants they found the 814
instances in which the drugs were taken for sadness. The study was carried out from 2001 to 2003.

**National Health Insurance Sharing Service (2019) in Korea [68]**

Initially the data of 514,866 were collected from year 2002 to year 2015 for those who were having a national check-up. There were several participants who were lost before 2009 so they were excluded and the 494,192 participants were selected thereafter from year 2009 to the year 2015. After that, they excluded those participants who were without medical check-up so selected 449,685 participants with medical check-up. Further, after applying the exclusion criteria they selected the total 433,190 participants. Out of 433,190 participants they include the 10,824 participants in the depression group.

**Michael Corley in 2018 using the Survey Monkey tool [69]**

The data used in this study followed CRISP-DM methodology. The categorized the data into six phases like Data preparation, Data Understanding, Business Understanding, Evaluation, Deployment and Modelling. The RapidMiner tool was applied for the study.

**European Cyberbullying Intervention Project Questionnaire [70]**

The 1328 students from a Spanish university took participation in this study whose age was between 18 years to 46 years. They excluded the 46 participants due to some errors in their responses. Finally, they considered the 1282 students having 688 women and 594 men.

**Data collected from android mobile application [71]**

Dataset collected from the motion sensors and touch screen panels. It determines the stressful and non-stressful situation based on the keyboard typing behaviour. Accelerometer sensors measure the acceleration applied to the device and Gyroscope sensors gives the angular velocity of the smart phone. The collection was based on four stages. These are non-stressful state, stressor task, case of stress and ground truth survey.

**Dashboard created to monitor and analyse (https://bit.ly/pennncovidmap) [73]**

They collected the two datasets which contains approximately 5 million tweets per day. These datasets contain 1% as the random sample for US tweets and second datasets of tweets which had the keywords related to Covid-19. They considered the four measures like stress, loneliness, anxiety and sentiment from 13th March to 6th May when the emergency was declared in the year 2020.

**An online survey conducted in Eastern China [74]**

They constructed the online survey in April 2019 at a large university in the Eastern China. Total 1238 students participated in the survey. They excluded the 141 participants for careless responding. So, finally 1097 participants participated where it had the majority of women than the men. The women were 898 and men were 199.

**Collected data from Android Apps and iOS apps [75]**

In this study, they identified the 183 apps from Google Play and 254 apps from app Store where they further excluded those apps which were not related to mental health and having less than five reviews. So, finally the selected the 104 apps related to mental health available on App Store and Google Play. They performed the 88125-sentiment analysis on the user reviews by using the ML techniques and then conducted the thematic analysis on reviews.

**Weil Cornell Medicine (WCM) and New York City Clinical data Research Network data (NYC-CDRN) [76]**

They considered the two EHR datasets. The one dataset was used from Weil Cornell Medicine (WCM) from January 2015 to June 2018. The validation of the dataset was performed from August 2014 to October 2017 from the data taken from New York City Clinical data Research Network data (NYC-CDRN). The included deliveries from WCM were 15,197 and from NYC-CDRN were 53,972.

**Department of Psychiatry, the First Affiliated Hospital of Chongqing Medical University [77]**

In 2021, Hong et al. [77] recruited the patients from the First Affiliated Hospital of Chongqing Medical University under the department of Psychiatry. They considered the 42 patients who attempted the suicide and 25 individuals of suicide ideation. The age considered was from 14 to 25 years. The assessment of patients was performed by the Structured Clinical Interview for DSM-IV Diagnosis (SCID). They excluded those patients who had the history of head trauma, DSM-IV Axis I comorbidities, substance or alcohol abuse, neurological disorders and any history of psychiatric disorders.

**Online Survey of Bangladeshi citizens [78]**

The dataset was obtained from the survey. It was performed for collecting the data from Bangladesh citizens of different age ranges. For this a questionnaire was prepared which consists of 55 questions. It consists of complex psychological and socio-demographic information. It was conducted in the period between April 2020 and August 2020.
Psychiatric inpatient unit at the Mount Sinai Health System for suicidal ideation or suicide attempt [79]
They recruited the patients from of Mount Sinai Health System taken from 10th January 2016 to 10th January 2019 who attempted for suicide. They collected the total 591 as the inpatients. Out of 591, 20 performed the follow-up within one month and others 571 were not the part of this.

Netherlands Study of Depression and Anxiety (NESDA) [81]
The data were considered from the Netherlands Study of Depression and Anxiety (NESDA). They recruited the patients from centres of primary and secondary care. The data sample used was of 2,981 where 2,329 was having lifetime diagnosis. These participants had the follow up after every, 2,4,6 and 9 years. They have the majority of female participants and mean age of total participants was 41.3 years.

Public website of Norwegian [82]
This approach was applied to two datasets. They obtained the large dataset from unng.no, it is a website of public Norwegian. In this website public can posts their questions related to problems and challenges. So, here the text based on mental health and emotions was included. In the first dataset they considered 11,807 for the experiments in which 1820 texts were of depression and another 9987 texts were of non-depressed. In the second dataset they collected the 21,470 samples of text in which 1470 texts were of depression and 20,000 texts were of non-depression.

Renmin Hospital of Wuhan University, Wuhan, China [83]
They considered the data from Renmin Hospital of Wuhan University, Wuhan China. This study was considered from March 2018 to October 2018. In all they acquired 96 samples, out of which 17 samples belong to non-depressive group and 79 samples belongs to depressed group. The PHQ-9 was used as the measurement scale.

Seoul National University, Hospital [84]
Patient population has been considered for the subjects. It has been collected from Seoul National University, Hospital for depressive symptoms. The age range considered to be between 9 years to 65 years. The inclusion criteria were read and understandability capability. The exclusion criteria were a history of brain surgery or head trauma and dementia diagnosis.

Center for Biomedical Research Excellence (COBRE) [85]
They collected the open dataset of neuroimaging from Center for Biomedical Research Excellence (COBRE). This dataset has 74 HCs and 71SZs. They collected the diagnostic information from the Structured Clinical Interview for the DSM Disorder (SCID). The exclusion criteria they used were like, neurological disorder history, severe head trauma, intellectual disability. According to this criterion, they excluded the 36 subjects. At the end they included the 109 subjects of 45 Szs and 64 HCs.

http://fcon_1000.projects.nitrc.org/indi/retro/cobre.html

Mental health department of Rambam Health Care Campus in Haifa [86]
There was total 111 participants who used Hebrew as their main language. The measure participants were women. It was approved Rambam health care campus. It covers depression, dysphoria, anxiety, panic attacks etc.

Primary data [87]
They obtained the data from medical chart which was recorded from January 2011 to December 2017. They included the participant’s age from 20 years to 65 years, they must be diagnosed with panic disorder, according to the International Classification of Disease-10 (ICD-10) other anxiety disorders, measurement of HRV. Similarly, the exclusion criteria consist of any cardiovascular disease, disorders other than anxiety disorders. In all they recruited 60 patients of panic disorder and 61 patients of anxiety disorders after following the inclusion and exclusion criteria.

Data were collected from the King Fahad University Hospital, Dammam, Kingdom of Saudi Arabia (KSA)) [88]
They conducted the study in Imam Abdulrahmanbin Faisal University (IAU) under the department of computer science. The data were collected from the King Fahad University Hospital, Dammam, Kingdom of Saudi Arabia (KSA). The demographic features of patients were collected from April 30, 2020 to July 24, 2020. In total they recorded the data on the 287 patient’s suffering from COVID.

Korea National Health and Nutrition Examination Survey (KNHANES) [89]
They considered the data from Korea National Health and Nutrition Examination Survey (KNHANES). The data were taken from year 2014 to the year 2016. Their data of year 2014 were considered for the training set and the data of year 2016 was considered for testing set. Total they used the data of 9488 patients. In which the data of year 2014 consisted of 7550 and the data of 8150 belongs to the year 2016.

Bursa Higher Specialization Training and Research Hospital Pediatric [90]
The recorded the 482 children as patients from the Bursa Higher Specialization Training and Research
Hospital Paediatric follow up centre between October 2012 and October 2014. They excluded the 58 children as they were having incomplete information. Further, the patients were divided into two groups, one was, according to the DSM-V of PTSD and other one was of MDD. They grouped the 287 participants as 177 participants of non-MDD and 110 participants with MDD in group 1. The second group consisted of the total 372 participants, which includes 177 as non-PTSD and 195 patients with PTSD.

Data provided by Statistics Netherlands [91]
They gathered the mental health record from the Dutch insurance act. It covers all specialist mental health treatment of Schizophrenia for all 17 million residents of the Netherland between 2010 and 2014.

First Affiliated Hospital of Zhejiang University, School of Medicine [92]
They performed the cross-sectional study on the patients November 2017 to April 2019 from the First Affiliated Hospital of Zhejiang University, School of Medicine. They considered the inclusion criteria as the patients should be diagnosed with major depressive episode according to the Mini International Neuropsychiatric Interview for DSM-IV-TR (MINI Plus 5.0), age criteria were from 16 years to 65 years, 5 years education was required, they should have the mixed features as specified by DSM-V. In total, they included the 300 participants in which 180 patients had the Bipolar, 49 had the MDD and 71 had the major depressive episodes.

earlydetect questionnaire [93]
The participants were asked to fill the earlydetect questionnaire. They performed this study on 955 participants from June 2016 to October 2018 which was approved by University of Alberta Research Board.

Shandong Mental Health center[94]
They collected the dataset of the total 170 participants, which was divided into two groups of datasets one was depression and other was non-depression. The paired them in the group of 85 patients of depression and 85 pairs of non-depressive participants. They conducted this study in the Shandong Mental Health center. They used the Kinect V2 device for the capturing of kinematic skeletal features.

Collected EEG and ECG signals [95]
They evaluated the total 36 participants for the evaluation. They conducted the two trials for each subject and capture the EEG and ECG as the physiological signals.

https://physionet.org/content/eegmat/1.0.0/.

5. Discussion
Based on the complete literature review and systematic meta-analysis the following points are indicated. It includes the methodology used, result analysis, advantages and challenges found along with the use of the datasets for the mental illness.

1. The machine learning approaches and frameworks can be used to supplement information from social networking platforms and can be scaled for the identification of social users. SVM is useful when applied using the combined feature set. SVM, multivariate regression, and RBFN perform better depression prediction compared to volume-based features. RF, NB, and SVM are helpful in the timely identification of various mental illnesses. The combination of CNN and RNN can be used to extract spatiotemporal information. Hybrid models such as CNN with LSTM are more efficient and accurate in depression detection. It is also indicated from the review and analysis that the combinations of machine learning and CNN algorithms can be employed for quick diagnosis.

2. Machine learning and boosting algorithms are helpful in the extraction of sociodemographic and psychological factors responsible for causing depression.

3. It is observed that the voice change study may be helpful in the depression detection.

4. It is found that the personalized evaluations and interventions may have potential applications in the clinical field.

5. It is observed that the default parameters were used mostly. More effectiveness can be achieved by altering the tuning parameters.

6. Some of the studies considered the single category of intention for each status update. Additional studies from medical professionals are required.

7. External and internal influence factors must be determined to enhance the diagnosis accuracy.

8. In some cases, the data were restricted to only a single clinical setting. A limited number of cases were considered. Data was collected from a single institution; thus, it may be biased. So, there are the chances of business to commercially insured patients.

9. In some of the studies, as the important factors were recorded by the parent, the reporting could be biased. The performance of the model can be improved by considering a larger sample size.

10. Some of the studies considered the effectiveness for sadness only; thus, results cannot be
compared with other overall symptoms of depression. It is difficult to determine the causality because the study was cross-sectional.

11. In some of the cases, the participants were from a single country. Some studies considered only the measures related to self-reporting, whereas the interview methodology should be employed. Smart phone assessments were found more reliable than self-reporting.

12. In some cases, the available data did not reflect the interpersonal relationships of respondents.

13. Some of the studies did not consider the depression history for the depressive group. So, it can be said that some of the studies were limited to integrate various forecasting capabilities.

**Limitations**

Only English language publications were considered and examined. Only machine intelligence approaches, such as machine learning, deep learning, and hybrid boosting, and machine vision methods’ parameters were considered in the analysis and discussion. Papers with high clinicians’ content were not considered in the review. A complete list of abbreviations is shown in Appendix I.

**6. Conclusion**

In this paper, a systematic review and meta-analysis of the mental health issues were provided using machine intelligence methods. A detailed discussion based on machine intelligence methods, way of applicability, advantages, and limitations was also presented. The methodological mapping covered the publication trends, mapping aspects, current scenarios, and a comprehensive discussion of the results. Several computational aspects based on these approaches were also considered and discussed. Our review and analysis suggested that machine intelligence approaches have potential application in the detection of mental health issues and depression in a timely manner.

1. Insufficient resources for detecting and treating patients with mental health issues are a major weakness of developing countries.
2. The gap in the treatment of mental disorders is another challenge. According to the WHO, approximately one-third of patients with schizophrenia do not receive any treatment and care.
3. No mental health policy has been formulated. There is a lack of awareness among parents, social stigma, and other external factors.

4. The association between symptoms and the internal and external factors should be determined.

5. The suitability of each method for different mental problem scenarios should be validated based on some simulation. This can help in handling real events efficiently.

6. The association between risk factors and mental health problems should be compared and analyzed for early-stage prediction. Most of the mental disorders are macro issues, but the risk associated may be high; thus, there is a need for proper intervention for the prevention and prediction of mental disorders [65].

7. There is a need for the removal or addition of symptoms that may affect the causes and the risks associated with positive and negative emotions.
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| S. No. | Abbreviation | Description |
|-------|--------------|-------------|
| 1     | AdaBoost     | Adaptive Boosting |
| 2     | ADHD         | Attention Deficit Hyperactivity Disorder |
| 3     | AEA          | Automatic Extract Keyword algorithm |
| 4     | AI           | Artificial Intelligence |
| 5     | API          | Application Programming Interface |
| 6     | ANN          | Artificial Neural Network |
| 7     | ASRS         | ADHD Self- Report Scale |
| 8     | AUPRC        | Area under the precision-recall curve |
| 9     | AUC          | Area Under the Curve |
| 10    | AUDIT        | Alcohol Use Disorders Identification Test |
| 11    | AVEC-13      | Audio/Visual Emotion and depression recognition challenge-13 |
| 12    | AVEC-14      | Audio/Visual Emotion and depression recognition challenge-14 |
| 13    | BAI          | Beck anxiety Inventory |
| 14    | BDC          | Bums Depression Checklists |
| 15    | BDI          | Beck Depression Inventory |
| 16    | BDI-II       | Beck Depression Inventory-II |
| 17    | BFI          | Big Five Inventory |
| 18    | BN           | Bayesian Network |
| 19    | BSRS-5       | Brief Symptom Rating Scale |
| 20    | CART         | Classification and Regression Trees |
| 21    | CATSS        | Child and Adolescent Twin Study in Sweden |
| 22    | CCMC         | Connecticut Children’s Medical Center |
| 23    | CENONHPE/HUOC/UCPE | Centro de Oncohematologia Pediatrica of the Hospital Oswaldo Cruz at University of Pernambuco |
| 24    | C3D          | Three Dimensional Convolutional Network |
| 25    | CNN          | Convolutional Neural Network |
| 26    | CHARLS       | China Health and Retirement Longitudinal Survey |
| 27    | CI           | Confidence Interval |
| 28    | CPES         | Collaborative Epidemiology Survey |
| 29    | CRISP-DM     | Cross Industry Standard Process for Data Mining |
| 30    | COBRE        | Center for Biomedical Research Excellence |
| 31    | CUDOS-M-C    | Clinically Useful Depression Outcome Scale Supplemented with DSM-5 Mixed Subtype |
| 32    | DASS21       | Depression Anxiety Stress Scales-21 |
| 33    | DASS42       | Depression Anxiety Stress Scales-42 |
| 34    | DBN          | Deep Belief Network |
| 35    | DCNN         | Deep convolution neural networks |
| 36    | DCM          | Dynamic Causal Modeling |
| 37    | DL           | Deep Learning |
| 38    | DLNN         | Deep Learning Neural Network |
| 39    | DRL          | Deep Reinforcement Learning |
| 40    | DRNN         | Deep Recurrent Neural Network |
| 41    | DSM-IV       | Diagnostic and Statistical Manual of Mental Disorder-IV |
| 42    | DT           | Decision Tree |
| 43    | DM           | Data Mining |
| 44    | DNN          | Deep Neural Network |
| 45    | DSM-V        | Diagnostic and Statistical Manual of
| Term | Description |
|------|-------------|
| MDD  | Major Depressive Disorder |
| MDQ  | Mood Disorder Questionnaire |
| MCC  | Matthews correlation coefficient |
| MHI  | Motion history image |
| MINI | Mini International Neuropsychiatric Interview |
| ML   | Machine Learning |
| MFCCs| Mel-frequency cepstral coefficients |
| MHLBP-TOP | Median Robust Local Binary Patterns from Three Orthogonal Planes |
| MSE  | Mean Squared Error |
| MNB  | Multinomial Naive Bayes |
| M3   | Multimodal imaging and multilevel characterization with multiclassifier |
| MTCNN| Multi-task Cascade Convolution Networks |
| NB   | Naive Bayes |
| NESDA| Netherlands Study of Depression and AnxietyNN |
| NMF  | Non-negative Matrix Factorization |
| NPV  | Negative Predictive Value |
| NLP  | Natural Language Processing |
| NSCH | National Survey of Children’s Health |
| NYCCDRN | New York City Clinical data Research Network |
| O   | Over Sampling |
| OASIS| Open Access Series of Imaging Studies |
| OR   | Original Sample |
| OSN  | Online Social Networks |
| PANSS| Positive and Negative Syndrome Scale |
| PCA  | Principal Component Analysis |
| PHQ-9| Patient Health Questionnaire-9 |
| PP   | Pioncare Plots |
| PPD  | Predict Postpartum Depression |
| PPR  | Portable Personality Recognizer |
| PPV  | Positive Predictive Value |
| PRAW | Python Reddit API Wrapper |
| PR-AUC| Precision-Recall area under the curve |
| PRC  | Precision-Recall Curve |
| PSQI | Pittsburgh Sleep Quality Index |
| PSU  | Problematic Smartphone Use |
| RAKE | Rapid Automatic Keyword Extraction |
| RBFN | Radial Basis Function Network |
| RF   | Random Forest |
| RMSE | Root mean square error |
| RNN  | Recurrent neural network |
| RNN-C3D| Three-dimensional Convolutional Network and Recurrent Neural Network |
| ROC  | Receiver Operating Characteristics Curve |
| RoT  | Ratio of the transient |
| RRS  | Ruminative Responses Scale |
| rsMRI| Resting state fMRI (rsMRI) |
| RVR  | Relevance Vector Regression |
| SAS  | Smartphone Addiction Scale |
| SAS-SV| Smartphone Addiction Scale-Short Version |
| SCID | Structured Clinical Interview for the DSM Disorder |
| SDQ  | Strengths and Difficulties Questionnaire |
| SDS  | Self-rating Depression Scale |
| SFFS | Sequential Forward Floating Selection |
| sMRI | Structural Magnetic Resonance |
| SL   | Superlearner |
| SVM  | Support Vector Machine |
| SVR  | Support Vector Regression |
| Szs  | Schizophrenia |
| TF-IDF| Term Frequency-Inverse Document Frequency |
| TCM  | Traditional Chinese Medicine |
| U    | Under Sampling |
| VGG  | Visual Geometry Group |
| VHQ  | Virtual Human Questionnaire |
| VMD  | Variational mode decomposition |
| WCM  | Weil Cornell Medicine |
| WEKA | Waikato Environment for Knowledge Analysis |
| XAI  | Explainable Artificial Intelligence |
| X-A-BILSTM | XGBoost-Attention-Bidirectional Long Short-Term Memory |
| XGBoost | cXtreme Gradient Boosting |