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Abstract

In this work, we deal with the problem of rating in sports, where the skills of the players/teams are inferred from the observed outcomes of the games. Our focus is on the online rating algorithms which estimate the skills after each new game by exploiting the probabilistic models of the relationship between the skills and the game outcome. We propose a Bayesian approach which may be seen as an approximate Kalman filter and which is generic in the sense that it can be used with any skills-outcome model and can be applied in the individual- as well as in the group-sports. We show how the well-known algorithms (such as the Elo, the Glicko, and the TrueSkill algorithms) may be seen as instances of the one-fits-all approach we propose. In order to clarify the conditions under which the gains of the Bayesian approach over the simpler solutions can actually materialize, we critically compare the known and the new algorithms by means of numerical examples using the synthetic as well as the empirical data.

I. INTRODUCTION

The rating of the player is one of the fundamental problem in sport analytics and consists in assigning each player a real value called a skill. In this work we are interested in the rating algorithms that can be systematically derived from the probabilistic models which describe i) how the the skills affect the outcomes of the games, as well as ii) how the skills evolve in time, i.e., characterize the skills dynamics. Using the probabilistic models, the forecasting of the game outcomes is naturally derived from the rating.

Once the models are chosen, the rating boils down to inferring the unknown skills from the observed games outcomes. This is essentially a parameter estimation problem which has been largely addressed in the literature. In particular, using a static model for the skills, that is, assuming that the skills do not vary in time, the problem consists in solving a non-linear regression problem and the main issue then is to define a suitable skills-outcome model.

The most popular skills-outcome models are obtained from the pairwise comparison framework which is well known in the psychometrics literature [2], [3]. For binary games (win/loss), the Thurston model [4] and Bradley-Terry model [5] are the most popular. Their extensions to the ternary games (win/loss/draw) were proposed in [6] and [7]; these are particular cases of ordinal variable models [8] that may be applied in multi-level games as done e.g., in [9] and [10].

Alternative approach focuses on modelling directly the game points (e.g., goals) using predefined distributions; the Poisson distribution is the most popular in this case [11]; similarly, the points difference can be modelled using, e.g., the Skellam, [12] or the Weibull [13] distributions.

The very meaning of the skills may be also redefined and instead of a scalar, the player may be assigned two values corresponding to offensive and defensive skills [11], [14], [15]; further, considering the home-field advantage (HFA), three or four distinct parameters per player may be defined [11], [16], although recent results indicate that this may lead to over-fitting [17], [18].

The various skills-outcome model we mention above, invariably assume that the outcome of the game depends (via a non-linear function) on a linear combination of the skills of the participating players, this

1 We will talk about players but the team sports are of course treated in the same way. In fact, the examples we provide come from team-sports but the advantage of talking about players is that it allows us to discuss the issue of gathering players in groups which face each other, as done e.g., in eSports [11].
assumption is also used in the case when the multiple players are gathered in two groups facing each other in a game. This general approach will be also used as a basis for our work.

Each of these skills-outcome models can be combined with the models describing how the skills evolve in time. With that regard, the most popular is modelling of the skills via first-order Markov Gaussian processes, e.g., [19], [20], [9], [21], [22], [23], [1], [24], [14], [25]. This formulation is then exploited to derive the on-line rating algorithms in two recursive steps: first, at a time \( t \), the posterior distribution of the skills is found using all observations up to time \( t \); more precisely, to simplify the problem, the Gaussian approximation of the latter is obtained. Next, the posterior distribution from the time \( t \), is used as a prior in the time \( t + 1 \). This approach should be seen as a generalization of the Kalman filtering to the non-Gaussian models characteristic of the rating problems.

Most of the works we cited above and which consider the skills’ dynamics, focused on the estimation of the skills with a moderate number of players, the case which is typical in sport leagues (e.g., in football, hockey, American football, etc). In such a case, the approximate (Gaussian) posterior distribution of the skills can be fully defined by the mean vector and by the covariance matrix.

On the other hand, for large number of players (e.g., thousands of chess players or millions of eSports players), it is considered unfeasible and further approximations are introduced by considering only a diagonal covariance matrix, equivalent to assuming that the skills are, a posteriori, Gaussian and independent. This approach was proposed to rate the chess players (the Glicko algorithm) as well as for the rating in eSports (the TrueSkill algorithm).

However, the Glicko and the TrueSkill algorithms are derived i) from different skills-outcome models and ii) using different approximation principles. Thus, not only it may be difficult to see them as instances of a more general approach but, more importantly, they cannot be straightforwardly reused to obtain new online ratings if we would like to change the skills-outcome model.

This latter fact stays very much in contrast with the approach of [19] which is general in its formulation so, under mild conditions, it can be applied to any skills-outcomes model. However, since the focus of [19] and other works which followed its path, was not on the large problems, the derivations did not leverage the simplifying assumptions on which rely the TrueSkill and Glicko algorithms.

In our work we thus want to take advantage of both worlds: we will exploit the independence assumption on which [21] and [1] are built, and the estimation principle underlying the Kalman filter which was used in [19]. Furthermore, we will also consider new simplifying assumptions about the posterior distributions of the skills; this will lead to different simplified versions of the Kalman filter.

The goal of this work is thus threefold:

- We will show how the online rating algorithms can be derived for any skills-outcome model and may be applied equally well to estimate the skills of the players in individual sports (as in the Glicko algorithms) or the skills of the players withing a group (as in the True-Skill algorithm). We will also consider different level of simplification when dealing with the skills’ dynamics.
- Using this generic algorithmic framework, we will be able not only to derive new algorithms, but also to compare and understand the similarities/differences between the known online rating such as the Elo [26], the Glicko [21], or the TrueSkill [1] algorithms.
- By mean of numerical examples, we will provide an insight into the advantages of the simplified versions of the rating algorithms, and indicate under which conditions the simple rating algorithm may perform equally well as the more complex ones.

The paper is organized as follows: the model underlying the rating is shown in Sec. II. The on-line rating algorithms are derived in a general context in Sec. III using different approximations of the posterior distribution. In Sec. IV the popular scalar skills-outcome model are used to derive new rating algorithms which are then compared to the algorithms from the literature. Numerical examples are shown in Sec. V and conclusions are draws in Sec. VI.

\(^2\)Glicko uses the Bradley-Terry model, while TrueSkill uses the Thurston model.
II. Model

We consider the case when the players indexed with \( m \in \{1, \ldots, M\} \) participate in the games indexed with \( t \in \{1, \ldots, T\} \), where the number of games, \( T \), is finite (as in sport seasons) or infinite (as in non-stop competitions, such as eSports).

We consider one-on-one games: in the simplest case it means that the “home” player \( i_t \) plays against the “away” player \( j_t \), where \( i_t, j_t \in \{1, \ldots, M\} \). The outcomes of the game \( t \), denoted by \( y_t \), belong to an ordinal set \( \mathcal{Y} \). For example, if \( y_t \) is the difference between the game-points (such as goals), we have \( \mathcal{Y} = \{\ldots, -3, -2, -1, 0, 1, 2, \ldots\} \) so the ordinal variables are naturally encoded into integers. On the other hand, in ternary-outcome games, we may assign \( y_t = 0 \) if the player \( i_t \) loses the game, \( y_t = 2 \) if she wins the game, and \( y_t = 1 \) if the game ends in a draw, i.e., \( \mathcal{Y} = \{0, 1, 2\} \). The very notion of the home/away players is useful when dealing with the home-field advantage (HFA) typically encountered in sports but it also helps us to ground the meaning of the game outcome: even in the absence of the HFA, for the outcome \( y_t = 0 \) to be meaningful, we must decide which player lost (the home player in our notation for ternary-outcome games).

In a more general setup, the game may implicate two \textit{groups} of players whose indices are defined by the sets \( \mathcal{I}_t = \{i_{t,1}, i_{t,2}, \ldots, i_{t,F}\} \) (these are indices of the “home” players) and \( \mathcal{J}_t = \{j_{t,1}, j_{t,2}, \ldots, j_{t,F}\} \) (indices of the “away” players). While the number of players in each group, \( F \), is assumed to be constant, this is done merely to simplify the notation and other cases are possible. For example, the groups in eSports are formed on the fly and they do not always have the same number of players, nor even the same number of players in both groups playing against each other [1]. The process of defining which players take part in the game \( t \), i.e., how the indices \( i_t, j_t \) (or the sets \( \mathcal{I}_t \) and \( \mathcal{J}_t \)) are defined, is called a \textit{scheduling}.

The above notation applies directly if we replace the notion of “player” with “team”; but then, of course, the general case of groups defined by \( \mathcal{I}_t \) and \( \mathcal{J}_t \) is not necessary. For the rest of the work we only refer to players which is a more general case to deal with.

In its simplest form, the rating consists in assigning the player \( m \) the value \( \theta_{t,m} \), called a \textit{skill}; this is done after observing the outcomes of the games up to time \( t \), which we denote as \( y_t = \{y_{t-1}, y_t\} \). We index the skills with \( t \) because we assume that they may vary in time.

The probabilistic perspective we will adopt relies on the model relating the skills \( \theta_t = [\theta_{t,1}, \ldots, \theta_{t,M}]^T \) to \( y_t \); it comprises i) the skills-outcome model, which makes explicit the relationship between the skills \( \theta_t \) and the outcome \( y_t \) at time \( t \), as well as ii) the model describing the evolution of the skills in time, i.e., the skills’ dynamics.

The problem of finding the skills-outcome model has been treated extensively in the literature often exploiting the link with the problem of pairwise comparison well studied in psychometry [4], [5]. This is also where most of the efforts are concentrated in the rating literature and many models have been already proposed and studied. On the other hand, the modelling of the dynamics of the skills is less diversified and mainly focuses on applying the particular skills-outcome model in the dynamic context.

Skills-outcome model

The skills-outcome model defines the probability of the outcome conditioned on the skills, \( \Pr \{y_t | \theta_t\} \), and most often is defined by combing the non-linear scalar function and the linear function of the skills, i.e.,

\[
\Pr \{y_t | \theta_t\} = L(z_t/s; y_t),
\]

\[
z_t = x_{t,h}^T \theta_t - x_{t,a}^T \theta_t = x_t^T \theta_t,
\]

where the role of \( s > 0 \) is to scale the values the skills; \( x_{t,h} = [x_{t,h,1}, \ldots, x_{t,h,M}]^T \) is the home scheduling vector, defined as follows: \( x_{t,h,m} = 1 \) if the player \( m \) is a home player, i.e., \( m \in \mathcal{I}_t \), and \( x_{t,h,m} = 0 \), otherwise. The away scheduling vector is defined correspondingly for the away players.
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Of course, we do not suggest that the vector product(s) in (2) should be actually implemented; it is just a convenient notation expressing the fact that \( z_t \) is the difference between the sum of the skills of the home players and the sum of the skills of the away players.

As for the function \( L(z; y) \) it should be defined taking into account the structure of the space of outcomes \( \mathcal{Y} \). For example, in the binary games, \( \mathcal{Y} = \{0, 1\} \), we often use

\[
L(z; y) = \begin{cases} 
F(z) & \text{if } y = 1 \text{ (home win)} \\
F(-z) & \text{if } y = 0 \text{ (away win)},
\end{cases}
\]

where \( 0 \leq F(z) \leq 1 \) is a non-decreasing function. This corresponds to the assumption that increasing the difference between the skills, \( z_t \), corresponds to the increased probability of the home win and, of course, decreased probability of the away win. More on that in Sec. [IV]

**Skills’ dynamics**

The temporal evolution of the skills is often modelled as a damped random walk

\[
\theta_t = \beta_t \theta_{t-1} + u_t \epsilon_t,
\]

where \( u_t \) is the vector comprised of independent, zero-mean, unitary-variance, random Gaussian variables, so \( \epsilon_t \) has the meaning of the variance of the random increment in skills from time \( t - 1 \) to \( t \): it is assumed to be the same for all the player. For example, [21] uses

\[
\epsilon_t = (\tau(t) - \tau(t - 1)) \epsilon,
\]

where \( \tau(t) \) is the time (e.g., measured in days) at which the game indexed with \( t \) is played, and \( \epsilon \) is the per-time unit increase of the variance.

The autoregression parameter \( 0 < \beta_t \leq 1 \) models the decrease of the skills in time (in absence of game outcomes). While \( \beta_t = 1 \) is used in most of the previous works we cite, \( \beta_t < 1 \) was also used, e.g., in [24], [14], [25], and to take into account the time we may define it as

\[
\beta_t = \beta^{\tau(t) - \tau(t-1)},
\]

where, again \( \beta \) is the per-time decrease of the skills.

The relationship (4) may be presented as

\[
f(\theta_t | \theta_{t-1}) = \mathcal{N}(\theta_t; \beta_t \theta_{t-1}, I \epsilon_t),
\]

where \( I \) is the identity matrix and

\[
\mathcal{N}(\theta; \mu, V) = \frac{1}{\sqrt{\det(2\pi V)}} \exp \left( -\frac{1}{2} (\theta - \mu)^T V^{-1} (\theta - \mu) \right)
\]

is the multivariate Gaussian probability density function (PDF) with the mean vector \( \mu \) and the covariance matrix \( V \).

As an alternative to (7) we may also assume that the skills in \( \theta_t \) (conditioned on \( \theta_{t-1} \)) are correlated, i.e., the covariance matrix has non-zero off-diagonal elements. This is done, e.g., in [22], [14] in order to ensure that \( I^T \theta_t = \text{Const.} \), i.e., that the skills at a given time \( t \), sum up to the same constant.

However, a direct consequence of the correlation between the skills is that, the outcome \( y_t \) will affect not only the skills of the players involved in the game at time \( t \) but also of all other players. This may result in rating which is slightly counter-intuitive but also, in the case of eSports, when the pool of the players is not predefined, this model may be difficult to justify.
III. Estimation of the Skills

If we suppose momentarily that the skills do not vary in time, i.e., \( \theta_t = \theta \) (or \( \epsilon = 0 \)), the problem of finding the skills may be formulated under the maximum likelihood (ML) principle

\[
\hat{\theta} = \arg\max_{\theta} \Pr \left\{ y_T | \theta \right\} = \arg\max_{\theta} \prod_{t=1}^{T} L(z_t/s; y_t) \tag{9}
\]

\[
= \arg\max_{\theta} \sum_{t=1}^{T} \ell(z_t/s; y_t), \tag{10}
\]

where \( \ell(z_t/s; y_t) = \log L(z_t/s; y_t) \) is the log-likelihood, and we assumed that the observations \( y_t \), when conditioned on the skills’ difference, \( z_t \), are independent.

The solution (9) can be found uniquely if the log-likelihood \( \ell(x^T \theta/s; y_t) \) is a concave function of \( \theta \) which holds if \( \ell(z; y_t) \) is concave in \( z \). This is the “mild” condition we referred to in Sec. i and, in the rest of the work, we assume that this condition is satisfied.

Unlike the ML approach which finds a point estimate of the skills \( \hat{\theta} \), the Bayesian approach consists in finding the posterior distribution of the skills \( f(\theta | y_T) \). But, because finding the distributions is usually intractable, they are often assumed to belong to a particular parametrically defined family and the Gaussian approximation is often adopted

\[
f(\theta | y_T) \approx \mathcal{N}(\theta; \hat{\mu}, \hat{V}), \tag{11}
\]

where, to find \( \hat{\mu} \), we should calculate the mean from the posterior distribution \( f(\theta | y_T) \). This also may be difficult, so we may prefer to set \( \hat{\mu} = \tilde{\theta} \), where \( \tilde{\theta} \) is the mode of the distribution \( f(\theta | y_T) \propto \Pr \{ y_T | \theta \} f(\theta) \), and where \( f(\theta) \) reflect a priori knowledge about \( \theta \). For the non-informative prior \( f(\theta) \) the mode \( \tilde{\theta} \) coincides with (5).

While the problem of finding the posterior distribution of the skills is more general that finding the point estimate of the skills, with the model (11), the mean \( \hat{\mu} \) may be treated as the maximum a posteriori (MAP) point estimate, and the covariance \( V \) expresses the uncertainty of the MAP estimation.

A. Online rating

The Bayesian approach to the online rating consists in finding the distribution of the skills \( \theta_t \) conditioned on the games’ outcomes \( y_t \), i.e.,

\[
f(\theta_t | y_t) = f(\theta_t | y_{t-1}, y_t) \propto \Pr \{ y_t | \theta_t \} \int f(\theta_t, \theta_{t-1} | y_{t-1}) \, d\theta_{t-1} \tag{12}
\]

\[
= \Pr \{ y_t | \theta_t \} \int f(\theta_t | \theta_{t-1}) f(\theta_{t-1} | y_{t-1}) \, d\theta_{t-1}. \tag{13}
\]

where we exploited the Markovian property of (7), i.e., the knowledge of \( \theta_{t-1} \) is sufficient to characterize the distribution of \( \theta_t \).

The relationship (13) allows us to calculate the distribution \( f(\theta_t | y_t) \) recursively, i.e., from \( f(\theta_{t-1} | y_{t-1}) \). This is what the online rating is actually about: as soon as the game outcomes become available, we estimate the distribution of the skills by exploiting the previously obtained estimation results. Such
recursive calculation of the posterior distribution from (13) has been already dealt with, e.g., in [19], [9] which also recognized that the formulation (13) underlies the well known Kalman filtering [27, Ch. 12-13].

In order to make (13) tractable, [19] (and many works that followed) rely on a Gaussian parametric representation of $f(\theta_t | y_j)$, akin to (11), i.e., $f(\theta_t | y_j) = \mathcal{N}(\theta_t; \mu_t, V_t)$ which allows us to implement the approximate version of (13) as

$$
\tilde{f}(\theta_t | y_j) = \Pr \{ y_t | \theta_t \} \int f(\theta_t | \theta_{t-1}) \tilde{f}(\theta_{t-1} | y_{t-1}) d\theta_{t-1}, \quad (14)
$$

$$
\tilde{f}(\theta_t | y_j) \propto \mathcal{P} \left[ f(\theta_t | y_j) \right], \quad (15)
$$

where $\mathcal{P}[f(\theta)]$ is the operator projecting $f(\theta)$ on the space of Gaussian distribution, of which we consider the following possible forms with varying degree of simplification

$$
\tilde{f}(\theta_t | y_j) = \begin{dcases} 
\mathcal{N}(\theta_t, \mu_t, V_t) & \text{matrix-covariance model} \\
\mathcal{N}(\theta_t, \mu_t, \text{diag}(v_t)) & \text{vector-covariance model} \\
\mathcal{N}(\theta_t, \mu_t, v_t I) & \text{scalar-covariance model}
\end{dcases} \quad (16)
$$

where $\text{diag}(v)$ is the diagonal matrix with diagonal elements gathered in the vector $v$. The vector- and scalar-covariance models are particularly suited for online rating when the number of players, $M$, is large, because we only need to estimate a vector/scalar instead of $M \times M$ covariance matrix. The vector-covariance model is the basis for the derivation of the TrueSkill and Glicko algorithms.

The scalar-covariance model may be found in [28] (with an additional assumption of the variance being constant) and is justified in the sports where players are uniformly scheduled to play throughout the season. Then, at any point of time, the number of games played is similar for all players so we can expect that the uncertainty (expressed by the variance) be similar for all the posterior estimates. On the other hand, in eSports, there may be significant differences between the number of games played by different players; in particular, the players who are new to the game should be characterised by a larger uncertainty then those who have been playing for a long time, and thus the scalar-covariance model may be inadequate.

The projection in (15) is done by finding $\tilde{f}(\theta_t | y_j)$ which minimizes the Kullback-Leibler (KL) distance to the projection argument $\tilde{f}(\theta_t | y_j)$; this is done using the following.

Proposition 1. The parameters of the distribution (16), $\tilde{f}(\theta_t | y_j)$, closest to $\tilde{f}(\theta_t | y_j)$ (in the sense of the KL distance), should be set as follows:

$$
\mu_t = \mathbb{E}[\theta_t | y_j] \quad (17)
$$

$$
V_t = \mathbb{E}[(\theta_t - \mu_t)(\theta_t - \mu_t)^T | y_j] \quad (18)
$$

$$
v_t = \text{di}(V_t) \quad (19)
$$

$$
v_t = \frac{1}{M} 1^T v_t, \quad (20)
$$

where $\text{di}(V)$ extracts the diagonal from the matrix $V$, and $v_t$ in (20) calculates the arithmetic average of the elements in $v_t$.

Proof. Appendix A \hfill \square

So, to implement the projection $\mathcal{P}[\cdot]$, and irrespectively which covariance model in (16) we decide to use, we must first calculate (exactly or approximately) the mean (17) and the covariance (18) from the distribution $f(\theta_t | y_j)$. In the case of the vector (respectively, the scalar)-covariance model, we obtain the vector $v_t$ (respectively, the scalar $v_t$) from the covariance matrix, via (19) (respectively, via (20)).

The algorithm based on the matrix-covariance model will be called a Kalman Filter (KF) rating and we show it in Sec. III-B. We will use it in Sec. III-C to show how the Simplified Kalman Filter (SKF) rating, based on the vector/scalar-covariance models may be obtained.
B. Kalman filter

The integral in (14) is calculated from (8) and (7) as

$$\int f(\theta_t|\theta_{t-1})f(\theta_{t-1}|\underline{y}_{t-1}) \, d\theta_{t-1} = \mathcal{N}(\theta_t; \beta_t\mu_{t-1}, V_t),$$

(21)

where

$$V_t = \beta_t^2 V_{t-1} + \epsilon_t I$$

(22)

is the covariances matrix of the skills at time $t$ estimated from the observation $\underline{y}_{t-1}$.

Using (21) and (1) in (14) yields

$$\hat{f}(\theta_t|y_t) \propto \exp \left( Q(\theta_t) \right)$$

(23)

$$Q(\theta) = \ell(x_t^T \theta / \omega; y_t) - \frac{1}{2}(\theta - \beta_t \mu_{t-1})^T V_t^{-1}(\theta - \beta_t \mu_{t-1})$$

(24)

and thus, by finding its mode

$$\mu_t = \arg\max_{\theta} Q(\theta)$$

(25)

and the inverse of the negated Hessian, $V_t = [-\nabla^2 Q(\theta)]^{-1}|_{\theta=\mu_t}$, we obtain the approximate solution to the projection

$$\mathcal{P}[\hat{f}(\theta_t|y_t)] = \mathcal{N}(\theta_t; \mu_t, V_t).$$

(26)

We have to solve (25) and this may be done by replacing $\ell(x_t^T \theta / \omega; y_t)$ with a quadratic approximation

$$\tilde{\ell}(x_t^T \theta / \omega; y_t) \approx \ell(x_t^T \theta_0 / \omega; y_t) + [\nabla_\theta \ell(x_t^T \theta_0 / \omega; y_t)]^T(\theta - \theta_0) + \frac{1}{2}(\theta - \theta_0)^T \nabla^2_\theta \ell(x_t^T \theta_0 / \omega; y_t)(\theta - \theta_0),$$

(27)

obtained by developing $\ell(x_t^T \theta; y_t)$ via Taylor series around $\theta_0$, where the gradient and the Hessian of $\ell(x_t^T \theta; y_t)$ are calculated as

$$\nabla_\theta \ell(x_t^T \theta; y_t) = \frac{1}{s} g(x_t^T \theta / \omega; y_t) x_t$$

(28)

$$\nabla^2_\theta \ell(x_t^T \theta; y_t) = -\frac{1}{s^2} h(x_t^T \theta / \omega; y_t) x_t x_t^T,$$

(29)

with the first- and the second derivatives of the scalar function $\ell(z; y_t)$ denoted as

$$g(z; y_t) = \frac{d}{dz} \ell(z; y_t),$$

(30)

$$h(z; y_t) = -\frac{d^2}{dz^2} \ell(z; y_t);$$

(31)

we note that $h(z; y_t) > 0$ because $\ell(z; y_t)$ is concave in $z$.

Replacing $\ell(\cdot; y_t)$ with $\tilde{\ell}(\cdot; y_t)$ in (24), the mode (25) is obtained when the gradient of $Q(\theta)$ goes to zero, i.e.,

$$\nabla_\theta Q(\theta)|_{\theta=\mu_t} \approx \frac{1}{s} g(x_t^T \theta_0 / \omega; y_t) x_t - \frac{1}{s^2} h(x_t^T \theta_0 / \omega; y_t) x_t x_t^T (\mu_t - \theta_0) - \nabla^{-1}_t (\mu_t - \beta_t \mu_{t-1}) = 0,$$

(32)

We use the relationship $\mathcal{N}(\theta; \mu_1, V_1)\mathcal{N}(\theta; \mu_2, V_2) = \mathcal{N}(\theta; \mu_3, V_3)\mathcal{N}(\mu_4; \mu_2; V_1 + V_2)$ [29 Ch. 8.4].
which is solved by
\[ \mu_t = V_t \left[ x_t \left( \frac{1}{s} g(x_t^T \theta_0 / s; y_t) + \frac{1}{s^2} h(x_t^T \theta_0 / s; y_t)x_t^T \theta_0 \right) + V_t^{-1} \beta_t \mu_{t-1} \right], \tag{33} \]
where
\[ V_t = \left[ \frac{1}{s^2} h(x_t^T \theta_0 / s; y_t)x_t x_t^T + V_t^{-1} \right]^{-1} \tag{34} \]
\[ = \bar{V}_t - \bar{V}_t x_t x_t^T \bar{V}_t \frac{h(x_t^T \theta_0 / s; y_t)}{s^2 + h(x_t^T \theta_0 / s; y_t) \omega_t}, \tag{35} \]
\[ \omega_t = x_t^T \bar{V}_t x_t, \quad \text{and} \quad (35) \text{ is obtained via matrix inversion lemma } [27, \text{Sec. 4.11}]. \]
Combining (35) with (33) yields
\[ \mu_t = \beta_t \mu_{t-1} + V_t x_t \frac{sg(x_t^T \theta_0 / s; y_t) + h(x_t^T \theta_0 / s; y_t)x_t^T (\theta_0 - \beta_t \mu_{t-1})}{s^2 + h(x_t^T \theta_0 / s; y_t) \omega_t}. \tag{36} \]

After this first update, a further refinement may be obtained by alternating between (36) and the reassignment \( \theta_0 \leftarrow \mu_t \) but, of course, it is much easier to use just one iteration with \( \theta_0 = \beta_t \mu_{t-1} \), which yields a simple update of the skills’ mean and covariance matrix, and that defines the KF rating:

\[ \bar{V}_t \leftarrow \beta_t^2 \bar{V}_{t-1} + \epsilon_t I \tag{37} \]
\[ \omega_t \leftarrow x_t^T \bar{V}_t x_t \tag{38} \]
\[ g_t \leftarrow g(\beta_t x_t^T \mu_{t-1} / s; y_t) \tag{39} \]
\[ h_t \leftarrow h(\beta_t x_t^T \mu_{t-1} / s; y_t) \tag{40} \]
\[ \mu_t \leftarrow \beta_t \mu_{t-1} + V_t x_t \frac{sg_t}{s^2 + h_t \omega_t} \tag{41} \]
\[ h_t \leftarrow h(\beta_t x_t^T \mu_t / s; y_t) \tag{42} \]
\[ V_t \leftarrow \bar{V}_t - \bar{V}_t x_t x_t^T \bar{V}_t \frac{h_t}{s^2 + h_t \omega_t}, \tag{43} \]

where (43) is obtained from (35) by setting \( \theta_0 = \beta_t \mu_t \). On the other hand, since we are in the realm of approximations, we might also use \( \theta_0 = \beta_t \mu_{t-1} \) in (35), which amounts to ignoring/removing (42); this is what we do in the rest of this work.

The initialization is done by \( V_0 \leftarrow v_0 I \), where \( v_0 \) is the prior variances of the skills.

C. Simplified Kalman Filters and Stochastic Gradient

We can now translate (37)-(43) taking into account the fact that the matrices are diagonal, i.e., by replacing \( V_t \) with \( \text{diag}(v_t) \); this yields the following equations of the vector-covariance Simplified Kalman Filter (vSKF) rating:

\[ \bar{v}_t \leftarrow \beta_t^2 \bar{v}_{t-1} + \epsilon_t 1 \tag{44} \]
\[ \omega_t \leftarrow \sum_{m \in \{I_t, \bar{t}\}} \bar{v}_{t,m} \tag{45} \]
\[ g_t \leftarrow g(\beta_t x_t^T \mu_{t-1} / s; y_t) \tag{46} \]
\[ h_t \leftarrow h(\beta_t x_t^T \mu_{t-1} / s; y_t) \tag{47} \]
\[ \mu_t \leftarrow \beta_t \mu_{t-1} + \bar{v}_t \odot x_t \frac{sg_t}{s^2 + h_t \omega_t} \tag{48} \]
\[ v_t \leftarrow \bar{v}_t \odot \left( 1 - \bar{v}_t \odot |x_t| \frac{h_t}{s^2 + h_t \omega_t} \right). \tag{49} \]
where \( \odot \) denotes the element-by-element multiplication, and the initialization is done as \( v_0 \leftarrow v_0 1 \).

In particular, exploiting the form of the scheduling vector \( x_t \) (with elements \( x_{t,m} \in \{-1, 0, 1\} \)), we see that the players who are not involved in the game \( (m \notin \{I_t, J_t\} \) and thus \( x_{t,m} = 0 \)), are updated as

\[
\mu_{t,m} = \beta_t \mu_{t-1,m},
\]

\[
v_{t,m} = \beta_t^2 v_{t-1,m} + \epsilon_t.
\]

Most often \( \beta_t = 1 \) will be used and then the means of the skills do not change, but the variance grows with \( t \). This is compatible with the intuition we have about the rating procedure: the players not involved in the game should not change their mean (remember, the mean is approximated by the mode, thus it should be interpreted as the ML estimate of the skill), while the growing variance corresponds to increased uncertainty about the skills’ values due to passed time.

It is worthwhile to note that a similar algorithm was proposed in [30] for \( \ell(z; y) \) being a quadratic function, i.e., in the context in which the Kalman algorithm is conventionally used.

As for the scalar-covariance model, we have to replace \( v_t \) with \( v_t 1 \) in the vSKF rating, which will yield the following equations of the scalar-covariance Simplified Kalman Filter (sSKF) rating:

\[
\begin{align*}
\tau_t & \leftarrow \beta_t^2 \tau_{t-1} + \epsilon_t \\
\omega_t & \leftarrow 2 F \tau_t \\
g_t & \leftarrow g(\beta_t x_t^T \mu_{t-1}/s; y_t) \\
h_t & \leftarrow h(\beta_t x_t^T \mu_{t-1}/s; y_t) \\
\mu_t & \leftarrow \beta_t \mu_{t-1} + \tau_t x_t - \frac{sg_t}{s^2 + h_t \omega_t} \\
v_t & \leftarrow \tau_t \left(1 - \frac{\omega_t}{M s^2 + h_t \omega_t}\right),
\end{align*}
\]

where \( F = |I_t| = |J_t| \) and the initialization requires setting \( v_0 \).

Another simplification is obtained if we assume that the variance \( \tau_t \) is constant across time \( t \), i.e., \( \tau_t = \tau \), as done also in [28]. We obtain then the fixed-variance Simplified Kalman Filter (fSKF)

\[
\begin{align*}
g_t & \leftarrow g(\beta_t x_t^T \mu_{t-1}/s; y_t) \\
h_t & \leftarrow h(\beta_t x_t^T \mu_{t-1}/s; y_t) \\
\mu_t & \leftarrow \beta_t \mu_{t-1} + \tau x_t - \frac{sg_t}{s^2 + h_t 2 F \tau},
\end{align*}
\]

where the initialization requires setting \( \tau \).

All the Simplified Kalman Filter (SKF) rating algorithm adjust the mean in the direction of the gradient, \( g_t \), of the log-likelihood \( \ell(z_t/s; y_t) \); they differ in the way the adjustment step is calculated from the previous results which mostly depends on the second-order derivative, \( h_t \).

And finally, ignoring \( h_t \), (60) may be written as

\[
\mu_t \leftarrow \mu_{t-1} + \tau/s x_t g_t,
\]

which is the same as the stochastic gradient (SG) algorithm with the adaptation step being proportional to \( \tau \), the latter has the meaning of the posterior variance of the skills (which we suppose to be known).

As we will see, depending on the model, ignoring \( h_t \) may make sense. In particular, using the Bradley-Terry or the Davidson models, we obtain \( \lim_{|z| \to \infty} h(z; y_t) = 0 \), see (72) and (76). That is, for large differences between the skills, the second derivative of \( \ell(z; y_t) \) may indeed be close to zero.

At this point it is useful to comment on the use of the scale. While in practice, \( s = 400 \), e.g., [31], [32], [33] or \( s = 600 \) [34] were applied, the value of \( s \) is entirely arbitrary and, actually, irrelevant from the algorithmic point of view, as stated in the following:
Proposition 2. We denote by \( \mu_t(s, v_0, \epsilon) \) and by \( V_t(s, v_0, \epsilon) \) the mean and the covariance matrix of the skills obtained using the KF algorithm with the scale \( s \), and initialization parameters \( v_0 \) and \( \epsilon \). Then

\[
\mu_t(s, s^2 v_0, s^2 \epsilon) = s \mu_t(1, v_0, \epsilon) 
\]

\[
V_t(s, s^2 v_0, s^2 \epsilon) = s^2 V_t(1, v_0, \epsilon). 
\]

For the vSKF algorithm we will obtain \( v_t(s, s^2 v_0, s^2 \epsilon) = s^2 v_t(1, v_0, \epsilon) \) while for the sSKF algorithm, \( v_t(s, s^2 v_0, s^2 \epsilon) = s^2 v_t(1, v_0, \epsilon) \), where \( v_t \) and \( v_t \) are shown to depend on \( v_0 \) and \( \epsilon \). On the other hand, for the fSKF and the SG, the mean depends solely on \( \bar{\tau} \) and thus we obtain \( \mu_t(s, s^2 \bar{\tau}) = s \mu_t(1, \bar{\tau}) \).

Proof. See Appendix B.

Proposition 2 simply says that the scale, \( s \), is not identifiable from the data so we can ignore it, e.g., use \( s = 1 \) (which simplifies the notation) and adjust only the parameters \( \beta, \epsilon, \) and \( v_0 \). The scale may be then included in the final results by multiplying the means \( \mu_t \) (by \( s \)) and the co-/variances \( V_t, v_t, \) or \( v_t \) (by \( s^2 \)).

Nevertheless, by introducing the scale we are able to compare our rating algorithms with those that can be found in the literature.

In particular, we can rewrite (61)

\[
\mu_t \leftarrow \mu_{t-1} + K s \mathbf{x}_t g_t, 
\]

where we use \( \bar{\tau} = K s^2 \) with \( K \) being the adaptation step defined for the scale \( s = 1 \). Since \( K \) should be seen as the variance \( \bar{\tau} \), it clarifies the well-known variable-step strategy in the SG adaptation, where the step \( K \) is decreased after many games are played: this is when the posterior variance decreases.

IV. FROM SKILLS-OUTCOME MODELS TO NEW ONLINE RATINGS

We will turn to the popular skills-outcome models that has been often used and find the functions \( g(z; y_t) \) and \( h(z; y_t) \) which must be used in the KF and the SKF algorithms

- Thurston model [4] (binary games) uses \( y_t = 0 \) for the away win and \( y_t = 1 \) for the home win:

\[
L(z; y_t) = \Phi(z) \mathbb{I}[y_t = 1] + \Phi(-z) \mathbb{I}[y_t = 0], 
\]

\[
g(z; y_t) = V(z) \mathbb{I}[y_t = 1] - V(-z) \mathbb{I}[y_t = 0], 
\]

\[
h(z; y_t) = W(z) \mathbb{I}[y_t = 1] + W(-z) \mathbb{I}[y_t = 0],
\]

where \( \Phi(z) = \int_{-\infty}^{z} \mathcal{N}(t) \, dt, \mathcal{N}(t) = \mathcal{N}(t; 0, 1), \)

\[
V(z) = \frac{\mathcal{N}(z)}{\Phi(z)}, \]

\[
W(z) = -V'(z) = V(z)(z + V(z)).
\]

- Bradley-Terry model [5] (binary games), with \( y_t = 0 \) (away win) and \( y_t = 1 \) (home win)

\[
L(z; y_t) = F_L(z) \mathbb{I}[y_t = 1] + F_L(-z) \mathbb{I}[y_t = 0], 
\]

\[
g(z; y_t) = \ln 10 (y_t - F_L(z)), 
\]

\[
h(z; y_t) = (\ln 10)^2 F_L(z) F_L(-z),
\]

where we use the logistic function

\[
F_L(z) = \frac{1}{1 + 10^{-z}}.
\]
• Davidson draw model [7, 35] with $y_t = 0$ (away win), and $y_t = 1$ (draw), and $y_t = 2$ (home win)

$$L(z; y_t) = F_D(-z)I[y_t = 0] + \kappa \sqrt{F_D(-z)F_D(z)}I[y_t = 1] + F_D(z)I[y_t = 2], \quad (74)$$

$$g(z; y_t) = 2 \ln 10 (\hat{y}_t - \hat{G}_D(z)) \quad (75)$$

$$h(z; y_t) = (\ln 10)^2 \frac{\kappa 10^z + 4 + \kappa 10^{-z}}{(10^z + \kappa + 10^{-z})^2} \quad (76)$$

where $\hat{y}_t = \frac{1}{2}y$ may be treated as the “score” of the game, and

$$F_D(z) = \frac{10^z}{10^{-z} + \kappa + 10^z}; \quad (77)$$

$$G_D(z) = \frac{10^z + \kappa/2}{10^{-z} + \kappa + 10^z}. \quad (78)$$

Note that setting $\kappa = 0$, i.e., removing the possibility of draws, we obtain $F_L(z) = G_D(z/2)$, i.e., we recover the equations of the Bradley-Terry model with halved scale. A simple, but less obvious observation is that, setting $\kappa = 2$, we obtain $G_D(z) = F_L(z)$ and thus $g(z; y_t)$ in (71) is half of (75). A direct consequence, observed in [35], is that, even if the Bradley-Terry and the Davidson models are different, their SG updates (61) may be identical.

A. Comparison with TrueSkill algorithm

The TrueSkill algorithms is derived assuming that, for given skills $\theta_t$, the outcome, $y_t$, is obtained by discretization of a variable $d_t = z_t + u_t = x_t^T \theta_t + u_t$, i.e.,

$$y_t = I[d_t \geq 0], \quad (79)$$

where $u_t$ is a zero-mean Gaussian variance with variance $\sigma^2$. Thus, $\Pr \{y_t = y | z_t\} = L(z_t/\sigma; y)$, where $L(\cdot, \cdot)$ is given by the Thurston equation (65). So while $\sigma^2$ is the variance of the variable $u_t$, we may also treat $\sigma$ as the scale in the Thurston model.

Considering the binary games, the TrueSkill algorithm, described in [36] and [1] for two players, may be summarized as follows (for $m \in \{i, j\}$):

$$\nu_t \leftarrow \nu_{t-1} + \epsilon 1, \quad (80)$$

$$\omega_t \leftarrow \nu_{t,i} + \nu_{t,j}, \quad (81)$$

$$\hat{\sigma}_t \leftarrow \sigma \sqrt{1 + \omega_t/\sigma^2}, \quad (82)$$

$$\hat{g}_t \leftarrow g(x_T^T \mu_{t-1}/\hat{\sigma}_t; y_t), \quad (83)$$

$$\hat{h}_t \leftarrow h(x_T^T \mu_{t-1}/\hat{\sigma}_t; y_t), \quad (84)$$

$$\mu_{t,m} \leftarrow \mu_{t-1,m} + x_{t,m} \nu_{t,m} \frac{\hat{g}_t \sigma}{\sigma^2 \sqrt{1 + \omega_t/\sigma^2}}, \quad (85)$$

$$\nu_{t,m} \leftarrow \nu_{t,m} \left(1 - \frac{\nu_{t,m} \hat{h}_t}{\sigma^2 + \omega_t}\right), \quad (86)$$

where $h(\cdot, \cdot)$ and $g(\cdot, \cdot)$ are derived in (65)–(69) for the Thurston model.

The differences with the vSKF algorithm are the following: i) the scale used to calculate the fist and the second derivatives is increased by the factor $\sqrt{1 + \omega_t/\sigma^2}$, and ii) the denominator of the update terms in (85) and (86) is not affected by $h_t$ as it is the case in the corresponding equations (48) and (49) of the vSKF algorithm. In particular, knowing that $\omega_t h_t \leq \omega_t$, we see that the posterior variance $\nu_{t,m}$ decreases faster in the vSKF algorithm than it does in the TrueSkill algorithm.

---

5To be more precise, the variance $\sigma^2$ in the TrueSkill algorithm is proportional to the number of players in the team, $F$. 

Numerical examples shown in Sec. V will allow us to assess the impact of these differences between the algorithms.

B. Comparison with Glicko algorithm

The Glicko algorithm, defined for two players in [21, Eqs. (9)-(10)] may be formulated using our notation as follows (for \( m \in \{i_t, j_t \} \)):

\[
\begin{align*}
\nu_t &\leftarrow \nu_{t-1} + \epsilon_t 1, \quad (87) \\
\omega_t &\leftarrow \nu_{t,i_t} + \nu_{t,j_t}, \quad (88) \\
\tilde{\sigma}_{t,m} &\leftarrow \sigma r(\omega_t - \nu_{t,m}), \quad (89) \\
\tilde{g}_{t,m} &\leftarrow g(x_t^T \mu_{t-1}/\tilde{\sigma}_{t,m}; y_t) \quad (90) \\
\tilde{h}_{t,m} &\leftarrow h(x_t^T \mu_{t-1}/\tilde{\sigma}_{t,m}; y_t) \quad (91) \\
\mu_{t,m} &\leftarrow \mu_{t-1,m} + \nu_{t,m} x_{t,m} \frac{\tilde{\sigma}_{t,m} \tilde{g}_{t,m}}{\sigma_{t,m}^2 + \nu_{t,m} \tilde{h}_{t,m}}, \quad (92) \\
\nu_{t,m} &\leftarrow \nu_{t,m} \frac{\tilde{\sigma}_{t,m}^2}{\sigma_{t,m}^2 + \nu_{t,m} \tilde{h}_{t,m}}, \quad (93)
\end{align*}
\]

where

\[ r(v) = \sqrt{1 + \frac{va}{\sigma^2}} \quad (94) \]

\( a = 3 \ln^2 10/\pi^2 \) is the factor which allows us to approximate the logistic distribution with the Gaussian distributions (see discussion in Sec. V-A), and \( g(z; y_t) \) and \( h(z; y_t) \) are defined for the Bradley-Terry model, respectively, in (71) and (72).

The difference between \( g_t, h_t \) in the vSKF rating (based on the Bradley-Terry model) and \( \tilde{g}_{t,m}, \tilde{h}_{t,m} \) in the Glicko algorithm, is due to the presence of the factor \( r(\omega_t - \nu_{t,m}) \) which multiplies the scale in (89). However, this factor tends to unity when the variance of the opposing players decreases, as it is the case after convergence. Then, we may use \( \tilde{g}_{t,m} \approx g_t \) and \( \tilde{h}_{t,m} \approx h_t \).

Further, if we use \( \nu_{t,m} \) instead of \( \omega_t \) in the denominator of the mean (48) and of the variance (49) updates in the vSKF algorithm, we will obtain, respectively, the Glicko updates of the mean, (92) and of the variance, (93). But, because \( \nu_{t,m} < \omega_t \), the update step size is always larger in the Glicko algorithm comparing to the vSKF algorithm.

To assess the impact of the above differences on the performance we will evaluate the Glicko algorithm using numerical examples in Sec. V.

C. Comparison with Elo algorithm

Considering again the binary games and using the Bradley-Terry model, the SG update (64) may be written as

\[ \mu_t \leftarrow \mu_{t-1} + Ks x_i (y_t - F_L(z_i)), \quad (95) \]

where \( K \) absorbs the term \( \ln 10 \) from (71), and we recognize (95) as the well-known Elo rating algorithm. The fact that the Elo algorithm may be seen as the SG update in the Bradley-Terry model has been already noted before, e.g., in [37], [35], [18].

On the other hand, using the Thurston model and after simple algebraic transformations of (66) we obtain the following SG update:

\[ \mu_t \leftarrow \mu_{t-1} + Ks x_i (y_t - \Phi(z_i)) \xi(z_i), \quad (96) \]
where $\xi(z) = \Phi(z)/[\Phi(z)\Phi(-z)]$.

Since $\xi(z)$ is not constant, i.e., it depends on $z$, (96) is not the same as the Elo rating algorithm proposed initially by [26] under the following form:

$$\mu_t \leftarrow \mu_{t-1} + K s x_t (y_t - \Phi(z_t)).$$

(97)

In other words, the original version of the Elo algorithm [97] does not implement the SG update in the Thurston model. We indicate it merely for completeness of the analysis because, nowadays, the Elo algorithm is practically always used with the Bradley-Terry model as defined in (95).

V. NUMERICAL EXAMPLES

We will proceed in two steps. First, in order to assess the effect of approximations, we will use the synthetic data generated using the predefined skills-outcome models and the Gaussian random walk for skills dynamics defined in Sec. [II]. In this way, knowing exactly the model underlying the data and using it for the derivation of the algorithm, the eventual differences between the algorithms will be due to the approximations. Further the effect of the model mismatch may be also assessed using the algorithms based on the model different from the one used to generate the data.

The insight obtained from the synthetic examples will allow us to interpret the results obtained from empirical data.

A. Synthetic data

We suppose there are $M$ players in the pool and every "day" (or any other time unit) there are $J = M/2$ games with random scheduling; the season lasts $D$ days. The time dependence required by (5) is defined as $\tau(1) = \tau(2) = \ldots = \tau(J) = 0, \tau(J + 1) = \tau(J + 2) = \ldots = \tau(2J) = 1$ etc. The number of games in the season is equal to $T = DJ$. We use $M = 20$ ($J = 10$) and $D = 100$, thus $T = 1000$.

To generate the sequence of skills $\theta_t, t = 1, \ldots, T$ we draw $\theta_{0,m}$ from a zero-mean, unit-variance Gaussian distribution; the remaining skills are obtained using (7) with $\hat{\beta} = 0.998$ and $\hat{\epsilon} = 1 - \hat{\beta}^2$. In this way, we guarantee that $E[\theta_{t,m}] = 0$ and $E[\theta_{t,m}^2] = 1$. To evaluate how the perturbation of the skills affects the algorithms, after the day $d_{\text{switch}} = 40$, we remove the first $m_{\text{switch}} = 5$ players, which are already in the game, and replace them with new players whose skills $\theta_{d_{\text{switch}},m}$ are generated from zero-mean, unit-variance Gaussian distribution; for $d > d_{\text{switch}}$ we use again the random walk (7). Such a "switch" scenario loosely reflects the case of new players joining the online game and allows us to evaluate how the algorithms deal with abrupt changes of the skills.

The algorithms adjust to this "switch" by zeroing the means and adjusting the variances of the newly arrived players, that is, setting $\mu_{t-1,m} \leftarrow 0, v_{t-1,m} \leftarrow v_0, m = 1, \ldots, m_{\text{switch}}$, where $t = Md_{\text{switch}}/2$. For the KF rating we also have to zero the covariances, $V_{t-1,m,l} \leftarrow 0, m = 1, \ldots, m_{\text{switch}}, \forall l$, while in the sSKF rating we recalculate the average variance as $v_{t-1} \leftarrow v_{t-1} + (v_0 - v_{t-1})m_{\text{switch}}/M$.

The results of binary games, $y_t$, are generated with the probability defined by the Thurston model, i.e., the probability of the home win is defined by

$$p_t = \Pr \{y_t = 1\} = \Phi(x_t^T \theta_t/\sigma),$$

(98)

where $\sigma^2$ may be interpreted as the variance of the Gaussian noise added to difference between the skills before the discretization defined in (79). Thus, increasing $\sigma$ the observations become more "noisy". Most of the results are shown for $\sigma = 1$ and later we will assess the impact of larger $\sigma$.

This bears a resemblance to a "typical" football season where, on average each team plays once per week. In practice, of course, the number of weeks, $D$, cannot be too large, e.g., $D < 40$.

The analogy is admittedly of limited scope because the online games do not care about the total number of players, $M$, to be constant. On the other hand, we do care, because we want to be able apply the KF rating as defined in Sec. [III-B].
The performance of the algorithm is measured by the KL divergence between the actual distribution of the games outcomes (defined by $p_t$) and the estimated distribution (defined by $L(\beta_t x_t^T \mu_{t-1}/s; 1)$)

$$D_t = p_t \log \frac{p_t}{L(\beta_t x_t^T \mu_{t-1}/s; 1)} + (1-p_t) \log \frac{1-p_t}{L(\beta_t x_t^T \mu_{t-1}/s; 0)} \quad (99)$$

that can be evaluated here because we know how data is generated.

Of course, $D_t$ obtained from randomly generated data is also random, so we show in Fig. 1 its mean obtained from 5000 simulation runs of the KF rating algorithm based on the Thurston as well as on the Bradley-Terry models, for different values of $\beta$ and $\epsilon$, with $s = \sigma$, and $v_0 = 1$. Note that, for the Thurston model, using $v_0 = 1$ and $s = \sigma$, the same model is used for the data generation and for the rating.

To smooth the results, we show the average of all the results obtained in the same day $d$. We observe that the performance of the algorithm depends on $\beta$ being close to the actual value in the data-generation model: once $\beta$ is suitably chosen, the effect of $\epsilon$ is of lesser importance. Nonetheless, the best mean performance is obtained with $\epsilon = \hat{\epsilon} = 0.004$ (for the Thurston model) and $\epsilon = 0.002$ (for the Bradley-Terry model). These parameters will be also used in other algorithms.

To put this (rather limited) importance of $\epsilon$ into perspective, we also show in Fig. 1 the median and the third quartile (loosely dashed lines, for $\beta = 1$ and the optimal value of $\epsilon$): it indicates that there is more variability due to the randomness of the metric $D_d$ than due to the change in $\epsilon$.

To answer the question why, using two different models (Thurston and Bradley-Terry) practically the same results are obtained in Fig. 1a and Fig. 1b, we first note that the logistic distribution (underlying the Bradley-Terry model with the scale $s_L$) has the variance equal to $s_L^2/a$ (where $a \approx 1.6$, is defined after (94)), while the Gaussian distribution (underpinning the Thurston model with the scale $s_G$) has the variance $s_G^2$. By equalizing the second moments of both distributions we obtain the relationship $s_L = s_G \sqrt{a} \approx 1.3 s_G$. In other words, the Thurston model may be approximated with the Bradley-Terry model if we increase the scale by $\sqrt{a}$.

On the other hand, from Proposition 2 we know that we may turn the table: we might keep the scale $s_L = 1$ and then multiply the parameters $v_0$ and $\epsilon$ by the factor $1/\sqrt{a} \approx 0.78$; since it is close to one, the effect of using the same scale and parameters in different models is merely visible. Nonetheless, using a value of $\epsilon \approx 0.5 \hat{\epsilon}$ improves (slightly) the performance. The only remaining element which should be adjusted is the initial uncertainty defined by the variance $v_0$; in the rest of this work, for the Bradley-Terry
model we will use $v_0 = 0.5$.

So, not very surprisingly, the similarity of the results for two different models is explained by the similarity of the models which happens due to our decision to use base-$10$ logarithm in the logistic function (73).

We implement all the rating algorithms we proposed and comparing them in Fig. 2 we observe that:

- Without surprise, the KF ensures the best performance for both, the initialization phase (after $d = 1$), and the post-switch phase (after $d = 40$).
- Rather surprisingly, the vSKF and the KF ratings performs quasi-identically which suggests that the posterior correlation between the skills is not relevant even if the number of players in our example is moderate.
- The sSKF rating performs very well in the initialization phase because all the players have roughly the same variance and this is the assumption underpinning the algorithm. On the other hand, in the post-switch phase the variance of the players is disparate and then the convergence speed decreases.
- In the fSKF algorithm we may appreciate the trade-off: to increase the convergence speed we need larger $\bar{\nu}$, while the performance after convergence is improved with smaller $\bar{\nu}$. The value $\bar{\nu}$ which ensures the best performance after convergence may be deduced from the sSKF algorithm, where we have obtained $\nu_T \approx 0.1$ for the Thurston model and $\nu_T \approx 0.8$ for the Bradley-Terry model. Note again, that this stays in line with the argument of matching the Gaussian and the logistic distributions: the relation between the posterior variances after convergence is close to $1/\sqrt{\alpha}$.
- The SG shares the drawbacks of the fSKF rating: larger $K$ improves the convergence speed at the expense of poorer performance after convergence. Note again the halving of the step size, $K$, for the Bradley-Terry model: remember, $K$ has the meaning of the variance and thus the same principle of matching the logistic and the Gaussian distributions we mentioned above applies.

Overall, the important conclusions are:

- The vSKF algorithm is the best candidate for simple rating: it exploits the temporal model in the data and does not suffer loss comparing to the KF rating,
- Opting for further simplifications leads to some loss where, despite its simplicity, the SG rating offers the performance comparable to other SKF ratings, and
- The model mismatch (applying the algorithms based on the Bradley-Terry model to the data generated using the Thurston model, see Fig. 1b) does not affect the performance in any significant manner. And
While at first it may appear counter-intuitive, we should note that the performance of the algorithms is not evaluated by their ability to estimate the skills, \( \theta_t \), but rather by their predictive capability. Thus, using the Bradley-Terry model, the estimate \( \mu_t \) may be, indeed, far from the actual value of \( \theta_t \), because a different model if fitted to the data, but the prediction is little affected.

We apply now the TrueSkill and the Glicko algorithms to the same data set and show the results in Fig. 3, where we observe that the Glicko and the vSKF algorithms yield practically indistinguishable results. This observation stays in line with the similarity of both algorithms which we observed in Sec. IV-B.

On the other hand, the TrueSkill algorithms, despite of being based on the same (Thurston) model which was used for data generation, suffers a small loss after convergence. This can be attributed to the adaptation step being increased comparing to the vSKF algorithm as we already noted in Sec. IV-A. To put this difference in performance into perspective, we show also the median curve of the metrics; since the latter is much further from the mean than the differences among the algorithms, the “loss” of the TrueSkill may have no practical importance.

Before moving to the empirical data, we show in Fig. 4 the results of the vSKF and the SG ratings obtained for different values of \( \sigma = s \). Instead of the metric (99), which we will not be able to calculate in the empirical data, we show here the log-score

\[
LS_t = -\sum_{y \in \mathcal{Y}} I[y_t = y] \ell(\mathbf{x}_t^T \mu_{t-1} / s; y),
\]

where \( \mathcal{Y} \) is the set of possible game outcomes.

We see that increasing \( \sigma \), i.e., making the results more “noisy”, the advantage of exploiting the temporal relationship between the skills is lost and the results obtained using the vSKF rating are very similar to those yield by the SG rating. This leads to a cautionary note: if the uncertainty in the observations (that is, the “noise”) is large, the simple algorithms (such a the SG rating) may provide satisfactory results.

B. Empirical data

We consider now the empirical results from

- The ice-hockey games in the National Hockey Ligue (NHL) in the seasons 2005/06 – 2014/15 except for the short season 2012/13. In this pre-expansion period, there were \( M = 30 \) teams and the rules
leading to the draws were kept the same. We can thus treat the games as binary if we use the final result, or as ternary (i.e., with draws) if we use the regulation-time results (before overtime/shootouts).

Each team plays 82 games so there are $T = 1230 = 41M$ games in each season.

- The football games of the English Premier Ligue (EPL) seasons 2009/10 – 2018/19. There are $M = 20$ teams, each playing 38 games, so $T = 380$.
- The American football games of the National Football Ligue (NFL) in the seasons 2009/10 – 2018/19. There are $M = 32$ teams, each playing 16 games, so $T = 256$.

In the team games, the HFA is present and, in the rating methods it is customary to take it into account by artificially “boosting” the skill of the home player (here, team): in all the functions taking $z_t/s$ as the argument we will rather use $z_t/s + \eta$, e.g., in (1) we use $L(z_t/s + \eta; y_t)$ instead of $L(z_t/s; y_t)$. The HFA boost, $\eta$, must be found from data as we show in the following; note also that $\eta$ does not depend on the scale $s$.

To consider the “initialization” period we average (100) over the first $t_{\text{init}}$ games

$$\overline{\text{LS}_{\text{init}}} = \frac{1}{t_{\text{init}}} \sum_{t=1}^{t_{\text{init}}} \text{LS}_t,$$  \hspace{1cm} (101)

where, $t_{\text{init}} = 4M$, which means that, in the first $t_{\text{init}}$ games, each team played, on average, 8 times.

The performance after “convergence” is evaluated by averaging (100) over the second half of the season

$$\overline{\text{LS}_{\text{final}}} = \frac{2}{T} \sum_{t=T/2+1}^{T} \text{LS}_t.$$  \hspace{1cm} (102)

Further, we take the mean of (101) and (102) over all seasons considered.

We will use the Bradley-Terry model in the binary games (in the NHL) and the HFA-boost parameter

---

Starting with the 2005/06 season, draws are not allowed and are resolved through shootouts if the game was tied in the overtime. Starting with the season 2015/16 the number of skaters in the overtime was changed from four to three.
study we obtain where, as before, the frequencies of the events \( y \) by scanning the space of admissible values. Even in the initialization phase of the algorithm, the log-score results shown in Table I may be compared to the log-score of the prediction based on the synthetic data also hold here: the performance of the vSKF and the KF algorithms is virtually the same. The SG rating is taken as the representative of other simplified algorithms. We observe in Table I that the predictions in the NHL are merely better than the entropy and, referring to Fig. 4 we might attribute it to the “noisy” game outcomes, which would also explain why the results produced by the vSKF and the SG algorithms are virtually the same, and why we cannot see any differences even in the initialization phase of the algorithm.

\[ \eta = \log_{10} \frac{f_1}{f_0}, \]  

where \( f_y \) is the estimated frequency of the game outcome \( y \in \mathcal{V} \). Here, from the nine NHL seasons under study we obtain \( f_0 \approx 0.45 \) and \( f_1 \approx 0.55 \), and thus \( \eta = 0.08 \).

For the ternary games we use the Davidson model (74)-(76), and we estimate the home- and the draw parameters, \( \eta \) and \( \kappa \), using the strategy shown in [35, 38],

\[ \eta = \frac{1}{2} \log_{10} \frac{f_2}{f_0}, \]

\[ \kappa = \frac{f_1}{\sqrt{f_0 f_2}}, \]

where, as before, \( f_y \) are the frequencies of the events \( y \in \{0, 1, 2\} \) estimated from the games in all seasons considered. These are i) for the NHL: \( f_0 \approx 0.33, f_1 \approx 0.24 \), and \( f_2 \approx 0.43 \), ii) for the EPL: \( f_0 \approx 0.29, f_1 \approx 0.25 \), and \( f_2 \approx 0.46 \), and iii) for the NFL: \( f_0 \approx 0.43, f_1 \approx 0.003 \), and \( f_2 \approx 0.57 \). The corresponding values of \( \eta \) and \( \kappa \) are shown in Table I.

We consistently use \( \beta = 1 \) and \( s = 1 \); the parameters \( v_0, \epsilon \) (for the vSKF algorithm), and the update step \( K \) (for the SG algorithm) which yield the best results are shown them in Table I; they were found by scanning the space of admissible values.

The log-score results shown in Table I may be compared to the log-score of the prediction based on the frequencies of the events \( y_t \), i.e.,

\[ H = -\sum_{y \in \mathcal{V}} f_y \log f_y, \]

which is the entropy calculated from the estimated frequencies.

The conclusions drawn from the synthetic data also hold here: the performance of the vSKF and the KF algorithms is virtually the same. The SG rating is taken as the representative of other simplified algorithms.

We observe in Table I that the predictions in the NHL are merely better than the entropy and, referring to Fig. 4 we might attribute it to the “noisy” game outcomes, which would also explain why the results produced by the vSKF and the SG algorithms are virtually the same, and why we cannot see any differences even in the initialization phase of the algorithm.
Fig. 5. Evolution of the (selected) means $\mu_t$ indexed with the time-stamp $\tau(t)$ in the 2009-10 EPL season obtained using the vSKF (solid lines) and the SG (dashed lines) rating algorithms.

By the same token, we can say that the noise decreases in NFL results, and more so in the EPL ones: so we can distinguish between the performance of the initialization and after the convergences. Yet, the improvement due to the use of the vSKF and the KF algorithms is still negligible. This also can be intuitively understood from the parameters we found to minimize the average log-score. Note that, for the EPL we use the variance $v_0 = 0.04$ and $s = 1$, but, applying Proposition 2 we might equally well use $v_0 = 1$ and $s = 5$; the latter scenario may be related to a model with large outcome noise $\sigma$ as shown in Fig. 4.

The difference between the vSKF and the SG algorithms may be also appreciated by inspecting the temporal evolution of $\mu_t$, shown in Fig. 5 and obtained for the 2009/10 EPL season. While the differences in the log-score results shown in Table I are rather small, we can appreciate that the skills estimated using the vSKF converge very fast to the final values (after 50 days, approx.), to which the SG rating also converges but the time required is longer (200 days, approx.); this effect is particularly notable for the teams with extreme values of the means, that is, for very strong, as well as very weak teams.

VI. CONCLUSIONS

In this work we propose a class of online Bayesian rating algorithms for one-on-one games which can be used with any skills-outcome model and which encompasses the case of the group sports, a case typically encountered in eSports. By using various simplifications to represent the posterior covariance matrix in the Gaussian distributions, we obtain different algorithm in the same class. Deriving such a generic algorithms should not only streamline the passage from the skills-outcome model to the actual online algorithm but also provides a fresh insight into the relationship between the existing rating methods such as the Elo, the Glicko and the TrueSkill algorithms. Their differences and similarities are discussed and we demonstrate that, the Glicko and the TrueSkill algorithms may be seen as instances of our generic algorithms. This is an interesting observation in its own right as it unifies the view on these two popular algorithms, which, even if derived from different principles, are now shown in a common framework. We also provide a new insight into the interpretation of the Elo algorithm.

We show numerical examples applied to the synthetic– and the empirical data, which provide guidelines about the conditions under which the algorithms should be used. In particular, our results indicate that the differences between the KF rating (with a full representation of the covariance matrix) and the vSKF rating (only diagonal of the covariance is preserved) are negligible. The vSKF is, in fact, very similar to the Glicko and the TrueSkill algorithms.
We show that further simplification of the covariance matrix may be counterproductive and the simple, stochastic gradient (SG) rating may be then a competitive solution, even though it cannot be treated as a Bayesian algorithm as it only provides the point estimate of the skills. The simple SG-based rating is indeed appealing and particularly useful in very noisy data, i.e., when the prediction of the game outcomes cannot be reliably inferred from the estimated skills.

These observations, made in the synthetic setup are then confirmed in empirical data, where we analyse the game results from the professional hockey, the American football, and the association football games. Indeed, the differences between the vSKF and the SG results are, at best, small but notable (in football, where the data is relatively not noisy) and, at worst, negligible (in hockey, where the game outcomes are very noisy). In fact, the very concept of observational noise in the sport outcomes received very little attention in the literature and we believe studying it in more depth is an interesting research venue.

Overall conclusion regarding the applicability of the algorithms is that, in reliable (not noisy) data, the online Bayesian rating algorithm may provide improved convergence, and potential skill-tracking capability. On the other hand, the reality of sport competition outcomes may not conform to these requirements and, when dealing with the noisy observations, the simple algorithms, such as the Elo rating (which is a an instantiation of the SG rating) may be equally useful.

**APPENDIX A**

**PROOF OF PROPOSITION 1**

Our goal is to find the Gaussian distribution \( \tilde{f}(\theta) = N(\theta; \mu, V) \) under the form (16) minimizing the KL divergence with a given distribution \( f(\theta) \)

\[
D_{KL}(f || \tilde{f}) = \int f(\theta) \log \frac{f(\theta)}{\tilde{f}(\theta)} d\theta 
\]

\[
\propto \frac{1}{2} \log \det(2\pi V) + \frac{1}{2} \int f(\theta)(\theta - \mu)^T V^{-1}(\theta - \mu) d\theta. \tag{108}
\]

Gradient of (108) with respect to \( \mu \) is zeroed for \( \mu = E[\theta] \), and this, irrespectively of the form of \( V \), this proves (17). This is a well-known result, as well, as the one which says that, to minimize (108) we also have to use \( V = \text{Cov}[\theta] = E[(\theta - \mu)^T(\theta - \mu)] \), this is the claim in (18).

Now assume that we use the vector-covariance model, i.e., we have to find \( \tilde{f}(\theta) = N(\theta; \mu, \text{diag}(v)) \). Then, (108) becomes

\[
D_{KL}(f || \tilde{f}) \propto \frac{1}{2} \sum_{m=1}^{M} \log v_m + \sum_{m=1}^{M} \frac{\text{Var}[\theta_m]}{2v_m}, \tag{109}
\]

where \( \text{Var}[\theta_m] \) is the variance of \( \theta_m \).

Zeroing the derivative of (109) with respect to \( v_m \) yields \( v_m = \text{Var}[\theta_m] \), that is, \( v = \text{di}(\text{Cov}[\theta]) \) which proves (19).

Finally, if we adopt scalar-covariance model \( \tilde{f}(\theta) = N(\theta; \mu, vI) \), (109) becomes

\[
D_{KL}(f || \tilde{f}) \propto \frac{M}{2} \log v + \frac{1}{2v} \sum_{m=1}^{M} \text{Var}[\theta_m], \tag{110}
\]

whose derivative with respect to \( v \) is zeroed if \( v = \frac{1}{M} \sum_{m=1}^{M} \text{Var}[\theta_m] \), and this proves (20).

**APPENDIX B**

**PROOF OF PROPOSITION 2**

For brevity, let us use the symbol (\( \tilde{\cdot} \)) to denote only the scaled variables, e.g., \( \tilde{V} \equiv V(s, s^2v_0, s^2\epsilon) \); the unscaled ones are used without the symbols, e.g., \( V \equiv V(1, v_0, \epsilon) \).
The proof is done by induction: by construction, the initialization satisfied the Proposition, i.e., \( \hat{\mu}_t = s^2 \hat{I} = s^2 \hat{V}_0 \), and we suppose that \( \hat{\mu}_{t-1} = s^2 \hat{V}_{t-1} \) and \( \hat{\mu}_{t-1} = s^2 \hat{V}_{t-1} \) hold. Then we must have \( \hat{\mu}_t = s^2 \hat{V}_{t-1} + g_t h_t \hat{\omega}_t = s^2 \hat{V}_{t-1} + g_t h_t \hat{\omega}_t \), and \( g_t \) and \( h_t \) are not affected by scaling. Then we also have \( \hat{V}_t = \beta_t \hat{V}_{t-1} + s^2 \hat{V}_{t-1} + g_t h_t \hat{\omega}_t = s^2 \hat{V}_{t-1} \), so (111) may be written as

\[
\hat{\mu}_t = \beta_t \hat{\mu}_{t-1} + \hat{\mu}_{t-1} \frac{s g_t}{s^2 + h_t \hat{\omega}_t} = \beta_t \hat{\mu}_{t-1} + \frac{s g_t}{s^2 + h_t \hat{\omega}_t} = s \hat{\mu}_t, \tag{112}
\]

and (43), as

\[
\hat{V}_t = \hat{V}_{t-1} + s^2 \hat{V}_{t-1} x_t T \hat{V}_{t-1} \frac{h_t}{s^2 + h_t \hat{\omega}_t} = s^2 \hat{V}_{t-1} + s^4 \hat{V}_{t-1} x_t T \hat{V}_{t-1} \frac{h_t}{s^2 + h_t \hat{\omega}_t} = s^2 \hat{V}_t. \tag{114}
\]

This ends the proof for the KF algorithm. By extension all other algorithms derived from the KF algorithm must satisfy the claims of Proposition [2], which may be also proven with the steps shown above applied to the vSKF, sSKF, and fSKF algorithms.
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