SYMMETRIC ELLIPTIC FUNCTIONS, IRF MODELS, AND DYNAMIC EXCLUSION PROCESSES

ALEXEI BORODIN

Abstract. We introduce stochastic Interaction-Round-a-Face (IRF) models that are related to representations of the elliptic quantum group $E_{\tau,\eta}(\mathfrak{sl}_2)$. For stochastic IRF models in a quadrant, we evaluate averages for a broad family of observables that can be viewed as higher analogs of $q$-moments of the height function for the stochastic (higher spin) six vertex models. In a certain limit, the stochastic IRF models degenerate to $(1+1)d$ interacting particle systems that we call dynamic ASEP and SSEP; their jump rates depend on local values of the height function. For the step initial condition, we evaluate averages of observables for them as well, and use those to investigate one-point asymptotics of the dynamic SSEP.

The construction and proofs are based on remarkable properties (branching and Pieri rules, Cauchy identities) of a (seemingly new) family of symmetric elliptic functions that arise as matrix elements in an infinite volume limit of the algebraic Bethe ansatz for $E_{\tau,\eta}(\mathfrak{sl}_2)$.
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1. Introduction

Preface. Yang-Baxter integrability has been a central theme in mathematical, statistical, and quantum physics for more than half a century, see, e. g., the volume [36] for a collection of
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foundational works. This article is concerned with two of its very recent and closely related applications to:

(a) theory of symmetric functions, with new families of symmetric functions being introduced and new summation identities for older ones being proved, see [7, 35, 32, 15, 16, 26];

(b) deriving new exact formulas for averages of observables in two-dimensional integrable lattice models and (1+1)-dimensional random growth models, and using those to study large scale and time asymptotics [18, 15, 16, 4, 1, 8, 14, 9, 22].

All the above cited papers deal with the $R$-matrix for the (higher spin) six vertex model and its degenerations (in other words, with representations of the affine quantum group $U_q(\hat{sl}_2)$ and their limits). Certain progress has been achieved for the $U_q(\hat{sl}_n)$ case as well, with new Markov chains introduced via the corresponding $R$-matrices [30, 17] and a duality functional for them provided in [29].

The goal of this work is to climb higher in the hierarchy and to extend some of the recent progress from vertex models to the so-called Interaction-Round-a-Face (IRF) models, also known as face and solid-on-solid (SOS) models. The corresponding $R$-matrices satisfy a face version of the star-triangle relation also known as the dynamical Yang-Baxter equation.

The IRF models were originally introduced by Baxter [5] as a tool to analyze the eight vertex model, but they quickly became a subject on their own, see, e.g., [6, 36] and references therein. We will only be concerned with the $sl_2$ case, the basic instance of which is due to the original work [5] and is often called the eight vertex SOS model, and whose fused versions were introduced and extensively studied in [21, 19, 20].

The IRF models were framed in a representation theoretic language by Felder [23], who introduced the concept of an elliptic quantum group. The simplest instance is the quantum elliptic group $E_{\tau, \eta}(sl_2)$; the corresponding representation theory and the algebraic Bethe ansatz were developed by Felder-Varchenko in [24, 25]. The latter works are a convenient starting point for us; we extensively use their notations and results.

As the first step, we take the wavefunctions constructed in the algebraic Bethe ansatz framework of $E_{\tau, \eta}(sl_2)$ and consider their infinite volume limit. Such a limit makes Bethe equations on spectral parameters unnecessary, and the resulting objects are symmetric elliptic functions in their spectral parameters. In a suitable limit, they degenerate to the symmetric rational functions that were studied in [7, 15], which are, in their turn, generalizations of the classical (symmetric multivariate) Hall-Littlewood polynomials.

Using the Yang-Baxter integrability (equivalently, the IRF star-triangle relation, or the dynamic Yang-Baxter equation, or the commutation relations of the elliptic quantum group), we show that these symmetric elliptic functions satisfy versions of the Pieri, Cauchy, and skew-Cauchy identities from the theory of symmetric functions. This requires an introduction of a family of dual symmetric elliptic functions, as well as skew variants of both families (the term ‘skew’ is used by a direct analogy with the theory of symmetric functions, where skew Schur, Hall-Littlewood, etc. polynomials are broadly used). We also prove a kind of orthogonality relations for our functions. All the results are derived from an infinite volume limit of the $E_{\tau, \eta}(sl_2)$ algebraic Bethe ansatz; this is largely parallel to what was done in [7, 15] for $U_q(sl_2)$.

In order to proceed to a construction of stochastic models, we need to find a simplification of the Cauchy identities mentioned above. We achieve it by taking a trigonometric limit of our symmetric elliptic functions and finding a specialization of the dual family that simplifies it.
dramatically. Even though this brings us closer to the objects studied in [15], we still have one extra parameter in the game. We call it the dynamic parameter; it is responsible for the word ‘dynamic’ in the dynamic Yang-Baxter equation that is behind our model.

It is this simplification that tells us how to renormalize the weights of the associated IRF model to make it stochastic, which basically means that the new $R$-matrix is stochastic, and the random states of the model can be constructed by a Markovian procedure involving only sampling of independent Bernoulli random variables. The existence of such a renormalization that also preserves the integrability of the model does not seem a priori evident, and we view the construction of the stochastic IRF model as the first main result of the present paper.

We show how our stochastic IRF model can be degenerated to certain interacting particle systems in $(1+1)d$ that we call dynamic exclusion processes; they are one-parameter generalizations of the usual exclusion processes with rates of jumps depending on the local value of the height function (which is closely related to the dynamic parameter). These dynamic exclusion processes appear to be new, and we expect them to enjoy the same degree of integrability as the usual exclusion processes.

Our second main result is an explicit evaluation of averages of certain observables for stochastic IRF models in a quadrant. The observables are quite simple yet rather nontrivial, and we discover them by analyzing the Cauchy identities and orthogonality relations for the appropriate trigonometric limits of the symmetric elliptic functions discussed above.

Our method is similar to that of [15], although things get more complicated because of the presence of the dynamic parameter. Also, the fact that this approach should bring a result is not a priori obvious, and our first naive attempts to apply the philosophy of [15] were actually unsuccessful. Surprisingly, the averages we compute turn out to be independent of the dynamic parameter, which suggests that there may be a smarter way of evaluating them.

In the non-dynamic case of $U_q(\widehat{sl}_2)$, the similar observables were always the $q$-moments of a suitably defined height function. The corresponding formulas have already been extensively used to obtain asymptotics in a large variety of probabilistic systems, see the references in part (b) of the first paragraph above and references therein. We hope that the new observables will allow to replicate at least some of that success, but at the level of the IRF models or dynamic interacting particle systems.

As a step towards that goal, we take one of the simplest new models — the dynamic Symmetric Simple Exclusion Process (SSEP) — and use our observables to analyze its one-point asymptotics at large times for the step initial condition. We discover different growth exponents than for the usual SSEP and, surprisingly, the lack of the deterministic limiting height profile at large times.

Let us now describe some of our results in more detail.

**The stochastic IRF model.** The model has a number of (generally speaking, complex) parameters that we denote as: $\eta$ – this is a Planck constant type parameter associated with the quantization parameter $q = e^{-4\pi i \eta}$; $\lambda_0$ – the overall shift of the dynamic parameters, $\{z_x, \Lambda_x\}$ – the inhomogeneity and spin (or highest weight) parameters associated to columns marked by the $x$-coordinate; $\{w_y\}$ – the spectral parameters associated to rows marked by the $y$-coordinate that can also be thought of as inhomogeneity parameters. We do not have the spin parameters that vary row-by-row (or rather we have the spin parameter 1 for all rows); adding those is
possible but leads to substantial increase in complexity that we want avoid in this work, cf. [15, Section 5] in the vertex model case.

We will only consider stochastic IRF models in a quadrant with specific boundary conditions, although other domains and boundary conditions are certainly possible.

The states of our stochastic IRF model in the quadrant \( \mathbb{R}^2_{\geq 0} \) are functions \( F : \mathbb{Z}^2_{\geq 0} \rightarrow \mathbb{C} \); we will call the value \( F(x, y) \) the filling or the dynamic parameter of the unit square \( [x, x+1] \times [y, y+1] \) in the quadrant.

The fillings of two squares that share a horizontal edge must differ by an \( \pm 2\eta \), while the fillings of two squares with shared vertical edge with coordinate \( x \) must differ by an element of \( 2\eta(\Lambda_x - 2\mathbb{Z}_{\geq 0}) \), unless \( \Lambda_x = I + m/(2\eta) \) for integral \( I \geq 0 \) and \( m \neq 0 \). If \( \Lambda_x \) is of that form, the difference must be an element of the small set \( 2\eta \cdot \{-I, -I + 2, \ldots, I - 2, I\} \), which shrinks to \( \pm 2\eta \) in the spin \( \frac{1}{2} \) case \( I = 1 \).

The probability measure on the \( F \)'s that we are interested in, is a limit of its projections finite probability distributions on the cylindric sets defined by prescribing all the fillings \( F(x, y) \) inside finite growing squares \( [0, L]^2 \). The weight of such a finite filling is defined as the product of Boltzmann factors over all \( 2 \times 2 \) squares (called plaquettes) of the form \( [x, x+2] \times [y, y+2] \) with \( x, y \in \{0, 1, \ldots, M - 2\} \). The above conditions on \( F \)'s imply that each plaquette must be of one of the types pictured in Figure 1 with varying \( \lambda \in \mathbb{C} \) and \( k \in \mathbb{Z}_{\geq 0} \). The spin \( \frac{1}{2} \) plaquettes are pictured in Figure 2.

If one wants to encode only the information about the differences between fillings rather than their actual values, there is another convenient graphical way of doing that, which is also included in Figures 1 and 2. Namely, one draws a suitable number of upward and rightward arrows along the inner lattice edges of the plaquette as illustrated there. When such arrows are combined for all the plaquettes, they form directed lattice paths that move in the up-right direction. The procedure of passing from fillings to up-right paths projects the IRF model.

---

1 The ‘\( m \)’ in this formula plays no role as the weights of our model do not depend on it, cf. (1.1) below; in what follows we will simply take \( m = 0 \).
states to those for the higher spin six vertex model, and our IRF models actually converge to
these vertex models as $\lambda_0 \to -\infty$, see Section 9.1 below.

We will impose boundary conditions on $\mathcal{F}$ along the sides of the quadrant by requiring that

$$
\mathcal{F}(x, 0) = \lambda_0 - 2\eta \sum \lambda_1 + \ldots + \lambda_x, \quad \mathcal{F}(0, y) = \lambda_0 - 2\eta y, \quad x, y \geq 0.
$$

This is equivalent to saying that $\mathcal{F}(0, 0) = \lambda_0$, and the up-right paths from the previous para-
graph enter the quadrant as rightward arrows joining $(0, y)$ and $(1, y)$ for all $y \geq 1$.

Finally, to complete the definition of the stochastic IRF model, let us give the the Boltzmann
weights of the four plaquette types of Figure 1. They are, in the same order as in Figure 1.

$$
\begin{align*}
\ell_k^{\text{stoch}}(\lambda; w) &= \frac{f(z - w + (\lambda + 1 - 2k)\eta)}{f(z - w + (\lambda + 1)\eta)} \frac{f(\lambda - 2(\lambda + 1 - k)\eta)}{f(\lambda - 2(\lambda + 1 - 2k)\eta)}, \\
\ell_k^{\text{stoch}}(\lambda; w) &= \frac{f(z - w + (\lambda + 1 - 2k)\eta)}{f(z - w + (\lambda + 1)\eta)} \frac{f(\lambda - 2(\lambda + 1 - 2k)\eta)}{f(\lambda - 2(\lambda + 1 - 2k)\eta)}, \\
\ell_k^{\text{stoch}}(\lambda; w) &= \frac{f(z - w - (\lambda + 1 - 2k)\eta)}{f(z - w + (\lambda + 1)\eta)} \frac{f(\lambda - 2(\lambda + 1 - 2k)\eta)}{f(\lambda - 2(\lambda + 1 - 2k)\eta)}, \\
\ell_k^{\text{stoch}}(\lambda; w) &= \frac{f(z - w + (\lambda + 1 - 2k)\eta)}{f(z - w + (\lambda + 1)\eta)} \frac{f(\lambda + 2(\lambda + 1 - 2k)\eta)}{f(\lambda + 2(\lambda + 1 - 2k)\eta)},
\end{align*}
$$

where $f(\zeta) = \sin \pi \zeta$, $\lambda$ is the filling of the top left unit square of the considered plaquette,
and $(z, \lambda, w)$ need to be specialized to $(z_x, \lambda_x, w_y)$ with $(x, y) \in \mathbb{Z}^2$ being the coordinates of
the center of the plaquette. There are several ways to choose the parameters of the model so
that these weights are actually nonnegative, and the probabilistic terminology we used above
makes sense. However, our principal results are purely algebraic, they do not depend on this
nonnegativity, thus we will not focus on it at the moment.

The above plaquette weights satisfy the identities

$$
\ell_k^{\text{stoch}}(\lambda; w) + \ell_k^{\text{stoch}}(\lambda; w) \equiv 1, \quad h_k^{\text{stoch}}(\lambda; w) + d_k^{\text{stoch}}(\lambda; w) \equiv 1,
$$

which can be interpreted as follows: If we fix the fillings of the three unit squares along the left
and bottom sides of a plaquette, then there are two possibilities for the filling of its top right
square, and the sum of weights for these two possibilities is always equal to 1. This makes it
possible to construct random states inductively – one starts from the left and bottom borders of
the quadrant where the values of $\mathcal{F}$ are prescribed by the boundary conditions, and gradually
moves inside the quadrant by filling unit squares whose left and bottom neighbors have already
been filled, with each step requiring a Bernoulli random variable with biases given by one of the
identities (1.2). We also see that the measures on fillings of $[0, L]$ defined by taking products
of such plaquette weights are consistent for different $L$’s.

The observables. For any $(x, y) \in \mathbb{Z}_{\geq 1}$ and an IRF configuration in the quadrant, define
$h(x, y)$ as the number of up-right paths that pass through or below the vertex with coordinates
$(x, y)$. Our boundary conditions imply $0 \leq h(x, y) \leq y$, and it suffices to know the fillings of the
finitely many unit squares in the rectangle $[0, x] \times [0, y + 1]$ to know what $h(x, y)$ is. We call
$h(x, N)$ the height function for our IRF model.

Let us introduce another observable at $(x, y) \in \mathbb{Z}^2_{\geq 1}$ that is closely related to the height
function and is defined by

$$
\mathcal{O}(x, y) = e^{2\pi i \lambda_0} \eta^{h(x, y)} + \eta^{N-h(x, N)-\Lambda_{1,x}},
$$
where we use the notations \( q = e^{-4\pi i\eta} \) and \( \Lambda_{1,x} = \Lambda_{1} + \cdots + \Lambda_{x-1} \). A known \( \mathcal{O}(x,y) \) yields two possible values of \( q^{h(x,y)} \) by solving a quadratic equation. In many cases this allows to reconstruct \( h(x,y) \) uniquely as one of the roots would not satisfy natural inequalities imposed by the model.

**Theorem 1.1.** For any \( n, y \geq 1 \) and \( x_1 \geq x_2 \geq \cdots \geq x_n \geq 1 \), we have

\[
\frac{1}{(e^{2\pi i\lambda_0}; q)_n} \mathbb{E} \left[ \prod_{k=1}^{n} \left( q^{y-x_1} + e^{2\pi i\lambda_0} q^{2(k-1)} - q^{k-1}, \mathcal{O}(x_k, y) \right) \right] = e^{-2\pi i\eta \left( \frac{n(n-1)}{2} + ny - \sum_{i=1}^{n} \Lambda_{(1,x_i)} \right)}
\]

\[
\times \int \cdots \int \prod_{1 \leq i < j \leq n} \frac{f(v_i - v_j)}{f(v_i - v_j + 2\eta)} \prod_{i=1}^{n} (\frac{x_i-1}{x_i} \frac{f(v_i - p_j)}{f(v_i - q_j)} \prod_{k=1}^{y} \frac{f(v_i - w_k - 2\eta)}{f(v_i - w_k)}) dv_i,
\]

where the integration contours are positively oriented loops around \( \{w_k\}_{1 \leq k \leq y} \) (alternatively, the integral can be replaced by the sum of possible residues at \( v_i = w_k \) for all \( i \) and \( k \)).

Observe that the right-hand side of (1.4) is independent of \( \lambda_0 \), which is quite surprising. Taking the limit \( \lambda_0 \to -\infty \) turns the left-hand side into \( \mathbb{E}_{h,s,v.m.} \left[ \prod_{k=0}^{n-1} \left( q^{h(x_k+1,y)} - q^{k} \right) \right] \), where the expectation is with respect to a stochastic higher spin six vertex in the same quadrant. In this limit the equality (1.4) was actually proved as [15, Lemma 9.11], and since then two other proofs have appeared in [33, 9].

If all the plaquette weights are nonnegative and the observables (1.3) are real, the averages (1.4) uniquely determine the joint distribution of the observables \( \mathcal{O}(x_1, y), \ldots, \mathcal{O}(x_n, y) \) for any \( x_1, \ldots, x_n, y \geq 1 \).

**Dynamic exclusion processes.** In the spin \( \frac{1}{2} \) case (equivalently, \( \Lambda_j \equiv 1 \)) there is a way of specializing the parameters of the stochastic IRF model in such a way that the weights of the 2nd and 5th plaquettes in Figure 2 become infinitesimally small. Looking at a finite neighborhood of the diagonal of the quadrant infinitely far from the origin reveals a novel interacting system that we call the *dynamic Asymmetric Simple Exclusion Process* (ASEP, for short).

The dynamic ASEP is a continuous time Markov chain on the state space of integer-valued sequences \( \{s_x\}_{x \in \mathbb{Z}} \) subject to the condition \( s_{x+1} - s_x \in \{-1, 1\} \) for any \( x \in \mathbb{Z} \). Alternatively, the increments \( \{s_{x+1} - s_x\}_{x \in \mathbb{Z}} \) can be encoded by a particle configuration in \( \mathbb{Z} + \frac{1}{2} \), where we say that there is a particle that resides at \( x + \frac{1}{2} \) if and only if \( s_{x+1} - s_x = -1 \). We will only consider the initial condition \( \{s_x = |x|\}_{x \in \mathbb{Z}} \) at time \( t = 0 \), which corresponds to particles filling up the negative semi-axis \( \{-\frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots\} \) — the so-called step initial condition.

The dynamical ASEP depends on two parameters \( q, \alpha \in \mathbb{R} \) (here \( q = e^{-4\pi i\eta} \) is the same as before, and \( \alpha = -e^{-2\pi i\lambda_0} \) in terms of the earlier notation). Its elementary jumps are independent and have exponential waiting times with variable rates. These jumps can be of two kinds, and their form and the corresponding rates are

\[
s_x \rightarrow (s_x - 2) \quad \text{with rate} \quad \frac{q(1 + \alpha q^{-s_x})}{1 + \alpha q^{-s_x+1}} \quad \text{and} \quad s_x \rightarrow (s_x + 2) \quad \text{with rate} \quad \frac{1 + \alpha q^{-s_x}}{1 + \alpha q^{-s_x-1}},
\]

\footnote{A similar limit of the stochastic six vertex model leads to the usual ASEP, see [15, Section 6.5], [2], and reference therein.}
where \( x \in \mathbb{Z} \) is arbitrary. The parameters \( q \) and \( \alpha \) are assumed to be such that the above rates are always nonnegative, which is the case, for example, for \( q, \alpha > 0 \). Note that \( \alpha = 0 \) yields the usual ASEP with constant jump rates \( q \) and \( 1 \).

Taking a further limit of \( q \to 1 \) leads to the \textit{dynamic Symmetric Simple Exclusion Process} (SSEP) defined as follows. It is again a continuous time Markov chain on the state space of integer-valued sequences \( \{s_x\}_{x \in \mathbb{Z}} \) subject to the condition \( s_{x+1} - s_x \in \{-1, 1\} \) for any \( x \in \mathbb{Z} \), and it depends on a single parameter \( \lambda \in \mathbb{R} \). Its elementary jumps are independent and have exponential waiting times with variable rates. These jumps can be of two kinds, and their form and the corresponding rates are

\[
s_x \mapsto (s_x - 2) \quad \text{with rate} \quad \frac{s_x - \lambda}{s_x - 1 - \lambda} \quad \text{and} \quad s_x \mapsto (s_x + 2) \quad \text{with rate} \quad \frac{s_x - \lambda}{s_x + 1 - \lambda}
\]

for arbitrary \( x \in \mathbb{Z} \). These rates are positive, for example, if we take \( \lambda < 0 \) and the initial condition \( s_x(t = 0) = |x| \).

The observable \( \mathcal{O} \) for the dynamical ASEP and SSEP takes the following form:

\[
\mathcal{O}_{\text{ASEP}}(x, t) = -\alpha^{-1}q^{s_x(t) - x} + q^{-s_x(t) - x}, \quad \mathcal{O}_{\text{SSEP}}(x, t) = \frac{s_x(t) - x}{2} \left( \frac{s_x(t) + x}{2} - \lambda \right)
\]

and Theorem 1.1 leads to the following

**Corollary 1.2.** Consider the dynamic ASEP and SSEP as defined above, with the initial condition \( s_x(0) = |x| \). Then, for any \( t \geq 0, n \geq 1, \) and \( x_1 \geq x_2 \geq \cdots \geq x_n \), we have

\[
\frac{1}{(-\alpha^{-1}, q)_n} \mathbb{E}_{\text{dynamic ASEP at time } t} \left[ \prod_{k=1}^n (q^{-x_k} - \alpha^{-1}q^{2(k-1)} - q^{k-1} \cdot \mathcal{O}_{\text{ASEP}}(x_k, t)) \right] = \frac{q^{n(n-1)}_2}{(2\pi i)^n} \int \cdots \int \prod_{1 \leq i < j \leq n} \frac{y_i - y_j}{y_i - qy_j} \prod_{i=1}^n \left( \frac{1 - y_i}{1 - qy_i} \right)^{x_i} \exp \left\{ \frac{1 - q}{1 - qy_i} (1 - y_i) (1 - qy_i)^t \right\} dy_i,
\]

where the integration contours are small positively oriented loops around 1, and

\[
\frac{1}{(-\lambda)_n} \mathbb{E}_{\text{dynamic SSEP at time } t} \left[ \prod_{k=1}^n ((k-1)(k-1 - \lambda + x_k) - \mathcal{O}_{\text{SSEP}}(x_k, t)) \right] = \int \cdots \int \prod_{1 \leq i < j \leq n} \frac{v_i - v_j}{v_i - v_j - 1} \prod_{i=1}^n \left( \frac{v_i}{v_i - 1} \right)^{x_i} \exp \left\{ \frac{t}{v_i(v_i - 1)} \right\} dv_i,
\]

where the integration contours are small positively oriented loops around 0.

These formulas can be used for large time asymptotic analysis, and we show that the last formula implies, for example, the following claim: Consider the dynamic SSEP with initial condition \( s_x(0) = |x| \) and parameter \( \lambda < 0 \), and fix \( \tau \geq 0 \) and \( \chi \in \mathbb{R} \). Then

\[
\lim_{L \to \infty} L^{-1/2} \cdot s_{L^{1/2} \chi} (L\tau) = \sqrt{Z + \chi^2},
\]

where \( Z \) is a \( \Gamma(-\lambda, 4\sqrt{\tau/\pi}) \)-distributed random variable.

**Symmetric elliptic functions.** Let us return to the setting of the stochastic IRF model in the quadrant. One fact that shows its integrability (which is much simpler than Theorem 1.1)

\[\text{[\footnote{The gamma distributions form a two parameter family } \Gamma(a, b) \text{ of absolutely continuous probability measures on } \mathbb{R}_{>0} \text{ with densities } p_{a,b}(x) = b^a x^{a-1} e^{-bx} / \Gamma(a).]}\]
is the following: One can explicitly compute the probability that the \( M \geq 1 \) up-right paths started from the left boundary of the quadrant in rows 1, \ldots, \( M \) intersect the line \( y = M + \frac{1}{2} \) at prescribed locations \((\mu_1, M + \frac{1}{2}), (\mu_2, M + \frac{1}{2}), \ldots (\mu_M, M + \frac{1}{2})\) for some fixed \( \mu_1 \geq \cdots \geq \mu_M \geq 1 \). Up to simple elementary factors (that can be obtained from (8.15), (8.9), (8.5) below), this probability is equal to

\[
B_\mu(\lambda; w_1, \ldots, w_M) := \frac{(-1)^M(f(2\eta))^M}{\prod_{i=0}^{M-1} f(\lambda + 2\eta i)} \cdot \prod_{i=0}^{M-1} \prod_{j=1}^{m_i} f(2\eta_j)
\]

\[
\times \sum_{\sigma \in S_M} \sigma \left[ \prod_{1 \leq i < j \leq M} \frac{f(w_i - w_j - 2\eta)}{f(w_i - w_j)} \cdot \prod_{i=1}^{M} \phi_\mu(w_i) f(\lambda + w_i - q_{\mu_i} + 2\eta(2(M - i) + 1 - \Lambda_{0,\mu_i-1})) \right],
\]

where \( \lambda = \lambda_0 - 2\eta(M - \Lambda_0), \Lambda_{0,x} = \Lambda_0 + \cdots + \Lambda_{x-1} \),

\[
p_j = z_j + (1 - \Lambda_j)\eta, \quad q_j = z_j + (1 + \Lambda_j)\eta, \quad \phi_k(w) = \frac{1}{f(w - p_k)} \prod_{i=0}^{k-1} f(w - p_i)/f(w - q_j)
\]

for all suitable index values, and \( S_M \) is the symmetric group on \( M \) symbols with its elements \( \sigma \) permuting the variables \( w_1, \ldots, w_M \) inside the brackets.

These \( B_\mu \)'s form a remarkable family of symmetric functions. Let us lift them to an elliptic setting by replacing \( f(\zeta) = \sin \pi \zeta \) by \( f(\zeta) = \theta(\zeta, \tau) \) with some \( \tau \in \mathbb{C}, \Re \tau > 0 \), and

\[
\theta(\zeta, \tau) = -\sum_{j \in \mathbb{Z}} e^{\pi i(j+\frac{1}{2})^2 \tau + 2\pi i(j+\frac{1}{2})(\xi+\frac{1}{2})},
\]

see the beginning of Section 2 for basic properties of this theta-function. The limit \( \tau \to +i\infty \) gives back the trigonometric case \( f(\zeta) = \sin \pi \zeta \).

The resulting symmetric elliptic functions first appeared in [25] as an expression for the wavefunctions of the transfer matrices in the algebraic Bethe ansatz (ABA, for short) for the elliptic quantum group \( E_{\tau,\eta}(sl_2) \). In [25], the spectral parameter \( w_1, \ldots, w_M \) had to satisfy certain Bethe equations because the corresponding IRF model had periodic boundary conditions; for our purposes, \( w_1, \ldots, w_M \) should be considered as free indeterminates.

The functions \( B_\mu(\lambda; w_1, \ldots, w_M) \) are also matrix elements of the traditional ABA \( B \)-operators acting on the highest weight vector (thus the notation). They are naturally included into a larger family of skew functions \( B_{\mu/\nu} \) defined as matrix elements of the same operators acting on generic vectors. Similarly, one defines a ‘dual’ family \( D_{\mu/\nu} \) of matrix elements of the ABA \( D \)-operators, properly renormalized in an infinite volume limit.

These families of symmetric elliptic functions satisfy a host of identities (of Pieri and Cauchy types) that are direct consequences of the Yang-Baxter integrability (or the commutation relations of \( E_{\tau,\eta}(sl_2) \)), and also certain orthogonality relations. This approach was explained in great amount of detail in [15, 16] in the case of the higher spin six vertex model (which is a degeneration of what is being done here), and in this work we basically follow the same path. An interested reader is referred to [15, 16] for a more detailed discussion. In the end, it is the wonderful properties of these symmetric functions that make the proofs of the results stated earlier possible.

**Perspectives.** A few follow-ups of the present paper are currently in progress. The fusion for the IRF models discussed above, as well as fused stochastic models and a dynamic \( q \)-TASEP will appear in [3]. A duality approach to the dynamic ASEP/SSEP and an alternative proof
of Corollary 1.2 will appear in [10]. Yet another upcoming work will focus on equilibrium measures for the dynamic ASEP and their properties.
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2. Preliminaries

We will substantially rely on two works by Felder and Varchenko [24, 25], and will also try to keep our notation consistent with theirs. The goal of this section is to introduce notations and to recall some results from [24, 25] that we will need later on.

There are two basic parameters in the game, \( \eta, \tau \in \mathbb{C} \setminus \{0\} \), \( \Im \tau > 0 \). The following theta-function plays a key role:

\[
\theta(z, \tau) = -\sum_{j \in \mathbb{Z}} e^{\pi i (j + 1/2)^2 \tau + 2 \pi i (j + 1/2) (z + 1/2)}.
\]

(2.1)

If \( \tau = iT \to +i\infty \) then the main contribution to the series comes from \( j = -1 \) and \( j = 0 \), and \( \theta(z, iT) \sim -e^{-\pi T/4} (e^{-\pi i (z + 1/2)} + e^{\pi i (z + 1/2)}) = 2e^{-\pi T/4} \sin(\pi z) \). All the key expressions below are invariant with respect to multiplying \( \theta(z, \tau) \) by a constant, and as a consequence we can replace \( \theta(z, \tau) \) in the above limit by \( \sin(\pi z) \). We will use the notation \( f(z) \) to denote both \( \theta(z, \tau) \) and \( \sin(\pi z) \), and will refer to the latter case as ‘trigonometric’.

We have the periodicity relations [25 p. 496 on top]

\[
\theta(z + 1, \tau) = -\theta(z, \tau) = \theta(-z, \tau), \quad \theta(z + \tau, \tau) = -e^{-\pi i (\tau + 2z)} \theta(z, \tau).
\]

(2.2)

Also, \( C(\tau) \theta(z, \tau) = H(2Kz) \Theta(2Kz) \) with a constant \( C(\tau) \), in terms of the classical Jacobi notation used in Baxter’s book [6], cf. [25 p. 494-495]. The infinite product representations of the theta-functions, cf., e.g., [6 Chapter 15], implies that \( \theta(z, \tau) \) has a single simple zero in each fundamental parallelogram of \( \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z}) \) (note that \( \theta(0, \tau) = 0 \)).

Fix \( \Lambda, z \in \mathbb{C} \). Following [24 Section 4], consider operators \( a(\lambda, w), b(\lambda, w), c(\lambda, w), d(\lambda, w) \) acting in the evaluation Verma module \( V_\Lambda(z) = \text{Span}(\{e_k\}_{k \geq 0}) \) by

\[
a(\lambda, w)e_k = \frac{f(z - w + (\Lambda + 1 - 2k) \eta)}{f(z - w + (\Lambda + 1) \eta)} \frac{f(\lambda + 2k \eta)}{f(\lambda)} e_k, \\
b(\lambda, w)e_k = -\frac{f(-\lambda + z - w + (\Lambda - 1 - 2k) \eta)}{f(z - w + (\Lambda) \eta)} \frac{f(2 \eta)}{f(\lambda)} e_{k+1}, \\
c(\lambda, w)e_k = -\frac{f(-\lambda - z + w + (\Lambda + 1 - 2k) \eta)}{f(z - w + (\Lambda + 1) \eta)} \frac{f(2(\Lambda + 1 - k) \eta)}{f(2 \eta)} e_{k-1}, \\
d(\lambda, w)e_k = \frac{f(z - w + (\Lambda + 1 + 2k) \eta)}{f(z - w + (\Lambda + 1) \eta)} \frac{f(\lambda - 2(\Lambda - k) \eta)}{f(\lambda)} e_k.
\]

(2.3)

This is a highest weight module of the elliptic quantum group \( E_{\tau, \eta}(sl_2) \) with the highest weight vector \( e_0 \) that is killed by \( c(\lambda, w) \) and is an eigenvector of \( a(\lambda, w) \) (with eigenvalue 1) and \( d(\lambda, w) \). If \( \Lambda = n + (m + l \tau)/2 \eta \) for \( n \geq 0, m, l \) all integers, then \( c(\lambda, w)e_{n+1} = 0 \), and
we just need a few of them that are more convenient to state in terms of modified operators \( \tilde{a}(w), \tilde{b}(w), \tilde{c}(w), \tilde{d}(w) \) that act in the space of functions \( F : \mathbb{C} \rightarrow V_{\Lambda}(z) \) that are 1-periodic: \( F(\lambda + 1) = F(\lambda) \). The definition of this action is, see [24, Section 3],

\[
\begin{align*}
(\tilde{a}(w)(w)F)(\lambda) &= a(\lambda, w)F(\lambda - 2\eta), \\
(\tilde{c}(w)F)(\lambda) &= c(\lambda, w)F(\lambda - 2\eta), \\
(\tilde{b}(w)(w)F)(\lambda) &= b(\lambda, w)F(\lambda + 2\eta), \\
(\tilde{d}(w)F)(\lambda) &= d(\lambda, w)F(\lambda + 2\eta).
\end{align*}
\] (2.4)

First, we will need the following less trivial commutation relations, see [24, Section 3]:

\[
\begin{align*}
\tilde{b}(w_1)\tilde{a}(w_2) &= \beta(\lambda)\tilde{b}(w_2)\tilde{a}(w_1) + \delta(\lambda)\tilde{a}(w_2)\tilde{b}(w_1), \\
\tilde{b}(w_2)\tilde{d}(w_1) &= \delta(\lambda - 2\eta)\tilde{d}(w_1)\tilde{b}(w_2) + \gamma(\lambda - 2\eta)\tilde{b}(w_1)\tilde{d}(w_2), \\
\tilde{a}(w_2)\tilde{c}(w_1) &= \delta(\lambda - 2\eta)\tilde{c}(w_1)\tilde{a}(w_2) + \gamma(\lambda - 2\eta)\tilde{a}(w_1)\tilde{c}(w_2),
\end{align*}
\] (2.5-2.7)

where \( \beta, \gamma, \delta \) are functions of \( w = w_1 - w_2, \lambda, \eta, \tau \) (only the dependence on \( \lambda \) is indicated) defined by

\[
\begin{align*}
\beta(\lambda) &= \frac{f(-w - \lambda)f(2\eta)}{f(w - 2\eta)f(\lambda)}, \\
\gamma(\lambda) &= \frac{f(w - \lambda)f(2\eta)}{f(w - 2\eta)f(\lambda)}, \\
\delta(\lambda) &= \frac{f(w)f(\lambda - 2\eta)}{f(w - 2\eta)f(\lambda)},
\end{align*}
\]

and \( \tilde{h} \) returns the weight of the vector in \( V_{\Lambda}(z) \) that the expression with \( \tilde{h} \) is being applied to, according to \( F(\tilde{h})e_k = F(\Lambda - 2k)e_k \) for any function \( F : \mathbb{C} \rightarrow \mathbb{C} \) and \( k \geq 0 \) (that is, the weight of \( e_k \) is defined to be \( (\Lambda - 2k) \)).

There is a way of tensor multiplying modules (=spaces with an action of \( a, b, c, d \)) that preserves commutation relations, see [24, bottom of p. 745]. Namely, for \( V_1 \otimes V_2 \) the action of \( a, b, c, d \) can be read off as matrix elements of the following \( 2 \times 2 \) matrix product

\[
\begin{bmatrix}
a(\lambda, w) & b(\lambda, w) \\
c(\lambda, w) & d(\lambda, w)
\end{bmatrix}
\begin{bmatrix}
a_2(\lambda - 2\eta h^{(1)}, w) & b_2(\lambda - 2\lambda h^{(1)}, w) \\
c_2(\lambda - 2\eta h^{(1)}, w) & d_2(\lambda - 2\eta h^{(1)}, w)
\end{bmatrix}
\begin{bmatrix}
a_1(\lambda, w) & b_1(\lambda, w) \\
c_1(\lambda, w) & d_1(\lambda, w)
\end{bmatrix},
\] (2.8)

e.g., \( a(\lambda, w) = a_2(\lambda - 2\eta h^{(1)}, w)a_1(\lambda, w) + b_2(\lambda - 2\lambda h^{(1)}, w)c_1(\lambda, w) \), where the subscript in \( a, b, c, d \) refers to the tensor factor they are acting in, and \( h^{(1)} \) is the weight of the \( V_1 \)-component after the action of the right-most factor in \( V_1 \).

The weights for vectors in \( V_1 \otimes V_2 \) are defined by the usual rule — the weight of the tensor product of two weight vectors is the sum of the weights of the factors.

3. Infinite volume limit of \( b \) and \( d \) operators

We would like to define an action of the operators \( b \) and \( d \) on finitary vectors in an infinite tensor product \( V_0 \otimes V_1 \otimes V_2 \otimes \cdots \) of evaluation Verma modules, where ‘finitary’ means that the vectors are different from \( E_{\sigma} := e_0 \otimes e_0 \otimes \cdots \otimes e_0 \otimes \cdots \) in finitely many positions. For such vectors we can use the notation

\[
E_{\mu} = e_{m_0} \otimes e_{m_1} \otimes \cdots \otimes e_{m_k} \otimes \cdots \otimes e_0 \otimes e_0 \otimes \cdots
\]
for signatures $\boldsymbol{\mu} = 0^{m_0}1^{m_1}2^{m_2}\ldots$ (we will also use this notation for finite tensor products when the number of tensor factors is larger than the largest part of $\boldsymbol{\mu}$). The procedure is very similar to what is described in [15, 16] Sections 4.2-4.3] (see also [7, Section 4]), and thus we will be brief.

Defining the action of $b(\lambda, w)$ causes no difficulties, we set
\[ b(\lambda, w) E_{\boldsymbol{\mu}} = \sum_{\nu} B_{\nu/\mu}(\lambda; w) E_{\nu}, \]
with each coefficient $B_{\nu/\mu}(\lambda; w)$ evaluated in a finite tensor product $V_0 \otimes V_1 \otimes \ldots \otimes V_N$, where $N$ is larger than $\max(\mu_1, \nu_1)$. This definition is independent of $N$ because the action of $a, b, c, d$ is normalized so that $a(\lambda; w) e_0 = e_0$. By standard reasoning with lattice paths, $B_{\nu/\mu}(\lambda; w) = 0$ unless $\nu$ and $\mu$ interlace:
\[ \nu_1 \geq \mu_1 \geq \nu_2 \geq \mu_2 \ldots, \quad \text{notation } \nu > \mu \text{ or } \mu < \nu, \]
and $\ell(\nu)$, which is the length or the number of parts of $\nu$, is by one greater than $\ell(\mu)$.

We can also introduce several variables $w$ by
\[ \tilde{b}(w_1) \tilde{b}(w_2) \ldots \tilde{b}(w_n) E_{\mu} = b(\lambda, w_1)b(\lambda + 2\eta, w_2)\ldots b(\lambda + 2\eta(n-1), w_n) E_{\mu} = \sum_{\nu} B_{\nu/\mu}(\lambda; w_1, \ldots, w_n) E_{\nu}. \] (3.1)

The fact that $\tilde{b}(w_j)$’s with different $j$ commute implies that the coefficients $B_{\nu/\mu}(\lambda; w_1, \ldots, w_n)$ are symmetric in the $w_j$’s. This definition also readily implies the following branching rule (note the shift of $\lambda$ in the second factor on the right):
\[ B_{\nu/\mu}(\lambda; u_1, \ldots, u_k, v_1, \ldots, v_l) = \sum_{\kappa} B_{\nu/\kappa}(\lambda; u_1, \ldots, u_k) B_{\kappa/\mu}(\lambda + 2\eta k; v_1, \ldots, v_l). \] (3.2)

Defining the action of $d(\lambda, w)$ in the tensor product $V_{\lambda_0}(z_0) \otimes V_{\lambda_1}(z_1) \otimes \ldots$ requires more efforts. For example, naively acting on $E_{\varnothing}$ we obtain (using the fourth line of [2.3])
\[ d(\lambda, w) E_{\varnothing} = d_0(\lambda, w)e_0 \otimes d_1(\lambda - 2\eta \Lambda_0)e_0 \otimes d_2(\lambda - 2\eta(\Lambda_0 + \Lambda_1))e_0 \otimes \ldots \]
\[ = \frac{f(z_0 - w + (-\Lambda_0 + 1)\eta)}{f(z_0 - w + (\Lambda_0 + 1)\eta)} \frac{f(\lambda - 2\Lambda_0\eta)}{f(\lambda)} \frac{f(z_1 - w + (-\Lambda_1 + 1)\eta)}{f(z_1 - w + (\Lambda_1 + 1)\eta)} \frac{f(\lambda - 2(\Lambda_0 + \Lambda_1)\eta)}{f(\lambda - 2\Lambda_0\eta)} \ldots E_{\varnothing}. \] (3.3)

One sees factors of two types: (1) ratios of the form $f(z_i - \ldots)/f(z_i - \ldots)$, and, up to finitely many factors, exactly the same will occur in a similar application of $d(\lambda, w)$ to any $E_{\nu}$; (2) ratios involving $f(\lambda - \ldots)$ that cancel telescopically, and for the first $(m+1)$ tensor factors yield $f(\lambda - 2\Lambda_{[0,m]})/f(\lambda)$, where $\Lambda_{[0,m]}$ is the shorthand for $\Lambda_0 + \ldots + \Lambda_m$.

In a similar evaluation of $d(\lambda, w)E_{\nu}$ with a general signature $\nu$, far enough out in the tensor product so that only $e_0$’s are participating, the factors of the first type will be just the same, while the factors of the second type will look like (starting from the contribution of $V_{\Lambda_i}(z_i)$)
\[ \prod_{k \geq i} \frac{f(\lambda - 2\eta(\Lambda_{[0,k-1]} - 2\ell(\nu)) - 2\eta \Lambda_k)}{f(\lambda - 2\eta(\Lambda_{[0,k-1]} - 2\ell(\nu)))}. \]

4By a signature we mean a weakly decreasing finite sequence of integers $\nu = (\nu_1 \geq \nu_2 \geq \ldots \geq \nu_k)$; the term originates from the representation theory of classical Lie groups. We will only need signatures with nonnegative parts so we will tacitly make this assumption. We will also use the multiplicative notation of the form $\nu = 0^{n_0}1^{n_1}2^{n_2}\ldots$, which means that $\nu$ has $n_0$ zero parts, $n_1$ parts equal to 1, etc.
where \((\Lambda_{[0,k-1]} - 2\ell(\nu))\) is the weight of the output in the first \(k\) factors \(V_{\Lambda_0}(z_0) \otimes \cdots \otimes V_{\Lambda_{k-1}}(z_{k-1})\). This product also telescopes, and its value with \(k\) ranging over \(i, i + 1, \ldots, m\) equals

\[
\frac{f(\lambda - 2\eta(\Lambda_{[0,m]} - 2\ell(\nu)))}{f(\lambda - 2\eta(\Lambda_{[0,i-1]} - 2\ell(\nu)))}.
\]

When sending \(m\) to infinity we only need to worry about the \(m\)-dependent numerator.

The above discussion shows that we can define the action of \(d(\lambda, w)\) in the infinite tensor product with the help of the following normalization: For \(\nu = 0^{n_0}1^{n_1}2^{n_2} \cdots\) we set

\[
\tilde{d}(\lambda, w)E_{\nu} := \lim_{m \to \infty} \prod_{i=0}^{m} \frac{f(z_i - w + (\Lambda_i + 1)\eta)}{f(z_i - w + (-\Lambda_i + 1)\eta)} \frac{1}{f(\lambda - 2\eta(\Lambda_{[0,m]} - 2\ell(\nu)))} d(\lambda, w)(e_{n_0} \otimes e_{n_1} \otimes \cdots \otimes e_{n_m}) =: \sum_{\mu} D_{\nu/\mu}(\lambda; w)E_{\mu}. \tag{3.4}
\]

As for \(B_{\nu/\mu}\)’s, the standard reasoning shows that \(D_{\nu/\mu}(\lambda; w) = 0\) unless \(\nu > \mu\) and \(\ell(\nu) = \ell(\mu)\).

Similarly to (3.2), we can define multivariate \(D\)’s via the following branching relation

\[
D_{\nu/\mu}(\lambda; u_1, \ldots, u_k, v_1, \ldots, v_l) = \sum_{\kappa} D_{\kappa/\mu}(\lambda; u_1, \ldots, u_k)D_{\nu/\kappa}(\lambda + 2\eta; v_1, \ldots, v_l). \tag{3.5}
\]

This is equivalent to applying

\[
\tilde{d}(w_1) \cdots \tilde{d}(w_n) = \tilde{d}(\lambda, w_1)d(\lambda + 2\eta, w_2) \cdots d(\lambda + 2\eta(n - 1), w_n)
\]

to \(E_{\nu}\), normalizing each \(d(\cdot, \cdot)\) as above, and denoting the coefficients of \(E_{\mu}\) in the result as \(D_{\nu/\mu}(\lambda; w_1, \ldots, w_n)\). The commutativity of \(\tilde{d}\)’s implies that \(D_{\nu/\mu}(\lambda; w_1, \ldots, w_n)\) is symmetric in the \(w_j\)’s for any \(\lambda \in \mathbb{C}\) and signatures \(\mu, \nu\).

4. Cauchy identities

The material of this section is similar to [15, 16, Section 4.3], see also [7, Section 4].

We start by taking the infinite volume limit (in the sense of the previous section) of the commutation relation (2.6). The result takes the following form.

**Proposition 4.1** (an elementary skew-Cauchy identity). Assume that for complex parameters \(\eta, \tau, \lambda, u, v, \{z_i\}_{i \geq 0}, \{\Lambda_i\}_{i \geq 0}\), and \(n \in \mathbb{Z}_{\geq 1}\) we have

\[
\lim_{m \to \infty} \frac{f(u - v + \lambda - 2\eta(\Lambda_{[0,m]} - 2n))}{f(\lambda - 2\eta(\Lambda_{[0,m]} - 2n))} \prod_{i=0}^{m} \frac{f(z_i - u + (-\Lambda_i + 1)\eta)}{f(z_i - u + (\Lambda_i + 1)\eta)} \frac{f(z_i - v + (\Lambda_i + 1)\eta)}{f(z_i - v + (-\Lambda_i + 1)\eta)} = 0. \tag{4.1}
\]

Then for any signatures \(\mu\) and \(\nu\) with \(\ell(\nu) = n - 1\) we have

\[
\sum_{\kappa} D_{\kappa/\mu}(\lambda; v)B_{\kappa/\nu}(\lambda + 2\eta; u) = \frac{f(v - u - 2\eta)}{f(v - u)} \sum_{\rho} B_{\mu/\rho}(\lambda; u)D_{\nu/\rho}(\lambda + 2\eta; v), \tag{4.2}
\]

which, in particular, means that the series in the left-hand side converges (the sum in the right-hand side always has finitely many nonzero terms).
Proof. We first use (2.6) to write

$$d(\lambda, v)b(\lambda + 2\eta, u)E_{\nu} = \frac{b(\lambda, u)d(\lambda + 2\eta, v)}{\delta(\lambda - 2\eta)} E_{\nu} - \frac{\gamma(\lambda - 2\eta b) b(\lambda, v)d(\lambda + 2\eta, u)}{\delta(\lambda - 2\eta)} E_{\nu}$$

in $V_{\lambda_0}(z_0) \otimes \cdots \otimes V_{\lambda_m}(z_m)$. The value of $h$ is $h_m := \Lambda_{[\nu,\mu]} - 2(\ell(\nu) + 1)$ for $m$ large enough (because $d$’s do not change the weight while $b$’s decrease it by 2).

We now want to take the limit as $m \to \infty$, and to that end we need to compare the normalization of the $d$-factors in the above relation. We shall see that our proposition corresponds to the limit of the first two terms of (4.3), while the assumption (4.1) corresponds to the normalized third term of that relation becoming negligible in the limit.

Let us look at the $\lambda$-dependent factors first. The $\lambda$-dependent part of $1/(\delta(\lambda - 2\eta h_m))$ is $f(\lambda - 2\eta h_m)/f(\lambda - 2\eta - 2\eta h_m)$, and the $\lambda$-dependent part of $\gamma(\lambda - 2\eta h_m)/(\delta(\lambda - 2\eta h))$ is $f(u - v + \lambda - 2\eta h_m)/f(\lambda - 2\eta - 2\eta h_m)$. Further, the $\lambda$-dependent parts of the normalization (3.4) for the $d$’s in (4.3) are

$$d(\lambda, v) \sim f(\lambda - 2\eta h_m), \quad d(\lambda + 2\eta, u), d(\lambda + 2\eta, v) \sim f(\lambda + 2\eta - 2\eta(h_m + 2)).$$

We see that the required normalization (by $f(\lambda - 2\eta h_m)$) for the first two terms of (4.3) is the same, and the remaining factor in the third term is $f(u - v + \lambda - 2\eta h_m)/(f(\lambda - 2\eta h_m))$.

Turning to $\lambda$-independent normalization factors, we again observe that they are the same for the first two terms of (4.3). Collecting all the normalization factors for the third term and requiring that their product converges to zero as $m \to \infty$, we arrive at the desired relation. \(\square\)

One can now iterate (4.2) to produce a more general skew-Cauchy identity.

**Corollary 4.2** (a general skew-Cauchy identity). Assume that complex parameters $\eta, \tau, \lambda, \{u_i\}_{i=1}^k, \{v_j\}_{j=1}^l, \{z_i\}_{i \geq 1}, \{\Lambda_i\}_{i \geq 1}$ are such that (4.1) holds for $u = u_i, v = v_j$ with any $i, j$, and also for any $n \in \mathbb{Z}_{\geq 1}$. Then for any signatures $\mu$ and $\nu$ we have

$$\sum_{\kappa} D_{\kappa/\mu}(\lambda; v_1, \ldots, v_l) B_{\kappa/\nu}(\lambda + 2\eta l; u_1, \ldots, u_k)$$

$$= \prod_{i=1}^k \prod_{j=1}^l \frac{f(v_j - u_i - 2\eta)}{f(v_j - u_i)} \sum_{\rho} B_{\mu/\rho}(\lambda; u_1, \ldots, u_k) D_{\nu/\rho}(\lambda + 2\eta k; v_1, \ldots, v_l).$$

(4.4)

**Proof.** A straightforward application of the branching rules (3.2), (3.5) and the elementary skew-Cauchy identity (4.2). Alternatively, one could directly commute a few $\widetilde{\mathcal{D}}$ operators through a few $\tilde{b}$ operators using (2.6) and keep the surviving terms after the infinite volume limit. \(\square\)

Let us proceed to the non-skew functions and the corresponding Cauchy identities.

Set

$$B_\mu(\lambda; u_1, \ldots, u_k) = B_{\mu/\emptyset}(\lambda; u_1, \ldots, u_k), \quad D_\nu(\lambda; v_1, \ldots, v_l) = D_{\nu/\emptyset}(\lambda; v_1, \ldots, v_l),$$

$$\sum_{\kappa} D_{\kappa/\mu}(\lambda; v_1, \ldots, v_l) B_{\kappa/\nu}(\lambda + 2\eta l; u_1, \ldots, u_k)$$

$$= \prod_{i=1}^k \prod_{j=1}^l \frac{f(v_j - u_i - 2\eta)}{f(v_j - u_i)} \sum_{\rho} B_{\mu/\rho}(\lambda; u_1, \ldots, u_k) D_{\nu/\rho}(\lambda + 2\eta k; v_1, \ldots, v_l).$$

(4.4)
for any signatures μ, ν with N = ℓ(ν). It is also convenient to introduce slightly renormalized versions of our symmetric functions defined by

\[ B_{\nu/\mu}^{\text{norm}}(\lambda; u_1, \ldots, u_k) = \prod_{i=0}^{k-1} f(\lambda + 2i\eta) \cdot B_{\nu/\mu}(\lambda; u_1, \ldots, u_k), \]

and similarly for the non-skew functions.

**Corollary 4.3** (Pieri rules and a Cauchy identity). Under the assumptions of Corollary 4.2 we have

\[
\sum_{\kappa} D_{\kappa}(\lambda; v_1, \ldots, v_l) B_{\kappa/\nu}(\lambda + 2\eta l; u) = \frac{f(\lambda + u + (\Lambda_0 - 1 - 2\ell(\nu))\eta)}{f(z - u + (\Lambda_0 + 1)\eta)} \prod_{j=1}^{l} f(v_j - u - 2\eta) \cdot D_\nu(\lambda + 2\eta v_1, \ldots, v_l), \tag{4.6}
\]

\[
\sum_{\kappa} D_{\kappa/\mu}^{\text{norm}}(\lambda; v) B_{\kappa}^{\text{norm}}(\lambda + 2\eta; u_1, \ldots, u_k) = \prod_{i=1}^{k} f(\lambda - z_0 + u_i + \eta(-\Lambda_0 + 2k - 1)) \cdot \prod_{i=1}^{k} f(v_j - u_i - 2\eta) \cdot B_{\mu}^{\text{norm}}(\lambda; u_1, \ldots, u_k), \tag{4.7}
\]

\[
\sum_{\kappa} D_{\kappa}^{\text{norm}}(\lambda; v_1, \ldots, v_l) B_{\kappa/\nu}^{\text{norm}}(\lambda + 2\eta l; u_1, \ldots, u_k)
= \prod_{i=1}^{k} f(2\eta) \cdot f(\lambda - z_0 + u_i + \eta(-\Lambda_0 + 2k - 1)) \cdot \prod_{i=1}^{k} f(v_j - u_i - 2\eta) \cdot f(v_j - u_i). \tag{4.8}
\]

**Remark 4.4.** Equation (4.7) resembles an eigenrelation with the vector \([B_{\kappa}^{\text{norm}}]\) and the matrix \([D_{\kappa/\mu}^{\text{norm}}]\). Note, however, the shift of the \(\lambda\)-parameter in \([B_{\kappa}^{\text{norm}}]\)'s between the left and the right-hand sides. The relation (4.6) is also of a similar form, but the lengths of the signatures \(\kappa\) and \(\nu\) there are actually different by 1 (if the sum has at least one nonzero term).

**Proof.** Start with (4.4) and set \(\nu = \emptyset\). This forces \(\rho = \emptyset\), and it remains to evaluate \(D_{\emptyset/\emptyset}(\lambda + 2\eta k; v_1, \ldots, v_l)\). This quantity is the coefficient if \(E_{\emptyset}\) in \(\overline{d}(\lambda + 2\eta k, v_1) \overline{d}(\lambda + 2\eta(k+1), v_2) \cdots \overline{d}(\lambda + 2\eta(k+l-1), v_l) E_{\emptyset}\), which is easily computed via the definitions (2.3) and (3.4):

\[ D_{\emptyset/\emptyset}(\lambda + 2\eta k; v_1, \ldots, v_l) = \left( \prod_{i=k}^{k+l-1} f(\lambda + 2i\eta) \right)^{-1}. \tag{4.9} \]

Changing the notations to \(B_{\kappa}^{\text{norm}}\) and \(D_{\kappa}^{\text{norm}}\) yields (4.7).

Further, set \(\mu = 0^k\) in (4.7). This will lead to (4.8), we just need to evaluate \(B_{\mu}^{\text{norm}}(\lambda; u_1, \ldots, u_k)\). Without the superscript ‘norm’ this is the product of the coefficients in the second line of (2.3) evaluated at \(\lambda\) taking values \(\lambda, \lambda + 2\eta, \ldots, \lambda + 2\eta(k-1)\) and \(w\) taking values \(u_1, \ldots, u_k\) (the order of the \(u_j\)'s is irrelevant because of the commutativity of \(\overline{b}\)'s). Collecting the factors and taking into account (4.5) gives the result.

Finally, for proving (4.6) one sets \(k = 1\) and \(\mu = 0^{N+1}\) in (4.4), where \(N = \ell(\nu)\). This leaves only one nonzero term in the right-hand side that corresponds to \(\rho = 0^N\). Evaluating \(B_{0^{N+1}/\emptyset^{N}}(\lambda; u)\) using the second line of (2.3) yields (4.6). \(\square\)
5. Symmetrization formulas

The goal of this section is to give explicit formulas for the symmetric functions $B_\mu$ and $D_\mu$ defined in Section 3. Our formula for $B_\mu$ and its proof essentially coincide with [25, Theorem 5] (although we give a more detailed computation); the formula for $D_\mu$ appears to be new. Similar formulas in simpler setups can be found in [7, Section 5], [15, 16, Section 4.5].

We will continue using the shorthand

$$\Lambda_{[0,i]} = \Lambda_0 + \cdots + \Lambda_i, \quad \Lambda_{[0,0]} = \Lambda_0 + \cdots + \Lambda_{i-1}.$$  

For a signature $\nu = 0^{n_0} 1^{n_1} 2^{n_2} \cdots$, we will use $n_{<k}$ to denote $\sum_{i<k} n_i$, and similarly with the $\leq$, $>$, $\geq$ signs. For a set of variables $\{u_i\}$, we will denote by $u_I$ the subset of them with indices ranging over $I$: $u_I = \{u_i \mid i \in I\}$.

We also set

$$p_j = z_j + (1 - \Lambda_j)\eta, \quad q_j = z_j + (1 + \Lambda_j)\eta \quad \Leftrightarrow \quad q_j - p_j = 2\eta \Lambda_j, \quad p_j + q_j = 2\eta + 2z_j,$$

and introduce functions

$$\phi_k(u) = \frac{1}{f(u-q_k)} \prod_{i=0}^{k-1} \frac{f(u-p_i)}{f(u-q_i)}, \quad \psi_l(v) = \frac{1}{f(v-p_l)} \prod_{j=0}^{l-1} \frac{f(v-q_j)}{f(v-p_j)}.$$  

**Theorem 5.1.** (i) For any signature $\mu = (\mu_1 \geq \mu_2 \geq \cdots \geq \mu_M \geq 0) = 0^{n_0}1^{n_1}2^{n_2}\cdots$, we have

$$B_\mu(\lambda; u_1, \ldots, u_M) = (-1)^M (f(2\eta))^M \prod_{i=0}^{M-1} \frac{f(2\eta)}{f(\lambda + 2\eta i)} \prod_{1 \leq i < j \leq M} \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)} \prod_{i=1}^{M} \phi_{\mu_i}(u_i) f(\lambda + u_i - q_{\mu_i} + 2\eta + 4\eta(M - i) - 2\eta \Lambda_{[0,\mu_i]}), (5.3)$$

where $S_M$ is the symmetric group on $M$ symbols, and its elements $\sigma$ permute the variables $u_1, \ldots, u_M$ in the expression inside the parentheses.

(ii) For any signature $\nu = (\nu_1 \geq \nu_2 \geq \cdots \geq \nu_N \geq 0) = 0^{n_0}1^{n_1}2^{n_2}\cdots$ and $n \geq 1$, we have, with the notation $\tilde{\lambda} = \lambda + 2\eta n$,

$$D_\nu(\lambda; v_1, \ldots, v_n) = \frac{(f(2\eta))^{N-n_0}}{\prod_{i=N}^{n-1} f(\lambda + 2\eta i)} \prod_{i=0}^{n-n_0-1} \frac{f(\lambda + 2\eta(i + n_0 - \Lambda_0))}{f(\lambda + 2\eta(i + n_0 - \Lambda_0))} \prod_{j=0}^{n_1-1} \frac{f(2\eta(\lambda_i - j))}{f(\lambda + 2\eta(2n_0 + n_i + j - \Lambda_{[0,i]})) f(\lambda + 2\eta(2n_0 + n_i + j - \Lambda_{[0,i]}))} \prod_{I \subseteq \{1, \ldots, n\}} \prod_{|I| = N-n_0} \frac{f(v_i - p_0 - 2\eta n_0)}{f(v_i - p_0)} \prod_{j \in I} \frac{f(v_j - v_i - 2\eta)}{f(v_j - v_i)} \prod_{\sigma \text{ is a bijection}} \sigma \left( \prod_{i<j} \frac{f(v_i - v_j + 2\eta)}{f(v_i - v_j)} \prod_{i=1}^{n-n_0} \psi_{\nu_i}(v_i) f(\tilde{\lambda} - v_i + p_{\nu_i} + 2\eta + 4\eta(N - i) - 2\eta \Lambda_{[0,\nu_i]}) \right). (5.4)$$

**Proof.** Our argument for (i) is essentially the proof of [25, Theorem 5], but we provide more computational details. Similar arguments for both (i) and (ii) were given in the proofs of
Let us start with (i). In the tensor product of two highest weight modules \( V_0 \otimes V_1 \) with highest weight vectors denoted by \( e_0 \), we obtain (cf., e.g., [16, (4.27)])

\[
\tilde{b}(u_1) \cdots \tilde{b}(u_M) e_0 \otimes e_0 = \sum_{K \subset \{1, \ldots, M\}} C_K \left( \prod_{k \in K} \bar{b}_0(u_k) \prod_{k \notin K} \bar{d}_0(u_k) e_0 \right) \otimes \left( \Gamma(-2\eta h^{(0)}) \left[ \prod_{i \in K} \bar{b}_1(u_i) \prod_{k \notin K} \bar{a}_1(u_k) \right] e_0 \right),
\]

where the notation \( \Gamma(-2\eta h^{(0)})[\cdot] \) means that the parameter \( \lambda \) in the expression inside the brackets needs to be shifted by \(-2\eta \cdot \) (weight of the vector in the 0th tensor component).

The coefficients \( C_K = C_K(u_1, \ldots, u_M) \) must satisfy \( C_{\sigma(K)}(u_1, \ldots, u_M) = C_K(u_{\sigma(1)}, \ldots, u_{\sigma(M)}) \) for any \( \sigma \in S_M \) (essentially because \( \bar{b}(u_j)'s \) commute, see [23, 15, 16] for more details), thus it suffices to consider \( K = \{1, \ldots, s\}, 1 \leq s \leq M \). To do that, one needs to look at the expression

\[
\tilde{b}_0(u_1) \cdots \tilde{b}_0(u_s) \tilde{d}_0(u_{s+1}) \cdots \tilde{d}_0(u_M) e_0 \otimes \Gamma(-2\eta h^{(0)}) \left[ \bar{a}_1(u_1) \cdots \bar{a}_1(u_s) \bar{b}_1(u_{s+1}) \cdots \bar{b}_1(u_M) \right] e_0
\]

and commute all \( \bar{a}_1 \)'s to the right of all \( \tilde{b}_1 \)'s while keeping their spectral parameters \( u_j \) intact (it is easy to see that this is the only way to obtain the needed term by composing \( \tilde{b} \)'s in \( V_0 \otimes V_1 \) defined via (2.8) and subsequently applying (2.5), (2.6) to reach the right-hand side of (5.5)).

To that end, the commutation relation (2.5) can be rewritten as

\[
\bar{a}(t_1) \tilde{b}(t_2) = \frac{f(t_2 - t_1 - 2\eta)}{f(t_2 - t_1)} \cdot \frac{f(\lambda)}{f(\lambda - 2\eta)} \cdot \tilde{b}(t_2) \bar{a}(t_1) + (*) \bar{b}(t_1) \bar{a}(t_2),
\]

where the value of (*) is irrelevant to us. Moving \( \bar{a}_1(u_s) \) all the way to the right and removing the terms with (*)’s gives

\[
\bar{a}_1(u_1) \cdots \bar{a}_1(u_s) b_1(u_{s+1}) \cdots b_1(u_M) \sim \prod_{i=s+1}^M \frac{f(u_i - u_s - 2\eta)}{f(u_i - u_s)} \bar{a}(u_1) \cdots \bar{a}(u_{s-1}) \times \frac{f(\lambda)}{f(\lambda - 2\eta)} \tilde{b}_1(u_{s+1}) \cdot \frac{f(\lambda)}{f(\lambda - 2\eta)} \tilde{b}_2(u_{s+2}) \cdots \frac{f(\lambda)}{f(\lambda - 2\eta)} \tilde{b}_1(u_M) \cdot \bar{a}(u_s).
\]

Using the fact that \( \tilde{b}(w) F(\lambda) = F(\lambda + 2\eta) \tilde{b}(w), \bar{a}(w) F(\lambda) = F(\lambda - 2\eta) \bar{a}(w) \) for an arbitrary scalar function \( F \), we obtain, after observing telescoping cancellations,

\[
= \prod_{i=s+1}^M \frac{f(u_i - u_s - 2\eta)}{f(u_i - u_s)} \cdot \frac{f(\lambda + 2\eta(M - 2s))}{f(\lambda - 2\eta s)} \cdot \bar{a}_1(u_1) \cdots \bar{a}_1(u_{s-1}) b_1(u_{s+1}) \cdots b_1(u_M) \bar{a}(s).
\]

Doing the same with the other \( (s - 1) \) factors \( \bar{a}(u_k), 1 \leq k \leq s - 1 \), we reach

\[
\sim \prod_{i=s+1}^M \prod_{j=1}^s \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)} \cdot \frac{f(\lambda + 2\eta(M - s - k))}{f(\lambda - 2\eta k)} \tilde{b}_1(u_{s+1}) \cdots \tilde{b}_1(u_M) \bar{a}_1(u_1) \cdots \bar{a}_1(u_s).
\]

If we now observe that in our normalization we always have \( \bar{a}(w_1) \cdots \bar{a}(w_k) e_0 = e_0 \), introduce the notation

\[
\tilde{d}(w_1) \cdots \tilde{d}(w_k) = d(w_1, \ldots, w_k) e_0, \quad (5.6)
\]

As before, the weight is taken after the application of the operators in the 0th component, thus in this case it is equal to \( \Lambda_0 - 2|K| \).
with a scalar function $d$ in the right-hand side (=the eigenvalue of the highest weight vector), and go back to (5.5), we can conclude that the term with $K = \{1, \ldots, s\}$ has the form

$$\prod_{i=s+1}^{M} \prod_{j=1}^{s} \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)} \cdot \frac{\Gamma(2\eta s)[d_0(u_{s+1}, \ldots, u_M)] \cdot \frac{\Gamma(-2\eta h^{(0)})}{\Gamma(\lambda + 2\eta (M - s - k))}}{f(\lambda - 2\eta k)} \times \left( \tilde{b}_0(u_1) \cdots \tilde{b}_0(u_s) e_0 \right) \otimes \left( \Gamma(-2\eta h^{(0)}) \tilde{b}_1(u_{s+1}) \cdots \tilde{b}_1(u_M) e_0 \right).$$

The whole right-hand side of (5.5) is obtained by replacing in the above expression $\{1, \ldots, s\}$ by $K$, $\{s + 1, \ldots, M\}$ by $\overline{K} = \{1, \ldots, M\} \setminus K$, $s$ by $|K|$, and summing over all $K \subset \{1, \ldots, M\}$.

This expression allows for an induction on the number of tensor factors. Replacing the second tensor factor in $V_0 \otimes V_1$ by a product of two and repeating the computation, then replacing the third one by a product of two etc., we eventually reach the following result in the infinite tensor product $V_0 \otimes V_1 \otimes V_2 \cdots$:

$$\tilde{b}(u_1) \cdots \tilde{b}(u_M) E_0 = \sum_{\{1, \ldots, M\} = K_0 \cup K_1 \cup \ldots} \prod_{i > j} \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)} \times \prod_{i \geq 0} \left( \Gamma(-2\eta h^{(0,i)}) \frac{f(\lambda + 2\eta (m_{s+1} - k))}{f(\lambda - 2\eta k)} \right) \times \left( \tilde{b}_0(u_{K_0}) e_0 \otimes \left( \Gamma(-2\eta h^{(0,i)}) \tilde{b}_1(u_{K_1}) e_0 \right) \otimes \cdots \otimes \left( \Gamma(-2\eta h^{(0,i)}) \tilde{b}_i(u_{K_i}) e_0 \right) \otimes \cdots \right).$$

Using (2.3) one easily computes that in $V_\Lambda(z)$

$$d(w_1, \ldots, w_k) = \prod_{i=1}^{k} \frac{f(z - w_i + (-\Lambda + 1)\eta)}{f(z - w_i + (\Lambda + 1)\eta)} \cdot \frac{f(\lambda + 2\eta(i - 1))}{f(\lambda(\lambda + 1))},$$

$$\tilde{b}(u_1) \cdots \tilde{b}(u_s) e_0 = \prod_{i=0}^{s-1} \frac{f(2\etai)}{f(\lambda + 2\etai)} \frac{f(\lambda - z + u_i + (-\Lambda + 1)\eta + 2\eta(s - 1))}{f(z - u_i + (\Lambda + 1)\eta)} e_s.$$

It remains to substitute these expressions into (5.7) and cancel out coinciding factors.

Collecting the terms without the spectral parameters $u_j$ and with $\lambda$ not shifted by any $h^{(s)}$, we obtain $\left( f(2\etai) \right)^{M_i} \prod_{i=0}^{M_i - 1} f(\lambda + 2\etai).$ Taking the terms without spectral parameters that involve $\lambda_i := \lambda - 2\eta h^{(0,i)}$ we observe

$$\prod_{k=1}^{m} \frac{f(\lambda_i + 2\eta (m_{i+1} - k))}{f(\lambda_i - 2\eta k)} \prod_{j=0}^{m_{i+1} - 1} \frac{f(\lambda_i + 2\eta(j - m_i))}{f(\lambda_i + 2\eta j)} \prod_{j=0}^{m_{i+1} - 1} \frac{1}{f(\lambda_i + 2\eta j)} = 1,$$

where the first ratio came from standalone $f$’s, the second ratio came from the numerator in $d_i$ and denominator in $d_{i+1}$, and the third ratio came from $\tilde{b}(u_{K_{i+1}})$. Hence, we obtain

$$\tilde{b}(u_1) \cdots \tilde{b}(u_M) E_0 = \frac{\left( f(2\eta) \right)^{M_i} \prod_{i=0}^{M_i - 1} f(\lambda + 2\etai)}{\prod_{i=0}^{M_i - 1} f(\lambda + 2\etai)} \sum_{\{1, \ldots, M\} = K_0 \cup K_1 \cup \ldots} \prod_{i > j} \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)} \times \prod_{i \geq 0} \prod_{k \in K_i} \phi_i(u_k) f(\lambda + u_k - q_i + 2\eta m_i - 2\eta h^{(0,i)}).$$

The last piece we need is the following symmetrization identity (this final step was not included in [25, Theorem 5]).
Lemma 5.2. For any \( m \geq 1, v_1, \ldots, v_m, \beta \in \mathbb{C} \), we have
\[
\sum_{\sigma \in S_m} \sigma \left( \prod_{1 \leq i < j \leq m} \frac{f(v_i - v_j - \beta)}{f(v_i - v_j)} \prod_{k=1}^{m} \frac{f(v_k + (m - 2k + 1)\beta)}{f(v_k)} \right) = \frac{f(\beta)f(2\beta) \cdots f(m\beta)}{(f(\beta))^m}.
\] (5.8)

We will give its proof a little later; let us first use it to finish the proof of (5.3). We apply Lemma 5.2 in each cluster \( K_i, i \geq 0 \), with \( \beta = 2\eta, m = |K_i| \), and
\[
\{v_1, \ldots, v_m\} = \{\lambda + u_k - q_i + 2\eta m_i - 2\eta h^{(0,i)}\}_{k \in K_i}.
\]
This will add an additional factor with cross-differences of variables in the same clusters, and also turn the product of \( f \)'s in variables on the right into \( \prod_{i=0}^{m-1} f(\lambda - q_i + 2\eta - 2\eta h^{(0,i)}) + 4\eta \).

Noting that \( h^{(0,i)} = A_{0,i} - 2m_c i \) we reach (5.3).

Proof of Lemma 5.2 6 Using the fact that \( f(-z) = -f(z) \) and the periodicity relations (2.2), one easily shows that the left-hand side of (5.8) viewed as a function of \( v_1 \) is elliptic, and it can only have one simple pole \( v_1 = 0 \) in the fundamental domain. Since non-constant elliptic functions must have at least two poles in their fundamental domain, this implies that the expression is independent of \( v_1 \). The same argument shows that it is independent of the other \( v_j \)'s as well, thus it is a constant. To compute the constant, one can set \( v_j = j\beta, 1 \leq j \leq m, \) in which case only one term of the sum gives a nonzero contribution, which is exactly the required constant.

\[ \square \]

Let us proceed to the part (ii) of Theorem 5.1. The proof is conceptually similar to that of (i), but it is more involved computationally. Its realization in simpler situations can be found in the proofs of [15, Theorem 4.14], [16, Theorem 4.12], we will rely on those for the parts that are the same.

We start with the action of \( \bar{d}(v_1) \cdots \bar{d}(v_n) \) on some vector \( e^{(0)} \otimes e^{(1)} \) in the tensor product of two modules \( V_0 \otimes V_1 \). This gives (cf., e.g., [16, (4.39)])
\[
\bar{d}(v_1) \cdots \bar{d}(v_n)(e^{(0)} \otimes e^{(1)}) = \sum_{K \subset \{1, \ldots, m\}} C_K \left( \prod_{l \in K} \bar{b}_0(v_l) \prod_{k \in K} \bar{d}_0(v_k)e^{(0)} \right) \otimes \left( \Gamma(-2\eta h^{(0)}) \left[ \prod_{k \in K} \bar{d}_1(v_k) \prod_{l \in K} \bar{c}_1(v_l) \right] e^{(1)} \right). \tag{5.9}
\]

As before, the commutativity of \( \bar{d}(v_j) \)'s implies that the coefficients \( C_K = C_K(v_1, \ldots, v_n) \) satisfy\( C_{\sigma(K)}(v_1, \ldots, v_n) = C_K(v_{\sigma(1)}, \ldots, v_{\sigma(n)}) \), thus it suffices to compute \( C_{\{1, \ldots, s\}} \). One easily sees that the only way to obtain the corresponding term in (5.9) is to look at
\[
\bar{d}_0(v_1) \cdots \bar{d}_0(v_{s+1}) \bar{b}_0(v_{s+1}) \cdots \bar{b}_0(v_n)e^{(0)} \otimes \Gamma(-2\eta h^{(0)}) \left[ \bar{d}_1(v_1) \cdots \bar{d}_1(v_s) \bar{c}_1(v_{s+1}) \cdots \bar{c}_1(v_n) \right] e^{(1)}
\]
and commute all the \( \bar{d}_0 \)'s to the right of all the \( \bar{b}_0 \)'s in the first factor. The needed commutation relation is [2.6] rewritten in the form
\[
\bar{d}(t_1) \bar{b}(t_2) = \frac{f(t_1 - t_2 - 2\eta)}{f(t_1 - t_2)} \cdot \frac{f(\lambda - 2\eta \bar{h})}{f(\lambda - 2\eta \bar{h} - 2\eta)} \cdot \bar{b}(t_2) \bar{d}(t_1) + (\ast) \cdot \bar{b}(t_1) \bar{d}(t_2),
\]

\[ 6 \] I am very grateful to E. Rains for communicating this argument to me.

\[ 7 \] Note that for the proof of (i) we acted on the product of two highest weight vectors \( e_0 \otimes e_0 \); the difference corresponds to the fact that in order to get \( D_\mu = D_{e_0 \otimes e_0} \) we need to act on \( E_\nu \) (and collect the coefficient of \( e_{\ell(\nu)} \otimes e_0 \otimes e_0 \otimes \cdots \)), while for \( B_\mu = B_{e_0 \otimes e_0} \) we had to act on \( E_\varnothing \), see Section 3.
where we only need to use the first term in the right-hand side, as using the second term (with the (*)) does not lead to the needed form of the resulting expression.

Moving $\tilde{d}_0(v_s)$ all the way to the right gives (throwing out the terms with (*)’s)

$$\tilde{d}_0(v_1)\cdots\tilde{d}_0(v_s)\tilde{b}_0(v_{s+1})\cdots\tilde{b}_0(v_n) \sim \tilde{d}_0(v_1)\cdots\tilde{d}_0(v_{s-1})$$

$$\times \frac{f(v_s - v_{s+1} - 2\eta)}{f(v_s - v_1)} \frac{f(v_s - v_n - 2\eta)}{f(v_s - v_n)} \frac{f(\lambda - 2\eta\tilde{h})}{f(\lambda - 2\eta\tilde{h} - 2\eta)} \tilde{b}_0(v_{s+1})\cdots\tilde{b}_0(v_n)\tilde{d}_0(v_s).$$

We now use the relations (see [24, p. 746])

$$\tilde{d}(w)F(\lambda, \tilde{h}) = F(\lambda + 2\eta, \tilde{h})\tilde{d}(w), \quad \tilde{b}(w)F(\lambda, \tilde{h}) = F(\lambda + 2\eta, \tilde{h} + 2)\tilde{b}(w)$$

(5.10)

for an arbitrary scalar function $F(\lambda, \tilde{h})$, to get

$$= \prod_{i=s+1}^{n} \frac{f(v_s - v_i - 2\eta)}{f(v_s - v_i)} \frac{f(\lambda + 2\eta(s - 1) - 2\eta\tilde{h})}{f(\lambda - 2\eta(n - 2s + 1) - 2\eta\tilde{h})} \tilde{d}_0(v_1)\cdots\tilde{d}_0(v_{s-1})\tilde{b}_0(v_{s+1})\cdots\tilde{b}_0(v_n)\tilde{d}_0(v_s).$$

Repeating the procedure for the other $\tilde{d}_0(v_j), 1 \leq j \leq s - 1$, we obtain

$$= \prod_{j=1}^{s} \frac{f(\lambda + 2\eta(j - 1 - \tilde{h}))}{f(\lambda + 2\eta(j - 1 - n + s - \tilde{h}))} \prod_{i=s+1}^{n} \frac{f(v_j - v_i - 2\eta)}{f(v_j - v_i)} \tilde{b}_0(v_{s+1})\cdots\tilde{b}_0(v_n)\tilde{d}_0(v_1)\cdots\tilde{d}_0(v_s).$$

The prefactor gives the value of $C_{\{1,\ldots,n\}}(v_1,\ldots,v_n)$.

Let us now assume that the module $V^{(0)}$ is of the form $V_{\Lambda_0}(z_0)$, the module $V^{(1)}$ is a highest weight module with the highest weight vector $e_0^{(1)}$, and require that the left-hand side of (5.9) is proportional to $e_N \otimes e_0^{(1)}$ for some $N \geq 0$, as is required for the computation of $D_\nu$, cf. the footnote above.

Introducing the scalar function $d^{(q)}$, cf. (5.6), via the following eigenrelation in $V_\Lambda(z)$:

$$\tilde{d}(w_1)\cdots\tilde{d}(w_k)e_q = d^{(q)}(w_1,\ldots,w_k)e_q,$$

we can rewrite (5.9) as

$$\tilde{d}(v_1)\cdots\tilde{d}(v_n)(e_{n_0} \otimes e^{(1)}) = \sum_{K \subset \{1,\ldots,n\}} \prod_{j=1}^{\mid K \mid} \frac{f(\lambda + 2\eta(j - 1 - h^{(0)}))}{f(\lambda + 2\eta(j - 1 - n + |K| - h^{(0)}))}$$

$$\times \prod_{j \in K} \frac{f(v_j - v_i - 2\eta)}{f(v_j - v_i)} \cdot \Gamma(2\eta(n - |K|)) \left[ d_0^{(n_0)}(v_K) \right] \cdot \Gamma(-2\eta h^{(0)}) \left[ d_1(v_K) \right]$$

$$\times \left( \prod_{i \in K} \tilde{b}_0(v_i) e_{n_0} \right) \otimes \left( \Gamma(2\eta(|K| - h^{(0)})) \prod_{i \in K} \tilde{c}_1(v_i) e^{(1)} \right).$$

(5.11)

In order to proceed, we need to learn now how to apply $\prod \tilde{c}(v_i)$ with the result being proportional to the highest weight vector. This is done in the following lemma, whose result is reminiscent of (5.3), (5.4).
Lemma 5.3. Consider the tensor product of \( m \geq 1 \) evaluation Verma modules \( V_{\Lambda_1}(z_1) \otimes V_{\Lambda_2}(z_2) \otimes \cdots \otimes V_{\Lambda_m}(z_m) \), and let the pure tensors of the form \( e_{k_1} \otimes e_{k_2} \cdots \otimes e_{k_m} \) be its orthonormal basis. Then, with the notation \( \tilde{\Lambda} = \lambda - 2\eta p \),

\[
\langle \bar{c}(w_1) \bar{c}(w_2) \cdots \bar{c}(w_p) (e_{k_1} \otimes e_{k_2} \cdots \otimes e_{k_m}), e_0 \otimes e_0 \otimes \cdots \otimes e_0 \rangle = \prod_{i=0}^{p-1} f(\lambda - 2\eta \Lambda_{[1,m]} + 2\eta i)
\times \prod_{i=1}^{m-k+1} \frac{f(2\eta(\Gamma_i - j))}{f(\tilde{\Gamma} + 2\eta(2k_i + j - \Lambda_{[1,i]}))} \frac{f(2\eta(\Lambda_i - j))}{f(\tilde{\Gamma} + 2\eta(2k_i + j - \Lambda_{[1,i]}))}
\times (-1)^p \sum_{s \in S_p} \sigma \left( \prod_{i<j} \frac{f(w_i - w_j + 2\eta)}{f(w_i - w_j)} \right) \left( \prod_{i=1}^{p} \frac{f(w_i - p_{\kappa_i})}{f(w_i - q_i)} \right) \left( \prod_{i=1}^{p} \tilde{\phi}_{\kappa_i}(w_i) f\left( \tilde{\Gamma} - w_i + p_{\kappa_i} + 2\eta + 4\eta(p - i) - 2\eta \Lambda_{[1,k_i]} \right) \right),
\]

(5.12)

where \( \kappa = (\kappa_1 \geq \kappa_2 \geq \cdots \geq \kappa_p) = 1^{k_1}2^{k_2} \cdots m^{k_m} \), we must have \( k_1 + \cdots + k_m = p \) (otherwise the left-hand side vanishes), and

\[
\tilde{\phi}_k(w) = \frac{1}{f(w - q_k)} \prod_{j=k+1}^{m} \frac{f(w - p_j)}{f(w - q_j)}, \quad k = 1, \ldots, m.
\]

Proof. We follow the same basic route as in the computations for products of \( \tilde{b} \)'s and \( \tilde{d} \)'s above, and our explanations will be shorter here. First, we work in the tensor product of two highest weight modules \( V^{(1)} \otimes V^{(2)} \), and represent \( \bar{c}(w_1) \cdots \bar{c}(w_p) \) in the form

\[
\sum_{K \subseteq \{1, \ldots, p\}} C_K \left( \prod_{l \in K} \bar{a}_l(w_l) \prod_{k \notin K} \bar{c}_l(w_k) \right) \otimes \left( \Gamma(-2\eta \tilde{\lambda}^{(1)}) \prod_{k \in K} \tilde{d}_l(w_k) \prod_{l \in K} \tilde{c}_l(w_l) \right)
\]

with coefficients \( C_K = C_K(w_1, \ldots, w_p) \) satisfying the same symmetry as before. The coefficient \( C_{\{1, \ldots, s\}} \) is obtained from the expression

\[
\bar{c}_1(w_1) \cdots \bar{c}_s(w_s) \bar{a}_1(w_{s+1}) \cdots \bar{a}_1(w_p) \otimes \Gamma(-2\eta \tilde{\lambda}^{(1)}) \left[ \bar{d}_2(w_1) \cdots \bar{d}_2(w_s) \bar{c}_2(w_{s+1}) \cdots \bar{c}_2(w_p) \right]
\]

by commuting all the \( \bar{c} \)'s to the right of all the \( \bar{a} \)'s in the first factor without any exchanges of the spectral parameters in the process. For that we need the commutation relation (2.7) written in the form

\[
\bar{c}(t_1)\bar{a}(t_2) = \frac{f(t_1 - t_2 - 2\eta)}{f(t_1 - t_2)} \frac{f(\lambda - 2\eta \tilde{\lambda})}{f(\lambda - 2\eta \tilde{\lambda} - 2\eta)} + (\ast) \cdot \bar{a}(t_1)\bar{c}(t_2),
\]

where we will never use the second term with the (\ast). With the help of the relations, see [24, p. 746] and cf. (5.10),

\[
\bar{a}F(\lambda, \tilde{\lambda}) = F(\lambda - 2\eta, \tilde{\lambda}) \bar{a}, \quad \bar{c}F(\lambda, \tilde{\lambda}) = F(\lambda - 2\eta, \tilde{\lambda} - 2) \bar{c},
\]

we eventually obtain, assuming that \( V^{(1)} \) is of the form \( V_{\Lambda}(z_1) \) and the end result is proportional to the tensor product of the highest weight vectors,

\[
\bar{c}(w_1) \cdots \bar{c}(w_p) \left( e_{k_1} \otimes e^{(2)} \right) \sim \sum_{K \subseteq \{1, \ldots, p\}} [K] \prod_{j=1}^{[K]} f(\lambda + 2\eta(j - 1 - h^{(1)})) \prod_{i \in K} f(w_i - w_i - 2\eta) \prod_{j \notin K} f(w_j - w_i) \cdot \Gamma(-2\eta h^{(1)}) \left[ d_2(w_K) \right]
\]
Hence, the last line of (5.13) gives
\[
\times \left( \Gamma(-2\eta(p - |K|)) \left[ \prod_{j \in K} \bar{c}(w_j) \right] e_{n_1} \right) \otimes \left( \Gamma(2\eta(|K| - h^{(1)})) \left[ \prod_{i \in K} \bar{c}_2(w_i) \right] e^{(2)} \right).
\]
Replacing \(V(2)\) by \(V_{\Lambda_2}(z_2) \otimes V^{(3)},\) repeating the computation, and iterating yields (we keep assuming that the result is proportional to \(e_0 \otimes \cdots \otimes e_0\))
\[
\bar{c}(w_1) \bar{c}(w_2) \cdots \bar{c}(w_p) (e_{k_1} \otimes e_{k_2} \cdots \otimes e_{k_m}) \sim \sum_{\{1, \ldots, p\} = K_1 \cup K_2 \cup \cdots \cup K_m, |K_1|=k_1, \ldots, |K_m|=k_m} \prod_{i<j} f(w_{\alpha_i} - w_{\beta_j} - 2\eta) \prod_{i} f(w_{\alpha_i} - 2\eta)
\]
\[
\times \frac{f(\lambda + 2\eta(k_{ci} - k_{ji} - h^{(1,i)})))}{f(\lambda + 2\eta(k_{ci} - k_{ji} - h^{(1,i)})))} \prod_{i} \Gamma(2\eta(k_{ci} - h^{(1,i)}))) \left[ d_{\lambda}(w_{K_1}) \right]
\]
\[
\times \left( \Gamma(-2\eta k_{g_1}) \left[ \prod_{j \in K_1} \bar{c}_1(w_j) \right] e_{k_1} \right) \otimes \cdots \otimes \left( \Gamma(2\eta(-k_{g_1} + k_{ci} - h^{(1,i)}))) \left[ \prod_{j \in K_2} \bar{c}_2(w_j) \right] e_{k_2} \right) \otimes \cdots,
\]
where \(d_{\lambda}\) stands for the highest weight vector’s eigenvalue in \(V_{\Lambda_{i+1}}(z_{i+1}) \otimes \cdots \otimes V_{\Lambda_m}(z_m)\) under the application of (products of) the \(\bar{d}\)-operators.

Observe that \(h^{(k)} \equiv \Lambda_k\) because our result is \(e_0 \otimes \cdots \otimes e_0\).

In order to evaluate \(\Gamma(2\eta(k_{ci} - h^{(1,i)}))) [d_{\lambda}(w_{K_1})]\) we go back to (3.3) and obtain
\[
\Gamma(2\eta(k_{ci} - h^{(1,i)}))) [d_{\lambda}(w_{K_1})] = \prod_{j \geq k_{ci}} f(z_j - w_k + (-\Lambda_j + 1)\eta) \prod_{j \leq k_{ci}} f(z_j - w_k + (\Lambda_j + 1)\eta) \frac{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,m]} + l))}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,m]} + l))}.
\]

To compute the \(\bar{c}\)-terms, we use (2.3) to write (in \(V_\Lambda(z)\))
\[
\bar{c}(w_1) \cdots \bar{c}(w_p) e_k = c(\lambda, w_1) \cdots c(\lambda - 2\eta(k - 1), w_k) e_k
\]
\[
= \prod_{j=1}^{k} \left( -1 \right) \frac{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} - j - 1))}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} - j - 1))} \frac{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j))}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j))} \frac{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j))}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j))} \frac{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j))}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j))} \cdot e_0 \otimes \cdots \otimes e_0.
\]

Hence, the last line of (5.13) gives
\[
\prod_{i=1}^{m} \left( \prod_{j=1}^{k_i} \frac{f(2j\eta)}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j) + 1))} \right) \frac{f(2j\eta)}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j) + 1))} \frac{f(2j\eta)}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j) + 1))} \frac{f(2j\eta)}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j) + 1))} \frac{f(2j\eta)}{f(\lambda + 2\eta(k_{ci} - \Lambda_{[1,i]} + j) + 1))} \cdot e_0 \otimes \cdots \otimes e_0.
\]

Collecting all the factors and recalling the notations \(\tilde{\lambda}\) and \(\tilde{\phi}_k\) from the statement of the lemma, we obtain that the left-hand side of (5.12) equals
\[
\prod_{i=1}^{m} \prod_{j=0}^{k_i-1} \frac{f(2j + 1))}{f(\tilde{\lambda} + 2\eta(2k_{ci} + k_i + j - \Lambda_{[1,i]} + 1))} \frac{f(2j + 1))}{f(\tilde{\lambda} + 2\eta(2k_{ci} + 1 + j - \Lambda_{[1,i]} + 1))} \frac{f(2j + 1))}{f(\tilde{\lambda} + 2\eta(2k_{ci} + 1 + j - \Lambda_{[1,i]} + 1))} \frac{f(2j + 1))}{f(\tilde{\lambda} + 2\eta(2k_{ci} + 1 + j - \Lambda_{[1,i]} + 1))} \cdot e_0 \otimes \cdots \otimes e_0.
\]
\[
\times \prod_{i=1}^{m} \prod_{k \in K_i} (-1) \tilde{\phi}_i(w_k) f(\lambda + 2\eta(2k_{ci} + k_i - \Lambda_{1,i,j}) + z_i - w_k + (-\Lambda_i + 1)\eta),
\]

where the appearance of \((-1)\) is due to \(f(z - w_k + (\Lambda_i + 1)\eta) = -f(w_k - q_i)\).

The claim of the lemma now follows by applying Lemma 5.3 to handle the very last factor in the right-hand side of (5.11), but we need to have explicit expressions for the other factors as well; we will give them now. In what follows we assumed that \(V^{(1)}\) participating in (5.11) is \(V_{\Lambda_1}(z_1) \otimes \cdots \otimes V_{\Lambda_m}(z_m)\) with some \(m \geq 1\) that we will later send to infinity, and \(e^{(1)} = e_{n_1} \otimes \cdots \otimes e_{n_m}\).

Straightforward computations using (2.3) give (it is also useful to remember that \(|K| = n_0 + n - N\) and \(h^{(0)} = \Lambda_0 - 2N\))

\[
\Gamma(2\eta(n - |K|)) \left[ d_0^{(n_0)}(v_K) \right] = \prod_{k \in K} f(z_0 - v_k + (-\Lambda_0 + 1 + 2n_0)\eta) \cdot \prod_{i=N}^{n+n_0-1} f(\lambda + 2\eta(i - \Lambda_0))
\]

\[
\Gamma(-2\eta h^{(0)}) \left[ d_1(v_K) \right] = \prod_{j=1}^{m} \prod_{k \in K} f(z_j - v_k + (-\Lambda_j + 1)\eta) \cdot \prod_{i=N}^{n+n_0-1} f(\lambda + 2\eta(i + N - \Lambda_{1,m}))
\]

\[
\prod_{i \in K} \tilde{b}_0(v_i) e_{n_0} = \prod_{j=1}^{N-n_0} (-1)^{j} f(2\eta) f(\lambda + 2\eta(\lambda - h^{(0)})) \cdot \prod_{i \in K} f(-\lambda + z_0 - v_i + (\Lambda_0 - 1)\eta + 2\eta - 2\eta N) f(z_0 - v_i + (\Lambda_0 + 1)\eta) e_{n_0}
\]

Finally, we use Lemma 5.3 to write \(\Gamma(2\eta(|K| - h^{(0)})) \left[ \prod_{i \in K} \tilde{c}_1(v_i) \right] e^{(1)}\). The shift of \(\lambda\) we represent in the form \(2\eta(|K| - h^{(0)}) = 2\eta(n + n_0 + N) - \Lambda_0\), and the match of notation with Lemma 5.3 is as follows:

\[
k_j = n_j, \quad 1 \leq j \leq m, \quad p = n - |K| = N - n_0, \quad 2\eta(|K| - h^{(0)}) + \lambda = \lambda + 2\eta(n + n_0 - \Lambda_0).
\]

We obtain

\[
\left\{ \Gamma(2\eta(|K| - h^{(0)})) \left[ \prod_{i \in K} \tilde{c}_1(v_i) \right] e^{(1)}, e_0 \otimes \cdots \otimes e_0 \right\} = \prod_{i=0}^{N-n_0-1} f(\lambda + 2\eta(i + n + n_0 + N - \Lambda_{0,m}))
\]

\[
\times \prod_{i=1}^{m} \prod_{j=0}^{n_i-1} f(2\eta(\Lambda_j - j)) f(\lambda + 2\eta(n + 2n_{ci} + n_i + j - \Lambda_{1,i,j})) f(\lambda + 2\eta(n + 2n_{ci} + 1 + j - \Lambda_{0,i,j})) \cdot (-1)^{N-n_0}
\]

\[
\times \sum_{\sigma: \{1, \ldots, N-n_0\} \sigma \text{ is a bijection}} \sigma \left( \prod_{i<j} f(v_i - v_j + 2\eta) \prod_{i=1}^{N-n_0} \tilde{\phi}_i(v_i) f(\lambda + 2\eta n - v_i + p_{\nu_i} + 2\eta + 4\eta(N - i) - 2\eta \Lambda_{0,\nu_i}) \right).
\]

We need to substitute all these expressions into (5.11), multiply by (see (3.4))

\[
\prod_{i=0}^{m} \prod_{j=1}^{n} f(z_i - v_j + (\Lambda_i + 1)\eta) \cdot \prod_{i=0}^{n-1} f(\lambda + 2\eta(l + 2N - \Lambda_{0,m}))
\]
and send \( m \to \infty \) (this limit transition amounts to a stabilization at large enough \( m \)). It is now straightforward to see that we arrive at (5.4). □

6. Orthogonality relations

We would like to think of the functions \( \{B_{\mu}(\lambda; u_1, \ldots, u_M)\mid \mu \text{ is a signature of length } M\} \), explicitly given by (5.3), as of a \( \lambda \)-dependent, Fourier-like basis in a suitable space of functions in \( u_1, \ldots, u_M \). This should entail two types of statements - completeness (any function from the space can be written as a linear combination of \( B_{\mu} \)'s) and orthogonality with respect to some inner product. Cauchy identities similar to our (4.8) are useful in proving both. Let us illustrate how this might work on a simple example.

Consider the simplest one-variable Cauchy identity of the form

\[
\sum_{n=0}^{\infty} z^n w^{n+1} = \frac{1}{w - z}, \quad \left| \frac{z}{w} \right| < 1.
\]

By shifting the summation index towards \(-\infty\), we can write

\[
\sum_{n=-M}^{\infty} z^n w^{n+1} = \frac{w^M}{z^M} \frac{P(z)Q(w)}{z^M w - z}, \quad \left| \frac{z}{w} \right| < 1.
\]

Now take contour integrals in \( z \) and \( w \) (over positively oriented circles with \( |z| < |w| \)) of both sides of this relation multiplied by \( P(z)Q(w) \), where \( P \) and \( Q \) are Laurent polynomials. Then in the left-hand side we obtain the same result for any \( M \gg 1 \), and in the right-hand side the \( w \) contour can be shrunk to zero, thus picking the residue at \( w = z \). Hence,

\[
\oint_{n=-\infty}^{\infty} \oint_{w=1} P(z)Q(w) \frac{dz}{2\pi i} \frac{dw}{2\pi i} = \oint_{z=1} P(z)Q(z) \frac{dz}{2\pi i}.
\]

The convergence condition \( |z| < |w| \) is irrelevant for the left-hand side because the sum over \( n \) now contains only finitely many terms. This implies

\[
\sum_{n=-\infty}^{\infty} z^n \oint_{w=1} Q(w) \frac{dw}{2\pi i} = Q(z),
\]

which is a (in this case, obvious) completeness statement for the basis \( \{z^n\}_{n \in \mathbb{Z}} \), and can also be rewritten as a biorthogonality relation

\[
\sum_{n=-\infty}^{\infty} \frac{z^n}{w^{n+1}} = \delta(w - z).
\]

To get another (bi)orthogonality relation, integrate both sides of the above identity against \( w^m \frac{dw}{2\pi i}, \ m \in \mathbb{Z} \). Since \( \{z^n\}_{n \in \mathbb{Z}} \) are linearly independent, we obtain

\[
\oint_{|w| = \text{const}} w^m (w^{-1})^n \frac{w^{-1} dw}{2\pi i} = \delta_{m,n}.
\]

This identity, of course, also readily follows from the Cauchy’s integral formula.

The above program was fully realized for simpler versions of the \( B_{\mu} \)'s arising from the (inhomogeneous higher spin) six vertex model in [15, Section 7]. It might be possible to do the same for the \( B_{\mu} \)'s as well, but we will not pursue that here. Instead, we will focus on an analog of (6.1) that we originally derived from (4.8) using the arguments that are very similar to the ones above.
To formulate a statement we will need integration contours that only exist under certain restrictions on the parameters; let us state them\(^8\).

**Definition 6.1.** For any \( M \geq 1 \), we say that the parameters \( \tau, \eta, \{ z_i \}_{i \geq 0}, \{ \Lambda_1 \}_{i \geq 0} \) are admissible if there exists a fundamental parallelogram \( D \) of \( \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z}) \) (or a fundamental strip of \( \mathbb{C}/\mathbb{Z} \) in the trigonometric case) such that \( \{ p_i \}_{i \geq 0} \) and \( \{ q_i \}_{i \geq 0} \) of (5.1) form collections of points in \( D \) with points in each collection being close enough to each other, and \( \eta \) is small enough, so that there exist (positively oriented) contours \( \gamma_1, \ldots, \gamma_M \subseteq D \) such that \( \gamma_M \) includes all the \( p_i \)'s, \( \gamma_{M-1} \) includes \( \gamma_M + 2\eta \) (which is the image of \( \gamma_M \) under \( z \mapsto z + 2\eta \)), \ldots, \( \gamma_1 \) includes \( \gamma_2 + 2\eta \), and none of the \( \gamma_i \)'s includes any of the \( q_j \)'s. See Figure 3.

**Theorem 6.2.** Fix \( M \geq 1 \) and assume our parameters are admissible in the sense of Definition 6.1. Then for any \( \mu = (\mu_1 \geq \cdots \geq \mu_M \geq 0) = 0^{m_0}1^{m_1} \cdots, \nu = (\nu_1 \geq \cdots \geq \nu_M \geq 0) \) we have

\[
\int_{\gamma_1} \cdots \int_{\gamma_M} B_\mu(\lambda; u_1, \ldots, u_M) \times \prod_{i<j} \frac{f(u_i - u_j)}{f(u_i - u_j - 2\eta)} \prod_{i=1}^M \psi_\nu(u_i) f(\lambda - u_i + p_{\nu_i} + 2\eta + 4\eta(M - i) - 2\eta\Lambda_{0,0}) \frac{du_i}{2\pi i} = c_\mu \cdot 1_{\lambda = \mu},
\]

where the integration contours \( \{ \gamma_i \}_{i=1}^M \) are as in Definition 6.1, \( \psi_\nu(v) \) is defined in (5.2), and

\[
c_\mu = c_\mu(\lambda) = \frac{(f(2\eta))^M}{(f'(0))^M \prod_{i=0}^{M-1} f(\lambda + 2i \eta)} \times \prod_{i=0}^{m_i-1} \prod_{j=0}^{m_i} \frac{f(\lambda + 2\eta(2m_{ci} + m_i + j - \Lambda_{0,i})) f(\lambda + 2\eta(2m_{ci} + 1 + j - \Lambda_{0,i}))}{f(2\eta(\Lambda_i - j))}.
\]

**Comments.** 1. The statement of the theorem can be extended to \( \mu \) and \( \nu \) being arbitrary signatures, not necessarily nonnegative. For that one needs to modify the formula (5.3) and

---

\(^8\)Our restrictions are sufficient but not necessary; we are not pursuing the most general statement of this form.
the rest of the integrand in (6.2) using

\[
\prod_{i=0}^{k-1} \frac{f(u - p_i)}{f(u - q_i)} = \prod_{i=-\infty}^{k-1} \frac{f(u - p_i)}{f(u - q_i)}, \quad \Lambda_{0,k} = \sum_{i=-\infty}^{k-1} \Lambda_i - \sum_{i=-\infty}^{-1} \Lambda_i.
\]

While the infinite products and sums above may not make sense, canceling infinitely many terms leads to meaningful interpretation of the right-hand sides that one can also use for \(k < 0\). The proof for not necessarily nonnegative \(\mu\) and \(\nu\) remains the same.

2. While (6.2) does not immediately look like an orthogonality relation, it does allow to extract the coefficients of \(B_\mu\)'s in a series, as we will see after the proof of this theorem. To see the connection to orthogonality, assume for a second that the integration contours could be deformed to the same contour without crossing any poles of the integrand. (It is not clear how to do this in general, but in some cases, e.g., in the trigonometric limit, this is actually doable.) Then in the integrand one could replace

\[
\prod_{i,j} \frac{f(u_i - u_j)}{f(u_i - u_j - 2\eta)} \quad \text{by} \quad \prod_{i,j} \frac{f(u_i - u_j)}{f(u_i - u_j - 2\eta)} \cdot \prod_{i,j} \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)}
\]

and then symmetrize the integrand in the \(u\)-variables. As the result, comparing to (5.3), one would see \(B_\mu(\lambda; u_1, \ldots, u_M)\) integrated against another such \(B_\nu\) subject to substitutions

\[
p_i \mapsto 2\eta - q_i, \quad q_j \mapsto 2\eta - p_j, \quad u_k \mapsto 2\eta - u_k \quad \text{for all} \quad i, j, k,
\]
times the ‘orthogonality weight’ \(\prod_{i,j} \frac{f(u_i - u_j)}{f(u_i - u_j - 2\eta)}\); this could be viewed as an analog of (6.1). For a similar re-interpretation in a simpler situation, see [13, Theorem 7.4 and Corollary 7.5].

**Proof of Theorem 6.2.** First, let us check that the integrand of (6.2) is doubly periodic (periods 1 and \(\tau\)), viewed as a meromorphic function in each of the variables \(u_i, 1 \leq i \leq M\).

We employ (5.3) to write \(B_\mu\) as a sum over permutations \(\sigma \in S_M\) and then in each term rewrite all \(u_i\)-dependent factors in the form \(f(u_i + *)\) with various \(*)'s using \(f(-x) = -f(x)\). Since there are always equally many factors of this type in the numerator and denominator, the first relation of (2.2) implies the periodicity with period 1. The second relation of (2.2) will imply the periodicity with period \(\tau\) if we show that the total sum of \(*'s in \(f(u_i + *)\)’ s in the numerators is equal to the similar sum in the denominator.

First consider the term corresponding to \(\sigma = \text{id}\). Then all cross-terms involving two \(u_i\)'s cancel out, and the needed equality is immediately visible by a direct inspection (relations (5.1) need to be used). Further, as we modify the permutation by multiplying it by an elementary transposition, we swap two neighboring variables. In the cross-terms, this leads to a single change of the form

\[
\frac{f(u_k - u_i - 2\eta)}{f(u_k - u_i)} \rightarrow \frac{f(u_i - u_k - 2\eta)}{f(u_i - u_k)} = \frac{f(u_k - u_i + 2\eta)}{f(u_k - u_i)}.
\]

Hence, \(u_k\) gains an extra \(4\eta\) in the sum of the numerator \(*'s, and \(u_i\) loses the same \(4\eta\). The only other contribution that changes is \(4\eta(M - i)\) in the right-hand side of (5.3). It is readily seen to produce a compensatory effect, offsetting the sum of \(*'s by exactly the opposite amount. For example, when we pass from \(\sigma = \text{id}\) to \(\sigma = (12)\) we observe the change

\[
\frac{f(u_1 - u_2 - 2\eta)}{f(u_1 - u_2)} f(u_1 + \cdots + 4\eta(M - 1)) f(u_2 + \cdots + 4\eta(M - 2))
\]
and the total sum of shifts of $u_1$ and $u_2$ did not change. Thus, the double periodicity of the integrand of (6.2) is verified.

The next step is to prove that the left-hand side of (6.2) vanishes if $\mu \neq \nu$. This is a nontrivial combinatorial argument that is, however, completely analogous to the proof of [12, Lemma 3.5], see [13, Lemma 7.1] for a more generic statement. The periodicity of the integrand allows us to move $u$-contours from ‘surrounding $p_i$’s’ to ‘surrounding $q_j$’s’ position, because the total integral along the boundary of any fundamental parallelogram is 0. Keeping in mind that $f(z)$ has a single simple zero in each fundamental parallelogram of $\mathbb{C}/(\mathbb{Z} + \tau\mathbb{Z})$, we literally repeat the arguments of the above cited lemmas to reach the desired conclusion.

The final step is the computation of the ‘squared norm’ $\tilde{c}_\mu$. A part of the proof of [12, Lemma 3.5] shows that for $\mu = \nu$, the integral (6.2) splits into a product of similar integrals corresponding to the clusters ($\approx$-groups of equal coordinates) of $\mu$. To see how the computation proceeds inside each cluster, let us first assume that $\mu_1 = \cdots = \mu_M = x$. The sum over $S_M$ in the expression (5.3) for $B_\mu$ is then computed via Lemma 5.2:

\[
\sum_{\sigma \in S_M} \sigma \left( \prod_{i<j} \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)} \right) \cdot \prod_{i=1}^M f(\lambda + u_i - q_x + 2\eta + 4\eta(M - i) - 2\eta\Lambda_{[0,x]}) = \prod_{i=1}^M \frac{f(2\eta i) f(\lambda + u_i - q_x + 2\eta(M - \Lambda_{[0,x]}))}{f(2\eta)};
\]

this is very similar to the application of Lemma 5.2 right after its statement. Hence, the left-hand side of (6.2) now takes the form (we take into account the prefactor of the sum in (5.3))

\[
\frac{(-1)^M (f(2\eta))^M}{\prod_{i=0}^{M-1} f(\lambda + 2\eta i)} \oint_{\gamma_1} \cdots \oint_{\gamma_M} \prod_{i<j} \frac{f(u_i - u_j - 2\eta)}{f(u_i - u_j)} \times \prod_{i=1}^M \frac{f(\lambda + u_i - q_x + 2\eta(M - \Lambda_{[0,x]})) f(\lambda - u_i + p_x + 2\eta + 4\eta(M - i) - 2\eta\Lambda_{[0,x]})}{f(u_i - p_x) f(u_i - q_x)} \frac{du_i}{2\pi i};
\]

We can now sequentially evaluate the integrals by computing the residues, starting with the inner most one. Computing $\text{Res}_{u_M = p_x}$ gives, writing only the terms that depended on $u_M$,

\[
\frac{1}{f''(0)} \prod_{i=1}^{M-1} \frac{f(u_i - p_x)}{f(u_i - p_x - 2\eta)} \cdot \frac{f(\lambda + 2\eta(M - \Lambda_{[0,x]})) f(\lambda + 2\eta - 2\eta\Lambda_{[0,x]})}{f(-2\eta\Lambda_x)}.
\]

Since $\prod_{i=1}^{M-1} \frac{f(u_i - p_x)}{f(u_i - p_x - 2\eta)} \prod_{i=1}^{M-1} (f(u_i - p_x))^{-1} = \prod_{i=1}^{M-1} (f(u_i - p_x - 2\eta))^{-1}$, the poles of the integrand are now at $u_i = p_x + 2\eta$, and the next residue that we take is $\text{Res}_{u_{M-1} = p_x + 2\eta}$. The $u_{M-1}$-dependent factors give

\[
\frac{1}{f''(0)} \prod_{i=1}^{M-2} \frac{f(u_i - p_x - 2\eta)}{f(u_i - p_x - 4\eta)} \cdot \frac{f(\lambda + 2\eta(M + 1 - \Lambda_{[0,x]})) f(\lambda + 4\eta - 2\eta\Lambda_{[0,x]})}{f(2\eta - 2\eta\Lambda_x)}.
\]
Next, we compute residues at $u_{M-2} = p_x + 4\eta, \ldots, u_1 = p_x + 2(M - 1)\eta$ (in this order) to conclude that the integral in (6.5) equals

$$\frac{(-1)^M}{(f'(0))^M} \prod_{j=0}^{M-1} \frac{f(\lambda + 2\eta(j + M - \Lambda_{[0,x]})) f(\lambda + 2\eta(j + 1 - \Lambda_{[0,x]}))}{f(2\eta(\lambda - j))}.$$ 

Going back to the case of the general $\mu = 0^m 1^m 2^m \ldots$, we observe that the computation for the $j$th cluster is exactly the same with $M$ replaced by $m_j$ (the size of the $j$th cluster), and $\lambda$ shifted by $4\eta m_{<j}$, because $(M - i)$ in [5.3] takes values $m_{<j} + \{0,1,\ldots,m_{j} - 1\}$ when $\mu_i$ belongs to the $j$th cluster. This completes the proof of Theorem 6.2. \hfill \Box

As was mentioned in Comment 2 after Theorem 6.2, (6.2) can be used to extract the coefficients of $B_\mu$ from their linear combinations. Let us check how this works for the Cauchy identity (4.8). The coefficients of the $B_\mu$'s are essentially the $D_\mu$'s; hence, this should produce an integral representation for latter. Rather than justifying this type of an argument (which is not difficult but requires analytic control on the convergence of the Cauchy identity), we will directly verify that the resulting integral representation is indeed valid by showing that it is equivalent to the part (ii) of Theorem 5.1.

**Proposition 6.3.** Fix $N \geq 1$, and assume our parameters are admissible in the sense of Definition 6.1 with $M = N$. Take $n \geq 1$, and let $\nu_1,\ldots,\nu_n$ be complex numbers that lie inside the fundamental parallelogram used in Definition 6.1 but outside the contour $\gamma_1$. Then for any $\nu = (\nu_1 \geq \cdots \geq \nu_N \geq 0) = 0^m 1^m 2^m \ldots$ we have

$$D_\nu(\lambda - 2\eta; \nu_1, \ldots, \nu_n) = \frac{(-1)^N (f(2\eta))^N}{\prod_{i=n}^{N-1} f(\lambda + 2\eta i) \cdot c_\nu(\lambda)} \oint_{\gamma_1} \cdots \oint_{\gamma_N} \prod_{i<j} \frac{f(u_i - u_j)}{f(u_i - u_j - 2\eta)} \times \prod_{i=1}^{N} \left( \psi_{\nu_i}(u_i) f(\lambda - u_i + p_{\nu_i} + 2\eta + 4\eta(N - i) - 2\eta\Lambda_{[0,\nu_i]}) \right) \times \frac{f(\lambda + u_i - q_0 + 2\eta(N - n_i))}{f(u_i - q_0)} \prod_{j=1}^{n} \frac{f(u_i - v_j + 2\eta)}{f(u_i - v_j)} \right) \frac{du_i}{2\pi i},$$

where $c_\nu(\lambda)$ is as in (6.3).

**Proof.** We will establish the equality of the right-hand side of (6.6) and that of (5.4). The contours $\gamma_j$ with $j = N, N-1, \ldots, N-n_0 + 1$ will be shrunk to $p_0$ (in that order); they correspond to the 0th cluster of $\nu$. The other $\gamma_j$'s will be expanded to surround the $q_j$'s. As the integrand will have no poles there, we would only need to take into account the poles of the form $u_i = v_j$ that we encounter along the way. In order to do manipulations of this sort, we first need to check the double periodicity of the integrand viewed as a function in each of the $u_i$'s.

As in the periodicity check in the proof of Theorem 6.2, for a given $u_i$ we write all the $u_i$-dependent factors in the form $f(u_i + \ast)$. We then need to verify that the sum of $\ast$'s in the numerator is exactly the same as the similar sum in the denominator, which is immediate (one needs to use (5.1) along the way).
Let us now start taking the residues. Looking at the residue at \( u_N = p_0 \) and writing out the factors that depend on \( u_N \) we obtain
\[
\prod_{i=1}^{N-1} \frac{f(u_i - p_0)}{f(u_i - p_0 - 2\eta)} \cdot \frac{f(\lambda + 2\eta)}{f'(0)} \cdot \frac{f(\lambda - 2\eta\Lambda_0 + 2\eta(N-n))}{f(-2\eta\Lambda_0)} \cdot \prod_{j=1}^{n} \frac{f(v_j - p_0 - 2\eta)}{f(v_j - p_0)}.
\]
The next relevant residue is at \( u_{N-1} = p_0 + 2\eta \) (assuming that \( n_0 \geq 2 \), and the \( u_{N-1} \)-dependent terms give
\[
\prod_{i=1}^{N-2} \frac{f(u_i - p_0 - 2\eta)}{f(u_i - p_0 - 4\eta)} \cdot \frac{f(\lambda + 4\eta)}{f'(0)} \cdot \frac{f(\lambda - 2\eta\Lambda_0 + 2\eta(N-n+1))}{f(2\eta - 2\eta\Lambda_0)} \cdot \prod_{j=1}^{n} \frac{f(v_j - p_0 - 4\eta)}{f(v_j - p_0 - 2\eta)}.
\]
After taking the total of \( n_0 \) residues at \( u_{N-i} = p_0 + 2\eta i \), \( 1 \leq i \leq n_0 \), we see that the right-hand side of \( (6.6) \) is equal to
\[
\prod_{i=1}^{n-1} \frac{f(\lambda + 2\eta(i + 1))}{f'(0)} \cdot \frac{f(\lambda - 2\eta\Lambda_0 + 2\eta(N-i))}{f(2\eta\Lambda_0 - i)} \cdot \frac{(-1)^{N-n_0}(2\eta)^N}{\Pi_{i=1}^{n-1} f(\lambda + 2\eta i) c_{\nu}(\lambda)} \prod_{j=1}^{n} \frac{f(v_j - p_0 - 2\eta n_0)}{f(v_j - p_0)}
\times \int_{\gamma_1} \cdots \int_{\gamma_{N-n_0}} \prod_{i<j} \frac{f(u_i - u_j)}{f(u_i - u_j - 2\eta)} \prod_{i=1}^{n-\nu} \psi_{\nu}(u_i) \frac{f(\lambda - u_i + p_{\nu_i} + 2\eta + 4\eta(N - i) - 2\eta\Lambda_{[0,\nu_i]})}{f(u_i - q_0)} \prod_{j=1}^{n} \frac{f(u_i - v_j + 2\eta)}{f(u_i - v_j)} du_i 2\pi i. \tag{6.7}
\]

The \( \nu_i \)'s that remain in the integral are all \( \geq 1 \), thus the integrand has no poles at \( u_i = q_0 \), \( 1 \leq i \leq N - n_0 \). Let us deform the outer-most contour \( \gamma_1 \) to the boundary of the fundamental parallelogram of Definition \[6.1\]. The integral along that boundary vanishes (because of the double periodicity of the integrand), and hence the result is the negative sum of the residues at \( u_1 = v_1 \), \( 1 \leq t \leq n \). Looking at \( -\text{Res}_{u_1=v_t} \), let us record the \( u_1 \)-dependent terms (including the \( -1 \) in front of the residue):
\[
(-1) \prod_{j=2}^{N-n_0} \frac{f(v_t - u_j)}{f(v_t - u_j - 2\eta)} \cdot \psi_{\nu_1}(v_t) \frac{f(\lambda - v_t + p_{\nu_1} + 2\eta + 4\eta(N - 1) - 2\eta\Lambda_{[0,\nu_1]})}{f(v_t - q_0)} \cdot \frac{f(2\eta)}{f'(0)} \prod_{j=1}^{n} \frac{f(v_t - v_j + 2\eta)}{f(v_t - v_j)}. \]

Substituting this expression into \( (6.7) \) we see that all factors of the form \( f(u_i - v_t) \) for \( 2 \leq i \leq (N - n_0) \) cancel out, and the remaining integrand is of the same kind as the original one, but with \( u_1 \) and \( v_t \) removed. Repeating the same computation the total of \((N - n_0)\) times, we obtain that the integral in \( (6.7) \) together with the last product in the first line equals (uniting all \( t \)'s that we meet when computing residues at \( u_i = v_t \) into a set \( I \subset \{1, \ldots, n\} \))
\[
\left( \frac{f(2\eta)}{f'(0)} \right)^{N-n_0} \sum_{I \subseteq \{1, \ldots, n\}} \prod_{j \notin I} \frac{f(v_j - p_0 - 2\eta n_0)}{f(v_j - p_0)} \prod_{i \in I} f(\lambda + v_1 - q_0 + 2\eta(N - n_1)) \prod_{j \notin I} \frac{f(v_j - v_i - 2\eta)}{f(v_j - v_i)}.
\]
Substituting this into (6.7) and using (6.3) yields (5.4) after elementary cancellations (note the additional shift of \( \lambda \) in the left-hand side of (6.6)).

7. Graphical representation: an IRF model

In the context of the (higher spin) six vertex model, see, e.g., [15, Sections 2-3] for a detailed description, the action of the traditional algebraic Bethe ansatz \( A, B, C, D \) operators (the matrix elements of the monodromy matrix) on the basis vectors in an evaluation Verma module are commonly pictured by vertices of the square lattice together with a collection of arrows entering and exiting the vertex, see Figure 4. This action is similar to (and is a degeneration of) our (2.3). For each vertex, the number of incoming arrows from the bottom corresponds to the index of the basis vector \( e_k \) that an operator is being applied to, the number of outgoing arrows at the top corresponds to the index of the resulting basis vector \( e_l \) with \( l \in \{k - 1, k, k + 1\} \), and the weight associated to the vertex is equal to the coefficient of the \( e_l \). The left edge may be occupied by a single incoming arrow, the right edge may be occupied by a single outgoing arrow, and their joint configuration determines which of the four operators \( A, B, C, D \) is acting. Note that the total number of the incoming arrows is always equal to the total number of the outgoing ones.

There is also a spectral parameter (similar to \( w \) in (2.3)) that is associated to the row in which the vertex is located, and also a spin (or a highest weight) parameter and an inhomogeneity parameter associated to its column (similar to \( \Lambda \) and \( z \) in (2.3)). If the spin parameter is such that the corresponding Verma module has an irreducible finite-dimensional quotient, one speaks about a finite spin model and restricts the multiplicity of the vertical arrows to the indices of the basis vectors in this finite-dimensional quotient (the action of \( A, B, C, D \) is also considered in this quotient). The case of dimension 2 quotient, often referred to as the spin \( \frac{1}{2} \) situation, leads to six possible vertex types, i.e., to the six vertex model.

Taking tensor products of highest weight modules corresponds to stacking vertices horizontally, while taking compositions of the \( A, B, C, D \) operators corresponds to stacking vertices or strips of those vertically. For example, recalling the notation for basis vectors in tensor products of evaluation Verma modules from Section 3, the coefficient of \( E_\nu \) in a composition of four \( B \)-operators applied to \( E_\mu \) can be represented as the sum of products of all vertex weights over the configurations pictured in Figure 5, where the boundary conditions, i.e., the arrows at the edges of the rectangle, are fixed, while the types of the inside vertices may vary. The spectral parameters of the \( B \)-operators correspond to the rows of the rectangle (their order is
immaterial because these operators commute), while the spin and inhomogeneity parameters correspond to the columns and describe the modules in whose tensor product the action is happening. Note that the empty vertices can be ignored if they have weight 1, i.e. the $A$-operators are normalized so that $A e_0 = e_0$.

We would like to extend this convenient graphical interpretation to the action of the operators $a, b, c, d$ of (2.3). The basic difficulty lies in the presence of the additional parameter $\lambda$. It can be taken into account with the help of an Interaction-Round-a-Face model (IRF model, for short), see e.g. [6, Chapter 13] for a general discussion of such models. The name Solid-on-Solid or SOS model is also used.

As a first step, we replace the elementary vertices of Figure 4 by $2 \times 2$ plaquettes that surround the vertex, see Figure 6. We place a parameter in each of the four unit squares; we shall call it the dynamic parameter or the filling of a unit square.

The top left filling in the plaquettes of Figure 6 is always chosen as $\lambda$; it corresponds to the $\lambda$ used in the definition of the action in (2.3). The other three fillings are determined by the following rules: (a) crossing a $k$-fold vertical arrow left-to-right adds $4\eta k - 2\eta \Lambda$ to the dynamic parameter, where $\Lambda$ is the parameter of the evaluation Verma module associated to the column in which the arrow lives; (b) crossing a $\delta$-fold arrow top-to-bottom ($\delta$ is either 0 or 1) adds $(2\delta - 1)2\eta$ to the dynamic parameter. Figure 6 shows that these rules are consistent.

As before, we also have a spectral parameter $w$ associated to the row of the vertex, as well as the highest weight parameter $\Lambda$ and an inhomogeneity parameter $z$ associated to the column of the vertex. They are all used in evaluating the weight of the plaquette, which, by definition, is the coefficient of $e_*$ in the right-hand side of (2.3).
Observe that once we know the fillings of the unit squares, the arrows can be removed from the picture because they can be reconstructed uniquely. Further, one can assign these fillings to the vertices of the dual square lattice, and the weight of the plaquette (which becomes an elementary square of the dual lattice) is determined by the fillings of the four vertices surrounding it. This explains the ‘Interaction-Round-A-Face’ term. However, it will be more convenient for us to work with the original lattice and the arrows on its edges.

The case of \( \Lambda = 1 \) deserves a special attention — it corresponds to the dimension 2 irreducible quotient of \( V_\Lambda(z) \), and thus extends the six vertex model. The six possibilities for the plaquettes in this case are pictured in Figure 7. Note that the fillings of neighboring unit squares always differ by \( \pm 2\eta \).

It is immediate to verify that tensor products (2.8) are modeled by stacking the plaquettes horizontally, and compositions of operators (2.4) correspond to stacking the plaquettes vertically, thus directly extending the graphical interpretation for the higher spin six vertex model discussed above. One only needs to make sure that the top-left unit square of the resulting rectangle (painted blue in Figure 5) is filled by \( \lambda \). As an example, we have the following statement.

**Proposition 7.1.** For any nonnegative signatures \( \nu \) and \( \mu \), the coefficient \( B_{\nu/\mu}(\lambda; w_1, \ldots, w_n) \) is equal to the sum of products of weights of all plaquettes over all possible vertex configurations of the type pictured in Figure 5 with the prescribed boundary conditions, \( n \) rows, row spectral parameters \( w_1, \ldots, w_n \), and the (painted) top left unit square filled by \( \lambda \) (the dynamic parameters of the other boxes is then uniquely reconstructed from the vertex configuration).

Note that in the finite spin case, \( \Lambda_j \equiv I + (m + l\tau)/2\eta \) for \( I \geq 0, m, l \) all integers, if \( \nu \) in the above proposition has no parts of multiplicity \( \geq (I + 1) \), then no path configuration with a vertical edge of multiplicity \( \geq (I + 1) \) can give to a nonzero contribution to \( B_{\nu/\mu}(\lambda; w_1, \ldots, w_n) \). This is due to the vanishing of the right-hand side of the third relation in (2.3) for \( k = I + 1 \) because of the \( f(2(\Lambda + 1 - k)\eta) \) factor.

8. A pre-stochastic IRF model

In what follows we shall call a parameter-dependent matrix pre-stochastic if it becomes stochastic when the parameters are such that all its matrix elements are nonnegative. In other words, a pre-stochastic matrix is a matrix all of whose row-sums are equal to one. Similarly, we shall use the term ‘pre-stochastic’ for other objects that become stochastic or probabilistic under the condition of nonnegativity of some relevant quantities.

The relation (4.6) states that the matrix with rows parameterized by signatures \( \nu \) of length \( \ell(\nu) = N \geq 1 \), columns parameterized by signatures \( \kappa \) of length \( \ell(\kappa) = N + 1 \), and matrix
The skew-function $B_{\kappa/\nu}(\lambda; u)$ is a local quantity — it can be obtained by multiplying weights of the plaquettes stacked horizontally in a single row, see the previous section. On the other hand, $D_\nu(\bullet; v_1, \ldots, v_l)$ and $D_\kappa(\bullet; v_1, \ldots, v_l)$ in the above expression are in general highly nonlocal, cf. Theorem 5.1(ii). We will thus look for a way of simplifying these quantities.

What we do next mimics, to a large extent, the remarkable ‘specialization $\rho$’ introduced in Sections 6.3 in the context of the higher spin six vertex model. Observe that the way that the $v_j$’s enter the integrand of the integral representation (6.6) is through the product of factors of the form $f(u_i - v_j + 2\eta)/f(u_i - v_j)$ (which, in view of the orthogonality Theorem 6.2, come from the right-hand side of the Cauchy identity (4.8)). We can simplify this product by the following substitution:

$$\left( \prod_{i,j=1}^n \frac{f(u_i - v_j + 2\eta)}{f(u_i - v_j)} \right)_{(v_1, \ldots, v_n) = (v, v - 2\eta, \ldots, v - 2\eta (n - 1))} = \prod_i \frac{f(u_i - v + 2\eta m)}{f(u_i - v)}. \quad (8.2)$$

Next, we choose $v = p_0 + 2\eta m$ so that $f(u_i - v + 2\eta) = f(u_i - p_0) = \psi_0(v)$, which simplifies the integrand of (6.6) further if the signature $\nu$ has zero parts. The last step is to get rid of the $n$-dependence in the integrand, which is contained in the expression (the denominator is from (8.2))

$$\prod_i \frac{f(\lambda + u_i - q_0 + 2\eta (N - n))}{f(u_i - p_0 - 2\eta m)} \cdot \quad (8.3)$$

One possibility is to assume that $2\eta$ is an element of $\mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z})$ of finite order, i.e., $f(z + 2\eta m) = f(z)$ for any $x \in \mathbb{C}$ and some $m \in \mathbb{Z}$. This is certainly very interesting, and we hope to return to this case in a future work, but this is not what we consider below.

Instead, we will now restrict ourselves to the trigonometric case arising as $\tau \to +i\infty$, i.e., from now on we assume that $f(x) = \sin \pi x$, cf. Section 2. Then, assuming $\eta \notin \mathbb{R}$, we can actually take a limit of (8.3) as $n \to \infty$ and obtain a constant. Since the value of this constant is irrelevant to us, we will simply replace (8.3) by 1. There is also an $n$-dependent prefactor of the integral in the right-hand side of (6.6), which can be removed by passing from $D_\nu$’s to $D_\nu^{\text{norm}}$’s of (4.5). This leads the following definition of the ‘specialization $\rho$’.

**Definition 8.1.** In the trigonometric case $f(z) = \sin \pi z$, and assuming the admissibility of the parameters in the sense of Definition 6.1, we define, for any $\nu = (\nu_1 \geq \cdots \geq \nu_N \geq 0)$, $D_\nu^{\text{norm}}(\lambda; \rho)$ via the following integral, cf. (4.5), (6.6):

$$D_\nu^{\text{norm}}(\lambda; \rho) = \frac{(-1)^N (f(2\eta))^N}{\prod_{i=0}^{N-1} f(\lambda + 2\eta i) \cdot c_\nu(\lambda)} \oint_{\gamma_1} \cdots \oint_{\gamma_N} \prod_{i<j} \frac{f(u_i - u_j)}{f(u_i - u_j - 2\eta)} \times \prod_{i=1}^N \psi_{\nu_i}(u_i) f(\lambda - u_i + p_{\nu_i} + 2\eta + 4\eta (N - i) - 2\eta \Lambda_{\nu_i}) \cdot \frac{f(u_i - p_0)}{f(u_i - q_0)} \frac{du_i}{2\pi i}. \quad (8.4)$$
where \( c_\nu \) is given by (6.3), and the integration contours are as in Definition 6.1. We also agree that \( D_{\emptyset}^{\text{norm}}(\lambda; \rho) = 1 \).

Note that following our logic, by comparison with (6.6) \( D_{\nu}^{\text{norm}}(\lambda; \rho) \) should have been \( D_{\nu}^{\text{norm}}(\lambda-2\eta n; \rho) \), but since we took \( n \) to infinity, we also removed it from the notation.

Let us now check that the result of the above simplification indeed leads to something reasonably simple.

**Proposition 8.2.** In the notation and assumptions of Definition 8.1, for any \( \nu = (\nu_1 \geq \cdots \geq \nu_N \geq 0) \) we have

\[
D_{\nu}^{\text{norm}}(\lambda; \rho) = \mathbf{1}_{\nu \geq 1} \cdot \frac{(-1)^N(f(2\eta))^N}{\pi^N \cdot c_\nu(\lambda)} \cdot \prod_{i=0}^{N-1} \frac{f(\lambda - 2\eta \Lambda_0 + 2\eta(i+1))}{f(\lambda + 2\eta i)},
\]

(8.5)

where \( c_\nu \) is given by (6.3).

**Proof.** We need to evaluate the right-hand side of (8.4). Observe that if \( \nu_N = 0 \), then \( \psi_{\nu_N}(u_N) = 1/(f(u_N-p_0)) \), and the \( u_N \) integration contour \( \gamma_N \) has no singularities inside; hence, the integral vanishes. From now on assume that all \( \nu_i \) are \( \geq 1 \). Then, using the definition (5.2) of \( \psi_\nu(u_i) \), we see that the integrand has no poles at \( u_i = q_0 \), and thus it has no poles outside \( \gamma_1 \) and inside the fundamental strip. Let us now deform the contours to the ‘boundary’ of the fundamental strip one by one starting with \( \gamma_1 \), which is the outermost one.

We deform \( \gamma_1 \) to the (positively oriented) boundary of the rectangle with the left and right sides going along the boundaries of the fundamental strip of Definition 6.1 (it has width 1), and the top and bottom sides joining the strip boundaries at heights \( i u_1 = -M \) and \( i u_1 = M \). The integrals along the boundaries of the strip cancel each other because of the 1-periodicity of the integrand, cf. the beginning of the proof of Theorem 6.2. On the other hand, to evaluate the integrals along the top and bottom sides of the rectangle we send \( M \to \infty \) and use (recall that we are in the trigonometric case with \( f(z) = \sin \pi z \))

\[
\frac{f(x + iy - a)}{f(x + iy - b)} \rightarrow \begin{cases} 
  e^{i\pi(a-b)}, & y \to +\infty, \\
  e^{-i\pi(a-b)}, & y \to -\infty. 
\end{cases}
\]

(8.6)

Hence, the \( u_1 \)-dependent part of the integrand tends, as \( u_1 \to \pm \infty \) along a vertical line \( \Re u_1 = \text{const} \), to

\[- \exp(\pm i\pi(\lambda + 2\eta N - 2\eta \Lambda_0)).\]

Since this expression is independent of \( \Re u_1 \), its integral over the top and bottom sides of the rectangle is simply the negative difference of the corresponding limiting values, which after the normalization by \( 2\pi i \) gives

\[
\sin \pi(\lambda + 2\eta N - 2\eta \Lambda_0) \quad \frac{\pi}{\pi}.
\]

(8.7)

Repeating the argument for integration over \( u_2, \ldots, u_N \) (in that order) yields (8.5). \( \square \)

Specializing into \( \rho \) also simplifies the Cauchy identity (4.8).

**Proposition 8.3.** In the trigonometric case \( f(z) = \sin \pi z \), assuming the admissibility of the parameters in the sense of Definition 6.1, and with \( D_{\nu}^{\text{norm}}(\lambda; \rho) \) as in (8.4) or (8.5), for any
investigate what happens to the pre-stochastic matrix (8.1) when we specialize the

Proof. We just need to take the limit of (4.8). The assumptions make sure that the summation converges uniformly throughout the limit transition. Indeed, one easily sees from Theorem 6.1 that \( B_\nu \) and \( D_\nu \) can be both bounded by \( \text{const}\Sigma^\nu_\kappa \) as \( \nu \) gets large, and by taking \( u_i \)'s close enough to the \( p_j \)'s (that are sufficiently close to each other by the assumptions of Definition 8.1) one makes sure that \( B_\kappa \)'s decay faster than \( D_\nu \)'s may grow.

As we discussed just before Definition 8.1, one uses the integral representation (6.6) for the \( D_\nu \)'s, specializes \( v_j \)'s as in (8.2), and takes \( n \to \infty \) in (8.3). The same specialization and limit transition happens in the right-hand side of (4.8). The integral representation (6.6) readily implies that the series remains uniformly convergent throughout the limit. The condition \( \Delta \eta \neq 0 \) required for the \( n \to \infty \) limit of (8.3) to exist, may be dropped in the end as both sides of (8.8) are analytic in \( \eta \).

Let us now proceed towards the goal declared in the beginning of the section, i.e., let us investigate what happens to the pre-stochastic matrix (8.1) when we specialize the \( v_j \)'s into \( \rho \).

**Definition 8.4.** In the trigonometric case \( f(z) \equiv \sin \pi z \), define the (pre-)stochastic skew \( B \)-functions as

\[
B_{\kappa/\nu}^{\text{stoch}}(\lambda; u_1, \ldots, u_k) = \frac{(-1)^k}{(f(2\eta))^k} \prod_{i=1}^k \frac{f(u_k - q_0)}{f(u_k - p_0)} \cdot \frac{D_{\kappa}^{\text{norm}}(\lambda; \rho)}{D_{\nu}^{\text{norm}}(\lambda + 2\eta k; \rho)} B_{\kappa/\nu}^{\text{norm}}(\lambda; u_1, \ldots, u_k) \quad (8.9)
\]

for any signatures \( \kappa \) and \( \nu \) all of whose parts are \( \geq 1 \), and with \( D_{\nu}^{\text{norm}}(\lambda; \rho) \) as in (8.5).

One readily sees that these functions satisfy the same branching relation (3.2) as the usual skew \( B \)-functions. Also, since \( D_{\nu}^{\text{norm}}(\lambda, \rho) \equiv 1 \) (which is natural given that \( D_{\nu}^{\text{norm}}(\lambda, v_1 \ldots, v_n) \equiv 1 \), cf. (4.9), (4.5)), we see that (8.8) can be restated as \( \sum_\kappa B_{\kappa/\nu}^{\text{stoch}}(\lambda; \rho) = 1 \). This is a special case of the following more general statement that also justifies the superscript in the notation for the \( B_{\kappa/\nu}^{\text{stoch}} \)'s.

**Proposition 8.5.** In the trigonometric case \( f(z) = \sin \pi z \), and assuming the admissibility of the parameters in the sense of Definition 6.1, for any \( k \geq 1 \) and any signature \( \nu \) all of whose parts are \( \geq 1 \), we have

\[
\sum_\kappa B_{\kappa/\nu}^{\text{stoch}}(\lambda; u_1, \ldots, u_k) = 1. \quad (8.10)
\]

Proof. Very similarly to the proof of Proposition 8.3 above, the result is obtained by taking the same limit transition of the Pieri type identity (4.6). This leads to the special case of (8.10) with \( k = 1 \), and the general case follows from the branching rule (3.2).

The skew \( B \)-functions can be defined via products of (local) plaquette weights in an IRF model, as stated in Proposition 7.1. The main result of the present section is a similar representation for the \( B_{\kappa/\nu}^{\text{stoch}} \)'s given below.
Theorem 8.6. Define the (pre-)stochastic weights of the four types of plaquettes in Figure 6 as the following four expressions, respectively (cf. (2.3)):

\[
\begin{align*}
    a_k^{\text{stoch}}(\lambda; w) &= \frac{f(z - w + (\Lambda + 1 - 2k)\eta)}{f(z - w + (\Lambda + 1)\eta)} \cdot \frac{f(-\lambda + 2(\Lambda + 1 - k)\eta)}{f(-\lambda + 2(\Lambda + 1 - 2k)\eta)}, \\
    b_k^{\text{stoch}}(\lambda; w) &= \frac{f(-\lambda + z - w + (\Lambda - 2k)\eta)}{f(z - w + (\Lambda + 1)\eta)} \cdot \frac{f(2k\eta)}{f(2(\lambda - 1 - 2k)\eta)}, \\
    c_k^{\text{stoch}}(\lambda; w) &= \frac{f(-\lambda + z - w + (\Lambda + 1 - 2k)\eta)}{f(z - w + (\Lambda + 1)\eta)} \cdot \frac{f(2(\lambda - 1)\eta)}{f(-\lambda + 2(\Lambda + 1 - 2k)\eta)}, \\
    d_k^{\text{stoch}}(\lambda; w) &= \frac{f(z - w + (\Lambda - 1 + 2k)\eta)}{f(z - w + (\Lambda + 1)\eta)} \cdot \frac{f(2(\lambda - 1 + 2k)\eta)}{f(2\lambda\eta)} .
\end{align*}
\]

where the spectral parameter \( w \) corresponds to the row in which the center of the plaquette is located, and the highest weight \( \Lambda \) and the inhomogeneity parameter \( z \) correspond to the column in which that center is located.

Then \( B_k^{\text{stoch}}(\lambda; w_1, \ldots, w_k) \) is equal to the sum of products of the stochastic plaquette weights as described by Proposition 7.1, with the only other difference being that the left-most column must have coordinate 1 rather than 0, and the top left unit square is filled with \( \lambda - 2\eta\Lambda_0 \), see Figure 8 for an illustration.

Example 8.7. In the case \( \kappa = (K) \) for some \( K \geq 1 \), and \( \nu = \emptyset \), Theorem 8.6 states that

\[
B_{(K)}^{\text{stoch}}(\lambda; u) = B_{(K)\emptyset}^{\text{stoch}}(\lambda; u) = d_0^{\text{stoch}}(\lambda - 2\eta\Lambda_0, u)d_0^{\text{stoch}}(\lambda - 2\eta\Lambda_{[0,1]}, u)\cdots d_0^{\text{stoch}}(\lambda - 2\eta\Lambda_{[0,K-1]}, u)d_0^{\text{stoch}}(\lambda - 2\eta\Lambda_{[0,K]}, u),
\]

where the factors come from columns 1, 2, \ldots, \( K \), respectively (thus, one has to use the corresponding parameters \( z_i, \Lambda_i, 1 \leq i \leq K \), for them when substituting (8.11)).

The reason we call the weights (8.11) ‘pre-stochastic’ is the following: If one fixes the fillings of the three elementary squares in a \( 2 \times 2 \) plaquette that are located along the plaquette’s bottom and left sides, then the fourth (top-right) filling has two possible values, cf. Figure 6. The pre-stochasticity means that the two corresponding plaquette weights add up to one,
which in terms of \(\text{(8.11)}\) means that

\[
a_k^{\text{stoch}}(\lambda; w) + e_k^{\text{stoch}}(\lambda; w) \equiv 1, \quad b_k^{\text{stoch}}(\lambda; w) + d_k^{\text{stoch}}(\lambda; w) \equiv 1, \tag{8.13}
\]

for all values of the parameters. These identities immediately follow from the following identity for \(f(z) = \sin \pi z\):

\[
f(B - C)f(w - A) = f(A - C)f(w - B) - f(A - B)f(w - C), \quad A, B, C, w \in \mathbb{C}. \tag{8.14}
\]

We call the IRF model with plaquette weights given by \(\text{(8.11)}\) pre-stochastic.

If these weights are actually nonnegative, and one considers the corresponding stochastic IRF model in a domain with prescribed boundary conditions along its left and bottom boundaries (that do not need to be straight), then the random state of the model can be constructed in a Markovian way by moving in the up-right direction from the boundary and sequentially deciding on the fillings of the new unit squares via independent Bernoulli trials corresponding to \(\text{(8.13)}\).

The same iterative procedure of moving away from the bottom-left boundary shows that for the pre-stochastic IRF and for any domain with fixed boundary conditions on its left and bottom boundaries, the partition function is always equal to 1. In particular, when the domain is a half-infinite strip of the form pictured in Figure 8, then, as Theorem 8.6 shows, the equality \(\text{(8.10)}\) is exactly the fact that the partition function is equal to 1, and the assumptions on the parameters are necessary to make sure that the weights of the configurations with paths running infinitely far to the right are infinitesimally small. An important special case is when no arrows enter at the bottom boundary of the strip, and we dedicate a separate definition to it.

**Definition 8.8.** Assuming the weights \(\text{(8.11)}\) are nonnegative, we define the stochastic IRF model in the quadrant as a probability measure on plaquette configurations in the quadrant \(\mathbb{R}_{\geq 0}^2\) (the centers of the plaquettes, which are the inner vertices for the corresponding paths, range over \(\mathbb{Z}_{\geq 1}^2\)) defined in the Markovian way as described above, with no paths entering from the bottom into the vertices of the bottom row \(\mathbb{Z}_{\geq 1} \times \{1\}\), and a single path entering from the left into each vertex of the leftmost column \(\{1\} \times \mathbb{Z}_{\geq 1}\).

The filling of the bottom-left unit box \([0,1]^2\) must also be specified, and denoting it by \(\lambda^{(0)}\) we read from the boundary conditions on paths that the fillings of the unit boxes \([k,k+1] \times [0,1]\) in the bottom row are \((\lambda^{(0)} - 2\eta \Lambda_{1,k})\), while the fillings of the unit boxes \([0,1] \times [k,k+1]\) in the leftmost column are \((\lambda^{(0)} - 2\eta k)\) for any \(k \geq 0\).

Assuming, in addition, that for some \(k \geq 1\) the probability of configurations with paths that have segments of infinite length in rows 1, \ldots, \(k\) is zero, and using the notation \((i_1,k+\frac{1}{2}), (i_2,k+\frac{1}{2}), \ldots (i_k,k+\frac{1}{2})\) with \(i_1 \geq i_2 \geq \ldots i_k \geq 1\) for the \(k\) (random) intersection points of the paths with the horizontal line of coordinate \(k+\frac{1}{2}\), we conclude from Theorem 8.6 that

\[
\text{Prob}\{\kappa = (i_1, \ldots, i_k)\} = B^{\text{stoch}}_k(\lambda^{(0)} - 2\eta(k - \Lambda_0); w_1, \ldots, w_k), \tag{8.15}
\]

where the first argument of the \(B^{\text{stoch}}_k\) in the right-hand side is chosen so that the filling of the unit box \([0,1] \times [k,k+1]\) is \((\lambda - 2\eta \Lambda_0)\), as required by Theorem 8.6.

**Remark 8.9.** In the finite spin case, \(\Lambda_j \equiv I + m/\eta\) for any \(j \geq 1\) and integral \(I \geq 0, m\), no plaquette configuration with a vertical edge occupied by \(\geq (I+1)\) paths can give a nonzero contribution to \(B^{\text{stoch}}_{k/\nu}\) because of the vanishing of the right-hand side of \(\text{(8.11)}\) at \(k = I\).
Similarly, in that case the stochastic IRF model in the quadrant of Definition 8.8 has no vertical edges occupied more than \( I \) paths almost surely. In particular, for \( I = 1 \) (the spin \( \frac{1}{2} \) case), no more than one path can pass through any edge, vertical or horizontal, and the allowed plaquettes have the form pictured in Figure 7.

Remark 8.10. The proof of Theorem 8.6 that we give below does not clarify where the exact expressions for the weights (8.11) came from; let us try to offer an explanation. Denote by \( a_k(\lambda, w), b_k(\lambda, w), c_k(\lambda, w), d_k(\lambda, w) \) the coefficients of \( e_\eta \) in the right-hand sides of (2.3) (these are the plaquette weights in the IRF model of Section 7), and denote by \( \tilde{a}_k(\lambda), \tilde{b}_k(\lambda), \tilde{c}_k(\lambda), \tilde{d}_k(\lambda) \) the respective ratios of (8.11) and the coefficients of (2.3), i.e., \( a^\text{stoch}_k(\lambda, w) = \tilde{a}_k(\lambda)a_k(\lambda, w) \), etc. Observe that we dropped the dependence on the spectral parameter \( w \) in those ratios; indeed, a direct inspection shows that they are \( w \)-independent:

\[
\begin{align*}
\tilde{a}_k(\lambda) &= \frac{f(\lambda)}{f(\lambda - 2(\Lambda + 1 - 2k)\eta)} \frac{f(\lambda + 2k\eta) - f(\lambda - 2(\Lambda + 1 - k)\eta)}{f(\lambda + 2\eta)}, \\
\tilde{b}_k(\lambda) &= \frac{f(\lambda)}{f(\lambda - 2(\Lambda - 1 - 2k)\eta)} \frac{f(2(\Lambda - k)\eta)}{f(2\eta)}, \\
\tilde{c}_k(\lambda) &= \frac{f(\lambda)}{f(\lambda - 2(\Lambda + 1 - 2k)\eta)} \frac{f(2(\Lambda + 1 - k)\eta)}{f(\lambda + 2k\eta)}, \\
\tilde{d}_k(\lambda) &= \frac{f(\lambda)}{f(\lambda - 2(\Lambda - 1 - 2k)\eta)} \frac{f(\lambda + 2(k + 1)\eta)}{f(\lambda - 2(\Lambda - k)\eta)}.
\end{align*}
\]  

(8.16)

If one imagines that a pre-stochastic IRF satisfying Theorem 8.6 exists, then it is natural to assume the existence of such correction coefficients \( \tilde{a}_k(\lambda), \tilde{b}_k(\lambda), \tilde{c}_k(\lambda), \tilde{d}_k(\lambda) \) from (8.1); indeed, the \( D^\text{norm} \) factors are independent of the spectral parameters, and the \( p_0, q_0 \)-dependent factors there are simply responsible for removing the 0th column for passing from Figure 5 to Figure 8. Once we assume this existence, the desired stochasticity relations (8.13) read

\[ \tilde{a}_k(\lambda)a_k(\lambda; w) + \tilde{c}_k(\lambda)c_k(\lambda; w) \equiv 1, \quad \tilde{b}_k(\lambda)b_k(\lambda; w) + \tilde{d}_k(\lambda)d_k(\lambda; w) \equiv 1, \]

and the fact that they must hold for arbitrary \( w \in \mathbb{C} \) uniquely determines possible candidates for \( \tilde{a}_k(\lambda), \tilde{b}_k(\lambda), \tilde{c}_k(\lambda), \tilde{d}_k(\lambda) \). One still needs to verify that Theorem 8.6 holds though.

Proof of Theorem 8.6. We first note that it suffices to consider the single variable case \( k = 1 \); indeed, the case of several variables readily follows by applying the branching rule for the \( B^\text{stoch} \)'s that is identical to the branching rule (3.2) for the usual skew \( B \)-functions, and observing that it agrees with the IRF prescription for computing the \( B^\text{stoch} \)'s as described in Theorem 8.6.

From now one use assume that we are in the single variable case \( k = 1 \).

We use the induction on \( N := \ell(\nu) \). Note that since \( k = 1 \), we must have \( \ell(\kappa) = N + 1 \).

The base of the induction is \( N = 0 \), i.e., \( \nu = \emptyset \) and \( \kappa = (K) \) for some \( K \geq 1 \). The value of \( B^\text{stoch}_{(K)}(\lambda; u) \) according to Theorem 8.6 was computed in (8.12), and similarly we have

\[
B_{(K)}(\lambda; u) = d_0(\lambda, u)d_0(\lambda - 2\eta\Lambda_0, u)\cdots d_0(\lambda - 2\eta\Lambda_{0, K - 1}, u)b_0(\lambda - 2\eta\Lambda_{0, K}, u),
\]

where we used the notation introduced in Remark 8.10 and the factors in the right-hand side correspond to the IRF vertices in columns 0, 1, \ldots, \( K \), respectively. Hence, Theorem 8.6 claims that
\[ \frac{B_{\text{stoch}}(\lambda; u)}{B(\lambda; u)} = \frac{1}{d_0(\lambda, u)} \tilde{d}_0(\lambda - 2\eta\Lambda_0, u) \cdots \tilde{d}_0(\lambda - 2\eta\Lambda_{[0,K-1]}, u) \tilde{b}_0(\lambda - 2\eta\Lambda_{[0,K]}, u) \]

\[ = \frac{f(u - q_0)}{f(u - p_0)} \frac{f(\lambda)}{f(2\eta)} \frac{f(\lambda + 2\eta - 2\eta\Lambda_0)}{f(2\eta\Lambda_k)} \]  

where the factors in the first line correspond to columns 0, 1, \ldots, k, and we used (8.16).

According to Definition 8.4, this needs to be compared to

\[ -f(\lambda) \frac{f(u - q_0)}{f(2\eta)} \frac{D_{\text{norm}}(\lambda; \rho)}{f(u - p_0) D_{\text{norm}}(\lambda + 2\eta; \rho)} \]

(note the appearance of \( f(\lambda) = B_{\text{norm}}(\lambda; u)/B(\lambda; u) \), cf. (4.5)), which is immediate as

\[ D_{\text{norm}}(\lambda; \rho) = \left( \frac{f(\lambda + 2\eta - 2\eta\Lambda_{[0,K]}) f(\lambda + 2\eta - 2\eta\Lambda_{[0,k]})}{f(2\eta\Lambda_k)} \right)^{-1} \cdot f(\lambda + 2\eta - 2\eta\Lambda_0) \]

by (8.5) and (6.3) (we use \( f'(0) = \pi \)), and \( D_{\text{norm}}(\lambda + 2\eta; \rho) \) = 1 by Definition 8.1.

Let us proceed to the induction step \( \ell(\nu) \sim \ell(\nu) + 1 \). Our strategy is the following. We aim to prove that for the IRF representations of \( B_{\kappa/\nu} \) and \( B_{\kappa/\nu}(\lambda; u) \), the contributions coming from equivalent path configurations match. More exactly, we think of the path configurations pictured in Figures 5 and 8 as ‘equivalent’ if they are only different by the 0th column than contains only vertices with one incoming arrow on the left and one outgoing arrow on the right (so that the configurations pictured there are indeed equivalent). The contribution to \( B_{\kappa/\nu}(\lambda; u) \) is the product of the stochastic IRF weights (8.11) corresponding to the configuration in Figure 8. Similarly, the contribution to \( B_{\lambda/\nu}(\lambda; u) \) is the product of the IRF weights of Section 7 corresponding to the configuration in Figure 5 but it needs to be re-normalized according to the right-hand side of (8.9).

In the base case \( \nu = \emptyset \) considered above, there was only one possible path configuration, and our computation above proved the desired match.

In order to increase \( \ell(\nu) \), we will examine the effect of removing the right-most path that joins \( \nu_1 \) and \( \kappa_1 \) in two equivalent path configurations. The new path configurations correspond to a term in the IRF representations for \( B_{\kappa/\nu} \) and \( B_{\bar{\kappa}/\bar{\nu}} \), where \( \bar{\kappa} \) and \( \bar{\nu} \) are obtained from \( \kappa \) and \( \nu \) by removing the largest coordinates \( \kappa_1 \) and \( \nu_1 \), respectively. Note that \( \ell(\bar{\nu}) = \ell(\nu) - 1 \).

Our goal is to verify that as a result of such a removal, the contributions of the two path configurations get modified by the same correcting factor when we compare \( \kappa/\nu \) to \( \bar{\kappa}/\bar{\nu} \). Clearly, this will imply our induction step.

It is convenient to introduce some notation that we will use in our computations.

Denote the product of the stochastic plaquette weights that correspond to a path configuration for \( B_{\kappa/\nu} \) by \( W_{\text{stoch}} \), the product of the non-stochastic plaquette weights that correspond to the equivalent path configuration for \( B_{\kappa/\nu} \) by \( \bar{W} \), and denote similar products that correspond to path configurations with removed right-most paths for \( B_{\kappa/\nu} \) and \( B_{\bar{\kappa}/\bar{\nu}}(\lambda; u) \) by \( \bar{W}_{\text{stoch}} \) and \( \bar{\bar{W}} \), respectively. Furthermore, set

\[ C = -\frac{f(u - q_0)}{f(u - p_0)} \frac{f(\lambda)}{f(2\eta)} \frac{D_{\text{norm}}(\lambda; \rho)}{D_{\text{norm}}(\lambda + 2\eta; \rho)}; \]

\[ \bar{C} = -\frac{f(u - q_0)}{f(u - p_0)} \frac{f(\lambda)}{f(2\eta)} \frac{D_{\text{norm}}(\lambda; \rho)}{D_{\text{norm}}(\lambda + 2\eta; \rho)}; \]
these are the conjugating factors from the right-hand side of (8.9). We want to show that
\( W_{\text{stoch}} / W_{\text{stoch}} = (W / W) \cdot (C / C) \) or, equivalently,
\[
\frac{W_{\text{stoch}} / W}{W_{\text{stoch}} / W} = \frac{C}{C} = \frac{D_{\text{norm}}^\rho (\lambda; \rho) D_{\text{norm}}^\rho (\lambda + 2 \eta; \rho)}{D_{\text{norm}}^\rho (\lambda + 2 \eta; \rho) D_{\text{norm}}^\rho (\lambda; \rho)} = c_\nu (\lambda + 2 \eta) c_\kappa (\lambda) + c_\kappa (\lambda) c_\nu (\lambda + 2 \eta), \tag{8.17}
\]
where we use (8.5) and (6.3).

We will always denote by \( \tilde{\lambda} \) the filling of the top left unit square in the plaquette centered at the left-most vertex of the path that is being removed, and we will also denote by \( x \) the horizontal coordinate of the same vertex. For the computation of the right-hand side of (8.17) it will be useful to observe that, with the notation \( \kappa = 1^{k_1} 2^{k_2} \ldots, \nu = 1^{n_1} 2^{n_2} \ldots, \bar{\kappa} = 1^{\tilde{k}_1} 2^{\tilde{k}_2} \ldots, \bar{\nu} = 1^{\tilde{n}_1} 2^{\tilde{n}_2} \ldots \), if no arrow enters vertex \( x \) from the left then

\[
\lambda + 2 \eta (2 k_{\text{cx}} - \Lambda_{[0,x]}) = \lambda + 2 \eta (2 \tilde{k}_{\text{cx}} - \Lambda_{[0,x]}) = \lambda + 2 \eta (2 n_{\text{cx}} + 1) - \Lambda_{[0,x]} = \lambda + 2 \eta (2 \tilde{n}_{\text{cx}} + 1) - \Lambda_{[0,x]} = \tilde{\lambda},
\]

which readily follows from the rule (a) in the IRF model description in Section 7 and the fact that \( n_{\text{cx}} = \tilde{n}_{\text{cx}} = k_{\text{cx}} - 1 = \tilde{k}_{\text{cx}} - 1 \). On the other hand, if there is an arrow that enters vertex \( x \) from the left then similar arguments show that

\[
\lambda + 2 \eta (2 k_{\text{cx}} - \Lambda_{[0,x]}) = \lambda + 2 \eta (2 \tilde{k}_{\text{cx}} - \Lambda_{[0,x]}) = \lambda + 2 \eta (2 n_{\text{cx}} - \Lambda_{[0,x]}) = \lambda + 2 \eta (2 \tilde{n}_{\text{cx}} - \Lambda_{[0,x]}) = \tilde{\lambda},
\]

because \( n_{\text{cx}} = \tilde{n}_{\text{cx}} = k_{\text{cx}} = \tilde{k}_{\text{cx}} \).

There are four distinct combinatorial possibilities for the right-most path pictured in Figure 9 (we do not draw the complete path configuration there, just the plaquettes that surround the vertices occupied by the right-most paths). These four cases require different computations, and we will consider them one by one.

Case I (see Figure 9). This is the case when the right-most path does not move to the right, and both vertical edges occupied by it are shared by the total of \( m + 1 \) paths for some \( m \geq 0 \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{Four possibilities for the right-most path (in red) that is being removed.}
\end{figure}
The left-hand side of (8.17) gives
\[
\frac{\tilde{a}_{m+1}(\tilde{x})}{\tilde{a}_m(\tilde{x})} = \frac{f(\tilde{x} - 2\eta(\Lambda_x + 1 - 2m)) f(\tilde{x} - 2\eta(\Lambda_x - m)) f(\tilde{x} + 2\eta m)}{f(\tilde{x} - 2\eta(\Lambda_x + 1 - 2m)) f(\tilde{x} - 2\eta(\Lambda_x + 1 - m)) f(\tilde{x} + 2\eta(m + 1))},
\]
(8.18)

On the other hand, the right-hand side of (8.17) gives, cf. (6.3),
\[
\left(\prod_{j=0}^{m} \frac{f(\tilde{x} + 2\eta(m + j - \Lambda_x)) f(\tilde{x} + 2\eta(j))}{f(2\eta(\Lambda_x - j))}\right) \left(\prod_{j=0}^{m} \frac{f(\tilde{x} + 2\eta(m + 1 + j - \Lambda_x)) f(\tilde{x} + 2\eta(j + 1))}{f(2\eta(\Lambda_x - j))}\right)^{-1}
\times \left(\prod_{j=0}^{m-1} \frac{f(\tilde{x} + 2\eta(m + j - \Lambda_x)) f(\tilde{x} + 2\eta(j + 1))}{f(2\eta(\Lambda_x - j))}\right)^{-1}
\times \left(\prod_{j=0}^{m-1} \frac{f(\tilde{x} + 2\eta(m - 1 + j - \Lambda_x)) f(\tilde{x} + 2\eta j)}{f(2\eta(\Lambda_x - j))}\right)^{-1}
\]
with the four expressions coming from \(c_\nu(\lambda + 2\eta), c_\nu^{-1}(\lambda), c_\kappa(\lambda), c_\nu^{-1}(\lambda + 2\eta)\), respectively. Canceling coinciding factors leads to (8.18).

Case II (see Figure 9). This is the case of the right-most path starting with a vertical edge (at location \(x\)), moving \((y - x) \geq 1\) steps to the right, and finishing with another vertical edge (at location \(y\)), with the condition that no arrow enters the vertex at \(x\) from the left. We denote the number of the arrows along the initial edge of the right-most path by \((m + 1) \geq 1\).

The left-hand side of (8.17) gives
\[
\frac{\tilde{c}_{m+1}(\tilde{x})}{\tilde{c}_m(\tilde{x})} \cdot \tilde{d}_0(\tilde{x} + 2\eta(2m - \Lambda_x)) \cdots \tilde{d}_0(\tilde{x} + 2\eta(2m - \Lambda_{[x,y-1]})) \cdot \tilde{b}_0(\tilde{x} + 2\eta(2m - \Lambda_{[x,y]}))
\]
(8.19)
with the factors coming from columns \(x, x+1, \ldots, y\). The column \(x\) contribution is (using (8.16))
\[
\frac{\tilde{c}_{m+1}(\tilde{x})}{\tilde{c}_m(\tilde{x})} = \frac{f(\tilde{x}) f(2\eta)}{f(\tilde{x} - 2\eta(\Lambda_x - 1 - 2m)) f(2\eta(\Lambda_x - m))} \cdot \frac{f(\tilde{x} - 2\eta(\Lambda_x + 1 - 2m)) f(\tilde{x} + 2\eta m)}{f(\tilde{x} - 2\eta(\Lambda_x + 1 - m))},
\]
(8.20)
while the contribution of columns from \(x + 1\) to \(y\) is (similarly to Example 8.7)
\[
\frac{f(\tilde{x} + 2\eta(m + 1 - \Lambda_x)) f(\tilde{x} + 2\eta(2m - \Lambda_x)) f(2\eta \Lambda_y)}{f(\tilde{x} + 2\eta(2m + 1 - \Lambda_{[x,y]})) f(\tilde{x} + 2\eta(2m + 1 - \Lambda_{[x,y]})) f(2\eta)}.
\]
The product of these two expressions is (8.19), and it needs to be compared to the right-hand side of (8.17), which is (using (6.3))
\[
\left(\prod_{j=0}^{m} \frac{f(\tilde{x} + 2\eta(m + j - \Lambda_x)) f(\tilde{x} + 2\eta(j))}{f(2\eta(\Lambda_x - j))}\right) \left(\prod_{j=0}^{m-1} \frac{f(\tilde{x} + 2\eta(m + j - \Lambda_x)) f(\tilde{x} + 2\eta(j + 1))}{f(2\eta(\Lambda_x - j))}\right)^{-1}
\times \left(\prod_{j=0}^{m-1} \frac{f(\tilde{x} + 2\eta(m + j - \Lambda_x)) f(\tilde{x} + 2\eta(j + 1))}{f(2\eta(\Lambda_x - j))}\right)^{-1}
\times \left(\prod_{j=0}^{m-1} \frac{f(\tilde{x} + 2\eta(m + 1 + j - \Lambda_x)) f(\tilde{x} + 2\eta j)}{f(2\eta(\Lambda_x - j))}\right)^{-1}
\times \left(\prod_{j=0}^{m-1} \frac{f(\tilde{x} + 2\eta(m - 1 + j - \Lambda_x)) f(\tilde{x} + 2\eta j)}{f(2\eta(\Lambda_x - j))}\right)^{-1}
\]

with the four expressions coming from \( c_v(\lambda + 2\eta), c_{\kappa}^{-1}(\lambda), c_{\kappa}(\lambda), c_{\sigma}^{-1}(\lambda + 2\eta) \), respectively. Direct comparison yields the desired equality.

**Case III** (see Figure 9). This is the case of the right-most path not moving horizontally at all but, unlike Case I, the multiplicities of the two vertical edges it occupies are now \( m \) and \( m + 1 \) (hence, there is a horizontal arrow entering the vertex at \( x \) from the left).

The left-hand side of (8.17) is (using (8.16))
\[
\frac{\tilde{b}_m(\lambda)}{\tilde{b}_{m-1}(\lambda)} = \frac{f(2\eta(\Lambda_x - m))}{f(2\eta(\Lambda_x - m + 1))} \cdot \frac{f(\tilde{\lambda} - 2\eta(\Lambda_x + 1 - 2m))}{f(\tilde{\lambda} - 2\eta(\Lambda_x - 1 - 2m))}. 
\]

On the other hand, the right-hand side of (8.17) is (using (6.3))
\[
\left( \prod_{j=0}^{m-1} \frac{f(\tilde{\lambda} + 2\eta(m + 1 + j - \Lambda_x)) f(\tilde{\lambda} + 2\eta(j + 2))}{f(2\eta(\Lambda_x - j))} \right) \times \left( \prod_{j=0}^{m} \frac{f(\tilde{\lambda} + 2\eta(m + 1 + j - \Lambda_x)) f(\tilde{\lambda} + 2\eta(j + 1))}{f(2\eta(\Lambda_x - j))} \right)^{-1} 
\]

with the four expressions coming from \( c_v(\lambda + 2\eta), c_{\kappa}^{-1}(\lambda), c_{\kappa}(\lambda), c_{\sigma}^{-1}(\lambda + 2\eta) \), respectively.

Once again, the two expressions are readily seen to coincide.

**Case IV** (see Figure 9). This is the case of the right-most path starting with a vertical edge (at location \( x \)), moving \((y - x) \geq 1 \) steps to the right, and finishing with another vertical edge (at location \( y \)), with the condition that there is an arrow that enters the vertex at \( x \) from the left. We denote the number of arrows along the initial edge of the right-most path by \( m \geq 1 \).

The left-hand side of (8.17) gives, cf. (8.19),
\[
\frac{\tilde{d}_m(\lambda)}{\tilde{d}_{m-1}(\lambda)} = \frac{\tilde{d}_0(\tilde{\lambda} + 2\eta(2m - \Lambda_x)) \cdots \tilde{d}_0(\tilde{\lambda} + 2\eta(2m - \Lambda_{[x,y-1]})) \cdot \tilde{d}_0(\tilde{\lambda} + 2\eta(2m - \Lambda_{[x,y]}))}{\tilde{d}_{m-1}(\lambda)} (8.21) 
\]

with the factors coming from columns \( x, x+1, \ldots, y \). The column \( x \) factor is (using (8.16))
\[
\frac{\tilde{d}_{m}(\lambda)}{\tilde{d}_{m-1}(\lambda)} = \frac{f(\tilde{\lambda}) f(\tilde{\lambda} + 2\eta(m + 1))}{f(\tilde{\lambda} - 2\eta(\Lambda_x - 1 - 2m)) f(\tilde{\lambda} - 2\eta(\Lambda_x - m))} \cdot \frac{f(\tilde{\lambda} - 2\eta(\Lambda_x + 1 - 2m)) / f(\tilde{\lambda}) f(\tilde{\lambda} - 2\eta(\Lambda_x - m + 1))}{f(\tilde{\lambda} - 2\eta(\Lambda_x + 1 - 2m)) / f(\tilde{\lambda}) f(\tilde{\lambda} - 2\eta(\Lambda_x - m + 1))}.
\]

The contribution of the vertices with coordinates \( x + 1, \ldots, y \) is exactly the same as in Case II, which is (8.20). The product of these two expressions needs to be compared to the right-hand side of (8.17), which is (using (6.3))
\[
\left( \prod_{j=0}^{m-1} \frac{f(\tilde{\lambda} + 2\eta(m + 1 + j - \Lambda_x)) f(\tilde{\lambda} + 2\eta(j + 2))}{f(2\eta(\Lambda_x - j))} \right) \times \left( \prod_{j=0}^{m} \frac{f(\tilde{\lambda} + 2\eta(m + 1 + j - \Lambda_x)) f(\tilde{\lambda} + 2\eta(j + 1))}{f(2\eta(\Lambda_x - j))} \right)^{-1} \]

x\left(\prod_{j=0}^{m-1} \frac{f(\bar{x} + 2\eta(m + j - \Lambda_x)) f(\bar{x} + 2\eta(j + 1))}{f(2\eta(A_x - j))}\right) \left(\prod_{j=0}^{m-2} \frac{f(\bar{x} + 2\eta(m + j - \Lambda_x)) f(\bar{x} + 2\eta(j + 2))}{f(2\eta(A_x - j))}\right)^{-1}

with the four expressions coming from \(c_s(\bar{x} + 2\eta), c_\rho^{-1}(\bar{x}), c_\pi(\bar{x}), c_\pi^{-1}(\bar{x} + 2\eta)\), respectively. Canceling common factors shows that the two expressions are once again the same.

The finishes the proof of our induction step, and the proof of Theorem 8.6 is now complete.

\[ \square \]

9. Degenerations

9.1. The higher spin six vertex model. Consider the higher spin inhomogeneous six vertex model as described in [15] Sections 2-4. It assigns weights to configurations of up-right paths in the square grid of the type discussed in Section 7 above, and the weight of a configuration is the product of weights of its vertices. In their turn, the vertex weights are defined by the following explicit formulas:

\[
\begin{align*}
    w(k, 0; k, 0) &= \frac{1 - s q^k \xi_u}{1 - s \xi_u}, \\
    w(k, 0; k - 1, 1) &= \frac{(1 - s^2 q^{k-1}) \xi_u}{1 - s \xi_u}, \\
    w(k, 1; k + 1, 0) &= \frac{1 - q^{k+1}}{1 - s \xi_u}, \\
    w(k, 1; k, 1) &= \frac{\xi_u - sq^k}{1 - s \xi_u},
\end{align*}
\]

(9.1)

the notation \(w(i_1, j_1; i_2, j_2)\) stands for the weight of the vertex with \(i_1\) arrows entering from below, \(j_1\) arrows entering from the left, \(i_2\) arrows exiting at the top, \(j_2\) arrows exiting to the right, \(u\) is the (spectral) parameter that depends on the row in which the vertex resides, and \(s, \xi\) are the spin and the inhomogeneity parameter that depend on the column in which the vertex resides. The four equations in (9.1) correspond to the four vertices in Figure 6 above.

These vertex weights also have (pre-)stochastic versions given by

\[
\begin{align*}
    L(k, 0; k, 0) &= \frac{1 - s q^k \xi_u}{1 - s \xi_u}, \\
    L(k, 0; k - 1, 1) &= \frac{-s \xi_u + sq^k \xi_u}{1 - s \xi_u}, \\
    L(k, 1; k + 1, 0) &= \frac{1 - s^2 q^k}{1 - s \xi_u}, \\
    L(k, 1; k, 1) &= \frac{-s \xi_u + s^2 q^k}{1 - s \xi_u},
\end{align*}
\]

(9.2)

The stochasticity is expressed in the readily visible relation \(\sum_{i_2,j_2} L(i_1, j_1; i_2, j_2) = 1\).

The above vertex weights can be obtained from our plaquette weights \(a_k(\lambda, w), b_k(\lambda, w), c_k(\lambda, w), d_k(\lambda, w)\) and \(a_k^{\text{stoch}}(\lambda, w), b_k^{\text{stoch}}(\lambda, w), c_k^{\text{stoch}}(\lambda, w), d_k^{\text{stoch}}(\lambda, w)\) (see Section 8 for their definitions) by the following limit transition.

**Proposition 9.1.** In the trigonometric case \(f(x) = \sin \pi x\), with the following identification of the IRF and the higher spin six vertex models’ parameters:

\[
\begin{align*}
    e^{2\pi i \lambda} &= s, \\
    e^{-4\pi i \eta} &= q, \\
    e^{2\pi i z} &= \xi, \\
    e^{2\pi i (\eta - w)} &= u,
\end{align*}
\]

(9.3)

we have

\[
\begin{align*}
    \lim_{\lambda \to -i\infty} \begin{bmatrix} a_k(\lambda, w) & b_k(\lambda, w) \\ c_k(\lambda, w) & d_k(\lambda, w) \end{bmatrix} &= \begin{bmatrix} q^{-k} w(k, 0; k, 0) & \frac{q - 1}{q^{k+1} (1 - q^{k+1})} w(k, 1; k + 1, 0) \\ \frac{1 - q^k}{sq^{3(k-1)/2} (1 - q)} w(k, 0; k - 1, 1) & -s^{-1} q^{-k} w(k, 1; k, 1) \end{bmatrix}
\end{align*}
\]

(9.4)
and
\[
\lim_{\lambda \to -1} \begin{bmatrix}
    a^{\text{stoch}}_k(\lambda, w) & b^{\text{stoch}}_k(\lambda, w) \\
    c^{\text{stoch}}_k(\lambda, w) & d^{\text{stoch}}_k(\lambda, w)
\end{bmatrix} = \begin{bmatrix}
    L(k, 0; k, 0) & L(k, 1; k + 1, 0) \\
    L(k, 0; k - 1, 1) & L(k, 1; k, 1)
\end{bmatrix}.
\]

(9.5)

Proof. Straightforward computations using the definitions of the IRF weights, see \((2.3), (8.11)\), and the second line of \((8.6)\).

The second group of limiting relations \((9.5)\) says that such a limit of our pre-stochastic IRF model of Section \(8\) with the row and column parameter matching as in \((9.3)\) is exactly the stochastic higher spin six vertex model from \([15]\).

The relations \((9.4)\) also have a meaning. Observe that the four expressions in the right-hand side of \((9.4)\) can be written in a unified way as
\[
\frac{[i_1]_q!}{q^{s-1}j_2} r^{i_1} (-1)^{j_1} \cdot w(i_1, j_1; i_2, j_2),
\]
where \((i_1, j_1; i_2, j_2)\) take all allowed values, and we use the notation \(q^{s+1/2} = e^{\pi i \eta}\) and
\[
[m]_q = \frac{q^{m/2} - q^{-m/2}}{q^{1/2} - q^{-1/2}}, \quad [m]_q! = [1]_q [2]_q \cdots [m]_q, \quad m = 1, 2, \ldots.
\]

Via Proposition \(7.1\) and the corresponding \([15] \, \text{Definition 4.4}\), this immediately implies the following limiting relation: For any nonnegative signatures \(\mu = 0^{m_0} 1^{m_1} 2^{m_2} \ldots\) and \(\nu = 0^{n_0} 1^{n_1} 2^{n_2} \ldots\) with \(\ell(\nu) = N, \ell(\mu) = M, N - M = k \geq 1\), as long as the row and column parameters of the IRF model of Section \(7\) and the higher spin six vertex model of \([15]\) match as in \((9.3)\), we have
\[
\lim_{\lambda \to -1} B_{\nu/\mu}(\lambda; w_1, \ldots, w_k) = (-1)^k q^{\frac{k(N + M + 1)}{2}} (-s)^{\Sigma_i \nu_i - \Sigma_i \mu_i} \prod_{j \geq 0} \frac{[n_j]_q!}{[m_j]_q!} F_{\nu/\mu}(u_1, \ldots, u_k),
\]
where \(F_{\nu/\mu}\)'s are the analogs of the \(B_{\nu/\mu}\)'s in the context of the higher spin six vertex model, see \([15] \, \text{Section 4}\) for details. The correction factors in the right-hand side of \((9.6)\) were the reason for us not to use \(F_{\nu/\mu}\) notation for our \(B\)-functions.

It is also not difficult to obtain similar limits for all the related objects (like \(D_{\nu/\mu}\)'s or the coefficients in the left-hand side of \((5.12)\)), but we will refrain from doing that as we have no immediate applications for such formulas.

9.2. The dynamic stochastic six vertex model. As was mentioned in Remark \(8.9\), we can set \(\Lambda_j = I + m/\eta\) for all \(j \geq 1\) and integral \(I \geq 0\) and \(m\), with the result being that all vertical edges in the pre-stochastic IRF model in the quadrant of Definition \(8.8\) will be occupied by no more than \(I\) paths. Let us set \(I = 1\); this is the spin \(\frac{1}{2}\) case with all possible plaquettes being of the form pictured in Figure \(7\). We will use the symbols \(\odot, |, \cdot, \cdot, +\) to denote the corresponding plaquette types (the order is the same as in Figure \(7\)), and we will use weight\(_{\lambda, w}\)(\(\cdot\)) to denote the corresponding weights.
Substituting \( \Lambda = 1 \) into (8.11), and also using (9.3) to rename the parameters, leads to

\[
\text{weight}_{\lambda,w}(\ominus) = e^{\text{stoch}}_{\eta}(\lambda, w) = 1, \quad \text{weight}_{\lambda,w}(\oplus) = d_{1}^{\text{stoch}}(\lambda, w) = 1
\]

\[
\text{weight}_{\lambda,w}(|) = e^{\text{stoch}}_{1}(\lambda, w) = \frac{f(z-w)}{f(z-w+2\eta)} \frac{f(\lambda-2\eta)}{f(\lambda)} = \frac{1 - q^{2} \xi u}{1 - q^{-2} \xi u} \frac{q^{-1} - e^{2\pi i \lambda}}{1 - e^{2\pi i \lambda}},
\]

\[
\text{weight}_{\lambda,w}(\omega) = e^{\text{stoch}}_{1}(\lambda, w) = \frac{f(-\lambda + z - w)}{f(z-w+2\eta)} \frac{f(-2\eta)}{f(\lambda)} = \frac{1 - q^{-1} \xi u}{1 - q^{-2} \xi u} \frac{q^{1} \xi u - e^{2\pi i \lambda}}{1 - e^{2\pi i \lambda}},
\]

\[
\text{weight}_{\lambda,w}(\varpi) = e^{\text{stoch}}_{1}(\lambda, w) = \frac{f(\lambda + z-w)}{f(z-w+2\eta)} \frac{f(2\eta)}{f(\lambda)} = \frac{1 - q^{-1} \xi u}{1 - q^{-2} \xi u} \frac{q^{1} \xi u - e^{2\pi i \lambda}}{1 - e^{2\pi i \lambda}},
\]

\[
\text{weight}_{\lambda,w}(\ominus) = d_{0}^{\text{stoch}}(\lambda, w) = \frac{f(z-w)}{f(z-w+2\eta)} \frac{f(\lambda+2\eta)}{f(\lambda)} = \frac{1 - q^{-1} \xi u}{1 - q^{-2} \xi u} \frac{q - e^{2\pi i \lambda}}{1 - e^{2\pi i \lambda}},
\]

where we use the notation \( q^{\pm 1/2} = e^{\pm 2\pi i \eta} \).

In the limit \( \lambda \to -\infty \) considered in the previous subsection, the very last factors in the right-hand sides of (9.7) tend to 1, and one obtains the weights of the stochastic six vertex model, cf. [27], [11], [16, Section 6.5]. We add the word ‘dynamic’ to the name of the model in order to reflect the presence of the dynamic parameter \( \lambda \) that changes between different vertices (according to the plaquettes of Figure 7). Another suitable name for the same (pre-)stochastic system would be ‘spin \( \frac{1}{2} \) stochastic IRF model’.

9.3. The rational pre-stochastic IRF model. All the objects that were considered in Sections 2 through 8 have well-defined limits as the participating parameters (except for \( \tau \) and \( \Lambda_{i} \)) tend to 0 at the same rate. One can then use the linear approximation \( f(x) \sim \text{const} \cdot x \) as \( x \to 0 \) and rewrite all the formulas in terms of rational functions; thus, this limit is called rational. For the stochastic plaquette weights (8.11), this amounts to simply removing the letter ‘f’ from the formulas.

Let us write out the weights of the corresponding rational dynamic stochastic six vertex model. Slightly abusing the notation, we replace \( 2\eta \to \epsilon \), \( \lambda \to \epsilon \lambda \), \( z \to \epsilon z \), \( w \to \epsilon w \), multiply fillings of the unit boxes by \( \epsilon^{-1} \), take \( \epsilon \to 0 \), and denote the limiting plaquette weights by \( \text{r.weight}_{\lambda,w}(\cdot) \), similarly to the previous subsection. The plaquettes in this limit have the same form as those in Figure 7 but with \( 2\eta = 1 \), and their weights are

\[
\text{r.weight}_{\lambda,w}(\ominus) = 1, \quad \text{r.weight}_{\lambda,w}(\oplus) = 1,
\]

\[
\text{r.weight}_{\lambda,w}(|) = \frac{(\lambda - 1)(z-w)}{\lambda(z-w+1)}, \quad \text{r.weight}_{\lambda,w}(\omega) = \frac{\lambda - z + w}{\lambda(z-w+1)},
\]

\[
\text{r.weight}_{\lambda,w}(\varpi) = \frac{\lambda + z - w}{\lambda(z-w+1)}, \quad \text{r.weight}_{\lambda,w}(\ominus) = \frac{(\lambda + 1)(z-w)}{\lambda(z-w+1)}.
\]

Note that if all the parameters are real, \( (z-w) > 0 \), and \( |\lambda| \) is sufficiently large, all these weights are positive, and the model is actually stochastic.

9.4. The dynamic simple exclusion processes. Consider the dynamic six vertex model of Section 9.2 in the quadrant (cf. Definition 8.8), choose all the inhomogeneity parameters to be equal: \( \xi_{i} \equiv \xi \), all the spectral parameters to be equal: \( u_{i} \equiv u \), and set \( \xi u = q^{-\frac{1}{2}}(1 + (1-q)\epsilon) \) with
from (9.7) we obtain

\[ 0 < \epsilon \ll 1. \]

Then, introducing the notation \( \alpha = -e^{-2\pi i \lambda} \) and redenoting \( \text{weight}_{\lambda,w} \) by \( \text{weight}_{\alpha,\epsilon} \), from (9.7) we obtain

\[
\text{weight}_{\alpha,\epsilon}(\bigcirc) = \text{weight}_{\alpha,\epsilon}(+) = 1, \quad \text{weight}_{\alpha,\epsilon}(\bigtriangledown) = 1 + O(\epsilon), \quad \text{weight}_{\alpha,\epsilon}(\bigtriangledown) = 1 + O(\epsilon), \]

\[
\text{weight}_{\alpha,\epsilon}(|) = \frac{q + \alpha}{1 + \alpha} \epsilon + O(\epsilon^2), \quad \text{weight}_{\alpha,\epsilon}(\bigtriangledown) = \frac{1 + \alpha q}{1 + \alpha} \epsilon + O(\epsilon^2). \tag{9.9}
\]

The new dynamic parameter is \( \alpha \), and it changes according to the plaquettes of six types pictured in Figure 10 (this is simply Figure 7 redrawn with the new notations \( \alpha = -e^{-2\pi i \lambda} \) and \( q = e^{-4\pi i \eta} \)).

Assuming that the parameters \( q \) and \( \alpha \) are such that the weights (9.9) are always nonnegative (for example, \( \alpha, q > 0 \), we see that for such a stochastic model in the quadrant, and for a small enough \( \epsilon \), all paths will start with large deterministic pieces because of the smallness of \( \text{weight}_{\alpha,\epsilon}(|) \) and \( \text{weight}_{\alpha,\epsilon}(\bigtriangledown) \); those will consist of strictly alternating vertices of types \( \bigtriangledown \) and \( \bigtriangledown \). An illustration of the finite neighborhood of the origin can be found in Figure 11; there we use \( \alpha_0 \) to denote the dynamic \( \alpha \)-parameter of the corner unit box \([0,1] \times [0,1]\).

However, as we consider the part of the quadrant of the form \([0, M] \times [0, M]\) with \( M \sim \epsilon^{-1} \), finitely many vertices of types \( | \) and \( \bigtriangledown \) will appear, with all of them being at finite distance from the diagonal of the quadrant. This is very similar to the limit from the stochastic six vertex model to the one-dimensional asymmetric simple exclusion process (ASEP, for short) that was considered in detail in [2], where this limit transition was rigorously proven for arbitrary boundary/initial conditions (earlier mentions of this limit can be found in [27, 11, 15, 16]). It is possible to extend the proof of [2] to the case of the dynamic stochastic six vertex model (at least for the model in the quadrant), and we call the new limiting object the dynamic ASEP.
Let us describe it. We will only consider the initial condition of the dynamic ASEP that arises from the dynamic six vertex model in the quadrant.

The state space of the dynamic ASEP originates from the fillings of the unit boxes along a horizontal row of the form \( S_k = \mathbb{R}_{\geq 0} \times [k, k+1], \ k \geq 0 \), shifted by \( k \) units to the left. In other words, we identify the \( S_k \)'s with (growing in \( k \)) subsets of a canonical strip \( S = \mathbb{R} \times [0, 1] \) by shifts chosen so that the diagonal square \([k, k+1] \times [k, k+1]\) of \( S_k \) corresponds to the (independent of \( k \)) unit square \([0,1] \times [0,1]\) of \( S \).

The time \( t \) state will come from \( S_k \) with \( k = t \epsilon^{-1} \) for any \( t > 0 \), and the initial condition \( t = 0 \) corresponds to \( k = o(\epsilon) \). Figure 11 then shows that at time \( t = 0 \), the box \([x, x+1] \times [0, 1]\) of \( S \) is filled by \( \alpha q^{-x}|x| \). Clearly, at any time \( t \) all the fillings will be from \( \alpha q^{-z} \), and we will encode a filling of \( S \) by a sequence of integers \( \{s_x\}_{x \in \mathbb{Z}} \subset \mathbb{Z} \) such that the filling of the box \([x, x+1] \times [0, 1]\) is exactly \( \alpha q^{-x} \). In this notation, the initial condition at \( t = 0 \) is the sequence \( \{s_x = |x|\}_{x \in \mathbb{Z}} \). From the form of the plaquettes in Figure 10 it is obvious that we always have \( s_{x+1} - s_x \in \{-1,1\} \). The function \( x \mapsto s_x \) can be viewed as a height function of the model, which is, however, slightly different from the height function that we use in Sections 10 and 11 below.

The increments \( \{s_{x+1} - s_x\}_{x \in \mathbb{Z}} \) can be encoded by a particle configuration in \( \mathbb{Z} + \frac{1}{2} \), where we say that there is a particle that resides at \( x + \frac{1}{2} \) if and only if \( s_{x+1} - s_x = -1 \). Our initial condition \( \{s_x = |x|\}_{x \in \mathbb{Z}} \) then corresponds to particles filling up the negative semi-axis \( \{-\frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots\} \), which is the so-called step initial condition in the theory of exclusion processes.

The time evolution corresponds to looking at higher and higher rows \( S_k \) in the quadrant, and it is a continuous time Markov process on sequences \( \{s_x\}_{x \in \mathbb{Z}} \). Its jumps correspond to the (rare) appearances of vertices of the types \( \mid \) and \( -\mid \). The appearance of a \( \mid \) vertex corresponds to a modification of the form \( s_x = i+1 \leftrightarrow s_x = i-1 \) or the jump of a particle from \( x + \frac{1}{2} \) to \( x - \frac{1}{2} \), the appearance of a \( -\mid \) vertex corresponds to a modification of the form \( s_x = i-1 \leftrightarrow s_x = i+1 \) or the jump of a particle from \( x - \frac{1}{2} \) to \( x + \frac{1}{2} \), see the second and fifth plaquettes in Figure 10.

Summarizing the above leads to the following definition.

**Definition 9.2.** The dynamic ASEP is a continuous time Markov chain on the state space of integer-valued sequences \( \{s_x\}_{x \in \mathbb{Z}} \) subject to the condition \( s_{x+1} - s_x \in \{-1,1\} \) for any \( x \in \mathbb{Z} \), that depends on parameters \( q, \alpha \in \mathbb{R} \). Its elementary jumps are independent and have exponential waiting times with variable rates (of course, a jump is allowed only if it does not lead outside of the state space). These jumps can be of two kinds, and their form and the corresponding rates are

\[ s_x \mapsto (s_x - 2) \text{ with rate } \frac{q(1 + \alpha q^{-s_x})}{1 + \alpha q^{-s_x+1}} \text{ and } s_x \mapsto (s_x + 2) \text{ with rate } \frac{1 + \alpha q^{-s_x}}{1 + \alpha q^{-s_x-1}}, \]

where \( x \in \mathbb{Z} \) is arbitrary. The parameters \( q \) and \( \alpha \) are assumed to be such that the above rates are always nonnegative, which is the case, for example, for \( q, \alpha > 0 \) and an arbitrary initial condition, or for \( q > 1 \) and \( \alpha > -q^{-c} \) and initial conditions satisfying \( s_x(0) \geq |x| + c \) for any \( x \in \mathbb{Z} \) and some constant \( c \in \mathbb{Z} \).

Observe that setting \( \alpha = 0 \) turns this Markov chain into the usual ASEP with the left jump rate equal to \( q \) and the right jump rate equal to 1. Also, the multiplicative \( q \)-shift of the \( \alpha \)-parameter \( \alpha \mapsto q\alpha \) is equivalent to the global shift \( s_x \mapsto s_x - 1 \) for all \( x \in \mathbb{Z} \).
The dynamic ASEP has a slightly simpler description in terms of the shifted sequences \( \{ \tilde{s}_x := s_z - \log_q |\alpha| \} \) that still satisfy \( \tilde{s}_{x+1} - \tilde{s}_x \in \{-1, 1\} \) but are no longer integer-valued. Then the elementary transitions and their rates are, taking the upper signs for \( \alpha > 0 \) and the lower signs for \( \alpha < 0 \),

\[
\tilde{s}_x \mapsto (\tilde{s}_x - 2) \quad \text{with rate} \quad \frac{q(1 + q^{1-\tilde{s}_x})}{1 + q^{-\tilde{s}_x+1}} \quad \text{and} \quad \tilde{s}_x \mapsto (\tilde{s}_x + 2) \quad \text{with rate} \quad \frac{1 + q^{1-\tilde{s}_x}}{1 + q^{-\tilde{s}_x-1}}.
\]

This way the parameter \( \alpha \) gets hidden in the choice of the initial condition and of \( \pm \)’s.

Let us now formally state the convergence of the dynamic stochastic six vertex model to the dynamic ASEP.

**Proposition 9.3.** Consider the dynamic stochastic six vertex model of Section 9.2 in the quadrant, with the bottom-left unit box \([0, 1] \times [0, 1]\) filled by \( \lambda \) (denote \( \alpha = -e^{-2\pi i \lambda} \)), the inhomogeneity parameters \( \xi_i \equiv \xi \), and the spectral parameters \( w_i \equiv w \). Assume that \( q, \alpha > 0 \), or \( q > 1 \) and \( \alpha > -1 \).

Assume that \( \xi u = q^{-\frac{\lambda}{2}}(1 + (1 - q)\epsilon) \) for an \( \epsilon > 0 \). Then for any \( t_1, \ldots, t_n \geq 0 \) and \( x_1, \ldots, x_n \in \mathbb{Z} \), the random \( n \)-dimensional vector of fillings of the unit boxes

\[
[T_i + x_i, T_i + x_i + 1] \times [T_i, T_i + 1], \quad T_i = [t_i e^{-\epsilon}], \quad 1 \leq i \leq n,
\]

converges in distribution and with all moments as \( \epsilon \to +0 \) to the random vector \( (\alpha q^{-s_x(t_i)})_{i=1}^n \), where \( \{s_x(t)\}_{x \in \mathbb{Z}, t \geq 0} \) is the time \( t \) state of the dynamic ASEP with parameters \( (q, \alpha) \) started from \( s_x(0) \equiv |x| \).

The proof is similar to that of [2, Theorem 3] and we omit it.

Much of the same story applies to the rational stochastic IRF of Section 9.3 converging to a dynamic version of the symmetric simple exclusion process (SSEP, for short), and we conclude this section by giving the analogs of Definition 9.2 and Proposition 9.3.

**Definition 9.4.** The dynamic SSEP is a continuous time Markov chain on the state space of integer-valued sequences \( \{s_x\}_{x \in \mathbb{Z}} \) subject to the condition \( s_{x+1} - s_x \in \{-1, 1\} \) for any \( x \in \mathbb{Z} \), that depends on a parameter \( \lambda \in \mathbb{R} \). Its elementary jumps are independent and have exponential waiting times with variable rates. These jumps can be of two kinds, and their form and the corresponding rates are

\[
s_x \mapsto (s_x - 2) \quad \text{with rate} \quad \frac{s_x - \lambda}{s_x - 1 - \lambda} \quad \text{and} \quad s_x \mapsto (s_x + 2) \quad \text{with rate} \quad \frac{s_x - \lambda}{s_x + 1 - \lambda},
\]

where \( x \in \mathbb{Z} \) is arbitrary. The parameter \( \lambda \) is assumed to be such that the above rates are always nonnegative, which is the case, for example, for \( \lambda < c \) for initial conditions satisfying \( s_x(0) \geq |x| + c \) for any \( x \in \mathbb{Z} \) and some constant \( c \in \mathbb{Z} \).

In terms of the shifted sequences \( \{\tilde{s}_x := s_z - \lambda\} \) that still satisfy \( \tilde{s}_{x+1} - \tilde{s}_x \in \{-1, 1\} \) but are no longer integer-valued, the elementary jumps of the dynamic SSEP and their rates are

\[
\tilde{s}_x \mapsto (\tilde{s}_x - 2) \quad \text{with rate} \quad \frac{\tilde{s}_x}{\tilde{s}_x - 1} \quad \text{and} \quad \tilde{s}_x \mapsto (\tilde{s}_x + 2) \quad \text{with rate} \quad \frac{\tilde{s}_x}{\tilde{s}_x + 1}.
\]

**Proposition 9.5.** Consider the rational stochastic IRF model of Section 9.3 in the quadrant, with the bottom-left unit box \([0, 1] \times [0, 1]\) filled by \( \lambda < 0 \), the inhomogeneity parameters \( z_i \equiv z \), and the spectral parameters \( w_i \equiv w \). Assume that \( z - w = \epsilon \) for an \( \epsilon > 0 \). Then for any \( t_1, \ldots, t_n \geq 0 \) and \( x_1, \ldots, x_n \in \mathbb{Z} \), the random \( n \)-dimensional vector of fillings of the unit boxes

\[
[T_i + x_i, T_i + x_i + 1] \times [T_i, T_i + 1], \quad T_i = [t_i e^{-\epsilon}], \quad 1 \leq i \leq n,
\]
converges in distribution and with all moments as \( \epsilon \to +0 \) to the random vector \( (\lambda - s_x(t))_{n=1}^{\infty} \), where \( \{s_x(t)\}_{x \in \mathbb{Z}, t \geq 0} \) is the time \( t \) state of the dynamic SSEP with parameter \( \lambda \) started from \( s_x(0) \equiv |x| \).

As for Proposition 9.3, the proof is similar to that of [2, Theorem 3] and we omit it.

One can also view Proposition 9.5 as a limiting version of Proposition 9.3 as \( \alpha \) approaches \(-1\) and \( q \) approaches \( 1 \) at the same rate.

10. Observables

Let us now return to the (pre-)stochastic IRF model in the quadrant, as described in Definition 8.8 and let us use \( \lambda \) to denote the filling of the corner unit box \([0, 1] \times [0, 1]\). We aim at defining a family of observables for this model and computing their averages.

For any \( x, N \in \{1, 2, \ldots\} \) and an IRF configuration in the quadrant, define \( h(x, N) \) as the number of paths that pass through or below the vertex with coordinates \((x, N)\). Clearly, the quadrant boundary conditions imply \( 0 \leq h(x, N) \leq N \), and it suffices to know the types of the finitely many vertices in the rectangle \([1, x - 1] \times [1, N]\) to know what \( h(x, N) \) is. We call \( h(x, N) \) the height function for our IRF model.

Let us assume for a moment that our IRF plaquette weights (8.11) are actually nonnegative. Then computing the expected value of any observable that is expressed through values of the nonnegativity of the weights.

Then computing the expected value of any observable that is expressed through values of the height function at finitely many locations is a finite procedure. Indeed, all one needs to do is find the outcomes of finitely many Bernoulli trials with biases given by plaquettes weights, and it can certainly be analytically continued beyond the domain of their

or below the observation locations. The resulting expression is a finite linear combination of

the height function at finitely many locations is a finite procedure. Indeed, all one needs

to find the outcomes of finitely many Bernoulli trials with biases given by plaquettes

weights to construct the portions of the IRF paths that have a chance of passing through

or below the observation locations. The resulting expression is a finite linear combination of

plaquette weights, and it can certainly be analytically continued beyond the domain of their

nonnegativity. In fact, the nonnegativity plays no role in such a computation, we used it just to
draw the analogy with the familiar probabilistic Bernoulli trials. In what follows we will use the

term 'expectation' and the symbol \( \mathbb{E} \) to denote the result of such computations, irrespectively

of the nonnegativity of the weights.

Let us introduce another observable at \((x, N) \in \mathbb{Z}^2\) that is closely related to the height function and is defined by

\[
O(x, N) = \exp \left( 2\pi i (\lambda - 2\eta h(x, N)) \right) + \exp \left( 4\pi i \eta (h(x, N) - N + \Lambda_{[1, x]}) \right).
\]

(10.1)

A known \( O(x, N) \) yields two possible values of \( \exp(4\pi i \eta h(x, N)) \) via solving a quadratic equation. In most cases this allows to reconstruct \( h(x, N) \) uniquely as one of the roots would not satisfy certain inequalities imposed by the model.

Let us also rewrite \( O(x, N) \) in the higher spin six vertex model parameters, cf Section 9.

Using (9.3) and \( \alpha = -\exp(-2\pi i \lambda) \), we have

\[
O(x, N) = -\alpha^{-1} q^{h(x, N)} + (s_1 s_2 \cdots s_{x-1})^2 q^{N-h(x, N)}.
\]

(10.2)

Observe that the following linear in \( O(x, N) \) expressions split into linear in \( q^{h(x, N)} \) factors:

\[
q^{N-\Lambda_{[1, x]}} - \alpha^{-1} q^{2k} - q^k \cdot O(x, N) = q^{N-\Lambda_{[1, x]}} (1 - q^{k-h(x, N)}) \left( 1 + \alpha^{-1} q^{k+h(x, N)-N+n_{[1, x]}} \right).
\]

(10.3)

\[9\]This height function is different from the function \( x \mapsto s_x \) of Section 9.4 Their relationship is explained around (10.15) below.
The product of such expressions over \( k = 0, 1, \ldots, n - 1 \) is a degree \( n \) polynomial in \( \mathcal{O}(x, N) \) on one hand, and on the other hand it is a well-factorized expression

\[
q^{n(N-\Lambda_{[1,x,\alpha]})}(q^{-b(x,N)}; q)_n (-\alpha^{-1} q^{b(x,N)-N+\Lambda_{[1,x,\alpha]}}; q)_n
\]

with the standard \( q \)-Pochhammer symbol notation \( (x; q)_m = (1 - x)(1 - qx)\cdots(1 - q^{m-1}x) \).

Here is the main result of the present section.

**Theorem 10.1.** Consider the (pre-)stochastic IRF model in the quadrant of Definition 8.8 with the corner box \([0,1] \times [0,1]\) filled by \( \lambda \). Then, for any \( n, N \geq 1 \) and \( x_1 \geq x_2 \geq \cdots \geq x_n \geq 1 \), with the notation \( q = \exp(-4\pi i \eta) \), the expression

\[
E_N(x_1, \ldots, x_n) := \frac{1}{(e^{2\pi i \lambda}; q)_n} \mathbb{E} \left[ \prod_{k=0}^{n-1} \left( q^{N-\Lambda_{[1,x,k+1],\alpha}^1} + e^{2\pi i \lambda} q^{2k} \cdot \mathcal{O}(x_{k+1}, N) \right) \right]
\]

is independent of the dynamic parameter \( \lambda \). In particular, taking \( \lambda \to -\infty \) shows that, with the identification of parameters [9.3],

\[
E_N(x_1, \ldots, x_n) = \mathbb{E}_{h,s;v,m} \left[ \prod_{k=0}^{n-1} \left( q^{b(x_{k+1}, N)} - q^k \right) \right],
\]

where the expectation in the right-hand side is with respect to the stochastic higher spin six vertex model of Section 9.11 above.

**Remark 10.2.** The expectation in the right-hand side of \((10.5)\) was computed in [15, Lemma 9.11]; that result implies the following integral representation for \( E_n \):

\[
E_N(x_1, \ldots, x_n) = \frac{q^{n(n-1)}}{(2\pi i)^n} \int \cdots \int \frac{y_i - y_j - qy_j}{1 - u_k y_i} \prod_{1 \leq i < j \leq n} y_i - qy_j \prod_{i=1}^{n-1} \frac{1 - qu_k y_i}{1 - u_k y_i} \, dy_i,
\]

where the integration contours are positively oriented loops around \( \{ u_k \}_{k=1}^N \) (one can think of this integral as of the sum of the residues of the integrand taken at all possible poles of the form \( w_i = u_k \)). In the process of proving Theorem 10.1, we will uncover an equivalent form of this integral in the IRF notations:

\[
E_N(x_1, \ldots, x_n) = \exp \left( -2\pi i \eta \left( \frac{n(n-1)}{2} + nN - \sum_i \Lambda_{[1,x,i]} \right) \right)
\]

\[
\times \int \cdots \int \prod_{1 \leq i < j \leq n} \frac{f(v_i - v_j) - qf(v_i - v_j + 2\eta)}{f(v_i - v_j + 2\eta)} \prod_{j=1}^{n-1} \frac{f(v_i - p_j) - qf(v_i - p_j) - qf(v_i - w_j - 2\eta)}{f(v_i - w_j - 2\eta)} \, dv_i,
\]

where the integration contours are positively oriented loops around \( \{ w_k \}_{k=1}^N \) (again, one can treat the integral as the sum of residues at \( v_i = w_k \)).

**Remark 10.3.** If all the plaquette weights are nonnegative, and the parameters \( \alpha, q, \{ s_j^2 \}_{j \geq 1} \) are real, the averages \((10.4)\) uniquely determine the joint distribution of the observables \( \mathcal{O}(x_1, N), \ldots, \mathcal{O}(x_N, N) \) for any \( N, x_1, \ldots, x_n \geq 1 \). Indeed, these are bounded real-valued random variables (cf. \((10.2)\)), and all their joint moments can be extracted by taking linear combinations of various instances of \((10.4)\).

Let us also record separately the special case of Theorem 10.1 with all \( x_j \)'s being equal.
Corollary 10.4. In the notations of Theorem 10.1, for any \( n, x, N \geq 1 \) we have
\[
\frac{q^{n(N-A(1,x))}}{(-\alpha^{-1}; q)_{n}} \mathbb{E} \left[ \left( q^{-\eta} h(x,N); q \right) \left( -\alpha^{-1} q^{h(x,N)-N-A(1,x)}; q \right) \right] = \mathbb{E}_{h,s,v,m.} \left[ \prod_{k=0}^{n-1} \left( q^{h(x,N)} - q^k \right) \right], \tag{10.7}
\]
which can be further evaluated via the integrals of Remark 10.2 with all \( x_j \)'s equal to \( x \).

Proof of Theorem 10.1. As was discussed in the beginning of this section, the desired claim is a statement about a finite linear combination of plaquette weights, which is a rational function in the parameters \( q^{1/2} = e^{-2\pi i \theta}, \alpha = -e^{-2\pi i \lambda}, \{ s_i, \xi_i \}_{i+1}, \{ w_j \}_{1 \leq j \leq N} \), where we use the notation \( (9.3) \). Hence, it is sufficient to prove for these parameters varying over any open set.

Let us assume that the parameters satisfy the admissibility assumptions of Definition 6.1, i.e., we assume that \( \eta \) is small enough, \( p_i = z_i + (1 - \Lambda_i) \eta \) are sufficiently close together, \( q_j = z_j + (1 + \Lambda_j) \eta \) are sufficiently close together, and these two groups of points are far apart (in the same fundamental strip of \( \mathbb{C}/\mathbb{Z} \)).

The proof will proceed as follows: We will start with the integral in the right-hand side of \( (10.6) \), divide it by \( (2\pi i)^n \), and show that the result is equal to
\[
\frac{1}{\pi^n} \prod_{i=0}^{n-1} f(\lambda - 2\eta i) \sum_{\nu = (\nu_1, \cdots, \nu_N) \geq 1} B^\text{stoch}_\nu \left( \lambda - 2\eta(N - \Lambda_0); w_1, \ldots, w_N \right)
\times \prod_{k=0}^{n-1} \left( \right) \right] \left( -\alpha + 2\eta \left( \right) \right) \right] \right],
\tag{10.8}
\]
where the equality in \( (10.8) \) is due to \( (8.15) \) (see also Theorem 8.6), and we used the notation \( \eta(x) = \# \{ i \geq 1 : \nu_i \geq x \} \). \( \tag{10.9} \)

Since the initial integral from \( (10.6) \) is independent of \( \lambda \), this would imply the claim of the theorem, modulo elementary manipulations with \( f(z) = \sin \pi z \).

If we want to see the integral from \( (10.6) \) divided by \( (2\pi i)^n \) as a linear combination of \( B^\text{stoch}_\nu(\lambda - 2\eta(N - \Lambda_0); w_1, \ldots, w_N) \), we can alternatively seek the decomposition of
\[
\frac{\pi^N c_\nu(\lambda - 2\eta(N - \Lambda_0))}{\prod_{i=0}^{n-1} f(\lambda - 2\eta i)} \mathcal{N} \prod_{k=1}^{N} \frac{f(w_k - p_0)}{f(w_k - q_0)} \times \prod_{1 \leq i < j \leq n} \frac{f(v_i - v_j)}{f(v_i - v_j + 2\eta)} \prod_{i=1}^{\nu} \frac{f(v_i - p_j)}{f(v_i - q_j)} \prod_{k=1}^{N} \frac{f(v_i - w_k - 2\eta)}{f(v_i - w_k)} \frac{dv_i}{2\pi i} \tag{10.10}
\]
as a linear combination of \( B^\nu(\lambda - 2\eta(N - \Lambda_0); w_1, \ldots, w_N) \); by virtue of \( (8.9) \) and \( (8.5) \), the resulting coefficients will be the same (given that only \( \nu \)'s with \( \nu_N \geq 1 \) enter the latter decomposition).

Let us first argue that such a decomposition exists. The dependence of the last expression on \( \{ w_k \}_{k=1}^{N} \) is through the product
\[
\prod_{k=1}^{N} \frac{f(w_k - p_0)}{f(w_k - q_0)} \prod_{i=1}^{\nu} \frac{f(v_i - w_k - 2\eta)}{f(v_i - w_k)}.
\]
We proceed similarly to the proof of Proposition 8.3, see also the beginning of Section 8 around (8.2), (8.3). More exactly, we start with the Cauchy identity (4.8), use for \( \{v_j\} \) a finite sequence of indeterminates \( v_1, \ldots, v_n \) and a string of the form \((v, v - 2\eta, \ldots, v - 2\eta(m - 1))\), choose \( v = p_0 + 2\eta m \), and send \( m \to \infty \) assuming \( 2\eta \neq 0 \). The Cauchy summations remain uniformly convergent throughout the limit transition as long as \( w_i \)'s are close enough to \( p_i \)'s and \( v_1, \ldots, v_n \) do not approach those, and the limiting summation is what we want. Further, using the same uniform convergence, we can integrate the resulting summation over \( v_1, \ldots, v_n \) as in (10.10), with the conclusion that (10.10) has an expansion in \( B_\nu(\lambda - 2\eta(N - \Lambda_0); w_1, \ldots, w_N) \) as long as the \( v \)-contours include both \( \{p_i\} \) and \( \{w_j\} \) that are close enough together.

Our next goal is to actually compute the coefficient of \( B_\nu(\lambda - 2\eta(N - \Lambda_0); w_1, \ldots, w_N) \) in (10.10) using the orthogonality relations proved in Theorem 6.2. Relation (6.2) implies that this coefficient equals

\[
\frac{\pi^N}{\prod_{k=0}^{N-1} f(\lambda - 2\eta k)} \int_{\gamma_1} dw_1 \ldots \int_{\gamma_N} dw_N \prod_{1 \leq i < j \leq N} f(v_i - v_j + 2\eta) \prod_{1 \leq i < j \leq N} f(v_i - v_j + 2\eta) \left( f(w_k - p_0) \prod_{j=1}^{\nu_k-1} f(w_k - q_j) \right) \prod_{1 \leq i < j \leq n} f(v_i - v_j + 2\eta) \prod_{1 \leq i \leq n} f(v_i - p_j) \right).
\]

We will compute this integral by evaluating residues, first shrinking the \( v_1, \ldots, v_n \)-contours and expanding the \( w \)-contours after that; the expansion is similar to the evaluation of \( D_\nu^\text{norm}(\lambda; \rho) \) in Proposition 8.2 above.

We have so far imposed no restrictions on positions of the \( v \)-contours with respect to each other, they are only required to surround the \( w \)-contours and leave the potential poles \( \{q_j\} \) outside. In fact, the integral does not depend on their relative positions, one can show that taking any residue of the form \( v_i = v_j + 2\eta \) for \( 1 \leq i < j \leq n \) leads to (10.11) vanishing. However, we do not really need this fact, and will simply assume that \( v_1 \)-contour is well (within the \( 2\eta \)-shift) inside the \( w_1 \)-contour, which is well inside \( v_3 \)-contour, etc. This way we will face no obstacles from the denominators \( f(v_i - v_j + 2\eta) \) when shrinking the \( v \)-contours and picking the residues at \( v_i = w_k \).

Let us now shrink the \( v_1 \)-contour. Taking the residue at \( v_1 = w_{t_1}, 1 \leq t_1 \leq N \), gives the \( v_1 \)-dependent terms

\[
-\frac{f(2\eta)}{f'(0)} \prod_{k=t_1} f(w_{t_1} - w_k - 2\eta) \prod_{j=2}^{n} f(w_{t_1} - v_j + 2\eta) \prod_{l=1} f(w_{t_1} - p_l).
\]

The middle product removes \( w_{t_1} \), from \( \prod_{i,k} f(v_i - w_k - 2\eta)/f(v_i - w_k) \), which means that when we shrink the next contour (for \( v_2 \)), we have to exclude \( w_{t_1} \) from the list of possible poles. Further, the first product removes the poles at \( w_{t_1} = w_k + 2\eta \) for \( k > t_1 \) in the integrand of (10.11). If now \( x_1 > \nu_1 \) then the third product removes the remaining poles at \( p_1, \ldots, p_{\nu_1} \) from the inside of \( \gamma_{t_1} \), and shrinking that contour yields zero. Hence, we can assume that \( x_1 \leq \nu_1 \).
Let us now shrink the next, \(v_2\)-contour. Taking the residue at \(v_2 = w_{t_2}\) with \(t_2 \neq t_1\) gives the \(v_2\)-dependent terms

\[
\frac{-f(2\eta)}{f'(0)} \prod_{k \in \{t_1, t_2\}} \frac{f(w_{t_2} - w_k - 2\eta)}{f(w_{t_2} - w_k)} \prod_{j = 3}^{n} \frac{f(w_{t_2} - v_j)}{f(w_{t_2} - v_j + 2\eta)} \prod_{t = 1}^{x_{t_2} - 1} \frac{f(w_{t_2} - q_t)}{f(w_{t_2} - q_t)}.
\]

Again we see the removal of \(w_{t_2}\) from \(\prod_{t \in \{t_1, \ldots, t_n\}} f(v_i - w_k - 2\eta)/f(v_i - w_k)\), and we can again assume that \(x_{t_2} \leq \nu_{t_2}\). Indeed, otherwise if \(t_2 > t_1\) then the integral vanishes due to absence of singularities inside \(\gamma_{t_2}\), and if \(t_2 < t_1\) then \(w_{t_2} \geq \nu_{t_1} \geq x_1 \geq x_2\).

Continuing in this fashion for all the \(v\)-contours, we conclude that for a nonzero result we have to choose pairwise distinct integers \(t_1, \ldots, t_n\) between 1 and \(N\) such that \(\nu_{t_j} \geq x_j\) for all \(1 \leq j \leq n\), and the total contribution of the \(v\)-dependent terms in the integrand of (10.11) is

\[
\left(\frac{-f(2\eta)}{f'(0)}\right)^n \prod_{1 \leq i < j \leq n} \frac{f(w_{t_i} - w_{t_j} - 2\eta)}{f(w_{t_i} - w_{t_j})} \prod_{i \in \{t_1, \ldots, t_n\}} \frac{f(w_{t_i} - w_{t_j} - 2\eta)}{f(w_{t_i} - w_{t_j})} \prod_{j \in \{t_1, \ldots, t_n\}} \frac{f(w_{t_i} - q_t)}{f(w_{t_i} - q_t)}. \tag{10.12}
\]

From this point our arguments are very reminiscent of the proof of Proposition 8.2. First, if \(\nu_N = 0\) then \(\gamma_N\) (which is the integration contour for \(u_N\)) has no singularities inside and the integral vanishes. Hence, we will only have the signatures with \(\nu_N \geq 1\), which was actually required to pass from \(B_{\nu}\)'s to \(B_{\nu}^{\text{stoch}}\)'s above.

Let us expand \(\gamma_1, \ldots, \gamma_N\) (in that order), as in the proof of Proposition 8.2. There are no poles that we encounter along the way, so we just need to collect the sines arising from the asymptotics at \(\pm \infty\). It is easier to compare with (8.7); we have to take into account two discrepancies. First, \(\lambda\) in (8.7) needs to be replaced by the shifted value of \(\lambda - 2\eta(N - \Lambda_0)\). Second, we have the additional factor (10.12) in the integrand.

Denote \(I = \{t_1, \ldots, t_n\}, I^c = \{1, \ldots, N\} \setminus \{t_1, \ldots, t_n\}\).

For any \(j \in I^c\), the shift of the argument in the sine of the type (8.7) coming from (10.12) is \(-2\eta n + 2\eta \cdot \# \{i \in I \mid i < j\}\), where the second term is due to the fact that \(\gamma_j\) is expanded after all \(\gamma_i\) with \(i < j\). Thus, the expansion of the contour that corresponds to the minimal element of \(I^c\) gives \(f(\lambda - 2\eta n)/\pi\), the one for the second minimal element of \(I^c\) gives \(f(\lambda - 2\eta(n + 1))\), etc. In total, the expansion of \(\gamma_j\)'s with \(j \in I^c\) brings the factor of

\[
\frac{f(\lambda - 2\eta n) f(\lambda - 2\eta(n + 1)) \cdots f(\lambda - 2\eta(N - 1))}{\pi^{N-n}}.
\]

Let us now look at the contribution of the expansion of \(\gamma_{t_i}\) for a \(t_i \in I\). The extra shift of the sine argument due to (10.12) is

\[
2\eta \left(-\# \{t_j \in I \mid t_j > t_i, j < i\} + \# \{t_j \in I \mid t_j > t_i, j > i\} + \# \{j \in I^c \mid j > i\}\right) + \sum_{t = 1}^{x_{t_i} - 1} (p_t - q_t) = 2\eta \left(\left(N - t_i\right) - 2 \# \{t_j \in I \mid t_j > t_i, j < i\} - \Lambda_{[1,x_i]}\right). \tag{10.13}
\]

Hence, the corresponding factor is \(\pi^{-1} f(\lambda + 2\eta \left((N - 2t_i + 1) - 2 \# \{t_j \in I \mid t_j > t_i, j < i\} - \Lambda_{[1,x_i]}\right))\).

Gathering all the contributions, we conclude that (using \(f'(0) = \pi\))

\[
\left(10.11\right) = \frac{\left(-f(2\eta)\right)^n}{\prod_{i = 0}^{n-1} f(\lambda - 2\eta i)} \sum_{1 \leq t_1 \leq T_1, \ldots, 1 \leq t_n \leq T_n} X_{t_1}^{(1)} X_{t_2 + \text{inv}_{t_2}}^{(2)} \cdots X_{t_n + \text{inv}_{t_n}}^{(n)} \tag{10.14}
\]
where for any $1 \leq j \leq n$, $T_j$ is the largest positive integer such that $\nu T_j \geq x_j$ (the sum is set to 0 if $\nu_1 < x_1$, otherwise all $T_j$'s are well-defined with $T_1 \leq \cdots \leq T_n$, because $x_1 \geq \cdots \geq x_n$), and for all $i = 1, \ldots, n$

\[ X_i^{(i)} = \frac{f(\lambda + 2\eta((N - 2t + 1) - \Lambda_{[1,x_i]}))}{\pi}, \quad \text{inv}_{\xi i} = \#\{t_j \in I \mid t_j > t_i, j < i\}. \]

Note that $T_j$ is actually equal to $\theta_{\nu}(x_j)$, cf. (10.9).

The last step of the computation is the following lemma.

**Lemma 10.5.** Fix $n \geq 1$ and let \(\{Y_i^{(j)}\}_{i \geq 1, 1 \leq j \leq n}\) be indeterminates. For any $T_1, \ldots, T_n \in \mathbb{Z}_{\geq 1}$ we have

\[
\sum_{1 \leq t_1 \leq T_1, \ldots, 1 \leq t_n \leq T_n} Y_{t_1}^{(1)} Y_{t_2+\text{inv}_{\xi 2}}^{(2)} \cdots Y_{t_n+\text{inv}_{\xi n}}^{(n)} = \prod_{j=1}^{n} \left(Y_j^{(j)} + \cdots + Y_{T_j}^{(j)}\right),
\]

where $\text{inv}_{\xi i} = \#\{t_j \in I \mid t_j > t_i, j < i\}$. Here the right-hand side is assumed to be 0 if one of the sums is empty.

**Proof.** The argument is identical to the proof of [15, Lemma 9.14], which is a special case of the above statement when $Y_i^{(j)}$'s do not depend on the upper index $j$. \(\square\)

Applying Lemma 10.5 to the right-hand side of (10.14) and using the readily checkable identity

\[ f(a) + f(a + 2b) + \cdots + f(a + 2(m - 1)b) = \frac{f(mb)}{f(b)} f(a + (m - 1)b), \quad a, b \in \mathbb{C}, \quad m = 1, 2, \ldots, \]

we obtain

\[
(10.11) = \frac{(-f(2\eta))^{n-1}}{\prod_{i=0}^{n-1} f(\lambda - 2\eta)} \prod_{j=1}^{n} \frac{f(2\eta(T_j - j + 1)) - f(2\eta(T_j - j + 1) - \Lambda_{[1,x_j]}))}{f(2\eta)} \left(\frac{\lambda + 2\eta((N - T_j - j + 1) - \Lambda_{[1,x_j]})}{\pi}\right) \]

\[= \prod_{i=0}^{n-1} (-1)^i f(\theta_{\nu}(x_{i+1}) - i) f(\lambda + 2\eta((N - \theta_{\nu}(x_{i+1}) - i) - \Lambda_{[1,x_{i+1}]}) = \frac{\prod_{i=0}^{n-1} f(\lambda - 2\eta)}{f(\lambda - 2\eta)}.
\]

As the last expression coincides with the coefficient of $B_{\nu}^{\text{stoch}}(\lambda - 2\eta(N - \Lambda_0); w_1, \ldots, w_N)$ in (10.8), the proof of Theorem 10.1 is complete. \(\square\)

Let us now investigate what Theorem 10.1 means for the limiting cases of our stochastic IRF model that were discussed in Section 9.

The degeneration to the dynamic stochastic six vertex model is very simple — one just needs to replace all $\Lambda_j$ by 1, hence $\Lambda_{[1,x]} \equiv x - 1$ and $s_i^2 \equiv q$; everything else remains the same. Degenerating further to the dynamic ASEP of Definition 9.2 requires a little bit of work to match the notations.

As was mentioned in Section 9.4, for a sequence \(\{s_x\}_{x \in \mathbb{Z}}\) with $s_{x+1} - s_x \in \{-1, 1\}$ one can associate a particle configuration in $\mathbb{Z} + \frac{1}{2}$ by placing a particle at $x + \frac{1}{2}$ if an only if $s_{x+1} - s_x = 1$. The $\alpha \to 0$ limit of the dynamic ASEP is then the usual ASEP on $\mathbb{Z} + \frac{1}{2}$ with particles jumping left with rate $q$ and jumping right with rate 1. For ASEP configurations with finitely many particles to the right of the origin, define the height function $h_{\text{ASEP}}: \mathbb{Z} \times \mathbb{R}_{\geq 0} \to \mathbb{Z}_{\geq 0}$ as

\[ h_{\text{ASEP}}(x, t) = \text{the number of ASEP particles at time } t \text{ to the right of } x. \]
We will sometimes drop ‘t’ from this notation when time is not relevant.

For the sequences \( \{x_n\}_{n \in \mathbb{Z}} \) with \( s_x := x \) for \( x \gg 1 \), one has

\[
\mathfrak{h}_{ASEP}(x) = \frac{s_x - x}{2} \quad \text{or} \quad s_x = 2\mathfrak{h}_{ASEP}(x) + x.
\]  

Indeed, the two sides are obviously equal for \( x \gg 1 \), and it is also clear that the differences of the two sides at \( x + 1 \) and \( x \) match.

It is not hard to see that in the limiting procedure of Proposition 9.3, the height function of the six vertex model (which counts the number of paths through or below a given vertex) converges to that of the limiting ASEP:

\[
\lim_{\epsilon \to 0} \mathfrak{h}(\lfloor t\epsilon^{-1} \rfloor + x + 1, \lfloor t\epsilon^{-1} \rfloor) = \mathfrak{h}_{ASEP}(x, t).
\]

This leads, with the help of Proposition 9.3, to the following version of Theorem 10.1 and Remark 10.2.

**Corollary 10.6.** Consider the dynamic ASEP of Definition 9.2 with the initial condition \( s_x(0) \equiv |x| \), and introduce its observables

\[
\mathcal{O}_{ASEP}(x, t) = -\alpha^{-1}q^{\mathfrak{h}_{ASEP}(x, t)} + q^{-x-h_{ASEP}(x, t)} = -\alpha^{-1}q^{\frac{x(t) - x}{2}} + q^{\frac{-s_x(t) - x}{2}}.
\]

Then, for any \( t \geq 0 \), \( n \geq 1 \) and \( x_1 \geq x_2 \geq \cdots \geq x_n \), the expression

\[
E_{t}^{ASEP}(x_1, \ldots, x_n) := \frac{1}{(-\alpha^{-1}; q)_n} \mathbb{E}_{\text{dynamic ASEP at time } t} \left[ \prod_{k=0}^{n-1} \left( q^{-x_{k+1}} - \alpha^{-1}q^{2k} - q^{k} \cdot \mathcal{O}_{ASEP}(x_{k+1}, t) \right) \right]
\]

is independent of the parameter \( \alpha \). In particular, taking \( \alpha \to 0 \) shows that

\[
E_{t}^{ASEP}(x_1, \ldots, x_n) = \mathbb{E}_{\text{usual ASEP at time } t} \left[ \prod_{k=0}^{n-1} \left( q^{h_{ASEP}(x_{k+1}, t)} - q^{k} \right) \right],
\]

where the expectation in the right-hand side is with respect to the usual ASEP on \( \mathbb{Z} + \frac{1}{2} \) with left jump rate \( q \), right jump rate 1, and particles at \( t = 0 \) occupying all the negative locations. The latter expectation is given explicitly by

\[
E_{t}^{ASEP}(x_1, \ldots, x_n) = \frac{q^{s(x_1) - x}}{(2\pi i)^n} \oint \cdots \oint \prod_{1 \leq i < j \leq n} \frac{y_i - y_j}{y_i - qy_j} \times \prod_{i=1}^{n} \left( \frac{1 - y_i}{1 - qy_i} \right)^{x_i} \exp \left\{ \frac{(1 - q) y_i}{(1 - y_i)(1 - qy_i)} t \right\} \frac{dy_i}{y_i},
\]

where the integration contours are small positively oriented loops around 1.

For \( x_1 = \cdots = x_n \) the integral representation (10.17) for the (usual) ASEP goes back to [13, Theorem 4.20], and for different \( x_i \)’s it follows from [15, Corollary 10.2].

The next degeneration we consider is the case of the rational (pre-)stochastic IRF model from Section 9.3. This involves a simple limit transition in (10.4) and leads to the following statement.

**Corollary 10.7.** Consider the rational (pre-)stochastic IRF in the quadrant from Section 9.3 and introduce its observables

\[
\mathcal{O}_{rational}(x, N) = \mathfrak{h}(x, N)(\mathfrak{h}(x, N) - \lambda - N + x - 1).
\]
Then, for any \( n, N \geq 1 \) and \( x_1 \geq x_2 \geq \cdots \geq x_n \geq 1 \), the expression

\[
E_N^{\text{rational}}(x_1, \ldots, x_n) := \frac{1}{(-\lambda)_n} \mathbb{E}^{\text{rational, stoch. IRF}} \left[ \prod_{k=0}^{n-1} \left( k^2 - k(\lambda + N - x_{k+1} + 1) - O_{\text{rational}}(x_{k+1}, N) \right) \right]
\]

is independent of the parameter \( \lambda \). Its explicit form is as follows:

\[
E_N^{\text{rational}}(x_1, \ldots, x_n) = \oint \ldots \oint \prod_{1 \leq i < j \leq n} \frac{v_i - v_j}{v_i - v_j + 1} \prod_{i=1}^{n} \left( \prod_{j=1}^{x_i} \frac{v_i - v_j}{v_i - v_j - 1} \prod_{k=1}^{N} \frac{v_i - w_k - 1}{v_i - w_k} \right) \frac{dv_i}{2\pi i},
\]

where the integration contours are small positively oriented loops around \( \{w_k\}_{k=1}^{N} \).

**Proof.** We need to replace \( (2\eta, \lambda, z_i, w_j) \) by \( (\epsilon, \epsilon \lambda, \epsilon z_i, \epsilon w_j) \) and look at the \( \epsilon \to 0 \) asymptotics of the right-hand side of (10.4). Using (10.3) (and remembering that \( \Lambda_{(1,z)} = x - 1 \)) gives

\[
\frac{g^N(\Lambda_{(1,z)} \cdot \epsilon e^{i\lambda} q^k) - q^k \cdot O(x, N)}{1 - \epsilon e^{i\lambda} q^k} \sim 2\pi i \epsilon (k - h(x, N))(k + h(x, N) - N + x - 1 - \lambda). \]

Taking the product over \( k = 0, 1, \ldots, n - 1 \) and substituting \( x_{k+1} \) for \( x \) leads to the right-hand side of (10.21) times a factor of \((2\pi i \epsilon)^n\). Comparing with the similar asymptotics of (10.6) gives the result.

The final limit transition that we consider is from the rational stochastic IRF model in the quadrant to the dynamic SSEP of Definition 9.4. It is very similar to the case of the dynamic SSEP from Corollary 10.6, and we just give the result. The SSEP height function \( h_{\text{SSEP}} \) that we use below is defined in exactly the same way as \( h_{\text{ASEP}} \) above.

**Corollary 10.8.** Consider the dynamic SSEP of Definition 9.4 with the initial condition \( s_x(0) \equiv |x| \), and introduce its observables

\[
O_{\text{SSEP}}(x,t) = h_{\text{SSEP}}(x,t)(h_{\text{SSEP}}(x,t) + x - \lambda) = \frac{s_x(t) - x}{2} \left( \frac{s_x(t) + x}{2} - \lambda \right).
\]

Then, for any \( t \geq 0, n \geq 1 \) and \( x_1 \geq x_2 \geq \cdots \geq x_n \), the expression

\[
E_{t}^{\text{SSEP}}(x_1, \ldots, x_n) := \frac{1}{(-\lambda)_n} \mathbb{E}_{\text{dynamic SSEP at time} t} \left[ \prod_{k=0}^{n-1} \left( k^2 - k(\lambda - x_{k+1}) - O_{\text{SSEP}}(x_{k+1}, t) \right) \right]
\]

is independent of the parameter \( \lambda \). In particular, taking \( \lambda \to \infty \) shows that

\[
E_{t}^{\text{SSEP}}(x_1, \ldots, x_n) = \mathbb{E}_{\text{usual SSEP at time} t} \left[ \prod_{k=0}^{n-1} (k - h_{\text{SSEP}}(x_{k+1}, t)) \right],
\]

where the expectation in the right-hand side is with respect to the usual SSEP on \( \mathbb{Z} + \frac{1}{2} \) with both left and right jump rate equal to 1, and particles at \( t = 0 \) occupying all the negative locations. The latter expectation is given explicitly by

\[
E_{t}^{\text{SSEP}}(x_1, \ldots, x_n) = \oint \ldots \oint \prod_{1 \leq i < j \leq n} \frac{v_i - v_j}{v_i - v_j + 1} \prod_{i=1}^{n} \left( \exp \left( \frac{t}{v_i(v_i - 1)} \right) \left( \frac{v_i}{v_i - 1} \right)^{x_i} \right) \frac{dv_i}{2\pi i},
\]

where the integration contours are small positively oriented loops around 0.
11. One-point asymptotics of the dynamic SSEP

In this section we consider the dynamic symmetric simple exclusion process described in Definition 9.4 above. In the particle interpretation, this is a system of particles in $\mathbb{Z} + \frac{1}{2}$, no more than one particle per site, that jump left and right by one unit independently with exponential waiting times of certain rates\(^{10}\). The rates vary in time and also between particles, and they depend on the height function $h : \mathbb{Z}_{\geq 0} \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{Z}_{\geq 0}$ defined by

\[ h(x,t) = h_{\text{SSEP}}(x,t) = \text{number of particles to the right of } x \text{ at time } t. \]

We only consider configurations with $h(x,t) \equiv 0$ for $x \gg 1$, equivalently, the number of particles to the right of the origin is always finite; thus, the height function always takes finite values.

The rate of a left jump of a particle from $(x + \frac{1}{2})$ to $(x - \frac{1}{2})$ is defined as $(s_x + \lambda)/(s_x + \lambda - 1)$, where $s_x = 2h(x) + x$ (we are muting the dependence on $t$ here), and $\lambda$ is a parameter of the process\(^{11}\) while the rate of a right jump from $(x - \frac{1}{2})$ to $(x + \frac{1}{2})$ is $(s_x + \lambda)/(s_x + \lambda + 1)$. The limit $\lambda \rightarrow \infty$ leads to the usual SSEP with both left and right rates identically equal to 1.

We will only consider the step or packed initial condition with particles occupying all negative locations at $t = 0$; equivalently, $h(x,0) = 1_{x < 0} \cdot |x|$ or $s_x(t = 0) = |x|$. The parameter $\lambda$ is assumed to be positive; in that case all the jump rates are clearly positive as well (as we will always have $h(x,t) \geq h(x,0)$ or $s_x(t) \geq s_x(0)$).

Our goal is to study the first order behavior of $h(x,t)$ as time gets large. Let us first give a corresponding result for the usual SSEP that is well known. The following functions on $\mathbb{R} \times \mathbb{R}_{\geq 0}$ will be useful:

\[ H(\chi, \tau) = \sqrt{\frac{\tau}{\pi}} \exp\left(-\frac{\chi^2}{4\tau}\right) - \frac{\chi}{2} \text{erfc}\left(\frac{\chi}{2\sqrt{\tau}}\right), \quad \chi \in \mathbb{R}, \quad \tau \in \mathbb{R}_{\geq 0}, \quad (11.1) \]

where erfc($\cdot$) is the complementary error function. Observe that $H(\chi, \tau)$ solves the (1+1)d heat equation:

\[ \frac{\partial H(\chi, \tau)}{\partial \tau} = \frac{\partial^2 H(\chi, \tau)}{\partial \chi^2} \]

with the initial condition $\lim_{\tau \to 0} H(\chi, \tau) = 1_{\chi < 0} \cdot |\chi|$ (which also happens to be the initial condition $h(x,0)$ for our height function).

**Proposition 11.1.** Consider the usual SSEP with the step initial condition $h(x,0) = 1_{x < 0} \cdot |x|$. Then for any $\chi \in \mathbb{R}$, $\tau \in \mathbb{R}_{\geq 0}$ we have the following convergence in moments and in probability:

\[ \lim_{L \to \infty} L^{-\frac{1}{2}} \cdot h(L^{\frac{1}{2}} \chi, L\tau) = H(\chi, \tau) \quad (11.2) \]

with $H(\chi, \tau)$ given by (11.1). The statement remains valid if $\chi$ in $h(L^{\frac{1}{2}} \chi, L\tau)$ is $L$-dependent but has a limit: $\chi = \chi(L)$ with $\lim_{L \to \infty} \chi(L) = \chi$.

**Proof.** This is a standard statement from the hydrodynamic theory of SSEP, cf., e.g., [28, Chapter 4], [34, Chapter 8], where much more general statements are available.

In our concrete situation we can reach the one-point asymptotics above by taking the asymptotics of moments of $h(x,t)$ given by equating the right-hand sides of (10.25) and (10.26). For

\(^{10}\)A particle can never jump into a spot occupied by another particle though; thus ‘exclusion’ in the name.

\(^{11}\)We use $\lambda$ as replacement for $(-\lambda)$ of Section 9.4 as it is more convenient to deal with a positive parameter.
example, for the first moment we have

$$\mathbb{E} h(x, t) = -\int_{0}^{\infty} \left( \frac{v}{v - 1} \right)^x \exp \left\{ \frac{t}{v(v - 1)} \right\} \frac{dv}{2\pi i},$$

which under the change of variable $u = v/(v - 1)$ turns into

$$\mathbb{E} h(x, t) = \int_{0}^{\infty} u^x \exp \left\{ t(u + u^{-1} - 2) \right\} \frac{du}{2\pi i(u - 1)^2}.$$  

Turning the contour into a large straight piece parallel to the imaginary axis slightly to the left of $\Re u = 1$ and a large arc closing the contour in the left half-plane, we can further change the variable as $u = 1 + L^{-\frac{1}{2}} z$ and obtain

$$\lim_{L \to \infty} L^{-\frac{1}{2}} \cdot h(L^\frac{1}{2} \chi, L\tau) = \frac{1}{2\pi i} \int_{\mathbb{R} - 0} e^{\chi z + \tau z^2} \frac{dz}{z^2},$$

which is exactly $H(\chi, \tau)$.

The asymptotics of the right-hand side of (10.26) for an arbitrary $n \geq 1$ is obtained in exactly the same way by repeating the above contour deformations for each of the integration variables, with the result being the $n$th power of that for the single integral (the cross-terms from $\prod_{i < j}$ play no role). Comparing with (10.25) shows that $\lim_{L \to \infty} L^{-\frac{n}{2}} \cdot (h(L^\frac{1}{2} \chi, L\tau))^n = (H(\chi, \tau))^n$ for any $n \geq 1$, which implies the result. \hfill \Box

In order to state the result for the dynamic SSEP, let us recall the gamma distribution, which is a two parameter family $\Gamma(a, b)$ of absolutely continuous probability distributions on $\mathbb{R}_{>0}$ with densities

$$p_{a, b}(x) = \frac{b^a x^{a-1} e^{-bx}}{\Gamma(a)}, \quad x > 0, \quad a, b > 0.$$  

They are uniquely determined by their moments

$$\int_{0}^{\infty} x^m p_{a, b}(x) \, dx = b^m \frac{\Gamma(a + m)}{\Gamma(a)} = b^m (a)_m, \quad m = 0, 1, 2, \ldots, \quad (11.3)$$

and have the scaling property that if $X \sim \Gamma(a, b)$ then $cX \sim \Gamma(a, bc)$.

**Theorem 11.2.** Consider the dynamic SSEP with the step initial condition $h(x, 0) = 1_{x \in 0} \cdot |x|$ and with the dynamic parameter $\lambda > 0$ that may depend on the large parameter $L$: $\lambda = \lambda(L)$.

In what follows $\chi$ and $\tau$ take arbitrary fixed values in $\mathbb{R}$ and $\mathbb{R}_{>0}$, respectively.

(i) If $\lambda(L) \cdot L^{-\frac{1}{2}} \to \infty$ as $L \to \infty$, then $\lim_{L \to \infty} L^{-\frac{1}{2}} \cdot h(L^\frac{1}{2} \chi, L\tau) = H(\chi, \tau)$ in probability with $H(\chi, \tau)$ from (11.1), exactly as for the usual SSEP, cf. Proposition 11.1.

(ii) If $\lim_{L \to \infty} \lambda(L) \cdot L^{-\frac{1}{2}} = l \in (0, +\infty)$, then we have the convergence in probability

$$\lim_{L \to \infty} L^{-\frac{1}{2}} \cdot h(L^\frac{1}{2} \chi, L\tau) = \sqrt{l \cdot H(\chi, \tau) + \left( \frac{\chi + l}{2} \right)^2} - \frac{\chi + l}{2}.$$  

(iii) If $\lambda(L) \to \infty$ as $L \to \infty$ and $\lim_{L \to \infty} \lambda(L) \cdot L^{-\frac{1}{2}} = 0$, then we have the convergence in probability

$$\lim_{L \to \infty} \frac{h(\sqrt{\lambda(L)} L^\frac{1}{2} \chi, L\tau)}{\sqrt{\lambda(L)} L^\frac{1}{2}} = \sqrt{\frac{\tau}{\pi} + \left( \frac{\chi}{2} \right)^2} - \frac{\chi}{2}.$$
Assume that $\bar{\lambda}$ does not depend on $L$. For any fixed $\chi$ and $\tau$, let $Y_{\chi,\tau}$ be a gamma distributed random variable: $Y_{\chi,\tau} \sim \Gamma(a, b)$ with $a = \bar{\lambda}$, $b = \sqrt{\tau/\pi}$. Then we have the following limit in distribution:

$$
\lim_{L \to \infty} L^{-\frac{1}{4}} \cdot h(L^{-\frac{1}{4}} \chi, L \tau) = \sqrt{Y_{\chi,\tau}} + \left(\frac{\chi}{2}\right)^2 - \frac{\chi}{2}.
$$

Comments 1. In all the four cases (i)-(iv), the limiting functions tend to 0 when $\chi \to +\infty$ and behave as $|x|$ when $\chi \to -\infty$, showing that there are almost no particles or almost no holes (=empty sites) in the corresponding regions (with ‘almost’ holding on the chosen scale). This shows that the above statement captures the full nontrivial limiting profiles of the height function in the corresponding regimes.

2. The formulas for the limits look slightly nicer for the $s_{x}(t) = 2h(x, t) + x$. With the same scaling of $x$ and $t$, the limit of $s_{x}(t)$ in case (i) is $S(\chi, \tau) := 2\sqrt{\tau/\pi} \cdot e^{-\chi^2/4\tau} + \chi \cdot \text{erf}(\chi/(2\sqrt{\tau}))$, where $\text{erf}(\cdot)$ is the error function; in case (ii) the limit is $\sqrt{2IS(\chi, \tau)} + \chi^2 + t^2 - l$; in case (iii) it is $\sqrt{4Y_{\chi,\tau} + \chi^2}$; and in case (iv) it is $\sqrt{4Y_{\chi,\tau} + \chi^2}$, where $4Y_{\chi,\tau}$ is a $\Gamma(a, b)$-distributed random variable itself with parameters $a = \bar{\lambda}$ and $b = 4\sqrt{\tau/\pi}$.

3. The four regimes of Theorem 11.2 can be seen as descriptions of what is happening as time progresses to the dynamic SSEP started with the step initial condition and with a small but fixed dynamic parameter $\bar{\lambda}$. At first one sees no difference with the usual SSEP, with height function growing as $\sqrt{t}$ and the limit shape being exactly as for the usual SSEP. When $t$ becomes comparable to $\bar{\lambda}^{-2}$, the height function is still of size $\sqrt{t}$ but the limit shape is no longer the same as for the usual SSEP. As $t$ becomes significantly larger than $\bar{\lambda}^{-2}$, the growth of the height function slows down, until it finally reaches $t^{1/4}$, and at that point the profile in the first approximation becomes visibly random and the limit shape phenomenon disappears.

4. The tools we use for the proof of Theorem 11.2 which are the moment method and Corollary 10.8 can also be used to investigate the multi-point asymptotics of the dynamic SSEP as well as its fluctuations. For example, for the part (iv) the same arguments as in the proof below show that the dependence of the random variable $Y_{\chi,\tau}$ on $\chi$ and $\tau$ may be removed, and thus the whole height function profile at a given time is governed by a single gamma-distributed random variable. Such investigations are no doubt very interesting, but they go beyond the goals of the present paper, and we hope to return to them in a future one.

Proof of Theorem 11.2. Our starting point is Corollary 10.23, which we will use in conjunction with Proposition 11.1 to obtain the asymptotics of the moments $E(\mathcal{O}(x, t))^n$ in all the limit regimes. Once the asymptotics of $\mathcal{O}(x, t)$ is established, we will use (10.23) to obtain the asymptotics of the height function.

Observe that relations (10.24) and (10.25) imply (setting $x_1 = \cdots = x_n = x$)

$$
\frac{1}{(\bar{\lambda})^n} E \left[ \prod_{k=0}^{n-1} \left( \mathcal{O}(x, t) - k(\bar{\lambda} + x) - k^2 \right) \right] = E_{\text{usual SSEP}} \left[ \prod_{k=0}^{n-1} (h(x, t) - k) \right].
$$

(11.4)

This equality can be used to express $E[(\mathcal{O}(x, t))^n]$ in terms of lower moments $E(\mathcal{O}(x, t))^k$, $1 \leq k \leq (n - 1)$, and the moments $E_{\text{usual SSEP}}[(h(x, t))^m]$, $1 \leq m \leq n$. The asymptotic behavior...
of the latter is provided by Proposition \ref{prop:11.1}, namely, as \( L \to \infty \), for any \( m \geq 1 \) we have
\[
\mathbb{E}_{\text{usual SSEP}}[(\mathfrak{h}(x,t))^m] \sim \begin{cases} \frac{L^{m/2}(H(\chi,\tau))^m}{\lambda^m}, & \text{cases (i) and (ii),} \\ \frac{L^{m/2}(H(0,\tau))^m}{\lambda^m}, & \text{cases (iii) and (iv).} \end{cases}
\]

An easy inductive (in \( n \)) argument then shows that, depending on the limit regime, we have
(i) \( \mathbb{E}[(\mathcal{O}(x,t))^n] \sim (\lambda(L))^n L^{n/2}(H(\chi,\tau))^n \), hence, \( \lim_{L \to \infty} (\lambda(L))^{-1} L^{-1/2} \mathcal{O}(x,t) = H(\chi,\tau) \);
(ii) \( \mathbb{E}[(\mathcal{O}(x,t))^n] \sim L^n (H(\chi,\tau))^n \), hence, \( \lim_{L \to \infty} L^{-1} \mathcal{O}(x,t) = L H(\chi,\tau) \);
(iii) \( \mathbb{E}[(\mathcal{O}(x,t))^n] \sim (\lambda(L))^n L^{n/2}(\tau/\pi)^{n/2} \), hence, \( \lim_{L \to \infty} (\lambda(L))^{-1} L^{-1/2} \mathcal{O}(x,t) = \sqrt{\tau/\pi} \);
(iv) \( \mathbb{E}[(\mathcal{O}(x,t))^n] \sim L^{n/2}(\lambda)^n (\tau/\pi)^{n/2} \), hence, \( \lim_{L \to \infty} L^{-1/2} \mathcal{O}(x,t) = Y \), where \( Y \) is a \( \Gamma_{a,b} \)-distributed random variable with \( a = \bar{\lambda}, b = \sqrt{\tau/\pi} \), cf. \( \text{(11.3)} \).

It remains to solve \( \mathcal{O}(x,t) = \mathfrak{h}(x,t)(\mathfrak{h}(x,t)+\bar{\lambda}) \), cf. \( \text{(10.23)} \), for \( \mathfrak{h}(x,t) \). Since \( \mathcal{O}(x,t) > 0 \), only one root of this quadratic equation is positive, which gives
\begin{equation}
\mathfrak{h}(x,t) = \sqrt{\lambda \cdot \mathcal{O}(x,t) + \left( \frac{x + \bar{\lambda}}{2} \right)^2 - \frac{x + \bar{\lambda}}{2}} = \frac{x + \bar{\lambda}}{2} \left( 1 + \frac{4 \mathcal{O}(x,t)}{(x + \lambda)^2} \right)^{\frac{1}{2}} - 1 \right).
\end{equation}

Again, we proceed case by case.

(i) As \( \bar{\lambda} \gg x \) and \( \bar{\lambda}^2 \gg \mathcal{O}(x,t) \) with high probability, Taylor expanding the square root in the last expression of \( \text{(11.5)} \) gives \( \mathfrak{h}(x,t) \sim (\bar{\lambda}(L))^{-1} \mathcal{O}(x,t) \), which is the desired result.
(ii) In this regime, \( \bar{\lambda}^2, x^2 \), and \( \mathcal{O}(x,t) \) are all of order \( L \), and normalizing the middle expression of \( \text{(11.5)} \) by \( L^{1/2} \) gives the result.
(iii) Now \( \mathcal{O}(x,t) \) and \( x^2 \) are of the same order \( \bar{\lambda}(L) L^{1/2} \), which is much larger than \( \lambda(L) \); dividing the middle expression of \( \text{(11.5)} \) by \( (\bar{\lambda}(L))^{1/2} L^{1/4} \) leads to the desired limiting behavior.
(iv) Finally, in this case \( \mathcal{O}(x,t) \) and \( x^2 \) are both of order \( L^{1/2} \) while \( \bar{\lambda} \) is finite, and dividing \( \text{(11.5)} \) by \( L^{1/4} \) gives the result.

The proof of Theorem \ref{thm:11.2} is complete. \( \square \)
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