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\textbf{Abstract}

Deformations of the combinatorial Laplacian are proposed, which generalize several existing Laplacians. As particular cases of this construction, the dilation Laplacians are shown to be useful tools for ranking in directed networks of pairwise comparisons. In the case of a connected graph, the entries eigenvector with the smallest eigenvalue of the dilation Laplacians have all the same sign, and provide directly a ranking score of its nodes. The ranking method, phrased in terms of a group synchronization problem, is applied to artificial and real data, and its performance is compared with other ranking strategies. A main feature of this approach is the presence of a deformation parameter enabling the emphasis of the top-k objects in the ranking. Furthermore, inspired by these results, a family of random walks interpolating between the undirected random walk and the Pagerank random walk is also proposed.
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\section{1. Introduction}

The combinatorial Laplacian has been used extensively in applied mathematics and machine learning over the years. Indeed, discrete Laplacians are of fundamental importance whenever the available data can be organized as a graph. In the case of undirected graphs, the combinatorial Laplacian is directly used, for instance, for clustering \textsuperscript{3}, data visualization \textsuperscript{2}, or semisupervised learning \textsuperscript{3}. This paper deals with directed networks, and more specifically, graphs arising from a set of pairwise comparisons between objects, i.e., if object \(i\) is preferred to object \(j\) (\(i \succ j\)), there is a directed edge \(i \rightarrow j\). Applications of the Laplacian introduced in this paper to the problem of ranking from a set of pairwise comparisons are considered.

Ranking from pairwise comparisons was addressed in the literature as a least-squares problem, from a random walk viewpoint, or in terms of a spectral problem. Let us mention some of these approaches. Hodgerank \textsuperscript{4} deals with the issue of finding a consistent ranking in the least square sense, by taking advantage of a discrete Hodge theory. A random walk-based approach was recently presented in \textsuperscript{5}. Alternatively, spectral ranking algorithms were also proposed recently in \textsuperscript{6, 7}. More precisely, in \textsuperscript{6}, the ranking is obtained by computing the second least eigenvector of a combinatorial Laplacian associated to a similarity matrix, yielding the algorithm Serialrank. Hence, because the so-called Fiedler vector has both positive and negative elements, the choice of the sign of this vector has to be done in order to minimize the number of upsets, i.e., the number of times an object is preferred to another object with higher ranking. The main assumption used to build this similarity matrix is that two objects preferred to the same objects are similar. Therefore, this algorithm relies on the hypothesis that many repeated comparisons are available for each object. Another spectral ranking method, Sync-Rank, proposed in the paper \textsuperscript{8, 9}, is based on the computation of the complex phases of an eigenvector of a Hermitian Matrix, related to the so-called connection Laplacian for \(SO(2)\) (a semi-definite programming method is also discussed in the same paper). In the latter
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paper, a rotation is associated to each comparison, so that the objects are positioned by the algorithm on the circle. Then, the ranking is obtained by finding the cyclic permutation of the objects minimizing the number of upsets.

The method proposed in this work can be understood as an algorithm for finding a unique positive eigenvector of the dilation Laplacian with minimal eigenvalue. In fact, this spectral problem is a constrained least-squares problem which can be phrased as a constrained synchronization of dilations. A deformation of the combinatorial Laplacian is introduced, which appears as a particular case of a construction generalizing many existing discrete Laplacians. Two novel deformed Laplacians are proposed: the infinitesimal dilation Laplacian and the dilation Laplacian, both depending on a parameter \( g \) controlling their deformation from the combinatorial Laplacian. In other words, each of them is a one parameter family of Laplacians. The parameter \( g \) can be interpreted as a coupling constant in the jargon of quantum physics. In the case of a weak coupling constant \( g \), we show that the score given by the eigenvector with the smallest eigenvalue of the dilation Laplacian yields a ranking which coincides with the ranking obtained in the least-squares approach, up to a \( O(g^2) \) correction. For a larger value of \( g \), the score ranks more accurately the objects in the top part of the ranking. In this paper, we compare empirically the ranking obtained using the dilation Laplacian with other methods with respect to two viewpoints:

- **Criterion 1.** Given a known ranking, the efficiency of the method is assessed by evaluating how well the ranking is retrieved from missing or corrupted pairwise information. In this context, we assume that a true ranking exists. The accuracy of the ranking is then measured by using Kendall’s \( \tau \)-distance with the ground truth.

- **Criterion 2.** In a practical perspective, where often no “true” ranking exists, and given only pairwise information, the accuracy of the method is evaluated by counting the number of disagreements or “upsets” between the ranking of the objects and the known comparisons in the top part of this ranking. For instance, a low number of upsets is of course desirable in the context of sport tournaments.

Let us outline the organization and the main contributions of this paper. In section 2 the least-squares ranking problem (Hodgerank) is firstly reviewed and used as a motivation for the definition of the dilation Laplacians, yielding a connection between additive and multiplicative pairwise comparisons. After the definition of the dilation Laplacians, a spectral algorithm for ranking from pairwise comparisons is proposed, where the ranking score has a clear meaning, i.e., if the comparisons are seen as “exchange rates”, then the score can be intuitively understood as a “universal currency”.

As it was already mentioned, the dilation ranking is very similar to a least-squares problem and can be related to a synchronization problem over the dilation group as explained in Section 3 where constraints on the sum of absolute errors are also given in the form of a Cheeger type inequality. Furthermore, for a larger value of the deformation parameter, a ranking score with fewer upsets in the top part is obtained, as illustrated for instance in Figure 8. Furthermore, in artificial data sets with missing comparisons, we observe in the simulations the same effect which can be understood from Lemma 4 in Section 3.

The normalization of the combinatorial Laplacian is a customary technique in view of applications. Hence, normalized dilation Laplacians are also discussed in Section 4 where a family of random walks interpolating between the undirected and Pagerank random walks on directed graphs is also proposed.

Then, a generalization of a series of existing Laplacians is put forward in Section 5 and further connections with several existing Laplacian are outlined in Appendix A. Finally, numerical simulations are presented in Section 6 whereas all the proofs are given in Appendix B.

2. Dilation Laplacians and ranking from pairwise comparisons

2.1. Preliminaries

Consider a connected graph \( \mathcal{G} = (V, E) \) with a set of \( N \) nodes \( V \) and a set of oriented edges \( E \). For simplicity, we identify the set of nodes \( V \) to the set of integers \( \{1, \ldots, N\} \). An edge corresponds to an unordered pair of nodes \( \{i, j\} \in E_u \), and an oriented edge to an ordered pair of nodes \( e = [i, j] \in E \). The
edge with the opposite orientation is denoted by \( \bar{e} = [j, i] \). A symmetric weight \( w_{ij} > 0 \) is also associated to any pair of nodes \( i \) and \( j \in V \) connected by an edge, whereas \( w_{ij} = 0 \) otherwise. It is common to consider the weight matrix \( W \) with \( w_{ij} \) as matrix elements, as well as the diagonal degree matrix given by \( D_i = \sum_{j \in V} w_{ij} \), which represents the volume taken by each node in the graph. Furthermore, the volume of the weighted graph is commonly defined as the sum of the degrees: \( \text{vol}(G) = \sum_{i,j \in V} w_{ij} \).

We will also consider the skew-symmetric functions of the oriented edges \( \Omega_E = \{ X : E \to \mathbb{R} | X(e) = -X(\bar{e}) \} \) and identify it with the set of skew-symmetric matrices of \( \mathbb{R}^{N \times N} \) such that \( X_{ij} = -X_{ji} \) if \([i, j] \in E\) and \( X_{ij} = 0 \) otherwise. In the context of ranking \([10, 11]\), both additive pairwise measurements

\[
\{ a_{ij} \in \mathbb{R} | a_{ji} = -a_{ij}, \text{ for all } [i, j] \in E \},
\]

and multiplicative pairwise measurements given by

\[
\{ s_{ij} \in \mathbb{R}_+^* | s_{ji} = 1/s_{ij}, \text{ for all } [i, j] \in E \},
\]

will be discussed. Notice that, given multiplicative comparisons \( s_{ji} = 1/s_{ij} \), we can find a skew symmetric matrix \( a \) such that \( a_{ij} = -a_{ji} \), for all \([i, j] \in E \) such that \( s_{ij} = \exp(a_{ij}) \).

### 2.2. Motivations, Hodgerank and Dilation Laplacians

In order to develop an intuition, the case of ordinal comparisons is first considered, i.e., for each comparison \([i, j] \in E\), we have \( w_{ij} = 1 \) and

\[
a_{ij} = \begin{cases} 
1 & \text{if } i \succ j, \\
-1 & \text{if } j \succ i, \\
0 & \text{if } i \sim j.
\end{cases}
\]

Therefore, the edge flow \( a \) is skew-symmetric under a change of orientation of the edges. In the case of cardinal comparisons, the definition is similar except that \( a_{ij} \in \mathbb{R} \) rather than being valued in \([-1, 0, 1]\).

The least-squares ranking problem discussed in \([4]\) consists in finding the score \( f \in \mathbb{R}^N \) solving

\[
\min_{f \in \mathbb{R}^N} \frac{1}{2} \sum_{(i,j) \in E} w_{ij} \left( a_{ij} - [df]_{ij} \right)^2,
\]

where

\[
[df]_{ij} = f_j - f_i,
\]

is a discrete gradient, which can be implemented thanks to the incidence matrix \( d \in \mathbb{R}^{|E| \times N} \). By construction, the objective function includes one term for each undirected edge, that is, for each comparison. Furthermore, each node in the graph is treated in the same way and each comparison has \textit{a priori} the same weight. Considering now the solution of this problem, Theorem 3 of \([4]\) shows that solutions to (1) have to satisfy the linear system

\[
\mathcal{L}_0 f = -\text{div } a,
\]

with the combinatorial Laplacian \( \mathcal{L}_0 = d^\top d = D - W \). The divergence operator is given in terms of the adjoint (or transposed) of the incidence matrix \( d \) as follows: \([-\text{div } X]_i = [d^\top X]_i = \sum_{j \in V} w_{ij} X_{ji} \).

Obviously, there are infinitely many solutions to (3) yielding equivalent ranking scores.

As shown in \([3]\), the minimal norm solution of the least-squares ranking problem is simply

\[
f^\star_H = -\mathcal{L}_0^{-1}\text{div } a,
\]

where \( \mathcal{L}_0^{-1} \) is the Moore-Penrose pseudo-inverse of \( \mathcal{L}_0 \). The divergence of \( a \) which counts the wins minus the losses,

\[
w^\text{diff}_i = [\text{div } a]_i,
\]

3
Lemma 1. (Perturbative expansion) \(O\) is irrelevant constant and that the least eigenvector of the dilation Laplacian gives the same ranking score as Hodgerank up to an as explained in the next section (see, e.g. (13)). A trivial consequence of Definition 1 given in Lemma 1 is satisfying the combinatorial Laplacian, notice that \(L\) deformation of the combinatorial Laplacian that the same ranking score can be obtained (in approximation) from an eigenvector problem involving a vector. The ranking score of Hodgerank is then obtained as the solution of a linear system up to a shift by a constant and introduces a parameter \(g > 0\) whose role is only to scale the value of the score. We firstly notice that the same ranking score but does not yet encompass the complete structure of the comparisons incorporated in the graph \(G\). This remark motivates the optimization problem for obtaining a ranking score vector described in Proposition 1.

Denote by \(v_0\) the normalized eigenvector of eigenvalue zero of the combinatorial Laplacian \(L_0\), that is \([v_0]_i = 1/\sqrt{N}\) for all \(i \in V\). For convenience, we further define the diagonal matrix \(W_{\text{diff}} = \text{diag}(w_{\text{diff}})\).

Proposition 1 (Smoothing of a point score). The minimization problem

\[
\text{minimize } f \in \mathbb{R}^N \quad \frac{1}{2} f^T L_0 f - g f^T W_{\text{diff}} v_0, \quad \text{s.t. } v_0^T f = 0,
\]

has a unique solution given by \(f^* = g L_0^0 W_{\text{diff}} v_0\).

The objective function (6) includes a (smoothing) regularization term with the combinatorial Laplacian and an inner product \(- f^T W_{\text{diff}} v_0 = -f^T w_{\text{diff}}/\sqrt{N}\) which enforces the alignment of the score \(f\) with the point score \(w_{\text{diff}}\). Indeed, the first term in (6) is a sum of squared differences

\[
f^T L_0 f = \frac{1}{2} \sum_{i,j \in V} w_{ij} (f_i - f_j)^2,
\]

and therefore, it tends to smooth the solution since it promotes the components of \(f^*\) along the eigenvectors of small eigenvalues which corresponds to the most constant functions on the graph. This feature is fundamental in the context of manifold learning [3]. The constraint \(v_0^T f = 0\) selects a unique solution since any \(f + \alpha v_0\) for all \(\alpha \in \mathbb{R}\) would otherwise be an equivalent solution. Notice also that \(v_0^T w_{\text{diff}} = 0\).

More importantly, the minimum norm solution of Hodgerank (4) gives a ranking score proportional to the score obtained as the unique solution of a quadratic program given in Proposition 1. Numerically, the ranking score of Hodgerank is then obtained as the solution of a linear system up to a shift by a constant vector.

The formulation given in Proposition 1 renders explicit the role of the combinatorial Laplacian in Hodgerank and introduces a parameter \(g > 0\) whose role is only to scale the value of the score. We firstly notice that the same ranking score can be obtained (in approximation) from an eigenvector problem involving a deformation of the combinatorial Laplacian \(L_g\), where \(g\) is now seen as a deformation parameter. A major feature of this matrix is that it is built in order to have the power series expansion \(L_g = L_0 - g W_{\text{diff}} + O(g^2)\). Let us now introduce the dilation Laplacian which is a symmetric, positive semi-definite matrix satisfying the previous power series expansion.

Definition 1 (Dilation Laplacian). Let \(g > 0\). The dilation Laplacian \(L_g = L_g(a, W)\) is given by

\[
[L_g(a, W) v]_i = \frac{1}{2} [(D_g - W) v]_i = \sum_{j \in V} w_{ij} (e^{g a_j} v_i - v_j),
\]

with the diagonal matrix \([D_g]_{ii} = \sum_{j \in V} w_{ij} e^{g a_j}\), for all \(i \in V\).

For convenience, it is possible to include an arbitrary normalization of the eigenvector. As explained in the next section (see, e.g. (13)), a trivial consequence of Definition 1 given in Lemma 1 is that the least eigenvector of the dilation Laplacian gives the same ranking score as Hodgerank up to an irrelevant constant and \(O(g^2)\) corrections.

Lemma 1 (Perturbative expansion). The eigenvector of the dilation Laplacian of the smallest eigenvalue satisfying \(L_g v^{(g)}_0 = \lambda^{(g)}_0 v^{(g)}_0\) admits the following series expansion in powers of \(g\),

\[
v^{(g)}_0 = v_0 + g L_0^0 W_{\text{diff}} v_0 + O(g^2).
\]
The dilation Laplacian is one possible choice of deformed Laplacian with the desirable property of positive definiteness and symmetry. Clearly, it is possible to define another symmetric positive semi-definite Laplacian which includes only $g^2$ terms and no higher powers, while its least eigenvector also satisfies.

**Definition 2** (Infinitesimal dilation Laplacian). Let $0 < g < 1$. The infinitesimal dilation Laplacian is defined by

$$[L^\inf_g v]_i \triangleq \sum_{j \in V} w_{ij} \left\{ (1 + ga_{ij}/2)^2 v_i - (1 - (ga_{ij}/2)^2)v_j \right\},$$

(9)

for all $v \in \mathbb{R}^N$ and $i \in V$.

Notwithstanding, the dilation Laplacian has an interesting additional property whenever $a_{ij} = h_i - h_j$, i.e., the data provide us with a globally consistent ranking given by the score function $h \in \mathbb{R}^N$, which is associated to a discrete potential $-h$. Indeed, when the ranking can be exactly found because $a = -dh$ with $d$ defined in \cite{2}, the output of Hodgerank is the solution of a linear system yielding the vector $h$, while the least eigenvector of the dilation Laplacian provides us with $\exp(gh)$, where the exponential is taken element-wise. This fact is summarized in Proposition \cite{2}.

**Proposition 2** (Existence of a zero eigenvalue). The dilation Laplacian has an eigenvector with zero eigenvalue if and only if $a = -dh$, i.e., if there exists $h \in \mathbb{R}^N$ such that $a_{ij} = h_i - h_j$ for all $[i, j] \in E$. Then, this eigenvector is given by $v_0^{(g)} = c \times \exp(gh)$, where $c \in \mathbb{R}$.

Let us discuss the connection between the dilation Laplacian and Hodgerank when the edge flow $a$ has inconsistencies. The decomposition $a_{ij} = h_i - h_j + \epsilon_{ij}$ can be chosen to be the Hodge decomposition as given by the minimal norm solution of Hodgerank, where $h$ is the solution to \cite{4} and $\epsilon_{ij} = -\epsilon_{ji}$ is an inconsistent edge flow. Then, Lemma \cite{2} states that the dilation Laplacian associated with $a_{ij}$ is related to the dilation Laplacian associated with the inconsistent part of $a$ and with rescaled weights $w_{ij} \epsilon_{ij} e^{(h_i + h_j)}$.

**Lemma 2.** Let $a \in \Omega_E$ be an edge flow satisfying the Hodge decomposition $a_{ij} = h_i - h_j + \epsilon_{ij}$ with $\epsilon_{ij} = -\epsilon_{ji}$ for all $[i, j] \in E$. Then, we have $\text{diag}(e^{gh})L_g(a, W)\text{diag}(e^{gh}) = L_g(\epsilon, \text{diag}(e^{gh})W\text{diag}(e^{gh}))$, with $g \in \mathbb{R}$.

The renormalization of the weight matrix $\text{diag}(e^{gh})W\text{diag}(e^{gh})$ gives an increased importance to the edges $\{i, j\}$ involving comparisons between alternatives $i, j \in V$ with a large score $h$ as given by Hodgerank.

We provide now a generalization of the dilation and infinitesimal dilation Laplacians which has the feature that its least eigenvector has no sign change. Indeed, given the set of strictly positive reals $\{s_{ij} \mid s_{ij} > 0\}$ for all $[i, j] \in E$, we define the symmetric positive semi-definite matrix $L_s$ given by

$$[L_s v]_i \triangleq \sum_{j \in V} s_{ij} s_{ji} (s_{ji} v_i - s_{ij} v_j),$$

(10)

for all $i \in V$. Clearly, the matrix of \cite{10} is in general not only the sum of the combinatorial Laplacian with a diagonal matrix. In order to adapt this definition in the context of ranking, the key idea of the construction is to choose a positive real number for each edge such that $s_{ij} > s_{ji}$ if the edge is $i \rightarrow j$. In particular, if we choose $s_{ij} = 1 + ga_{ij}/2$ and $0 < g < 1$, the deformed Laplacian \cite{10} is the infinitesimal dilation Laplacian \cite{9}. Furthermore, in order to have the property $s_{ij} = 1/s_{ji}$, we can also consider the choice $s_{ij} = \exp(ga_{ij}/2)$, yielding the dilation Laplacian \cite{7}.

In the literature, several methods propose to obtain a ranking score from the top eigenvector of a matrix with non-negative entries. By Frobenius-Perron theorem, the entries of this top eigenvector have all the same sign. In view of this remark, the construction \cite{10} also has the attractive feature that the entries of its least eigenvector always have the same sign as stated in Theorem \cite{11}. The proof of this property does not depend on Frobenius-Perron theorem.

**Theorem 1** (Positivity of the least eigenvector). Let $\{s_{ij} \mid s_{ij} > 0\}$ be a set of positive reals indexed by the oriented edges $[i, j] \in E$ in the connected graph $G$ and let $L_s$ be the deformed Laplacian given in \cite{10}. Then, there exists a unique normalized eigenvector $v_0 \in \mathbb{R}^N$ of $L_s$ associated to its smallest eigenvalue such that $[v_0]_i > 0$ for all $i \in V$.
Theorem 1 is useful since it guarantees that the components of the least eigenvector yield an unambiguous ranking score. In particular, if the deformed Laplacian $L_g$ is taken to be the dilation Laplacian (7), it can be decomposed as $L_g = L_0 + V(g)$, with $V(g)$ diagonal, yielding a discrete analogue of the Schrödinger equation (see Appendix C). Then, Theorem 1 can be interpreted as a discrete version of the classical result stating that the lowest energy state of the Schrödinger equation in a confining potential has no sign changes. Trivially, the ranking scores $v \in \mathbb{R}^N$ and $\alpha v \in \mathbb{R}^N$ with $\alpha > 0$ yield the same ranking.

2.3. Dilation ranking

To sum up, the ranking of the compared objects are computed thanks to Algorithm 1. From the practical perspective, a natural question concerns the choice of the value for the deformation parameter $g$. Consider a simple example, illustrated in Figure 1, of a directed line graph. In this example, the dilation ranking gives

$$[v_0^{(g)}]_1 = e^g[v_0^{(g)}]_2 = \cdots = e^g(N-1)[v_0^{(g)}]_N.$$  \hfill (11)

The scores of the first and the $k$-th objects are proportional, the proportionality factor being $\exp(g(k - 1))$. Therefore, we require $g = \log(c)/(k - 1)$, where $c > 0$ and $1 < k \leq N$ are constants defined by the user. Intuitively, $c$ is the factor between the first and the $k$-th objects in the ranking in the case of the line graph of Figure 1. The values that we recommend are summarized in Table 1 and in particular, we consider $g > 0$.

**Algorithm 1** Dilation Ranking

**Require:** Pairwise comparisons $E$ and $\{a_{ij}\}_{i,j} \in E$; a real $g$ (see Table 1);

1: compute the dilation Laplacian matrix $L_g$ given in (7);
2: compute the least eigenvector $v_0^{(g)}$ of $L_g$, such that $\|v_0^{(g)}\|_2 = 1$;
3: return the score vector $\text{sign}(g)[v_0^{(g)}]_i \in \mathbb{R}$ and the ranking obtained by sorting $\{\text{sign}(g)[v_0^{(g)}]_i\} \in \mathbb{R}$.

| Parameter $g$ | Feature |
|---------------|---------|
| $g = 0$       | No ranking, constant score: $v_0 = 1/\sqrt{N}$. |
| $g \ll 1$     | Hodgerank: $v_0^{(g)} = v_0 + gL_0^{\dagger}W_{\text{diff}}v_0 + O(g^2)$, Recommended value. |
| $g \approx 0.1/(N - 1)$ | Fewer upsets in the top-$k$ objects. |
| $g > 0.1/(N - 1)$ | |

Table 1: Summary of the empirical effects of the choice of $g$ on the ranking given by $L_g$ for ordinal comparisons.

The dilation Laplacian can be built from pairwise comparisons, both in the case of ordinal and cardinal comparisons:

- **Ordinal comparisons:** for each known comparison $[i, j] \in E$, define $w_{ij} = 1$. Furthermore, if $i \succ j$, define $a_{ij} = 1 = -a_{ji}$ and $a_{ij} = 0$ if $i \preceq j$. If there is no comparison available between $i$ and $j \in V$, define $w_{ij} = 0$. Choose the Laplacian $L_g$ with a deformation parameter $g$ choosing according to the criterion given in Table 1.

- **Cardinal comparisons:** for each known cardinal measurement corresponding to $[i, j] \in E$, define $w_{ij} = 1$. If the data provides us with an “exchange rate” $s_{ij} > 0$ between $i$ and $j \in V$, define simply $\exp(a_{ij}) = s_{ij}$ (where $g = 1$) and use the dilation Laplacian $L_g$. 

Figure 1: Line graph with $N$ vertices.
2.4. Remarks about the information contained in the pairwise measurements

In general, given the graphical nature of the available data, it can be expected that the quality of the retrieved ranking depends on the connectivity of the graph, i.e., how well the alternatives are compared with each other. Indeed, if the graph $G$ has a bottleneck between two more connected regions, the retrieval problem will be made more difficult due to the lack of comparisons between the well-connected regions. In [12] (Proposition 4.1), it is shown that the variance of the least squares estimator for the ranking, called here Hodgerank, is proportional to the Moore-Penrose pseudo-inverse of the Laplacian. This result holds for the data model given by $a_{ij} = h_j - h_i + X_{ij}$, for each comparison $\{i, j\} \in E_u$, where $X_{ij}$ is a random variable such that $\mathbb{E}(X_{ij}) = 0$ and $\text{Var}(X_{ij}) = \sigma^2/w_{ij}$. More precisely, if we denote the least-squares estimator by $\hat{f}_H$, then the covariance matrix of this random vector is $\text{Var}(\hat{f}_H) = \sigma^2 \mathcal{L}_0^{-1}$. Hence, the variance of the estimator can be made smaller by choosing well-connected measurement graphs so that their spectral gap, given by the second least eigenvalue of $\mathcal{L}_0$, is large. It is also proved in [12–14] that the Fisher information matrix is proportional to the combinatorial Laplacian $\mathcal{L}_0$. Furthermore, the pseudo-inverse of the combinatorial Laplacian also has a central role in the context of the synchronization of rotations where it gives the Cramér-Rao lower bound on the variance of unbiased estimators [15].

3. Constraints on the squared and absolute errors

In this section, we consider only the case of the dilation Laplacian corresponding to the choice $s_{ij} = \exp(ga_{ij}/2)$ in [10] and discuss the following aspects: What is the connection between the eigenvector problem and the dilation group $\mathbb{R}_+^* = \{s \in \mathbb{R} | s > 0\}$? The eigenvector problem minimizes a sum of squared residuals. What can we tell about the sum of absolute residuals?

A possible interpretation of the ranking problem involves the group $\Gamma = (\mathbb{R}_+^*, \times)$ of strictly positive reals for the multiplication, acting on the Hilbert space $\mathcal{F} = \mathbb{R}$ with the scalar multiplication, i.e., for $\gamma = s \in \mathbb{R}_+^*$ and $v = x \in \mathbb{R}$, we have the group action $\gamma \cdot v = sx$. Naturally, the group element mapped to an edge is merely $\gamma_{ij} = s_{ij} \in \mathbb{R}_+^*$ with the property $s_{ji} = s_{ij}^{-1}$. We choose $v_+ \in \mathbb{R}$ with $v_+ > 0$, so that the orbit of this element is $\Gamma \cdot v_+ = \mathbb{R}_+^*$. Since $\mathbb{R}_+^*$ is a non-compact group, we have to complement the problem with an additional constraint. The group synchronization problem is rephrased as the least-squares minimization problem

$$\min_{v \in (\mathbb{R}_+^*)^N} \frac{1}{2} \sum_{i,j=1}^{N} w_{ij} s_{ij} (v_i - s_{ij}v_j)^2, \quad \text{s.t.} \sum_{i=1}^{N} v_i^2 = 1,$$

where the objective function is a sum of squared residuals involving exactly one term for each edge $\{i, j\}$, since we have $s_{ij}(v_i - s_{ij}v_j)^2 = s_{ij}(v_j - s_{ji}v_i)^2$. Recall that we can find a skew symmetric matrix $a$ such that $a_{ij} = -a_{ji}$, for all $[i, j] \in E$ such that $s_{ij} = \exp(ga_{ij})$. Naturally, the quadratic form in the objective (12) is associated to the dilation Laplacian, motivating the connection with the dilation group $\mathbb{R}_+^*$. Classically, the lowest eigenvector is obtained as the solution of the minimization of

$$v^T \mathcal{L}_g v = \frac{1}{2} \sum_{i,j=1}^{N} w_{ij} s_{ij} (v_i - s_{ij}v_j)^2,$$

over the vectors $v \in \mathbb{R}^N$ subject to the constraint $v^Tv = 1$.

3.1. Frustration and group potentials

The least-squares ranking problem (11), for additive pairwise comparisons, involves an objective function of $f \in \mathbb{R}^N$ which is invariant under a constant shift: $f_i \mapsto f_i + c$ for all $i \in V$. For the case of multiplicative pairwise comparisons, it is necessary to define an objective function of the score vector $v \in (\mathbb{R}_+^*)^N$ with an invariance with respect to a constant scaling $v \mapsto \alpha v$, with $\alpha > 0$. Inspired by [16], the vector $v \in (\mathbb{R}_+^*)^N$ is called a group potential and we introduce its frustration related to the corresponding Rayleigh quotient, which is interpreted as a normalized sum of squared residuals.
Definition 3 ($\ell^2$-frustration). The $\ell^2$-frustration of a $\mathbb{R}^+_1$-potential $v \in (\mathbb{R}^+_1)^N$ is

$$\eta^{[2]}_{a,W}(v) \doteq \frac{1}{2} \sum_{i,j=1}^N w_{ij} s_{ij} (v_i - s_{ij} v_j)^2.$$  \hspace{1cm} (14)

Where there is no ambiguity, we will simply write $\eta^{[2]}(v) = \eta^{[2]}_{a,W}(v)$.

Because of the connection with the dilation Laplacian, Proposition 2 can be simply rephrased as a property of the frustration. Indeed, if the data provides us with $a_{ij} = h_i - h_j$ or $s_{ij} = v_i/v_j$, then the frustration vanishes and conversely. Since, for a given $g > 0$, we can write $s_{ij} = \exp(g a_{ij})$ for all oriented edge $[i, j] \in E$ and $v_i = \exp(g h_i)$ for all $i \in V$, the property $s_{ij} = v_i/v_j$ for all $[i, j] \in E$ is equivalent to $a_{ij} = h_i - h_j$ for all $[i, j] \in E$.

Lemma 3. The $\ell^2$-frustration vanishes for some $v \in (\mathbb{R}^+_1)^N$, i.e., $\eta^{[2]}_{a,W}(v) = 0$ if and only if $s_{ij} v_j = v_i$, with $s_{ij} = 1/s_{ji}$, for all oriented edge $[i, j] \in E$.

Hence, for a given set of pairwise measurements and its corresponding graph, we define its $\ell^2$-frustration constant as the minimal frustration achieved over all possible choices of group potentials.

Definition 4 ($\ell^2$-frustration constant). The $\ell^2$-frustration constant is defined by

$$\eta^{[2]}_{a,W} = \min \{ \eta^{[2]}_{a,W}(v) \mid v \in (\mathbb{R}^+_1)^N \},$$  \hspace{1cm} (15)

where the frustration of a $\mathbb{R}^+_1$-potential is given in (14).

We can now show that computing the $\ell^2$-frustration constant is equivalent to the computation of the least eigenvalue of the dilation Laplacian. Indeed, a spectral relaxation of this minimization problem is simply obtained by

$$\min_{v \in \mathbb{R}^N \setminus \{0\}} \eta^{[2]}_{a,W}(v),$$  \hspace{1cm} (16)

where the feasible set has been enlarged to $\mathbb{R}^N$. Looking for a solution of this problem is equivalent to the computation of the lowest eigenvector of the dilation Laplacian because the objective

$$\eta^{[2]}_{a,W}(v) = \frac{v^T \mathcal{L}_a(a,W) v}{v^T v},$$

is the Rayleigh quotient. A straightforward consequence is that the frustration constant is given by the smallest eigenvalue of the dilation Laplacian. Thus, Proposition 3 states that the smallest eigenvalue of the dilation Laplacian determines the frustration of the $\mathbb{R}^+_1$-potential.

Proposition 3. Let $\lambda^{(g)}_0 \geq 0$ be the smallest eigenvalue of $\mathcal{L}_a$. We have $\lambda^{(g)}_0 = \eta^{[2]}_{a,W}$.

Again, ranking from pairwise comparisons is conveniently formulated in this context. Indeed, if $i$ and $j$ are compared, and for instance $i$ is better than $j$, then $s_{ij} > 1$ (otherwise $s_{ij} < 1$) and we wish the positive score $v_i$ to be larger than the positive score $v_j$. Hence, we ask $v_i \sim s_{ij} v_j$, which can be formulated more precisely as a synchronization of dilations.

The least-squares methods involve a sum of squared residuals which are known to amplify errors compared to a sum of absolute values of the residuals. Actually, the sum of the absolute errors can also be considered in order to quantitatively evaluate the frustration of a group potential. Therefore, we now introduce the $\ell^1$-frustration which gives less importance to larger residuals with respect to the $\ell^2$-frustration.

Definition 5 ($\ell^1$-frustration). The $\ell^1$-frustration of a $\mathbb{R}^+_1$-potential $v \in (\mathbb{R}^+_1)^N$ is

$$\eta^{[1]}_{a,W}(v) \doteq \frac{1}{2} \sum_{i,j=1}^N w_{ij} |s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i|.$$  \hspace{1cm} (17)

The $\ell^1$-frustration constant is defined by $\eta^{[1]}_{a,W} = \min \{ \eta^{[1]}_{a,W}(v) \mid v \in (\mathbb{R}^+_1)^N \}$. 

By computing the lowest eigenvector of the dilation Laplacian (corresponding to a $\ell^2$-frustration constant), we obtain an approximate $\mathbb{R}^+_e$-potential providing an upper bound on the $\ell^2$-frustration constant, interpreted as the performance of the spectral method. We also provide a lower bound for the $\ell^2$-frustration constant. By analogy with [16], we call these bounds Cheeger type inequalities because of the resemblance with the Cheeger inequality relating the normalized cut of a graph and the second least eigenvalue of the combinatorial Laplacian.

**Theorem 2** (Cheeger type inequality). Let $a \in \Omega E$ and $s_{ij} = \exp(ga_{ij}/2)$ for all $[i,j] \in E$ with $g > 0$. We have

$$\frac{1}{N(1 + \sqrt{s_{\max}}) \text{vol}(G)} \lambda_0(g) \leq \frac{\eta_{a,W}^{[1]}(g)}{\text{vol}(G)} \leq \sqrt{\frac{\lambda_0(g)}{2\text{vol}(G)}},$$

where $1 \leq s_{\max} = \max\{s_{ij} \mid [i,j] \in E_u\}$.

The proof exploits the techniques used in [16]. Being linear in the weights $w_{ij}$, the frustration can potentially rise if the weights increase or if the number of comparison increases. Since the dilation Laplacian or the frustrations are not normalized, the inequality (18) involves ratios of the eigenvalues and frustration constants with the volume of the graph, $\text{vol}(G) = \sum_{i,j \in V} w_{ij}$. This fact ensures that the inequality keeps the same form if the all weights are rescaled by a positive factor, i.e., $w_{ij} = \rho w_{ij}$ with $\rho > 0$ for all $[i,j] \in E_u$.

### 3.2. Hodge decomposition, inconsistencies and emphasis of the top part of the ranking

Taking into account the obstruction to a perfect ranking, an upper bound on $\lambda_0(g)$ can be obtained starting from the solution of Hodgerank. Let $h$ be the solution of (4) and let $a_{ij} = h_i - h_j + \epsilon_{ij}$ be the corresponding Hodge decomposition, where we remind that the skew-symmetric edgeflow $\epsilon_{ij}$ represents the obstruction to obtain a perfect ranking, that is, it quantifies the inconsistency of the data. Then, the sum of squared residuals for the Hodgerank solution

$$\epsilon_H^2 = \frac{1}{2} \sum_{i,j \in V} w_{ij} \epsilon_{ij}^2,$$

gives the minimum error achieved by the least squares method. It is important to emphasize here that the sum of residuals in (19) involves a priori the same weight for each error term. Based on the Hodgerank score $h$, the natural $\mathbb{R}^+_e$-potential $e^g h$ has a frustration which is not too large provided that the error done by Hodgerank (19) is small. This remark is stated more precisely by Proposition 4 which extends the result of Lemma 3.

**Proposition 4.** Let $0 < g < 1$ and $h$ be the solution of Hodgerank such that $a_{ij} = h_i - h_j + \epsilon_{ij}$. Then, we have

$$\lambda_0(g) \leq \frac{1}{2} \sum_{i,j \in V} w_{ij} \epsilon_{ij}^2 \geq g^2 \epsilon_H^2/2 + O(g^4),$$

where the sum of squared residuals $\epsilon_H^2$ is independent of $g$ and given in (19).

Indeed, the potential $e^g h$ gives a good approximation to the least eigenvector $v_0(g)$ whenever $g$ and $\epsilon_H^2$ are small. In contrast with Hodgerank where the loss function is simply quadratic, we observe from Proposition 4 that it is the function $\sinh^2(\cdot/2)$ which appears and that the errors are reweighted by a factor $e^{g(h_i + h_j)}/\sum_{k \in V} e^{2g h_k}$, which tends to penalize more the errors involving comparisons between $i$ and $j$ when both $h_i$ and $h_j$ are large.

**Lemma 4.** Let $h \in \mathbb{R}^N$ be the solution of Hodgerank such that $a = -dh + \epsilon$ and let $v, \bar{v}_g \in (\mathbb{R}^+_e)^N$ such that $v = \text{diag}(e^g h) \bar{v}_g$, as well as the renormalized weight matrix $\bar{W} = \text{diag}(\frac{e^g h}{\|e^g h\|_2}) W \text{diag}(\frac{e^g h}{\|e^g h\|_2})$. Then, the following inequality holds

$$v^T L_a(a, W) v \geq \bar{v}_g^T L_g(\bar{W}) \bar{v}_g,$$

and, in particular, the frustration constants satisfy $\eta_{a,W}^{[2]} \geq \eta_{e,W}^{[2]}$. 




In fact, the vector \( \bar{v}_g = \text{diag}(e^{-gk})v > 0 \) is an approximation of the \( \mathbb{R}^+_+ \)-potential minimizing the frustration given by \( \epsilon \) on the same graph with renormalized weights

\[
\bar{w}_{ij} = w_{ij} e^{g(h_i + h_j)}.
\]

The weights \( \bar{w}_{ij} \) give more importance to the comparisons involving objects \( i \) and \( j \) when the sum of their ranking scores \( h_i + h_j \) is large. To summarize, given the solution to Hodgerank \( h \), it is possible to improve the score in the top part of the ranking by calculating the least eigenvector of \( L_g(\epsilon, W) \), which minimizes \( \eta[2]_{i, W}(v) = v^T L_g(\epsilon, W)v/v^T v \) over \( v \in (\mathbb{R}^+_+)^N \). This procedure would involve first solving the linear system of Hodgerank and then solving an eigenvalue problem. Rather than computing the Hodgerank score \( h \), we propose to minimize a surrogate function which majorizes the objective as explained in Lemma 4, so that only one eigenvector computation is needed. Indeed, the least eigenvector \( v_0^{(g)} \) of \( L_g(a, W) \) provides the approximation \( \bar{v}_0^{(g)} = \text{diag}(e^{-gk})v_0^{(g)} \) of the least eigenvector of \( L_g(\epsilon, W) \). More precisely, we have

\[
\lambda_0^{(g)}(L_g(a, W)) = \min_{v \in (\mathbb{R}^+_+)^N} \frac{v^T L_g(a, W)v}{v^T v} \geq \frac{v_0^{(g)\tau} L_g(\epsilon, W) v_0^{(g)} - v_0^{(g)\tau} W v_0^{(g)}}{v_0^{(g)\tau} v_0^{(g)}} = \eta[2]_{e, W}(v_0^{(g)}) \geq \eta[2]_{e, W} \geq 0.
\]

This gives a reason why we expect that the ranking score \( v_0^{(g)} \) has a reduced number of upsets in its top part.

4. Normalization of the dilation Laplacian and random walk ranking

It is well-known in the context of spectral clustering that normalized versions of the combinatorial Laplacian yield improved results. Hence, we mention in this section how a normalization of the dilation Laplacian can be defined. Consider cardinal comparisons \( a_{ij} = h_i - h_j + \epsilon_{ij} \) and a \( \mathbb{R}^+_+ \)-potential \( v_i = e^{h_i} \). We define the following objective function

\[
\frac{v^T L_g v}{v^T D_g v} = \frac{1}{2} \sum_{i,j \in V} w_{ij} e^{h_i + h_j} \sinh^2 \left( \frac{h_i - h_j - g a_{ij}}{2} \right)
\]

with the deformed degree \( [D_g]_{ii} \) introduced in (7). Indeed, the objective (20) is associated to the generalized eigenvalue problem \( L_g f_0 = \lambda_0 D_g f_0 \). For all \( g \geq 0 \), the sum of the eigenvalues of the dilation Laplacian is given by \( \text{Tr}(L_g) = \text{Tr}(D_g) \).

**Theorem 3.** There exists a solution \( v^* \in \mathbb{R}^N \) to the generalized eigenvalue problem

\[
\text{minimize}_{\{v \in \mathbb{R}^N | v \neq 0 \}} \frac{v^T L_g v}{v^T D_g v}
\]

such that \( v^*_i > 0 \) for all \( i \in V \).

In fact, Theorem 3 justifies a posteriori the definition of the objective function (20). The generalized eigenvalue problem becomes equivalent to the normalization of the dilation Laplacian. In this spirit, we propose a random walk defined by the transition probability to jump from \( j \) to \( i \)

\[
P_g(i|j) = \frac{w_{ji} e^{g a_{ij}/2}}{\sum_{k \in V} w_{jk} e^{g a_{jk}/2}},
\]

which defines a stochastic matrix. In the limit \( g \to 0 \), the standard random walk on undirected graphs is recovered. Interestingly, in the case of a graph with only directed edges, i.e. \( a_{ij} \in \{-1, 1\} \), and assuming that any node has at least one outgoing edge, we find the Pagerank random walk without teleportation, i.e. \( \lim_{g \to +\infty} P_g(i|j) = w_{ji}/w_{ij}^{\text{out}} \), if \( j \to i \) and \( P_g(i|j) = 0 \) otherwise, where we have defined \( w_{ij}^{\text{out}} = \).
\[ \sum_{(i:j \in E)} w_{ij} a_{ij}. \] For a finite \( g \) the transition matrix defined by \( \text{(22)} \) is irreducible. Therefore, there exist a unique Frobenius-Perron eigenvector satisfying \( \sum_{j \in V} \pi_j P_g(i) = \pi_i \). We observe empirically in Figure \( \text{9} \) that the ranking score given by \( \pi \) in Algorithm \( \text{2} \) is more robust to noise in the case of cardinal comparisons. Incidentally, the Perron vector \( \pi \) becomes a centrality score for large values of \( g \). On the contrary, if we define the positive vector \( \mu = D_g^{-1} \pi \), we find that it satisfies the relations \( \sum_{j \in V} w_{ij} (e^{g a_{ij}/2} \mu_j - e^{g a_{ij}/2} \mu_i) = 0 \), for all \( i \in V \). Therefore, we expect the score \( \mu \) to solve more accurately the ranking problem in the case of ordinal comparison with a low level of noise.

**Algorithm 2** Random walk based ranking

**Require:** Pairwise comparisons \( E \) and \( \{a_{ij}\}_{(i,j) \in E} \); a positive real \( g \);

1. compute the transition matrix \( P_g \) given in \( \text{(22)} \);
2. compute its top eigenvector \( \pi \) and \( \mu \) given in \( \text{(23)} \);
3. return the centrality score \( |\pi_i| \) and the ranking score \( |\mu_i| \) for all \( i \in V \), as well as the rankings obtained by sorting the scores.

### 5. Deformed Laplacians

The dilation Laplacians are in fact special cases of a general construction. Indeed, we can introduce a generalization of several existing Laplacians. Let \( T_{[i,j]} \in \mathbb{C}^{n \times n} \) be a set of invertible complex matrix associated to the set of oriented edge \([i, j] \in E\). Notice that the positive integer \( n > 0 \) is not the number of nodes in the graph. Each matrix \( T_{[i,j]} \) is actually identified with a linear operator on the finite dimensional Hilbert space \( \mathbb{C}^n \). We also define the set of functions \( \Omega_T = \{ f : V \to \mathbb{C}^n \} \), endowed with the canonical inner product \( \langle f, f' \rangle_V = \sum_{i \in V} f_i^* f_i \), where \((\cdot)^*\) denotes the Hermitian conjugate of a complex matrix. Similarly, we consider the \( \mathbb{C}^n \)-valued functions on the oriented edges which are skew-symmetric with respect to a change of the orientation, i.e., \( X_{ji} = -X_{ij} \), for all edges \([i, j]\). The inner product on the space \( \Omega_E = \{ X : E \to \mathbb{C}^n \vert X(e) = -X(\bar{e}) \} \) is defined by

\[ \langle X, Y \rangle_E = \frac{1}{2} \sum_{e \in [i,j] \in E} w(e) X^*(e) Y(e). \] (24)

Notice the factor \( 1/2 \) in \( \text{(24)} \), which is present in order to avoid a double counting since \( w_s(e) X^*(e) Y(e) = w_s(\bar{e}) X^*(\bar{e}) Y(\bar{e}) \) for all \( e \in E \). Based on this definition, we define a general deformed Laplacian.

**Definition 6** (Deformed Laplacian). For a given non-singular matrix \( T_{[i,j]} \in \mathbb{C}^{n \times n} \) associated to each oriented edge \([i, j]\), the deformed Laplacian is defined by

\[ [L_T v]_i = \sum_{j \in V} w_{ij} T_{[j,i]}^* (T_{[j,i]} v_i - T_{[i,j]} v_j), \] (25)

for all \( i \in V \) and all functions \( v \in \Omega_V \).

Noticeably, the combinatorial Laplacian \( \mathcal{L}_0 \) is obtained by choosing \( n = 1 \) and \( T_{[i,j]} = 1 \).

**Lemma 5.** The deformed Laplacian \( L_T : \Omega_V \to \Omega_V \) is given by \( L_T = D_T^* D_T \), where \( D_T : \Omega_V \to \Omega_E \) (deformed gradient) is given by

\[ [D_T v]_{ji} = T_{[j,i]} v_i - T_{[i,j]} v_j, \] for all \([i, j] \in E \) and \( v \in \Omega_V \),

and its adjoint \( D_T^* : \Omega_E \to \Omega_V \) (deformed divergence) is

\[ [D_T^* X]_i = \sum_{j \in V} w_{ij} T_{[j,i]}^* X_{ji}, \] for all \( i \in V \) and \( X \in \Omega_E \).
Corollary 1. The deformed Laplacian (10) is positive semi-definite and self-adjoint. In particular, we have the energy functional, for all \( v \in \Omega_V \),

\[
(v, L_T v)_V = \frac{1}{2} \sum_{i,j \in V} w_{ij} \| T[j,i] v_i - T[i,j] v_j \|_2^2,
\]

where \( \| \cdot \|_2 \) is the 2-norm of vectors of \( \mathbb{C}^n \).

The definition (10) is actually a deformed Laplacian generalizing the combinatorial Laplacian [1], the magnetic Laplacian [19–21], the signed Laplacian [17] and the Connection Laplacian [18] for \( \text{SO}(d) \). These special cases are summarized in Table 2, whereas additional details can be found in Appendix A. To some extent, the vector bundle Laplacian of [22] is analogous to (10) and coincides with the magnetic Laplacian in the case of unitary parallel transporter and functions valued in \( \mathbb{C} \). Some formal similarities with the work of E. Witten [23, 24] and R. Forman [25] are also explained in Appendix A.

6. Numerical simulations

In this section, the ranking methods are discussed and illustrated both on artificial and real data. The ranking process always requires to sort the ranking scores. In the case of two objects with an equal ranking score, the tie is broken randomly.

6.1. Ordinal comparisons

Different artificial examples involving ordinal comparisons are discussed in the presence of missing comparisons and corruptions. For clarity, we do not include in this section the results obtained with the random walk method of Algorithm 2 since the ranking obtained from the ranking score \( \mu \) are very similar to the dilation Laplacian method. The centrality score \( \pi \) gives better results in the presence of corrupted cardinal comparisons.

6.1.1. Missing comparisons

We compare the rankings obtained from artificial pairwise comparisons datasets by the dilation Laplacian, following the empirical methodology of [6]. The idea is to construct an ordered comparison matrix associated to a known ranking, with ordinal comparisons. Then, it is modified by removing edges uniformly at random with the constraint that the graph remains connected. The rankings obtained are compared with the “correct” ranking using Kendall’s \( \tau \)-distance, which counts the number of pairwise differences between the rankings, divided by the total number of pairwise comparisons. Moreover, our method based on the dilation Laplacian is compared with the least-squares ranking [4] and two spectral methods, that is, SerialRank in the matching comparisons scheme [6], the spectral version of Sync-Rank [8]. The features of these methods are outlined in Table 3. In the presence of ties in the scores, the ranking is selected at random. The results obtained on a set of artificial pairwise comparisons between 100 objects are displayed in Figure 2.

| Laplacian            | Notation | functions in \( \Omega_V \) | edge data | \( T_{[i,j]} \) |
|----------------------|----------|-----------------------------|-----------|-----------------|
| combinatorial [1]    | \( \mathcal{L}_0 \) | \( \mathbb{R} \)-valued | no        | 1               |
| signed [17]          | \( \mathcal{L}_0[\pi] \) | \( \mathbb{C} \)-valued | \( s_{ij} = \pm 1 \in \mathbb{Z}_2 \) | \( \exp(i(1 - s_{ij})\pi/4) \) |
| connection [18]      | \( \nabla^2 \) | \( \mathbb{R}^d \)-valued | \( O_{ij} = \exp(\alpha_{ij}) \in \text{SO}(d) \) | \( \exp(\alpha_{ij}/2) \) |
| magnetic [19]        | \( \mathcal{L}_0[\theta] \) | \( \mathbb{C} \)-valued | \( a_{ij} = -a_{ji} \) | \( \exp(i\theta a_{ij}/2) \) |
| dilation             | \( \mathcal{L}_g \) | \( \mathbb{R} \)-valued | \( a_{ij} = -a_{ji} \) | \( \exp(g a_{ij}/2) \) |
| infinitesimal dilation | \( \mathcal{L}_g^{\text{inf}} \) | \( \mathbb{R} \)-valued | \( a_{ij} = -a_{ji} \) | \( 1 + g a_{ij}/2 \) |
| dilation magnetic    | \( \mathcal{L}_g[\theta] \) | \( \mathbb{C} \)-valued | \( a_{ij} = -a_{ji} \) | \( \exp((g + i\theta)a_{ij}/2) \) |

Table 2: The self-adjoint Laplacians as particular cases of the deformed Laplacian \( L_g \) (10).
Figure 2: On the left, Kendall’s τ-distances (the lower the better) between a known ranking and rankings obtained by various methods on this artificial dataset, i.e., least-squares (green squares [4]), Serialrank (magenta triangles [6]), Spectral Sync-Rank (blue circles [8]), dilation Laplacian (red crosses, $g = 0.1$). On the right, percentage of upsets in the top 10 (the lower the better). The computations were repeated 50 times, and the error bars are the standard deviations.

| Choice       | Sync-Rank [8] | Hodgerank [4] | Serialrank [6] | Dilation | Random walk |
|--------------|---------------|---------------|----------------|----------|-------------|
| Problem      | $H_{ij} = \exp(\frac{\pi a_{ij}}{N-1})$ | /             | $S$            | $g > 0$  | $g > 0$     |
| Type         | Top eig.      | least-squares | Fiedler eig.   | Lowest eig. | Top eig.    |
| Solution     | $c \times v_1 \in \mathbb{C}^N$ | $s \in \mathbb{R}^N$ | $c \times y \in \mathbb{R}^N$ | $c \times v_0^{(g)} \in \mathbb{R}^N$ | $c \times \pi_i^{(g)} \in \mathbb{R}^N$ |
| Score of $i$ | $[v_1]_i / [v_1]_i$ | $s_i + \text{cst}$ | $\pm y_i$ | $|c \times [v_0^{(g)}]_i|$ | $|c \times \pi_i|$ |
| Rankings     | $N$           | 1             | 2              | 1        | 1           |
| Selection    | min. upsets   | /             | min. upsets    | /        | /           |

Table 3: Features of the methods compared for ranking from pairwise comparisons.

On the one hand, in terms of Kendall’s τ-distance with respect to a known ranking (Criterion 1), the numerical results are similar for Hodgerank, Sync-Rank and the dilation Laplacian method. Serialrank is known to be more robust to corrupted comparisons. Another accuracy measure (Criterion 2), used for instance in [6], is the number of upsets in the top-$k$, that is, the number of times an object in the top-$k$ is preferred to another object in the top-$k$ with a higher ranking. More precisely, if $C_k$ the subset of top-$k$ objects, the number of upsets in the top-$k$ is $l_k = \sum_{i,j \in C_k} 1_{r_i > r_j} 1_{a_{ij} < 0}$, where $1_i$ is an indicator function and $r_i \in \{1, \ldots, N\}$ is the ranking of the node $i \in V$. Hence, the number of upsets is an efficiency measure that is independent of any prior knowledge about the correct ranking. This is meaningful since, in many applications, only the top-$k$ objects are interesting. With respect to the number of upsets in the top 10, the dilation ranking performs better than the other methods, as illustrated in Figure 2 while its Kendall’s τ-distance with the true ranking is the same of Hodgerank. However, the error bars (standard deviations) on the number of upsets on the right hand side of Figure 2 are important so that the statistical significance of the reduced number of upsets is difficult to assess. Hence, in Figure 3 the same simulation was repeated 200 times on graphs of 200 nodes in order to compare the mean number of upsets in the top-10 and top-20 for Hodgerank and the dilation ranking. In order to determine the statistical significance of the difference between the two methods, the Wilcoxon signed rank test is used with significance level 0.05 for the null hypothesis that the difference between the results comes from a distribution with zero median (In fact, if the test value is 1, the null hypothesis is rejected). Concerning the upsets in the top-10, we observe on the lhs of Figure 3 that the p-value of this test (dashed blue line) increases above 0.05 for a large percentage of missing comparisons. Indeed, in this case, the difference between Hodgerank and Algorithm 1 is significant.
only for a low number of missing comparisons. However, the number of upsets in the top-20 between the two methods is significantly different for all values of missing comparisons.

Figure 3: On the left, mean percentage of upsets in the top 10 for $g = 0.1$ (left axis). On the right, mean percentage of upsets in the top-20 (left axis). The least-squares (green squares [4]) and dilation Laplacian (red crosses) are compared. The simulation was repeated 200 times on a graph of 200 nodes. The dashed blue line is the p-value of the Wilcoxon signed rank test, while the blue stars indicate the result of the test at the 5% significance level (right axis).

In Figure 4, the percentage of upsets is displayed with respect to the top-$k$ subset of a set of 50 objects with 50 percent of missing comparisons (the simulations were repeated 50 times). The method based on the dilation Laplacian with $g = 0.3$ gives a lower number of upsets in the top-$k$ objects, explained previously. The difference between the results of the various methods naturally decreases as $k$ increases. For the same kind of artificial graph, the number of upsets in the top 10 is displayed with respect the the percentage of missing comparisons in Figure 4.

In order to assess the statistical significance of the results, the rankings given by the dilation Laplacian with $g = 0.3$ and Hodgerank are compared separately in Figure 5 on a graph of 200 nodes with randomly sampled missing comparisons. Indeed, for $g = 0.3$, the dilation Laplacian yields significantly fewer upsets in the top 20, however we observe that Kendall’s τ-distance with the true ranking is slightly higher than Hodgerank. Hence, there is a trade-off between a low number of upsets in the top part and a low Kendall’s τ-distance.

To summarize, in the comparison between Hodgerank and the dilation ranking, we observe that:

• for $g = 0.1$, both methods yield a similar Kendall’s τ-distance (see, lhs of Figure 2) while the dilation
Figure 5: On the left, mean percentage of upsets in the top 20 for $g = 0.3$ (left axis). The least-squares (green squares) and dilation Laplacian (red crosses, $g = 0.3$) are compared. The simulation was repeated 200 times on a graph of 200 nodes. The dashed blue line is the p-value of the Wilcoxon signed rank test, while the blue stars indicate the result of the test at the 5% significance level (right axis). On the right, Kendall’s τ-distance with the known ranking (error bars are standard deviations).

 ranking has fewer upsets in its top part (see, Figure 3).

• for $g = 0.3$, the dilation ranking yields a worse Kendall’s τ-distance (see, rhs of Figure 5), however the number of upsets in its top part is reduced.

6.1.2. Corrupted comparisons and inconsistencies

We recall that the normalized score $|v_0^{(g)}|$ is determined in order to minimize the objective function

$$\sum_{\{i,j\} \in E} \left[ D_{g} v_0^{(g)} \right]_{ij}^2 = \lambda_0^{(g)},$$

with the deformed gradient $[D_{g} v_0^{(g)}]_{ij} = e^{g a_{ij}/2} |v_0^{(g)}|_j - e^{-g a_{ij}/2} |v_0^{(g)}|_i$, for all $\{i,j\} \in E$. The absolute values of the deformed gradient on the edges of the graph effectively rank the inconsistent comparisons.

| Node | Hodgerank | Dil. $(g)$ |
|------|-----------|-------------|
| A    | 1 (0.8)   | 1 (0.695)   |
| B    | 3 (-0.2)  | 2 (0.393)   |
| C    | 2 (0.05)  | 3 (0.384)   |
| D    | 3 (-0.2)  | 4 (0.340)   |
| E    | 4 (-0.45) | 5 (0.315)   |

| Edge $\{i,j\}$ | $|[D_{g} v_0^{(g)}]_{ij}|$ |
|-----------------|-----------------------------|
| $\{A, B\}$     | 0.0475                      |
| $\{B, C\}$     | 0.1318                      |
| $\{C, D\}$     | 0.0870                      |
| $\{C, E\}$     | 0.0584                      |
| $\{D, E\}$     | 0.0875                      |
| $\{E, B\}$     | **0.169**                   |

Figure 6: On the left, rankings and scores (in parenthesis) with an inconsistency. On the right, absolute value of the deformed gradient $|[D_{g} v_0^{(g)}]_{ij}|$ on the edges of the graph, for $g = 0.3$ (the largest value is in bold). The residual of the Hodgerank method is smaller than $10^{-14}$, while for the dilation Laplacian, we have $g = 0.3$ with $\lambda_0^{(g)} = 0.1054$.

For a larger value of $g$, the dilation Laplacian allows to give more importance to the direct comparisons in the top part of the ranking. In this case, the dilation Laplacian method differs even more significantly from Hodgerank. This effect is illustrated in Figure 4 where the edge between $B$ and $E$ may be seen as a corruption. In this example, Hodgerank gives an equal score to $B$ and $D$, and, furthermore, the score of $B$ is lower than the score of $C$. This is in contradiction with the direct measurements $B \succ C$, and $E \succ B$. 
i.e., there are two upsets. For the value $g = 0.3$, the score obtained by the dilation Laplacian emphasizes the direct comparison $B \succ C$, so that the score of $B$ is larger than the scores of $C$, $D$ and $E$. Indeed, in the graph of Figure 6, the absolute value of the deformed gradient is found to be the largest on the edge $\{E, B\}$. Namely, this example illustrates that the deformed gradient can rank the inconsistent edges. The least-squares method has a residual close to zero ($\leq 10^{-14}$), so that a similar treatment of inconsistencies can not be done in the same way.

As a matter of fact, inconsistencies are difficult to remove. Here, among the two alternative, it seems more intuitive to assume that $B$ is better than $E$ since $B \succ C \succ D \succ E$, so that the dilation Laplacian method gives a sensible result with less ties (the ranking has only one upset). Finally, Sync-Rank gives a ranking where the only upset is the edge from $B$ to $C$, which is an admissible possibility.

In order to illustrate the methods in the presence of corruptions, an artificial graph with 50 percent of missing comparisons (sampled uniformly at random) was built following the same methodology as before. An additional percentage of the remaining comparisons is then corrupted, i.e., the comparisons are reversed. In Figure 7, we observe that Serialrank gives a lower number of upsets in the top 10 for a large number of corrupted comparisons. It is known that Serialrank is more robust to corruptions since its similarity measure relies on repeated comparisons. This feature may be desirable although Serialrank has a worse performance in the absence of corruptions. Furthermore, Serialrank can not rank the nodes in the absence of repeated comparisons, for instance, in the case of the line graph of Figure 1. For a small number of corruptions, the dilation Laplacian method gives a smaller number of upsets.

Figure 7: Percentage of upsets in the top 10 (the lower the better) in a set of 100 objects with 50 percent of missing comparisons and various percentage of corrupted comparisons. The methods compared are least-squares (green squares), Serialrank (magenta triangles), Spectral Sync-Rank (blue circles), dilation Laplacian (red crosses, $g = 0.3$).

6.2. Cardinal comparisons
6.2.1. Cardinal comparisons in the absence of noise

As an application of the dilation Laplacian, our method is used for ranking currencies based on the data taken from the Currency Converter Yahoo! Finance on 6 November 2007, as considered in [4].

The least-squares method of Hodgerank [4] provides a universal equivalent of the currencies. The dilation Laplacian is constructed by choosing $W$ as a binary weight matrix and the exchange rate between two currencies directly provides us with $s_{ij} = e^{a_{ij}}$ and the inverse exchange rate $s_{ji} = e^{-a_{ij}}$. The eigenvector $v_0$ gives us directly the universal equivalent currency, so that the dilation Laplacian is here advantageous with respect to other spectral methods. Table 4 shows that the universal currencies found by our method and Hodgerank are proportional. The ratio of the universal equivalent of each currency is used in Table 4 for the comparison of the methods. Because a universal equivalent currency is always defined up to a global factor, both methods give equivalent results. The accuracy of the method based on the dilation Laplacian is given by the smallest eigenvalue $\lambda_0 < 10^{-5}$. Typically, this financial network has no inconsistency in absence of arbitrage opportunities. Naturally, in this case, the eigenvector $v_0$ has to be normalized so that the product of its values on the objects is equal to unity.
| Currency | Dilation | Hodgerank | Ratio |
|----------|----------|-----------|-------|
| USD      | 0.3118   | 1.7097    | 0.1823|
| JPY      | 0.0027   | 0.0149    | 0.1823|
| EUR      | 0.4539   | 2.4889    | 0.1824|
| CAD      | 0.3393   | 1.8610    | 0.1823|
| GBP      | 0.6508   | 3.5690    | 0.1824|
| AUD      | 0.2895   | 1.5878    | 0.1823|
| CHF      | 0.2725   | 1.4946    | 0.1824|

Table 4: Universal equivalent of currencies.

| Official | SerialRank | Dilation |
|----------|------------|----------|
| Man City | Man City   | Man City |
| Liverpool| Chelsea    | Liverpool|
| Chelsea  | Liverpool  | Chelsea  |
| Arsenal  | Arsenal    | Arsenal  |
| Everton  | Everton    | Everton  |

Table 5: Top 5 ranking of the English premier league 2013-2014 
($g = 0.1$).

The problem of ranking teams in the England premier league season 2013-2014 was also addressed using the dilation Laplacian. There exist many different possible preproccessings of the data in order to construct the network of pairwise comparisons, and which influence the ranking \[8\]. However, we have chosen one of the simplest constructions, which does not take into account the number of goals scored. The comparisons between teams are defined as in \[6\], as the average result (win (+1), loss (-1) or tie (0)) of home and away matches for each pair of teams (i.e., for instance, \(a_{ij} = 1/2 \) results of the average of one victory of \(i\) against \(j\) and one tie). Because each comparison has the same weight and since we use here \(a_{ij} \in \{-1, -1/2, 0, 1/2, 1\}\), we choose to use the dilation Laplacian \[7\] with \(g = 0.1\). In Table 5 we observe that the ranking obtained by the dilation Laplacian reproduces the official ranking for the top ranked teams, whereas it differs from it in the lower part of the ranking. In Figure 8 the number of upsets in various top-\(k\) for the ranking of the England Premier League 2013-2014 is displayed. The ranking obtained thanks to the dilation Laplacian often gives the smallest number of upsets.

![Figure 8](image_url)

Figure 8: Number of upsets in the top-\(k\) (the lower the better) in the England Premier League 2013-2014 with: least-squares (green squares \[4\]), Serialrank (magenta triangles \[6\]), Spectral Sync-Rank (blue circles \[8\]), dilation Laplacian (red crosses, left \(g = 0.1\) and right \(g = 0.5\)).

6.2.2. Noisy cardinal comparisons

In this section, we assume that, in the absence of noise, the edge flow is given by \(a_{ij} = r_i - r_j\), for all \(i\) and \(j \in V\) and where \(r_i \) and \(r_j \in \{1, \ldots, N\}\). Following \[8\], the robustness of the ranking methods are also studied for noisy cardinal comparisons. Two noise models are considered:

- **Multiplicative Uniform Noise**: MUN\((N, p, \eta)\). In this model, the measurements are given by \(a_{ij} = r_i - r_j + \epsilon_{ij}\) with probability \(p\) and \(a_{ij} = 0\) with probability \(1 - p\). The noise follows the discrete
uniform distribution $\epsilon_{ij} \sim U([-\eta(r_i - r_j), \eta(r_i - r_j)])$. Furthermore, the maximum absolute value of $a_{ij}$ is restricted to be $N - 1$ (see [8], for more details).

• Erdős-Rényi Outliers: ERO($N, p, \eta$). In this model, the measurements are given by $a_{ij} = r_i - r_j$ with probability $p(1 - \eta)$, while we have a random noise $a_{ij} \sim U([- (N - 1), (N - 1)])$ (discrete uniform distribution) with probability $p\eta$ and no comparison $a_{ij} = 0$ with probability $1 - p$.

As mentioned in [8], the MUN model is more realistic, while ERO model considers both perfect measurements and purely random comparisons.

The dilation Laplacian method is not expected to be very robust with respect to noise, whereas Sync-Rank relies on a robust loss function. We include in this section the ranking obtained thanks to the centrality score $\mu$ obtained from Algorithm 2. The results of the algorithms are illustrated in Figure 9 and Figure 10 where noisy pairwise cardinal comparisons of $N = 200$ objects were simulated. In the case of MUN, we observe in Figure 9 that the dilation Laplacian method has a better performance for a low noise level, while Sync-Rank is more robust at a larger noise level. The centrality score $\mu$ is more accurate for a large $\eta$. The simulations were repeated 20 times. The variance is large so that the error bars are not displayed. Notice that for a low noise Kendall’s $\tau$-distance can simply vanish so that there is then a missing point in the logarithmic plot of Figure 9. The same simulations were repeated 20 times in the ERO noise model and the results are illustrated in Figure 10 where, for clarity, the large error bars are not displayed. Obviously, Sync-Rank gives better results in this case. The methods based on the dilation Laplacian are less robust in the case of purely random comparisons. The centrality score $\mu$ is here very sensitive to the outliers.
Figure 10: Natural logarithm of Kendall’s $\tau$-distance (the lower the better) in the noise model ERO($N, p, \eta$), with $N = 200$, $p = 0.2$ (left) and $p = 1$ (right). We compare Spectral Sync-Rank (blue circles), dilation Laplacian (red crosses, $g = 0.1/N$) and the random walk scores $\mu$ (green stars, $g = 1/N$).

7. Conclusions

In this paper, deformed Laplacians generalizing existing Laplacians were defined. As particular cases of this construction, we have emphasized the relevance of the dilation Laplacians for ranking the nodes of networks constructed from pairwise comparisons. Relations with discrete Hodge theory were highlighted. Furthermore, our method is based on a real-valued analogue of the connection Laplacian used in the Sync-Rank method of 8.

The ranking method proposed in this paper relies on the computation of the least eigenvector of a dilation Laplacian, which was proved to take the same sign on a whole connected component of the comparison graph. Hence, the absolute value of this eigenmode provides directly a ranking score, since no choice of sign is required, in analogy with the computation of the Perron eigenvector of a stochastic matrix.

On the example considered, the ranking obtained thanks to the dilation Laplacian is shown empirically to have a lower number of upsets in the top-$k$ as shown by the numerical simulations.
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Appendix A. The general construction of the deformed Laplacian and connections with other works

Appendix A.1. Connection Laplacian and $SO(d)$

In order to recover the connection Laplacian of $[18]$, it suffices to choose $T_{[i,j]}$ as a real orthogonal matrix of $SO(d)$. Then, the Laplacian becomes

$$[L_{T}v]_j = \sum_{j \in V} w_{ij} (v_i - O_{ij}v_j). \quad (A.1)$$
where we have defined the orthogonal matrix \( O_{ij} = (T_{i,j})^2 \), with \( O_{ij}^T = O_{ij}^{-1} = O_{ji} \), so that (A.1) is the connection Laplacian of Singer and Wu. Given any \( O_{ij} \in SO(d) \), a classical result of Lie theory is that one can write \( O_{ij} = \exp(\alpha_{ij}) \) with \( \alpha_{ij} \in \mathfrak{so}(d) \) an antisymmetric matrix. Hence, we choose \( T_{ij} = \exp(\alpha_{ij}/2) \).

**Appendix A.2. Magnetic Laplacian and \( U(1) \)**

The so-called magnetic Laplacian \([12, 21]\) is obtained by choosing \( T_{i,j} = \exp(i\theta_{ij}/2) \), where \( \alpha_{ij} \) is a skew-symmetric function of the oriented edges, i.e. \( \alpha_{ij} = -\alpha_{ji} \). Therefore, the general Laplacian becomes

\[
[L_T v]_i = \sum_{j \in V} w_{ij} \left( v_i - e^{i\theta_{ij}} v_j \right).
\]

**Appendix A.3. Signed Laplacian and \( \mathbb{Z}_2 \)**

The signed Laplacian \([17] \) used in the case of signed networks is simply obtained as follows. We denote \( \sigma_{ij} = \pm 1 \) the sign of each edge. Let us define \( \Sigma_{ij} = 0 \) if \( \sigma_{ij} = 1 \) and \( \Sigma_{ij} = 1 \) if \( s_{i,j} = -1 \). Then, we define \( T_{[i,j]} = \exp(i\pi \Sigma_{ij}/2) \), and using \( \exp(i\pi \Sigma_{ij}) = \sigma_{ij} \), we find

\[
[L_T v]_i = \sum_{j \in V} w_{ij} \left( v_i - \sigma_{ij} v_j \right).
\]

**Appendix A.4. Dilation Laplacian and \( \mathbb{R}^+ \)**

The dilation Laplacian is obtained by choosing \( T_{[i,j]} \in \mathbb{R}^+ \) for each directed edge \([i,j] \). The dilation group is here \( \mathbb{R}^+ \) for the multiplication of positive numbers.

**Appendix B. Proofs of the main results**

**Proof of Proposition 4** The objective function is purely quadratic on the feasible space. The Hessian of this function is strictly positive definite on the feasible space since \( f^T v_0 = 0 \) and \( L_0 \) is strictly positive definite on \((v_0)^\perp \). Indeed, since the graph \( G \) is connected, \( v_0 \) is the only eigenvector of \( L_0 \) with a zero eigenvalue. Hence, the first order optimality conditions \( f^T = g \mathcal{W}^{\text{diff}} v_0 \) and \( f^T v_0 = 0 \) are here sufficient conditions. The vector \( f^* = g L_0^T \mathcal{W}^{\text{diff}} v_0 \) is the unique solution since \( v_0^T g L_0^T \mathcal{W}^{\text{diff}} v_0 = 0 \).

**Proof of Lemma 7** A first order perturbative expansion of the infinitesimal dilation Laplacian gives a correction to the combinatorial Laplacian:

\[
[L_0 f]_i = [L_0 f]_i - g[\mathcal{W}^{\text{diff}} f]_i + \mathcal{O}(g^2),
\]

where \([\mathcal{W}^{\text{diff}} f]_i = w_i^{\text{diff}} f_i \) for all \( f \in \mathbb{R}^N \) and all \( i \in V \). We introduce an expansion in powers of \( g \) of the lowest eigenvector and lowest eigenvalue

\[
v^{(g)}_0 = v_0 + g f^* + \mathcal{O}(g^2) \text{ and } \lambda^{(g)}_0 = \lambda^{(0)}_0 + g \lambda^* + \mathcal{O}(g^2),
\]

where \( \lambda^{(0)}_0 = 0 \), since it corresponds to the least eigenvalue of the combinatorial Laplacian. We further assume the orthogonality of the first order perturbation, i.e., \( f^* v_0 = 0 \). By substituting these expansions in the eigenvalue equation \( L_0 v^{(g)}_0 = \lambda^{(g)}_0 v^{(g)}_0 \), we obtain

\[
g L_0 f^* = g \mathcal{W} v_0 + \mathcal{O}(g^2) = g \lambda^* v_0 + \mathcal{O}(g^2).
\]

Using \( v_0^T f^* = 0 \) and \( v_0^T \mathcal{W} v_0 = 0 \), we find \( \lambda^* = 0 \). Therefore, the perturbation \( f^* \) satisfies \( L_0 f^* - \mathcal{W} v_0 = 0 \). By using again \( v_0^T \mathcal{W} v_0 = 0 \), we obtain \( f^* = L_0^T \mathcal{W} v_0 \) as stated in (8).
Proof of Proposition \[ \Leftrightarrow \] If, for all edges \( \{i, j\} \in E_u \), \( a_{ij} = h_i - h_j \), we can write the dilation Laplacian as

\[ [\mathcal{L}_g v]_i = \sum_{j \in V} w_{ij} e^{g_{ij}} (e^{-g_{ij}} v_i - e^{-g_{ij}} v_j), \]

so that a zero eigenvector is indeed \( [v_0]_i = c \times e^{g_{ii}} \).

\( \Rightarrow \) Assume that the graph has only one connected component. If the graph has many connected components, each of them can be treated separately. Consider an eigenvector \( v \) of eigenvalue zero. Then, we have

\[ v^T \mathcal{L}_g v = \frac{1}{2} \sum_{i,j \in V} w_{ij} \left( e^{g_{ii}/2} v_j - e^{-g_{ii}/2} v_i \right)^2 = 0. \]

Since each term of the sum has to vanish, then for all edges \( \{i, j\} \), we have \( v_i = e^{-g_{ij}} v_j \). Then, \( v \) necessarily takes the same sign on all the nodes in the connected graph, so that we can write \( v_i > 0 \) for all \( i \in V \). Hence, we can find a vector \( u \) such that \( v_i = e^{-u_i} \) for all node \( i \). Substituting this last relation in (B.1), we find \( ga_{ij} = u_j - u_i \). Then, we define \( h_i = u_j / g \), which proves our result.

Proof of Lemma \[ \square \] Let \( a_{ij} = h_i - h_j + \epsilon_{ij} \) with \( \epsilon_{ij} = -\epsilon_{ji} \). Then, by definition, we have

\[ [\diag(e^{g}) \mathcal{L}_g(a, W) \diag(e^{g}) v]_i = \sum_{j \in V} w_{ij} e^{g(h_i + h_j)} (e^{g_{ij}} v_i - v_j) = [\mathcal{L}_g(\epsilon, W) v]_i, \]

with \( \tilde{w}_{ij} = w_{ij} e^{g(h_i + h_j)} \).

Proof of Theorem \[ \square \] We first show that \( v^*_i \geq 0 \) for each node \( i \in V \). The eigenvector of smallest eigenvalue is a solution to the following optimization problem:

\[
\min_{v \in \mathbb{R}^N_V} F(v), \quad \text{with} \quad F(v) = \frac{\sum_{(i,j) \in E} w_{ij} \left( s_{ji} v_j^* - s_{ij} v_i^* \right)^2}{\sum_{i \in V} v_i^2}.
\]

Assume that the normalized solution \( v^* \) of (B.1) does not have the same sign everywhere. Then, using the inequality \( |x - y| \geq ||x| - |y|| \), we have

\[ \left( s_{ji} v_j^* - s_{ij} v_i^* \right)^2 \geq \left( s_{ji} |v_j^*| - s_{ij} |v_i^*| \right)^2, \]

and hence, \( |v^*| \) has a lower objective value (the absolute value is taken entry-wise). Moreover, \( |v^*| \) and \( v^* \) have the same norm. This contradicts the assumption that the solution \( v^*_i \) does not have the same sign everywhere.

We show now that \( v^*_i > 0 \) for all nodes \( i \in V \). Firstly, assume that there exists one node \( i_* \in V \) such that \( v^*_{i_*} = 0 \). We separate the terms involving \( i_* \) in the numerator of the objective in (B.1), leading to

\[
\sum_{\{i, j\} \in E \mid i \neq i_\ast \neq j} w_{ij} \left( s_{ji} v_j^* - s_{ij} v_i^* \right)^2 + \sum_{j \in V} w_{i_* j} s_{i_* j}^2 (v_j^*)^2.
\]

By choosing a \( 0 < u \leq (s_{ji} / s_{i_* j}) v_j^* \) for all \( j \in V \) such that \( \{i_\ast, j\} \in E_u \), we have

\[
\sum_{j \in V} w_{i_* j} s_{i_* j}^2 (v_j^*)^2 \geq \sum_{j \in V} w_{i_* j} \left( s_{ji} v_j^* - s_{ij} u \right)^2,
\]

and,

\[
\sum_{i \in V} (v_i^*)^2 \leq \sum_{i \in V \mid i \neq i_\ast} (v_i^*)^2 + u^2.
\]
Therefore, defining $\tilde{v}^*_i = v^*_i$ for all $i \in V$ such that $i \neq i_*$, and $\tilde{v}^*_i = u$, we have $F(v^*) \geq F(\tilde{v}^*)$, which contradicts the assumption that $v^*$ is a solution of the minimization problem. Assume now that there is a finite number of nodes $i^{(1)}_*, \ldots, i^{(m)}_* \in V$ such that $v^*_i = 0$ for all $\ell \in \{1, \ldots, m\}$. Then, by choosing $\tilde{v}^*_i = v^*_i$ for all $i \in V$ such that $i \notin \{i^{(1)}_*, \ldots, i^{(m)}_*\}$ and

$$\tilde{v}^*_i = \min_{\ell \in \{1, \ldots, m\}} \min_{j \in V} \frac{\eta^*_{i,j} v^*_j}{g_{i,j}^*},$$

for all $\ell \in \{1, \ldots, m\}$, we have $F(v^*) \geq F(\tilde{v}^*)$, contradicting again our initial assumption.

Finally, let us prove that the solution $v^*$, with $\|v^*\|_2 = 1$, is unique. If the eigenspace associated to the minimal eigenvalue has a dimension larger than 1, one can find $\tilde{v}^*$ in this eigenspace satisfying $\sum_{i \in V} \tilde{v}^*_i v^*_i = 0$. Clearly, if $\tilde{v}^*$ has the same sign everywhere, this is impossible. Therefore, the dimension of the eigenspace is 1.

**Proof of Proposition 3** We have naturally that $\lambda^{(g)}_{0|g} \leq \eta^{[2]}_G$, since $(\mathbb{R}^+)^N \subset \mathbb{R}^N$. Following Theorem 1, it exists an eigenvector $v^{(g)}_0$ of the dilatation Laplacian of smallest eigenvalue, satisfying $[v^{(g)}_0]_i > 0$ for all $i \in V$. Therefore, choosing $v = v^{(g)}_0 \in (\mathbb{R}^+)^N$, we have

$$\lambda^{(g)}_{0} = \eta^{[2]}(v_0) \geq \min_{v \in (\mathbb{R}^+_0)^N} \eta(v) = \eta^{[2]}_G,$$

and therefore, $\lambda^{(g)}_{0} = \eta^{[2]}_G$.

**Proof of Lemma 3** This is a simple consequence of Proposition 2.

**Proof of Theorem 3**

(i) We first prove the lhs of (18). Denote $\|v\|_2^2 = \sum_i v_i^2$. For $v \in \mathbb{R}^+_0$, and for all $i \in V$, we have $\|v\|_2 \geq v_i > 0$, which yields \( \sum_{i \in V} v_i \leq \|v\|_2 \). Furthermore, for all $v \in \mathbb{R}^+_0$, we find

$$|s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i| \leq s_{ij}^{1/2} v_j + s_{ij}^{-1/2} v_i \leq \|v\|_2 + s_{ij}^{1/2} \|v\|_2,$$

since, without loss of generality, if $s_{ij}^{1/2} \geq 1$, then $s_{ij}^{1/2} \leq s_{\max}$ and $(s_{ij}^{1/2})^{1/2} \leq 1$. Therefore, we obtain, for all $v \in \mathbb{R}^+_0$,

$$\sum_{i,j \in V} \frac{w_{ij} |s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i|^2}{\sum_{i \in V} v_i^2} \leq \|v\|_2 \left(1 + s_{\max}^{1/2} \sum_{i,j \in V} w_{ij} |s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i| \right) / \|v\|_2 \sum_{i \in V} v_i / N.$$

The result is obtained by taking the minimum over $v \in \mathbb{R}^+_0$ of both sides in the above inequality.

(ii) We now prove the rhs of (18). Let $v$ be the eigenvector with eigenvalue $\lambda_0$. By Cauchy-Schwartz, we have

$$\sum_{i,j \in V} w_{ij} |s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i| \leq \sqrt{\sum_{i,j \in V} w_{ij} \sum_{i,j \in V} w_{ij} |s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i|^2},$$

and thanks to the triangle inequality $\sum_{i \in V} v_i^2 \leq \sum_{i \in V} |v_i|$. Therefore, combining these inequalities, we obtain

$$\sum_{i,j \in V} w_{ij} |s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i| \leq \sqrt{\text{vol}(\mathcal{G})} \left[ \sum_{i,j \in V} w_{ij} |s_{ij}^{1/2} v_j - s_{ij}^{-1/2} v_i|^2 \right] / \sum_{i \in V} v_i / N.$$

By dividing both sides by $\text{vol}(\mathcal{G})$, we find (18).
Proof of Proposition \[ \] This is an application of the Rayleigh quotient formula, the fact that \( \sigma_i \leq \eta^{(2)}_{h_i, W}(v) \) and of the inequality
\[
\frac{1}{2} \sum_{k \in V} e^{2gh_k},
\]
for all \( i, j \in V \), following from \( 2xy \leq x^2 + y^2 \) for all \( x, y \in \mathbb{R} \).

Proof of Lemma \[ \] Since \( a_{ij} = h_i - h_j + \epsilon_{ij} \), we have
\[
\frac{v^T L_g(a, W)v}{v^T v} = \frac{\sum_{i,j \in V} w_{ij} (e^{g(h_i + h_j)} - e^{g(h_i)} (v_i e^{-g h_j}) ^2)}{\sum_{i \in V} e^{2gh_i} (v_i e^{-gh_i}) ^2}.
\]
Then, using the inequality
\[
\sum_{i \in V} e^{2gh_i} (v_i e^{-gh_i}) ^2 \leq \sum_{i \in V} e^{2gh_i} \sum_{j \in V} (v_j e^{-gh_j}) ^2,
\]
and denoting \( \bar{v}_g = \text{diag}(e^{-gh})v \), we find
\[
\frac{v^T L_g(a, W)v}{v^T v} \geq \frac{\sum_{i,j \in V} w_{ij} (e^{g(h_i + h_j)} - e^{g(h_i)} [\bar{v}_g]_i - e^{g(h_j)} [\bar{v}_g]_j)^2}{\sum_{i \in V} e^{2gh_i} \sum_{j \in V} [\bar{v}_g]_j^2} = \frac{\bar{v}_g^T L_g(\epsilon, W)\bar{v}_g}{\bar{v}_g^T \bar{v}_g},
\]
with \( W = \text{diag}(e^{-gh})W \text{diag}(e^{-gh}) \). This proves our statement.

Proof of Theorem \[ \] For all \( v \in \mathbb{R}^N \) such that \( v \neq 0 \), the generalized Rayleigh quotient reads
\[
R(v) = \frac{\sum_{i,j \in V} w_{ij} (e^{-g a_{ij}/2} v_i - e^{-g a_{ij}/2} v_j)^2}{\sum_{i,j \in V} w_{ij} (e^{-g a_{ij}/2} v_i)^2}.
\]
Following the same arguments as in the proof of Theorem \[ \] if \( v_i > 0 \) for all \( i \in S \subset V \) and \( v_i \leq 0 \) for all \( i \in V \setminus S \), the numerator can always be made smaller by choosing \( \bar{v}_i > 0 \) for all \( i \in V \setminus S \). It is also obvious that the denominator of \[ ] is larger if \( v_i > 0 \) for all \( i \in V \).

Appendix C. Relationship with Witten’s deformed Laplacian

Actually, we can write the dilation Laplacian
\[
[L_g v]_i = \sum_{j \in V} w_{ij} (e^{-g a_{ij}} v_i - v_j),
\]
as a Schrödinger operator \[ \] \( L_g = L_0 + v_g \), where \( L_0 \) is the combinatorial Laplacian and with the potential \( [V_g]_i = \sum_{j \in V} w_{ij} (e^{-g a_{ij}}) - 1 \). In the case where \( a_{ij} = [dh]_{ij} \equiv h_j - h_i \), this deformed Laplacian takes an interesting form. This observation leads us to present the following analogy. In a famous paper \[ \], Witten defined a deformed Laplacian in order to prove the Morse inequalities of differential topology. Subsequently, Forman defined a discrete Morse theory for cell complexes \[ \]. Here, we follow the construction of Forman and exhibit a deformation which corresponds to a deformed Laplacian presented in the current paper. However, we do not need to consider the discrete Morse theory in its generality.

The idea of Forman is to deform the Hodge Laplacian by first defining a real-valued function \( \sigma \) on the simplicial complex, i.e. \( \sigma \) should take a real value on each vertex, each edge, each triangle, etc. A Morse function is then supposed to satisfy certain properties that we do not need here. For our purpose, let us define the function \( \sigma \) only on the nodes and edges, as follows: \( \sigma(i) = h_i \) and \( \sigma(\{i, j\}) = (h_i + h_j)/2 \). Let
us notice that we do not require here $\sigma$ to be a Morse function in the sense of Forman, because we are not interested here in the topology of the network. The Witten deformed gradient is defined by $d_t = e^{-t \sigma} d e^{t \sigma}$. Using the notations of [27, 27], we obtain the correspondence

$$d_t^* d_t = L_g, \quad \text{with } a = dh \text{ and } g = t.$$

Contrary to Forman, we only defined here the deformed exterior derivative for the node space. Defining the deformed exterior derivative for the simplicial complex would require a more complete definition of $\sigma$.
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