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Abstract
Current commercial antivirus detection engines still rely on signature-based methods. However, with the huge increase in the number of new malware, current detection methods become not suitable. In this paper, we introduce a malware detection model based on ensemble learning. The model is trained using the minimum number of significant features that are extracted from the file header. Evaluations show that the ensemble models slightly outperform individual classification models. Experimental evaluations show that our model can predict unseen malware with an accuracy rate of 0.998 and with a false positive rate of 0.002. The paper also includes a comparison between the performance of the proposed model and with different machine learning techniques. We are emphasizing the use of machine learning based approaches to replace conventional signature-based methods.
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1 Introduction
Cybersecurity threats and security breaches are growing rapidly nowadays. Security breaches are fluctuating to the new tools and opportunities in cyberspace. The rapid growth rate in security threats is also coupled with an increasing rate in social networks developments. Social networks are considered as rich environments for spreading threats more frequently. Malicious programs (malware) are considered one of the most ever-growing threats. Malware authors also are making use of software vulnerabilities and improper software security configuration. They are continually developing sophisticated methods to hide malware from being detected. Anti-malware and similar detection tools have to continuously develop new tools in order to cope with the continual developments of malware threats.

Current malware detection techniques can be categorized into signature and non-signature approaches [1]. Signature-based approaches are commonly used by commercial antivirus software. Signatures are binary patterns that are extracted from malware samples [1]. The accuracy rate for signature-based approaches is high. However, the accuracy is limited only to the known identifiable malware signatures. Therefore, the antivirus signature database should be regularly updated to cope with the newly discovered signatures. Another primary drawback is that signature-based approaches considered inefficient against unknown attacks such as “zero-day attack”. Unknown vulnerabilities allow an attack window time, that is the time between threat discovery to signature update. It is shown in [2-6] that malware authors use tools to pack and obfuscate malware to hide malware and to escape from detection. Consequently, signature-based approaches are inefficient to cope with malware authors tricks and therefore, they are unreliable.

Non-signature based approaches identify malware by inspecting their behaviors. Through analyzing malware behaviors, specific behavioral patterns could be extracted. The extracted patterns form the malware behavioral models. Non-signature approaches detect malware by comparing malicious behavior to already predefined models. Malware may have different names, however, they share some similar behaviors. The detection strategy is based on the behavioral similarity between the unknown malware to the indexed stored behaviors. In this way, the detection of unknown malware is possible. The behavioral analysis could be viewed as a replacement for static signature-based methods. However, non-signature based approaches can be vulnerable to false positives or false negatives results. Technically, it identifies normal benign files as malware and incapable to detect malware in the latter case [5-7]. However, it totally avoids the attack window time.

Machine Learning (ML) provides a possible solution to overcome the drawbacks of signature-based solutions. Through innovating a learning framework, it becomes possible to process unseen malware samples. The learning models are trained using a set of features that are extracted from analyzed malware. Malware
features may include various attributes of software modules, and machine code instructions. Ensemble learning is an effective branch of machine learning that is used to improve the accuracy and performance of traditional machine learning classifiers [8]. It works by creating a core group of learners and combining their outputs for final decision making. Ensemble learning take advantage of complementary information of different classifier to improve the performance and accuracy of the decision.

In this paper, we introduce a non-signature based approach. Our approach is aiming to identify and detect malware based on extracting integrated feature set that describe the malware. The features are obtained through extracting significant features from the malware Portable executable (PE) header. The proposed model utilizes different learning techniques to produce an ensemble learning model. All techniques are trained using the most significant features extracted from the PE header. The proposed ensemble model is used to identify whether a given sample is benign or malware. Our contributions in this paper include:

1. Implementation on an efficient malware detection model based on ensemble learning.
2. Evaluation of the efficiency for different classifiers in characterizing and predicting malware.

This paper is organized as follows: section 2 describes the related works, section 3 introduces the experimental design, results and discussions are present in sections 4, and finally, section 5 presents our conclusions.

2 Related Works

In this section, we are going to discuss some of the previous works that applied machine learning in malware analysis. Machine learning has been successfully applied to the identification and detection of malware [9,10]. It was shown in [11] that machine learning can also be used to characterize malware families. The expression malware analysis refers to the study of malware’s behavior and how to detect and eliminate it. The objective behind malware analysis is to understand how malware work. The analysis requires extracting significant features that will be used for automatic identification of malware. Knowing how malware works can help in building better defenses against malware attacks. In general, malware features can be gathered through either static or dynamic analysis of malware samples [9].

Static analysis is the process of analyzing and extracting features from the meta-data of the binary file without executing it. The extracted features include specific string patterns, byte sequences, operation codes, and library calls. Those features are used to determine whether a file is malicious or not [12]. However, static analysis approaches on their own are insufficient. The reason is due to obfuscation methodologies that are widely used by malware authors which makes static approaches unreliable [9,13]. Furthermore, pattern matching approaches are considered effective in known malware patterns. However, it is considered ineffective, and hence unreliable for unknown or new patterns such as zero-day or polymorphic malware attacks.

In contrast to static analysis, dynamic analysis requires the executable file to be running to aggregate generated outcomes for feature extraction [9,11]. Dynamic analysis is proposed to capture the dynamic behavior for packed or obfuscated malware. The analysis mainly is done in a secured virtual environment or sandbox. The analysis intended to monitor the real-time execution of malware specifically; its malicious code. The analysis of dynamic behavior involves extracting features such as system calls, registry change, memory usage, and network behavior [14].

The main advantage of dynamic analysis is that it reveals how the malware behaves. Those real behaviors are not accessible in static analysis. Therefore, most dynamic analysis research works rely on real-time behavioral patterns. It is shown that patterns such as API-call sequence as well as control flow as major features that capture malware behavior [15,16]. However, dynamic analysis approaches are also imperfect. It is reported in [3, 5-9] that smart malware can detect whether it runs on a virtual or real environment. Moreover, smart malware can modify their behavior by hiding their malicious code to avoid detection. Although their imperfection, dynamic analysis is prospectively able to grasp some benchmark metrics. Those metrics are discovered during malware interactions with the underlying system. Such metrics can be utilized to detect a possible attack [17].

Malware detection is considered a complex classification problem because malware may adapt escape techniques to avoid detection. The elasticity of machine learning made it possible to depend on any type of data to classify and detect malware. Saxe and Berlin [18] used static program features derived from the program code. The features are trained using deep feed-forward neural network to differentiate between malware and benign files with an accuracy of 97.45%. However, Grosse et al. [19] indicates that relying on static features could yield to non-reliable classification results. They pointed out that there are some issues like code obfuscation may negatively affect the whole classification performance. Evaluations in [19] showed that the classification performance is downgraded from 97% to 20% when classifying obfuscated codes. Bruce Ndibanje et al. [3] proposed a hybrid static/dynamic model for unpacking and de-obfuscating malware to make use of
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They also address the behavior analysis of malware by analyzing API call sequence that makes it possible to understand malware behavior. Tian et al. [20] utilized the frequency of API-calls with Windows XP to classify malware samples. They applied several classification algorithms and achieved 97% accuracy ratio using Decision Table (DT) and Random Forest (RF). Damodaran et al. [21] used a hybrid static/dynamic model to classify malware. They rely on Hidden Markov Model (HMM) with API calls to classify a malware to malware families which achieve 98% accuracy score. Fang et al. [22] proposed an approach to classify malware using ensemble learning algorithms. They rely on Term Frequency-Inverse Document Frequency (TF-IDF) as a feature selection method. TF-IDF selects the highly ranked features from high discriminative features in different scales of datasets. Zhang et al. [23] used ensemble learning to construct a lightweight malware classification system. The resulted classifier has the ability to classify malware into their corresponding family even if the training data is imbalanced.

Both static and dynamic approaches to malware analysis produce a set of features. Such features can be transformed into a characterization form which represents the characteristics of the analyzed files. The characterization form can be translated into detection patterns that are considered as worthy profit to machine learning models. It could also be used to realize the harmful intent of an attacker. In our work, we relied on Random forests as a feature selector to extract the most influenced features that could be used to distinguish benign and malware files. Our proposed model uses only the minimum set of features to create a classification pattern that has the ability to identify malware.

3 Experimental Design

The proposed work as described in Fig 1 is implemented in three main steps: feature selection, training phase, and testing phase. The model will be illustrated in details through the following subsections.

Figure 1: The proposed model

3.1 Dataset

The input dataset contains raw malware and benign samples that are collected from various sources. As explained in Table 1, our dataset contains 41324 benign records and 96724 malicious ones. Those records are collected from various Windows 7 executable files and VirusShare respectively. Every sample record contains extensive static information found in each sample file. The dataset is comprised of 54 features which accounted for all information found in every sample record.

Table 1: Summary of created dataset

| Type      | Source            | Quantity | Percentage |
|-----------|-------------------|----------|------------|
| Malware   | VirusShare        | 96724    | 70.1       |
| Benign    | Various windows programs | 41323    | 29.9       |

1 https://virusshare.com/
3.2 Feature Selection

The objective of feature selection is to simplify our model by including only the most significant and relevant features. There are many approaches to select the most important features [24]. Selecting the most appropriate features will result in reducing the dimensionality of the raw dataset. Such reduction will reflect in return to the model variance, overfitting, and of course reducing the model computation cost.

In the proposed work, Random Forest is used as features selector. Random Forest is widely used as a feature selector technique [25, 26]. The reason behind that is due to the tree-based design implemented by random forest. The tree design is ranked by how to enhance node purity. Nodes are positioned in the tree levels based on their purity score. Nodes with a considerable increase in purity positioned at the start of the trees, while nodes with decreased purity positioned at the bottom level of the tree. Therefore, by pruning trees below a purity level, we gain subsets of the most influenced features.

3.3 Model Training

The training phase is considered to be the core step in the proposed model. The objective of the training is to evaluate the performance of different candidate learning models. In our work, we used eleven different classifiers that are belonging to different learning models to be our candidate classifiers. The training phase as shown in Fig 1 has two sub-phases namely classifiers evaluation, and classifiers selection respectively. In classifiers evaluation, all classifiers are trained using the same training set. The best top K classifiers are selected and combined into an ensemble model. The choice of K is depending on the learning accuracy threshold value. In our experiment, the threshold value $\alpha = 0.5$. In the classifiers selection phase, the formed ensemble model is also trained using the same training set as carried out in the classifiers evaluation phase. Performance of the ensemble model is also evaluated. The output model of ensemble training is representing our final training model.

In our experiment, the final prediction decision of the ensemble model relied on voting classifier. There are two optional strategies for voting classifier which are hard voting or soft voting. In the hard voting option (known also as majority voting), the class selection process is depending only simple majority voting according to the accuracy [27]. However, in soft voting, the average is taken for the probability of each predicted class. The class selection is the one that is equivalent to the highest value. In our experiment, the ensemble model relies on a hard voting option.

3.3 Model Testing

Model testing is the last step of our proposed model. The testing involves evaluating the model using unseen malware and benign samples. The objective is to evaluate the model performance in terms of measuring the prediction accuracy in classifying new benign and malware samples. For the purpose of testing, we used 1000 benign and 1000 malware samples from the original dataset to be used as test samples.

4 Results and Discussion

In this section, we are going to present the experimental evaluations and findings of the proposed model. The evaluations include feature reduction, classifiers performance evaluations, and finally the proposed model performance evaluation.

4.1 Feature Reduction

As mentioned in section 3.1, feature reduction is a critical step to reduce the dimensionality of data and hold only the most significant features. In our experiment, the original number of features is 54. Experimental results showed that Random Forest selection algorithm marked only ten features to be significant. The selected features constitute only about 22% of all original features. The significant features extracted from PE headers are: ResourcesMinEntropy, VersionInformationSize, DllCharacteristics, SectionMaxEntropy, ResourceMaxEntropy, Machine, Characteristics, SubSystem, ImageBase, and SizeOfOptionalHeader.

The proposed model is trained using only the selected features. The other remaining features are discarded as they are considered insignificant. The reduction algorithm reduces the dataset by almost 78% of original data which in return decreases the complexity of our experiments.
4.2 Classifiers Performance Evaluation

In machine learning, it is required to build computational models that are able to generalize effectively the extracted features. When training a model, a disturbed generalization is recognized by over-training. A common way to avoid over-training is to use an appropriate data splitting.

Classification is defined as the process of finding a model or mapping function which separate data into multiple classes. In order to avoid the poor generalization, our model is experimented with different splitting ratios for training and testing.

Train-test-split

The objective of train/test experiments is to grasp and realize some patterns of data. Those patterns are used by the learning models to make almost accurate predictions. Based on experimental results, learning models could be judged according to their efficiency. The word *efficiency* means the capability of a learning model to generalize well to new data. Also, it was necessary to observe the performance of the different classifiers with the reduced features set.

To avoid the poor generalization problem, the candidate classifiers are experimented using two splitting criteria. Each experiment has a different train/test splitting ratio. The first experiment is done by splitting the reduced dataset into 80 / 20 for training and testing. Whereas, the second experiment is done by splitting the reduced dataset into 65 / 35 for training and testing respectively. Evaluation metrics such as accuracy, precision, recall, and F-measure are used to evaluate the candidate classifiers’ performance. The calculations of evaluation metrics are shown in equations 1-4.

\[
\text{Accuracy} = \frac{\text{True Positives (TP)}}{\text{True Positives (TP)} + \text{True Negatives (TN)}} \tag{1}
\]

\[
\text{Precision} = \frac{\text{True Positives (TP)}}{\text{True Positives (TP)} + \text{False Positives (FP)}} \tag{2}
\]

\[
\text{Recall} = \frac{\text{True Positives (TP)}}{\text{True Positives (TP)} + \text{False Negatives (FN)}} \tag{3}
\]

\[
\text{F-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{4}
\]

The results of classifiers’ performance for the first and second splitting criteria are summarized in Table 2 and Table 3 respectively. Results showed that the classifiers performance showed almost typical results with some minor differences. The modification in splitting criteria hasn’t influenced the classification decision. As shown in Table 2, and Table 3 we have implemented different binary classifiers like support vector machine (SVM), Naive Bayes (NB), K-nearest neighbour (KNN), Multi-layer perceptron (MLP), Linear Discriminate Analysis (LDA), and Decision Tree (DT). We also experimented some ensemble classifiers like Random Forests (RF), and ExtraTrees classifiers.

In terms of accuracy, Table 2 and Table 3 are showing that the Random Forest classifier returned the best result among all other classifiers. Other classifiers like Decision Tree, support vector machine, Multi-layer perceptron, and K-nearest neighbour also showed considerable high accurate results. Naive Bayes classifier showed intermediate results comparing to the aforementioned classifiers. However, Logistic Regression (LR) showed poor classification results compared to the other ones. The reason behind the poor performance of logistic regression is due to the imbalanced distribution of data in the training and test set that causes LR to cast everything off. Another reason might be due to the strong correlation among the features for each class.

According to our learning accuracy selection criteria, we have selected the top-5 classifiers to form our ensemble model. We haven’t included any ensemble classifier in our initial combination of ensemble model even if they showed more accurate results. The reason for that is that we want to evaluate the accuracy of non-ensemble classifiers when they work together. However, we will experiment the combination of non-ensemble with ensemble classifiers to measure whether if it may affect the accuracy of our ensemble model.

Our proposed ensemble model will initially be formed with the following classifiers decision tree, linear discriminate analysis, Multi-layer perceptron, support vector machine, and K-nearest neighbour. As mentioned before, our ensemble model relied on the hard voting. In ensemble voting, the hard option used to select the output class based on the majority selections of classifiers.
### Table 2: Candidate classifiers training result on train-test with splitting ratio (80 / 20)

| Classifier         | Accuracy | Precision Malware | Recall Malware | F1-score Malware |
|--------------------|----------|-------------------|----------------|-----------------|
|                    |          | Benign            |                |                 |
| Malware            |          |                   |                |                 |
| Benign             |          |                   |                |                 |
| XGB                | 0.988    | 0.99              | 0.98           | 0.99            |
| ExtraTree Classifier | 0.990  | 0.99              | 0.98           | 0.99            |
| LDA                | 0.917    | 0.95              | 0.94           | 0.88            |
| AdaBoost           | 0.984    | 0.99              | 0.98           | 0.98            |
| Random Forest      | 0.994    | 0.99              | 1.00           | 1.00            |
| Decision Tree      | 0.991    | 0.99              | 0.99           | 0.99            |
| MLP                | 0.942    | 0.97              | 0.88           | 0.94            |
| SVM                | 0.983    | 0.99              | 0.96           | 0.99            |
| KNN                | 0.977    | 0.99              | 0.96           | 0.98            |
| NB                 | 0.701    | 0.70              | 1.00           | 0.00            |
| LR                 | 0.300    | 0.00              | 0.30           | 1.00            |

### Table 3: Candidate classifiers training result on train-test with splitting ratio (65 / 35)

| Classifier         | Accuracy | Precision Malware | Recall Malware | F1-score Malware |
|--------------------|----------|-------------------|----------------|-----------------|
|                    |          | Benign            |                |                 |
| Malware            |          |                   |                |                 |
| Benign             |          |                   |                |                 |
| XGB                | 0.991    | 0.99              | 0.98           | 0.99            |
| Extra Tree Classifier | 0.989 | 0.99              | 0.98           | 0.99            |
| LDA                | 0.945    | 0.95              | 0.94           | 0.87            |
| AdaBoost           | 0.984    | 0.99              | 0.98           | 0.98            |
| Random Forest      | 0.993    | 1.00              | 0.99           | 1.00            |
| Decision Tree      | 0.990    | 0.99              | 0.98           | 0.98            |
| MLP                | 0.965    | 0.97              | 0.96           | 0.94            |
| SVM                | 0.968    | 0.99              | 0.96           | 0.99            |
| KNN                | 0.976    | 0.99              | 0.98           | 0.97            |
| NB                 | 0.699    | 0.70              | 1.00           | 0.00            |
| LR                 | 0.300    | 0.00              | 0.30           | 1.00            |
4.2 Proposed Model Performance Evaluation

In order to verify the performance of the classification methods, we will use two additional evaluation metrics. The additional metrics are inspired by the confusion matrix which is a table that describes the performance of the classifier. The evaluation metrics are false positive rate (FPR), and false negative rate (FNR). The FNR is an indicating factor for the falsely predicted classes (equation 5), and FNR is indicating the incorrect negatively classified classes (equation 6).

\[
FPR = \frac{\text{False Positives (FP)}}{\text{False Positives (FP)} + \text{True Negatives (TN)}}
\]

\[
FNR = \frac{\text{False Negatives (FN)}}{\text{False Negatives (FN)} + \text{True Positives (TP)}}
\]

The performance evaluation of the proposed model is carried out using four different experiments. The first experiment is implemented to evaluate the performance of each individual classifier. The second experiment is performed to evaluate the proposed ensemble model against individual classifiers. The third experiment evaluates the performance resulted when integrating two ensemble methods (proposed ensemble + random forests). The fourth experiment evaluates the combination of three ensemble methods (proposed ensemble + random forests + Extra tree). Table 4 showed that the performance accuracy of classifiers are relatively close with some minor differences. Random Forests and Decision Tree classifiers showed the best performance with high accuracy rate 0.999 and low false positive rate 0.001 comparing to other classifiers.

Evaluation of the proposed ensemble model is showed in Table 5. Experimentation showed that the performance of the proposed ensemble model is slightly better than the individual non-ensemble classifiers. The results demonstrated that the proposed ensemble model show a similar accuracy to the SVM classifier with rate of 0.994. We observed that the performance of the ensemble model showed a minor accuracy differences to the decision tree classifier that returned accuracy rate of 0.999. However, one of the most drawbacks of the decision tree is its vulnerability to the overfitting problem. The overfitting of the decision tree is recovered with the proposed ensemble. The reason is that ensembles are more generalized and unlikely to overfit [28].

| Table 4: Performance evaluation of classifiers. |
|-----------------------------------------------|
| Classifier          | Accuracy | False positive rate | False negative rate |
|---------------------|----------|---------------------|---------------------|
| XGB                 | 0.995    | 0.010               | 0.000               |
| Extra Tree Classifier | 0.998    | 0.002               | 0.001               |
| LDA                 | 0.985    | 0.022               | 0.007               |
| AdaBoost            | 0.995    | 0.012               | 0.000               |
| Random Forests      | 0.999    | 0.001               | 0.000               |
| Decision Tree       | 0.999    | 0.001               | 0.000               |
| MLP                 | 0.945    | 0.017               | 0.086               |
| SVM                 | 0.994    | 0.011               | 0.000               |
| K-Nearset Neighbour | 0.992    | 0.014               | 0.000               |

Table 6 shows the result of combining two ensemble methods. In this experiment, we evaluate the combination of the proposed ensemble model when it combined to another ensemble model like Random Forests. The combination of two ensemble learning models resulted in achieving more enhancements with more accuracy results 0.998 compared to the accuracy value of 0.994 obtained from the initial proposed ensemble model. However, we noticed from Table 4 and Table 5 that the performance of random forests works better than when it is not combined with other ensembles. Table 7 shows the result of combining three ensemble learning methods. In this experiment, we evaluate the combination of the proposed ensemble model when it combined to another ensemble models like Random Forests and Extra Tree Classifier. Results showed that the accuracy value returned from combing three ensemble learning methods is similar to accuracy returned when combing two ensemble learning methods. The combination of three ensemble models as shown in Table 7 is showing no difference at all between combinations of two ensemble models. We came to an experimental conclusion that the combination of multiple ensemble models can enhance the accuracy in general, however, the performance of some ensemble learning methods may be degraded when it combined with other ensemble methods.
The experimental evaluations are showing a promising path to solve the vulnerabilities that face non-signature based methods. We showed that false positives and false negatives can be decreased by using ensemble methods. The trained ensemble models can be used effectively as a replacement to signature-based engines. Anti-malware should rely on adaptive models to accommodate with the rapid increasing rate of malware.

| Table 5: Performance evaluation of proposed ensemble model compared to other classifiers. |
|---------------------------------|-------|----------|----------|
| Classifier                        | Accuracy | False positive rate | False negative rate |
| Proposed Ensemble Model               | 0.994    | 0.011         | 0.000        |
| XGB                                 | 0.995    | 0.010         | 0.000        |
| Extra Tree Classifier               | 0.998    | 0.002         | 0.001        |
| LDA                                 | 0.985    | 0.022         | 0.007        |
| AdaBoost                            | 0.995    | 0.012         | 0.000        |
| Random Forest                       | 0.999    | 0.001         | 0.000        |
| Decision Tree                       | 0.999    | 0.001         | 0.000        |
| MLP                                 | 0.945    | 0.017         | 0.086        |
| SVM                                 | 0.994    | 0.011         | 0.000        |
| K-Nearest Neighbour                 | 0.992    | 0.014         | 0.000        |

| Table 6: Performance evaluation of combining two ensemble models compared to other classifiers. |
|---------------------------------|-------|----------|----------|
| Classifier                        | Accuracy | False positive rate | False negative rate |
| Proposed Ensemble Model + Random Forests | 0.998    | 0.002         | 0.000        |
| Proposed Ensemble Model               | 0.994    | 0.011         | 0.000        |
| XGB                                 | 0.995    | 0.010         | 0.000        |
| Extra Tree Classifier               | 0.998    | 0.002         | 0.001        |
| LDA                                 | 0.985    | 0.022         | 0.007        |
| AdaBoost                            | 0.995    | 0.012         | 0.000        |
| Random Forest                       | 0.999    | 0.001         | 0.000        |
| Decision Tree                       | 0.999    | 0.001         | 0.000        |
| MLP                                 | 0.945    | 0.017         | 0.086        |
| SVM                                 | 0.994    | 0.011         | 0.000        |
| K-Nearest Neighbour                 | 0.992    | 0.014         | 0.000        |
Table 7: Performance evaluation of combining three ensemble models compared to other classifiers.

| Classifier                                      | Accuracy | False positive rate | False negative rate |
|------------------------------------------------|----------|---------------------|---------------------|
| Proposed Ensemble Model + Random Forests + Extra Tree Classifier | 0.998    | 0.002               | 0.000               |
| Proposed Ensemble Model + Random Forests        | 0.998    | 0.002               | 0.000               |
| Proposed Ensemble Model                         | 0.994    | 0.011               | 0.000               |
| XGB                                             | 0.995    | 0.010               | 0.000               |
| Extra Tree Classifier                           | 0.998    | 0.002               | 0.001               |
| LDA                                             | 0.985    | 0.022               | 0.007               |
| AdaBoost                                        | 0.995    | 0.012               | 0.000               |
| Random Forest                                   | 0.999    | 0.001               | 0.000               |
| Decision Tree                                   | 0.999    | 0.001               | 0.000               |
| MLP                                             | 0.945    | 0.017               | 0.086               |
| SVM                                             | 0.994    | 0.011               | 0.000               |
| K-Nearest Neighbour                             | 0.992    | 0.014               | 0.000               |

5 Conclusion

In this paper, we have proposed an ensemble learning approach to overcome the drawbacks of current commercial signature-based approaches. Through reducing the data dimensionality, we were able to focus on the significant features that characterize malware PE files. Those features were experimented and evaluated by different classifiers. Experiments have shown that the classification accuracy was satisfactory. The paper also has shown experimental comparisons between the efficiency of different classifiers. Also, We have experimentally evaluated different ensemble learning models, we have shown that ensembles were more efficient than individual classifiers. Evaluations have shown that the proposed model has a great accuracy rate in identifying unseen malicious samples with an accuracy ratio of 0.998 and with false positive rates of 0.002.

The paper has proposed a methodology to replace the current signature-based approach with a machine learning approach. It has been shown that machine learning approaches could be used with good training samples to overcome the current drawbacks of signature-based techniques. The rapidly increasing rate of unseen malware is considered as a curse to commercial antivirus software, however, it considers as a fortune for machine learning model. The more training with more malware training samples, the more accuracy, adaptation, tuning, and reliability of proposed machine learning models.
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