General-relativistic electromagnetic fields around a slowly rotating neutron star: stationary vacuum solutions
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ABSTRACT

Pulsars are thought to be highly magnetized rotating neutron stars accelerating charged particles along magnetic field lines in their magnetosphere and visible as pulsed emission from the radio wavelength up to high-energy X-rays and gamma-rays. Being highly compact objects with compactness close to \( \Xi = R_s / R \approx 0.5 \), where \( R_s = 2 GM / c^2 \) is the Schwarzschild radius and \( \{ M, R \} \) the mass and radius of the neutron star, general-relativistic effects become important close to their surface. This is especially true for the polar caps where radio emission is supposed to emanate from, leading to well-defined signatures such as linear and circular polarization. In this paper, we derive a general formalism to extend to general relativity the Deutsch field solution valid in vacuum space. Thanks to a vector spherical harmonic expansion of the electromagnetic field, we are able to express the solution to any order in the spin parameter \( \Omega / \omega_1 \) of the compact object. We hope this analysis to serve as a benchmark to test numerical codes used to compute black hole and neutron star magnetospheres.
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1 INTRODUCTION

In our current understanding of pulsar magnetospheres and radiation mechanisms, strongly magnetized rotating neutron stars play a central role. The underlying plasma processes like particle acceleration, pair creation and pulsed emission profiles throughout the whole electromagnetic spectrum strongly depend on the peculiar magnetic field geometry and strength adopted or extracted from numerical simulations of the magnetosphere. For instance radio emission is believed to emanate from the polar caps; therefore, in regions of strong gravity where curvature and frame-dragging effects are considerable due to the high compactness of neutron stars \( \Xi = R_s / R \approx 0.5 \) for typical models with its mass \( M \), its radius \( R \) and the Schwarzschild radius given by \( R_s = 2 GM / c^2 \), \( G \) being the gravitational constant and \( c \) the speed of light. Detailed quantitative analysis of radio pulse polarization and pair cascade dynamics could greatly benefit from a better quantitative description of the electromagnetic field around the polar caps. Although there exists an extensive literature about flat space–time electrodynamics, only little work has been done to include general-relativistic effects.

The first general solution for an oblique rotator in flat vacuum space–time was found by Deutsch (1955) with closed analytical formulas. This solution is often quoted to explain the magnetic dipole radiation losses. To be truly exact, we emphasize that the Poynting flux \( L_{sd} \) derived from his solution does not strictly coincide with the point dipole losses \( L_{dipole} \) but depends on the ratio \( R / r_L \), where \( r_L = c / \Omega_1 \) is the light cylinder radius and \( \Omega_1 \) the rotation rate of the neutron star. It is only equal to the textbook equation for dipole losses in the limit of vanishing radius \( \lim_{R \to 0} L_{sd} = L_{dipole} \). The distinction is meaningful at least for checking results emanating from numerical computations. Indeed, because of limited computer resources, we are often forced to take ratios \( R / r_L \leq 1 \) not completely negligible compared to unity. Therefore, the computed spin-down luminosity can significantly deviate from the point dipole losses. Moreover, Cohen & Toton (1974) showed in the case of an aligned rotator that the electric field induced by frame-dragging effects could be as high as the one induced by the stellar rotation itself. These results were extended to an oblique rotator a few years later by Cohen & Kearney (1980) thanks to a formalism developed earlier by Cohen & Kegeles (1974b, 1974a, 1975). It is therefore crucial to treat Maxwell equations in the general-relativistic framework in order to analyse quantitatively acceleration and radiation in the vicinity of the neutron star. This led Pfarr (1976) to seek for an approximate solution of Maxwell equations in a curved space–time either described by the Schwarzschild metric or by the Kerr metric, using a linearized approach.
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employing the Newman–Penrose formalism. He computed the structure of the electromagnetic waves propagating in vacuum and launched by a rotating dipole. He also gave an expression for the Poynting flux \( \dot{E} \) depending on the ratio \( R/r_\perp \). The exact analytical solution for the static magnetic dipole in Schwarzschild space–time was given by Ginzburg & Ozernoy (1964) and Petterson (1974) and extended to multipoles by Anderson & Cohen (1970).

Muslimov & Tsygan (1992) also studied the influence of space–time curvature and frame-dragging effects on the electric field around the polar caps of a pulsar and confirmed the earlier claims of an increase in its strength. Sengupta (1995) computed the electric field for an aligned rotator in vacuum in the Schwarzschild metric. The aligned rotator has also been investigated by Konno & Kojima (2000) with special emphasize to particle acceleration in vacuum. Muslimov & Harding (1997) and Sakai & Shibata (2003) took a similar approach to study the acceleration of particles around polar caps. Rezzolla, Ahmedov & Miller (2001), Zanotti & Rezzolla (2002) and Rezzolla & Ahmedov (2004) computed the electromagnetic field in the exterior of a slowly rotating neutron star in the slow rotation metric as well as inside the star and investigated the impact of oscillations. They gave approximate analytical expressions for the external electromagnetic field close to the neutron star. Kojima, Matsunaga & Okita (2004) extended the previous work by solving numerically the equations for the oblique rotator in vacuum in general relativity. They retrieve Rezzolla et al. (2001) results close to the surface and the Deutsch solution for distances larger than the light cylinder \( r \gg r_\perp \).

It is the purpose of this paper to elucidate quantitatively and accurately some aspects of general-relativistic effects on the electrodynamics close to the neutron star. Our goal is to derive a general formalism to compute the solution of Maxwell equations in curved space–time for any multipole component of the magnetic field. Consequently, we use a 3+1 formalism of electrodynamics in curved space–time as presented in Section 2. Next, we show how to solve for the electromagnetic field for an aligned rotator in Section 3. This method is easily extended to a perpendicular rotator as explained in Section 4. Because Maxwell equations in vacuum are linear, the most general solution for an oblique rotator will be a linear superposition of the weighted aligned and perpendicular rotator. Conclusions and future possible work are drawn in Section 5.

2 THE 3+1 FORMALISM

The covariant form to describe the gravitational and electromagnetic field in general relativity is the natural way to write them down in a frame independent way. Nevertheless, it is more intuitive to split space–time into an absolute space and a universal time, similar to our all day three-dimensional space, rather than to use the full four-dimensional formalism. Another important advantage of a 3+1 split is a straightforward transcription of flat space techniques for scalar, vector and tensor fields to curved spaces. We start with a description of the special foliation used for the metric. Next, we derive Maxwell equations in this foliation and conclude on some words about force-free electrodynamics which will be treated in another work but for completeness we give the useful expressions already in this paper.

2.1 The split of the space–time metric

We therefore split the four-dimensional space–time into a 3+1 foliation such that the metric \( g_{ab} \) can be expressed as

\[
\begin{align*}
\mathrm{d}s^2 &= g_{ab} \mathrm{d}x^a \mathrm{d}x^b = \alpha^2 c^2 \mathrm{d}t^2 - \gamma_{ab} (\mathrm{d}x^a + \beta^a c \mathrm{d}t) (\mathrm{d}x^b + \beta^b c \mathrm{d}t),
\end{align*}
\]

where \( x^a = (ct, x^i) \), \( c t \) is the time coordinate or universal time and \( x^i \) some associated space coordinates. We use the Landau–Lifshitz convention for the metric signature given by \((+,-,-,-)\) (Landau & Lifchitz 1989). \( \alpha \) is the lapse function, \( \beta^a \) the shift vector and \( \gamma_{ab} \) the spatial metric of absolute space. By convention, latin letters starting from \( i \) are used for the components of vectors in absolute space (in the range \( \{1, 2, 3\} \)) whereas latin letters starting from \( a \) are used for four-dimensional vectors and tensors (in the range \( \{0, 1, 2, 3\} \)). Our derivation of the 3+1 equations follow the method outlined by Komissarov (2011). A fiducial observer (FIDO) is defined by its 4-velocity \( n^a \) such that

\[
\begin{align*}
n^a &= \frac{\mathrm{d}x^a}{\mathrm{d}t} = \frac{c}{\alpha} (1, -\beta) \quad (2a) \\
n_i &= (\alpha c, 0). \quad (2b)
\end{align*}
\]

This vector is orthogonal to the hypersurface of constant time coordinate \( \Sigma_t \). Its proper time \( \tau \) is measured according to

\[
\mathrm{d}\tau = \alpha \mathrm{d}t.
\]

The relation between the determinants of the space–time metric \( g \) and the pure spatial metric \( \gamma \) is given by

\[
\sqrt{-g} = \alpha \sqrt{\gamma}.
\]

For a slowly rotating neutron star, the lapse function is

\[
\alpha = \sqrt{1 - \frac{K}{r}}
\]

and the shift vector

\[
c \beta = -\omega r \sin \vartheta \, e_\vartheta
\]
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\( \omega = \frac{R_s a c}{r^3}. \)  \hspace{1cm} (6b)

We use spherical coordinates \((r, \theta, \varphi)\) and an orthonormal basis \((e_r, e_\theta, e_\varphi)\). The spin \(a\) is related to the angular momentum \(J\) by \(J = M a c\). It follows that \(a\) has units of a length and should satisfy \(a \leq R_s / 2\). Introducing the moment of inertia \(I\), we also have \(J = I \Omega\). For the remainder of the paper, it is also convenient to introduce the relative rotation of the neutron star according to

\( \tilde{\omega} = \Omega - \omega. \)  \hspace{1cm} (7)

In the special case of a homogeneous and uniform neutron star interior with spherical symmetry, the moment of inertia is

\( I = \frac{2}{5} M R^2. \)  \hspace{1cm} (8)

Thus, the spin parameter can be expressed as

\( \frac{a}{R_s} = \frac{2}{5} \frac{R R_c}{R_s}. \)  \hspace{1cm} (9)

We adopt this simplification for the neutron star interior in order to compute the spin parameter \(a\).

### 2.2 Maxwell equations

Let \( F^{ik} \) and \( \ast F^{ik} \) be the electromagnetic tensor and its dual respectively, see Appendix A. It is useful to introduce the following spatial vectors \((B, E, D, H)\) such that

\[
B^a = \alpha \ast F^{a0} \hspace{1cm} (10a)
\]

\[
E_a = \frac{\alpha}{2} e_{abc} c \ast F^{bc} \hspace{1cm} (10b)
\]

\[
D^a = \varepsilon_0 c \alpha F^{a0} \hspace{1cm} (10c)
\]

\[
H_a = -\frac{\alpha}{2 \mu_0} e_{abc} F^{bc}. \hspace{1cm} (10d)
\]

Here, \( \varepsilon_0 \) is the vacuum permittivity and \( \mu_0 \) the vacuum permeability. \( e_{abc} = \sqrt{\gamma} \varepsilon_{abc} \) is the fully antisymmetric spatial tensor and \( \varepsilon_{abc} \) the three-dimensional Levi-Civita symbol. The contravariant analogue is \( e^{abc} = e^{abc} / \sqrt{\gamma} \). Relations equation (10) can be inverted such that

\[
\ast F^{a0} = \frac{B^a}{\alpha} \hspace{1cm} (11a)
\]

\[
\ast F^{ab} = \frac{1}{c \alpha} e^{abc} E_c = \frac{1}{c \sqrt{-g}} e^{abc} E_c \hspace{1cm} (11b)
\]

\[
F^{a0} = \frac{D^a}{\varepsilon_0 c \alpha} \hspace{1cm} (11c)
\]

\[
F^{ab} = -\frac{\mu_0}{\alpha} e^{abc} H_c = -\frac{\mu_0}{\sqrt{-g}} e^{abc} H_c. \hspace{1cm} (11d)
\]

These three-dimensional vectors can be recast into

\[
E_a = c F_{a0} \hspace{1cm} (12a)
\]

\[
H_a = \frac{\ast F_{a0}}{\mu_0} \hspace{1cm} (12b)
\]

\[
B^a = -\frac{1}{2} e^{abc} F_{bc} \hspace{1cm} (12c)
\]

\[
D^a = \frac{\varepsilon_0 c}{2} e^{abc} \ast F_{bc}. \hspace{1cm} (12d)
\]

These expressions are also easily inverted such that

\[
F_{a0} = \frac{E_a}{c} \hspace{1cm} (13a)
\]
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\*F_{ba} = \mu_0 H_a\]

(13b)

\[F_{ab} = -\epsilon_{abc} B^c = -\sqrt{\gamma} \epsilon_{abc} B^c\]

(13c)

\*F_{ab} = \frac{\epsilon_{abc}}{\epsilon_0 c} D^c = \sqrt{\gamma} \epsilon_{abc} D^c.\]

(13d)

All these antisymmetric tensors are summarized in Appendix A. With these definitions of the spatial vectors, Maxwell equations take a more traditional form in the curved three-dimensional space. The system reads

\[\nabla \cdot B = 0\]

(14a)

\[\nabla \times E = -\frac{1}{\sqrt{\gamma}} \partial_t (\sqrt{\gamma} B)\]

(14b)

\[\nabla \cdot D = \rho\]

(14c)

\[\nabla \times H = J + \frac{1}{\sqrt{\gamma}} \partial_t (\sqrt{\gamma} D)\]

(14d)

The source terms \((\rho, J)\) are given by

\[\rho c \equiv \alpha I^0\]

(15a)

\[J^i \equiv \alpha I^a,\]

(15b)

\(I^a\) being the 4-current density. The above differential operators should be understood as defined in a three-dimensional curved space, the absolute space with associated spatial metric \(\gamma_{ab}\), such that

\[\nabla \cdot B \equiv \frac{1}{\sqrt{\gamma}} \partial_a (\sqrt{\gamma} B^a)\]

(16a)

\[\nabla \times E \equiv \epsilon_{abc} \partial_b E_c\]

(16b)

\[E \times B \equiv \epsilon_{abc} E_b B_c.\]

(16c)

The special case of a diagonal spatial metric is given in Appendix B. The three-dimensional vector fields are not independent, they are related by two important constitutive relations, namely

\[\epsilon_0 E = \alpha D + \epsilon_0 c \beta \times B\]

(17a)

\[\mu_0 H = \alpha B - \frac{\beta \times D}{\epsilon_0 c}.\]

(17b)

The curvature of absolute space is taken into account by the lapse function factor \(\alpha\) in the first term on the right-hand side and the frame-dragging effect is included in the second term, the cross-product between the shift vector \(\beta\) and the fields. We see that \((D, B)\) are the fundamental fields, actually those measured by a FIDO, see below.

### 2.3 Force-free conditions

The source terms have not yet been specified. Having in mind to apply the above equations to the pulsar magnetosphere, we give the expressions for the current in the limit of a force-free plasma, neglecting inertia and pressure. The force-free condition in covariant form reads

\[F_{ik} I^k = 0,\]

(18)

and in the 3+1 formalism it becomes

\[J \cdot E = 0\]

(19a)

\[\rho E + J \times B = 0,\]

(19b)

which implies \(E \cdot B = 0\) and therefore also \(D \cdot B = 0\). As in the special relativistic case, the current density is found to be, see the derivation for instance in Komissarov (2011).
\[ J = \rho \frac{E \times B}{B^2} + \frac{B \cdot \nabla \times H - D \cdot \nabla \times E}{B^2} B. \]  
(20)

Because \( c B^2 = \varepsilon_0 \varepsilon n_s \) and \( D^\rho / \varepsilon_0 = \varepsilon_0 n_s \), \( B \) and \( D / \varepsilon_0 \) can be interpreted as the magnetic and electric field, respectively, as measured by the FIDO. Moreover, \( I^b n_b = \rho c^2 \); thus, \( \rho \) is the electric charge density as measured by this same observer. Using the projection tensor defined by \( \rho \) and \( \beta \), the electric current density \( j \) is given by
\[ \alpha j = J + \rho c \beta. \]  
(23)

Maxwell equations (14a)–(14d), the constitutive relations (17a), (17b) and the prescription for the source terms set the background system to be solved for any prescribed metric. In the next section, we show how to solve this system in a simple way by introducing a vector spherical harmonic basis in curved space as summarized in Appendix C.

For the remainder of this paper, we will only focus on the vacuum field solutions, leaving the force-free case for future work. Note that we choose to keep all physical constants in the formulas because this helps to check easier the consistency with dimensionality of the equations.

### 3 ELECTROMAGNETIC FIELD OF AN ALIGNED DIPOLE

The system to be solved being linear, we treat separately the aligned and the perpendicular case, the general oblique configuration being a weighted linear superposition of both solutions. We first address the simple static and rotating aligned dipole magnetic field before investigating the interesting perpendicular rotator as a special case of an oblique rotator.

#### 3.1 Static dipole

We start with a non-rotating neutron star, setting the spin to zero, \( \alpha = 0 \); therefore, \( \beta = 0 \), followed by a simplification of the constitutive relations. The electric field vanishes, thus \( E = D = 0 \) whereas \( \mu_0 H = \alpha B. \) As a consequence, the magnetic field satisfies the static \( (\partial_r = 0) \) Maxwell equations given by
\[ \nabla \cdot B = 0 \]  
(24a)

\[ \nabla \times (\alpha B) = 0. \]  
(24b)

Far from the neutron star, we expect to retrieve the flat space–time expression for the dipole magnetic field with magnetic moment \( \mu \) or, written explicitly,
\[ B = \frac{\mu_0}{4\pi r^3} \left[ \frac{3(\mu \cdot r) r - \mu}{r^2} \right] = -\frac{\mu_0 \mu}{4\pi} \sqrt{\frac{8\pi}{3}} \text{Re} \left[ \nabla \times \Phi_{1,0} \right]. \]  
(25)

In curved space–time, the meaning of a dipole field needs to be explicitly defined. We take as a definition for the dipolar magnetic field the one which is expressed only with the first vector spherical harmonic \( \Phi_{1,0} \) corresponding to the mode \((l, m) = (1, 0)\) according to its flat space–time expression equation (25). This is valid for a symmetry around the \( z \)-axis because \( m = 0 \). The perpendicular case or more generally the oblique rotator would include the mode \((l, m) = (1, 1)\) for the dipolar field. This will be done in Section 4. Thus, we expand the magnetic field according to the divergencelessness prescription and look for a separable solution with the prescription
\[ B = \text{Re} \left[ \nabla \times (f_{1,0}^B(r) \Phi_{1,0}) \right] \]  
(26)

with the boundary condition
\[ \lim_{r \to +\infty} f_{1,0}^B(r) = -\frac{\mu_0 \mu}{4\pi r^2} \sqrt{\frac{8\pi}{3}}. \]  
(27)

Here, \( \Phi_{1,0} \) is a vector spherical harmonic, see for instance Pétri (2012). The vector spherical harmonics being proper functions of the curl linear differential operator insure that such separable solutions do indeed exist. These linear algebra properties are absolutely fundamental and make vector spherical harmonics extremely useful to solve linear partial differential equations involving vector fields. Note that \( f_{1,0}^B(r) \) is the unique unknown in this simple problem and depends only on the radial coordinate \( r \). Equation (24a) is automatically satisfied by construction whereas inserting the expansion equation (26) into equation (24b) following the property equation (C11) of Appendix C (for \( l = 1 \)) leads to a second-order linear ordinary differential equation for the scalar function \( f_{1,0}^B \) such that
\[ \partial_r \left( \alpha^2 \partial_r \left( r f_{1,0}^B \right) \right) - \frac{2}{r} f_{1,0}^B = 0. \]  
(28)
The exact solution to this boundary problem which asymptotes to the flat dipole at large distances as prescribed by equation (27) is given by

\[ f_{1,0}^{B\text{(dip)}} = \frac{\mu_0 \mu}{4\pi} \sqrt{\frac{8\pi}{3} \frac{3r}{R_i^4}} \left[ \ln \left( 1 - \frac{R_i}{r} \right) + \frac{R_i}{r} + \frac{R_i^2}{2r^2} \right], \]

(29)

which corresponds to the solution shown in Ginzburg & Ozernoy (1964). The non-vanishing magnetic field components are

\[ B^\varphi = -6 \frac{\mu_0}{4\pi} \left[ \ln \left( 1 - \frac{R_i}{r} \right) + \frac{R_i}{r} + \frac{R_i^2}{2r^2} \right] \frac{\mu \cos \vartheta}{R_i^3}, \]

(30a)

\[ B^\theta = 3 \frac{\mu_0}{4\pi} \left[ 2 \sqrt{1 - \frac{R_i}{r}} \ln \left( 1 - \frac{R_i}{r} \right) + \frac{R_i}{r} \frac{2r - R_i}{\sqrt{r(r - R_i)}} \right] \frac{\mu \sin \vartheta}{R_i^3}. \]

(30b)

Corrections to first order compared to flat space–time are

\[ B^\varphi = \frac{\mu_0}{4\pi} \frac{2 \mu \cos \vartheta}{r^4} \left[ 1 + \frac{3}{4} \frac{R_i}{r} + o\left( \frac{R_i}{r} \right) \right], \]

(31a)

\[ B^\theta = \frac{\mu_0}{4\pi} \frac{\mu \sin \vartheta}{r^4} \left[ 1 + \frac{R_i}{r} + o\left( \frac{R_i}{r} \right) \right]. \]

(31b)

This first example shows how easy it is to compute the solution once the expansion on to vector spherical harmonics has been performed and knowing their properties and action on linear differential operators.

### 3.2 Rotating dipole

Next, we consider the more useful case of a rotating magnetic dipole with magnetic moment aligned to the rotation axis. Now the situation becomes much more involved. First, rotation induces an electric field and secondly, frame-dragging effects mix electric and magnetic fields through the constitutive relations equation (17). To demonstrate how our formalism works, we decided to split the task in two steps. First, we neglect frame-dragging effects and look solely for the induced electric field. In a second stage, we add frame dragging.

#### 3.2.1 A pedestrian way

Frame-dragging effects could become important and should be included. Nevertheless, before dealing with the most general expression including frame dragging, we think it is educational to introduce the reasoning by hand and work out a low-order expansion explicitly without any frame-dragging effect. This would be acceptable for sufficiently low rotation and we can in the first stage neglect the shift vector setting \( \beta = 0 \) as in the previous static regime to a separable solution for both the electric and magnetic field. Straightforward calculations show that

\[ \nabla \cdot D = 0 \]

(32a)

\[ \nabla \times (\alpha D) = 0 \]

(32b)

\[ \nabla \cdot B = 0 \]

(32c)

\[ \nabla \times (\alpha B) = 0. \]

(32d)

These equations are particularly straightforward to solve because it represents a decoupled system of two unknown vector fields, one for \( D \) and one for \( B \). From the flat space–time solution, we know that the electric field will be quadrupolar which means only one mode is present namely \((l, m) = (2, 0)\) for the axisymmetric case. Thus, we expand both fields according to

\[ D = \text{Re} \left[ \nabla \times \left( f^D_{2,0} \Phi_{2,0} \right) \right] \]

(33a)

\[ B = \text{Re} \left[ \nabla \times \left( f^B_{2,0} \Phi_{1,0} \right) \right]. \]

(33b)

This expansion insure automatically and analytically the divergencelessness nature of both \( D \) and \( B \). Moreover, these expressions lead as in the previous static regime to a separable solution for both the electric and magnetic field. Straightforward calculations show that \( f^D_{2,0} \) again satisfies equation (28) whereas \( f^B_{2,0} \) has to be solution of another second-order linear differential equation given by

\[ \partial_r \left( \alpha^2 \partial_r \left( r f^D_{2,0} \right) \right) - \frac{6}{r} f^D_{2,0} = 0. \]

(34)

It is obtained by inserting the expansion equation (33a) into equation (32b) following the property equation (C11) of Appendix C but now for \( l = 2 \). The exact solution of this homogeneous linear differential equation and vanishing at infinity reads

\[ f^D_{2,0} = \frac{K}{R_i r^2} \left[ 6 \frac{r^2}{R_i^2} \left( 3 - 4 \frac{r}{R_i} \right) \ln \left( 1 - \frac{R_i}{r} \right) + 1 + \frac{r}{R_i} \left( 1 - 4 \frac{r}{R_i} \right) \right], \]

(35)
where \( K \) is a constant to be determined from the boundary conditions at the surface of the neutron star. We now discuss this inner boundary condition in more details. Inside a perfectly conducting star, the rotation of the plasma induces an electric field \( \mathbf{E} \) which satisfies

\[
\mathbf{E} + \mathbf{r} \cdot \mathbf{\Omega} \cdot \sin \vartheta \mathbf{e}_\vartheta \times \mathbf{B} = 0.
\]  

(36)

This implies an electric field as measured by a FIDO given by

\[
\mathbf{D} = -\varepsilon_0 \frac{\partial}{\alpha} r \sin \vartheta \mathbf{e}_\vartheta \times \mathbf{B} = \varepsilon_0 c \frac{\partial}{\alpha} \mathbf{\beta} \times \mathbf{B}.
\]

(37)

For this FIDO, the electromagnetic field symbolized by \((\mathbf{D}, \mathbf{B})\) has to verify the jump conditions across an interface as in flat space–time. In other words, the magnetic field component normal to the surface and the electric field components lying in the plane of the interface are continuous functions. More explicitly, the normal component \( B^\prime \) and the tangential components \((D^\prime, D^\phi)\) have to be continuous across the stellar surface. By construction, it can be verified by projection of equation (33a) on to \(\mathbf{e}_\vartheta\) that the component \( D^\phi \) remains zero in the exterior vacuum space, as it is inside the star. Note that this remark is consistent with the projection of equation (37) on to \(\mathbf{e}_\vartheta\). For the other tangential component, by projection of equation (37) on to \(\mathbf{e}_\varphi\) we have to enforce the condition

\[
D^\phi = -\varepsilon_0 - r \sin \vartheta \mathbf{B}^\phi.
\]

(38)

This has to be compared with the projection of equation (33a) on to \(\mathbf{e}_\varphi\) and given by

\[
D^\phi = 3 \frac{3}{2} \sqrt{\frac{5 \alpha}{6\pi}} r \partial_r (r f^\phi_{2,0}) \sin \vartheta \cos \varphi.
\]

(39)

In order to deduce the constant of integration \( K \) in equation (35), equations (38) and (39) should be compared at the stellar surface setting \( r = R \). \( B^\prime \) is known from the static dipole solution and given by equation (30a). By direct calculation from equation (35), we arrive at

\[
\partial_r (r f^\phi_{2,0})|_{r=R} = 36 \frac{K}{R \alpha_R} \left[ \left( 1 - 2 \frac{R}{R_R} \right) \ln \alpha_R^2 - 2 - \frac{R^2}{6 R^2 \alpha_R^2} \right].
\]

(40)

The constant \( K \) then follows immediately from the above condition. We get

\[
K = -\varepsilon_0 \frac{\mu_0 \mu}{4\pi} \frac{1}{5} \sqrt{\frac{6\pi}{5}} R_R \frac{\partial}{\alpha_R^3} C_1 C_2,
\]

(41)

where

\[
\alpha_R = \sqrt{1 - \frac{R}{R}}
\]

(42a)

\[
\omega_R = \frac{a R c}{R^3}
\]

(42b)

\[
\bar{\omega}_R = \bar{\Omega} - \omega_R
\]

(42c)

\[
C_1 = \ln \alpha_R^2 + \frac{R_i R}{R^2} + \frac{R^2}{2 R^2}
\]

(42d)

\[
C_2 = \left[ \left( 1 - 2 \frac{R}{R_R} \right) \ln \alpha_R^2 - 2 - \frac{R^2}{6 R^2 \alpha_R^2} \right]^{-1}.
\]

(42e)

The magnetic field remains the same as for the static dipole and the electric field yields

\[
D^\prime = -\varepsilon_0 \frac{\mu_0 \mu}{4\pi} \frac{R}{R^3} \frac{\partial}{\alpha_R^3} C_1 C_2 \left[ \left( 3 - 4 \frac{R}{R_R} \right) \ln \alpha^2 + \frac{R^2}{6 R^2} + \frac{R}{r} - 4 \right] \left( 3 \cos^2 \vartheta - 1 \right)
\]

(43a)

\[
D^\phi = 6 \varepsilon_0 \frac{\mu_0 \mu}{4\pi} \frac{R}{R^3} \frac{\partial}{\alpha_R^3} \alpha C_1 C_2 \left[ \left( 1 - 2 \frac{R}{R_R} \right) \ln \alpha^2 - 2 - \frac{R^2}{6 R^2 \alpha^2} \right] \cos \vartheta \sin \vartheta.
\]

(43b)

\[
D^\phi = 0.
\]

(43c)

So far, we did not include any frame-dragging effect symbolized by the cross-product in the constitutive relations equation (17a) and (17b). Now we proceed to the inclusion of the frame-dragging effect to look for more accurate solutions taking explicitly into account the rotation of the neutron star. Because these constitutive relations and the vacuum Maxwell equations are linear, we use a power series expansion of the unknown vector fields with respect to a small adimensionalized parameter \( \varepsilon \) which is related to the neutron star spin such that \( \varepsilon = \mathcal{O}(\Omega) \). Any vector field \( \mathbf{V} \) is expanded into

\[
\mathbf{V} = \sum_{k \geq 0} \varepsilon^k \mathbf{V}_k = \mathbf{V}_0 + \sum_{k \geq 1} \varepsilon^k \mathbf{V}_k.
\]

(44)
Here, \( V_0 \) is the static field for the non-rotating star. Thus, to zeroth order, the electric field vanishes, \( D_0 = E_0 = 0 \). They are at least first order in \( \Omega \). The shift vector is a quantity of first order, so we write it as \( \beta = \varepsilon \beta_1 \). From the constitutive relations, we get the \( k \)th order of the auxiliary electric field for \( k \geq 1 \) as
\[
e_0 E_k = \alpha D_k + e_0 c \beta_1 \times B_{k-1}
\] (45)
and for the \( k \)th order of the auxiliary magnetic field
\[
\mu_0 H_k = \alpha B_k - \frac{\beta_1 \times D_{k-1}}{e_0 c}.
\] (46)

Moreover, for any order, we have the constraints
\[
\nabla \cdot B_k = \nabla \cdot D_k = 0.
\] (47a)
\[
\nabla \times H_k = \nabla \times E_k = 0.
\] (47b)

As a consequence, we obtain a hierarchical set of partial differential equations for the fields \( \{B_k, D_k\} \) such that
\[
\nabla \times (\alpha D_k) = -e_0 c \nabla \times (\beta_1 \times B_{k-1})
\] (48a)
\[
\nabla \times (\alpha B_k) = \frac{1}{e_0 c} \nabla \times (\beta_1 \times D_{k-1})
\] (48b)
for \( k \geq 1 \). The initialization for \( k = 0 \) corresponds to the static dipole with \( B_0 \) given by equation (29); therefore, \( D_0 = E_0 = 0 \) as expected. We immediately conclude that the first perturbation in magnetic field corresponds to a second-order term symbolized by \( B_2(B_1 = 0) \). We look for the first-order perturbation in electric field corresponding to an electric quadrupole with \((l, m) = (2, 0)\) such that
\[
D_1 = \nabla \times \left( f_{2,0}^D \Phi_{2,0} \right).
\] (49)

From now on, we suppress the real part symbol, it should be understood that the physical fields correspond to the real parts of the expressions derived below. Inserting this expansion into equation (48a) with \( k = 1 \), the function \( f_{2,0}^D \) is solution of the following second-order inhomogeneous linear ordinary differential equation
\[
\partial_r \left( a^2 \partial_r \left( r f_{2,0}^D \right) \right) = \frac{6}{r} f_{2,0}^D = 12 \frac{e_0 \mu_0 \mu}{4 \pi} \sqrt{\frac{6 \pi}{5}} \frac{a c}{R^3 r^2} \left[ \ln a^2 + \frac{R_1}{r} + \frac{R_2^2}{2 r^2} \right] .
\] (50)
The right-hand side is obtained from the property equation (C22). To solve this equation, we use standard techniques. First, we look for the general solution to the homogeneous equation which is nothing else than equation (34) with the subsequent solution equation (35), which we write here as \( f_{2,0}^{D(h)} \). Next, a peculiar solution of the inhomogeneous equation (50) and vanishing at infinity is given by
\[
f_{2,0}^{D(p)} = -2 \frac{e_0 \mu_0 \mu}{4 \pi} \sqrt{\frac{6 \pi}{5}} \frac{a c}{R^3 r^2} \left[ \ln a^2 + \frac{R_1}{r} \right] .
\] (51)

In order to satisfy the boundary condition on the star, we also need the following expression
\[
\partial_r \left( r f_{2,0}^{D(p)} \right) = -2 \frac{e_0 \mu_0 \mu}{4 \pi} \sqrt{\frac{6 \pi}{5}} \frac{a c}{R^3 r^2} \left[ \ln a^2 + \frac{R_1}{r} \right] .
\] (52)

in order to compute \( \partial_r (r f_{2,0}^{D(p)}) \) in equation (39) from \( f_{2,0}^D = f_{2,0}^{D(h)} + f_{2,0}^{D(p)} \). The constant \( K \) will be determined from the inner boundary condition, now taking the frame-dragging effect into account because of the presence of the peculiar solution \( f_{2,0}^{D(p)} \), it has to be set to
\[
K = \frac{e_0 \mu_0 \mu}{4 \pi} \frac{C_2}{9 \alpha K} \sqrt{\frac{6 \pi}{5}} \left[ R_1 R_2 \alpha K C_1 + \frac{1}{2} \frac{\omega_K R_1^3}{R} \right] .
\] (53)

Putting all pieces together, the full solution \( f_{2,0}^D = f_{2,0}^{D(h)} + f_{2,0}^{D(p)} \) reads
\[
f_{2,0}^D = \frac{K}{R^2 r^2} \left\{ 6 \frac{r^2}{R_1^2} \left[ 3 - 4 \frac{r}{R_1} \right] \ln \left( \frac{1 - \frac{R_1}{r}}{1 - 4 \frac{r}{R_1}} \right) + 1 + 6 \frac{r}{R_1} \left( 1 - 4 \frac{r}{R_1} \right) \right\} - \frac{2 e_0 \mu_0 \mu}{4 \pi} \sqrt{\frac{6 \pi}{5}} \frac{a c}{R^3 r^2} \left[ \ln a^2 + \frac{R_1}{r} \right] .
\] (54)

Taking the value of the constant \( K \) into account, we finally get
\[
f_{2,0}^{D(quad)} = \frac{e_0 \mu_0 \mu}{4 \pi r} \sqrt{\frac{6 \pi}{5}} \left( \frac{C_2}{18 \alpha K} \left[ \frac{\omega_K R_1}{R} + 2 \alpha \frac{\omega_K R}{R} \right] \right)
\times \left\{ 6 \frac{r^2}{R_1^2} \left[ 3 - 4 \frac{r}{R_1} \right] \ln \left( \frac{1 - \frac{R_1}{r}}{1 - 4 \frac{r}{R_1}} \right) + 1 + 6 \frac{r}{R_1} \left( 1 - 4 \frac{r}{R_1} \right) \right\} - \frac{2 e_0 \mu_0 \mu}{4 \pi} \sqrt{\frac{6 \pi}{5}} \frac{a c}{R^3 r^2} \left[ \ln a^2 + \frac{R_1}{r} \right] .
\] (55)
If we separate the frame-dragging effect $\omega$ from the pure rotation $\Omega$, we get

$$f_{j,0}^{D(\text{quad})} = \frac{\varepsilon_0 \mu_0 \mu R}{4 \pi} \left[ \frac{2}{3} \frac{C_i C_j \Omega R}{\alpha_R^2 R_i^3} \left[ \left( 3 - \frac{4}{R_i} \right) \ln \alpha^2 + \frac{R_i^2}{6 r^2} + \frac{R_i}{r} - 4 \right] - 2 \frac{\omega r^3}{R_i^3} \left( \ln \alpha^2 + \frac{R_i}{r} \right) + \frac{C_i^2 R_i^2}{3 \alpha_R^2 R_i^2} \left( \ln \alpha_R^2 + \frac{R_i}{R} \right) \times \left[ \left( 3 - \frac{4}{R_i} \right) \ln \alpha^2 + \frac{R_i^2}{6 r^2} + \frac{R_i}{r} - 4 \right] \right] .$$

The components of the electric field are then

$$D' = -\sqrt{\frac{5}{4 \pi}} \frac{\varepsilon_0}{r} f_{j,0}^{D(\text{quad})} P_2(\cos \theta)$$

$$D^3 = \frac{3}{2} \sqrt{\frac{5}{4 \pi}} \frac{\varepsilon_0}{r} \alpha \partial_r \left( r f_{j,0}^{D(\text{quad})} \right) \cos \theta \sin \theta$$

$$D^0 = 0$$

with the radial derivative given explicitly by

$$\partial_r \left( r f_{j,0}^{D(\text{quad})} \right) = \frac{2}{3} \sqrt{\frac{5}{4 \pi}} \frac{\varepsilon_0 \mu_0 \mu R}{4 \pi} \left[ \frac{6 C_i C_j \Omega R}{\alpha_R^2 R_i^3} \left[ \left( 1 - \frac{2}{R_i} \right) \ln \alpha^2 - 2 - \frac{R_i^2}{6 \alpha^2 r^2} \right] - \frac{\omega r^3}{R_i^3} \left( \ln \alpha_R^2 + \frac{R_i}{R} \right) \left[ \left( 1 - \frac{2}{R_i} \right) \ln \alpha^2 - 2 - \frac{R_i^2}{6 \alpha^2 r^2} \right] + \frac{3 R_i^4}{\alpha^2 r^2} \right] .$$

These expressions are the same as equations 124–126 in Rezzolla et al. (2001) specialized to the aligned rotator. In the Newtonian limit, we find

$$D' = -\frac{\Omega B R^5}{r^4} (3 \cos^2 \theta - 1)$$

$$D^3 = -\frac{\Omega B R^5}{r^4} 2 \cos \theta \sin \theta$$

$$D^0 = 0$$

as it should be.

### 3.2.2 General formalism

The properties of the vector spherical harmonics in curved space allow us to derive in a systematic way the relations between the expansion coefficients $\{B_k, D_k\}$ of the first kind. Because of the axisymmetry of the problem, there are no toroidal components of neither the magnetic nor the electric part. Therefore, all coefficients with $m > 0$ vanish. Thus, we expand both fields according to

$$D_k = \sum_{l \geq 1} \nabla \times \left( f_{l,0}^{D(k)} \Phi_{l,0} \right)$$

$$B_k = \sum_{l \geq 1} \nabla \times \left( f_{l,0}^{B(k)} \Phi_{l,0} \right) ,$$

where the superscript $(k)$ denotes the order of the expansion in the spin parameter, related to the frame-dragging effect. Injecting those expressions into equations (48a) and (48b), we get for $(l, k) \geq 1$ according to equation (C22) in Appendix C

$$\partial_r \left( \alpha^2 \partial_r \left( r f_{l,0}^{D(k)} \right) \right) - \frac{l(l+1)}{r} f_{l,0}^{D(k)} = 3 \varepsilon_0 \alpha \left[ \frac{l}{2} \frac{l(l+1)}{(2l+1)(2l+3)} f_{l-1,0}^{D(k-1)} - (l+1) \frac{l}{2(l+1)(2l+1)} f_{l+1,0}^{D(k-1)} \right]$$

$$\partial_r \left( \alpha^2 \partial_r \left( r f_{l,0}^{B(k)} \right) \right) - \frac{l(l+1)}{r} f_{l,0}^{B(k)} = -3 \varepsilon_0 \alpha \left[ \frac{l}{2} \frac{l(l+1)}{(2l+1)(2l+3)} f_{l+1,0}^{D(k-1)} - (l+1) \frac{l}{2(l+1)(2l+1)} f_{l-1,0}^{D(k-1)} \right] .$$

It is understood that $f_{l,0}^{D(k)} = f_{l,0}^{B(k)} = 0$. The very important fact about this hierarchical system of second-order linear partial differential equations relating the $f_{l,0}^{D(k)}$ to the $f_{l,0}^{D(k)}$, is its uncoupled nature. Indeed, the coefficients $f_{l,0}^{D(k)}$ and $f_{l,0}^{B(k)}$ are related to the immediately lowest order expansion coefficients $f_{l,0}^{D(k)}$ and $f_{l,0}^{B(k)}$. Consequently, we can find the solution to any order by simply computing more coefficients.
The recurrence starts with the static aligned magnetic dipole which is the zeroth-order approximation of the solution, with subscript \((0)\). As already noted in the previous paragraph, the electric field is a first-order effect at least.

For concreteness, let us work out the approximate solution to third order, i.e. including vector spherical harmonic functions in the expansion of both the electric and the magnetic field. At first glance, this seems a rather high degree of accuracy for such solution in contrast to the first-order expansion of the background metric. Nevertheless, we have in mind to use such results as a benchmark to test forthcoming general-relativistic electromagnetic solvers in free space and in the force-free approximation in order to extend the code presented in Petri (2012). This justifies our wish to reach a high degree of accuracy for the numerical solutions even if the metric is only first-order accurate in the spin parameter \(a\).

The electric field is a consequence of the rotation of the star, thus to zeroth order, there is only a magnetic field, i.e. \(f^{B(0)}_{1,0} = 0\) and \(f^{D(0)}_{1,0} = f^{B(dp)}_{1,0}\), the dipole in Schwarzschild space–time given by equation (29), all other \(f^{B(0)}_{j,1} \text{ with } l \geq 2\) being equal to zero. The initialization with \(f^{D(0)}_{1,0} = 0\) implies that there are no first-order corrections to the magnetic field because equation (60b) has a vanishing right-hand side. It is a linear homogeneous second-order partial differential equation with zero boundary conditions on the star and at infinity. Therefore, the solution vanishes identically leading to \(f^{B(1)}_{1,0} = 0\). The first correction comes from the coefficients \(f^{B(2)}_{1,0} \text{ which have to satisfy equation (60a)}\). There is only one inhomogeneous equation corresponding to \(l = 2\) with the right-hand side including \(f^{B(0)}_{1,0}\). If written explicitly, we retrieve equation (50) namely
\[
\partial_r \left( \alpha^2 \partial_r \left( r f^{D(1)}_{2,0} \right) \right) - \frac{6}{r} f^{D(1)}_{2,0} = \frac{6}{\sqrt{5}} \varepsilon_0 c^2 f^{B(0)}_{1,0}
\]
with its subsequent solution. The next order includes a perturbation in the magnetic field. Indeed, the coefficients \(f^{B(2)}_{1,0}\) have to satisfy equation (60b) with source terms emanating only from \(f^{D(1)}_{2,0}\), supplemented with vanishing boundary conditions. The two equations are inhomogeneous, namely
\[
\partial_r \left( \alpha^2 \partial_r \left( r f^{B(2)}_{1,0} \right) \right) - \frac{2}{r} f^{B(2)}_{1,0} = \frac{6}{\sqrt{5}} \varepsilon_0 c^2 f^{D(1)}_{2,0}
\]
\[
\partial_r \left( \alpha^2 \partial_r \left( r f^{B(2)}_{3,0} \right) \right) = - \frac{12}{r} f^{B(2)}_{3,0} = - 18 \frac{\omega}{35 \varepsilon_0 c^2} f^{D(1)}_{2,0}.
\]
Finally, this perturbed magnetic field will feed back to the electric field to third order with the non-vanishing coefficients satisfying
\[
\partial_r \left( \alpha^2 \partial_r \left( r f^{D(3)}_{2,0} \right) \right) - \frac{6}{r} f^{D(3)}_{2,0} = \frac{6}{\sqrt{5}} \varepsilon_0 c^2 \left[ f^{B(2)}_{1,0} - 3 \sqrt{\frac{2}{7}} f^{B(2)}_{3,0} \right]
\]
\[
\partial_r \left( \alpha^2 \partial_r \left( r f^{D(3)}_{4,0} \right) \right) = \frac{20}{r} f^{D(3)}_{4,0} = 4 \sqrt{\frac{15}{7}} \varepsilon_0 c^2 f^{B(2)}_{3,0}
\]
but with boundary conditions at the stellar surface according to equation (37). Equations (62a)–(63a) show the hierarchical set we are led to in order to improve the solution step by step including an increasing number of multipoles of order \(l\) in accordance with the degree of approximation desired in the spin parameter. Some of these equations can be solved analytically with source terms, but we were unable to write down simple expressions for the solution with appropriate boundary conditions except for the very few first coefficients.

Finding closed expression is a cumbersome task. Eventually, we decided to solve the above set of equations numerically by spectral methods. We expand the solutions into rational Chebyshev functions as defined in Boyd (2001). See below for the details. Our starting point is to use a finite number of multipolar coefficients in the expansion of both the fields, \(N_0\) terms for \(D\) and \(N_0\) terms for \(B\), writing
\[
D = \sum_{l=1}^{N_0} \nabla \times \left( f^{D}_{l,0} \Phi_{l,0} \right)
\]
\[
B = \sum_{l=1}^{N_0} \nabla \times \left( f^{B}_{l,0} \Phi_{l,0} \right).
\]
The order in the spin parameter, previously labelled as \((k)\), has disappeared in the numerical solution; we do not perturb anymore according to \(a\). Each of the coefficient \(f^{D}_{l,0}\) and \(f^{B}_{l,0}\) has to satisfy the differential equation which is given for the magnetic field by
\[
\partial_r \left( \alpha^2 \partial_r \left( r f^{B}_{l,0} \right) \right) - \frac{l(l+1)}{r} f^{B}_{l,0} = 3 \frac{\omega}{\varepsilon_0 c^2} \left[ I_1 \sqrt{\frac{l(l+1)}{2l+1}} f^{D}_{l-1,0} - (l+1) \sqrt{\frac{l(l+2)}{2l+3}} f^{D}_{l+1,0} \right]
\]
and for the electric field by
\[
\partial_r \left( \alpha^2 \partial_r \left( r f^{D}_{l,0} \right) \right) - \frac{l(l+1)}{r} f^{D}_{l,0} = 3 \varepsilon_0 \omega \left[ I_1 \sqrt{\frac{l(l+1)}{2l+1}} f^{B}_{l-1,0} - (l+1) \sqrt{\frac{l(l+2)}{2l+3}} f^{B}_{l+1,0} \right].
\]
The boundary conditions at infinity enforce vanishing coefficients whereas on the neutron star surface, we have to impose continuity of the tangential \( D \) and normal \( B \) components on the stellar surface. Introducing the expansions equation (64) into equation (37), then projecting along \( e_\theta \) and using the useful identities for frame dragging presented in Appendix C4, we get the relation between the coefficients of \( D \) and \( B \) as

\[
\alpha^2 \left[ \frac{l+2}{l+1} J_{l+1,0} \partial_r (r f_{l+1,0}^D) - \frac{l+1}{l} J_{l,0} \partial_r (r f_{l-1,0}^D) \right] = \epsilon_0 \rho \frac{\omega}{\sqrt{\epsilon_0 \rho c^2}} \left[ \sqrt{l(l+1)} \left( 1 - J_{l,0}^2 - J_{l+1,0}^2 \right) f_{l,0}^B - \sqrt{l(l-1)} \cdot (l+2)(l+3) J_{l+1,0} J_{l+2,0} f_{l+2,0}^B \right].
\]  

(67)

where quantities have to be evaluated on the neutron star surface, at \( r = R \). Some recurrence formulae are very useful to deal with spherical harmonics. The three recurrences used to impose the boundary conditions are

\[
\sin \vartheta \partial_\vartheta Y_{l,m} = l J_{l+1,m} Y_{l+1,m} - (l+1) J_{l,m} Y_{l-1,m}
\]

(68a)

\[
\cos \vartheta Y_{l,m} = J_{l+1,m} Y_{l+1,m} + J_{l,m} Y_{l-1,m}
\]

(68b)

\[
\cos^2 \vartheta Y_{l,m} = J_{l+1,m} J_{l+2,m} Y_{l+2,m} + (J_{l+1,m}^2 + J_{l,m}^2) Y_{l,m} + J_{l,m} J_{l-1,m} Y_{l-2,m}
\]

(68c)

with the constants given by

\[
J_{l,m} = \sqrt{\frac{l^2 - m^2}{4l^2 - 1}}.
\]

(68d)

Let us write down explicitly the equations for the three first coefficients in \( B \) and \( D \). The system of partial differential equations reads

\[
\partial_r (\alpha^2 \partial_r (r f_{1,0}^B)) = \frac{2}{r} f_{1,0}^B = \frac{6 \omega}{\sqrt{3} \epsilon_0 c^2} f_{2,0}^D
\]

(69a)

\[
\partial_r (\alpha^2 \partial_r (r f_{2,0}^B)) = \frac{12}{r} f_{3,0}^B = \frac{1}{\sqrt{3} \epsilon_0 c^2} \left[ -18 \sqrt{\frac{2}{5}} f_{2,0}^D + 4 \sqrt{15} f_{4,0}^D \right]
\]

(69b)

\[
\partial_r (\alpha^2 \partial_r (r f_{3,0}^B)) = \frac{30}{r} f_{5,0}^B = \frac{2}{\sqrt{11} \epsilon_0 c^2} \left[ -5 \sqrt{6} f_{4,0}^D + 9 \sqrt{\frac{35}{13}} f_{6,0}^D \right]
\]

(69c)

\[
\partial_r (\alpha^2 \partial_r (r f_{2,0}^D)) = \frac{6}{\sqrt{5}} f_{2,0}^D = \frac{6 \omega}{\sqrt{5} \epsilon_0} \left[ f_{1,0}^B - 3 \sqrt{\frac{2}{7}} f_{3,0}^B \right]
\]

(69d)

\[
\partial_r (\alpha^2 \partial_r (r f_{4,0}^D)) = \frac{20}{r} f_{4,0}^D = 2 \sqrt{3} \epsilon_0 \omega \left[ \frac{2}{\sqrt{7}} f_{3,0}^B - 5 \frac{2}{11} f_{5,0}^B \right]
\]

(69e)

\[
\partial_r (\alpha^2 \partial_r (r f_{6,0}^D)) = \frac{42}{r} f_{6,0}^D = 18 \sqrt{\frac{35}{143}} \epsilon_0 \omega f_{5,0}^B.
\]

(69f)

The associated boundary conditions are

\[
\sqrt{\frac{2}{5}} \alpha^2 \partial_r (r f_{2,0}^B) = \epsilon_0 \rho \frac{\omega}{\sqrt{\epsilon_0 \rho c^2}} \left[ \frac{2 \sqrt{2}}{5} f_{1,0}^B - \frac{2}{5} \sqrt{7} f_{3,0}^B \right]
\]

(70a)

\[
\alpha^2 \left[ \frac{2}{3} \sqrt{\frac{5}{7}} \partial_l (r f_{4,0}^B) - \frac{2}{3} \sqrt{\frac{5}{7}} \partial_l (r f_{2,0}^B) \right] = \epsilon_0 \rho \frac{\omega}{\sqrt{\epsilon_0 \rho c^2}} \left[ \frac{44}{15} \sqrt{5} f_{3,0}^B - \frac{2}{5} \sqrt{\frac{6}{7}} f_{1,0}^B - \frac{20}{3} \sqrt{\frac{10}{213}} f_{5,0}^B \right]
\]

(70b)

\[
\alpha^2 \left[ \frac{42}{143} \partial_l (r f_{6,0}^B) - \frac{2}{3} \sqrt{\frac{5}{11}} \partial_l (r f_{4,0}^B) \right] = \epsilon_0 \rho \frac{\omega}{\sqrt{\epsilon_0 \rho c^2}} \left[ \frac{58}{39} \sqrt{\frac{10}{3}} f_{5,0}^B - \frac{40}{3} \sqrt{\frac{231}{35}} f_{7,0}^B \right].
\]

(70c)

again where quantities have to be evaluated on the neutron star surface, at \( r = R \). We emphasize that the magnetic field at the neutron star surface is exactly matched to the expression for the general-relativistic static dipole, equation (29). All other multipole fields \( f_{l,0}^B \) with \( l \neq 1 \) vanish at \( r = R \) by our definition.
3.2.3 Numerical integration

The computation of the electromagnetic field in vacuum has been reduced to a system of linear ordinary differential equations of second order. Moreover, it is a boundary value problem to be solved in a semi-infinite interval, from \( r = R \) to \( r = +\infty \). Several different techniques exist to treat such a system. We choose to employ spectral methods, expanding the unknown functions on to special basis functions. According to Boyd (2001), dealing with rational Chebyshev functions \( T_L(y) \) is a judicious choice for the interval \([R, +\infty[\). These functions are defined by

\[
T_L(y) = T_k(x) \tag{71a}
\]

\[
x = \frac{y - L}{y + L} \tag{71b}
\]

\[
y = r - R, \tag{71c}
\]

where \( T_k \) are the Chebyshev polynomials of order \( k \) and \( y \in [0, +\infty[ \). \( L \) is a scaling parameter which should reproduce the characteristic length of the problem. We choose \( L = R \). Any radial function \( f(r) \) is therefore expanded into a finite number of \( N_r \) terms such that

\[
f(r) = \sum_{k=0}^{N_r-1} f_k T_L(y(r)). \tag{72}
\]

The inner and outer boundary conditions for the magnetic field coefficients \( f_{l,m}^B \) are expressed as

\[
\sum_{k=0}^{N_r-1} f_k = 0 \tag{73a}
\]

\[
\sum_{k=0}^{N_r-1} (-1)^k f_k = f(R). \tag{73b}
\]

Actually, all the \( f(R) \) vanish except for the dipole \( f_{1,0}^B(R) \); recall that we strictly impose a dipolar magnetic field on the neutron star surface. The outer boundary conditions for the electric field coefficients \( f_{l,m}^D \) are the same as equation (73a). The inner boundary conditions are different because we enforce conditions on the derivative, see equation (70), but it remains a relation involving linear terms in the expansion coefficients. We use what Boyd (2001) calls the boundary-bordering method leading to a linear algebra system to be solved. For more details on spectral and pseudo-spectral methods, see for instance also Canuto et al. (2006). Technically, we use Mathematica 9 to compute the matrix coefficients and invert the system to find the expansion coefficients.

For the subsequent numerical applications, we normalize the magnetic moment of the neutron star to unity, \( \mu = 1 \). In order to demonstrate the accuracy of our spectral algorithm to solve the system of linear ordinary differential equations, we begin with the static aligned dipole. The neutron star radius is set to \( R = r_1/10 \) although it is irrelevant for the static dipole case because there is no rotation and no scaling with \( r_1 \). The Schwarzschild radius is chosen with increasing value compared to the stellar radius, we take \( R = \{2, 20, 200, 2000\} R_s \). The absolute value of the expansion coefficients of the function \( f_{1,0}^B \) is shown in Fig. 1 with a number of collocations points \( N_r = 51 \). For any value of the compactness parameter \( \Xi \), we get the prescribed 15 digits of accuracy, although that for compactness close to unity, we need more coefficients. Indeed, for very low compactness \( \Xi \ll 1 \), the red curve with full circles, less than 10 coefficients are required to get full accuracy. The same remark holds for any \( \Xi << 1 \). For the typical compactness of a neutron star, \( \Xi = 0.5 \), magenta curve with full triangles, we

![Figure 1. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field functions \( f_{l,m}^B \) for the static aligned dipole. \( k \) corresponds to the order of the \( l \)th rational Chebyshev function and the numbers in the legend depict the ratio \( R/R_s \).](https://academic.oup.com/mnras/article-abstract/433/2/986/1748482)
need almost 25 coefficients to achieve the required accuracy. Nevertheless, the spectral convergence of our computation is clearly identified by the exponential decrease of the magnitude of the highest order coefficients within an accuracy of 15 digits. The other question to address is the efficiency of our spectral algorithm to reproduce the exact solution depending on the strength of deviation from the flat space–time metric. In order to check the correctness of these coefficients, we have to compare them with the expansion coefficients of the analytical solution given by equation (29). To do this, we define the absolute error between the analytical $f_{1,0}^{\text{B(dip)}}$ and the numerical $f_{1,0}^{\text{B(num)}}$ solution by

$$\text{error}(f_{1,0}^{\text{B}}) = \left| \frac{f_{1,0}^{\text{B(dip)}} - f_{1,0}^{\text{B(num)}}}{\max(f_{1,0}^{\text{B(dip)}})} \right| .$$

(74)

This error is plotted in Fig. 2 and shows a perfect match between both solutions, within the numerical accuracy. We reach 15 digits of significance for the relevant coefficients, those which are not zero numerically. This explains the decreasing number of significant digits when the coefficients are close to zero. They are meaningless.

This first example demonstrates the very high accuracy obtainable by our spectral method. Next, we pursue with the rotating aligned dipole. Rotation combined with frame-dragging effects will produce higher order multipole coefficients which to first order depend linearly on the spin parameter $a$. We already gave an approximate analytical solution to the lowest order, i.e. the induced electric field without taking into account the perturbation in the magnetic field. Nevertheless, with our numerical integration procedure, we are able to give solutions to any order in the multipole moments $l$. We therefore proceed in an increasing order of complexity. Starting with only the two functions $f_{1,0}^{\text{B(dip)}}$ and $f_{2,0}^{\text{B(dip)}}$ to the lowest approximation, corresponding to the magnetic dipole and to the electric quadrupole, we then successively add the couple $(f_{3,0}^{\text{B(dip)}}, f_{1,0}^{\text{B(dip)}})$ and conclude with two more functions $(f_{5,0}^{\text{B(dip)}}, f_{6,0}^{\text{B(dip)}})$. Consequently, we can quantitatively estimate the contribution to the electromagnetic field from higher multipoles other than dipole and quadrupole.

We performed different sets of calculation by combining slow and fast rotation $r_L = \{10, 1000\} R$ with low and high compactness $R = \{2, 2000\} R_c$, with normalized magnetic moment $\mu = 1$. We start with a very slowly rotating dipole for which $r_L = 1000 R$ and a low compactness $R = 2000 R_c$, in order to look for small perturbations of the electric field induced by frame-dragging effects. We can therefore compare the approximate analytical expressions with the more accurate numerical one. The absolute value of the rational Chebyshev coefficients of the lowest order approximation is shown in Fig. 3 for $f_{1,0}^{\text{B(dip)}}$ and $f_{2,0}^{\text{B(dip)}}$. Spectral convergence is achieved as expected. The discrepancy between the analytical solution and the numerical computation are small, less than $10^{-3}$, the absolute error between both sets of coefficients is close to zero as can be seen in Fig. 4. In a second set of calculations, we increased the frame-dragging effects by taking $r_L = 10 R$ and $R = 2000 R_c$. The absolute value of the rational Chebyshev coefficients of the lowest order approximation is shown in Fig. 5 for $f_{1,0}^{\text{B(dip)}}$ and $f_{2,0}^{\text{B(dip)}}$. Spectral convergence is achieved as expected. Here also the absolute discrepancy between both sets of coefficients is close to zero as can be seen in Fig. 6. In a third set of calculations, we increased the compactness by taking $r_L = 1000 R$ and $R = 2 R_c$. These values are typical for radio pulsars. The absolute value of the rational Chebyshev coefficients of the lowest order approximation is shown in Fig. 7 for $f_{1,0}^{\text{B(dip)}}$ and $f_{2,0}^{\text{B(dip)}}$. Spectral convergence is achieved as expected. Here also the absolute discrepancy between both sets of coefficients is close to zero as can be seen in Fig. 8. In a last set of calculations, we increased the rotation frequency by taking $r_L = 10 R$ and $R = 2 R_c$. These values are typical for millisecond pulsars. The absolute value of the rational Chebyshev coefficients of the lowest order approximation is shown in Fig. 9 for $f_{1,0}^{\text{B(dip)}}$ and $f_{2,0}^{\text{B(dip)}}$. Spectral convergence is achieved as expected. The absolute discrepancy is shown in Fig. 10. Next, we go on in this section about the aligned rotator by computing higher order multipoles $l = \{3, 4\}$ to demonstrate that they are several orders of magnitude less than the magnetic dipolar and electric quadrupolar moment. Results are shown in Fig. 11 for two more multipoles with a slowly rotating non-compact star. The same for a rapidly rotating neutron star is shown in Fig. 12. We conclude this section by computing even higher order multipoles $l = \{5, 6\}$ to demonstrate that they are also several orders of magnitude less than the lower multipolar moments. For a total of six multipoles, we get the coefficients represented in Fig. 13 for the slowly rotating non-compact star and for a rapidly rotating neutron star.
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**Figure 2.** Absolute error of the numerical solution compared to the analytical expression for the magnetic field $f_{1,0}^{\text{B}}$ for the static aligned dipole. $k$ corresponds to the order of the $k$-th rational Chebyshev function and the numbers in the legend depict the ratio $R/R_c$. 
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Figure 3. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic and electric field functions, $f^B_{1,0}$ in red circles and $f^D_{2,0}$ in blue squares, for the aligned rotating dipole. The parameters are $R = 2000R_s$ and $r_L = 1000R$.

Figure 4. Difference of the numerical solution compared to the first-order analytical approximate expression for the magnetic field $f^{B\text{(dip)}}_{1,0}$ in red circles and for the electric field $f^{D\text{(quad)}}_{2,0}$ in blue squares. The parameters are $R = 2000R_s$ and $r_L = 1000R$.

Figure 5. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions, $f^B_{1,0}$ in red circles and $f^D_{2,0}$ in blue squares, for the aligned rotating dipole. The parameters are $R = 2000R_s$ and $r_L = 10R$.

in Fig. 14. The dipolar magnetic field as well as the electric quadrupolar field are not significantly affected by the higher multipolar fields. Indeed, we show the discrepancy in the expansion coefficients in Fig. 15. We first compare the dipole magnetic field quadrupole electric field expansion versus a dipole plus octupole $l = 3$ expansion of the magnetic field and a quadrupole plus $l = 4$ electric fields, denoted by $f^{B(l=1)}_{1,0}$ and $f^{D(l=2)}_{2,0}$. The same can be performed with a threefold expansion for both fields and denoted by $f^{B(l=3)}_{1,0}$ and $f^{D(l=3)}_{2,0}$. Higher order
Figure 6. Difference of the numerical solution compared to the first-order analytical approximate expression for the magnetic field \( f_{B}^{(\text{dip})} \) in red circles and for the electric field \( f_{D}^{(\text{quad})} \) in blue squares. The parameters are \( R = 2000R_{s} \) and \( r_{L} = 10R \).

Figure 7. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions, \( f_{B}^{(\text{dip})} \) in red circles and \( f_{D}^{(\text{quad})} \) in blue squares, for the aligned rotating dipole. The parameters are \( R = 2R_{s} \) and \( r_{L} = 1000R \).

Figure 8. Difference of the numerical solution compared to the first-order analytical approximate expression for the magnetic field \( f_{B}^{(\text{dip})} \) in red circles and for the electric field \( f_{D}^{(\text{quad})} \) in blue squares. The parameters are \( R = 2R_{s} \) and \( r_{L} = 1000R \).

Multipoles can also be compared by inspection of \( f_{3,0}^{B} \) and \( f_{4,0}^{D} \). Comparison with the lowest order expansion is not possible because this approximate solution does not contain neither \( f_{3,0}^{B} \) nor \( f_{4,0}^{D} \). We conclude from the plots in Fig. 15 that the discrepancy in the expansion coefficients is not relevant. In other words, adding higher multipoles will not significantly perturb the lower expansion coefficients. For an almost non-rotating and non-compact star, the discrepancies are shown in Fig. 16. They are weaker than in the previous case.
Figure 9. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions, $f_{B,0}^1$ in red circles and $f_{D,0}^2$ in blue squares, for the aligned rotating dipole. The parameters are $R = 2R_s$ and $r_L = 10R$.

Figure 10. Difference of the numerical solution compared to the first-order analytical approximate expression for the magnetic field $f_{1,0}^{B(dip)}$ in red circles and for the electric field $f_{2,0}^{D(quad)}$ in blue squares. The parameters are $R = 2R_s$ and $r_L = 10R$.

Figure 11. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions $f_{1,0}^B$, $f_{3,0}^B$ and $f_{2,0}^D$, $f_{4,0}^D$ for the aligned rotating dipole. The parameters are $R = 2000R_s$ and $r_L = 1000R$.

4 ELECTROMAGNETIC FIELD OF AN ORTHOGONAL DIPOLE

In this last section, we investigate the orthogonal rotator in vacuum as a generalization of the Deutsch solution. We first check that we retrieve the static perpendicular dipole magnetic field in a Schwarzschild space–time. We resume the section with the perpendicular rotating dipole to modest numerical accuracy.
Figure 12. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions $f_{B_{1,0}}, f_{B_{3,0}}$, and $f_{D_{2,0}}$, $f_{D_{4,0}}$ for the aligned rotating dipole. The parameters are $R = 2R_s$ and $r_L = 10R$.

Figure 13. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions $f_{B_{1,0}}, f_{B_{3,0}}, f_{B_{5,0}}$, and $f_{D_{2,0}}, f_{D_{4,0}}, f_{D_{6,0}}$ for the aligned rotating dipole.

Figure 14. Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions $f_{B_{1,0}}, f_{B_{3,0}}, f_{B_{5,0}}$, and $f_{D_{2,0}}, f_{D_{4,0}}, f_{D_{6,0}}$ for the aligned rotating dipole.

4.1 Static dipole

The orthogonal static dipole follows the same lines as those for the aligned static dipole. Far from the neutron star, we expect to retrieve the flat space–time expression so we develop the magnetic field according to

$$B = \nabla \times (f_{1,1}^B \Phi_{1,1})$$

(75)
Figure 15. Discrepancy between the coefficients of the rational Chebyshev expansion of the magnetic and electric field functions $f_B^{1,0}$, $f_B^{3,0}$ and $f_D^{2,0}$, $f_D^{4,0}$ for the aligned rotating dipole depending on the number of multipoles used in the expansion. (2 − 1) means comparison between an expansion with four multipoles, two for $B$ and two for $D$, and two multipoles, magnetic dipole and electric quadrupole. (3 − 1) means comparison between an expansion with six multipoles, three for $B$ and three for $D$, and two multipoles, magnetic dipole and electric quadrupole. (3 − 2) means comparison between an expansion with six multipoles, three for $B$ and three for $D$, and four multipoles. The case with only a magnetic dipole and an electric quadrupole is excluded because it contains only $f_{1,0}^B$ and $f_{2,0}^D$.

Figure 16. Same as Fig. 15 but for a weakly rotating and non-compact star.

with the boundary condition at infinity such that the magnetic field becomes

$$B = \text{Re} \left[ \sqrt{\frac{16\pi}{3}} \frac{\mu_0}{4\pi} \nabla \times \left( \frac{\Phi_1}{r^2} \right) \right].$$

(76)

This corresponds to the boundary conditions at infinity

$$\lim_{r \to +\infty} f_B^{1,1} = \sqrt{\frac{16\pi}{3}} \frac{\mu_0}{4\pi} r_2.$$  

(77)

We take as a definition for an orthogonal dipole the presence of only one spherical harmonic, namely $(l, m) = (1, 1)$. The procedure then follows exactly the same lines as for the static aligned dipole. We refer to this case for more details about the calculations. It is then straightforward to show that the scalar function $f_B^{1,1}$ must satisfy the same equation as $f_{1,0}^B$, namely

$$\partial_r \left( \alpha^2 \partial_r (r f_B^{1,1}) \right) - \frac{2}{r} f_B^{1,1} = 0.$$  

(78)

The exact solution for the dipole magnetic field which asymptotes to the flat dipole is given by

$$f_{1,1}^{B(dip)} = -\sqrt{\frac{3\mu_0}{4\pi R_2^4}} \ln \alpha^2 + \frac{R_2}{r} + \frac{R_2^2}{2r^2}.$$  

(79)

which is related to the aligned solution by

$$f_{1,1}^{B(dip)} = -\sqrt{2} f_{1,0}^B.$$  

(80)
The magnetic field components are

\[ B' = -6 \left[ \ln \alpha^2 + \frac{R_i}{r} + \frac{R_i^2}{2r^2} \right] \frac{\mu_0 \mu \sin \vartheta \cos \varphi}{4 \pi R_i^3} \]  
\[ B^3 = -3 \left[ 2 \alpha \ln \alpha^2 + \frac{R_i}{r} \frac{2r - R_i}{\sqrt{r(r - R_i)}} \right] \frac{\mu_0 \mu \cos \vartheta \cos \varphi}{4 \pi R_i^3} \]  
\[ B^\phi = +3 \left[ 2 \alpha \ln \alpha^2 + \frac{R_i}{r} \frac{2r - R_i}{\sqrt{r(r - R_i)}} \right] \frac{\mu_0 \mu \sin \varphi}{4 \pi R_i^3}. \]  

(81a, 81b, 81c)

Corrections to first order compared to flat space–time are

\[ B' = \frac{2 \mu_0 \mu \sin \vartheta \cos \varphi}{4 \pi r^3} \left[ 1 + \frac{3 R_i}{4r} + o \left( \frac{R_i}{r} \right) \right] \]  
\[ B^3 = -\frac{\mu_0 \mu \cos \vartheta \cos \varphi}{4 \pi r^3} \left[ 1 + \frac{R_i}{r} + o \left( \frac{R_i}{r} \right) \right] \]  
\[ B^\phi = \frac{\mu_0 \mu \sin \varphi}{4 \pi r^3} \left[ 1 + \frac{R_i}{r} + o \left( \frac{R_i}{r} \right) \right]. \]  

(82a, 82b, 82c)

We now switch to the most interesting case, the general-relativistic orthogonal rotating dipole in vacuum.

### 4.2 Stationary rotator

#### 4.2.1 General formalism to any order

We next look for the stationary solution to Maxwell equations in curved vacuum space. In this vacuum, the fields \( D \) and \( B \) are divergencelessness. We therefore expand them according to the most general prescription

\[ D(r, \vartheta, \varphi, t) = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left( \nabla \times [ f_{l,m}(r, t) \Phi_{l,m}] + g_{l,m}(r, t) \Phi_{l,m} \right) \]  
\[ B(r, \vartheta, \varphi, t) = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left( \nabla \times [ f_{l,m}(r, t) \Phi_{l,m}] + g_{l,m}(r, t) \Phi_{l,m} \right). \]  

(83a, 83b)

We extended the method outlined by Pétri (2012) and employ complex quantities. Therefore, the time-dependent part is proportional to \( e^{-im\Omega t} \). Remember that the divergence-free property of the electromagnetic field is insured by construction, it is a consequence of the above expansion, equations (83a) and (83b). The remaining Maxwell equations involving the curl are satisfied if and only if the \( f_{l,m} \) and \( g_{l,m} \) are solutions of the second-order linear partial differential equation

\[ \alpha R_{\omega} [f_{l,m}] = -i \varepsilon_0 m (\Omega - \omega) B_{l,m}^B + 3 \varepsilon_0 \alpha \frac{\alpha}{r} \left[ f_{l-1,m}^B \sqrt{(l - 1)(l + 1)} J_{l,m} - f_{l+1,m}^B \sqrt{l(l + 2)} J_{l+1,m} \right] \]  
and similarly for the coefficients \( f_{l,m}^D \)

\[ \alpha R_{\omega} [f_{l,m}] = i \mu_0 m (\Omega - \omega) B_{l,m}^D - 3 \mu_0 \alpha \frac{\alpha}{r} \left[ f_{l-1,m}^D \sqrt{(l - 1)(l + 1)} J_{l,m} - f_{l+1,m}^D \sqrt{l(l + 2)} J_{l+1,m} \right]. \]  

(84a, 84b)

To derive these expressions, we put the expansions equations (83a) and (83b) into equations (14b)–(14d), then project on to the \( \Phi_{l,m} \) and used identities from the appendix C4. Moreover, there exists a simple algebraic relation between \( g_{l,m}^D \) and \( f_{l,m}^B \) on one side, and between \( g_{l,m}^B \) and \( f_{l,m}^D \) on the other side. We find

\[ \alpha g_{l,m}^B = +i \varepsilon_0 m \omega f_{l,m}^B \]  
\[ \alpha g_{l,m}^D = -i \mu_0 m \omega f_{l,m}^D \]  

(84c, 84d)

obtained by projection of the same equations but now on to \( e_t \). All these relations can be summarized in two inhomogeneous Helmholtz equations for the electric field \( f_{l,m}^D \) and magnetic field \( f_{l,m}^B \)

\[ \alpha^2 R_{\omega} [f_{l,m}^D] + m^2 \frac{\alpha^2}{c^2} f_{l,m}^D = 3 \varepsilon_0 \alpha \frac{\alpha}{r} \left[ f_{l-1,m}^B \sqrt{(l - 1)(l + 1)} J_{l,m} - f_{l+1,m}^B \sqrt{l(l + 2)} J_{l+1,m} \right] \]  

\[ \alpha^2 R_{\omega} [f_{l,m}^B] + m^2 \frac{\alpha^2}{c^2} f_{l,m}^B = 3 \varepsilon_0 \alpha \frac{\alpha}{r} \left[ f_{l-1,m}^D \sqrt{(l - 1)(l + 1)} J_{l,m} - f_{l+1,m}^D \sqrt{l(l + 2)} J_{l+1,m} \right]. \]  

(85a, 85b)
and similarly for the magnetic field $f_{l,m}^B$

$$\alpha^2 \mathcal{R}_l[|f_{l,m}^B]| + m^2 \frac{\omega^2}{c^2} f_{l,m}^B = -3 \mu_0 \alpha^2 \frac{\omega}{r} \left[ f_{l-1,m}^D \sqrt{(l-1)(l+1)} J_{l,m} - f_{l+1,m}^D \sqrt{l(l+2)} J_{l+1,m} \right].$$  \hspace{1cm} (85b)

The boundary conditions on the neutron star surface are imposed in the following way. Introducing the expansions equation (83a) and equation (83b) into equation (37), then projecting along $e_\phi$ and $e_z$ using the formula equation (C21) in Appendix C, we get the relation between the coefficients $D$ and $B$ as

$$\sum_{l,m} \frac{\alpha}{r} \partial_y Y_{l,m} = -\frac{m \alpha}{r \sqrt{l(l+1)}} \partial_y (r f_{l,m}^D) Y_{l,m} \tag{86a}$$

$$\sum_{l,m} -\frac{\alpha}{r} \partial_y (r f_{l,m}^D) \sin \phi \partial_y Y_{l,m} - i \frac{m}{r \sqrt{l(l+1)}} g_{l,m}^D Y_{l,m} = \frac{\Omega}{\alpha} \sin \phi \sqrt{l(l+1)} f_{l,m}^B Y_{l,m}. \tag{86b}$$

This can be rearranged by indexation with the same $Y_{l,m}$ such that

$$\sqrt{l(l+1)} f_{l,m}^D = \sqrt{l(l+1)} \left[ f_{l-1,m}^D + \alpha \sqrt{l(l-1)} J_{l,m} \right] - i \frac{m}{r \sqrt{l(l+1)}} g_{l,m}^D Y_{l,m} \tag{87a}$$

$$\alpha^2 \sqrt{l(l+1)} f_{l,m}^D = \alpha \sqrt{l(l-1)} J_{l,m} - i \frac{m}{r \sqrt{l(l+1)}} g_{l,m}^D Y_{l,m} \tag{87b}$$

So it seems that we have two different boundary constraints for the $f_{l,m}^D$. Actually this is not the case, there is no inconsistency. Indeed, equation (87a) can be rearranged into

$$\alpha^2 \partial_y (r f_{l,m}^D) = \varepsilon_0 r \dot{\omega} \left[ \sqrt{(l+1)(l-1)} J_{l,m} f_{l,m}^B - \sqrt{(l+2)(l-2)} J_{l+1,m} f_{l+1,m}^B \right] \tag{88}$$

Inserting this expression into the left-hand side of equation (87b), we get its right-hand side. Therefore, equation (87b) is redundant with equation (87a), it follows from it. Consequently, the correct boundary condition to impose on the $f_{l,m}^B$ is equation (88) and only equation (88). Moreover, because the dipole corresponds to an $m = 1$ mode and the problem is linear, we only expect $m = 1$ azimuthal modes in the sought solutions.

### 4.2.2 Near-zone or quasi-static solution

Before solving numerically the full set of ordinary differential equations, we investigate the near-zone solution for $r \ll r_s$. This is also called the quasi-static regime because it does not contain the electric displacement current. This approximation implies that we can neglect the terms involving $\omega/c$ in equations (85). To the lowest order, we find that the magnetic field is given by its static approximation $f_{l,1}^{B(dip)}$. We therefore look for the first-order perturbation in the electric field $f_{l,1}^D$ solution of

$$\mathcal{R}_2[f_{l,1}^D] = 3 \sqrt{\frac{3}{5}} \varepsilon_0 \frac{\omega}{r^2} f_{l,1}^{B(dip)} \tag{89}$$

Written explicitly, we get

$$\partial_y (\alpha^2 \partial_y (r f_{l,1}^D)) - \frac{6}{r} f_{l,1}^D = -36 \frac{\varepsilon_0 \mu_0 \mu}{4 \pi} \frac{\alpha}{R^2} \frac{e}{c} \ln \frac{\alpha^2 + \frac{R_0^2}{r^2} + \frac{R_i^2}{r^2}}{\frac{R_0^2}{r^2}} \tag{90}$$

which is exactly the same partial differential equation as equation (50) apart from a constant factor in the inhomogeneous term, in front of $f_{l,1}^{B(dip)}$. Consequently, a particular solution of equation (90) vanishing at infinity is given by

$$f_{l,1}^{D(p)} = 6 \frac{\pi}{5} \frac{\varepsilon_0 \mu_0 \mu}{4 \pi} \frac{e}{c} \frac{R_0^2}{r^2} \frac{R_i^2}{r^2} \ln \left[ \frac{\alpha^2 + \frac{R_0^2}{r^2} + \frac{R_i^2}{r^2}}{\frac{R_0^2}{r^2}} \right] \tag{91}$$

The homogeneous solution is again given by equation (35). In order to satisfy the boundary condition on the star which is from equation (88)

$$\sqrt{3} \alpha^2 \partial_y (r f_{l,1}^D) = \sqrt{3} \varepsilon_0 r \dot{\omega} f_{l,1}^{B(dip)} \tag{92}$$

we must set the constant to

$$K = -\varepsilon_0 \mu_0 \mu \frac{C_1}{4 \pi} \frac{\alpha}{R^2} \frac{R_i^2}{r^2} \frac{R_0^2}{r^2} \left[ \frac{1}{2} \frac{\omega_0^2}{R^2} + \frac{1}{R} \right] \tag{93}$$

The full solution reads

$$f_{l,1}^D = \frac{K}{R^2 r} \left[ 6 r^2 \left( 3 - 4 \frac{R_i}{R} \right) \ln \left( 1 - \frac{R_i}{R} \right) + 1 + 6 \frac{R_i}{R} \left( 1 - 4 \frac{R_i}{R} \right) \right] + 6 \frac{\varepsilon_0 \mu_0 \mu}{4 \pi} \frac{\alpha}{R^2} \frac{R_i^2}{r^2} \frac{R_0^2}{r^2} \ln \left[ \frac{\alpha^2 + \frac{R_0^2}{r^2} + \frac{R_i^2}{r^2}}{\frac{R_0^2}{r^2}} \right]. \tag{94}$$
Taking the value of the constant $K$ into account, we get
\[
f_{2,1}^{D} = -3 \frac{\varepsilon_0 \mu_0 \mu}{4 \pi r} \sqrt{\frac{\pi}{3}} \left\{ \frac{C_2}{18 \alpha^2} \left( \frac{\omega_R R_i}{R} + 2 C_1 \frac{\alpha R}{R_i} \right) \right. \\
\times \left. \left[ 6 \frac{r^2}{R_i^2} \left( 3 - 4 \frac{r}{R_i} \right) \ln \left( 1 - \frac{R_i}{R} \right) + 1 + 6 \frac{r}{R_i} \left( 1 - 4 \frac{r}{R_i} \right) \right] - 2 \frac{\alpha R^3}{R_i^3} \left( \ln \alpha^2 + \frac{R_i}{r} \right) \right\}. \tag{95}\]

This is exactly the same expression as for the aligned rotator, except for a constant factor. Indeed, we have
\[
f_{2,1}^{D(quad)} = - \frac{3}{\sqrt{6}} f_{2,0}^{D(quad)}. \tag{96}\]

The components of the electric field follow then immediately from this remark. In the general case of an oblique rotator with inclination angle $\chi$, the near-zone quasi-static regime of the electric field is given by
\[
D_i = \nabla \times \left( \cos \chi f_{2,0}^{D(quad)} \Phi_{2,0} + \sin \chi f_{2,1}^{D(quad)} \Phi_{2,1} \right) + \sin \chi f_{1,1}^{D(dip)} \Phi_{1,1}. \tag{97}\]

Note that we have to add the component related to $f_{1,1}^{D(dip)}$ because it is connected to $f_{1,1}^{B(dip)}$ via equation (84c). The components are explicitly
\[
D^\parallel = - \sqrt{30 \frac{r^4}{\pi}} f_{2,0}^{D(quad)} \left( \cos \chi (3 \cos^2 \theta - 1) + 3 \sin \chi \cos \theta \sin \theta \cos \psi \right) \tag{98a} \]
\[
D^\perp = \frac{3}{4} \sqrt{5 \frac{r^4}{6 \pi}} \alpha \partial_r \left( r f_{2,0}^{D(quad)} \right) \left( 2 \cos \chi \cos \theta \sin \theta + \sin \chi \left( \sin^2 \theta - \cos^2 \theta \right) \cos \psi \right) + \frac{1}{2} \sqrt{\frac{3}{2 \pi}} \varepsilon_0 \frac{\alpha}{\omega} f_{1,0}^{B(dip)} \sin \chi \cos \psi. \tag{98b} \]
\[
D^\psi = \frac{1}{2} \sqrt{3 \frac{r^4}{2 \pi}} \left[ - \frac{\sqrt{5}}{2} \frac{\alpha}{r} \partial_r \left( r f_{2,0}^{D(quad)} \right) + \varepsilon_0 \frac{\alpha}{\omega} f_{1,0}^{B(dip)} \right] \sin \chi \cos \theta \cos \psi. \tag{98c} \]

It is understood that the physical quantities are only the real parts of the above expressions. These equations are exactly the same as equations 124–126 in Rezzolla et al. (2001) for the general oblique case, except for a typo in their $E^\psi$ component, there should be a minus sign immediately after the first bracket, otherwise $E^\psi$ would not vanish on the neutron star surface. It is understood that their $E^\psi$ corresponds to our definition of $D^\psi$. In the Newtonian limit, we find as expected the flat space–time quadrupolar expressions
\[
D^\parallel = - \frac{\Omega B R^5}{r^4} \left( 3 \cos^2 \theta - 1 \right) + 3 \sin \chi \cos \theta \sin \theta \cos \psi. \tag{99a} \]
\[
D^\perp = - \frac{\Omega B R^5}{r^4} \left[ 2 \cos \chi \cos \theta \sin \theta + \sin \chi \left( \sin^2 \theta - \cos^2 \theta \right) \cos \psi \right]. \tag{99b} \]
\[
D^\psi = \frac{\Omega B R^5}{r^4} \left( 1 - \frac{r^2}{R^2} \right) \sin \chi \cos \theta \cos \psi. \tag{99c} \]

Next, we want to look for the solution in the wave zone which leads to a net Poynting flux. We do it by numerical integration of the above mentioned system of partial differential equations, the Helmholtz system with appropriate boundary conditions.

4.2.3 Numerical solution in whole vacuum

For the scalar Helmholtz equation, we get into problem applying straightforwardly our expansion into rational Chebyshev functions because the solution oscillates asymptotically. This behaviour cannot be reproduced by the $TL_k$ functions. We therefore supplement these basis functions with an extra function mimicking the right asymptotic behaviour of the solution. We know from the flat space–time expression that it should tend to the spherical Hankel function $h_1^{(1)}(r/r_\ell)$. Moreover, we want to impose an asymptotic expansion that tends to only this function. We achieve this by the following expansion of the unknown coefficients $f_{l,m}^{B/D}$ as
\[
r f(r) = \sum_{k=0}^{N_l - 1} f_k T_{l,k}(y(r)) + f_{N_l - 1} r h_1^{(1)}(r/r_\ell), \tag{100} \]

and we impose
\[
\lim_{r \to +\infty} \sum_{k=0}^{N_l - 1} f_k T_{l,k}(y(r)) = 0. \tag{101} \]
which is simply expressed as

$$\sum_{k=0}^{N-2} f_k = 0.$$  \hfill (102)

In this way, we get the correct asymptotic behaviour of each coefficient as

$$\lim_{r \to +\infty} f(r) = f_{N-1} h_1^{(1)}(r/r_L).$$  \hfill (103)

We solve numerically the minimal truncated system involving $f_{1,1}^B$ and $f_{2,1}^D$ because of computational resources limitations. From the above discussion, the electromagnetic field is expanded into

$$B = \nabla \times (f_{1,1}^B \Phi_{1,1}) - i \mu_0 \frac{\partial}{\partial t} r f_{2,1}^D \Phi_{2,1},$$  \hfill (104a)

$$D = \nabla \times (f_{2,1}^D \Phi_{2,1}) + i \epsilon_0 \frac{\partial}{\partial t} f_{1,1}^B \Phi_{1,1}.$$  \hfill (104b)

The elliptic problems to be solved are

$$\alpha^2 \frac{\partial}{\partial r} \left( \alpha^2 \frac{\partial}{\partial r} (r f_{1,1}^B) \right) - \alpha^2 \frac{2}{r^2} f_{1,1}^B + \frac{(\Omega - \omega)^2}{c^2} f_{1,1}^B = 3 \sqrt{\frac{3}{5}} \epsilon_0 \alpha^2 \omega f_{2,1}^D,$$  \hfill (105a)

$$\alpha^2 \frac{\partial}{\partial r} \left( \alpha^2 \frac{\partial}{\partial r} (r f_{2,1}^D) \right) - \alpha^2 \frac{6}{r^2} f_{2,1}^D + \frac{(\Omega - \omega)^2}{c^2} f_{2,1}^D = 3 \sqrt{\frac{3}{5}} \mu_0 \alpha^2 \omega f_{1,1}^B,$$  \hfill (105b)

and the boundary condition is the same as in the quasi-static regime, equation (92). In the asymptotic limit of very large distances, we know that the solution relaxes to the Deutsch field; therefore,

$$\lim_{r \to +\infty} f_{1,1}^B = f_{1,1}^{B(\infty)} h_1^{(1)} \left( \frac{r}{r_L} \right),$$  \hfill (106a)

$$\lim_{r \to +\infty} f_{2,1}^D = f_{2,1}^{D(\infty)} h_1^{(1)} \left( \frac{r}{r_L} \right),$$  \hfill (106b)

where $f_{1,1}^{B(\infty)}$ and $f_{2,1}^{D(\infty)}$ are two constants derived from the numerical solution of equations (105), actually corresponding to the last term $f_{N-1}$ in the expansion.

Two examples of the coefficients obtained by this procedure for $f_{1,1}^B$ and $f_{2,1}^D$ are shown in the non-relativistic limit with $R = 2000R_s$ and $r_L = 1000R_s$, Fig. 17, and in the extreme relativistic limit with $R = 2R_s$ and $r_L = 10R_s$, Fig. 18. The convergence of the first few coefficients is fast but after number 10 or so, the decrease in the magnitude of the coefficient becomes rather weak. This is probably due to the asymptotic expression we choose as spherical Hankel functions, those useful in flat space–time. Switching to more accurate asymptotic behaviour in a Schwarzschild background metric would certainly help to improve the convergence but such functions do not (yet) exist in the literature. The presence of the lapse function $\alpha$ make the convergence to spherical Hankel functions only first order. To conclude, we compute the Poynting flux at infinity and compare it with the flat space–time value obtained from the point magnetic dipole losses. The Poynting vector is given by $S = E \wedge H$ but asymptotically the electric field $E_0$ tends towards $D$ and the magnetic field $\mu_0 H$ tends towards $B$. In order to get the

![Figure 17](https://example.com/f17.png)

**Figure 17.** Absolute value of the coefficients of the rational Chebyshev expansion of the magnetic field and electric field functions $f_{1,1}^B$ and $f_{2,1}^D$ for the perpendicular rotating dipole for $R = 2000R_s$ and $r_L = 1000R_s$. The large value of the last coefficient in the expansion corresponds to the asymptotic behaviour related to the spherical Hankel functions.
Figure 18. Same as Fig. 17 but for $R = 2R_s$ and $r_L = 10R_s$.

Table 1. Normalized Poynting flux for the general-relativistic perpendicular rotator compared to the expectation from the point dipole losses. Neither gravitational redshift nor magnetic field amplification are taken into account here. This should emphasize the effect of frame dragging only.

| $R/R_s$ | $r_L/R$ | Point dipole | Deutsch field | General relativity |
|---------|---------|--------------|---------------|-------------------|
| 2000    | 1000    | 0.9999       | 1.0088        |
| 2000    | 10      | 0.9901       | 0.9645        |
| 2       | 1000    | 0.9999       | 1.0226        |
| 2       | 10      | 0.9901       | 1.1570        |

spin-down of the neutron star, we only need the radial component of the Poynting vector such that $S_r = c^2 (D_\theta B_\phi - D_\phi B_\theta)$. We already know that the Poynting flux for the perpendicular rotator in flat space–time is given by

$$L_{\text{flat}}^{rd} = \frac{\mu_0 c}{6 \pi} \frac{\mu^2}{r_L} \Omega^4 B^2 R^6.$$

(107)

For the Deutsch field, this flux is

$$L_{\text{Deutsch}}^{rd} = \frac{4}{5} \frac{45 - 3x^4 + 2x^6}{(1 + x^2)(36 - 3x^4 + x^8)} L_{\text{flat}}^{rd} \approx (1 - x^2) L_{\text{flat}}^{rd},$$

(108)

where $x = R/r_L$ and the approximation is valid for $x \ll 1$. In the general-relativistic case, we have

$$L_{\text{gr}}^{rd} = \int S_r r^2 d\Omega = \frac{1}{2} \left( |f_{1,1}^{B(\infty)}|^2 + |f_{2,1}^{D(\infty)}|^2 \right).$$

(109)

For comparison between general-relativistic situation and flat space–time, we compute the normalized flux as

$$\frac{L_{\text{gr}}^{rd}}{L_{\text{flat}}^{rd}} = 3 \pi \left( |f_{1,1}^{B(\infty)}|^2 + |f_{2,1}^{D(\infty)}|^2 \right).$$

(110)

This expression does not take into account neither the magnetic field amplification as measured at the surface of the neutron star nor the gravitational redshift of the rotation frequency. These can be deduced analytically from the lapse function $\alpha$ and from the expression of the magnetic field in curved space–time, see Rezzolla & Ahmedov (2004). The ratio in equation (110) is shown in Table 1. With our choice of normalization according to the point dipole formula, we do not notice any significant change in the Poynting flux, modulo gravitational redshift and field amplification. The difference is at most 15 per cent, which is much less than the previously mentioned effects. Therefore, the order of magnitude given by Rezzolla & Ahmedov (2004) is actually a good estimate of the magnetic dipole losses of an orthogonal rotator in general relativity.

5 CONCLUSION

In this paper, we showed how to look for a systematic solution to the stationary Maxwell equations in the background space–time of a slowly rotating neutron star following the 3+1 foliation and an expansion of the unknown electromagnetic field on to vector spherical harmonics. We
obtained numerical solutions of high accuracy for the aligned rotator and less accurate for the orthogonal rotator. We hope that these results will serve as a benchmark for general-relativistic codes solving the electromagnetic field in a static background metric like for instance pulsar and black hole magnetospheres. The orthogonal rotator could still benefit from some improvements by replacing the asymptotic spherical Hankel functions by more precise functions which take into account at least to first order the perturbation in the metric induced by the presence of the mass $M$. This would lead to more rapid convergence of the solution but those analytical solutions do not exist.

A next step would be to solve the time dependent Maxwell equations instead of looking for solutions to the boundary value problem, especially difficult to handle with high accuracy for an orthogonal rotator. This could improve the estimate of the magnetic dipole losses in a curved space–time.

A further step to this work will be to include a force-free plasma surrounding the neutron star in order to compute the pulsar force-free magnetosphere in the general-relativistic case. The same technique could be useful for the black hole magnetosphere. However, because of the non-linearity implied by the force-free current, it is impossible to solve the system semi-analytically as we did here. Computing the force-free magnetosphere requires numerical simulations. This is the subject of a forthcoming paper in which we will describe a time dependent pseudo-spectral code using the vector spherical harmonics expansion to solve Maxwell equations in a curved vacuum space–time.
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APPENDIX A: 3+1 METRIC
We give the explicit expressions for the metric and the electromagnetic field tensor using the Landau–Lifschitz signature $(+, -, -, -)$ (Landau & Lifchitz 1989). The metric decomposed into time and space components then reads

$$g_{ab} = \begin{pmatrix} \alpha^2 & -\beta^2 & -\beta_1 & -\beta_2 & -\beta_3 \\ -\beta_1 & \gamma_{11} & \gamma_{12} & \gamma_{13} \\ -\beta_2 & \gamma_{21} & \gamma_{22} & \gamma_{23} \\ -\beta_3 & \gamma_{31} & \gamma_{32} & \gamma_{33} \end{pmatrix}. \quad (A1)$$

where $\alpha$ is the lapse function, $\beta^a$ the shift vector and $\beta^2 = \beta^a \beta_a$. The spatial metric is simply given by $\gamma_{ab} = -g_{ab}$ and the inverse metric by
\[ s^{ik} = \begin{pmatrix} 1/\alpha^2 & -\beta^3/\alpha^2 \\ -\beta^3/\alpha^2 & -\gamma^{ab} + \beta^a \beta^b/\alpha^2 \end{pmatrix} \] (A2)

\[ = \begin{pmatrix} 1/\alpha^2 & -\beta^3/\alpha^2 & -\beta^2/\alpha^2 & -\beta^3/\alpha^2 \\ -\beta^3/\alpha^2 & -\gamma^{11} + \beta^1 \beta^3/\alpha^2 & -\gamma^{12} + \beta^1 \beta^2/\alpha^2 & -\gamma^{13} + \beta^1 \beta^3/\alpha^2 \\ -\beta^2/\alpha^2 & -\gamma^{21} + \beta^2 \beta^3/\alpha^2 & -\gamma^{22} + \beta^2 \beta^2/\alpha^2 & -\gamma^{23} + \beta^2 \beta^3/\alpha^2 \\ -\beta^3/\alpha^2 & -\gamma^{31} + \beta^3 \beta^3/\alpha^2 & -\gamma^{32} + \beta^3 \beta^2/\alpha^2 & -\gamma^{33} + \beta^3 \beta^3/\alpha^2 \end{pmatrix} \] (A3)

The contravariant components of the electromagnetic field tensor expressed with the fields \((D, H)\) are

\[ F^{ik} = \frac{1}{\sqrt{-g}} \begin{pmatrix} 0 & -\sqrt{\gamma} D^1/\epsilon_0 c & -\sqrt{\gamma} D^2/\epsilon_0 c & -\sqrt{\gamma} D^3/\epsilon_0 c \\ -\sqrt{\gamma} D^1/\epsilon_0 c & 0 & -\mu_0 H_3 & \mu_0 H_2 \\ -\sqrt{\gamma} D^2/\epsilon_0 c & \mu_0 H_3 & 0 & -\mu_0 H_1 \\ -\sqrt{\gamma} D^3/\epsilon_0 c & -\mu_0 H_2 & \mu_0 H_1 & 0 \end{pmatrix} \] (A4)

and its dual expressed with the fields \((E, B)\) are

\[ *F^{ik} = \frac{1}{\sqrt{-g}} \begin{pmatrix} 0 & -\sqrt{\gamma} B^1 & -\sqrt{\gamma} B^2 & -\sqrt{\gamma} B^3 \\ -\sqrt{\gamma} B^1 & 0 & E_3/c & -E_2/c \\ -\sqrt{\gamma} B^2 & -E_3/c & 0 & E_1/c \\ -\sqrt{\gamma} B^3 & E_2/c & -E_1/c & 0 \end{pmatrix} \] (A5)

The covariant components of the electromagnetic field tensor expressed with the fields \((E, B)\) are

\[ F_{ik} = \begin{pmatrix} 0 & E_1/c & E_2/c & E_3/c \\ -E_1/c & 0 & -\sqrt{\gamma} B^3 & \sqrt{\gamma} B^2 \\ -E_2/c & \sqrt{\gamma} B^3 & 0 & -\sqrt{\gamma} B^3 \\ -E_3/c & -\sqrt{\gamma} B^3 & \sqrt{\gamma} B^3 & 0 \end{pmatrix} \] (A6)

and for its dual with respect to \((D, H)\) are

\[ *F_{ik} = \begin{pmatrix} 0 & \mu_0 H_1 & \mu_0 H_2 & \mu_0 H_3 \\ -\mu_0 H_1 & 0 & \sqrt{\gamma} D^3/\epsilon_0 c & -\sqrt{\gamma} D^2/\epsilon_0 c \\ -\mu_0 H_2 & -\sqrt{\gamma} D^3/\epsilon_0 c & 0 & \sqrt{\gamma} D^1/\epsilon_0 c \\ -\mu_0 H_3 & \sqrt{\gamma} D^3/\epsilon_0 c & -\sqrt{\gamma} D^1/\epsilon_0 c & 0 \end{pmatrix} \] (A7)

**APPENDIX B: DIFFERENTIAL OPERATORS IN CURVED SPACE**

The metric of a slowly rotating neutron star remains very close to the usual flat space, except for the radial direction. Indeed, the spatial metric is diagonal such that

\[ g_{ab} = \begin{pmatrix} \alpha^{-2} & 0 & 0 \\ 0 & r^2 & 0 \\ 0 & 0 & r^2 \sin^2 \theta \end{pmatrix}. \] (B1)

For any scalar field \(f\), the gradient and Laplacian are, respectively,

\[ \nabla f = e_i \alpha \partial_i f + e_\theta \frac{1}{r} \partial_\theta f + e_\phi \frac{1}{r \sin \theta} \partial_\phi f \] (B2a)

\[ \Delta f = \frac{\alpha}{r^2} \partial_i (\alpha r^2 \partial_i f) + \frac{1}{r^2 \sin \theta} \partial_\theta (\sin \theta \partial_\theta f) + \frac{1}{r^2 \sin^2 \theta} \partial_\phi^2 f. \] (B2b)

The physical components of a vector are depicted by hatted indexes. The differential vector operators are then for the divergence and the curl

\[ \nabla \cdot \mathbf{A} = \frac{\alpha}{r^2} \partial_i (r^2 A_i) + \frac{1}{r \sin \theta} \partial_\theta (\sin \theta A_\theta) + \frac{1}{r \sin \theta} \partial_\phi A_\phi \] (B3a)
\[ (\nabla \times \mathbf{B})^\rho = \frac{1}{r \sin \vartheta} \left[ \partial_\varphi (\sin \vartheta \mathbf{B}^\varphi) - \partial_\vartheta \mathbf{B}^\rho \right] \] (B3b)

\[ (\nabla \times \mathbf{B})^\vartheta = \frac{1}{r \sin \vartheta} \partial_\rho \mathbf{B}^\vartheta - \frac{\alpha}{r} \partial_\varphi (r \mathbf{B}^\varphi) \] (B3c)

\[ (\nabla \times \mathbf{B})^\rho = \frac{\alpha}{r} \partial_\varphi (r \mathbf{B}^\varphi) - \frac{1}{r} \partial_\vartheta \mathbf{B}^\rho. \] (B3d)

These expressions are very similar to their flat-space equivalent, except for the replacement of the radial derivative \( \partial_\rho \) by \( \alpha \partial_\rho \) in each term.

APPENDIX C: VECTOR SPHERICAL HARMONICS IN CURVED SPACE

We generalize the vector spherical harmonics (VSH) introduced in Pétri (2012) to a three-dimensional curved space. The three sets of VSH we use are defined by

\[ Y_{l,m} = Y_{l,m} e_r, \] (C1a)

\[ \Psi_{l,m} = \frac{r}{\sqrt{l(l+1)}} \nabla Y_{l,m} \] (C1b)

\[ \Phi_{l,m} = \frac{r}{\sqrt{l(l+1)}} \times \nabla Y_{l,m}. \] (C1c)

Any smooth three-dimensional vector field \( \mathbf{E} \) admits an expansion on to these vectors according to

\[ \mathbf{E}(r, \vartheta, \varphi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left( E_{l,m}^{(r)} Y_{l,m} + E_{l,m}^{(1)} \Psi_{l,m} + E_{l,m}^{(2)} \Phi_{l,m} \right). \] (C2)

**C1 Properties**

The VSH share some useful properties with respect to their spatial derivatives. First, assume a 3D scalar field \( \phi \) expanded on to the scalar spherical harmonics such that

\[ \phi(r, \vartheta, \varphi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \phi_{l,m}(r) Y_{l,m}(\vartheta, \varphi). \] (C3)

Then, its gradient expanded on to the VSH becomes

\[ \nabla \phi = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left( \alpha \frac{\partial \phi_{l,m}}{\partial r} Y_{l,m} + \frac{\sqrt{l(l+1)}}{r} \phi_{l,m} \right). \] (C4)

The action of the same gradient on the VSH gives the divergence of any vector field \( \mathbf{E} \) as

\[ \nabla \cdot \mathbf{E} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left( \alpha \frac{\partial}{\partial r} \left( r^2 E_{l,m}^{(r)} \right) - \frac{\sqrt{l(l+1)}}{r} E_{l,m}^{(1)} \right) Y_{l,m} \] (C5)

and for the curl

\[ \nabla \times \mathbf{E} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \left[ -\frac{\sqrt{l(l+1)}}{r} E_{l,m}^{(2)} Y_{l,m} - \alpha \frac{\partial}{\partial r} (r E_{l,m}^{(2)} \Psi_{l,m}) + \left( -\frac{\sqrt{l(l+1)}}{r} E_{l,m}^{(1)} + \alpha \frac{\partial}{\partial r} (r E_{l,m}^{(1)} \Phi_{l,m}) \right) \right]. \] (C6)

For each component taken individually, we find for the divergence

\[ \nabla \cdot (f(r) Y_{l,m}) = \frac{\alpha}{r^2} \frac{\partial}{\partial r} \left( r^2 f \right) Y_{l,m} \] (C7a)

\[ \nabla \cdot (f(r) \Psi_{l,m}) = -\frac{\sqrt{l(l+1)}}{r} f Y_{l,m} \] (C7b)

\[ \nabla \cdot (f(r) \Phi_{l,m}) = 0 \] (C7c)

and for the curl
\[ \nabla \times (f(r)Y_{l,m}) = -\frac{\sqrt{l(l+1)}}{r} f \Phi_{l,m} \]  
(C8a)

\[ \nabla \times (f(r)\Psi_{l,m}) = \frac{\alpha}{r} \frac{\partial}{\partial r} (r f) \Phi_{l,m} \]  
(C8b)

\[ \nabla \times (f(r)\Phi_{l,m}) = -\frac{\sqrt{l(l+1)}}{r} f Y_{l,m} - \frac{\alpha}{r} \frac{\partial}{\partial r} (r f) \Psi_{l,m}. \]  
(C8c)

Finally, define the radial differential operator \( D_l \) by
\[ D_l[f] = \frac{\alpha}{r} \frac{d}{dr} \left( \frac{d}{dr} (r f) \right) - \frac{l(l+1)}{r^2} f = \frac{\alpha}{r} \frac{d}{dr} \left( \alpha \frac{r^2}{dr} \frac{df}{dr} \right) - \frac{l(l+1)}{r^2} f. \]  
(C9)

The VSH noted \( \Phi_{l,m} \) are eigenvectors in the linear algebra meaning, of the vector Laplacian operator \( \Delta \). Indeed, it is straightforward to show that
\[ \Delta[f(r)\Phi_{l,m}] = D_l[f] \Phi_{l,m}. \]  
(C10)

It is thus an extension of the properties of the scalar spherical harmonics to the realm of 3D vectors. Another useful relation is
\[ \nabla \times (\alpha \nabla \times (f(r)\Phi_{l,m})) = -\alpha R_l[f] \Phi_{l,m}, \]  
(C11)

where we introduced the operator
\[ R_l[f] = \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( \alpha \frac{r}{dr} \frac{\partial}{dr} (r f) \right) - \frac{l(l+1)}{r^2} f \right]. \]  
(C12)

### C2 Expansion of a vector field on to VSH

From the above discussion, the components of any vector field can be computed according to the three underlying equalities
\[ E_r = \sum_{l,m} E_{l,m}^r Y_{l,m} \]  
(C13a)

\[ \nabla_{\vartheta,\varphi} \cdot E = \sum_{l,m} -\frac{\sqrt{l(l+1)}}{r} E_{l,m}^{(1)} Y_{l,m} \]  
(C13b)

\[ \nabla \times E \cdot e_r = \sum_{l,m} -\frac{\sqrt{l(l+1)}}{r} E_{l,m}^{(2)} Y_{l,m}, \]  
(C13c)

where \( \nabla_{\vartheta,\varphi} \cdot E \) means taking only the angular part of the divergence. More explicitly, from the definition of the differential operators, we get
\[ E_r = \sum_{l,m} E_{l,m}^r Y_{l,m} \]  
(C14a)

\[ \frac{1}{\sin \vartheta} \partial_\vartheta (\sin \vartheta E_\vartheta) + \frac{1}{\sin \vartheta} \partial_\vartheta E_\vartheta = \sum_{l,m} -\frac{\sqrt{l(l+1)}}{r} E_{l,m}^{(1)} Y_{l,m} \]  
(C14b)

\[ \frac{1}{\sin \vartheta} \partial_\vartheta (\sin \vartheta E_\varphi) - \frac{1}{\sin \vartheta} \partial_\vartheta E_\varphi = \sum_{l,m} -\sqrt{l(l+1)} E_{l,m}^{(2)} Y_{l,m}. \]  
(C14c)

Finding the components of \( E \) is therefore equivalent to finding the expansion coefficients of three scalar fields on to the scalar spherical harmonics. This procedure works for any vector field. However, the magnetic field being divergencelessness, only two of the three components are independent. It is therefore judicious to deal properly with those kind of fields by analytically enforcing the condition on the divergence as explained below.

### C3 Expansion of a divergencelessness vector field

Any divergencelessness vector field is efficiently developed on to the VSH orthornormal basis. This will be the case for the magnetic field and the electric field in our algorithm.
Assume that the vector field \( \mathbf{V} \) is divergencelessness. It is helpful to introduce two scalar functions \( f_{l,m}(r,t) \) and \( g_{l,m}(r,t) \) such that the decomposition immediately implies the property of divergencelessness field. This is achieved by writing

\[
\mathbf{V}(r, \vartheta, \varphi, t) = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left( \nabla \times [f_{l,m}(r,t) \Phi_{l,m}] + g_{l,m}(r,t) \Phi_{l,m} \right). \tag{C15}
\]

This expression automatically and analytically enforces the condition \( \nabla \cdot \mathbf{V} = 0 \). Let us quickly draw the way to compute these functions.

The transformation from the spherical components to the functions \( (f_{l,m}, g_{l,m}) \) is given by

\[
\mathbf{V} \cdot \mathbf{e}_r = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} -\frac{\sqrt{l(l+1)}}{r} f_{l,m} Y_{l,m}, \tag{C16a}
\]

\[
(\nabla \times \mathbf{V}) \cdot \mathbf{e}_r = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} -\frac{\sqrt{l(l+1)}}{r} g_{l,m} Y_{l,m}. \tag{C16b}
\]

Thus, it is sufficient to expand again the radial component of the vector and its curl on to scalar spherical harmonics. We get

\[
r V_r = \sum_{l,m} -\frac{\sqrt{l(l+1)}}{r} f_{l,m} Y_{l,m}, \tag{C17a}
\]

\[
\frac{1}{\sin \vartheta} \frac{\partial}{\partial \vartheta} (\sin \vartheta V_\varphi) - \frac{1}{\sin \vartheta} \frac{\partial}{\partial \varphi} V_\vartheta = \sum_{l,m} -\frac{\sqrt{l(l+1)}}{r} g_{l,m} Y_{l,m}. \tag{C17b}
\]

The functions \( (f_{l,m}, g_{l,m}) \) are related to the general expansion equation \( \text{(C2)} \) by

\[
V_{l,m}^{(1)} = -\frac{\sqrt{l(l+1)}}{r} f_{l,m},
\]

\[
V_{l,m}^{(2)} = \frac{\alpha}{r} \partial_r (r f_{l,m}),
\]

\[
V_{l,m}^{(3)} = g_{l,m}.
\]

C4 Useful identities for frame-dragging effects

In our 3+1 formulation of Maxwell equations in curved space, the frame-dragging effects are included in the constitutive relations equation \( (17a) \) and \( (17b) \), i.e. the cross-product of two divergencelessness vector fields \( \beta \) and \( \mathbf{D} \) or \( \beta \) and \( \mathbf{B} \).

From the definition of the VSH and the shift vector we get

\[
\beta \times (f \Phi_{l,m}) = -i \frac{m}{\sqrt{l(l+1)}} \frac{\omega r}{c} f Y_{l,m}, \tag{C19}
\]

and therefore for the curl

\[
\nabla \times (\beta \times (f \Phi_{l,m})) = i m \frac{\omega}{c} f \Phi_{l,m}. \tag{C20}
\]

The second useful set of identities involves

\[
\beta \times \nabla \times (f \Phi_{l,m}) = \frac{\omega}{c} \sin \vartheta \left[ \sqrt{l(l+1)} f Y_{l,m} \mathbf{e}_\vartheta - \frac{\alpha}{\sqrt{l(l+1)}} \partial_r (r f) \partial_\vartheta Y_{l,m} \mathbf{e}_r \right]. \tag{C21}
\]

Applying straightforward algebra using the VSH definitions and the scalar harmonics eigenfunction properties, we get

\[
\nabla \times (\beta \times (f \Phi_{l,0})) = (f \Phi_{l,0}), \tag{C22a}
\]

\[
\nabla \times (\beta \times (f \Phi_{2,0})) = 0 \tag{C22b}
\]

\[
\nabla \times (\beta \times (f \Phi_{3,0})) = 0 \tag{C22c}
\]

\[
\nabla \times (\beta \times (f \Phi_{1,0})) = \frac{\alpha \omega}{c r} f \frac{6}{\sqrt{5}} \Phi_{20} \tag{C22d}
\]
\[ \nabla \times (\beta \times \nabla \times (f \Phi_{20})) = \frac{\alpha \omega}{c r} f \left( -\frac{6}{\sqrt{5}} \Phi_{1,0} + 18 \sqrt{\frac{2}{35}} \Phi_{30} \right) \]  
\text{(C23c)}

\[ \nabla \times (\beta \times \nabla \times (f \Phi_{30})) = \frac{\alpha \omega}{c r} f \left( -18 \sqrt{\frac{2}{35}} \Phi_{20} + 4 \sqrt{\frac{15}{7}} \Phi_{40} \right) \]  
\text{(C23f)}

and for the perpendicular rotator \( m = 1 \)

\[ \nabla \times (\beta \times (f \Phi_{11})) = i \frac{\alpha}{c} f \Phi_{11} \]  
\text{(C24a)}

\[ \nabla \times (\beta \times (f \Phi_{21})) = i \frac{\alpha}{c} f \Phi_{21} \]  
\text{(C24b)}

\[ \nabla \times (\beta \times (f \Phi_{31})) = i \frac{\alpha}{c} f \Phi_{31} \]  
\text{(C24c)}

\[ \nabla \times (\beta \times \nabla \times (f \Phi_{11})) = \frac{\alpha}{c} \left( -i \sqrt{2} f Y_{11} - i r^3 \alpha \partial_r \left( \frac{f}{r^2} \right) \Psi_{11} + 3 \sqrt{3} \frac{\alpha}{5} f \Phi_{21} \right) \]  
\text{(C24d)}

\[ = \frac{\alpha r^3}{c} \left( i \nabla \times \left( \frac{f}{r^2} \Phi_{11} \right) + 3 \sqrt{3} \frac{\alpha}{5} f \Phi_{21} \right) \]  
\text{(C24e)}

\[ \nabla \times (\beta \times \nabla \times (f \Phi_{21})) = \frac{\alpha}{c} \left( -i \sqrt{6} f Y_{21} - i r^3 \alpha \partial_r \left( \frac{f}{r^2} \right) \Psi_{21} - 3 \sqrt{3} \frac{\alpha}{5} f \Phi_{11} + \frac{24}{\sqrt{35}} \alpha f \Phi_{31} \right) \]  
\text{(C24f)}

\[ = \frac{\alpha r^3}{c} \left( i \nabla \times \left( \frac{f}{r^2} \Phi_{21} \right) - 3 \sqrt{3} \frac{\alpha}{5} f \Phi_{11} + \frac{24}{\sqrt{35}} \alpha f \Phi_{31} \right) \]  
\text{(C24g)}

\[ \nabla \times (\beta \times \nabla \times (f \Phi_{31})) = \frac{\alpha}{c} \left( -2i \sqrt{3} f Y_{31} - i r^3 \alpha \partial_r \left( \frac{f}{r^2} \right) \Psi_{31} - \frac{24}{\sqrt{35}} \alpha f \Phi_{21} + \frac{15}{\sqrt{7}} \alpha f \Phi_{41} \right) \]  
\text{(C24h)}

\[ = \frac{\alpha r^3}{c} \left( i \nabla \times \left( \frac{f}{r^2} \Phi_{31} \right) - \frac{24}{\sqrt{35}} \frac{\alpha}{r^2} f \Phi_{21} + \frac{15}{\sqrt{7}} \frac{\alpha}{r^2} f \Phi_{41} \right) \]  
\text{(C24i)}
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