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ABSTRACT
Overfitting in linear regression is broken down into two main causes. First, the formula for the estimator includes “forbidden knowledge” about training observations’ residuals, and it loses this advantage when deployed out-of-sample. Second, the estimator has “specialized training” that makes it particularly capable of explaining movements in the predictors that are idiosyncratic to the training sample. An out-of-sample counterpart is introduced to the popular “leverage” measure of training observations’ importance. A new method is proposed to forecast out-of-sample fit at the time of deployment, when the values for the predictors are known but the true outcome variable is not. In Monte Carlo simulations and in an empirical application using MRI brain scans, the proposed estimator performs comparably to Predicted Residual Error Sum of Squares (PRESS) for the average out-of-sample case and unlike PRESS, also performs consistently across different test samples, even those that differ substantially from the training set.

1. Introduction
Empirical models are known to forecast more accurately among in-sample observations used for fitting than on previously unseen out-of-sample observations. The difference is greatest for complex models with large numbers of estimated parameters; thus, forecasting approaches that are selected based on in-sample performance are excessively complicated and therefore especially disappointing out-of-sample. This process of using in-sample criteria and arriving at models that contain too many parameters is known as overfitting.

The widely accepted remedy for overfitting is to split one's dataset into a training sample for parameter estimation, a validation sample to evaluate broader modeling decisions, and a test sample to assess the performance of the final selected model (Hastie, Tibshirani, and Friedman 2009). Related to this use of holdout samples is leave-one-out or “jackknife” cross-validation, through which the fit for each case i is determined by separately rerunning the model on the other n − 1 cases; Arlot and Celisse (2010) provide a useful survey of this and other cross-validation approaches. The policy of splitting data into training, validation, and test sets addresses many pernicious forms of overfitting and is generally regarded as effective. Nevertheless, it substantially limits the numbers of observations available for any of the three tasks of training, validation, or testing. The jackknife approach avoids the loss in sample sizes but greatly increases the computational burden of assessing model accuracy.

In a linear regression context, the predominant measures of fit, $R^2$ and adjusted $R^2$ (Theil 1961) suffer from overfitting, but the well-known Predicted Residual Error Sum of Squares (PRESS) by Allen (1971, 1974) solves the issue by exploiting features of the least squares formula that enable jackknife validation with minimal computation. But while PRESS corrects overfitting for the average out-of-sample case, it does not differentiate among test cases or accurately project models’ performance on unusual test samples. The current study builds on this work, exploring the sources of overfitting and how they vary across linear regression contexts and presenting tools to address these limitations of PRESS.

Section 2 formally characterizes two distinct mechanisms that cause regression models’ performance to degrade when moving from training to test cases. First, the training observations’ residuals appear in the least squares formula. Even if the true model lacks predictive power, this forbidden knowledge produces an artificial correlation between the forecasts and actuals in the training sample. Second, a model has specialized training to solve the types of forecasting problems it encountered in fitting. If a predictor $x_1$ varies widely in the training sample, with good numbers of both high- and low-valued observations, then the coefficient for $x_1$ will be precisely estimated. The fitted model is well-suited to explain the impacts of that wide variation in $x_1$ but will underperform on test samples that exhibit more variation in some other predictor $x_2$.

An estimator of out-of-sample error is introduced that is customized to address both sources of overfitting as they affect the particular test sample under consideration. Like PRESS, the derivations in this article rely upon the popular “leverage” variable that describes the extent to which each training observation influences the regression coefficients. An out-of-sample
equivalent to this variable is introduced. Test cases with higher values for this new measure rely more heavily upon imprecisely estimated coefficients and are consequently more susceptible to overfitting.

The proposed estimator is evaluated in an extensive set of Monte Carlo simulations and also in an empirical application measuring the ability of Magnetic Resonance Imagery (MRI) brain scans to predict the results of a psychological test of behavior. Overfitting is observed in both contexts: predictions are less accurate out-of-sample than in-sample, particularly among models whose numbers of parameters are large relative to the size of the training sample. For settings in which the training and test samples are similar, both PRESS and the proposed estimator effectively correct for this bias.

The estimator proposed here performs more consistently than PRESS across different test samples and accurately forecasts model performance for samples that differ substantially from those encountered during fitting. Unlike PRESS, it requires data on the test cases’ values for the explanatory variables. The most appropriate use case for the proposed approach is therefore at the time that the model is being deployed out-of-sample, when these predictor values are known.

The methods proposed in this study for projecting mean squared out-of-sample error as well as the out-of-sample equivalent to leverage have been made available in the R package mosse, which can be downloaded from Rohlf’s (2022b). The code used to produce the results in this article is also provided with the supplementary materials. Additional notes about the derivations and specifications are also provided in an Appendix, supplementary materials. A preprint version of this article can be found at Rohlf’s (2022a).

2. Conceptual Framework

There is a large population of \( N \) units indexed by \( i \), and there is some outcome variable \( y_i \) that depends linearly upon a set of \( k \) observable predictors \( x_i = [x_{i1}, \ldots, x_{ik}] \) and a set of unobservable factors represented collectively by a unit-specific residual \( \epsilon_i \):

\[
y_i = x_i \beta + \epsilon_i,
\]

where the coefficient vector \( \beta \) consists of \( k \) constant impacts \([\beta_1, \ldots, \beta_k]^T\) of the \( k \) predictors. The residuals are mean zero and distributed orthogonally to the predictors, so that \( E[\epsilon_i | x_i] = E[\epsilon_i] = 0 \) for all \( i \). Individual units’ residuals are distributed independently from one another but are not identically distributed.

A training sample consisting of \( n < N \) “in-sample” observations is drawn randomly from the population. Without loss of generality, suppose that these training observations constitute the first \( n \) units in the population, so that the index \( i \) simultaneously refers to the observations’ respective positions in the population and in the training sample. The variables from this sample are represented by the vector of outcomes \( Y = [y_1 \ldots y_n]^T \), the \( n \times k \) matrix of predictors \( X = [x_1 \ldots x_n]^T \), and the vector of true residuals \( \epsilon = [\epsilon_1 \ldots \epsilon_n]^T \). The vector \( Y \) and the matrix \( X \) of training data are used together to construct a vector \( \hat{\beta} = (X'X)^{-1}X'Y \) of estimated coefficients via ordinary least squares (OLS). For any observation \( i \) in the larger population, the forecasted outcome value \( x_i \hat{\beta} \) is denoted \( \hat{y}_i \), and the estimated residual \( \hat{y}_i - y_i \) is denoted \( \hat{\epsilon}_i \).

Following the literature, let \( H = X(X'X)^{-1}X' \) denote the “hat” matrix, with elements \( h_{ij} = x_i(x'X)^{-1}x_j' \), where the \( i \)-th diagonal element \( h_{ii} \) represents the “leverage” or “pull” of an observation, indicating its influence on the estimated coefficients (Huber 1975; Hoaglin and Welsch 1978; Angrist and Pischke 2009; Meloun and Melitký 2010). The hat matrix is symmetric and idempotent, and \( |h_{ij}| \leq 1 \) for all \( i, j \), \( \sum_{i=1}^{n} h_{ii} = 1 \) and \( h_{i} \in [0, 1] \) for all \( i \), and it follows from idempotence of \( H \) that each of these diagonal elements \( h_{ii} \) is equal to \( \sum_{j=1}^{n} h_{ij}^2 \), the sum along row \( i \) of the squared elements of the matrix.

In addition to the training sample, a test sample consisting of \( m \) “out-of-sample” observations is drawn randomly from the population and is used to evaluate the accuracy of the predictor. Again without loss of generality, these units are assigned indices \( i \) from \( n + 1 \) to \( n + m \). The variables associated with the test sample are represented by the vector of outcomes \( Y^o = [y_{n+1} \ldots y_{n+m}] \), the matrix of predictors \( X^o = [x_{n+1} \ldots x_{n+m}] \), and the vector of true residuals \( \epsilon^o = [\epsilon_{n+1} \ldots \epsilon_{n+m}] \). Forecasted values \( \hat{Y}^o = [\hat{y}_{n+1} \ldots \hat{y}_{n+m}] \) for the test sample are computed as \( X^o \hat{\beta} \) using the parameter vector \( \hat{\beta} \) that is estimated from the training sample. A natural measure of forecasting accuracy is the out-of-sample mean squared error (MSE or \( \text{MSE}^o \)), which can be defined in the current context as \( \frac{1}{m} \sum_{i=n+1}^{n+m} (y_i - \hat{y}_i)^2 \).

A key aim in constructing a measure of \( \text{MSE}^o \) is to use it as a criterion by which to select among competing models to forecast \( y_i \) for out-of-sample cases \( i > n \). To that end, it is essential to consider the possibility that the model is incorrectly specified. In a standard formulation of the problem, misspecification arises if there is some omitted variable \( z_i \) and some included predictor \( x_i \) such that \( \epsilon_i = \alpha * z_i + u_i \) and \( z_i = \delta * x_i + \epsilon_i \), where \( u_i \) and \( \epsilon_i \) are pure noise but \( \alpha \neq 0 \) and \( \delta \neq 0 \). This characterization is highly general and, depending upon the type of omitted variable, can be used to express unobserved predictors, nonlinear functional forms, or omitted interactions with existing predictors. Supposing that the training and test samples are randomly drawn from the same population, the estimated coefficient \( \hat{\beta}_l \) will exhibit the same bias of \( \alpha * \zeta \) both in-sample and out-of-sample. Thus, this misspecification affects the interpretation of the estimated coefficient, but it does not impact the generalizability of the model’s in-sample forecasts to out-of-sample cases. Shmueli (2010) provides a detailed discussion of this distinction between explanation and prediction. When the training and test data are not randomly drawn from the same population, the task of generalizing results across samples is more complex and is beyond the scope of this study.

2.1. Estimators of Out-of-Sample Error

2.1.1. PRESS

A common measure of \( \text{MSE}^o \) developed by Allen (1971, 1974) is \( 1/n \) times the Predicted Residual Error Sum of Squares (PRESS), defined as the leave-one-out cross-validation error from the training data (Tarpey 2000; Myers et al. 2010):
PRESS = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2,

where \( \hat{y}_i \) is the out-of-sample forecast of \( y_i \) using all \( n-1 \) training observations except for \( i \). Typically, the computational complexity of leave-one-out cross-validation is prohibitively high, but for linear regression, Allen (1974) demonstrates and Seber and Lee (2003) show in a simplified proof that the estimated jackknife residual \( \hat{e}_i \) equals \( \hat{e}_i/(1-h_i) \). Thus, PRESS can be calculated solely from the full training sample regression without the computational cost of additional matrix inversions as

\[
\text{PRESS} = \sum_{i=1}^{n} \frac{(y_i - \hat{y}_i)^2}{1-h_i},
\]

The ratio \( \frac{\text{PRESS}}{n} \) measures the amount of error that will be observed on average when a linear model that was fitted on the \( n \)-observation training sample is deployed on new test cases. This statistic is only informative, however, for the average out-of-sample case. It does not identify which out-of-sample cases will have larger or smaller errors.

### 2.1.2. Proposed Approach

The remainder of this section introduces a new approach for projecting MSE. A formula is first derived for the nonstochastic case, when the test data have the same values for the predictors as the training data, and then more generally for the case in which out-of-sample cases have known but previously unseen predictor values.

#### Nonstochastic Predictors

The first source of overfitting bias considered here is forbidden knowledge—the presence of the true residual \( e_i \) in both the formula for the true outcome \( y_i \) and the forecasted value \( \hat{y}_i \), which causes forecasting errors to be generally smaller in magnitude for units in the training sample than for cases in the broader population. To isolate this mechanism, we consider a data generating process in which the predictors \( x_i \) are nonstochastic—as in the case of experimentally assigned dosages of medication in drug trials. In order to ensure comparability between the training and test samples, the sample sizes and matrices of predictors are set to be identical between the two datasets. Hence, \( m = n \) and \( X^o = X \).

In this nonstochastic predictor setting, the in-sample forecasted value \( \hat{y}_i \) for each observation \( i \) in the training sample is by construction identical to the out-of-sample forecasted value \( \hat{y}_j \) for the corresponding observation \( j = n+i \) in the test sample; that is, \( \hat{Y}^o = \hat{Y} \). By the formula for the OLS coefficients, this vector can be expressed in terms of the hat matrix as \( HY \). The vectors \( Y \) and \( Y^o \) of actual outcomes differ due to distinct vectors of true residuals \( e \) and \( e^o \). Let \( \Omega \) and \( \Omega^o \) denote the variance-covariance matrices \( E[ee'] \) and \( E[e^oe'^o] \) of these vectors, which are known to be diagonal matrices as per the assumption of mutually independent errors. Let the \( ij \)th diagonal elements of these matrices be denoted \( \sigma^2 \). Any two cases with identical \( x_i \) vectors are observationally equivalent, and their distributions of possible residual values are indistinguishable by the researcher. Thus, without loss of generality and in keeping with the literature (White 1980), suppose that such cases have identical residual variance. It follows that \( \sigma^2_{i+i} = \sigma^2_i \) for all \( i = 1, \ldots, n \) and consequently that \( \Omega^o = \Omega \).

Substituting \( X\beta + e \) for \( Y \), the vector \( \hat{Y} = HY \) of in-sample forecasts can be expressed as \( X(X'X)^{-1}X'X\beta + X(X'X)^{-1}X'e \), which simplifies to \( X\beta + He \). The vector \( \hat{e} = Y - \hat{Y} \) of in-sample forecasting errors can then be rewritten as \( X\beta + e - X\beta - He = (I_n - H)e \). The corresponding vector \( \hat{e}^o = Y^o - \hat{Y}^o \) of out-of-sample forecasting errors simplifies to \( e^o - He \). The expected sums of squares for these estimated residuals can be expressed as follows:

\[
E[(Y - \hat{Y})'(Y - \hat{Y})] = E[e'(I_n - H)e] = \sum_{i=1}^{n} (1-h_i) * \sigma^2_i, \quad \text{and} \quad (2)
\]

\[
E[(Y^o - \hat{Y}^o)(Y^o - \hat{Y}^o)] = E[e^o^e^o + e^oHe] = \sum_{i=1}^{n} (1+h_i) * \sigma^2_i. \quad \text{(3)}
\]

Equation (2) simplifies \( (I_n - H)'(I_n - H) \) to \( I_n - H \) by symmetry and idempotence of the residualization matrix \( I_n - H \), and Equation (3) employs the same simplification for \( H \). Both equations simplify \( E[e'H\epsilon] \) to \( E[\sum_{i=1}^{n} h_i\epsilon_i^2] \), which follows from the assumption that \( E[e_i\epsilon_j] = 0 \) for all \( i \neq j \), a property that also causes \( E[e^oH\epsilon] \) and \( E[(H\epsilon)^o] \) to drop out in Equation (3). The last step in Equation (3) also employs \( \sigma^2_{n+i} = \sigma^2_i \) for all \( i \).

If the true coefficient vector \( \beta \) were known, the expected in-sample and out-of-sample sums of squared residuals would both equal \( \sum_{i=1}^{n} \sigma^2_i \). When the training data are used, the expected sum is lower than that amount by the proportion \( h_i \in [0,1] \) for each observation \( i \) due to the presence of the vector \( e_i \) of in-sample residuals in the formulas for \( \hat{P} \) and consequently \( \hat{Y} - \) the “forbidden knowledge” source of overfitting. The resulting expected squared estimated residual for out-of-sample case \( n+i \) exceeds \( \sigma^2_i \) by the proportion \( h_i \) for each \( i \) due to the additional independent error associated with the estimated coefficients being used. Hence, the forecasting error will tend to have lower variance in-sample than out-of-sample.

The product of \( h_i * \sigma^2_i \) in both Equations (2) and (3) indicates that the magnitude of the overfitting bias is largest when the estimates with the greatest leverage—in the sense of having exceptional values for some predictors—are also cases for which the residuals have high variance. Because the average value of \( h_i \) rises with the number of regressors \( k \), the magnitude of the bias also tends to increase with model complexity. Holding the number of parameters constant, \( \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} h_i \sigma^2_i = 0 \); hence, for this case of a matrix \( X \) of nonstochastic predictor values that is the same between the training and test datasets, the problem of overfitting is not applicable when the sample size is large relative to the number of parameters being estimated. Even for samples that are moderate-sized relative to the parameters, however, the bias could be large for observations with extreme values for the predictors and consequently high values for \( h_i \).

As per the equations above, the square of each in-sample estimated residual can be divided by \( 1 - h_i \) to produce an unbiased estimator of \( \sigma^2_i \). This estimator of \( \sigma^2_i \), originally proposed by MacKinnon and White (1985) is a modified version
of the original unscaled and downward-biased variant by White (1980). Alternative estimators of \( \sigma_i^2 \) vary in their small sample performance in different contexts and the computational intensity of the calculations (MacKinnon and White 1985; Davidson and MacKinnon 1993; Cribari-Neto 2004; Hausman and Palmer 2012). In tests not shown here, a few variants were considered and found to be generally comparable. The factor of \( 1/(1 - h_i) \) is used because it is relatively simple and aligns closely with the derivation above. Substituting from Equations (2) and (3) produces the following estimator for \( \text{MSE}^o \):

\[
\text{MSE}^o_{\text{Nonstochastic}} = \frac{1}{n} \sum_{i=1}^{n} \frac{1 + h_i}{1 - h_i} \epsilon_i^2.
\] (4)

By \( h_i \in [0, 1] \) for all \( i \), the adjusted squared errors all equal or exceed the unadjusted ones, with the largest upward scaling occurring for high leverage observations.

**Stochastic Predictors.** In most real world applications, the values of the predictors are outside of the researcher’s control, and \( X \) and \( X^o \) do not match. The predicted values for the test observations can be described as follows:

\[
\hat{Y}^o = X^o(X'X)^{-1}X'Y.
\] (5)

Let \( H^o \) denote the out-of-sample hat matrix \( X^o(X'X)^{-1}X' \), which pre-multiplies the in-sample outcome vector \( Y \), as on the right-hand side of Equation (5), resulting in out-of-sample projections on the left-hand side, and its structure highlights two distinct aspects of an observation’s “leverage.” If in-sample unit \( i \leq n \) has an especially high or low value for some predictor \( x_{1i} \) in the in-sample matrix \( X \), then \( i \)'s residual \( \epsilon_i \) will be particularly influential in the determination of \( \hat{\beta}_1 \), the estimated coefficient for that predictor. In the out-of-sample matrix \( X^o \), if the value \( x_{1j} \) is especially high or low for that same predictor for some unit \( j > n \), then unit \( j \)'s forecasted value \( \hat{y}_j \) will rely heavily upon the estimated coefficient \( \hat{\beta}_1 \), and imprecision in this estimated coefficient will have an outsized contribution to the forecast \( \hat{y}_j \).

For each test case \( j > n \), the matrix \( H^o \) has a row \( h_{oj}^o = [h_{o1j} \cdots h_{onn}] \), and the out-of-sample forecast \( \hat{y}_j = \sum_{i=1}^{n} h_{oi}^o y_i \) is a weighted sum of the in-sample actuals. Like in training, the weights sum to one, but unlike in training, the magnitudes of the weights \( h_{oi}^o \) can exceed one. \( H^o \) is not idempotent, symmetric, or square, so \( H^oH^o \) does not simplify, and there is not a diagonal element that can serve as the out-of-sample equivalent to the leverage variable \( h_i \). Nevertheless, the sum \( \sum_{i=1}^{n} h_{oi}^2 \) of squared elements of row \( j \) represents a measure of concentration of the weights, indicating the extent to which the prediction \( \hat{y}_j \) relies upon the values from a small number of training cases. As noted earlier in this section, for an in-sample case \( i \), this sum of squares is identical to \( h_i \); it is thus well-suited to serve as the out-of-sample equivalent to leverage and will henceforth be denoted \( \hat{h}_i \) for all \( i \).

The second source of overfitting described in Section 1, specialized training, arises when some explanatory variables exhibit unusually little variation due to the idiosyncrasies of the training sample, and their coefficients are imprecisely estimated. This deficiency will tend not to matter for in-sample performance. The imprecise coefficient estimates are not used extensively for in-sample projection, because the training sample has few movements in those predictors that require explaining. The test sample is unlikely to have the same idiosyncrasies, however, and it may make extensive use of those coefficients, leading to imprecision in out-of-sample forecasting. This source of overfitting is most severe when the number of training cases is low relative to the number of estimated parameters.

At the time the model is deployed out-of-sample, the matrix \( X^o \) of out-of-sample predictor values is known, but the out-of-sample outcome vector \( Y^o \) is not. The variance-covariance matrix of the forecasting error is slightly modified from the expression for nonstochastic predictors in Equation (3):

\[
E[(Y^o - \hat{Y}^o)'(Y^o - \hat{Y}^o)] = E(\epsilon^o \epsilon^o' + \epsilon' H^o H^o \epsilon)
\]

\[
= \sum_{j=n+1}^{n+m} \sigma_j^2 + \sum_{j=1}^{n} \sum_{i=1}^{n} (h_{oj}^2 \sigma_i)^2.
\] (6)

As in Equation (3), the first term in Equation (6) describes the error associated with the out-of-sample residuals, and the second term results from imprecision in training—within-sample error variances weighted by their importance in the out-of-sample projection.

With \( X \) and \( X^o \) different, \( \sigma_i^2 \) is no longer an appropriate approximation for \( \sigma_{n+i}^2 \). Equation (7) specifies a variant of the auxiliary regression from White (1980) for \( \sigma_i^2 \) that depends upon the same set of predictors as in the main regression equation:

\[
\sigma_i^2 = x_iy + v_i,
\] (7)

where \( v_i \) is a mean zero residual. As in Section 2.1.2 above, for in-sample cases \( i \leq n \) observed in the training data, \( \epsilon_i^2/(1 - h_i) \) can be used as an estimable proxy for \( \sigma_i^2 \). This substitution introduces measurement error into the dependent variable of the auxiliary regression in Equation (7) but does not bias the coefficient estimates. Let \( \hat{\epsilon}^o \epsilon = [\hat{\epsilon}_1^2, \cdots, \hat{\epsilon}_n^2]' \) denote the vector of squared scaled estimated residuals for the training sample. The OLS estimator \( \hat{\gamma} \) for the auxiliary coefficient vector is then expressed as follows:

\[
\hat{\gamma} = (X'X)^{-1}X'\hat{\epsilon}^o \epsilon^o.
\]

The \( m \) out-of-sample residual variances are forecasted by the vector \( X^o \hat{\gamma} = H^o \hat{\epsilon}^o \epsilon^o \). Thus, the sum \( \sum_{j=n+1}^{n+m} \sigma_j^2 \) from Equation (6) can be estimated as \( \sum_{j=1}^{m} \sum_{i=1}^{n} h_{oj}^2 \sigma_i^2 \). The second term in that expression can be estimated by substituting \( \hat{\epsilon}_i^2 \) for \( \sigma_i^2 \) for each \( i \). The out-of-sample MSE can then be projected as

\[
\text{MSE}^o_{\text{Stochastic}} = \frac{1}{m} \sum_{j=1}^{m} \sum_{i=1}^{n} (h_{oj}^2 + h_{oi}^2) \hat{\epsilon}_i^2.
\] (8)

As the double summations in Equation (8) show, each training observation carries some potentially nonzero weight in the forecasted squared error for each of the test cases being forecasted. For the special case in which \( X^o = X \), the aforementioned properties of \( H \) apply so that Equation (8) is identical to the nonstochastic variant in Equation (4).
3. Evaluation Framework

3.1. Simulation Design

Simulated data are generated in which, in the baseline configuration, the true model has 45 predictors with standard deviations of 45, 44,..., down to one, all with the same true effect of $\beta$ on the outcome variable $y_i$; the true intercept is zero. The residual $\epsilon_i$ has standard deviation of 150 $\times$ $\beta$, and $\beta$ is set so that the variance of $y_i$ is one. The predictors are all independent normals. The residual is a product of normals whose variance increases with each of the predictors. In each of 1000 simulation iterations, an 80-observation training sample is generated. Using that training sample, 45 OLS regressions are estimated that include the $k$ highest variance predictors, where $k = 1, \ldots, 45$; each regression includes an intercept. Also in each iteration, a 10,000-observation test sample is generated with fresh draws of each of the predictors and residuals. Each of the 45 models is used to produce forecasted values $\hat{y}_j$ for $j > n$ so that 45 model-specific $MSE^o$ values are estimated. For each iteration and model, both $PRESS/n$ and the proposed measure of out-of-sample error are compared against these actual values of $MSE^o$.

In addition to this baseline configuration with 45 true predictors, heteroscedastic errors, an 80-observation training sample, and stochastic predictors, a variety of alternate simulation specifications are run with different numbers of predictors, training sample sizes, and error processes as described in panel A of Table 1. These alternate specifications help to illustrate the conditions under which overfitting bias is likely to arise as well as the accuracy of the proposed estimator of $MSE^o$ in these different contexts.

As a preview of the findings across these configurations, the proposed method and $PRESS/n$ are both most accurate when overfitting is low due to large training samples, small numbers of estimated parameters, or, for the proposed method, when there is no specialized training component because the predictors are nonstochastic. Among the complex models with small training samples, both estimators produce less accurate measures of $MSE^o$; they continue to perform comparably on average, but the proposed approach shows greater consistency across iterations and greater visibility into case-specific variation.

Table 1. Alternate configurations for Monte Carlo simulation and empirical application.

| Predictors in true model | Predictors in estimated model | Error process | Training sample size | Test sample size | Out-of-sample predictor design | Iterations | Total regressions |
|--------------------------|-------------------------------|---------------|---------------------|-----------------|--------------------------------|------------|-----------------|
| 45                       | 1, 50, 100, ..., 950          | Homoscedastic or Heteroscedastic | 50, 80, 100, 125, 250, 500, and 1,000 | 10,000          | Nonstochastic or Stochastic Nonstochastic | 1000       | 630,000         |

Panel B: Neurocognitive Aging Data

| Predictors in estimated model | Test test size | Test test size | Iterations | Total regressions |
|------------------------------|---------------|---------------|------------|-----------------|
| 1, 50, 100, ..., 950         | 25% (~ 71), 50% (~ 142), and 75% (~ 212) | 75% (~ 212), 50% (~ 142), and 25% (~ 71) | 1000       | 150,000         |

3.2. Neurocognitive Aging Data

In the empirical portion of this study, regressions are estimated to predict the score from a psychological test of executive function, a measure of memory, mental flexibility, and self-regulation, as a function of the physical structure of subjects’ brains. Psychological tests and MRI scans of 283 subjects from Ithaca and Toronto are taken from the Neurocognitive Aging Data Release (Spreng et al. 2022). This choice of this application, with a cost of $3000 per subject for the full dataset and many more potential predictors than observations, highlights the importance in some situations of effectively using every training case and the difficulty of determining the appropriate level of model complexity.

The executive index score has mean zero and variance 0.47, with values ranging from $-2.03$ to $+1.80$. Downsampling is applied to anatomical MRI images to produce mean grayscale values for $32 \times 32 \times 16 = 16,384$ voxels or cells, whose top 50 principal components are kept as candidate predictors.

In each of 1000 iterations, cases from the 283-observation dataset are randomly selected with 50% probability into the training set. Using that training sample, 50 OLS regressions are estimated that include the $k = 1, \ldots, 50$ top eigenvectors from the MRI data; each regression includes an intercept. For each iteration and estimated model, out-of-sample projections $\hat{y}_j$ for $j > n$ are generated for the remaining observations to estimate $MSE^o$. $PRESS/n$ and the proposed estimator are constructed and compared with the true out-of-sample MSE for each iteration and model. The process is also performed for 25% and 75% training sets, as described in panel B of Table 1.

4. Results

4.1. Average Test Sample Performance

The main results are presented for the baseline specifications of the simulation and empirical application in Figure 1, whose layout mirrors that of Figure 7.1 from Hastie, Tibshirani, and Friedman (2009). Each line shows an MSE as it varies with model complexity (the number of included predictors plus one for the intercept). In Figure 1(b), both $PRESS/n$ and the pro-
The level of shading of each cell in Figure 2 indicates a Mean Absolute Percentage Error (MAPE) between projected and actual estimated MSE\(^0\). Means are taken across the 1000 iterations of the simulation in the top panels and of the training/test splits in the bottom panels and are shown separately by training sample size, model complexity, proposed versus PRESS/\(n\), and simulation versus empirical. As the results from Figure 2 show, across iterations, MAPEs between actual and projected MSE\(^0\) decrease with training sample size and increase with model complexity—so that the shading is lightest in the top left and darkest in the bottom right of each graph.

For the most overfit models, MAPEs are lower for the proposed measure than for PRESS/\(n\); for the least overfit models, the MAPEs are similar between the two measures. The average MAPEs for the proposed out-of-sample MSE measure are 16.6\% across the simulation configurations, with values ranging from 5.1\% in the top left to 87.8\% in the bottom right. For PRESS/\(n\) in simulations, the average MAPE is 17.2\%, and the values range from 5.2\% to 159.8\%. Across the specifications of the empirical application, the MAPEs for the proposed out-of-sample MSE average 22.4\%, ranging from 13.6\% to 47.1\%, and the MAPEs for PRESS/\(n\) average 24.7\%, ranging from 13.6\% to 81.6\%.
Unlike PRESS, the proposed measure of out-of-sample error produces values for specific out-of-sample observations. To better understand the accuracy of these case-specific projections, Figure 3 presents joint densities of the projected and actual out-of-sample squared errors across iterations, test cases, and levels of model complexity.

This variation across observations follows discernible patterns but exhibits some unintuitive results such as negative values. The standard deviations in Figure 3 are larger for actuals than for projections: 1.36 versus 0.60 for the simulation and 0.89 versus 0.47 for the empirical application, because the actuals incorporate variation from the out-of-sample residuals, while the projections only reflect the variation generated by the predictors and the estimated coefficients. The actuals are positively
Table 2. Estimated and projected mean squared errors across alternate specifications.

| Error type | Predictors in true model | Size of training sample | Panel A: Monte Carlo simulation | Panel B: Neurocognitive aging data |
|------------|--------------------------|-------------------------|-------------------------------|---------------------------------|
|            |                          |                         | All cases                     | Leverage > 1.0                  |
|            |                          |                         | Estimated training error       | % of Test cases                  |
|            |                          |                         | Estimated test error           | Estimated test error             |
|            |                          |                         | PRESS/n                        | Proposed                         |
|            |                          |                         |                               |                                 |
| Homoscedastic | 45                     | 50                      | 0.326                         | 1.511                           |
|            |                          |                         | 1.684                         | 1.501                           |
|            |                          |                         | 46.64%                        | 2.218                           |
|            |                          |                         | 2.202                         |                                 |
|            |                          | 80                      | 0.414                         | 0.802                           |
|            |                          |                         | 0.804                         | 0.800                           |
|            |                          |                         | 14.62%                        | 0.992                           |
|            |                          |                         | 0.986                         |                                 |
|            |                          | 100                     | 0.447                         | 0.728                           |
|            |                          |                         | 0.735                         | 0.732                           |
|            |                          |                         | 2.71%                         | 0.911                           |
|            |                          |                         | 0.909                         |                                 |
|            |                          | 125                     | 0.467                         | 0.681                           |
|            |                          |                         | 0.683                         | 0.682                           |
|            |                          |                         | 0.11%                         | 0.883                           |
|            |                          |                         | 0.879                         |                                 |
|            |                          | 250                     | 0.512                         | 0.611                           |
|            |                          |                         | 0.610                         | 0.610                           |
|            |                          |                         | 0.00%                         | 0.00%                           |
|            |                          | 500                     | 0.534                         | 0.583                           |
|            |                          |                         | 0.581                         | 0.582                           |
|            |                          |                         | 0.00%                         | 0.00%                           |
|            |                          |                         | 950                           |                                 |
|            |                          | 1000                    | 0.252                         | 0.706                           |
|            |                          |                         | 0.711                         | 0.707                           |
|            |                          |                         | 47.55%                        | 0.747                           |
|            |                          |                         | 0.750                         |                                 |
|            |                          | 1250                    | 0.271                         | 0.493                           |
|            |                          |                         | 0.494                         | 0.493                           |
|            |                          |                         | 35.05%                        | 0.348                           |
|            |                          |                         | 0.348                         |                                 |
|            |                          | 1500                    | 0.283                         | 0.448                           |
|            |                          |                         | 0.447                         | 0.447                           |
|            |                          |                         | 22.55%                        | 0.271                           |
|            |                          |                         | 0.271                         |                                 |
|            |                          | 1750                    | 0.292                         | 0.425                           |
|            |                          |                         | 0.424                         | 0.424                           |
|            |                          |                         | 10.05%                        | 0.239                           |
|            |                          |                         | 0.239                         |                                 |
|            |                          | 2000                    | 0.299                         | 0.410                           |
|            |                          |                         | 0.410                         | 0.410                           |
|            |                          |                         | 3.03%                         | 0.226                           |
|            |                          |                         | 0.227                         |                                 |
|            |                          | 2500                    | 0.308                         | 0.393                           |
|            |                          |                         | 0.393                         | 0.393                           |
|            |                          |                         | 0.00%                         | 0.00%                           |
|            |                          | 5000                    | 0.327                         | 0.366                           |
|            |                          |                         | 0.366                         | 0.366                           |
|            |                          |                         | 0.00%                         | 0.00%                           |
| Heteroscedastic | 45                     | 50                      | 0.291                         | 1.251                           |
|            |                          |                         | 1.353                         | 1.208                           |
|            |                          |                         | 46.64%                        | 1.759                           |
|            |                          |                         | 1.679                         |                                 |
|            |                          | 80                      | 0.367                         | 0.802                           |
|            |                          |                         | 0.804                         | 0.800                           |
|            |                          |                         | 14.62%                        | 0.992                           |
|            |                          |                         | 0.986                         |                                 |
|            |                          | 100                     | 0.396                         | 0.728                           |
|            |                          |                         | 0.735                         | 0.732                           |
|            |                          |                         | 2.71%                         | 0.911                           |
|            |                          |                         | 0.909                         |                                 |
|            |                          | 125                     | 0.415                         | 0.681                           |
|            |                          |                         | 0.683                         | 0.682                           |
|            |                          |                         | 0.11%                         | 0.883                           |
|            |                          |                         | 0.879                         |                                 |
|            |                          | 250                     | 0.452                         | 0.611                           |
|            |                          |                         | 0.610                         | 0.610                           |
|            |                          |                         | 0.00%                         | 0.00%                           |
|            |                          | 500                     | 0.472                         | 0.583                           |
|            |                          |                         | 0.581                         | 0.582                           |
|            |                          |                         | 0.00%                         | 0.00%                           |
|            |                          | 950                     | 0.483                         | 0.570                           |
|            |                          |                         | 0.570                         | 0.570                           |
|            |                          | 1000                    | 0.250                         | 0.679                           |
|            |                          |                         | 0.684                         | 0.681                           |
|            |                          |                         | 47.55%                        | 0.699                           |
|            |                          |                         | 0.701                         |                                 |
|            |                          | 1250                    | 0.268                         | 0.480                           |
|            |                          |                         | 0.480                         | 0.480                           |
|            |                          |                         | 35.05%                        | 0.323                           |
|            |                          |                         | 0.323                         |                                 |
|            |                          | 1500                    | 0.279                         | 0.437                           |
|            |                          |                         | 0.437                         | 0.436                           |
|            |                          |                         | 22.55%                        | 0.251                           |
|            |                          |                         | 0.250                         |                                 |
|            |                          | 1750                    | 0.288                         | 0.415                           |
|            |                          |                         | 0.415                         | 0.415                           |
|            |                          |                         | 10.05%                        | 0.222                           |
|            |                          |                         | 0.221                         |                                 |
|            |                          | 2000                    | 0.294                         | 0.401                           |
|            |                          |                         | 0.401                         | 0.401                           |
|            |                          |                         | 3.03%                         | 0.214                           |
|            |                          |                         | 0.209                         |                                 |
|            |                          | 2500                    | 0.303                         | 0.385                           |
|            |                          |                         | 0.384                         | 0.384                           |
|            |                          |                         | 0.00%                         | 0.00%                           |
|            |                          | 5000                    | 0.321                         | 0.359                           |
|            |                          |                         | 0.359                         | 0.359                           |

Figure 5 shows how the different measures of out-of-sample prediction error perform for observations with different amounts of leverage, with \( k \) ranging from 1 to 45 in Figure 5(a) and from 1 to 50 in Figure 5(b). The proposed measure is computed for different values of leverage in the test samples, and \( \text{PRESS}/n \) is computed for different values of leverage in the training samples. By \( h_i \in [0, 1] \), no training cases are observed with leverage greater than one. The results show that the gap between training and test error is consistently positive and widens as leverage rises. The proposed measure of MSE consistently tracks the actual test error—and in both graphs, the gray and white lines are right on top of each other. By contrast, \( \text{PRESS}/n \) does not provide a reliable means of forecasting out-of-sample MSE for these different subsamples. In addition to being undefined for the \( h_i > 1.0 \) category, \( \text{PRESS}/n \) deviates considerably from the actual out-of-sample MSE at moderate and high leverage levels.

Table 2 presents the MSEs overall and for the extreme cases with leverage \( > 1.0 \) as they vary across the different measures and across different specifications for the simulation and application. Each MSE is an average taken across iterations,
observations, and levels of model complexity. The results from Table 2 indicate that the general patterns observed in Figures 1–5 are not specific to the details of the configurations used and are consistent across the variety of specifications described in Section 3. The proposed estimator continues to be an accurate measure of MSEo. The gap in MSE between the training and test data decreases as the size of the training sample rises, and both PRESS/n and the proposed measure approach the estimated test error as the size of the training sample rises. As can be seen in the Leverage > 1.0 section of the table, the proposed method continues to provide a reasonably accurate forecast of test error, even among these extreme cases with out-of-sample values of hi that are not possible in the training sample. As the % of Test Cases shows, for the most overspecified models considered, nearly half the test cases fall into this extreme case of hi > 1.

5. Conclusion

This study explores the phenomenon of overfitting in linear regression, whereby models’ prediction error is smaller in training samples than in test samples, particularly for complex models. Two key causes are identified for this bias. First, the estimator has access to forbidden knowledge in the sense that the in-sample residuals appear in the formula for the estimator, giving it an undue advantage at projecting the outcome variable for cases in the training data. Second, the estimator has specialized training that makes it especially effective at explaining the types of movements in predictors that it encountered during fitting.

These sources of overfitting are characterized analytically, and a new estimator is introduced of out-of-sample prediction error in linear regression. The performance of this estimator is assessed in numerical simulations and in an empirical application using data from MRI brain scans. The estimator is found to perform comparably to Predicted Residual Error Sum of Squares (PRESS) for the typical case and to provide more consistently accurate performance across varied test samples. Additionally, and unlike PRESS, the proposed approach can be used to project out-of-sample forecasting error accurately for unusual and customized test samples.

**Supplementary Materials**

The supplementary material for this article includes both an online appendix as well as data and code. The appendix contains additional steps in the derivations of Equations 2, 3, and 6, additional details of the specifications for the Monte Carlo simulations and of the data cleaning steps for the empirical exercise, and notes to supplement the descriptions of results for Figures 1–5 and Table 2. The data and code portion of the supplement includes an RDS file with a cleaned version of the data used in the empirical exercise, four R scripts that reproduce different components of the results, and a README.txt file that summarizes how to use the scripts.

**ORCID**

Chris Rohlfs @ https://orcid.org/0000-0001-7714-9231

**References**

Allen, D. M. (1971), “Mean Square Error of Prediction as a Criterion for Selecting Variables,” Technometrics, 13, 469–475. [160,161]

Allen, D. M. (1974), “The Relationship between Variable Selection and Data Augmentation and a Method for Prediction,” Technometrics, 16, 125–127. [160,161,162]

Angrist, J. D., and Pischke, J. (2009), Mostly Harmless Econometrics, Princeton, NJ: Princeton University Press. [161]

Arlot, S., and Celisse, A. (2010), “A Survey of Cross-Validation Procedures for Model Selection,” Statistical Surveys, 4, 40–79. [160]

Cribari-Neto, F. (2004), “Asymptotic Inference under Heteroskedasticity of Unknown Form,” Computational Statistics & Data Analysis, 45, 215–233. [163]

Davidson, R., and MacKinnon, J. G. (1993), Estimation and Inference in Econometrics, Oxford, UK: Oxford University Press. [163]

Hastie, T., Tibshirani, R., and Friedman, J. (2009), The Elements of Statistical Learning: Data Mining, Inference, and Prediction (2nd ed.), New York: Springer. [160,164]

Hausman, J., and Palmer, C. (2012), “Heteroskedasticity-Robust Inference in Finite Samples,” Economic Inquiry, 116, 232–235. [163]

Hoaglin, D., and Welsch, R. (1978), “The Hat Matrix in Regression and ANOVA,” The American Statistician, 32, 17–22. [161]

Huber, P. (1977), “Robustness and Designs,” in Statistical Design and Linear Models, ed. J. Srivastava, Amsterdam: North-Holland. [161]

MacKinnon, J. G., and White, H. (1985), “Some Heteroskedasticity Consistent Covariance Matrix Estimators with Improved Finite Sample Properties,” Journal of Econometrics, 29, 305–325. [162,163]

Meloun, M., and Melitký, J. (2010), Statistical Data Analysis: A Practical Guide, Delhi, India: Woodhead Publishing. [161]

Myers, R. H., Montgomery, D. C., Vining, G. G., and Robinson, T. J. (2010), Generalized Linear Models (2nd ed.), Hoboken, NJ: Wiley. [161]

Rohlfs, C. (2022a), “Forbidden Knowledge and Specialized Training: A Versatile Solution for the Two Main Source of Overfitting in Linear Regression,” arXiv preprint. [https://doi.org/10.48550/arXiv.2209.01493]. [161]

Rohlfs, C. (2022b), moose: Mean Squared Out-of-Sample Error Projection, R package version 0.0.1. [https://CRAN.R-project.org/package=moose]. [161]

Seber, G. A. F., and Lee, A. J. (2003), Linear Regression Analysis (2nd ed.), Hoboken, NJ: Wiley. [162]

Shmueli, G. (2010), “To Explain or to Predict?” Statistical Science, 25, 289–310. [161]

Spreng, R. N., Setton, R., Alter, U., Cassidy, B. N., Darboh, B., DuPre, K. K., Lowkrow, A. W., Mwilambwe-Tshilobo, L., Luh, W.-M., Kandu, P., and Turner, G. R. (2022), “Neurocognitive Aging Data Release with Behavioral, Structural, and Multi-Echo Functional MRI Measures,” Scientific Data, 9, 119. [164]

Tarpey, T. (2000), “A Note on the Prediction Sum of Squares Statistic for Restricted Least Squares,” The American Statistician, 54, 116–118. [161]

Theil, H. (1961), Economic Forecasts and Policy, Amsterdam: North-Holland. [160]

White, H. (1980), “A Heteroskedasticity-Consistent Covariance Matrix Estimator and a Direct Test for Heteroskedasticity,” Econometrica, 48, 817–838. [162,163]