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Abstract. In this paper, we study the optimal stopping problem in the so-called exploratory framework, in which the agent takes actions randomly conditioning on current state and a regularization term is added to the reward functional. Such a transformation reduces the optimal stopping problem to a standard optimal control problem. For the American put option model, we derive the related HJB equation and prove its solvability. Furthermore, we give a convergence rate of policy iteration and compare our solution to the classical American put option problem. Our results indicate a trade-off between the convergence rate and bias in the choice of the temperature constant. Based on the theoretical analysis, a reinforcement learning algorithm is designed and numerical results are demonstrated for several models.
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1 Introduction

Reinforcement learning (RL, for short) is about how software agents choose actions in an environment to achieve some goals or to maximize rewards. Recently, it became one of the most active and fast developing areas of machine learning, due to its success in playing go [32, 33], achieving human-level performance in video games [25], controlling robotics [5], designing autonomous driving [21] and so on. Applications of RL in the financial industry such as algorithmic trading and portfolio management also have attracted more attention in recent years, see [29, 13, 27, 26] for instance.

One distinguishing feature of reinforcement learning is that the model or dynamic for the environment may not be known priorly. The agent is not told what to do, but instead, discover which action yields the best result through the interaction with the environment. This is a case of "kill two birds with one stone": the agent’s actions serve both as a mean to explore (learn) and a way to exploit (optimize). Since the exploration is inherently expensive in terms of resources, time and opportunity, the agent must balance between greedily exploiting what has been learned so far to choose actions that yield near-term higher rewards and continuously exploring the environment to acquire more information for potential long-term benefits. Extensive studies have been carried out to find the best strategies for the trade-off between exploration and exploitation. Most past works do not include exploration as a part of the optimization objective, but treat exploration separately as an ad-hoc chosen exogenous part, see [36]. On the other hand, [42, 28, 10] propose and apply a discrete-time entropy-regularized RL formulation that incorporates exploration into the optimization objective as a regularization term with a trade-off weight imposed on the entropy on the exploring strategy. Recently, Wang et al [40] proposed and developed a continuous-time entropy regularized relaxed control framework. They called it an exploratory formulation, where the actions are chosen to be probability measures. To
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be precise, they considered the following controlled dynamic

\[ dX_t = \int_U b(t, X_t, u)\pi_t(u)dudt + \sqrt{\int_U \sigma^2(t, X_t, u)\pi_t(u)dudW_t}, \]

where the adapted function-valued process \( \pi_t(u) \) is a probability density over \( U \). The utility functional to be maximized is defined as

\[ \mathbb{E} \left[ \int_0^T \left( \int_U f(t, X_t, u)\pi_t(u)du + \lambda H(\pi_t) \right) dt + g(X_T) \right], \]

with \( H(\pi_t) := -\int_U \pi_t(u) \log \pi_t(u)du \) being the differential entropy and \( \lambda \) being a constant. We see that, different from classical formulation for optimal control problems, the entropy is added to the utility functional so as to encourage exploration. For LQ control problems with \( U \) being \( \mathbb{R} \), Wang et al [39] show that the optimal distributions of the exploratory control policies must be Gaussian, thereby providing an interpretation for the Gaussian exploration widely used both in RL algorithm design and in practice, see [28]. For general cases, Tang et al [37] give the related HJB equation and further studied its properties.

In this paper, one motivation is to extend the exploratory framework to the optimal stopping problem. The classical decision problem of optimal stopping has found an amazing range of applications from finance, statistics, marketing, phase transitions to engineering. In many cases, the state space is decomposed into stopping region and continue region and the optimal stopping strategy is to stop whence the state hits the stopping region. These regions are separated by graph of a function which is also called stopping boundary. Theoretical analysis indicates that this boundary is closely related to the value function of the problem. In low-dimensional cases, one can accurately compute the boundary by methods based on PDEs and dynamic programming. For high-dimensional cases, one faces the curse of dimensionality and people resort to machine learning techniques.

Becker et al [2] develop a machine learning method for solving optimal stopping problem. They use neural networks to approximate the stopping time and find the optimal parameters by gradient descent. Later, Felizardo and Matsumoto [8] improve this method by using convolution neural networks instead of fully-connected ones. Recently, Reppen et al [31] propose another method for solving optimal stopping problem. Different from previous works, the authors use neural networks to approximate the stopping boundary. As indicated in previous paragraph, the optimal strategy is to stop whence the state hits the stopping region. However, from a learning perspective, it is not possible to apply gradient descent directly over these 'stop-or-go' strategies as the lack of smoothness. Thus, the authors use a soft stopping rule or fuzzy stopping boundary during the learning. In some sense, it means that the agent stops with a probability related to the distance to the boundary, see [31] for details. Then, one natural question is that what is the effect of such fuzziness on the learning procedure and obtained strategy. In this paper, we will give an insight on this problem that it improves convergence rate and induces bias at the same time. Thus, people has to strike a balance in the choice of randomized policies.

Besides previous works, there are also papers that solving optimal stopping problems arising from different areas with RL methods. These include radiotherapy treatments [1], feature selection [23], and neural network training [4]. Fathan and Delage [7] present for the first time a comprehensive empirical evaluation of the quality of optimal stopping policies identified by three state of the art deep RL algorithms: double
deep Q-learning, categorical distributional RL, and Implicit Quantile Networks. All of these works consider the discrete time framework and the entropy is not included in the utility functional. In this paper, we will extend the exploratory framework proposed by [39] to optimal stopping problems. We shall see that it is not a trivial extension.

In mathematics, the value function $u^*$ of an optimal stopping problem is related to the variational inequalities. For example, for American put option, it satisfies the following PDE

$$\min\{-\partial_t u^* - L_x u^*, u^*(x, t) - h(x)\} = 0, u(x, T) = h(x).$$

This is one kind of free boundary problems, in which the boundary of the domain where the PDE is defined is part of the solution and needs to be determined as well. For solving high-dimensional PDEs, E and his co-authors [2, 6] develop a scheme for solving a class of quasi-linear PDEs which can be represented by forward-backward stochastic differential equations. Almost at the same time, Raissi et al [30] introduce physics informed neural networks (PINN). They estimate deep neural network models which merge data observations. Their approach solves PDEs arising from physics models in one and two spatial dimensions using deep neural networks. After that, PINN has been further studied and applied to many other problems, see the survey paper [17] for more details. For free boundary problems, Sirignano and Spiliopoulos [34] propose deep Galerkin method that can be used to solve them. Wang and Perdikaris [41] also propose a multi-network model based on PINN to tackle a general class of forward and inverse free boundary problems called Stefan problems. By approximating the value function of the optimal stopping problem, we also give an approach to solve free boundary problems. Different from previous methods, ours is based on RL method, which can be model-free, i.e. one does not need the knowledge of coefficients.

Our major contributions are summarized as follows.

1. Mathematically, we extend the continuous time exploratory framework proposed by [39] to optimal stopping problems. We introduce an additional state, which represents the surviving probability in some sense. This formulation is similar to that in [38, 20]. Different from these works, an regularizer is included in the target functional. Instead of entropy, we introduce another regularizer which makes the problem mathematically tractable. Using the theory of PDEs, we are able to quantify the effect of randomization. Our theoretical result indicates a trade-off between the convergence rate and bias in the choice of the temperature constant, which is also confirmed by numerical experiment. Although we only consider American option problems, the method of our proof can be extended to more general models and problems, including Dynkin games and optimal switching. This will be one topic of future research.

2. Our formulation reduces optimal stopping problems to standard optimal control problems. With such a reduction, one can adopt RL methods to learn the optimal execution policy for optimal stopping problems. In this paper, we design an offline RL algorithm to learn the optimal execution strategy without model information. Although the theoretical analysis is under American put option model, the algorithm is applicable for general settings. Our numerical results compare well to that obtained in [2, 31]. At last, our theoretical results quantifies the effect for the choice of $\lambda$. Combining the sample efficiency...
analysis, we hope that this will give us an guidance on how to choose proper temperature constant.

The paper is organized as follows. In Section 2, we introduce the exploratory formulation. Section 3 contains the related analytical results on policy iteration and comparison with classical optimal stopping problem. We design a reinforcement learning algorithm and demonstrate some numerical results in Section 4. All the proofs are put in Section 6.

2 Problem Formulation

For theoretical analysis, we mainly focus on the American put option problem with one risky asset. Under risk neutral measure, the stock price $S_t$ satisfies the following

$$dS_t = S_t [rdt + \sigma dW_t],$$

with $r$ and $\sigma$ representing risky-free rate and volatility of the stock respectively. Denote by $\mathcal{F} = \{\mathcal{F}_t\}_{0 \leq t \leq T}$ the filtration generated by Brownian motion $W$. The price of an American put option is related to an optimal stopping problem, i.e. to choose a stopping time $\tau^*$ such that

$$E\left[e^{-r\tau^*}(K - S_{\tau^*})^+\right] = \sup_{\tau \in \mathcal{T}[0,T]} E\left[e^{-r\tau}(K - S_{\tau})^+\right],$$

where $\mathcal{T}[0,T]$ is the totality of all the stopping time less than $T$. It is well-known that, for such kind problem, the state space can be decomposed into two regions: continue and stopping region, and the optimal stopping strategy is to execute the option whenever state process hits stopping region.

Notations For any region $\Omega$, $C(\Omega)$ represents the set of continuous functions defined on $\Omega$. $C_b(\Omega)$ is the totality of bounded continuous functions equipped with the supreme norm $\| \cdot \|_{\infty}$. $C^{2+\alpha,1+\alpha/2}(\mathbb{R} \times [0,T))$ presents a subset of $C(\mathbb{R} \times [0,T))$ with functions that have $\alpha$-Hölder continuous derivatives up to second order in space and $\alpha/2$-Hölder continuous derivatives up to first order in time. In this paper, we use $C$ to represent a constant, but may be different from line to line. In general, it depends on the coefficients $r, \sigma$ and $K$ of the model. In the proof of theorems, we use the notation $C(\cdot)$ to indicate its dependence on other quantities. For example, $C(\varepsilon)$ means that the constant depends also on $\varepsilon$.

2.1 A Discrete Time Toy Model Let us first consider a discrete time model to give a motivation on what is the proper formulation of the continuous time model. Given $M$, the time step $\Delta t$ is $\Delta t = \frac{T}{M}$, and denote by $t_k := k\Delta t, k = 0, 1, \ldots, M$ the discrete time points. Consider a purely exploring policy that the agent chooses to stop at time $t_k$ with probability $p^M$ if he haven’t stopped earlier. Denote by $\tau^M$ the random time that the agent stops. Then, it is easy to see that

$$P(\tau^M > t) = (1 - p^M)^{\frac{t}{\Delta t}}.$$

The proper choice of $p^M$ should make the random time distributed over the whole interval $[0,T]$ when $\Delta t \to 0$. More precisely, we require that, for any $t \in (0,T)$,

$$\liminf_{M \to \infty} P(\tau^M > t) > 0 \text{ and } \liminf_{M \to \infty} P(\tau^M \leq t) > 0$$

This implies that $(1 - p^M)^{\frac{t}{\Delta t}} = O(1)$, which means that $p^M = O(\Delta t)$. Otherwise, the agent will stop very early or never stop with probability close to 1, when $M$ is
sufficiently large. Thus, we may write \( p^M = \pi t \). We borrow the terminology from Cox process (see [16]) and call \( \pi \) the intensity.

The other ingredient for randomized problems in RL is the entropy in the reward functional. As our policy is binary distributed, it is \( H(p^M) := -p^M \log p^M - (1 - p^M) \log (1 - p^M) \), which takes the maximum at \( p^M = 1/2 \). Then, when one adds it into the reward functional, this will prevent us to choose \( p^M \) with the right scale. To see this, one can compute that

\[
H(\pi \Delta t) = -\pi \Delta t \log \pi \Delta t - (1 - \pi \Delta t) \log (1 - \pi \Delta t) \\
= -\pi \Delta t \log \Delta t + (\pi - \pi \log \pi) \Delta t + o(\Delta t).
\]

As the leading term is \( \Delta t \log \Delta t \), one should choose \( \pi \) as large as possible to maximize \( H(p^M) \). This will make the agent choose to stop too early, which contradicts to what we want by exploring. For this reason, we need to adjust the regularizer in the reward functional. Instead of entropy on the probability \( p \), we need a function defined on the intensity \( \pi \). From previous analysis, a natural choice is the \( \Delta t \) term, i.e. \( R(\pi) := \pi - \pi \log \pi \). We will see that, with this regularizer, the problem is mathematically tractable and the optimal policy has a simple, analytical form. Note that \( -R(\pi) = \pi \log \pi - \pi \) is called unnormalized negentropy and used in optimization theory, see [43]. Adding a constant, we see that \( \pi \log \pi - \pi + 1 = D(\pi, 1) \), where \( D(X, Y) = \text{tr}(X \log X - X \log Y - X + Y) \) is the quantum relative entropy defined for positive definite matrices, see [19] and references therein.

**2.2 Exploratory Formulation** Now, let us give the continuous time model. We introduce an additional state \( p_t \), which represents the conditional probability that the agent do not stop before time \( t \). Motivated by previous discussion, we assume that its dynamic follows

\[
dp_t = -\pi_t p_t dt, p_0 = 1.
\]

Here \( \pi_t \) is called intensity and is our control variable. One can treat \( \pi_t dt \) as the probability that the agent choose to stop between \([t, t + dt)\] conditioning on he hasn’t stopped before \( t \) and \( p_t dt \) is the unconditioned probability that the agent stop between \([t, t + dt] \). Then, the reward the agent received will be

\[
E \left[ \int_0^T e^{-rt} g(S_t) \pi_t p_t dt + e^{-rT} g(S_T) p_T \right]
\]

with \( g(S) = (K - S)^+ \). Note that Touzi and Vieille [38] also study randomized stopping time. Their main idea is to identify stopping times with \( \{0, 1\} \)-valued, non-decreasing processes. Then convexifying the set of these processes leads naturally to considering the set of all adapted, non-decreasing, right-continuous processes \( p \) with \( p_{0-} = 1 \) and \( p_T \leq 1 \). In our formulation, we actually consider a more restricted set of all adapted, non-decreasing processes with absolute continuous paths.

In additionally, the agent will receive reward by the regularizer before he stops. As we have discussed, it is more reasonable to use the function \( R(\pi) \) on intensity than the entropy on probability. Thus, the final reward functional is

\[
E \left[ \int_0^T e^{-rt} g(S_t) \pi_t p_t dt + \lambda e^{-rt} R(\pi_t) p_t dt + e^{-rT} g(S_T) p_T \right]
\]

with \( R(\pi) = \pi - \pi \log \pi \) and \( \lambda > 0 \) being a constant. \( \lambda \) is an exogenous exploration weight parameter capturing the trade-off between exploitation and exploration. It is usually called temperature constant.
To sum up, our optimal control problem is formulated as follows. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, on which a standard Brownian motion \(W\) is defined. \(\mathcal{F}\) is the filtration generated by \(W\) that satisfies the usual condition. The admissible set \(\mathcal{A}\) is defined as the totality of all \(\mathcal{F}\)-adapted non-negative processes. For any \(t\), given \(\pi \in \mathcal{A}, p \in (0, 1)\) and \(S \in \mathbb{R}^+\), the controlled dynamic is

\[
\begin{cases}
dp_s = -\pi_s p_s ds, p_t = p \\
dS_s = S_s [rds + \sigma dW_s], S_t = S.
\end{cases}
\]  

(2.2)

As usual, taking conditional expection conditioning on initial state, the reward functional is

\[
J(S, p, t; \pi) = \mathbb{E} \left[ \int_t^T e^{-r(s-t)} g(S_s) \pi_s p_s + \lambda e^{-r(T-t)} g(S_T) p_t dt + e^{-r(T-t)} R(\pi_t)p_t | p_t = p, S_t = S \right].
\]

(2.3)

Furthermore, the value function is defined as

\[
\hat{V}(S, p, t) = \sup_{\pi \in \mathcal{A}} J(S, p, t; \pi).
\]

2.3 Probabilistic Formulation In this subsection, we introduce an equivalent formulation for our model. Let \(\Theta\) be a random variable, which is exponential distributed and independent from Brownian motion. Given \(\{\pi_t\}_t\), define a random time \(\tau\) as

\[
\tau := \inf \left\{ t \in [0, T] : \int_0^t \pi_s ds \geq \Theta \right\} \wedge T,
\]

where we adopt the convention that the infimum of an empty set is infinity. This construction is referred as the Cox process model, which has been extensively studied in credit risk modelling. The readers are referred to [16] for details. One key feature is that, given the \(\sigma\)-algebra \(\mathcal{F}_t\), the conditional distribution function of \(\tau\) is

\[
P(\tau > s | \mathcal{F}_t) = \exp(- \int_0^s \pi_u du) = p_s,
\]

(2.4)

for \(s \leq t\). Moreover, from [16, Lemma 7.3.4.3], if \(h\) is an \(\mathbb{F}\)-predictable bounded process, then

\[
\mathbb{E} [h_{\tau \wedge t}] = \mathbb{E} \left[ \int_0^T h_u \pi_u p_u du + h_T p_T \right].
\]

Hence, we see that the reward functional (2.1) is equivalent to

\[
\mathbb{E} \left[ e^{-r \tau} g(S_\tau) + \lambda \int_0^T e^{-r \tau} R(\pi_t) dt \right].
\]

From this formulation, we can treat the random time \(\tau\) as the execution time. Note that \(\tau\) is not a \(\mathbb{F}\)-stopping time. Hence, given \(\mathcal{F}_t\), one can not know whether or not the execution has happened. In fact, conditioned on that the execution does not take place before time \(t\) and given \(\mathcal{F}_t\), the probability that \(\tau \in [t, t + \Delta t]\) is \(\pi_t \Delta t\). In this point of view, our model resembles to the exploratory framework of [40] that the investors choose to act randomly.
3 HJB equation for the related problem

It is straightforward to derive that the optimal value function \( \hat{V}(S,p,t) \) satisfies the following HJB equation

\[
\partial_t \hat{V} + \mathcal{L}_S \hat{V} + \sup_{\pi \in [0, \infty)} -\pi p \partial_p \hat{V} + g(S)\pi p + \lambda R(\pi)p = 0, \hat{V}(S,p,T) = g(S)p.
\]

with \( \mathcal{L}_S = \frac{1}{2} \sigma^2 S^2 \partial_{SS} + r S \partial_S - r \). We make the ansatz that \( \hat{V}(S,p,t) = pV(S,t) \).

Then, we have

\[
\partial_t V + \mathcal{L}_S V + \sup_{\pi \in [0, \infty)} (g - V)\pi + \lambda R(\pi) = 0, V(S,T) = g(S).
\]

To emphasize its dependence on \( \lambda \), we denote by \( V^\lambda \) as the solution of (3.1) and still call it the optimal value function. From the optimality condition, the optimal intensity should be \( \bar{\pi}^\lambda := \exp(-\frac{V^\lambda - g}{\lambda}) \). Then, we can rewrite (3.1) as

\[
\partial_t V^\lambda + \mathcal{L}_S V^\lambda + \lambda \exp(-\frac{V^\lambda - g}{\lambda}) = 0, V^\lambda(S,T) = g(S).
\]

Finally, let \( S = e^x \) and \( u^\lambda(x,t) = V^\lambda(S,t) \). It is easy to see that \( u^\lambda \) solves

\[
\partial_t u^\lambda + \mathcal{L}_x u^\lambda + \lambda \exp(-\frac{u^\lambda - h}{\lambda}) = 0, u^\lambda(x,T) = h(x),
\]

with \( \mathcal{L}_x = \frac{1}{2} \sigma^2 \partial_{xx} + (r - \frac{1}{2} \sigma^2) \partial_x - r \) and \( h(x) = g(e^x) \). For this equation, we shall have the following theorem for the solvability.

**Theorem 3.1.** For any \( \lambda > 0 \), there exists a unique classical solution \( u^\lambda \in C^{2+\alpha,1+\alpha/2}_{loc}(\mathbb{R} \times [0,T]) \cap C(\mathbb{R} \times [0,T]) \) for (3.3) with any \( 0 < \alpha < 1 \). It holds that

\[
0 \leq u^\lambda(t,x) \leq K + \lambda(T - t).
\]

Moreover, we have that the optimal value function \( \hat{V}(S,p,t) \) equals \( u^\lambda(\log S,t)p \) and the optimal control \( \bar{\pi}^\lambda \) is given by

\[
\bar{\pi}^\lambda_t = \exp(-\frac{u^\lambda(\log S_t,t) - g(S_t)}{\lambda}).
\]

**Remark 3.2.** In this paper, we adopt the terminology from RL literature and call the value function of an optimal control problem as optimal value function. Given a feedback strategy \( \pi \), the expected reward functional under this strategy is called the value function and denoted as \( V^\pi(p,S,t) \). We can make a similar ansatz as before that \( V^\pi(p,S,t) = pu^\pi(\log S,t) \) with \( u^\pi(x,t) \) being a function defined on \( \mathbb{R} \times [0,T] \). With a little bit of abuse of terminology, we also call \( u^\pi \) the value function.

### 3.1 Policy Iteration

In reinforcement learning, one method to learn the optimal strategy is policy iteration in which the optimal strategy is approximated by iteratively updating. More precisely, given a feedback strategy \( \pi^n(x,t) \), the corresponding value function \( u^n(x,t) \) (see Remark 3.2) satisfies

\[
\partial_t u^n + \mathcal{L}_x u^n + H(x, \pi^n(x,t), u^n) = 0, u^n(x,T) = h(x),
\]

with the Hamiltonian \( H \) being defined as

\[
H(x,\pi,u) = (h(x) - u)\pi + \lambda R(\pi).
\]
Having a value function $u^n$, one can construct a feedback strategy $\pi^{n+1}$ as

$$\pi^{n+1}(x, t) = \operatorname{argmax}_{\pi \in (0, \infty)} H(x, \pi, u^n(x, t)) = \exp\left(-\frac{u^n(x, t) - h(x)}{\lambda}\right)$$

(3.6)

We continue this iteration and obtain a sequence of pairs of strategy and value function. The following theorem states that the performance of the policies is improved during the iteration.

**Theorem 3.3.** Give any initial guess $u^0 \in C_b(\mathbb{R})$ for the optimal value function. \{${u^n, \pi^n}_{n=1, 2, ...}$\} are defined iteratively according to (3.6) and (3.5). Then, we have that $u^\lambda \geq u^{n+1} \geq u^n$, for $n = 1, 2, ...$

One should expect that the value functions $\{u^n\}$ converge to the optimal value function $u^\lambda$. This is indeed the case. Furthermore, we can give an estimate for the convergence rate of value functions.

**Theorem 3.4.** Define by $M := \|(h - u^1)^+\|_\infty$. There exists a constant $C$ independent of $\lambda$ such that $\|u^{n+1} - u^n\|_\infty \leq C^n \frac{T^n}{n!} \exp(n \frac{M}{\lambda} + rT)(M + K + \lambda T)$.

Due to the Stirling formula, it holds that $n! \sim \exp(n \log n)n^{\frac{1}{2} \pi n} e^{-n}$. Hence, we see that the right hand side of the estimation in Theorem 3.4 will go to zero as $n$ goes to $\infty$, no matter what the values of $C, T, M, r$ are. This gives the convergence of policy iteration.

**Remark 3.5.** i) In [18], the authors proved an exponential convergence rate $Cq^n$ for policy iteration. Our rate here is faster than exponential with respect to $n$. We think that the main reason for this is that the optimal $\pi$ smoothly depends on other variables of the Hamiltonian $H$, see (3.6). For general optimal control problem, such a property does not hold.

ii) Note that $u^1$ is defined by (3.5). Thus, $M$ should also depend on $\lambda$. In fact, one can get an estimation of $M$, which is decreasing with respect to $\lambda$. But, for the special initial value function $u^0 = g$, $M$ is independent of $\lambda$.

### 3.2 Comparison between classical problem and randomized problem

For the classical American put option pricing problem, it is well-known that the option price is given by $u^*(\log S, t)$ with the function $u^*$ being the solution of the following variational inequality

$$\min\{-\partial_t u^* - \mathcal{L}_x u^*, u^*(x, t) - h(x)\} = 0, u(x, T) = h(x).$$

(3.7)

and the optimal stopping time $\tau^*$ is defined as

$$\tau^* := \inf\{t | u^*(\log S_t, t) \leq g(S_t)\} \wedge T.$$  

It is easy to see that (3.7) is formally the limit of (3.2) as $\lambda$ going to $0$. In other words, (3.2) can be seen as a penalized equation for (3.7). Thus, it is reasonable to believe that $u^\lambda$ should converge to $u^*$ as $\lambda$ going to $0$. To prove this, the following lemma is needed.

**Lemma 3.6.** We have, for some constant $C$ independent of $\lambda$,

$$u^\lambda(x, t) \geq h(x) - \lambda \log \frac{C r K}{\lambda}.$$  

Then, we have the following theorem.
Theorem 3.7. We have

\[ u^\lambda(x, t) - \lambda \log(1 + (T - t)) \leq u^*(x, t) \leq u^\lambda(x, t) + \lambda \log \frac{CrK}{\lambda}, \]

where \( C \) is the constant in Lemma 3.6.

Having the value function \( u^\lambda \) or \( V^\lambda \) equivalently, how can we construct a strategy for the optimal stopping problem? Maybe the most straightforward way is to execute at the stopping time

\[ \tau^\lambda := \inf \{ t | V^\lambda(S_i, t) \leq g(S_i) \} \land T. \]

Clearly, \( \tau^\lambda \) is sub-optimal for the American option problem. Thus, it is obvious that \( \mathbb{E} \left[ e^{-r\tau^\lambda} g(S_{\tau^\lambda}) \right] \leq \mathbb{E} \left[ e^{-r\tau^*} g(S_{\tau^*}) \right] \). However, note that the optimal stopping time \( \tau^* \) is defined in a similar way as \( \tau^\lambda \), but replacing \( V^\lambda \) in (3.8) by \( V^* \). We have shown that \( V^\lambda \) converges to \( V^* \) in Theorem 3.7 as \( \lambda \) goes to zero. Then, one should expect that \( \mathbb{E} \left[ e^{-r\tau^\lambda} g(S_{\tau^\lambda}) \right] \) is close to \( \mathbb{E} \left[ e^{-r\tau^*} g(S_{\tau^*}) \right] \). The following theorem confirms this assertion and further proves that the difference is at most on the scale of \( \lambda \log \lambda \).

Theorem 3.8. \( \mathbb{E} \left[ e^{-r\tau^\lambda} g(S_{\tau^\lambda}) \right] \geq \mathbb{E} \left[ e^{-r\tau^*} g(S_{\tau^*}) \right] - O(\lambda \log \lambda). \)

Remark 3.9. i) Recently, Tang et al [37] studied the exploratory HJB equation arising from the entropy-regularized exploratory control problem. For some special case, they also proved an convergence rate of \( O(-\lambda \log \lambda) \) for the value functions as \( \lambda \to 0^+ \).

ii) We show that the convergence rate is controlled by \( \frac{(CT)^n}{n!} \exp \left( \frac{\lambda M}{2} \right) (M + K + \lambda T) \) which is decreasing in \( \lambda \) when \( \lambda \) is small. On the other hand, the bias is dominated by \( O(-\lambda \log \lambda) \). This implies a balance between convergence speed and bias in the choice of \( \lambda \).

3.3 Numerical Solution for (3.3) In this subsection, we numerically solve (3.3) for illustration. To deal with the nonlinear term, we adopt the method in [9] which combines finite-difference method with generalized Newton iteration. The grid of mesh points is taken to be \( (i, j) = (i \Delta t, j \Delta x) \) with \( i = 0, 1, ..., M \) and \( j = 0, \pm 1, ..., \pm N \), where \( M = \frac{T}{\Delta t} \). Let \( U[i, j] \) be the discrete solution at mesh point \( (i, j) \) and \( A \) be the discretization of the second order operator \( -\mathcal{L}_x \). The iteration is as follows:

Algorithm 3.1 Finite-difference Iterative Algorithm

Require: \( \Delta t, \Delta x, \lambda \) and tolerance \( tol \)

Compute \( A \)

Initialize \( U[M, j] = (K - e^{\tau_j})^+ \)

for \( t = M - 1, M - 2, ..., 1, 0 \) do

Set \( U[0] = U[-1] \).

for \( k = 1, 2, 3, ... \) do

Solve the linear equation

\[ \frac{1}{\Delta t} (U^k_j - U[t+1,j]) + [A U^k]_j = \lambda \exp \left( -\frac{U^{k-1}_j - U_{0,j}}{\lambda} \right) + \exp \left( -\frac{U^{k-1}_j - U_{0,j}}{\lambda} \right) (U^{k-1}_j - U^k_j) \]

for \( j = 0, \pm 1, ..., \pm (N - 1) \), and

\[ U^k_{\pm N} = (K - e^{\tau_{\pm N}})^+ \]

If \( \frac{\|U^k - U^{k-1}\|_\infty}{\max\{1,\|U^{k-1}\|_\infty\}} < tol \), Quit
end for
Set $U_{t_i} = U_k$.
end for

For numerical experiment, we set $r = 5\%$, $\sigma = 0.4$, $k = 1$, $T = 1$ and $\lambda = 0.005$. In Fig 3.1, we plot the value function $u^\lambda$ at time $t = 0$ and compare it with $u^*$, which is computed by using penalty (see [9]). The difference between two functions is very small. In fact, numerical result shows that the maximum error is about 0.0023 which is of the same scale as $-\lambda \log \lambda = 0.0038$. In Figure 3.2, we plot continue regions for $u^\lambda$ and $u^*$. It is easy to see that the regions are of similar shape and both separated by stopping boundary. For further comparison, we plot these two boundaries in Figure 3.3. One can observe that the stopping boundary of $u^*$ is lower than that of $u^\lambda$. This is probably due to the fact that the investor is compensated by the regularization term and thus tends to be continue when the price is relatively higher.

4 Reinforcement Learning Algorithm In this section, we propose an reinforcement learning algorithm for the optimal stopping problem. Note that our formulation transforms the optimal stopping problem into a standard optimal control problem. Thus, we could use well-developed reinforcement learning algorithms...
to learn the execution strategy from the data. In this paper, we adopt an algorithm based on policy iteration. It consists of two iterating steps: policy evaluation and policy update.

4.1 Policy Iteration In numerical implementation, we discretize the time interval \([0, T]\) into \(L\) points: \(0 = t_0 < t_1 < \ldots < t_L = T\) with equal distance \(\Delta t\). In policy iteration step, our task is to calculate the value function \(V^\pi\) for a given feedback policy \(\pi = \pi(S, t)\). It is clear that \(V^\pi(S, T) = g(S)\). At other point \(t < T\), it is characterized by the PDE:

\[
\partial_t V^\pi + \mathcal{L} S V^\pi + (g - V^\pi)\pi + \lambda R(\pi) = 0.
\]

One can not direct compute this equation as we assume that the model information is not available. Instead, we shall use a parameterized function \(V^{\theta}\) to approximate the value function \(V^\pi(S, t)\) with a data set. Denote by \(\theta^t\) the corresponding parameters at time \(t\). For reinforcement learning algorithm, the available data are samples of the stock prices \(\{S^m_t\}_{t=0,1,\ldots,L,m=1,2,\ldots,M}\). Given a policy \(\pi = \pi(S, t)\), one can calculate the state \(p\) at time point \(t\) iteratively by the following rule:

\[
p^m_{t+1} = (1 - \pi(t, S^m_t)\Delta t) p^m_t, \quad p^m_0 = 1.
\]

From Itô-formula, we have that

\[
\mathbb{E}\left[\int^t_{t_1} e^{-ru} g(S_u)\pi_u p_u + \lambda e^{-ru} R(\pi_u) p_u du + e^{-r(t+1)} V^\theta(S^m_{t+1}, t+1) p^m_{t+1} | \mathcal{F}_t\right] = e^{-rt} V^\theta(S^m_t, t) p^m_t.
\]

Recall that conditional expectation can be treated as an \(L^2\)-projection in certain Hilbert space. This motivates us to choose \(\theta^t\) that minimizes the following quantity

\[
\sum_{m=1}^{M} \left( g(S^m_t)\pi^m_t p^m_t \Delta t + \lambda R(\pi^m_t) p^m_t \Delta t + e^{-r\Delta t} V^\theta_{t+1}(S^m_{t+1}) p^m_{t+1} - V^\theta(S^m_t) p^m_t \right)^2.
\]

\[\tag{4.3}\]
From (4.1), we subtract $p_t$ in (4.3) and propose minimization of a similar term

$$\delta_l := \sum_{m=1}^{M} \left( g(S_{m}^{n}) \pi_{m}^{n} \Delta t + \lambda R(\pi_{m}^{n}) \Delta t + e^{-r \Delta t}V_{\theta_l+1}(S_{m}^{n+1})(1 - \pi_{m}^{n} \Delta t) - V_{\theta_l}(S_{m}^{n}) \right)^{2},$$

which is simpler than previous without the need to compute $p_t$. This term is also called TD-error in the context of RL, see [36]. During each iteration, one can update $\theta$ by taking one gradient descent step.

In the policy update step, having calculate value function $V^{\pi}$, our task is to give an improvement of $\pi$. In general, this can be obtained by the optimality condition in the HJB equation, which involves another optimization problem. However, in our problem, we see that the minimization problem can be explicitly solved as in (3.6). This greatly simplifies the policy update procedure.

To summarize, we propose the following algorithm

Algorithm 4.1 Policy Iteration for Optimal Stopping Problem

Require: Number of Iterations $N$, Batch Size $M$, Learning Rate $\ell r$

for $n = 1, 2, ..., N$
  for $t = L-1, L-2, ..., 0$
    Calculate $\pi_{m}^{n} = \exp(-\frac{V_{\theta_l}(S_{m}^{n}) - g(S_{m}^{n})}{\lambda})$
    Calculate the TD-error $\delta_l$ according to (4.4)
    Update $\theta$ by taking one gradient descent step on $\delta_l$ with learning rate $\ell r$
  end for
end for

The algorithm we design is offline, i.e. it utilizes previously collected data, without additional online data collection. The value function is updated backward in time. Compared with the well-known Longstaff-Schwarz method [24] for American option pricing, our method is different in several aspects. First, in Longstaff-Schwarz method, the continuation value is approximated by a linear combination of basis functions, while we use neural networks for approximation. Neural networks can handle large-scale problems with high-dimensional input spaces. This enables our method to deal with high-dimensional cases. Second, Longstaff-Schwarz method determines the optimal exercise policy by comparing the option’s payoff at each exercise opportunity with the expected future value of holding the option. While in our method, the policy is randomized and the stopping probability is determined by the difference between the payoff and the value function. Although the theoretical optimal strategy is deterministic, stochastic strategy is preferable in learning due to its potential benefits including robustness, improved convergence and imitation learning, see [12]. Quantify the difference between Longstaff-Schwarz method and ours in convergence rate and sample efficiency is an interesting problem and is one of our future research topic. Finally, since we reduce the optimal stopping problem to a standard optimal control problem, one can use various RL methods to obtain optimal execution policy. In particular, the algorithm can be online, i.e. the agent learns and improves its behavior while directly interacting with an environment in real-time.

4.2 Numerical Examples In this subsection, we shall present some numerical examples for our RL algorithm. Although our theoretical analysis is based on American put option model, the algorithm is applicable for other models.
4.2.1 American Put Option We consider a standard American put option with $s_0 = K = 40, r = 6\%$, $\sigma = 40\%$. The price has been computed by Becker et al [3] as 5.311 and also by M. Smirnov [35] as 5.318 using binomial tree method. We use previous RL algorithm to compute the price. Choose $L = 50$. Instead of approximating the value function by neural networks directly, we find that it is more efficient to approximate it by the payoff $g$ plus a neural network. The neural network that we employ consists of 2 hidden layers with ReLU activation function. In addition to stock price, we also take the payoff of the option as input of the neural network. The width of hidden layers is 21. The training procedure consists of $N = 3000$ steps with a batch size of $M = 2^{10}$. We also generate a test data set with size $2^{18}$. To compare the effect for different $\lambda$, we train three neural networks with $\lambda = 10, 10^{-1}, 10^{-2}$ at the same time. The final performance is 5.052, 5.273, 5.298 respectively. Every 10 steps, we test the learned strategy on the test data set to get an estimation $P$ of the expected reward. We compare $P$ with the price obtained in [3]. The relative error is computed as $\frac{|P-5.311|}{5.311}$. The learning curves are plotted in Figure 4.1. It clearly shows the trade-off between convergence speed and bias. With a larger $\lambda$, the learning curve tends to decrease and converge earlier. But, this also leads to a larger bias for the final performance. To see whether the error will continue to decrease as $\lambda$

becomes smaller, we further conduct the experiment with $\lambda$ ranging from 10 to $10^{-6}$. The result is represented in Table 4.1. One can see that, in general, the performance will be improved for smaller $\lambda$. But, it will be hard to further reduce the error when $\lambda$ is less than $10^{-4}$. We think the major reason is that we use a constant size of batch in the training. When $\lambda$ is small, the sampling error is dominant compared with the bias introduced by $\lambda$.

![Learning Curves for different \( \lambda \)](image)

Table 4.1: Final performance for different $\lambda$

| $\lambda$   | 10   | 1    | $10^{-1}$ | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ |
|------------|------|------|-----------|-----------|-----------|-----------|-----------|-----------|
| Performance| 5.052| 5.131| 5.273     | 5.294     | 5.291     | 5.298     | 5.294     | 5.295     |

4.2.2 Bermudan Max-Call Option Bermudan max-call are one of the most studied examples in the numerical literature on optimal stopping problem, see, for
example, [24] and references therein. The payment is decided by the maximum of \( d \) underlying assets. More precisely, the risk neutral dynamics of the assets are characterized by a multi-dimensional Black-Scholes model:

\[
S_i^t = S_0^i \exp((r - \delta_i - \frac{\sigma_i^2}{2})t + \sigma_i W^i_t), \quad i = 1, 2, ..., d,
\]

for initial prices \( S_0^i \in (0, \infty) \), risk free rate \( r > 0 \), dividend rates \( \delta_i > 0 \), volatilities \( \sigma_i > 0 \) and a \( d \)-dimensional Brownian motion with constant correlations \( \rho_{ij} \) between components \( W^i \) and \( W^j \). A Bermudan max-call option on \( S^1, S^2, ..., S^d \) has payoff \((\max_i S_i^t - K)^+\). In the numerical examples, the option can be executed by at any time of a time grid \( 0 = t_0 < t_1 < ... < t_N = T \). Then, the price of the option can be given as

\[
\sup_{\tau} \mathbb{E} \left[ e^{-r \tau} (\max_i S_i^{\tau} - K)^+ \right].
\]

We employ the same architecture of the neural network as in American put option case. The width of the hidden layer is taken to be \( d + 20 \). The training procedure consists of \( N = 5000 \) steps with a batch size \( M = 2^{10} \). For the case \( d = 500 \), we need \( N = 8000 \) steps. The test data set is of the size \( 2^{18} \). We set the temperature constant \( \lambda = 10^{-5} \). For the coefficients of the model, we consider two cases and compare the results with that in [2].

**Symmetric Case**

We first consider a symmetric case, where \( S_0^i = s_0, \delta_i = \delta, \sigma_i = \sigma \) for \( i = 1, 2, ..., d \) and \( \rho_{ij} = \rho \). The results are represented in Table 4.2a.

**Asymmetric Case**

We next consider an asymmetric case. All the coefficients except \( \sigma_i \) are the same as in symmetric case. For \( d < 5 \), we set \( \sigma_i = 0.08 + 0.32 \times (i - 1)/(d - 1), \quad i = 1, 2, ..., d \). For \( d > 5 \), \( \sigma_i = 0.1 + i/(2d), \quad i = 1, 2, ..., d \). The results are represented in Table 4.2b.

### 4.2.3 Optimal Stopping for fractional Brownian Motions

In this part, we consider an optimal stopping for fractional Brownian motions. A fractional Brownian motion with Hurst parameter \( H \in (0, 1] \) is a continuous centered Gaussian process \((W^H_t)_{t \geq 0}\) with covariance

\[
\mathbb{E} \left[ W^H_t W^H_s \right] = \frac{1}{2} \left( |t|^H + |s|^H - |s - t|^H \right).
\]

For \( H = 1/2 \), \( W^H \) is a standard Brownian motion. But, when \( H \neq \frac{1}{2} \), it is neither a martingale nor a Markov process. We want to approximate the supreme

\[
\sup_{0 \leq t \leq 1} \mathbb{E} \left[ W^H_t \right],
\]

over all \( W^H \)-stopping time \( \tau \).

Denote by \( t_n = n/100, n = 0, 1, ..., 100 \). As the model is non-Markovian in general, the value function \( V(\cdot, t_n) \) should be path-dependent, i.e. \( V(\cdot, t_n) \) not only depends on current state \( W_{tn} \), but also the whole historical path. For this reason, we approximate the value function \( V(\cdot, t_n) \) by a neural network with \( n \)-dimensional input. It also consists of two hidden layer with width \( n + 20 \). The training procedure consists of \( N = 6000 \) steps with a batch size \( M = 2^{11} \). The test data set is of the size \( 2^{15} \). The temperature constant \( \lambda \) is chosen to be \( 10^{-5} \). We consider different values of \( H \) and these results are shown in Table 4.3.
Table 4.2: Summary result for Bermudan max-Call option with $r = 5\%$, $\delta = 10\%$, $\sigma = 20\%$, $\rho = 0$, $K = 100$, $N = 9$.

| $d$ | $s_0$  | Our Method | Price in [2] | Runtime in sec. |
|-----|--------|------------|--------------|-----------------|
| 2   | 90     | 8.067      | 8.074        | 196             |
| 2   | 100    | 13.871     | 13.903       | 196             |
| 2   | 110    | 21.352     | 21.349       | 192             |
| 5   | 90     | 16.646     | 16.644       | 211             |
| 5   | 100    | 26.161     | 26.159       | 213             |
| 5   | 110    | 36.720     | 36.772       | 210             |
| 10  | 90     | 26.240     | 26.240       | 220             |
| 10  | 100    | 38.255     | 38.337       | 218             |
| 10  | 110    | 50.808     | 50.886       | 224             |
| 50  | 90     | 53.983     | 54.057       | 473             |
| 50  | 100    | 69.528     | 69.736       | 480             |
| 50  | 110    | 85.185     | 85.463       | 485             |
| 100 | 90     | 66.299     | 66.556       | 829             |
| 100 | 100    | 83.451     | 83.584       | 839             |
| 100 | 110    | 100.630    | 100.663      | 843             |
| 200 | 90     | 78.936     | 79.174       | 2158            |
| 200 | 100    | 97.459     | 97.612       | 2048            |
| 200 | 110    | 115.506    | 116.088      | 2051            |
| 500 | 90     | 96.322     | 96.147       | 6875            |
| 500 | 100    | 116.327    | 116.425      | 6934            |
| 500 | 110    | 136.849    | 136.765      | 7084            |

(a) Symmetric Case

| $d$ | $s_0$  | Our Method | Price in [2] | Runtime in sec. |
|-----|--------|------------|--------------|-----------------|
| 2   | 90     | 14.025     | 14.339       | 193             |
| 2   | 100    | 19.792     | 19.808       | 198             |
| 2   | 110    | 27.529     | 27.158       | 197             |
| 5   | 90     | 27.579     | 27.662       | 210             |
| 5   | 100    | 37.974     | 37.985       | 209             |
| 5   | 110    | 49.595     | 49.499       | 205             |
| 10  | 90     | 85.997     | 85.987       | 219             |
| 10  | 100    | 104.438    | 104.741      | 220             |
| 10  | 110    | 122.962    | 123.745      | 221             |
| 50  | 90     | 196.286    | 196.321      | 490             |
| 50  | 100    | 277.513    | 277.886      | 481             |
| 50  | 110    | 259.109    | 259.321      | 479             |
| 100 | 90     | 263.522    | 263.579      | 844             |
| 100 | 100    | 302.364    | 302.765      | 831             |
| 100 | 110    | 341.271    | 341.575      | 835             |
| 200 | 90     | 344.165    | 345.146      | 2276            |
| 200 | 100    | 392.764    | 392.958      | 2002            |
| 200 | 110    | 439.654    | 440.815      | 2201            |
| 500 | 90     | 475.867    | 477.102      | 7156            |
| 500 | 100    | 538.678    | 539.577      | 7034            |
| 500 | 110    | 601.567    | 602.252      | 6923            |

(b) Asymmetric Case
### Table 4.3: Summary result for fraction Brownian motion

| \( H \) | Our Method | Price in [2] | Runtime in sec. |
|--------|------------|--------------|-----------------|
| 0.01   | 1.513      | 1.519        | 4636            |
| 0.05   | 1.283      | 1.293        | 4669            |
| 0.10   | 1.043      | 1.049        | 4558            |
| 0.15   | 0.825      | 0.839        | 4587            |
| 0.20   | 0.651      | 0.658        | 4700            |
| 0.25   | 0.494      | 0.503        | 4461            |
| 0.30   | 0.364      | 0.370        | 4540            |
| 0.35   | 0.243      | 0.255        | 4567            |
| 0.40   | 0.144      | 0.156        | 4678            |
| 0.45   | 0.061      | 0.071        | 4568            |
| 0.50   | 0.000      | 0.002        | 4632            |
| 0.55   | 0.052      | 0.061        | 4661            |
| 0.60   | 0.108      | 0.117        | 4553            |
| 0.65   | 0.155      | 0.164        | 4626            |
| 0.70   | 0.192      | 0.207        | 4541            |
| 0.75   | 0.233      | 0.244        | 4714            |
| 0.80   | 0.261      | 0.277        | 4650            |
| 0.85   | 0.299      | 0.308        | 4705            |
| 0.90   | 0.331      | 0.337        | 4645            |
| 0.95   | 0.354      | 0.366        | 4667            |
| 1.00   | 0.395      | 0.395        | 4578            |

#### 5 Conclusion

In this paper, we study the randomized optimal stopping time problem in the so-called exploratory framework. By introducing an additional state, we reduce it to a standard optimal control problem. Using PDE techniques, we are able to give some quantitative results, especially on the trade-off between convergence speed and bias. Although we mainly focus on American put option with one risky asset, these theoretical results can be extended to more general Markovian models as long as some regularity conditions hold. For non-Markovian cases, we believe that there will be similar results. But one may need the theory of backward stochastic differential equations to give a rigorous proof. We also adjust well-developed RL algorithm to learn the optimal stopping strategy. Computational results show that our algorithm achieves comparable performance as that in [2, 31]. Noting that the algorithm here is offline, one can also apply an online algorithm to study the strategy.

Our future research is to extend this framework to other optimal control problems in mathematical finance. For optimal switching problem, the extension is straightforward. Instead of introducing an additional scalar-valued state, one needs a vector-valued state to represent the distribution of the population in different modes. Moreover, the optimal strategy will be a soft-max type. But, it requires more effort to give some rigorous theoretical results. For optimal trading problem with transaction cost and tax, the situation is more complicated as the free boundary is also determined by the derivatives of the value function.

#### 6 Proofs of the main results
6.1 Proofs for Theorem 3.1 The proof is rather standard in parabolic PDE theory. One has to deal with the unboundedness of the exponential function. Let \( \{h_\varepsilon(x)\} \) be a sequence of smooth functions such that approximating \( h(x) = (K-e^x)^+ \) increasingly and uniformly. Given \( M > 0 \), consider a smooth cut-off function \( \phi_M \) such that \( \phi_M(x) = e^x \) for \( x \leq M \) and \( \phi_M(x) = e^{M+1} \) for \( x \geq M+1 \). Hence, \( \phi_M \) is bounded and Lipschitz continuous. Denote by \( \Omega_N := (\mathbb{N}, N) \times [0, T) \). First, we will solve the following PDEs

\[
\begin{aligned}
&\partial_t u^{\lambda,N,\varepsilon} + \mathcal{L}_x u^{\lambda,N,\varepsilon} + \lambda \phi_M(-\frac{u^{\lambda,N,\varepsilon} - h_\varepsilon}{\lambda}) = 0, (x, t) \in \Omega_N, \\
u^{\lambda,N,\varepsilon}(-N, t) = h_\varepsilon(-N) + \lambda(T - t), u^{\lambda,N,\varepsilon}(N, t) = h_\varepsilon(N) + \lambda(T - t), t \in [0, T] \\
u^{\lambda,N,\varepsilon}(x, T) = h_\varepsilon(x), x \in [-N, N].
\end{aligned}
\]

As \( \mathcal{L}_x \) is a second order operator with constant and non-degenerate coefficients, classical results for parabolic PDEs, including maximum principle, \( L^p \) and Schauder estimations hold in our case. Since the nonlinear term \( (u, x) \mapsto \lambda \phi_M(-\frac{u - h_\varepsilon}{\lambda}) \) is bounded and Lipschitz continuous with respect to \( (u, x) \), one can apply the existence theorems for nonlinear PDEs (see [11, Sec 7.4, Theorem 8]) to get that there exists a bounded and Lipschitz continuous with respect to \( (u, x) \), \( \phi \), \( \lambda \), \( N \) solutions of (6.1).

Noting that \( (\partial_t + \mathcal{L}_x)u^{\lambda,N,\varepsilon} = -\lambda \phi_M\left(-\frac{u^{\lambda,N,\varepsilon} - h_\varepsilon}{\lambda}\right) < 0 \), \( u^{\lambda,N,\varepsilon}(\pm N, t) \geq 0 \) and \( (\partial_t + \mathcal{L}_x)u^{\lambda,N,\varepsilon}(x, T) \geq 0 \), classical maximum principle [22, Theorem 2.4] implies that \( u^{\lambda,N,\varepsilon} \geq 0 \). Define \( w(x, t) := u^{\lambda,N,\varepsilon}(x, t) - (K + \lambda(T - t)) \). Then, we see that \( w \) satisfies the following equation in \( \Omega_N \):

\[
\partial_t w + \mathcal{L}_x w + \lambda \phi_M\left(-\frac{u^{\lambda,N,\varepsilon} - h_\varepsilon}{\lambda}\right) = \lambda + rK + r\lambda(T - t),
\]

with \( w(x, T) \leq 0 \). We can rewrite it as

\[
\partial_t w + \mathcal{L}_x w + \lambda \phi_M\left(-\frac{u^{\lambda,N,\varepsilon} - h_\varepsilon}{\lambda}\right) - \lambda \phi_M\left(-\frac{K + \lambda(T - t) - h_\varepsilon}{\lambda}\right)
\]

\[
= \lambda - \lambda \phi_M\left(-\frac{K + \lambda(T - t) - h_\varepsilon}{\lambda}\right) + rK + r\lambda(T - t).
\]

Since \( (K + \lambda(T - t)) \geq h(x) \geq h_\varepsilon(x) \), we have that the right hand side is non-negative. Using maximum principle again, we have that \( w \leq 0 \), i.e. \( u^{\lambda,N,\varepsilon}(x, t) \leq K + \lambda(T - t) \).

Now, we see that the bound is independent of \( M \). Choosing \( M \) sufficient large, \( u^{\lambda,N,\varepsilon} \) solves (6.1) with \( \phi_M(\cdot) \) replaced by \( \exp(\cdot) \).

Choose \( p > 3 \). For any \( R, \eta > 0 \) and \( N > R + 1 \), classical interior \( L^p \) estimates [22, Theorem 7.22] yields that,

\[
\|u^{\lambda,N,\varepsilon}\|_{W^{2,1}_p((-R, R) \times (\eta, T))} \leq C(R, \eta, p) \left( \|u^{\lambda,N,\varepsilon}\|_{L^p((-R, R+1) \times (0, T))} + \|\lambda \exp\left(-\frac{u^{\lambda,N,\varepsilon} - h_\varepsilon}{\lambda}\right)\|_{L^p((-R, R+1) \times (0, T))} \right)
\]

As we have already proved the boundedness of \( u^{\lambda,N,\varepsilon} \), it holds that

\[
\|u^{\lambda,N,\varepsilon}\|_{W^{2,1}_p((-R, R) \times (\eta, T))} \leq C(\lambda, R, \eta, p).
\]

The parabolic version of embedding theorem (see [14, Theorem 3.14]) implies that \( W^{2,1}_p((-R, R) \times (\eta, T)) \) can be embedded into \( C^{1+\alpha, \frac{1+\alpha}{p}}([-R, R] \times [\eta, T]) \) with \( \alpha = \frac{1}{p} \).
\[1 - \frac{3}{p}, \text{i.e.}\]

\[\|u\|_{C^{1+\alpha, \frac{1+\alpha}{p}}([-R, R] \times [\eta, T])} \leq C(R, \eta, T, p)\|u\|_{W^{2,1}_p((\eta, T))}.\]

Hence, we see that \(u^{\lambda, N, \varepsilon}\) is uniformly equi-continuous on \([-R, R] \times [\eta, T]\). Then, it yields that, subtracting a subsequence if needed, \(\{u^{\lambda, N, \varepsilon}\}\) locally uniformly converge and also weakly converge in \(W^{2,1}_{p, loc}(\mathbb{R} \times (0, T))\) to a function \(u^{\lambda, \varepsilon}\) as \(N\) goes to infinity. One can verify that \(u^{\lambda, \varepsilon}\) solves

\[\partial_t u^{\lambda, \varepsilon} + \mathcal{L}_x u^{\lambda, \varepsilon} + \lambda \exp\left(-\frac{u^{\lambda, \varepsilon} - h_\varepsilon}{\lambda}\right) = 0, (x, t) \in \mathbb{R} \times (0, T).\]

Let us check that \(u^{\lambda, \varepsilon}(x, T) = h_\varepsilon(x)\). For that purpose, consider the following PDE:

\[
\begin{aligned}
&\partial_t v + \mathcal{L}_x v = 0, (x, t) \in \mathbb{R} \times (0, T), \\
v(x, T) = h_\varepsilon(x).
\end{aligned}
\]

It is easy to get that \(v\) is bounded. Then, the point-wise bound estimate (see [22, Theorem 2.10]) yields that

\[
\sup_{|x| < N} |u^{\lambda, N, \varepsilon}(x, t) - v(x, t)| \leq e^{r(T-t)} \left(\sup_{|x| < N, s \in [T, t]} |\lambda \exp\left(-\frac{u^{\lambda, N, \varepsilon}(x, s) - h_\varepsilon(x)}{\lambda}\right)| + \sup_{s \in [T, t]} |u^{\lambda, N, \varepsilon}(\pm N, s) - v(\pm N, s)|\right).
\]

Letting \(N \to \infty\) and combining the uniform bound of \(u^{\lambda, N, \varepsilon}\), it holds that

\[
\sup_x |u^{\lambda, \varepsilon}(x, t) - v(x, t)| \leq C(\lambda, T) e^{r(T-t)}.
\]

Letting \(t \to T\), we get that \(u^{\lambda, \varepsilon}(x, 0) = h_\varepsilon(x)\). Thus, \(u^{\lambda, \varepsilon}\) is the solution of the following Cauchy problem

\[
\begin{aligned}
&\partial_t u^{\lambda, \varepsilon} + \mathcal{L}_x u^{\lambda, \varepsilon} + \lambda \exp\left(-\frac{u^{\lambda, \varepsilon} - h_\varepsilon}{\lambda}\right) = 0, (x, t) \in \mathbb{R} \times (0, T), \\
u^{\lambda, \varepsilon}(x, T) = h_\varepsilon(x).
\end{aligned}
\]  \tag{6.2}

and satisfies the estimation (3.4).

For any compact set \(D \subset \mathbb{R} \times (0, T)\), interior Schauder estimates yields that

\[
\|u^{\lambda, \varepsilon}\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(D)} \leq C(\lambda, D)
\]

Hence, \(\{u^{\lambda, \varepsilon}\}\) locally uniformly converges to a function \(u^{\lambda}\). Clearly, \(u^{\lambda}\) satisfies the equation (3.3) in \(\mathbb{R} \times (0, T)\). Let us check that it also satisfies the terminal condition. Denote by \(\varphi(x, t)\) the value of European put option at time \(t\) in our model setup with stock price \(e^x\), which can be explicitly given, see [16, Section 2.3]. It is also the solution for the following PDE

\[
\begin{aligned}
&\partial_t \varphi + \mathcal{L}_x \varphi = 0, (x, t) \in \mathbb{R} \times (0, T), \\
&\varphi(x, T) = h(x).
\end{aligned}
\]

Since \(u^{\lambda, \varepsilon}\) is uniformly bounded, the nonlinear term \(\lambda \exp\left(-\frac{u^{\lambda, \varepsilon} - h_\varepsilon}{\lambda}\right)\) in (6.2) has a bound independent of \(\varepsilon\). Using maximum principle again, it is not hard to prove that
| \| u^{\lambda T}(x, t) - \varphi(x, t) \| \leq C(\lambda)((T - t) + \| h - h_c \|_\infty). \] Letting \( \epsilon \) go to zero and \( t \) go to \( T \), we verify the terminal condition for \( u^\lambda \).

Now, let us check that \( u^\lambda(\log S, t)p \) is the value function \( \hat{V}(S, p, t) \). For any \( \pi \in \mathcal{A} \), it holds that

\[
e^{-rt} u^\lambda(\log S_t, t)p_t
= e^{-rT} h(\log S_T)p_T - \int_t^T e^{-rs} \left( \frac{1}{2} \sigma^2 \partial_{xx} u^\lambda + (r - \frac{1}{2} \sigma^2) \partial_x u^\lambda - \pi^\lambda u^\lambda - ru^\lambda \right) p_s ds
- \int_t^T e^{-rs} \sigma p_s \partial_x u^\lambda dW_s
= e^{-rT} h(\log S_T)p_T + \int_t^T e^{-rs} \left( \pi_t u^\lambda + \lambda \exp\left(-\frac{u^\lambda - h}{\lambda}\right) \right) p_s ds - \int_t^T e^{-rs} \sigma p_s \partial_x u^\lambda dW_s.
\]

Note that \( \lambda \exp(-\frac{u^\lambda - h}{\lambda}) \geq (h - u^\lambda)\pi + \lambda R(\pi) \) for any \( \pi > 0 \) and the equality holds only at \( \pi = \exp(-\frac{u^\lambda - h}{\lambda}) \). Thus,

\[
e^{-rt} u^\lambda(\log S_t, t)p_t
\geq e^{-rT} h(\log S_T)p_T + \int_t^T e^{-rs} (h(\log S_s)\pi_s + \lambda R(\pi_s)) p_s ds - \int_t^T e^{-rs} \sigma p_s \partial_x u^\lambda dW_s.
\]

Taking conditional expectation, one shall get that \( u^\lambda(\log S_t, t)p_t \geq J(p_t, S_t; \pi) \). For \( \pi^\lambda = \exp(-\frac{u^\lambda(\log S_t) - h(\log S_t)}{\lambda}) \), all the inequality in the above will be equality and it holds that \( u^\lambda(\log S_t, t)p_t \geq J(p_t, S_t; \pi^\lambda) \). This implies that \( u^\lambda(\log S, t)p \) is the optimal value function and \( \pi^* \) is the optimal control.

6.2 Proofs for Theorem 3.3 Recall that \( \{u^n, \pi^n\} \) are defined iteratively by the following equation

\[
\frac{\partial}{\partial t} u^n + \mathcal{L}_x u^n + H(x, \pi^n(x, t), u^n) = 0, \quad u^n(x, T) = h(x),
\]

and

\[
\pi^{n+1}(x, t) = \underset{\pi \in (0, \infty)}{\text{argmax}} H(x, \pi, u^n(x, t)) = \exp\left(-\frac{u^n(x, t) - h(x)}{\lambda}\right). \tag{6.4}
\]

Given \( u^0 \in C_b(\mathbb{R}) \), we see that \( \log \pi^n \) is also bounded as \( \log \pi^n = -\frac{u^0 - h}{\lambda} \) due to (6.4). Then, from (6.3), \( u^1 \) solves

\[
\frac{\partial}{\partial t} u^1 + \mathcal{L}_x u^1 + (h - u^1)\pi^1 + \lambda R(\pi^1) = 0, \quad u^1(x, T) = h(x),
\]

which is a linear PDE with bounded coefficients. Using maximum principle, we obtain the boundedness of \( u^1 \). Repeating this argument, it is easy to obtain that \( u^n \) is a bounded function for each \( n \). Then, \( \log \pi^n \) is also bounded for each \( n \) as it is defined by (6.4). Define \( \Delta^n := u^{n+1} - u^n \). We see that it satisfies

\[
\frac{\partial}{\partial t} \Delta^n + \mathcal{L}_x \Delta^n + H(x, u^{n+1}, \pi^{n+1}) - H(x, u^n, \pi^n) = 0, \Delta^n(x, T) = 0.
\]

From the definition of the Hamiltonian \( H \), it can be also rewritten as

\[
\frac{\partial}{\partial t} \Delta^n + \mathcal{L}_x \Delta^n - \pi^{n+1} \Delta^n = H(u^n, \pi^n) - H(u^n, \pi^{n+1}) \tag{6.6}
\]

By the definition of \( \pi^{n+1} \), we see that \( H(u^n, \pi^n) - H(u^n, \pi^{n+1}) \leq 0 \). Hence, 0 is a sub-solution of (6.6), which implies that \( \Delta^n \geq 0 \). Thus, we show that \( u^{n+1} \geq u^n \).
Next, consider the difference between $u^λ$ and $u^n$. Define $w^n := u^λ - u^n$. Note that $u^λ$ satisfies
\[
\partial_t u^λ + \mathcal{L}_x u^λ + H(x, u^λ, π^λ) = 0, \ u^λ(x, T) = h(x). \tag{6.7}
\]
with
\[
π^λ(x, t) = \arg\max_{π ∈ (0,∞)} H(x, π, u^λ(x, t)) = \exp\left(-\frac{u^λ(x, t) - h(x)}{λ}\right).
\]
Thus,
\[
\partial_t w^n + \mathcal{L}_x w^n + H(x, u^λ, π^λ) - H(x, u^n, π^n) = 0, \ w^n(x, T) = 0.
\]
This is equivalent to
\[
\partial_t w^n + \mathcal{L}_x w^n - π^n w^n = \lambda(w^n(x, π^λ) - H(x, u^λ, π^λ)) \tag{6.8}
\]
By the definition of $π^λ$, the right hand side is less than 0. Applying maximum principle, we shall have that $w^n ≥ 0$. At this stage, we have proved that $u^n ≤ u^λ$.

6.3 Proof for Theorem 3.4 We have shown that $u^1 ≤ u^n ≤ u^λ$. Hence, \{u^n\} is uniformly bounded. Moreover, $(u^λ(x, t), u^n(x, t)) ≥ h(x) - M$ with $M := \| (h - u^1)^+ \|_∞$. To prove the convergence rate, we define a function $f^n(t)$ as
\[
f^n(t) := \sup_x u^λ(x, t) - u^n(x, t).
\]
By the definition of $π^λ$ and $π^n$, we compute that
\[
H(x, u^λ, π^n+1) - H(x, u^λ, π^λ) = (u^n - h) \exp\left(-\frac{u^n - h}{λ}\right) + λ\left(\exp\left(-\frac{u^n - h}{λ}\right) - \exp\left(-\frac{u^λ - h}{λ}\right)\right)
\]
Then, it holds that
\[
|H(x, u^λ, π^n+1) - H(x, u^λ, π^λ)| ≤ C^* \exp\left(\frac{M}{λ}\right) |u^n(x, t) - u^λ(x, t)| ≤ C^* \exp\left(\frac{M}{λ}\right) f^n(t),
\]
with a constant $C^*$ independent of $λ$ and $n$. Define $ϕ(t) := C^* \exp(\frac{M}{λ} + rt) \int_t^T f^n(s) ds$. It solves $\partial_t ϕ - r ϕ = -C^* \exp(\frac{M}{λ} + rt) f^n(t)$. Then, we see that $W := u^λ - u^{n+1} - ϕ$ satisfies
\[
\partial_t W + \mathcal{L}_x W = (u^λ - u^{n+1})π^{n+1} + H(u^λ, π^{n+1}) - H(u^λ, π^λ) + C^* \exp(\frac{M}{λ} + rt) f^n(t),
\]
with terminal condition $W(x, T) = 0$. Previous argument shows that
\[
H(u^λ, π^{n+1}) - H(u^λ, π^λ) + C^* \exp(\frac{M}{λ} + rt) f^n(t) ≥ 0.
\]
Combining with the fact that $u^λ - u^{n+1} ≥ 0$, it holds that
\[
\partial_t W + \mathcal{L}_x W ≥ 0,
\]
which will implies that $W ≤ 0$ from maximum principle. This also means that
\[
u^λ(x, t) - u^{n+1}(x, t) ≤ ϕ(t) = C^* \exp(\frac{M}{λ} + rt) \int_t^T f^n(s) ds.
\]
Taking supreme with respect to $x$ on the left hand side, we have that
\[
f^{n+1}(t) \leq C^* \exp\left(\frac{M}{n} + rt\right) \int_t^T f^n(s) ds \leq C^* e^{rT} \exp\left(\frac{M}{\lambda}\right) \int_t^T f^n(s) ds.
\]
It is easy to see that $f^1$ is bounded in $t$. Proving by induction, we see that such that
\[
f^{n+1}(t) \leq (C^*)^n \left(\frac{T-t}{n!}\right)^n \exp\left(u\left(\frac{M}{n} + rT\right)\right) \sup_t |f^1(t)|.
\]
Finally, we see that
\[
|f^1(t)| = \sup_x u^\lambda(x, t) - u^1(x, t) \leq \sup_x u^\lambda(x, t) - h(x, t) + \sup_x (h - u^1)^+ (x, t).
\]
Hence, \( \sup_t |f^1(t)| \leq \|u^\lambda - h\|_\infty + \|(u^1 - h)^+\|_\infty \leq M + K + \lambda T \). Hence, we finish the proof.

6.4 Proof for Lemma 3.6 Let $\kappa$ be a smooth, increasing, convex function such that \( \kappa(x) = x \) for $x \geq 1$ and $\kappa(x) = 0$ for $x \leq 0$. Denote by $C_1$, the supreme of $\kappa'$. Given $\varepsilon > 0$, define $\kappa_\varepsilon(x) := \varepsilon \kappa\left(\frac{K - e^x}{\varepsilon}\right)$. It is easy to check that $\|\kappa_\varepsilon(x) - h(x)\|_\infty \to 0$ as $\varepsilon \to 0$.

For any $\delta > 0$, let us prove that \( u^\lambda(x, t) \geq h(x) - \lambda \log \left(\frac{2 + C_1}{}\right) + \delta \). Assume the contrary, i.e. \( \inf_{(x, t) \in R \times [0, T]} u^\lambda(x, t) - (h(x) - \lambda \log \left(\frac{2 + C_1}{\lambda}\right)) < 0 \). Since $\kappa_\varepsilon$ uniformly convergent to $h(x)$, we also have that \( \inf_{(x, t) \in R \times [0, T]} u^\lambda(x, t) - (\kappa_\varepsilon(x) - \lambda \log \left(\frac{2 + C_1}{\lambda}\right)) < 0 \) for sufficiently small $\varepsilon_1$. Choose another sufficient small constant $\varepsilon_2$. It will hold that \( \inf_{(x, t) \in R \times [0, T]} u^\lambda(x, t) - (\kappa_\varepsilon(x) - \lambda \log \left(\frac{2 + C_1}{\lambda}\right) - \frac{\delta^2}{\delta} \leq 0 \). Denote by $w(x, t) = \kappa_\varepsilon(x) - \lambda \log \left(\frac{2 + C_1}{\lambda}\right) - \frac{\delta^2}{\delta}$ and the infimum is achieved at some point $(x^*, t^*)$. Then, it holds that
\[
\frac{\delta^2}{\delta} e^{\frac{\delta}{2}\left(\|x^*\|^2 + 1\right)} \leq \kappa_\varepsilon(x^*) - u^\lambda(x^*, t^*) - \lambda \log \left(\frac{2 + C_1}{\lambda}\right).
\]
Note that the third term $\lambda \log \left(\frac{2 + C_1}{\lambda}\right)$ goes to 0 as $\lambda$ goes to 0 and goes to $\infty$ as $\lambda$ goes to $\infty$ and hence lower bounded with respect to $\lambda$. Since $u^\lambda$ and $\kappa_\varepsilon$ are bounded, we shall have that $\frac{\delta^2}{\delta} e^{rt\left(\|x^*\|^2 + 1\right)} \leq C + K + \lambda T$ with the constant $C$ independent of $\varepsilon_1$ and $\varepsilon_2$. Denote by $w(x, t) = \kappa_\varepsilon(x) - \lambda \log \left(\frac{2 + C_1}{\lambda}\right) - \frac{\delta^2}{\delta}$. It holds that
\[
\partial_x w = -K'\left(\frac{K - e^x}{\varepsilon}\right) e^x - \varepsilon_2 e^{rt} x, \quad \partial_{xx} w = \frac{1}{\varepsilon_1} K''\left(\frac{K - e^x}{\varepsilon}\right) e^{2x} - \varepsilon_2 e^{rt},
\]
and $\partial_t w = \frac{\delta^2 e^{rt}}{2} - r \frac{\delta^2}{2} e^{rt}$. At $(x^*, t^*)$, we have
\[
\partial_x u^\lambda(x^*, t^*) = \partial_x w(x^*, t^*) \geq \partial_x w(x^*, t^*) \geq \partial_x w(x^*, t^*) = \partial_t w(x^*, t^*) = u^\lambda(x^*, t^*) \quad \text{and} \quad u^\lambda(x^*, t^*) < w(x^*, t^*). \quad \text{Then, at } (x^*, t^*)
\]
\[
0 = \partial_t w + \partial_x u^\lambda + \lambda \exp\left(-\frac{u^\lambda(x^*, t^*) - h(x^*)}{\lambda}\right) \geq \partial_t w + \partial_x u^\lambda + \lambda \exp\left(-\frac{u^\lambda(x^*, t^*) - h(x^*)}{\lambda}\right).
\]
Since $\kappa$ is convex, we have
\[
\partial_t w(x^*, t^*) + \partial_x w(x^*, t^*) \geq -\kappa'\left(\frac{K - e^x}{\varepsilon}\right) e^{xt} - \varepsilon_2 (r - \frac{\sigma^2}{2}) e^{rt} x^* - \frac{\sigma^2}{2} e^{rt} - r \kappa_\varepsilon(x^*).
\]
Note that $\kappa'(K - e^{x^*})$ is non-zero only if $e^{x^*} \leq K$ and $\frac{2}{3}e^{x^*}|x^*|^2 \leq C + K + \lambda T$. Since $\kappa_e(x) \leq K$, we shall have that

$$\partial_t w(x^*, t^*) + L_x w(x^*, t^*) \geq -(1 + C_1)rK - \sqrt{\varepsilon}C(\lambda, r, T, K).$$

(6.10)

At $(x^*, t^*)$, it holds that

$$h(x^*) - u^\lambda(x^*, t^*)$$

$$\geq h(x^*) - w(x^*, t^*)$$

$$\geq h(x^*) - \kappa_e(x^*) + \lambda \log \frac{(2 + C_1)rK + \delta}{\lambda}.$$

Thus,

$$\lambda \exp\left(-\frac{u^\lambda(x^*, t^*) - h(x^*)}{\lambda}\right) \geq ((2 + C_1)rK + \delta) \exp\left(\frac{h(x^*) - \kappa_e(x^*)}{\lambda}\right).$$

(6.11)

Combining (6.10) and (6.11), we see that the right hand side of (6.9) will be strictly positive for $\varepsilon_1$ and $\varepsilon_2$ sufficiently small. This leads to a contradiction. Thus, we prove that, for any $\delta > 0$, $u^\lambda(x, t) \geq h(x) - \lambda \log \frac{(2 + C_1)rK + \delta}{\lambda}$. Letting $\delta \to 0$, we have the desired result.

6.5 Proof for Theorem 3.7 In [15, Theorem 3.6], the authors proved the existence of $u^*$ and showed that $\partial_t u, \partial_x u$ and $\partial_{xx} u$ are locally bounded in $\mathbb{R} \times [0, T)$. In the region $\{u^* > h\}$, $u^*$ satisfies $\partial_t u^* + L_x u^* = 0$. Hence, applying local Schauder estimate, one can show that the derivatives are also continuous.

Assume the contrary that sup$_{(x,t)\in\mathbb{R}\times[0,T]} u^*(x,t) - u^\lambda(x,t) - \lambda \log \frac{CrK}{\lambda} > 0$. This means that there exists $(x', t') \in \mathbb{R} \times (0, T)$ such that $u^*(x', t') - u^\lambda(x', t') - \lambda \log \frac{CrK}{\lambda} > 0$. Then, choosing $\varepsilon$ sufficiently small, it holds that $u^*(x', t') - u^\lambda(x', t') - \lambda \log \frac{CrK}{\lambda} - \varepsilon(\frac{1}{2}|x'|^2 + \frac{1}{2}) > 0$. Thus, one can choose $\varepsilon$ sufficiently small such that sup$_{(x,t)\in\mathbb{R}\times[0,T]} u^*(x,t) - u^\lambda(x,t) - \lambda \log \frac{CrK}{\lambda} - \varepsilon(\frac{1}{2}|x|^2 + \frac{1}{2}) > 0$. Since $\frac{1}{2}|x|^2 + \frac{1}{2}$ goes to $\infty$ when $|x| \to \infty$ and $t \to 0$, the supreme will be attained at some point $(x^*, t^*) \in \mathbb{R} \times (0, T)$. By the terminal condition of $u^*$ and $u^\lambda$, it holds that $t^* \in (0, T)$. Denote by $w = u^* + \lambda \log \frac{CrK}{\lambda} + \varepsilon(\frac{1}{2}|x|^2 + \frac{1}{2})$. Then, at $(x^*, t^*)$, it holds that

$$\partial_{xx} u^*(x^*, t^*) \leq \partial_{xx} w(x^*, t^*), \partial_x u^*(x^*, t^*) = \partial_x w(x^*, t^*)$$ and $\partial_t u^*(x^*, t^*) = \partial_t w$.

We also have that

$$\partial_{xx} w(x^*, t^*) = \partial_{xx} u^\lambda(x^*, t^*) + \varepsilon, \partial_x w(x^*, t^*) = \partial_x u^\lambda(x^*, t^*) + \varepsilon x^*,$$

and $\partial_t w(x^*, t^*) = \partial_t u^\lambda(x^*, t^*) - \varepsilon \frac{1}{(t^*)^2}$. Since $u^*(x^*, t^*) > u^\lambda(x^*, t^*) + \lambda \log \frac{CrK}{\lambda}$ and Lemma 1, we have $u^*(x^*, t^*) > h(x^*)$. This implies that, at $(x^*, t^*)$

$$\partial_t u^* + L_x u^* = 0.$$

Then, from the relation between the derivatives of $u^*$ and $w$, we deduce that, at $(x^*, t^*)$

$$\partial_t u^\lambda + L_x u^\lambda \geq -\frac{1}{2}\sigma^2 \varepsilon - \frac{1}{2}\sigma^2 \varepsilon x^* + \varepsilon \frac{1}{(t^*)^2}.$$

We also have $\frac{1}{2}|x^*|^2 \leq \bar{C}$ with the constant $\bar{C}$ independent of $\varepsilon$. This implies that $\varepsilon x^* = O(\varepsilon^{1/2})$. In Theorem 3.1, we have shown that $u^\lambda$ is bounded, which yields
\[
\lambda \exp\left(-\frac{u^*-h}{\lambda}\right) \text{ is uniformly larger than some small constant. Hence, we shall have that } \partial_t u^* + \mathcal{L}_x u^* + \lambda \exp\left(-\frac{u^*-h}{\lambda}\right) > 0 \text{ at } (x^*, t^*) \text{ for } \varepsilon \text{ sufficiently small. This leads to a contradiction. Hence, we have prove the second inequality.}
\]

Let \( f(t) := \log(1 + (T-t)) \). It is easy to see that
\[
\partial_t f + \exp(-f) = 0.
\]

Denote by \( w(x, t) = u^*(x, t) + \lambda f(t) \). Then, we see that \( \exp\left(-\frac{w-h}{\lambda}\right) \leq \exp(-f) \) as \( u^* \geq h \). Combining with the fact that \( \partial_t u^* + \mathcal{L}_x u^* \leq 0 \), it holds that \( w \) solves the following inequality
\[
\partial_t w + \mathcal{L}_x w + \lambda \exp\left(-\frac{w-h}{\lambda}\right) < 0,
\]
with terminal condition \( w(x, T) = \lambda u(x, T) \). Then, applying maximum principle, we shall have that \( u^* \leq w \), which is equivalent to the first inequality of our theorem.

### 6.6 Proof for Theorem 3.8

Applying Itô formula, we see that
\[
e^{-r\lambda t} g(S_{t, \lambda})
\]
\[
=e^{-r\lambda t} V^\lambda(S_{t, \lambda}, \tau^\lambda)
\]
\[
=V^\lambda(S_0, 0) + \int_0^{\tau^\lambda} e^{-ru} (\partial_t + \mathcal{L}_S) V^\lambda(S_u, u) du + \sigma \int_0^{\tau^\lambda} e^{-ru} \partial_S V(S_u, u) dW_u
\]
\[
=V^\lambda(S_0, 0) - \lambda \int_0^{\tau^\lambda} e^{-ru} \exp\left(-\frac{V^\lambda(S_u, u) - g(S_u)}{\lambda}\right) du + \sigma \int_0^{\tau^\lambda} e^{-ru} \partial_S V(S_u, u) dW_u
\]
\[
\geq V^\lambda(S_0, 0) - \lambda T + \sigma \int_0^{\tau^\lambda} e^{-ru} \partial_S V(S_u, u) dW_u.
\]

Taking expectation, we have
\[
\mathbb{E}\left[e^{-r\lambda t} g(S_{t, \lambda})\right] \geq V^\lambda(S_0, 0) - \lambda T \geq V^*(S_0, 0) + \inf_S (V^\lambda(\cdot, 0) - V^*(\cdot, 0)) - \lambda T.
\]

Previous lemma indicates that \( \inf_S (V^\lambda(\cdot, 0) - V^*(\cdot, 0)) \geq -\lambda \log \frac{CrK}{\lambda} \). Hence,
\[
\mathbb{E}\left[e^{-r\lambda t} g(S_{t, \lambda})\right] \geq V^*(S_0, 0) - (\lambda \log \frac{CrK}{\lambda} + \lambda T).
\]

This implies that using learned strategy leads to a loss of wealth approximately of the order \( O(\lambda \log \frac{1}{\lambda}) \).
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