ABSTRACT

Sentence level pronunciation assessment is important for Computer Assisted Language Learning (CALL). Traditional speech pronunciation assessment, based on the Goodness of Pronunciation (GOP) algorithm, has some weakness in assessing a speech utterance: 1) Phoneme GOP scores cannot be easily translated into a sentence score with a simple average for effective assessment; 2) The rank ordering information has not been well exploited in GOP scoring for delivering a robust assessment and correlate well with a human rater’s evaluations. In this paper, we propose two new statistical features, average GOP (aGOP) and confusion GOP (cGOP) and use them to train a binary classifier in Ordinal Regression with Anchored Reference Samples (ORARS). When the proposed approach is tested on Microsoft mTutor ESL Dataset, a relative improvement of Pearson correlation coefficient of 26.9% is obtained over the conventional GOP-based one. The performance is at a human-parity level or better than human raters.
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1. INTRODUCTION

Sentence level pronunciation assessment is an important task in Computer Assisted Language Learning (CALL), which is commonly required by oral practice and assessment \[1,2,3\].

The Goodness of Pronunciation (GOP) \[3\] was proposed to assess pronunciation at the phoneme level. Then, the NN-based GOP \[4\] replaced the GMM-based acoustic model in GOP with a deep neural network and shows a better performance. Besides, considering the change of posterior probability entropy within a phoneme, the Center GOP and transition-aware pronunciation score (TAScore) were proposed \[5\] and achieved improved performance than GOP.

Most GOP-based algorithms e.g. \[3,4,5\] are designed for phoneme level pronunciation assessment. To get a pronunciation score at the sentence level, the simple average of all phoneme scores is adopted \[5,6\]. However, there are some flaws in this method: 1) simple average of all phonemes ignores the statistical difference between different phonemes. 2) The range of GOP based method is unbounded and doesn’t match well with the range of human opinion scores.

Furthermore, the rank ordering information tends to be overlooked or ignored in the GOP-based algorithms, while the rank ordering information is highly related to pronunciation assessment. For example, in a five point MOS pronunciation assessment, to give a score of three, raters may focus on the intelligibility only, and to give a score of five, raters may demand more advanced pronunciation skills. When comparing two samples, how to decide which one is better is easier. By summarizing these decisions, a more reliable sentence level decision could be obtained. The pairwise sample comparison is easy to perform and a neutral way to use the rank ordering information \[7,8\].

Although the pairwise ranking algorithm is suitable for comparing two samples, the objective of pairwise ranking is to minimize the average number of inversions in ranking, which is different from the target of pronunciation assessment. To predict a sample’s rank, the pointwise ranking algorithm \[8\] is suitable. Ordinal Regression (OR) \[9,10\] is a pointwise ranking algorithm and has shown its effectiveness for many applications \[11,12,13\].

By combining the ordinal regression with pairwise ranking algorithm, the Ordinal Regression with Anchored Reference Samples (ORARS) is proposed in speech fluency assessment \[14\]. The ORARS utilizes the rank ordering information to predict the rank directly. By introducing the rank ordering information, the ORARS achieves a better performance than other machine-learning or OR-based \[13\] methods.

In this paper, we propose a new ORARS-based framework to assess the pronunciation at the sentence level. The proposed method introduces the rank ordering information and sentence level pronunciation features to improve the assessment performance. Compared with the GOP-based method, the proposed method solves two problems: 1) The phoneme
level GOP cannot be easily translated to sentence level score with simple average, which is commonly adopted by most researches. 2) The rank ordering information is ignored by the previous methods.

2. RELATED WORK

2.1. Ordinal Regression

Ordinal regression (OR) is a regression algorithm to predict a sample’s rank in a set. The rank is marked with a non-negative number usually. Given a dataset \( D \), the \( i \)-th samples in \( D \) is \( (x_i, r_i) \) where \( x_i \in \mathcal{X} \) is the input feature and \( r_i \in \mathcal{R} \) is the label of the \( i \)-th samples in \( D \). The objective of OR is to find a function \( r: \mathcal{X} \rightarrow \mathcal{R} \), which is similar to the regression. However, the \( r_i \in \mathcal{R} \) contains the rank ordering information.

In a naive approach, the ordinal regression task could be solved by regression [15] or classification [16]. Besides, there are a lot of approaches to solve ordinal regression, like ordinal binary decomposition [17, 18]. However, these methods do not utilize the rank ordering information between samples.

2.2. Ordinal Regression with Anchored Reference Samples

The Ordinal Regression with Anchored Reference Samples (ORARS) was proposed [14] to predict the fluency score (rank). The ORARS compares each test sample with all samples in the “Anchor Set” to determine the score. It models the rank ordering information explicitly and get an improvement compared with other OR methods.

Let \( D \) is the training dataset, the scores of all samples in \( D \) are discretized to \( M \) ranks firstly. Then \( D \) is separated into two disjoint subsets \( D_A \) and \( D_T \), \( D_A \) is called ”Anchor Set”, which contains \( N \) samples in each rank. \( D_T \) is called training set.

A binary classifier is trained by comparing the samples \((x_i^a, y_i^a) \in D_A \) and \((x_i^t, y_i^t) \in D_T \) to output the probability \( p_{it} = f(x_i^a, x_i^t) \) of \( y_i^a < y_i^t \). The score of a new sample \( x_t \) is predicted as Eq[1] where \( p_{it} = f(x_i^a, x_t) \).

\[
y_t = \sum_{i=1}^{NM} \frac{p_{it}}{N}
\]

3. PROPOSED FRAMEWORK

The proposed framework is shown as Fig[1]. The system includes two modules. The Feature Extraction (FE) module transfers raw acoustic features to fixed dimension feature vectors. The Ordinal Regression (OR) module compares two feature vectors got from FE module to predict their relative rank.

Fig. 1. (a) Framework of Ordinal Regression with Anchored Reference Samples (ORARS) for Speech Pronunciation Scoring. (b) The details of Feature Extraction module.

3.1. Feature Extractor (FE) Module

Average GOP (aGOP) vector and confusion GOP (cGOP) vector are two statistical features derived from the raw acoustic features. To obtain the aGOP and cGOP vectors, Phonetic Posteriorgrams (PPGs) and corresponding alignment matrix are required. The PPGs are computed from the input Mel-frequency Cepstral Coefficient (MFCC) sequences in a sentence. The alignment matrix is calculated from PPGs and text with a pre-trained acoustic model which is trained with transcribed audios.

The aGOP vector contains average GOPs on all phonemes. Let \( X \) be the logarithmic PPGs with shape \((T, C)\), and \( Y \) is the corresponding alignment matrix with the same shape. \( T \) is the time dimension and \( C \) is the phoneme dimension. Each time step in \( Y \) is a one-hot vector denoted that which phoneme should be correspondingly based on the alignment. The aGOP vector \( V \) could be calculated as Eq[2] which keeps the difference between different phonemes. \( E_x \) is a matrix whose dimension is \((1, x)\) and all elements are 1. The \( \epsilon = 10^{-6} \) is used to avoid the division by zero error. The \( \div \) indicates element-wise division. The \( X^T \) means the transposition of \( X \).

\[
V = \frac{E_C X^T Y}{E_T Y + \epsilon}
\]
makes the training process more stable. The weight function mitigates the risk of incorrect label and samples’ scores are close, their loss weight will be decreased. A weight function is introduced to the loss as Eq. 5. When two samples \(x_i, x_j\) could be written as Eq. 4. When the training loop is done, the output of binary classifier is \(z = \text{softmax}(f(x))\). The loss function \(l_{ij}\) could be regraded as the probability of \(y_i > y_j\).

\[
 l_{ij} = \begin{cases} 
 1 & y_i > y_j \\
 0 & y_i \leq y_j 
\end{cases} 
\]  

The output of binary classifier is \([p^0_{ij}, p^1_{ij}]\) with input \(z_{ij}\), which is activated by softmax function. The loss function could be written as Eq. 3. When the training loop is done, the \(p^1_{ij}\) could be regraded as the probability of \(y_i > y_j\).

\[
\text{loss}_{ij} = -(1 - l_{ij}) \ast \log p^0_{ij} - l_{ij} \ast \log p^1_{ij} 
\]  

To reduce the subjective drafts from human raters, a weight function is introduced to the loss as Eq. 5. When two samples’ scores are close, their loss weight will be decreased. The weight function mitigates the risk of incorrect label and makes the training process more stable.

\[
 w_{ij} = \min(|y_i - y_j|, 1) 
\]

The scoring method proposed in [14] requires a balanced “Anchor Set” which is hard to satisfy. Hence, an alternative method is proposed. The idea is that predict the rank of a sample in a given sample distribution, and then predict its score as the sample’s score in corresponding rank.

Specifically, a test sample \(x_t\) is compared with all samples \((x_i, y_i) \in D\) in the training set, and get a series of posterior probabilities \([p^1_i]_{i \in [1, N]}\) as mentioned above, where \(N\) is the size of \(D\). The rank of \(x_t\) could be determined by Eq. 6.

\[
 k = \sum_{i=1}^{n} p^1_i + 1 
\]

Then the score in \([y_i]_{i \in [1, n]}\) with rank \(k\) is the predicted score, where the \([\ ]\) means round down.

### 4. EXPERIMENT

#### 4.1. Datasets

The proposed model has two sub-modules needed to be trained: the acoustic model (AM) in the FE module and the binary classifier in OR module. In our experiment, two pre-trained acoustic models are used to show the robustness of proposed method, and are noted as AM1 and AM2, respectively.

The AM1 is trained with all data in WSJ0 [20], LibriSpeech [21], Common Voice [22], King ASR 249, American Children Words. The AM2 is provided by Microsoft Azure Speech Service, trained on the Microsoft EN* dataset containing more than 100k hours speech. AM2 has better performance than AM1 for it is trained with more data.

The binary classifier is trained with Microsoft mTutor ESL dataset, which contains 2445 utterances, and each utterance is rated by four raters (experienced English teachers) with \([0, 1, 2, 3, 4, 5]\). The mean of the four scores is employed as the label. The five-fold cross-validation is used to evaluate the model performance.

#### 4.2. Metrics

The performance of different models are evaluated by Mean Absolute Error (MAE), Pearson Correlation Coefficient (PCC) and Spearman Correlation Coefficient (SCC) [23].

Let \(x = [x_1, x_2, \cdots, x_N]\) and \(y = [y_1, y_2, \cdots, y_N]\) be two sequences. The MAE and PCC could be calculated as following.

- **MAE**

  \[
  MAE = \frac{1}{N} \sum_{i=1}^{N} |x_i - y_i| 
  \]

- **PCC**

  \[
  PCC(x, y) = \frac{\text{cov}(x, y)}{std(x) \ast std(y)} 
  \]
where \( cov(x, y) \) donates the covariance between \( x \) and \( y \), and \( std(x) \) is the standard deviation of sequence \( x \). The \( * \) is the product between two scalars.

The PCC and SCC describe the correlation between the predictions and the ground truths in different perspectives. The higher the PCC or SCC, the better the assessment performance. The MAE describes the error between the predictions and ground truths. A smaller MAE denotes a better performance.

4.3. Experiment settings

The AM1 is a TDNN acoustic model trained with Kaldi’s \([24]\) default hyper-parameter settings. The AM2 is provided by Microsoft Azure Speech Service without any modifications.

The binary classifier is a fully connected neural network, which contains three ReLU activated hidden layers with hidden units are 128, 256 and 128, respectively. The output layer has two output units activated by softmax function. The loss function is introduced in section 3.2. The binary classifier is trained with Adam optimizer for 30 epochs with the learning rate set as \( 10^{-4} \), and the batch size set as 1024.

To verify the proposed feature is effective on sentence level pronunciation scoring, the GOP based methods are tested including classic GOP \([3]\) and latest TAScore \([5]\). To show the ordinal regression is effective, we trained a deep neural network-based regressor (NNR) with the proposed sentence level feature as comparative models.

To train the NNR, all samples’ features are extracted by FE module denoted by \( f \). Let \((x_i, y_i)\) be the \( i \)-th samples in training dataset, and the NNR is trained on \( D_f = \{(f(x_i), y_i)\} \).

The NNR contains three ReLU activated hidden layers with hidden units are 128, 256 and 128, respectively. The output layer has single unit without activation function. The NNR is trained by Adam optimizer for 30 epochs with learning rate set as \( 10^{-4} \), the Mean Square Error (MSE) as shown as Eq.9 is selected as the loss function. The preliminary experiments denote that training with a smaller batch size could improve training speed and performance. Hence, the batch size in the NNR model is set to 4.

\[
MSE(x, y) = (x - y)^2 \tag{9}
\]

All the experiments are conducted on five-fold cross-validation. In each fold, 10% of training set was used as validation set, and the validation set for all different models are the same. When training the NNR and the proposed model, the model with the smallest loss on the validation set was used in inference stage.

4.4. Results

The results are shown in Table 1. Compared with the GOP-based algorithm, the FE+NNR model obtains at least 17.3% and 16.7% relative improvement in PCC and SCC, respectively. These results indicate that the proposed sentence level feature is much more suitable for sentence level pronunciation assessment than GOP.

Comparing with the FE+NNR model, the proposed model gets at least 2.0%, 4.1% and 3.5% relative performance improvement in MAE, PCC and SCC, respectively. The proposed ORARS-based framework is effective for improving pronunciation assessment over the tested algorithms.

With the sentence level feature vector and the proposed ORARS-based framework, we have improved the performance of sentence level pronunciation assessment. The proposed model, achieves at least 26.9% and 20.8% relative improvement over the GOP-based methods. When a better acoustic model is available, more improvement can be achieved.

Compared with the inter-rater reliability, the proposed method shows even better performance and achieves human-parity.

5. CONCLUSION

In this study, we proposed a new set of feature vectors, aGOP and cGOP, for effective assessment of pronunciation proficiency of a given speech utterance. Additionally, the rank ordering information in the training set, which is pre-assessed (MOS scored) by human listeners for every sentence, is also exploited to train an ordinal regression-based binary classifier via an arrangement of anchored reference samples for more performance improvement. The new set of features and the ordinal regression based binary classification, when tested on the Microsoft mTutor ESL speech database, can improve the assessment performance measured by the Pearson correlation coefficient by 27.2%, relatively, over the traditional GOP-based approach. In comparing with human evaluation, the new assessment achieves a performance of human-parity or better and a smaller mean absolute error.

| Acoustic Model | Algorithm | MAE | PCC | SCC |
|----------------|-----------|-----|-----|-----|
| AM1            | GOP       | /   | 0.51| 0.48|
|                | TAScore   | /   | 0.52| 0.48|
|                | FE+NNR    | 0.51| 0.61| 0.56|
|                | Proposed  | 0.50| 0.66| 0.58|
| AM2            | GOP       | /   | 0.50| 0.48|
|                | TAScore   | /   | 0.51| 0.49|
|                | FE+NNR    | 0.45| 0.74| 0.67|
|                | Proposed  | 0.42| 0.77| 0.70|

\(^{*}\)Human rating is computer by inter-rater method.
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