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In this paper, a decision-making system for precision marketing is presented to deal with real-world problems based on real e-business data collected in a company in Beijing. During the data preprocessing, the authors conducted a cleaning course to make sure the data to be analyzed in the latter part of the paper were credential. Based on the processed data, the authors analyzed consumer purchasing behaviors using three classic recommendation algorithms and made a performance comparison of the three algorithms. At the end of this paper, the authors proposed a series of precision marketing strategies which had been adopted by the data source company and had been proved to be effective in improving the performance.

1. Introduction

With the boom of e-commerce, shopping online is becoming more and more popular around the world. In China, for instance, the annual volume of online retail sales reached RMB 10,632.4 billion in 2019. While shopping online, consumers often find themselves overwhelmed by massive information of product and service. It is a challenge to deliver each consumer with best-matched options of products and services out of hundreds of thousands of candidates. To recommend desired products and services to consumers, people developed recommendation systems [1–4].

For e-commerce companies, matching consumers with the most appropriate products and services is the key to improve users’ satisfaction and loyalty and consequently corporates’ competitiveness. That is the reason why personalized recommendation systems are developed. Such systems enable quick and accurate matching between items and potential users. With convincing results from practice, they are widely adopted by online business operators, including Internet giants like Amazon, Google, and Alibaba.

A personalized recommendation system is not independent, but a module attached to a main website as an IT tool. Based on analysis of demographic information, behaviors, and preferences of website visitors, the system is able to identify what attracts them the most within minutes. The principle of personalized recommendation is to present consumers with the products they are most likely to purchase. Thus, it can save time for consumers by navigating them to the desired information more efficiently.

Personalized recommendation systems have been widely adopted by e-commerce, social network, and personalized music and video services providing entities and by other platforms that interact with users. Personalized recommendation systems developed for e-commerce are able to analyze and generate forecasts with big data. They also enable efficient use of data derived from customers to
determine their personal preferences. With such a system in place, performance indicators of enterprises such as profit margin and number of active customers of a given time window can be greatly improved.

In this paper, in order to demonstrate the role of personalized recommendation systems, we base our research on a real-world scenario of an enterprise located in Beijing. We developed a decision-making system to support its precision marketing with the aid of online transaction data. After preprocessing of original data, three different algorithms were used, and their performance in the recommended scenario was compared. On this basis, we suggested a series of marketing strategies geared to the needs of customers. The proposed algorithm and strategies have been adopted by the enterprise which led to good performance.

2. Relevant Research Studies

Personalized recommendation systems can be roughly categorized into collaborative filtering-based type and content-based type. The first type of system mainly uses similarity within users or among products to make recommendations. Such collaborative filtering can be model-based [5] or neighbor-based [6, 7]. The most common model-based collaborative filtering algorithm and neighbor-based collaborative filtering algorithm are SVD and KNN, respectively.

2.1. Singular Value Decomposition (SVD). SVD is a step in collaborative filtering. In the course of matrix decomposition, it decomposes high-dimensional data through dimensionality reduction to obtain main influential factors for user ratings. Alternatively, SVD can be used to predict hidden factors related to users or items through model training and to make corresponding recommendations. In order to address inadequate rating information and the lack of user or item characteristics in SVD rating models, a Biased-SVD model was brought forward by Koren et al. [8, 9]. Later, Koren and Bell integrated an implicit item feedback function into the Biased-SVD rating prediction model, introducing the notion of SVD++ (matrix decomposition based on implicit feedback of items) to reduce the error in rating prediction [10]. In order to address the problem that rating prediction results obtained from SVD++ may lie out of a recommended rating range, Tan et al. [11] proposed PBESVD++ (Proportion-based Baseline Estimate SVD++), a proportion-based rating prediction model dealing appropriately with rating differences among users. Saia et al. [12] improved the SVD++ algorithm from the perspective of item popularity, focusing on the impact of popular items on user purchase behaviors, and proposed PSVD++ based on item popularity (Popularity-Based SVD++). Panagiotis et al. [13] put forward a multidimensional matrix factorization model called XSVD++ and combined it with collaborative filtering algorithm to improve accuracy of rating prediction.

The core concept of the SVD++ model involves linking user interests to corresponding items through implicit feature relationships. It merges implicit feedback information about users and items and maps such information into a joint implicit semantic space with a factor dimension of $f$. The interaction between users and items is then modeled as the inner product of the space [14].

2.2. K-Nearest Neighbors (KNN). The KNN algorithm is a simple and efficient data classification method. Initially brought forward by Cover et al. in 1968, it is theoretically mature and is one of the simplest machine learning approaches [15]. The core idea of the algorithm involves the following steps. Training samples and samples to be classified in a given dataset are first identified. The similarity distances between samples to be classified and training samples of known categories in the dataset are then calculated. The distances thus obtained are sorted by value, and $K$ samples of known categories with the shortest distances are selected. Next, the weights of the samples to be classified and these $K$ neighboring samples are derived and compared. After that, the samples to be classified with the largest weight are included in the category, and the label of this category is given as an output [16].

2.2.1. User KNN. The similarity among users is the main factor evaluated by User KNN algorithm. Through score weighting of the nearest neighbor set, the rating for specified items by a target user can be predicted. On this basis, items followed by users with the same preferences as the target user but not yet followed by the target user are recommended to the latter.

In 1994, user-based collaborative filtering algorithm was first proposed by GroupLens [17]. The main principle of this algorithm is to obtain a current user’s rating for an item based on those given by similar neighbors. In real life, this practice is easily accepted. Since similar users tend to have similar preferences, rating for an item by a current user can be generally inferred from ratings offered by similar users. This enables prediction of current user rating and generation of corresponding recommendations.

2.2.2. Item KNN. Item KNN algorithm and User KNN algorithm follow quite similar implementation principles. The difference is that the former evaluates similarity between items. In 2001, Sarwar et al. proposed a collaborative filtering approach based on items, and the approach was later applied by Amazon with good recommendation results [18]. Its underlying idea is that users tend to like items similar to their favorites. By finding such similar items, appropriate recommendations can be made to users.

Although Item KNN algorithm and User KNN algorithm share similar implementation steps, it should be noted that in the case of massive users, item recommendations are typically supported by the item-based collaborative filtering algorithm for two reasons: first, a large number of users relative to items would require more computing time;
second, due to the sparse nature of rating data from typical users, similarity calculation based on items is more accurate. Therefore, the collaborative filtering algorithm based on items is able to identify similar items more quickly and accurately and consequently leads to more targeted recommendations.

3. Precision Marketing Framework with a Recommendation System

This section details the framework employed in this study. The framework is presented in Figure 1, which mainly includes data preprocessing, statistical analysis, user portrait generation, and recommendation algorithm.

3.1. Data Processing. In the real-life case adopted in this research, all data were obtained from the e-business operated by a Beijing-based company. An App named T-App was developed by the company in June 2017. It is an integrated service platform including both administration and service functions for its employees and business partners. Users of T-App are completely different from those of large-scale e-commerce platforms such as TMall.com and JD.com. Since the users are mostly employees and business partners working in the same environment, their purchasing behaviors are relatively stable and repeatable. In view of these characteristics, T-App can be classified as a typical community-based e-commerce platform [19].

Data preprocessing is a time-consuming task that can be divided into two parts: data acquisition and data cleaning [20–22]. While the acquisition part is intended to guarantee availability of data, the cleaning part is designed to ensure high data quality [23, 24]. Data acquisition mainly involves collecting useful information from original transaction data. This platform generates two types of transaction data from cooked food sales and fruit sales, respectively. The cooked food data are collected from 1,209 consumers with 14,912 transaction entries in total, and the fruit data are collected from 196 consumers with 985 transaction entries in total.

During data cleaning process, errors in original data were corrected in order to set up a standard dataset for further analysis. Typically, abnormal data may include the following:

1. Purchasing orders for testing purpose created by App developers.
2. Unpaid orders.
3. Unclear purchasing behaviors of departing employees.

In this research, 4,000 cooked food data entries and 430 fruit data entries were considered to be abnormal and hence removed. Following that, a basic dataset with 10,343 cooked food data entries and 541 fruit data entries was established.

3.2. Dimensions for Statistical Analysis. In order to describe the consumers’ purchasing behaviors, we conducted statistical analyses in dimensions of item, time, and consumer. The item dimension was mainly evaluated in terms of total sales, monthly sales, and Top-K values of all items. The time dimension primarily referred to weekly, monthly, and annual cumulative sales. Daily peak purchasing hours were accounted for as well. In the user dimension, top 20% users with the highest purchasing amount were selected for analysis. Meanwhile, special case analysis was performed on top 1%, top 5%, and top 15% users with user portraits, respectively.

The statistical analysis clearly revealed different factors, including Top-K values of the most popular food/fruit varieties, Top-K values of the most valuable consumers, peak purchasing hours, etc.

3.3. User Portrait. User portrait is an intuitive way to present consumers’ purchasing behaviors. In this paper, user portrait is described in three aspects: demographic information, behavior information, and demand information. Among them, demographic information includes basic information and social attributes; behavior information includes consumption and use behaviors; demand information includes preferences and potential demands. Jointly, they enable the creation of a user label to describe and classify consumers concisely.

A user portrait is perceived as a virtual representation of a real user. As one of the most powerful user research tools of big data analysis, it incorporates pertinent information such as users’ psychology, behavior, real-time status, and scenario demand into an e-commerce service platform, thereby realizing marketing well targeted at users. Depending on different behaviors and individual characters of target users, user groups can be defined for separate feature extractions. Each user in a group can be assigned with a label. Such grouping and labeling process leads to user portraits with rich user information. Simply put, a user portrait serves as a label containing certain user characteristics such as basic properties, behavioral tendencies, interests, and preferences. It can be used to describe and categorize people in a simple way. In this paper, user portraits mainly contains two perspectives: basic information and behavior information. Basic information includes simple user profile data including name, gender, and age. Behavior information is mainly derived from purchasing data, including price, time, and consuming preferences. A user portrait example is given in Figure 2.

In this paper, consumers are sorted by total purchasing amount. In the following paragraphs, top 20% and top 50% consumers are taken as examples to present their user portraits in detail. In our research, user purchasing habits and preferences were derived from their behavior data, and
corresponding labels were then assigned to them, as shown in Figures 3 and 4.

Following user portrait generation, we employed the data of top 20% and 50% users to test our recommendation algorithms. In the next section, results of three classical algorithms are given and compared.

4. Recommendation Algorithms

In this section, results of performance comparison of three classic recommendation algorithms are given. These algorithms were run with LibRec package in Java environment. Without loss of generality, the recommendation results of these algorithms were compared for top 5%, 20%, and 50% users, respectively. The comparison is intended to find the best recommendation algorithm that can reflect their personal preferences most accurately.

In our research, we took 99% of the total data produced by users during purchase with T-App as test data and the remaining 1% as training data. Based on actual circumstances, we used the following indices for comparison between the three recommendation algorithms.

(1) Proportion of recommendations coinciding with past purchasing records: this reveals how many recommendations point to previously purchased items. The higher this proportion is, the more dependable the recommendations would be, and vice versa.

(2) Maximum recommendation index: after calculation of similarity among users or that among items, an algorithm ranks the items recommended to a user based on their recommendation index. The one with the highest ranking corresponds to the maximum recommendation index.

(3) Average recommendation index: for each of the algorithms, an average recommendation index of all items recommended to a user is calculated to reflect the level of suitability of the algorithm for the T-App dataset.

The recommendation results from the three algorithms are shown in Tables 1, 2, and 3, respectively.

Data above show that SVD++ provides better results than KNN and that User KNN provides better results than
Loyal customers

Strong consumption

Rich variety of goods purchased

Buying time mostly in non-working hours

Preference for pork cooked food

Prefer to buy staple food of pies

Non-meal card payment

Mulberry fruits are preferred

Table 1: Comparison of performance results for the top 5% users.

| Top 5% users | SVD++ | User KNN | Item KNN |
|--------------|-------|----------|----------|
| Proportion of recommendations coinciding with past purchase records | 40%   | 30%      | 20%      |
| Maximum recommendation index      | 43.45 | 17.57    | 3.07     |
| Average recommendation index      | 19.92 | 10.78    | 2.32     |

Table 2: Comparison of performance results for the top 20% users.

| Top 20% users | SVD++   | User KNN | Item KNN |
|----------------|---------|----------|----------|
| Proportion of recommendations coinciding with past purchase records | 30%    | 20%      | 10%      |
| Maximum recommendation index | 38.60   | 17.40    | 3.43     |
| Average recommendation index | 14.79   | 10.98    | 2.38     |
Item KNN. Furthermore, the following can also be concluded.

1. Compared with the KNN recommendation algorithm, the SVD++ recommendation algorithm fits the scenario presented in this paper much better.
2. The KNN algorithm often performs well on/with large e-commerce platforms. A small data size and multiple repurchasing behaviors in a relatively stable community may weaken its performance as well.
3. The recommendation results from Item KNN are not as accurate as reported in many references. It may be a result of the small scale of item dataset adopted in this research.

Based on the findings above, the Item KNN algorithm was recommended to the managers of the company under research. By using the results of our K-means clustering study, a completely new precision marketing strategy was developed and adopted by the company. It was proved to be very successful in practice.

5. Conclusions

In this paper, based on a real case, a decision-making system for precision marketing is proposed to address real problems faced by a Beijing-based company. In our research, data processing was first conducted, involving both data acquisition and data cleaning. A standard dataset was then obtained on this basis. Next, we performed statistical analyses in dimensions of item, time, and consumer to capture the consumers’ purchase behaviors. With results of such analyses, we presented consumers’ purchasing behaviors in an intuitive way—user portrait. Finally, we made a performance comparison among three classic recommendation algorithms on LibRec with Java language.

What we presented with this new research framework can effectively support the decision-making process in e-commerce companies and help to improve performance. In our study, customers are clustered into different groups based on their purchasing behaviors. Different CRM strategies are proposed accordingly to gain a high level of customer satisfaction. For instance, promotion activities can be held during peak purchasing hours. Top 3 popular products can be recommended to customers with high satisfaction permanently. Some new products can be widely promoted among active customers. The improvement results in some key performance indicators are given in brief as follows: the number of daily/monthly active customers has grown by 529, the total purchase volume has increased by 279%, and the total consumption amount has increased by 101.97%.

**Table 3: Comparison of performance results for the top 50% users.**

| Top 50% users | SVD++ | User KNN | Item KNN |
|---------------|-------|----------|----------|
| Proportion of recommendations coinciding with past purchase records | 10% | 10% | 0 |
| Maximum recommendation index | 18.12 | 16.52 | 2.27 |
| Average recommendation index | 8.33 | 7.34 | 1.93 |
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