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Abstract—Recent studies on computer vision mainly focus on natural images that express real-world scenes. They achieve outstanding performance on diverse tasks such as visual question answering. Diagrams are a special form of visual expression that frequently appears in the education field and is of great significance for learners to understand multimodal knowledge. Current research on diagrams preliminarily focuses on natural disciplines such as Biology and Geography, whose expressions are still similar to natural images. Another type of diagrams such as from Computer Science is composed of graphics containing complex topologies and relations, and research on this type of diagrams is still blank. The main challenges of graphic diagrams understanding are the rarity of data and the confusion of semantics, which are mainly reflected in the diversity of expressions. In this paper, we construct a novel dataset of graphic diagrams named Computer Science Diagrams (CSDia). It contains more than 1,200 diagrams and exhaustive annotations of objects and relations. Considering the visual noises caused by the various expressions in diagrams, we introduce the topology of diagrams to parse topological structure. After that, we propose Diagram Parsing Net (DPN) to represent the diagram from three branches: topology, visual feature, and text, and apply the model to the diagram classification task to evaluate the ability of diagrams understanding. The results show the effectiveness of the proposed DPN on diagrams understanding.

Index Terms—Diagrams Understanding, Topology, Computer Science.

I. INTRODUCTION

In recent years, some research on computer vision including image classification [1], semantic segmentation [2], and visual question answering [3] have been hot spots. Most of the studies are limited to natural images on datasets such as COCO [4], Flickr [5], and Visual Genome [6] constructed from real-world scenes. However, driven by intelligent education, novel tasks including multimodal knowledge fusion [7], textbook question answering [8] emerge in the computer vision community. Effectively capture the knowledge in diagrams and understand them are critical technologies of the above mentioned tasks.

Diagrams are an extremely common visual form in the education field, they express various knowledge concepts in the educational scenes with more abstract semantics. They mostly exist in textbooks, blogs, and encyclopedias. Diagrams can be divided into two types according to their constituent elements. Existing research mainly focuses on the first type, which is from the Biology, Geography and other natural disciplines. The expression of these diagrams is similar to the natural images. Taking the food chain diagram as an example, the objects in it are mainly composed of things in natural scenes such as animals and plants. As shown in Fig. 1, the second type is composed of graphic objects, such as circles, rectangles, and triangles. These diagrams are visually simple, but contain rich semantic information. The relations between objects are no longer limited to spatial relations, but including complex logical relations. In Fig. 1a, the arrows between the threads and the data of deadlock indicate the required relations. In Fig. 1b, the root node and leaf nodes of the binary tree have parent-child topological relations. Understanding the second type of the diagrams is more challenging, mainly due to the following two challenges.

The first challenge is semantic confusion. The graphic itself does not have specific semantic, only when it is attached to a certain knowledge concept. This is mainly reflected in two problems: the first problem is similar to the polysemous words in natural language processing, which is one object can be given different semantics under different knowledge concepts. For example, the rectangle has different meanings in the deadlock and the binary tree. In Fig. 1a, it can represent the thread of the deadlock. While in Fig. 1b, the rectangle can represent the root node or leaf node of the binary tree. The second problem is similar to the synonymous words, which means one knowledge concept in diagrams has various expressions. When expressing a binary tree with the same topology in Computer Science domain, its nodes can be represented by rectangles (Fig. 1b), circles (Fig. 1c), or simple strokes (Fig. 1d).

Fig. 1: Diagrams examples of deadlock: (a) and binary tree: (b), (c), and (d).
The second challenge is lack of data. High-quality data that can be used in the research on diagram is difficult to obtain, relevant datasets are very scarce. The main reason is that the annotation of the diagrams is complicated. Firstly, due to the diagram involves a wide range of subjects and contains complex knowledge concepts, the annotators need rich knowledge backgrounds, and it takes long time to read and understand the content of the corresponding textbooks. In order to make the annotation form and content consistent, it is necessary to formulate terminology rules for incompatible subjects. Secondly, diagrams annotation needs a finer granularity than the natural images because of the semantic confusion. Using the annotation method in this paper, it takes an average of twenty minutes for a graduate student to annotate a diagram in Computer Science domain, while the annotation of natural images is often instantaneous.

In this paper, we construct a dataset named Computer Science Diagrams (CSDia). It contains 1,294 diagrams from Computer Science courses, with more than 30,000 rich annotations. CSDia is the first diagram dataset in Computer Science domain, which can be used in different tasks such as object detection and multimodal knowledge fusion. Compared with other existing diagram datasets, CSDia is composed of geometric shapes, which are more challenging to understand due to semantic confusion and lack of data. Hence we propose a novel method for generating the topology of diagram, and make a preliminary attempt to understand these diagrams. This method reduces the visual noise caused by variety of expressions, and enhances the topological structures of diagrams. In the condition, we apply the topology into a new classification model Diagram Parsing Net (DPN) that also combines visual feature and text, to test whether the method understands the diagrams well.

Our contributions include: (a) A new diagram dataset named CSDia for visual research in the Computer Science domain; (b) A novel method of generating the topology to parse the diagrams; (c) A model for diagram classification which considers CNN features, topology, and text information of the diagrams in three branches, and is evaluated with baselines on the CSDia dataset.

II. RELATED WORK

Diagrams are widely used as a form of expression in educational resources to intuitively express the characteristics of the knowledge concepts in visual form, and make learners better understand the connotation of the concepts. Diagrams understanding is of great significance, but little attention is paid to it.

Specifically, the research of diagrams originated in the 1990s. In the early days, researchers generally used traditional rule-based methods to study diagrams. They completed tasks such as diagram analysis, classification, and geometric question answering. Watanabe et al. [9] proposed a method for analyzing the pictorial book of flora (PBF) diagrams by using natural language information and layout information. The limitation is the inefficient way of using handwritten rules to extract and represent the diagrams. Ferguson et al. [10] created a spatial reasoning engine to generate qualitative spatial descriptions from line drawings. They also proposed a model of repetition and symmetry detection which can model human cognitive process when reading repetition based diagrams [11]. Later, Futrelle et al. [12] studied the extraction of the diagrams from PDF documents, and performed a classification task on it, but only for bar, non-bar diagrams. As for geometric question answering problems, Seo et al. [13] identified visual elements in a diagram while maximizing agreement between textual and visual data to build an automated system that can solve geometry questions. Sachan et al. [14] used detailed demonstrative solutions in natural language to solve geometry problems using axiomatic knowledge.

Recent years, methods based on deep learning have been widely used in diagram studies, such as textbook question answering and illustrations classification tasks. Specifically, Kembhavi et al. [15] introduced the Diagram Parse Graphs (DPG) as the representation to model the structure of diagrams and used it for semantic interpretation and reasoning tasks. The experiments were conducted on AI2 Diagrams (AI2D) dataset which contains diagrams from elementary school science textbooks. They also tested three different types of deep learning models on the textbook question answering task on Textbook Question Answering (TQA) dataset containing diagrams from life, earth and physics textbooks. So far, the AI2D and TQA datasets are the most widely used for diagram-related tasks [16]–[18]. Later, Morris et al. [19] used a standard deep neural architecture MobileNetV2 [20] achieve the task of classifying educational illustrations on the dataset named SlidImages.

To sum up, early rule-based methods are often used for specific data such as histograms and non-histograms. The methods are inefficient and have limited capabilities for diagrams representation. Deep learning-based methods solve more difficult tasks, but the datasets used for verification such as AI2D and TQA still focus on natural disciplines which are quite different from the diagrams we try to explore. Therefore, it is of great significance to construct a diagram dataset composed of pure geometric shapes and study how to parse them.

| TABLE I: Sources of CSDia dataset. |
|------------------------------------|
| **English textbook**              | Data Structure and Algorithm Analysis in C [21] |
|                                   | Algorithms and Data Structures: The Basic Toolbox [22] |
| **Chinese textbook**              | 数据结构高分笔记 (High Score Notes of Data Structure) [23] |
|                                   | 数据结构C语言版 (Data Structure C version) [24] |
|                                   | 计算机操作系统 (Computer Operating System) [25] |
|                                   | 计算机组组成原理 (Principles of Computer Organization) [26] |
|                                   | 数字逻辑电路 (Digital Logic Circuit) [27] |
| **Blog**                          | Zhihu [28] |
|                                   | Chinese Software Developer Network [29] |
|                                   | Douban [30] |
| **Encyclopedia**                  | Baidu pedia [31] |
|                                   | Wiki pedia [32] |
III. The CSDia Dataset

In this section, we introduce the construction process of CSDia dataset. The process contains two procedures: (1) Diagram collection; (2) Diagram annotation, which contains global attributes, objects and relations. We introduce the above two procedures in detail in III-A and III-B. The construction of this dataset takes five months in total. We recruited twelve students as annotators from the department of Computer Science, including four third grade undergraduates, two fourth grade undergraduates, and six graduate students. We confirm these annotators have taken relevant courses of the diagrams and have qualified knowledge background. The annotators use unified concepts according to the textbook *Data Structure and Algorithm Analysis* as the first benchmark.

A. Diagram Collection

Due to the scarcity of diagrams, we use a multi-source method to collect them. Specifically, we select textbooks, blogs, encyclopedias as data sources of the CSDia other than crawling. See TABLE I for detailed sources. Examples of various sources are shown in Fig. 2.

In order to ensure the quality of the collected diagrams, we adopt a semi-automatic filtering method to purify the preliminary collected data. Specifically, for high-quality diagrams sources such as textbooks, encyclopedias, and blogs, the diagrams are directed manually selected by the annotators. We use these data as positive examples of diagrams, and various scenes in the COCO dataset as negative examples of natural images, to train a binary classifier (diagrams-natural images classifier). We use VGG16 [28] as the basic network, without using the pre-trained model. The images are processed with gray scale as inputs, and finally the accuracy of filtering diagrams can reach 99.46%. We use the trained model for the data obtained by the search engine crawling. Finally, the data from all sources can reach a higher quality. Examples of each category in the CSDia dataset are shown in the Fig. 3.

B. Diagram Annotation

Consistent with the cognitive law of things, we set the annotation process of the diagram from global to local, which also makes the annotation information to assist tasks at different granularities. As shown in Fig. 3 drawing on the way of natural images annotation, we set fine-grained annotations on the global attributes, objects and relations.

**Global attribute.** The premise of the vast majority of diagram-related research is to have an overall understanding of it. The content summarizes the knowledge concepts and describes the information of the diagrams macroscopically. This part of the annotation includes source, class and description. As Fig. 3 shows, the source records current collection of the diagram in detail. When coming from a textbook, the book title, page number are labeled. If it comes from the Internet, the URL is labeled. The class indicates the knowledge unit to which the diagram belongs. The description is a brief textual summary of the knowledge unit expressed by the diagram. If the description is in the source of the diagram, it is recorded directly, such as the contextual explanation in the textbook. If not, it is summarized manually based on relevant knowledge.

**Object.** The objects in a diagram refer to the constituent elements in the current knowledge concept, such as the nodes of the binary tree and the head of the queue. Most of the objects in the diagrams of Computer Science are geometric shapes, and some text information are attached as supplement descriptions around them. As shown in Fig. 3, we use rectangular bounding boxes to locate the objects in a four-dimensional coordinate form. Then we give each object four-aspect annotations, including id, type, label, and description. Among them, the id is a unique identification number starting from one for each object. The type means that we divide objects into two groups: semantic shapes (such as circular stack node) and logical symbols (such as arrows). The label is the subcategory of the object under the knowledge unit. The description contains other related information of the objects, such as the weight of the node, the head node of the queue, or the text around the object.

**Relation.** Diagrams depict complex phenomena and higher-order relations between objects that go well beyond what a single natural image can convey [15], such as link relations between linked list nodes, and parent-child relations between binary tree nodes. Due to this characteristic, we attach annotations to various logical relation symbols, such as arrows, lines. Similarly, we first use rectangular bounding boxes to locate the logical symbols. We give each relation three-aspect annotations, including id, label and relation triple. Among them, the id is a unique identification number for each relation. The label indicates the type of symbols on which the relation depends, such as arrow and line. The relation triple indicates the objects and the logic symbol involved in a relation, such as <1.arrow,3> in Fig. 4.

C. Statistic

CSDia dataset contains a total of 1,294 diagrams in 12 categories from five undergraduate courses: *Data structure, Principles of Computer Networks, Computer Architecture, Digital Logic Circuit*, and *Computer Operating System*. On the whole, CSDia contains annotations of more than 11,000 objects and 5,600 relations. As shown in TABLE II, each category of the dataset is unbalanced, ranging from 71 to 150 per class. We split diagrams into 951 for training sets and 343 for test sets.

IV. Approach

In this section, we propose a new model for the diagram classification task. The model combines the CNN features of the diagram, CNN features of the topology and text information from three branches. It improves the ability of traditional deep models extracting features from diagrams with abstract representations. In our model, the topology branch is
the key point. This branch can extract effective features such as objects positions and structural relations, and provide support for understanding the diagram. We introduce the framework and logic topology in [IV-A] and [IV-B] respectively.

A. Diagram Parsing Net

As shown in Fig. [5], we propose DPN to achieve the classification task on CSDia. The model is divided into three branches to analyze the diagrams. With a input diagram, we consider its RGB feature $X$. Firstly, in the original diagram branch of model (central of Fig. 5), we use the traditional CNN network such as ResNet for feature extraction:

$$v^d = f_\theta(X),$$

where $f_\theta(\cdot)$ is the deep non-linear function with the parameter set $\theta$ for the CNN network, $v^d$ is the embedding vector of the input diagram.

Secondly, because most of the diagrams are accompanied by relevant text information, which plays a great role in the understanding of the knowledge unit, we use text branch (up part of the Fig. 5) to parse it. With Optical Character Recognition (OCR) technology, the words identified from the diagram are in the set $T = \{t_1, ..., t_k\}$. We use the pre-trained GloVe model to convert the extracted words into vectors:

$$w_i = f_{\text{GloVe}}(t_i), i = 1, ..., k,$$

$$x^t = \text{Pool}([w_1; ...; w_k]),$$

where $f_{\text{GloVe}}(\cdot)$ is the function of pre-trained GloVe model, $[\cdot]$ is the concatenation operation, $w_i$ is the vector of each word $t_i$ after embedding, $x^t$ is the vector after average pooling function of all word vectors in the diagram. We use a fully connected layer to process the resulting vector $x^t$.

$$v^t = \text{Relu}(W_t x^t + b_t),$$
where $W_t$ is the weight matrix to be optimized, $b_t$ is the bias vector, and $\text{Relu}(\cdot)$ is the activation function that limits the output element to be positive. In this condition, the representation vector of the text in the diagram is obtained as $v_t$.

Thirdly is the topology branch in the down part of Fig. 5, whose function is to extract the topological structures and objects locations information inside the diagram, thereby reducing the visual noises.

$$X^* = g(X, B),$$

where $g(\cdot)$ is the generation function of the topology with input $X$ and bounding boxes location of each object $B$. $X^*$ is the generated single channel diagram of the topology. Similarly, we use the same CNN network to process the topology:

$$v^l = f_\psi(X^*)$$

where $f_\psi(\cdot)$ is the deep non-linear function with the parameter set $\psi$ for the CNN network, $v^l$ is the embedding vector of the topology.

Finally, the diagram $X$ is represented as the vector $r$ that combines the three-branch information as follows:

$$r = \text{Relu}(W_d[v^d; v^t; v^l] + b_d),$$

where $[\cdot]$ is the concatenation operation, $W_d$ is the weight matrix to be optimized, and $b_d$ is the bias vector. Then we feed the vector into the classifier to get the category probability distribution vector $s$:

$$s = \text{Softmax}(f_\phi(r)),$$

where $f_\phi(\cdot)$ is the multi-layer perceptron (MLP) network that takes one vector as input and includes the same hidden neurons as the categories at the output layer with the parameters $\phi$. The function $\text{Softmax}(\cdot)$ is to normalize the output variable of MLP for probability of the category. Finally, the category corresponding to the maximum value in $s$ is the result of classification.

**B. Generation of the Topology**

The topology is a highly abstract and general expression of the diagram, which is the $g(\cdot)$ in Equation (5). It removes the noise caused by different visual elements, and only retains the locations and structural relations in the diagrams. For example, three binary trees in Fig. 5 express the same topology but have various forms of visual expressions. When classifying the knowledge concepts represented by these diagrams, the

---

**TABLE II: Detailed statistics for each category in CSDia.**

| Category           | Diagrams | Objects | Relations |
|--------------------|----------|---------|-----------|
| Array list         | 100      | 583     | 468       |
| Linked list        | 74       | 626     | 375       |
| Binary tree        | 150      | 1,323   | 590       |
| Non-Binary tree    | 150      | 1,489   | 651       |
| Queue              | 150      | 1,261   | 444       |
| Stack              | 150      | 540     | 403       |
| Directed graph     | 71       | 695     | 377       |
| Undirected graph   | 79       | 828     | 437       |
| Deadlock           | 100      | 840     | 423       |
| Flow chart         | 100      | 985     | 458       |
| Logic circuit      | 70       | 913     | 432       |
| Network topology   | 100      | 1,593   | 517       |
| Total              | 1,294    | 11,776  | 5,675     |
The topological diagram is to reconstruct a diagram in a unified form after extracting the objects and relations of the original diagram. Among them, we use circles to represent all objects as abstract objects. Firstly, all objects in a diagram can be expressed as a set $O = \{o_i | i = 1, ..., k\}$, the central coordinate of the generated circle $(x_i, y_i)$ according to object $o_i$ is determined as the following way:

$$x_i = (W_r^i - W_l^i)/2,$$

$$y_i = (H_u^i - H_l^i)/2,$$

where $W_r^i$ and $W_l^i$ are the coordinates of the right and left borders of the object’s bounding box respectively, $H_u^i$ and $H_l^i$ are the coordinates of the upper and lower borders of the object’s bounding box respectively. Then, the radius of the circle $r_i$ is defined in the following method:

$$B_i^W = W_r^i - W_l^i,$$

$$B_i^H = H_u^i - H_l^i,$$

$$r_i = \lambda \times \sqrt{B_i^H \times B_i^W / \pi},$$

where $B_i^W$ and $B_i^H$ are the width and height of bounding box, respectively. In Equation (13), $\lambda$ is a regularization parameter. The purpose is to normalize the size of the generated circle with respect to the entire canvas, so as to avoid the situation of being too large or too small. It can be calculated by the following formula:

$$\lambda = \sqrt{H \times W} / 10,$$

where $H$ and $W$ are the height and width of the entire canvas, respectively. The calculation formula of the normalization coefficient is an empirical formula. We find that when the times of root is larger, the content of the canvas is better distributed, so the method of eighth root is selected. In practical applications, it is appropriate to select the times greater than five.

Next step is to generate a representation of the relation between objects. In the diagrams, part of the relations are directed, such as a directed graph in data structure or a flow relation in a flowchart. Part of the relations are undirected, such as the edges in a binary tree. Whether the relation is directional or undirected, it is of great significance to the topology of the entire diagram. We consider the following method to distinguish them. First of all, for any relation, it is dependent on two objects. We call these two objects the head and the tail of the relation, which are the two circles generated by above method. The way to generate the abstract relation is to determine an edge with a certain width between the head object and the tail object. We generated undirected relations according to the following formula:

$$Line_{head} = Line_{tail} = (r_{head} + r_{tail})/2,$$

Where $r_{head}$ and $r_{tail}$ are the radius of the circle of the head object and the tail object respectively. $Line_{head}$ and $Line_{tail}$ are the width of the relation line at the head and tail object, respectively. For directed relations, the calculation is as follows:

$$Line_{head} = 0, \quad Line_{tail} = r_{tail},$$

where $r_{tail}$ is the radius of the circle of the tail object. $Line_{head}$ and $Line_{tail}$ are the width of the relation line at the head and tail object, respectively. The topology generated by the above method is shown in Fig. 5. It can be seen that the above method can well represent the structure and relation information of the diagram, and can distinguish different types of relations.
V. EXPERIMENT

In this section, we conduct rich experiments on the proposed CSDia dataset. \( V^A \) is the experimental setting, \( V^B \) is a comparative analysis of classification methods. In \( V^C \) we conduct ablation experiments to further analyze the contribution of each branch to the classification performance. In \( V^D \) we conduct dimensional and directional analysis of the topology branch.

A. Experimental setting

In all experiments, we use CNN models with parameters pretrained on ImageNet \([30]\) and modify the output dimension of the last fully connected layer. When using OCR to extract text, we select a third-party library called EasyOCR \([31]\). The obtained text is embedded using the pre-trained GloVe model, and the embedding size is set to 50. A two-layer multi-layer perceptron (MLP) is used to reduce the dimensions of three branches with hidden layer size 80. We reduce the diagram feature dimension to 120, the logic structure feature dimension to 100, and the text feature to 40 in \( V^B \) and \( V^C \). We uniformly use the SGD optimizer, with the learning rate \( 4e^{-3} \) for the first 30 epochs, \( 1e^{-4} \) for the last 30 epochs and momentum 0.9. All results are obtained by running after 20 times. The dataset follows the same split as mentioned in III-C.

B. Comparative Analysis

Due to the scarcity of datasets and differences in visual features, the research on diagram classification is still blank. Therefore, in the comparative analysis, we select four state-of-the-art models in the classification of natural images.

- **ResNet** \([32]\): The core idea is the residual connection that skips one or more layers. The motivation for skipping over layers is to avoid the problem of vanishing gradients. Because of its compelling results, ResNet becomes one of the most popular architectures in various computer vision tasks. We use the 50-layer version of the ResNet for all the experiments in this paper.

- **ResNeXt** \([33]\): It is a variant of ResNet, a simple, highly modularized network architecture for image classification. The network is constructed by repeating a building block that aggregates a set of transformations with the same topology.

- **SqueezeNet** \([34]\): This is a lightweight and efficient CNN model for image classification. It has 50 times fewer parameters than AlexNet and maintains AlexNet-level accuracy on ImageNet without compression.

- **MobileNetV2** \([20]\): It is an improved version of MobileNet, which uses linear bottlenecks and inverted residuals technology to further improve the performance.

TABLE III shows the classification performance of the four CNN models used independently and as a backbone in the DPN model. The results show that no matter which CNN model is used, the performance of the DPN has improved when compared with the traditional natural image classification models. On the one hand, when using MobileNetV2, the accuracy of the DPN model increases the least by 6.25%, and it increases the most by 27.44% when using SqueezeNet. On the other hand, DPN gets its best classification performance 92.36% when using ResNet as backbone. The reason why DPN has a more obvious performance improvement is it considers the topological information, text information related to the diagram, which play important roles in the understanding of the diagrams.

C. Ablation Study

In the DPN model, we analyze the diagram from three branches, namely the original diagram, the topology of diagram, and the text in the diagram. In order to explore the contribution of each branch, we design six model variants as shown in TABLE IV. By analyzing the experimental results, we can draw the following conclusions:

- It is difficult to fully understand the diagram by only extracting the CNN features due to its confusion of visual features. It only has a classification accuracy of 77.60% when only the CNN features of diagram is input, which is about 15% lower than using the complete DPN model.

- The topology of diagram plays a significant role in understanding the diagram. When only the diagram is input for comparison, the classification accuracy improves 11.51% when diagram and logic structure are input simultaneously. Even if only the topology is input, the accuracy is increased by 0.87%. It indicates that the method of generating the topology effectively filters the noise at the level of visual elements, while retaining the effective information in the diagram.

- Text information also plays a certain role in diagram understanding task. Compared with the diagram input only, the accuracy improves 6.25% when diagram and text are input simultaneously. The reason is that the knowledge concept contained in the diagram cannot be

| Model        | Acc  | Our model         | Acc  |
|--------------|------|-------------------|------|
| SqueezeNet   | 53.81| DPN with SqueezeNet| 81.25|
| ResNet       | 76.82| DPN with ResNet   | 89.93|
| ResNet50     | 77.60| DPN with ResNet50 | 92.36|
| MobileNetV2  | 83.16| DPN with MobileNetV2| 89.14|

TABLE IV: Results different combinations of the modules in DPN for classification.
D. Impact of Topology

In DPN, the topology plays an extremely important role. In this section, we study the topology in detail from two aspects: dimension and direction.

Firstly, while keeping the dimensions of the other two branches unchanged, the dimension of the topology $v^i$ is varied in [20, 200] with the step of 20. The classification performance curves on CSDia are shown in Fig. 7. The performance changes show a trend of increasing firstly and fluctuating later. The model has better performance when the dimension is greater than 100. The result indicates that it’s suitable to set $v^i$ over 100 when DPN is applied in practical applications. Secondly, we explore the impact of whether to distinguish directions when generating topology for diagram classification. Compared with the generation method introduced in [1], we simply use lines of the same thickness between circles to indicate all relations between objects. TABLE V shows the classification accuracy of each category when only directed or undirected topology is used. The results show that the performance of directed topology is better than undirected topology in general. The improvements are particularly obvious in some categories where the relations are directional. For example, the accuracy of the directed graph is increased by 18.18%, and the accuracy of the linked list is increased by 11.11%.

In the remaining undirected categories, there is no obvious difference in performance between the two methods. It can be concluded that the use of a directed topology is advantageous for analyzing the relation information in the diagrams.

VI. CONCLUSION

We introduce a type of diagram only containing geometric shapes and construct the first dataset CSDia of this type with rich annotations. Based on this dataset, we study the representation and understanding of the diagram. We propose a novel method of generating the topology of the diagram to extract the topological structures and remove visual noises. We propose the DPN model, which analyzes diagram, topology and text in parallel, and use it on the classification task to test the ability of understanding the diagram. Our experimental results show improvements of DPN in understanding diagrams compared to other baselines. Moreover, We further study the role and impact of the topology branch in DPN.

We have released the CSDia dataset and the DPN model on github, which provides convenience for other researchers to do further work on diagram object dectection, textbook question answering and so on. These studies will be conductive to the understanding of multimodal knowledge, so as to the development of the intelligent education.
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