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The semiclassical formalism for numerical calculation of the rate of tunneling transitions induced by $N$ particles with total energy $E$ of order or higher than the height of the barrier is developed. The formalism is applied to the induced false vacuum decay in the massive four-dimensional $-\lambda \phi^4$ model. The decay rate, as a function of $E$ and $N$, is calculated numerically in the range $0.4 \lesssim E/E_{sph} \lesssim 3.5$ and $0.25 \lesssim N/N_{sph} \lesssim 1.0$, where $E_{sph}$ and $N_{sph}$ are the energy and the number of particles in the analog of the sphaleron configuration. The results imply that the two-particle cross section of the false vacuum decay is exponentially suppressed at least up to energies of order $10E_{sph}$. At $E \sim E_{sph}$, this exponential suppression is estimated as about 80% of the zero energy suppression.
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I. INTRODUCTION

Non-perturbative effects related to tunneling play an important role in many field theory models. Two widely known examples are the decay of the metastable (false) vacuum in scalar models and winding number transitions in sigma models and gauge theories at weak coupling. At low energies, these processes are well described by the semiclassical approximation which relies upon the existence of classical (imaginary time) solutions interpolating between initial and final states. In the two examples mentioned above the interpolating solutions are bounce and instanton, respectively. The Euclidean action of these solutions determines the exponential part of the transition rate. It is inversely proportional to the small coupling constant; the transition rate is thus strongly suppressed. In realistic situations, the initial state may contain particles. If these particles have low energies, they can be taken into account perturbatively and merely change the pre-exponential factor.

The situation is different if particles with parametrically high energy are present in the initial state. An example relevant to what follows is high energy scattering in the false vacuum or in the presence of the instanton. If the energy of the collision is of order $1/\lambda$, where $\lambda$ is the small coupling constant, then the application of the semiclassical approximation is not straightforward, despite the fact that the two-particle initial state is perturbative. The probability of induced tunneling transition may, and in fact does depend exponentially on the energy of collision. Quantitative description of this effect is the main purpose of this paper.

The exponential dependence on collision energy is precisely what one expects on physical grounds. The typical situation is illustrated in Fig. 1 which shows a generic profile of the potential energy as a function of field for a model with false vacuum decay. The false vacuum $\phi = 0$ is separated from the true one by the potential barrier whose height $E_{sph}$ is parametrically $m/\lambda$, where $m$ is the mass scale in the model. The intuition based on quantum mechanics suggests that at energies of order $E_{sph}$ the tunneling suppression factor may be substantially reduced or even completely absent. This quantum mechanical intuition, however, should be translated to field theory with care.

The situation is much the same in the case of instanton transitions, at least in models which possess a mass scale at the classical level. An example is the Electroweak Theory where different topological sectors are separated by
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\caption{Generic picture of false vacuum decay induced by particle collisions. The wavy line represents an excited state above the false vacuum.}
\end{figure}

\footnote{Throughout this paper we somewhat loosely use the term “sphaleron” not only for the particular static solution in the Electroweak Theory, but for any static solution sitting in unstable equilibrium on top of the potential barrier and thus characterizing its height. In the problem of false vacuum decay the sphaleron is actually the critical bubble; $E_{sph}$ in the text stands for the sphaleron energy.}
the potential barrier of the height $E_{sph} \sim 10$ TeV \cite{2}. It was found \cite{3} that tunneling between different sectors is enhanced in the presence of high energy particles. Whether the exponential suppression disappears completely at sufficiently high energy is still an open question. Were it possible to observe such transitions in collider experiments, the events would look quite spectacular due to accompanying baryon and lepton number violation \cite{6} (for recent review on baryon number violation see ref. \cite{7}).

As was first noted in refs. \cite{5}, at relatively low energies the corrections to the tunneling rate can be calculated by perturbative expansion in the background of the instanton (bounce). Further studies showed that the actual expansion parameter is $E/E_{sph}$ \cite{8,9,10,11} and the total cross section of the induced tunneling has a remarkable form

$$\sigma_{\text{ind}}(E) \sim \exp \left\{ -\frac{1}{\lambda} F_{HG}(E/E_{sph}) \right\},$$

(1.1)

where the function $F_{HG}(\epsilon)$ is a series in powers of $\epsilon$ (for a review see ref. \cite{12}).

While the perturbation theory in $\epsilon = E/E_{sph}$ is limited to small $\epsilon$, the general form of the total cross section implies that there might exist a semiclassical-type procedure which would allow, at least in principle, to calculate $F_{HG}(\epsilon)$ at $\epsilon \gtrsim 1$. Since the initial state of two highly energetic particles is not semiclassical, the standard semiclassical procedure does not apply and a proper generalization is needed. Such generalization was proposed in refs. \cite{13,14,15}. The formalism of refs. \cite{13,14,15} reduces the calculation of the exponential suppression factor to a certain classical boundary value problem, whose analytical solution is not usually possible\cite{16}. The purpose of this paper is to develop numerical techniques for calculating the function $F_{HG}(E/E_{sph})$ and to demonstrate how this techniques works in a simple model. As an example we consider the induced false vacuum decay in the $-\lambda \phi^4$ theory with the mass term (in a different context, the problem of induced false vacuum decay was previously addressed in refs. \cite{17,18}). The rate of induced tunneling transitions should be calculable by the same method in more realistic models as well.

The motivation for this calculation is the following. Although general arguments imply \cite{18} that the cross section of induced tunneling is exponentially suppressed at all energies (our preliminary numerical results \cite{14} agree with this statement), in realistic models with finite coupling constant the possibility to observe induced tunneling transitions depends on the numerical value of the suppression factor. The only way to estimate this value is by performing direct calculations. This may be of particular importance in condensed matter models where coupling constants are often not very small and even low energy transitions are observable.

The semiclassical approach proposed in refs. \cite{13,14,15} is based on the conjecture that, with exponential accuracy, the two-particle initial state can be substituted by a multiparticle one provided that the number of particles is not parametrically large (although not proven rigorously, this conjecture was checked explicitly in several orders of perturbation theory in $\epsilon$ \cite{16}). The few-particle initial state, in turn, can be considered as a limiting case of truly multiparticle one with the number of particles $N = \nu/\lambda$ when the parameter $\nu$ is sent to zero. For the multiparticle initial state the transition rate is explicitly semiclassical and has the form

$$\sigma(E,N) \sim \exp \left\{ -\frac{1}{\lambda} F(\epsilon,\nu) \right\}. $$

According to the above conjecture, the function $F_{HG}(\epsilon)$ can be reproduced in the limit $\nu \to 0$.

$$\lim_{\nu \to 0} F(\epsilon,\nu) = F_{HG}(\epsilon). $$

Therefore, although indirectly, the function $F_{HG}(\epsilon)$ is also calculable semiclassically.

Within the conventional semiclassical framework, the function $F(\epsilon,\nu)$ is determined by the action evaluated on a particular solution to the classical field equations with certain boundary conditions \cite{15}. In this formulation, the problem allows for numerical study. Namely, one can solve the corresponding boundary value problem numerically and calculate the function $F(\epsilon,\nu)$, which then can be used to extract information about $F_{HG}(\epsilon)$. In the present paper we follow this general strategy. On the lattice, it is not possible to actually reach the point $\nu = 0$, as the solution to the boundary value problem becomes singular in this limit. It is important, however, that the function $F(\epsilon,\nu)$ is monotonically decreasing function of $\nu$ at fixed $\epsilon$ \cite{13,14,15}, so that the point $\nu = 0$ corresponds to maximum suppression at given $\epsilon$. If one finds that $F(\epsilon,\nu) > 0$ for some $\nu$, then

$$ F_{HG}(\epsilon) > F(\epsilon,\nu) > 0 $$

and the two-particle cross section is exponentially suppressed. The energy $E_\ast$ as which the two-particle cross section would become unsuppressed is the energy at which the line $F(\epsilon,\nu) = 0$ would cross the $\nu = 0$ axis.

In the $-\lambda \phi^4$ model with the mass term (described in detail in Sect.3), we calculate the function $F(\epsilon,\nu)$ numerically in the range $0.25 < \nu < 1$ and $0.4 < \epsilon < 3.5$, where $\nu$ and $\epsilon$ are normalized to their values at the sphaleron. We perform extrapolation to $\nu = 0$ and estimate the value of the function $F_{HG}(\epsilon)$ at $\epsilon \sim 1$, i.e. at energies of the order of the sphaleron energy. We find that at these energies the zero energy exponential suppression of the two-particle cross section is reduced by only about

---

2The subscript HG stands for "holy grail" \cite{12}.

3In some simple cases a non-trivial information about the function $F_{HG}(E/E_{sph})$ can still be obtained by analytical methods \cite{16}.
20%. By extrapolation of $F(\epsilon, \nu)$ to higher energies we set lower bound for the energy $E_0$, at which the function $F_B(\epsilon)$ may become zero and thus the two-particle cross section may become unsuppressed. We find that $E_0 > 10 E_{\text{ sph}}$. Hence, the tunneling transitions induced by particle collisions are exponentially suppressed well above the sphaleron energy, at least in the model we consider.

The paper is organized as follows. In Sect.II we discuss in more detail the definition of the multiparticle probability $\sigma(E, N)$ and the use of the semiclassical approximation for the calculation of the corresponding exponent $F(\epsilon, \nu)$. We rewrite the formalism of ref. [13,14,15] in a form suitable for numerical calculations. In Sect.III the $-\lambda \phi^4$ model with the mass term, as well as general features of the false vacuum decay in this model, are described. We then turn in Sect.IV to analytical calculation of the function $F(\epsilon, \nu)$ at $\epsilon \ll 1$ and at those values of $\nu$ which maximize the transition rate. This is done for comparison with numerical results. In Sect.V we present the results of numerical calculation of the function $F(\epsilon, \nu)$. Sect.VI contains discussion and concluding remarks. The details of numerical techniques are given in Appendices A and B.

II. SEMICLASSICAL CALCULATION OF INCLUSIVE MULTIPARTICLE PROBABILITY

In this Section we review the the formalism of refs. [13,14,15] and rewrite it in the form suitable for numerical calculations.

The inclusive multiparticle probability $\sigma(E, N)$ discussed in the Introduction is defined as follows,

$$\sigma(E, N) = \sum_{i,f} |\langle i|\hat{S}\hat{P}_E\hat{P}_N|f\rangle|^2, \quad (2.1)$$

where $\hat{S}$ is the S-matrix, $\hat{P}_{E,N}$ are projectors onto subspaces of fixed energy $E$ and fixed number of particles $N$, respectively, while the states $|i\rangle$ and $|f\rangle$ are perturbative excitations above two vacua lying on different sides of the barrier. $\sigma(E, N)$ can be interpreted as the total probability of tunneling from a state of energy $E$ and number of particles $N$, summed over all such states with equal weight.

The advantage of dealing with $\sigma(E, N)$ instead of $\sigma_{\text{tot}}(E)$ is that the r.h.s. of eq.(2.1) can be written in the functional integral form, in which the semiclassical approximation is equivalent to the saddle-point integration. The double path integral representation for $\sigma(E, N)$ reads [13]

$$\sigma(E, N) = \int d\theta dT da_k da'_k db_k db'_k d\phi(x)d\phi'(x) \exp \left\{-iN\theta - iET - \int dk a_k a'_k e^{-i\theta-i\omega_k T} - \int dB_k b_k^* \right.$$  

$$+ B_i(a_k, \phi_i) + B_f(b_k^*, \phi_f) + B_i^* (a_{-k}, \phi'_i)$$

$$+ B_f^* (b_{-k}^*, \phi'_f) + iS(\phi) - iS(\phi') \right\}, \quad (2.2)$$

where the boundary terms $B_i$ and $B_f$ are

$$B_i(a_k, \phi_i) = \frac{1}{2} \int dk \left[ -\omega_k \phi_i(k)\phi_i(-k) - a_k a_{-k} e^{-2i\omega_k T} i \right.$$  

$$+ 2\sqrt{2\omega_k} e^{-i\omega_k T} a_k \phi_i(k) \right],$$

$$B_f(b_k^*, \phi_f) = \frac{1}{2} \int dk \left[ -\omega_k \phi_f(k)\phi_f(-k) - b_k b_{-k}^* e^{2i\omega_k T} \right.$$  

$$+ 2\sqrt{2\omega_k} e^{i\omega_k T} b_k^* \phi_f(-k) \right]. \quad (2.3)$$

Here $\phi_i, f(k)$ are the spatial Fourier transforms of the field at initial and final times $T_i$ and $T_f$, respectively. The limit $T_i, f \rightarrow \mp \infty$ is assumed at the end of the calculation. The complex integration variables $a_k$ and $b_k^*$ come from coherent state representation of initial and final states [2] and are classical counterparts of annihilation and creation operators. The integration over these variables substitute the summation over initial and final states in eq.(2.1).

The functional integrals over $\phi(x)$ and $\phi'(x)$ come from the amplitude and complex conjugate amplitude, respectively. The integrations include the boundary values $\phi_{i,f}$ and $\phi'_{i,f}$.

From eq.(2.4) it follows immediately that in the weak coupling limit $\sigma(E, N)$ has the semiclassical form (2.1). Indeed, changing the integration variables

$$\{a, b, \phi, \phi'\} \rightarrow \frac{1}{\sqrt{\lambda}} \{a, b, \phi, \phi'\}$$

and taking into account that after this transformation the action becomes proportional to $1/\lambda$, we arrive at eq.(2.1) where $\epsilon = \lambda E, \nu = \lambda N$ and the function $F(\epsilon, \nu)$ is determined by the saddle-point value of the exponent in eq.(2.2).

Let us now discuss the saddle-point equations for the integral (2.2). We will see that these equations reduce to certain boundary value problem for the fields $\phi$ and $\phi'$. The variables $a_k$, $a_k^*$, $b_k$ and $b_k^*$ do not play any role in what follows. Moreover, they enter the exponent quadratically. Integrating them out we find

$$\sigma(E, N) = \int d\theta dT d\phi(x) d\phi'(x) \prod_k \delta(\phi_f(k) - \phi'_f(k))$$

$$\times \exp \left\{ -iN\theta - iET + iS(\phi) - iS(\phi') \right.$$  

$$- \frac{1}{2} \int dk \omega_k \left[ (1 + \gamma_k^2)(\phi_i(k)\phi_i(-k) + \phi'_i(k)\phi'_i(-k)) - 4\gamma_k \phi_i(k)\phi'_i(-k) \right] \right\}, \quad (2.4)$$

where

$$\gamma_k = e^{i\theta + i\omega_k T}.$$
The important feature of the representation (2.4) is that the exponent in the r.h.s. contains only the action and the boundary values of the fields. Thus, the discretization of this expression is straightforward.

Let us turn to the saddle point equations. Varying the exponent with respect to the fields \( \phi(x) \) and \( \phi'(x) \) we find

\[
\frac{\delta S}{\delta \phi} = \frac{\delta S}{\delta \phi'} = 0, \tag{2.5}
\]

i.e. the usual field equations. The boundary conditions for these equations come from the variation with respect to the boundary values of the fields. At \( t = T_f \), because of the \( \delta \)-function, the variations are subject to the constraint \( \delta \phi_f(x) = \delta \phi'_f(x) \). Since \( \delta S / \delta \phi(T_f, x) = \phi(T_f, x) \) we obtain

\[
\phi(T_f, x) = \phi'(T_f, x), \quad \phi(T_f, x) = \phi'(T_f, x). \tag{2.6}
\]

Thus, in the final asymptotic region the saddle-point fields \( \phi \) and \( \phi' \) coincide. Note that the dependence on \( T_f \) cancels out in the difference \( S(\phi) - S(\phi') \).

The variation with respect to \( \phi_i \) and \( \phi'_i \) leads to two equations which can be written in the following form,

\[
i\dot{\phi}_i(k) + \omega_k \phi_i(k) = \gamma_k \left( i\dot{\phi}'_i(k) + \omega_k \phi'_i(k) \right),
\]

\[
-\dot{\phi}_i(k) + \omega_k \phi_i(k) = \frac{1}{\gamma_k} \left( -i\dot{\phi}'_i(k) + \omega_k \phi'_i(k) \right). \tag{2.7}
\]

Let us check that these boundary conditions imply the independence of the exponent in eq. (2.4) of the initial normalization time \( T_i \). The action depends on \( T_i \) explicitly, while the boundary term in eq. (2.4) depends on \( T_i \) through the boundary values of the fields, \( \phi_i \) and \( \phi'_i \). Assuming that the fields linearize and satisfy free field equation in the initial asymptotic region, and integrating by parts in the action, the \( T_i \)-dependent contributions in the exponent in eq. (2.4) read

\[
-\frac{1}{2} \int dk \left[ \frac{\omega_k}{1 - \gamma_k^2} \left( (1 + \gamma_k^2)(\phi_i(k)\phi_i(-k) + \phi'_i(k)\phi'_i(-k))
\right.
\right.
\]

\[
- \frac{1}{2} \left. \Bigl( -4\gamma_k \phi_i(k)\phi'_i(-k) + i\dot{\phi}_i(k)\phi'_i(-k) - i\dot{\phi}'_i(k)\phi_i(-k) \Bigr) \right].
\]

By making use of eqs. (2.7) it is straightforward to see that the integrand in this expression vanishes.

Finally, there are two saddle-point equations which come from the variation of the exponent in eq. (2.4) with respect to \( \theta \) and \( T \). They read

\[
E = \int \frac{2\omega_k^2 \gamma_k \sqrt{\omega_k}}{(1 - \gamma_k^2)^2} [\phi_i(k) - \gamma_k \phi'_i(k)][\phi'_i(-k) - \gamma_k \phi_i(-k)],
\]

\[
N = \int \frac{2\omega_k^2 \gamma_k \sqrt{\omega_k}}{(1 - \gamma_k^2)^2} [\phi_i(k) - \gamma_k \phi'_i(k)][\phi'_i(-k) - \gamma_k \phi_i(-k)]. \tag{2.8}
\]

These equations determine the saddle-point values of \( \theta \) and \( T \) in terms of \( E \) and \( N \).

The initial boundary conditions (2.7) simplify when written in terms of frequency components. In the initial asymptotic region where \( \phi \) and \( \phi' \) are free fields, we can write

\[
\phi(x) = \int \frac{dk}{(2\pi)^3} \sqrt{2\omega_k} \left\{ f_k e^{-i\omega_k t + ikx} + g_k^* e^{i\omega_k t - ikx} \right\},
\]

\[
\phi'(x) = \int \frac{dk}{(2\pi)^3} \sqrt{2\omega_k} \left\{ f'_k e^{-i\omega_k t + ikx} + g_k^* e^{i\omega_k t - ikx} \right\}. \tag{2.9}
\]

Eqs. (2.7) then become

\[
f_k = \gamma_k f_k^*,
\]

\[
g_k = \frac{1}{\gamma_k} g_k^*. \tag{2.10}
\]

while the saddle-point equations (2.8) read

\[
E = \int dk \omega_k f_k g_k^*,
\]

\[
N = \int dk f_k g_k^*. \tag{2.11}
\]

One may recognize the usual expressions for the energy and the number of particles contained in the free classical field, \( f_k g_k^* \) being the occupation number in the mode with spatial momentum \( k \).

Since, as follows from eq. (2.6), the fields \( \phi \) and \( \phi' \) coincide in the final asymptotic region and thus coincide everywhere, there are solutions to the boundary value problem (2.3) - (2.7) which have \( \gamma_k = 1 \) and \( \phi = \phi' \) in the initial asymptotic region. These solutions do not describe tunneling transitions — for them the exponent in eq. (2.4) vanishes. They correspond to classical propagation over the barrier (recall that we require that the initial and final states are on different sides of the barrier) and clearly exist only at \( E > E_{sph} \). If such over-barrier solutions exist for some values of \( E \) and \( N \), then the corresponding multiparticle probability is definitely not exponentially suppressed. Conversely, if the two-particle cross section are not exponentially suppressed at some energy, then at this energy there should exist over-barrier solutions with arbitrarily small \( N \). This observation provides a strategy of search for unsuppressed induced transitions [22]. Our formalism is not suitable for studying these solutions as the boundary conditions eq. (2.6) and eq. (2.7) are degenerate in the case \( \phi_i = \phi'_i, \gamma_k = 1 \).

The solution to the boundary value problem (2.5) - (2.7) which describes tunneling transition is obtained when, in the initial asymptotic region, \( \phi \) and \( \phi' \) are treated as values of the same field \( \phi \) taken on different sheets in the complex time plane. The existence of such solutions is suggested by the analogy with barrier penetration in one-dimensional quantum mechanics (below we show by numerical calculations that analogous solutions exist in the
field theory as well, and argue that their interpretation as tunneling solutions is consistent).
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**FIG. 2.** Barrier penetration in one-dimensional quantum mechanics. The classical solution with given energy, considered in the complex time plane, describes both evolution in the classically forbidden (BC part) and classically allowed regions (AB and CD parts).

To illustrate this idea consider barrier penetration in one-dimensional quantum mechanics with the potential

$$V(q) = \frac{1}{\cosh^2 q}$$

shown in Fig.2. As energy $E < 1$ there exist two classically allowed regions, AB and CD, separated by the classically forbidden one, BC. The classical solution with energy $E$ is given by the following equation,

$$\sqrt{\frac{E}{1 - E}} \sinh = \sinh(\sqrt{2Et}). \quad (2.12)$$

As defined by this equation, $q(t)$ is an analytic (except for isolated points, see below) function which is periodic in Euclidean time with the period $T = 2\pi/\sqrt{2E}$ and real at purely imaginary time $\text{Re} t = 0$ where it describes oscillations between the two turning points B and C. It is also real on the lines $\text{Im} t = nT/2$, $n \in \mathbb{Z}$ where it represents the motion in the classically allowed regions: in the region CD for even $n$ and in the region AB for odd $n$. The entire evolution from $q = -\infty$ to $q = +\infty$, including tunneling, corresponds to the contour ABCD in the complex time plane as shown in Fig.3. The solution (2.12) taken on the contour ABCD contributes to the amplitude, while taken on the complex conjugate contour $A'B'CD$ it contributes to the complex conjugate amplitude. These two parts of the solution are quantum-mechanical analogs of the fields $\phi$ and $\phi'$. In perfect analogy to eq.(2.4), the transition probability can be written as $\exp\{iS_{ABCD} - iS_{A'B'CD} + ET\}$, where subscripts indicate the contour along which the action is evaluated. In the sum of the actions the Minkowskian parts of the contours cancel, while the Euclidean parts add and give $iS_{BB'} = -S_E(T)$, where $S_E(T)$ is the Euclidean action per period. Thus, we recover the standard WKB transition probability $\exp\{ET - S_E(T)\}$.
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**FIG. 3.** The contour in the complex time plane where the boundary value problem (6)–(8) is formulated. Crossed circles represent singularities of the field.

For this picture to be consistent, there must be singularities in the complex time plane which prevent the deformation of the contour ABCD to the real time axis. In particular, the initial asymptotic region A should be separated from the real time axis by a cut. It is straightforward to check that the solution (2.12) indeed has the right structure of singularities. The function $q(t)$ itself is finite, but the derivative

$$\frac{dq}{dt} = \frac{\sqrt{2E} \sinh \left(\sqrt{2Et}\right)}{\sqrt{\frac{E}{1 - E} + \cosh^2 \left(\sqrt{2Et}\right)}}$$

is infinite at the points $t_*$ satisfying

$$\frac{E}{1 - E} + \cosh^2 \left(\sqrt{2Et_*}\right) = 0, \quad (2.13)$$

i.e. at the points

$$t_* = \pm \frac{1}{2\sqrt{2E}} \arccosh \frac{1 + E}{1 - E} + i\frac{\pi}{\sqrt{2E}} (n + 1/2); \quad n \in \mathbb{Z}. \quad (2.14)$$

Note that, as follows from eqs.(2.12), (2.13), the corresponding values $q_*$ satisfy

$$\cosh q_* = 0.$$

The type of the singularity can be found by solving eq.(2.12) in the vicinity of the singular point, $t = t_* + \delta t$, $q = q_* + \delta q$. Expanding eq.(2.12) to the leading order we find

$$(\delta q)^2 = \pm 2\sqrt{2} \delta t.$$
Thus, the singularities are the square root branching points. The cuts relevant for our boundary value problem are shown in Fig.3.

In the spirit of this quantum mechanical example, we interpret the fields $\phi$ and $\phi'$ in the initial asymptotic region as values of the same field $\phi$ taken on different sheets in the complex time plane. The fields $\phi$ and $\phi'$ are obtained by analytical continuation (in the initial asymptotic region) to the real time axis from the two complex conjugate contours ABCD and A'B'C'D. It is convenient to reformulate the boundary value problem directly in terms of the fields on these contours (note that the analytical continuation in the initial asymptotic region can be done explicitly by means of eqs.(2.9)). Let us assume for a moment that the saddle point values of $T$ and $\theta$ are purely imaginary and positive. Then

$$
\gamma_k = e^{-\theta - \omega_k T}, \quad (2.15)
$$

and the analytical continuation in eqs. (2.7)–(2.11) from the real time axis, where they are originally formulated, to the contours ABCD and A'B'C'D results in the substitution of $\gamma_k$ by

$$
\gamma = e^{-\theta}.
$$

In other words, eqs. (2.7)–(2.11) remain valid if simultaneously with the analytical continuation the substitution $\gamma_k \rightarrow \gamma$ is performed. Note that in this formulation the parameter $T$ enters the boundary conditions implicitly as the total amount of Euclidean evolution. It is worth noting also that, except for the asymptotic region, the contours ABC and A'B'C can be arbitrarily deformed, provided the singularities are not crossed.

In general, there may be several saddle points in the integral (2.3). In this case, the physically relevant one is that continuously connected to the saddle point which emerges in the low energy perturbation theory (14). The perturbative saddle point has purely imaginary $\theta$ and $T$. Moreover, it obeys the property

$$
[\phi(t, x)]^* = \phi(t^*, x). \quad (2.16)
$$

In particular, $\phi$ is real on the real time axis. Unless a bifurcation occurs, these properties should hold for the non-perturbative saddle point as well. In numerical calculations we have not found any bifurcation points. So in what follows we assume that these are absent and consider saddle points obeying eq. (2.16).

Eq. (2.16) implies that on the contour A'B'C'D the field is complex conjugate of that on the contour ABCD. Thus, the field is real on the part CD of the contour, and only the part ABC of the contour needs to be considered. In terms of the field on the contour ABC, the multiparticle probability reads

$$
\sigma(E, N) \sim \exp \left\{ -\frac{1}{\lambda} F(\epsilon, \nu) \right\},
$$

$$
\frac{1}{\lambda} F(\epsilon, \nu) = N\theta + ET + 2 \Re \left[ S_{ABC}(\phi) \right]
$$

$$
- \frac{1 - \gamma}{1 + \gamma} \int dk \omega_k \Re \phi_i(k) \Re \phi_i(-k) \quad (2.17)
$$

$$
+ \frac{1 + \gamma}{1 - \gamma} \int dk \omega_k \Im \phi_i(k) \Im \phi_i(-k),
$$

where $\gamma$ is given by eq. (2.13). The field $\phi$ satisfies the following boundary value problem formulated on ABC,

$$
\frac{\delta S}{\delta \phi} = 0, \quad (2.18a)
$$

$$
\Im \phi(0, x) = \phi(0, x) = 0, \quad (2.18b)
$$

$$
f_k = e^{-\theta} g_k, \quad (2.18c)
$$

where $f_k$ and $g_k$ are frequency components of the field in the asymptotic region A along AB. Note that eq. (2.18a) implies reality of the field on the real time axis. It consists of two real equations. Eq. (2.18c) also consists of two real conditions imposed on the field and its derivative in the asymptotic region A. In total, there are two real (one complex) boundary conditions at each end of the contour, so the boundary value problem is completely specified. Finally, eqs. (2.11) which determine the two auxiliary parameters $T$ and $\theta$, become

$$
N = \int dk \omega_k \left\{ \frac{2\gamma}{1 + \gamma^2} \Re \phi_i(k) \Re \phi_i(-k) + \frac{2\gamma}{1 - \gamma^2} \Im \phi_i(k) \Im \phi_i(-k) \right\},
$$

$$
E = \int dk \omega_k^2 \left\{ \frac{2\gamma}{1 + \gamma^2} \Re \phi_i(k) \Re \phi_i(-k) + \frac{2\gamma}{1 - \gamma^2} \Im \phi_i(k) \Im \phi_i(-k) \right\}. \quad (2.19)
$$

This is the boundary value problem we solve numerically in the present paper.

The interpretation of solutions to the boundary value problem (2.18a) is the following. On the part CD of the contour, the saddle-point field is real; it describes the evolution of the system after tunneling. On the contrary, it follows from boundary conditions (2.18c) that in the initial asymptotic region the saddle-point field is complex provided that $\theta \neq 0$. Thus, the initial state which maximizes the probability (2.2) is not described by a classical field, i.e. this stage of the evolution is essentially quantum even at $N \sim 1/\lambda$.

The case $\theta = 0$ is exceptional. In this case, the boundary condition (2.18c) reduce to the reality conditions imposed at $\Im t = T/2$. The solution to the resulting

---

4 The numerical algorithm we use (see Sect.5) stops to converge in the vicinity of bifurcation points.
boundary value problem is given by periodic instanton of ref. [23]. Periodic instanton is a real periodic solution to the Euclidean field equations with period $T$ and two turning points at $t = 0$ and $t = T/2$. Being analytically continued to the Minkowskian domain through the turning points, periodic instanton is real at the lines $\text{Im } t = 0$ and $\text{Im } t = T/2$ and therefore satisfies the boundary value problem (2.18a) with $\theta = 0$. Periodic instanton is the close analog of the quantum-mechanical solution discussed above.

III. THE MODEL

We perform numerical calculations in the model of one real scalar field $\phi$, defined by the Minkowskian action

$$S = \int d^4x \left( \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} m^2 \phi^2 + \frac{1}{4} \lambda \phi^4 \right), \quad (3.1)$$

where $\lambda$ is a positive constant. In the case $m = 0$ and infinite volume, the state $\phi = 0$ is stable classically but meta-stable with respect to quantum fluctuations. The decay of this state is described by the well-known instanton solution $\phi_{\text{inst}}$ [24, 25].

$$\phi_{\text{inst}} = \frac{2}{\sqrt{\frac{2}{\lambda} x^2 + \rho^2}}. \quad (3.2)$$

due to conformal invariance, the instanton can have arbitrary size $\rho$. The instanton action,

$$S_{\text{inst}} = \frac{8\pi^2}{3\lambda}, \quad (3.3)$$

is independent of $\rho$. At the same time, the energy barrier between the state $\phi = 0$ and the instability region depends on the configuration size and tends to zero as $\rho \to \infty$.

At $m \neq 0$, the conformal invariance is softly broken and regular Euclidean solutions with finite action are forbidden by scaling argument. The action of the instanton-like configuration depends on its size and is minimal at $\rho = 0$. The decay of the state $\phi = 0$ is dominated by a set of approximate solutions, constrained instantons [24], minimizing the Euclidean action under the constraint that their size is $\rho$. At $\rho^2 m^2 \ll 1$, the field of the constrained instanton coincides with the massless solution [22] at $x \ll 1/m$ and falls off exponentially at $x \gtrsim m^{-1}$. At low energies, contribution of small size constrained instantons is dominant and the probability of the decay is determined by the factor $\exp(-S_{\text{inst}})$.

At $m \neq 0$, the barrier separating the state $\phi = 0$ from instability region $\phi \gtrsim m/\sqrt{\lambda}$ is finite. There exists the sphaleron solution characterizing the barrier height. It is a static $O(3)$-symmetric configuration $\phi_{\text{sph}}(r)$ satisfying the equation

$$-\phi'' - \frac{2}{r} \phi' + m \phi - \lambda \phi^3 = 0,$$

which can be solved numerically by shooting method (see, e.g., ref. [27]). The energy of the sphaleron equals

$$E_{\text{sph}} = 18.9 \frac{m}{\lambda}.$$ 

Since the sphaleron corresponds to the top of the potential barrier, it is unstable and has one negative mode. In the model (3.1) the negative eigenvalue can be found numerically,

$$\omega^2 = -15.3 m^2.$$ 

Being slightly perturbed in the direction of the negative mode, the sphaleron rolls down to the metastable vacuum and decays into particles (i.e., becomes a collection of plane waves). In this way the number of particles contained in the sphaleron is defined [28]. In numerical simulations it can be measured by making use of eqs. (2.9), (2.11). In the model (3.1) we found

$$N_{\text{sph}} = 10.5 \frac{1}{\lambda}.$$ 

The peculiar feature of the model (3.1) is the absence of a stable vacuum state. However, this is not essential in semiclassical calculations. One may imagine that the term $\alpha \phi^6$ is added to the potential with a small coefficient $\alpha$. Such term would create a true vacuum at $\phi \sim \sqrt{\lambda/\alpha}$ but would not change equations of motion in the region $\phi \lesssim m/\sqrt{\lambda}$. In numerical calculations it is more convenient not to add such a term since the singularity in the final state (i.e. on the part CD of the contour of Fig. 3) is a clear sign of the false vacuum decay.

Before turning to the calculation of the function $F(\epsilon, \nu)$ in this model, it is useful to note that neither of the two parameters entering the action (3.1) appears in the classical equations of motion. Indeed, after changing the variables according to

$$x \to m^{-1} x, \quad \phi \to \frac{m}{\sqrt{\lambda}} \phi,$$

the action (3.1) takes the following form,

$$S = \frac{1}{\lambda} \int d^4x \left( \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} \phi^2 + \frac{1}{4} \phi^4 \right).$$

It is also clear from this equation that the coupling constant $\lambda$ controls the semiclassical approximation.

IV. PERTURBATION THEORY AT $\epsilon \ll 1$ AND $\theta = 0$

At low energies the function $F(\epsilon, \nu)$ can be calculated analytically. For the purpose of comparison with numerical results, we perform this calculation in the case $\theta = 0$, i.e., for the periodic instanton.
Stationary with respect to eqs. (2.19).

The function of energy determined by the first of

\[ \dot{\phi}(iT/2, x) = 0, \]

for this field configuration, is the function of energy determined by the first of eqs. (4.2), evaluated at \( iT/2 \) is a turning point, \( \phi(iT/2, x) = 0 \), the field is real on the imaginary axis. Thus, it satisfies the boundary condition eq. (2.18) with \( \theta = 0 \). One also has

\[ 2 \Re [iS_{ABC}(\phi)] = -S_p(\rho, T), \]

while the boundary term in the exponent in eq. (2.17) vanishes. Therefore, for the case of periodic instanton, the exponent in eq. (2.17) reads

\[ -\frac{1}{\lambda} F(\epsilon, \nu_p(\epsilon)) = ET - S_p(\rho, T), \]

where the number of particles in the initial state, \( \nu_p(\epsilon) \), is the function of energy determined by the first of eqs. (2.13).

For this field configuration to be an (approximate) solution to the equations of motion, the exponent must be stationary with respect to \( \rho \) and \( T \),

\[ \frac{\partial S_p}{\partial \rho} = 0, \]

\[ \frac{\partial S_p}{\partial T} = E. \]

These equations determine the values of \( \rho \) and \( T \) in terms of energy.

The field of the periodic instanton is the sum of contributions of individual constrained instantons. The field of a single constrained instanton located at the point \( \tau = \tau_0 \), where \( \tau = \Im t \) is the Euclidean time, can be approximated as follows (throughout this section we use units \( m = 1 \)),

\[ \phi_0(\tau - \tau_0, x) = \sqrt{\frac{8}{\lambda}} \frac{K_1(R)}{R}. \]

Here \( K_1 \) is the modified Bessel function and \( R = \sqrt{(\tau - \tau_0)^2 + x^2 + \rho^2} \). Hence, the periodic instanton field is

\[ \phi_p(x) = \sum_n \phi_0(\tau - nT, x) \]

\[ = \phi_0(\tau, x) + \sqrt{\frac{8}{\lambda}} \int_0^\infty k dk \frac{\sin(kr)}{\omega_k (e^{\omega_k T} - 1)}, \]

where \( r = \sqrt{x^2} \) and \( |r| \leq T/2 \). Substituting this expression into the Euclidean version of the action (3.1) and evaluating the time integral over the period one obtains, after some algebra,

\[ S_p(\rho, T) = \frac{8\pi^2}{3\lambda} - \frac{4\pi^2 \rho^2}{\lambda} \left\{ 2 \log(\rho/2) + 2\gamma + 1 + f(T) \right\} + O(\rho^4, \rho^4/T^2), \]

where

\[ f(T) = 8 \int \frac{k^2 dk}{\omega_k} \frac{1}{e^{\omega_k T} - 1} \]

and \( \gamma = 0.577 \ldots \), is the Euler constant.

It is convenient to express all relevant quantities as functions of \( T \) rather than \( E \). The value of \( \rho \) is determined by the first of eqs. (4.2),

\[ \rho^2(T) = 4 \exp{-2\gamma - 2 - f(T)}, \]

while the second of eqs. (4.2) gives

\[ E(T) = \frac{32\pi^2 \rho^2}{\lambda} \int \frac{k^2 dk}{\omega_k (e^{\omega_k T} - 1)^2}. \]

Comparing this to eqs. (2.19) one finds also the number of particles,

\[ N(T) = \frac{32\pi^2 \rho^2}{\lambda} \int \frac{k^2 dk}{\omega_k (e^{\omega_k T} - 1)^2}. \]

The exponential suppression (as a function of \( T \)) is determined by eq. (4.1). When the period \( T \) is expressed through energy from eq. (4.4), both the suppression factor (4.1) and number of particles (4.5) become functions of energy. The latter will be shown in Fig. 4.

**V. NUMERICAL RESULTS**

At energies of order sphaleron energy or higher, the analytical calculation of the multiparticle rate is not possible, and one has to rely on numerical methods. In the case of periodic instanton, i.e. at \( \theta = 0 \), such calculations were performed previously in different models in
The key step of the calculation is the numerical solution of the boundary value problem \( \text{(2.18a)} \). There are several features of this problem which make it difficult for numerical analysis. First, eq.\( (\text{2.18a}) \) is non-linear. Second, at \( \theta \neq 0 \) the field is necessarily complex; the exponent in eq.\( (\text{2.17}) \) is not positive-definite and the solution is essentially a saddle point. Third, the contour ABC includes both Minkowskian (AB) and Euclidean (BC) parts, so the numerical techniques to be used must be suitable for both hyperbolic- and elliptic-type equations. Finally, the initial boundary conditions \( \text{(2.18a)} \) should be imposed in the region where the field is linear; i.e. the physical volume (always finite on the lattice) must be large enough in order to allow for linearization. The simplification to be mentioned is that eqs.\( (\text{2.18a}) \) are O(3)–symmetric, so that the problem is actually two-dimensional.

In combination, these factors impose severe constraints on both the parameters of the lattice and numerical techniques to be used. In the lattice version (for details see Appendix A) the boundary value problem \( \text{(2.18a)} \) becomes a set of coupled non-linear algebraic equations for the values of the field \( \phi_{ij} = \phi(t_i, r_j) \) at the lattice sites with coordinates \( (t_i, r_j) \), where \( r_0, ..., r_n \) correspond to the spatial radial direction, while \( t_0, ..., t_n \) are complex time coordinates lying on the contour ABC in the complex time plane. The lattice size is characterized by three parameters: \( T_M \) and \( T \), the Minkowskian and Euclidean sizes of the time contour, respectively, and the spatial size \( L \). On the Euclidean part of the contour, the solution is compact in space. On the Minkowskian part, when viewed as evolving backward in time from B to A, the solution propagates along the light cone \( |t| = r \). The spatial size of the lattice is therefore determined not by the characteristic size of the Euclidean field configuration, but by the requirement

\[
L \gtrsim T_M ,
\]

where \( T_M \) in turn is determined by the linearization time. The latter is model–dependent. In the model \( \text{(3.1)} \) \( T_M \) can be taken as small as \( T_M = 2.5 m^{-1} \). The corresponding value of \( L \) in our calculations was \( L = 3 m^{-1} \).

Since the minimal physical volume is fixed in a given model, the grid resolution is determined by the number of mesh points in time and space directions, \( n_t \) and \( n_x \), respectively. In the \( E–N \) space, the two regions of interest are large \( E \) at fixed \( N \) and small \( N \) at fixed \( E \), both corresponding to large values of the average momentum of initial particles \( k_{n} \sim E/N \). The latter has to be much smaller than the maximum lattice momentum \( \sim \pi n_x/L \), which implies

\[
\frac{E \cdot L}{N \pi n_x} \ll 1 .
\]

Thus, \( n_x \) directly controls the available region of parameter space.

The numerical method to solve the set of equations which constitute the lattice version of the boundary value problem \( \text{(2.18a)} \) should be chosen according to the specifics of the problem described above. To get rid of the non-linearity we employ the multidimensional analog of the Newton-Raphson method \( \text{(27)} \) which approaches the desired solution iteratively. At each iteration, the linearized equations in the background of the current approximation have to be solved. The next approximation is obtained by adding the solution to the background, and the procedure is repeated. The advantage of the algorithm is that it does not require positive-definiteness of the matrix of second derivatives. It is, however, sensitive to zero modes. In the absence of zero modes, the algorithm converges quadratically; the accuracy of \( 10^{-9} \) is typically reached in 3–5 iterations. The convergence slows down in the presence of very soft modes, as typically happens near bifurcation points.

The complication is that, in continuous formulation, the boundary value problem \( \text{(2.18a)} \) does have an exact zero mode. This zero mode corresponds to translation in the real time direction (both field equations and the boundary conditions are invariant under such a translation). In the lattice version, due to discretization and finite volume effects, this zero mode transforms into a very soft one. In order to avoid the convergence problems related to this soft mode we impose a constraint which breaks the translational symmetry (for details see Appendix A).

At each Newton-Raphson iteration one has to solve the set of \( n_t \times n_x \) linear equations of the general form

\[
L \cdot u = d ,
\]

where \( u \) is the vector formed of \( n_t n_x \) unknowns, \( L \) is the matrix of dimension \( n_t n_x \times n_t n_x \) (first variation of the full non-linear equations) and \( d \) is a constant vector (full equations evaluated at the current background; at the desired solution \( d = 0 \)). The matrix \( L \) is neither positive-definite nor even symmetric, but has a special sparse structure as it originates from the second order differential equation. The inversion of this matrix is the most time consuming part of the calculation; its effectiveness determines how large \( n_t \) and \( n_x \) can be taken. In our calculation we used the forward elimination and back-substitution algorithm described in Appendix B, which amounts to \( \sim n_t n_x^2 \) multiplications and requires the storage space for \( \sim n_t n_x^2 \) double precision numbers. Note that this algorithm is asymmetric in \( n_t \) and \( n_x \) and is suitable for the case \( n_t \gg n_x \). The results presented below were obtained at \( n_x = 80 \) and \( n_t = 400 – 500 \). We

\footnote{Linearization is reasonably fast in four-dimensional models due to the volume factor. In two dimensions it can be very slow [22].}
have been able to implement a more efficient algorithm from the conjugate-gradient family [27] only in the case $\theta = 0$.

The Newton-Raphson method requires a good initial approximation for the solution. This favors the following general strategy. We first find the periodic instanton solution (which corresponds to $\theta = 0$) with a given period $T$ close to the period of oscillations in the sphaleron negative mode. It can be approximated by the sphaleron configuration plus oscillation in the negative mode (both the sphaleron and its negative mode have to be known for a given lattice; the initial amplitude of the oscillation has to be chosen by trial and error). After the periodic instanton is found, we change parameters $T$ and $\theta$ by small steps, using the solution from the previous run as a starting configuration for the next one. At each step we calculate the energy $E$, number of particles $N$ and the exponential suppression factor $F(\epsilon, \nu)$. By making use of smoothness of $E$ and $F$ as functions of $T$ and $\theta$, the changes in the parameters can be organized so as to maintain $E$ or $F$, whichever is desired, (approximately) constant.

Near the periodic instanton, the dependence of $F$ on $\nu$ is very weak. The number of particles in the initial state can be substantially reduced with almost no increase in the exponential suppression. At the very periodic instanton, i.e. at $\theta = 0$, the slope of the lines of constant $F$ becomes infinite. The latter is easy to see analytically from eq. (2.17) by making use of the fact that $F$ is stationary with respect to variations of $T$ and $\theta$. One finds

$$\frac{dN}{dE} \bigg|_{F=\text{const}} = -\frac{T}{\theta}.$$  

The r.h.s. goes to infinity at $\theta \to 0$.

The behavior of the function $F$ changes as one moves away from the periodic instanton. At small $\nu$ or at high energies, the dependence of $F$ on energy becomes weak. Unlike the vicinity of the periodic instanton, in this region the increase of energy does not lead to a noticeable reduction in the exponential suppression.

As follows from Fig. 5, the dependence of $F$ on the number of particles at fixed energy is monotonic, in agreement with general arguments of ref. [13][14]. Thus, the two-particle cross section

$$\sigma_{\text{tot}}(E) \sim \exp \left\{ -\frac{8\pi^2}{3\lambda} F(\epsilon, 0) \right\}.$$  

is certainly exponentially suppressed at $E \lesssim 3.5E_{sph}$. It is clear from Fig. 5 that the energy $E_*$ (if any) at which the exponential suppression may disappear is substantially higher. A simple estimate is obtained by taking the average slope of the line $F = 0$ in the energy range $2 \lesssim \epsilon \lesssim 3$ and performing linear extrapolation. One finds that the extrapolated line $F = 0$ crosses $\nu = 0$ axis at the point $\epsilon_* \approx 10$. This gives the following lower bound for the energy $E_*$,

$$E_* > 10E_{sph}.$$  

This value is likely to be underestimated.

![Diagram](image_url)
Our present data allow a rough estimate of the exponential suppression of the two-particle cross section in the region \( E \sim E_{sph} \). This estimate can be obtained by extrapolating the function \( F \) to \( \nu = 0 \). Fig. 5 shows the dependence of the function \( F \) on \( \nu \) for various values of \( \epsilon \) in the range \( \epsilon \sim 1 \). Different curves of Fig. 5 correspond to \( \epsilon = 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 2.0 \) from top to bottom. The estimated value is

\[
F_{HG}(\epsilon = 1) \approx 0.8
\]

with the accuracy of order 10%. Fig. 6 confirms the conclusion that the dependence of \( F_{HG}(\epsilon) \) on \( \epsilon \) is slow: all curves, including the lowest one corresponding to \( \epsilon = 2 \), converge as \( \nu \) goes to zero and point roughly to the same value around 0.8. One concludes that at \( E \sim E_{sph} \) the zero energy instanton suppression is reduced by only about 20%. For more accurate estimate of the value of \( F_{HG}(\epsilon) \) more data are needed in the region of small \( \nu \).

VI. DISCUSSION AND CONCLUSIONS

Since no analogous calculations have been performed previously, it is worth to discuss in more detail the interpretation of the numerical results. The first point to be considered is their correspondence to the continuum theory. The algorithm we used in numerical calculations is asymmetric in \( n_t \) and \( n_x \); it mainly restricts the space grid resolution. So, the value of \( n_x \) is our main concern.

![Fig. 7. Low energy perturbation theory for the periodic instanton (×) versus numerical results at \( n_x = 80 \) (○) and \( n_x = 240 \) (solid line) space points.](image)

The results presented in the previous Section were obtained on the lattice with \( n_x = 80 \) space points in the space volume \( L = 3m^{-1} \). In Fig. 5 we plot the line of periodic instantons from Fig. 4 (shown by diamonds) versus analytical expressions of Sect. 4 (shown by crosses). The region of validity of perturbation theory does not overlap with \( n_x = 80 \) data. Fortunately, in the case \( \theta = 0 \) the grid resolution can be increased. In Fig. 5 the solid line represents periodic instantons obtained numerically on the lattice with \( n_x = 240 \) points. This line matches both the \( n_x = 80 \) data and perturbation theory. It is clear from Fig. 6 that \( n_x = 80 \) are accurate above \( \nu = 0.35 \), at least in the case \( \theta = 0 \). Fig. 6 also indicates the region of validity of the perturbative results, eqs. (4.4)-(4.5).

![Fig. 8. Lines of constant \( F \) at two grid resolutions: \( n_x = 80 \) (○) and \( n_x = 40 \) (solid lines).](image)

In the general case \( \theta \neq 0 \) we cannot match the perturbative and numerical results because we do not have numerical data at sufficiently small \( \nu \) and \( \epsilon \). In order to check the dependence on grid resolution, we plot in Fig. 5 (which used \( n_x = 80 \) data) the \( n_x = 80 \) data versus \( n_x = 40 \) data of ref. [19]. The \( n_x = 40 \) data are shown by solid lines. The agreement is good for \( \nu \geq 0.35 \) and gets worse for smaller \( \nu \), in accord with our previous estimate. The important observation is that the high-resolution curves lie above the low-resolution ones. Thus, both the exponential suppression of the two-particle cross section and the energy \( E \), at which it may become exponentially unsuppressed are somewhat higher in the continuum limit than follows from our lattice results.

We turn now to the interpretation of the numerical solutions presented in Fig. 3 as those describing the false vacuum decay. As mentioned in Sect. 2, there may be several solutions to the boundary value problem (2.18a); the physically relevant one is that continuously connected to the low energy periodic instanton. Since Fig. 3 demonstrates perfectly smooth behavior and suggests the absence of bifurcations in the scanned region of parameters, we believe that the solutions of Fig. 3 indeed describe the false vacuum decay. Here we consider more direct argument.

As explained in Sect. 2, the real time part of each solution describes the evolution of the system after tunneling. By looking at the final field it is possible, in principle, to determine whether the false vacuum decay took place. In the model (1.1) the clear signature of the decay is a singularity of the field on the positive part of the real time axis (see Fig. 3).
Since the boundary value problem is solved on the contour ABC, the real time part of the solution has to be found separately by solving (numerically) the initial data problem along the real time axis, with initial values of the field and its time derivative determined by the solution on the contour ABC. We have performed such calculations and found that most of the solutions of Fig. 3 indeed have singularity on the positive part of the real time axis, whereas some solutions, in particular those with $\epsilon \gtrsim 1.5$, apparently do not have such a singularity. There is, however, a problem with the interpretation of the results of this check. The reason is that the initial data problem mentioned above is unstable.

Let us consider the situation in more detail. As explained in Sect. 2, the solutions to the boundary value problem (2.18a) in the $-\lambda\phi^4$ model have specific analytic structure which requires the presence of singularity between the negative part of the real time axis and the contour ABC. In the model (3.1) this singularity lies at real negative time $t_0$ as shown in Fig. 4. Since the boundary value problem is invariant under translations in the real time direction, only the distance between the two singularities of Fig. 4 has invariant meaning. In numerical calculations the translational invariance is fixed by the constraint in such a way as to keep the left singularity at approximately the same place far from the asymptotic region A and not too close to the origin. All solutions of Fig. 4 have left singularity in the range $-0.5 < t < -0.3$.

As moving from left singularity of Fig. 4 to the right one along the real time axis, the field comes from infinity, bounces off the potential barrier and goes back. At $E < E_{\text{sph}}$ this always takes finite amount of time. At $E > E_{\text{sph}}$ there exist solutions which spend long time oscillating above the sphaleron. Clearly, these solutions are unstable; small perturbations may cause them to roll finally to the false vacuum instead of going back to infinity. Numerical experiments show that the instability is very strong and gets worse for higher energies. Because of this instability, the position of the right singularity cannot be determined reliably when the distance to the singularity is larger than a certain amount, typically $\gtrsim 0.7$ for low energies and $\gtrsim 0.5$ for high energies. This can be checked by studying the dependence of the distance between the singularities on the constraint for given $E$ and $N$. When the constraint is imposed in such a way that the singularities are at the same distance from the origin, their positions are determined better. In the asymmetric case, the measured distance between singularities is always larger and the right singularity may even disappear.

At low energies and far from the line $F = 0$, the distance between singularities is small enough to be determined reliably. In this region the right singularity is always present and the distance between the singularities does not depend on the constraint. At high energies or close to the line $F = 0$, the distance is larger and becomes constraint-dependent, so that its real value cannot be determined by the above method. On the $(E - N)$ plane there is no well-defined boundary between the two regions. This makes us to infer that the interpretation of our solutions as describing the false vacuum decay is correct.

Let us come to conclusions. Numerical calculations we have performed demonstrate that the formalism of refs. [13,14,15] indeed provides a practical way to calculate the exponential suppression of the two-particle cross section of induced tunneling, $F_{HG}(\epsilon)$. The auxiliary object which we actually calculated, the logarithm of the multi-particle probability $F(\epsilon, \nu)$, has regular behavior consistent with theoretical expectations. This allows to set lower bounds on energy $E_*$ at which the two-particle cross section may become exponentially unsuppressed, and to estimate the value of the suppression at energies $E \sim E_{\text{sph}}$. We believe that analogous calculations are possible in any model with tunneling transitions.

In the $-\lambda\phi^4$ model we have found that the exponential suppression of the total cross section of induced false vacuum decay persists at least to energies of order $10E_{\text{sph}}$. At $E \sim E_{\text{sph}}$ about $80\%$ of the zero energy suppression is still present. The accuracy of this estimate crucially depends on the grid resolution, as can be seen from Fig. 5.

Finally, let us comment on the similarity between the $-\lambda\phi^4$ model and the SU(2) Yang-Mills-Higgs system. It arises from the softly broken conformal symmetry present in both cases. Due to this (broken) symmetry, the low energy tunneling in both cases is dominated by constrained instantons whose size tends to zero in the limit $E \to 0$. The multiparticle rates should also have similar behavior, at least in the low energy domain. Therefore, we expect that in the SU(2) Yang-Mills-Higgs case it should be possible to calculate the function $F_{HG}(\epsilon)$ numerically along the lines we followed in this paper.

---

6We believe that this is specific to models with the potential unbounded from below.
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APPENDIX A: LATTICE FORMULATION OF THE BOUNDARY VALUE PROBLEM

In this Appendix we give the lattice formulation of the boundary value problem (2.18a) and describe the method which we use to solve it.

We first note that the boundary value problem (2.18a) is O(3)-symmetric, so we may restrict ourselves to field configurations depending on \( r = \sqrt{x^2 + y^2} \) and \( t \). In order to avoid the discretization of \( r \)-dependent derivative terms in the action, it is convenient to change variables according to

\[
\phi = \frac{1}{r} \psi.
\]

The action becomes

\[
S = 4\pi \int dt \int dr \left\{ \frac{1}{2} \dot{\psi}^2 - \frac{1}{2} \left( \partial_r \psi \right)^2 - \frac{1}{4r^2} \psi^4 \right\}.
\]

(A1)

In order to obtain the lattice formulation of the boundary value problem (2.18a), we first derive the lattice version of the exponent in eq. (2.4) and then repeat all steps of Sect.2 leading to eqs. (2.18a).

Consider first the discretization of the action (A1). In the lattice formulation, it depends on \( (n_x + 1)(n_r + 1) \) complex variables \( \psi_{ij} = \psi(t_i, r_j) \), where \( r_i \in [0, L] \) with \( r_0 = 0, r_n = L \), while \( t_i \) are complex numbers lying on the contour ABC of Fig. 3 so that \( t_0 = -T_M + iT/2, \ t_{n_1} = 0 \). When \( T \) is small (this is the case in the high energy domain) the contour ABC passes close to the singularity of the field and the solution looses the accuracy. In this region of parameter space we deform the contour (leaving the point \( t = 0 \) and the initial asymptotic region intact) so as to avoid the singularity.

Since fields are associated with the lattice sites while their derivatives are associated with links, we define two different sets of intervals

\[
dr_j = r_{j+1} - r_j, \quad j = 0 \ldots n_x - 1,
\]

and

\[
\tilde{dr}_j = (dr_{j+1} + dr_j)/2, \quad j = 1 \ldots n_x - 1,
\]

and similarly for \( dt \) and \( \tilde{dt} \). The tilted intervals are used to approximate integrals with the integrand defined at lattice sites, while non-tilted ones are used for integrands defined on links. With these definitions, the discretized action (A1) reads

\[
S = 4\pi \sum_{ij} \left\{ \frac{1}{2} \left( \psi_{i+1,j} - \psi_{ij} \right)^2 \tilde{dr}_j \right\} dt_i
\]

\[
- \frac{1}{2} \left( \psi_{i,j+1} - \psi_{ij} \right)^2 \tilde{dt}_j - V_{ij} \tilde{dt}_i \tilde{dr}_j \right\}, \quad \text{(A2)}
\]

where

\[
V_{ij} = \frac{1}{2} \psi_{ij}^2 - \frac{1}{4r_j^2} \psi_{ij}^4 \quad \text{at} \quad j \neq 0,
\]

\[
V_{00} = 0.
\]

This discretization scheme has the advantage of being symmetric and additive: the action for the whole lattice is the sum of the actions of elementary plaquettes. It has the accuracy \( O(dr^2) \). The boundaries are treated to the same accuracy, which is important since the derivation of the boundary problem (2.18a) requires integrations by parts.

Consider now the boundary term in eq. (2.4). On the lattice, the plane waves are no longer exact eigenfunctions of the Hamiltonian. To find their analog consider the quadratic part of eq. (A2) in the limit of continuous time,

\[
S^{(2)} = 4\pi \int dt \sum_j \left\{ \frac{1}{2} \psi_j^2 \tilde{dr}_j - \frac{\left( \psi_{j+1} - \psi_j \right)^2}{2dr_j} - \frac{1}{2} \psi_j^2 \tilde{dr}_j \right\},
\]

where \( \psi_j = \psi(t, r_j) \). The kinetic term of this action takes the canonical form in terms of variables \( \chi_j(t) = \psi_j(t) \sqrt{dr_j} \). The rest of the integrand can be written as minus free lattice Hamiltonian,

\[
- \frac{1}{2} \sum_{jk} h_{jk} \chi_j \chi_k,
\]

where

\[
h_{jk} = \delta_{jk} \left( \frac{1}{dr_j dr_{j-1}} + \frac{1}{dr_j dr_j} + 1 \right) - \frac{\delta_{j+1,k}}{dr_j \sqrt{dr_j dr_k}} - \frac{\delta_{j-1,k}}{dr_j \sqrt{dr_j dr_k}}.
\]

The diagonalization of \( h_{jk} \) determines the eigenfunctions \( \xi^{(n)}_k \) and eigenvalues \( \omega_k^2 \) which substitute the plane waves and frequencies \( \omega_k \). We perform the diagonalization numerically. In fact, all expressions of Sect.2 involving momentum representation can be readily translated to the lattice language by means of the substitutions.
\[
\int dk \to \sum_n \omega_k \to \omega_n \\
\phi(t_k, \mathbf{k}) \to \sum_j \xi_j^{(n)} \sqrt{d\tilde{r}_j} \psi_{ij}.
\]

In particular, the boundary term in eq. (2.17) becomes
\[
\sum_{jk} \Omega_{jk} \left\{ \frac{1 - \gamma}{1 + \gamma} \text{Re} \psi_{0j} \text{Re} \psi_{0k} + \frac{1 + \gamma}{1 - \gamma} \text{Im} \psi_{0j} \text{Im} \psi_{0k} \right\}
\]

where
\[
\Omega_{jk} = \sum_n \sqrt{d\tilde{r}_j} \xi_j^{(n)} \omega_n \xi_k^{(n)} \sqrt{d\tilde{r}_k}.
\]

The matrix \( \Omega_{jk} \) is calculated numerically. Note that it has to be calculated only once for a given spatial lattice \( \{ r_j \} \).

Now we are in position to derive the lattice version of the boundary value problem (2.18a). The lattice analogous of the field equation \( \delta S/\delta \phi = 0 \) is
\[
\frac{\partial S}{\partial \psi_{ij}} = 0
\]
where \( i = 1 \ldots n_t - 1 \). The final boundary conditions immediately translate to
\[
\text{Im} \psi_{n_t, j} = 0,
\]

\[
\text{Im} \frac{\partial S}{\partial \psi_{n_t, j}} = 0.
\]

In order to derive the initial boundary conditions, one has to consider the lattice version of the exponent in eq. (2.4), take the derivative with respect to \( \psi_{0j} \) and then set \( \psi_{0j} = (\psi_{0j})^* \) and \( \gamma_k = \gamma = e^{-\theta} \) as discussed in Sect.2. The result reads
\[
\frac{\partial S}{\partial \psi_{0j}} + \sum_k \Omega_{jk} \left\{ i \frac{1 - \gamma}{1 + \gamma} \text{Re} \psi_{0k} - \frac{1 + \gamma}{1 - \gamma} \text{Im} \psi_{0k} \right\} = 0
\]

Note that total number of equations matches the number of unknowns. Eqs. (A4)-(A6) form a set of coupled non-linear algebraic equations which constitute the lattice analogous of the boundary value problem (2.18a).

As has been noted in Sect.5, in continuum version these equations are invariant under translation in the real time direction, which leads to the existence of almost zero mode on the lattice, i.e. continuous family of (approximate) solutions to eqs. (A4)-(A6). This spoils the convergence in the Newton-Raphson method and has to be cured. The standard trick is to introduce the constraint which breaks the translational invariance. In the vicinity of the sphaleron it is natural to require that at the point \( t = 0 \) the field velocity has zero projection on the sphaleron negative mode,
\[
\sum_j \Xi_j^{(-)} \sqrt{d\tilde{r}_j} \frac{\partial S}{\partial \psi_{n_t, j}} = 0,
\]

where \( \Xi_j^{(-)} \) is the sphaleron negative mode on the lattice. Far from the sphaleron there is no natural choice, so we use the constraint (A7) at all values of parameters. In the continuum theory physical quantities do not depend on the constraint.

**APPENDIX B: NUMERICAL ALGORITHM**

Here we give basic formulae for the forward elimination – backward substitution algorithm which we use to solve the linear equations arising at each Newton-Raphson iteration.

The general form of the linearized equations is
\[
L \cdot u = d,
\]

where \( L \) is the matrix of first derivatives of the full equations, \( u_{ij} \) are unknowns, while \( -d_{ij} \) are full equations calculated at the current background (\( d_{ij} = 0 \) if the background is a solution). The matrix \( L \) has the dimension \( (n_x + 1)(n_x + 1) \times (n_x + 1) \). It is a sparse matrix with a special structure which is most conveniently represented in the following form. Let us introduce vector notations in which the spatial index \( j \) is implicit, \( u_i = \{ u_{i0}, \ldots, u_{in_x} \} \) and similarly for \( d_i \). Then the matrix \( L \) has block-three-diagonal form with the diagonal blocks \( D_i \) and off-diagonal blocks \( D_i^{(-)} \) and \( D_i^{(+)} \) all of the same dimension \( (n_x + 1) \times (n_x + 1) \). Eq. (B1) is equivalent to the following set of equations,
\[
D_0 u_0 + D_0^{(+)} u_1 = d_0,
\]

\[
D_i^{(-)} u_{i-1} + D_i u_i + D_i^{(+)} u_{i+1} = d_i, \quad (B2)
\]

\[
D_{n_t}^{(-)} u_{n_t-1} + D_{n_t} u_{n_t} = d_{n_t}.
\]

The first and last of these equations represent the boundary conditions.

Let us define a set of matrices \( A_i \) of dimension \( (n_x + 1) \times (n_x + 1) \) and vectors \( b_i, i = 0 \ldots n_t - 1 \), by the equations
\[
u_i = A_i u_{i+1} + b_i. \quad (B3)
\]

The first of eqs. (B2) implies
\[
A_0 = -[D_0]^{-1} D_0^{(+)}, \quad b_0 = [D_0]^{-1} d_0.
\]

Eqs. (B2) and (B3) together give the recursion relation for \( A_i \) and \( b_i \).
\[ A_i = -[D^{(-)} A_{i-1} + D_i]^{-1} D_i^{(+)}, \]
\[ b_i = [D_i^{(-)} A_{i-1} + D_i]^{-1} [d_i - D_i^{(-)} b_{i-1}]. \]

At the stage of forward elimination, all \( A_i \) and \( b_i \) are calculated and stored (this procedure is equivalent to the elimination of the lower block-subdiagonal of the matrix \( L \)).

At the last point \( i = n_t \), the third of eqs. \( (B2) \) and eq. \( (B3) \) taken at \( i = n_t - 1 \) determine the vector of unknowns \( u_{n_t} \).

\[ u_{n_t} = [D_{n_t}^{(-)} A_{n_t-1} + D_{n_t}]^{-1} [d_{n_t} - D_{n_t}^{(-)} b_{n_t-1}]. \]

Other unknowns are found by sequential use of eq. \( (B3) \) (back-substitution).

Clearly, the most time consuming stage is the calculation of the matrices \( A_i \). It amounts to matrix inversion and subsequent multiplication of the diagonal matrix by the result, all repeated \( n_t \) times. This can be done in \( \sim n_t n_x^2 \) complex multiplications \( [27] \) with a coefficient close to 1. The algorithm requires storage space for \( n_t n_x^2 \) complex numbers.

---
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