GRAPHICAL DESIGNS AND EXTREMAL COMBINATORICS

KONSTANTIN GOLUBEV

Abstract. A graphical design is a proper subset of vertices of a graph on which many eigenfunctions of the Laplacian operator have mean value zero. In this paper, we show that extremal independent sets make extremal graphical designs, that is, a design on which the maximum possible number of eigenfunctions have mean value zero. We then provide examples of such graphs and sets, which arise naturally in extremal combinatorics. We also show that sets which realize the isoperimetric constant of a graph make extremal graphical designs, and provide examples for them as well. We investigate the behavior of graphical designs under the operation of weak graph product. In addition, we present a family of extremal graphical designs for the hypercube graph.

1. Introduction

Let $G$ be a $d$-regular graph on the vertex set $V$ of size $n$ with no loops or multiple edges. Let $A$ denote the normalized adjacency operator on the space $\mathbb{R}^V$ of real-valued functions on the vertices of $G$. That is, for $f \in \mathbb{R}^V$ and a vertex $v \in V$, \[
(Af)(v) = \frac{1}{d} \sum_{u \sim v} f(u),
\] where $u \sim v$ means that $u$ and $v$ are connected by an edge in $G$. The adjacency operator is symmetric bounded operator of norm 1, hence its eigenvalues are real and satisfy \[-1 \leq \lambda_n \leq \cdots \leq \lambda_2 \leq \lambda_1 = 1.\]
The graph is connected iff the eigenvalue 1 has multiplicity 1 (see, e.g. [1]). From now on, we assume that $G$ is connected, and in this case the only eigenfunction with eigenvalue 1 is the constant function. We can endow $\mathbb{R}^V$ with the standard inner product, defined as, for $f, g \in \mathbb{R}^V$, \[
\langle f, g \rangle = \sum_{v \in V} f(v)g(v).
\]
The problem of graphical designs was posed in [40] as follows. Let $G$ be a finite, simple, connected graph. Suppose there exists a subset $W \subset V$ with weights $a_w \in \mathbb{R}$ for $w \in W$ such that $\forall 1 \leq k \leq K$ \[
(1) \quad \frac{1}{|V|} \sum_{v \in V} \varphi_k(v) = \sum_{w \in W} a_w \varphi_k(w),
\] where $\varphi_k$ is an eigenfunction of $A$ with eigenvalue $\lambda_k$. How big can $K$ be (depending on $|W|$)? How does this depend on $G$? How would one find sets $W$ having $K$ large?
In [40], the Laplace operator $\Delta$ of a graph was considered, defined as

$$(\Delta f)(v) = \sum_{u \sim v} \left( \frac{f(u)}{\deg(u)} - \frac{f(v)}{\deg(v)} \right).$$

For a regular graph, the Laplacian $\Delta$ and the normalized adjacency operator $A$ satisfy

$$\Delta = A - I,$$

where $I$ stands for the identity operator. In particular, these operators share eigenfunctions.

![Figure 1. The Truncated Tetrahedral Graph on 12 vertices: there exists an orthonormal basis of eigenfunctions, such that 10 non-constant eigenfunctions of it have mean value zero on the subset of 4 black vertices. (Courtesy of Steinerberger, [40].)](image)

As it is pointed out in the same paper, there is some ambiguity when eigenvalues have large multiplicity. The problem of graphical designs was inspired by an analogous question on the sphere, and while on the sphere the enumeration of eigenfunctions sometimes is taken into account, it is not yet justified why it should matter so for graphs. In this paper, we study a certain subclass of graphical designs, which we baptize extremal, and connect it to a well-developed branch of extremal combinatorics. We also narrow our consideration to the case of graphical designs $W$ of constant weights $a_w = 1/|W|$.

**Definition 1.1.** A graphical design on a graph $G$ is a proper subset $W \subset V$. Its order is the minimal such $k$ that the characteristic function $1_W$ of $W$ is a linear combination of the constant function and $k$ other eigenfunctions of $A$. A graphical design of order 1 is called extremal.

The justification for such a definition is that for a graphical design of order $k$ there exists a basis of eigenfunctions with respect to which it satisfies Equation (1) for all but $k$ eigenfunctions in the basis. Namely, if $1_W$ is a linear combination of the constant function and eigenfunctions $\varphi_{n_1}, \ldots, \varphi_{n_k}$, where $1 < n_1 < n_2 \cdots < n_k$, then one can complete them to an orthogonal basis of eigenfunctions $\varphi_1, \ldots, \varphi_n$. Then for $1 < k \leq n$ such that $k \not\in \{n_1, \ldots, n_k\}$, we have

$$\frac{1}{|V|} \sum_{v \in V} \varphi_k(v) = 0 = \frac{1}{|W|} \langle \varphi_k, 1_W \rangle = \frac{1}{|W|} \sum_{w \in W} \varphi_k(w).$$

Equation (1) is also satisfied for $k = 1$ as $\varphi_1$ is a constant function and it has mean value 1 for every non-empty subset of vertices.

In this paper, we show that extremal graphical designs can be found in maximal independent sets and in subsets realizing the isoperimetric constant, and provide infinite families of examples arising naturally in extremal combinatorics.
Relation to existing work. The term graphical design was suggested in [40] in analogy to spherical designs. Let $S^d$ be the unit sphere in $\mathbb{R}^{d+1}$ with the Lebesgue measure $\mu_d$ normalized by $\mu_d(S^d) = 1$. A set of points $x_1, \ldots, x_N \in S^d$ is called a spherical $t$-design if
\[
\int_{S^d} P(x) d\mu_d = \frac{1}{N} \sum_{i=1}^N P(x_i)
\]
for all algebraic polynomials in $(d+1)$ variables, of total degree at most $t$. This notion was introduced by Delsarte, Goethals, and Seidel in [11], where they proved a lower bound on the cardinality of a spherical $t$-design in terms of $d$ and $t$. Spherical designs were however studied earlier, as for example, in [32], McLaren constructed a set of 72 points on $S^2$ integrating 225 polynomials exactly. Among recent results is the work of Bondarenko, Radchenko and Viazovska, [6], where they prove asymptotic optimality of the lower bound on the size of a design. This result was later extended to manifolds in [19]. Both spherical and graphical designs deal with the question of sampling: how to efficiently sample a domain in such way that many functions integrate exactly on the sample. Spectral approach to sampling in graphs is taken, for example, in [35] by Pesenson. In this work, Pesenson introduces a notion of a Paley-Wiener space for a graph and proves analogues of the classical results of Paley-Wiener theory for certain families of graphs. In particular, he proves that a for every function on a subset of vertices of a graph, there exists a low-frequency function on the whole graph that coincides with the given function on the subset. A function is called low-frequency if it is a linear combination of Laplace eigenfunctions with small eigenvalues. Other approaches to spectral to sampling are presented in a survey on Graph Signal Processing [38, Chapter III.E]. However, none of the mention techniques seem to be have an immediate connection with the notion of graphical designs. Thus it is probably not too bold to claim that graphical designs provide a new view on the question of graph sampling.

Structure of the paper. The following section, Section 2, is devoted to the main results. In Section 3, we present examples of families of graphs and graphical designs on them. Section 4 contains proofs of the results. In Section 5, we prove a result on graphical designs in the weak product of graphs. We conclude with open questions in Section 6.

2. Main Results

In this section we prove main results of this paper, connecting the question of graphical designs to independent sets in Subsection 2.1 and to isoperimetric partitions in Subsection 2.2. In the following section, we apply these results to show that various families of graphs have extremal graphical designs. This solves positively an open question posed in [40]: there are natural families of graphs supporting high-quality designs.

2.1. Independent Sets. A subset $S \subset V$ of vertices in $G$ is called independent if no two vertices in it are connected by an edge. The independence ratio $\alpha(G)$ of $G$ is defined as
\[
\alpha(G) = \max \left\{ \frac{|S|}{|V|} \mid S \subset V \text{ is independent} \right\}.
\]
The following spectral upper bound on the size of an independent set was proved by Hoffman in [27] (see also [28]).
Figure 2. The Kneser (6, 2) Graph: it is a graph on the set of all 2-subsets of a 6-set, where two subsets are connected by an edge if they are disjoint. It is 6-regular and has 15 vertices. There exists an orthonormal basis of eigenfunctions such that all but two of them have mean value zero on the subset of 5 vertices in black. In other words, these vertices forms an extremal graphical design.

**Theorem 2.1** (Hoffman, [27]). Let $G$ be a $d$-regular graph on $n$ vertices. The following bound holds

$$\alpha(G) \leq \frac{-\lambda_n}{1 - \lambda_n},$$

where $\lambda_n$ is smallest eigenvalue of the normalized adjacency operator $A$ of $G$.

The following result connects independent sets with extremal graphical designs.

**Theorem 2.2** (Main Result). Let $G$ be a regular graph for which the Hoffman bound is sharp. Let $S \subset V$ be an independent set realizing $\alpha(G)$, i.e.,

$$\frac{|S|}{|V|} = \alpha(G) = \frac{-\lambda_n}{1 - \lambda_n},$$

then $S$ is an extremal graphical design.

In [40], the main theorem implies that the neighborhood of a graphical design has to grow exponentially in the number of steps from it. For maximal independent sets, by definition, every vertex of the graph is either in the set or at distance 1 from it.

Notably, almost all explicit examples of designs in [39] have the property of being at distance at most 1 from every other vertex in the graph, however only one, the one for the Sylvester graph, is a maximal independent set. A computer experiment in Sage on the Sylvester graph shows that there exist maximal independent sets of bigger size (namely, 11 vertices), however their order as of a graphical design seems to be higher. It cannot be translated directly into precise statement, as the experiment included a choice of basis of eigenfunctions, which is not unique due to the high multiplicity of eigenvalues.

### 2.2. Isoperimetric Partitions.

In [8], Cheeger proved a lower bound on the second smallest eigenvalue of the Laplacian of a Riemannian manifold in terms of its isoperimetric constant, which now sometimes is called the Cheeger constant. In [7], Buser proved an upper bound. Later, an analog of the Buser inequality for graphs was proved independently in [1][12][13], and an analog of the Cheeger inequality
Figure 3. The Sylvester Graph: it is 5-regular and has 36 vertices, the subset of 6 vertices in black forms a maximal independent set and a graphical design of order at most 9. In other words, there exists an orthonormal basis of eigenfunctions such that at least 2 of the non-constant eigenfunctions have mean value zero on the subset of black vertices.

For graphs was proved independently in [3, 42]. Usually the Cheeger constant of a graph is defined as

\[ h'(G) = \min_{\emptyset \neq S \subseteq V} \frac{|E(S, V \setminus S)|}{\min \{|S|, |V \setminus S|\}}, \]

where \( E(S, V \setminus S) \) stands for the set of edges with one vertex in \( S \) and the other one in the complement \( V \setminus S \). We stick to a slightly different definition

\[ h(G) = \min_{\emptyset \neq S \subseteq V} \frac{|V||E(S, V \setminus S)|}{d|S||V \setminus S|}. \]

However, these two constants can be approximated one by another. Namely,

\[ h'(G) \leq d \cdot h(G) \leq 2h'(G). \]

A similar modification to the isoperimetric constant is made for Euclidean domains in [39], and for simplicial complexes in [34]. We make use of the following theorem, which is a slight variation of the Cheeger inequality for graphs.

**Theorem 2.3** (Alon-Milman, Tanner [342]). Let \( G \) be a connected \( d \)-regular graph, then

\[ 1 - \lambda_2 \leq h(G). \]

Similarly to the case of the Hoffman theorem, we can deduce a result on extremal graphical designs from the above theorem.

**Theorem 2.4.** Let \( G \) be a regular graph for which the Cheeger bound is sharp. Let \( S \subseteq V \) be a set realizing \( h(G) \), i.e.,

\[ \frac{|V||E(S, V \setminus S)|}{d|S||V \setminus S|} = 1 - \lambda_2. \]

Then it is an extremal graphical design.

3. **Examples**

The Hoffman bound has become a classical tool in spectral graph theory, and has been generalized to other settings.
3.1. Bipartite Graphs. An immediate example of graphs for which the Hoffman bound is sharp is bipartite graphs, i.e., graphs whose vertex set can be partitioned into two parts in such a way that every edge has exactly one vertex in each part. In this case, $\lambda_n = -1$ (consider a function which equal 1 on one part, and $-1$ on the other), and the Hoffman bound is sharp for either of the parts of the partition. Therefore, each part of a bipartite graph makes an extremal graphical design.

3.2. Kneser Graphs. In extremal combinatorics, the Hoffman bound provided a method of proving results in the spirit of the Erdős-Ko-Rado Theorem, including the original theorem. For an overview of this subject, see, e.g., [21]. The original Erdős-Ko-Rado Theorem reads as follows.

**Theorem 3.1 (Erdős-Ko-Rado, [14]).** Let $F$ be a family of distinct subsets of size $k$ of $[n] = \{1, \ldots, n\}$ such that each pair of subsets in the family has a non-empty intersection. Then $|F| \leq \binom{n-1}{k-1}$.

An example of such a family of the maximal size is the family of all subsets of size $k$ containing a fixed element. In [29], Lovász provided a spectral proof of Erdős-Ko-Rado Theorem by considering the corresponding Kneser graph $KG(n, k)$: its vertices are all subsets of size $k$ of $[n]$, and two vertices are connected if the sets do not intersect. Then the desired families of subsets correspond to the independent sets of the Kneser graph. For this graph, the Hoffman bound is sharp. This implies in particular that a family of all subsets containing a fixed element forms an extremal graphical design in the Kneser graph.

3.3. Derangement Graphs. A similar question for permutations was first addressed by Deza and Frankl in [16]. Two permutations $\sigma, \tau \in S_n$ are called intersecting, if there exits $i \in [n] = \{1, \ldots, n\}$ such that $\sigma(i) = \tau(i)$. A family of permutations is called intersecting, if any two permutations in it are intersecting.

**Theorem 3.2 (Deza-Frankl, [16]).** Let $I \subset S_n$ be an intersecting family of permutations, then $|I| \leq (n-1)!$.

An example of an intersecting family of permutations of the maximal size is the family of permutations fixing a given element. A spectral proof appeared independently in [36], [18] and [20]. The idea is to consider the derangement graph on the symmetric group $S_n$: its vertices are all the permutations, and two permutations are connected by an edge if they are not intersecting. Then the independent sets of the derangement graph form intersecting families of permutations. The Hoffman bound is sharp for this graph, and therefore, the intersecting families of the maximal size also form extremal graphical designs in this graphs.

3.4. The Complete Graph. Unlike the Hoffman bound, there are not many examples known of graphs for which the Cheeger bound is sharp. The complete graph $K_n$ is the graph on $[n] = \{1, \ldots, n\}$, where every two vertices are connected by an edge. The eigenvalues of its normalized adjacency operator are

$$
\begin{align*}
\lambda_n &= -1, \\
\cdots &= -1, \\
\lambda_{n-1} &= -1, \\
\lambda_{n-1} &= -1, \\
\cdots &= -1, \\
\lambda_1 &= 1,
\end{align*}
$$

while its Cheeger constant is equal to

$$h(K_n) = \min_{\emptyset \neq A \subseteq [n]} \frac{|V||E(A, V \setminus A)|}{d[A]|V \setminus A|} = \min_{\emptyset \neq A \subseteq [n]} \frac{|V||A||V \setminus A|}{d[A]|V \setminus A|} = \frac{n}{n-1}.$$
Figure 4. The Kneser \((7,2)\) Graph: it is 10-regular and has 21 vertices. The subset of 6 vertices in black is an independent set for which the Hoffman bound is sharp, hence it is also an extremal graphical design. That is, there exists an orthonormal basis of eigenfunctions such that all but two of them have mean value zero on the subset.

and the independence ratio is

\[
\alpha(K_n) = \frac{1}{n}.
\]

It implies that every proper subset of vertices in \(K_n\) is an extremal graphical design.

3.5. The Hypercube Graph. The hypercube graph \(Q_n\) is a graph constructed as follows. Its vertex set is \(\{0,1\}^n\), i.e., the set of all 0,1-vectors of length \(n\), where two vectors are connected by an edge iff they differ in exactly one coordinate. The weight of a vector is the sum of its coordinates. Another approach is to view the vertex set as the power set of \([n] = \{1,\ldots,n\}\), where two sets are connected by an edge iff their symmetric difference consists of exactly one element. The weight of a vertex is then just the cardinality of the set. In particular, \(Q_n\) is \(d\)-regular with \(d = n\). It is also bipartite, as it can be partitioned into two parts with the vertices with even and odd weights.

Both the eigenvalues and an orthogonal basis of eigenfunctions of the normalized adjacency operator can be written down explicitly (e.g., see [26]). Namely, for each \(I \subseteq [n]\), the following function

\[
\chi_I(J) = (-1)^{|I \cap J|},
\]

where \(J \subseteq [n]\), is an eigenfunction with eigenvalue \(1 - 2|I|/n\). For \(I_1 \neq I_2\), the functions \(\chi_{I_1}\) and \(\chi_{I_2}\) are perpendicular. Hence, they form a basis of eigenfunctions.

The Cheeger constant \(h(Q_n)\) of the graph is achieved at the following partition

\[
S = \{I \subseteq [n] \mid 1 \in I\}, \quad T = \{I \subseteq [n] \mid 1 \not\in I\}.
\]

Note that every vertex in \(S\) has exactly one neighbor in \(T\). Hence, for this partition, we have

\[
\frac{|V||E(S,V \setminus S)|}{d|S||V \setminus S|} = \frac{2^n2^{n-1}}{n2^{n-1}2^{n-1}} = \frac{2}{n}.
\]
The Hypercube Graph $Q_4$: it is 4-regular and has 16 vertices (the power set of $[4]$). The subset of 8 vertices in black achieves the Cheeger bound and forms an extremal graphical design: there exists an orthonormal basis of eigenfunctions such that all but two of them have mean value zero on the subset. This subset consists of all subsets of $[4]$ who contain a fixed element.

The Cheeger bound is sharp for this partition, as the second largest eigenvalue is equal to $1 - 2/n$.

A bit more can be said about extremal graphical designs in the hypercube graphs.

**Theorem 3.3.** Let $I \subseteq [n]$ be a proper subset of $[n]$, then the sets

$$S_I = \{ J \subseteq [n] \mid |I \cap J| \text{ is odd} \}, T_I = \{ J \subseteq [n] \mid |I \cap J| \text{ is even} \}$$

are extremal graphical designs in $Q_n$.

### 4. Proofs

The proofs of the Hoffman and Cheeger inequalities presented below can probably be considered folklore. We reproduce them here in order to track the case of equality exploited in the proofs of Theorems 2.2 and 2.2.

**Proof of Theorem 2.1.** Let $1_S$ be the characteristic function of an independent set $S \subset V$, i.e. such that $\alpha(G) = |S|/|V|$. Since $S$ is independent, the following holds

$$\langle A1_S, 1_S \rangle = 0.$$

As before, let $\lambda_n \leq \cdots \leq \lambda_1$ denote the eigenvalues of $A$, and let $\varphi_n, \ldots, \varphi_1$ be an orthonormal basis of eigenfunctions of $A$, where $\varphi_1$ has eigenvalue $\lambda_1$, $i = 1, \ldots, n$. In particular,

$$\varphi_1 = \frac{1_V}{\sqrt{n}}.$$

Let $1_S = \sum_{i=1}^n c_i \varphi_i$ be the decomposition of $1_S$ with respect to the chosen basis. Then

$$c_1 = \langle 1_S, \varphi_1 \rangle = \frac{|S|}{\sqrt{n}}, \quad \text{and} \quad \sum_{i=1}^n c_i^2 = \langle 1_S, 1_S \rangle = |S|.$$
All these allow us to derive the following chain of inequalities,

\[
0 = \langle A_1 S, 1_S \rangle = \left( \sum_{i=1}^{n} c_i \lambda_i \varphi_i, \sum_{i=1}^{n} c_i \varphi_i \right) = \sum_{i=1}^{n} \lambda_i c_i^2 = c_1^2 + \sum_{i=2}^{n} \lambda_i c_i^2 \geq c_1^2 + \lambda_n \sum_{i=2}^{n} c_i^2 = c_1^2 + \lambda_n \left( \langle 1_S, 1_S \rangle - c_1^2 \right) = (1 - \lambda_n \frac{|S|^2}{n} + \lambda_n |S|),
\]

which implies the statement of the theorem. □

**Proof of Theorem 2.2.** In order to show that \( S \) in the proof of Theorem 2.1 is an extremal design we need to show that \( 1_S \) is a linear combination of the constant function and one other eigenfunction of \( A \). Since the bound of Theorem 2.1 is sharp for \( S \), the chain of inequalities (3) has also to be sharp for it. This holds iff for some \( k \in \mathbb{N} \) (in the notation of the proof above),

\[
1_S = c_1 \varphi_1 + \sum_{i=n-k}^{n} c_i \varphi_i, \quad \text{and} \quad \lambda_{n-k} = \cdots = \lambda_n.
\]

Therefore, \( 1_S = c_1 \varphi_1 + Cf \), where \( f = \sum_{i=n-k}^{n} c_i \varphi_i \) is an eigenfunction of \( A \) with eigenvalue \( \lambda_n \). □

**Proof of Theorem 2.3.** Let \( V = S \sqcup T \) be a partition of the vertex set into non-empty parts realizing the Cheeger constant, i.e.,

\[
h(G) = \frac{|V||E(S,T)|}{d|S||T|}.
\]

Let \( 1_S \) and \( 1_T \) be the characteristic functions of \( S \) and \( T \), respectively. As before, let \( \varphi_1, \ldots, \varphi_n \) be an orthonormal basis of eigenfunctions numbered w.r.t. the numbering of the eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \). Let \( 1_S = \sum_{i=1}^{n} c_i \varphi_i \) be the decomposition of \( 1_S \) w.r.t. this basis. Then, since \( 1_S + 1_T = 1_V \) and \( 1_V = \sqrt{n} \varphi_1 \), the decomposition of \( 1_T \) is

\[
1_T = (\sqrt{n} - c_1) \varphi_1 + \sum_{i=2}^{n} (-c_i) \varphi_i.
\]

In the rest, the proof is similar to that of 2.1. Namely, note first that

\[
c_1 = \langle 1_S, \varphi_1 \rangle = \frac{|S|}{\sqrt{n}}, \quad \text{and} \quad \sum_{i=1}^{n} c_i^2 = \langle 1_S, 1_S \rangle = |S|.
\]
And then note that
\[
\frac{1}{d} |E(S, T)| = \langle A_1 S, 1_T \rangle = \\
= \left( \sum_{i=1}^{n} c_i \lambda_i \varphi_i, (\sqrt{n} - c_1) \varphi_1 + \sum_{i=2}^{n} (-c_i) \varphi_i \right) = \\
= c_1 (\sqrt{n} - c_1) + \sum_{i=2}^{n} \lambda_i (-c_i^2) \\
\geq c_1 (\sqrt{n} - c_1) + \lambda_2 \sum_{i=2}^{n} (-c_i^2) \\
= c_1 (\sqrt{n} - c_1) - \lambda_2 \left( \sum_{i=1}^{n} c_i^2 - c_1^2 \right) = \\
= \frac{|S| n - |S|}{\sqrt{n}} - \lambda_2 \left( \frac{|S|}{n} - \frac{|S|^2}{n} \right) = \\
= \frac{|S|(|n - |S||}{n} (1 - \lambda_2),
\]
which completes the proof. □

**Proof of Theorem 2.4.** In order to show that $S$ in the proof of Theorem 2.3 is an extremal design we need to show that $1_S$ is a linear combination of the constant function and one other eigenfunction of $A$. As in the proof of Theorem 2.2, note that in order for the bound on the Cheeger constant to be sharp, the chain of inequalities (4) has to be sharp as well. This implies that there exists $k \in \mathbb{N}$, such that
\[
1_A = c_1 \varphi_1 + \sum_{i=2}^{k} c_i \varphi_i, \quad \text{and} \quad \lambda_2 = \cdots = \lambda_k.
\]
In this case, $1_A$ is a linear combination of the constant function and an eigenfunction with eigenvalue $\lambda_2$. □

**Proof of Theorem 3.3.** First note, that $S_I$ and $T_I$ make a partition of the vertex set of $Q_n$, hence it is enough to show that one of them is a graphical design. The eigenfunction $\chi_I$ takes value $-1$ on $S_I$ and value $1$ on $T_I$. Therefore the characteristic function $1_S$ of the set $S_I$ can be decomposed as
\[
1_S = \frac{1}{2} (1_V - \chi_I).
\]
□

5. **Graphical Designs in Weak Products of Graphs**

Let $G_1$ and $G_2$ be regular graphs on the vertex sets $V_1$ and $V_2$, respectively. Their weak (also known as tensor or Kronecker) product $G_1 \times G_2$ is defined as follows: it is a graph on the cartesian product $V_1 \times V_2$ as the vertex set, and $(v_1, v_2), (u_1, u_2) \in V_1 \times V_2$ are connected by an edge iff $v_i \sim u_i$ in $G_i$ for both $i = 1, 2$. Let $A_1$ and $A_2$ be the normalized adjacency operators of $G_1$ and $G_2$, respectively. Then the normalized adjacency operator $A$ of $G_1 \times G_2$ is the tensor product of $A_1$ and $A_2$, and its matrix is equal to the Kronecker product of the matrices of $A_1$ and $A_2$. (See [13] ) This permits a description of the eigenvalues and eigenfunctions of $A$ in terms of that of $A_1$ and $A_2$. If we denote the eigenvalues of
$A_i$ by $\lambda_{n_i}^1 \leq \cdots \leq \lambda_i^1$ for $i = 1, 2$, then the eigenvalues of $A$ are the products of the eigenvalues of $A_1$ and $A_2$, i.e.,
\[ \lambda_1^1, \lambda_2^1, \lambda_1^2, \lambda_2^2, j_1 = 1, \ldots, n_1, j_2 = 1, \ldots, n_2. \]

Also, if for $i = 1, 2$ function $f_i$ is an eigenfunction of $A_i$ with eigenvalue $\mu_i$, then the function $f_1 \times f_2$ is an eigenfunction of $A$ with eigenvalue $\mu_1 \mu_2$. Here $f_1 \times f_2 : V_1 \times V_2 \to \mathbb{R}$ is defined as
\[ (f_1 \times f_2)(v_1, v_2) = f_1(v_1)f_2(v_2), \]
for $(v_1, v_2) \in V_1 \times V_2$. This allows us to deduce the following result.

**Theorem 5.1.** If $W_1 \subset V_1$ and $W_2 \subset V_2$ are graphical designs in $G_1$ and $G_2$ of order $k_1$ and $k_2$, respectively, then
1. $W_1 \times W_2$ is a graphical design in $G_1 \times G_2$ of order at most $(k_1+1)(k_2+1)-1$.
2. $W_1 \times V_2$ and $V_1 \times W_2$ are graphical designs of order $k_1$ and $k_2$, respectively.
3. $W_1^{\times r} = W_1 \times \cdots \times W_1$ is a graphical design of order at most $(k_1+1)^r - 1$ in $G_1^{\times r}$, where $r \in \mathbb{N}$.

**Proof of Theorem 5.1.** In order to show (1), note that $1_{W_1 \times W_2} = 1_{W_1} \times 1_{W_2}$, and that if for $i = 1, 2$, $1_{W_i}$ is a linear combination of $1_{V_i}$ and $k_i$ other eigenfunctions, then $1_{W_1 \times W_2}$ is a linear combination of $1_{V_1 \times V_2}$ and other $(k_1+1)(k_2+1)-1$ eigenfunctions. The proof of (2) follows the same logic, noting that $1_{V_i}$ is an eigenfunction of $A_i$, for $i = 1, 2$. Finally, (3) follows from (1) by applying it repeatedly for $G_2 = G_1$. \qed

### 5.1. Alon-Dinur-Friedgut-Sudakov Stability Theorem for Weak Products.

Theorem 5.1 was largely inspired by [2]. There it was proved that the Hoffman bound remains sharp under the weak product operation. There they also proved a stability result for independent sets that almost achieve the Hoffman bound in weak powers of a graph, this is Theorem 5.3 below.

**Theorem 5.2.** [2] Theorem 1.4] Let $H$ be a connected $d$-regular graph on $n$ vertices and let $\lambda_n \leq \cdots \leq \lambda_1 = 1$ be the eigenvalues of its normalized adjacency operator. If
\[ \alpha(H) = \frac{-\lambda_n}{1 - \lambda_n}, \]
then for every integer $r \geq 1$,
\[ \alpha(H^{\times r}) = \frac{-\lambda_n}{1 - \lambda_n}. \]
Moreover, if $H$ is also non-bipartite, and if $I$ is an independent set of the size $\frac{-\lambda_n}{1 - \lambda_n} n^r$ in $H^{\times r}$, then there exists a coordinate $i \in \{1, \ldots, r\}$ and a maximum independent set $J$ in $H$, such that
\[ I = \{ v \in V^r \mid v_i \in J \}. \]

**Theorem 5.3.** [2] Theorem 1.5] Let $H$ be a connected $d$-regular non-bipartite graph on $n$ vertices and let $\lambda_n \leq \cdots \lambda_1 = 1$ be the eigenvalues of its normalized adjacency operator. Assume also that the Hoffman bound is sharp for $H$.

Then there exists a constant $M = M(H)$ such that for any $\varepsilon > 0$ the following holds. Let $G = H^{\times r}$ and let $I$ be an independent set in $G$ such that
\[ \frac{|I|}{n^r} = \alpha(H) - \varepsilon, \]
then there exists an independent set $I'$ in $G$ such that
\[ \frac{|I'|}{n^r} = \alpha(H), \quad \text{and} \quad \frac{|I \Delta I'|}{n^r} \leq M \varepsilon, \]
where $\Delta$ stands for the symmetric difference of sets.

6. Open Questions and Further Directions

6.1. Hoffman bound and Cheeger inequality in other settings. The Hoffman bound, Theorem 2.1, was generalized to the setting of bounded operators on $L^2$-functions on a measure space in [4]. It was then applied to the questions of coloring and independence ratio in different settings, in particular, a sphere in [10], Euclidean space in [5], hyperbolic plane in [9], and hyperbolic surfaces in [23]. The Hoffman bound was also generalized to hypergraphs (equivalently, simplicial complexes) in [22] and later in [25]. In [15], a new generalization is presented, which is stable under the operation of weak product of hypergraphs. As it was pointed out, the Cheeger inequality was originally proved in the setting of Riemannian manifolds. There has been an extensive work on generalizing Cheeger inequality to the setting of simplicial complexes, see [24, 30, 33, 34, 37], and [41] for a friendly exposition.

6.2. Open Questions.

(1) In Theorem 5.3 of [2], the stability result is shown for independent sets in weak powers of graphs. Can a result of similar nature be proven for graphical designs?

(2) The hypercube graph $Q_n$ is the $n$-th cartesian power of the complete graph $K_2$ on two vertices (see [26]). What can be said about graphical designs in the cartesian product?

(3) The results of this paper can probably be extended to weighted graphs, which are of great use in extremal combinatorics (see e.g. [17]).

(4) Spectral theory of hypergraphs and simplicial complexes has been actively developing in recent years (see e.g. [31]). What is a reasonable generalization of the graphical designs to this setting?

(5) Spectral techniques have been applied to the questions of coloring and independence ratio for distance graphs in various settings (as briefly described in Subsection 6.1). Can these techniques help in constructing discrete designs in the corresponding space?
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