Tilting the playing field: Dynamical loss functions for machine learning
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We show that learning can be improved by using loss functions that evolve cyclically during training to emphasize one class at a time. In underparameterized networks, such dynamical loss functions can lead to successful training for networks that fail to find deep minima of the standard cross-entropy loss. In overparameterized networks, dynamical loss functions can lead to better generalization. Improvement arises from the interplay of the changing loss landscape with the dynamics of the system as it evolves to minimize the loss. In particular, as the loss function oscillates, instabilities develop in the form of bifurcation cascades, which we study using the Hessian and Neural Tangent Kernel. Valleys in the landscape widen and deepen, and then narrow and rise as the loss landscape changes during a cycle. As the landscape narrows, the learning rate becomes large and the network becomes unstable and bounces around the valley. This process ultimately pushes the system into deeper and wider regions of the loss landscape and is characterized by decreasing eigenvalues of the Hessian. This results in better regularized models with improved generalization performance.

I. INTRODUCTION

In supervised classification tasks, neural networks learn as they descend a loss function that quantifies their performance. Given a task, there are many components of the learning algorithm that may be tuned to improve performance including: hyperparameters such as the initialization scale [1, 2] or learning rate schedule [3]; the neural network architecture itself [4]; the types of data augmentation [5]; or the optimization algorithm [6]. The structure of the loss function also plays an important role in the outcome of learning [7–13], and it promotes phenomenology reminiscent of physical systems, such as the jamming transition [14–19]. A possible strategy to improve learning could be to vary the loss function itself; is it possible to tailor the loss function to the training data and to the network architecture to facilitate learning? The first step along this path is to compare how different loss functions perform under the same conditions, see for example [20–22]. However, the plethora of different types of initializations, optimizers, or hyper-parameter combinations, makes it very difficult to find the best option even for a specified set of tasks. Given that choosing an optimal loss function landscape from the beginning is difficult, one might ask if transforming the landscape continuously during training can lead to a better final result. This takes us to continuation methods, very popular in computational chemistry [23–25], which had their machine learning counterpart in curriculum learning [26].

Curriculum learning was introduced by Bengio et al. [26] as a method to improve training of deep neural networks. They found that learning can be improved when the training examples are not randomly presented but are organized in a meaningful order which illustrates gradually more concepts, and gradually more complex ones. In practice, this “curriculum” can be achieved by weighing the contribution of easier samples (e.g. most common words) to the loss function more at the beginning and increasing the weight of more difficult samples (e.g. less frequent words) at the end of training. In this way one expects to start with a smoothed-out version of the loss landscape that progressively becomes more complex as training progresses. Since its introduction in 2009, curriculum learning has played a crucial role across deep learning [27–29]. While this approach has been very successful, it often requires additional supervision: for example when labelling images one needs to add a second label for its difficulty. This requirement can render curriculum learning impractical when there is no clear way to evaluate the difficulty of each training example.

These considerations raised by curriculum learning suggest new questions: if continuously changing the landscape facilitates learning, why do it only once? Furthermore, training data is already divided into different classes—is it possible to take advantage of this already-existing label for each training example instead of introducing a new label for difficulty? In physical systems, cyclical landscape variation has proven effective in training memory [30–34]. In human learning, as well, many educational curricula are developed to expose students to concepts by cycling through them many times rather than learning everything at the same time or learning pieces randomly. Here we extend this approach to neural network training by introducing a dynamical loss function. In short, we introduce a time-dependent weight for each class to the loss function. During training, the weight applied to each class oscillates, shifting within each cycle to emphasize one class after another. We show in this work that this approach improves training and test accuracy in the underparametrized regime, when

Code reproducing our main results can be found at https://github.com/miguel-rg/dynamical-loss-functions.
the neural network was unable to optimize the standard (static) loss function. Even more surprisingly, it improves test accuracy in the overparameterized regime where the landscape is nearly convex and the final training accuracy is always perfect. Finally, we show how changes in the curvature of the landscape during training lead to bifurcation cascades in the loss function that facilitate better learning.

The advantage of using a dynamical loss function can be understood conceptually as follows. The dynamical loss function changes the loss landscape during minimization, so that although the system is always descending in the instantaneous landscape, it can cross loss-barriers in the static version of the loss function in which each class is weighted equally. The process can be viewed as a sort of peristaltic movement in which the valleys of the landscape alternately sink/grow and rise/shrink, pushing the system into deeper and wider valleys. Progress also occurs when the system falls into valleys that narrow too much for a given learning rate, so that the system caroms from one side of the valley to another, propelling the system into different regions of the landscape. This behavior manifests as bifurcation cascades in the loss function that we will explain in terms of eigenvalues of the Hessian and the Neural Tangent Kernel (NTK) [35, 36]. Together, this leads networks trained using dynamical loss functions to move towards wider minima – a criterion which has been shown to correlate with generalization performance [37].

II. MYRTLE5 AND CIFAR10 PHASE DIAGRAMS

During learning, we denote the number of minimization steps as $t$. We define a dynamical loss function that is a simple variation of cross entropy and changes during learning:

$$
\mathcal{F} = \sum_{j \leq P} \Gamma_j(t) \left( -\log \left( \frac{e^{f_j(x_j, W)}}{\sum_i e^{f_i(x_j, W)}} \right) \right)
$$

(1)

Where $\Gamma_i$ is a different oscillating factor for each class $i$. We further denote $(x_j, y_j)$ to be an element of the the training set of size $P$, $f(x_j, W)$ is the logit output of the neural network given a training sample $x_j$ and the value of the trainable parameters $W$. Here $f(x_j, W) \in \mathbb{R}^C$ where $C$ is the number of classes. Depending on the values of $\Gamma_i$, the topography of the loss function will change, but the loss function will still vanish at the same global minima, which are unaffected by the value of $\Gamma_i$. This transformation was motivated by recent work in which the topography of the loss function was changed to improve the tuning of physical flow networks [39]. Here, we use $\Gamma_i$ to emphasize one class relative to the others for a period $T$, and cycle through all the classes in turn so the total duration of a cycle that passes through all classes is $CT$. To simplify the expression, let us define the time within every period $T$ as

$$
t_T = t \mod T.
$$

(2)

For simplicity we use a function that linearly increases then decreases with amplitude $A$ so that

$$
g(t_T) = \begin{cases} 
1 + mt_T & \text{for } 0 < t_T \leq T/2 \\
2A - mt_T - 1 & \text{for } T/2 < t_T \leq T
\end{cases}
$$

(3)

where $A \geq 1$ is the amplitude ($A = 1$ corresponds to no oscillations) and $m = 2(A - 1)/T$. During each period, $\Gamma_i$ increases for one class $i$. We cycle through the classes one by one:

$$
\hat{\Gamma}_i = \begin{cases} 
g(t_T) & \text{for } t/T \mod C = i \\
1 & \text{for } t/T \mod C \neq i
\end{cases}
$$

(4)

where $C$ is the number of classes in the dataset. Finally, we normalize these factors

$$
\Gamma_i = C \frac{\hat{\Gamma}_i}{\sum_{j=1}^C \hat{\Gamma}_j}
$$

(5)

Figure 4 (a) shows the oscillating factors $\Gamma_i$ for the case of a dataset with three classes. Note that due to the normalization, when $\Gamma_i$ increases, $\Gamma_j \neq i$ decreases.

To test the effect of oscillations on the outcome of training, we use CIFAR10 as a benchmark, without data augmentation. We train the model 30 times with the same hyperparameter values to average the results over random initializations of $W$. We use the Myrtle neural network, introduced in [38], since it is an efficient convolutional network that achieves good performance with CIFAR10. To obtain enough statistics, we use Myrtle5 with 64 channels instead of the 1024 channels used in Ref. [38]. In all of the experiments we use JAX [40] for training, Neural Tangents for computation of the NTK [41], and an open source implementation of the Lanczos algorithm for estimating the spectrum of the Hessian [42].

In the standard case without oscillations ($A = 1$ in Figure 1) this model fits all the training data essentially perfectly (training accuracy $\sim 1$) and achieves a modest $\sim 0.73$ validation accuracy. In figure 1 we vary the amplitude $A$ and period $T$ of oscillations to explore the parameter space of the dynamical loss function. We find a region at $25 \lesssim A \lesssim 70$, $T \lesssim 250$ where validation accuracy increases by $\sim 6\%$ to $\sim 0.79$, showing that the dynamical loss function improves generalization significantly.

In addition to the Myrtle5 network, we additionally ran several experiments on a standard Wide Residual Network architecture [43] (see Supplementary Information Sec. IV). Over our limited set of experiments, we did not observe a statistically significant improvement to the test accuracy from using an oscillatory loss. We have several hypotheses for why the oscillatory loss was unhelpful in this case: 1) the oscillatory loss may interact
FIG. 1. Phase diagrams for the dynamical loss function (1) applied to Myrtle5 [38] and CIFAR10. The contour plots represent the training (a) and validation accuracy (b) depending on the amplitude (A) and period (T) of the oscillations. To create the contour plot we averaged the result of 30 simulations for each point in a grid in the (T, A) plane. Note that using the standard cross entropy loss function without the oscillations (Γ_i = 1, A = 1 line in both panels) the system already fitted all the training data (training accuracy ∼ 1) and achieved a ∼ 0.73 validation accuracy. However, the validation accuracy improved up to 6% thanks to the oscillations for A ∼ 50 and T ∼ 100. This neural network is a realistic setup adapted from [38]. We used 64 channels, Nesterov optimizer with momentum = 0.9, minibatch size 512, a linear learning rate schedule starting at 0, reaching 0.02 in the epoch 300 and decreasing to 0.002 in the final epoch (700). For all A and T the oscillations stopped at epoch 600 (see the Supplementary Materials for more details).

FIG. 2. Spiral dataset adapted from [44]. Samples are 2D arrays belonging to three classes, represented by different colors in the image. Each class follows a different spiral arm plus a small noise.

poorly with batch normalization, 2) the network is already well-conditioned and so the oscillations may not lead to further improvements to conditioning, and 3) we used a larger batch size than is typical (1024 vs 128) and trained for only 200 epochs; thus, it might be that the model trained in too few steps to take advantage of the oscillations. It is an interesting avenue for future work to disentangle these effects.

III. UNDERSTANDING THE EFFECT OF THE DYNAMICAL LOSS FUNCTION IN A SIMPLER MODEL

A. Phase diagrams for the spiral dataset

To better understand how the oscillations of the dynamical loss function improve generalization, we study a simple but illustrative case. We use synthetic data consisting of points in 2D that follow a spiral distribution (see Figure 2), with the positions of points belonging to each class following a different arm of the spiral with additional noise (different colors in Fig. 1). In this case we use a neural network with one hidden layer and full batch gradient descent.

Figure 3 shows phase diagrams similar to those in Figure 1, where we vary the amplitude A and period T of oscillation, for two different network widths, which we will call narrow (100 hidden units) and wide (1000 hidden units), respectively. For the narrow network (left side of Fig. 3) with the standard cross-entropy loss function (no oscillations; A = 1) the model is unable to fit the training data, leading to very poor training and validation accuracies (∼ 0.65), suggesting that the standard loss function landscape is complex and the network is unable to find a path to a region of low loss. For the dynamical loss function (A > 1), on the other hand, there is a region in the phase diagram (5 ≲ A ≲ 20, T ≲ 300), where the training accuracy is nearly perfect and the validation accuracy reaches ∼ 0.9. Similarly, as we saw in the previous case with Myrtle5 and CIFAR10, when the network is wide enough so that the standard loss landscape is convex (at least in the subspace where training occurs) and the training accuracy is already ∼ 1 for the standard (static) loss function (A = 1), there is a regime (5 ≲ A ≲ 25, T ≲ 700) in which the dynamical loss function improves generalization.

B. Studying the dynamics of learning with a dynamical loss function in terms of the curvature of the landscape

Let us now take a closer look at the training process to understand how loss function oscillations affect learning. During each period T_i, Γ_i > 1 for one class i and Γ_j̸=i < 1. In the most extreme case, A → ∞, the net-
FIG. 3. Phase diagrams using the spiral dataset and a neural network with only one hidden layer. We show two examples where the neural network width is 100 (panels a and b) and 1000 (panels c and d) respectively. To create the contour plot we averaged the result of 50 simulations for each point in a grid in the $(T, A)$ plane. In each simulation we used full batch gradient descent for 35000 steps, a constant learning rate of 1, and we stopped the oscillations ($\Gamma_i = 1$) for the last period. The training dataset is shown in Fig. 2 and the validation dataset is analogous to it but with a different distribution of the points along the arms.

work only needs to learn class $i$ during that period. For any initial value of the parameters ($W$) the model can find a solution (the simplest solution is for the network to output the chosen class regardless of input) without making any uphill moves, and therefore the landscape is convex. However, in the next period the network will have to learn a different class, suggesting that the transition between periods will mark the points at which the topography of the landscape becomes more interesting. (Note that right at the transition all $\Gamma_i$ are 1 and we recover the standard loss function).

Even without the oscillations ($A = 1$), the system does not fully reach a minimum of the loss function after training–most of the eigenvalues of the Hessian are very small in modulus (even negative) and only a few of the outliers seem to control learning [47, 48]. We will refer not to minima but rather to valleys of the loss function, where we consider the projection of parameter space spanned by large-eigenvalue outliers of the Hessian [49].

The behavior of the system as it descends in the dynamical loss function landscape is summarized in Fig. 4, for the spiral dataset for a case with a rather high period of $T = 5000$ minimization steps and amplitude of $A = 70$, chosen for ease of visualization. Panel (a) shows the values of $\Gamma_i$ as learning progresses. Note that due to the normalization (5) these values are bounded between 0 and 3 (the number of classes $C$). Panel (b) displays the value of the dynamical loss function at each step: in the first half of each period $T$, the loss function decreases as the system descends in a valley, the change of the loss function in each step is small (panel (c)) and the training accuracy is roughly constant (panel (d)). Panel (e) shows the largest eigenvalue of the Hessian, which provides a measure of the width of the valley; during the first half of the period, the system follows a valley that prioritizes learning samples from the chosen class and the largest eigenvalue decreases (the valley widens) as that class is increasingly emphasized. In this way, the system will move towards a region of parameter space where many (or all) samples belonging to the chosen class are correctly classified.

It follows that during the first half of the oscillation:

- The valley that the system is descending shifts downwards because the network is focusing on learning one class and the contributions to the loss function from the misclassified samples belonging to other classes contribute less and less as learning progresses ($\Gamma_i(t) > \Gamma_i(t-1)$ and $\Gamma_{j \neq i}(t) < \Gamma_{j \neq i}(t-1)$).
- This valley also widens as other valleys that correctly classify less samples belonging to the chosen class move upwards and shrink (we know about the
FIG. 4. Example of the learning dynamics using a dynamical loss function (1). The width of the hidden layer is 100. We use $T = 5000$ and $A = 70$. Panel (a) shows $\Gamma_i$ as training progresses, with colors identifying the corresponding classes shown in figure 2. Panel (b) displays the value of the dynamical loss function $\mathcal{F}(t)$. Panel (c) shows $\mathcal{F}(t) - \mathcal{F}(t-1)$ to display the instabilities more clearly. Panel (d) shows the accuracy of the model during training. Panel (e) shows the largest eigenvalue of the Hessian of the loss function computed using the Lanczos algorithm as described in [45] (we have used an implementation in Google-JAX [46]) and panel (f) displays the largest eigenvalue of the NTK [35]. Panels (g-l) correspond to a zoom of panels (a-f) into a region where one bifurcation cascade is present. Vertical green and red dashed lines mark the times at which Hessian $\lambda_{\text{max}}(t) - \lambda_{\text{max}}(t-1) \sim 0.1$ corresponding to the start and finish of the instabilities. Averaging Hessian $\lambda_{\text{max}}$ at these times we get the horizontal dashed line in panel (e), the threshold above which instabilities occur.

FIG. 5. Dependence of the curvature threshold on the learning rate. Panel (a) shows how the threshold of the largest eigenvalue of the Hessian (see Fig. 4) changes as a function of the learning rate for the two NN widths in Fig. 3. Panel (b) and (c) correspond to two simulations without oscillations ($A = 1$) and learning rate 1. The horizontal dashed line marks the threshold (computed in panel (a)). In panel (b) the system does not find a valley that is wide enough, this prevents learning and $\lambda_{\text{max}}$ stays above threshold. Panel (c) presents the same case but with a wider network. The system finds a valley that is wide enough to accommodate the learning rate, the model learns the data and after a transitory it stays below the threshold computed in panel (c) using the dynamical loss function.
evolution of the other valleys because it is analogous to the second part of the oscillation, explained below).

In the second half of each oscillation \( \Gamma_i \) decreases so that the chosen class is now being weighted less and less as time, \( t \), progresses. The valley narrows (the largest eigenvalue \( \lambda_{\text{max}} \) of the Hessian increases; see panel (e)) and rises (the loss function increases even though the system is undergoing gradient descent; see panel (b)).

To summarize, during the second half of each oscillation, we see the following:

- The valley occupied by the system shifts upwards, as the class that the network is focusing on contributes less and less to the loss function and misclassified samples from other classes contribute more (\( \Gamma_i(t) < \Gamma_i(t-1) \) and \( \Gamma_{j \neq i}(t) > \Gamma_{j \neq i}(t-1) \)).
- The valley also narrows as other valleys that correctly classify samples belonging to other classes grow and sink (as we saw from the first part of the oscillation).

Additionally, during the second part of each period something remarkable happens when Hessian \( \lambda_{\text{max}} \) crosses a threshold value, marked by the horizontal dashed line in panel (e). At this time (marked by green dashed lines spanning panels (b-f)), a bifurcation instability appears. Panel (c) and (i) show \( \mathcal{F}(t) - \mathcal{F}(t-1) \) where the bifurcation instabilities are clearly visible. As \( \Gamma_i \to 1 \) there are additional bifurcation instabilities, forming a cascade.

What is the origin of these bifurcation instabilities? Minimizing the dynamical loss function interweaves two different dynamics: the loss landscape is changing at the same time that the position of the system evolves as it tries to locally minimize the loss function. Thus, both the period \( T \) and the learning rate are important. If the learning rate is high enough and the valley is narrow enough, the system is unable to descend the valley and an instability emerges: when other eigenvalues cross this threshold they trigger subsequent bifurcations creating a cascade. A similar phenomenon is described in detail in Lewkowycz et al. [50] where they discuss early learning dynamics with a large learning rate. At the end of the period \( T \) (start of the next period) the loss function begins to emphasize another class. Once the system falls into a valley that is favorable to the new class, the valley widens (Hessian \( \lambda_{\text{max}} \) decreases) and falls below the learning-rate dependent threshold, so the system no longer bounces and begins to smoothly descend the sinking landscape of that valley. In the specific case depicted in Fig. 4, the system manages after 10 oscillations to find a valley that is wide enough so that \( \lambda_{\text{max}} \) never exceeds threshold during subsequent oscillations. To confirm this hypothesis in the next section we study how the curvature threshold at which instabilities emerge depends on the learning rate. See also the Supplementary Materials for simulations where we plot more than one eigenvalue of the Hessian, and for an example of bifurcating dynamics using Myrtle5 to classify CIFAR10.

C. Dependence of the threshold on the learning rate.

At each step in the minimization process, the system follows the negative gradient of the loss function, \( -\nabla \mathcal{F} \). Taking into account the Taylor series of the loss,

\[
\mathcal{F}(\vec{x}) \sim \mathcal{F}(\vec{a}) + \nabla \mathcal{F}(\vec{a})(\vec{x} - \vec{a}) + \frac{1}{2}(\vec{x} - \vec{a})^T H \mathcal{F}(\vec{a})(\vec{x} - \vec{a}),
\]

where \( H \mathcal{F}(\vec{a}) \) is the Hessian matrix evaluated at the point \( \vec{a} \), our minimization algorithm may fail when the second order terms are of the same order or larger than the first order terms. This is similar to the upper bound for the learning rate using standard loss functions [51]. In this case one step in the direction of \(-\nabla \mathcal{F}\) can actually take you to a higher value of the loss, as it occurs in the bifurcation cascades. For a learning rate \( \eta \), \( (\vec{x} - \vec{a}) \propto \eta \), the threshold \( (\lambda_{\text{max}}^{T_h}) \) at which the largest eigenvalue of the Hessian makes the first and second order terms in (6) comparable scales as

\[
\lambda_{\text{max}}^{T_h} \propto \eta^{-1},
\]

where we have kept only the term corresponding to the largest eigenvalue of the Hessian in (6). We have also assumed that \(-\nabla \mathcal{F}\) is not perpendicular to the eigenvector associated to the largest eigenvalue.

In Fig. 5 (a) we perform simulations equivalent to the one presented in Fig. 4 but with different learning rates. To make the protocol equivalent we rescale the hyperparameters as \( T = 5000/\eta \) and the total time \( 70000/\eta \). Panel 5 (a) shows that \( \lambda_{\text{max}}^{T_h} \) does not depend on the network width and it scales as \( \sim \eta^{-0.9} \), remarkably close to our prediction (7). Furthermore, although these thresholds are computed using the dynamical loss function, they also control learning in the static loss function (the standard cross entropy). Without oscillations, panel (b) depicts how a NN of width 100 cannot learn with \( \eta = 1 \) because its loss function valleys are too narrow (\( \lambda_{\text{max}} \) is always above threshold). On the other side, panel (c) shows that after a transitory \( \lambda_{\text{max}} \) decays below threshold indicating that a wider network produce wider valleys in the loss function what enables learning with higher learning rates. Note that at least in this case, the underparametrized regime prevents learning because the valleys are too narrow for the learning rate. Even if no bad local minima existed, one may be unable to train the network because an unreasonably small learning rate is necessary.

In figure 4 we observed that when the learning rate is too large for the curvature to accommodate, a instability occurs. The values of Hessian \( \lambda_{\text{max}} \), \( \mathcal{F} \), \( \mathcal{F}(t) - \mathcal{F}(t-1) \) and training accuracy bifurcate into two branches that the system visits alternatively in each minimization step.
This effect can be understood in terms of the gradient and the Hessian of $F$: each minimization step is too long for the curvature so that the system bounces between the walls of the valley. However, in the next section we show that the bifurcation in two branches appears naturally when studying the discrete dynamics of the system using the NTK.

D. Understanding the bifurcations with the NTK

In addition to the Hessian, the NTK has emerged as a central quantity of interest for understanding the behavior of wide neural networks [35, 36, 52] whose conditioning has been shown to be closely tied to training and generalization [53–55]. Even away from the infinite width limit, the NTK can shed light on the dynamics. Figure 4 (f) shows the largest eigenvalue of the NTK. During each of the first 10 oscillations, it increases until the bifurcation cascade. In this section we explain the origin of this phenomenology. We do not develop a rigorous proof but provide the intuition to understand the behavior of the system from the perspective of the NTK.

While the training dynamics in the NTK regime for cross entropy losses have been studied previously [56], here we find that it suffices to consider the case of the Mean Squared Error (MSE) loss. Note that the arguments in this section closely resemble a previous analysis of neural networks at large learning rates [50]. We write the MSE loss as,

$$L = \frac{1}{2N} \sum_{i,k} (f_k(x_i, W) - y_{i,k})^2,$$  \hspace{1cm} (8)

where $(x_i,y_{i,k})$ is the training dataset. Indices $i$ and $k$ are for each sample and class, respectively. $f_k(x_i, W)$ is the output of the neural network (array of dimension $C$) given a training sample $x_i$ and the value of the internal parameters of the NN, $W = \{w_p\}$. Using gradient descent, the evolution of parameter $w_p$ is

$$\frac{\partial w_p}{\partial t} = -\eta \frac{\partial L}{\partial w_p}$$

$$= -\frac{\eta}{N} \sum_{i,k} \frac{\partial f_k(x_i, W)}{\partial w_p} (f_k(x_i, W) - y_{i,k}). \hspace{1cm} (9)$$

We focus on the evolution of the output of the neural network for an arbitrary sample of the training dataset $x'$,

$$\frac{\partial f_k(x', W)}{\partial t} = \sum_p \frac{\partial f_k(x', W)}{\partial w_p} \frac{\partial w_p}{\partial t}$$

$$= -\frac{\eta}{N} \sum_{i,k,p} \frac{\partial f_k(x', W)}{\partial w_p} \frac{\partial f_k(x_i, W)}{\partial w_p} (f_k(x_i, W) - y_{i,k}),$$  \hspace{1cm} (10)

and define the NTK as

$$\Theta_{k',k''}(x', x'') = \sum_p \frac{\partial f_k'(x', W)}{\partial w_p} \frac{\partial f_k''(x'', W)}{\partial w_p}. \hspace{1cm} (11)$$

As an example, in our spiral dataset (300 samples and three classes) the NTK can be viewed as a 900x900 matrix. It is useful to consider the difference between the output of the network and the correct label for that sample:

$$g_k(x) = (f_k(x, W) - y_k). \hspace{1cm} (12)$$

Combining (10), (11) and (12) one obtains

$$\frac{\partial}{\partial t} g_k(x') = -\frac{\eta}{N} \sum_{i,k} \Theta_{k', k''}(x', x'') g_k(x_i). \hspace{1cm} (13)$$

In the limit of infinitely small learning rates we can diagonalize the NTK and equation (13) leads to exponential learning of the data, with a rate that is fastest in the directions of the eigenvectors of the NTK associated with the largest eigenvalues. In our case it is more useful to rewrite equation (13) making explicit our discrete dynamics:

$$g_{k'}^{t+1}(x') = g_k(x') - \frac{\eta}{N} \sum_{i,k} \Theta_{k', k''}(x', x'') g_k(x_i). \hspace{1cm} (14)$$

Diagonalizing the NTK as $\Theta_k(x', x'') \tilde{g}_j = \lambda_j \tilde{g}_j$ one finds again a stable learning regime when $0 < 1 - \frac{\eta}{N} \lambda_j < 1$ (all $\tilde{g}_j$ decrease exponentially). When one NTK eigenvalue increases such that $-1 < 1 - \frac{\eta}{N} \lambda_j < 0$, there is still convergence although $\tilde{g}_j$ flips sign with each step. Finally, if one or more eigenvalues cross a threshold such that $1 - \frac{\eta}{N} \lambda_j < -1$, learning is unstable and the magnitude of $\tilde{g}_j$ diverges while the sign flips in each step, creating two branches.

Note that in our case the loss function changes during training, and the NTK (as we have defined it here) cannot account for this change, since it only depends on the data and the parameters $W$. However, we can interpret the instabilities in Figure 4 in terms of the NTK if we take into account the change of the landscape with an effective learning rate that changes during training. This agrees with our observations: instabilities emerge in the NTK as bifurcations that change sign between one step and the next one (reminiscent of Fig. 4 (c)); after the first bifurcation starts, the largest eigenvalue of the NTK decreases (Fig. 4 (e)) to try to prevent the divergence. Since the values of the NTK largest eigenvalue (Fig. 4 (e)) are not the same every time that a bifurcation starts (as is the case for the largest eigenvalue of the Hessian) we know that the effective learning rate has a non-trivial dependence on the topography of the loss function.
IV. DISCUSSION

In this work we have shown that dynamical loss functions can facilitate learning and elucidated the mechanism by which they do so. We have demonstrated that the dynamical loss function can lead to higher training accuracy in the underparametrized region, and can improve the generalization (test or validation accuracy) of overparametrized networks. We have shown this using a realistic model (Myrtle network and CIFAR10) and also using a simple neural network on synthetic data (the spiral dataset). In the latter case we have presented a detailed study of the learning dynamics during gradient descent on the dynamical loss function. In particular, we see that the largest eigenvalue of the Hessian is particularly important in understanding how cycles in the dynamical loss function improve training accuracy by giving rise to bifurcation cascades that allow the system to find wider valleys in the dynamical loss function landscape.

One interesting feature is that the improvement in learning comes in part from using a learning rate that is too fast for the narrowing valley, so that the system bounces instead of descending smoothly within the valley. This feature is somewhat counterintuitive but highly convenient. Our results show that dynamical loss functions introduce new considerations into the trade-off between speed and accuracy of learning.

In the underparametrized case, learning succeeds with the dynamical loss function while it fails with the standard static loss function for the same values of the hyperparameters. The attention of most practitioners is focused now on the overparametrized limit, where the model has no problem reaching zero training error. However, for complex problems where the overparametrized limit is infeasible, our results suggest that dynamical loss functions can provide a useful path for learning.

Learning each class can be considered a different task, so our approach corresponds to switching tasks in a cyclical fashion. The fact that such switching helps learning may seem to be in contradiction with catastrophic forgetting [57–59], where learning new tasks can lead to the forgetting of previous ones. Figure 3 shows that there is an optimum amplitude of the dynamical weighting of the loss function (\( A \approx 30 \)), and that larger values lead to worse performance, in agreement with catastrophic forgetting. Our results show that a strategy that allows learning to proceed on all tasks at all times, but with an oscillating emphasis on one task after another not only avoids catastrophic forgetting but also achieves better results. Our results imply that task-switching schedules should be viewed as a resource for improving learning rather than a liability. Indeed, our results open up a host of interesting questions about how to optimize the choice of static loss function that forms the basis of the dynamical one (e.g. MSE vs. cross-entropy) as well as the time-dependence and form of the weighting in the dynamical loss function.

Finally, we note that in the limit \( A \to \infty \), the loss function can achieve arbitrarily small values without any uphill moves, starting from any initial weights. The fact that this limit leads to a convex landscape suggests that it could be interesting to carry out a detailed study of the complexity (number of local minima and saddles of different indices) of the landscape as one varies \( A \). This could provide additional valuable insight into the learning process for dynamical loss functions. However, it is probably not enough to simply consider minima and saddles—it is clear from our analysis that valleys play an extremely important role and that their width and depth are important. Studying these topographical features of landscapes as \( A \) changes should be very enlightening, although likely very challenging.
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FIG. 1. Tracking the three largest eigenvalues of the Hessian. As in figure 4 of the main text, we use a neural network whose hidden layer has 100 units, $T = 5000$ and $A = 70$. Upper panel shows $F(t) - F(t-1)$ to display the instabilities more clearly. Bottom panel shows the three largest eigenvalues of the Hessian of the loss function computed using the Lanczos algorithm as described in [1] (we have used an implementation in Google-JAX [2]). Vertical green and red dashed lines mark the times at which Hessian $\lambda_{\text{max}}(t) - \lambda_{\text{max}}(t-1) \sim 0.1$ corresponding to the start and finish of the instabilities. Averaging Hessian $\lambda_{\text{max}}$ at these times we get the horizontal dashed line in the bottom panel, the threshold above which instabilities occur. We have included a new dashed line approximately following the second largest eigenvalue (orange line). Subsequent bifurcations seem to occur when smaller eigenvalues cross the same threshold.

I. SECOND AND THIRD LARGEST EIGENVALUES OF THE HESSIAN TRIGGER SUBSEQUENT BIFURCATIONS.

We replot here two panels of Fig. 4 of the main text, see Fig. 1. It shows the behavior of the system as it descends in the dynamical loss function landscape. We use the spiral dataset for a case with a rather high period of $T = 5000$ minimization steps and amplitude of $A = 70$, chosen for ease of visualization. In Fig. 1 we include the three largest eigenvalues of the Hessian instead of only one. Indeed, second and third bifurcations seem to correspond to the second and third largest eigenvalues crossing the same threshold. Since all eigenvalues are also affected by the bifurcations, we have included new dashed lines to guide the eye.
II. HESSIAN EIGENVALUES ALSO TRIGGER BIFURCATIONS USING MYRTLE5 AND CIFAR10

In the main text we have studied in detail the dynamics of learning with dynamical loss functions using the spiral dataset because the size of the model and the dataset made it computationally much cheaper, however, bifurcations are a general effect that is also present when using other models and datasets. To show this, we include here an example using Myrtle5 to classify CIFAR10 with a dynamical loss function as the one described in the main text. To make the training dataset more tractable we use a subset of 3000 samples of the first 3 classes of CIFAR10. Fig. 2 shows that the dynamics follow the same phenomenology described in detail with the spiral dataset in the main text. The accuracy presents bifurcations analogous to Fig. 4 in the main text, and they occur when the largest eigenvalues of the Hessian crosses a threshold.

III. STOPPING THE OSCILLATIONS AT THE END OF TRAINING

Fig. 1 of the main text shows two phase diagrams for the dynamical loss function applied to Myrtle5 and CIFAR10. This neural network was adapted from [3]. We used 64 channels, Nesterov optimizer with momentum = 0.9, minibatch size 512, a linear learning rate schedule starting at 0, reaching 0.02 in the epoch 300 and decreasing to 0.002 in the final epoch (700).
FIG. 3. Validation accuracy during the training of Myrtle5 on CIFAR10, as shown in the phase diagrams of Fig. 1 of the main text. The lines that rise very fast followed by a moderate over-fitting correspond to learning without oscillations. The other group of lines correspond to learning in the region $A \sim 50$ and $T \sim 100$. We stopped the oscillations after epoch 600. We have included a black dotted line to guide the eye, the final accuracy of the simulations with the oscillations is higher than any point belonging to the simulations without oscillations.

Fig. 1 of the main text showed that using the standard cross entropy loss function without the oscillations ($\Gamma_i = 1$, $A = 1$ line in both panels) the system was able to fit all the training data (training accuracy $\sim 1$) and achieved a $\sim 0.73$ validation accuracy. However, the validation accuracy improved up to 6% thanks to the oscillations for $A \sim 50$ and $T \sim 100$. For all $A$ and $T$ the oscillations stopped at epoch 600 (we changed $A = 1$ at that point for all the simulations). Even when the learning rate is decreasing in the second part of each simulation, the oscillations did not reduce appreciably in size at the end of training. In the last 100 epochs of training, the learning rate is already close to 0.002, but making $A = 1$ (removing the oscillations) helped the system to stabilize and increase the validation accuracy. We have included here Fig. 4 where we plot two groups of simulations. One group corresponds to learning without oscillations and the other one corresponds to the point in the $(T, A)$ region where validation accuracy improved the most. Learning with oscillations is slower in this case but it reaches a higher validation accuracy. We have included a black
Fig. 4. Test accuracy of a Wide Residual Network. Left: The accuracy as a function of oscillation amplitude over a one-dimensional slice with $T = 200$ averaged over 50 seeds. The shaded region shows one standard deviation of the average test accuracy after training. Right: A two dimensional phase plot showing test accuracy as a function of both period and amplitude.

We leave a systematic study for future work, but at least in this case, stopping the oscillations in the last part of learning had a positive effect, helping the model to achieve a higher validation accuracy.

IV. WIDE RESIDUAL NETWORKS

In addition to the Myrtle5 architecture, we also ran a number of experiments on Wide Residual Networks [4]. We used a standard 28-10 residual network with batch normalization and ReLU activation functions. We trained for 200 epochs using a batch size of 1024 running on a 2x2 TPUv2 with a batch size of 128 per chip. We used cosine learning rate decay with an initial learning rate of 0.1 along with the momentum optimizer. Finally we used augmented the data using random flips and crops. This model gets slightly lower accuracy than the version in the literature (95.5% vs 95.8%) due to the larger batch size employed here. For this architecture we do not observe a statistically significant improvement to the test performance by using an oscillatory loss.
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