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Abstract—Standard machine learning models for tagging and classifying acoustic signals cannot handle classes that were not seen during training. Zero-Shot (ZS) learning overcomes this restriction by predicting classes based on adaptable class descriptions. This study sets out to investigate the effectiveness of self-attention-based audio embedding architectures for ZS learning. To this end, we compare the very recent patchout spectrogram transformer with two classic convolutional architectures. We evaluate these three architectures on three tasks and on three different benchmark datasets: general-purpose tagging on AudioSet, environmental sound classification on ESC-50, and instrument tagging on OpenMic. Our results show that the self-attention-based embedding methods outperform both compared convolutional architectures in all of these settings. By designing training and test data accordingly, we observe that prediction performance suffers significantly when the ‘semantic distance’ between training and new test classes is large, an effect that will deserve more detailed investigations.
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I. INTRODUCTION

Taggers and classifiers for audio signals are machine learning models that recognise certain acoustic events, such as the sounds of instruments, animals, or humans in sound recordings, on-line or off-line. Tagging problems are different from classifications problems in that they permit an arbitrary number of labels to be assigned to a single recording, whereas in classification tasks, precisely one label must be chosen. Current state-of-the-art methods for both classification and tagging are based on supervised learning of Convolutional Neural Networks (CNNs) or self-attention-based transformers. However, these classifiers are typically trained to distinguish between a fixed set of classes, rendering them useless for novel concepts that may appear later. Zero-Shot (ZS) learning [1] strives to overcome this issue by training generic classifiers that tag or classify based on distances in a joint data–label space. The basic idea is to transform input features and class characterizations into a common representation space such that the distance between related concepts is small. Descriptions or names of novel classes and audio queries can be projected into the same shared space, enabling classification and tagging via distance metrics, without ever having seen any labeled instances of this new class before. Figure 1 sketches the general idea. Universal classifiers like this have two compelling benefits over traditional classifiers: they require neither labeled training data for the novel class, nor any re-training.

The main contribution of this study is to push the performance of ZS learning in the audio domain by capitalizing on state-of-the-art audio embedding models. We compare the time-honored VGGish embedding model used in previous works with a more recent CNN architecture and a self-attention-based audio spectrogram transformer to investigate if the supervised performance improvement also transfers to the ZS setting. Most studies on ZS learning for audio have focused on classification problems rather than tagging problems. We address this paucity by establishing the first baseline for ZS tagging on the AudioSet [2] data set of acoustic recordings. To that end, we propose an evaluation scheme for ZS learning that considers the class imbalance in AudioSet. Additionally, we will evaluate the same general-purpose audio taggers, trained on AudioSet, in Zero-Shot classification and tagging on ESC-50 [3] and OpenMic [4], respectively, without training on a single example from these data sets.

II. PREVIOUS WORK

The first issue is how to map class information (labels) into some embedding space. Previous work on ZS learning for audio has focused on two kinds of class descriptors: attribute vectors and textual information. Attribute vectors represent high-level classes as a combination of lower-level attributes. Choi et al. [5], for example, represent music genres as a combination of instruments. However, this requires specialized data sets labeled with attributes and may fail if a novel
class cannot be adequately represented as a combination of those. More commonly used alternatives are general semantic representations that are learned from large text corpora via natural language models such as Word2Vec [6], Glove [7], or BERT [8], enabling us to potentially represent a large vocabulary or even full textual descriptions. However, these semantic spaces are not without limitations, as they sometimes fail to capture very specialized contexts, as we will see in our experiments.

On the audio input side, most existing zero-shot classifiers extract low dimensional representations from spectrograms via pre-trained audio embedding models. Pre-training is a common strategy, especially when labeled training data is scarce. CNN-based embedding models such as VGGish [9] and PANNs [10] are the most widely adopted feature extractors. However, recent work [11, 12] used self-attention-based transformer architectures [13, 14] pre-trained on image and audio data sets and achieved state-of-the-art results on audio classification and tagging benchmark sets.

There are only a handful of studies on ZS learning in the general audio domain; the majority of them has focused on single-label classification problems and used textual labels as class descriptors. Islam et al. [15] projected audio and textual class labels into separate lower-dimensional embedding spaces via a pre-trained Siamese Network [16] and Word2Vec, respectively, then mapped the audio embeddings into the semantic space via a non-linear projection. New audio examples were classified as the closest candidate label in the semantic embedding space. Xie et al. [17] used a pre-trained VGGish embedding model in a similar framework but with a linear cross-modal projection. Follow-up work [18, 19] mapped the audio embedding using factored linear and non-linear transformations, and also experimented with semantic embeddings from labels and textual descriptions generated with GloVe and BERT, respectively. Except for a single study in the music domain [5], previous studies have not dealt with audio tagging in much detail. Both [15] and [18, 19] used parts of AudioSet [2], a large data set designed for audio tagging, in their experiments. However, they discarded all recordings with multiple tags because they focused on single-label classification problems; by doing so, approximately 93% of the AudioSet training data was not used. Moreover, all of these studies have used convolutional audio embedding models, such as the VGGish network; however, more promising approaches based on self-attention have recently been proposed; these are in the focus of the following investigation.

III. SPECTROGRAM EMBEDDING

The audio embedding model \( \phi_{\text{audio}} : \mathbb{R}^{f \times t} \rightarrow \mathbb{R}^m \) transforms the input spectrogram \( x \) with \( f \) frequency bins and \( t \) time frames to an \( m \)-dimensional vector representation. In this work, we are going to compare three different architectures for the audio embedding: VGGish, CNN14, and the Patchout FaSt Spectrogram Transformer (PaSST) [12].

The VGGish network [9] is named after the VGG architecture for image classification [20] but is shallower than other VGG variants. It consists of 6 convolutional layers with batch normalization and ReLU activations and MaxPooling layers in between. Two fully connected layers follow the convolutional part with 4096 units and ReLUs activations. Due to the flattening operation before the fully-connected layers, the VGGish architecture has a fixed input size of 96 time frames with 64 MEL bins each, which means that longer inputs need to be split into chunks.

CNN14 was used as the standard architecture in [10] and consists of 12 convolutional layers and a single 2048-unit fully-connected layer. It further differs from VGGish in that it uses more kernels in the last layers and aggregates over the time and frequency dimension of the final feature maps, which permits inputs of arbitrary length. To harmonize the embedding sizes across all models, we modify the convolutional architectures so that they produce an output of size 768.

PaSST [12] is based on the vision transformer architecture first introduced for image classification and later re-used for audio tagging. Standard transformers operate on sequences of tokens and spectrogram transformers construct this sequence by dividing the 2D input into patches and converting each of them to a 1D vector. A learnable class token, which is later used for classification, is appended to the sequence, and the result is iteratively transformed via self-attention layers. Self-attention layers are unaware of the token’s ordering; PaSST therefore adds a positional embedding to encode each token’s time and frequency position. To reduce computational and memory requirements (which are both quadratic in sequence length), PaSST introduces patchout regularization, which shortens the input sequence’s length by stochastically dropping tokens, which in turn improves the performance compared to vanilla audio spectrogram transformers. In our experiments, we use structured patchout [12] and non-overlapping spectrogram patches. The first part of Table I compares previously described architectures in terms of parameters and input size.

IV. SEMANTIC EMBEDDING

The semantic embedding \( \phi_{\text{info}} : \{0,1\}^v \rightarrow \mathbb{R}^n \) maps a binary encoded label \( c_i \) for class \( i \) from a vocabulary of size \( v \) to an \( n \)-dimensional embedding space in which related words are close to each other and directions capture variations in certain semantic dimensions. In this work, we consider two pre-trained models, namely Word2Vec [7] and GloVe [6]. Word2Vec learns the semantic space by predicting a word’s local context, i.e., the surrounding words in a given sentence. GloVe instead uses global word co-occurrence statistics of the entire text corpus to construct word vector representations. We choose Word2Vec and Glove models that are pre-trained on the Google News and the Common Crawl dataset, respectively. Both produce embedding vectors of size 300. To embed textual labels made out of multiple words (e.g., fire truck), we first embed the words separately and then average the result.

V. CROSS-MODAL PROJECTION

We use a non-linear cross-modal projection \( \pi : \mathbb{R}^m \rightarrow \mathbb{R}^n \) to integrate the audio embeddings into the semantic space.
\( \pi \) is a fully-connected network with one hidden layer of 1024 units and GELU activations [21]. Inputs are normalized and dropout regularization [22] is applied on the intermediate representation to prevent overfitting.

Putting all parts together, we then define the ZS audio tagger that computes the class posterior probability for a class with descriptor \( c \) and audio input \( x \) as:

\[
P(c \mid x) = \hat{y} = \sigma(\pi(\phi_{\text{audio}}(x))^{T} \phi_{\text{info}}(c))
\]

where \( \sigma: \mathbb{R} \to [0, 1] \) is the sigmoid activation function that maps the logit output to a valid probability. For audio classification benchmarks, we predict the class with the highest class probability among the test classes \( C_{\text{tst}} \):

\[
\hat{c} = \arg \max_{c \in C_{\text{tst}}} P(c \mid x)
\]

The cross-modal projection is trained with the audio embedding model’s pre-trained parameters frozen. We minimize the standard binary-cross entropy loss for all training classes \( C_{\text{trn}} \) and all instances in the training set \( D_{\text{trn}} \).

VI. EXPERIMENTS

We train the ZS model variants on samples and classes included in AudioSet and evaluate them on three data sets: for general tagging on AudioSet, environmental sound classification on ESC-50, and tagging in the music domain on OpenMic. For each of these evaluation settings, the labels of the AudioSet classes that correspond to the classes in the test set are excluded during training. The following section details the data sets, the exact experimental setup, and the training.

A. AudioSet Tagging Experiments

First, we evaluate the methods’ general ZS tagging performance on AudioSet [2]. This data set contains approximately 2 Million ten-second audio recordings labeled for 527 hierarchically organized classes and is one of the largest data sets for audio tagging available. The distribution of class tags is highly unbalanced: while Music and Speech are used more than a million times, narrower classes like Hi-Hat or Babbling appear only a few hundred or thousand times. We use the pre-defined data set split into a large, unbalanced set for training \( D_{\text{trn}} \) and two smaller, more balanced sets for validation \( D_{\text{val}} \) and testing \( D_{\text{tst}} \). For the tagging experiments, we split AudioSet’s classes \( C \) into disjoint subsets for training \( C_{\text{trn}} \) and testing \( C_{\text{tst}} \). More specifically, we split \( C \) into five folds and perform cross-validation at that level to reduce the bias towards a specific selection of test classes. The number of tags in the folds is balanced as follows: We start with five empty folds, iterate over the classes in descending tag count order, and always assign the next class to the fold with the lowest number of overall tags. Classes Speech and Music are only used for training because they are tagged in more than 50% of the instances and thus hard to balance. Each resulting fold contains 105 \pm 1 classes, approximately 374K tags, and approximately 315K labeled instances. We evaluate all combinations of previously introduced acoustic and semantic embedding models for general purpose ZS tagging on each class fold and \( D_{\text{tst}} \) by train on instances in \( D_{\text{trn}} \) using only the remaining classes.

B. ESC-50 Classification Experiments

We further evaluate the ZS classification capabilities on instances and classes in ESC-50 [3], a data set for environmental sound classification. ESC-50 contains 20,000 five-second long audio recordings; the 50 classes (e.g., cat) are pre-arranged into five parent categories (e.g., animals) with ten classes each. In the results table, we will report the accuracy separately for each parent category and the dataset as a whole. For these experiments, we train on AudioSet’s \( D_{\text{trn}} \), after carefully excluding from AudioSet all classes that semantically overlap with class labels in ESC-50.

C. OpenMic Tagging Experiments

Finally, we assess the systems’ performance on a more specific task, namely instrument tagging in the music domain. To this end, we use OpenMic [4], a data set that contains 20,000 ten second long music recordings, partially labeled for the absence and presence of 20 instruments. We again train the ZS models for these experiments on AudioSet’s \( D_{\text{trn}} \), carefully excluding either all instrument classes (condition \( C \setminus C_{\text{inst}} \) in Table IV) or only those that appear as tags in OpenMic (condition \( C \setminus C_{\text{OpenMic}} \)). For compatibility with other works using OpenMic (e.g., [4, 12]), we only use the 5,085 instances in the test split of OpenMic to evaluate the tagging performance.

D. Preprocessing & Training

We convert the audio snippets into logarithmically weighted MEL-spectrograms with 128 bins (64 for VGGish), using an FFT window size of 800ms and a hop size of 320ms. PaSST parameters are initialized with weight from ImageNet [23] models. To level the playing field, we do the same for VGGish and CNN14. We append a classification head to each architecture’s output and pre-train the audio embedding.

|          | # params | # MEL | fold 0 | fold 1 | fold 2 | fold 3 | fold 4 | avg | ESC-50 | OpenMic | all  |
|----------|----------|-------|--------|--------|--------|--------|--------|-----|--------|---------|------|
| VGG      | 75.0M    | 64    | 37.73  | 35.68  | 36.24  | 36.07  | 37.69  | 36.12| 37.71  | 36.33   | 38.31 |
| CNN14    | 77.5M    | 128   | 39.76  | 39.45  | 40.28  | 40.02  | 41.96  | 40.29| 40.11  | 38.48   | 40.86 |
| PaSST    | 86.1M    | 128   | 42.55  | 42.79  | 43.73  | 44.09  | 45.11  | 43.65| 43.49  | 41.17   | 45.23 |

**TABLE I** OVERVIEW OF PRE-TRAINED EMBEDDING MODELS. FIRST SECTION: MODEL AND INPUT SIZES. REMAINING SECTIONS: RESULTS OF SUPERVISED TRAINING IN TERMS OF M AP (%) ON THE TRAINING CLASSES FOR EACH EXPERIMENTAL SETUP (FOLD 0-4, ESC-50, AND OPENMIC) AND THE FULLY-SUPERVISED UPPER BOUND (ALL).
models for 130 epochs on $D_{trn}$ to predict the classes in $C_{trn}$. We use the AdamW [24] optimizer with an initial learning rate of $20^{-5}$, $\beta_1 = 0.9$, $\beta_2 = 0.99$, $\epsilon = 10^{-8}$, and a weight decay of $10^{-7}$ between epoch 50 and 100. We further use batch size 24 and 32 for PaSST and the convolutional models, respectively. To reduce the class imbalance during training, we use the balanced sampling strategy proposed in [10]; this excludes samples that are not tagged for any of the classes in $C_{trn}$.

To reduce the class imbalance during training, we use the balanced sampling strategy proposed in [10]; this excludes samples that are not tagged for any of the classes in $C_{trn}$. We further use a range of augmentation techniques to prevent overfitting: Mix-Up regularization [25], Specaugment [26], time shifts, frequency shifts, and random gain augmentations.

After pre-training, the classification head is replaced with the cross-modal projection, and training on classes $C_{trn}$ in $D_{trn}$ is continued for ten more epochs with the embedding model's parameters frozen. We reset the learning rate to the initial value and use Audioset's $D_{val}$ and approximately 10% of the training classes for model selection. All reported ZS-experiments below are averaged over three runs.

### VII. Results

Evaluation results of the pre-trained models on classes in $C_{trn}$ and instances in $D_{tst}$ are given in Table I. A comparison between the mean Average Precision (mAP) scores of the embedding models across all folds and additional training settings shows that VGGish is always worse than CNN14, which in turn is inferior to PaSST. This ranking is in line with the results reported in the original papers. However, we note a slight deviation from the metrics reported in the original works, which we attribute to different experimental setups. Furthermore, the table shows a consistent performance drop for the models trained on selected classes (fold 0-4, ESC-50, and OpenMic) compared to those which are trained with all class tags (all). This is expected because multiple classes are dropped for training, and the available training data is reduced.

#### A. AudioSet Tagging Results

The results of the tagging experiments on AudioSet are given in Table II. Although the mAP drops in the ZS setting by more than 30 pp. compared to the supervised upper bound in Table I, all outcomes are still significantly above the random baseline’s mAP score (0.4%). PaSST consistently outperforms both VGGish and PANN across all folds and semantic embedding methods, and we observe a similar performance gap between VGGish and CNN14. Moreover, Word2Vec and GloVe perform roughly on par, regardless of the audio embedding method; however, Glove seems to have the edge on average. The test classes’ AP improvement over the random baseline correlates weakly with proximity to their nearest neighbor in the semantic space ($r = 0.22$), which could indicate that training with classes that are semantically close to the test classes is advantageous.

#### B. ESC-50 Classification Results

We now move on to discuss the results of the classification experiments, which are summarized in Table III. We evaluate the classification performance using Word2Vec word embedding category-wise and among all classes as ten-way and fifty-way classification problems, respectively. All results are significantly above the random baseline’s accuracy score. A direct comparison between the embedding model reveals the same trend as in the previous experiments: PaSST outperforms both PANN in the fifty-way setting and for all categories except the Animal group. We observe a similar performance gap between VGGish and PaSST. We further compare the results of our VGGish based model to the values reported in [17]. Although the embedding models share roughly the same architecture and are tested on the same data set, the experimental setup is quite unlike. To highlight some differences: we pre-train custom VGGish embedding model and carefully exclude the test classes labels; the size of the embedding is different; we are tested on the same data set, the experimental setup is quite unlike. To highlight some differences: we pre-train custom VGGish embedding model and carefully exclude the test classes labels; the size of the embedding is different; we train the cross-modal projection exclusively on AudioSet and transfer our model’s initial parameters from ImageNet models. In a direct comparison, we observe a slight deterioration (< 1 pp.) for categories Natural and Human, and significant improvements (> 16 pp.) for categories Animal, Domestic, and Exterior. This large discrepancy could be attributed to the higher number of classes used to train the cross-modal embedding.

#### C. OpenMic Tagging Results

Table IV details the evaluation results for the instrument tagging experiments on OpenMic using Word2Vec word embedding. All results are above the random baseline’s mAP score of 40%. When the ZS model is trained without any instrument class labels ($C \backslash C_{inst}$), VGGish and PaSST perform on par, and, surprisingly, CNN14’s performs worse than both. However, if the ZS model is trained using some instrument class labels ($C \backslash C_{MIC}$), the tagging performance increases for
all embedding models (> 7 pp.), and we observe the usual ranking. A comparison to the ZS tagger trained on all 527 classes in AudioSet (C, including the 20 instrument classes in OpenMIC) suggests that there is still improvement potential (> 10 pp.).

VIII. CONCLUSION

This study set out to analyze whether the performance gains of self-attention-based embedding models for supervised audio tagging and classification also transfer to a ZS settings. To this end, we compared the performance of convolutional- and transformer-based audio embedding models on AudioSet, ESC-50, and OpenMIC. The results of our experiments favor the self-attention model over both compared convolutional architectures; however, this doesn’t necessarily imply that self-attention architectures have an intrinsic advantage for the task at hand, and more recent convolutional architectures such as ConvNeXt [27] could yield even better results. We tested both Word2Vec and Glove for class label embedding and observed no significant difference between them. Furthermore, we evaluated the ZS taggers in a specialized context (testing on new classes (musical instruments) that are very different, semantically, from the classes in the training data (animals and engines)) and observed a significant performance drop in these cases; the issue of semantic distance between concepts definitely deserves further and deeper study. Generally, the considerable performance gap between the seen and unseen classes in all settings suggests that there is still plenty of room for future work.
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