Evaluation of a global eddy-permitting hybrid coordinate ocean model
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ABSTRACT

A historical run (1993–2014) of a global, eddy-permitting, hybrid coordinate ocean model (HYCOM) is evaluated against observations. The authors evaluate several metrics in the model, including the spatial distribution of sea surface temperature (SST), the zonally averaged seasonal cycle of SST, the variability of the sea level anomaly (SLA), the zonally and meridionally averaged temperature and salinity, and the equatorial undercurrent. It is found that the simulated seasonal cycle of SST is 0.2–0.8 stronger than observed at midlatitudes. The modeled SST is 0.29°C warmer than the observed for the global ocean. The structure of the subsurface temperature and salinity is similar to the observed. Moreover, the variability of SLA exhibits the same pattern as observed. The modeled equatorial undercurrent in the Pacific Ocean is weaker than observed, but stronger than the ECO reanalysis product. Overall, the model can reproduce the large-scale ocean states, and is suitable for analyses seeking to better understand the dynamics and thermodynamics of the upper ocean, as well as ocean variability.

1. Introduction

The quality of ocean general circulation models (OGCMs) has developed substantially over the past 20 years, including improved numerical techniques, sub-grid parameterizations, surface forcing, and bathymetry. Another important step has been supercomputing technology, which has allowed models to be run at very high resolutions. However, for global- or basin-scale ocean simulations, too high a resolution can still create a heavy computational burden. The eddy-permitting scale is an intermediate resolution that can resolve parts of mesoscale eddies with relatively low calculation effort, and many studies have proved that this approach is capable of meeting most of the necessary ocean conditions (Rattan et al. 2010; Woloszyn, Mazloff, and Ito 2011; Jansen et al. 2015).

Owing to the diverse stratification states of sea waters, an ideal OGCM should pick the appropriate vertical coordinate everywhere in the ocean, as pointed out by model comparison exercises performed in Europe (Dynamics of North Atlantic Models, Barnard et al. 1997) and in the U.S. (Data Assimilation and Model Evaluation Experiment, Lai, Qian, and Glenn 1994). HYCOM was developed from the Miami Isopycnal Coordinate Ocean Model, and can choose isopycnal, terrain-following, or z-level coordinates according to the conditions (Bleck 2002; Chassignet et al. 2007). In view of the advantages of hybrid coordinates, Kara et al. (2008) used multiple statistical metrics to evaluation HYCOM and revealed it has the ability to replicate past SST events in climatological and interannual simulations. Based on a global HYCOM simulation, Metzger et al. (2010) reported high correlation between the modeled and observed Indonesian Throughflow. Through a coupled climate model that included HYCOM, Persechino et al. (2012) found that the variability of the Atlantic Meridional Overturning Circulation might be...
associated with low-frequency North Atlantic Oscillation. Besides ocean-state research, HYCOM has also been used in some operational systems, such as the HYCOM consortium sponsored by the National Ocean Partnership Program, which has succeeded in applying real-time global- and basin-scale prediction systems (Chassignet et al. 2009; Metzger et al. 2014); and the TOPAZ system, developed by the Nansen Environmental and Remote Sensing Center, which represents the main workhorse of the Arctic Marine Forecasting Center of the MyOcean project (Bertino, Lisæter, and Scient, 2008; Sakov et al. 2012).

The primary objective of this paper is to describe and evaluate the results from a global-scale, eddy-permitting HYCOM simulation. Details of the model configuration are described in section 2. The historical run is evaluated in section 3. Conclusions are presented in section 4.

2. Model configuration and observations

2.1 Model configuration

Version 2.2 of HYCOM is used. The model domain has global coverage. The horizontal model grid is created by a conformal mapping with the poles shifted to Eurasia and the southern pole. It has $1800 \times 1200$ horizontal grid points with grid spacing of approximately 17–25 km.

The model adopts hybrid vertical coordinates and has 30 hybrid layers. The reference potential densities are 10.1, 10.2, 10.3, 10.4, 10.5, 30.83, 31.11, 31.73, 32.19, 32.68, 33.36, 33.87, 34.22, 34.66, 35.07, 35.50, 35.83, 36.07, 36.25, 36.38, 36.47, 36.65, 36.82, 36.93, 37.01, 37.08, 37.15, 37.19, 37.21 and 37.24. The top 30 hybrid layers. The reference potential densities of approximately 17–20°N, are 10.1, 10.2, 10.3, 10.4, 10.5, 30.83, 31.11, 31.73, 32.19, 32.68, 33.36, 33.87, 34.22, 34.66, 35.07, 35.50, 35.83, 36.07, 36.25, 36.38, 36.47, 36.65, 36.82, 36.93, 37.01, 37.08, 37.15, 37.19, 37.21 and 37.24. The top five light densities ensure they remain as z-coordinates (Wan, Zhu, and Bertino 2008). The K-profile parameterization mixing scheme is employed in the model (Large, McWilliams, and Doney 1994). The model topography is derived from ETOP05(NOAA 1988).

The model is initialized using the climatological temperature and salinity from the Polar Science Center Hydrographic Climatology (Steele, Morley, and Ermold 2001) at rest. First, we carry out a 100-year spin-up experiment driven by the climatological forcing. Then, we perform a historical run (1993–2014) forced by high-frequency (6-h) forcing fields including wind, temperature, humidity, pressure and precipitation from the ERA-Interim dataset (Dee et al. 2011). The ERA-Interim data are used to calculate the surface flux (Drange and Simonsen 1996). In addition, the surface salinity flux includes both the relaxation term of sea surface salinity and the fresh flux caused by precipitation, evaporation, and run-off.

2.2 Observations

Five datasets are used for the evaluation. OISST data (Reynolds et al. 2007), with a resolution of $0.25° \times 0.25°$, are used to assess the SST. Temperature and salinity from version 2 of the World Ocean Atlas 2013 (WOA13) are employed to evaluate the subsurface ocean states. The altimetry data on a $1/4^\circ$ grid produced by AVISO (Ducet, Traon, and Reverdin 2000) are used for the sea level anomaly (SLA) evaluation. The ECCO reanalysis product (Wunsch et al. 2009) along with TAO (McPhaden et al. 1998) and TRITON (Kuroda 2002) observations are used for examining the zonal current in the equatorial Pacific.

3. Model evaluation

3.1 Sst

SST is an important ocean variable that can affect the exchange of heat, momentum, and water vapor between air and sea (Curry et al. 2015), widely used for studying climate change and ocean forecasting. In this section, we mainly focus on the SST seasonal cycle and the El Niño-related variability.

The modeled annual averaged SST over 1993–2014 basically reproduces a similar pattern to that observed (Figure 1). The isotherm of SST is basically independent of longitude, with warmest waters in the tropical ocean and coldest waters near the poles, especially in parallel with latitudes south of 40°S. The model shows warm biases in coastal regions and in the tropical eastern Pacific and Atlantic oceans. The warm biases are possibly caused by weak upwelling associated with uncertainty in the atmospheric forcing fields. Both warm and cold biases are present in the Kuroshio Extension, the Gulf Stream, the East Australian Current in southeastern Australia, the Brazil–Malvinas Confluence in the southwestern Atlantic, and the Antarctic Circumpolar Current and Agulhas Current. Such biases are common for most ocean models because of the complex physical processes at work in these regions. Near the poles the model has cold biases, which are associated with a lack of sea ice. Overall, the modeled SST has a warm bias of 0.29°C for the global ocean, a warm bias of 0.57°C for the tropical ocean (30°S–30°N), a warm bias of 0.26°C for the subtropical ocean (30°N–60°N/S), and a cold bias of 0.2°C for the North Pole (60°–90°N).

The zonally averaged SST seasonal cycle from the model and observations, along with their difference, is shown in Figure 2. Both the model and observational fields are averaged over the period 1993–2014. The modeled seasonal cycle demonstrates a similar
pattern to the observed. The SST is highest around the equator and decreases towards the poles. The isotherm moves north and south with the season, which is associated with the meridional change in solar radiation. The isotherm moves furthest north (south) in summer (winter). The seasonal cycle in the model is a little strong compared with the observations, probably because of the air–sea flux, which is something we intend to investigate in future work. In the midlatitudes of each hemisphere, except for 40°–50°N, the zonally averaged SST is 0.2°–0.4°C colder than observed in winter, and 0.2°–0.8°C warmer in summer. In the zonal band of 40°–50°N, the modeled SST is higher than observed in all seasons, which is associated with uncertainty in the simulation of the Kuroshio Extension and the Gulf Stream due to the horizontal resolution, topography, horizontal viscosity, and surface forcing, among other factors (Figure 1). The modeled time-averaged, zonally averaged SST is basically within 0.6°C of observations for most latitudes except the Gulf Stream region and the Arctic. In the polar region, the relatively large errors are mainly caused by the lack of sea ice.

### 3.2 Subsurface temperature and salinity

To provide a broad overview of the modeled large-scale ocean states, we present the climatological zonally and meridionally averaged temperature and salinity, as well as their corresponding WOA13 results.

Compared with WOA13 (Figure 3(b)), the time- and zonally averaged modeled temperature (Figure 3(a)) shows generally reasonable characteristics, with warm waters in the upper layer at low latitudes and cold waters at all depths at high latitudes. The structure of the modeled thermocline is consistent with WOA13. The difference (Figure 3(c)) shows the model has a cold bias of 0.21°C averaged over the upper 1000 m of the global ocean, which is primarily from a large cold bias of 0.84°C in the polar region (60°N–90°N/S). This indicates the importance of sea ice. The time- and zonally averaged modeled salinity (Figure 3(d) and (e)) are reproduced well, including
fresh water spreading down to about 1000 m between 60°S and 10°S corresponding to the Antarctic Intermediate water, high-salinity water related to the Mediterranean Sea sinking to about 700 m at 35°N, a high-salinity water tongue propagating downward in the subtropical surface in each hemisphere, low-salinity water associated with abundant precipitation in the ITCZ, and low-salinity water north of 50°N owing to the melting of Arctic ice. The modeled salinity is relatively fresh in the high-salinity regions (Figure 3(f)), which is probably associated with the surface freshwater flux. Overall, the model has a fresh bias of 0.16 PSU averaged over the upper 1000 m of the global ocean. Moreover, for different regions, the time and zonal mean of the modeled salinity also presents fresh biases. The fresh bias is 0.14 PSU in the tropical ocean (30°S–30°N), 0.06 PSU in the subtropical ocean (30°N/5–60°N/S), and 0.32 PSU in the polar region (60°N/5–90°N/S).

For the time and meridional mean of temperature (Figure 3(g) and (h)), the model is capable of representing the vertical structure of temperature, with warm waters in the upper ocean at almost all longitudes, with cold water related to the lack of a tropical ocean at 15°–35°E, and with warm waters related to the Gulf Stream penetrating to about 700 m at 75°–55°W. The difference (Figure 3(i)) shows the model has a temperature bias less than 1°C over most longitude–depth sections. The temperature bias averaged over the longitude–depth panel is 0.03°C. The large temperature biases at 50°–30°W are possibly associated with the vertical layers and mixing. The poles also contribute greatly to the cold biases. A similar reason is applicable to the salinity biases. For the time and meridional mean of salinity (Figure 3(j) and (k)), the model can describe realistic features, with lowest-salinity waters in the Pacific Ocean, relatively high-salinity waters in the Indian Ocean, and highest-salinity waters in the Atlantic Ocean. The modeled high-salinity waters are lower than in WOA13, especially in the Atlantic Ocean. The high-salinity waters at 70°–0°W are partly associated with the Gulf Stream, while they are associated with the Mediterranean Sea at 0°–30°E. The modeled salinity has a bias less than 0.15 PSU over most longitude–depth sections (Figure 3(l)).
salinity bias averaged over the longitude–depth panel is −0.08 PSU.

3.3 Sla

In this section, we compare the root-mean-square error (RMSE) of the modeled SLA with the altimetry data from AVISO over the period 1993–2014 (Figure 4). The modeled SLA is referenced to the model mean sea level averaged over 1993–2012. The observed SLA from AVISO is obtained using the same reference period.

In terms of the regions with local SLA maxima, the model and observations are generally consistent. Both show high SLA variability along the path of the Antarctic Circumpolar Current and Agulhas current. The high SLA variability can be observed in the model and observations in the West Boundary Current regions, including the Kuroshio Extension, the Gulf Stream Extension, the East Australian Current in southeastern Australia, and the Brazil–Malvinas Confluence in the southwestern Atlantic.

Overall, the locations of the local SLA variability maximum in the model agree with those in the observations. However, the magnitude of the modeled SLA variability at the maximum is less than that observed. The high SLA variability is related to the paths of currents, high abundance of eddies, and West Boundary Current transitions between meandering phases, which are dependent on the model resolution and its ability to accurately represent the physical processes involved. The indication, therefore, is that to accurately reproduce these phenomena, further improvement is needed in the model configurations (e.g. the parameterization schemes representing sub-grid-scale processes, the resolution, forcing fields, and so on).

3.4 Zonal current in the equatorial pacific

The Equatorial Undercurrent (EUC) centered on the equator and flowing eastward within the thermocline is an important part of the equatorial circulation system and plays an important role in the exchange of water between the tropical and subtropical regions, as well as between the Northern and Southern hemispheres. Therefore, the EUC is also a factor that should be evaluated when judging the performance of the model.

Figure 5 shows the zonal current along the equatorial Pacific. The model, observations and reanalysis show an eastward subsurface current tilting from west to east along the thermocline. It is clear that the modeled EUC is much stronger than that of ECCO, with the maximum greater than 70 cm s⁻¹. Although the EUC in the model is about 20% weaker than observed, it is still a reasonable result for an eddy-permitting ocean model. Additionally, the model can reproduce the main large-scale current systems in the global ocean, including the Kuroshio Extension, the Gulf Stream, the Antarctic Circumpolar Current, the equatorial currents, and so on (figure not shown).

4. Conclusions

This study evaluates the performance of a new global-scale, eddy-permitting ocean general circulation model with vertical hybrid coordinates against observations, based on a historical run. The SST seasonal cycle in the model is basically in good agreement with the observations, albeit a little strong in the midlatitudes. The modeled SST shows a similar pattern to the observed and has a warm bias of 0.29°C for the global ocean. The climatological zonal and meridional average of temperature and salinity shows a reasonable broad-scale ocean-state estimate. Comparison between the RMSE of the SLA from the model and observations indicates the model variability is reasonable, with the model reproducing most of the local maxima in the corresponding observational areas. Besides, the EUC of the model is much closer to that in TAO than ECCO. In general, the model results are basically realistic when compared to observations, as well as ECCO, despite some model biases, and is therefore suitable for further analyses seeking to better understand the dynamics and thermodynamics of upper-ocean states.
Some further developments are being undertaken, such as enhancing the (eddy-resolving) resolution, coupling with a sea-ice model, and so on. We expect the shortcomings recognized in this study to help with further improving the performance of the model.
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