STABILITY OF THE KEPLER-11 SYSTEM AND ITS ORIGIN
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ABSTRACT

A significant fraction of Kepler systems are closely packed, largely coplanar, and circular. We study the stability of a six-planet system, Kepler-11, to gain insights on the dynamics and formation history of such systems. Using a technique called “frequency maps” as fast indicators of long-term stability, we explore the stability of the Kepler-11 system by analyzing the neighborhood space around its orbital parameters. Frequency maps provide a visual representation of chaos and stability, and their dependence on orbital parameters. We find that the current system is stable, but lies within a few percent of several dynamically dangerous two-body mean-motion resonances. Planet eccentricities are restricted below a small value, \( \sim 0.04 \), for long-term stability, but planet masses can be more than twice their reported values (thus allowing for the possibility of mass loss by past photoevaporation). Based on our frequency maps, we speculate on the origin of instability in closely packed systems. We then proceed to investigate how the system could have been assembled. The stability constraints on Kepler-11 (mainly eccentricity constraints) suggest that if the system were assembled in situ, a dissipation mechanism must have been at work to neutralize the eccentricity excitation. On the other hand, if migration was responsible for assembling the planets, there has to be little differential migration among the planets to avoid them either getting trapped into mean motion resonances, or crashing into each other.
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1. INTRODUCTION

The Kepler space mission has successfully detected thousands of extra-solar planetary candidates using transit photometry. Among the many stars that are monitored by the telescope, Kepler-11 (a solar-type star) stands out, having six confirmed planets in a tightly packed configuration (Lissauer et al. 2011). The six planets, either super-Earth or Neptune in size, orbit in roughly the same plane and likely have small eccentricities. Though remarkable, the Kepler-11 system is not alone: systems like KOI-435, KOI-351, and KOI-2433 have a similar or higher number of detected planets. They may well be typical of a large population of exoplanetary systems—the probability of six planets transiting in front of our line of sight being much smaller than just one or a couple planets transiting. As such, Kepler-11 affords us a unique opportunity to study the formation of these planetary systems, one that should be thoroughly exploited.

In this study, we use numerical simulations to address the following questions. For the observationally determined Kepler-11 parameters, is the system stable? Is the tightly packed Kepler-11 system perched perilously on the cliff of instability? If not, how far is it from the cliff? Would this distance inform us about the past history along which Kepler-11 planets are assembled?

Lissauer et al. (2011) conducted the primary photometric analysis of the system and determined planetary properties using the method of transit-timing variations (Holman & Murray 2005; Agol et al. 2005). Their preferred values for the planet masses and eccentricities are reproduced in Table 1. Based on transit probability, they suggested that the mutual inclinations between different orbits are small, possibly of the order of \( 1^\circ - 2^\circ \). Moreover, none of the planet pairs are actively engaged in first-order mean-motion resonances (MMRs), but the tight spacing means they are never far away from one. As such, dynamical stability is a serious concern. Lissauer et al. (2011) numerically integrated the system over \( 2.5 \times 10^8 \) yr, using their best-fit parameters, and found that their most eccentric model (innermost planet \( e = 0.05 \) ) is chaotic and unstable. This raises the suspicion that the real system is perched very close to the stability threshold.

A later reanalysis of Kepler-11 by (Lissauer et al. 2013), using data over a longer timespan, produces a different set of planet mass and eccentricity determinations. In particular, the two innermost planets see their masses reduced by factors of 2–3, and in connection, their eccentricities much raised. The new masses are now in formal disagreement with the older (Lissauer et al. 2011) values. It is unclear which set of solutions is more likely correct, and it is interesting to investigate what can be determined based on the stability.

Migaszewski et al. (2012) performed a photo-dynamical analysis of Kepler-11, a problem with up to 50 degrees of freedom. They selected a number of regular solutions among the large number of possible ones using a proxy for the Lyapunov exponent, obtained over short numerical integrations (8000 yr). These short-term regular solutions were then integrated for longer periods (40,000 yr) to establish their feasibility. Most of them turn out to be self-disrupting. Even the rare ones\(^1\) that remain stable over a longer timescale appear to be isolated islands embedded among a sea of chaos. Migaszewski et al. (2012) argued that the chaos is likely a result of 3/4 body MMRs, and the delicate state of their stable solution led them to suggest that Kepler-11 could only have reached its present state through migration and resonant trapping, a conclusion not shared by our work.

\(^1\) In particular, model IV in that paper, which is compatible with the Lissauer et al. (2013) solution in planet masses, but not in planet eccentricities.
Table 1
The Standard System Parameters for the Kepler-11 System

| Planet   | Period (days) | $a$ (AU) | $e \sin \omega$ | $e \cos \omega$ | $I$ | $\Omega$ | $M$ | Mass $(M_p/M_\odot \times 10^6)$ |
|----------|--------------|----------|-----------------|-----------------|----|---------|-----|-------------------------------|
| Kepler-11b | 10.3062     | 0.091110 | 0.0030          | −0.0009         | 88.5 | 0       | 26.1 | 12                            |
| Kepler-11c | 13.0240     | 0.106497 | −0.0026         | 0.0011          | 89.0 | 0       | 169.6 | 36                            |
| Kepler-11d | 22.6823     | 0.154141 | −0.0127         | 0.0148          | 89.3 | 0       | 350.9 | 23                            |
| Kepler-11e | 32.0027     | 0.193972 | −0.0161         | 0.000805        | 88.8 | 0       | 77.2  | 28                            |
| Kepler-11f | 46.6908     | 0.249498 | −0.0119         | −0.0037         | 89.4 | 0       | 23.0  | 10                            |
| Kepler-11g | 118.3812    | 0.463981 | 0               | 0               | 89.8 | 0       | 34.5  | 28                            |

Notes. Planet orbital elements and masses, adopted from the all-eccentric model of Lissauer et al. (2011). The stellar mass is set to be 0.95 $M_\odot$, and the mass of Kepler-11g is evaluated so that it has a similar density as planets $e$ and $f$. Due to its large separation from the other planets, the exact value of the latter is not dynamically significant.

These works highlight two related issues for studying the Kepler-11 system. First, the mass and eccentricity values are not uniquely pinned down. Lithwick et al. (2012) demonstrated analytically that there is an inherent degeneracy between mass and eccentricity in interpreting the transit-timing variation (TTV) data. Even when one is able to search a wide range of parameter space, the final mass solution depends on, e.g., what prior one adopts for the orbital eccentricities. For instance, the prior that all possible eccentricity values are flatly distributed in linear space (where most phase space is in high eccentricity), or flatly distributed in logarithmic space (where most phase space is in low eccentricity), leads to different mass determinations. The former assumption leads to more eccentric solutions and lower planet masses (and may have led to the results in Lissauer et al. 2013). The second issue is stability. Stability of the system depends on both planet masses and eccentricities (as well as relative inclinations). Given the large uncertainties involved in these parameters, one may be led to very different conclusions regarding system stabilities.

In order to gain any insight about planet formation, one would also need to employ new techniques when studying system stability. Ideally, one would like to obtain information about long-term stability by short integrations—this allows a large parameter space to be covered. Moreover, one would like to have the stability results easily visualized—this allows a diagnosis for the origin of instability. These two wishes, we argue, may best be fulfilled by the technique of frequency mapping, first introduced by Laskar (1990) and Laskar et al. (1992). After extensive numerical explorations of the stability landscape, around the Lissauer et al. (2011) system parameters, we proceed to infer the most likely formation mechanism for Kepler-11 and similar systems.

2. NUMERICAL TOOLS

2.1. Numerical Integrator

We numerically integrate the dynamical evolution using the Wisdom–Holman symplectic algorithm (Wisdom & Holman 1991) in the SWIFTER integration package,2 an improved version of the original SWIFT package by Levison & Duncan. The integration results are invalid whenever planets undergo close encounters, but this does not pose an issue for our stability study. An additional potential, $U_{GR} = -3(GM_p/cr)^2$, corrects for the first-order post-Newtonian effect. For our studies of planet migration (Section 4.1), we further specify some simple damping formulae. In all simulations, a small time step of $10^{-3}$ yr is used, corresponding to $\sim 1/30$ of the orbital period of the innermost planet. The stellar mass is set to be 0.95 $M_\odot$ (Lissauer et al. 2013).

We adopt the all-eccentric model of Lissauer et al. (2011) as our default set of system parameters (Table 1). The longitudes of ascending nodes ($\Omega$) are assumed to be zero for all planets, and the initial mean anomalies are calculated using the transit epochs. Integrated over 250 Myr, the system remains stable (confirming Lissauer et al. 2011), with little orbital evolution. Eccentricities for the inner two planets, initialized near zero, oscillate to values as large as 0.025,3 while those for the outer planets remain below 0.03.

As mentioned above, the more recent Lissauer et al. (2013) solution for the Kepler-11 planets differs from that in Lissauer et al. (2011). The orbital eccentricities for planets $b$ and $c$ are now $\sim 10$ times higher, and, to explain the TTV data, the masses of planets $b$ and $c$ have to be reduced by a factor of 2–3. These changes could substantially affect stability. We observe that, in the Lissauer et al. (2013) solution, the eccentricity vectors, $(e \cos \omega, e \sin \omega)$, obtained using three different renditions of TTV data, are often orthogonal to each other, indicating that the solutions have landed in very different local minima. It is unclear to us that the final solution, taken to be the algebraic average over these three sets of vectors, also possess small $\chi^2$. Moreover, the currently determined planet masses may be sensitive to the prior adopted for planet eccentricities. So, we have decided to adopt the old Lissauer et al. (2011) solution but investigate the change in stability as the eccentricities and masses vary.

2.2. Frequency Maps

One integration of Kepler-11 for 5 Gyr would require $\sim 4000$ hr on a modern desktop computer. This is impractical for extensive explorations. Here, we perform a multitude of short-duration integrations (typically 5 Myr) and use the technique of frequency mapping, first introduced by Laskar (1990); Laskar et al. (1992), to predict the long-term stability of the Kepler-11 system. The frequency map is essentially a Fourier transform of a suitable dynamical variable over the integration time.

The use of so-called fast indicators is essential to dynamical studies, and frequency maps are one of these. The other widely used one is the so-called Lyapunov exponents (e.g., Froeschlé 1984; Froeschlé et al. 1997; Goździewski et al. 2001), for which the MEGNO number used in Migaszewski et al. (2012) is one

---

2. http://boulder.swri.edu/swifter

3. This may suggest that the measured eccentricities are too low—the system is likely to be observed in its average state rather than at extrema.
proxy. While the Lyapunov exponents characterize the divergence of nearby orbits in physical space, the frequency analysis focuses on the frequency space. There has been much study about the relationship between Lyapunov timescales and macroscopic instability timescales. It is known that some dynamical systems, while exhibiting chaos and diffusion in physical space (short Lyapunov time), are rather regular in frequency space and remain stable for an extremely long period of time: the so-called confined chaos, or stable chaos, or the Nekhoroshev regime (Nekhoroshev 1977; Morbidelli & Froeschlé 1996). The outer solar system is one such example (Murray & Holman 1999; Ito & Tanikawa 2002), and so are many asteroids (e.g., Milani & Nobili 1992; Milani et al. 1997; Franklin et al. 1993; Guzzo et al. 2002) and Pluto (Sussman & Wisdom 1988; Wisdom & Holman 1991). Murray & Holman (1997) have investigated this behavior and argued that the instability timescales are not monotonically related to the Lyapunov exponents. Rather, they depend on the detailed phase space structure, e.g., the presence of a Kolmogorov–Arnold–Moser barrier, and the prevalence of resonance overlap regions.

The frequency analysis, on the other hand, builds on the fact that nearly integrable systems have quasi-periodic motions. So, the Fourier transform of a dynamical variable in such a system will exhibit the same fundamental frequencies, regardless of the integration era, while frequencies for a system on chaotic orbits will exhibit time-varying frequencies—chaos is related to resonance angles morphing from libration to circulation, and crossing the separatrix brings about frequency shifts. The amount of frequency modulation gives one a measure of the size of the chaotic zone Laskar (1990). When tested on the solar system planets, it is found that the motion of Mercury, which is chaotic and undergoes significant macroscopic diffusion, exhibits large frequency variations (Laskar et al. 1992; Lithwick & Wu 2011), while those of the outer planets, also chaotic but extremely stable, appear immutable in frequency space (Laskar et al. 1992). This motivates us to adopt the frequency analysis to study the long-term stability of the Kepler-11 system.

For our problem at hand, every planet has six orbital elements, \((a, e, I, \Omega, \omega, \lambda)\) (notation is from Murray & Dermott 2000). Which would be a suitable dynamical variable for a frequency map?

Since the Kepler-11 system is not in any low-order MMRs, its dynamics is likely dominated by secular interactions, where planets interact gravitationally as if they are massive wires. One can average over the mean longitudes to obtain the orbit-averaged Hamiltonian, \(H\), and the equations of motion are

\[
\frac{da_i}{dt} = 0, \quad \frac{dz_i}{dt} = i \frac{\partial H}{\partial z_i^*}, \quad \frac{d\xi_i}{dt} = i \frac{\partial H}{\partial \xi_i^*},
\]

where the subscript \(i = 1, \ldots, N\) is the planet index, \(z \approx e \exp(i \sigma)\) and \(\xi \approx I \exp(i \Omega)\) are the complex eccentricity and inclination variables, \(z^*, \xi^*\) their complex conjugates, and the angle \(\sigma = \omega + \Omega\). The semimajor axis will not vary in secular interactions and is therefore not a suitable variable to characterize the system, while \(z\) and \(\xi\) appear promising.

In cases of small eccentricity and inclination, the secular equations can be reduced to a linear eigenvalue problem and one where \(z\) and \(\xi\) motions are decoupled (the Laplace–Lagrangian theory; see Murray & Dermott 2000). A frequency analysis of \(z_i\) should reveal a set of \(N = 6\) eigenfrequencies, and that of \(\xi_i\) should give another set (five unique frequencies instead of six, as one of the frequencies is zero). The dynamics of such a system is regular and periodic (top panel of Figure 1).

At larger values of eccentricity and inclination, or when the system lies close to some low-order MMRs, the motion of \(z\) and \(\xi\) are no longer regular. A frequency analysis of \(z_i\) (or \(\xi_i\)) could show either dominant peaks accompanied by lifted shoulders (middle panel of Figure 1) when the dynamics is mildly nonlinear, or a nearly featureless broadband (lower panel of Figure 1) when the system is highly chaotic. Close encounters are destined to occur in such a system.

Since any chaos or instability in the system would affect the frequency behavior of both \(z\) and \(\xi\), analysis of either one is sufficient. We focus on \(z\) in this study. Laskar et al. (1992) showed that this is a suitable choice even in cases where \(z\) is not strictly an action-angle variable.

In our study, we explore how the system stability changes when, e.g., the semimajor axis of planet \(c\) is varied over a small range. Instead of plotting the Fourier spectrum of every integration, we compress the information into a map (see, e.g., Figure 2), where the horizontal axis is the inverse frequency, the vertical axis the parameter that is varied, and the brightness of the pixel represents the Fourier amplitude. Stable regions show up as a black backdrop perpetrated by crisp white peaks (locations of the linear eigenfrequencies); chaotic or unstable systems are characterized by horizontal striations, indicating that their

\[\xi_i \approx \exp\left(\frac{i}{\lambda} - \frac{i}{\mu_i}ight)\text{, } \lambda, \mu \in \mathbb{R}\]

Figure 1. Fourier transform of \(z\) of Kepler-11c as it is placed at different semimajor axes: observationally determined \(a_3\) (stable), \(1.03a_3\) (chaotic), and \(0.978a_3\) (unstable). The Fourier amplitude of the unstable system is several orders of magnitude above the stable and chaotic ones. Labeled on top are the locations of the six linear eigenfrequencies for the eccentricity. (A color version of this figure is available in the online journal.)
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4 In practice, Winter et al. (2010) showed that the Lyapunov exponent measured using radial excursion, not phase excursion, may be a better stability indicator.
Fourier power has spilled into a wide band of frequencies. The most unstable systems (ones with close encounters during our short integration span) are picked up as uniformly white stripes, indicating that they have no regularity in the motion whatsoever.

It is interesting to observe that the eigenfrequencies and Fourier amplitudes undergo large swings, even in the small range that we explore. We expand on this below.

3. STABILITY OF THE KEPLER-11 SYSTEM—PARAMETER EXPLORATION

We generate clones of the standard case, integrate them for typically 5 Myr, and calculate the frequency map. The clones differ from the standard case in only one parameter. We have chosen to explore how the stability is affected by the semimajor axis, the eccentricity, or the mass of a given planet. These parameters are the most revealing about the formation history. We adopt a working definition for stability: a system is considered stable if its Fourier transform exhibits crisp peaks, with amplitudes at least an order of magnitude above neighboring bands.

3.1. Semimajor Axis

In this set of experiments, the semimajor axis of one of the six planets is varied by up to 3% from its standard value. Each panel in Figure 2 is a compilation of 601 simulations, each integrated for a period of $5.24 \times 10^5$ orbital periods of Kepler-11b. The number of simulations gives us a resolution in semimajor axis space of $da/a \sim 10^{-4}$. Only cases where we vary the axis of $c$, $d$, and $e$ are shown. In addition, we present a case where we boost the eccentricity of $c$ to 0.028, 10 times its listed value.

As Figure 2 shows, the observed Kepler-11 system (indicated by red lines) is stable, a fact also confirmed by our very long integration (250 Myr). However, in its immediate neighborhood, many unstable bands exist. For instance, moving Kepler-11c outward by a mere 0.05% will bring the system into an unstable region. Regions that show up as wide and bright horizontal stripes have (or will soon have) close encounters within our short integration.

Using these visual images of instabilities, we proceed to discuss the following topics. (1) Is the system finely tuned for stability? and (2) What causes the instability?
Figure 3. Frequency maps, obtained by varying either the eccentricity of Kepler-11c alone (panel (a)) or those of all planets (panel (b), same eccentricity for all planets). The former frequency map is generated from $z_a$, while the latter is from $z_b$. As eccentricities rise, instabilities become more prevalent. Hardly any stable systems remain beyond an eccentricity of a few percent.
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Given our working definition, the fractions of unstable regions in Figure 2 are $13\%-17\%$ at low eccentricity (Table 1), jumping sharply to $53\%$ when $e_c$ is boosted to $0.028$. This argues that, if the real system has eccentricities comparable to those in the standard case, it is not overly fine-tuned. Much of the phase space around the standard case is stable. This runs against the conclusion in Migaszewski et al. (2012), who argued that their stable orbital solution (case IVa) is very fragile and is enveloped by a dense web of chaotic regions, brought about by a swarm of three-body resonances. This difference in conclusion may arise from our adoption of a different fast indicator than that in Migaszewski et al. (2012). It is possible that nearly $100\%$ of the phase space is indeed criss-crossed by three-body resonances and may be formally chaotic (with a positive Lyapunov exponent), but it has little long-term dynamical effect. The system, when analyzed in frequency space, behaves largely quasi-periodically, at least for most of the phase space around the standard case. This is akin to the case of the outer solar system, which, although criss-crossed by many three-body resonances (Guzzo 2005, 2006) and exhibiting short Lyapunov exponents, enjoys an exceedingly long dynamical lifetime, perhaps up to $10^{18}$ yr (Murray & Holman 1999).

Now we turn to the origin of instability. In Panel (a) of Figure 2, we delineate in blue lines the locations of all low-order two-body MMRs that Kepler-11c can be engaged in (up to the order of three). The neighborhood is peppered by these resonances. This property is also shared by other planets of the system, except for Kepler-11g, as it lies too much farther from the rest to be near low-order resonances. The proximity to these resonances is expected for a closely packed high-multiplicity planetary system like Kepler-11. What is surprising, however, is the fact that unstable regions are more often than not associated with these two-body MMRs. It is also interesting to observe that some secular frequencies undergo dramatic detours near some particularly destabilizing MMRs. This detour effect is understood (Brouwer & Clemence 1961; Laskar 1988), but its correlation with unstable regions is not known. In Section 3.4, we speculate on how this may explain instabilities in multiple planetary systems.

The effects of two-body MMRs are not straightforward to understand. While regions around some first-order two-body resonances are not destabilized (such as the $5:4$ (b:c) and $3:2$ (e:f) MMRs), or that the unstable bands are too narrow in $a$-space to be resolved by our simulations, others are (the $2:1$ (d:f) resonance). Second- and third-order resonances appear to be just as effective as first-order MMRs in causing havoc. Even higher-order two-body MMRs may account for some of the unstable regions that are not associated with low-order MMRs. Migaszewski et al. (2012); Quillen (2011) have argued that, given the ubiquity of three-body MMRs, they are dynamically important for the stability of multiple-planet systems. However, most of our unstable regions are associated with two-body MMRs. We argue that either three-body MMRs are too weak to be dynamically important, or they act through the hands of two-body MMRs.

We now comment on the effect of a higher eccentricity. The unstable fraction in the frequency map rises steeply with planet eccentricity. In Panel (b) of Figure 2, when the eccentricity of Kepler-11c is increased 10-fold (to $0.028$), each unstable zone widens substantially and new unstable regions appear (or, widens to become resolvable by our simulations). This is caused by the growth in resonance strength as eccentricity increases. Thus, low eccentricities are essential for the stability of closely packed systems while higher eccentricities, even at a few percent level, strongly affect system stability. In the following, we further quantify this dependence.

3.2. Eccentricity Space

At the observed periods (and semimajor axis), the Kepler-11 system avoids low-order MMRs and is stable at low eccentricities. Here, we explore how this stability is destroyed at high eccentricities.Each panel of Figure 3 is again a compilation of 601 simulations, run for 5.24 Myr each, with Panel (a) showing the impact of raising $e_c$ alone, and Panel (b) that of raising eccentricities of all planets (assumed same for all planets).

It appears that rising eccentricity alters the dynamics gradually: secular frequencies are mildly modified, their amplitudes become higher, their harmonics begin to appear, and power spills over to neighboring frequencies becomes increasingly prominent. These are all manifestations of nonlinear secular interactions. One observes that instabilities tend to occur when one of

\footnote{The latter high fraction explains why many of the systems investigated by Migaszewski et al. (2012); Lissauer et al. (2011) are unstable: the system can only tolerate very low eccentricity values.}
the secular frequencies (or its low-order harmonics) intersect with other secular frequencies. This suggests that the instabilities we witness may be related to secular chaos, chaos produced by overlapping secular resonances. In the case of the solar system, even with values of eccentricity/inclination at a few percent, secular chaos in the inner region will lead eventually to the ejection of Mercury (Laskar 1990; Lithwick & Wu 2011). For the Kepler-11 system, Figure 3 suggests that full-scale chaos also occurs at a similar threshold eccentricity; for our working definition, this is \( e \sim 0.04 \).

Panel (a) of Figure 3 documents the change in frequency map as \( e_c \) alone is raised. A stable region exists for \( e_c < 0.01 \). A weakly chaotic region, in which systems become progressively less periodic but still manage to maintain long-term stability, can be seen for \( 0.01 < e_c < 0.03 \). In this region, small shifts in planets’ positions from their current values will very likely lead to dynamical havocs, as shown in Panel (b) of Figure 2. Above \( e_c \sim 0.03 \), instability occurs even at the observed positions.

Similar analyses performed by raising the eccentricities of the other planets yield similar upper bounds for long-term stability, with the exception of Kepler-11f. This planet, being relatively light, has an upper bound of \( e_f \sim 0.09 \). If all the planets are given the same eccentricity instead (Figure 3(b)), the stability threshold lies at \( e \sim 0.04 \).

If, according to Lissauer et al. (2013), the inner pair of planets does have lower masses \( (M_b < 2.2 M_{\oplus}, M_c < 4 M_{\oplus}) \), then the threshold eccentricity is higher. We have verified that the new Lissauer et al. (2013) solution (low mass, high eccentricity) is stable for 200 Myr.

We conclude that the Kepler-11 system must have near-circular orbits (eccentricities smaller than a few percent) to be long-term stable. This constraint may restrict the formation scenario of the system, as we discuss below.

3.3. Planet Masses

We explore the effects of changing planet masses on stability, again by varying the mass of a specific planet and integrating for 5.24 Myr (Figure 4). We focus on the inner pair, as their envelopes are the most likely to have been evaporated by stellar irradiation (Lopez et al. 2012; Owen & Wu 2013). We find that, if the eccentricities are as low as those in Table 1, masses for planets b and c can be three to four times higher than their fiducial values, while the upper bounds for masses of the outer planets are all above \( 20 M_{\oplus} \). All current mass determinations (Lissauer et al. 2013; Migaszewski et al. 2012) yield values below these limits. So we cannot exclude the possibility that significant mass loss (caused by, e.g., photoevaporation) has occurred in the past.

3.4. Speculation on the Origin of Instability

What is the origin of orbital instability in multiple planet systems like Kepler-11? Despite a number of numerical studies (Chambers et al. 1996; Duncan & Lissauer 1997; Smith & Lissauer 2009; Funk et al. 2010), this origin remains obscure. Possibilities include secular interaction, overlapping two-body MMRs, or overlapping three-body MMRs (Quillen 2011). We have not attempted to answer this question systematically, but discuss an interesting possibility suggested by our analysis of the frequency maps.

Near regions of instability (typically coinciding with MMRs; Figure 2), we often observe that the secular frequencies are strongly varying. This has the prospect of sweeping through secular resonances—commensurability in frequencies between different secular modes. We speculate that a combination of MMRs and secular interactions is responsible for instability in systems resembling Kepler-11 and plan to investigate this further in the future.

4. ORIGIN AND HISTORY OF THE SYSTEM

We now discuss how stability may cast constraints on the formation history of Kepler-11.

In the in situ formation scenario, championed by Hansen & Murray (2012); Chiang & Laughlin (2013), the Kepler-11 system is assumed to be assembled locally by agglomerating planetesimals, similar to how the terrestrial planets are thought to have formed (Chambers & Wetherill 1998; Chambers 2001). In the latter studies, terrestrial planets typically acquire eccentricities of 0.1–0.2 due to close encounters and collisions among the protoplanets (e.g., Raymond et al. 2006). This value is roughly the ratio of the surface escape velocity to the local Keplerian velocity. Terrestrial eccentricities may then be damped down by residual planetesimals to their modern values. We believe such a course could not have taken place in the Kepler-11
system—Figure 2(b) shows that, even with a $e_c$ as low as 0.028, 53% of the neighborhood around planet $c$ is unstable; when planet eccentricities reach upward of 0.04, hardly any stable systems exist in the observed neighborhood. This argues that the Kepler-11 system, if formed by conglomeration, has to stay low in eccentricity. This requires excess dissipation over that in the scenario of terrestrial formation.

Many works have proposed that Kepler planets migrated to their current positions (see, e.g., Terquem & Papaloizou 2007; Papaloizou & Szuszkiewicz 2005; Ogihara & Kobayashi 2013). Our stability analysis challenges this proposal. Figure 2 shows that the current stable state of Kepler-11 is sandwiched between chaotic regions—widening or compressing the planet spacing away from their current values, one is guaranteed to encounter a chaotic band. So, either the system migrated inward en masse, preserving the current period ratios, or the system was assembled through differential migration that somehow managed to cross the many MMRs safely—“cross” and “safely” are the two key words here. We investigate whether this is possible.

4.1. Migration Past MMRs

If planets migrated convergingly, they will encounter multiple MMRs that raise their eccentricities and lead to orbit crossing. For stability, migration has to be accompanied by damping of eccentricity. We define the migration and $e$-damping timescale as

$$\tau_a \equiv -\frac{a}{\dot{a}}, \quad \tau_e \equiv -\frac{e}{\dot{e}},$$

(2)

where, in our simulation, we simply link the two by a constant, $\tau_e = \tau_a/K$. To adopt these into the SWIFTER code, we adopt the following form of acceleration for planet migration (cf. Goldreich & Schlichting 2014)

$$a = \alpha r + \beta v,$$

(3)

where $v$ and $r$ are the velocity and position vectors of the planet. Using the fact that angular momentum variation $dL/dt = r \times \dot{a}$, and energy variation $dE/dt = v \cdot \dot{a}$, we obtain the expressions for the acceleration:

$$\alpha = \frac{-K e^2 (v \cdot v)}{(1 - e^2)(r \cdot v) \tau_a}, \quad \beta = \frac{K e^2}{(1 - e^2) \tau_a} \frac{1}{2 \tau_a}.$$  

(4)

With this simple formulation, we migrate all planets from twice their current semimajor axis to their current values. We allow for only a small amount of differential migration by displacing the position of a particular planet by 5% inward (or outward) relative to the other planets. Its $\tau_a$ is adjusted correspondingly so that it can reach its current position in sync with its siblings. As it does so, the planet would need to cross some MMRs with its neighbors and we observe how the MMRs, preserving the current period ratios, or the system was assembled away from their current values, one is guaranteed to encounter chaotic regions—widening or compressing the planet spacing.

Figure 5 shows an example simulation where $\tau_a = 10^4$ yr, the expected value for Type I migration in this neighborhood. Planet $c$ is moved outward by 5% relative to the other ones, and the simulation is truncated at 8000 yr. We adopt $K = 10$, though results for $K = 100$–1000 look similar. Since much of the instability exhibited in Figure 2 occurs in a $10^5$–$10^6$ yr timescale, the rapid dissipation we introduce here ($\tau_e = 10^3$ yr) stabilizes the system and it is able to migrate safely across a number of weak MMRs. However, relative migration of the inner pair is stalled as they encounter the 4:3 MMR. This also occurs when we artificially displace other planets—the 4:3 MMR between planets $b$ and $c$, the 3:2 MMR between $d$ and $e$, and the 3:2 MMR between $e$ and $f$ are the three strongly trapping MMRs in this system.

Differential migration leading to resonance trapping is observed by multiple other studies (see, e.g., Terquem & Papaloizou 2007). This contrasts strongly with the observed paucity of MMR pairs among Kepler planets, and casts doubt on the plausibility of the migration proposal. Goldreich & Schlichting (2014) tried to dispel this doubt by demonstrating, analytically, that resonance trapping will not happen for sufficiently weak eccentricity damping (small $K$). For the 4:3 MMR, their analytical criterion for resonance escape is $K \leq 100(\mu/3.6 \times 10^{-5})^{-2/3}$, where we have scaled the planet mass by that of Kepler-11c. Why do we observe resonance trapping, even with $K$ as small as 10? The reason lies in our particular setup for the migration. The migration rate relevant for resonance trapping is the rate of differential migration, which in our case turns out to be 20 times smaller than the individual migration rate. As a result, the effective $K$ in our simulation is $K \times 20 = 200$. This explains why we observe resonance trapping. Adopting higher values of $K$ will lead to even more secure trapping, so our simulation of small differential migration always leads to resonance trapping.

For type I migration, one expects $\tau_a$ to scale linearly with planet mass. This indicates strong differential migration for the planets in Kepler-11. What will happen were we to adopt such a large differential migration? In this case, resonance trapping may be avoided (Goldreich & Schlichting 2014), but unfortunately, there is also no stopping the planets from crashing into each other.

So we are left with few options to accommodate the migration scenario: if differential migration is very small, the planets will be trapped in resonances; if it is large, the planets will encounter
each other within a short time. The Kepler-11 system could have migrated while maintaining its current period ratios, but that seems like an implausible coincidence. Stochastic migration have migrated while maintaining its current period ratios, but each other within a short time. The Kepler-11 system could have migrated while maintaining its current period ratios, but that seems like an implausible coincidence. Stochastic migration have migrated while maintaining its current period ratios, but each other within a short time. The Kepler-11 system could have migrated while maintaining its current period ratios, but that seems like an implausible coincidence. Stochastic migration have migrated while maintaining its current period ratios, but each other within a short time. The Kepler-11 system could have migrated while maintaining its current period ratios, but that seems like an implausible coincidence. Stochastic migration have migrated while maintaining its current period ratios, but each other within a short time. The Kepler-11 system could have migrated while maintaining its current period ratios, but that seems like an implausible coincidence. Stochastic migration have migrated while maintaining its current period ratios, but each other within a short time. The Kepler-11 system could have migrated while maintaining its current period ratios, but that seems like an implausible coincidence. Stochastic migration have migrated while maintaining its current period ratios, but each other within a short time. The Kepler-11 system could have migrated while maintaining its current period ratios, but that seems like an implausible coincidence.

5. SUMMARY

The Kepler-11 system is a high-multiplicity, closely packed system. We study the dynamics of the system through “frequency maps,” maps of Fourier transform for the complex eccentricity vectors. We use frequency maps generated by short integrations (typically 5 Myr) to predict the long-term stability of the system, in contrast to previous works that use Lyapunov exponents.

We find that the current system (with parameters as determined by Lissauer et al. 2011) is stable. In semimajor axis space, the current system is sandwiched between unstable bands, the latter having a measure of 13%–17%. So, the stability is not as fragile as claimed by previous studies. In eccentricity space, we find the stability is erupted when planet eccentricities rise above 0.04. In mass space, we find that the masses of planets Kepler-11b and 11c can be a few times higher while still maintaining system stability. This allows for the possibility that these planets have suffered substantial mass loss in the past, due to their proximity to the host star.

The frequency maps also lead us to speculate on the origin of dynamical instability in closely packed systems. We find that chaotic/unstable bands in semimajor axes are typically associated with low-order MMRs between two planets. Three-body resonances, proposed in the literature to explain the instability, are not conspicuously evident in the frequency maps. If they are indeed dynamically important, they would have to act through the hands of two-body resonances. We suggest, instead, that secular dynamics coupled with MMRs may be the real culprit. More studies in the future are needed.

The stability study also provides constraints on the assembly history of Kepler-11. In situ formation is possible, if planet eccentricities are maintained low at all times. Assembly by migration is hard to accommodate: even with strong eccentricity damping, migration has to be finely tuned to avoid either trapping into MMRs, or planets crashing into each other.

The Kepler-11 system is likely not unique. The Kepler mission has disclosed that a substantial fraction of planetary systems are similarly closely packed, nearly coplanar, and circular. Further refinement on system parameters, and more extensive exploration for the formation path of this kind of system, will prove fruitful for understanding planet formation.
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