Electronic delocalization, charge transfer and hypochromism in the UV absorption spectrum of polyadenine unravelled by multiscale computations and quantitative wavefunction analysis†
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The characterization of the electronically excited states of DNA strands populated upon solar UV light absorption is essential to unveil light-induced DNA damage and repair processes. We report a comprehensive analysis of the electronic properties of the UV spectrum of single-stranded polyadenine based on theoretical calculations that include excitations over eight nucleobases of the DNA strand and environmental effects by a multiscale quantum mechanics/molecular mechanics scheme, conformational sampling by molecular dynamics, and a meaningful interpretation of the electronic structure by quantitative wavefunction analysis. We show that electronic excitations are extended mainly over two nucleobases with additional important contributions of monomer-like excitations and excitons delocalized over three monomers. Half of the spectral intensity derives from locally excited and Frenkel exciton states, while states with partial charge-transfer character account for the other half and pure charge-transfer states represent only a minor contribution. The hypochromism observed when going from the isolated monomer to the strand occurs independently from delocalization and charge transfer and is instead explained by long-range environmental perturbations of the monomer states.

1 Introduction

Absorption of UV light by DNA initiates a series of photochemical events that can lead to lethal genetic modifications.1,2 Although it is challenging, the characterization of the electronically excited states involved in these photoinduced events is unavoidable to understand the mechanisms of DNA photo-damage. In particular, the question of whether the UV absorption spectrum of DNA is dominated by monomer-like excitations or by collective excitations has intrigued researchers for over 50 years.3–9 The initial extent of the exciton over the DNA strand is of fundamental significance as it decides whether the early electronically excited-state dynamics of DNA is dominated by delocalized excitons undergoing intraband scattering and energy transfer,10 by dimer excitations paving the way for excimer formation11–13 and dimerization,14–37 or by monomer-like processes.18,19 Furthermore, delocalization of UV energy over several nucleobases has been invoked as a self-protection mechanism of DNA against radiation.28,21 The initial discussion of electronic delocalization in DNA strands was dominated by two seemingly contradictory observations:22 on the one hand, the strong hypochromism observed upon helix formation was interpreted in terms of delocalized states;8 on the other hand, the fact that no significant energy shifts were observed was seen as an indication of strictly localized states.5 To resolve this paradox, the extent of electronic delocalization along stacked nucleobases has been further investigated in the last decade with involved spectroscopic experiments5,6,20,23 and theoretical calculations.9,24–32 However, no consensus has been reached so far as quite different electronic degrees of delocalization ranging from localized states23 to delocalization over more than six bases32 have been reported.

Another intriguing question intensively discussed in the literature is the role of charge-transfer (CT) states in the UV absorption spectrum. These states are relevant to DNA damage because their radical character may induce photochemical reactions after Franck-Condon excitation.17 Additionally, they play a crucial role in some DNA repair mechanisms.33 However, the energetic position of these states is under dispute. Some authors argue that CT states constitute the red tail26,32,34 of the spectrum, which is absent in the monomer, while other authors...
contend that all CT states are at least similar in energy or higher than the bright electronic states. Additional complications arise from the mixing between CT and local states. Such mixing is not only important from a methodological viewpoint, as it determines whether a Frenkel exciton model is appropriate to describe the absorption spectrum, but it can also give a first indication whether interconversion between local and CT states plays a role in the dynamical processes following UV absorption.

Discrepancies between different delocalization lengths and the position of CT states originate from the difficulty to study these phenomena experimentally and computationally. In the first case, the challenge is due to the fact that electronic delocalization and CT can only be deduced indirectly. The difficulty in the calculations comes from the extended system size, the importance of environmental interactions and structural disorder, as well as the fact that the resulting wavefunctions have to be analyzed in a meaningful and consistent way.

This paper is the first calculation of the lowest-energy UV absorption band of adenosine monophosphate (AMP) and single stranded polyadenine ([dA]20) including eight nucleobases at quantum mechanical level and taking into account conformational sampling and environmental effects. Through a skilled wavefunction analysis we also provide the most rigorous to date quantitative characterization of the electronic excitations classified in terms of delocalization length and CT character. Further, we clarify the origin of the hypochromism when going from the monomer to the polymer and unveil the nature of the excitations involved in the red tail of the polymer spectrum.

2 Theory

Our computational protocol is based on a multiscale approach that combines molecular dynamics simulations with extensive quantum mechanics/molecular mechanics (QM/MM) calculations and a comprehensive wavefunction analysis.

Classical molecular dynamics simulations were performed by NVIDIA graphical processing units (GPUs) using the module pmem implemented in Amber14 (ref. 41) to sample the Franck–Condon region in the electronic ground state of solvated AMP and ([dA]20), represented in Fig. 1a and b, respectively. Both systems were first minimized and heated at 300 K in the canonical ensemble. Then, a production run was evolved in the isothermal–isobaric ensemble during 5 and 50 ns for AMP and ([dA]20), respectively. Both the monomeric and polymeric systems were described by a force field during the dynamics. An ensemble of 100 equidistant snapshots from the dynamics was selected for each system. For each snapshot of the ensemble, the electronic excitation energies of the lowest 60 singlet states of ([dA]20) and the lowest 10 singlet states of AMP were computed using an electrostatic embedding QM/MM scheme. The QM region comprises eight nucleobases located in the middle of the ([dA]20) strand and the single nucleobase of AMP. They are described by time-dependent density functional theory (TD-DFT) using the CAM-B3LYP functional and the Ahlrichs SV(P) basis set. The large size of the QM region is possible thanks to the use of the NVIDIA GPU-based Terachem code. The resulting 6000 (1000) excitation energies of ([dA]20) (AMP) were convoluted with Gaussian functions to obtain the UV absorption spectra discussed in Section 3.1. More details can be found in Sections S1 and S2 of the ESI.

An exhaustive and meaningful analysis of the excited-state wavefunctions of ([dA]20) (AMP) obtained from the 6000 (1000) states was performed using the analysis toolbox described in ref. 31, 48 and 49. The electronic states with primary contributions on nucleobases located at the edge of the QM region were discarded to avoid artefacts due to the proximity of MM nucleobases (see Section S2 of the ESI†). For the analysis of the results, the CT numbers (cf. ref. 50) are computed as

\[
\Omega_{AB} = \frac{1}{2} \sum_{\mu \in A, \nu \in B} \sum_{m, n} (D S)_{\mu \nu} (S D)_{m n} + D_{\mu \nu} (S D S)_{\mu \nu}
\]

where D and S are the transition density and overlap matrices, respectively, expressed in the atomic orbital basis. The letters A and B indicate two nucleobases of the system, while the summations run over the atomic orbitals on the respective nucleobases. The CT number analysis allows a unique decomposition of the excitation process into local contributions (\(\Omega_{AA}\) as well as CT contributions (\(\Omega_{AB}\), \(A \neq B\)) on the individual nucleobases. In the next step, the delocalization length (DL) is computed in the form of an inverse participation ratio (cf. ref. 24) using

\[
DL = \frac{\Omega^2}{\sum_A \sum_B (\frac{\Omega_{AB} + \Omega_{BA}}{2})^2}
\]

where the normalization factor \(\Omega\) is defined as \(\Omega = \sum_A \sum_B \Omega_{AB}\). In this case, since eight nucleobases were considered in the analyses, the delocalization length value ranges from one to eight. A value of one denotes a completely localized state (Fig. 2a), while higher values indicate collective behavior between the bases, either in the form of CT (Fig. 2b) or exciton delocalization (Fig. 2c). The delocalization length analysis will be discussed in Section 3.2.

We have also calculated the CT contribution to the absorption band by analysing the excited-state wavefunctions of ([dA]20). To quantify the contribution of CT states to each individual excited state, we use the formula

![Fig. 1 Schematic representation of (a) solvated adenine monophosphate (AMP) and (b) solvated ([dA]20). C, N and H atoms of the QM region are cyan, blue and white, respectively. The MM region is formed by the sugar–phosphate backbones and additional nucleobases (both represented in red), and the water molecules depicted by transparent bubbles.](image-url)
3 Results and discussion

3.1 Absorption spectra of AMP and (dA)$_{20}$

The calculated and experimental absorption spectra for both solvated AMP and (dA)$_{20}$ are plotted in Fig. 3a and b, respectively. The experimental spectrum of (dA)$_{20}$ (black line) peaks at 4.85 eV. For ease of comparison, the maximum of the calculated spectrum for (dA)$_{20}$ obtained from the ensemble of 100 geometries has been red-shifted by 0.70 eV. This shift can be attributed to the basis set, as it is known that larger basis sets place the spectrum at lower energies. Unfortunately, the use of eight nucleobases in the QM region and the large number of snapshots precludes the use of more extended basis sets. However, a larger basis set does not change significantly the character of the excited-state wavefunctions (see Section S3 of the ESI†).

The experimental absorption spectrum of the polynucleotide (black line in Fig. 3b) presents three important differences with respect to the spectrum of the mononucleotide (red line). Upon formation of a stacked helix, the most dramatic effect is the hypochromism observed – the integrated absorption coefficient decreases by 35%. Furthermore, the spectrum is blue-shifted by 0.04 eV and a low-intensity red tail appears. The calculations based on the ensemble (solid lines in Fig. 3a) reproduce properly the hypochromism of the polymer (integrated intensity decreases by 36%) and the red tail of the polymer spectrum, which crosses with the AMP spectrum at 4.5 eV. The blue shift of 0.04 eV when going from AMP to (dA)$_{20}$ is not described by the calculations; instead, a redshift of 0.03 eV is obtained – similar to the redshift of 0.05 eV obtained in previous TD-DFT calculations. Whereas this erroneous behavior has been attributed to the underestimation of excitation energies of CT states in TD-DFT, we want to point out here that such a small change in energy is well beyond the accuracy of TD-DFT (and any current quantum mechanical method for excited states) and any agreement is due to fortuitous coincidence. Overall, we conclude that our calculations provide a good description of the experimental absorption spectrum of AMP and (dA)$_{20}$, which is a prerequisite for the forthcoming analysis.

For methodological reasons we found interesting to analyze the effect of conformational sampling on the absorption spectra. Thus, excited-state calculations were also performed on a single geometry, i.e. the optimized geometries of AMP and (dA)$_{20}$ (dashed lines in Fig. 3a). The geometry optimization was performed classically using the same force field employed in the dynamics (more details in Section S3†), and the same redshift of 0.70 eV was applied. Conspicuously, the spectra of AMP and (dA)$_{20}$ for the optimized geometries are narrowed against those from the ensembles due temperature effects (0 K for optimized geometries vs. 300 K for molecular dynamics ensembles). In addition, the maximum of the spectra for the optimized monomer and polymer are blue-shifted by 0.15 eV with respect to the ensemble spectra. Intra- and intermolecular motion thus decreases the energy of the absorption band.
providing a closer agreement with the experiment. Fair enough, the calculations on the optimized geometries reproduce well the appearance of the red tail when going from the monomer to the polymer. Moreover, the hypochromism is reasonably well described, with a 30% decrease of the integrated absorption coefficient vs. the 35% and 36% decrease obtained experimentally and with the ensemble calculations, respectively. However, as it will be seen below, conformational sampling is mandatory to properly describe other crucial electronic features of the UV absorption band.

3.2 Delocalization length

One of the most intensively debated questions related to the electronically excited states of DNA strands is the number of nucleobases, or delocalization length, involved in Franck-Condon excitations.\textsuperscript{3,9,20,24-32} Exciton theory calculations on double strands (dA)\textsubscript{20}(dT)\textsubscript{20} and (dAdT)\textsubscript{10}(dAdT)\textsubscript{10} concluded that electronically excited states are delocalized over the whole length of the helix when the model relies on an idealized B-DNA geometry,\textsuperscript{24} over four to eight nucleobases when conformational motion is considered by molecular dynamics,\textsuperscript{25} or over only one to two nucleobases when the exciton Hamilton matrix is refined.\textsuperscript{26} The results obtained by exciton theory are also quite dependent on the approximation employed to compute the electronic coupling between nucleobases; thus, depending whether the ideal dipole or the transition density cube approximation is used electronic delocalization lengths of 4.5 to 7.1 or 3.7 to 8.2 nucleobases have been obtained for the double strand (dA)\textsubscript{12}(dT)\textsubscript{12}.\textsuperscript{27} Quantum mechanical calculations have also been employed to investigate the size of exciton states.\textsuperscript{9,28,29,31} TD-DFT computations on an adenine trimer (A)\textsubscript{3} with a geometry restrained to mimic an idealized B-DNA conformation showed delocalization over the three nucleobases.\textsuperscript{28} The same result was obtained when conformational motion was taken into account for a single strand (dA)\textsubscript{n}.\textsuperscript{9} However, a larger degree of delocalization of five to six nucleobases was reported when the single-stranded (dA)\textsubscript{n} and (dA)\textsubscript{11} oligomers were built by considering a B-DNA arrangement.\textsuperscript{9} The impact of conformational sampling was also discussed based on semiempirical calculations combined with a QM/MM approach, in which the double strand (A)\textsubscript{n}(T)\textsubscript{n} was included in the QM region. Delocalization lengths of two to three and four to five nucleobases were computed for molecular dynamics structures and an idealized B-DNA geometry, respectively.\textsuperscript{29} Higher-level QM/MM calculations, using the second-order algebraic diagrammatic construction (ADC(2)) to compute electronic excitations of four stacked bases, (TA)\textsubscript{2} and (CG)\textsubscript{2}, concluded that most electronically excited states are monomer-like excitations or are delocalized over two monomers.\textsuperscript{31} Experimental measurements also dissent about electronic delocalization. The general importance of excited-state collectivity was illustrated by transient fluorescence anisotropy experiments.\textsuperscript{5} Femtosecond time-resolved broadband spectra of a series of single-stranded (dA)\textsubscript{n} and double-stranded (dA)\textsubscript{n}(dT)\textsubscript{n} oligomers invoked delocalization lengths of three nucleobases for the single strand, while exciton extensions larger than four nucleobases were attributed to the double strand.\textsuperscript{2} Circular dichroism experiments on single strands (dA)\textsubscript{n} showed that only nearest neighbor interactions play a crucial role on the excitation for excitation wavelengths above 200 nm, and thus the exciton is extended over only two monomers.\textsuperscript{26} In contrast, the results of Kerr-gated time-resolved fluorescence and transient absorption experiments were interpreted in terms of local absorbing states.\textsuperscript{23}

In order to provide a clear-cut answer on the delocalization length, the first band of the UV absorption spectrum, calculated for the ensemble of 100 (dA)\textsubscript{20} geometries has been decomposed according to eqn (2). The different delocalization length contributions are displayed in Fig. 4a. The delocalization length can acquire any real value from 1 to 8. In order to simplify the analysis, and directly relate delocalization with the number of nucleobases, the computed delocalization length of each electronic state was rounded to the closest integer value.

The analyses show that most of electronic transitions are delocalized over two nucleobases (47.9%). Delocalization length of three nucleobases (22.8%) and monomer-like excitations (22.7%) also contribute significantly to the absorption band. Excited states delocalized over four nucleobases are much less relevant, but not negligible (5.0%). In conclusion, virtually the whole UV lowest-energy band (98.4%) is composed by excitations involving at most four monomers. The average delocalization length is 2.2 nucleobases, which agrees well with the delocalization lengths of two and three nucleobases obtained from circular dichroism\textsuperscript{26} and femtosecond time-resolved broad band spectroscopies,\textsuperscript{4} respectively.

Fig. 4 Decomposition of the lowest-energy band of the UV absorption spectrum for (dA)\textsubscript{20} into different delocalization length (DL) contributions calculated for (a) an ensemble of 100 geometries and (b) the optimized geometry. The insets of both plots show the DL decomposition in the region of the red tail. The numbers given in parentheses indicate the intensity contribution to the total spectrum.
It is intriguing that the shape of the spectrum of monomer-like excitations in the polymer is very different from that in AMP: the pronounced maximum in the center of the band in AMP (solid red line in Fig. 3a) is flattened in the polymer (blue line in Fig. 4a). This flattening indicates that the formation of exciton states in the polymer occurs by combination of monomeric states that lie mostly in the center of the absorption band. The inspection of the density of states of AMP (Fig. S1) corroborates that a larger number of energetically degenerated states, which are prone to form exciton states in the polymer, is found in the center of the band. As a consequence the monomer-like spectrum of the strand is depleted in this area.

In order to appreciate the impact of structural disorder on the absorbing states, the contributions of different delocalization lengths were also calculated for the optimized single-stranded geometry. As seen from Fig. 4b, the delocalization length is dramatically overestimated when sampling is omitted. Electronic excitations distributed over three nucleobases are the most significant ones (60.2%), and delocalization over five nucleobases still contributes notably (8.1%) to the absorption band. Moreover, monomer-like excitations are erroneously underestimated, with a contribution of only 3.9%. This overestimation of the delocalization length for the optimized (and unrealistic) structure is a consequence of the stronger stacking between neighboring nucleobases that favors electronic delocalization over the strand. Contrary, when thermal motion is considered, structural disorder is introduced, leading to localization of the excited states. The decrease of delocalization length induced by conformational sampling has been previously shown by exciton theory and quantum mechanical calculations performed on geometrical ensembles and idealized B-DNA structures. It has been pointed out that the relevant degrees of freedom responsible for this effect are intramolecular motions rather than large scale fluctuations.

The hyperchromism observed in the low-energy region of the UV absorption band is a singular feature of DNA strands. As discussed above, both the calculations on the optimized geometry and the ensemble correctly reproduce this red tail. A closer inspection of the delocalization length decomposition around the low-energy tail of the ensemble spectrum (inset of Fig. 4a) reveals that the electronically excited states in this energy range are mainly monomer-like excitations, while the contribution of excitations delocalized over two or more nucleobases is significantly reduced when compared to the remaining spectrum. Specifically, the average delocalization length of the states located in the red tail is 1.4, i.e., it is smaller than the delocalization length of 2.2 computed for the whole spectrum. Thus, we are led to conclude that the energy lowering of these states is mainly caused by electrostatic interactions and polarization effects with the rest of the strand, while excited-state delocalization plays a minor role. This means that these electronic states can be seen as perturbed monomer-like excitations. Our analysis stands in contrast to previous theoretical studies that concluded that the low-energy states derive from exciton coupling. However, in these studies, the conclusion could be strongly influenced by the choice of a small QM region, which only included two adenine residues. Moreover, a statistically significant statement can only be made after performing sampling. It has also been argued that the electronic states that are involved in the red tail are CT excitations. Although a comprehensive CT analysis is discussed in the next section, we anticipate here that CT states are not relevant in the red tail since only one nucleobase is involved in most of excitations. The delocalization length analysis around the red tail performed on the optimized structure (inset of Fig. 4b) leads mistakenly to the conclusion that the red tail for the optimized strand is completely dominated by excitations involving two nucleobases, instead of one.

Finally, it is interesting to discuss our results in the context of time-resolved experimental measurements. A delocalization length of two nucleobases for the initial states serves as a natural precursor for excimer formation as has been invoked to explain the experimental transients of interacting adenine molecules. More specifically, the dominance of delocalization over two nucleobases observed here, agrees with the observation that the bleach recovery signals for ApA are basically identical to those of longer adenine strands. Our results also underline the importance of collective excited-state behavior. The degree of delocalization extracted from the calculations, together with a general high density of states, is certainly consistent with rapid energy transfer occurring during the initial dynamics, as was observed experimentally.

3.3 Charge transfer states
A proper characterization of CT electronic states after Franck-Condon excitation is vital to understand DNA damage and repair. The formation of CT states between two nucleobases involves charge separation, generating cation and anion radicals. On the one hand, these radical species can initiate a series of reactions leading to DNA damage; for example, CT states between two pyrimidines may result in the formation of 6–4 adducts. On the other hand, nucleobases with radical character may play a role in DNA repair mechanisms. It has recently been shown that cyclobutane pyrimidine dimer lesions can be repaired when a CT state in a guanine-adenine stacked pair adjacent to the lesion is generated. The formation of cyclobutane pyrimidine dimers can be quenched by the formation of a CT state as a result of electron transfer from guanine to one of the reactive thymines. Furthermore, mixed local and CT states have been connected to long-lived high-energy fluorescence in DNA.

Despite the importance of CT states in the photophysics of DNA strands, the extent and energy range in which CT states contribute to Franck-Condon excitations has generated controversy in the literature. While several studies argued that low-energy CT states are present in the UV absorption band of DNA strands, including in the red tail, others have concluded that CT states are higher or at least similar in energy to the bright electronic states. Fig. 5a shows the contribution of CT electronic states to the first absorption band calculated for the ensemble of (dA)20. In agreement with a previous study on alternating duplexes, we find that only about half of the spectral intensity (51%) derives
from states with CT character below 0.1. These states can be justifiably termed pure Frenkel excitons or pure local excitations. The remaining half of the spectral intensity is carried by states with non-negligible CT admixture. The strong interactions between CT and Frenkel states can be explained in terms of orbital overlap between the different nucleobases. It has been concluded from experiment that orbital overlap plays an important role in the excited-state dynamics. Furthermore, the strong mixing between Frenkel and CT states stands in agreement with the hypothesis of interconversion between these types of states during the dynamical processes following UV absorption and the formation of exciplexes with CT character.

The CT decomposition of the density of states, in which the intensity of the electronic transitions is not considered so that every state contributes equally, is analysed and plotted in Fig. 5b. As can be seen, pure Frenkel excitons and pure local excitations represent almost half of the states (44.8%), as in the absorption spectrum, and the other half is composed of states with CT admixture. The most notable difference between the absorption spectrum and the density of states is the appearance of a shoulder in the blue side of the latter. This shoulder can be ascribed to a high density of states with significant CT character (CT > 0.3). These states are rather dark and, thus, do not contribute significantly to the initial photon absorption. Due to their high energy it is also not expected that they play an important role in the early dynamics. Additionally, it is interesting to analyse whether CT occurs only between nearest neighbour nucleobases or whether long-range CT takes place.

This can be analysed by computing the net CT distance ($\text{CT}_{\text{net}}$), which is defined as the difference between the center of charge of the electron and the center of charge of the hole involved in the process. A value of $\text{CT}_{\text{net}}$ lower than 1.5 indicates that CT takes place between adjacent nucleobases, while a value larger than 1.5 indicates long-range CT. According to this definition only 1.3% of the CT states in the first absorption band are long-range CT states and in all other cases nearest neighbour interactions dominate. This fact can be understood by considering that long-range CT imposes a severe energetic penalty through the Coulomb energy that is needed for separating the charges.

The effect of conformational sampling on the CT character of the absorption band is reflected in Fig. 5c, where only the optimized geometry is considered. As in the delocalization length analysis, the differences on the CT decomposition are extreme. Using a single geometry leads to incorrectly interpreting the excitation band as a combination of Frenkel and monomer-like excitations, since the majority of electronic states (91.9%) has insignificant CT contribution (lower than 0.1). Only a small amount (3.2%) of electronic states with important CT contribution (higher than 0.3) appears in the blue tail of the absorption band. Therefore, the lack of conformational sampling clearly underestimates the contribution of CT states. This indicates that anisotropy of the environment as well as intra- and intermolecular motion of the DNA strand change the amount of mixing between CT, Frenkel and local states.

The contribution of electronic states with different amount of CT character in the energy range of the red tail can be seen in the insets of Fig. 5a and c for the thermal ensemble and optimized geometry, respectively. In case of the ensemble (Fig. 5a), most of electronic states do not present an important CT contribution. This was already expected considering that the red tail is dominated by monomer-like excitations, as was discussed in Section 3.2. The absence of CT states in the red tail of the spectrum is in contradiction to results reported by previous theoretical studies; therefore, it is worth investigating these discrepancies in more detail. The initial claim of the presence of low-energy CT states derives from calculations using the PBE0 functional on an adenine trimer ($\text{A}_3$), restrained to the idealized B-DNA conformation. Later, QM/MM calculations on solvated adenine and thymine monomers and dimers using PBE0, long-range corrected density functionals and wavefunction-based methods on B-DNA structures showed that PBE0 is not capable of describing CT states properly due to the absence of long-range Hartree–Fock exchange. In a second
study, CT states were found to be above the bright states, while they were transferred to the red tail only through the application of inhomogeneous broadening to the computed energies of optimized stacked adenine clusters of different sizes.\textsuperscript{32} Many-body Green function theory calculations performed for different solvated single-stranded adenine and thymine oligomers, and double-stranded adenine-thymine pair oligomers predicted low-energy CT states.\textsuperscript{34} It seems therefore that the employed computational model and method strongly affects the position of CT states, which can be then found in the red tail, close to the band maximum or in the high-energy region of the band. Clearly, a definitive conclusion cannot be drawn based on the available literature results as these previous calculations\textsuperscript{28,32,34} used small cluster models without including the effect of a DNA strand. This means that explicit water molecules\textsuperscript{34} or the continuum solvent model\textsuperscript{28,32} are in direct contact with the excited nucleobases, and thus solvation effects are likely overestimated. Additionally, conformational sampling was not performed, and the lack of vibrational motion strongly affects the computations, as was discussed above. All these issues have been considered in the present study and, thus, our conclusions rely on a more realistic theoretical model.

For completeness, the CT decomposition of the red tail of the spectrum for the optimized geometry is shown in the inset of Fig. 5c. Since the overall absorption band does not present significant CT character, so is found in the red tail. However, it is curious to note that electronic states with CT contribution smaller than 0.1 only appear in the high-energy part of the red tail. Thus, while the contribution of CT states to the entire absorption band is underestimated without conformational sampling, it is overestimated in the red tail, leading once more to an incorrect interpretation of the spectrum.

3.4 Hypochromism

The most remarkable fingerprint of the UV absorption spectra of DNA strands, when compared to the spectra of isolated nucleobases, is a pronounced hypochromism of the first UV absorption band\textsuperscript{7} (cf. Fig. 3b). It was early recognized that this hypochromism stands in contrast to a “zeroth-order” exciton model.\textsuperscript{7} Therefore, a number of different quite involved models for hypochromism were developed, including orientation-specific dipole interactions,\textsuperscript{6} dispersion–force interactions,\textsuperscript{7} local field effects,\textsuperscript{66} and mutual shielding of chromophores.\textsuperscript{63}

More recently, CT admixture due to orbital overlap interactions was also invoked to explain hypochromism.\textsuperscript{57,64,65}

The basic starting point for the present discussion is the Frenkel exciton model.\textsuperscript{22,24,66} In its standard form,\textsuperscript{24} this model is based on two elementary steps. First, the zeroth-order functions are constructed as products of monomer wavefunctions. Second, linear combinations of the zeroth-order functions are formed to construct delocalized exciton wavefunctions. Step one is based on two important restrictions: (i) there is no orbital overlap between the monomer wavefunctions and (ii) the wavefunctions of the monomers are not perturbed by environmental interactions. Under these assumptions, it is assured that the squares of the transition dipole moments are conserved upon polymer formation.\textsuperscript{24} Unless there is a significant shift in energy, this means that also the total oscillator strength and, hence, the spectral intensity is unaffected. Thus, a Frenkel exciton model cannot explain uniform hypochromism but can only account for a redistribution of intensity between different parts of the spectrum. Hypochromism in one band could occur only if “one band steals intensity from the other.” Interestingly, evidence for such a second band with increased intensity has never been provided.

The occurrence of uniform hypochromism is thus in contradiction to the Frenkel exciton model described above. Orbital overlap interactions\textsuperscript{68} and consequent interactions between Frenkel and CT states have been considered as one possible reason for hypochromism.\textsuperscript{57,64,65} As we showed in Section 3.3, mixing between CT states and Frenkel excitons certainly plays an important role in UV absorption, accounting for about half of the total spectral intensity. However, it is not clear whether this mixing can be responsible for the pronounced hypochromism present in DNA. Therefore, here we also want to evaluate a different hypothesis that has not received much attention so far: the perturbation of monomer-like excitations by environmental effects. This endeavour is motivated by the well-known fact that the surrounding medium can have a strong impact on the excited-state properties of chromophores, including hypochromism.\textsuperscript{67,68}

To summarize the above discussion, there are three different hypotheses to explain DNA hypochromism: (i) redistribution of the oscillator strength to higher energy bands, (ii) orbital overlap interactions, and (iii) perturbation of monomer-like excitations. We shall investigate first hypothesis (i). To that aim, we calculated the lowest six bands of the absorption spectrum of (dA)\textsubscript{20} using only four nucleobases in the QM region of the optimized solvated (dA)\textsubscript{20} geometry and 200 states. Unfortunately, the calculation of the six bands is unavailable using the previous level of theory and setup. Although the employed model is not quantitative, it is sufficient to obtain a qualitative picture of the intensity of the absorption bands, see Fig. 6. For comparison, the lowest six absorption bands of solvated AMP calculated from the lowest 20 excited states were also computed.
for the optimized geometry. A general hypochromism along the entire spectrum when going from AMP to \((\text{dA})_{20}\) can be appreciated. Only the fifth band is more intense in the strand than in the monomer, but clearly the hyperchromism of this band does not compensate the hypochromism of the remaining bands. We conclude therefore, that the hypochromism of the lowest-energy UV absorption band is not a consequence of absorption intensity transfer between different absorption bands due to formation of exciton states.

To elucidate then the factors leading to hypochromism, we construct a model that allows discriminating between hypothesis (ii) and (iii). For this purpose, additional calculations for the adenine dimer \((\text{A})_2\) in the gas phase were carried out. This simplified model, which was constructed following arguments made in ref. 68, retains the main physics behind electronic excitation while it allows for a clearer picture of the electronic properties. In order to partially retain the effect of conformational sampling, the dimer was built based on two structures randomly selected from the thermal ensemble of AMP (see more details in Section S4 of the ESI†). The variation of excitation energy, absorption intensity, delocalization length and CT contribution of the two lowest absorption bands with the interbase separation was calculated and plotted in Fig. 7. The separation between the two adenine monomers goes from 30 Å, where interactions between monomers are negligible, to 3.6 Å, which is the average interbase separation obtained from the classical molecular dynamics simulation.

The average excitation energy (Fig. 7a) of both absorption bands is virtually constant with the interbase distance, with only a small red shift of 0.05 and 0.1 eV for bands 1 and 2, respectively, when the separation between monomers is lower than 4.5 Å. The oscillator strength (Fig. 7b) shows a strikingly different behaviour. The intensity starts decreasing for both bands already at large distances and decreases significantly when the nucleobases approach each other. The oscillator strength of the lowest-energy band goes from 0.52 to 0.41, i.e., the absorption intensity decreases by 21.2%. As discussed in Section 3.1, the hypochromism of the absorption spectrum calculated for the thermal ensemble of \((\text{dA})_{20}\) is 36%. Thus, the employed dimer model already accounts for more than half of the hypochromism of the strand. Similar results were obtained in a previous theoretical study,28 which concluded that adenine dimer takes into account half of the hypochromism of the polymer. In a more general sense Fig. 7a and b reflect the effect of helix formation in the total absorption spectrum shown in Fig. 3a: whereas interbase interactions induce only small shifts on the energies, the oscillator strengths are affected dramatically. This indicates that the dimer model is a reasonable qualitative model to describe the hypochromism.

To investigate whether orbital overlap and/or collective excitation character is involved in the observed hypochromism of the two lowest absorption bands, the delocalization length and CT contribution (Fig. 7c and d) are analysed next. We start with the discussion of band 1. The important observation is that neither delocalization nor CT play any important role until the two bases approach each other quite closely. Taken, as an example, a separation of 5.0 Å, it is observed that all states of the first band are completely localized with a maximum delocalization length of 1.07 bases and a maximum CT of 0.003 a.u. Nonetheless, at this geometry already a hypochromism of 13.6% is observed. This shows that long-range interactions between the nucleobases are the main factor responsible for the hypochromism and that collective excitation character is not required. An analysis of band 2 is somewhat more involved due to the presence of CT states at this energy range. However, also in this case it is apparent that the onset of hypochromism largely happens without either delocalization or CT. Note that the spike in the values occurring at 5.0 Å derives from an accidental degeneracy between a local state and a CT state and has no further physical implication.

We therefore conclude that hypochromism can be explained by the perturbation of monomer-like excitations, induced by long-range interactions between nucleobases, and it does not require delocalization or participation of CT states. This observation opens a number of new questions regarding the properties of the perturbed wavefunctions, the nature of the relevant long-range interactions (electrostatic, induced dipoles, dispersion), and the cumulative effect when several surrounding nucleobases are considered. In addition, it would be of interest to investigate the cumulative effect of monomer-state perturbations and exciton or CT effects. The answer to these detailed mechanistic questions can be the subject of future investigations.

4 Conclusions

In summary, we have shown that conformational sampling by molecular dynamics simulations and a QM/MM scheme that takes into account environmental effects and includes eight nucleobases at quantum mechanical level is able to resolve
a number of open questions regarding the electronic properties of the lowest-energy UV absorption band of single-stranded polyadenine. Specifically, electronic delocalization, charge transfer and hypochromism have been investigated and the following conclusions are obtained. (i) Exciton states delocalized over two nucleobases represent about half of the lowest UV absorption band, while the remaining intensity is almost equally distributed between monomer-like excitations and states delocalized over three monomers. The red tail present in the absorption spectrum of the strand, while absent in the monomer one, is formed by states with a reduced delocalization degree as opposed to the spectral maximum. It is dominated by monomer-like excitations, which are perturbed by interactions with the rest of the strand. (ii) The occurrence of CT states only happens in the blue side of the spectrum and represents a very small contribution to the intensity. Thus, direct population of monomer-like states. Generalization of these conclusions needs further studies on additional single and double DNA strands with different nucleobase sequences.
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