Three simple scenarios for high-dimensional sphere packings
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Based on results from the physics and mathematics literature which suggest a series of clearly defined conjectures, we formulate three simple scenarios for the fate of hard sphere crystallization in high dimension: (A) crystallization is impeded and the glass phase constitutes the densest packing, (B) crystallization from the liquid is possible, but takes place much beyond the dynamical glass transition and is thus dynamically implausible, or (C) crystallization is possible and takes place before (or just after) dynamical arrest, thus making it plausibly accessible from the liquid state. In order to assess the underlying conjectures and thus obtain insight into which scenario is most likely to be realized, we investigate the densest sphere packings in dimension $d = 3$–10 using cell-cluster expansions as well as numerical simulations. These resulting estimates of the crystal entropy near close-packing tend to support scenario C. We additionally confirm that the crystal equation of state is dominated by the free volume expansion and that a meaningful polynomial correction can be formulated.

I. INTRODUCTION

A classical problem of discrete geometry is to determine the maximum fraction of $d$-dimensional Euclidean space, $\varphi_{\text{cp}}$, that can be covered by non-overlapping, identical spheres. Determining this densest packing of hard spheres is trivial for $d = 1$ and elementary for $d = 2$, but otherwise only known rigorously for $d = 3$ [1], 8 and 24 [2, 3]. The behavior of $\varphi_{\text{cp}}$ as $d \to \infty$ and the structure of the associated packings is a great mathematical challenge about which relatively little is understood. The best known lower bound is $\varphi_{\text{cp}} \geq 65963 \cdot 2^{-d}$ [4] for sufficiently high $d$ (with an additional factor on the order of $\ln(d)$ along a sparse sequence of dimensions), which matches the exponential order of the lower bound $\varphi_{\text{cp}} \geq 2^{-d}$ trivially obtained by considering any saturated packing [5]. The best upper bound, by contrast, grows exponentially larger with $d$, as $\varphi_{\text{cp}} \leq 2^{-0.599d}$ [6, 7].

Almost all of the known proofs of lower bounds on $\varphi_{\text{cp}}$ proceed by analyzing lattice packings or random lattice packings (see Ref. 8 for an exposition). These proofs presuppose that lattices provide the backbone of the densest configurations of spheres, but say nothing of the nucleation and coexistence conditions that underlie the ability for a crystal based on such lattices to form and remain stable with respect to the liquid state. While Bravais lattice-based packings are provably optimal in $d = 1, 2, 3, 8$, and 24, it is far from clear that they remain so for higher $d$ [8]. Hence, solely analyzing lattice packings is inadequate to fully capture $\varphi_{\text{cp}}$. We here take a statistical physics approach and analyze $\varphi_{\text{cp}}$ through the equilibrium properties of the hard sphere model, a uniformly random sphere packing of a given density.

We conjecture three possible scenarios for the behavior of the hard sphere model in high dimensions, based on recent work in the physics literature [9–19]: crystallization (scenario A) does not occur, or, if it does, occurs either before (scenario B) or just after the dynamical glass transition (at which the liquid dynamics becomes arrested [20]) or (scenario C) around that transition. Under some simple assumptions and using recent results from both physics and mathematics, we explore the consequences for $\varphi_{\text{cp}}$ under each scenario. In A, we conclude that $\varphi_{\text{cp}} \sim d \ln d \cdot 2^{-d}$; in B, we conclude that $\varphi_{\text{cp}}$ is only slightly improved to $d^{0.75} \ln(d)^{3.2} \cdot 2^{-d}$ with some exponent $\psi > 0$; in C, we have that $\varphi_{\text{cp}} \geq 2^{-d(1-\epsilon)}$ for some explicit $\epsilon > 0$. It is worth noting that Refs. 21 and 22 proposed a series of conjectures based on a different set of arguments from statistical physics, that are consistent with scenario C. See also Refs. 23 and 24 and references therein.

A set of plausibility conditions emerge for each of these scenarios, which are then checked against simulation results and a cell-cluster expansion of the densest known crystals in $d = 3$–10, which are expected to be the most thermodynamically stable at high pressures (and have been observed to be so for all pressures at which crystals are stable in $d = 3$–6 [12, 15, 19]). The inclusion of $d = 10$ here is significant, as it is the lowest dimension for which a non-Bravais lattice is the basis for the densest known crystal. While these observations do not suffice to unambiguously declare which scenario is correct, they nevertheless suggest that scenario C is most likely, followed by scenario B. While scenario A remains plausible, no hint of it can be teased from low-dimensional crystallization trends.

The rest of this article is organized as follows. In Sec-
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tation II, we provide a series of definitions and describe the first-order liquid-crystal phase transition in hard spheres. In Section III, we present the aforementioned conjectures and follow through with their implications for three possible crystallization scenarios. In Section IV, we analyze low-dimensional crystals in \( d = 3-10 \) using cell cluster expansions (where numerically possible) as well as simulations to further constrain the likely scenarios. Section V concludes with a discussion of the likelihood of each of the three scenarios given the low-dimensional trends.

II. THEORETICAL BACKGROUND

In this section, we provide a definition of the entropy of the hard sphere model and show that both its first and second derivatives with respect to volume are positive. We then use these properties to derive the relationship between liquid and crystal entropies through a common tangent construction.

A. Definitions

Consider \( N \) identical \( d \)-dimensional hard spheres of diameter \( \sigma \) in a box of volume \( V \). Sphere positions are specified by a set of \( d \)-dimensional vectors \( \mathbf{y} = \{ \mathbf{y}_i \}_{i=1,\ldots,N} \), each \( \mathbf{y}_i \) having components \( y_{ij} \) for \( \mu = 1, \ldots, d \). The sphere concentration is equivalently described by the sphere diameter \( \sigma \) and the packing fraction \( \varphi \). The sphere concentration is equivalently described by the sphere diameter \( \sigma \) and the packing fraction \( \varphi \). The sphere concentration is equivalently described by the sphere diameter \( \sigma \) and the packing fraction \( \varphi \).

The sphere concentration is equivalently described by the sphere diameter \( \sigma \) and the packing fraction \( \varphi \).

We first make a series of conjectures:

B. Crystallization via a first-order phase transition

In all dimensions \( d \) for which the information is available, the densest (infinite-pressure) packing of hard spheres is crystalline, that is, given by a (Bravais or not) lattice packing. For \( d \geq 3 \), at finite pressure, this densest packing gives rise to a stable crystalline phase separated from the liquid phase by a first-order transition. Such a liquid-crystal transition means that the liquid and crystal phases have distinct analytic entropy functions, \( s_\ell \) and \( s_c \), which are separately monotonically increasing and concave. Because Eqs. (3) should always be satisfied in equilibrium, the equilibrium state of the system corresponds to the Maxwell construction illustrated in Fig. 1. At low \( P \) (high \( v > v_f \)), the homogeneous liquid dominates; at high \( P \) (low \( v < v_m \)), the homogeneous crystal dominates. In this region \( v_m < v < v_f \), pressure \( P_{co} \) is constant and the system is formed of coexisting crystalline and liquid domains. The equations determining the three unknown \( v_m, v_f, P_{co} \), which characterize the coexistence region, can be obtained from the following tangent construction defined as

\[
\begin{align*}
\frac{ds_\ell}{dv}(v_f) &= \frac{ds_c}{dv}(v_m) = \beta P_{co}, \\
S_\ell(v_f) - S_c(v_m) &= \beta P_{co}(v_f - v_m).
\end{align*}
\]

III. CONJECTURES AND SCENARIOS

In this section, we describe a set of conjectures that constrain the relationships in Eq. (4) and work through their consequences, hence giving rise to three crystallization scenarios. Note that in considering high-\( d \) systems, it is convenient to define scaled packing fraction \( \overline{\varphi} = 2^d \varphi = \rho V_d \sigma^d \), specific volume \( \overline{v} = 1/\overline{\varphi} = v/(V_d \sigma^d) \), and pressure \( \overline{P} = \beta P \sigma^d / V_d \).

A. Conjectures on the high-\( d \) phase behavior

We first make a series of conjectures:

1. The high \( d \) equilibrium phase diagram is characterized by a low-density liquid and a high-density crystal, and no other equilibrium phase intervenes. If
3. The crystal phase is accurately described by the free-volume entropy. In other words, throughout the crystal phase, particles simply rattle in a cage formed by their neighbors. Consider the close packed crystal at density \( \varphi_{\text{cp}} \), and reduce the diameter of all particles from \( \sigma \) to \( \sigma (1 - \varepsilon) \). The density is correspondingly reduced to \( \varphi = \varphi_{\text{cp}}(1 - \varepsilon)^d \), and each particle gains the possibility of rattling in a volume of linear size \( a \sigma \) without overlapping its neighbors, \( a \) being an unknown proportionality constant close to 1. Moreover all particles can be permuted, so each particle can access all the \( N \) possible cages. Therefore, using \( x = \varphi_{\text{cp}} / \varphi = \rho / \rho_{\text{cp}} \), one can estimate

\[
Z_N^{\text{ex}} \approx \left[ \frac{N V_d (a \sigma)^d}{V} \right]^N = \left[ \varphi_{\text{cp}} (a \sigma)^d \right]^N \Rightarrow s_c \approx - \ln x + d \ln a + d \ln (1 - x^{1/d}) + \ln V_d - d \ln (\Lambda / \sigma) + 1 .
\]

We assume that this expression remains valid for all \( \varphi \in [\varphi_{\text{cp}}, \varphi_m] \). We have no support for this conjecture, except from the empirical observation that a similar expression provides a good fit to the crystal entropy in \( d = 3-10 \) [12, 15, 19]. The free volume entropy gives a rigorous lower bound on \( s^\text{ex} \), and, if we assume the close-packed crystal to be a lattice packing, then we can allow particles to rattle in regions defined by scaling down the Voronoi cells around each center. A special consideration should be made for lattice packings, such as \( \lambda_9 \), which contain a set of internal soft (or zero) modes. Along such modes, the packing is allowed to shift freely without generating any overlap. Because the number of such modes is necessarily subextensive, however, the contribution of these modes to the entropy per particle must vanish in the thermodynamic limit (by analogy to the contribution of Goldstone modes in the low-temperature phase of a Heisenberg ferromagnet [33]).

4. The liquid remains the equilibrium phase at least down to a specific volume \( \bar{\varphi} = 1 / [d \ln (2 / \sqrt{3})] \), i.e., \( \bar{\varphi}_t < 1 / [d \ln (2 / \sqrt{3})] \approx 6.952 / d \) or \( \bar{\varphi}_t > d \ln (2 / \sqrt{3}) \approx 0.144 d \). This conjecture is motivated by the results of [34].

B. Crystallization in high \( d \)

From the conjectures of Sec. III A we can derive bounds on high-\( d \) crystallization, which are discussed below.
1. Coexistence equations

First, by rewriting Eqs. (4) in terms of scaled variables and using Eq. (6) for $s_t$ and Eq. (7) for $s_c$, we obtain

\[ \frac{1}{\tilde{v}_f} + \frac{1}{2\tilde{v}_f^2} = \frac{1}{\tilde{v}_m} \frac{1}{1 - (\tilde{\varphi}_{cp}/\tilde{\varphi}_m)^{1/d}} = \tilde{\varphi}_{co} , \]

\[ \ln(\tilde{v}_f) - \frac{1}{2\tilde{v}_f} - \ln(\tilde{v}_m/\tilde{\varphi}_{cp}) - d\ln a - d\ln \left[ 1 - \left( \frac{\tilde{\varphi}_{cp}}{\tilde{\varphi}_m} \right)^{1/d} \right] = \tilde{\varphi}_{co}(\tilde{v}_f - \tilde{v}_m) . \]

It is then convenient to rewrite these equations in terms of density $\tilde{\varphi}$:

\[ \tilde{\varphi}_f + \frac{1}{2\tilde{\varphi}_f^2} = \frac{\tilde{\varphi}_m}{1 - (\tilde{\varphi}_m/\tilde{\varphi}_{cp})^{1/d}} = \tilde{\varphi}_{co} , \]

\[ - \ln(\tilde{\varphi}_f) - \frac{1}{2\tilde{\varphi}_f} - \ln(\tilde{\varphi}_{cp}/\tilde{\varphi}_m) - d\ln a - d\ln \left[ 1 - \left( \frac{\tilde{\varphi}_m}{\tilde{\varphi}_{cp}} \right)^{1/d} \right] = \tilde{\varphi}_{co}(\tilde{\varphi}_f - \tilde{\varphi}_m) . \]

Given $\tilde{\varphi}_{cp}$, these equations can easily be solved numerically to yield the coexistence parameters. This strategy was employed by Finken et al. [17] (albeit possibly with an erroneous common tangent construction [12]) using close packing density of laminated lattices up to $d \approx 50$. Here we take a different approach. We use our knowledge of $\tilde{\varphi}_f$ to obtain bounds on $\tilde{\varphi}_{cp}$.

2. Asymptotic analysis

According to Sec. IIIA, one has $\tilde{\varphi}_f \in [0.144d, d\ln d]$. In a more strict setting we could impose that crystallization happens before the liquid is dynamically arrested, which would restrict the upper bound to 4.8$d$. We thus introduce $\hat{\tilde{\varphi}}_f = \tilde{\varphi}_f/d$ that is of $O(1)$ or at most $O(\ln d)$. For $d \rightarrow \infty$, we have $\ln(\hat{\tilde{\varphi}}_f) \ll \frac{1}{2}\hat{\tilde{\varphi}}_f$ and $\tilde{\varphi}_f \ll \frac{1}{2}\tilde{\varphi}_f$, and also $\tilde{\varphi}_{co} \sim \frac{1}{2}\tilde{\varphi}_f$, which thus simplifies Eqs. (9) as:

\[ \frac{d^2 \hat{\tilde{\varphi}}_f^2}{2} = \frac{\tilde{\varphi}_m}{1 - (\tilde{\varphi}_m/\tilde{\varphi}_{cp})^{1/d}} , \]

\[ - d\hat{\tilde{\varphi}}_f - \ln(\tilde{\varphi}_{cp}/\tilde{\varphi}_m) - d\ln a - d\ln \left[ 1 - \left( \frac{\tilde{\varphi}_m}{\tilde{\varphi}_{cp}} \right)^{1/d} \right] = - d^2 \frac{\hat{\tilde{\varphi}}_f^2}{2} \tilde{\varphi}_m . \]

Two possible asymptotic solutions to these equations exist, depending on the scaling of $\tilde{\varphi}_m/\tilde{\varphi}_{cp}$.

C. Crystallization scenarios

Based on the above conjectures and asymptotic analysis, three distinct crystallization scenarios can be identified.

1. Scenario A

In this scenario, crystallization does not proceed and thus the liquid and the glass phases are the only possible equilibrium phases. The close packing density then equals the glass close packing density, and hence $\varphi_{cp} = 2^{-d}$, $\varphi_{gcp} \sim 2^{-d}d\ln d$. This scenario happens if the close packing density of the densest crystal remains below $\varphi_{gcp}$.

2. Scenario B

In this scenario, we suppose that there is a crystalline phase and $\tilde{\varphi}_m/\tilde{\varphi}_{cp} \sim A/d^\psi$ (with $\psi > 0$ and $A > 0$) or $0 < A < 1$, such that $1 - (\tilde{\varphi}_m/\tilde{\varphi}_{cp})^{1/d} \sim (\psi \ln d - \ln A)/d$. Note that in this scenario $1 - (\tilde{\varphi}_m/\tilde{\varphi}_{cp})^{1/d} \ll 1$ and the use of the free volume equation of state for the crystal is well justified. Defining $\tilde{\varphi}_m = \tilde{\varphi}_m/d$ and neglecting subdominant terms, Eqs. (10) become

\[ \frac{1}{2}\tilde{\varphi}_f^2 = \frac{\tilde{\varphi}_m}{\psi \ln d - \ln A} , \]

\[ - \hat{\tilde{\varphi}}_f - \ln a - \ln(\psi \ln d - \ln A) + d\ln a = - \frac{1}{2}\tilde{\varphi}_m . \]

The solution is

\[ \tilde{\varphi}_f \sim d\ln d , \]

\[ \tilde{\varphi}_m \sim d \frac{\ln d}{2}(\psi \ln d - \ln A) , \]

\[ \tilde{\varphi}_{cp} \sim d^{\psi + 1} \frac{(\ln d)^2}{2}(\psi \ln d - \ln A) . \]

Note that one should check the subleading corrections to $\tilde{\varphi}_f$ to make sure that $\tilde{\varphi}_f \leq \tilde{\varphi}_k$, which is a strict requirement for the consistency of our approach. It is also somewhat unpleasant that crystallization then takes place much beyond the dynamical arrest of the liquid, i.e., $\tilde{\varphi}_f \gg \tilde{\varphi}_d$. In this scenario, the close-packed crystal would be only slightly denser than the best amorphous packing, and its exponential scaling would be the same as the Minkowski bound. Crystallization would then be extremely unlikely, because the liquid would becomes dynamically arrested before any sign of crystallization could emerge. Note that the value of $a$, provided it remains finite for $d \rightarrow \infty$, here plays no role.
The fourth conjecture in Sec. III A implies a bound $\hat{\varphi}_f \geq 0.144$; as long as $\ln a \leq 0.994$, this bound is however weaker than the KL one.

We then consider lower bounds on $\alpha$. If we require that crystallization happens before dynamical arrest, i.e. $\hat{\varphi}_f \leq 4.8$, then we obtain a lower bound on $\alpha$ in terms of $a$,

$$\ln (1 + e^{-4.8 - \ln a}) \leq \alpha.$$  \hspace{1cm} (16)

Note that crystallization might well take place after dynamical arrest, as it is the case in scenario B discussed above; if $\ln a < -3.662$, then this is necessarily the case, due to Eq. (15).

Unfortunately, $a$ is unknown, but if the third conjecture of Sec. III A is correct, then it should be close to unity, which is what our finite-$d$ results suggest (see Sec. IV). Because the dependence of the above bounds on $a$ is logarithmic, relatively small deviations from unity further do not affect much the results. We thus assumed $a \to 1$ as $d \to \infty$, for illustration, in Fig. 2. With this choice, we obtain $\hat{\varphi}_f = -\alpha - \ln (1 - e^{-\alpha})$ (blue line) and

$$\ln(1 + e^{-4.8}) = 0.0082 \leq \alpha \leq 0.278.$$ \hspace{1cm} (17)

The true value of $a$ in the high-dimensional limit simply sets the ordinate offset of the blue curve in Fig. 2 and, provided it is not too far from unity, only slightly shifts the lower bound.

4. Summary of the three scenarios

From the analysis so far, we conclude that under the assumptions in Sec. III A, three possible scenarios arise:

A. If there is no crystallization, then $\varphi_{cp} = 2^{-d} \varphi_{gcp} \sim d \ln d \cdot 2^{-d}$, and optimal packings are glasses.

B. If the close packing density of the crystal is not exponentially larger than the melting density, then crystallization happens deep in the dynamically arrested region ($\varphi_d \ll \varphi_f < \varphi_k \sim d \ln d$), and we obtain the results in Eq. (12), in particular with $\varphi_{cp} \sim d^{v+1} (\ln d)^2 (\psi \ln d - d \ln A)$ being not exponential in $d$, and only slightly larger than $\varphi_{gcp}$.

C. If instead crystallization happens on the same scale as the dynamical arrest ($\varphi_f \propto d$), then the crystal close packing should be $\varphi_{cp} \sim e^{\alpha d}$. Quantitative bounds then depend weakly (logarithmically) on $a$; we assume $a = 1$ for simplicity, which gives an upper bound $\alpha < 0.278$ from the KL bound and also implies $\varphi_f > 1.138 d$. The additional requirement that crystallization happens before dynamical arrest ($\varphi_f < \varphi_d \sim 4.8 d$) gives a lower bound $\alpha > 0.0082$ on the close packing density (assuming $\ln a \approx 0$), which improves exponentially over the Minkowski bound.
IV. INSIGHTS FROM LOW-$d$ CRYSTALS

To obtain insights into which of the above three scenarios is most likely, we examine $\overline{\varphi}_f$, $\overline{\varphi}_m$, and $a$ for each of the densest crystals in $d = 3$-$10$, which are $D_4$ checkerboard lattices in $d = 3$-$5$, $E_6$ in $d = 6$, $E_7$ in $d = 7$, the $E_8$ root lattice in $d = 8$, $\lambda_9$ in $d = 9$, and $P_{10c}$ in $d = 10$ [5]. Because the relative distance between $\overline{\varphi}_m$ and $\overline{\varphi}_p$ grows with $d$, it is possible (through corrections to the free-volume expressions considered here) that a lower density crystal may be most stable at intermediate pressures for certain $d$. We here consider only the densest crystals, as all other crystal forms would in any case transition to the densest at high pressure given enough time. (Note that low-dimensional studies in $d = 2$-$6$ have found no such discrepancy [12, 19], and that if one were to exist, the densest crystal would nevertheless offer the strongest bound on the stability of the liquid, and thus the scaling analysis would not be impacted.)

In this section, we consider three distinct estimates of the constant $a$ for these crystals: (1) a high-$d$ generalization of the Rudd–Stillinger cell-cluster expansion [35] for nearly perfect crystals; (2) the scaling of the dynamical cage size near close packing; (3) thermal integration of the crystal equation of state from a reference crystal whose absolute entropy is determined by the Frenkel-Ladd scheme [36].

A. Cell-cluster expansion

Rudd and Stillinger proposed to expand the entropy of a high-pressure crystal of hard particles [35] by ordering terms as

$$s_c = \lim_{x \to 1} \left[ -d \ln(\Lambda/\sigma) + d \ln(1 - x^{1/d}) - \ln x - C ight] - D(1 - x^{1/d}) - E(1 - x^{1/d})^2 + O(1 - x^{1/d})^3 ,$$

where $x = \varphi/\overline{\varphi}_p$. In essence, this scheme proposes a polynomial correction in $1 - x^{1/d}$ to the free volume expansion of Eq. (7). The coefficients $C$, $D$, and $E$, which depend on crystal symmetry and dimension, can further be expanded in (infinite) series of cell clusters (see Appendix A). We here present two such expansions, denoted recursive (Rec) and direct (Dir). Although these series are neither unique nor proven to converge in any $d$, they nevertheless provide a constructive analytical framework. By (admittedly loose) physical analogy with the virial expansion for the liquid, one might even expect their convergence rate to improve as $d \to \infty$.

Using Eqs. (3) and (18), the reduced pressure (or compressibility) can then be expressed as

$$p = \frac{\beta P}{\rho} = -x \left( \frac{\partial s_c}{\partial x} \right)_\beta = \frac{1}{1 - x^{1/d}} + \kappa_0 + \kappa_1(1 - x^{1/d}) + O(1 - x^{1/d})^2 ,$$

where the first term $1/(1 - x^{1/d})$ is the free volume equation of state [37, 38], and its constant and linear offsets corrections are, respectively,

$$\kappa_0 = -\frac{D}{d} ,$$
$$\kappa_1 = \frac{D - 2E}{d} .$$

Comparing Eqs. (7) and (18) further identifies

$$d \ln a = -C - 1 - \ln V_d .$$

Values of $\kappa_0$ and $\kappa_1$ from the cell cluster expansions are presented in Table I.

The standard derivation of the free volume—and $s_c$ by extension—assumes that upon decompressing a close-packed crystal the available free volume, $v_{\text{free}}$, is that of the Voronoi cell (see Fig. 3). However, the true free volume is larger than this approximation, hence $C > 0$ for all lattices. Because its boundary is concave, i.e., $\frac{\partial^2 v_{\text{free}}}{\partial x^2} < 0$, we also have that $\kappa_0 > 0$ for all lattices. No similar constraint, however, obviously fixes the sign of $\kappa_1$. (See Appendix B for a fuller presentation.)

FIG. 3. Free volume schematic with each sphere (black circle) excluding a spherical volume of radius $\sigma$ (dashed lines) away from their centers for the center of another sphere to occupy. The space thus bounded (blue dashed lines) is the free volume, $v_{\text{free}}$ (blue), available to the center sphere. For $x \to 1$, the free volume boundary is approximately self-similar to that of the Voronoi cell (red), but upon decompressing the curvature of the free volume boundary grows more pronounced. This concavity implies $\frac{\partial^2 v_{\text{free}}}{\partial x^2} < 0$, and thus $\kappa_0 > 0$.

B. Dynamical Cage size

The cage size determined from the long-time limit of the mean squared displacement (MSD), $\langle r^2(t) \rangle$, can be
TABLE I. Constants used and derived for each crystal. Packing fraction at close packing \( \varphi_{cp} \) taken from Ref. 5. Cell cluster equation of state results are given to both first (\( \kappa_0^{CC_1} \) and \( \kappa_1^{CC_1} \)) and second (\( \kappa_0^{CC_2} \) and \( \kappa_1^{CC_2} \)) order, and are compared with the crystal equation of state obtained from numerical simulations, \( \kappa_0^{ct} \) and \( \kappa_1^{ct} \). Cell cluster results are exact to machine precision, but rounded to the fourth decimal places. Otherwise, error bars represent 95% confidence intervals.

| Crystal | \( \varphi_{cp} \) | \( \kappa_0^{CC_1} \) | \( \kappa_1^{CC_1} \) | \( \kappa_0^{CT} \) | \( \kappa_1^{CT} \) | \( \kappa_0^{CC_2} \) | \( \kappa_1^{CC_2} \) | \( \kappa_0^{CT} \) | \( \kappa_1^{CT} \) |
|---------|----------------|-----------------|-----------------|----------------|----------------|-----------------|----------------|----------------|----------------|
| \( D_3 \) | 0.7405 | 0.125 | 0.3136 | 0.511(18) | 0.6115 | 2.2108 | 3.8(3) | -3(2) | 0.555(12) |
| \( D_4 \) | 0.6169 | 0.15 | 0.3403 | 0.491(18) | 0.76 | 2.4845 | 3.3(3) | -3.1(7) | 0.42(3) |
| \( D_6 \) | 0.4653 | 0.2 | 0.4299 | 0.555(12) | 0.9205 | 1.5717 | 3.2(2) | -3(2) | 0.9205 |
| \( E_6 \) | 0.3729 | 0.4286 | - | 0.54(2) | 0.1228 | - | 2.8(3) | - | 0.2537 |
| \( E_7 \) | 0.2953 | 0.4554 | - | 0.48(3) | - | - | 3.2(4) | - | 1.5717 |
| \( E_8 \) | 0.2537 | 0.3336 | - | 0.41(3) | - | - | 3.1(5) | - | 0.0996 |
| \( \lambda_0 \) | 0.1458 | 0.4370 | - | 1.2(2) | - | - | -3(2) | - | 0.4299 |
| \( P_{0cc} \) | 0.0996 | - | - | 0.62(5) | - | - | 3.1(7) | - | 0.511(18) |

FIG. 4. a) Long-time MSD plateau for \( d = 3-10 \) offset by a multiplicative factor of \( 2^d \) for visual clarity. b) From the scaling form in Eq. 25 (solid lines), the prefactor \( \Delta_0 \) is extracted.

used to estimate \( a \) under simple assumptions. In order to compute the MSD, perfect crystals are first prepared by trivial planting. Equilibrium configurations are then sampled using the same Metropolis Monte Carlo scheme as in Ref. 15.

A straightforward MSD computation is, however, inappropriate for \( \lambda_0 \), given that its nine internal soft modes permit unbounded motion along certain directions. For this crystal, the relevant MSD therefore excludes displacements along these soft dimensions,

\[
\langle r^2(t) \rangle = \frac{1}{N} \sum_{i,\theta} |r_i(0) - \Xi \theta h_i| \leq 2 \Xi \theta \langle \Xi \theta \rangle^{1/2},
\]

where \( r_{com}(t) \) denotes the center of mass of sublattice \( \theta \) and \( \langle 2 \Xi \theta \rangle \) denotes the (global) displacement vector along each mode. (The factor of 2 is included for symmetrization.) Each of the nine sublattices contains half of all particles moving either in the positive or negative direction away from the center of mass of the sublattice. We denote the participation of each particle to each sublattice by the tensor elements \( h_i^\theta = \pm 1 \). The term \( \Xi \theta h_i^\theta \) then encodes the distance traveled by each particle from the center of mass of each sublattice during collective motions.

In all cases, the MSD is fitted to a stretched exponential

\[
\langle r^2(t) \rangle = \Delta (1 - e^{-(t/\tau_\beta) \gamma}),
\]

with relaxation time \( \tau_\beta \), and stretching exponent, \( \gamma < 1 \), for time \( t \) given in number of Monte Carlo sweeps, as it relaxes to its plateau height, \( \Delta \). For the range of \( d \), \( N \), and \( x \) considered, \( \gamma \) typically varies between 0.4 and 1, and systematically increases with \( d \) (Appendix C, Fig. 8).

The time constant depends only weakly on dimension and \( x \), except for \( d = 3 \) near coexistence—and \( \tau_\beta \) is \( O(10) \).

A system is deemed equilibrated after \( t \geq 10 \tau_\beta \), which can easily be achieved using standard computational resources. Over 10,000 independent snapshots for each \( x \) and \( d \) can thus be efficiently obtained.

As \( x \) approaches unity, the typical linear cage size \( \Delta \), scales as (Fig. 4)

\[
\Delta = \Delta_0 (1 - x^{1/d})^2,
\]

with prefactor \( \Delta_0 \). Using the partition function in Eq. (7) to compute the MSD of two random points in a \( d \)-dimensional sphere of radius \( a \) separately gives

\[
\Delta_0 = 2^d a^d (d^2 + 2d - 1) / (1 + d)^2 (2 + d).
\]
Within this structural assumption, an estimate for \( a \) can thus be extracted from the scaling of the MSD plateau height.

C. Thermal integration

An assumption-free estimate of \( a \) can also be obtained by thermally integrating the crystal equation of state from a state of known entropy. Such high-accuracy entropies are available for \( d = 3 \) up to close packing [39], but comparable results are limited to the liquid-crystal coexistence regime \([15]\).

These numerical results are then fitted using Eq. (19) up to \( O(1 - x^{1/d}) \), which provides numerical estimates of \( \kappa_0 \) and \( \kappa_1 \). The fitted crystal equation of state captures simulation results well for all \( d \) in this regime (Fig. 5), thus validating the form proposed by Rudd et al. for expanding the free energy around close packing. Higher-order corrections would, however, be needed to describe pressures down to the fluid-crystal coexistence regime \([15]\).

The reduced pressure is first computed using the pair correlation at contact, \( g(\sigma^+) \),

\[
p = 1 + \frac{\sigma}{2} g(\sigma^+) .
\]

These numerical results are then fitted using Eq. (19) up to \( O(1 - x^{1/d}) \), which provides numerical estimates of \( \kappa_0 \) and \( \kappa_1 \). The fitted crystal equation of state captures simulation results well for all \( d \) in this regime (Fig. 5), thus validating the form proposed by Rudd et al. for expanding the free energy around close packing. Higher-order corrections would, however, be needed to describe pressures down to the fluid-crystal coexistence regime \([15]\).

Absolute entropies at a reference density \( x_0 \) are computed by performing a Frenkel-Ladd integration at that state \([36, 40]\) in all but \( d = 9 \) where the periodic potential defined in Ref. 15 is used instead. In order to optimize numerical accuracy, the reference state is taken near close packing, i.e., \( x_0 \approx 1 \), instead of near melting as in Ref. 15. However, a larger integration cutoff is then needed to prevent spheres from overlapping in the Einstein crystal limit of the Frenkel-Ladd scheme. These constraints are balanced by taking \( x_0 \) within the regime of validity of the fitted equation of state, but no denser.

Because the reference entropy exhibits a significant size dependence—unlike the crystal equation of state—the thermodynamic \( s_c(x_0) \) is further estimated using a standard finite-size scaling analysis (Appendix D).

A numerical estimate of \( a \) can then be obtained via Eqs. (18) and (20)-(22), which in the limit \( x \to 1 \) yield

\[
d \ln a = s_c(x_0) - d \ln(1 - x_0^{1/d}) + \ln x_0 - 1 - \ln V_d
\]

\[
- d\kappa_0(1 - x_0^{1/d}) + \frac{d}{2}(\kappa_0 + \kappa_1)(1 - x_0^{1/d})^2 .
\]

D. Summary of results from low-\( d \) crystals

The cell-cluster expansion and the numerical estimates of \( a \) from both the cage size and thermal integration are compared in Fig. 6. The two numerical estimates, \( a^{\text{CC1}} \) and \( a^{\text{fit}} \), neatly converge as dimension increases. The spherical caging assumption of Eq. (20) on which the former relies, although fairly crude in low \( d \), becomes increasingly inconsequential as \( d \) increases. Going from the first level of the cell cluster expansion, \( a^{\text{CC1}} \), to the second, \( a^{\text{CC2}} \), also suggests a rapid convergence towards \( a^{\text{fit}} \) using both cell cluster expansions. Over the accessible \( d \) range, however, the agreement does not markedly increase with dimension. Most importantly, all of these estimates support the conjecture \( a \sim O(1) \).

Because standard simulations of higher-dimensional systems become increasingly computationally challenging, were the expansion of Rudd et al. fully controlled, it could help extend the present analysis. The convergence of the analytical expansion of \( \kappa_0 \) and \( \kappa_1 \) offers some hope in this direction, albeit only through the direct expansion strategy. Under the recursive strategy, the \( \kappa_0 \) and \( \kappa_1 \) terms appear to diverge from the numerical results at second order, in support of Rudd et al.’s expectation that derivatives of this expansion might never converge in a truncated series [35]. In this context, further formal expansion of the direct integration strategy to third order might be of interest. At the moment, however, the ability to numerically evaluate integrals of order \( n \) in reasonable time is capped at \( nd \approx 14 \) [10].

Irrespective of any convergence concerns, the results for \( \lambda_3 \) stand out. In particular, thermal integration results for \( \kappa_0 \) and \( a \) in \( d = 9 \) are much larger than those of nearby dimensions, and \( \kappa_1 \) is of the opposite sign. These features largely track what one might expect of a crystal with soft modes. First, its (effective) cage should be elongated along soft directions, thus making \( a \) larger. Second, because the free volume is elongated, its rate of increase with decreasing \( x \), \( - \frac{\partial^2 s_{\text{free}}}{\partial x^2} \), should be larger than for standard caging, thus increasing \( \kappa_0 \). Third, the negative value of \( \kappa_1 \) might result from spheres in interlocking lattices being relatively less constrained and thus less likely to be in contact at high entropy points (where multiple soft modes are available). That said, unlike the crystal equation of state of other crystals, that of crystals with soft modes are expected to exhibit significant finite-size corrections, as discussed in Sec. III A. Unfortunately, only a single system size is numerically available for this crystal \([15]\), and thus a systematic examination of these effects is not here feasible. Because the only path towards radical asphericity of the Voronoi cell—and thus significant deviations from \( a \sim O(1) \)—is through the presence of a direction in which individual particles or subextensive collections of particles are not constrained or are only weakly constrained, a comparable analysis of lower-dimensional crystals containing soft modes, such as parallel hard cubes \([41, 42]\), might thus be a more promising route to gain insight on this matter.

V. DISCUSSION AND CONCLUSION

Under the assumptions of Sec. III A, we summarize the three possible scenarios available for high dimensional crystallization: (scenario A) if there is no crystalliza-
FIG. 5. a) Correction to the free volume equation of state in \( d = 3 \pm 10 \). The constant and linear terms, \( \kappa_0^\text{fit} \) and \( \kappa_1^\text{fit} \), are estimated from a simple linear fit (lines) of the simulation results (points) over \( 1 - x^{1/d} \in (0, 0.1) \). The growth of the error bars, which denote 95% confidence intervals, reflects the numerical difficulty of comparing two diverging quantities. Note that for visual clarity each curve is offset by \( d/5 \). b) Comparison of \( \kappa_0^\text{fit} \) (black) from (a) with the value from the first order cell cluster expansion \( \kappa_0^{CC_1} \) (red) and second \( \kappa_0^{CC_1} \) (blue) using both expansions. As \( d \) increases, the direct cluster expansion results appear to slowly converge towards the pressure calculation to first order, while the recursive expansion appears to diverge. c) Comparison of \( \kappa_1^\text{fit} \) from (a) with \( \kappa_1^{CC} \) and \( \kappa_2^{CC} \) using both cell cluster expansions. Here, the truncated recursive expansion oscillates as expected (see Appendix A). In (b) and (c), lines are only provided as guides for the eye.

FIG. 6. Dimensional evolution of the lattice constant \( a \) evaluated using three approaches. Cell-cluster expansion results are reported using Eq. (22) to first \( (a^{CC_1} \) in red) and second \( (a^{CC_2} \) in blue) order for both direct (dashed line) and recursive (solid line) expansions (see Appendix A). Thermal integration results, \( a^{\Delta \alpha} \) (black), from Eq. (28) and dynamical estimates \( a^{\Delta \alpha} \) (green) from Eq. (26) evolve qualitatively similarly. All estimates of \( a \) suggest that \( a \sim O(1) \) as \( d \to \infty \). Error bars denote a 95% confidence interval; the cell cluster calculations are accurate to double precision truncation.

Three additional low-\( d \) observations point to the relative likelihood of each of the three scenarios proffered. First, crystallization is thermodynamically favored at least up to \( d = 10 \) and \( \hat{\phi}_f \sim 1 \), which is well below \( \hat{\phi}_d \). Second, \( \alpha = \frac{1}{d} \ln \frac{\phi_{cp}}{\phi} \) remains finite and approaches the zone of crystallization allowed by scenario C. Third, \( a \) appears to remain \( O(1) \). Together, these results indicate that while all scenarios are possible, scenario C is most likely to be true, scenario B less likely, and scenario A least likely still. While future numerical simulations and analysis of higher dimensional crystals may be possible in a few additional dimensions, it seems improbable that such simulations would upend this ordering.

Finally, it should be noted that even if scenario C is correct, it might still be heavily kinetically suppressed. If crystallization proceeds via classical nucleation theory, in particular, then the competition between surface and volume terms in the free energy creates a barrier such that the nucleation time should scale exponentially with \( d \); see, e.g., Ref. 43, Eq. (3.28) and Ref. 20, Eq. (8.15). Although alternative crystallization schemes have been suggested in deeply supercooled liquids in \( d = 3 \) [44, 45], the geometrical peculiarities of three-dimensional space that underlie such mechanisms appear unlikely to find echo in any higher \( d \).

Through the use of both cell cluster expansions and numerical simulations of crystals in \( d = 3 - 10 \), we have obtained three independent measures of \( a \) that are roughly consistent with each other. We further observe that the crystal entropy is dominated by the free volume description in all \( d \). Although we observe a significant polynomial correction that does not markedly decrease with increasing dimension, it does not significantly increase in crystals with soft modes either. It is therefore expected that these contributions remain subdominant to the free volume description in all \( d \).

Discussion, then the optimal packings are glasses; (scenario B) if crystallization occurs but only deep in the dynamically arrested region, then the densest crystal is only slightly more dense than the closest packed glass; (scenario C) if instead crystallization happens on the same scale as the dynamical arrest then the crystal close packing is \( \bar{\gamma}_{cp} \sim e^{\alpha d} \), an exponential improvement over the Minkowski bound. Of these, scenario C relies on the constant \( a \) being of order unity, while the others make no such requirement.

Through the use of both cell cluster expansions and numerical simulations of crystals in \( d = 3 - 10 \), we have obtained three independent measures of \( a \) that are roughly consistent with each other. We further observe that the crystal entropy is dominated by the free volume description in all \( d \). Although we observe a significant polynomial correction that does not markedly decrease with increasing dimension, it does not significantly increase in crystals with soft modes either. It is therefore expected that these contributions remain subdominant to the free volume description in all \( d \).

Three additional low-\( d \) observations point to the relative likelihood of each of the three scenarios proffered. First, crystallization is thermodynamically favored at least up to \( d = 10 \) and \( \hat{\phi}_f \sim 1 \), which is well below \( \hat{\phi}_d \). Second, \( \alpha = \frac{1}{d} \ln \frac{\phi_{cp}}{\phi} \) remains finite and approaches the zone of crystallization allowed by scenario C. Third, \( a \) appears to remain \( O(1) \). Together, these results indicate that while all scenarios are possible, scenario C is most likely to be true, scenario B less likely, and scenario A less likely still. While future numerical simulations and analysis of higher dimensional crystals may be possible in a few additional dimensions, it seems improbable that such simulations would upend this ordering.

Finally, it should be noted that even if scenario C is correct, it might still be heavily kinetically suppressed. If crystallization proceeds via classical nucleation theory, in particular, then the competition between surface and volume terms in the free energy creates a barrier such that the nucleation time should scale exponentially with \( d \); see, e.g., Ref. 43, Eq. (3.28) and Ref. 20, Eq. (8.15). Although alternative crystallization schemes have been suggested in deeply supercooled liquids in \( d = 3 \) [44, 45], the geometrical peculiarities of three-dimensional space that underlie such mechanisms appear unlikely to find echo in any higher \( d \).
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Appendix A: Cell-cluster expansion details

The expansion of crystal entropy in Eq. (18) formally extends free volume theory. It was originally accompanied by a recursive cell-cluster expansion expressed as a series expansions for each of the constant terms (C, D, E, etc.). Each order n of the expansion frees n connected particles while keeping all others fixed. This allows a systematic calculation of the excess entropy added at each order. A derivation of these series can be found in Ref. 35, and several terms in the C and D expansions have been computed for face-centered cubic and hexagonal close packed crystals in d = 3 [10, 35] and for triangular crystals in d = 2 [35, 47]. We here truncate the expansion to two-particle order, n = 2. Because there is only one way to form a two-particle cluster in a Bravais-lattice, one does not need to separate and weigh contributions from different cell types, thus greatly simplifying the original formalism. (We also use a parameter expansion that corresponds to C′ and D′ in Ref. 35.) We present in this Appendix only that which is necessary to perform these expansions.

The structure of the rest of the Appendix is as follows. In Sec. A 1, the recursive cell expansion of Rudd et al. as well as our direct expansion are defined, and their relative benefits and drawbacks are discussed. In Sec. A 2 the integrals used to create both expansions are defined, and in Sec. A 3 the strategy for computing these integrals is detailed. Finally, because the formalism hides many of the technical details, in Sec. A 4, we work out minimal examples for d = 2.

1. Cluster expansion series

As noted in Sec. IV A, the cell cluster expansion is not unique. We here detail two related such expansions: the recursive expansion taken from Ref. 35, and the direct expansion. Both are equivalent to first cluster order, but differ significantly at higher orders.

In the recursive expansion, the terms C, D, and E can be expanded through a series of cell cluster expansions, shown here to second order,

\[
C = C_1 + \frac{N_c}{2} C_2
\]

\[
D = D_1 + \frac{N_c}{2} D_2
\]

\[
E = E_1 + \frac{N_c}{2} E_2
\]

where \(N_c\) is the number of contacts per particle at close packing [5]. The order \(n\) of expansions (\(C_n, D_n,\) and \(E_n\)) indicates the number or particles allowed to move in the calculation, with all others being pinned. Higher order \(n\) are thus expected—albeit not proven—to converge towards thermodynamic values.

The C, D, and E terms are computed by a recursive series of integrals \(I_n^{(i)}\), which are defined in Sec. A 2,

\[
C_1 = -\ln I_1^{(0)}, \quad C_2 = -\ln I_2^{(0)} - 2 C_1,
\]

\[
D_1 = -I_1^{(1)}/I_1^{(0)}, \quad D_2 = -I_2^{(1)}/I_2^{(0)} - 2 D_1,
\]

\[
E_1 = -I_1^{(2)}/I_1^{(0)} + \frac{1}{2} (I_1^{(1)}/I_1^{(0)})^2,
\]

\[
E_2 = -I_2^{(2)}/I_2^{(0)} + \frac{1}{2} (I_2^{(1)}/I_2^{(0)})^2 - 2 E_1.
\]

The diverging behavior of the expansions for D and E at second order can readily be predicted in the form of Eq. (A1), which can be rewritten at that order as

\[
C = (N_c - 1) \ln I_1^{(0)} - \frac{N_c}{2} \ln I_2^{(0)}
\]

\[
D = (N_c - 1) \frac{I_1^{(1)}}{I_1^{(0)}} - \frac{N_c}{2} \frac{I_2^{(1)}}{I_2^{(0)}}
\]

\[
E = \left[ (N_c - 1) \frac{I_1^{(2)}}{I_1^{(0)}} + \frac{N_c}{4} \left( \frac{I_1^{(1)}}{I_1^{(0)}} \right)^2 \right]
\]

\[
- \left[ \frac{N_c}{2} \left( \frac{I_2^{(1)}}{I_2^{(0)}} \right)^2 + \frac{N_c}{2} \left( \frac{I_2^{(1)}}{I_2^{(0)}} \right)^2 \right].
\]

In this form, it is evident that E and D are the difference of two large terms, and thus potentially oscillate in sign as a function of d. Higher-order terms will generically contain larger coefficients and are thus also expected to oscillate in sign for fixed d. By contrast, C can be transformed into the log of a quotient of large terms, which generally converges more rapidly.

b. Direct expansion

Instead of creating a series in C, D and E, which explicitly presents a dependence on lower orders, we can directly expand the integrals \(I_n^{(i)}\) defined in Sec. A 2, noting
that for Bravais-lattice packings there is only one type of connected cluster at both first and second order. Thus, any direct expansion finds that individual particle motion is a subset of the motion of two connected particles, and is thus contained entirely in the second-order integral. The same cannot be said of third-order expansions, which have multiple forms in every lattice (aside from the trivial case of \( d = 1 \)) that must be weighted appropriately by their contributions. Such third-order terms are not further considered here.

The form of the direct expansion is identical to the recursive expansion to first order. However, to second order, the equations for the expansion coefficients should not attempt to isolate the motion unique to the pair by subtracting out contributions to the pair from individual particle motion. A caveat is that while \( D \) and \( E \) integrals explicitly avoid double counting at all orders, the \( C \) expression then become

\[
C = -\ln \left( 2^{-d} I_2^{(2)} \right) \\
D = -I_2^{(1)} / I_2^{(0)} \\
E = -I_2^{(2)} / I_2^{(0)} + \frac{1}{2} \left( I_2^{(1)} / I_2^{(0)} \right)^2.
\]

This set of equations doesn’t contain a difference of large numbers, and is thus potentially better behaved. For this reason, the direct expansion for both \( D \) and \( E \) is used in the main text.

2. Integral definitions

Here, \( I_n^{(i)} \) integrals provide two expansions: the subscript \( i \) refers to which of the terms (\( C, D, E, \) etc.) is modified, and \( n \) gives the number of free particles. \( I_n^{(i)} \) is thus an \( n d \)-dimensional integral. Contributions of the cell clusters are grouped, such that only connected clusters with \( n \) particles contribute at \( n \)-th order. For lattice packings, only one integral is necessary for \( n = 1 \) and \( n = 2 \). For \( n > 2 \), all crystals and packings have a variety of cluster configurations which must be catalogued [10, 35, 47, 48], while non-Bravais-lattice packings may have multiple terms at order \( n = 2 \) (see, e.g., the treatment of hexagonal close packing [35]), or even at order \( n = 1 \) (e.g., binary code based packings for which the number of neighbors is nonuniform: \( P_{9a}, P_{10a}, P_{10b}, \) etc. [5]).

These integrals are

\[
I_n^{(0)} = \int_{\mathcal{R}} d\Omega \tag{A5}
\]

\[
I_n^{(1)} = \int_{\mathcal{R}} \left[ \sum_{i<j} \delta(I + w_{ij} \cdot z_{ij}) \right] d\Omega \tag{A6}
\]

where \( z_{ij} = \frac{1}{p_{ij}\sigma(1-\frac{x}{d})} (y_i - y_j^{(0)}) \) is the scaled displacement of particle \( i \) from its lattice position \( y_i^{(0)} \), \( z_{ij} = z_j - z_i \) (and likewise with \( y_{ij} \) and \( y_j^{(0)} \)), \( w_{ij} = y_{ij}^{(0)} / (p_{ij}\sigma) \) is the unit vector between the \( i \)-th and \( j \)-th particle, and \( \Theta(x) \) is the Heaviside function, \( \delta' \) is the Dirac delta function, \( \delta'(x) \) is the derivative of the Dirac delta function. \( \mathcal{R} \) is the total volume of \( nd \)-dimensional space.

In order to evaluate \( I_n^{(1)} \) and \( I_n^{(2)} \), the following two delta function identities are particularly helpful,

\[
\int_{-\infty}^{\infty} f(x, \{y_i\}) \delta'(a + bx + c \cdot y) dx = \frac{1}{|b|} f \left( -\frac{a + c \cdot y}{b}, \{y_i\} \right) \tag{A8}
\]

\[
\int_{-\infty}^{\infty} f(x, \{y_i\}) \delta'(a + bx + c \cdot y) dx \bigg|_{x = x_0} = -\frac{1}{|b|} \frac{\partial}{\partial x} f(x, \{y_i\}) \bigg|_{x = x_0}
\]

where \( y \) is a spatial vector with elements \( \{y_i\} \), \( c \) is a constant vector with elements \( \{c_i\} \), and \( a, b, c_i \in \mathbb{R} \) for all \( i \). When performed over finite ranges, these integrals are zero unless the range includes the value \( x = -(a + c \cdot y)/b \). Once any delta function is evaluated, all \( I_n^{(i)} \) are reduced to (a sum of) integrals of polynomials over spaces bounded by a set of planes, which are thus lower dimensional polytopes. This construction immediately invokes the half-space representation (H-Representation) [49] of \( (nd - \delta_n) \)-dimensional polytopes, where \( \delta_n \) is the number of delta functions evaluated on a given integral. The simplest terms, \( I_n^{(0)} \) (and thus \( C \)), quantify the volume of these polytopes, and thus the free volume available to a given particle subject to the motion of its neighbors. (A visual representation of \( I_2^{(0)} \)
in $d = 2$ is provided in Fig. 7a.) $I_n^{(1)}$ and $I_n^{(2)}$ (and thus $D$ and $E$) terms involve integrating a polynomial over the surface and edges of the bounding polytope, respectively, and thus describe the cell curvature and torsion [35]. Numerical values for the cell-cluster integrals are provided in Table II.

It is important to note that any term integrated over a domain with dimension $< nd - \delta_n$ is necessarily zero. For example, the final term for $I_n^{(2)}$ in $d = 3$ is a one-dimensional integral and contains terms whose domains are 0-dimensional points. Likewise, the final term for $I_n^{(2)}$ in $d = 3$ is a four-dimensional integral, but contains terms whose domains may be 0, 1, 2, or 3 dimensional. All of these lower-dimensional terms evaluate to zero.

### 3. Computing cell-cluster integrals

Because $I_n^{(0)}$ is a simple function of the Wigner-Seitz cell volume, which can straightforwardly be looked up [5], it can be calculated as

$$I_n^{(0)} = \rho_{cp} \sigma^d.$$  

(A10)

Note that $\rho_{cp}$ is here measured with respect to the particle diameter $\sigma$, whereas Ref. 5 used a radius convention. The conversion simply entails rewriting Eq. (A10) as $I_n^{(0)} = \rho_{cp} (\sigma/2)^d$, whereupon $\rho_{cp}$ is measured with respect to radii and $\sigma/2$ sets the unit of length.

All other $I_n^{(i)}$ are computed using the LattE package [50], which takes as inputs the H-Representation of the boundary and the polynomial integrand. The case, $I_n^{(1)}$, is a sum of integrals each projected by a delta function onto the planes $1 + w_{ij} \cdot z_{ij} = 0$. Here, because all particles but one are fixed, $z_{ij} = z_1$. The integrals then simplify to $(d - 1)$-dimensional integrals with boundaries set by the $(d - 2)$-dimensional surfaces defined by the intersection of planes.

The case $I_n^{(2)}$ unpins a second particle, which, for Bravais-lattices, has the same set of neighbor vectors $w_{ij}$ and integrates over a simple unit polynomial, 1. While the neighbor vectors are the same, the coordinated motion of the two particles encoded in the 2$d$-dimensional vector $z$ yields a set of inequalities (the case $d = 2$ is shown explicitly in Sec. A 4) that can be given in the H-Representation as

$$- A \cdot z \leq 1$$  

(A11)

where $A$ is a $(2N - 1) \times 2d$ matrix and $1$ represents a $(2N - 1)$ dimensional column vector. If we choose $w_{12}$ to align with the $x$-direction (as in Fig. 7), then $A$ can be written strictly in terms of the set of vectors $\{w_{1,j\neq 2}\}$ and $\{w_{2,i\neq 1}\}$, for which the rows of $A$ are elements of the set $\{(1,0,...,-1,0,...), \{w_{1,j\neq 2}, 0,...\}, \{0,...,w_{2,j\neq 2}\}\}$. In this example $j = 3-7$ and $i = 3,7-10$. The condition involving particles 1 and 2 is then given by the first term in the set. This construction leads to a straightforward—albeit nontrivial—calculation scheme for $I_n^{(2)}$, which simply integrates over the 2$d$-dimensional volume defined by the set of Eq. (A11). In practice, however, the time required to evaluate the 2$d$-dimensional integrals grows steeply with $d$. Leveraging rotation and reflection symmetries is thus computationally key. Such symmetries comprise the point group of $A$ and a subset of them are identified by applying $2d \times 2d$ rotation matrices $R$ with normal vector $\tilde{R}$ about a hyperplane $1 + \tilde{R} \cdot z_{ij} = 0$ such that

$$A^T = (R)^m \cdot A^T,$$

(A12)

where the superscript $T$ represents the transpose, and the set of columns remains unchanged under $\{R \cdot A^T\} = \{A^T\}$, signifying an $m$-fold symmetry. The $R$ studied here involve only simple rotations of the form

$$R_{ij}(k, \ell \neq k, m) = \delta_{ij} \left(1 + \delta_{ik} \delta_{j\ell} \{\cos(2\pi/m) - 1\} + (\delta_{it} \delta_{jk} - \delta_{ik} \delta_{j\ell}) \sin(2\pi/m) \right)$$  

(A13)

and the symmetries are included in the H-Representation.
as \( z_k \geq 0 \) and \( \cos(2\pi/m)z_k + \sin(2\pi/m)z_k \geq 0 \), with each \( m \)-fold symmetry providing a speedup factor of \( m \). If used, each (non-redundant) \( m \)-fold symmetry multiplies the result of the integral by a factor \( m \).

We also employ reflection symmetries, for which one needs the set \( \{R(k)\} \) that operate on the set of unit vectors \( \{\hat{e}_i\} \) as \( R(k)\hat{e}_i = (1 - 2\delta_{ik})\hat{e}_i \) flipping the sign of only elements in the \( k \) position, but yielding \( A^T = (R(k))^2 \cdot A^T \) and \( \{R(k) \cdot A^T\} = \{A^T\} \). The matrix elements of the transformation are then given by

\[
R_{ij}^{(k)} = \delta_{ij}(1 - 2\delta_{ik}),
\]

and the constraint added to the H-Representation is \( z_k \geq 0 \). If used, each (non-redundant) reflection symmetry speeds up the calculation by a factor of 2 and accounts for a multiplicative factor of 2 to the reduced integral.

(This approach is successful for \( d \leq 6 \), but results for \( d = 7 \) took three weeks to obtain and may be unreliable. A more generic scheme to determine these rotations might improve the situation. In general, one need not find the entire point group of \( A \); its subset of rotations larger than the set of simple rotations suffices. If the point group of \( w_{1,j} \) is known, then a subset of \( w_{i,j} \) can also be generated.)

The integral \( I^{(1)}_2 \) builds off of the formulation of \( I^{(1)}_1 \), but uses the geometry shown in Fig. 7a. Because elements of \( z_i \) are only nonzero when particle \( i \) is unpinned, the polynomial \( p^{(1)}_{ij} \) only contains terms with elements of either \( z_1 \) or \( z_2 \), except in the case of the surface defined by \( w_{12} \). On the surface defined by \( w_{12} \), we have \( z_{ij}^2 = (z_2 - z_1)^2 \) and \( w_{ij} \cdot z_{ij} = z_{ij}^x - z_{ij}^x \), where \( z^x_{ij} \) denotes the \( x \)-component of the displacement of particle \( j \) from its reference position. Each of these integrals contains a delta function, which is manually evaluated via Eq. (A8). The result is an integral of a polynomial over a \((2d - 1)\)-dimensional polytope. Here again symmetries can be leveraged, though to a lesser degree, because they must keep the polytope and the polynomial invariant. We thus restrict our consideration to reflection symmetries \( \{R(k)\} \), for which the polynomial \( f \) is even in the \( k \)-component, i.e. \( f(-x^{(k)}, \{x^{(i\neq k)}\}) = f(x^{(k)}, \{x^{(i\neq k)}\}) \).

Although the integrals \( I^{(2)}_1 \) and \( I^{(2)}_2 \) involve significantly more terms, they follow directly from the calculations of \( I^{(1)}_1 \) and \( I^{(1)}_2 \), after applying the identities in Eqs. (A8) and (A9). There are, however, two caveats. First, Eq. (A9) involves taking a partial derivative of the function \( (p^{(1)}_{ij})^2 \) with respect to the variable being manually integrated via the delta function. The result is nevertheless a polynomial that can be integrated as usual. Second, two delta functions must be evaluated in the second sum. Hence, for \( I^{(1)}_1 \) the first sum of Eq. (A7) is an integral over a \((d - 1)\)-dimensional polytope and the second sum is an integral over a \((d - 2)\)-dimensional polytope. Meanwhile for \( I^{(2)}_2 \) the first sum of Eq. (A7) is an integral over a \((2d - 1)\)-dimensional polytope and the second sum is an integral over a \((2d - 2)\)-dimensional polytope.

4. Calculation of cluster integrals in \( d = 2 \)

To the best of our knowledge, the only worked out examples in the literature for any of the cell cluster integrals are \( I^{(0)}_2 \) and two of the three configurations of \( I^{(0)}_3 \) in \( d = 2 \) [47]. Unfortunately, the methods used to evaluate these integrals are not easily generalizable to higher dimension as they rely on a set of special identities. There are also several errors in the original calculations of Rudd et al. [35], such as (but not limited to): (i) the calculations of \( I^{(1)}_2 \) in both \( d = 2 \) and \( d = 3 \); (ii) the linear configuration of \( I^{(1)}_3 \) in \( d = 2 \) (although the other two configurations associated with \( I^{(1)}_3 \) appear to be correct); and (iii) several of the \( I^{(0)}_3 \) contributions for the hexagonal close packing in \( d = 3 \) for \( n \geq 2 \) (as previously noted in Ref. 10). Because of these issues, and because the extension to \( I^{(1)}_3 \) from \( I^{(0)}_3 \) is non-trivial, we feel it is helpful to provide a more extended set of examples. We thus here explicitly calculate \( I^{(1)}_1, I^{(1)}_2, I^{(2)}_1, I^{(2)}_2 \) in \( d = 2 \), whose values are reported—some incorrectly, as noted—in Refs. [35, 47, 48]. From these results, it is trivial to extend the calculation scheme to \( I^{(0)}_3 \) using the methods of Sec. A3.

From Eq. (A10) and \( \rho_c \sigma^d = 2/\sqrt{3} \), we find that \( I^{(1)}_1 = 2\sqrt{3} \). Using the orientation of Fig. 7b (with particle 2 fixed), the neighbor vectors are then \( \{w_{1,1}, \} = (1, 0), (-1, 0), \{\frac{1}{2}, -\frac{\sqrt{3}}{2}\}, \{\frac{1}{2}, \frac{\sqrt{3}}{2}\}, \{-\frac{1}{2}, -\frac{\sqrt{3}}{2}\}, \{-\frac{1}{2}, \frac{\sqrt{3}}{2}\} \). This set forms a regular polytope, and so \( I^{(1)}_1 \) consists of a sum of 6 identical integrals. Furthermore, because all other particles are pinned, \( z_j = 0 \) for all \( j \neq 1 \), and thus \( z_{ij} = z_1 \). The integral associated with the face at \( w_{12} = (1, 0) \) then gives

\[
I^{(1)}_1 = 6 \int \frac{1}{2\sqrt{3}} \left[ z_{1,2}^2 - (w_{1,2} \cdot z_{1,2})^2 \right] \delta(1 + w_{1,2} \cdot z_{1,2})d\Omega
= 3 \int_{-1/\sqrt{3}}^{1/\sqrt{3}} \left[ (x^2 + y^2) - x^2 \right] dy = \frac{2}{3\sqrt{3}}.
\]

For \( I^{(2)}_2 \), we label the (fixed) particles \( j = 3-10 \) as in Fig. 7b, using Fig. 7 to write the integral (with \( x \) - and \( y \)-coordinates of \( z_i \), as \( z_i^x \) and \( z_i^y \) and the \( x \) - and \( y \)-
components of \( z_{ij} \) as \( z_{i,j}^x \) and \( z_{i,j}^y \):

\[
I_2^{(0)} = \int \int \int d\mathbf{z}_1 d\mathbf{z}_2 H(1 - \mathbf{w}_{1,3} \cdot \mathbf{z}_{1,3}) H(1 - \mathbf{w}_{1,4} \cdot \mathbf{z}_{1,4})
\times H(1 - \mathbf{w}_{1,5} \cdot \mathbf{z}_{1,5}) H(1 - \mathbf{w}_{1,6} \cdot \mathbf{z}_{1,6}) H(1 - \mathbf{w}_{1,7} \cdot \mathbf{z}_{1,7})
\times H(1 - \mathbf{w}_{2,7} \cdot \mathbf{z}_{2,7}) H(1 - \mathbf{w}_{2,8} \cdot \mathbf{z}_{2,8}) H(1 - \mathbf{w}_{2,9} \cdot \mathbf{z}_{2,9})
\times H(1 - \mathbf{w}_{2,10} \cdot \mathbf{z}_{2,10}) H(1 - \mathbf{w}_{2,3} \cdot \mathbf{z}_{2,3})
\]

\[
= \int d\mathbf{z}_1 d\mathbf{z}_2 d\mathbf{z}_3 d\mathbf{z}_4 d\mathbf{z}_5 d\mathbf{z}_6 d\mathbf{z}_7 d\mathbf{z}_8 d\mathbf{z}_9 d\mathbf{z}_{10} H(1 - z_1^x + z_2^x) H(1 - z_1^x)
\times H(1 - \frac{1}{2} z_1^x - \frac{\sqrt{3}}{2} z_1^y) H(1 - \frac{1}{2} z_1^x + \frac{\sqrt{3}}{2} z_1^y)
\times H(1 + \frac{1}{2} z_1^x - \frac{\sqrt{3}}{2} z_1^y) H(1 + \frac{1}{2} z_1^x + \frac{\sqrt{3}}{2} z_1^y)
\times H(1 - \frac{1}{2} z_2^x - \frac{\sqrt{3}}{2} z_2^y) H(1 - \frac{1}{2} z_2^x + \frac{\sqrt{3}}{2} z_2^y)
\times H(1 + \frac{1}{2} z_2^x - \frac{\sqrt{3}}{2} z_2^y) H(1 + \frac{1}{2} z_2^x + \frac{\sqrt{3}}{2} z_2^y)
\]

(A16)

With this construction, Eq. (A11) can be rewritten as the following system of inequalities:

\[
\begin{bmatrix}
1 & 0 & -1 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\frac{1}{2} & \sqrt{3}/2 & 0 & 0 \\
\frac{1}{2} & -\sqrt{3}/2 & 0 & 0 \\
-\frac{1}{2} & \sqrt{3}/2 & 0 & 0 \\
-\frac{1}{2} & -\sqrt{3}/2 & 0 & 0 \\
0 & 0 & 1/2 & \sqrt{3}/2 \\
0 & 0 & 1/2 & -\sqrt{3}/2 \\
0 & 0 & -1/2 & \sqrt{3}/2 \\
0 & 0 & -1/2 & -\sqrt{3}/2
\end{bmatrix} \cdot \begin{bmatrix}
z_1^x \\
z_1^y \\
z_2^x \\
z_2^y \\
z_3^x \\
z_3^y \\
z_4^x \\
z_4^y \\
z_5^x \\
z_5^y \\
z_6^x \\
z_6^y \\
z_7^x \\
z_7^y \\
z_8^x \\
z_8^y \\
z_9^x \\
z_9^y \\
z_{10}^x \\
z_{10}^y
\end{bmatrix} \leq \begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1
\end{bmatrix}. \quad (A17)
\]

The resulting integral can be evaluated in a variety of ways. (See, e.g., Ref. 47, Eqs. 33-37 and Refs. 51 and 52 for a general treatment.) As these approaches quickly become unwieldy, we here use the LattE package, which has been developed precisely for computing this type of integrals and operates on the H-Representation [50]. Note that two reflection symmetries (or rotations by \( \pi/2 \)) exist, \( z_1^y \geq 0 \) and \( z_2^y \geq 0 \), and thus the calculation can be sped up by a factor of four by adding two rows to Eq. (A17),

\[
\begin{bmatrix}
0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix} \cdot \begin{bmatrix}
z_1^x \\
z_1^y \\
z_2^x \\
z_2^y
\end{bmatrix} \leq \begin{bmatrix}
0 \\
0
\end{bmatrix}. \quad (A18)
\]

and the reduced integral must be multiplied by a factor of four as well. Note also that if these reflection constraints are applied, rows 5, 7, 9, and 11 of Eq. (A17) are redundant. The calculation, whether using symmetries or not, gives \( I_2^{(0)} = \ln(216/217) \).

To calculate \( I_2^{(1)} \), we simply build off of the calculation of \( I_2^{(0)} \), which gives an explicit form for \( d\Omega \). In total, calculating \( I_2^{(1)} \) requires summing 11 integrals, which all follow the same scheme. We here provide a generic case, the integral of \( p_{12}^{(1)} \), by calculating the polynomial \( f \) and the bounding 3-planes. We first note that

\[
p_{12}^{(1)} = \frac{1}{2} \left( \left[ (z_2^x - z_1^x)^2 + (z_2^y - z_1^y)^2 \right] - (z_2^x - z_1^x)^2 \right)
= \frac{1}{2} (z_2^x - z_1^x)^2. \quad (A19)
\]

Using Eq. (A8) to integrate over \( z_1^x \) and equating
\[ z_1^x = 1 + z_2^x \]

In the limits, the integral then becomes

\[ \int_{\mathcal{R}} P_{12}^{(1)} \delta(1 - z_1^x + z_2^x) d\Omega = \int_{\mathcal{R}} dz_1^y dz_2^y \left[ \frac{1}{2} (z_2^y - z_1^x)^2 \right] H(2 - z_2^y) H(1 + z_2^y) \]

Because the integrand itself doesn’t have any \( z_1^x \) dependence to be substituted, this polynomial form can be integrated over a polytope given by the following H-Representation:

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
-\sqrt{3}/2 & -1/2 & 0 \\
-\sqrt{3}/2 & 1/2 & 0 \\
\sqrt{3}/2 & -1/2 & 0 \\
\sqrt{3}/2 & 1/2 & 0 \\
0 & -1/2 & -\sqrt{3}/2 \\
0 & -1/2 & \sqrt{3}/2 \\
0 & 1/2 & -\sqrt{3}/2 \\
0 & 1/2 & \sqrt{3}/2
\end{pmatrix} \quad \begin{pmatrix}
z_1^x \\
z_2^y \\
z_2^x \\
z_2^x
\end{pmatrix} \leq \begin{pmatrix}
2 \\
1 \\
1/2 \\
3/2 \\
1/2 \\
3/2 \\
1 \\
1 \\
1 \\
1
\end{pmatrix} \quad (A21)
\]

This integral can be computed in the same way as was used for Eq. \((A16)\), but here no reflection symmetry with respect to the polynomial or the polytope symmetries exists. LattE evaluates this integral to 53/45. Performing this same analysis on the remaining 10 faces, and summing the results, yields \( I_2^{(1)} = 227/45 \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Equilibration parameters for different \( d \) and \( x \). Rough empirical fitting forms are given for each as a function of the distance to crystalline close packing \( 1 - x^{1/d} \). a) The relaxation time empirically scales as \( \tau_\tau \propto c_1 + c_2 (1 - x^{1/d})^\mu \) with \( 1 < \mu < 4 \). b) The stretching factor \( \gamma \) scales nearly linearly, with both intercept and slope increasing with \( d \) except for their marginal decrease in \( d = 9 \).}
\end{figure}

\section*{Appendix B: Free volume equation of state expansion}

In this Appendix, we provide a schematic derivation of the free volume equation of state [37, 38] with corrections agnostic to the crystal type and dimension, in order to show that \( \kappa_0 > 0 \) for all hard sphere crystals and that \( \kappa_1 < 0 \) is plausible for \( \lambda_0 \) and potentially other higher dimensional crystals.

In Eq.7, we wrote the approximate crystal entropy assuming that the free volume was defined by a linear cage size \( a_e \omega \), where \( \epsilon = 1 - x^{1/d} \). This can be made more precise by instead performing an expansion of the free volume in \( x \), such that

\[ v_{\text{free}} = \sigma^d \sum_{i=0}^{\infty} c_i (1 - x^{1/d})^{d+i} \quad (B1) \]

where \( c_0 = a^d > 0 \). Here the sum starts from \( i = 0 \) because it must reduce to Eq. (7) in the limit \( x \to 1 \). Note that from Fig. 3, the boundary of the free volume is concave in the limit \( x \to 1 \), and thus \( c_1 > 0 \).

The full expansion of the free volume allows Eq. 7 to be rewritten as

\[ s_c = -\ln x + \ln \left[ \sum_{i=0}^{\infty} c_i (1 - x^{1/d})^{d+i} \right] \]

\[ + \ln d - d \ln (\Lambda/\sigma) + 1 \quad (B2) \]
from which the equation of state follows:

\[
p = x \left( \frac{\partial s_c}{\partial x} \right)_\beta \nonumber \\
= 1 + \sum_{i=0}^{\infty} c_i x^{1/d}(1 + \frac{i}{d})(1 - x^{1/d})^{d+i-1} \nonumber \\
= \frac{1}{1 - x^{1/d}} + \frac{c_1}{d c_0} x^{1/d} + \frac{2c_0 c_2 - c_1 (c_1 + c_0)}{d c_0^2} (1 - x^{1/d}) + \ldots . \tag{B3}
\]

This yields \( \kappa_0 = \frac{c_1}{d c_0} > 0 \) and \( \kappa_1 = \frac{2c_0 c_2 - c_1 (c_1 + c_0)}{d c_0^2} \), which can be either positive or negative depending on the sign and magnitude of \( c_2 \). Hence, it is plausible that even thermodynamic \( \lambda_0 \) crystals could have \( \kappa_1 < 0 \).

\[s_c = S_c/N - \frac{\Xi}{N}. \tag{D1}\]

We further find that \( \gamma \) is approximately linear in the distance to \( \varphi_{cp} \) with both the slope and intercept increasing with dimension aside from the anomalous case of \( d = 9 \), for which both show a marginal decrease. These observations suggest that crystal dynamics become increasingly single-particle-like as dimension increases. This dynamical observation is also consistent with the static observation that direct cell cluster expansion converges more rapidly as \( d \) increases. A first-principle explanation of these features, however, is still lacking.

Appendix D: Finite-size scaling of the reference crystal entropy

From the entropy per particle \( S_c/N \) for several finite system sizes, the thermodynamic entropy is obtained using a simple linear fit (Fig. 9)

\[s_c = \frac{S_c}{N} - \frac{\Xi}{N}.
\]

Note that for \( d = 7, 9, \) and 10 a single crystal size is computationally available (\( N = 17496, 39366, \) and 81920 respectively). Because the proportionality constant \( \Xi \) scales roughly quadratically with \( d \) for fixed \( x \), we nevertheless interpolate its value for \( d = 7 \), and extrapolate it for \( d = 9 \) and 10, in order to estimate \( s_c \) in these dimensions as well. In \( d = 9 \), however, where soft modes give rise to additional finite-size corrections, this extrapolation is particularly unreliable.
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