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**Abstract**—Text detection, the key technology for understanding scene text, has become an attractive research topic. For detecting various scene texts, researchers propose plenty of detectors with different advantages: detection-based models enjoy fast detection speed, and segmentation-based algorithms are not limited by text shapes. However, for most intelligent systems, the detector needs to detect arbitrary-shaped texts with high speed and accuracy simultaneously. Thus, in this study, we design an efficient pipeline named as MT, which can detect adhesive arbitrary-shaped texts with only a single binary mask in the inference stage. This paper presents the contributions on three aspects: (1) a light-weight detection framework is designed to speed up the inference process while keeping high detection accuracy; (2) a multi-perspective feature module is proposed to learn more discriminative representations to segment the mask accurately; (3) a multi-factor constraints IoU minimization loss is introduced for training the proposed model. The effectiveness of MT is evaluated on four real-world scene text datasets, and it surpasses all the state-of-the-art competitors to a large extent.

**Index Terms**—Text detection, arbitrary-shaped text, real-time text detector
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**I. INTRODUCTION**

Text detection has become increasingly important and popular, which provides fundamental information for some intelligent systems, such as robot navigation, instant translation, and bill recognition systems, etc. Recent progress made in deep convolutional neural networks (CNNs) has greatly boosted the performance of various computer vision tasks like object detection [1], [2], [3], [4], [5], [6] and semantic segmentation [7], [8], [9], [10], [11], [12], and they further improve the development of text detection. Existing text detectors can be divided into the following two types: the object detection and semantic segmentation-based methods respectively.

Object detection-based text detectors enjoy fast detection speed. However, they can not detect the irregular-shaped text effectively. Specifically, these methods predefine a lot of rectangular boxes with different scales and aspect ratios as anchors to match various scene texts at first. Then, the anchor is picked as proposal box when it overlaps a text to a large extent. Next, the offsets between the proposal box and text are predicted. In the end, final detection results are generated by applying the offsets to the corresponding proposal boxes. Since the boxes outputted from the network are quadrilateral, they cannot cover the irregular-shaped text tightly.

To detect arbitrary-shaped texts (such as curved text) accurately, researchers begin to propose segmentation-based text detection methods. Because these algorithms classify image at pixel-level, they can detect arbitrary-shaped texts tightly. However, directly applying these deep CNNs for text detection still suffers from a limitation: adjacent texts can not be separated effectively, which leads to false detection. Considering this problem, researchers introduce various technologies to avoid detecting multiple adhesive texts as one, which also leading to low model efficiency. For example, Wang et al. [14] use text shrink mask to separate those adhesive texts. However, to get the final detection result, they need to generate an extra text mask, and perform a time-consuming pixel-level expansion process. The BOTD [15] models scene texts with Center Mask (CM) and Polar Minimum Distance (PMD). The final detection result can be obtained by applying the PMD to CM directly, which is faster than the pixel-level expansion process. However, since the network includes multiple head branches, the CNNs layers are still not efficient. At the same time, it is difficult to accurately segment CM (as shown in Figure 1(c)) with the limited supervision information, which deeply influences the detection accuracy.
Considering the aforementioned limitations, how to detect adhesive arbitrary-shaped texts accurately with simple model structure is still under explored. By studying BOTD, we find that the PMD can be computed by CM directly. Thus, we can simplify the CNNs layers by abandoning the PMD head branch. However, it is more difficult to accurately generate CM after removing the PMD head layers. Therefore, we need to provide more supervision information in the training stage to improve the reliability of CM.

In this paper, we design a multi-perspective feature module-based real-time text detector. It can detect arbitrary-shaped scene texts with high detection speed and accuracy, even in the case of text adhesion. In the inference process, the proposed method segments CM with light-weight CNNs layers at first. Then the corresponding PMD is computed according to the CM itself. In the end, the final detection result is obtained by extending CM contour by PMD in the outward direction directly. Moreover, to improve the quality of the generated CM, we introduce a multi-perspective feature module. Specifically, In the training stage, the module encourages MT to learn various text features to accurately discriminate CM from background and text (the representative results as shown in Figure 1(d)). Importantly, since the module does not appear in the inference stage, which not bring any extra computational cost. The main contributions are as follows.

1) A novel real-time pipeline is designed to detect adhesive arbitrary-shaped texts, which integrates the advantages of both detection and segmentation techniques. In the inference stage, it only includes the following two sub-processes: (1) generating a single CM by light-weight CNNs layers; (2) computing PMD with simple operations and applying it to the corresponding CM directly. In this way, the proposed model saves the computational cost compared with existing methods.

2) A multi-perspective feature module is proposed to learn more discriminative text features. The module includes three sub-modules: (1) Polar minimum distance (PMD) module, (2) Ray distances (RD) module, and (3) GAP module. They encourage the model to recognize text local, edge, and gap features, and further helps the CNNs layers to capture the CM accurately.

3) A multi-factor constraints IoU maximization loss is introduced for training the multi-perspective feature module. The presented loss function is as insensitive to the text scale, which improves the model robustness for various scales texts. Moreover, the loss function consists of four sub-functions and their error scope are limited to 0~1, which speeds up the training process and enhances the optimization effectiveness of the offsets compared with existing loss such as the smooth-$\ell_1$ loss.

The rest of the paper is organized as follows. Related works about text detection are shown in Section II. The details of our method are presented in Section III. The ablation experiments in Section IV demonstrated the performance of the proposed method. In addition, we compared the MT with its counterparts in Section V. Moreover, the detection results are visualized and detection speed is analyzed in Section VI. Finally, the conclusion of this paper is given in Section VII.

II. RELATED WORK

Existing text detection methods mainly contain the following two types: object detection-based methods and semantic segmentation-based methods. In this section, the related works will be reviewed briefly. Additionally, the whole pipeline and text reconstruction process of some representative methods are compared with MT in detail.

Object Detection based Methods. These approaches are inspired by traditional object detection frameworks, such as Faster-RCNN [2], SSD [3], and YOLO [4]. Liao et al. [5] changed the size of convolution kernel to extract more effective features. Specifically, they explored the characteristics of text shape and replaced the general $3 \times 3$ convolution by $1 \times 5$ convolution. Additionally, the authors predefined more anchors with various scales and aspect ratios to match as many scene texts as possible to improve the model recall. Inspired by attention mechanism, He et al. [6] designed a hierarchical inception module. They could get the features with strong representation capacities and reduce the interference information from background. The above methods adopted general detection framework directly with a few adjustments, which only could effectively detect horizontal texts. To get a accurate detection result when detecting multi-oriented texts, they started to redesign model framework. Liao et al. [7] designed a angle branch to predicted the rotation angle between the horizontal anchor and multi-oriented text based on their previous work Textboxes [15]. The presented framework successfully detect multi-oriented texts with high accuracy. To further improve the performance on the detection of arbitrary-oriented texts, Ma et al. [8] proposed some novel anchors to match the declining text. Compared with existing horizontal anchors, the proposed ones have applied a rotation angle to previous ones, which helped the model to cover as many as texts. Additionally, the authors developed rotation region of interesting (RRoI) module to distort the inclined proposals to horizontal boxes, which made the framework to handle rotating regions. Although aforementioned works could detect horizontal and multi-oriented texts with excellent performance, they still suffered from the following limitations: (1) The settings of anchors depended on prior knowledge and the model performance was sensitive to it; (2) Plenty of anchors needed to be predefined to cover various texts, which made the model more complex and slowed down the detection speed largely. Thus, how to effectively detect texts without anchors still under explored. Since anchor-free object detection methods [19], [20], [21], [22] achieved comparable performance in object detection field, researchers started to detect texts with these methods. Zhou et al. [23] adopted anchor-free detection framework to predict the offsets between a pixel and the corresponding text border directly, which successfully avoided the influences that the anchor brought to detectors. Although the detection-based text detectors could detect quadrilateral texts, they failed to accurately find irregular-shaped texts.

Semantic Segmentation based Methods. Since Segmentation methods detected objects at pixel-level, they could cover
arbitrary-shaped texts tightly. Thus, researchers began to adopt this technology to detect the irregular-shaped text. Long et al. [7] designed a fully convolutional network (FCN) with multiple CNNs layers. Compared with traditional machine learning-based methods, it enjoyed the following two advantages: (1) FCN outperformed previous general segmentation methods in accuracy to a large extent; (2) It is not limited by the size of input images. The superiorities attracted researchers to propose a series of arbitrary-shaped text detectors based on FCN. Zhang et al. [24] generated multiple salient maps of text and background at first. Then the corresponding text line was computed by salient maps. In the end, final detection result was obtained by connecting text block in the guide of text line. Yao et al. [25] segmented word-level and character-level text masks simultaneously, and combined them to further improve the reliability of detect results. Lyu et al. [26] generated the quadrilateral text proposals with detection framework to locate the text roughly. Subsequently, text mask was predicted by the proposals through segmentation methods, which avoided the interferes brought by background. Baek et al. [27] extended the character-level data through weak supervised network to boost the model performance. Moreover, they proposed 2D Gaussian character label to weak the text edge, which could separate the characters that are close to each other. Following the idea of R-FCN [28], Lyu et al. [29] integrated the location information to separate the text into four different regions and combined them to get the final detection results. Although the above methods could accurately detect arbitrary-shaped texts, the text adhesion problem is still effectively avoided. Wang et al. [14] shrunk text mask to generate a smaller mask, which could effectively separate adhesive texts and locate them. In addition, the authors segmented text mask and formed the final result by a pixel-level expansion process, which is complicated and time-consuming. Xu et al. [30] used the text direction information to encode the binary text mask and separate adjacent text instances at first. Then, a post-processing based on morphology was applied to get the detection result, which also influenced the detection speed. To speed up the inference process and detect adhesive arbitrary-shaped texts with high accuracy, BOTD [13] modeled the scene texts with Center Mask (CM) and Polar Minimum Distance (PMD). They treated CM and PMD as the anchor and offset respectively. Since the CM is generated by segmentation layers and much tighter than the text boundaries, it can detect arbitrary-shaped texts accurately and the adhesive problem could be avoided naturally. Moreover, they could get the final detection result by extending CM contour by PMD directly, which was faster than pixel-level expansion process.

**Whole Pipeline Comparison.** A high-level overview of our pipeline is illustrated in Figure 2. For some representative methods (Figure 2(a-c)), they mostly consist of multiple head branches, components (such as NMS), and complicated text reconstruction steps, which is time consuming and may require extra training data to achieve their best performance. However, as we can see from Figure 2(d), MT only includes one head layer and a simple text reconstruction steps, which speed up the inference process while keeping high accuracy for the detection of arbitrary-shaped texts.

Specifically, the whole pipeline can be roughly divided into CNNs layers and text reconstruction module. For the CNNs layers, the proposed method only needs to generate CM with a single head branch, it makes the MT runs faster than other detectors in GPU. For text reconstruction module, our framework inherits the advantages of detection-based detectors that the final detection result is obtained by applying the offset (PMD) on anchor (CM) directly. It is more efficient.
than the pixel expansion process (Figure 2 (c)) and the geometric operations (Figure 2 (e)). Moreover, since MT does not need NMS (Figure 2 (a)), the text reconstruction module of the proposed model runs faster than detection-based and segmentation-based algorithms simultaneously in CPU. Therefore, the novel framework not only enjoys the fastest detection speed, but it is easier to achieve all-optimal performance without extra training data, which avoids the heavy dependence of deep learning methods on label data.

III. OUR METHOD

In this section, we introduce the overall structure of the proposed MT at first. Then, the way to simplify the whole pipeline with CM is explained. Next, the multi-perspective feature module is described in detail. In the end, the proposed multi-factor constraints IoU maximization loss and its salient properties are given.

A. Overall Pipeline

The whole architecture of the proposed method is shown in Fig. 3 which consists of backbone, two smooth layers, a multi-perspective feature module, and text reconstruction module. The backbone is combined by ResNet-18 and FPN to extract the fused features with strong representation and big receptive fields. In addition, for designing a light-weight pipeline, last layers in FPN and the concatenation layer are replaced by group convolutional layers. After inputting the RGB image into backbone and getting the concatenate feature map $F_{concat} \in \mathbb{R}^{(512, H/4, W/4)}$ from the concatenation layer ($H$ and $W$ are the height and width of input RGB image). We need further to smooth the $F_{concat}$ to learning the segmentation and regression features ($F_{seg}$ and $F_{reg}$) through two smooth layers that enjoy the same structure respectively:

\[
\begin{align*}
F_{seg} &= \text{conv}_{1 \times 1} (\text{conv}_{3 \times 3, \text{group}=512} (F_{concat})), \\
F_{reg} &= \text{conv}_{1 \times 1} (\text{conv}_{3 \times 3, \text{group}=512} (F_{concat})),
\end{align*}
\]

where $\text{conv}_{1 \times 1} (\text{conv}_{3 \times 3, \text{group}=512} (\cdot))$ is the CNNs structure of smooth layer, and $(\text{conv}_{3 \times 3, \text{group}=512} (\cdot))$ is a group convolutional layer with $3 \times 3$ kernel size and 512 groups. $\text{conv}_{1 \times 1} (\cdot)$ is a normal convolutional layer with $1 \times 1$ kernel size and 512 channels.

For accurately generating CM by light-weight CNNs layers without extra computational cost, we design a multi-perspective feature module that includes three sub-modules. The three sub-modules and CM module are used to encode the PRCG (Polar minimum distance (PMD), Ray distances (RD), center mask (CM), and GAP) features of text instance and they can be represented as:

\[
\begin{align*}
F_P &= \text{conv}_{1 \times 1,c=1} (F_{reg}), \\
F_R &= \text{conv}_{1 \times 1,c=8} (F_{reg}), \\
F_C &= \text{conv}_{1 \times 1,c=1} (F_{seg}), \\
F_G &= \text{conv}_{1 \times 1,c=1} (F_{seg}),
\end{align*}
\]

where $F_P$, $F_R$, $F_C$, and $F_G$ are the text PMD, RD, CM, and GAP feature maps respectively. $\text{conv}_{1 \times 1,c=1} (\cdot)$ indicates the convolutional layer with $1 \times 1$ kernel size and 1 channel. Therefore, $F_P$, $F_C$, $F_G \in \mathbb{R}^{(1,H/4,W/4)}$ and $F_R \in \mathbb{R}^{(8,H/4,W/4)}$. Since the PMD, RD, and GAP modules (see Figure 3 (dotted line)) are only used for training the network, and the CM module (see Figure 3 (solid line)) used for generating final detection result in the inference stage, the whole inference pipeline can be simplified by abandoning the structure connected with dotted arrows. In this way, the CNNs layers save much time compared with other methods.

After obtaining the CM from CNNs layers, the final detection result can be generated by simple text reconstruction operations. It mainly contains the following two steps: (1) computing PMD by CM; (2) extending CM contour by PMD in outward direction. The text reconstruction process is faster than the pixel-level expansion to a large extent and does not need NMS to filter overlapping results, which further speed up the whole pipeline.

B. Simplify the Pipeline with CM

Different from BOTD [13], our method only need to generate a single CM in the inference stage. Therefore, MT can simplify the whole pipeline by abandoning those CNNs layers that are not related to CM. Moreover, the proposed method inherits the advantages of detection-based methods that it only needs to applying the PMD to CM to get the final detection result, which ensures the superiority in detection speed.

Here we briefly introduce the CM. It enjoys the same center point with text mask and the distances between CM and text mask contour are equal. Therefore, we only need to segment a single CM and regress the corresponding PMD for arbitrary-shaped text detection, which reduces the complexity of CNNs layers that only includes the two head branches of CM and PMD. Importantly, it is the same as detection-based detectors that the final detection result can be obtained by applying the offset (PMD) on anchor (CM) directly without NMS, which is more efficient than other detection-based and segmentation-based methods. The CM generation process is shown in Figure 5 (a), given a trapezoidal text, we need to find the coordinate of center point $p_{cp}$ at first. Supposing the coordinate of text bottom-left corner is $(0,0)$, the $p_{cp}$ can be located by the following formulates:

\[
p_{cp} = \left( \frac{1}{2}w, \frac{1}{2}h_{x=\frac{1}{2}w} \right),
\]

where $w$ is the width of text and $h_{x=\frac{1}{2}w}$ is the height of text when x-coordinate is $\frac{1}{2}w$. After determining the $p_{cp}$, the PMD can be defined as:

\[
\text{PMD} = \min(|P_{cp} - P|_2),
\]

where $\min (\cdot)$ and $\| \cdot \|_2$ indicate the minimum operation and Euclidean distance respectively. $P = \{P_i | i = 1,2, ..., n \}$ is coordinates set of all points on text contour. Finally, CM is obtained by moving the $P$ inward along the normal direction with $\mu$PMD. $\mu$ is the parameter that determining the moving distance and it is set as 0.5 in this paper.

As shown in Figure 5 (a), BOTD needs two head branches to generate CM and PMD at first. Then, the final detection result is obtained by applying PMD to CM directly. Inspired
\[
\mathcal{L} = \lambda_1 \mathcal{L}_{GAP} + \lambda_2 \mathcal{L}_{CM} + \lambda_3 \mathcal{L}_{PMD} + \lambda_4 \mathcal{L}_{RD}
\]

Fig. 3. The overall pipeline of MT, which is composed of backbone, double smooth layers, CM and multi-perspective modules, and text reconstruction module. Backbone consist of ResNet and FPN. The two smooth layers enjoy the same structure that includes a deep-wise CNNs layer with 3\(\times\)3 kernel and a normal CNNs layer with 1\(\times\)1 kernel. Multi-perspective module have three sub-modules: GAP, PMD, and RD modules. In the text reconstruction module, it needs to compute PMD by CM firstly, and then get the final detection result with apply PMD module.

Fig. 4. Comparison of inference processes of BOTD and our method. The whole process is divide into CNNs layers and text reconstruction module.

by the pipeline of BOTD, the proposed MT also adopts the way to integrating the segmented CM into detection-based framework. In this way, the text reconstruction steps of MT are the same as BOTD and faster than others segmentation-based detectors. Meanwhile, benefit from the advantages of CM, the PMD can be computed with simple operations according to the CM itself. It means that our method only needs to keep the CM head branch in CNNs layers.

As illustrated in Figure 4 (b), the difference of inference pipelines between the BOTD and our method is that we compute the corresponding PMD by CM, instead of predicting it by generate a heat map. Specifically, in the inference stage, MT needs to get the CM from the simplified CNNs layers at first. Then, obtaining the final detection result with the following two steps: (1) finding the center point of CM and computing the corresponding PMD by CM (the steps as shown in Figure 5(a)); (2) moving all points on CM contour outward along the normal direction with PMD. Although we need more operations to compute PMD compared with BOTD, the computational cost is much less than regressed PMD heat map with CNNs layers.

We also compared CM to the Shrink Mask (SM) that is widely used in previous works [23], [14], [31] to locate text and separate adhesive texts. As illustrated in Figure 5 (b), it is generated by moving the text contour inward along the normal direction with different distances. Since the distances between SM and text mask contour are not equal, which means the CNNs layers need to accurately predict all offsets corresponding each point on SM contour at first, and then
where $w$ is the width of text, $h_x$ is the text height when $x$-coordinate is $x$. After locating multiple center points, the label of PMD module can be computed by Eq. (8).

**RD module predicts** multiple offsets between center point and text contour in eight directions (as shown in Figure 7(b)). Therefore, this module encourages the model to recognize the text edge features when the text region is similar as background or other texts. RD module is the same as PMD module, it is a regression branch and also just acts on the backbone. The label of RD module at a specific center point is generated by:

$$RD_S = \{||p_i - pc||_2\}, \quad i = 1, 2, ..., 8,$$

(10)

where $pc$ is coordinates of center point that in $P$. $p_i$ are the intersections coordinates between the $pc$ and text contour in eight directions of up, down, left, right, left top, right top, left down, and right down. Except the aforementioned improvements brought by PMD and RD modules, they also extend the backbone receptive field because the PMD and RD modules are regression tasks. They can enhance the semantic relevance of multiple pixels and further improve the CM accuracy (as shown in Figure 1). Note that, the number of center points is set to 5 in our experiments and it is verified in the ablation study (described in Section IV-B).

**GAP module** treats the gap between CM and text as background region, which encourages the proposed method to accurately distinguish the CM from text region. As shown in Figure 5, GAP module is the same as CM module that it is a segmentation task. Thus, this module enjoys the same smooth layer with CM module and optimizes the seg smooth layer and backbone simultaneously. The label of GAP module can be generated according to the text mask and Figure 7(c) vividly shows the corresponding generation process. The supervision information of GAP module is a binary mask between CM and text contours, which can be defined as:

$$GAP = 1 - (M_{text} \cap (1 - M_{CM})), \quad (11)$$

where $M_{text}$ and $M_{CM}$ are binary masks of text and CM. Though the three sub-modules encourage the model to learn more discriminative features for segmenting CM, the multi-head branches are hard to optimize and need an effective constraint function to achieve its best performance.

### C. Multi-Perspective Feature Module

Since the light-weight CNNs layers limit the network to learn more discriminative features about text, the CM and PMD are hard to accurately generate. Therefore, we propose the multi-perspective feature module to encourage the MT to recognize the text features from different perspectives and bring no extra computational cost in the inference stage. As shown in Figure 6, the module actually includes PMD, RD, and GAP modules, where PMD and RD modules encourage the model to distinguish text from background and other texts, and GAP module supports the algorithm discriminate CM from the text.

**PMD module** evaluates the shortest distances between different center points and text contour in 360 directions, which can improve the model ability to recognize the text local features at multiple locations. Therefore, the algorithm can more effectively discriminate the text region from background. As illustrated in Figure 3, the PMD module is a regression branch. Thus, the module only acts on the backbone in the inference process (as we can see from Figure 6). Moreover, Figure 7(a) vividly shows the generation process of PMD supervision information, given a trapezoidal text, we need to find the coordinates set $P$ of multiple center points:

$$P = \{(x, y)\}, \quad y = \frac{1}{2} h_x, \quad x = \left\{\begin{array}{c}
\frac{3}{10} w, \quad \frac{5}{10} w, \quad \frac{7}{10} w, \quad \frac{9}{10} w,
\end{array}\right\},$$

(9)

In this paper, dice loss is employed to optimize this module, and backbone to recognize the gap between CM and text contours, which can be defined as:

$$LD_{CM} = D_{CM} \setminus LD_{text} \setminus LD_{CM},$$

$$LD_{RD} = LD_{CM} \setminus LD_{text} \setminus LD_{CM},$$

$$LD_{GAP} = LD_{CM} \setminus LD_{text} \setminus LD_{CM},$$

(8)

where $D_{CM}$, $LD_{text}$, and $LD_{CM}$ are the CM supervision, text supervision, and CM supervision, respectively. The RD module corrects the gaps between the CM and text contours. The multi-perspective feature modules evaluate the shortest distances between center points and text contour in eight directions (as shown in Figure 7(b)). The GAP module forces seg smooth layer to optimize the corresponding modules in the training stage.

**D. Objective Optimization Function**

In this paper, to optimize the whole pipeline, we propose a multi-factor constraints IoU maximization loss. It contains $LD_{CM}$, $LD_{GAP}$, $LD_{PMD}$, and $LD_{RD}$ four sub objective functions to optimize the corresponding modules in the training stage.

For CM module, the goal is to maximize the IoU between the predicted CM ($CM_{pred}$) and ground-truth CM ($CM_{gt}$). In this paper, dice loss is employed to optimize this module, which can enhance the integrity between the optimization
objective and the loss function compared with the cross-entropy loss function. The dice loss function is defined as follow:

\[ L_{dice}(M_{pred}, M_{gt}) = 1 - \frac{2 \times |M_{pred} \cap M_{gt}| + 1}{|M_{pred}| + |M_{gt}| + 1}, \quad (12) \]

where \( M_{pred} \) and \( M_{gt} \) are the predicted and ground-truth binary masks. The CM loss function based on the \( L_{dice} \) can be formulated by:

\[ L_{CM} = L_{dice}(CM_{pred}, CM_{gt}), \quad (13) \]

We find that the gap feature contribute highly to the adhesive text separation and CM edge recognition. Therefore, to supervise the model to effectively extract text gap features by GAP branch, we need to maximize the IoU between the predicted GAP mask \( GAP_{pred} \) and the corresponding label \( GAP_{gt} \). Because of the small samples of the text gap feature, only the valid region \( GAP_{valid} \) in \( GAP_{pred} \) participate into the training process, and it can be computed by:

\[ GAP_{valid} = \begin{cases} GAP_{pred}, & GAP_{gt} = 1 \\ 0, & GAP_{gt} = 0 \end{cases}, \quad (14) \]

After obtained the valid region \( GAP_{valid} \), the GAP loss \( L_{GAP} \) is defined as follow:

\[ L_{GAP} = L_{dice}(GAP_{valid}^{pred}, GAP_{valid}^{gt}), \quad (15) \]

where \( L_{GAP} \) forces the network to learn the features of valid regions and ignore the ‘0’ regions. The network is not influenced by the background and focuses on the gap regions.

Though segmentation features are effective for representing the scene texts, they may suffer from the ambiguity problem. Thus, in this work, we choose to learn the regression and segmentation features simultaneously to obtain more robust representations for scene text detection. As shown in Fig. 3, the regression features are learned by the PMD and RD modules. For improving the model robustness to different scales texts and speed up the training process, ratio loss function is employed to optimize the regression modules in this paper. It treats the difference between the predicted and ground-truth offsets as a ratio, and the value range of it always is 0-1 no matter the text scale is small or big, which makes the model is easy to converge and keep the same sensitivity for all scales of texts. The ratio loss function can be formulated as:

\[ L_{ratio}(y_{pred}, y_{gt}) = \log \frac{\max(y_{pred}, y_{gt})}{\min(y_{pred}, y_{gt})}, \quad (16) \]

where \( y_{pred} \) and \( y_{gt} \) are predicted offset and the corresponding ground-truth respectively. The PMD and RD modules loss functions based on \( L_{ratio} \) can be defined as:

\[ L_{PMD} = L_{ratio}(PMD_{pred}, PMD_{gt}), \quad (17) \]

\[ L_{RD} = \frac{1}{m} \sum_{k=1}^{m} L_{ratio}(RD_{k}^{pred}, RD_{k}^{gt}). \quad (18) \]

where \( L_{RD} \) considers the offsets in eight directions simultaneously, which enhances the text edge recognition.

The overall loss function for training the proposed framework is a multi-task loss, which consists of four terms: 1) the CM loss \( L_{CM} \); 2) the GAP loss \( L_{GAP} \); 3) the PMD loss \( L_{PMD} \); 4) the RD loss \( L_{RD} \). It can be represented as

\[ L = \lambda_1 L_{CM} + \lambda_2 L_{GAP} + \lambda_3 L_{PMD} + \lambda_4 L_{RD}. \quad (19) \]

where \( \lambda_1, \lambda_2, \lambda_3 \) and \( \lambda_4 \) are balancing weights of loss components for the multi-task loss function.

IV. EXPERIMENTS

Four popular scene text detection datasets are used to evaluate the proposed framework: (1) MSRA-TD500 [32] dataset with multi-lingual, arbitrary-oriented and long text lines. It
contains 700 training images and 200 test images, where the training set includes 400 images from HUST-TR400 [33]; (2) ICDAR 2015 [34] dataset is proposed in ICDAR 2015 Robust Reading Competition, and it contains 1500 images, of which 1000 are used to train the model and the remaining 500 are taken as testing set. This dataset contains both horizontal and multi-oriented texts; (3) CTW1500 [35] has 1000 training images and 500 testing images. It is a recent challenging dataset for curve text detection and the texts scales vary greatly; (4) Total-Text [36] is also a newly-released dataset for curve text detection. This dataset includes horizontal, multi-oriented, and curved text instances simultaneously, and consists of 1255 training images and 300 testing images.

A. Implementation Details

We use ResNet18 [37] and Feature Pyramid Network (FPN) [38] as the model backbone. Data augmentation is used in our work including the following three strategies: (1) random horizontal flipping, (2) random scaling and cropping, (3) random rotating. Note that, MT has not been pre-trained on any external datasets in all following experiments.

In the training stage, Adam [39] is employed with an initial learning rate of 1e-6, and the learning rate is reduced by the “poly” learning rate strategy that proposed in [40], in which the initial rate is multiplied by \((1 - \frac{\text{iter}}{\text{max}_{\text{iter}}})^{0.9}\) in all experiments. We train MT with batch size 16 on 2 GPUs for 500 epochs. As for the multi-task training, the parameters \(\lambda_1\) and \(\lambda_2\) are set to 0.25 for all experiments.

B. Ablation Study and Discussions

To evaluate the proposed framework comprehensively, we do the following ablation studies with ResNet18 and FPN backbone on MSRA-TD500 dataset to explore the effectiveness of different sub-modules and the number of sampling points.

The Effectiveness of PMD. The first row in Table I displays the model accuracy with baseline, which only includes the CM branch and achieves comparable performance. PMD branch can be used to learning the shortest distance between center point and text contour in 360 directions, which means the model needs to “look around” at the position of center point before predicting the PMD. It extends the model receptive field and encourages the network to effectively recognize the text local features. We study the effect PMD branch based on the baseline and it (see Table I #4) can bring over 2% improvement, which shows the effectiveness of the PMD branch.

The Effectiveness of RD. RD branch is used to predict the offsets between center point and text contour in eight station- ary directions, which improves the model ability to recognize the text edge and discriminate the text from background or other texts. To investigate the effectiveness of RD, we add the RD branch into the baseline. As we can see from Table I #8, the model with RD branch can make about 2.3% improvement in F-measure and bring no extra computational cost. This demonstrates that RD branch is useful for detecting scene texts.

The Influence of the Number of Center Points. As shown in Figure 7(a), MT is sensitive to different local features at multiple center points, which improves the proposed method to recognize the text region accurately. For RD (Figure 7(b)), the model can learn more text edge features when the sampling points number is bigger. Therefore, to better analyze the capability of the proposed PMD and RD branches, the number of center points is varied from 1 to 7 in our experiment. Table I #2-#5 are the results of baseline + “PMD”, we can find that the F-measure on test set keeps rising with the growth of the number and begins to level off when the number > 7. It is mainly because the light-weight backbone can be effectively trained without a larger amount of samples. The same conclusion (see Table I #6-#9) is also applicable to the baseline + “RD”. Although the F-measures are equal when the number is set to 5 and 7, the latter needs a larger GPU memory in the training process. Therefore, we set the number of center points to 5 in all experiments.

### Table I

Detection results on MSRA-TD500 with different settings. Baseline indicate the model only possesses CM module. Center point number means the sampling number of center point in the generation process of supervision information.

| #   | Baseline | Multi-perspective module | Center point number | Precision | Recall | F-measure |
|-----|----------|--------------------------|---------------------|-----------|--------|-----------|
|     |          | PMD RD GAP               |                     |           |        |           |
| 1   | ✔        |                         | 1                   | 87.5      | 74.6   | 80.5      |
| 2   | ✔ ✔      |                         | 1                   | 85.4      | 76.3   | 80.6      |
| 3   | ✔ ✔      |                         | 3                   | 85.5      | 78.6   | 81.9      |
| 4   | ✔ ✔      |                         | 5                   | 83.8      | 81.2   | 82.6 (2.1%) |
| 5   | ✔ ✔      |                         | 7                   | 84.5      | 80.6   | 82.5      |
| 6   | ✔ ✔      |                         | 1                   | 87.8      | 77.8   | 82.5      |
| 7   | ✔ ✔      |                         | 3                   | 87.5      | 78.4   | 82.7      |
| 8   | ✔ ✔      |                         | 5                   | 86.7      | 79.3   | 82.8 (2.3%) |
| 9   | ✔ ✔      |                         | 7                   | 86        | 79.8   | 82.8      |
| 10  | ✔ ✔      |                         | 7                   | 88.4      | 78     | 82.9 (2.4%) |
| 11  | ✔ ✔ ✔    |                         | 5                   | 87        | 80.8   | 83.8 (3.3%) |
| 12  | ✔ ✔ ✔    |                         | 5                   | 90.3      | 80.5   | **85.1 (4.6%)** |
The Effectiveness of GAP. We have also evaluated the proposed method performance with “GAP” branch based on the baseline. As shown in Table I #10, the combination model can achieve 82.9% in F-measure, which outperforms the baseline method 2.4%. The performance improvement demonstrates that the gap feature is useful for segmenting CM. Since the gap region is also part of text, the model is hard to discriminate CM from text. Therefore, the combination method that exploits both CM and gap features simultaneously to achieve a better detection result than baseline.

The Effectiveness of Multi-Tasks. Because the model with aforementioned PMD, RD, and GAP branches can make about 2.1%, 2.3%, and 2.4% improvements respectively in F-measure without any extra computational cost, we verify effectiveness of the composed branches. As we can see from Table I #11, the composed model with PMD and RD branches simultaneously brings over 1% improvement compared with the model that includes PMD (see Table I #4) or RD (see Table I #8) branch only. Moreover, the performance of the model that is composed of three branches outperforms the methods that consist of baseline and arbitrary single branch in F-measure by at least 2%. It shows the effectiveness of the combination of PMD, RD, and GAP modules.

V. COMPARISON WITH STATE-OF-THE-ART METHODS

To show more details and give more comprehensive evaluations of the proposed work, we compare our work to related existing state-of-the-art methods on MSRA-TD500, CTW1500, TotalText, and ICDAR 2015 datasets. In this section, previous SOTA methods are categorized into high-efficiency and low-efficiency according to their detection speed. Specifically, the method is considered as low-efficiency model when the detection speed less than 10 FPS. Otherwise, it is high-efficiency.

Evaluation on Multi-language Long Straight Text Benchmark. To test the robustness of MT to multiple languages, we evaluate the proposed method on MSRA-TD500 benchmark. To ensure a fair comparison, the short side of image is set to 736 and evaluating the results with evaluation metrics in [55].

As shown in Table I MSRA-TD500, MT is superior to all high-efficiency competitors on both detection accuracy and speed. Specifically, the proposed method achieves the F-measure of 85.1% at an astonishing speed (41.7 FPS). For high-efficiency methods, it outperforms EAST [23], PAN [31], and BOTD [13] by 9%, 6.2%, 4%, and 1.6% F-measure respectively, and the FPS of our method is 3 times of EAST. Although our method is not as speed as DB [51], MT surpasses it 2.3% in F-measure. Importantly, the DB improves its detection accuracy by training the model with extra data (SynthText [52]) and replacing the general convolutional layers with the Deformable Convolutional layer [53].

For low-efficiency methods, which usually reduce detection speed for improving model accuracy. Such as DGGR [47], although MT dose not surpass it in F-measure, our method has a least 10x times faster speed than it. Because the complicated pipeline, DGGR has lower detection speed. Specifically, it not only consists of multiple components, such as two multi-layers head branches, RROI-Align module, and multiple GCN layers, but also needs complex text reconstruction steps to get the final detection result. Therefore, DGGR is hard to converge in the training stage and requires extra training data to obtain its best performance. Different from it, the whole pipeline of MT is very efficient that it only includes one single-layer head branch and simple text reconstruction steps. Thus, the model is easy to converge in the training stage and run faster in the inference process. Importantly, it can achieve the best performance without extra training data, which avoids the heavy dependence of deep learning methods on label data.

The performance on MSRA-TD500 demonstrates the solid superiority and robustness of the proposed MT to detect multi-language long straight text instances.

Evaluation on Curved Text Benchmark. To evaluate the performance of our method for detecting curved and adhesive text instances, the proposed MT is compared with other state-of-the-art methods on CTW1500 and TotalText datasets respectively. To ensure the fairness of the comparison, we resize the short edge of test images to 640. As we can see from Table I CTW1500 and Total-Text, similar conclusions of the model performance on MSRA-TD500 can be obtained on this two curved text benchmarks.

On CTW1500 and Total-Text, MT achieves 84.1% and 84.7% in F-measure, and 50.3 and 49.8 FPS in detection speed, which surpass all high-efficiency methods to a large extent. For low-efficiency algorithms, although MT is not more accurate than some methods (such as ContourNet, DRRG, and FCENet), our method has a least 12 times faster speed than it. FCENet [50] is the same as DGGR, two multi-layers head branches and complex Fourier transformation deeply influence the model detection speed. As for ContourNet [46], it extra adds a segmentation network based on the two-stage detection framework, which still includes many extra time-consuming components compared with MT. Although ContourNet achieves 3.5 FPS in detection speed, it is far from MT (49.8 FPS).

The superiority performance on CTW1500 and Total-Text demonstrates the MT can successfully detect arbitrary-shaped text instances.

Evaluation on Multi-Oriented Text Benchmark. We also verify the MT ability to detect multi-oriented, small, and low-resolution text instances on ICDAR2015 benchmark. During testing, we rescale the short side of input images to 736 like other state-of-the-art methods.

The comparison results are shown in Table I the proposed method outperforms EAST [23], PAN [31], and DB [51] by a large margin, i.e., 5.2%, 3.3%, and 1.9% improvements in F-measure, and 3 times and 10 FPS faster than them. For low-efficiency models (such as CRAFT, LOMO, Boundary, and DGGR), they need extra training data to train the complicated framework to achieve the best performance. Therefore, in some scenarios where the images are difficult to collect and the label data is deficient, these methods are hard to achieve their best performance. Importantly, our method has a least 10 times faster speed (34.5 FPS) than them, which means the real-time performance of these methods can not meet the requirements.
TABLE II
Comparison with related methods on MSRA-TD500, CTW1500, Total-Text, and ICDAR2015, where ‘Efficiency’ indicates the detection speed and ‘Ext.? denotes extra training data.

| Efficiency | Methods     | Paper       | Paper Ext. | MSRA-TD500 | CTW1500 |
|------------|-------------|-------------|------------|------------|---------|
|            |             |             |            | P(%) | R(%) | F(%) | FPS | P(%) | R(%) | F(%) | FPS |
| Low        | RRD [41]    | CVPR’18     | ✓          | 87.0 | 73.0 | 79.0 | 10  | -    | -    | -    | -    |
|            | TextSnake [42] | ECCV’18  | ✓          | 83.2 | 73.9 | 78.3 | 1.1 | 67.9 | 85.3 | 75.6 | 1.1 |
|            | SegLink++ [43] | PR’19    | ✓          | -    | -    | -    | -   | -    | -    | 82.8 | 79.8 | 81.3 |
|            | CRAFT [47]  | CVPR’19     | ✓          | 88.2 | 78.2 | 82.9 | 8.6 | 86.0 | 81.1 | 83.5 |
|            | PSE [44]    | CVPR’19     | ×          | -    | -    | -    | -   | 80.6 | 75.6 | 78.0 | 3.9 |
|            | LOMO [45]   | CVPR’19     | ✓          | -    | -    | -    | -   | 85.7 | 76.5 | 80.8 |
|            | Boundary [45] | AAAF’20  | ✓          | -    | -    | -    | -   | -    | -    | -    |
|            | ContourNet [46] | CVPR’20 | ×          | -    | -    | -    | -   | 84.1 | 83.7 | 83.9 |
|            | DRRG [47]   | CVPR’20     | ✓          | 88.1 | 82.3 | 85.1 | -   | 85.9 | 83.0 | 84.5 |
|            | ABCNet [48] | CVPR’20     | ✓          | -    | -    | -    | -   | 84.4 | 78.5 | 81.4 |
|            | TextRay [49] | MM’20      | ✓          | -    | -    | -    | -   | 82.8 | 80.4 | 81.6 |
|            | FCENet [50] | CVPR’21     | ×          | -    | -    | -    | -   | 87.6 | 83.4 | 85.5 |
| High       | EAST [23]   | CVPR’17     | ×          | 87.3 | 67.4 | 76.1 | 13.2 | 78.7 | 49.1 | 60.4 | 21.2 |
|            | PAN [31]    | ICCV’19     | ×          | 80.7 | 77.3 | 78.9 | 30.2 | 84.6 | 77.7 | 81.0 | 39.8 |
|            | DB [51]     | AAAF’20     | ✓          | 90.4 | 76.3 | 82.8 | 62  | 84.8 | 77.5 | 81.0 | 55  |
|            | BOTD [13]   | Arxiv’20    | ×          | 88.3 | 79.2 | 83.5 | 34.8 | 85.7 | 79.6 | 82.5 | 42.6 |
|            | MT          | Ours        | ×          | 90.3 | 80.5 | 85.1 | 41.7 | 86.0 | 82.2 | 84.1 | 50.3 |

TABLE III
Time consumption of MT on four public benchmarks. The total time consists of backbone, segmentation head and post-processing. ‘Size’ and ‘F’ represent the size of short side of input image and F-measure respectively.

| Dataset    | Size | F | Time consumption (ms) |
|------------|------|---|-----------------------|
|            |      |   | Backbone   | Head | Reconstruct |
| MSRA-TD500 | 736  | 85.1 | 11.9 | 9.8 | 2.3 | 41.7 |
| CTW1500    | 640  | 84.1 | 9.7  | 8   | 2.2 | 50.3 |
| Total-Text | 640  | 84.7 | 10   | 7.8 | 2.3 | 49.8 |
| ICDAR2015  | 736  | 84.2 | 14.2 | 11.9| 2.9 | 34.5 |

VI. Result Visualization and Speed Analysis

Result Visualization. The quality detection results on multiple public datasets of MT is shown in Figure 8. From Figure 8 (a), it is verified that the ability of MT to detect multi-language texts simultaneously and the robustness to different scales texts. Figure 8 (b), (c) show the proposed model can effectively avoid the text adhesion problem and detect irregular-shaped scene texts. Moreover, Figure 8 (d) demonstrates the MT is able to accurately detect texts from complicated background.

Speed Analysis. We especially analyze the time consumption of MT in different stages. As we can see from Table VI, the backbone takes the most time, and the time cost of text
Fig. 8. The visualization of quality detection results on MSRA-TD500, CTW1500, Total-Text, and ICDAR2015 datasets.

TABLE IV

| Methods | GMAdd | GFLPOs | F-measure | FPS  |
|---------|-------|--------|-----------|------|
| PAN     | 62.37 (6%↑) | 31.25 (+6%) | 82.5 (1.6↓) | 42.6 (7.7↓) |
| BOTD    | 87.21 (33%↑) | 43.67 (+33%) | 81.0 (3.1↓) | 39.8 (10.5↓) |
| Ours    | 58.77   | 29.44   | 84.1      | 50.3  |

reconstruction steps is about a quarter of head. Additionally, the backbone and head will take more time with the increasing of image size. At the same time, it is found that the time cost of text reconstruction steps is not sensitive to the text scale (from Table VII first and second raws), which means our method can be widely applied to various intelligent systems. However, for traditional segmentation-based methods, the scale and number of text instances influence the time cost of text reconstruction steps deeply simultaneously. Moreover, we compared the computational cost of real-time detectors in Table VI. To ensure a fair comparison, under the same setting, we employ ResNet18 as backbone, and resize the size of input image as 640×640×3. As we can see from Table VI, our method can reduce 33% computational cost compared with PAN. At the same time, it brings 3.1% improvements in F-measure and runs faster than PAN at least 10 FPS on CTW1500. For BOTD, although MT does not reduce the computational cost to a large extent (6%), the proposed method achieves comparable improvements in detection speed. It mainly because the CM and PMD head branch in BOTD are serial processing mode, GPU needs to compute them one by one. Therefore, after we further simplify the whole pipeline that removing the PMD head layers, the model can run faster that before a lot. All results in this paper are tested by PyTorch [40] with batch size of 1 on one 1080Ti GPU and one i7-6800k CPU in a single thread.

VII. CONCLUSION AND FUTURE WORK

In this work, we propose a real-time framework for arbitrary-shaped scene text detection. To overcome the dif-
ficulty brought by text shapes, we model the text with CM and PMD, which can cover irregular-shaped texts tightly. The network is simplified by abandoning those CNNs layers that are not related to CM, and introduce a multi-perspective feature module to improve the accuracy without any extra computational cost. Since CM is smaller than the text region, the adhesion problem is avoided naturally instead of various complicated techniques, which saves much computational-cost for text reconstruction module. Moreover, we propose a multi-factor constraints IoU maximization loss to train the whole framework, which not only enjoys a fast convergence process, but also is robust to various scales texts. With the aforementioned advantages, the proposed MT achieves excellent performance in both detection speed and accuracy on multiple public text detection datasets. Experiments demonstrate that the proposed method outperforms all state-of-the-art real-time methods by a large margin when detecting various types of texts.

In the future, we want to design a real-time text spotting model by combining our detector with recognition algorithm, such that an intelligent system can be improved. Additionally, it is desirable to propose a more efficient backbone to extract the feature with strong representation, which can further improve the model accuracy and reduce computational cost.
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