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Abstract

• Species identification errors may have severe implications for the inference of species distributions. Accounting for misclassification in species distributions is an important topic of biodiversity research. With an increasing amount of biodiversity that comes from Citizen Science projects, where identification is not verified by preserved specimens, this issue is becoming more important. This has often been dealt with by accounting for false positives in species distribution models. However, the problem should account for misclassifications in general.

• Here we present a flexible framework that accounts for misclassification in the distribution models and provides estimates of uncertainty around these estimates. The model was applied to data on viceroy, queen and monarch butterflies in the United States. The data were obtained from the iNaturalist database in the period 2019 to 2020.

• Simulations and analysis of butterfly data showed that the proposed model was able to correct the reported abundance distribution for misclassification and also predict the true state for misclassified state.
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1 Introduction

Species observations obtained from Citizen Science programs where non-professionals are involved in data collection and other scientific procedures is rapidly becoming an essential part of the knowledge base for ecological conservation. Data collected by these hobbyists has led to a massive increase in the coverage and amount of data collected. However, misclassification of this data remains a critical issue to consider when parameterizing species distribution models (hereafter noted as SDMs) based in part or fully on Citizen Science (hereafter noted as CS) data [Bird et al., 2014].

The problem of misclassification has been construed as problems of false positives and false negatives, which are two common sources of biases in biodiversity data. False positives occur when non-targeted species are reported as the species of interest [Clare et al., 2021]; and false negatives occur when targeted species are reported as non-targeted species or a species is not observed. Many approaches have been developed to account for these false positives and negatives in species distribution models [Kéry and Royle, 2020; Wright et al., 2020; Chambert et al., 2015; Royle and Link, 2006]. Out of these, very few are from multi-species distribution models [Wright et al., 2020; Chambert et al., 2018a]. However, there has been increasing literature that supports the assertion that accounting for false positives in single species models are not adequate. This holds especially in instances where the target species can be easily classified as some other species or co-occur with other species [Wright et al., 2020]. Failure to account for the false positives lead to underestimation of species ranges and biases in estimates of species occurrence or abundance [Molinari-Jobin et al., 2012].

Here we present a method to deal with misidentifications that, rather than classifying an observation as true or false positive, tries to classify an observation as the correct species. The method we present needs data with both an observation and validation. These validation data can be from Machine learning algorithms such as Artsorakel [Centre, 2022] or by human experts such as community verification for iNaturalist data [Matheson, 2014]. Although the developments in ML has led to improvements in classification of individuals reported [Willi et al., 2019; Keshavan et al., 2019; Saoud et al., 2020], they do not usually provide uncertainty in the estimates of the classification probabilities. Here we view the classifications (either by ML or community verification) as a verified data and use our method to account for the misclassification. The additional verified data makes the estimation of the misclassification probabilities identifiable like any other occupancy or abundance model [Wright et al., 2020; Chambert et al., 2015].

There are instances where observed species are recorded at a higher taxonomic level such as genus level or a different level (for example "unidentified woodpecker"). Such possibilities have not been considered in the existing model frameworks that account for misclassification in SDMs. We therefore propose a flexible and general framework that allows inter-taxonomic (mis)classification such as species - genus (mis)classification to be accounted for.

Another pending question is whether the probability of correct identification can be predicted for already reported data. Our proposed model framework makes it possible to continually update the information of the verified species...
by taking into account the estimated classification probabilities from available verified identifications. This can help in
the identification of individuals, for example, if an individual is misidentified as being well out of its range.

The aim of the present is to propose a multi-species distribution model in two parts. First, handling the misclassifi-
cation with uncertainties around them. Secondly, another part that predicts the true identity of the observed data. This
model we propose is very flexible and general in its application.

2 Methodology

2.1 Model framework

The proposed model framework assumes that each observation is of an individual with a true state (usually unknown)
and observed state ($Y$) (where the sets of possible states do not have to be the same), and for that observation there is a
verified state ($V$) which we assume to be equal to the true state.

We assume that over a given study region $D \in \mathbb{R}^2$, there are $i = 1, 2, \ldots, R$ indexed locations, where each location
has only one of the $s = 1, 2, \ldots, S$ true individuals. We also assume that these locations are the realisations of the
point pattern which is characterised by the mean intensity [Cressie, 2015]. Here we model the mean intensity $\lambda_{is}$ of the
true state $s$ as an inhomogeneous point process (PPM) which assumes that the data are dependent on the environment
covariate, or as a log-Cox Gaussian Point process (LGCP) where we assume a spatial dependency in the data [Renner
et al., 2015]. The mean intensity of the verified observations ($V$) is modelled using the inhomogeneous point process
and defined as:

$$\ln(\lambda_{is}) = \beta_{0s} + \beta_s'x,$$

where $\beta_{0s}$ is the intercept of verified state $s$, $\beta_s$ is the vector of covariate effect and $x$ is the covariate that affects the
observation of the verified (true) states.

Let $p_{is}$ be the probability of obtaining verified state $s$ at location $i$. Estimating these probabilities from the mean
intensities of the states,

$$p_{is} = \frac{\lambda_{is}}{\sum_s \lambda_{is}},$$

where $\lambda_{is}$ is given by (1).

The verified states $s = 1, 2, \ldots, S$ at location $i = 1, 2, \ldots, R$ is then a realisation from a categorical distribution
with probability $p_{is}$. This particular specification of the model for the true states is the loglinear model and can be
easily adjusted into multinomial logit model used for categorical variables (See Supplementary information 1).
Assuming we have verified data which represent the true states, each reported observation can then be seen as a draw from any of $K$ categories under consideration with a given probability. These categories could be on any taxonomic level, from the species level to the kingdom level, partial identifications or unidentified groups. For example, a set of hypothetical ornithological reportings could have four verified states: black woodpecker, pileated woodpecker, yellow-bellied sapsucker and Williamson’s sapsucker. As well as being reported at the species level, more general classifications can be used. For example, the North American Breeding Bird Survey also includes "unidentified Sapsucker", "unidentified Woodpecker", and four different Northern Flickers [Sauer et al., 2013]. An example of the classification probability (confusion matrix) is shown in Table 1.

| Verified state         | Observed state          |
|------------------------|-------------------------|
|                        | black woodpecker | woodpecker | sapsucker | unidentified woodpecker |
| black woodpecker       | 0.8                  | 0.1        | 0.1       | 0                      |
| pileated woodpecker    | 0.05                 | 0.7        | 0.2       | 0.05                   |
| yellow-bellied sapsucker | 0          | 0.9        | 0         | 0.1                    |
| williamson’s sapsucker | 0                    | 0          | 1         | 0                      |

Table 1: Example of confusion matrix that is applicable to our model.

Let $\Omega_{sk}$ be the probability that a single verified state $s \in \{1, \ldots, S\}$ is classified as category $k \in \{1, \ldots, K\}$. The probabilities across all the possible $k$ categories sum to 1. Generally, the confusion matrix for the classification can be expressed as:

$$\Omega = \begin{bmatrix} \Omega_{11} & \Omega_{12} & \cdots & \Omega_{1k} & \cdots & \Omega_{1K} \\
\Omega_{21} & \Omega_{22} & \cdots & \Omega_{2k} & \cdots & \Omega_{2K} \\
\vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\
\Omega_{s1} & \Omega_{s2} & \cdots & \Omega_{sk} & \cdots & \Omega_{sK} \\
\vdots & \vdots & \cdots & \vdots & \cdots & \vdots \\
\Omega_{S1} & \Omega_{S2} & \cdots & \Omega_{Sk} & \cdots & \Omega_{SK} \end{bmatrix}$$

(3)

where the rows correspond to the verified states $s$ and the columns correspond to the reported categories $k$.

Given which verified state was present, the reported category at location $i$, $Y_i$, is a draw from $K$ categories with probability $\Omega$.

$$Y_i|V_i \sim \text{Categorical}(\Omega_{.,k}) ,$$

(4)

where $\Omega_{.,k}$ refers to the probability of being classified as any of the $K$ categories given which verified state was present at location $i$.  
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The hierarchical likelihood of the model proposed is given as follows:

\[
\ln(\lambda_is) = \mathbf{x'} \beta \\
p_{is} = \frac{\lambda_{is}}{\sum_i \lambda_{is}} \\
V_i | p_{is} \sim \text{Categorical}(p_i) \\
Y_i | V_i \sim \text{Categorical}(\Omega_{V_i})
\]

for \(s = 1, \ldots, S\) verified states, \(k = 1, 2, \ldots, K\) reported categories and \(i = 1, 2, \ldots, R\) number of sites.

2.2 Generalisation of model framework

The proposed framework generalises the existing multi-species distribution models that account for false positives. Given our specification of model framework, our model is connected to that of [Wright et al., 2020] by using the relationship between the multinomial and the Poisson distribution [Steel et al., 1953] as well as using a species by species confusion matrix (Supplementary information 2). By extending the model proposed by [Wright et al., 2020], our model framework can also be seen as a generalisation of the works by [Chambert et al., 2018a], [Chambert et al., 2015] and [Chambert et al., 2018b].

2.3 Predicting true states abundance

The true states can also be predicted from the estimates of \(\Omega\) to check whether we obtain each true state intensity and abundance map and to explore how the relationship between the observed and true states changes with the environmental changes (which only affects the true distributions). With this result, species abundance maps for regions yet to be covered could be predicted from available CS data and the classification probabilities.

Let \(\Gamma_{iks}\) be the probability that the true (verified) state is \(s\) given that category \(k\) was observed at site \(i\). From Bayes theorem,

\[
\Gamma_{iks} = \frac{P(\text{reported}=k|\text{verified}=s) P(\text{verified}=s)}{\sum_s P(\text{reported}=k|\text{verified}=s) P(\text{verified}=s)} = \frac{\hat{\Omega}_{sk} \times \frac{\lambda_{is}}{\sum_i \lambda_{is}}}{\sum_s \left[ \hat{\Omega}_{sk} \times \frac{\lambda_{is}}{\sum_i \lambda_{is}} \right]}, \quad (5)
\]

where \(\hat{\Omega}_{sk}\) is the estimated probability of reporting category \(k\) given the verified state \(s\) and \(\hat{\lambda}_{is}\) is the estimate mean intensity of the verified state for \(s = 1, 2, \ldots, S\) verified species, \(k = 1, 2, \ldots, K\) reported category and \(i = 1, 2, \ldots, R\) indexed sites.

The predicted true states can be chosen as the species with the maximum of the probability \(\Gamma_{iks}\) for all verified states \(i = 1, 2, \cdots, S\). Alternatively, the true states can be simulated from Categorical distribution with probability
\((\Gamma_{k,j})\) for the reported categories \(k = 1, 2, \cdots, K\) at location \(j\). Thus, the predicted true state depends on the estimates of \(\Omega\) and the predicted mean intensity of each state at the location \(j\).

### 2.4 Simulation Study

To demonstrate how our model works and its use in prediction, we performed a simulation study for \(S = 3\) verified states and \(K = 4\) reported categories over \(R = 400\) indexed sites. A single covariate was used and was generated uniformly over the domain \([-1, 1]\). The true intensity was simulated from equation (1). The intercept of the model for the three verified states were chosen as \(\beta_{01} = -1\), \(\beta_{02} = 1\), and \(\beta_{03} = 0\). The environmental covariate effect for each verified state was chosen as \(\beta_{11} = 2\), \(\beta_{12} = 0\) and \(\beta_{13} = -2\). The intercept and covariate effect for the three verified states were carefully chosen such that they have a sum to zero constraint, and all species would have a location where they are more probable to occur. The range of covariate values with the probability of observing a verified (true) state \(i\) from our parameter values chosen is shown in Figure 1.

![Figure 1: Probability of verified (true) states from the simulation study parameter choices over the given covariate domain.](image)

The confusion matrix used for the simulation study is presented in Table 2. The values were chosen such that it is impossible to misclassify state 3 as category 1 or 2.

\[
\begin{array}{c|cccc}
\text{Verified states} & 1 & 2 & 3 & 4 \\
\hline
1 & 0.7 & 0.05 & 0.13 & 0.12 \\
2 & 0.10 & 0.80 & 0.05 & 0.05 \\
3 & 0 & 0 & 0.9 & 0.10 \\
\end{array}
\]

**Table 2:** The classification probabilities (confusion matrix) used in the simulation study.
The simulation was repeated 1000 times, and for each run the true intensity was simulated using the same parameters as defined above. This was done to ensure that the results analysed would not be due to randomness.

2.4.1 Fitting the model and estimating the parameters

The model was fitted with MCMC using the Bayesian modelling framework. All the analyses were done using R software [Chambers, 2008]. The mcmc was run with the nimble package [de Valpine et al., 2017]. The priors for $\beta_0$ and $\beta_1$, for $i = 1, 2, \ldots, S$ states were chosen from a normal distribution with mean 0 and standard deviation of 1, i.e. $\beta_0 \sim N(0, 1)$ and $\beta_1 \sim N(0, 1)$. The priors of the confusion matrix ($\Omega$) were chosen from the Dirichlet distribution with parameter alpha equal to 1.

The chains were run for $5 \times 10^5$ number of iterations for 3 chains, and the first $2 \times 10^5$ iterations were chosen as the burn-in. The fitted model was ignored when the model did not converge (looking at trace plots and with a Gelman statistic value greater than 1.04 [Brooks and Gelman, 1998]), showed an error in the running of the model as well as having a small effective sample size. The convergence was done with the ‘ggmcmc’ package [Fernández-i Marín, 2016] in R.

To check how well we estimated the parameters in the model, the model parameters $\beta_0$, $\beta_1$ and $\Omega$ were evaluated by estimating the root mean squared error (RMSE) and coverage of the estimated parameters. Better results would be parameters with lower RMSE and higher coverage. The results were presented with the ’ggplot’ package [Wickham et al., 2016] in R.

2.5 Application to data

We demonstrate application of the model using a butterfly dataset that was downloaded from iNaturalist. iNaturalist is a Citizen Science platform that hosts over ninety million occurrence observations with well over a million observers (Website https://www.inaturalist.org/ visited on 18th March 2022). Observers collect occurrence records and upload their observations with images, sounds and other valuable information that allow for verification [Matheson, 2014]. The species name provided by the observer is known as the species guess or reported species. The observations reported goes through a community verification, and is accepted when two-thirds of users verifying the observation agree upon the taxon identification [Ueda, 2020]. Community verified observations are termed "research grade", and we will in the following refer to these observations as the true species. Observations without community verification are termed as "needs id".

The butterfly data used for the demonstration was collected from United States of America in the period from 2019 to 2020. Specifically we selected the butterfly species: the viceroy (Limenitis archippus), the queen butterfly (Danaus gilippus) and the monarch butterfly (Danaus plexippus). Any other species apart from Limenitis archippus in the genus
Limenitis was re-coded as ”other Limenitis”, other species in the Danaus genus was also re-coded as ”other Danaus” and any other species outside these species categories were denoted as ”other”. The distribution of the species to be analysed are presented in Figure 2.

![Figure 2: The subset of the butterfly dataset downloaded from iNaturalist used for the analysis. The data are faceted according to the true species name and coloured according to the reported category.](image)

Climatic factors such as precipitation, temperature and elevation of the area are major drivers behind the population dynamics of the North American Monarch butterfly [Brym et al., 2020]. The butterfly has an annual multigenerational migration cycle and for every fall, those at the Rocky Mountains travel great distances to the summer breeding grounds, where most of them aggregate [Culbertson et al., 2022]. Culbertson et al. [2022] noted that climatic changes affects this migration as Zipkin et al. [2012] adds that this is a major driver in its population dynamics. The queen butterfly and viceroy butterfly are co-mimics and have great resemblance because of their patterns [Prudic et al., 2019, Ritland, 1991]. This suggests that the abundance of one of them affects the other in the location.

We developed a spatial model where we used elevation from the Bioclim data in the raster package [Hijmans et al., 2013], month, number of agreements and number of disagreements as covariates. The true intensity of the verified species were estimated using INLA [Rue et al., 2019] and the classification probabilities in nimble [de Valpine et al., 2017]. The details can be found in the code in the Supplementary information.

The true species for the data that needed verification in 2019 was predicted by retrieving the species with the highest posterior predicted probability. Butterfly data for the states of Florida, Montana, Minnesota, Wisconsin, Illinois and Indiana in 2020 were selected and the true species for both the data that needed verification and those with community verification were predicted by retrieving the species with the highest posterior predicted probability.
3 Results

3.1 Simulation study

3.1.1 Intensity of verified states

Table \[3\] presents the estimates of the parameters from the 1000 simulations summarised by using the median, root mean square error (RMSE) and the coverage. The contrast in the estimates, using state 1 as the reference state, were less biased with a small root mean square error and high coverage as can be observed from Table \[3\]. This is what we expected considering that the multinomial logit regression was used for the verified states.

| Parameters          | True value | Estimate | RMSE   | Coverage |
|---------------------|------------|----------|--------|----------|
| $\beta_{02} - \beta_{01}$ | 2          | 1.89     | 0.046  | 0.94     |
| $\beta_{03} - \beta_{01}$ | 1          | 0.91     | 0.058  | 0.96     |
| $\beta_{12} - \beta_{11}$ | -2         | -1.76    | 0.058  | 0.97     |
| $\beta_{13} - \beta_{11}$ | -4         | -3.67    | 0.1471 | 0.91     |
| $\Omega_{11}$      | 0.7        | 0.69     | $3.8 \times 10^{-3}$ | 0.94     |
| $\Omega_{21}$      | 0.10       | 0.10     | $3.63 \times 10^{-4}$ | 0.95     |
| $\Omega_{31}$      | 0.00       | 0.00     | $1.6 \times 10^{-9}$  | -        |
| $\Omega_{12}$      | 0.05       | 0.05     | $8.26 \times 10^{-4}$ | 0.92     |
| $\Omega_{22}$      | 0.80       | 0.79     | $6.66 \times 10^{-4}$ | 0.96     |
| $\Omega_{32}$      | 0.00       | 0.00     | $1.60 \times 10^{-9}$ | -        |
| $\Omega_{13}$      | 0.13       | 0.13     | $1.84 \times 10^{-3}$ | 0.96     |
| $\Omega_{23}$      | 0.05       | 0.05     | $2.21 \times 10^{-4}$ | 0.95     |
| $\Omega_{33}$      | 0.90       | 0.9      | $7.28 \times 10^{-4}$ | 0.97     |
| $\Omega_{14}$      | 0.12       | 0.12     | $1.99 \times 10^{-3}$ | 0.93     |
| $\Omega_{24}$      | 0.05       | 0.05     | $2.09 \times 10^{-4}$ | 0.96     |
| $\Omega_{34}$      | 0.10       | 0.10     | $7.13 \times 10^{-4}$ | 0.97     |

*Table 3: True values and posterior summaries of estimates of parameters from the simulation study. There are no coverage values for $\Omega_{31}$ and $\Omega_{32}$ because the true value can never be within the confidence interval. All the results are converted to two decimal places.*

3.1.2 Classification probabilities

Table \[3\] provides estimates of the parameter of interest, the classification probabilities ($\Omega$). The estimates of classification probabilities were almost unbiased with a small root mean square error and higher coverage for most cases. Even though we obtained relative abundances for the verified states as discussed above, the model proposed provides precise and accurate estimates of the classification probabilities. This suggests that the estimation of the classification probabilities is somewhat independent of the model for the intensity or verified species. So one can estimate the classification probability precisely and accurately for any given distribution model the verified species takes.
3.1.3 Predicting the verified states

As explained in Section 2 above, the true verified states can be predicted from the reported states and the classification probabilities. The posterior probability of verified states \( s \) given the reported category is shown in Figure 3, for \( i = 1, 2, 3 \) and \( K = 4 \) categories.

![Figure 3: The figure shows the predicted posterior probability of observing verified states given that reported category is a) category 1, b) category 2, c) category 3 and d) category 4. The green shaded colour shows the region of coverage for the posterior probability of species 1, red colour for species 2 and blue colour for species 3.](image)

The results in Figure 3 showed that the posterior probability of identifying any of the verified states depends on the location of the state as well as the misclassification probabilities. For example, assuming that category 1 is reported, the posterior probability curve of the state 1 was shifted down since it has a higher probability of being the true state over the entire covariate range and suggesting an impossibility for the reported category to be verified state 3 (from Figure 3a), even for regions where true state 3 was higher in the true simulation in Figure 1. Similar deductions can be made when categories 2, 3 and 4 were reported.

3.2 Data Application

The results for the classification probabilities and the parameters of the model are presented in the Supplementary information. Although the viceroy and the queen are co-mimics [Ritland, 1991], the misclassification for reporting viceroy as queen butterfly and the converse was negligible, suggesting that the citizen scientists were able to distinguish between them.
Figure 4: Percentage of correct classification for the data that needed verification in 2019 (“need id 2019”) and 2020 (“need id 2020”) and those with research grade in 2020 (“research 2020) before (deep blue colour) and after (light blue colour) the posterior prediction of the true species. The percentages for each category are presented in their corresponding bars.
The proportion of correct classification for the true species identity that needed verification in 2019 increased from 70.73% before prediction to 100% after the posterior prediction with the model, as can be seen from Figure 4. The proportion of correct classification for the species that needed verification in 2020 increased from 66.67% before prediction to 100% after the prediction (Figure 4). For the data with verified true species identity, there was a 0.5% increase from prediction using our model (Figure 4).

4 Discussion

The current study has provided a general framework to account for misclassification in the multi-species distribution models. The model can be used to predict the true species, and how this prediction depends on the misclassification probabilities and the actual distribution.

The simulation study demonstrated that if we think we have observed a species that is difficult to identify, what it actually is will depend on where we observe it. This matches the behaviour of ornithologists when asked to identify a bird from a photo: their first question is usually “where was the photograph taken?” (GrrlScientist, pers. comm)

With the model for the true intensity (equation (1)) being a multinomial logit model, the model returned the contrasts of the estimates of the parameters relative to a reference species. Thus, any model that is assumed for the generation of the verified states, such as point processes, etc as well as any model for estimating the ecological parameters such as joint species distribution models should be feasible for this framework.

Following from the argument in the previous paragraph, the model framework proposed here can be used to identify probable misidentifications, by flagging observations that are improbable of being correctly classified. Our simulation study showed that in real word situations, if the species are relatively likely to occur in a region, the posterior probability favours the species with the highest classification in that reported category, and the vice versa. Thus we can not only flag that a species may be misidentified (if the identification has a low probability of being correct), but we can also suggest the correct identification. With the large number of observations coming into data portals such as iNaturalist, a model such as ours can form the basis of automated screening of observations, to identify those which might need manual checking.

Our simulation study stressed on the importance of accounting for misclassification in multi-species models just as was noted in previous literature [Kéry and Royle, 2020, Chambert et al., 2015]. The posterior predicted probability for the reported states heavily relies on the weights from the misclassification probability. Failure to account for that would mean our posterior probability would be the same as the probability of the verified state. This would lead to the underestimation of the prediction of the ranges of the coverage and possibly abundance in the verified states [Molinari-Jobin et al., 2012].

The model framework proposed does not just account for misidentifications, but identifications at different tax-
onomic levels. This implies that CS data analysts can make use of more data, especially when the data have some missing identifications for a taxonomic level, which will sometimes be more informative. We have shown that our model can improve an identification based on the location, for example, an unidentified butterfly from our data is unlikely to be a queen butterfly if it is observed in Wisconsin, because queen butterfly is not found in that state.

Our model showed a 29\% increase in the number of correct identifications for the data that needed verification in 2019, 33\% increase in the number of correct identifications for the data that needed verification in 2020 and a non-significant increase in 2020 for data with community verification. Although the queen and viceroy butterflies have a greater resemblance between their ventral patterns and co-mimic each other [Ritland, 1991], citizen scientists appeared to be able to correctly classify these two species for all the months. Although the model proposed was able to predict the true species given the reported category to a higher degree, we suggest that the community verification is a necessity to get the true species information.

The model framework is flexible and can be generalised into any joint species distribution models. Although we use a point process model for the true distribution, our misclassification model can be plugged into similar model that estimates either abundance or incidence. And because our model does not assume the true states are the only possible reported states, it allows for a lot of flexibility in what is reported (for example, it could be developed to take DNA sequences and match them to species). This will make it possible to analyse Citizen Science data alongside other data sources to account for misclassification at any level in the data collection process.
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