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Introduction
Assessing an autonomous robot’s fitness for a task requires human supervisors or users to know how well-suited the underlying ‘ingredients of autonomy’ are for meeting their expectations, in spite of imperfect and uncertain information available at both design time and deploy time (Muir 1994; Israelsen and Ahmed 2019). Since such stakeholders are not expected to be experts in such matters, robots must close this loop in a readily accessible way—much as delegated autonomous human subordinates are expected to interact with their supervisors (Miller 2014). It is thus important for robots to be able to identify the limits of their competency (Hutchins et al. 2015; Israelsen et al. 2020), i.e. proficiency (Gautam, Crandall, and Goodrich 2021). We address the challenge of doing this in a general algorithmic way.

As an analogy: consider how a correctly tuned Kalman filter can be trusted to ‘know’ its true state estimation error statistics through the computed state error covariance matrix, such that the assumed approximate filtering distribution model is statistically validated by truth model simulations and correctly fits actual sensor data (Bar-Shalom, Rong Li, and Kirubarajan 2001). A robot with a correct sense of ‘algorithmic self-trust’ could also be similarly trusted to assess its own limitations on a task — provided the self-trust measure truly reflects how well the robot’s underlying functionality (with all its attendant models, data, assumptions, algorithms, and other approximations of reality) fits the task. Given that many algorithmic approaches for decision-making under uncertainty are based on probabilistic models and reasoning methods (Kochenderfer 2015), we argue that these quantitatively rich components provide ample opportunity to rigorously extend this analogy and develop concrete self-trust assessment methods for broad problem classes. Specifically, such models and methods admit readily computable and interpretable stochastic meta-analyses for determining where they are expected to break down/remain valid and exceed/deceed desired task performance specs.

We summarize our efforts to date in developing these ideas to build a framework for generating succinct human-understandable competency self-assessments in terms of machine self-confidence, i.e. a robot’s self-trust in its functional abilities to accomplish assigned tasks. Whereas early work explored machine self-confidence in ad hoc ways for niche applications (Hutchins et al. 2015; Kuter and Miller 2015; Sweet et al. 2016; Zagorecki, Kozniewski, and Druzdzel 2015; Kaipa, Kankanhalli-Nagendra, and Gupta 2015), our Factorized Machine Self-Confidence (FaMSeC) framework introduces and combines several aspects of probabilistic meta-reasoning for algorithmic planning and decision-making under uncertainty to arrive at a novel set of generalizable self-confidence factors, which can support competency assessment for a wide variety of problems.

Factorized Machine Self-Confidence
As shown in Fig. 1 FaMSeC represents and computes self-confidence factors through functions that score different parts of an autonomous planning agent’s decision-making process. The combined set of self-confidence factors provide a meta-analysis of how operations and approximations inherent to the agent’s decision-making process are expected to impact its overall task performance. As with the self-confidence reporting strategy developed in (Hutchins et al. 2015), the factors ideally encode an expert designer’s assessment of the reliability and suitability of an autonomous decision-making system for completing a task, accounting for variations and uncertainties in task specification, context, environment, and system implementation. FaMSeC’s novelty is that it allows autonomous decision-makers to automatically generate self-confidence assessments from infor-
information already available from setting up/solving the task at hand. Thus, unlike [Hutchins et al. 2015], experts are not needed to assign self-confidence values a priori for every possible scenario that the decision-maker could encounter. Each factor $x_i$ can be mapped onto an arbitrary scale, e.g. $L_{x_i}$ to $U_{x_i}$, for the sake of discussion, where $L_{x_i}$ gives a shorthand indication of ‘complete lack of confidence’ (i.e. some aspect of task falls completely outside competency boundaries), and $U_{x_i}$ indicates ‘complete confidence’ (i.e. all aspects of task are well within competency boundaries). The scales for each factor need not all be the same as long as a clear ‘confidence directions’ can be established for each.

**Summary of Results to Date and Ongoing Work**

Aitken et al. (2016) considers five general self-confidence factors for algorithmic planning and decision-making (Fig. 1 left), which could also be combined to produce a total self-confidence score that acts as a simple shorthand signal for users and then parsed further as needed. These five factors are not necessarily exhaustive and are primarily aimed at meta-analysis of decision-making prior to the execution of a particular task, e.g. other self-confidence factors could be included to account for in situ and post hoc analyses. To date, two ‘downstream’ FaMSeC factors of the five – Outcome Assessment ($x_O$) and Solver Quality ($x_Q$) – have been studied, under the assumption that ‘upstream’ factors are fixed at ‘ideal’ confidence levels (e.g. as if user intent perfectly understood, models perfectly describe task, etc.). $x_O$ assesses the inherent difficulty of a specified task instance relative to the available plan (or policy) produced by the decision-making algorithm instance (solver) and known set of user expectations. $x_O$ assesses the ability of the given decision-making algorithm instance to arrive at a solution that completely satisfies known task objectives.

An approach for computing $x_O$ was developed in Aitken et al. (2016) for infinite horizon MDPs. It relies on comparing the achievable cumulative actual reward value $R_\infty = \sum_{k=0}^{\infty} R_k$ earned via following an optimal policy $\pi^*$ (where $R_k$ is the task reward at time step $k$). The approach quantifies how much probability mass lies to the right vs. left of a user-specified reference minimally acceptable cumulative reward value $R_\text{ref}$, which defines a lower-bound on acceptable task performance expectations, e.g. $R_\infty = 0$ means any reward greater than 0 is acceptable. The ratio of expected exceedance to deceedance relative to $R_\infty$ forms the basis for $x_O$-based competency assessment, i.e. the degree to which $R_\infty$ exceeds (deceeds) $R_\text{ref}$ with a positive (negative) margin directly translates to higher (lower) task confidence. This is captured by the upper partial moment/lower partial moment ratio statistic (UPM/LPM) (Kong 2006). Since the UPM/LPM may be unbounded, it is also logistically transformed, scaled, and then to some desired $[L_{x_O}, U_{x_O}]$ range, e.g. $[-1, +1]$, to facilitate interpretability. Fig. 2 illustrates the behavior of $x_O$ in three different example MDP-based value iteration planning scenarios. In ‘Environment (a)’, all of the probability mass in $p(R_\infty)$ is left of $R_\text{ref}$, resulting in $x_O = -1$. In (b) and (c), $x_O$ changes sign due to higher probability mass being left or right of $R_\text{ref}$, indicating how well a task matches demanded competency limits.

A method for assessing $x_Q$ was developed in Israelsen et al. (2020). Inspired by learning techniques for empirical hardness modeling (Leyton-Brown, Nudelman, and Shoham 2009), it relies on learning a surrogate model for figures of merit of ‘trusted’ solver (i.e. an offline ‘kitchen sink’ or gold-standard method) on a given task in different known environment and task configurations, and then using this model to compare to figures of merit obtained online for a deployed (likely sub-optimal and resource-constrained) ‘candidate’ solver in an arbitrary task setting. The comparison may be performed using any surrogate model learning technique (Gaussian processes, deep neural nets, etc.) and any easily computable figures of merit for determining the ‘quality’ of a planning solution, e.g. expected cumulative rewards or total reward distributions at solution convergence. As with $x_O$, higher/lower $x_Q$ confidence scores for a given task instance correspond to the degree to which the candidate solver’s figures of merit exceed/decends those predicted by the trusted solver’s surrogate model.

Using a simulation of the delivery task in Fig. 2 Israelsen et al. (Israelsen 2019) conducted a large ($N = 255$ person) study of compensated MTurk users to assess whether $x_O$ and $x_Q$ reports (provided as Likert values mapped from numerical scores) could improve supervisory performance (measured by total delivery score and time spent on multiple tasking instances) and self-reported trust (measured by follow up surveys). Users had to decide only whether to dispatch the truck or not on 40 randomly assigned tasking instances, based on self-confidence reports. Using a between subjects design for the different self-confidence reporting cases, analysis of the data revealed that the presence of either/both FaMSeC factors had strong positive effect on cumulative score, a weaker positive impact on self-reported trust, and a negligible impact on decision making time. Besides developing computable metrics for the remaining factors ($x_M$, $x_I$, $x_P$), ongoing work includes: (i) extending $x_O$ to both non-reward based generalized outcome assessments formulated in terms of task-relevant outcome semantics and to learning-based ‘black-box’ world models (e.g. deep neural nets) (Conlon et al. 2022); (ii) impact of competency report communication in relation to different problem scenarios; and (iii) adaptation to perception and other reasoning problems.
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