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ABSTRACT
Online tree-based search algorithms iteratively simulate trajectories and update action-values for a set of states stored in a tree structure. It works reasonably well in practice but fails to effectively utilise the information gathered from similar states. Depending upon the smoothness of the action-value function, one approach to overcoming this issue is through online learning, where information is interpolated among similar states; Policy Gradient Search provides a practical algorithm to achieve this. However, Policy Gradient Search lacks an explicit exploration mechanism, which is a key feature of tree-based online search algorithms. In this paper, we propose an efficient and effective online search algorithm called Exploratory Policy Gradient Search (ExPoSe), which leverages information sharing among states by updating the search policy parameters directly, while incorporating a well-defined exploration mechanism during the online search process. We evaluate ExPoSe on a range of decision-making problems, including Atari games, Sokoban, and Hamiltonian cycle search in sparse graphs. The results demonstrate that ExPoSe consistently outperforms other popular online search algorithms across all domains. The ExPoSe source code is available at https://github.com/dixantmittal/ExPoSe.
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1 INTRODUCTION
Online search algorithms have shown good performance on complex search problems such as Chess [36] and Go [35]. Monte Carlo Tree Search (MCTS) is a popular online tree search algorithm that builds a tree structure to maintain a Monte Carlo average of Q-values by simulating different scenarios from the input state. Some variants of MCTS, like Upper Confidence bound applied to Trees (UCT) [19], use a best-first search approach to explore regions of the search tree that could potentially return better rewards. UCT achieves this by adding an exploration bonus to the Q-values of the state-action nodes based on their visitation counts while selecting an action during the simulation phase. This encourages exploration by occasionally prompting it to choose a less-visited child node.
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directly updating the learnt policy parameters using policy gradient 
methods.

After conducting experiments, we observe that ExPoSe outper-
forms PGs when exploration is incorporated into the policy gradient 
search. However, there are still two issues that need to be addressed 
to further improve the agent’s performance. The first issue is re-
lated to the fact that the trajectory is generated using a simulation 
policy, which differs from the target policy being learned due to 
the addition of an exploration term. This difference can lead to 
icorrect gradient computation if we use policy gradient methods, 
such as REINFORCE [41]. To address this issue, we use importance 
sampling to correct the off-policy evaluation and obtain an unbiased 
estimate of the gradients. The second issue is that policy gradient 
methods, like REINFORCE, suffer from high variance due to the 
stochastic nature of the policy. To reduce the variance of the policy 
gradients while being unbiased, we use a baseline term. The value 
estimate of each state in the trajectory can serve as an effective 
baseline and can be used to construct an advantage while comput-
ing the policy gradients. This technique generally works well in 
practice. Fortunately, the tree structure used in ExPoSe enables us 
to efficiently compute the value estimates of a state from its subtree 
by using the Bellman equation.

In our empirical study, we investigate the efficacy of incorpo-
rating these key ideas from tree-based and gradient-based search 
methods on a wide range of decision-making problems, includ-
ing popular goal-based problems like Sokoban, Hamiltonian cycle 
search in sparse graphs, and grid navigation, as well as image-based 
games in the Atari 2600 test suite. We find that ExPoSe consistently 
outperforms existing online search algorithms on all the domains, 
demonstrating its ability to leverage the strengths of tree-based and 
gradient-based search methods to enhance the agent’s performance. 
These results indicate the potential of ExPoSe as a general-purpose 
online search algorithm for a variety of complex decision-making 
problems.

2 BACKGROUND

2.1 Markov Decision Process

Many real-world tasks can be formulated as Markov decision pro-
cesses (MDPs), where the agent interacts with the environment 
by choosing a sequence of actions to reach the goal. In MDPs, the 
agent observes a state described by a collection of variables that 
provide relevant details for action selection. Given a state, the agent 
chooses an action determined by a policy π, which is a function 
that maps every state s to the state space to an action a and receives 
a feedback reward r from the environment. A value function \( V^\pi(s) \) 
represents the expected sum of all rewards the agent accrues by fol-
lowing a policy \( \pi \) when starting from state \( s \). Similarly, a Q-function 
(or action-value function) \( Q^\pi(s,a) \) represents the expected sum of 
rewards obtained when the agent chooses the action \( a \) in the state 
\( s \) but follows the policy \( \pi \) in the subsequent states until the episode 
terminates. To solve the MDP, the agent has to find a policy \( \pi^* \), 
which maximises the value function \( V^\pi(s) \) for all states \( s \), i.e.,

\[
\pi^* = \arg \max_\pi V^\pi(s)
\]

In general, finding the optimal policy for all the states is a chal-
 lenging problem in an MDP with a large state space. Therefore, agents

solving such MDPs are often assisted by online search methods, 
such as UCT [19] and branch-and-bound [21] search. These on-
line search methods are designed to help the agent determine an 
approximately optimal action for a given state.

2.2 Monte Carlo Tree Search

Monte Carlo Tree Search (MCTS) is an online tree-based search 
algorithm that improves the policy by iteratively simulating tra-
jectories and expanding the search tree towards a more promising 
search space. Each tree node represents a state, and the root node 
represents the input state for which the agent has to output an 
action. The children of any node in the tree represent the states 
that are reachable from that node by taking a single action re-
presented by the corresponding branch. In every iteration, MCTS 
performs the following operations in order: selection, initialisa-
tion and backup. This process is repeated until termination, determined 
by either a fixed number of search iterations or a maximum search 
time allocated for each step. At the end of the search process, the 
agent chooses the action corresponding to the highest action-value 
at the root node.

The selection phase in MCTS is flexible and has been modified 
to create different variants, such as UCT [19] or PUCT [29]. These 
variants usually differ in their exploration mechanism and have 
achieved good performances in different problems.

2.2.1 Selection.

During the selection phase, the agent uses a tree simulation policy 
to traverse a path from the root node to a leaf node in the search 
tree. The tree simulation policy uses various node statistics for a 
given node, such as a Monte Carlo average of Q-values or visitation 
counts, to select an action. Tree simulation policies may also include 
a bonus term favouring actions that are likely to have the highest 
Q-value but are selected less frequently. UCT, for example, uses the 
UCB1 [19] formulation to add an exploration bonus \( U(s,a) \) to the 
estimated Q-values \( Q(s,a) \). More precisely, \( U(s,a) \approx \sqrt{\frac{\log N(s)}{N(s,a)}} \), 
where \( N(s) \) is the number of times the agent has visited the node 
\( s \), while \( N(s,a) \) is the number of times the agent has chosen the 
action \( a \) at node \( s \). On the other hand, PUCT uses a policy \( \pi_0 \), 
which is learnt offline, to scale the exploration bonus added to the 
Q-value corresponding to action branch \( a \) by \( \pi_0(a|s) \), i.e., \( U(s,a) \approx \pi_0(a|s) \) \( 1 + \frac{N(s,a)}{N(s,a)+1} \). The agent uses the tree simulation policy until it reaches 
a leaf node.

2.2.2 Expansion.

The leaf node encountered at the end of the selection phase is 
expanded by adding its children to the search tree. These new nodes 
are initialised with a prior value estimate given by an offline learnt 
value function approximator. After adding these nodes to the tree, 
a rollout trajectory is played using a rollout policy from the leaf 
node to get an unbiased estimate of its value. Usually, the rollout 
policy is trained offline on a large data set to get a better estimate 
of the node’s value. However, some variants, like AlphaGo [35], may 
use a faster but less accurate policy to perform the rollout.

2.2.3 Backup.

After completing the rollout from the leaf node, the rollout value is
propagated upwards to update the Q-value estimates along the path to the root. The common variants of MCTS maintain a Monte-Carlo average of the Q-values for each node and can trivially incorporate the new rollout value into the average. Some variants may also maintain an empirical variance of the observed rollout values, which could be used to compute the upper confidence bound during the simulation phase.

### 2.3 Policy Gradient Search

Policy Gradient Search (PGS) is an online gradient-based search algorithm that iteratively improves a simulation policy, parameterised by $\theta$, using policy gradient methods. Each iteration starts from the root and uses a simulation policy to simulate a trajectory. We define an objective function $J_\theta(\tau)$ that measures the policy’s performance based on the rewards obtained from the trajectory $\tau$ i.e.: 

$$J_\theta(\tau) = \mathbb{E}_{\tau \sim \pi_\theta(\tau)} r(\tau)$$

where $r(\tau)$ is the sum of rewards obtained for the trajectory $\tau$. Given this objective function, we can compute the gradient of the policy parameters using policy gradient methods, such as REINFORCE [41], and update the policy parameters using an optimiser such as stochastic gradient descent. The parameter update is given by:

$$\theta \leftarrow \theta + \alpha \frac{1}{N} \sum_{i=1}^{N} \left[ \sum_{t=1}^{T} \nabla_\theta \log \pi_\theta(a_t | s_t) \sum_{t'=1}^{T} r(s_{t'}, a_{t'}) \right]$$

where

- $\pi_\theta$: parameterised policy with parameters $\theta$,
- $\sum_{t=1}^{T} r(s_{t'}, a_{t'})$: sum of rewards for trajectory $\tau$,
- $s_t$ and $a_t$ are the state and the action respectively at timestep $t$ in trajectory $\tau$.

Policy Gradient Search maintains the values observed from simulations at the root node and uses PUCT-type formulation to select the root action $a_{\text{root}}$ at root node $s_{\text{root}}$ i.e.

$$a_{\text{root}} = \arg \max_a \left[ Q(s_{\text{root}}, a) + c \pi(a | s_{\text{root}}) \sqrt{\frac{N(s_{\text{root}})}{1 + N(s_{\text{root}}, a)}} \right]$$

However, the subsequent actions are sampled from the simulation policy only.

Neural Networks are commonly used to approximate policy in gradient-based search. However, due to the high computational cost of backpropagation, PGS calculates gradients for only the policy head parameters. Additionally, Anthony et al. [1] recommend freezing earlier layers to reduce the FLOPS required for the backward pass, resulting in the parameter optimisation step being computationally insignificant compared to other search operations.

### 3 EXPLORATORY POLICY GRADIENT SEARCH

Both tree-based and gradient-based online search algorithms improve the agent’s performance when combined with offline learnt prior policy and value functions. We identify and empirically verify that the key properties that improve the performance of these methods are complementary to each other. These properties are:

1. Interpolation of the updated search information across the state space helps in adapting the search policy for similar states.
2. A well-defined exploration mechanism that can efficiently balance the exploration-exploitation trade-off is important for the online search.

Along the same lines, we propose an efficient and effective search method named Exploratory Policy Gradient Search (ExPoSe). ExPoSe iteratively simulates trajectories from the input state using a simulation policy and directly updates the parameters of the search policy using policy gradient methods, effectively interpolating the information obtained from the simulated trajectories across the state space. Moreover, it maintains a tree structure that stores state statistics, like visitation counts and the value estimate of a state, of all the states encountered during the simulation. ExPoSe uses a visitation counts-based exploration incentive that encourages the simulation policy to discover new states during the search. Additionally, the tree structure allows a better estimation of the state values using the Bellman equation, which can be used to reduce the variance in policy gradient methods. We discuss ExPoSe in detail in the following sections.

### 3.1 Policy Gradients

The overall structure of ExPoSe is similar to PGS (Section 2.3). ExPoSe iteratively simulates trajectories from the input state using a simulation policy, $\phi_{\text{sim}}(s,a)$, which is a combination of a parameterised policy network $\phi_\theta(s,a)$ and an exploration term (defined in Section 3.2). After each simulation, the information obtained from the trajectory $\tau$ is used to optimise the objective function $J_\theta(\tau)$ by computing gradients for the parameters $\theta$ of the policy network $\phi_\theta(s,a)$ using REINFORCE i.e.

$$\nabla_\theta J(\tau) = \mathbb{E}_{\tau \sim \pi_\theta(\tau)} \left[ \sum_{t=1}^{T} \nabla_\theta \log \pi_\theta(a_t | s_t) \sum_{t'=1}^{T} r(s_{t'}, a_{t'}) \right]$$

where

- $J_\theta(\tau)$: objective function to compute policy gradients.
- $\tau$: sequence of state action pairs i.e. $\tau = (s_1, a_1, ..., s_T, a_T)$.
- $r(s_{t'}, a_{t'})$: rewards obtained at timestep $t$.
- $\pi_\theta$: normalised probability i.e. $\pi_\theta(a | s) = \frac{\exp(\phi_\theta(s, a))}{\sum_a \exp(\phi_\theta(s, a))}$

Since we have a limited search budget, we set $N = 1$ and use a single trajectory $\tau$ to approximate the expectation. Hence, we can simplify the equation

$$\nabla_\theta J(\tau) = \sum_{t=1}^{T} \nabla_\theta \log \pi_\theta(a_t | s_t) \sum_{t'=1}^{T} r(s_{t'}, a_{t'})$$

Correspondingly, the policy network parameters $\theta$ can be updated using the gradient ascent algorithm.

$$\theta \leftarrow \theta + \alpha \left[ \sum_{t=1}^{T} \nabla_\theta \log \pi_\theta(a_t | s_t) \sum_{t'=1}^{T} r(s_{t'}, a_{t'}) \right]$$

where $\alpha$ is the tunable learning rate.

We repeat this process of iterating through simulation and policy optimisation until we exhaust the search budget. Since we optimise
the policy parameters directly using REINFORCE, the updated information is reflected on the policy determined by \( \phi_\theta(s, a) \) for every state \( s \) in the state space.

### 3.2 State-based Exploration

Policy Gradient Search’s major drawback is the inherent lack of a well-defined exploration mechanism. Larra et. al. [20] suggests a simple way to induce exploration in the policy by adding entropy regularisation in equation 3. However, entropy regularisation is state-agnostic and induces exploration by increasing the randomness in the policy throughout the state space, which may not be desirable. We suggest and empirically verify that a better way to balance the exploration-exploitation trade-off is to use a principled approach based on state statistics like visitation counts. We take inspiration from UCB1 [19] and propose to augment the simulation policy used in ExPoSe with a state-based exploration term \( E(s, a) \), for a state \( s \) and corresponding action \( a \), which is inversely proportional to the visitation count \( N(s, a) \), i.e., \( E(s, a) = \frac{1}{1 + N(s, a)} \), where \( c \) is a tunable hyperparameter. ExPoSe maintains the visitation counts \( N(s, a) \) of all the state-action pairs encountered during the simulations. The simulation policy at any state is derived by combining the logits \( \phi_\theta(s, a) \) predicted by the parameterised policy network and the exploration term \( E(s, a) \) as follows:

\[
\phi_{sim}(s, a) = \phi_\theta(s, a) + E(s, a)
\]

\[
= \phi_\theta(s, a) + \frac{c}{1 + N(s, a)}
\]

We apply the softmax operation over the logits \( \phi_{sim}(s, a) \) to get the normalised simulation policy distribution \( \pi_{sim}(a|s) \) i.e.

\[
\pi_{sim}(a|s) = \frac{\exp(\phi_{sim}(s, a))}{\sum_a \exp(\phi_{sim}(s, a))}
\]

We sample actions from this normalised simulation policy distribution to simulate a trajectory. The exploration term encourages less frequently selected actions to be sampled with higher probability, which leads to the exploration of new state space. Furthermore, the exploration term for a certain state-action pair decreases as its visitation count increases, allowing for an efficient transfer from exploration to exploitation.

### 3.3 Importance Sampling

If the trajectory \( \tau \) is generated using the exploration-induced simulation policy \( \pi_{sim}(a|s) \), the policy gradient computed in equation 2 is biased because it is being computed off-policy, i.e. the policy used to generate the trajectory is different from the parameterised policy used to compute policy gradients. However, we can fix this issue and compute an asymptotically unbiased estimate of the gradients using importance sampling. Let us assume that the simulation policy is the behaviour policy, i.e. the policy that generates the data, and the policy network is the target policy, i.e. the policy which will be optimised. We can compute the policy gradients for the target policy by reweighting the objective function, \( J_\theta(\tau) \), with the likelihood of the trajectory under the behaviour policy and the target policy. The importance sampling ratio \( w \) is computed as:

\[
w = \frac{P_\theta(\tau)}{P_{sim}(\tau)} = \frac{\prod_{t=1}^{T} \pi_\theta(a_t|s_t)}{\pi_{sim}(a_t|s_t)}
\]

We can re-write equation 2 along with the importance weights as follows:

\[
\nabla_\theta J(\tau) = \left[ \sum_{t=1}^{T} \prod_{j=1}^{T} \pi_\theta(a_j|s_j) \nabla_\theta \log \pi_\theta(a_j|s_j) \sum_{t'=1}^{T} r(s_t', a_t') \right]
\]

We empirically verify that importance sampling helps in improving the agent’s performance.

### 3.4 Tree-based Value Approximation

We use Monte-Carlo sampling to compute the total reward used in REINFORCE’s objective function in equation 1. However, even if we start from the same state, the sampled trajectories can lead to different rewards due to stochasticity in the policy. Consequently, the variance in estimating the total reward is high and can adversely affect policy optimisation.

Previous works [23, 24, 37, 41] have used causality and the Markov property of these problems to discover tricks to reduce the variance of the policy gradient while keeping the estimation unbiased. Firstly, we can replace the total rewards in equation 4 with the sum of rewards obtained from state at timestep \( t \) onwards as the action at timestep \( t \) cannot affect the rewards obtained prior to timestep \( t \). Similarly, the importance sampling ratio at timestep \( t \) is not affected by future actions. Hence, we can rewrite equation 4 as follows:

\[
\nabla_\theta J(\tau) = \left[ \sum_{t=1}^{T} \prod_{j=1}^{T} \pi_\theta(a_j|s_j) \nabla_\theta \log \pi_\theta(a_j|s_j) \sum_{t'=t}^{T} r(s_t', a_t') \right]
\]

where \( w_t = \prod_{t'=1}^{t'} \pi_\theta(a_j|s_j) \) and \( \hat{Q}_t = \sum_{t'=t}^{T} r(s_t', a_t') \) be the observed Q-value at timestep \( t \).

Secondly, we can subtract a baseline term from the observed Q-values [24]. A popular baseline is the value predictions of the states observed in a trajectory. If we subtract the value of a state from the observed Q-value, we get the advantage value of taking an action over its expected value. The advantage value has lower variance while being unbiased and works well in practice [24]. We can rewrite the equation 5 as follows:

\[
\nabla_\theta J(\tau) = \left[ \sum_{t=1}^{T} w_t \nabla_\theta \log \pi_\theta(a_t|s_t) \left( \hat{Q}_t - V(s_t) \right) \right]
\]

On the other hand, a tree structure can store state statistics that allow us to efficiently maintain an estimate of the values of the observed states by backing up the observed value from a trajectory. The tree structure also enables us to recursively apply the Bellman equation on all the states in the trajectory as follows:

\[
V_{tree}(s) = \max_a \left[ r(s, a) + \gamma \sum_{s'} P(s'|s, a) V_{tree}(s') \right]
\]

where

- \( s' \) is the next state observed after taking action \( a \) in state \( s \).
- \( V(s) \) is the value of state \( s \).
- \( r(s, a) \) is the reward obtained after taking action \( a \) in state \( s \).
Finally, we can write the combined policy gradient update as follows:

\[ \theta \leftarrow \theta + \alpha \left[ \sum_{t=1}^{T} w_t \nabla_{\theta} \log \pi_{\theta}(a_t|s_t) \left( \hat{Q}_t - V_{\text{tree}}(s_t) \right) \right] \tag{7} \]

In policy gradient-based search methods, it is a common practice to freeze all the parameters except the parameters of the last network layer to speed up the search and avoid slowdowns due to excessive gradient computation [1]. We follow the same process in ExPoSe and calculate the gradients for the parameters of the last network layer only.

4 EXPERIMENTS

4.1 Experiment Setup

For our experiments, we set a maximum number of search iterations per step for each method to limit the search budget. All the online search methods use the same policy and value function approximators for each problem to enable comparison of policy improvement due to the strengths of each search method. We measure the success rate to evaluate agent performance in goal-based planning problems, i.e., the fraction of instances where the agent reaches the goal state. In contrast, we use Human Normalised Score (HNS) and Baseline Normalised Score (BNS) to evaluate agent performance on Atari games.

Each online search method has its set of adjustable hyperparameters. We use 10% of the testing data as the validation set and the remaining 90% as the holdout test set to report the final evaluation score. We select the best set of hyperparameters using grid search on a log-linear scale with the validation set. Finally, we use the best set of hyperparameters for each method to evaluate the agent’s performance on the holdout test set.

4.2 Baselines

We use popular tree-based and gradient-based online search algorithms, PUCT and PGS, as primary baselines for comparison. Below are the specific implementation details for each method:

- **PUCT**: We implement the standard version of PUCT as described in Section 2.2.
- **PGS**: We implement the standard version of PGS as described in Section 2.3. Additionally, we add entropy and L2 regularisation to the policy to prevent it from converging to a deterministic policy. Entropy regularisation also induces exploration by increasing the randomness in the policy [20].
- **ExPoSe**: We implement ExPoSe as described in Section 3. We also add entropy and L2 regularisation as described for PGS above.

4.3 Domains

We evaluate ExPoSe and other online search methods on two types of decision-making problems:

- A set of goal-based planning problems that includes Sokoban, Hamiltonian cycle search in sparse graphs and 2D grid navigation.
- Atari 2600 benchmarking suite, which is a set of image-based games.

We describe each domain in brief as follows:

4.3.1 Sokoban.

Sokoban is a classic puzzle game where an agent must move boxes to designated goal positions without hitting the walls. Because actions have irreversible consequences, Sokoban poses a complex planning problem. Sokoban has been widely used for experimentation in recent research [14, 16].

To ensure standardised comparison across methods, we use the Boxoban dataset [15] as described in [14]. The dataset consists of Sokoban instances from three difficulty levels: hard, medium, and unfiltered. Rather than using a reinforcement learning algorithm, such as A3C [24], to train both the policy and value function approximators (as done in [14]), we use Expert Iteration (ExIt) [2] to train the policy and value function due to its more stable training regime. The ExIt algorithm iteratively executes two processes: (1) using an expert policy to collect better data and (2) using the collected data to train the policy and value function. We use PUCT with a high number of search iterations combined with a partially trained policy and value function as the expert policy. We use training samples from the unfiltered and medium problem sets to collect expert data. Rather than starting from random weights, we pre-train the policy and value function approximators on data collected using A* search. To compare different search methods, we focus on the Boxoban hard test set, as almost all test instances in the unfiltered and medium test sets are solvable by all search methods.

4.3.2 Hamiltonian Cycle.

A Hamiltonian cycle is a path in a graph that visits each node exactly once and returns to its starting node. Finding a Hamiltonian cycle in a sparse graph is a challenging planning problem because choosing the wrong action at the beginning can have long-term consequences, leading to the algorithm getting stuck with no node to visit next. Therefore, it is crucial to anticipate the future effects of actions and create a plan that can ultimately complete a Hamiltonian cycle.

To generate expert data for this problem, we randomly permute the nodes, connect them to create a cycle, and add random edges to create a sparse graph with a known Hamiltonian cycle. We create a training dataset of 10,000 graphs with 50 nodes and 50% sparsity. To make the problem harder for the test set, we generate graphs with 50 nodes and 10% sparsity.

4.3.3 Grid Navigation.

Grid navigation is a task that requires an agent to navigate a 2D grid to reach a goal position while avoiding obstacles. The agent has access to information about its current and goal positions, as well as an environment map that indicates the locations of obstacles. The main challenge is to find a path from the current position to the goal that may require taking detours due to obstacles blocking the direct path.

We conduct experiments on a 2D grid of size 50 × 50. To create a training dataset, we generate 100,000 random maps where obstacles occupy each cell with a probability of 0.25. During map generation, we randomly select the agent’s starting and goal positions using rejection sampling such that the shortest distance between the starting and goal positions is more than 100 units, and their Manhattan distance is more than 50 units. This ensures that
the generated levels include a detour from the direct path. Additionally, we create a test set of 5,000 instances with even more challenging and denser maps by increasing the probability of an obstacle occupying a cell to 0.50. The shortest path to the goal in these instances involves significant detours. Since the state space is small, any shortest path algorithm can act as an expert policy to generate the training data. We use this toy problem primarily to visualise the state space explored by different search methods (refer to Figure 3 in the appendix).

4.3.4 Atari 2600 Benchmarking Suite.
Atari 2600 is a suite of image-based games commonly used to evaluate agents’ policies [24, 25]. In this suite, the agent receives an image as an observation from the simulator, and the goal is to score as high as possible before the episode ends. To represent the state, popular methods stack a sequence of images.

We use a set of 50 Atari 2600 games (as mentioned in [5]) to evaluate the online search methods. To do this, we use a prior policy and value functions for each game, trained through A3C [24], and provided by PFRL [12]. For evaluation, we apply Atari wrappers and agents from PFRL, and each online search method uses the same prior policy and value networks. To measure the agents’ performance, we use Human Normalised Score (HNS) (Eq. 8) and Baseline Normalised Score (BNS) (Eq. 9), averaged over all the games.

\[
\text{HNS} = \frac{S_H - S_R}{S_H - S_B} \quad (8)
\]

\[
\text{BNS} = \frac{S_B - S_R}{S_B - S_H} \quad (9)
\]

where \(S_a, S_R, S_H, S_B\) represents the score achieved by the agent when following the online search policy \(\pi\), a random policy, the human expert policy and the baseline policy, respectively.

We limit each search method to a maximum of 10 iterations during each prediction step. To speed up evaluation, we simulate a trajectory of 20 steps and use the value predicted by the value network at the last step as a bootstrap. In Table 4, we report both the mean and median scores achieved by the agent. The appendix provides a detailed list of scores achieved by the agent on each of the 50 games in the Atari test suite.

4.4 Results
We present our experimental results in Table 1, Table 2, Table 3, and Table 4 for Sokoban, Hamiltonian cycle search, grid navigation, and Atari 2600 games respectively. We find that ExPoSe consistently outperforms all baselines across a diverse set of testing domains. We also observe that all online search methods improve the performance of the prior policy in goal-based problems, and ExPoSe outperforms PUCT and PGS given the same search budget. Moreover, ExPoSe exhibits a higher margin of improvement over baselines when we allow a small search budget. Our results also indicate that ExPoSe performs better than PGS in 38 out of 50 Atari games, with better scores on HNS and BNS averaged over all the games (see Table 4).

4.4.1 Does information sharing among states help in online search?
Methods that directly update the information into the parameters of the policy, i.e. PGS and ExPoSe, outperform PUCT, which does not share information across the search tree. Thus, we can empirically conclude that information sharing across the states helps improve the policy obtained using an online search.

4.4.2 Does state-based exploration help improve the performance of gradient-based online search?
ExPoSe, which combines state-based exploration with gradient-based online search, outperforms PGS with entropy regularisation across all domains. This further supports the importance of a well-defined state-based exploration mechanism in gradient-based online search methods.

4.5 Ablation Studies
We conduct an ablation study on Sokoban to evaluate the contribution of the improvements described in Section 3.3 and 3.4. To
perform the comparison, we modify the original ExPoSe implementation and create the following implementations:

- **ExPoSe without Importance Sampling**: We remove the importance sampling ratio term while computing the policy gradients. The corresponding parameter update is given by:

\[
\theta \leftarrow \theta + \alpha \left[ \sum_{t=1}^{T} \nabla_{\theta} \log \pi_{\theta}(a_t | s_t) \left( \tilde{Q}_t - V_{\text{tree}}(s_t) \right) \right]
\]

- **ExPoSe without Value Baseline**: We exclude any baseline term while computing the policy gradients. The corresponding parameter update is given by:

\[
\theta \leftarrow \theta + \alpha \left[ \sum_{t=1}^{T} w_t \nabla_{\theta} \log \pi_{\theta}(a_t | s_t) \tilde{Q}_t \right]
\]

- **ExPoSe with Value Network Baseline**: We replace the tree-based value estimation term with an offline learnt value function as the baseline while computing the policy gradients. The corresponding parameter update is then given by:

\[
\theta \leftarrow \theta + \alpha \left[ \sum_{t=1}^{T} w_t \nabla_{\theta} \log \pi_{\theta}(a_t | s_t) \left( \tilde{Q}_t - V_{\text{net}}(s_t) \right) \right]
\]

We present the results of our ablation study in Table 5, which allows us to address the following questions:

4.5.1 Does importance sampling help improve the computation of the policy gradients?

In Table 5, we compare the performance of the original ExPoSe with that of ExPoSe without importance sampling. The results demonstrate that the original ExPoSe consistently outperforms the ExPoSe without importance sampling, providing empirical evidence for the effectiveness of importance sampling in computing policy gradients.

4.5.2 Does using state values as a baseline help reduce the variance and improve the agent’s performance?

Table 5 shows that the ExPoSe variant without a value baseline consistently performs worse than the original ExPoSe and the modified version with a value network baseline. These results empirically demonstrate that incorporating a value baseline term in policy gradient computation helps reduce variance and improve agent performance.

4.5.3 Does tree-based value estimation perform better than an offline learnt value network?

Table 5 shows that the ExPoSe algorithm with tree-based value estimation consistently outperforms the ExPoSe with value network baseline by a small margin. These results suggest that incorporating a tree-based value estimation mechanism can help improve the agent’s performance when compared to using an offline-learned value network as a baseline.

5 RELATED WORKS

Decision-making problems with smaller state spaces can be solved exactly using the value iteration algorithm [37]. However, applying value iteration on problems with massive search space, such as chess and go, is intractable. Instead, we can use a parameterised policy or value function for these larger decision-making problems. These parameterised models can be learnt using reinforcement learning algorithms like Q-learning or policy gradients [37]. More recent works have tried to take advantage of neural networks as function approximators [17, 24, 25, 31, 32] and have reported great success on problems like atari, OpenAI gym [8], or Mujoco simulator [40].

Alternatively, we can use an online search to select an action for the agent’s current state. Methods like UCT [19] iteratively expand a search tree using a black-box simulator and output an action. These methods can massively improve their performance when coupled with well-defined heuristics [9]. The importance of exploration in decision making problems has also been studied...
for both reinforcement learning algorithms [3, 4, 11, 26] as well as online search algorithms [19, 29].

Many recent works have tried to combine these two decoupled approaches to leverage their capabilities [2, 6, 35, 39]. For example, AlphaGo [35] demonstrated that by combining an online tree search method with an offline learnt policy and value function, an agent could beat the world champion in the game of Go, which was seen as a complex challenge for an agent. Following it, AlphaZero [36] showed that combining online tree search with learnt policy and value function can beat any other agent in chess, shogi and go without prior human knowledge by following a simple training regime defined in [36].

Within this research direction, some proposed works focus on learning the environment model and using it for simulation [28, 34]. For example, Predicttron [34] learns an abstract environment model to simulate a trajectory and accumulate internal rewards. On the other hand, Value Iteration Network [38] and Gated Path Planning Network [22] learn an environment model in the context of a planning algorithm by embedding the algorithmic structure of the value iteration algorithm in the neural network architecture. Furthermore, ATreeQN [10] learns an environment model in the context of a tree structure and uses it to predict the Q-values. These algorithms jointly optimise the environment dynamics with the policy or value function approximator. Further, Guez et al. [14] argue that a recurrent neural network could exhibit the properties of a planning algorithm without specifying an algorithmic structure in the network architecture.

Alternatively, MCTSnets [16] tries to learn a parameterised policy in the context of a planning algorithm. It mimics the structure of the MCTS algorithm and learns to guide the search using parameterised memory embeddings stored in a tree structure. Similarly, Pascanu et al. [27] also learn to plan using a neural network model, but it uses an unstructured memory representation. MuZero [30] learns the environment model and uses it with an online tree search algorithm like UCT.

In an alternative research direction, some online search methods try to adapt a parameterised policy or value function learnt offline on a large dataset by simulating trajectories from the input state and using model-free RL methods to optimise the parameters of the policy or the value function [1, 7, 33]. For example, Policy Gradient Search [1] follows a Monte-Carlo Search framework while iteratively adapting the simulation policy using policy gradients. Further, entropy regularisation can be used while computing the gradients to prevent the issues of early commitment and initialisation bias [20]. Policy gradient methods can also be used to improve the rollout policy, which can further improve the performance of Monte-Carlo Tree Search [13].

### 6 CONCLUSION

In this paper, we identify and empirically analyse the key reasons behind the success of tree-based and gradient-based online search methods. Firstly, we find that information sharing across the state space during the online search helps in improving the agent’s performance, and Policy Gradient Search provides a practical algorithm to achieve this by directly updating the parameters of the search policy. Secondly, we determine that an explicit exploration mechanism is essential for efficiently balancing the exploration-exploitation trade-off and enabling the online search to escape from a local optimum. While tree-based methods have a well-defined exploration mechanism by design, Policy Gradient Search relies on entropy regularisation to induce exploration by increasing randomness in the policy.

To address these issues, we propose an efficient and effective online search method called Exploratory Policy Gradient Search (ExPoSe), which combines gradient-based policy improvement with state-based exploration. ExPoSe iteratively simulates trajectories using a simulation policy that incorporates an exploration term depending on the state-action visitation count, and updates the parameters of the prior policy using REINFORCE. Furthermore, we discuss the issue of optimising the prior policy using the trajectories generated by the exploration-induced simulation policy naively, which could limit the agent’s performance gain due to the off-policy data generation. ExPoSe resolves this problem by using importance sampling to obtain an unbiased estimate of the policy gradients. Additionally, we highlight the benefits of using a tree structure to maintain the value estimates of the states encountered during the online search, which can further reduce the variance of the policy gradients.

We conduct experiments on a diverse set of decision-making problems, including goal-based planning problems like Sokoban, Hamiltonian cycle search in sparse graphs and grid navigation, and image-based games such as Atari 2600. Our experimental results demonstrate that ExPoSe outperforms other online search methods consistently across all test domains. However, ExPoSe, like many other search algorithms, requires access to the environment simulator for the search, which may be infeasible for some problems. Integrating a learned world model into the algorithm could be a potential solution to this limitation, and future work could explore its effectiveness in improving the applicability and robustness of ExPoSe.

### Table 5: Comparison of test performance on Sokoban for the ablation study to analyse the contribution of each improvement described in ExPoSe. We modify the original ExPoSe implementation to create other methods for comparison [*#iterations* stands for number of search iterations].

| Search Method                          | #iterations=10 | #iterations=50 | #iterations=100 |
|----------------------------------------|----------------|----------------|-----------------|
| ExPoSe                                 | 94.92 ± 0.4    | 97.16 ± 0.3    | 97.39 ± 0.3     |
| ExPoSe without Importance Sampling     | 94.00 ± 0.4    | 96.30 ± 0.3    | 97.16 ± 0.3     |
| ExPoSe without Value Baseline          | 93.14 ± 0.5    | 95.61 ± 0.4    | 96.41 ± 0.3     |
| ExPoSe with Value Network Baseline     | 94.36 ± 0.4    | 96.41 ± 0.3    | 96.70 ± 0.3     |
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