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Abstract—Stock market plays an important role in the economic development. Due to the complex volatility of the stock market, the research and prediction on the change of the stock price, can avoid the risk for the investors. The traditional time series model ARIMA can not describe the nonlinearity, and can not achieve satisfactory results in the stock prediction. As neural networks are with strong nonlinear generalization ability, this paper proposes an attention-based CNN-LSTM and XGBoost hybrid model to predict the stock price. The model constructed in this paper integrates the time series model, the Convolutional Neural Networks with Attention mechanism, the Long Short-Term Memory network, and XGBoost regressor in a non-linear relationship, and improves the prediction accuracy. The model can fully mine the historical information of the stock market in multiple periods. The stock data is first preprocessed through ARIMA. Then, the deep learning architecture formed in pretraining-finetuning framework is adopted. The pre-training model is the Attention-based CNN-LSTM model based on sequence-to-sequence framework. The model first uses convolution to extract the deep features of the original stock data, and then uses the Long Short-Term Memory networks to mine the long-term time series features. Finally, the XGBoost model is adopted for fine-tuning. The results show that the hybrid model is more effective and the prediction accuracy is relatively high, which can help investors or institutions to make decisions and achieve the purpose of expanding return and avoiding risk. Source code is available at https://github.com/zhshi/Attention-CLX-stock-prediction
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I. INTRODUCTION

STOCK market plays an important role in the economic development. Due to the high return characteristics of stocks, the stock market has attracted more and more attention from institutions and investors. However, due to the complex volatility of the stock market, sometimes it will bring huge loss to institutions or investors. Considering the risk of the stock market, the research and prediction on the change of the stock price can avoid the risk for the investors.

The traditional time series model ARIMA can not describe the nonlinear time series, and needs to satisfy many preconditions before modeling, and can not achieve remarkable results in the stock forecasting. In recent years, with the rapid development of artificial intelligence theory and technology, more and more researchers apply artificial intelligence method to the financial market. On the other hand, the sequence modeling problem, focusing on natural language sequences, protein sequences, stock price sequences, and so on, is important in the field of artificial intelligence research [8], [12]. The most representative artificial intelligence method is neural networks, which are with strong nonlinear generalization ability.

Recurrent Neural Network (RNN) was adopted for analyzing sequential data via neural network architecture, and Long Short-Term Memory (LSTM) model is the most commonly used RNN. LSTM introduced gate mechanism in RNN, which can be seen as simulation for human memory, that human can remember useful information and forget useless information [6]. Attention Mechanism [7], [15] can be seen as simulation for human attention, that human can pay attention to useful information and ignore useless information. Attention-based Convolutional Neural Networks (ACNN) are widely used for sequence modeling [4], [10]. Combining Attention-based Convolutional Neural Networks and Long Short-Term Memory, is a self-attention based sequence-to-sequence (seq2seq) [14] model to encode and decode sequential data. This model can solve long-term dependency problem in LSTM, hence, it can better model long sequences. LSTM can capture particular long-distance correspondence that fits the sturcture of LSTM itself, while ACNN can capture both local and global correspondence. Therefore, this architecture is more flexible and robust.

Transformer [15] is the most successful sequential learning self-attention based model. Experiments on natural language processing demonstrates that Transformer can better model long sequences. Bidirectional Encoder Representation Transformer (BERT) with pretraining [2] can perform better than the basic Transformer. Pretraining is a method to significantly improve the performance of Transformer (BERT).

This paper proposes a hybrid deep learning model to predict the stock price. Different from the traditional hybrid prediction model, the proposed model integrates the time series model ARIMA and the neural networks in a non-linear relationship, which combines the advantages of the two vanilla models, and improves the prediction accuracy. The stock data is first preprocessed through ARIMA. The stock sequence is put into neural networks (NN) or XGBoost after preprocessing via ARIMA (p=2,q=0,d=1). Then, the deep learning architecture formed in pretraining-finetuning framework [2], [5] is adopted. The pre-training model is the Attention-based CNN-LSTM...
model based on sequence-to-sequence framework, where the Attention-based CNN is encoder, and the Bidirectional LSTM is decoder. The model first uses convolution to extract the deep features of the original stock data, and then uses the Long Short-Term Memory networks to mine the long-term time series features. Finally, the XGBoost model is adopted for fine-tuning, which can fully mine the information of the stock market in multiple periods. Our proposed Attention-based CNN-LSTM and XGBoost hybrid model is so called AttCLX.

The results show that the model is more effective and the prediction accuracy is relatively high, which can help investors or institutions to make decisions and achieve the purpose of expanding returns and avoiding risks. The source code of this paper is available at [https://github.com/zshicode/Attention-CLX-stock-prediction](https://github.com/zshicode/Attention-CLX-stock-prediction). We conduct empirical study on the stock price of Back of China (601988.SH) in Chinese stock market. The data is downloaded from Tushare(www.tushare.pro). The stock price data on Tushare is with public availability.

II. MATERIALS AND METHODS

A. ARIMA

Classical stock prediction methods are based on ARMA (Auto Regressive Moving Average) model and ARIMA (Auto Regressive Integrated Moving Average) model. An ARMA(p,q) model

\[ s_t = a_0 + \sum_{i=1}^{p} a_i s_{t-i} + w_t + \sum_{i=1}^{q} b_i w_{t-i}, \]

where a,b are parameters, w is noise. ARMA model can be used when sequence \(s_1:N\) is stationary, which means

\[ \mathbb{E}[s_t] = \text{Constant}. \]

\[ \text{Cov}(s_t, s_{t-k}) = \text{Constant}. \]

where \(t = 1, 2, ..., N\) and \(k = 1, 2, ..., t\).

When sequence is non-stationary, ARIMA(p,q,d) adopts d-order difference to the sequence. In stock prediction, the first-order difference \(x_{1:N} = s_{1:N} - s_{k} \) (i.e. \(x_k = s_k - s_{k-1}\)) is usually considered as stationary sequence.

We conduct empirical study on the stock price of Back of China (601988.SH) in Chinese stock market. The data is downloaded from Tushare(www.tushare.pro). The stock price data on Tushare is with public availability. The data is selected from the data from January 1, 2007 to March 31, 2022, the data in one day denotes a point of the sequence.

ADF test is adopted for testing the stationary condition of time series. Adopting ADF test for the original sequence and first-order difference sequence. The results are in Table I and II. When p-value is more than 0.562 or Critical Value (1%) is more than -3.44, the sequence is non-stationary. The ADF test shows that the original sequence is non-stationary and first-order difference sequence is stationary. The first-order difference sequence and second-order difference sequence are shown on Fig. 1 and 2.

![Fig. 1. The first-order difference.](image)

### Table I

| Metric               | Value       |
|----------------------|-------------|
| Test Statistic Value | -2.3539     |
| p-value              | 0.154726    |
| Lags Used            | 16          |
| Number of Observations Used | 3484 |
| Critical Value(1%)   | -3.43223    |
| Critical Value(5%)   | -2.86237    |
| Critical Value(10%)  | -2.56721    |

### Table II

| Metric               | Value       |
|----------------------|-------------|
| Test Statistic Value | -14.7498    |
| p-value              | 2.49565e-27 |
| Lags Used            | 15          |
| Number of Observations Used | 3484 |
| Critical Value(1%)   | -3.43223    |
| Critical Value(5%)   | -2.86237    |
| Critical Value(10%)  | -2.56721    |
Multi-head mechanism is usually adopted through multi-query $Q = \{q_1, \ldots, q_M\}$ for attention function computation. 
\[
\text{att}((K,V), q) = \text{att}((K,V), q_1) \| \cdots \| \text{att}((K,V), q_M).
\]  
(8)

Here, $\| \}$ denotes Concatenate operation. This is so called multi-head attention (MHA).

Attention mechanism can be adopted to generate data-driven features. Here, $Q,K,V$ are all obtained through linear transform of $X$, and $W_Q,W_K,W_V$ can be adjusted dynamically.

\[
Q = W_QX,K = W_KX,V = W_VX.
\]  
(9)

This is so called self-attention. Similarly, output

\[
h_i = \text{att}((K,V), q_i).
\]  
(10)

Hence

\[
h_i = \sum_{j=1}^N \alpha_{ij}v_j = \sum_{j=1}^N \text{softmax}(s(k_j, q_i))v_j
\]  
(11)

Adopting scaled dot product score, the output

\[
H = V \text{softmax}(\frac{K^TV}{\sqrt{d}}).
\]  
(12)

D. Method

1) Preprocessing: This paper proposes a hybrid deep learning model to predict the stock price. Different from the traditional hybrid prediction model, the proposed model integrates the time series model ARIMA and the neural networks in a non-linear relationship, which combines the advantages of the two vanilla models, and improves the prediction accuracy.

The stock data is first preprocessed through ARIMA. The stock sequence is put into neural networks (NN) or XGBoost after preprocessing via ARIMA($p=2,q=0,d=1$). Putting original stock market data into ARIMA, can output a new series that depict state more effectively.

The ADF results in Table I and II shows that the original sequence is non-stationary and first-order difference sequence is stationary. After determining $d=1$, we need to determine AR($p$) and MA($q$) in ARIMA. We use the Auto-correlation Figure (ACF) and Partial Autocorrelation Figure (PACF). The ACF and PACF of the original sequence and first-order difference sequence are shown on Fig. 2 and 3. Fig. 2 shows that PACF truncates when order=2, meaning that we should adopt AR(2). The ACF is with long tail for any order, meaning that we should adopt MA(0). Hence $p=2$, $q=0$.

2) Pretraining: Then, the deep learning architecture formed in pretraining-finetuning framework is adopted. The pre-training model is the Attention-based CNN-LSTM model based on sequence-to-sequence framework, where the Attention-based CNN is encoder, and the Bidirectional LSTM is decoder. The model first uses convolution to extract the deep features of the original stock data, and then uses the Long Short-Term Memory networks to mine the long-term time series features. Finally, the XGBoost model is adopted for fine-tuning, which can fully mine the information of the stock market in multiple periods.
Seq2seq suppress the effect of noise through encoder-decoder architecture. Based on deep learning, hidden information of state is depicted more effectively, while the model would not satisfy the assumptions of linear property of stock price. LSTM receives the context from Attention-based CNN (ACNN) encoder.

The ACNN encoder block consists of self-attention layer and CNN. $Q, K, V$ are computed through Eq. (9) after self-attention layer, and $H$ is computed through Eq. (12). This is the input of LSTM decoder block. Encoder-decoder layers depicts relationship between current sequence and previous sequence, and relationship between current sequence and embedding. Encoder is still with multi-head mechanism. When the $k$-th embedding is being decoded, only $k-1$-th and previous decoding can be seen. This multi-head mechanism is masked multi-head attention.

Attention-based CNN (ACNN) can capture both global and local dependency that LSTM may not [4], which enhance the robustness. In our proposed encoder-decoder framework, we can adopt a ACNN-LSTM structure. Attention is usually before memory in human cognitive system. The reason why ACNN can capture long-term dependency, is that it integrates multi-head self attention and convolution. Combining LSTM and ACNN can enhance both structural advantages and ability for time-series modeling. Integrating multi-head attention and multi-scale convolutional kernel, ACNN encoder can capture saliency that LSTM may not, while LSTM can better depict time-series property.

3) Fine-tuning: After decoding, the output is obtained through a XGBoost regressor for precise extraction of features and fine-tuning. Our proposed Attention-based CNN-LSTM and XGBoost hybrid model is so called AttCLX, which is shown on Fig. 6.

As the fine-tuning model, XGBoost [1] is with strong expansion and flexibility. It integrates multiple tree models to build a stronger learner model. Based on the pre-training, we propose fine-tuning based on XGBoost, and establish a regression prediction model for stock data. XGBoost fine-tuning model also achieves better predictive ability and generalization ability.

III. EXPERIMENTS

A. Modification of model

After preprocessing by ARIMA, the input of the neural networks, is a two-dimensional matrix of data at intervals of a period of time, with a size of TimeWindow×Features. In Empirical studies on stock prediction, features include the basic stock market data (opening price, closing price, highest price, lowest price, trading volume, trading amount). The ARIMA-processing sequence along with the residual sequence are also concatenated as features.

We adopted look back trick for time-series forecasting, and the look back number is 20, i.e. $o_t$ can be obtained through $o_{t-1}, \cdots, o_{t-20}$. This means that the TimeWindow width is 20. The layer number of LSTM is 5, and the size is 64. The epoch number is 50. Model is trained by introducing dropout [13], and the dropout rate is 0.3. The head number is 4.

The experiments are on an NVIDIA GTX2070 GPU with 8GB memory. The model is trained through Adam optimizer [9], and learning rate is 0.01.

The data used in this article comes from the open and free public dataset in Tushare (https://www.tushare.pro/) for the research of stock market in China, which has the characteristics of rich data, simple use, and convenient implementation. It is very convenient to obtain the basic market data of stocks by calling the API.

The implementation details of this paper can refer to source code of this paper at https://github.com/zshicode/Attention-CLX-stock-prediction. We conduct empirical study on the stock price of Back of China (601988.SH) in Chinese stock market. The data is downloaded from Tushare (www.tushare.pro). The stock price data on Tushare is with public availability. The data is selected from the data from January 1, 2007 to March 31, 2022, the data in one day denotes a point of the sequence. The train set and test set was divided on June 22, 2021, as shown on Fig. 7. This means that there are 3500 training samples and 180 testing samples. The batch size is 32.

B. Prediction performance

The stock price prediction result of ARIMA model is shown on Fig. 8. The residual and residual density plot are shown on Fig. 9.

The stock price prediction result of ARIMA+XGBoost model is shown on Fig. 10. The residual and residual density plot are shown on Fig. 11.

The loss curves of original sequence and residual sequence of ARIMA+SingleLSTM are shown on Fig. 12 and Fig. 13.
Fig. 6. Attention-based CNN-LSTM and XGBoost hybrid model (AttCLX).

Fig. 7. The train set and test set.

Fig. 8. The ARIMA for stock price prediction.

Fig. 9. The residual and residual density plot.

Fig. 10. The ARIMA+XGBoost for stock price prediction.

Fig. 11. The ARIMA+XGBoost for residual prediction.

Fig. 12. The loss curves of original sequence of ARIMA+SingleLSTM.
The stock price prediction result of ARIMA+SingleLSTM model and ARIMA+BiLSTM model are shown on Fig. 14 and Fig. 15.

The loss curve of our proposed model is shown on Fig. 16.

The stock price prediction result of our proposed model is shown on Fig. 17.

C. Compared with other methods

The evaluation metrics are mean absolute error (MAE), root of mean square error (RMSE), mean absolute percentage error (MAPE) and $R^2$.

$$MAE = \frac{1}{n} \sum_{t=1}^{n} \left| \hat{X}_t - X_t \right|$$  \hspace{1cm} (13)

$$RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (\hat{X}_t - X_t)^2}$$  \hspace{1cm} (14)

$$MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\hat{X}_t - X_t}{X_t} \right|$$  \hspace{1cm} (15)

$$R^2 = 1 - \frac{\sum_{t=1}^{n} \left| \hat{X}_t - \bar{X}_t \right|^2}{\sum_{t=1}^{n} \left| X_t - \bar{X}_t \right|^2}$$  \hspace{1cm} (16)

Here $\bar{X}_t$ denotes the mean value of $X_t$. Lower error and higher $R^2$ denote better performance.

First, we conduct comparison with different pre-training and fine-tuning models. Table III demonstrates that our proposed model outperforms other baselines.

Then, we conduct comparison with current methods. The compared methods include:

| Pre-training | Fine-tuning | MSE   | RMSE  | MAE   | $R^2$ |
|--------------|-------------|-------|-------|-------|-------|
| None         | None        | 0.00057 | 0.02734 | 0.02368 | 0.74402 |
| None         | XGBoost     | 0.00031 | 0.01755 | 0.01223 | 0.82405 |
| SL-LSTM      | SL-LSTM     | 0.00045 | 0.02282 | 0.01960 | 0.79434 |
| ML-LSTM      | ML-LSTM     | 0.00031 | 0.01720 | 0.01265 | 0.82351 |
| BiLSTM       | BiLSTM      | 0.00027 | 0.01652 | 0.01201 | 0.84210 |
| BiLSTM       | XGBoost     | 0.00024 | 0.01605 | 0.01187 | 0.86301 |
| CNN-BiLSTM   | XGBoost     | 0.00022 | 0.01529 | 0.01145 | 0.87720 |
| ACNN-BiLSTM  | XGBoost     | 0.00020 | 0.01424 | 0.01126 | 0.88342 |
TABLE IV
RESULTS ON DIFFERENT METHODS

| Model             | MAE    | RMSE   | MAPE   | R2    |
|-------------------|--------|--------|--------|-------|
| ARIMA             | 0.00057| 0.02734| 0.02368| 0.74402|
| ARIMA-NN          | 0.00065| 0.02606| 0.02350| 0.75037|
| LSTM-KF           | 0.00067| 0.02381| 0.02192| 0.76245|
| Transformer-KF    | 0.00037| 0.01924| 0.01525| 0.80230|
| TL-KF             | 0.00033| 0.01656| 0.01372| 0.81923|
| AttCLX            | 0.00020| 0.01424| 0.01126| 0.88342|

- ARIMA
- ARIMA-NN [17] improved time-series forecasting using a hybrid ARIMA and neural network model.
- LSTM-KF, Transformer-KF, TL-KF [11] proposed Kalman Filter, along with LSTM and Transformer for stock prediction.

Table IV demonstrates that the proposed neural networks outperform current methods.

IV. CONCLUSIONS

Stock market is of great importance in the financial and economic development. Due to the complex volatility of the stock market, the prediction on the tendency of the stock price, can secure the return for the investors. The traditional time series model ARIMA cannot describe the nonlinearity in the stock prediction. As neural networks are with strong nonlinear modeling ability, this paper proposes an attention-based CNN-LSTM and XGBoost hybrid model to predict the stock price. The model in this paper integrates the ARIMA model, the Convolutional Neural Networks with Attention mechanism, the Long Short-Term Memory network, and XGBoost regressor in a non-linear relationship, and improves the prediction accuracy. The model can capture the information of the stock market in multiple periods. The stock data is first preprocessed through ARIMA. Then, the deep learning architecture formed in pretraining-finetuning framework is adopted. The pre-training model is the Attention-based CNN-LSTM model based on sequence-to-sequence framework. The model first uses attention-based multi-scale convolution to extract the deep features of the original stock data, and then uses the Long Short-Term Memory networks to mine the time series features. Finally, the XGBoost model is adopted for fine-tuning. The results show that the hybrid model is more effective, which can help investors or institutions to achieve the purpose of expanding return and avoiding risk.
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