VIRTUAL CLASSES OF PARABOLIC SL\(_2(\mathbb{C})\)-CHARACTER VARIETIES
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Abstract. In this paper, we compute the virtual classes in the Grothendieck ring of algebraic varieties of SL\(_2(\mathbb{C})\)-character varieties over compact orientable surfaces with parabolic points of semi-simple type. When the parabolic punctures are chosen to be semi-simple non-generic, we show that a new interaction phenomenon appears generating a recursive pattern.

1. Introduction

Let \(X\) be a topological space with finitely generated fundamental group, \(\pi_1(X)\), and let \(G\) be a reductive algebraic group. The set of representations of \(\pi_1(X)\) into \(G\), \(\rho : \pi_1(X) \to G\), has naturally a structure of algebraic variety, the so-called \(G\)-representation variety of \(X\) and denoted \(\mathcal{X}_G(X)\). Moreover, the group \(G\) itself acts on \(\mathcal{X}_G(X)\) by conjugation so we can consider the associated Geometric Invariant Theory (GIT) quotient, \(\mathcal{R}_G(X) = \mathcal{X}_G(X) \sslash G\), called the \(G\)-character variety of \(X\). Since two representations are equivalent if and only if they are conjugated, the character variety \(\mathcal{R}_G(X)\) is the moduli space of representations of \(\pi_1(X)\) into \(G\) [24].

The topology and geometry of character varieties is an active research area. One of the reasons of this interest is the celebrated non-abelian Hodge correspondence. It states that, if \(X = \Sigma\) is a closed orientable surface and \(G = \text{SL}_n(\mathbb{C})\), then the character variety of \(\Sigma\) is diffeomorphic to the moduli space of rank \(n\) vector bundles on \(\Sigma\) with fixed determinant and equipped with a flat connection [30, 31], and to the moduli space of rank \(n\) and degree 0 Higgs bundles on \(\Sigma\) with fixed determinant [4, 29]. Despite that the three moduli spaces are naturally complex algebraic varieties, the correspondences are not holomorphic. This endows \(\mathcal{R}_{\text{SL}_n(\mathbb{C})}(\Sigma)\) with three different complex structures that give rise to the first non-trivial example of a hyperkähler manifold [14].

For this reason, a thorough analysis of the natural algebraic structure on \(\mathcal{R}_G(\Sigma)\) is needed. However, even in the simplest cases, the problem is very hard. The first approach was accomplished by Hausel and Rodríguez-Villegas in [13]. There, they introduced an arithmetic method that computes the \(E\)-polynomial of the GL\(_n(\mathbb{C})\)-character variety by counting its number of points in finite fields, in the spirit of the Weil conjectures. In [22], Mereb extended the results to the case \(G = \text{SL}_n(\mathbb{C})\). This strategy has also been exploited in [26, 27] and [20] at the side of the moduli space of Higgs bundles.

Despite of the power of the arithmetic method, it is a pure combinatorial approach that barely gives information about the underlying geometric structure of the character variety. In this way, Logares, Muñoz and Newstead in [16] initiated a more geometric approach to the computation of \(E\)-polynomials of character varieties. The key idea of this paper is to chop \(\mathcal{X}_G(\Sigma)\) into simpler pieces for which the \(E\)-polynomial can be easily computed. Then, using the additivity of the \(E\)-polynomial, the polynomial of the whole space can be obtained by summing up all the contributions. Finally, they understood the identifications that appear in the GIT quotient to get the \(E\)-polynomial of \(\mathcal{R}_G(\Sigma)\).
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Using this method, for $G = \text{SL}_2(\mathbb{C})$, in [10] it is explicitly computed the $E$-polynomial of the character variety over a surface of genus 1 and 2, in [17] for genus 3 and in [18] for arbitrary genus. Moreover, in [1], using a mix between the arithmetic and the geometric method, it was computed the $E$-polynomial of character varieties over orientable surfaces for $G = \text{SL}_2(\mathbb{C}), \text{SL}_3(\mathbb{C})$ and over non-orientable surfaces for $G = \text{SL}_2(\mathbb{C})$.

An even harder challenge appears when we consider a parabolic structure on $\Sigma$. Roughly speaking, it is given by a set of tuples $Q = \{(p_1, \lambda_1), \ldots, (p_s, \lambda_s)\}$, where $p_1, \ldots, p_s \in \Sigma$ is a collection of different marked points, called the punctures, and $\lambda_1, \ldots, \lambda_s \subseteq G$ is a collection of conjugacy classes of elements of $G$, called the holonomies. In this case a $Q$-parabolic representation is a representation $\rho: \pi_1(\Sigma - \{p_1, \ldots, p_s\}) \to G$ such that, if $\gamma_i$ is the loop around the puncture $p_i$, then $\rho(\gamma_i) \in \lambda_i$. The set of $Q$-parabolic representations also form an algebraic variety $X_G(\Sigma, Q)$, called the parabolic $G$-representation variety of $\Sigma$. The corresponding GIT quotient $R_G(\Sigma, Q) = X_G(\Sigma, Q) \sslash G$ is the moduli space of $Q$-parabolic representations, known as the parabolic $G$-character variety. The non-abelian Hodge correspondence extends naturally to the parabolic setting to give diffeomorphisms with the moduli space of logarithmic flat connections and with the moduli space of parabolic Higgs bundles [28].

However, very little is known about the algebraic structure of character varieties in the parabolic case. One of the most important advances was done in [19] and [21] for $G = \text{SL}_n(\mathbb{C})$, where the $E$-polynomial is computed for parabolic structures of generic semi-simple type i.e. the holonomy conjugacy classes $\lambda_1, \ldots, \lambda_s \subseteq \text{SL}_n(\mathbb{C})$ are orbits of semi-simple elements lying in some Zariski open set of $\text{SL}_n(\mathbb{C})^*$. For general parabolic structures, in [15] the case of at most two punctures in $\text{SL}_2(\mathbb{C})$ is considered over elliptic curves. However, the arithmetic method is limited to deal with generic punctures. On the other hand, the geometric method is based on very subtle stratifications of the representation varieties that is not clear how to generalize to arbitrary many punctures.

In order to overcome this problem, in [6] a new method was introduced based on Topological Quantum Field Theories (TQFTs) in the context of the PhD Thesis project of the author [7]. This method exploits the recursive nature of character varieties that is widely presented in the literature [3, 5, 12, 23]. The key idea of this method the following. Let $\text{MHS}$ be the category of mixed Hodge structures and let $\text{KMHS}$ be its associated Grothendieck ring (a.k.a. $K$-theory ring). Let us also consider $\text{Bdp}_n(\Lambda)$ the category of $n$-dimensional bordisms of pairs with parabolic data in a collection $\Lambda$ of conjugacy classes of $G$ (see Section 2 for a precise definition). Then, in [6], we constructed a lax monoidal functor $Z_G: \text{Bdp}_n(\Lambda) \to \text{KMHS-Mod}$ computing the virtual Hodge structure (i.e. the image in $\text{KMHS}$) of parabolic $G$-representation varieties with holonomies in $\Lambda$. Recall that this means that, if $W$ is a closed connected $n$-dimensional manifold, $\star \in W$ is a basepoint and $Q$ is a parabolic structure on $W$ then, seen as a bordism $(W, \star, Q): \emptyset \to \emptyset$, we have that $Z_G(W, \star, Q): \text{KMHS} \to \text{KMHS}$ satisfies $Z_G(W, \star, Q)(1) = [H^\bullet(\mathcal{X}_G(W, Q))]$.

As an application, in [8] we used this method to compute the virtual Hodge structure of parabolic $\text{SL}_2(\mathbb{C})$-representation varieties over orientable surfaces of arbitrary genus and any number of punctures with Jordan-type holonomy. For this purpose, we showed that all the computations of the lax monoidal TQFT can be performed within a finitely generate $\text{KMHS}$-module, $\mathcal{W}$, called the core submodule. This simplifies the calculations since, in that case, the TQFT can be described explicitly by computing the images of finitely many
elements. Using the results of [9] about stratification of GIT quotients, we translated these results to give the virtual Hodge structures of $\text{SL}_2(\mathbb{C})$-character varieties over surfaces of arbitrary genus and any number of punctures of Jordan type.

Nonetheless, if we consider semi-simple holonomies in the parabolic structure, the situation becomes much more involved. The most important problem is that, now, the submodule $W$ is no longer invariant under the TQFT, so new generators appear as byproduct of the effect of the semi-simple punctures. Moreover, if the punctures are not generic, an interaction phenomenon arises between these new generators. The aim of this paper is to explore this case.

In Section 2, we will sketch briefly the construction of [6] of the lax monoidal TQFT, $Z_G$. Moreover, we will explain that, with a slight modification, we can improve this TQFT to compute, not only virtual Hodge structures on representation varieties, but indeed the virtual class of the representation variety in the Grothendieck ring of complex algebraic varieties, $[\mathcal{X}_G(X, Q)] \in K\text{Var}_\mathbb{C}$. This extension is compatible with the description of the TQFT in [6] and, actually, as we will explain, such computations can be translated directly to this new context.

Section 3 is the core of this paper. There, we perform the computation of the TQFT for $G = \text{SL}_2(\mathbb{C})$ and punctures of semi-simple type. For this purpose, we explicitly identify the new generators induced by the semi-simple punctures. In Section 4, we perform the computations of Sections 6.3 and 6.4 of [8] to the new set of generators, completing the explicit description of the TQFT. Finally, in Section 5, we address the interaction phenomenon, giving rise to a combinatorial formula that shows how to modify the generic virtual class to deal with the case of non-generic punctures. These interaction phenomena are at the bottom of the reason why the arithmetic method breaks down when considering non-generic punctures. Therefore, as a consequence of these computations, in Theorem 5.6 we obtain the following result.

**Theorem.** Let $\Sigma_g$ be the closed orientable genus $g$ surface and fix traces $t_1, \ldots, t_s \in \mathbb{C} - \{\pm 2\}$, maybe non-generic. Write them as $t_i = \lambda_i + \lambda_i^{-1}$ for some $\lambda_i \in \mathbb{C}^* - \{\pm 1\}$. Let $\alpha_+$ (resp. $\alpha_-$) be one half of the number of tuples $(\epsilon_1, \ldots, \epsilon_s) \in \{\pm 1\}^s$ such that $\lambda_1^{\epsilon_1} \cdots \lambda_s^{\epsilon_s} = 1$ (resp. such that $\lambda_1^{\epsilon_1} \cdots \lambda_s^{\epsilon_s} = -1$). Let $Q$ be a parabolic structure with $r$ punctures with holonomy $[J_+]$ and $s > 0$ punctures with holonomies $D_{t_1}, \ldots, D_{t_s}$. Denote $q = [\mathbb{C}] \in K\text{Var}_\mathbb{C}$. The virtual class of $\mathcal{X}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)$ in $K\text{Var}_\mathbb{C}$ is

- If $r > 0$, then

$$[\mathcal{X}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)] = q^{2g+s-1}(q-1)^{2g+r-1}(q+1)^{((2^{2g+s-1} - 2^s + (q+1)^{2g+r+s-2})}$$

$$+ \mathcal{I}_r(t_1, \ldots, t_s),$$

where the interaction term is given by

$$\mathcal{I}_r(t_1, \ldots, t_s) = q^{2g+s-1}(q-1)^{2g+r-1}(\alpha_+ + \alpha_-)(2^{2g} + 2^{2g}q - 2q - 2)$$

$$+ (q+1)^{2g+r} + (q+1) \left(1 - 2^{2g-1} - \frac{1}{2}(q+1)^{2g+r-1}\right)\right)$$

$$+ q^{2g+s-1}(q-1)^{2g+r}(q+1)\alpha_+.$$
If $r = 0$, then
\[
[\mathcal{X}_{SL_2(\mathbb{C})}(\Sigma_g, Q)] = q^{2g+s-1}(q - 1)^{2g-1}(q + 1)(2^{2g+s-1} - 2^s + (q + 1)^{2g+s-2})
\]
\[+ q^{2-2g-s}(q + 1)^{2g+s-2} + \mathcal{T}_0(t_1, \ldots, t_s),
\]
where the interaction term is given by
\[
\mathcal{T}_0(t_1, \ldots, t_s) = q^{s-1}(q - 1)^{2g-1}(q + 1)(\alpha_+ + \alpha_-)((q + 1)^{2g-1} + q^{2g}(q + 1)^{2g-1})
\]
\[+ q^{2g+s-1}(q - 1)^{2g-1} - q(q + 1)^{2g-1}) + q^{2g+s-1}(q - 1)^{2g}(q + 1)\alpha_+.
\]

Finally, in Section 6 we use the techniques of [9] to translate this result across the GIT quotient down to character varieties. For this reason, in Section 6.1 we review the theory of pseudo-quotients that allows stratifications of representation varieties. In Section 6.3 we apply this theory to count the identifications that take place in the GIT quotient of the parabolic representation variety. In this way, we finally obtain the following result (Theorem 6.1).

**Theorem.** The virtual class of $\mathcal{R}_{SL_2(\mathbb{C})}(\Sigma_g, Q)$ in $\mathbf{KVar}_\mathbb{C}$ is

- If $r > 0$, then
  \[
  [\mathcal{R}_{SL_2(\mathbb{C})}(\Sigma_g, Q)] = q^{2g+s-2}(q - 1)^{2g+r-2}(2^{2g+s-1} - 2^s + (q + 1)^{2g+r+s-2}) + \frac{\mathcal{T}_r(t_1, \ldots, t_s)}{q^3 - q}.
  \]

- If $r = 0$, then
  \[
  [\mathcal{R}_{SL_2(\mathbb{C})}(\Sigma_g, Q)] = q^{2g+s-2}(q - 1)^{2g-2}(2^{2g+s-1} - 2^s + (q + 1)^{2g+s-2}) + (q^2 - 1)^{2g-2}(q + 1)^s
  \]
  \[+ 2\alpha_+(q - 1)^{2g-1}(2q - 2q^{2g+s-2} - 1) + \frac{\mathcal{T}_0(t_1, \ldots, t_s)}{q^3 - q}.
  \]

Also, we will show how the remaining combinations of holonomies for the punctures can be reduced to one of these cases of the ones studied in [8, 9].

This result finishes the study of virtual classes of parabolic $SL_2(\mathbb{C})$-character varieties. However, much remain to be done in this business. First, the next goal would be to extend these results to higher rank. The case $G = SL_3(\mathbb{C})$ would allow us to extend the results of [1] to the parabolic case and the case $G = SL_4(\mathbb{C})$ is completely unknown. We expect that these situations might be addressed with the techniques developed in this series of papers. Furthermore, it would be interesting to consider other families of groups as $PGL_n(\mathbb{C})$ or $Sp_n(\mathbb{C})$ to explore the similarities and differences in the corresponding TQFTs. This study will be relevant towards the understanding of the mirror symmetry conjectures for character varieties, since $SL_n(\mathbb{C})$ and $PGL_n(\mathbb{C})$ are Langlands dual groups.

The next step would be to extend the TQFT used here to deal with representation varieties over more general spaces. In particular, it would be interesting to consider the case of character varieties over singular and non-orientable surfaces, as well as over complements of knots. This is the objective of a upcoming paper.

A more ambitious goal would be to extend the TQFT across the non-abelian Hodge correspondence to compute also virtual classes of moduli spaces of flat connections and moduli spaces of Higgs bundles. This would allow us to capture not only a particular complex structure but the whole picture of the hyperkähler structure. Finally, we expect that the TQFT constructed will be useful to shed some light into the mirror symmetry
conjectures for character varieties posed in [10] that predict some astonishing symmetries of $E$-polynomials of character varieties over a group $G$ and its Langlands dual group $^L G$.
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2. Topological Quantum Field Theory for representation varieties

In this section, we shall sketch briefly the construction of the TQFT described in [6]. We will also include some modifications that will allow us to compute, not only virtual Hodge structures, but the whole virtual class in the Grothendieck ring of algebraic varieties.

We will follow the notation of [6]. Let $\Lambda$ be a set, $n \geq 1$ and let $\text{Bdp}_n(\Lambda)$ be the category of $n$-bordisms of pairs with parabolic data in $\Lambda$. Recall that an object of this category is a triple $(M, A, Q)$ with $M$ a closed $(n-1)$-dimensional manifold, $A \subseteq M$ a finite set meeting each connected component of $M$ and $Q = \{(S_1, \lambda_1), \ldots, (S_r, \lambda_r)\}$ a parabolic structure on $M$, i.e. a set of co-oriented disjoint submanifolds $S_1, \ldots, S_r \subseteq M$ of codimension 2, with labels $\lambda_1, \ldots, \lambda_r \in \Lambda$.

A morphism $(W, A, Q) : (M_1, A_1, Q_1) \to (M_2, A_2, Q_2)$ is given by a unoriented bordism $W$ between $M_1$ and $M_2$, a finite set of points $A \subseteq W$ meeting each connected component of $W$ and such that $M_1 \cap A = A_1$ and $M_2 \cap A = A_2$, and $Q$ a parabolic structure on $W$ such that the restrictions on $M_1$ and $M_2$ agree with $Q_1$ and $Q_2$, respectively. Composition of morphisms is given by gluing of bordisms along their common boundary and juxtaposition of basepoints and parabolic structures. The category $\text{Bdp}_n(\Lambda)$ is naturally a monoidal category with monoidal product the usual disjoint union of manifolds.

Now, let $R$ be a commutative and unitary ring, and let $R\text{-Mod}$ be the category of $R$-modules and $R$-module homomorphisms. A lax monoidal Topological Quantum Field Theory, shortened TQFT, is a lax monoidal functor

$$Z : \text{Bdp}_n(\Lambda) \to R\text{-Mod}.$$  

Remark 2.1. The lax monoidality condition means that, for any $(M_1, A_1, Q_1), (M_2, A_2, Q_2) \in \text{Bdp}_n(\Lambda)$, there exists a $R$-module homomorphism

$$Z(M_1, A_1, Q_1) \otimes Z(M_2, A_2, Q_2) \to Z((M_1, A_1, Q_1) \sqcup (M_2, A_2, Q_2)).$$

However, this morphism might be not an isomorphism, in contrast to what is mandatory for a genuine monoidal functor.

Remark 2.2. We can endow $\text{Bdp}_n(\Lambda)$ and $R\text{-Mod}$ with natural 2-category structures. In this framework, a lax monoidal TQFT can be usually promoted to a 2-functor. However, for computational purposes, we will not need this structure, so we will not explore it further in this paper. For more information, see [8].
A closed $n$-dimensional manifold $W$, together with a finite set $A \subseteq W$ and a parabolic structure $Q$ on it, defines a morphism $(W, A, Q) : \emptyset \to \emptyset$. Hence, under the TQFT, it gives rise to a $R$-linear map $Z(W, A, Q) : R \to R$. This map is fully determined by the element $\chi(W, A, Q) = Z(W, A, Q)(1) \in R$ that we can think as an algebraic invariant of $(W, A, Q)$. In this sense, we say that $Z$ computes the invariant $\chi$.

2.1. Standard TQFT. In [6], it was constructed a lax monoidal TQFT that computes virtual Hodge structures of representation varieties. Such TQFT was constructed by means of a ‘pull-push construction’ by splitting the TQFT into a ‘field theory’ and a ‘quantisation’, being the later constructed via a $C$-algebra (for a review of this method and these concepts, see [8, Section 4]). In this section, we will slightly extend this construction to compute the whole virtual class of the representation variety in the Grothendieck ring of algebraic varieties.

Let us fix a ground field $k$. Let $\text{Var}_k$ be the category of algebraic varieties over $k$ with regular morphisms between them. Moreover, given $X \in \text{Var}_k$, we will denote by $\text{Var}/X$ the relative category of algebraic varieties over $X$. Recall that the objects of this category are pairs $(Y, \pi)$ with $Y$ and algebraic variety and $\pi$ a morphism $\pi : Y \to X$. If the morphism $\pi$ is clear from the context, the object will be denoted just by $Y \in \text{Var}/X$. Given objects $(Y_1, \pi_1), (Y_2, \pi_2) \in \text{Var}/X$, a morphism between them is a regular morphism $f : Y_1 \to Y_2$ such that $\pi_1 = \pi_2 \circ f$. Finally, we will consider the associated Grothendieck rings (also known as the $K_0$-ring in $K$-theory), $K\text{Var}_k$ and $K(\text{Var}/X)$. The image of an algebraic variety $X \in \text{Var}_k$ in the Grothendieck ring will be denoted $[X] \in K\text{Var}_k$ and will be called the virtual class of $X$.

Now, fix an algebraic group $G$ and let $\Lambda$ be a collection of subvarieties of $G$ that are invariant under conjugation (e.g. conjugacy classes of some elements). Given $n \geq 1$, we are going to construct a lax monoidal TQFT, $Z_G : \text{Bdp}_n(\Lambda) \to K\text{Var}_k\text{-Mod}$, such that, for all morphism $(W, A, Q) : \emptyset \to \emptyset$, it gives

$$Z_G(W, A, Q)(1) = [\mathcal{X}_G(W, A, Q)].$$

This TQFT is called the standard TQFT. In order to construct this functor, we are going to split it into two functors

$$\text{Bdp}_n(\Lambda) \xrightarrow{\mathcal{F}} \text{Span}(\text{Var}_k) \xrightarrow{\mathcal{Q}} K\text{Var}_k\text{-Mod}.$$ 

Here, $\text{Span}(\text{Var}_k)$ is the category of spans of $\text{Var}_k$ (see [2] for the definition). The functor $\mathcal{F}$ is playing the role of a field theory and $\mathcal{Q}$ is playing the role of a quantisation (in the physical sense).

The field theory, $\mathcal{F} : \text{Bdp}_n(\Lambda) \to \text{Span}(\text{Var}_k)$, coincides with the one described in [6]. On an object $(M, A, Q) \in \text{Bdp}_n(\Lambda)$, it assigns $\mathcal{F}(M, A, Q) = \mathcal{X}_G(M, A, Q)$, the associated parabolic $G$-representation variety of the fundamental groupoid $\Pi(M, A)$ (see Remark 2.3). Also, given a bordism $(W, A, Q) : (M_1, A_1, Q_1) \to (M_2, A_2, Q_2)$, it assigns the span

$$\mathcal{X}_G(M_1, A_1, Q_1) \xleftarrow{i_1} \mathcal{X}_G(W, A, Q) \xrightarrow{i_2} \mathcal{X}_G(M_2, A_2, Q_2).$$

Here, $i_1$ and $i_2$ are the maps induced by the inclusions $M_1 \hookrightarrow W$ and $M_2 \hookrightarrow W$, respectively, at the level of representations. By the Seifert-van Kampen Theorem for fundamental groupoids, $\mathcal{F}$ is a well-defined functor.
Chevally property. Thus, it is a

\begin{equation}
\text{Var}
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\begin{equation}
Theorem 2.4.
\end{equation}

Let \( G \) be an algebraic group and \( n \geq 1 \). There exists a tax monoidal TQFT

\begin{equation}
Z_G : Bdp_n(A) \rightarrow K\text{Var}_k\text{-Mod},
\end{equation}
computing virtual classes of parabolic $G$-representation varieties.

2.2. Recovering Hodge monodromy representations. Suppose that the ground field is $k = \mathbb{C}$. In that case, we can also consider the $\text{Var}_\mathbb{C}$-algebra of the $K$-theory of mixed Hodge modules, $\text{KM}$, as in [8]. In order to avoid misinterpretation with the maps of $K(\text{Var})$, the induced maps of $\text{KM}$ will be denoted $\mathcal{M}f_! : \text{KM}_X \to \text{KM}_Y$ and $\mathcal{M}f^* : \text{KM}_Y \to \text{KM}_X$. Note that this slightly differs from the notation of [8].

Using $\text{KM}$ as the $\text{Var}_\mathbb{C}$-algebra for the quantisation, we also obtain a lax monoidal TQFT that we will denote $Z_G^M : \text{Bdp}_n(\Lambda) \to \text{KMHS-Mod}$. Here $\text{MHS} = \mathcal{M}_*$ is the category of rational mixed Hodge modules. This was the TQFT used in [8] for calculations.

This functor $Z_G^M$ and the functor $Z_G$ constructed here are strongly related. To state the relation properly, suppose that we are working in a category $\mathcal{C}$ with pullbacks and final object. Let $\mathcal{A} = (A,B)$ and $\mathcal{A}' = (A', B')$ be two $\mathcal{C}$-algebras. In particular, this means that $A, A'$ are contravariant functors out of $\mathcal{C}$ with values in rings, and $B, B'$ are covariant functors out of $\mathcal{C}$ with values in modules over the rings $A(\ast), A'(\ast)$, respectively. By a natural transformation $\tau : \mathcal{A} \Rightarrow \mathcal{A}'$, we will refer to a collection of ring homomorphisms $\tau_c : A_c \to A'_c$, for $c \in \mathcal{C}$, intertwining with the induced maps. This means that, for any morphism $f : c \to d$ of $\mathcal{C}$, we have $\tau_c \circ A(f) = A'(f) \circ \tau_d$ and $\tau_d \circ B(f) = B'(f) \circ \tau_c$.

**Proposition 2.5.** Let $X \in \text{Var}_\mathbb{C}$. Consider the morphism $\tau_X : K(\text{Var}/X) \to \text{KM}_X$ that, for $(Z, \pi) \in \text{Var}/X$, sends $\tau_X[Z, \pi] = \mathcal{M}\pi_1(\underline{Q}_Z) \in \text{KM}_X$, where $\underline{Q}_Z \in \text{KM}_Z$ denotes the unit of the ring. Then $\tau$ defines a natural transformation of $\text{Var}_\mathbb{C}$-algebras

$$\tau : K(\text{Var}) \Rightarrow \text{KM}.$$ 

**Proof.** The maps $\tau_X$ intertwine with the induced maps of the $\text{Var}_\mathbb{C}$-algebras. In order to check it, let $f : X \to Y$ be a regular morphism. For the pushout, we directly have $\tau_Y \circ f_! [Z, \pi] = \tau_Y [Z, f \circ \pi] = \mathcal{M}(f \circ \pi)_! \underline{Q}_Z = \mathcal{M}f_! \circ \mathcal{M}\pi_1(\underline{Q}_Z) = \mathcal{M}f_! (\tau_X[Z, \pi])$. For the pullback map, consider the cartesian square

$$
\begin{array}{ccc}
Z \times_Y X & \xrightarrow{f'} & Z \\
\pi' \downarrow & & \downarrow \pi \\
X & \xrightarrow{f} & Y
\end{array}
$$

By the Beck-Chevalley property of $\text{KM}$, we have

$$\tau_X \circ f^*[Z, \pi] = \tau_X[Z \times_Y X, \pi'] = \mathcal{M}\pi'_1(\underline{Q}_{Z\times_Y X}) = \mathcal{M}\pi'_1 \circ \mathcal{M}f'^*(\underline{Q}_Z) = \mathcal{M}f^* \circ \mathcal{M}\pi_1(\underline{Q}_Z) = \mathcal{M}f^* \circ \tau_Y[Z, \pi].$$

Observe that, in the third equality, we have used $\mathcal{M}f'^*(\underline{Q}_Z) = \underline{Q}_{Z\times_Y X}$, since $\mathcal{M}f^*$ is a ring homomorphism.

Finally, let us show that the maps $\tau_X : K(\text{Var}/X) \to \text{KM}_X$ are ring homomorphisms. Suppose that $\pi_1 : Z_1 \to X$ and $\pi_2 : Z_2 \to X$ are objects of $\text{Var}/X$. If $\Delta : X \to X \times X$ denotes the diagonal map, and $Z_1 \times Z_2$ denotes the usual cartesian product (i.e. the fibered
By definition, we have \( \mathcal{M} \pi'_1 \circ \mathcal{M} \Delta^* \left( \mathbb{Q}_{Z_1 \times Z_2} \right) = \mathcal{M} \pi'_1 \left( \mathbb{Q}_{Z_1 \times X Z_2} \right) = \tau_X [Z_1 \times_X Z_2, \pi'] = \tau_X ([Z_1, \pi_1] \cdot [Z_2, \pi_2]). \)

On the other hand, let us denote \( p_1, p_2 : X \times X \to X \) the projections onto the first and the second component, respectively. Since \( \mathbb{Q}_{Z_1} \otimes \mathbb{Q}_{Z_2} = \mathbb{Q}_{Z_1 \times Z_2} \), we have that

\[
\mathcal{M} \Delta^* \circ \mathcal{M} (\pi_1 \times \pi_2) ! \left( \mathbb{Q}_{Z_1 \times Z_2} \right) = \mathcal{M} \Delta^* \circ \mathcal{M} (\pi_1 \times \pi_2) ! \left( \mathbb{Q}_{Z_1} \otimes \mathbb{Q}_{Z_2} \right)
\]

\[
= \mathcal{M} \Delta^* \left( \mathcal{M} (\pi_1) ! \mathbb{Q}_{Z_1} \otimes \mathcal{M} (\pi_2) ! \mathbb{Q}_{Z_2} \right) = \mathcal{M} \Delta^* \left( \tau_X [Z_1, \pi_1] \otimes \tau_X [Z_2, \pi_2] \right)
\]

\[
= \mathcal{M} (p_1 \circ \Delta)^* \tau_X [Z_1, \pi_1] \otimes \mathcal{M} (p_2 \circ \Delta)^* \tau_X [Z_2, \pi_2] = \tau_X [Z_1, \pi_1] \otimes \tau_X [Z_2, \pi_2].
\]

Note that, in the last equality, we have used \( p_1 \circ \Delta = p_2 \circ \Delta = 1_X \). Therefore, by the Beck-Chevalley property of \( K \mathcal{M} \), both elements agree. This proves that \( \tau_X \) is a ring homomorphism. \( \square \)

**Remark 2.6.**

- The mixed Hodge module \( \tau_X [Z, \pi] = \mathcal{M} \pi_1 (\mathbb{Q}_Z) \) first appeared in [16] (see also [18]), where it was called the Hodge monodromy representation and was denoted by \( R_\pi(Z) \), or \( R(Z) \) if the map was clear from the context. In this notation, the intertwining property reads \( \mathcal{M} f^* R(Z) = R(f^* Z) \) and \( \mathcal{M} f_* R_\pi(Z) = R_{f_* \pi}(Z) \).
  Moreover, the fact that \( \tau_X \) is a ring homomorphism implies that \( R(Z_1 \times_X Z_2) = R(Z_1) \otimes R(Z_2) \).

- The fact that \( \tau_X \) is a ring homomorphism is quite surprising since, for a regular map \( \pi : Z \to X \), the morphism \( \mathcal{M} \pi_1 : K \mathcal{M} Z \to K \mathcal{M} X \) is not in general a ring homomorphism. However, it preserves the external product, that was exactly what we needed in order to complete the proof above.

In particular, the natural transformation \( \tau \) gives us a ring homomorphism \( \tau_* : K \mathcal{V}ar_C \to K \mathcal{M} HS \). It induces a natural transformation \( K \mathcal{M} HS - \mathbf{M}od \Rightarrow K \mathcal{V}ar_C - \mathbf{M}od \). Under this transformation, \( Z_G^M \) can be seen as taking values in \( K \mathcal{V}ar_C - \mathbf{M}od \). With these considerations, we have the following result.

**Corollary 2.7.** There exists a natural transformation \( Z_G \Rightarrow Z_G^M \), given by \( \tau_{X_G(M, A, Q)} : K(\mathcal{V}ar / \mathcal{X}_G(M, A, Q)) \to K \mathcal{M} X_G(M, A, Q) \), for \((M, A, Q) \in \mathbf{B}dp_n(\Lambda)\).

**Proof.** By the construction of both functors, it is enough to build the natural transformation at the level of the respective quantisations, denoted \( \mathcal{Q}_{K(\mathcal{V}ar)} \), \( \mathcal{Q}_{K \mathcal{M}} : \text{Span}(\mathcal{V}ar_C) \to K \mathcal{V}ar_C - \mathbf{M}od \). For this purpose, we can just take \( \tau_X : \mathcal{Q}_{K(\mathcal{V}ar)}(X) = K(\mathcal{V}ar / X) \to \mathcal{Q}_{K \mathcal{M}}(X) = K \mathcal{M} X \), for an algebraic variety \( X \). Unraveling the definitions, we get the claimed formula. \( \square \)
2.3. Geometric and reduced TQFTs. Despite that $Z_G$ computes the virtual class of representations varieties, it is convenient to consider a modification of this TQFT that is easier to compute. It is produced by the reduction procedure described in \cite[Section 4.5]{8}. In this Section, we will sketch the construction of this modification and we will describe the associated maps explicitly.

Given $(M, A, Q) \in \text{Bdp}_n(\Lambda)$, there exists an action of $G$ on $\mathfrak{X}_G(M, A, Q)$ by conjugation. The orbit space of this action can be given the structure of a piecewise algebraic variety (see \cite[Section 5.2]{8}), denoted $[\mathfrak{X}_G(M, A, Q)]/G$. We also have a piecewise algebraic quotient map $\pi : \mathfrak{X}_G(M, A, Q) \to [\mathfrak{X}_G(M, A, Q)]/G$.

With this piecewise quotient, we modify the field theory to assign, to any morphism $(W, A, Q) : (M_1, A_1, Q_1) \to (M_2, A_2, Q_2)$ of $\text{Bdp}_n(\Lambda)$, the span

$$[\mathfrak{X}_G(M_1, A_1, Q_1)]/G \xleftarrow{\pi_{\circ i_1}} \mathfrak{X}_G(W, A, Q) \xrightarrow{\pi_{\circ i_2}} [\mathfrak{X}_G(M_2, A_2, Q_2)]/G.$$  

Using this new field theory and the quantisation induced by the $\text{Var}_k$-algebra $K(\text{Var})$, we obtain a new assignment $Z_{gm}^G : \text{Bdp}_n(\Lambda) \to K\text{Var}_k\text{-Mod}$, called the geometric TQFT.

Unfortunately, in this form $Z_{gm}^G$ is not a genuine functor since the new field theory does not satisfy the Seifert-van Kampen theorem. Nevertheless, this problem can be easily solved. Consider the endomorphism $\eta = \pi_! \circ \pi^* : [\mathfrak{X}_G(M, A, Q)]/G \to [\mathfrak{X}_G(M, A, Q)]/G$. If $\eta$ is invertible then, by \cite[Proposition 4.20]{8}, $Z_{gm}^G = Z_{gm}^G \circ \eta^{-1}$ is a lax monoidal TQFT computing the same invariant than $Z_G$, called the reduced TQFT. For this reason, we can focus on the computation of the geometric TQFT, from which the reduced TQFT follows immediately.

In the case $n = 2$, we can give explicitly the morphisms associated to the geometric TQFT. Observe that, in this case, the boundaries have no parabolic structures since the parabolic structure are codimension 2 submanifolds. Now, consider the set of morphisms of $\text{Bdp}_2(\Lambda)$ depicted in Figure 1 for $\lambda \in \Lambda$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Special bordisms of $\text{Bdp}_2(\Lambda)$.}
\end{figure}

The importance of these bordisms is the following. Let $\Sigma_g$ be the orientable closed surface of genus $g$ and consider any parabolic structure $Q$ on it with $s$ marked points. Then, if $A$ is a set of $g + s + 1$ basepoints of $\Sigma_g$, as a morphism we can decompose $(\Sigma_g, A, Q) = D \circ L_{\lambda_1} \circ \ldots \circ L_{\lambda_1} \circ L_{\lambda_1} \circ D$. Thus, in order to compute virtual images of representation varieties over closed surfaces, we can only focus on this special set of bordisms.

With respects to the boundaries, we only need to care about the circle with a single basepoint, $(S^1, \ast)$. For it, we have that the associated module is $Z_{gm}^G(S^1, \ast) = [\mathfrak{X}_G(S^1, \ast)]/G = [G/G]$ i.e. the set of conjugacy classes of $G$. In order to get in touch with the notation of Section 3, let us denote this piecewise quotient map as $tr_0 : G \to [G/G]$. With respect to morphisms, as explained in \cite[Section 5.1]{8}, the associated field theories of the discs are
Therefore, $Z_G^{gm}(D) = i_t$ and $Z_G^{gm}(D') = i^*$. On the other hand, for the tubes $L$ and $L_\lambda$, the associated field theories are

$$
\mathcal{F}(L) : [G/G] \xleftarrow{p} G^4 \xrightarrow{q} [G/G],
$$

$$
\mathcal{F}(L_\lambda) : [G/G] \xleftarrow{r} G^2 \times \lambda \xrightarrow{s} [G/G].
$$

Hence, $Z_G^{gm}(L) = q_! p^*$ and $Z_G^{gm}(L_\lambda) = s_! r^*$. Finally, the reduced TQFT is $Z_G^{gm} = Z_G^{gm} \circ \eta^{-1}$ with $\eta = \text{tr}_0 \circ \text{tr}_0^* : K(\text{Var}/[G/G]) \to K(\text{Var}/[G/G])$.

### 3. Parabolic $\text{SL}_2(\mathbb{C})$-representation varieties

From now on, we shall focus on the case of surfaces and $G = \text{SL}_2(\mathbb{C})$, for which we will compute the module homomorphisms of the reduced TQFT, as described in the previous section. This is analogous to the results of [S] but for a wider set of allowed holonomies for the punctures. For convenience, we will shorten $Z^{gm}_{\text{SL}_2(\mathbb{C})}$ by $Z^{gm}$.

#### 3.1. Generalities on $\text{SL}_2(\mathbb{C})$

In order to fix notation, recall that in $\text{SL}_2(\mathbb{C})$ there are five special types of elements, namely the matrices

$$
\text{Id} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad -\text{Id} = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, \quad J_+ = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad J_- = \begin{pmatrix} -1 & 1 \\ 0 & -1 \end{pmatrix}, \quad D_\lambda = \begin{pmatrix} \lambda & 0 \\ 0 & \lambda^{-1} \end{pmatrix},
$$

with $\lambda \in \mathbb{C}^* - \{\pm 1\}$. Any element of $\text{SL}_2(\mathbb{C})$ is conjugated to one of these elements. Such a distinguished representant is unique up to the fact that $D_\lambda$ and $D_{\lambda^{-1}}$ are conjugated for all $\lambda \in \mathbb{C}^* - \{\pm 1\}$. Hence, we have a stratification

$$
\text{SL}_2(\mathbb{C}) = \{\text{Id}\} \sqcup \{-\text{Id}\} \sqcup [J_+] \sqcup [J_-] \sqcup D,
$$

where $D = \bigcup_{\lambda}[D_\lambda] = \{A \in \text{SL}_2 | \text{tr} A \neq \pm 2\}$ and $[A]$ denotes the conjugacy class of $A \in \text{SL}_2(\mathbb{C})$. Given $t \in \mathbb{C} - \{\pm 2\}$, we will also denote $D_t = \{A \in \text{SL}_2(\mathbb{C}) | \text{tr} A = t\}$.

The GIT quotient of the action of $\text{SL}_2(\mathbb{C})$ on itself is given by the trace map $\text{tr} : \text{SL}_2(\mathbb{C}) \to \mathbb{C}$. By the stratification above, it only identifies the orbits $\{\text{Id}\}$ and $[J_+]$ (both orbits of matrices of trace 2) as well as the orbits $\{-\text{Id}\}$ and $[J_-]$ (both orbits of matrices of trace $-2$). This implies that the piecewise quotient space is

$$
[\text{SL}_2(\mathbb{C})]/[\text{SL}_2(\mathbb{C})] = \{[\text{Id}]\} \sqcup \{[-\text{Id}]\} \sqcup \{[J_+]\} \sqcup \{[J_-]\} \sqcup \Theta,
$$

where $\Theta = \mathbb{C} - \{\pm 2\}$ is the space of traces of matrices with two different simple eigenvalues. The orbitwise quotient map will be denoted $\text{tr}_0 : \text{SL}_2(\mathbb{C}) \to [\text{SL}_2(\mathbb{C})]/[\text{SL}_2(\mathbb{C})]$. Under the action of $\text{SL}_2(\mathbb{C})$ on itself by conjugation we have that $\text{Stab}(\pm \text{Id}) = \text{SL}_2(\mathbb{C})$, $\text{Stab}(J_+) = \mathbb{C}$ and $\text{Stab}(D_\lambda) = \mathbb{C}^*$, for $\lambda \in \mathbb{C}^* - \{\pm 1\}$. In particular, if we denote $q = [\mathbb{C}] \in K\text{Var}_{\mathbb{C}}$, we have that $[\text{SL}_2(\mathbb{C})] = q^3 - q$, $[[J_\pm]] = q^2 - 1$ and $[D_t] = q^3 + q$ (see [S] Section 6 for details).

In analogy with [S] Section 6.1, under the inclusion of these strata into $\text{SL}_2(\mathbb{C})$, we can consider the respective units $T_2 \in K(\text{Var}/\{\text{Id}\})$, $T_{-2} \in K(\text{Var}/\{-\text{Id}\})$, $T_+ \in K(\text{Var}/[J_+])$, $T_- \in K(\text{Var}/[J_-])$. 




Proof. For the first equality, observe that it holds
\[ X_2 = \{(w, t) \in \mathbb{C}^* \times \Theta \mid w^2 = t - 2 \}, \quad X_{-2} = \{(w, t) \in \mathbb{C}^* \times \Theta \mid w^2 = t + 2 \}, \]
Let \( \pi \) be their projections onto the second component, \( \pi(w, t) = t \). In this setting, the pairs \((X_2, \pi)\) and \((X_{-2}, \pi)\) define elements of \( K(\text{Var}/\Theta) \) that we will denote \([X_2]\) and \([X_{-2}]\), respectively. We set \( S_2 = [X_2] - T_\Theta \) and \( S_{-2} = [X_{-2}] - T_\Theta \). It can be proven that, if we consider \( X_{2,-2} = \{(w, t) \in \mathbb{C}^* \times \Theta \mid w^2 = t^2 - 4 \} \), with projection over \( \Theta \) given by \( \pi(w, t) = t \), then \([X_{2,-2}] = T_\Theta + S_2 \times S_{-2} \), where \( S_2 \times S_{-2} \) denotes the product in \( K(\text{Var}/\Theta) \). These elements satisfy some algebraic relations in \( K(\text{Var}/\Theta) \) that we will need for the subsequent computations.

Lemma 3.1. In the ring \( K(\text{Var}/\Theta) \), the following relations hold.
\[ S_2^2 = S_{-2}^2 = T_\Theta, \quad [X_{2,-2}] \times [X_2] = [X_{2,-2}] \times [X_{-2}] = [X_2] \times \Theta \times X_{-2}. \]

Proof. For the first equality, observe that it holds
\[ X_2 \times \Theta \times X_2 = \{(w_1, w_2, t) \mid w_1^2 = t - 2, w_2^2 = t - 2 \} \]
\[ \cong X_2 \cup X_2. \]
Therefore, we have that \( 2T_\Theta + 2S_2 = 2[X_2] = [X_2] \times [X_2] = (T_\Theta + S_2)^2 = T_\Theta + 2S_2 + S_2^2 \) and, solving for \( S_2^2 \), we find \( S_2^2 = T_\Theta \). The computation for \( S_{-2}^2 \) is analogous. The second equality can be obtained directly from this result, since we have
\[ [X_{2,-2}] \times [X_2] = (T_\Theta + S_2 \times S_{-2}) \times (T_\Theta + S_2) = [T_\Theta + S_2 + S_{-2} + S_2 \times S_{-2}] = [X_2] \times [X_{-2}]. \]

However, a more directed proof can be given. Using the explicit expression of \( X_{2,-2} \times \Theta \times X_2 \), we have that
\[ X_{2,-2} \times \Theta \times X_2 = \{(w_1, w_2, t) \mid w_1^2 = (t - 2)(t + 2), w_2^2 = t - 2 \} \]
\[ \cong \{(w_1', w_2, t) \mid w_1'^2 = t + 2, w_2^2 = t - 2 \} = X_2 \times \Theta \times X_{-2}. \]
Observe that, in the second equality, the isomorphism is given by the map \((w_1, w_2, t) \mapsto (w_1/w_2, w_2, t)\).

The importance of these elements comes from the fact that, in [8], it was proven that the submodule generated by \( \mathcal{W} = \langle T_{\pm 2}, T_\Theta, S_{\pm 2}, S_2 \times S_{-2} \rangle \) is invariant under \( Z^m(L) \) and \( Z^m(L_{[J_{\pm 1}]} \) and that \( Z^m(D) \) and \( Z^m(D^I) \) are respectively the inclusion and projection onto \( T_2 \). This means that all the computations of the TQFT can be safely restricted to this submodule.

For the purposes of this paper, we also need to consider a kind of ‘skyscraper generators’ over selected points of \( \Theta \). For \( t \in \Theta \), we shall denote by \( T_t \) the image of the unit in \( K(\text{Var}/D_t) \subseteq K(\text{Var}/\Theta) \). In this way, we will consider the \( K\text{Var}_C \)-submodule generated by \( \mathcal{W} \) and all the skyscraper generators \( T_t \) for \( t \in \Theta \), that we will denote \( \mathcal{W} \). Observe that \( \mathcal{W} \) is not finitely generated, in contrast to \( \mathcal{W} \).

Remark 3.2. There is a small change of notation with respect to [8, Section 6.1]. In that paper, the elements \( T_2 \) and \( T_{-2} \) are denoted as \( T_1 \) and \( T_{-1} \), respectively. We have decided to change notation in order to avoid the ambiguity of using \( T_{\pm 1} \) to denote both the unit over
\[\eta\] is given by \[\eta_{\text{D}}\] the unit over the product of mixed Hodge modules in [8].

Another minor change of notation is that \(S_2 \times S_{-2}\) in this paper stands for what it was denoted as \(S_2 \otimes S_{-2}\) in [3]. This change allows us to be consistent with the product notation in the quantisation ring, that is cartesian product of varieties in this paper but it was tensor product of mixed Hodge modules in [8].

Let us consider the module endomorphism \(\eta = \text{tr}_0 \circ \text{tr}_0^* : K(\text{Var}/[\text{SL}_2(\mathbb{C})]/\text{SL}_2(\mathbb{C})) \to K(\text{Var}/[\text{SL}_2(\mathbb{C})]/\text{SL}_2(\mathbb{C}))\). The image under this map of \(W\) was calculated in [8]. Taking into account the new skyscraper generators, we have the following result.

**Lemma 3.3.** The submodule \(\overline{W}\) is invariant for the morphism \(\eta\). Indeed, the image of \(T_t\) is given by \(\eta(T_t) = (q^2 + q)T_t\) and, with respect to the standard set of generators, the matrix of \(\eta\) is

\[
\begin{pmatrix}
T_2 & T_{-2} & T_+ & T_- & T_{\Theta} & S_2 & S_{-2} & S_2 \times S_{-2} & T_t \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & q^2 - 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & q^2 - 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & q & 0 & q & 0 \\
0 & 0 & 0 & 0 & 0 & q & 0 & q & 0 \\
0 & 0 & 0 & 0 & 0 & q & 0 & q & 0 \\
0 & 0 & 0 & 0 & 0 & q^2 + q & 0 & 0 & 0
\end{pmatrix}
\]

**Proof.** We just need to compute the image of the new skyscraper generators. Fix \(t \in \Theta = \mathbb{C} - \{\pm 2\}\). We have a commutative diagram whose square is cartesian

\[
\begin{array}{c}
\begin{array}{c}
\mathcal{D}_t \\
\mathbb{C}^{\times} \to \text{SL}_2(\mathbb{C})^{\times} \to \text{SL}_2(\mathbb{C}) \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathcal{D}_t \\
\text{SL}_2(\mathbb{C})^{\times} \to \text{SL}_2(\mathbb{C}) \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathcal{D}_t \\
\mathbb{C}^{\times} \to \text{SL}_2(\mathbb{C})^{\times} \\
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\mathcal{D}_t \\
\text{SL}_2(\mathbb{C})^{\times} \to \text{SL}_2(\mathbb{C}) \\
\end{array}
\end{array}
\end{array}
\]

Hence, we have that \(\text{tr}_0 \circ \text{tr}_0^* T_t = [\mathcal{D}_t] T_t = (q^2 + q)T_t\). Combining this computation with [8] Proposition 6.3, the result follows. \qed

### 3.2. The semi-simple puncture

Fix \(t_0 \in \Theta\) and write \(t_0 = \lambda_0 + \lambda_0^{-1}\) for some \(\lambda_0 \in \mathbb{C}^{\times} - \{\pm 2\}\). In this section, we shall compute the image of the tube \(L_{\mathcal{D}_{t_0}} : (S^1,*) \to (S^1,*)\) under the reduced TQFT, where \(\mathcal{D}_{t_0} = \{ A \in \text{SL}_2(\mathbb{C}) | \text{tr} A = t_0 \}\). Recall that the field theory for \(Z^{gm}\) on \(L_{\mathcal{D}_{t_0}}\) is the span

\[
\begin{array}{c}
[\text{SL}_2(\mathbb{C})/\text{SL}_2(\mathbb{C})] \\
\text{tr}_0 (A) \\
\end{array}
\begin{array}{c}
\text{SL}_2(\mathbb{C})^2 \times \mathcal{D}_{t_0} \\
(A,B,C) \\
\end{array}
\begin{array}{c}
[\text{SL}_2(\mathbb{C})/\text{SL}_2(\mathbb{C})] \\
\text{tr}_0 (BACB^{-1}) = \text{tr}_0 (AC) \\
\end{array}
\]

so \(Z^{gm}(L_{\mathcal{D}_{t_0}}) = s_t \circ r^* : K(\mathbb{Var}/[\text{SL}_2(\mathbb{C})]/\text{SL}_2(\mathbb{C})) \to K(\mathbb{Var}/[\text{SL}_2(\mathbb{C})]/\text{SL}_2(\mathbb{C}))\).
Instead of the orbit space required by the field theory, it will be also convenient to consider the rough GIT quotient span

\[ \mathbb{C} \leftarrow \text{SL}_2(\mathbb{C})^2 \times \mathcal{D}_{\lambda_0} \rightarrow \mathbb{C} \]

\[ \text{tr} \,(A) \leftrightarrow (A, B, C) \rightarrow \text{tr} \,(AC) \]

Taking into account that \( \mathcal{D}_{\lambda_0} = \text{SL}_2(\mathbb{C})/\mathbb{C}^* \), we get that this span is naturally isomorphic to

\[ \mathbb{C} \leftarrow \text{SL}_2(\mathbb{C})^2 \times (\text{SL}_2(\mathbb{C})/\mathbb{C}^*) \rightarrow \mathbb{C} \]

\[ \text{tr} \,(A) \leftrightarrow (A, B, P) \rightarrow \text{tr} \,(AD_{\lambda_0}) \]

Since the second and the third factors play no role in the previous span, we can focus on the simplified span

(1)

\[ \mathbb{C} \leftarrow \text{SL}_2(\mathbb{C}) \rightarrow \mathbb{C} \]

\[ \text{tr} \,(A) \leftrightarrow A \rightarrow \text{tr} \,(AD_{\lambda_0}) \]

**Lemma 3.4.** Let \( W \) be the algebraic variety

\[ W = \left\{ (y, z, t, t') \in \mathbb{C}^4 \left| \begin{array}{c}
(t - t')^2 \\
 t^2 - 4
\end{array} \frac{t' - t}{t^2 - 4} + yz = -1 \right. \right\}. \]

Then, span [1] is isomorphic to

\[ \mathbb{C} \leftarrow W \rightarrow \mathbb{C} \]

\[ t \leftrightarrow (y, z, t, t') \rightarrow t' \]

Moreover, let us decompose \( W = W_a \cup W_b \) where \( W_a = W \cap \{ z \neq 0 \} \) and \( W_b = W \cap \{ z = 0 \} \). Then we have

- \( W_a \) is isomorphic to \( \mathbb{C}^* \times \mathbb{C} \times \mathbb{C} \) and the maps of the span correspond to the projections onto the second and third components, respectively.
- \( W_b \) is isomorphic to \( \mathbb{C} \times \mathbb{C}^* \). Under this isomorphism, the span is

\[ \mathbb{C} \leftarrow \mathbb{C} \times \mathbb{C}^* \leftarrow (y, \mu) \rightarrow \mu + \mu^{-1} \]

**Proof.** Let us take

\[ W = \left\{ (A, t, t') \in \text{SL}_2(\mathbb{C}) \times \mathbb{C}^2 \left| \begin{array}{c}
t = \text{tr} \, A \\
t' = \text{tr} \,(AD_{\lambda_0})
\end{array} \right. \right\}. \]

A straightforward computation shows that \( W \) is the set of matrices of the form

\[ A = \left( \frac{t}{2} \left( 1 - \frac{\lambda_0 + \lambda_0^{-1}}{\lambda_0 - \lambda_0^{-1}} \right) + \frac{t'}{y - \lambda_0^{-1}} \right) \]

satisfying that

\[ \frac{(\lambda_0 t - \lambda_0 t')^2}{(\lambda_0^2 - 1)^2} - \frac{\lambda_0 tt'}{(\lambda_0^2 + 1)^2} + yz = -1 \Leftrightarrow \frac{(t - t')^2}{t^2 - 4} - \frac{t'}{t_0 + 2} + yz = -1. \]

With this description, we have that the left-most span map corresponds to \( (y, z, t, t') \mapsto t \), and the right-most map to \( (y, z, t, t') \mapsto t' \). On \( W_a \), we can solve this equation for \( y \) and the span maps are trivial fibrations with fibers \( \mathbb{C}^* \times \mathbb{C} \).

If \( z = 0 \), the later equation forces \( t \) and \( t' \) to satisfy

\[ H = \left\{ (t, t') \in \mathbb{C}^2 \left| \begin{array}{c}
(t - t')^2 \\
 t^2 - 4
\end{array} \frac{t' - t}{t^2 - 4} + \frac{t'}{t_0 + 2} = -1 \right. \right\} = \left\{ t = \frac{1}{2} t' t_0 \pm \frac{1}{2} \sqrt{(t'^2 - 4)(t_0^2 - 4)} \right\}. \]
Hence, $H$ is an affine hyperbola that can be parametrized by $\mathbb{C}^* \to H$, $\mu \mapsto (\mu \lambda_0 + \mu^{-1}\lambda_0^{-1}, \mu + \mu^{-1})$. Under this isomorphism, the maps $r$ and $s$ become the claimed maps $\alpha$ and $\beta$, respectively.

**Proposition 3.5.** On $\Theta = \{ \pm 2 \}$, the endomorphism $\beta \circ \alpha^* : K(\text{Var}/\Theta) \to K(\text{Var}/\Theta)$ is given by

$$
\beta \circ \alpha^*(T_\Theta) = q(T_\Theta + S_2 \times S_{-2} - T_{\Theta 0} - T_{-\Theta 0}), \\
\beta \circ \alpha^*(S_2) = q(S_2 + S_{-2} - T_{\Theta 0} - T_{-\Theta 0}), \\
\beta \circ \alpha^*(S_{-2}) = q(S_2 + S_{-2} - T_{\Theta 0} - T_{-\Theta 0}).
$$

**Proof.** Observe that $\alpha^{-1}(\pm 2) = \mathbb{C} \times \{ \pm \lambda_0^{-1} \}$ and $\beta^{-1}(\pm 2) = \mathbb{C} \times \{ \pm 1 \}$. Hence, the span for $W_0$ restricts to

$$
\mathbb{C} \times \{ \pm 2 \} \leftarrow (\mathbb{C} \times \{ \pm 1, \pm \lambda_0^{-1} \}) \twoheadrightarrow (y, \mu) \rightarrow \mu + \mu^{-1}
$$

Consider the isomorphism $\tau : \mathbb{C}^* \to \mathbb{C}^* \to \mathbb{C}^*$ given by $\tau(\mu) = \mu \lambda_0 \mu$, the map $t(\mu) = \mu + \mu^{-1}$ and the projection $c : \mathbb{C} \to \mathbb{C}$. We can write $\alpha = c \times (t \circ \tau)$ and $\beta = c \times t$ so we have that $\beta \circ \alpha^* = \alpha \circ c^* \times t \tau \tau^* = q \tau t^* \tau^*$, with $q = [C] \in K\text{Var}_C$.

In particular this implies that, for $T_\Theta$, it holds $\beta \circ \alpha^*(T_\Theta) = q \tau t^* T_\Theta$ since $t^*$ and $\tau^*$ are ring homomorphisms. For $[X_2]$, we have that $t^* X_2 = (\mathbb{C}^* - \{ \pm 1, \pm \lambda_0 \}) \times \Theta X_2 = \{(w, \mu) | w^2 = \mu + \mu^{-1} - 2 \}$, which is isomorphic to $(\tau \tau^*) X_2 = (\mathbb{C}^* - \{ \pm 1, \pm \lambda_0^{-1} \}) \times \Theta X_2 = \{(w, \mu) | w^2 = \mu \lambda_0 + \mu^{-1} \lambda_0^{-1} - 2 \}$ as element of $K(\text{Var}/(\mathbb{C}^* - \{ \pm 1, \pm \lambda_0^{-1} \}))$. Therefore, we have that $\beta \tau \alpha^*[X_2] = q \tau t^*[X_2]$ and analogously for $X_2$ and $X_2 \times \Theta X_{-2}$. Thus, $\tau^*$ does not modify the calculation and we can focus on the computation of $t^* t$.

In this case, observe that we have an isomorphism $\psi : \mathbb{C}^* - \{ \pm 1 \} \to X_{2,-2}$, given by $\psi(\mu) = (\lambda - \lambda^{-1}, \lambda + \lambda^{-1})$. Under this isomorphism, there is a commutative diagram

$$
\begin{array}{ccc}
\mathbb{C}^* - \{ \pm 1 \} & \xrightarrow{\psi} & \mathbb{C} - \{ \pm 2 \} \\
\downarrow{\pi} & & \downarrow{\pi} \\
X_{2,-2} & \xrightarrow{\psi} & X_{2,-2}
\end{array}
$$

where $\pi : X_{2,-2} \to \mathbb{C} - \{ \pm 2 \}$ is $\pi(w, t) = t$. Since $\psi$ is an isomorphism, $t \tau^* = \tau \psi^* \psi^* \tau^* = \pi \tau^*$. In particular, we have that $\pi \tau^*[T_{\Theta}] = \pi_1(T_{X_{2,-2}}) = [X_{2,-2}] = T_\Theta + S_2 \times S_{-2}$. On the other hand, Lemma 3.1 implies that

$$
\pi \tau^*[X_2] = [X_{2,-2} \times \Theta X_2] = [X_2] \times [X_{-2}] = T_\Theta + S_2 + S_{-2} + S_2 \times S_{-2},
$$

and analogously for $[X_{-2}]$. For $[X_2 \times \Theta X_{-2}]$, also using the relations of Lemma 3.1 we obtain

$$
\pi \tau^*[X_2 \times \Theta X_{-2}] = [X_{2,-2} \times \Theta X_2] \times [X_{-2}] = [X_2] \times [X_{-2}] \times [X_{-2}]
$$

$$
= 2[X_2] \times [X_{-2}] = 2T_\Theta + 2S_2 + 2S_{-2} + 2S_2 \times S_{-2}.
$$

Therefore, using that $[X_{\pm 2}] = T_\Theta + S_{\pm 2}$, and subtracting the missing fibers over $\pm t_0 = t(\pm \lambda_0^{-1})$, the result follows. \[\square\]
4. Computations of the geometric TQFT

After the preliminary computations of Section 3, we are ready to accomplish the computation of the geometric TQFT. Along this section, we fix \( t_0 \in \Theta \) and we write it as \( t_0 = \lambda_0 + \lambda_0^{-1} \) for a fixed \( \lambda_0 \in \mathbb{C}^* - \{\pm 1\} \). We shall focus on the computation of the \( \text{KVar}_\mathbb{C} \)-module morphism

\[
Z^\text{gm}(L_{D_{t_0}}) : \text{K}(\text{Var}/[SL_2(\mathbb{C})/SL_2(\mathbb{C})]) \to \text{K}(\text{Var}/[SL_2(\mathbb{C})/SL_2(\mathbb{C})]) .
\]

For short, if \( X, Y \) are subvarieties of \([SL_2(\mathbb{C})/SL_2(\mathbb{C})]\), we shall denote

\[
Z^\text{gm}(L_{D_{t_0}})(T_2) = (q^2 + q)(q^3 - q)T_{t_0}.
\]

4.1. Image of \( T_2 \). We have that \( r^{-1}(\text{Id}) = Z_{\text{Id}, D_{t_0}} = D_{t_0} \times SL_2(\mathbb{C}) \) and \( s \) is just the projection onto a point \( s : D_{t_0} \times SL_2(\mathbb{C}) \to \{D_{t_0}\} \). Hence, \( Z^\text{gm}(L_{D_{t_0}})(T_2) = (q^2 + q)(q^3 - q)T_{t_0} \).

4.2. Image of \( T_{-2} \). Analogously to the previous case, we have that \( r^{-1}(-\text{Id}) = D_{t_0} \times SL_2(\mathbb{C}) \) and \( s \) is the projection onto the point \( \{D_{t_0}\} \) so \( Z^\text{gm}(L_{D_{t_0}})(T_{-2}) = (q^2 + q)(q^3 - q)T_{-t_0} \).

Remark 4.1. In general \( D_{-\lambda_0} \) is not conjugated to \( D_{\lambda_0} \) except in the case \( \lambda_0 = \pm i \). In that case, \( t_0 = 0 \) so \( Z^\text{gm}(L_{D_{t_0}})(T_2) = Z^\text{gm}(L_{D_{t_0}})(T_{-2}) = (q^2 + q)(q^3 - q)T_0 \).

4.3. Image of \( T_+ \). In this case, \( r^{-1}(\{J_+\}) \) has a non-trivial decomposition. Analyzing the strata separately we obtain the following.

- Over \( \pm \text{Id} \), we have that \( Z^0_{[J_+], \{\pm \text{Id}\}} = \{A \sim J_+ \mid AD_{\lambda_0} = \pm \text{Id}\} = \emptyset \) so these strata add no contribution.
- Over \( \{J_\pm\} \), a direct computation shows that

\[
Z^0_{[J_+], J_\pm} = \{A \sim J_+ \mid AD_{\lambda_0} \sim J_\pm\} = \left\{ \begin{array}{c}
\begin{pmatrix}
1 - x & y \\
z & 1 + x
\end{pmatrix} & yz = -x^2 \\
\lambda_0 + \lambda_0^{-1} - x(\lambda_0 - \lambda_0^{-1}) = \pm 2
\end{array} \right\} = \mathbb{C}^*. \]

This agrees with the calculation of Lemma 3.4. Therefore, \( Z^\text{gm}(L_{D_{t_0}})(T_+)\mid_{[J_\pm]} = (q - 1)(q^2 + q)(q^3 - q)T_+ \).

- Over \( \Theta \), by Lemma 3.4 we have that

\[
Z^0_{[J_+], \Theta} = \left\{ \begin{array}{c}
\left( \frac{(2\lambda_0 - \lambda_0 t')^2}{(\lambda_0^2 - 1)^2} - \frac{2\lambda_0 t'}{(\lambda_0^2 - 1)^2} + yz = -1 \right) \\
(y, z) \neq (0, 0), \quad t' \neq \pm 2
\end{array} \right\},
\]

and \( s \) is given by \( (y, z, t') \mapsto t' \). Where \( z = 0 \), the previous equation forces \( t' = t_0 \).

We have to remove the point \( y = 0 \) from the fiber \( \mathbb{C} \), so this stratum contributes as \( (q - 1)T_{t_0} \). Where \( z \neq 0 \), we can solve for \( y \) and \( t' \in \Theta \) is free, so this stratum contributes as \( (q - 1)T_{\Theta} \). Hence, we have that \( Z^\text{gm}(L_{D_{t_0}})(T_+)\mid_{\Theta} = (q - 1)(q^2 + q)(q^3 - q)(T_{\Theta} + T_{t_0}) \).
Adding all the contributions of the strata, we finally have that
\[ Z^{	ext{gm}}(L_{D_{\Theta}})(T_+)(q - 1)(q^2 + q)(q^3 - q)(T_+ + T_- + T_0 + T_{-0}) \].

4.4. Image of $T_-$. The calculations for this stratum are completely analogous to the ones for $T_+$ so we find that
\[ Z^{	ext{gm}}(L_{D_{\Theta}})(T_-)(q - 1)(q^2 + q)(q^3 - q)(T_+ + T_- + T_0 + T_{-0}) \].

4.5. Image of $T_\theta$. As in the previous case, we stratify $r^{-1}(\Theta)$ and analyze each piece separately.

- Over $\pm \text{Id}$, we have $Z_{\Theta,\pm\text{Id}}(\pm\text{Id}) = D_{\pm t_0} \times \text{SL}_2(\mathbb{C})$ and $S$ is the projection onto a point. So we obtain that $Z^{	ext{gm}}(L_{D_{\Theta}})(T_\theta)|_{\pm\text{Id}} = (q^2 + q)(q^3 - q)T_{\pm 2}$.

- Over $[J_\pm]$, by Lemma 3.4, we have that
\[
Z^0_{\Theta,[J_\pm]} = (W \cap \{ t' = 2 \}) - \left\{ \pm D_{\lambda_0^{-1}} \right\}
\]
\[
= \left\{ (y, z, t) \left| \frac{(\lambda_0 t + 2 \lambda_0 t^2)}{(\lambda_0^2 - 1)^2} \mp \frac{2 \lambda_0 t}{(\lambda_0^2 + 1)^2} + yz = -1 \right\} - \{(0, 0, \pm t_0)\}. \]

Observe that we have to remove the point $A = \pm D_{\lambda_0^{-1}}$, for which $AD_{\lambda_0} = \pm \text{Id}$ instead of $J_\pm$. This corresponds to $(y, z, t) = (0, 0, \pm t_0)$. Where $z \neq 0$, we know by Lemma 3.4 that the fiber is $\mathbb{C}^* \times \Theta$ that contributes with $(q - 1)(q - 2)$. Where $z = 0$, we have $t = \pm t_0$ so the fiber is $\mathbb{C}^*$ that contributes with $q - 1$. Taking into account the factor $(q^2 + q)(q^3 - q)$ we obtain that $Z^{	ext{gm}}(L_{D_{\Theta}})(T_\theta)|_{[J_\pm]} = (q - 1)^2(q^2 + q)(q^3 - q)T_\pm$.

- Over $\Theta$, analogously we have that
\[
Z^0_{\Theta,\Theta} = \left\{ (\lambda_0 t - \lambda_0 t')^2 \left( \frac{\lambda_0 t - \lambda_0 t'}{(\lambda_0^2 - 1)^2} - \frac{\lambda_0 t}{(\lambda_0^2 + 1)^2} + yz = -1 \right) \right\}.
\]

As proved in Lemma 3.4 with respect to the projection onto $t'$, we have that for $z \neq 0$ it is a trivial fibration of fiber $\mathbb{C}^* \times \Theta$ so this part contributes with $(q - 1)(q - 2)T_\Theta$. On the other hand, the stratum $z = 0$ contributes with $q(T_\Theta + S_2 \times S_{-2} - T_0 - T_{-0})$.

Adding up the contributions, we find that
\[
Z^{	ext{gm}}(L_{D_{\Theta}})(T_\theta) = (q^2 + q)(q^3 - q)(T_2 + T_{-2} + (q - 1)^2T_+ + (q - 1)^2T_- + (q^2 - 2q + 2)T_\Theta + qS_2 \times S_{-2} - qT_0 - qT_{-0}) \).
\]

4.6. Image of $S_2$. The computation for this generator is very similar the previous one but taking into account the double cover $X_2 \rightarrow \Theta$ that defines $S_2$. We shall focus on the computation of $sr^*[X_2]$ and, using that $[X_2] = T_\Theta + S_2$ the result follows by calculating $Z^{	ext{gm}}(L_{D_{\Theta}})(S_2) = sr^*[X_2] - Z^{	ext{gm}}(L_{D_{\Theta}})(T_\Theta)$.

According to the stratification of $r^{-1}(\Theta)$ we have

- Over $\pm \text{Id}$ we have the commutative diagram with cartesian square

\[
\begin{array}{ccc}
\hat{X}_2 & \rightarrow & X_2 \\
\downarrow & & \downarrow \\
\{\text{Id}\} & \rightarrow & Z_{\Theta,\{\pm\text{Id}\}} \rightarrow \Theta
\end{array}
\]
where \( \hat{X}_2 = r|_{Z_{\Theta, \{\pm t_0\}}} X_2 = \{(A, B, C, w, t) \in Z_{\Theta, \{\pm t_0\}} \times \mathbb{C}^* \times \Theta \mid w^2 = t - 2, t = \text{tr} A\} \).

Using that \( Z_{\Theta, \{\pm t_0\}} \cong D_{\pm t_0} \times \text{SL}_2(\mathbb{C}) \) we find that \( \hat{X}_2 = \{w = \sqrt{\pm t_0 - 2}\} \times D_{\pm t_0} \times \text{SL}_2(\mathbb{C}) \) so \([\hat{X}_2] = 2(q^2 + q)(q^3 - q)\). This implies that \( s r|_{Z_{\Theta, \{\pm t_0\}}} [X_2] = 2(q^2 + q)(q^3 - q)T_{\pm 2} \).

- Over \([J_+]\), we a commutative diagram

\[
\begin{array}{ccc}
\hat{X}_2 & \longrightarrow & X_2 \\
\downarrow & & \downarrow \\
J_+ & \leftarrow & Z^0_{\Theta, [J_+]} \quad r \quad \Theta
\end{array}
\]

where \( \hat{X}_2 = \{(A, w) \in Z^0_{\Theta, [J_+]} \times \mathbb{C}^* \mid w^2 = \text{tr} A - 2\} \). Stratifying according to \( z \) as in Lemma \([3.4]\) we have the following strata.

- For \( z = 0 \), the equation for \( W \) in Lemma \([3.4]\) forces that \( t = t_0 \). In this way, we have that

\[
\hat{X}_2 \cap \{z = 0\} = \left\{(y, w) \in \left(Z^0_{\Theta, [J_+]} \cap \{z = 0\}\right) \times \mathbb{C}^* \mid w^2 = t_0 - 2, y \neq 0 \right\}
\]

\[= \mathbb{C}^* \times \{w = \pm \sqrt{t_0 - 2}\}.\]

Therefore, \([\hat{X}_2 \cap \{z = 0\}] = 2(q - 1)\).

- For \( z \neq 0 \), we can solve for \( y \) to obtain that

\[
\hat{X}_2 \cap \{z \neq 0\} = \{(t, z, w) \in (\mathbb{C} - \{\pm 2\}) \times \mathbb{C}^* \times \mathbb{C}^* \mid w^2 = t - 2\}
\]

\[= X_2 \times \mathbb{C}^*.\]

The first factor is an affine parabola without 3 points so we have that \([\hat{X}_2 \cap \{z \neq 0\}] = (q - 1)(q - 3)\).

Adding up all the contributions, we find that \([\hat{X}_2] = (q - 1)^2\) and, thus, \( s r|_{Z_{\Theta, [J_+]}} [X_2] = (q^2 + q)(q^3 - q)(q - 1)^2T_+ \).

- Over \([J_-]\), the computation is completely analogous and we have \( s r|_{Z_{\Theta, [J_-]}} [X_2] = (q^2 + q)(q^3 - q)(q - 1)^2T_- \).

- Over \( \Theta \), the commutative diagram

\[
\begin{array}{ccc}
\hat{X}_2 & \longrightarrow & X_2 \\
\downarrow & & \downarrow \\
\Theta & \leftarrow & Z^0_{\Theta, \Theta} \quad r \quad \Theta
\end{array}
\]

is completed with

\[
\hat{X}_2 = \left\{(y, z, t, t', w) \in W \times \mathbb{C}^* \mid \begin{array}{l}w^2 = t - 2 \\
t, t' \neq \pm 2 \end{array}\right\}.
\]

The projection becomes \( s(y, z, t, t', w) = t' \). As above, we stratify depending on \( z \).

- Where \( z \neq 0 \), the situation is simple since we can solve for \( y \) and thus

\[
\hat{X}_2 \cap \{z \neq 0\} = \left\{w^2 = t - 2 \quad \begin{array}{l}t, t' \neq \pm 2 \end{array}\right\} \times \mathbb{C}^* \times \mathbb{C}^* \times \Theta.
\]
Moreover, under this isomorphism the map $s$ becomes the projection onto the last component. Therefore, since $\{w^2 = t - 2, t \neq \pm 2\} \cong \mathbb{C} - \{0, \pm 2i\}$, we obtain that $\hat{X}_2 \cap \{z \neq 0\} = (q - 3)(q - 1)T_\Theta$.

- Where $z = 0$, by Lemma 3.4 we get that this stratum contributes as $qT_\Theta + qS_2 + qS_{-2} + qS_2 \times S_{-2} - 2qT_{t_0} - 2qT_{-t_0}$.

Adding up all the contributions and subtracting $Z^{gm}(L_{D_\Theta})(T_\Theta)$, we finally find that

$$Z^{gm}(L_{D_\Theta})(S_2) = (q^2 + q)(q^3 - q)(T_2 + T_{-2} + (1 - q)T_\Theta + qS_2 + qS_{-2} - qT_{t_0} - qT_{-t_0}).$$

4.7. **Image of $S_{-2}$**. The calculations for this element are analogous for the ones of $S_2$, so we also obtain

$$Z^{gm}(L_{D_\Theta})(S_{-2}) = (q^2 + q)(q^3 - q)(T_2 + T_{-2} + (1 - q)T_\Theta + qS_2 + qS_{-2} - qT_{t_0} - qT_{-t_0}).$$

4.8. **Image of $S_2 \times S_{-2}$**. The computation for this element is very similar the one of $S_{\pm 2}$. As above, we will compute $sr^*[X_2 \times \Theta X_{-2}]$ and, using that $[X_2 \times \Theta X_{-2}] = T_\Theta + S_2 + S_{-2} + S_2 \times S_{-2}$, we get the image of $S_2 \times S_{-2}$ as $Z^{gm}(L_{D_\Theta})(S_2 \times S_{-2}) = sr^*[X_2 \times \Theta X_{-2}] - Z^{gm}(L_{D_\Theta})(T_\Theta) - Z^{gm}(L_{D_\Theta})(S_2) - Z^{gm}(L_{D_\Theta})(S_{-2})$.

As above, we decompose the calculation according to the stratification of $r^{-1}(\Theta)$.

- Over $\pm \text{Id}$ we have the commutative diagram with cartesian square

$$
\begin{array}{ccc}
X_2 \times \Theta X_{-2} & \longrightarrow & X_2 \\
\downarrow & & \downarrow \\
\{\text{Id}\} & \xleftarrow{s} & Z_{\Theta,\{\pm \text{Id}\}} \\
\uparrow & & \uparrow \\
\Theta & \equiv & \Theta
\end{array}
$$

where the pullback variety $X_2 \times \Theta X_{-2} = X_2 \times \Theta X_{-2} \times Z_{\Theta,\{\pm \text{Id}\}}$ is given by

$$X_2 \times \Theta X_{-2} = \{(A, B, C, w_1, w_2, t) \in Z_{\Theta,\{\pm \text{Id}\}} \times (\mathbb{C}^*)^2 \times \Theta \mid w_1^2 = \text{tr} A - 2, w_2^2 = \text{tr} A + 2\} = \{w_1^2 = t_0 - 2, w_2^2 = t_0 + 2\} \times D_{\pm \text{Id}} \times SL_2(\mathbb{C}).$$

Therefore, we get $\left[X_2 \times \Theta X_{-2}\right] = 4(q^2 + q)(q^3 - q)$.

- Over $[J_+]$, there is a commutative diagram

$$
\begin{array}{ccc}
X_2 \times \Theta X_{-2} & \longrightarrow & X_2 \\
\downarrow & & \downarrow \\
[J_+] & \xleftarrow{s} & Z_{\Theta,[J_+]} \\
\uparrow & & \uparrow \\
\Theta & \equiv & \Theta
\end{array}
$$

where $X_2 \times \Theta X_{-2} = \{(A, w_1, w_2) \in Z_{\Theta,[J_+]}^0 \times (\mathbb{C}^*)^2 \mid w_1^2 = \text{tr} A - 2, w_2^2 = \text{tr} A + 2\}$.

Stratifying according to $z$, we get

- For $z = 0$, the equation for $H$ in Lemma 3.4 forces that $t = t_0$ and, thus

$$X_2 \times \Theta X_{-2} \cap \{z = 0\} = \left\{(y, w_1, w_2) \in \left(Z_{\Theta,[J_+]}^0 \cap \{z = 0\}\right) \times (\mathbb{C}^*)^2 \mid \begin{array}{l}
w_1^2 = t_0 - 2 \\
w_2^2 = t_0 + 2 \\
y \neq 0
\end{array}\right\} = \mathbb{C}^* \times \{w_1 = \pm \sqrt{t_0 - 2}, w_2 = \pm \sqrt{t_0 + 2}\}.$$
Therefore, \( [X_2 \times_{\Theta} X_{-2} \cap \{z = 0\}] = 4(q - 1) \).

- For \( z \neq 0 \), we solve for \( y \) so that

\[
\begin{align*}
X_2 \times_{\Theta} X_{-2} \cap \{z \neq 0\} = & \left\{ (t, z, w_1, w_2) \in \Theta \times (\mathbb{C}^*)^3 \left| \begin{array}{l}
w_1^2 = t - 2 \\
w_2^2 = t + 2 \end{array} \right. \right\} \\
= & (X_2 \times_{\Theta} X_{-2}) \times \mathbb{C}^*.
\end{align*}
\]

The first factor is an affine hyperbola minus 4 points, that contributes with \( q - 5 \).

Therefore, \( [X_2 \times_{\Theta} X_{-2} \cap \{z \neq 0\}] = (q - 1)(q - 5) \).

Adding up all the contributions, we find that \( [X_2 \times_{\Theta} X_{-2}] = (q - 1)^2 \) and, thus, \( s_{r_|} Z_{\Theta,|J_+} \)

\( [X_2 \times_{\Theta} X_{-2}] = (q^2 + q)(q^3 - q)(q - 1)^2 T_+ \).

- Over \( (J_+) \), the situation is completely analogous to the previous item so we have that \( s_{r_|} Z_{\Theta,|J_-} \)

\( [X_2 \times_{\Theta} X_{-2}] = (q^2 + q)(q^3 - q)(q - 1)^2 T_+ \).

- Over \( \Theta \), we have the commutative diagram

\[
\begin{array}{ccc}
X_2 \times_{\Theta} X_{-2} & \to & X_2 \times_{\Theta} X_{-2} \\
\downarrow & & \downarrow \\
Z^0_{\Theta, \Theta} & \to & \Theta
\end{array}
\]

that is completed with \( X_2 \times_{\Theta} X_{-2} = \{w_1^2 = t - 2, w_2^2 = t + 2\} \). As always, we stratify depending on \( z \).

- Where \( z \neq 0 \), we get a trivial fibration as for \( S_2 \) with fiber \( X_2 \times_{\Theta} X_{-2} \) so we obtain that \( [X_2 \times_{\Theta} X_{-2} \cap \{z \neq 0\}] = (q - 5)(q - 1) T_\Theta \).

- Where \( z = 0 \), by Lemma 3.4, we get that this stratum contributes as \( 2qT_0 + 2qS_2 + 2qS_{-2} + 2qS_2 \times S_{-2} - 4qT_{t_0} - 4qT_{-t_0} \).

Therefore, putting together these results we find that

\[
Z^m(L_{D_{t_0}})(S_2 \times S_{-2}) = (q^2 + q)(q^3 - q)(T_2 + T_{-2} + T_\Theta + qS_2 \times S_{-2} - qT_{t_0} - qT_{-t_0})
\]

4.9. Image of \( T_{t_0} \).

- Over \( \text{Id} \), we have that \( Z_{D_{t_0}, \text{Id}} = D_{t_0} \times \text{SL}_2(\mathbb{C}) \), so we have that \( Z^m(L_{D_{t_0}})(T_{t_0})|_{\text{Id}} = (q^2 + q)(q^3 - q)T_2 \).

- Over \( -\text{Id} \), we have that \( Z_{D_{t_0}, -\text{Id}} = \emptyset \), except in the case that \( t_0 = 0 \) for which \( Z_{D_{t_0}, -\text{Id}} = D_{t_0} \times \text{SL}_2(\mathbb{C}) \) (c.f. Remark 4.1). Hence, \( Z^m(L_{D_{t_0}})(T_{t_0})|_{-\text{Id}} = 0 \) if \( t_0 \neq 0 \) and \( Z^m(L_{D_{t_0}})(T_{0})|_{-\text{Id}} = (q^2 + q)(q^3 - q)T_{-2} \).

- Over \( |J_+| \), the calculation is a simplified version of the one in Section 4.5. On \( W \), having \( t = t_0 \) and \( t' = 2 \) implies that \( yz = 0 \). Hence, \( Z^m(L_{D_{t_0}})(T_{0})|_{|J_+|} = (q^2 + q)(q^3 - q)(2q - 2)T_+ \).

- Over \( |J_-| \), now we have that, in \( W \), to have \( t = t_0 \) and \( t' = -2 \) implies that \( yz = \alpha_0 \) for some \( \alpha_0 \in \mathbb{C} \) fixed. If \( t_0 \neq 0 \), then \( \alpha_0 \neq 0 \). Thus \( Z^m_{D_{t_0}}|_{|J_-|} = \{yz = \alpha_0\} = \mathbb{C}^* \) so \( Z^m(L_{D_{t_0}})(T_{0})|_{|J_-|} = (q^2 + q)(q^3 - q)(q - 1)T_- \). However, if \( t_0 = 0 \) then \( \alpha_0 = 0 \) and we have the same situation as for \( |J_+| \), so \( Z^m(L_{D_{t_0}})(T_{0})|_{|J_-|} = (q^2 + q)(q^3 - q)(2q - 2)T_- \).
• Over $\Theta$, we also have a simplified version of Section 4.5. In this case, $Z_{D_{t_0}, \Theta}^0$ is given by the tuples $(t', y, z) \in \Theta \times \mathbb{C}^2$ such that

$$\frac{(t' - t_0)^2}{t_0^2 - 4} - \frac{t't_0}{t_0 + 2} + yz = -1.$$ 

- For $z = 0$, this equation forces $t' = t_0^2 - 2$. Hence, this stratum contributes as $qT_{t_0^2 - 2}$ if $t_0 \neq 0$, and $0$ if $t_0 = 0$.

- For $z \neq 0$, we can solve the equation for $y$ and we get $Z_{D_{t_0}, \Theta}^0 \cap \{z \neq 0\} = \Theta \times \mathbb{C}^*$, being the map $s$ the projection onto the first component. Thus, this stratum contributes with $(q - 1)T_\Theta$.

Adding up all the contributions, we get that, for $t_0 \neq 0$

$$Z^{sm}(L_{D_{t_0}})(T_{t_0}) = (q^2 + q)(q^3 - q) \left( T_2 + (2q - 2)T_+ + (q - 1)T_- + (q - 1)T_\Theta + qT_{t_0^2 - 2} \right).$$

On the other hand, in the case $t_0 = 0$ we obtain

$$Z^{sm}(L_{D_0})(T_0) = (q^2 + q)(q^3 - q) \left( T_{-2} + (2q - 2)T_+ + (q - 2)T_- + (q - 1)T_\Theta \right).$$

4.10. Image of $T_{-t_0}$. The computation for this generator is analogous to the one of $T_{t_0}$. The differences are that, now, the stratum for $\Id$ is empty, except in the case $t_0 = 0$, and the fibration over $\Theta$ in the case $z = 0$ lands in $2 - t_0^2$. Taking into account these changes, we obtain that, for $t_0 \neq 0$

$$Z^{sm}(L_{D_{t_0}})(T_{-t_0}) = (q^2 + q)(q^3 - q) \left( T_{-2} + (q - 1)T_+ + (2q - 2)T_- + (q - 1)T_\Theta + qT_{t_0^2 - 2} \right).$$

Remark 4.2. In the case $t_0 = 0$, the generators $T_{t_0}$ and $T_{-t_0}$ are indistinguishable, so both calculations of Sections 4.9 and 4.10 must apply. For this reason, $Z^{sm}(L_{D_0})(T_0)$ has to be symmetric in $T_2, T_{-2}$ and $T_+, T_-$. This explains the balanced shape of $Z^{sm}(L_{D_0})(T_0)$.

4.11. Image of $T_t$ with $t \neq \pm t_0$.

- Over $\pm \Id$, we have that $Z_{D_{t, \pm \Id}}^{0} = \emptyset$, so these strata add no contribution.

- Over $J_\pm$, we have that $Z_{D_{t, J_\pm}}^{0} = W \cap \{t' = 2, t \text{ fixed} \}$. In particular, since $t \neq \pm t_0$, the product $yz \neq 0$ so we can solve for $y$. Hence, we obtain that $Z_{D_{t, J_\pm}}^{0} = \mathbb{C}^*$ so these strata contributes with $(q - 1)(q^2 + q)(q^3 - q)T_\pm$.

- Over $\Theta$, we have that $Z_{D_{t, \Theta}}^{0} = W \cap \{t \text{ fixed} \}$.

  - For $z = 0$, $t'$ is forced to be one of the two (different) roots of the equation for $W$ in Lemma 3.3, namely $\tau_+(t_0, t), \tau_-(t_0, t) \in \mathbb{C}$. Hence, this stratum contributes as $qT_{\tau_+(t_0,t)} + qT_{\tau_-(t_0,t)}$.

  - For $z \neq 0$, we can solve this equation for $y$ and we get $Z_{D_{t, \Theta}}^{0} \cap \{z \neq 0\} = \Theta \times \mathbb{C}^*$, being the map $s$ the projection onto the first component. Thus, this stratum contributes with $(q - 1)T_\Theta$.

Therefore, taking into account all the contributions, we finally get that

$$Z^{sm}(L_{D_{t_0}})(T_t) = (q^2 + q)(q^3 - q) \left( (q - 1)T_+ + (q - 1)T_- + (q - 1)T_\Theta + qT_{\tau_+(t_0,t)} + qT_{\tau_-(t_0,t)} \right).$$

Remark 4.3. The new traces $\tau_{\pm}(t_0, t)$ can be better understood as follows. Let us consider the eigenvalues of $t$ and write it as $t = \lambda + \lambda^{-1}$, for $\lambda \in \mathbb{C}^* - \{\pm 1\}$. Then, the two new traces $\tau_{\pm}(t_0, t)$ are the ones associated to the eigenvalues $\lambda_0 \lambda$ and $\lambda_0 \lambda^{-1}$, that is, $\tau_+(t_0, t) = \lambda_0 \lambda + \lambda_0^{-1} \lambda^{-1}$ and $\tau_-(t_0, t) = \lambda_0 \lambda^{-1} + \lambda_0^{-1} \lambda$ (or vice-versa, the names $\tau_{\pm}$ are arbitrary).
particular, for \( t = \pm t_0 \) we have that \( \tau_+(t_0, \pm t_0) = \pm (t_0^2 - 2) \) and \( \tau_-(t_0, \pm t_0) = \pm 2 \). Since we have to dismiss the root \( \pm 2 \), we only have one contribution in Sections 4.9 and 4.10.

### 4.12. The Reduced TQFT

From the computations of the previous sections, we have obtained an explicit expression of the morphism \( Z^m(L_{D^{1-q}}) \) on \( \overline{W} \). With this information at hand, we can finally compute the reduced TQFT, \( Z^m(L_{D^{1-q}}) \).

**Theorem 4.4.** Fix \( t_0 \in \Theta = \mathbb{C} - \{ \pm 2 \} \). Under the module homomorphism \( Z^m(L_{D^{1-q}}) : K(\text{Var}/[\text{SL}_2(\mathbb{C})/\text{SL}_2(\mathbb{C})]) \to K(\text{Var}/[\text{SL}_2(\mathbb{C})/\text{SL}_2(\mathbb{C})]) \), we have that \( Z^m(L_{D^{1-q}})(\overline{W}) \subseteq \overline{W} \). Explicitly, in the set of generators, the matrix is

\[
(q^3 - q) \begin{pmatrix}
T_2 & T_{-2} & T_+ & T_- & T_{s} & S_2 & S_{-2} & S_2 \times S_{-2} & T_{t} & T_{s, (t_0, t)} & T_{s, -t} & T_{2-t} & T_{2-s} & T_{s, t} & T_{s, -t}
\end{pmatrix}
\]

In the case \( t_0 = 0 \), the images of \( T_{\pm 2}, T_\pm, S_2, S_2 \times S_{-2} \) or \( T_t \) with \( t \neq 0 \) are the same as above, but the image of \( T_0 \) is given by

\[
Z^m(L_{D^{1-q}})(T_0) = (q^2 + q)(q^3 - q)(T_2 + T_{-2} + (2q - 2)T_0 + (2q - 2)T_0 + (2q - 2)T_0).
\]

**Proof.** From the computations above, we know the explicit expression of \( Z^m(L_{D^{1-q}}) : \overline{W} \to \overline{W} \). The reduced TQFT is \( Z^m(L_{D^{1-q}}) = Z^m(L_{D^{1-q}}) \circ \eta^{-1} \). Thus, as \( (\eta(\overline{W})) \subseteq \overline{W} \), the same holds for \( Z^m(L_{D^{1-q}}) \). Moreover, from the expression of \( \eta \) given by [8, Proposition 6.3] and Lemma 3.3, the matrix of \( Z^m(L_{D^{1-q}}) \) can be explicitly computed using a computer algebra system.

### 4.13. Image of \( T_t \) under other tubes

Once completed the computation of \( Z^m(L_{D^{1-q}}) \), we need to extend the calculations in Sections 6.3 and 6.4 of [8] for \( Z^m(L) \) and \( Z^m(L_{J^{1-q}}) \) to the whole \( \overline{W} \). Since the image of the generators of \( W \subseteq \overline{W} \) is known [8, Theorem 6.5], it is enough to compute the elements \( Z^m(L(T_t)), Z^m(L_{J^{1-q}})(T_t) \), and \( Z^m(L_{J^{1-q}}(T_t)) \).

This task can be performed following the strategy of the previous sections, but there is a shortest path that we shall explain here. By Theorem 4.14, we have \( Z^m(L_D)(T_2) = (q^2 + q)(q^3 - q)T_0 \). Now, observe that the bordisms \( L_{J^{1-q}} : (S_1, \star) \to (S_1, \star) \) and \( L_D : (S_1, \star) \to (S_1, \star) \) commute as morphisms of \( \text{Bdp}_2(\Lambda) \) so \( Z^m(L_{D^{1-q}}) \circ Z^m(L_{J^{1-q}}) = Z^m(L_{J^{1-q}}) \circ Z^m(L_{D^{1-q}}) \). Therefore, since \( \eta(T_t) = (q^2 - q)T_0 \) and \( Z^m(L_{D^{1-q}})(T_2) = T_1 \), we get that

\[
(q^3 - q)Z^m(L_{J^{1-q}})(T_t) = (q^3 - q)Z^m(L_{J^{1-q}})(\eta(T_t)) = (q^3 - q)(q^2 + q)Z^m(L_{J^{1-q}})(T_t) = Z^m(L_{J^{1-q}}) \circ Z^m(L_{D^{1-q}})(T_2) = Z^m(L_{D^{1-q}}) \circ Z^m(L_{J^{1-q}})(T_2).
\]

These last term can be computed from the expression of \( Z^m(L_{J^{1-q}}) \) in [8, Theorem 6.5] and Theorem 4.4 for \( Z^m(L_{D^{1-q}}) \). Moreover, analogous arguments hold for the bordism \( L : (S_1, \star) \to (S_1, \star) \). Putting together this information we obtain the following result.
Proposition 4.5. The image of $T_t \in K(\text{Var}/[\text{SL}_2(\mathbb{C})/\text{SL}_2(\mathbb{C})])$ under the endomorphisms $Z^\text{gm}(L|_{\mathcal{J}_2})$ and $Z^\text{gm}(L)$ is

$$Z^\text{gm}(L|_{\mathcal{J}_2})(T_t) = (q^3 - q)^2 (T_+ + T_- + T_\Theta + T_{\pm t}).$$

$$Z^\text{gm}(L)(T_t) = (q^3 - q)^2 ((q^2 + 4q + 1)(T_2 + T_-) + (q^2 + 2q + 3)(q - 1)q(T_+ + T_-) + (q^4 + q^3 - q^2 + q + 1)T_\Theta + 3q^2(S_2 + S_-) + (q^3 + q^2 + q)S_2 \times S_- + (q^3 - q^2)T_t).$$

Remark 4.6. As in the case of Theorem 4.4 from this information and the explicit expression of the endomorphism $\eta$, we can easily compute the reduced versions $Z^\text{gm}(L)$ and $Z^\text{gm}(L|_{\mathcal{J}_2})$.

5. The interaction phenomenon

The previous computation shows that there exists a dichotomy in the behavior of the TQFT on the skyscraper generators over $\Theta$. Fix $t_0 \in \Theta$ and consider the tube $L_{D_{t_0}} : (S^1, \ast) \rightarrow (S^1, \ast)$. As shown in Theorem 4.4 for $t \in \Theta - \{\pm t_0\}$, the images of the generators $T_t$ under $L_{D_{t_0}}$ are

$$Z^\text{gm}(L_{D_{t_0}})(T_t) = (q^2 + q)(q^3 - q)((q - 1)T_+ + (q - 1)T_- + (q - 1)T_\Theta + qT_{T_+(t_0,t)} + qT_{T_-(t_0,t)}).$$

Therefore, these images are essentially equal with varying $t \in \Theta - \{\pm t_0\}$. However, for $t = t_0$ the image has a different shape

$$Z^\text{gm}(L_{D_{t_0}})(T_{t_0}) = (q^2 + q)(q^3 - q)((q - 1)T_+ + (q - 1)T_- + (q - 1)T_\Theta + qT_{T_0+2} + T_2 + (q - 1)T_+).$$

We can interpret this last element as follows. In this case, we have that $\tau_+(t_0, t_0) = t_0^2 - 2$ but $\tau_-(t_0, t_0) = 2$. Hence, one of the two new skyscraper generators lies over the matrices of trace 2 i.e. $\{\text{Id}\} \cup \{J_+\}$. In this way, the contribution $qT_{T_+(t_0,t)}$ that appears in the generic case becomes $T_2 + (q - 1)T_+$ in the case $t = t_0$. We may understand this phenomenon as that the trace $t_0$ interacts with the generator $T_{t_0}$ destroying the element $qT_{T_-(t_0,t_0)}$ and creating two new elements $T_2$ and $(q - 1)T_+$. Analogous considerations can be done for $t = -t_0$, where $qT_{T_-(t_0,-t_0)}$ is destroyed and a new contribution $T_{-2} + (q - 1)T_-$ appears.

This ‘interaction phenomenon’ makes the computation of the iterated element $Z^\text{gm}(L_{D_{t_0}}) \circ \ldots \circ Z^\text{gm}(L_{D_{t_0}})(T_2) \in \mathcal{W}$ much more involved that the non-semisimple case of [8]. In this section, we shall study thoroughly this interaction phenomenon and we shall provide an explicit formula for the iterated element.

5.1. The generic part. Let us consider in the first place the generic case. The importance of this situation is that, for generic traces $t_1, \ldots, t_s$, we can obtain a closed formula for the image of the bordism $L_{D_{t_s}} \circ \ldots \circ L_{D_{t_1}} \circ D : \emptyset \rightarrow (S^1, \ast)$.

Definition 5.1. Let $t_1, \ldots, t_s \in \Theta$ be traces, and let us write them as $t_i = \lambda_i + \lambda_i^{-1}$ for some $\lambda_i \in \mathbb{C}^* - \{\pm 1\}$. We will say that they are generic if all the products $\lambda_1^{\pm 1} \ldots \lambda_s^{\pm 1} \neq \pm 1$ for all $1 \leq \ell \leq s$.

Remark 5.2. This definition of genericity agrees with the Definition 4.6.1 of [21]. However, as we will see, we came up to this definition guided through a different path.
With a view towards the following result, for simplicity let us denote by \( \tau : \mathbb{C}^* - \{\pm 1\} \rightarrow \mathbb{C} - \{\pm 2\} \) the map \( \tau(\lambda) = \lambda + \lambda^{-1} \). This is the quotient map for the action of \( \mathbb{Z}_2 \) on \( \mathbb{C}^* - \{\pm 1\} \) by \( \lambda \mapsto \lambda^{-1} \), i.e. permutation of the eigenvalues.

Proposition 5.3. Let \( t_1, \ldots, t_s \in \Theta \) be a generic set of traces, and let us write them as \( t_i = \lambda_i + \lambda_i^{-1} \) for some \( \lambda_i \in \mathbb{C}^* - \{\pm 1\} \). Then we have

\[
\mathcal{Z}^{gm}(L_{D_{\mathcal{t}_1}} \circ \ldots \circ L_{D_{\mathcal{t}_s}})(T_2) = (q^3 - q)^s (a_s(T_2 + T_{-2}) + b_s(T_+ + T_-) + c_s T_{\Theta} + d_s S_2 \times S_{-2}) + \frac{(q^3 - q)^s(q + 1)}{2} \sum_{(\epsilon_1, \ldots, \epsilon_s) \in \{\pm 1\}^s} q^s T_{\tau(\lambda_1^{\epsilon_1} \ldots \lambda_s^{\epsilon_s})}.
\]

The coefficients are given by

\[
a_s = q^s (q + 1)^s + q^2(q + 1)^s - 2^{s-1} q^s(q + 1)^2,
\]

\[
b_s = q^s (q + 1)^s + 1 - 2^{s-1} q^s(q + 1)^2(q - 1),
\]

\[
c_s = q^{s+2}(q + 1)^s + q^2(q + 1)^s - 2^{s-1} q^{s+1}(q + 1)^2,
\]

\[
d_s = q^{s+1}(q + 1)^s + q^3(q + 1)^s - 2^{s-1} q^{s+1}(q + 1)^2.
\]

Proof. The formulae for the coefficients \( a_s, b_s, c_s \) and \( d_s \) follow easily by an induction argument using the matrix of Theorem 4.4. For the coefficients of the skyscraper generators \( T_t \) for \( t \in \Theta \), the key point is to observe that the linear relation \((q^2 + q)a_s + qb_s - qc_s - qd_s = 0\) holds for any \( s > 0 \). Hence, working by induction we have that

\[
\mathcal{Z}^{gm}(L_{D_{\mathcal{t}_{s+1}}} \circ \ldots \circ L_{D_{\mathcal{t}_1}})(T_2) = (q^3 - q)^s (a_{s+1}(T_2 + T_{-2}) + b_{s+1}(T_+ + T_-) + c_{s+1} T_{\Theta} + d_{s+1} S_2 \times S_{-2} + ((q^2 + q)a_s + qb_s - qc_s - qd_s) T_{\mathcal{t}_{s+1}}) + \frac{(q^3 - q)^s(q + 1)}{2} \sum_{\epsilon_1, \ldots, \epsilon_s} q^s \mathcal{Z}^{gm}(L_{D_{\mathcal{t}_{s+1}}}) \left( T_{\tau(\lambda_1^{\epsilon_1} \ldots \lambda_s^{\epsilon_s})} \right) \bigg|_\Theta.
\]

The formula for the skyscraper generators follows from the observation that, for any \( \lambda \in \mathbb{C}^* - \{\pm 1\} \), we have \( \mathcal{Z}^{gm}(L_{D_{\mathcal{t}_{s+1}}})(T_\lambda) \bigg|_\Theta = q T_{\tau(\lambda \lambda_{s+1})} + q T_{\tau(\lambda^{-1}_{s+1})}. \)

5.2. The interaction term. Despite our success in the computation of the generic situation, we still need to correct this result to take into account the contribution in the non-generic case. For this purpose, suppose that we have traces \( t_1, \ldots, t_s \in \Theta \) and let us write them as \( t_i = \lambda_i + \lambda_i^{-1} \) for \( \lambda_i \in \mathbb{C}^* - \{\pm 1\} \). We shall denote

\[
\alpha_+ = \frac{1}{2} \left| \{(\epsilon_1, \ldots, \epsilon_s) \in \{\pm 1\}^s \mid \lambda_1^{\epsilon_1} \cdots \lambda_s^{\epsilon_s} = 1 \} \right|,
\]

\[
\alpha_- = \frac{1}{2} \left| \{(\epsilon_1, \ldots, \epsilon_s) \in \{\pm 1\}^s \mid \lambda_1^{\epsilon_1} \cdots \lambda_s^{\epsilon_s} = -1 \} \right|.
\]

If we need to make explicit the set of traces over which \( \alpha_{\pm} \) is computed, we will write \( \alpha_{\pm}(t_1, \ldots, t_s) \).

In this situation, we define the interaction term of the traces \( t_1, \ldots, t_s \) as

\[
\mathcal{I}(t_1, \ldots, t_s) = q^{s-1}(q^3 - q)^s(q + 1) \left( \alpha_+(T_2 + (q - 1)T_+) + \alpha_-(T_{-2} + (q - 1)T_-) \right).
\]

Observe that \( \mathcal{I} \) does not depend on the chosen ordering of the traces \( t_i \) nor the choice the eigenvalue \( \lambda_i \) or \( \lambda_i^{-1} \) for \( t_i \). Hence, indeed it only depends on the set of traces.

The importance of this term comes from the following result.
Proposition 5.4. Let \( t_1, \ldots, t_s \in \Theta \) be any traces. Then we have
\[
Z^\text{gm}(L_{D_{t_1}} \circ \ldots \circ L_{D_{t_s}})(T_2) = (q^3 - q)^{s-1} (a_s(T_2 + T_{-2}) + b_s(T_+ + T_-) + c_s T_\Theta + d_s S_2 \times S_{-2}) + \frac{(q^3 - q)^s(q + 1)}{2} \sum_{\epsilon_1, \ldots, \epsilon_s} q^s T_r(\lambda^1_\epsilon \ldots \lambda^s_\epsilon) + I(t_1, \ldots, t_s),
\]
where the sum on the skyscraper generators runs over the set of tuples \( (\epsilon_1, \ldots, \epsilon_s) \in \{\pm 1\}^s \) such that \( \lambda^1_\epsilon \cdots \lambda^s_\epsilon \neq \pm 1 \).

Proof. Firstly, observe that, if \( t_1, \ldots, t_s \) are generic, then \( I(t_1, \ldots, t_s) = 0 \) and the result follows from Proposition 5.3. We will prove the result by induction on \( s \). For the base case \( s = 1 \), the formula holds since this case is always generic.

In the general case, we may suppose that \( t_{s+1} \) is not generic with \( t_1, \ldots, t_s \). For simplicity, let us denote \( A_s = (q^3 - q)^{s-1} (a_s(T_2 + T_{-2}) + b_s(T_+ + T_-) + c_s T_\Theta + d_s S_2 \times S_{-2}) \) and \( S_s = \frac{1}{2} \sum q^s T_r(\lambda^1_\epsilon \ldots \lambda^s_\epsilon) \). Observe that, if we shorten \( \alpha^s_\pm = \alpha_\pm(t_1, \ldots, t_s) \) and \( \alpha^{s+1}_\pm = \alpha_\pm(t_1, \ldots, t_{s+1}) \), then the number of times that \( T_{\pm t_0} \) appears in \( S_s \) is precisely \( \alpha^{s+1}_\pm \). Now we separate the sum as
\[
S_s = \alpha^{s+1}_+ q^s T_{t_{s+1}} + \alpha^{s+1}_- q^s T_{-t_{s+1}} + \frac{1}{2} \sum_{\lambda^1_\epsilon \cdots \lambda^s_\epsilon \neq \pm 1} q^s T_r(\lambda^1_\epsilon \ldots \lambda^s_\epsilon).
\]
When we compare \( Z^\text{gm}(L_{D_{t_s}})(S_s) \) with respect to the image of the same sum in the generic case, we see that each generator \( T_{\pm t_{s+1}} \) gives an extra contribution to the submodule \( \mathcal{W} \subseteq \overline{\mathcal{W}} \) of \( (q^3 - q)(T_{\pm 2} + (q - 1)T_\pm) \). This implies a total extra contribution of \( q^s(q^3 - q)^{s+1}(q + 1)(\alpha^{s+1}_+(T_2 + (q - 1)T_+) + \alpha^{s+1}_-(T_{-2} + (q - 1)T_-)) = I(t_1, \ldots, t_{s+1}) \) with respect to the generic case. This justifies the appearance of the new interaction term.

On the other hand, \( S_s \) has \( 2^s - 2\alpha^s_\pm - 2\alpha^s_\pm \) summands, which is \( 2(\alpha^s_+ + \alpha^s_-) \) fewer terms than the generic case. This implies that \( Z^\text{gm}(L_{D_{t_s}})(S_s) \) has a missing contribution of \( (\alpha^s_+ + \alpha^s_-) q^s(q^3 - q)(q - 1)(T_+ + T_- + T_\Theta) \) to the submodule \( \mathcal{W} \subseteq \overline{\mathcal{W}} \) with respect to the generic case. Moreover, it also creates a deficit of \( 2q^{s+1}(q^3 - q)^{s+1}(q + 1)(\alpha^s_+ T_{t_{s+1}} + \alpha^s_- T_{-t_{s+1}}) \) to the submodule generated by the skyscraper generators, coming from the \( 2(\alpha^s_+ + \alpha^s_-) \) missing terms in \( S_s \) satisfying \( \lambda^1_\epsilon \cdots \lambda^s_\epsilon = \pm 1 \). This missing contribution is offset with the image of the old interaction term, as
\[
Z^\text{gm}(L_{D_{t_{s+1}}})(I(t_1, \ldots, t_s)) = (\alpha^s_+ + \alpha^s_-) q^s(q^3 - q)^{s+1}(q^2 - 1)(T_+ + T_- + T_\Theta) + 2q^{s+1}(q^3 - q)^{s+1}(q + 1)(\alpha^s_+ T_{t_{s+1}} + \alpha^s_- T_{-t_{s+1}}).
\]
Putting together these observations, we finally get that
\[
Z^\text{gm}(L_{D_{t_{s+1}}})(A_s + (q^3 - q)^s(q + 1)S_s + I(t_1, \ldots, t_s)) = A_{s+1} + (q^3 - q)^{s+1}(q + 1)S_{s+1} + I(t_1, \ldots, t_{s+1}) - Z^\text{gm}(L_{D_{t_{s+1}}})(I(t_1, \ldots, t_s)) + Z^\text{gm}(L_{D_{t_{s+1}}})(I(t_1, \ldots, t_s)) = A_{s+1} + (q^3 - q)^{s+1}(q + 1)S_{s+1} + I(t_1, \ldots, t_{s+1}),
\]
as we wanted to prove. \( \square \)

Remark 5.5. In Definition 5.1 we defined a set of traces \( t_1, \ldots, t_s \) to be generic as the property of having no interaction within any subset \( t_1, \ldots, t_{\ell} \) for \( 1 \leq \ell \leq s \). However, Proposition 5.4 proves that, indeed, the final result does not depend on the potential interactions on proper subsets but only on the whole set \( t_1, \ldots, t_s \). This is a quite surprising memoryless property that cannot be expected from the only shape of the TQFT.
Once we know how to control the interaction phenomenon, we can finally give a closed formula for the virtual class of any parabolic representation variety.

**Theorem 5.6.** Let $\Sigma_g$ be the closed orientable genus $g$ surface and fix traces $t_1, \ldots, t_s$, maybe non-generic. Let $Q$ be a parabolic structure with $r$ punctures with holonomy $[J_+]$ and $s > 0$ punctures with holonomies $D_{t_1}, \ldots, D_{t_s}$. The virtual class of $\mathfrak{X}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)$ in $\text{KVar}_\mathbb{C}$ is

- If $r > 0$, then
  
  $$[\mathfrak{X}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)] = q^{2g+s-1}(q-1)^{2g+r-1}(q+1)(2^{2g+s-1} - 2^s + (q+1)^{2g+s-2}) + \mathcal{T}_r(t_1, \ldots, t_s).$$

  The interaction term is given by
  
  $$\mathcal{T}_r(t_1, \ldots, t_s) = q^{2g+s-1}(q-1)^{2g+r-1}(\alpha_+ + \alpha_-)
  \left(2^{2g} + 2^{2g}q - 2q - 2 + (q+1)^{2g+r} + (q+1)
  \left(1 - 2^{2g-1} - \frac{1}{2}(q+1)^{2g+r-1}\right)\right)
  + q^{2g+s-1}(q-1)^{2g+r}(q+1)\alpha_+.$$

- If $r = 0$, then
  
  $$[\mathfrak{X}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)] = q^{2g+s-1}(q-1)^{2g-1}(q+1)(2^{2g+s-1} - 2^s + (q+1)^{2g+s-2}) + q^{-2g-s}(q+1)^{2g+s-2} + \mathcal{T}_0(t_1, \ldots, t_s).$$

  The interaction term is given by
  
  $$\mathcal{T}_0(t_1, \ldots, t_s) = q^{-s}(q-1)^{2g-1}(q+1)(\alpha_+ + \alpha_-)(q(q+1)^{2g-1} + q^2(q+1)^{2g-1}
  - q^2(q+1)^{2g-1} - q(q+1)^{2g-1}) + q^{2g+s-1}(q-1)^{2g}(q+1)\alpha_+.$$

**Proof.** The proof is a computation using the results of [8, Theorem 6.5 and Corollary 6.9] and Proposition 5.4. Let us focus on the case $r > 0$, being the case $r = 0$ analogous. In that case, if $A \subseteq \Sigma_g$ is a set of $g + r + s + 1$ base points, we can decompose $\mathfrak{X}(\Sigma_g, A, Q) = D^1 \circ L^g \circ L_{(J_+)} \circ L_{D_{t_1}} \circ \cdots \circ L_{D_{t_s}} \circ D$. Therefore, since $Z^{gm}(D^1)(1) = T_2$, via the reduced TQFT we obtained that

$$[\mathfrak{X}(\Sigma_g, Q)] = \frac{1}{(q^3 - q)^{g+r+s}}Z^{gm}(D^1) \circ Z^{gm}(L^g) \circ Z^{gm}(L_{(J_+)^r}) \circ Z^{gm}(L_{D_{t_1}} \circ \cdots \circ L_{D_{t_s}})(T_2).$$

The computation of $Z^{gm}(L_{D_{t_1}} \circ \cdots \circ L_{D_{t_s}})(T_2) = A_s + (q^3 - q)^s(q+1)S_s + \mathcal{T}(t_1, \ldots, t_s)$ was accomplished in Proposition 5.4. Observe that this element lies in the submodule $\mathcal{V} \subseteq \mathcal{W}$ generated by $\mathcal{W}$ and the skyscraper generators $T_{\tau(\lambda_1^{r_1} \cdots \lambda_s^{r_s})}$ for $t_i = \lambda_i + \lambda_i^{-1}$. This submodule $\mathcal{V}$ is finitely generated and invariant under the maps $Z^{gm}(L^g)$ and $Z^{gm}(L_{(J_+)^r})$.

Hence, using the computations of $Z^{gm}(L^g)$ and $Z^{gm}(L_{(J_+)^r})$ of [8], we can write their matricial expression in the natural set of generators of $\mathcal{V}$. Now, we decompose them as $Z^{gm}(L) = PDP^{-1}$ and $Z^{gm}(L_{(J_+)^r}) = P_+D_+P_+^{-1}$, with $D$ and $D_+$ their Jordan forms (that, indeed, are diagonal matrices). Let $T_2^* = Z^{gm}(D^1) : \mathcal{V} \to \text{KVar}_\mathbb{C}$ be the dual form of $T_2$ with respect to the standard generators of $\mathcal{V}$. Then, we have that

$$(q^3 - q)^{g+r+s}[\mathfrak{X}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)] = T_2^*PD^gP^{-1}P_+D_+P_+^{-1}(A_s + (q^3 - q)^s(q+1)S_s) + T_2^*PD^gP^{-1}P_+D_+P_+^{-1}(\mathcal{T}(t_1, \ldots, t_s)).$$
Since $D$ and $D_+$ are diagonal matrices, the powers $D^g$ and $D_+^g$ can be computed explicitly. Hence, with the aid of a computer algebra system, the first summand gives the first term in the statement and the second summand gives the interaction term $T_2 PD^P - P_a D_+^P - T(t_1, \ldots, t_s) = T_2 PD^P - P_a D_+^P - T(t_1, \ldots, t_s)$. □

**Remark 5.7.** The formula above for $r > 0$ is not valid for the case $r = 0$, since $Z^{gm}(L_{[J_1]}): \mathcal{V} \to \mathcal{V}$ has a non-trivial kernel and, thus, $D_0^g \neq \text{Id}$.

**Remark 5.8.** The previous result applies for a more general class of parabolic structures. Let $\Sigma_g$ be the closed orientable surface of genus $g$. Let us denote by $Q_{t, r, s}$ the parabolic structure with $t$ points with holonomy $\{-\text{Id}\}$, $r_\pm$ points with holonomy $[J_\pm]$ and $s$ points with respective holonomies $D_{t_1}, \ldots, D_{t_s}$. If $t + r_-$ is even, then $\mathcal{X}(\Sigma_g, Q_{t, r, s})$ is isomorphic to $\mathcal{X}(\Sigma_g, Q_{0, r, s})$, which is one of the representation varieties considered in Theorem 5.6. On the other hand, if $t + r_-$ is odd and $s > 0$, then $\mathcal{X}(\Sigma_g, Q_{t, r, s})$ is isomorphic to $\mathcal{X}(\Sigma_g, Q_{0, r, s})$, which is also one of the cases considered above. The remaining case of having $t + r_-$ even and $s = 0$ can also be accomplished, as shown in [8 Theorem 6.11], but in general it gives a different virtual class.

### 6. PARABOLIC $SL_2(\mathbb{C})$-CHARACTER VARIETIES

Let $G$ be a complex reductive algebraic group, let $X$ be a topological space with finitely generated fundamental group and let $Q$ be a parabolic structure, with associated representation variety $\mathcal{X}_G(X, Q)$.

The variety $\mathcal{X}_G(X, Q)$ parametrizes the set of all the parabolic representations $\pi_1(X) \to G$, but it does not take into account that some representations might be isomorphic. Hence, if we want to consider the moduli space of parabolic representations up to isomorphism, we need to quotient $\mathcal{X}_G(X, Q)$ by the action of $G$ by conjugation. This can be done via the GIT quotient

$$\mathcal{R}_G(X, Q) = \mathcal{X}_G(X, Q) \sslash G.$$ 

This is the so-called $G$-character variety of $X$ with parabolic structure $Q$. In this section, we will focus on the computation of the virtual class $[\mathcal{R}_G(X, Q)] \in \text{KVar}_\mathbb{C}$.

#### 6.1. Review of the theory of pseudo-quotients

In [9], it is given an algorithm for the computation of the virtual classes of character varieties in terms of the virtual classes of the associated representation varieties. For the sake of completeness, here we will sketch briefly the method.

The key concept introduced for this aim is the pseudo-quotient. Given a complex algebraic variety $X$ with the action of an algebraic group $G$, a pseudo-quotient of $X$ by $G$ is a complex algebraic variety $\tilde{X}$ with a surjective $G$-invariant regular morphism $\pi: X \to \tilde{X}$ such that, for any disjoint $G$-invariant closed sets $W_1, W_2 \subseteq X$, the Zariski closures of $\pi(W_1)$ and $\pi(W_2)$ in $\tilde{X}$ are disjoint. It may be understood as a weak version of a good quotient (in the GIT sense [25]) in which we get rid of the condition that $\tilde{X}$ is a categorical quotient of $X$.

Pseudo-quotients of an action may not be unique, as shown in [9, Example 3.6]. However, in [9, Corollary 3.10] it is proven that, if $\tilde{X}_1, \tilde{X}_2$ are two pseudo-quotients for the action of $G$ on $X$, then the associated virtual classes $[\tilde{X}_1] = [\tilde{X}_2]$, as elements of $\text{KVar}_\mathbb{C}$. In particular, if $X$ admits a GIT quotient $X \sslash G$, then $[\tilde{X}] = [X \sslash G]$ for any pseudo-quotient $\tilde{X}$ of $X$. 
However, the key property of pseudo-quotients for our purposes is that they behave well with respect to stratifications. Suppose that \( U \subseteq X \) is an orbitwise-closed open set. This means that \( U \) is a Zariski open set such that, for any \( x \in U \), the Zariski closure of the orbit of \( x \) under the action of \( G \) is also in \( U \). In that case, we can decompose \( X = Y \sqcup U \) with \( Y \) a closed \( G \)-invariant set. Then, [9, Theorem 4.1] shows that, if \( \bar{Y} \) and \( \bar{U} \) are pseudo-quotients for the action of \( G \) on \( Y \) and \( U \) respectively, then \([\bar{X}] = [\bar{Y}] + [\bar{U}]\). Hence, the virtual class of a pseudo-quotient of \( X \) can be computed by focusing on the corresponding ones for \( Y \) and \( U \).

Finally, another very useful property of pseudo-quotients holds. Suppose that there exists a subvariety \( Y \subseteq X \) and an algebraic subgroup \( H \subseteq G \) that ‘concentrates’ the information of the quotient of \( X \) by \( G \). More precisely, this means that \( H \) acts on \( Y \) making it an orbitwise-closed set, that the closure of any \( G \)-orbit of \( x \in X \) intersects with \( H \) and that, for any closed \( H \)-invariant sets \( W_1, W_2 \subseteq Y \), they are disjoint if and only if the closure of their \( G \)-orbits on \( X \) are disjoint. This situation \((Y, H)\) is called a core for the action. Then, in [9, Proposition 4.4], it is proven that if \( \bar{X} \) is a pseudo-quotient of \( X \) by \( G \) and \( \bar{Y} \) is a pseudo-quotient of \( Y \) by \( H \), then \([\bar{X}] = [\bar{Y}]\). Hence, we can also focus on the action on the core and, up to virtual class, it has all the information of the global quotient.

### 6.2. Stratification analysis of character varieties

With the theory of pseudo-quotients at hand, we can easily stratify the action of \( G \) on the representation variety. Let us denote by \( \mathcal{X}_G^r(X, Q) \) and \( \mathcal{X}_G^i(X, Q) \) the subvarieties of \( \mathcal{X}_G(X, Q) \) of reducible and irreducible representations, respectively. We have a decomposition \( \mathcal{X}_G(X, Q) = \mathcal{X}_G^r(X, Q) \sqcup \mathcal{X}_G^i(X, Q) \) with the first stratum being a closed set and the second stratum being an open orbitwise-closed set ([9, Proposition 6.2]). Hence, we have that

\[
[R_G(X, Q)] = \left[ \mathcal{X}_G^r(X, Q) \sslash G \right] + \left[ \mathcal{X}_G^i(X, Q) \sslash G \right].
\]

Now, suppose that \( G \) is a linear algebraic group (so in particular it is affine). Then, by [9, Proposition 6.4] we have that \( \mathcal{X}_G^r(X, Q) \rightarrow \mathcal{X}_G^r(X, Q) \sslash \text{Inn}(G) \) is a free geometric quotient, where \( \text{Inn}(G) = G/Z(G) \) is the group of inner automorphisms of \( G \). Applying now [9, Theorem 5.4] we finally get \([\mathcal{X}_G^r(X, Q) \sslash G \land \text{Inn}(G)] = [\mathcal{X}_G^i(X, Q)]\).

Furthermore, suppose that \( G = \text{SL}_n(\mathbb{C}) \). If \( \mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q) \) is the subvariety of completely reduced representations with respect to the standard basis of \( \mathbb{C}^n \) (i.e. diagonal matrices), then an adaptation of Proposition 7.3 and Corollary 7.4 of [9] implies that \( (\mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q), S_n) \) is a core for the action of \( \text{SL}_n(\mathbb{C}) \) on \( \mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q) \). Here \( S_n \) denotes the symmetric group that acts on \( \mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q) \) by permutation of eigenvalues. Thus, \([\mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q) \sslash \text{SL}_n(\mathbb{C})] = [\mathcal{X}_{\text{SL}_n(\mathbb{C})}(X) / S_n] \).

Hence, if we localize \( \text{KVar}_\mathbb{C} \) by \([\text{PGL}_n(\mathbb{C})] = [\text{Inn} (\text{SL}_n(\mathbb{C}))]) \), these decompositions give the formula

\[
(2) \quad [R_{\text{SL}_n(\mathbb{C})}(X, Q)] = [\mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q) \sslash \text{SL}_n(\mathbb{C})] + \frac{[\mathcal{X}_{\text{SL}_n(\mathbb{C})}^i(X, Q)]}{[\text{PGL}_n(\mathbb{C})]},
\]

\[
= \left[ \mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q) \sslash S_n \right] + \frac{[\mathcal{X}_{\text{SL}_n(\mathbb{C})}(X, Q)] - [\mathcal{X}_{\text{SL}_n(\mathbb{C})}^d(X, Q)]}{[\text{PGL}_n(\mathbb{C})]}.
\]
6.3. Semi-simple punctures. From now on, we will consider the case $G = \text{SL}_2(\mathbb{C})$. In order to lighten the notation, we shall omit the group from the notation again. Let $\Sigma_g$ be the compact orientable surface of genus $g \geq 1$. Choose $t_1, \ldots, t_s \in \Theta$ and let $Q$ be the parabolic structure with $s$ punctures with holonomies $D_{t_1}, \ldots, D_{t_s}$.

In order to understand the action of $\text{SL}_2(\mathbb{C})$ on the representation variety $\mathcal{X}(\Sigma_g, Q)$, we consider $\mathcal{X}^u(\Sigma_g, Q) \subseteq \mathcal{X}(\Sigma_g, Q)$ the set of upper triangular representations. Let us take $A = (A_1, B_1, \ldots, A_g, B_g, C_1, \ldots, C_s)$ be a tuple of upper triangular matrices with $C_i \in D_{t_i}$, say

$$A = \left( \begin{array}{c|c}
\mu_1 & a_1 \\
0 & \mu_1^{-1}
\end{array} \right) \cdots \left( \begin{array}{c|c}
\mu_g & a_g \\
0 & \mu_g^{-1}
\end{array} \right) \left( \begin{array}{c|c}
\nu_g & b_g \\
0 & \nu_g^{-1}
\end{array} \right) \left( \begin{array}{c|c}
\lambda_1 & c_1 \\
0 & \lambda^{-1}_1
\end{array} \right) \cdots \left( \begin{array}{c|c}
\lambda_s & c_s \\
0 & \lambda^{-1}_s
\end{array} \right)$$

with $\mu_i, \nu_i \in \mathbb{C}^*$, $\lambda_i + \lambda_i^{-1} = t_i$ and $a_i, b_i, c_i \in \mathbb{C}$. Then, we have that

$$\prod_{i=1}^g [A_i, B_i] \prod_{k=1}^s C_k = \left( \begin{array}{c|c}
\lambda_1 \cdots \lambda_s & \sum_{i=1}^g \mu_i \nu_i \left[ (\nu_i - \nu_i^{-1}) b_i - (\mu_i - \mu_i^{-1}) a_i \right] + \sum_{k=1}^s \prod_{j \neq k} \lambda_j \ \ c_k = 0 \\
0 & \lambda_1^{-1} \cdots \lambda_s^{-1}
\end{array} \right)$$

Therefore, $A \in \mathcal{X}^u(\Sigma_g, Q)$ if and only if the following system of equations holds

$$\begin{cases}
\lambda_1 \cdots \lambda_s = 1, \\
\sum_{i=1}^g \mu_i \nu_i \left[ (\nu_i - \nu_i^{-1}) b_i - (\mu_i - \mu_i^{-1}) a_i \right] + \sum_{k=1}^s \lambda_k^{-1} c_k = 0.
\end{cases}$$

(3)

As in Section 5.2 in order to control the first condition, we consider the set

$$\Lambda = \left\{ (\lambda_1, \ldots, \lambda_s) \in (\mathbb{C}^*)^s \mid \lambda_1 \cdots \lambda_s = 1, \lambda_i + \lambda_i^{-1} = t_i \right\},$$

so that $\alpha_+ = \frac{1}{2} |\Lambda|$.

- For the quotient of $\mathcal{X}^u(\Sigma_g, Q)$ by $\text{SL}_2(\mathbb{C})$, we have that $(\mathcal{X}^u(\Sigma_g, Q), \mathbb{Z}_2)$ is a core for the action. Since $\mathcal{X}^u(\Sigma_g, Q) = (\mathbb{C}^*)^{2g} \times \Lambda$ and $\mathbb{Z}_2$ acts on $\Lambda$ by $(\lambda_1, \ldots, \lambda_s) \mapsto (\lambda_1^{-1}, \ldots, \lambda_s^{-1})$, we obtain

$$[\mathcal{X}^u(\Sigma_g, Q)/\mathbb{Z}_2] = [(\mathbb{C}^*)^{2g} \times \Lambda/\mathbb{Z}_2] = \alpha_+ (q-1)^{2g}.$$

- For the calculation of $[\mathcal{X}(\Sigma_g, Q)]$, we stratify taking care of equations (3).

  - Let $\mathcal{X}(\Sigma_g, Q)^{cr} \subseteq \mathcal{X}^u(\Sigma_g, Q)$ be the set of completely reducible representations. Any element of $\mathcal{X}(\Sigma_g, Q)^{cr}$ is conjugate to one of the form

$$\left( \begin{array}{c|c}
\mu_1 & 0 \\
0 & \mu_1^{-1}
\end{array} \right) \cdots \left( \begin{array}{c|c}
\nu_g & 0 \\
0 & \nu_g^{-1}
\end{array} \right) \left( \begin{array}{c|c}
\lambda_1 & 0 \\
0 & \lambda^{-1}_1
\end{array} \right) \cdots \left( \begin{array}{c|c}
\lambda_s & 0 \\
0 & \lambda^{-1}_s
\end{array} \right),$$

with $(\mu_1, \ldots, \nu_g) \in (\mathbb{C}^*)^{2g}$ and $(\lambda_1, \ldots, \lambda_s) \in \Lambda$. This representation is unique up to permutation of the eigenvalues, so we have a double covering

$$(\text{SL}_2(\mathbb{C})/\mathbb{C}^*) \times (\mathbb{C}^*)^{2g} \times \Lambda \longrightarrow \mathcal{X}(\Sigma_g, Q)^{cr}.$$ 

Therefore, as shown in [9] Remark 5.3], we obtain

$$[\mathcal{X}(\Sigma_g, Q)^{cr}] = \alpha_+ (q^2 + q)(q-1)^{2g}.$$

- Let $\mathcal{X}(\Sigma_g, Q)^{acr} \subseteq \mathcal{X}^u(\Sigma_g, Q)$ be the set of reducible but not completely reducible representations. In this case, any element is conjugated to one of the form

$$\left( \begin{array}{c|c}
\mu_1 & a_1 \\
0 & \mu_1^{-1}
\end{array} \right) \cdots \left( \begin{array}{c|c}
\nu_g & b_g \\
0 & \nu_g^{-1}
\end{array} \right) \left( \begin{array}{c|c}
\lambda_1 & c_1 \\
0 & \lambda^{-1}_1
\end{array} \right) \cdots \left( \begin{array}{c|c}
\lambda_s & c_s \\
0 & \lambda^{-1}_s
\end{array} \right),$$

with \((\mu_1, \ldots, \nu_g) \in (\mathbb{C}^*)^{2g}, (\lambda_1, \ldots, \lambda_s) \in \Lambda\) and \((a_1, \ldots, b_g, c_1, \ldots, c_s) \in \pi\) where \(\pi\) is the hyperplane of \(\mathbb{C}^{2g+s}\) given by
\[
\pi = \left\{ \sum_{i=1}^{g} \mu_i \nu_i \left[ (\nu_i - \mu_i^{-1}) b_i - (\mu_i - \mu_i^{-1}) a_i \right] + \sum_{i=1}^{s} \lambda_i c_i = 0 \right\}.
\]

In order to compute its virtual class, we have a fibration
\[
\mathbb{C}^* \times \mathbb{C} \longrightarrow \text{PGL}_2(\mathbb{C}) \times \Omega \longrightarrow \mathcal{X}(\Sigma_g, Q)^{unc}.
\]
Here, \(\Omega = [(\mathbb{C}^*)^{2g} \times \Lambda] \times [\pi - \ell] \) with \(\ell\) the line spanned by \((\mu_1 - \mu_1^{-1}, \ldots, \nu_g - \nu_g^{-1}, \lambda_1 - \lambda_1^{-1}, \ldots, \lambda_s - \lambda_s^{-1})\). Therefore, we have
\[
[\mathcal{X}(\Sigma_g, Q)^{unc}] = 2\alpha_+ \frac{q^3 - q}{(q - 1)q} (q - 1)^{2g} (q^{2g+s-1} - q).
\]
Hence, putting all the computations together we get
\[
[\mathcal{X}^{*}(\Sigma_g, Q)] = \alpha_+ (q - 1)^{2g} (q + 1) (2q^{2g+s-1} - q).
\]

6.4. Holonomies of general type. Now, apart from the chosen semi-simple holonomies \(t_1, \ldots, t_s \in \Theta\) over punctures \(p_1, \ldots, p_s \in \Sigma_g\), let us pick new different points \(q_1, \ldots, q_r \in \Sigma_g\). In this case, we consider the parabolic structure \(Q\) with holonomy \(\mathcal{D}_{t_i}\) over \(p_i\), for \(1 \leq i \leq s\), and \(J_+\) over all the points \(q_1, \ldots, q_r\).

Observe that, in this case, the action of \(\text{PGL}_2(\mathbb{C})\) on the associated representation variety \(\mathcal{X}(\Sigma_g, Q)\) is free since \(\text{Stab}_{\text{SL}_2(\mathbb{C})}(D_\lambda) \cap \text{Stab}_{\text{SL}_2(\mathbb{C})}(J_+) = \{\pm \text{Id}\}\). Thus, all the orbits are isomorphic and this implies that the action is also closed. Therefore, we have that
\[
[\mathcal{R}(\Sigma_g, Q)] = \left[ \frac{[\mathcal{X}(\Sigma_g, Q)]}{[\text{PGL}_2(\mathbb{C})]} \right] = q^{2g+s-2} (q - 1)^{2g+r-2} (2^{2g+s-1} - 2s + (q + 1)^{2g+r+s-2})
\]
\[
+ \frac{\mathcal{T}_r(t_1, \ldots, t_s)}{q^3 - q}.
\]

With these results at hand, we are ready to finish the proof of the main theorem of this paper.

**Theorem 6.1.** Let us fix integers \(r_+, r_-, t \geq 0\), \(s > 0\) and traces \(t_1, \ldots, t_s \in \Theta\). Consider a parabolic structure \(Q\) with \(r_+\) punctures with holonomy \([J_+]\), \(r_-\) punctures with holonomy \([J_-]\), \(s\) punctures with holonomy \(\mathcal{D}_{t_1}, \ldots, \mathcal{D}_{t_s}\) and \(t\) punctures with holonomies \(\{-\text{Id}\}\). Set \(r = r_+ + r_-\) and \(s = (-1)^{r_+ - r_-}\). The virtual class of \(\mathcal{R}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)\) in \(K\text{Var}_{\mathbb{C}}\) is

- If \(r > 0\), then
\[
[\mathcal{R}_{\text{SL}_2(\mathbb{C})}(\Sigma_g, Q)] = q^{2g+s-2} (q - 1)^{2g+r-2} (2^{2g+s-1} - 2s + (q + 1)^{2g+r+s-2}) + \frac{\mathcal{T}_r(\sigma t_1, \ldots, t_s)}{q^3 - q}.
\]
• If \( r = 0 \), then

\[
[R_{\text{SL}_2}(\mathbb{C})(\Sigma_g, Q)] = q^{g+s-2}(q-1)^{g-2}(2^{2g+s-1} - 2^s + (q+1)^{2g+s-2}) + (q^2-1)^{g-2}(q+1)^s \\
+ 2\alpha_s(q-1)^{2g-1}(2q - 2q^{2g+s-2} - 1) + \frac{\mathcal{F}_0(\sigma t_1, \ldots, t_s)}{q^3 - q}.
\]

Proof. If there are no punctures with holonomies \([J_-]\) or \([-\text{Id}]\), the result follows from the computations above. In the general case, as we showed in Remark 5.8 if \( r_- + t \) is even (i.e. \( \sigma = 1 \)) we can cancel the negative holonomies \([J_-]\) and \([-\text{Id}]\) pairwise and the resulting variety is isomorphic to only having \( r_+ + r_- \) punctures of type \([J_+]\).

If \( r_- + t \) is odd (i.e. \( \sigma = -1 \)), we need to change the traces of the semi-simple holonomies to \(-t_1, t_2, \ldots, t_s\). The only effect in this case is that \( \alpha_+(-t_1, t_2, \ldots, t_s) = \alpha_-(t_1, t_2, \ldots, t_s) \) so the roles of \( \alpha_+ \) and \( \alpha_- \) are interchanged. \( \square \)

If we interpret \( q = [\mathbb{C}] \in K\text{Var}_\mathbb{C} \) as the image in \( K \)-theory of the mixed Hodge structure on the compactly supported cohomology of \( \mathbb{C} \) (i.e. the Tate structure of weight 2), the computations of this paper also give rise to the virtual Hodge structure on character varieties. Under this point of view, the results of this paper agree with the calculations of [8, 9] in the case of punctures of Jordan type.

Moreover, if we interpret \( q \) as a variable in the polynomial ring \( \mathbb{Z}[q, q^{-1}] \), we also obtain the \( E \)-polynomials of the corresponding character varieties. Under this perspective, the results of this paper agree with the existing computations in the literature. Theorem 6.1 agrees with [15] for at most 2 marked points of semi-simple holonomy and genus 1 (notice that there is a typo in [15] in the case \( r = s = 1 \)). The result also agrees with [16, 17, 18] for a single marked point and arbitrary genus of semi-simple type. If the surface has a single marked point of type \([-\text{Id}]\) (the so-called twisted variety) and arbitrary many semi-simple punctures of generic type, this result agrees with [11].

Remark 6.2. The virtual classes of the character varieties with \( s = 0 \) are also known from [18, 9]. To be precise, in these papers the computation is done for the virtual image of the mixed Hodge structure. However, following the lines of this paper, the arguments can be adapted to give the same virtual classes in \( K\text{Var}_\mathbb{C} \) by interpreting \( q = [\mathbb{C}] \).
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