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Abstract

Autoregressive models capture stochastic processes in which past realizations determine the generative distribution of new data; they arise naturally in a variety of industrial, biomedical, and financial settings. Often, a key challenge when working with such data is to determine when the underlying generative model has changed, as this can offer insights into distinct operating regimes of the underlying system. This paper describes a novel dynamic programming approach to localizing changes in high-dimensional autoregressive processes and associated error rates that improve upon the prior state of the art. When the model parameters are piecewise constant over time and the corresponding process is piecewise stable, the proposed dynamic programming algorithm consistently localizes change points even as the dimensionality, the sparsity of the coefficient matrices, the temporal spacing between two consecutive change points, and the magnitude of the difference of two consecutive coefficient matrices are allowed to vary with the sample size. Furthermore, initial, coarse change point localization estimates can be improved via a computationally efficient refinement algorithm that offers further improvements on the localization error rate. At the heart of the theoretical analysis lies a general framework for high-dimensional change point localization in regression settings that unveils key ingredients of localization consistency in a broad range of settings. The autoregressive model is a special case of this framework. A byproduct of this analysis are new, sharper rates for high-dimensional change point localization in linear regression settings that may be of independent interest.
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1 Introduction

High-dimensional data are routinely collected in both traditional and emerging application areas. Time series data are by no means immune to this high dimensionality trend, and commonly arise in applications from econometrics (e.g. Bai and Perron, 1998; De Mol et al., 2008), finance (e.g. Chen and Gupta, 1997), genetics (e.g. Michailidis and d’Alché Buc, 2013), neuroimaging (e.g. Smith, 2012; Bolstad et al., 2011), predictive maintenance (e.g. Susto et al., 2014; Swanson, 2001; Yam et al., 2001), to name but a few.

Arguably, the most popular tool in modeling high-dimensional time series is the vector autoregressive (VAR) model (see e.g. Lütkepohl, 2005). The recent literature on the high-dimensional VAR models is vast. Hsu et al. (2008), Haufe et al. (2010), Shojaie and Michailidis (2010), Basu and Michailidis
Let \((X_1, \ldots, X_n)\) be a time series with random vectors in \(\mathbb{R}^p\) and let \(0 = \eta_0 < \eta_1 < \ldots < \eta_k < \eta_{k+1} = n\) be an increasing sequence of change points. For any \(k \in \{0, \ldots, K\}\), set \(X_k = \{X_{\eta_k+1}, \ldots, X_{\eta_{k+1}}\}\). We assume the following.

- For each \(k, l \in \{0, \ldots, K\}\), \(k \neq l\), it holds that \(X_k\) and \(X_l\) are independent.
- For each \(k \in \{0, \ldots, K\}\), \(X_k\) is a subset of an infinite stationary and stable time series \(X_k^{\infty}\) and
  \[X_{t+1} = A_t^* X_t + \varepsilon_{t+1}, \quad t = \eta_k + 1, \ldots, \eta_{k+1}-1,\]
  where
  \[A_{\eta_k} = \ldots = A_{\eta_{k+1}-1}^* \in \mathbb{R}^{p \times p}, \quad \|A_t^*\|_{\text{op}} < 1, \quad A_{\eta_k}^* \neq A_{\eta_{k+1}}^*,\]
  the notation \(\|\cdot\|_{\text{op}}\) denotes the operator norm of a matrix, and \(\varepsilon_t \sim \mathcal{N}(0, I_p)\) independent with \(X_t\).

For \(k \in \{0, \ldots, K\}\), \(X_{\eta_k+1}\) is defined as
  \[X_{\eta_k+1} = A_{\eta_k}^* \bar{X}_{\eta_k} + \varepsilon_{\eta_k+1},\]
where \(\bar{X}_{\eta_k}\) is an unobserved latent random vector drawn from \(X_k^{\infty}\).

**Remark 1.** The condition \(\|A_t^*\|_{\text{op}} < 1\) is assumed to guarantee that between two consecutive change points, the time series is stable (see e.g. Chapter 2.1.1 in Lütkepohl, 2005). In addition, \(X_{\eta_k}\)'s are not predictors of \(X_{\eta_k+1}\)'s, and \(\bar{X}_{\eta_k}\)'s are the de facto predictors of \(X_{\eta_k+1}\)'s. For each \(k \in \{1, \ldots, K\}\), \(\bar{X}_{\eta_k} \in X_k^{\infty}\); for each \(k \in \{1, \ldots, K+1\}\), \(X_{\eta_k} \in X_{k-1} \subset X_{k-1}^{\infty}\).

Given data sampled from Model 1, our main task is to develop computationally-efficient algorithms that can consistently estimate both the unknown number \(K\) of change points and the time points \(\{\eta_k\}_{k=1}^{K}\), at which the coefficient matrices change. That is, we seek consistent estimators.
\[ \hat{\eta}_k \] \text{ for } k = 1, \ldots, K, \] such that, as the sample size \( n \) grows unbounded, it holds with probability tending to 1 that
\[
\hat{K} = K \quad \text{and} \quad \frac{\epsilon}{n} = \max_{k=1, \ldots, K} \frac{|\hat{\eta}_k - \eta_k|}{n} = o(1).
\]
In the rest of the paper, we refer to \( \epsilon \) as the localization error rate.

Despite the vast body of literature on different change point detection problems, the study on Model 1 is scarce. Safikhani and Shojaie (2017) is within the very little existing literature dedicated to a similar problem. Detailed comparisons with Safikhani and Shojaie (2017) will be presented after we state our algorithm and main results, at the end of Section 2.3.

**Methods**

To achieve the goal of obtaining consistent change point estimators, we adopt a dynamic programming approach. To be specific, let \( \mathcal{P} \) be an interval partition of \( \{1, \ldots, n\} \) into \( K \) intervals, i.e.
\[
\mathcal{P} = \{\{1, \ldots, i_1\}, \{i_1 + 1, \ldots, i_2\}, \ldots, \{i_{K-1} + 1, \ldots, i_K\}\},
\]
for some integers \( 0 < i_1 < \cdots < i_K = n \), where \( K \geq 1 \). For a positive tuning parameter \( \gamma > 0 \), let
\[
\hat{\mathcal{P}} \in \arg \min_{\mathcal{P}} \left\{ \sum_{I \in \mathcal{P}} \mathcal{L}(I) + \gamma|\mathcal{P}| \right\},
\]
where \( \mathcal{L}(\cdot) \) is a loss function, \( |\mathcal{P}| \) is the cardinality of \( \mathcal{P} \) and the minimization is taken over all possible interval partitions of \( \{1, \ldots, n\} \).

The change point estimator resulting from the solution to (1) is simply obtained by taking all the right endpoints of the intervals \( I \in \hat{\mathcal{P}} \), except \( n \). The optimization problem (1) is known as the minimal partition problem and can be solved using dynamic programming with computational cost of order \( O(n^2 T(n)) \), where \( T(n) \) denotes the computational cost of solving \( \mathcal{L}(I) \) with \( |I| = n \) (see e.g. Algorithm 1 in Friedrich et al., 2008).

We will tackle Model 1 in the framework of (1), by setting
\[
\mathcal{L}((s, e]) = \sum_{t=s+1}^{e-1} \|X_{t+1} - \hat{A}^\lambda_{(s,e]} X_t\|_2^2,
\]
where \( \hat{A}^\lambda_{(s,e]} \) is the Lasso estimator defined as
\[
\hat{A}^\lambda_{(s,e]} = \arg \min_{A \in \mathbb{R}^p \times p, \|A\|_{op} \leq \lambda} \sum_{t=s+1}^{e-1} \|X_{t+1} - AX_t\|_2^2 + \lambda \sqrt{\max\{e - s - 1, \log(n \lor p)\}} \|A\|_1.
\]
\( \lambda \geq 0 \) is a penalty term, and the norms are defined in Section 1.1. The penalty will be chosen as a function of
\[
\max\{e - s - 1, \log(n \lor p)\}.
\]
This is due to a large deviation inequality in Lemma 22(a). Intuitively speaking, it is due to the fact that sums of i.i.d. sub-Exponential random variables behave like sub-Exponential random variables when the sample size is small, and behave like sub-Gaussian random variables when the sample size is large.
Algorithms based on dynamic programming are widely used in the change point detection literature. Friedrich et al. (2008), Killick et al. (2012), Rigaill (2010), Maidstone et al. (2017), Wang et al. (2018b), among others, studied dynamic programming approaches for change point analysis involving a univariate time series with piecewise-constant means. Leonardi and Bühlmann (2016) examined high-dimensional linear regression change point detection problems by using a version of dynamic programming approach. We will provide more comparisons with Leonardi and Bühlmann (2016) in Section 3.

List of contributions

- In this paper, we provide consistent change point estimators for Model 1. We allow for model parameters to change with the sample size $n$, including the dimensionality of the data, the entry-wise sparsity of the coefficient matrices, the number of change points, the smallest distance between two consecutive change points, and the smallest difference between two consecutive different coefficient matrices. To the best of our knowledge, the theoretical results we provide in this paper are the sharpest in the existing literature. Furthermore, the proposed algorithms, based on the general framework described in (1), can be implemented using dynamic programming approaches and are computationally efficient.

- We further devise an additional second step (Algorithm 1), called local refinement, to deliver an even better localization error rate, even though directly optimizing (1) already provides the sharpest rates among the ones existing in the literature.

- We not only thoroughly analyze the VAR(1) Model 1, but also extend those results to a general VAR(L) process. To be specific, we also consider a more general autoregressive model, described next as Model 2, and develop analogous guarantees for it.

**Model 2 (VAR(L) model).** Let $(X_1, \ldots, X_n)$ be a time series of random vectors in $\mathbb{R}^p$ and let $0 = \eta_0 < \eta_1 < \ldots < \eta_K < \eta_{K+1} = n$ be an increasing sequence of change points. For each $k \in \{0, \ldots, K\}$, set $X_k = \{X_{\eta_k+1}, \ldots, X_{\eta_{k+1}}\}$. We assume the following.

- For each $k, l \in \{0, \ldots, K\}, k \neq l$, it holds that $X_k$ and $X_l$ are independent.
- For each $k \in \{0, \ldots, K\}$, $X_k$ is a subset of an infinite stationary and stable time series $X_k^\infty$ and we have

\[
X_{t+1} = A^*_t(X_t^\top, \ldots, X_{t-L+1}^\top)^\top + \varepsilon_{t+1}, \quad t = \eta_k + L, \ldots, \eta_{k+1} - 1, \tag{4}
\]

where

\[
A^*_t = (A^*_t[1], \ldots, A^*_t[L]) \in \mathbb{R}^{p \times pL}, \quad A^*_t[i] \in \mathbb{R}^{p \times p}, \quad i = 1, \ldots, L,
\]

\[
A^*_{\eta_k} = \ldots = A^*_{\eta_{k+1} - 1} \in \mathbb{R}^{p \times p}, \quad A^*_{\eta_k} \neq A^*_{\eta_{k+1}},
\]

\[
\|A^*_t\|_{op} < 1,
\]

and $\varepsilon_t \overset{i.i.d.}{\sim} \mathcal{N}(0, I_p)$ independent of $X_t$.

- For each $k \in \{0, \ldots, K\}, i \in \{1, \ldots, L\}$, $X_{\eta_k+i}$ is defined as

\[
X_{\eta_k+i} = A^*_t(\tilde{X}_{\eta_k+i-1}^\top, \ldots, \tilde{X}_{\eta_k+i-L}^\top)^\top + \varepsilon_{\eta_k+i},
\]

where $\tilde{X}_{\eta_k+i-1}$’s are unobserved latent random vectors drawn from $X_k^\infty$. 
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Note that (5) is imposed to guarantee the stability of the time series between two consecutive change points (see e.g. Eq.(2.1.12) in Lütkepohl, 2005).

- Lastly, we provide a general framework for analyzing general regression-type change point localization problems that include the VAR models above as a special case. We present a thorough study on a high-dimensional regression change point detection problem under i.i.d. observations (see Model 3 below), yielding the sharpest rates in the existing literature. This analysis may be utilized as a blueprint for more complex change point localization problems. In our analysis, we develop a new and refined toolbox for the change point detection community to study more complex data generating mechanisms above and beyond VAR models.

The rest of the paper is organized as follows. The main theoretical results are presented in Section 2. We present the consistency result on Model 1 in Section 2.1, with an extra local refinement result in Section 2.2. A general VAR(L) case is studied in Section 2.3. In Section 3, we provide a unified framework of dynamic programming approaches in regression problems. All the technical details are left in the Appendices.

1.1 Notation
Throughout this paper, we adopt the following notation. For any set $S$, $|S|$ denotes its cardinality. For any vector $v$, let $\|v\|_2$, $\|v\|_1$, $\|v\|_0$ and $\|v\|_\infty$ be its $\ell_2$-, $\ell_1$-, $\ell_0$- and entry-wise maximum norms, respectively; and let $v(j)$ be the $j$th coordinate of $v$. For any square matrix $A \in \mathbb{R}^{n \times n}$, let $\Lambda_{\min}(A)$ and $\Lambda_{\max}(A)$ be the smallest and largest eigenvalues of matrix $A$, respectively; let $A_S$ be the sub matrix of $A$ taking entries in $S^\otimes 2$, where $S \subset \{1, \ldots, n\}$. For any matrix $B \in \mathbb{R}^{n \times m}$, let $\|B\|_{op}$ be the operator norm of $B$; let $\|B\|_1 = \|\text{vec}(B)\|_1$, $\|B\|_2 = \|\text{vec}(B)\|_2$ and $\|B\|_0 = \|\text{vec}(B)\|_0$, where $\text{vec}(B) \in \mathbb{R}^{nm}$ is the vectorisation of $B$ by stacking the columns of $B$. In fact, $\|B\|_2$ corresponds to the Frobenius norm of $B$. For any pair of integers $s, e \in \{0, 1, \ldots, n\}$ with $s < e$, we let $(s, e) = \{s + 1, \ldots, e\}$ and $[s, e] = \{s, \ldots, e\}$ be the corresponding integer intervals.

2 Main results
2.1 VAR(1) processes
In this subsection, we provide the theoretical guarantees for the change point estimators arising from the dynamic programming approach, based on data from Model 1. We begin by formulating the assumptions we impose to derive consistency guarantees.

Assumption 1. Consider Model 1. We assume the following.

a. (Sparsity). There exists a subset $S \subset \{1, \ldots, p\}^\otimes 2$ such that

\[ A_t(i, j) = 0, \quad \forall t = 1, \ldots, n, \quad \forall (i, j) \in S^c = \{1, \ldots, p\}^\otimes 2 \setminus S. \]

Let $d_0 = |S|$. 

b. (Spectral density conditions). For each \( k \in \{0, \ldots, K\} \), let \( \Sigma_k(h) \) be the population version of the lag-\( h \) autocovariance function of \( X_k \). The spectral density function

\[
f_k(\theta) = \frac{1}{2\pi} \sum_{\ell=-\infty}^{\infty} \Sigma_k(\ell)e^{-i\ell\theta}, \quad \theta \in (-\pi, \pi]
\]

exists for each \( k \). In addition,

\[
M = \max_{k=0, \ldots, K} \mathcal{M}(f_k) = \max_{k=0, \ldots, K} \esssup_{\theta \in (-\pi, \pi]} \Lambda_{\max}(f_k(\theta)) < \infty
\]

and

\[
c_x = \min_{k=0, \ldots, K} \essinf_{\theta \in (-\pi, \pi]} \Lambda_{\min}(f_k(\theta)) > 0.
\]

c. (Signal-to-noise ratio). For any \( \xi > 0 \), there exists an absolute constant \( C_{\text{SNR}} > 0 \), dependent on \( M, c_x \) and \( \xi \), such that

\[
\Delta \kappa^2 \geq C_{\text{SNR}} d_0^2 K \log^{1+\xi}(n \vee p),
\]

where \( \kappa \) and \( \Delta \) are the minimal jump size and minimal spacing defined as follows, respectively,

\[
\kappa = \min_{k=1, \ldots, K+1} \|A^*_\eta_k - A^*_\eta_{k-1}\|_2 \quad \text{and} \quad \Delta = \min_{k=1, \ldots, K+1} (\eta_k - \eta_{k-1}).
\]

Assumption 1(a)-(b) are imposed to guarantee that the Lasso estimators in (3) exhibit good performance, while Assumption 1(c) can be interpreted as a signal-to-noise ratio condition for detecting and estimating the location of the change points. We further elaborate on these conditions next.

- **Sparsity.** The set \( S \) appearing in Assumption 1(a) is a superset of the union of all the nonzero entries in all coefficient matrices. If, alternatively, the sparsity parameter is defined as \( d_0 = \max_{t=1, \ldots, n} |S^t| \), where \( S^t \subset \{1, \ldots, p\}^{\otimes 2} \) and \( A^*_t(i, j) = 0 \), for all \((i, j) \in \{1, \ldots, p\}^{\otimes 2} \setminus S^t\), then the signal-to-noise ratio in (6) and the localization error rate in Theorem 1 would change correspondingly, by replacing the sparsity level \( d_0 \) thereof with \( Kd_0 \).

- **Restricted eigenvalue.** Assumption 1(b) corresponds to a restricted eigenvalue condition (e.g. Bickel et al., 2009; Bühlmann and van de Geer, 2011; van de Geer, 2018); see Section 3.2. The statement in Assumption 1(b) is identical to Assumption 2.1 and the assumption in Proposition 3.1 in Basu and Michailidis (2015), which pertained to a stable VAR process without change points. As pointed out in Basu and Michailidis (2015), this holds for a large class of general linear processes, including stable and invertible ARMA processes.

- **Signal-to-noise ratio.** If \( K = d_0 = 1 \), (6) becomes

\[
\Delta \kappa^2 \gtrsim \log^{1+\xi}(n \vee p),
\]

which matches be the minimax optimal signal-to-noise ratio (up to constants and logarithmic terms) for the univariate mean change point detection problem (see e.g. Chan and Walther, 2013; Frick et al., 2014; Wang et al., 2018b).
In addition, we have
\[
\Delta \geq \frac{C_{\text{SNR}}d_0^2K\log^{1+\xi}(n \lor p)}{\kappa^2} \geq \frac{C_{\text{SNR}}d_0^2K\log^{1+\xi}(n \lor p)}{4C^2d_0} \geq \frac{C_{\text{SNR}}}{4C^2d_0}K\log^{1+\xi}(n \lor p),
\]  
(7)

where the second inequality follows from the bound
\[
\kappa^2 = \min_{k=1,\ldots,K+1} \|A^*_{\eta_k} - A^*_{\eta_{k-1}}\|_2^2 \leq d_0(2C_\beta)^2 = 4C_\beta^2d_0.
\]

If \(\Delta = \Theta(n)\) and \(K = O(1)\), then (7) becomes
\[
n \gtrsim d_0\log^{1+\xi}(n \lor p),
\]
which can be interpreted as an effective sample size condition needed in the Lasso estimation literature.

Another way to inspect Assumption 1(c) is to introduce a normalized jump size
\[
\kappa_0 = \kappa/\sqrt{d_0},
\]
which leads to the signal-to-noise ratio condition
\[
\Delta\kappa_0^2 \geq C_{\text{SNR}}d_0K\log^{1+\xi}(n \lor p).
\]

Similar conditions are required in other change point detection problems, including high-dimensional mean change point detection (Wang and Samworth, 2018), high-dimensional covariance change point detection (Wang et al., 2017), sparse dynamic network change point detection (Wang et al., 2018a), high-dimensional regression change point detection (Wang et al., 2019), to name but a few. Note that in these aforementioned papers, when variants of wild binary segmentation (Fryzlewicz, 2014) were deployed, additional knowledge is needed to get rid of \(K\) in the lower bound of the signal-to-noise ratio. We refer readers to Wang et al. (2018a) for more discussions regarding this point.

The constant \(\xi\) is needed to guarantee consistency and can be set to zero if \(\Delta = o(n)\). We may instead replace it by a weaker condition of the form
\[
\Delta\kappa^2 \gtrsim C_{\text{SNR}}d_0^2\{\log(n \lor p) + a_n\},
\]
where \(a_n \to \infty\) as \(n \to \infty\). We stick with the signal-to-noise ratio condition (6) for simplicity.

We are now ready to state one of the main results of the paper.

**Theorem 1.** Assume Model 1 and the conditions in Assumption 1. Then for the change point estimators \(\{\hat{\eta}_k\}_{k=1}^\hat{K}\) obtained as the solution to the dynamic programming optimization problem given in (1), (2) and (3) with tuning parameters
\[
\lambda = C_\lambda \sqrt{d_0\log(n \lor p)} \quad \text{and} \quad \gamma = C_\gamma(K+1)d_0^2\log(n \lor p),
\]
we have that
\[
\mathbb{P}\left\{\hat{K} = K, \max_{k=1,\ldots,K} |\hat{\eta}_k - \eta_k| \leq \frac{KC_\epsilon d_0^2\log(n \lor p)}{\kappa^2}\right\} \geq 1 - Cn^{-c},
\]
where \(C_\lambda,C_\gamma,C_\epsilon,C,c > 0\) are absolute constants depending only on \(M\) and \(c_x\).
The above result implies that, with probability tending to 1 as \( n \) grows,

\[
\max_{k=1, \ldots, K} \frac{|\tilde{\eta}_k - \eta_k|}{n} \leq \frac{KC_d^2 \log(n \vee p)}{\kappa^2 n} \leq \frac{C_\ell \Delta}{C_{\text{SNR}} n \log \xi(n \vee p)} \rightarrow 0,
\]

where in the second inequality we have used Assumption 1(c). Thus, the localization error converges to zero in probability.

The tuning parameter \( \lambda \) affects the performance of the Lasso estimator. This is shown in Lemma 21. The second tuning parameter \( \gamma \) prevents overfitting while searching the optimal partition as a solution to the problem (1). In particular, \( \gamma \) is determined by the squared \( \ell_2 \)-loss of the Lasso estimator and is of order \( \lambda^2 d_0 \). We will elaborate more on this point in Section 3.2.

2.2 Local refinement

The localization error afforded by Theorem 1 is linear in \( K \), the number of change points. Although the corresponding localization rate is already sharper than any other rates previously established in the literature (see the discussion at the end of Section 2.3), it is possible to improve it by removing the dependence on \( K \) through an additional step, which we refer to as local refinement, detailed in Algorithm 1.

**Algorithm 1** Local refinement. LR(\( \{X(t)\}_{t=1}^n \), \( \{\tilde{\eta}_k\}_{k=1}^K \), \( \zeta \))

**INPUT:** Data \( \{X(t)\}_{t=1}^n \), a collection of time points \( \{\tilde{\eta}_k\}_{k=1}^K \), tuning parameter \( \zeta > 0 \).

\( (\tilde{\eta}_0, \tilde{\eta}_{K+1}) \leftarrow (0, n) \)

for \( k = 1, \ldots, K \) do

\( (s_k, e_k) \leftarrow (2\tilde{\eta}_k - 3/3, 2\tilde{\eta}_k / 3 + 3 \tilde{\eta}_k + 1 / 3) \)

\[
\left( \hat{A}_1, \hat{A}_2, \tilde{\eta}_k \right) \leftarrow \arg \min_{\eta \in \{s_k+2 \ldots e_k-2\}, \|A_1\|_p, \|A_2\|_p < 1, \|A_1\|_p \neq 1} \left\{ \sum_{t=s_k + 1}^\eta \|X_{t+1} - A_1 X_t\|_2^2 + \sum_{t=\eta + 1}^{e_k} \|X_{t+1} - A_2 X_t\|_2^2 \right\} + \zeta \sqrt{\log(n \vee p)} \sum_{i,j=1}^p \sqrt{(\eta - s_k)(A_1)_{ij}^2 + (e_k - \eta)(A_2)_{ij}^2} \right\}
\]

end for

**OUTPUT:** The set of estimated change points \( \{\tilde{\eta}_k\}_{k=1}^K \).

The local refinement algorithm takes as input a preliminary collection of change point estimators \( \{\tilde{\eta}_k\}_{k=1}^K \) such that \( \max_{k=1, \ldots, K} |\tilde{\eta}_k - \eta_k| \) is a small enough fraction of the minimal spacing \( \Delta \) (see condition 9 below) and returns an improved collection of change point estimators \( \{\hat{\eta}_k\}_{k=1}^K \) with a vanishing localization error rate of order \( O \left( \frac{d_0 \log(n \vee p)}{n \kappa^2} \right) \). Interestingly, the initial estimators need not be consistent in order for local refinement to work: all that is required is essentially that the each of the working intervals in Algorithm 1 contains one and only one true change point. This fact allows to refine the search within each working intervals separately, yielding better rates.
In particular, if we use the outputs of (1), (2) and (3) as the inputs of Algorithm 1, then it follows from Theorem 1 and Assumption 1(c) that, for any \( k \in \{1, \ldots, K\} \),
\[
s_k - \eta_{k-1} > \frac{2}{3} \tilde{\eta}_{k-1} + \frac{1}{3} \tilde{\eta}_k - \tilde{\eta}_{k-1} - \epsilon = \frac{1}{3} (\tilde{\eta}_k - \tilde{\eta}_{k-1}) - \epsilon > \Delta/3 - 5\epsilon/3 > 0
\]
and
\[
s_k - \eta_k < \frac{2}{3} \tilde{\eta}_{k-1} + \frac{1}{3} \tilde{\eta}_k - \tilde{\eta}_k + \epsilon = -\frac{2}{3} (\tilde{\eta}_{k-1} - \tilde{\eta}_k) + \epsilon < -2\Delta/3 + 5\epsilon/3 < 0.
\]

**Corollary 2.** Assume the same conditions of Theorem 1. Let \( \{\tilde{\eta}_k\}_{k=1}^K \) be a set of time points satisfying
\[
\max_{k=1,\ldots,K} |\tilde{\eta}_k - \eta_k| \leq \Delta/7. \tag{9}
\]
Let \( \{\hat{\eta}_k\}_{k=1}^\hat{K} \) be the change point estimators generated from Algorithm 1, with \( \{\tilde{\eta}_k\}_{k=1}^K \) and the tuning parameter
\[
\zeta = C_\zeta \sqrt{\log(n \lor p)}
\]
as inputs. Then
\[
P\left\{ \hat{K} = K, \max_{k=1,\ldots,K} |\hat{\eta}_k - \eta_k| \leq \frac{C_\zeta d_0 \log(n \lor p)}{\kappa^2} \right\} \geq 1 - Cn^{-c},
\]
where \( C_\zeta, C_\epsilon, C, c > 0 \) are absolute constants depending only on \( \mathcal{M} \) and \( c_x \).

Compared to the localization error given in Theorem 1, the improved localization error obtained by running the local refinement algorithm and using that estimator as input does not have a direct dependence on \( K \), the number of change points. The intuition for this is as follows.

- Due to the nature of the change point detection problem, there is an innate group structure. This justifies the use of the group Lasso-type penalty, which reduces the localization error by bringing down \( d_2^{\eta} \) to \( d_0^{\eta} \).

- Using condition (9), there is one and only one true change point in every working interval used by the local refinement algorithm. The true change points can then be estimated separately using \( K \) independent searches, in such a way that the final localization rate that does not depend on the number of searches, namely \( \hat{K} \).

Algorithm 1 is a simplified version of Algorithm 3 in Wang et al. (2019), who first pointed out how to leverage the implicit group structure of change point problems in high-dimensional regression settings.

### 2.3 General VAR(\( L \)) processes

We now generalize the results presented in the previous section to VAR(\( L \)) processes. It is well known that, for any general \( L \in \mathbb{Z}_+ \), a VAR(\( L \)) process can be rewritten as a VAR(1) process in the following way. Assuming Model 2, we let \( Y_t = (X_t^\top, \ldots, X_{t-L+1}^\top)^\top, \xi_t = (\epsilon_t^\top, \ldots, \epsilon_{t-L+1}^\top)^\top \) and
\[
A_t^* = \begin{pmatrix}
A_t^*[1] & A_t^*[2] & \cdots & A_t^*[L-1] & A_t^*[L] \\
I & 0 & \cdots & 0 & 0 \\
0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & I & 0
\end{pmatrix}.
\tag{10}
\]
Then we can rewrite (4) as
\[ Y_{t+1} = A_t^* Y_t + \zeta_t, \quad (11) \]
which is now a VAR(1) process.

Now we are at the stage of providing parallel assumptions and conditions for Model 2. They are nearly identical to the ones we have assumed for Model 1.

**Assumption 2.** Consider Model 2. We assume the following.

a. **(Sparsity).** There exists a subset \( S \subset \{1, \ldots, p\}^2 \) such that
\[ (A_t^*[l])(i, j) = 0, \quad t = 1, \ldots, n, \quad l = 1, \ldots, L, \quad (i, j) \in S^c = \{1, \ldots, p\}^2 \setminus S. \]
Let \( d_0 = L|S| \).

b. **(Spectral density conditions).** For \( k \in \{0, \ldots, K\} \), let \( \Sigma_k(h) \) be the population version of the lag-\( h \) autocovariance function of \( X_k \). The spectral density function
\[ f_k(\theta) = \frac{1}{2\pi} \sum_{\ell=-\infty}^{\infty} \Sigma_k(\ell) e^{-i\ell\theta}, \quad \theta \in (-\pi, \pi] \]
exists for each \( k \). In addition,
\[ \mathcal{M} = \max_{k=0, \ldots, K} \mathcal{M}(f_k) = \max_{k=1, \ldots, K} \sup_{\theta \in (-\pi, \pi]} \Lambda_{\max}(f_k) < \infty \]
and
\[ c_x = \min_{k=0, \ldots, K} m(f_k) = \min_{k=1, \ldots, K} \inf_{\theta \in (-\pi, \pi]} \Lambda_{\min}(f_k) > 0. \]

c. **(Signal-to-noise ratio).** For any \( \xi > 0 \), there exists an absolute constant \( C_{\text{SNR}} > 0 \), dependent on \( \mathcal{M} \) and \( c_x \) such that
\[ \Delta \kappa^2 \geq C_{\text{SNR}} d_0^2 K \log^{1+\xi}(n \lor p), \quad (12) \]
where \( \kappa \) and \( \Delta \) are the minimal jump size and minimal spacing defined as follows, respectively,
\[ \kappa = \min_{k=1, \ldots, K+1} \| A_{\eta_k}^* - A_{\eta_{k-1}}^* \|_2 \quad \text{and} \quad \Delta = \min_{k=1, \ldots, K+1} (\eta_k - \eta_{k-1}). \]

Our dynamical programming algorithm for change point localization in Model 2 and under Assumption 2 continues to be the solution to the optimization problem in (1), with appropriate modifications to the quantities \( \mathcal{L}((s, e]) \) and \( \widehat{A}^\lambda_{(s, e]} \) in (2) and (3) respectively. In detail, following the notation defined above in (10) and (11), we set
\[ \mathcal{L}((s, e]) = \sum_{t=s+1}^{e-1} \| Y_{t+1} - \widehat{A}^\lambda_{(s, e]} Y_t \|_2^2, \quad (13) \]
where \( \widehat{A}^\lambda_{(s, e]} \) is a Lasso estimator defined as
\[ \widehat{A}^\lambda_{(s, e]} = \arg \min_{A \in \mathbb{R}^{Lp \times Lp}, \|A\|_{op} < 1} \sum_{t=s+1}^{e-1} \| Y_{t+1} - AY_t \|_2^2 \]
\[ + \lambda \sqrt{\max\{e - s - 1, \log(n \lor p)\}} \sum_{i=1}^{pL} \sum_{j=1}^{pL} |(A)_{ij}|, \quad (14) \]
Corollary 3. Assume Model 2 and the conditions in Assumption 2. Then, the change point estimators \( \{ \tilde{\eta}_k \}_{k=1}^K \) obtained as solution to the dynamic programming optimization problem given (1), (13) and (14) with tuning parameters

\[
\lambda = C_\lambda \sqrt{d_0 \log(n \lor p)} \quad \text{and} \quad \gamma = C_\gamma d_0^2 \log(n \lor p),
\]

are such that

\[
P \left\{ \hat{K} = K, \max_{k=1, \ldots, K} |\tilde{\eta}_k - \eta_k| \leq \frac{KC_\lambda d_0^2 \log(n \lor p)}{\kappa^2} \right\} \geq 1 - Cn^{-c},
\]

where \( C_\lambda, C_\gamma, C, c > 0 \) are absolute constants depending only on \( M \) and \( c_x \).

Next, we show that the local refinement Algorithm 1, applied to the estimators \( \{ \tilde{\eta}_k \}_{k=1}^K \) deliver a smaller localization error rate with no direct dependence on \( K \).

Corollary 4. Assume the same conditions of Corollary 3. Let \( \{ \tilde{\eta}_k \}_{k=1}^K \) be a set of time points satisfying

\[
\max_{k=1, \ldots, K} |\tilde{\eta}_k - \eta_k| \leq \Delta/7.
\]

Let \( \{ \tilde{\eta}_k \}_{k=1}^K \) be the change point estimators generated from Algorithm 1, adjusted based on (13) and (14) with \( \{ \tilde{\eta}_k \}_{k=1}^K \) and

\[
\zeta = C_\zeta \log(n \lor p),
\]

as inputs. Then,

\[
P \left\{ \hat{K} = K, \max_{k=1, \ldots, K} |\hat{\eta}_k - \eta_k| \leq \frac{C_\zeta d_0 \log(n \lor p)}{\kappa^2} \right\} \geq 1 - Cn^{-c},
\]

where \( C_\zeta, C, c > 0 \) are absolute constants depending only on \( M \) and \( c_x \).

Remark 2 (Dependence on the lag \( L \)). We treat the lag \( L \) as a constant, independent of the sample size \( n \). If \( L \) is to vary with \( n \), the resulting localization rates are increasing functions of \( L \), because the cardinality of the set \( S \) in Assumption 2(a) becomes a function of \( L \). Keeping track explicitly of such dependence in the proof of Lemma 29, we see that the population average coefficient matrix has sparsity level \( Ld_0 \). Consequently, the localization errors in Corollaries 3 and 4, and the required signal-to-noise ratio condition (12) to guarantee a vanishing (in probability) localization rate are inflated by \( L^2 \), \( L \) and \( L^2 \), respectively.

It would seem that Corollary 3 follows directly from Theorem 1 and Corollary 2, using the identities (10) and (11). In fact, the proof of Corollary 3 is technically more involved and we do not end up using the representation implied by (10) and (11) in the proof. We leave all the technical details in the Appendices.

We now compare our results with Safikhani and Shojaie (2017).

• In terms of the localization error rate, Safikhani and Shojaie (2017) proves consistency for their methods by assuming that the minimal magnitude of the structural changes \( \kappa \) is a sufficiently large constant independent of \( n \), while our dynamic programming approach is valid...
even when $\kappa$ is allowed to decrease with the sample size $n$. In addition, Safikhani and Shojaie (2017) achieve the localization error bound of order $K\tilde{\Delta}d_n^2$, where $\tilde{\Delta}$ satisfies $d_n^2 \log(p) \lesssim \tilde{\Delta} \lesssim \Delta$ and $d_n = Kd_0$. Translating to our notation, their best localization error is larger than $K^5d_0^2\log(p)/\kappa^2$ even in their setting where $\kappa$ is a constant.

• In terms of methodology, Safikhani and Shojaie (2017) adopted a two-stage procedure: first, a penalized least squares estimator with a total variation penalty is utilized to obtain an initial estimator of change points; then an information-type criterion is applied to identify the significant estimators and to remove the false discoveries. The change point estimators in Safikhani and Shojaie (2017) are selected from fused Lasso estimators, which are sub-optimal for change point detection purposes, especially when the size of the structure change $\kappa$ is small (see e.g. Lin et al., 2017). In addition, the theoretically-valid selection criterion proposed in Safikhani and Shojaie (2017) has a computational cost growing exponentially in $\tilde{K}$, where $\tilde{K}$ is the number of change points estimated by the fused Lasso and in general one has that $\tilde{K} \gg K$.

3 A general framework for regression change point detection problems

In this section we present a general framework to study change point problems in linear models that include special cases the VAR Models 1 and 2 analyzed above. Indeed, the autoregression model is essentially a regression model. Classical time series estimation approaches, including Yule–Walker estimators (e.g. Lütkepohl, 2005), essentially treat $(X_t, X_{t+1}, A_t)$ triplets as $(x_t, y_t, \beta_t)$ in the linear representation

$$y_t = x_t^T \beta_t + \varepsilon_t,$$

and then take extra care in handling the dependence involved. We formulate a general high-dimensional regression change point model framework as follows.

Model 3 (High-dimensional regression problems). Let the data be $\{(x_t, y_t)\}_{t=1}^n \subset \mathbb{R}^p \otimes \mathbb{R}$, satisfying

$$y_t = x_t^T \beta_t^* + \varepsilon_t,$$

where $\beta_t^* \in \mathbb{R}^p$ is the unknown coefficient vector, and $\varepsilon_t$ are independent centered sub-Gaussian random variables with parameters $\sigma_t^2 \leq \sigma_\varepsilon^2$ and independent of $\{x_t\}$.

In addition, there exists a collection of change points $\{\eta_k\}_{k=0}^{K+1} \subset \{0, 1, \ldots, n\}$ with $\eta_0 = 0$ and $\eta_{K+1} = n$ such that

$$\beta_{\eta_k}^* = \ldots = \beta_{\eta_{k+1}}^* \quad \text{and} \quad \beta_{\eta_{k+1}}^* \neq \beta_{\eta_k}^*, \quad k = 0, \ldots, K.$$

Note that, for $p = 1$, Model 3 reduces to Model 1 by setting $y_t = x_{t+1}$. If one further assumes that $x_t$’s are independent and identically distributed, then this is a linear regression problem, which
has been studied before. Lee et al. (2016), Kaul et al. (2018), Lee et al. (2018), among others, focused on the cases where there exists at most one true change point. Leonardi and Bühlmann (2016) and Zhang et al. (2015) considered instead multiple change points and devised consistent change point estimators, albeit with localization error rates worse than the one we establish below in Theorem 5. Wang et al. (2019) also allowed for multiple change points in a regression setting and proposed a variant of the wild binary segmentation (WBS, Fryzlewicz, 2014) method, the performances thereof match the one of the procedure we study next. More detailed discussions can be found after Theorem 5.

A general dynamic programming algorithm for change point analysis in high-dimensional regression problems entails solving the core optimization problem (1) with

$$
\mathcal{L}(I) = \sum_{t \in I} (y_t - x_t^\top \hat{\beta}_I^\lambda)^2 
$$

and

$$
\hat{\beta}_I^\lambda = \arg \min_{v \in \mathbb{R}^p} \left\{ \sum_{t \in I} (y_t - x_t^\top v)^2 + \lambda \sqrt{\max\{ |I|, \log(n \vee p) \} \|v\|_1} \right\},
$$

where $\lambda \geq 0$ is a tuning parameter.

In order to obtain the results in Theorem 1 and Corollary 3, we have developed a general strategy for analyzing the performance of the dynamic programming estimator (1) in the high-dimensional linear regression framework of Model 3. We detail the steps of this general approach in Section 3.2, where we lay out the blueprint of our proofs for change point analysis in the specialized setting of high-dimensional linear regression with independent, sub-Gaussian covariates. The overall proof strategy is highly modular, and in order to extend it to non-i.i.d. settings, such as VAR processes, it is enough to only modify its parts involving few high-probability bounds to accommodate for the stochastic dependence. We believe that our approach is quite general and can be applied to other problems as well. Furthermore, as a by-product of our analysis, we are able to establish localization rates for change point analysis in high-dimensional linear regression settings that sharpen existing results.

3.1 A high-dimensional regression problem

In this section we analyze the performance of the change point estimator arising as the solution to the dynamic programming optimization problem (1) for a high-dimensional linear regression problem.

Assumption 3. Consider the model defined in Model 3, where $x_t$’s are independent and identically distributed centred sub-Gaussian random vectors with $\mathbb{E}(x_t x_t^\top) = \Sigma$. We impose the following additional assumptions.

a. (Sparsity). There exists a subset $S \subset \{1, \ldots, p\}$ such that

$$
\beta_t^*(j) = 0, \quad t = 1, \ldots, n, \quad j \in S^c = \{1, \ldots, p\} \setminus S.
$$

Let $d_0 = |S|$.

b. (Boundedness). For some absolute constant $C_\beta > 0$, $\max_{t=1,\ldots,n} \|\beta_t^*\|_\infty \leq C_\beta$. 
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c. (Minimal eigenvalue). We have that
\[ \Lambda_{\min}(\Sigma) = c_2^2 > 0 \quad \text{and} \quad \max_{j=1,\ldots,p} (\Sigma)_{jj} = C x > 0. \]

d. (Signal-to-noise ratio). Assume for any \( \xi > 0 \), there exists an absolute constant \( C_{\text{SNR}} > 0 \) such that
\[ \Delta \kappa^2 \geq C_{\text{SNR}} d_0^2 K \sigma_x^2 \log^{1+\xi}(n \vee p), \]  
where \( \kappa \) and \( \Delta \) are the minimal jump size and minimal spacing defined as follows, respectively,
\[ \kappa = \min_{k=1,\ldots,K+1} \| \beta_{\eta_k}^* - \beta_{\eta_{k-1}}^* \|_2 \quad \text{and} \quad \Delta = \min_{k=1,\ldots,K+1} (\eta_k - \eta_{k-1}). \)

Assumption 3(a) and (c) are standard conditions required for consistency of Lasso estimators in i.i.d. cases, and Assumption 3(d) is the signal-to-noise ratio condition for the change point detection purpose. In addition, Assumption 3(b) is served as a counterpart of the \( \| A_t \|_{\text{op}} < 1 \) in Models 1 and 2, and it can also be found in Wang et al. (2019) and Leonardi and Bühlmann (2016), among others.

Remark 3. The assumption that the covariates \( \{ x_t \}_{t=1}^n \) have the same covariance matrix \( \Sigma \) can be relaxed to the weaker condition that \( \Sigma_1 \preceq E(x_t x_t^\top) \preceq \Sigma_2 \) for all \( t \) and some positive definite matrices \( \Sigma_1 \) and \( \Sigma_2 \), satisfying appropriate eigenvalue conditions. For simplicity, we will not pursue this extension.

Theorem 5. Assume Model 3 and the conditions in Assumption 3. Then, the change point estimators \( \{ \hat{\eta}_k \}_{k=1}^K \) obtained as solution to the dynamic programming optimization problem given in (1), (15) and (16) with tuning parameters
\[ \lambda = C_\lambda \sigma_\varepsilon \sqrt{d_0 \log(n \vee p)} \quad \text{and} \quad \gamma = C_\gamma \sigma_x^2 (K + 1) d_0^2 \log(n \vee p), \]
are such that
\[ P \left\{ \hat{K} = K, \max_{k=1,\ldots,K} | \hat{\eta}_k - \eta_k | \leq \frac{KC_\zeta d_0^2 \sigma_x^2 \log(n \vee p)}{\kappa^2} \right\} \geq 1 - C (n \vee p)^{-c}, \tag{18} \]
where \( C_\lambda, C_\gamma, C_\zeta, C, c > 0 \) are absolute constants depending only on \( C_\beta, C_x \) and \( c_x \).

As before, it is possible to eliminate the dependence on \( K \) in the localization error (18) by improving on the original change point estimators through a local refinement algorithm.

Corollary 6. Assume the same conditions of Theorem 5. Assume data are generated from Model 3, satisfying Assumption 3. Let \( \{ \widetilde{\eta}_k \}_{k=1}^K \) be a set of time points satisfying
\[ \max_{k=1,\ldots,K} | \widetilde{\eta}_k - \eta_k | \leq \Delta / 7. \tag{19} \]

Let \( \{ \tilde{\eta}_k \}_{k=1}^\hat{K} \) be the change point estimators generated from Algorithm 1 with \( \{ \widetilde{\eta}_k \}_{k=1}^K \) and
\[ \zeta = C_\zeta \sqrt{\log(n \vee p)} \]
as inputs and changing (8) to

$$
\left( \hat{\beta}_1, \hat{\beta}_2, \hat{\eta}_k \right) \leftarrow \arg \min_{\eta \in \{ s_k + 2, \ldots, e_k - 1 \}, \beta_1, \beta_2 \in \mathbb{R}^p, \beta_1 \neq \beta_2} \left\{ \sum_{t=s_k+1}^{e_k} \| y_t - \beta_1^\top x_t \|_2^2 + \sum_{t=n+1}^{e_k} \| y_t - \beta_2 x_t \|_2^2 + c \sum_{i=1}^{p} \sqrt{(\eta - s_k)(\beta_1)_i^2 + (e_k - \eta)(\beta_2)_i^2} \right\},
$$

Then,

$$
P\left\{ \hat{K} = K, \max_{k=1, \ldots, K} | \hat{\eta}_k - \eta_k | \leq \frac{C d_0 \log(n \lor p)}{\kappa^2} \right\} \geq 1 - C n^{-c},
$$

where $C_\zeta, C_\epsilon, C, c > 0$ are absolute constants depending only on $C_\beta, M$ and $c_x$.

We now conclude this subsection by discussing how our contributions compared with the results of Wang et al. (2019) and of Leonardi and Bühlmann (2016), the references that consider exactly the same change point problem as we study in Section 3.1.

- **Wang et al. (2019)** proposed different algorithms, all of which are variants of wild binary segmentation, with or without additional Lasso estimation procedures. Those methods inherit both the advantages and the disadvantages of WBS. Compared with dynamic programming, WBS-based methods require an additional tuning parameter and additional information about the minimal spacing when choosing the random intervals. With this additional piece of information, Theorem 1 in Wang et al. (2019) achieved the same statistical accuracy in terms of the localization error rate as Theorem 5 above.

In terms of computational cost, the methods in Wang et al. (2019) are of order $O(K^2 n \cdot \text{Lasso}(n))$, where $K$, $n$ and $\text{Lasso}(n)$ denote the number of change points, the sample size and the computational cost of Lasso algorithm with sample size $n$, respectively, while the dynamic programming approach of this paper is of order $O(n^2 \cdot \text{Lasso}(n))$. Thus, when $K \lesssim \sqrt{n}$, the algorithm in Wang et al. (2019) is computationally more efficient, but when $K \gtrsim \sqrt{n}$, the method in this paper has smaller complexity.

- **Leonardi and Bühlmann (2016)** analysed two algorithms, one based on a dynamic programming approach, and the other on binary segmentation, and claimed that they both yield the same localization, which is, in our notation\(^1\),

$$
\sum_{k=1}^{K} | \hat{\eta}_k - \eta_k | \lesssim \frac{d_0^2 \sqrt{n \log(n \lor p)}}{\kappa^2},
$$

(20)

It is not immediate to directly compare the sum of all localization errors, used by Leonardi and Bühlmann (2016), with the maximum localization error, which is the target in this paper. Using a worst case upper bound, Theorem 5 yields that

$$
\sum_{k=1}^{K} | \hat{\eta}_k - \eta_k | \lesssim \frac{K^2 d_0^2 \sigma^2 \log(n \lor p)}{\kappa^2}.
$$

\(^1\) The error bound in Leonardi and Bühlmann (2016) is originally of the form $\sum_{k=1}^{K} | \hat{\eta}_k - \eta_k | \lesssim \frac{d_0^2 \sqrt{n \log(n \lor p)}}{\kappa^2}$ under a slightly stronger assumption than ours. In the more general settings of Assumption 3, the localization error bound of Leonardi and Bühlmann (2016) is of the form (20), based on our communication with the authors.
In light of Corollary 6, this error bound can be sharpened, using the local refinement Algorithm 1 to
\[ \sum_{k=1}^{K} |\hat{\eta}_k - \eta_k| \lesssim \frac{K d_0 \sigma^2 \log(n \vee p)}{\kappa^2}. \]

As long as \( K^2 \lesssim \sqrt{\frac{n}{\log(np)}} \), or, using the local refinement algorithm, \( K \lesssim \sqrt{\frac{n}{\log(np)}} \), our localization rates are better than the one implied by (20).

It is not easy to compare directly the assumptions used in Leonardi and Bühlmann (2016) with the ones we formulate due to the slightly different ways we use to present them. For instance, the conditions in Theorem 3.1 of Leonardi and Bühlmann (2016) imply that, in our notation, the following is needed for consistency,
\[ \Delta \gtrsim \sqrt{n \log(p)}, \]
even if the sparsity parameter \( d_0 = \Theta(1) \). However in our case, in view of (17), if we assume \( d_0 = \kappa = \Theta(1) \), then we only require \( \Delta \gtrsim \log^{1+\epsilon}(n \vee p) \) for consistency.

### 3.2 Sketch of the proof of Theorem 5

In this section, we sketch the proof of Theorem 5, which serves as a general template to derive upper bounds on the localization error change point problems in the general regression framework described in Model 3. We will leave all detailed technical arguments to the Appendices.

Theorem 5 is an immediate consequence of Propositions 7 and 8.

**Proposition 7.** Under the same conditions in Theorem 5 and letting \( \hat{\mathcal{P}} \) being the solution to (1), the following hold with probability at least \( 1 - C(n \vee p)^{-c} \).

(i) For each interval \( \hat{I} = (s, e] \in \hat{\mathcal{P}} \) containing one and only one true change point \( \eta \), it must be the case that
\[ \min\{e - \eta, \eta - s\} \leq C_{\epsilon} \left( \frac{d_0 \lambda^2 + \gamma}{\kappa^2} \right), \]
where \( C_{\epsilon} > 0 \) is an absolute constant;

(ii) for each interval \( \hat{I} = (s, e] \in \hat{\mathcal{P}} \) containing exactly two true change points, say \( \eta_1 < \eta_2 \), it must be the case that
\[ \max\{e - \eta_2, \eta_1 - s\} \leq C_{\epsilon} \left( \frac{d_0 \lambda^2 + \gamma}{\kappa^2} \right), \]
where \( C_{\epsilon} > 0 \) is an absolute constant;

(iii) for all consecutive intervals \( \hat{I} \) and \( \hat{J} \) in \( \hat{\mathcal{P}} \), the interval \( \hat{I} \cup \hat{J} \) contains at least one true change point; and

(iv) no interval \( \hat{I} \in \hat{\mathcal{P}} \) contains strictly more than two true change points.

The four cases in Proposition 7 are proved in Lemmas 14, 15, 16 and 17, respectively, and Proposition 7 is proved consequently.
Proposition 8. Under the same conditions in Theorem 5, with \( \hat{P} \) being the solution to (1), satisfying \( K \leq |\hat{P}| \leq 3K \), then with probability at least \( 1 - C(n \lor p)^{-c} \), it holds that \( |\hat{P}| = K \).

Proof of Theorem 5. It follows from Proposition 7 that, \( K \leq |\hat{P}| \leq 3K \). This combined with Proposition 8 completes the proof.

The key ingredients of the proofs of both Propositions 7 and 8 are two types of deviation inequalities.

• Restricted eigenvalues. In the literature on sparse regression, there are several versions of the restricted eigenvalue conditions (see, e.g. Bühlmann and van de Geer, 2011). In our analysis, such conditions amount to controlling the probability of the event

\[
E_I = \left\{ \sqrt{\sum_{t \in I} (x_t^\top v)^2} \geq \frac{c_x \sqrt{|I|}}{4} \|v\|_2 - 9C_x \sqrt{\log(p)} \|v\|_1, \quad \forall v \in \mathbb{R}^p \right\},
\]

which is done in Lemma 9.

• Deviations bounds of scaled noise. In addition, we need to control the deviations of the quantities of the form

\[
\left\| \sum_{t \in I} \varepsilon_t x_t \right\|_\infty.
\]

See Lemma 10.

In standard analyses of the performance of the Lasso estimator, as detailed e.g. in Section 6.2 of Bühlmann and van de Geer (2011), the combination of restricted eigenvalues conditions and large probability bounds on the noise lead to oracle inequalities for the estimation and prediction errors in situations in which there exists no change point and the data are independent. We have extended this line of arguments to the present, more challenging settings, to derive analogous oracle inequalities. We emphasize a few points in this regard.

• In standard analyses of the Lasso estimator, where there is one and only one true coefficient vector, the magnitude of \( \lambda \) is determined as a high-probability upper bound to (21). However in our situation, in order to control the \( \ell_1 \)- and \( \ell_2 \)-loss of the estimators \( \hat{\beta}_I^\lambda \), where the interval \( I \) contains more than one true coefficient vectors, the value of \( \lambda \) needs to be inflated by a factor of \( \sqrt{d_0} \). This is detailed in Lemma 13; see, in particular, (32).

• The magnitude of the tuning parameter \( \gamma \) is determined based on an appropriate oracle inequality for the Lasso and on the number of true change points; more precisely, \( \gamma \) can be derived as a high-probability bound for

\[
\left| \sum_{t \in I} \{ (y_t - x_t^\top \hat{\beta}_I^\lambda)^2 - (y_t - x_t^\top \beta_t^*)^2 \} \right|.
\]

See Lemma 12 for details.

The fact that \( \gamma \) is linear in the number of change point \( K \) is to prompt the consistency. This is shown in (52) in the proof of Proposition 8.
The final localization error is obtained by the following calculations. Assume that there exists one and only one true change point $\eta \in I = (s, e]$. Define $I_1 = (s, \eta]$ and $I_2 = [\eta, e]$. Let $\beta^*_I$ and $\beta^*_I$ be the two true coefficient vectors in $I_1$ and $I_2$, respectively. For readability, below we will omit all constants here and use the symbol $\lesssim$ to denote an inequality up to hidden universal constants. We first assume by contradiction that

$$\min\{|I_1|, |I_2|\} \gtrsim d_0 \log(n \lor p),$$

then use oracle inequalities to establish that

$$\sum_{t \in I_1} \{x_t^\top (\hat{\beta}^I_T - \beta^*_I)\}^2 + \sum_{t \in I_2} \{x_t^\top (\hat{\beta}^I_T - \beta^*_I)\}^2$$

$$\lesssim \lambda \max\{|I_1|, \log(n \lor p)\} \{\sqrt{d_0}(\|\hat{\beta}^I_T - \beta^*_I\|_2 + \|\hat{\beta}^I_T(S^c)\|_1) + \lambda \sqrt{\max\{|I_2|, \log(n \lor p)\} \{\sqrt{d_0}(\|\hat{\beta}^I_T - \beta^*_I\|_2 + \|\hat{\beta}^I_T(S^c)\|_1) + \gamma \}

$$

$$\lesssim \lambda \sqrt{|I_1|} \{\sqrt{d_0}(\|\hat{\beta}^I_T - \beta^*_I\|_2 + \|\hat{\beta}^I_T(S^c)\|_1) + \lambda \sqrt{|I_2|} \{\sqrt{d_0}(\|\hat{\beta}^I_T - \beta^*_I\|_2 + \|\hat{\beta}^I_T(S^c)\|_1) + \gamma \}$$

$$\lesssim \frac{\lambda^2 d_0}{c^2} + |I_1| \|\hat{\beta}^I_T - \beta^*_I\|_2^2 + |I_2| \|\hat{\beta}^I_T - \beta^*_I\|_2^2 + \lambda^2 + (|I_1|^2 + |I_2|^2) \|\hat{\beta}^I_T(S^c)\|_2^2 + \gamma,$$

where the second inequality follows (22) and the third inequality follows from $2ab \leq a^2 + b^2$ and from setting

$$a = \lambda \sqrt{d_0} \quad \text{and} \quad b = \sqrt{|I_1|} \|\hat{\beta}^I_T - \beta^*_I\|_2.$$

Next we apply the restricted eigenvalue conditions along with standard arguments from the Lasso literature to establish that

$$\sum_{t \in I_1} \{x_t^\top (\hat{\beta}^I_T - \beta^*_I)\}^2 + \sum_{t \in I_2} \{x_t^\top (\hat{\beta}^I_T - \beta^*_I)\}^2$$

$$\geq c^2_x |I_1| \|\hat{\beta}^I_T - \beta^*_I\|_2^2 + c^2_x |I_2| \|\hat{\beta}^I_T - \beta^*_I\|_2^2 \geq c^2_x \kappa^2 \epsilon,$$

where $\epsilon$ is an upper bound on the localization error. Combining (23) and (24) leads to

$$\epsilon \lesssim \frac{\lambda^2 d_0}{c^2} + \gamma.$$

Finally, the signal-to-noise ratio condition that one needs to assume in order to obtain consistent localization rates is determined by setting $\epsilon \lesssim \Delta$.

Table 1 summarises the schematics of our proofs for the main results of the paper, namely Theorems 5, 1 and 3. For each theorem, the table indicates the Lemmas used to determine the magnitudes of the tuning parameters $\lambda$ and $\gamma$, which in turn jointly determine the localization error rate $\epsilon/n$.

As for the proofs related with Algorithm 1, Corollaries 2, 4 and 6 are all based on an oracle inequality of the group Lasso estimator. In the context of the high-dimensional regression problem Model 3, once it is established that

$$\sum_{t=s+1}^{e} \|\hat{\beta}_t - \beta^*_I\|_2^2 \leq \delta \leq \kappa \sqrt{\Delta},$$

(25)
where $\delta \asymp d_0 \log(n \lor p)$ and where there is one and only one change point in the interval $(s, e]$ for both the sequence $\{\tilde{\beta}_t\}$ and $\{\beta_t^*\}$, then the final claim follows immediately that the refined localization error $\epsilon$ satisfies

$$\epsilon \leq \delta / \kappa^2.$$  

The group Lasso penalty is deployed to prompt (25) and the designs of the algorithm guarantee the desirability of each working interval.

4 Conclusions

This paper considers change point localization in general linear regression settings, which include as special cases both vector autoregressive process models and linear regression models. We have developed several procedures for change point localization that can be characterized as solutions to a common optimization framework and that can be efficiently implemented using a combination of dynamic programming and Lasso-type estimators. We have demonstrated that our methods yield the sharpest localization rates for autoregressive processes and match the best known rates for change point localization in linear regression model. We further conjecture that the rates we obtain are minimax optimal. Both minimax rates and extensions of this framework beyond sparse models to other models of low-dimensional structure remain important open questions for future research.

Appendices

In Sections A and B, we detail the proofs of Theorem 5 and Corollary 6. In Sections C and D, we omit the repetitive parts and only provide the unique techniques needed for the proofs of Theorem 1, Corollaries 2, 3 and 4.

A Proof of Theorem 5

The proof of Theorem 5 proceeds through several steps. For convenience, Figure 1 provides a roadmap for the entire proof. Throughout this section, with some abuse of notation, for any interval $I \subset (0, n]$, we denote with $\beta_I^* = |I|^{-1} \sum_{t \in I} \beta_t^*$.
A.1 Large probability events

Lemma 9. For Model 3, under Assumption 3(c), for any interval $I \subset (0, n]$, it holds that

$$\mathbb{P}\{\mathcal{E}_I\} \geq 1 - c_1 \exp(-c_2 |I|),$$

where $c_1, c_2 > 0$ are absolute constants only depending on the distributions of covariants $\{x_t\}$, and

$$\mathcal{E}_I = \left\{ \left(\sum_{t \in I} (x_t^\top v)^2 \geq \frac{c_x \sqrt{|I|}}{4} \|v\|_2 - 9C_x \sqrt{\log(p)} \|v\|_1, \quad v \in \mathbb{R}^p \right) \right\}.$$

This follows from the same proof as Theorem 1 in Raskutti et al. (2010), therefore we omit the proof of Lemma 9. For interval $I$ satisfying $|I| > C d_0 \log(p)$, an immediate consequence of Lemma 9 is a restricted eigenvalue condition (e.g. van de Geer and Bühlmann, 2009; Bickel et al., 2009). It will be used repeatedly in the rest of this paper.

It will become clearer in the rest of the paper, we only deal with intervals satisfying $|I| \gtrapprox d_0 \log(n \lor p)$ when considering the events $\mathcal{E}_I$.

Lemma 10. For Model 3, under Assumption 3(c), for any interval $I \subset (0, n]$, it holds that for any

$$\lambda \geq \lambda_1 := C_\lambda \sigma_x \sqrt{\log(n \lor p)},$$

where $C_\lambda > 0$ is a large enough absolute constant such that, we have

$$\mathbb{P}\{\mathcal{B}_I(\lambda)\} > 1 - 2(n \lor p)^{-c_3},$$

where

$$\mathcal{B}_I(\lambda) = \left\{ \left\| \sum_{t \in I} \varepsilon_t x_t \right\|_\infty \leq \lambda \sqrt{\max\{|I|, \log(n \lor p)|} / 8 \right\},$$

where $c_3 > 0$ is an absolute constant depending only on the distributions of covariants $\{x_t\}$ and $\{\varepsilon_t\}$.

For notational simplicity, we drop the dependence on $\lambda$ in the notation $\mathcal{B}_I(\lambda)$. 
Proof. Since $\varepsilon_t$'s are sub-Gaussian random variables and $x_t$'s are sub-Gaussian random vectors, we have that $\varepsilon_t x_t$'s are sub-Exponential random vectors with parameter $C_\varepsilon \sigma_\varepsilon$ (see e.g. Lemma 2.7.7 in Vershynin, 2018). It then follows from Bernstein’s inequality (see e.g. Theorem 2.8.1 in Vershynin, 2018) that for any $t > 0$,

$$
\mathbb{P}\left\{ \left\| \sum_{t \in I} \varepsilon_t x_t \right\|_\infty > t \right\} \leq 2p \exp \left\{ -c \min \left\{ \frac{t^2}{|I|C_\varepsilon^2 \sigma_\varepsilon^2}, \frac{t}{C_\varepsilon \sigma_\varepsilon} \right\} \right\}.
$$

Taking

$$
t = C_\lambda C_x / 4\sigma_\varepsilon \sqrt{\log(n \lor p)} \sqrt{\max\{|I|, \log(n \lor p)|}
$$

yields that

$$
\mathbb{P}\{B_I\} > 1 - 2(n \lor p)^{-c_3},
$$

where $c_3 > 0$ is an absolute constant depending on $C_\lambda, C_x, \sigma_\varepsilon$. \qed

### A.2 Auxiliary lemmas

**Lemma 11.** For Model 3, under Assumption 3(a) and (c), if there exists no true change point in $I = (s, e]$, with $|I| > 288^2 C_\varepsilon^2 d_0 \log(n \lor p)/C_x^2$ and

$$
\lambda \geq \lambda_1 := C_\lambda \sigma_\varepsilon \sqrt{\log(n \lor p)},
$$

where $C_\lambda > 0$ being an absolute constant, it holds that

$$
\mathbb{P}\left\{ \left\| \hat{\beta}_I^\lambda - \beta_I^* \right\|_2 \leq \frac{c_3 \lambda \sqrt{d_0}}{\sqrt{|I|}}, \left\| \hat{\beta}_I^\lambda - \beta_I^* \right\|_1 \leq \frac{c_3 \lambda d_0}{\sqrt{|I|}} \right\}
$$

$$
\geq 1 - c_1 (n \lor p)^{-288^2 C_\varepsilon^2 d_0/C_x^2} - 2(n \lor p)^{-c_3},
$$

where $C_3 > 0$ is an absolute constant depending on all the other absolute constants, $c_1, c_2, c_3$ are absolute constants defined in Lemmas 9 and 10.

**Proof.** Let $v = \hat{\beta}_I^\lambda - \beta_I^*$. Since $|I| > \log(n \lor p)$, it follows from the definition of $\hat{\beta}_I^\lambda$ that

$$
\sum_{t \in I} (y_t - x_t^\top \hat{\beta}_I^\lambda)^2 + \lambda \sqrt{|I|} \left\| \hat{\beta}_I^\lambda \right\|_1 \leq \sum_{t \in I} (y_t - x_t^\top \beta_I^*)^2 + \lambda \sqrt{|I|} \left\| \beta_I^* \right\|_1,
$$

which leads to

$$
\sum_{t \in I} (x_t^\top v)^2 + \lambda \sqrt{|I|} \left\| \hat{\beta}_I^\lambda \right\|_1 \leq \lambda \sqrt{|I|} \left\| \beta_I^* \right\|_1 + 2 \sum_{t \in I} \varepsilon_t x_t^\top v \leq \lambda \sqrt{|I|} \left\| \beta_I^* \right\|_1 + \frac{\lambda}{2} \sqrt{|I|} \left\| v \right\|_1, \quad (26)
$$

where the last inequality holds on the event $B_I$, with the choice of $\lambda$ and due to Lemma 10. Note that

$$
\left\| \hat{\beta}_I^\lambda \right\|_1 \geq \left\| \beta_I^*(S) \right\|_1 - \left\| v(S) \right\|_1 + \left\| \hat{\beta}_I^\lambda(S^c) \right\|_1 \quad (27)
$$

and

$$
\left\| v \right\|_1 = \left\| v(S) \right\|_1 + \left\| \hat{\beta}_I^\lambda(S^c) \right\|_1. \quad (28)
$$
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Combining (26), (27) and (28) yields
\[
\sum_{t \in I} (x_t^T v)^2 + \frac{\lambda}{2} \sqrt{|I|} \|\hat{\beta}_I^\lambda(S^c)\|_1 \leq \frac{3\lambda}{2} \sqrt{|I|} \|\hat{\beta}_I^\lambda(S)\|_1,
\] (29)
which in turn implies
\[
\|\hat{\beta}_I^\lambda(S^c)\|_1 \leq 3\|\hat{\beta}_I^\lambda(S)\|_1.
\]

On the event of \(\mathcal{E}_I\), it holds that
\[
\sqrt{\sum_{t \in I} (x_t^T v)^2} \geq \frac{c_x \sqrt{|I|}}{4} \|v\|_2 - 9C_x \sqrt{\log(p)} \|v\|_1
\]
\[
= \frac{c_x \sqrt{|I|}}{4} \|v\|_2 - 9C_x \sqrt{\log(p)} \|v(S)\|_1 - 9C_x \sqrt{\log(p)} \|v(S^c)\|_1
\]
\[
\geq \frac{c_x \sqrt{|I|}}{4} \|v\|_2 - 36C_x \sqrt{\log(p)} \|v(S)\|_1 \geq \frac{c_x \sqrt{|I|}}{4} \|v\|_2 - 36C_x \sqrt{d_0 \log(p)} \|v(S)\|_2
\]
\[
\geq \left( \frac{c_x \sqrt{|I|}}{4} - 36C_x \sqrt{d_0 \log(p)} \right) \|v\|_2 > \frac{c_x \sqrt{|I|}}{8} \|v\|_2,
\] (30)
where the second inequality follows from (29), the third inequality follows from Assumption 3(a) and the last inequality follows from the choice of \(|I|\).

Combining (29) and (30) leads to
\[
\frac{c_x^2 |I|}{64} \|v\|_2^2 \leq \frac{3\lambda}{2} \sqrt{|I|} \|v(S)\|_1 \leq \frac{3\lambda}{2} \sqrt{|I|d_0} \|v\|_2,
\]
therefore
\[
\|v\|_2 \leq \frac{96\lambda \sqrt{d_0}}{\sqrt{|I|c_x^2}}
\]
and
\[
\|v\|_1 = \|v(S)\|_1 + \|v(S^c)\|_1 \leq 4\|v(S)\|_1 \leq 4\sqrt{d_0} \|v\|_2 \leq \frac{384\lambda d_0}{\sqrt{|I|c_x^2}}
\]

\(\square\)

**Lemma 12.** For Model 3, under Assumption 3(a) and (c), if there exists no true change point in \(I = (s, e]\), and
\[
\lambda \geq \lambda_1 := C_\lambda \sigma_x \sqrt{\log(n \vee p)},
\]

where \(C_\lambda > 0\) being an absolute constant, it holds that if \(|I| \geq 288^2 C_x^2 d_0 \log(n \vee p)/c_x^2\), then
\[
P\left\{ \left( \sum_{t \in I} \left( (y_t - x_t^T \beta)^2 - (y_t - x_t^T \beta^*)^2 \right) \right) \leq \lambda^2 d_0 \right\} \geq 1 - c_1 (n \vee p)^{-288^2 C_x^2 d_0 c_2/c_x^2 - 2(n \vee p)^{-c_3}};
\]
if \(|I| < 288^2 C_x^2 d_0 \log(n \vee p)/c_x^2\), then
\[
P\left\{ \left( \sum_{t \in I} \left( (y_t - x_t^T \beta)^2 - (y_t - x_t^T \beta^*)^2 \right) \right) \leq C_4 \lambda \sqrt{\log(n \vee p) d_0^3/2} \right\} \geq 1 - 2(n \vee p)^{-c_3},
\]
where \(C_4 > 0\) is an absolute constant depending on all the other constants.
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Proof. To ease notation, in this proof, let \( \hat{\beta} = \hat{\beta}_t^0 \) and \( \beta^* = \beta_t^* \).

**Case 1.** If \( |I| \geq 288^2 C^2_x d_0 \log(n \vee p)/c_x^2 \), then \( |I| > \log(n \vee p) \). With probability at least \( 1 - c_1 \exp(-c_2 |I|) - 2(n \vee p)^{-c_3} \), we have that

\[
\sum_{t \in I} \{(y_t - x_t^T \hat{\beta})^2 - (y_t - x_t^T \beta^*)^2\} \leq \lambda \sqrt{|I|} \|\beta^*\|_1 - \lambda \sqrt{|I|} \|\hat{\beta}\|_1 \leq \lambda \sqrt{|I|} \|\beta - \beta^*\|_1 \leq C_3 \lambda^2 d_0,
\]

where the first inequality follows from the definition of \( \hat{\beta} \) and the second is due to Lemma 11.

**Case 2.** If \( |I| < 288^2 C^2_x d_0 \log(n \vee p)/c_x^2 \), then

\[
\sum_{t \in I} \{(y_t - x_t^T \hat{\beta})^2 - (y_t - x_t^T \beta^*)^2\} \leq \lambda \sqrt{\max\{|I|, \log(n \vee p)\}} \|\beta^*\|_1 \leq C_4 \lambda \sqrt{\log(n \vee p) d_0^{3/2}},
\]

since \( \|\beta^*\|_1 \leq C_\beta d_0 \). In addition, it holds with probability at least \( 1 - 2(n \vee p)^{-c_3} \) that

\[
\sum_{t \in I} \{(y_t - x_t^T \beta^*)^2 - (y_t - x_t^T \hat{\beta})^2\} = -\sum_{t \in I} (x_t^T \beta^* - x_t^T \hat{\beta})^2 + 2 \sum_{t \in I} \varepsilon_t x_t^T (\hat{\beta} - \beta^*)
\]

\[
\leq -\sum_{t \in I} (x_t^T \beta^* - x_t^T \hat{\beta})^2 + \sum_{t \in I} (x_t^T \beta^* - x_t^T \hat{\beta})^2 + \sum_{t \in I} \varepsilon_t^2 \leq \sum_{t \in I} \varepsilon_t^2
\]

\[
\leq \max\{\sqrt{|I|} \log(n \vee p), \log(n \vee p)\} \leq C_4 \lambda \sqrt{\log(n \vee p) d_0^{3/2}},
\]

where the first inequality follow from \( 2ab \leq a^2 + b^2 \) and letting \( a = \varepsilon_t, b = x_t^T (\hat{\beta} - \beta^*), \) the third inequality follows from the sub-Gaussianity of \( \{\varepsilon_t\} \).

\[\square\]

**Lemma 13.** For Model 3, under Assumption \( \beta'(a)-(c) \), for any interval \( I = (s, e) \) and

\[
\lambda \geq \lambda_2 := C_\lambda \sigma \sqrt{d_0 \log(n \vee p)},
\]

where \( C_\lambda > 8C_\beta C_x / \sigma \epsilon \), it holds with probability at least \( 1 - 2(n \vee p)^{-c} \) that,

\[
\|\hat{\beta}_J^0 (S^*)\|_1 \leq 3 \|\hat{\beta}_J^0 (S)\|_1.
\]

If in addition, the interval \( I \) satisfies \( |I| > 288^2 C^2_x d_0 \log(n \vee p)/c_x^2 \), it holds with probability at least \( 1 - c_1 (n \vee p)^{-288^2 C^2_x d_0 c_2 / c_x^2 - 2(n \vee p)^{-c_3}} \) that

\[
\left\| \hat{\beta}_I^0 - \frac{1}{|I|} \sum_{t \in I} \beta_t^* \right\|_2 \leq \frac{C_5 \lambda \sqrt{d_0}}{\sqrt{|I|}} \text{ and } \left\| \hat{\beta}_I^0 - \frac{1}{|I|} \sum_{t \in I} \beta_t^* \right\|_1 \leq \frac{C_5 \lambda d_0}{\sqrt{|I|}},
\]

where \( C_5 > 0 \) is an absolute constant depending on other constants.

**Proof.** Denote \( \hat{\beta} = \hat{\beta}_I^0 \) and \( \beta^* = (|I|)^{-1} \sum_{t \in I} \beta_t^* \). It follows from the definition of \( \hat{\beta} \) that

\[
\sum_{t \in I} (y_t - x_t^T \beta)^2 + \lambda \sqrt{\max\{|I|, \log(n \vee p)\}} \|\hat{\beta}\|_1 \leq \sum_{t \in I} (y_t - x_t^T \beta^*)^2 + \lambda \sqrt{\max\{|I|, \log(n \vee p)\}} \|\beta^*\|_1,
\]

which leads to

\[
\sum_{t \in I} \{(x_t^T (\hat{\beta} - \beta^*))^2 + 2 \sum_{t \in I} (y_t - x_t^T \beta^*) x_t^T (\beta^* - \hat{\beta}) + \lambda \sqrt{\max\{|I|, \log(n \vee p)\}} \|\hat{\beta}\|_1
\]

\[\textit{23}\]
If, in addition, it holds that 

\[ \sum_{t \in I} \left\{ x_t^T (\hat{\beta} - \beta^*) \right\}^2 + 2(\hat{\beta} - \beta^*)^T \sum_{t \in I} x_t x_t^T (\beta^* - \beta_t^*) \]

\[ \leq 2 \sum_{t \in I} \epsilon_t x_t^T (\hat{\beta} - \beta^*) + \lambda \sqrt{\max\{|I|, \log(n \vee p)|\|\beta^*\|_1 - \|\hat{\beta}\|_1\}}. \]  

(31)

We bound

\[ \left\| \sum_{t \in I} x_t x_t^T (\beta^* - \beta_t^*) \right\|_\infty. \]

For any \( k \in \{1, \ldots, p\} \), the \( k \)th entry of \( \sum_{t \in I} x_t x_t^T (\beta^* - \beta_t^*) \) satisfies that

\[ \mathbb{E} \left\{ \sum_{t \in I} \sum_{j=1}^p x_t(k) x_t(j) (\beta^*(j) - \beta_t^*(j)) \right\} = \sum_{t \in I} \sum_{j=1}^p \mathbb{E} \{ x_t(k) x_t(j) \} \{ \beta^*(j) - \beta_t^*(j) \} \]

\[ = \sum_{j=1}^p \mathbb{E} \{ x_1(k) x_1(j) \} \sum_{t \in I} \{ \beta^*(j) - \beta_t^*(j) \} = 0. \]

Note that \( x_t^T (\beta^* - \beta_t^*) \)'s are sub-Gaussian random variables with a common parameter \( 2C_\beta C_x \sqrt{d_0} \), and \( x_t \)'s are sub-Gaussian random vectors with parameter \( C_x \). Therefore due to sub-Exponential inequalities (e.g. Proposition 2.7.1 in Vershynin, 2018), it holds with probability at least of \( 1 - 2(n \vee p)^{-c} \) that,

\[ \left\| \sum_{t \in I} x_t x_t^T (\beta^* - \beta_t^*) \right\|_\infty \leq 2C_x C_\beta \sqrt{d_0} \max\{|I|, \log(n \vee p)|\log(n \vee p)|\} \]

\[ \leq \lambda \sqrt{\max\{|I|, \log(n \vee p)|\|\beta^*\|_1\}} / 4. \]  

(32)

On the event \( B_t \), combining (31) and (32) yields

\[ \sum_{t \in I} \left\{ x_t^T (\hat{\beta} - \beta^*) \right\}^2 + \lambda \sqrt{\max\{|I|, \log(n \vee p)|\|\beta^*\|_1\}} \|\hat{\beta}\|_1 \]

\[ \leq \lambda/2 \sqrt{\max\{|I|, \log(n \vee p)|\|\beta^* - \hat{\beta}\|_1 + \lambda \sqrt{\max\{|I|, \log(n \vee p)|\|\beta^*\|_1\}}. \]

(33)

The final claims follow from the same arguments as in Lemma 11.

\[ \square \]

A.3 All cases in Proposition 7

Lemma 14 (Case (i)). With the conditions and notation in Proposition 7, assume that \( I = (s, e) \in \widehat{\mathcal{P}} \) has one and only one true change point \( \eta \). Denote \( I_1 = (s, \eta] \), \( I_2 = (\eta, e] \) and \( \|\beta^*_{I_1} - \beta^*_{I_2}\|_2 = \kappa \). If, in addition, it holds that

\[ \sum_{t \in I} (y_t - x_t^T \hat{\beta}_{I_1}^T)^2 \leq \sum_{t \in I_1} (y_t - x_t^T \hat{\beta}_{I_1}^T)^2 + \sum_{t \in I_2} (y_t - x_t^T \hat{\beta}_{I_2}^T)^2 + \gamma, \]  

(33)
then with
\[ \lambda \geq \lambda_2 = C_\lambda \sigma_{\epsilon} \sqrt{d_0 \log(n \vee p)}, \]
where \( C_\lambda > 8C_\beta^2C_x/\sigma_{\epsilon} \), it holds with probability at least
\[ 1 - 2c_1(n \vee p)^{-288^2C_2d_0c_2/c_1^2} - 2(n \vee p)^{-c_3} \]
that, that
\[ \min\{|I_1|, |I_2|\} \leq C_\epsilon \left( \frac{\lambda^2 d_0 + \gamma}{\kappa^2} \right). \]

**Proof.** First we notice that with the choice of \( \lambda \), it holds that
\[ \lambda \geq \max\{\lambda_1, \lambda_2\}, \]
and therefore we can apply Lemmas 11, 12 and 13 when needed.

We prove by contradiction, assuming that
\[ \min\{|I_1|, |I_2|\} > C_\epsilon \left( \frac{\lambda^2 d_0 + \gamma}{\kappa^2} \right) > 288^2C_\beta^2d_0 \log(n \vee p)/c_x^2, \]
where the second inequality follows from the observation that \( \kappa^2 \leq 4d_0C_\beta^2 \). Therefore we also have
\[ \min\{|I_1|, |I_2|\} > \log(n \vee p). \]

It follows from Lemma 12 and (33) that, with probability at least
\[ 1 - 2c_1(n \vee p)^{-288^2C_2d_0c_2/c_1^2} - 2(n \vee p)^{-c_3} \]
that, that
\[ \sum_{t \in I_1} (y_t - x_t^\top \hat{\beta}_I) + \sum_{t \in I_2} (y_t - x_t^\top \hat{\beta}_I) \leq \sum_{t \in I_1} (y_t - x_t^\top \hat{\beta}_I) + \sum_{t \in I_2} (y_t - x_t^\top \hat{\beta}_I) \]
\[ \leq \sum_{t \in I_1} (y_t - x_t^\top \hat{\beta}_I) + \sum_{t \in I_2} (y_t - x_t^\top \hat{\beta}_I) + \gamma + 2C_3\lambda^2d_0. \]

Denoting \( \Delta_i = \hat{\beta}_I - \beta_I^*, i = 1, 2 \), (35) leads to that
\[ \sum_{t \in I_1} (y_t - x_t^\top \Delta_1) \leq 2 \sum_{t \in I_1} \varepsilon_t x_t^\top \Delta_1 + 2 \sum_{t \in I_2} \varepsilon_t x_t^\top \Delta_2 + \gamma + 2C_3\lambda^2d_0 \]
\[ \leq 2 \left\| \sum_{t \in I_1} \varepsilon_t x_t \right\|_\infty \left\| \Delta_1 \right\|_1 + 2 \left\| \sum_{t \in I_2} \varepsilon_t x_t \right\|_\infty \left\| \Delta_2 \right\|_1 + \gamma + 2C_3\lambda^2d_0 \]
\[ \leq 2 \left\| \sum_{t \in I_1} \varepsilon_t x_t \right\|_\infty (\left\| \Delta_1(S) \right\|_1 + \left\| \Delta_1(S^c) \right\|_1) + 2 \left\| \sum_{t \in I_2} \varepsilon_t x_t \right\|_\infty (\left\| \Delta_2(S) \right\|_1 + \left\| \Delta_2(S^c) \right\|_1) \]
\[ \leq 2 \left\| \sum_{t \in I_1} \varepsilon_t x_t \right\|_\infty (\sqrt{d_0} \left\| \Delta_1(S) \right\|_2 + \left\| \Delta_1(S^c) \right\|_1) + 2 \left\| \sum_{t \in I_2} \varepsilon_t x_t \right\|_\infty (\sqrt{d_0} \left\| \Delta_2(S) \right\|_2 + \left\| \Delta_2(S^c) \right\|_1) \]
\[ + \gamma + 2C_3\lambda^2d_0. \]
On the events $\mathcal{B}_{I_1} \cap \mathcal{B}_{I_2}$, it holds that

\[
(36) \leq \frac{\lambda}{2} (\sqrt{|I_1||d_0||\Delta_1(S)||_2} + \sqrt{|I_1||\Delta_1(S^c)||_1} + \sqrt{|I_2||d_0||\Delta_2(S)||_2} + \sqrt{|I_2||\Delta_2(S^c)||_1}) + \gamma + 2C_3\lambda^2d_0
\]

\[
\leq \frac{32\lambda^2d_0}{c_x^2} + \frac{c_c^2|I_1||\Delta_1||^2_2}{256} + \frac{c_c^2|I_2||\Delta_2||^2_2}{256} + \frac{\lambda (\sqrt{|I_1|} + \sqrt{|I_2|})}{2} ||\tilde{\beta}_1(S^c)||_1 + \gamma + 2C_3\lambda^2d_0
\]

\[
\leq \frac{32\lambda^2d_0}{c_x^2} + \frac{c_c^2|I_1||\Delta_1||^2_2}{256} + \frac{c_c^2|I_2||\Delta_2||^2_2}{256} + \gamma + 4C_3\lambda^2d_0,
\]

where the second inequality follows from $2ab \leq a^2 + b^2$, letting

\[
a = 4\lambda \sqrt{d_0/c_x} \quad \text{and} \quad b = c_x \sqrt{|I_2||\Delta_1||^2_2/16}, \quad j = 1, 2,
\]

and the last inequality follows from Lemma 13.

Note that

\[
||\Delta_1||_1 \leq ||\Delta_1(S)||_1 + ||\Delta_1(S^c)||_1 \leq \sqrt{d_0}||\Delta_1||_2 + \frac{C_5\lambda d_0}{\sqrt{|I_1|}},
\]

which combines with (34), on the event $\mathcal{E}_{I_1}$, leads to

\[
\sqrt{\sum_{i \in I_1} (x_i^T \Delta_1)^2} > \frac{c_c}{4} \sqrt{|I_1||\Delta_1||_2} - 9C_x \sqrt{\log(p)}||\Delta_1||_1 > \frac{c_c \sqrt{|I_1|}}{8} ||\Delta_1||_2 > \frac{9C_5C_x\lambda d_0 \sqrt{\log(p)}}{c_x^2} \frac{\sqrt{|I_1|}}{c_x^2}.
\]

Moreover, we have

\[
\sqrt{|I_1||\Delta_1||_2} + \sqrt{|I_2||\Delta_2||_2} \geq \sqrt{|I_1||\Delta_1||^2_2 + |I_2||\Delta_2||^2_2}
\]

\[
\geq \sqrt{\inf_{v \in \mathbb{R}^p} \{|I_1||\beta^* - v||^2 + |I_2||\beta^* - v||^2\}} = \kappa \sqrt{|I_1||I_2|/|I_1|} \geq \frac{\kappa}{\sqrt{2}} \min \{\sqrt{|I_1|}, \sqrt{|I_2|} \}, \quad \text{(38)}
\]

Therefore, on the event $\mathcal{E}_{I_1} \cap \mathcal{E}_{I_2} \cap \mathcal{B}_{I_1} \cap \mathcal{B}_{I_2}$, combining (36) and (37), we have that

\[
\sqrt{|I_1||\Delta_1||_2} + \sqrt{|I_2||\Delta_2||_2} \leq \frac{8}{c_x} \left( \sqrt{\sum_{i \in I_1} (x_i^T \Delta_1)^2} + \sqrt{\sum_{i \in I_2} (x_i^T \Delta_2)^2} \right) + \frac{8}{c_x} \left( \frac{9C_5C_x\lambda d_0 \sqrt{\log(p)}}{c_x^2} \frac{\sqrt{|I_1|}}{c_x^2} + \frac{9C_5C_x\lambda d_0 \sqrt{\log(p)}}{c_x^2} \frac{\sqrt{|I_2|}}{c_x^2} \right)
\]

\[
\leq \frac{8\sqrt{2}}{c_x} \sqrt{\frac{32\lambda^2d_0}{c_x^2} + \frac{c_c^2|I_1||\Delta_1||^2_2}{256} + \frac{c_c^2|I_2||\Delta_2||^2_2}{256} + \gamma + 4C_3\lambda^2d_0}
\]

\[
\leq \frac{64\lambda \sqrt{d_0}}{c_x^2} + \frac{\sqrt{2}\sqrt{|I_1||\Delta_1||_2}}{2} + \frac{\sqrt{2}\sqrt{|I_2||\Delta_2||_2}}{2} + \frac{8\sqrt{2}}{c_x} + \frac{16\sqrt{2C_3\lambda d_0}}{c_x} + \frac{C_5\lambda \sqrt{d_0}}{2c_x^2},
\]
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which implies that

$$\frac{2 - \sqrt{2}}{2} \left( \sqrt{|I_1|\|\Delta_1\|_2} + \sqrt{|I_2|\|\Delta_2\|_2} \right) \leq \frac{128 + 32\sqrt{2}c_1\sqrt{C_0} + C_5}{2c_x^2} \sqrt{d_0} + \frac{8\sqrt{2}}{c_x}. \quad (39)$$

Combining (38) and (39) yields

$$\frac{2 - \sqrt{2}}{2\sqrt{2}} \kappa \sqrt{\min\{|I_1|, |I_2|\}} \leq \frac{128 + 32\sqrt{2}c_1\sqrt{C_0} + C_5}{2c_x^2} \sqrt{d_0} + \frac{8\sqrt{2}}{c_x},$$

therefore

$$\min\{|I_1|, |I_2|\} \leq C_\epsilon \left( \frac{\lambda^2 d_0 + \gamma}{\kappa^2} \right),$$

which is a contradiction with (34).

**Lemma 15 (Case (ii)).** For Model 3, under Assumption 3, with

$$\lambda \geq \lambda_2 = C_\lambda \sigma \sqrt{d_0 \log(n \lor p)},$$

where $C_\lambda > 8C_\beta C_2 / \sigma$, $I = (s, e]$ containing exactly two change points $\eta_1$ and $\eta_2$. Denote $I_1 = (s, \eta_1]$, $I_2 = (\eta_1, \eta_2]$, $I_3 = (\eta_2, e]$, $\|\beta^*_I - \beta^*_J\|_2 = \kappa_1$ and $\|\beta^*_I - \beta^*_J\|_2 = \kappa_2$. If in addition it holds that

$$\sum_{t \in I_1} (y_t - x_t^\top \hat{\beta}^*_I)^2 \leq \sum_{t \in I_1} (y_t - x_t^\top \hat{\beta}^*_I)^2 + \sum_{t \in I_2} (y_t - x_t^\top \hat{\beta}^*_I)^2 + \sum_{t \in I_3} (y_t - x_t^\top \hat{\beta}^*_I)^2 + 2\gamma,$$

then

$$\max\{|I_1|, |I_3|\} \leq C_\epsilon \left( \frac{\lambda^2 d_0 + \gamma}{\kappa^2} \right),$$

with probability at least $1 - 3c_1(n \lor p)^{-288^2 C_\epsilon^2 d_0 c_2 / c_x^2} - 2(n \lor p)^{-c_3}$.

**Proof.** First we notice that with the choice of $\lambda$, it holds that

$$\lambda \geq \max\{\lambda_1, \lambda_2\},$$

and therefore we can apply Lemmas 11, 12 and 13 when needed.

By symmetry, it suffices to show that

$$|I_1| \leq C_\epsilon \left( \frac{\lambda^2 d_0 + \gamma}{\kappa^2} \right).$$

We prove by contradiction, assuming that

$$|I_1| > C_\epsilon \left( \frac{\lambda^2 d_0 + \gamma}{\kappa^2} \right) > 288^2 C_\epsilon^2 d_0 \log(n \lor p)/c_x^2, \quad (40)$$

where the second inequality follows from the observation that $\kappa^2 \leq 4d_0 C_\beta^2$. Therefore we have

$$|I_1| > \log(n \lor p).$$

Denote $\Delta_i = \hat{\beta}^*_i - \beta^*_i$, $i = 1, 2, 3$. We then consider the following two cases.

**Case 1.** If

$$|I_3| > 288^2 C_\epsilon^2 d_0 \log(n \lor p)/c_x^2,$$
then $|I_3| > \log(n \lor p)$. It follows from Lemma 12 that the following holds with probability at least $1 - 3c_1(n \lor p)^{-288^2C_2d_0c_2/c_1^2} - 2(n \lor p)^{-c_3}$ that,

$$
\sum_{t \in I}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_1}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_2}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_3}(y_t - x_t^\top \hat{\beta}_t) + 2\gamma
\leq \sum_{t \in I_1}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_2}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_3}(y_t - x_t^\top \hat{\beta}_t) + 3C_3\lambda^2d_0 + 2\gamma,
$$

which implies that

$$
\sum_{i=1}^3 \sum_{t \in I_i} (x_t^\top \Delta_i)^2 \leq 2 \sum_{i=1}^3 \sum_{t \in I_i} \varepsilon_t x_t^\top \Delta_i + 3C_3\lambda^2d_0 + 2\gamma
\leq 2 \sum_{i=1}^3 \left\| \frac{1}{\sqrt{|I_i|}} \sum_{t \in I_i} \varepsilon_t x_t \right\| \|\sqrt{|I_i|} \Delta_i\|_1 + 3C_3\lambda^2d_0 + 2\gamma
\leq \lambda/2 \sum_{i=1}^3 \left( \sqrt{d_0} |I_i| \|\Delta_i(S)\|_2 + \sqrt{|I_i|} \|\Delta_i(S^c)\|_1 \right) + 3C_3\lambda^2d_0 + 2\gamma,
$$

where the last inequality follows from Lemma 10.

It follows from identical arguments in Lemma 14 that, with probability at least $1 - 3c_1(n \lor p)^{-288^2C_2d_0c_2/c_1^2} - 2(n \lor p)^{-c_3}$,

$$
\min\{|I_1|, |I_2|\} \leq C_\epsilon \left( \frac{\lambda^2d_0 + \gamma}{\kappa^2} \right).
$$

Since $|I_2| \geq \Delta$ by assumption, it follows from Assumption 3(d) that

$$
|I_1| \leq C_\epsilon \left( \frac{\lambda^2d_0 + \gamma}{\kappa^2} \right),
$$

which contradicts (40).

**Case 2.** If 

$$
|I_3| \leq 288^2C_2d_0 \log(n \lor p)/c_1^2,
$$

then it follows from Lemma 12 that the following holds with probability at least $1 - 2c_1(n \lor p)^{-288^2C_2d_0c_2/c_1^2} - 2(n \lor p)^{-c_3}$ that,

$$
\sum_{t \in I}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_1}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_2}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_3}(y_t - x_t^\top \hat{\beta}_t) + 2\gamma
\leq \sum_{t \in I_1}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_2}(y_t - x_t^\top \hat{\beta}_t) + \sum_{t \in I_3}(y_t - x_t^\top \hat{\beta}_t) + 2C_3\lambda^2d_0 + C_4\lambda \sqrt{\log(p)d_0^{3/2}} + 2\gamma,
$$

which implies that

$$
\sum_{i=1}^3 \sum_{t \in I_i} (x_t^\top \Delta_i)^2 \leq 2 \sum_{i=1}^3 \sum_{t \in I_i} \varepsilon_t x_t^\top \Delta_i + 2C_3\lambda^2d_0 + C_4\lambda \sqrt{\log(p)d_0^{3/2}} + 2\gamma
$$
\[
\leq 2 \sum_{i=1}^{2} \left\| \frac{1}{\sqrt{|I_i|}} \sum_{t \in I_i} \varepsilon_t x_t \right\|_\infty \leq 2C_3 \lambda^2 d_0 + C_4 \lambda \sqrt{\log(p)} d_0^{3/2} + 2\gamma + \sum_{t \in I_3} (x_t^T \Delta_3)^2 + \sum_{t \in I_3} \varepsilon_t^2.
\]

The rest follows from the same arguments as in Case 1.

Lemma 16 (Case (iii) in Proposition 7). For Model 3, under Assumption 3, if there exists no true change point in \( I = (s, e) \), with

\[
\lambda \geq \lambda_2 = C_\lambda \sigma_e \sqrt{d_0 \log(n \vee p)},
\]

where \( C_\lambda > \max \{8C_1 C_x, 8C_3 C_x / \sigma_e \} \), and \( \gamma = \gamma(C_\lambda^2 d_0 \log(n \vee p)) \), where \( C_\gamma > \max \{3C_3 / c_x^2, 3C_4 / c_x \} \), it holds with probability at least \( 1 - 3c_1(n \vee p)^{-288^2C_0^2 d_0 c_2 / c_x^2} - 2(n \vee p)^{-c_3} \) that

\[
\sum_{t \in I} (y_t - x_t^T \hat{\beta}^t)^2 < \min_{b = s + 1, \ldots, e - 1} \left\{ \sum_{t \in (s, b)} (y_t - x_t^T \hat{\beta}^t)^2 + \sum_{t \in [b, e]} (y_t - x_t^T \hat{\beta}^t_{(b, e)})^2 \right\} + \gamma.
\]

Proof. First we notice that with the choice of \( \lambda \), it holds that \( \lambda > \lambda_1 \), therefore we can apply Lemma 12 when needed.

For any \( b = s + 1, \ldots, e - 1 \), let \( I_1 = (s, b) \) and \( I_2 = (b, e) \). It follows from Lemma 12 that with probability at least \( 1 - 3c_1(n \vee p)^{-288^2C_0^2 d_0 c_2 / c_x^2} - 2(n \vee p)^{-c_3} \),

\[
\max_{J \in \{I_1, I_2, I\}} \left\| \sum_{t \in J} (y_t - x_t^T \hat{\beta}_J)^2 - \sum_{t \in J} (y_t - x_t^T \hat{\beta}_J)^2 \right\| \leq \max \left\{ C_3 \lambda^2 d_0, C_4 \lambda \sqrt{\log(n \vee p)} d_0^{3/2} \right\} < \gamma / 3.
\]

Since \( \beta_{J^*}^t = \beta_{I_1}^t = \beta_{I_2}^t \), the final claim holds automatically.

Lemma 17 (Case (iv) in Proposition 7). For Model 3, under Assumption 3, if \( I = (s, e) \) contains \( J \) true change points \( \{\eta_k\}_{k=1}^J \), where \( |J| \geq 3 \), if

\[
\lambda \geq \lambda_2 = C_\lambda \sigma_e \sqrt{d_0 \log(n \vee p)},
\]

where \( C_\lambda > 8C_\beta C_x / \sigma_e \), then with probability at least \( 1 - nc_1(n \vee p)^{-288^2C_0^2 d_0 c_2 / c_x^2} - 2(n \vee p)^{-c_3} \),

\[
\sum_{t \in I} (y_t - x_t^T \hat{\beta}_I^t)^2 > \sum_{j=1}^{J+1} \sum_{t \in I_j} (y_t - x_t^T \hat{\beta}_I^t)^2 + J\gamma,
\]

where \( I_1 = (s, \eta_1) \), \( I_j = (\eta_j, \eta_{j+1}) \) for any \( 2 \leq j \leq J \) and \( I_{J+1} = (\eta_J, e) \).
Proof. First we notice that with the choice of $\lambda$, it holds that
\[ \lambda \geq \max\{\lambda_1, \lambda_2\}, \]
and therefore we can apply Lemmas 11, 12 and 13 when needed.

We prove the claim by contradiction, assuming that
\[ \sum_{t \in I} (y_t - x_t^T \hat{\beta}_t)^2 \leq \sum_{j=1}^{J+1} \sum_{i \in I_j} (y_t - x_t^T \hat{\beta}_{tj})^2 + J\gamma. \]

Let $\Delta_i = \hat{\beta}_t - \beta_{tj}, i = 1, \ldots, J + 1$. It then follows from Lemma 12 that with probability at least $1 - nc_1(n \lor p)^{-2882C_2^2d_0/c_x^2} - 2(n \lor p)^{-c_3},$
\[ \sum_{t \in I} (y_t - x_t^T \hat{\beta}_t)^2 \leq \sum_{j=1}^{J+1} \sum_{i \in I_j} (y_t - x_t^T \hat{\beta}_{tj})^2 + J\gamma \]
\[ \leq \sum_{j=1}^{J+1} \sum_{i \in I_j} (y_t - x_t^T \hat{\beta}_{tj})^2 + J\gamma + (J + 1)C_4 \sigma_x^2 d_0^2 \log(n \lor p), \]
which implies that
\[ \sum_{j=1}^{J+1} \sum_{i \in I_j} (x_t^T \Delta_i)^2 \leq 2 \sum_{j=1}^{J+1} \sum_{i \in I_j} \epsilon_t x_t^T \Delta_i + J\gamma + (J + 1)C_4 \sigma_x^2 d_0^2 \log(n \lor p). \quad (41) \]

Step 1. For any $j \in \{2, \ldots, J\}$, it follows from Assumption 3 that
\[ |I_j| \geq \Delta \geq 2882C_2^2d_0 \log(n \lor p)/c_x^2. \quad (42) \]

Due to Lemma 10, on the event $\mathcal{B}_{[0, n]}$, it holds that
\[ \sum_{t \in I_j} \epsilon_t x_t^T \Delta_j \leq \frac{1}{\sqrt{|I_j|}} \sum_{t \in I_j} \epsilon_t x_t^T \Delta_j \leq \lambda/4 \left( \sqrt{|I_j|} \Delta_j \|S\|_2 + \sqrt{|I_j|} \|\Delta_j(S)\|_1 \right) \]
\[ \leq \frac{4\lambda^2 d_0}{c_x^2} + \frac{c_x^2 |I_j|}{256} \|\Delta_j\|_2^2 + \lambda/4 \sqrt{|I_j|} \|\beta_t(S)\|_1 \]
\[ = \frac{4\lambda^2 d_0}{c_x^2} + \frac{c_x^2 |I_j|}{256} \|\Delta_j\|_2^2 + \lambda/4 \sqrt{|I_j|} \|\beta_t - \beta_t(S)\|_1 \]
\[ \leq \frac{4\lambda^2 d_0}{c_x^2} + \frac{c_x^2 |I_j|}{256} \|\Delta_j\|_2^2 + \lambda/4 \sqrt{|I_j|} \|\beta_t - \beta_t(S)\|_1 \]
\[ \leq \frac{4\lambda^2 d_0}{c_x^2} + \frac{c_x^2 |I_j|}{256} \|\Delta_j\|_2^2 + C_5/4\lambda^2 d_0, \quad (43) \]
where the third inequality follows from $2ab \leq a^2 + b^2$, letting
\[ a = 2\lambda \sqrt{d_0/c_x} \quad \text{and} \quad b = c_x \sqrt{|I_j|} \|\Delta_j\|_2/16, \]
and the last inequality follows from Lemma 13. In addition, on the event of $\mathcal{E}_{I_j}$, due to Lemma 9, it holds that

$$\sqrt{\sum_{t \in I_j} (x_t^\top \Delta_j)^2} \geq \frac{c_x \sqrt{|I_j|}}{4} \|\Delta_j\|_2 - 9C_x \sqrt{\log(p)} \|\Delta_j\|_1$$

$$\geq \frac{c_x \sqrt{|I_j|}}{4} \|\Delta_j\|_2 - 9C_x \sqrt{d_0 \log(p)} \|\Delta_j\|_2 - 9C_x \sqrt{\log(p)} \|\Delta_j(S^c)\|_1$$

$$\geq \frac{c_x \sqrt{|I_j|}}{8} \|\Delta_j\|_2 - 9C_x \sqrt{\log(p)} \|\Delta_j(S^c)\|_1 \geq \frac{c_x \sqrt{|I_j|}}{8} \|\Delta_j\|_2 - \frac{9C \lambda d_0 \sqrt{\log(p)}}{\sqrt{|I|}},$$

(44)

where the third inequality follows from (42) and the last follows from Lemma 13.

**Step 2.** We then discuss the intervals $I_1$ and $I_{J+1}$. These two will be treated in the same way, and therefore for $L \in \{I_1, I_{J+1}\}$ and $l \in \{1, J + 1\}$, we have the following arguments. If $|L| \geq 288^2 C_\varnothing^2 d_0 \log(n \lor p)/c_2^2$, then due to the same arguments in **Step 1**, (43) and (44) hold. If instead, $|L| < 288^2 C_\varnothing^2 d_0 \log(n \lor p)/c_2^2$ holds, then

$$\sum_{t \in L} \varepsilon_t x_t^\top \Delta_t \leq 2^{-1} \sum_{t \in L} (x_t^\top \Delta_t)^2 + 4 \sum_{t \in L} \varepsilon_t^2.$$ 

Therefore, it follows from (41) that

$$\sum_{j=2}^J |I_j| \|\Delta_j\|_2^2 \leq JC \max \left\{ \lambda^2 d_0, \lambda \sqrt{\log(n \lor p) d_0^{3/2}} \right\} + J \gamma.$$

**Step 3.** Since for any $j \in \{2, \ldots, J - 1\}$, it holds that

$$|I_j| \|\Delta_j\|_2^2 + |I_{j+1}| \|\Delta_{j+1}\|_2^2 \geq \inf_{v \in \mathbb{R}^k} \left\{ |I_j| \|\beta_j^* - v\|_2^2 + |I_{j+1}| \|\beta_{j+1}^* - v\|_2^2 \right\}$$

$$\geq \frac{|I_j| |I_{j+1}| \kappa^2}{|I_j| + |I_{j+1}|} \geq \min\{|I_j|, |I_{j+1}|\} \kappa^2/2.$$

It then follows from the same arguments in Lemma 14 that

$$\min_{j=2, \ldots, J-1} |I_j| \leq C_\varepsilon \left( \frac{\lambda^2 d_0 + \gamma}{\kappa^2} \right),$$

which is a contradiction to (42).

### A.4 Proof of Proposition 8

**Lemma 18.** Under the assumptions and notation in Proposition 7, suppose there exists no true change point in the interval $I$. For any interval $J \supset I$, with

$$\lambda \geq \lambda_2 = C_\lambda \sigma \sqrt{d_0 \log(n \lor p)},$$

where $C_\lambda > \max\{8C_1 C_x, 8C_\beta C_x/\sigma \varepsilon\}$, it holds that with probability at least $1 - c_1 (n \lor p)^{-288^2 C_\varnothing^2 d_0 c_2/c_2^2 - 2(n \lor p)^{-c_3}}$

$$\sum_{t \in I} (y_t - x_t^\top \beta_t^*)^2 - \sum_{t \in I} (y_t - x_t^\top \hat{\beta}_t^*)^2 \leq C_6 \lambda^2 d_0.$$
Proof. Case 1. If
\[ |I| \geq 288^2 C_x^2 d_0 \log(n \lor p) / c_x^2, \quad (45) \]
then letting \( \Delta_I = \beta_I^* - \tilde{\beta}_I \), on the event \( \mathcal{E}_I \), we have
\[
\sqrt{\sum_{t \in I} (x_t^\top \Delta_I)^2} \geq \frac{c_x \sqrt{|I|}}{4} \|\Delta_I\|_2 - 9C_x \sqrt{\log(p)} \|\Delta_I\|_1
\]
\[
= \frac{c_x \sqrt{|I|}}{4} \|\Delta_I\|_2 - 9C_x \sqrt{\log(p)} \|\Delta_I\|_1 - 9C_x \sqrt{\log(p)} \|\Delta_I(S^c)\|_1
\]
\[
\geq \frac{c_x \sqrt{|I|}}{8} \|\Delta_I\|_2 - 9C_x \sqrt{d_0 \log(p)} \|\beta_I^* \|_1
\]
\[
geq \frac{c_x \sqrt{|I|}}{8} \|\Delta_I\|_2 - 9C_x \sqrt{d_0 \log(p)} \|\beta_I^* \|_1 \geq \frac{c_x \sqrt{|I|}}{8} \|\Delta_I\|_2 - 9C_5 C_x d_0 \lambda \log^{1/2}(p), \quad (46)\]
where the last inequality follows from Lemma 13. We then have on the event \( \mathcal{B}_I \),
\[
\sum_{t \in I} (y_t - x_t^\top \beta_I^*)^2 - \sum_{t \in I} (y_t - x_t^\top \beta_I^*)^2 = 2 \sum_{t \in I} \epsilon_t x_t^\top \Delta_I - \sum_{t \in I} (x_t^\top \Delta_I)^2
\]
\[
\leq 2 \left\| \sum_{t \in I} x_t \epsilon_t \right\|_{\infty} \left( \sqrt{d_0} \|\Delta_I\|_2 + \|\beta_I^* \|_1 \right)
\]
\[
- \frac{c_x^2 |I|}{64} \|\Delta_I\|_2^2 - \frac{81 C_x^2 C_x^2 \lambda^2 d_0 \log(p)}{c_x^2 |I|} + \frac{9C_5 C_x d_0 \lambda \log^{1/2}(p)}{4} \|\Delta_I\|_2
\]
\[
\leq \frac{\lambda}{2} \sqrt{d_0 \log(p)} \|\Delta_I\|_2 + \frac{\lambda^2 d_0 C_5}{2 c_x^2 \sqrt{|I|}} - \frac{c_x^2 |I|}{64} \|\Delta_I\|_2^2 + \frac{9C_5 C_x d_0 \lambda \log^{1/2}(p)}{4} \|\Delta_I\|_2
\]
\[
\leq \frac{\lambda}{2} \sqrt{d_0 \log(p)} \|\Delta_I\|_2 + \frac{\lambda^2 \sqrt{d_0 C_5}}{576c_x \sqrt{\log(n \lor p) C_x}} - \frac{36^2 C_x^2 d_0 \log(n \lor p)}{2 c_x^2 \sqrt{|I|}} - \frac{36^2 C_x^2 d_0 \log(n \lor p)}{c_x^2 |I|} \|\Delta_I\|_2
\]
\[
\leq \frac{\lambda^2}{16 C_x^2} + \frac{d_0 C_x^2 \|\Delta_I\|_2^2}{2} + \frac{\lambda^2 \sqrt{d_0 C_5}}{576c_x \sqrt{\log(n \lor p) C_x}} - \frac{36^2 C_x^2 d_0 \log(n \lor p)}{2 c_x^2 \sqrt{|I|}} + \frac{36^2 C_x^2 d_0 \log(n \lor p)}{c_x^2 |I|} \|\Delta_I\|_2
\]
\[
\leq \frac{181 C_x^2 C_x^2 \lambda^2}{64}
\]
\[
\leq C_6 \lambda^2 d_0.
\]
where the first inequality follows from (46), the second inequality follows from event \( \mathcal{B}_I \) and Lemma 13, the third follows from the (45), the fourth follows from \( 2ab \leq a^2 + b^2 \), first letting
\[
a = \lambda/(4C_x) \quad \text{and} \quad b = \sqrt{d_0 C_x} \|\Delta_I\|_2,
\]
then letting
\[
a = C_x \sqrt{d_0 \log(p)} \|\Delta_I\|_2 \quad \text{and} \quad b = 9C_5 \sqrt{d_0 \lambda}/8,
\]
and the last inequality follows from Lemma 13.

Case 2. If \( |I| \leq 288^2 C_x^2 d_0 \log(n \lor p) / c_x^2, \) then with probability at least \( 1 - 2(n \lor p)^{-c} \),
\[
\sum_{t \in I} (y_t - x_t^\top \beta_I^*)^2 - \sum_{t \in I} (y_t - x_t^\top \beta_I^*)^2 = 2 \sum_{t \in I} \epsilon_t x_t^\top (\tilde{\beta}_I^* - \beta_I^*) - \sum_{t \in I} (x_t^\top (\beta_I^* - \tilde{\beta}_I^*))^2
\]
\[ \leq \sum_{i \in I} \varepsilon_i^2 \leq \max\{ \sqrt{|I| \log(n \lor p)}, \log(n \lor p) \} \leq C_6 \lambda^2 d_0. \]

\[ \Box \]

**Proof of Proposition 8.** Denote \( S_n^* = \sum_{t=1}^n (y_t - x_t^\top \beta_t)^2 \). Given any collection \( \{t_1, \ldots, t_m\} \), where \( t_1 < \cdots < t_m \), and \( t_0 = 0, t_{m+1} = n \), let

\[ S_n(t_1, \ldots, t_m) = \sum_{k=1}^m \sum_{t=t_k+1}^{t_{k+1}} (y_t - x_t^\top \hat{\beta}_{(t_k, t_{k+1})})^2. \]

(47)

For any collection of time points, when defining (47), the time points are sorted in an increasing order.

Let \( \{\hat{\eta}_k\}_{k=1}^{\hat{K}} \) denote the change points induced by \( \hat{P} \). If one can justify that

\[ S_n^* + K \gamma \geq S_n(\eta_1, \ldots, \eta_K) + K \gamma - C_3(K + 1)d_0 \lambda^2 \]

\[ \geq S_n(\tilde{\eta}_1, \ldots, \tilde{\eta}_{\hat{K}}) + \hat{K} \gamma - C_3(K + 1)d_0 \lambda^2 \]

\[ \geq S_n(\tilde{\eta}_1, \ldots, \tilde{\eta}_{\hat{K}}, \eta_1, \ldots, \eta_K) + \hat{K} \gamma - 2C(K + 1)d_0 \lambda^2 - C_3(K + 1)d_0 \lambda^2 \]

(50)

and that

\[ S_n^* - S_n(\tilde{\eta}_1, \ldots, \tilde{\eta}_{\hat{K}}, \eta_1, \ldots, \eta_K) \leq C(K + \hat{K} + 2) \lambda^2 d_0, \]

(51)

then it must hold that |\( \hat{P} \)| = \( \hat{K} \), as otherwise if \( \hat{K} \geq K + 1 \), then

\[ C(K + \hat{K} + 2) \lambda^2 d_0 \geq S_n^* - S_n(\tilde{\eta}_1, \ldots, \tilde{\eta}_{\hat{K}}, \eta_1, \ldots, \eta_K) \]

\[ \geq -3C(K + 1)\lambda^2 d_0 + (\hat{K} - K) \gamma \geq C_\gamma(K + 1) \lambda^2 d_0. \]

Therefore due to the assumption that \( |\hat{P}| = \hat{K} \leq 3K \), it holds that

\[ C(5K + 3) \lambda^2 d_0 \geq (\hat{K} - K) \gamma \geq \gamma, \]

(52)

Note that (52) contradicts the choice of \( \gamma \).

Note that (48) is implied by

\[ |S_n^* - S_n(\eta_1, \ldots, \eta_K)| \leq C_3(K + 1)d_0 \lambda^2, \]

(53)

which is immediate consequence of Lemma 12. Since \( \{\hat{\eta}_k\}_{k=1}^{\hat{K}} \) are the change points induced by \( \hat{P} \), (49) holds because \( \hat{P} \) is a minimiser.

For every \( \tilde{I} = (s, e) \in \hat{P} \) denote

\[ \tilde{I} = (s, \eta_{p+1}] \cup \ldots \cup (\eta_{p+q}, e] = J_1 \cup \ldots \cup J_{q+1}, \]

where \( \{\eta_{p+1}\}_{l=1}^{q+1} = \tilde{I} \cap \{\eta_k\}_{k=1}^{\hat{K}} \). Then (50) is an immediate consequence of the following inequality

\[ \sum_{t \in \tilde{I}} (y_t - x_t^\top \hat{\beta}_{\tilde{I}}^\lambda)^2 \geq \sum_{l=1}^{q+1} \sum_{t \in J_l} (y_t - x_t^\top \hat{\beta}_{J_l}^\lambda)^2 - C(q + 1) \lambda^2 d_0. \]

(54)
By Lemma 12, it holds that
\[
\sum_{l=1}^{q+1} \sum_{t \in J_t} (y_t - x_t^\top \beta_l^\star)^2 \leq \sum_{l=1}^{q+1} \sum_{t \in J_t} (y_t - x_t^\top \beta_l^\star)^2 + (q + 1) \max \left\{ C_3 d_0 \lambda^2, C_4 \lambda \log(n \vee p) d_0^{3/2} \right\}
\]
\[
= \sum_{t \in \tilde{I}} (y_t - x_t^\top \beta_l^\star)^2 + (q + 1) \max \left\{ C_3 d_0 \lambda^2, C_4 \lambda \log(n \vee p) d_0^{3/2} \right\}. \tag{55}
\]
Then for each \( l \in \{1, \ldots, q + 1\} \),
\[
\sum_{t \in J_t} (y_t - x_t^\top \beta_l^\star)^2 \geq \sum_{t \in J_t} (y_t - x_t^\top \beta_l^\star)^2 - C_6 \lambda^2 d_0,
\]
where the inequality follows from Lemma 18. Therefore the above inequality implies that
\[
\sum_{t \in \tilde{I}} (y_t - x_t^\top \beta_l^\star)^2 \geq \sum_{t \in \tilde{I}} (y_t - x_t^\top \beta_l^\star)^2 - C_6 (q + 1) \lambda^2 d_0. \tag{56}
\]
Note that (55) and (56) implies (54).

Finally, to show (51), observe that from (53), it suffices to show that
\[
S_n(\eta_1, \ldots, \eta_K) - S_n(\hat{\eta}_1, \ldots, \hat{\eta}_K, \eta_1, \ldots, \eta_K) \leq C(K + \hat{K}) \lambda^2;
\]
the analysis of which follows from a similar but simpler argument as above. \( \square \)

## B Proof of Corollary 6

**Lemma 19.** Let \( S \) be any linear subspace in \( \mathbb{R}^n \) and \( \mathcal{N}_{1/4} \) be a 1/4-net of \( S \cap B(0, 1) \), where \( B(0, 1) \) is the unit ball in \( \mathbb{R}^n \). For any \( u \in \mathbb{R}^n \), it holds that
\[
\sup_{v \in S \cap B(0, 1)} \langle v, u \rangle \leq 2 \sup_{v \in \mathcal{N}_{1/4}} \langle v, u \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) denotes the inner product in \( \mathbb{R}^n \).

**Proof.** Due to the definition of \( \mathcal{N}_{1/4} \), it holds that for any \( v \in S \cap B(0, 1) \), there exists a \( v_k \in \mathcal{N}_{1/4} \), such that \( \|v - v_k\|_2 < 1/4 \). Therefore,
\[
\langle v, u \rangle = \langle v - v_k + v_k, u \rangle = \langle x_k, u \rangle + \langle v_k, u \rangle \leq \frac{1}{4} \langle v, u \rangle + \frac{1}{4} \langle v^\perp, u \rangle + \langle v_k, u \rangle,
\]
where the inequality follows from \( x_k = v - v_k = \langle x_k, v \rangle v + \langle x_k, v^\perp \rangle v^\perp \). Then we have
\[
\frac{3}{4} \langle v, u \rangle \leq \frac{1}{4} \langle v^\perp, u \rangle + \langle v_k, u \rangle.
\]
It follows from the same argument that
\[
\frac{3}{4} \langle v^\perp, u \rangle \leq \frac{1}{4} \langle v, u \rangle + \langle v_l, u \rangle,
\]
where \( v_l \in \mathcal{N}_{1/4} \) satisfies \( \|v^\perp - v_l\|_2 < 1/4 \). Combining the previous two equation displays yields
\[
\langle v, u \rangle \leq 2 \sup_{v \in \mathcal{N}_{1/4}} \langle v, u \rangle,
\]
and the final claims holds. \( \square \)
Lemma 20 is an adaptation of Lemma 3 in Wang et al. (2019).

**Lemma 20.** For data generated from Model 3, for any interval \( I = (s, e] \subset \{1, \ldots, n\} \), it holds that for any \( \delta > 0 \), \( i \in \{1, \ldots, p\} \),

\[
\mathbb{P} \left\{ \sup_{v \in \mathbb{R}^{(e-s)}, \|v\|_2 = 1} \left| \sum_{t=s+1}^{e} v_t \xi_t x(i) \right| > \delta \right\} \leq C(e-s-1)^m g^{m+1} \exp \left\{ -c \min \left\{ \frac{\delta^2}{4C_x^2}, \frac{\delta}{2C_x \|v\|_\infty} \right\} \right\}.
\]

**Proof.** For any \( v \in \mathbb{R}^{(e-s)} \) satisfying \( \sum_{t=1}^{e-s-1} 1 \{ v_i \neq v_{i+1} \} = m \), it is determined by a vector in \( \mathbb{R}^{m+1} \) and a choice of \( m \) out of \( (e-s-1) \) points. Therefore we have,

\[
\mathbb{P} \left\{ \sup_{v \in \mathbb{R}^{(e-s)}, \|v\|_2 = 1} \left| \sum_{t=s+1}^{e} v_t \xi_t x(i) \right| > \delta \right\} \leq \left( \frac{(e-s-1)}{m} \right)^{g^{m+1}} \sup_{v \in N_{1/4}} \mathbb{P} \left\{ \left| \sum_{t=s+1}^{e} v_t \xi_t x(i) \right| > \delta/2 \right\}
\]

\[
\leq \left( \frac{(e-s-1)}{m} \right)^{g^{m+1}} C \exp \left\{ -c \min \left\{ \frac{\delta^2}{4C_x^2}, \frac{\delta}{2C_x \|v\|_\infty} \right\} \right\}
\]

\[
\leq C(e-s-1)^m g^{m+1} \exp \left\{ -c \min \left\{ \frac{\delta^2}{4C_x^2}, \frac{\delta}{2C_x \|v\|_\infty} \right\} \right\}.
\]

**Proof of Corollary 6.** For each \( k \in \{1, \ldots, K\} \), let

\[
\hat{\beta}_t = \begin{cases} 
\tilde{\beta}_1, & t \in \{s_k + 1, \ldots, \hat{\eta}_k\}, \\
\tilde{\beta}_2, & t \in \{\hat{\eta}_k + 1, \ldots, e_k\}.
\end{cases}
\]

Without loss of generality, we assume that \( s_k < \eta_k < \hat{\eta}_k < e_k \). We proceed the proof discussing two cases.

**Case (i).** If

\[
\hat{\eta}_k - \eta_k < \max\{288^2 C_x^2 d_0 \log(n \lor p)/\epsilon^2, C_\epsilon \log(n \lor p)/\kappa^2\},
\]

then the result holds.

**Case (ii).** If

\[
\hat{\eta}_k - \eta_k \geq \max\{288^2 C_x^2 d_0 \log(n \lor p)/\epsilon^2, C_\epsilon \log(n \lor p)/\kappa^2\},
\]

then we first to prove that with probability at least \( 1 - C(n \lor p)^{-c} \),

\[
\sum_{t=s_k+1}^{e_k} \| \hat{\beta}_t - \hat{\beta}_t^* \|_2^2 \leq C_1 d_0 \kappa^2 = \delta.
\]
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Due to (8), it holds that

$$\sum_{t=s_k+1}^{e_k} \|y_t - x_t^\top \hat{\beta}_t\|_2^2 + \zeta \sum_{i=1}^p \sqrt{\sum_{t=s_k+1}^{e_k} (\hat{\beta}_t)_i^2} \leq \sum_{t=s_k+1}^{e_k} \|y_t - x_t^\top \beta_t^*\|_2^2 + \zeta \sum_{i=1}^p \sqrt{\sum_{t=s_k+1}^{e_k} (\beta_t^*)_i^2}. \quad (58)$$

Let $\Delta_t = \hat{\beta}_t - \beta_t^*$. It holds that

$$\sum_{t=s_k+1}^{e_k-1} \mathbb{1}(\Delta_t \neq \Delta_{t+1}) = 2.$$

Eq. (58) implies that

$$\sum_{t=s_k+1}^{e_k} \|\Delta_t^\top x_t\|_2^2 + \zeta \sum_{i=1}^p \sqrt{\sum_{t=s_k+1}^{e_k} (\hat{\beta}_t)_i^2} \leq 2 \sum_{t=s_k+1}^{e_k} (y_t - x_t^\top \beta_t^*) \Delta_t^\top x_t + \zeta \sum_{i=1}^p \sqrt{\sum_{t=s_k+1}^{e_k} (\beta_t^*)_i^2}. \quad (59)$$

Note that

$$\sum_{i=1}^p \sqrt{\sum_{t=s_k+1}^{e_k} (\beta_t)_i^2} - \sum_{i=1}^p \sqrt{\sum_{t=s_k+1}^{e_k} (\hat{\beta}_t)_i^2} = \sum_{i \in S} \sqrt{\sum_{t=s_k+1}^{e_k} (\beta_t)_i^2} - \sum_{i \in S} \sqrt{\sum_{t=s_k+1}^{e_k} (\hat{\beta}_t)_i^2} \leq \sum_{i \in S} \sqrt{\sum_{t=s_k+1}^{e_k} (\Delta_t)_i^2}.$$

(60)

We then examine the cross term, with probability at least $1 - C(n \lor p)^{-c}$, which satisfies the following

$$\left| \sum_{t=s_k+1}^{e_k} (y_t - x_t^\top \beta_t^*) \Delta_t^\top x_t \right| = \sum_{t=s_k+1}^{e_k} \varepsilon_t \Delta_t^\top x_t = \sum_{i=1}^p \left\{ \frac{\sum_{l=s_k+1}^{e_k} \varepsilon_l \Delta_l(i) x_l(i)}{\sqrt{\sum_{l=s_k+1}^{e_k} (\Delta_l(i))^2}} \right\} \leq \sup_{i=1, \ldots, p} \left| \sum_{l=s_k+1}^{e_k} \varepsilon_l \Delta_l(i) x_l(i) \right| \leq \frac{\zeta}{4} \sum_{i=1}^p \sqrt{\sum_{t=s_k+1}^{e_k} (\Delta_t(i))^2}, \quad (61)$$

where the second inequality follows from Lemma 20 and (57).

Combining (58), (59), (60) and (61) yields

$$\sum_{t=s_k+1}^{e_k} \|\Delta_t^\top x_t\|_2^2 \leq \frac{3\zeta}{2} \sum_{i \in S} \sqrt{\sum_{t=s_k+1}^{e_k} (\Delta_t)_i^2}. \quad (62)$$

Now we are to explore the restricted eigenvalue inequality. Let

$$I_1 = (s_k, \eta_k], \quad I_2 = (\eta_k, \tilde{\eta}_k], \quad I_3 = (\tilde{\eta}_k, e_k].$$

We have that with probability at least $1 - C(n \lor p)^{-c}$, on the event $\cap_{i=1,3} E_{I_i}$,

$$\sum_{t=s_k+1}^{e_k} \|\Delta_t^\top x_t\|_2^2 \leq \sum_{i=1}^p \sum_{t \in I_i} \|\Delta_{I_i}^\top x_t\|_2^2 \geq \sum_{i=1,3} \sum_{t \in I_i} \|\Delta_{I_i}^\top x_t\|_2^2.$$
\[
\sum_{i=1,3} \left( \frac{c_x \sqrt{|I_i|}}{4} ||\Delta_{I_i}||_2 - 9C_x \sqrt{\log(p)} ||\Delta_{I_i}||_1 \right)^2
\geq \sum_{i=1,3} \left( \frac{c_x \sqrt{|I_i|}}{8} ||\Delta_{I_i}||_2 - 9C_x \sqrt{\log(p)} ||\Delta_{I_i}(S^c)||_1 \right)^2,
\]
where the last inequality follows from (19) and Assumption 3, that
\[
\min\{|I_1|, |I_3|\} > (1/3)\Delta > 288^2C_x^2d_0 \log(n \vee p)/\epsilon_x^2.
\]
Since \(|I_2| > 288^2C_x^2d_0 \log(n \vee p)/\epsilon_x^2\), we have
\[
\sqrt{\sum_{t \in I_2} ||\Delta_{I_2} x_t||_2^2} \geq \frac{c_x \sqrt{|I_2|}}{8} ||\Delta_{I_2}||_2 - 9C_x \sqrt{\log(p)} ||\Delta_{I_2}(S^c)||_1.
\]
Note that
\[
\sqrt{\sum_{i=1}^{3} \left( \sum_{j \in S^c} |\Delta_{I_i}(j)| \right)^2} \leq \sqrt{\sum_{i=1}^{3} \left( \frac{|I_i|}{I_{0}} \sum_{j \in S^c} |\Delta_{I_i}(j)| \right)^2}
\leq \sum_{i=1}^{3} \frac{I_{0}^{-1/2}}{2} \sqrt{\sum_{j=1}^{e} \frac{I_{0}^{-1/2}}{2} \sqrt{\sum_{t=s_k+1}^{e} (\Delta_t(i))^2} \leq \sum_{j=1}^{e} \frac{I_{0}^{-1/2}}{2} \sqrt{\sum_{t=s_k+1}^{e} (\Delta_t(i))^2}
\leq I_{0}^{-1/2} 3 d_0 \sum_{j=1}^{e} \frac{I_{0}^{-1/2}}{2} \sqrt{\sum_{t=s_k+1}^{e} (\Delta_t(i))^2} \leq \frac{c_x}{96C_x \sqrt{\log(n \vee p)}} \sqrt{\sum_{t=s_k+1}^{e} ||\Delta_t||_2^2}.
\]
Therefore,
\[
\frac{c_x}{8} \sqrt{\sum_{t=s_k+1}^{e} ||\Delta_t||_2^2} - \frac{3c_x}{32C_x \sqrt{\log(n \vee p)}} \sqrt{\sum_{t=s_k+1}^{e} ||\Delta_t||_2^2}
\leq \frac{3}{2} \left( \frac{c_x \sqrt{|I_i|}}{8} ||\Delta_{I_i}||_2 - \frac{3c_x}{32C_x \sqrt{\log(n \vee p)}} \sum_{t=s_k+1}^{e} ||\Delta_t||_2^2 \leq \sqrt{3} \sum_{t=s_k+1}^{e} ||\Delta_t||_2^2 \right)^{1/4}
\leq \frac{3\sqrt{2}}{\sqrt{2}} d_0^{1/4} \left( \sum_{t=s_k+1}^{e} ||\Delta_t||_2^2 \right)^{1/4} \leq \frac{18\zeta d_0^{1/2}}{c_x} + \frac{c_x}{16} \sqrt{\sum_{t=s_k+1}^{e} ||\Delta_t||_2^2}
\]
where the last inequality follows from (62) and which implies
\[
\sum_{t=s_k+1}^{e} \frac{c_x}{32} \sqrt{\sum_{t=s_k+1}^{e} ||\Delta_t||_2^2} \leq \frac{18\zeta d_0^{1/2}}{c_x}
\]
Therefore,
\[
\sum_{t=s_k+1}^{e} ||\hat{\beta}_t - \beta_t||_2^2 \leq 576^2 \zeta^2 d_0/c_x^4.
\]
Let $\beta_1^* = \beta_{\eta_k}^*$ and $\beta_2^* = \beta_{\eta_k + 1}^*$. We have that
\[
\sum_{t=s_k+1}^{c_k} \|\beta_t - \beta_1^*\|_2^2 = |I_1| \|\beta_1^* - \tilde{\beta}_1\|_2^2 + |I_2| \|\beta_2^* - \tilde{\beta}_1\|_2^2 + |I_3| \|\beta_2^* - \tilde{\beta}_2\|_2^2.
\]
Since
\[
\eta_k - s_k = \eta_k - \frac{2}{3} \bar{\eta}_k - \frac{1}{3} \bar{\eta}_k
\]
\[
= \frac{2}{3} (\eta_k - \eta_{k-1}) + \frac{2}{3} (\bar{\eta}_k - \eta_k) - \frac{2}{3} (\bar{\eta}_{k-1} - \eta_{k-1}) + (\eta_k - \bar{\eta}_k)
\]
\[
\geq \frac{2}{3} \Delta - \frac{1}{3} \Delta = \frac{1}{3} \Delta,
\]
where the inequality follows from Assumption 3 and (19), we have that
\[
\Delta \|\beta_1^* - \tilde{\beta}_1\|_2^2 / 3 \leq |I_1| \|\beta_1^* - \tilde{\beta}_1\|_2^2 \leq \frac{C_1 C_2^2 \Delta \kappa^2}{C_{\text{SNR}} d_0 K \sigma^2 \log^2 (n \lor p)} \leq c_1 \kappa^2,
\]
where $1/4 > c_1 > 0$ is an arbitrarily small positive constant. Therefore we have
\[
\|\beta_1^* - \tilde{\beta}_1\|_2^2 \leq c_1 \kappa^2.
\]
In addition we have
\[
\|\beta_2^* - \tilde{\beta}_1\|_2 \geq \|\beta_2^* - \beta_1^*\|_2 - \|\beta_1^* - \tilde{\beta}_1\|_2 \geq \kappa/2.
\]
Therefore, it holds that
\[
\kappa^2 |I_2| / 4 \leq |I_2| \|\beta_2^* - \tilde{\beta}_1\|_2 \leq \delta,
\]
which implies that
\[
|\bar{\eta}_k - \eta_k| \leq \frac{4 C_1 d_0 \zeta^2}{\kappa^2}.
\]

\section{Proofs in Model 1}

In view of Appendix A, in order to prove Theorem 1, we only need to provide the counterparts of Lemmas 9, 10, 11, 12 and 13, which are Lemmas 22(b), 22(a), 23, 24 and 26, respectively. The final results can be traced in Table 1.

For convenience, we also denote
\[
A_i^* = (A_i^*[1], \ldots, A_i^*[L]) \in \mathbb{R}^{p \times p_L}.
\]

We introduce some additional notation. For any $k \in \{0, \ldots, K\}$ and $J \subset \{1, \ldots, p\}$, define
\[
f_{k,J} = \frac{1}{2 \pi} \sum_{l=\infty}^{\infty} \Sigma_{k,J}(l) \cos \theta, \quad \theta \in (-\pi, \pi]
\]
and
\[
M(f_k, s) = \max_{J \subset \{1, \ldots, p\}, \ |J| \leq s} M(f_{k,J}), \quad s \in \{1, \ldots, p\}.
\]
It follows from the definitions that
\[
M(f_k, 1) \leq \ldots \leq M(f_k, p) = M(f_k).
\]
C.1 Deviation bounds

**Lemma 21** (Proposition 2.4 in Basu and Michailidis (2015)). For Model 1, under Assumption 1, the following holds.

(a) There exists an absolute constant \( c > 0 \), such that for any \( u, v \in \{ w \in \mathbb{R}^p : \| w \|_0 \leq s, \| w \|_2 \leq 1 \} \) and any \( \xi > 0 \), it holds that

\[
P \left\{ \left| v^T \sum_{t \in I} \left( X_tX_t^T - \mathbb{E}\{X_tX_t^T\} \right) v \right| \geq 2\pi \max_{k=0, \ldots, K} \mathcal{M}(f_k, s) \xi \right\} \leq 2 \exp\left\{ -c \min\{\xi^2 / |I|, \xi \} \right\}
\]

and

\[
P \left\{ \left| v^T \sum_{t \in I} \left( X_tX_t^T - \mathbb{E}\{X_tX_t^T\} \right) u \right| \geq 6\pi \max_{k=0, \ldots, K} \mathcal{M}(f_k, 2s) \xi \right\} \leq 6 \exp\left\{ -c \min\{\xi^2 / |I|, \xi \} \right\};
\]

in particular, for any \( i, j \in \{1, \ldots, p\} \), it holds that

\[
P \left\{ \left| \sum_{t \in I} \left( X_tX_t^T - \mathbb{E}\{X_tX_t^T\} \right) \right|_{ij} \geq 6\pi \max_{k=0, \ldots, K} \mathcal{M}(f_k, 2) \xi \right\} \leq 6 \exp\left\{ -c \min\{\xi^2 / |I|, \xi \} \right\}.
\]

(b) Let \( \{Y_t\}_{t=1}^n \) be a \( p \)-dimensional, centred, stationary process. Assume that for any \( t \in \{1, \ldots, n\} \), \( \text{Cov}(X_t, Y_t) = 0 \). The joint process \( \{(X_t^T, Y_t^T)^T\}_{t=1}^n \) satisfies Model 1(c). Let \( f_Y \) be the spectral density function of \( \{Y_t\}_{t=1}^n \), and \( f_{k,Y} \) be the cross spectral density function of \( X_k \) and \( \{Y_t\}_{t=1}^n, k \in \{0, \ldots, K\} \). There exists an absolute constant \( c > 0 \), such that for any \( u, v \in \{ w \in \mathbb{R}^p : \| w \|_2 \leq 1 \} \) and any \( \xi > 0 \), it holds that

\[
P \left\{ \left| v^T \sum_{t \in I} \left( X_tY_t^T - \mathbb{E}\{X_tY_t^T\} \right) u \right| \geq 2\pi \max_{k=0, \ldots, K} \left( \mathcal{M}(f_k) + \mathcal{M}(f_Y) + \mathcal{M}(f_{k,Y}) \right) \xi \right\} \leq 6 \exp\left\{ -c \min\{\xi^2 / |I|, \xi \} \right\}.
\]

Although there exists one difference between Lemma 21 and Proposition 2.4 in Basu and Michailidis (2015) that we have \( K + 1 \) different spectral density distributions, while in Basu and Michailidis (2015), \( K = 0 \), the proof can be conducted in the identical way, only noticing that the largest eigenvalue should be taken as the largest over all \( K + 1 \) different spectral density functions.

**Lemma 22.** For Model 1, under Assumption 1, the following holds.

(a) For any interval \( I \subset \{1, \ldots, n\} \), it holds that

\[
P \left\{ \left\| \sum_{t \in I} \varepsilon_{t+1}X_t^T \right\|_{\infty} \leq C \max\{\sqrt{|I| \log(n \vee p)}, \log(n \vee p)\} \right\} \geq 1 - 6(n \vee p)^{-c},
\]

where \( c > 0 \) is a constant defined in Lemma 21 and \( C > 0 \) is a constant depending on \( \mathcal{M}(f_k), \mathcal{M}(f_Y), \mathcal{M}(f_{k,e}), k = 0, \ldots, K \).
(b) For any interval \( I \subset \{1, \ldots, p\} \) satisfying
\[
|I| > \left( \frac{6 \times 54 \pi M}{c_x^2} \right)^2 \frac{\log(p)}{c}, \tag{64}
\]
with probability at least \( 1 - 6n^{-c} \), it holds that for any \( B \in \mathbb{R}^{p \times p} \),
\[
\sum_{t \in I} \|BX_t\|_2^2 \geq \frac{|I|c_x^2}{2} \|B\|_2^2 - C_x \log(p) \|B\|_2^1,
\]
where \( C_x > 0 \) is an absolute positive constant depending on all the other constants.

Proof. Part (a) is a direct application of Lemma 21(b), by setting \( Y_t = \varepsilon_t \). Part (b) is as follows.

Let \( \hat{\Sigma}_I = (|I|)^{-1} \sum_{t \in I} X_t X_t^\top \) and \( \Sigma^*_I = \mathbb{E}(\hat{\Sigma}_I) \). It is due to (63) that with probability at least \( 1 - 6n^{-c} \), it holds that
\[
(\log(p))^{-1} \sum_{t \in I} \|(X_t^\top \otimes I) \text{vec}(B)\|_2^2 = (\text{vec}(B))^\top (\hat{\Sigma}_I \otimes I_p) \text{vec}(B)
\]
\[
\geq (\text{vec}(B))^\top (\Sigma^*_I \otimes I_p) \text{vec}(B) - \left| (\text{vec}(B))^\top \left\{ (\hat{\Sigma}_I - \Sigma^*_I) \otimes I_p \right\} \text{vec}(B) \right| \geq \frac{c_x^2}{2} \|B\|_2^2 - \frac{\log(p)}{|I|} \|B\|_2^1.
\]

The last inequality in (65) follows the proof of Lemmas 12 and 13 in the Supplementary Materials in Loh and Wainwright (2011), and the proof of Proposition 4.2 in Basu and Michailidis (2015), by taking
\[
\delta = \frac{6\pi M \sqrt{\log(p)}}{\sqrt{|I|}} \leq \frac{c_x^2}{54},
\]
where the inequality holds due to (64), and by taking
\[
s = \left\lceil 2 \times \left( 27 \times 6\pi M \right)^2 \frac{C_x c_3}{C_x c_2} \right\rceil.
\]

\( \square \)

C.2 Additional technical lemmas

Lemma 23. For Model 1, under Assumption 1, if there exists no true change point in \( I \in (s, e] \), which satisfies that
\[
|I| > \frac{4C_x \log(n \lor p)d_0}{c_x^2},
\]
with
\[
\lambda \geq \lambda_1 = C_\lambda \sqrt{\log(n \lor p)}
\]
and \( C_\lambda \) being an absolute constant, then with probability at least \( 1 - 6(n \lor p)^{-c} \),
\[
\|\hat{A}_I^\lambda - A_I^\lambda\|_2 \leq \frac{C_1 \lambda \sqrt{d_0}}{\sqrt{|I|}} \quad \text{and} \quad \|\hat{A}_I^\lambda - A_I^\lambda\|_1 \leq \frac{C_1 d_0 \lambda}{\sqrt{|I|}},
\]
where \( C_1 > 0 \) is an absolute constant depending on all the other constants.
Proof. Denote \( A^* = A^* I \) and \( \hat{A} = \hat{A}^I \). Note that
\[
|I| > \frac{4C_x \log(n \vee p)d_0}{c^2_x},
\]
therefore \(|I| > \log(n \vee p)\).
Since
\[
\sum_{t \in I} \|X_{t+1} - A X_{t}\|_2^2 + \lambda \sqrt{|I|}\|\hat{A}\|_1 \leq \sum_{t \in I} \|X_{t+1} - A^* X_t\|_2^2 + \lambda \sqrt{|I|}\|A^*\|_1,
\]
we have the following holds with probability at least \( 1 - n^{-c} \),
\[
\sum_{t \in I} \|\hat{A} X_{t} - A^* X_t\|_2^2 + \lambda \sqrt{|I|}\|\hat{A}\|_1 \leq 2 \sum_{t \in I} \varepsilon_{t+1}^T (\hat{A} - A^*) X_t + \lambda \sqrt{|I|}\|A^*\|_1 \leq \lambda/2 \sqrt{|I|}\|A^*\|_1 + \lambda \sqrt{|I|}\|A^*\|_1.
\]
(66)
The final claims follow from (66) and standard calculations in Lemma 11. \( \square \)

**Lemma 24.** For Model 1, under Assumption 1, if there exists no true change point in \( I \in [s, e] \), with
\[
\lambda \geq \lambda_1 = C_\lambda \sqrt{\log(n \vee p)}
\]
and \( C_\lambda \) being an absolute constant, then with probability at least \( 1 - 6(n \vee p)^{-c} \),
\[
\sum_{t \in I} \|X_{t+1} - A^*_I X_t\|^2 - \sum_{t \in I} \|X_{t+1} - \hat{A}^*_I X_t\|^2 \leq C_2 d_0 \lambda^2, \text{ if } |I| > \frac{4C_x \log(n \vee p)d_0}{c^2_x}, \text{ and}
\]
\[
\sum_{t \in I} \|X_{t+1} - A^*_I X_t\|^2 - \sum_{t \in I} \|X_{t+1} - \hat{A}^*_I X_t\|^2 \leq C_2 \lambda d_0^{3/2} \sqrt{\log(n \vee p)}, \text{ if } |I| \leq \frac{4C_x \log(n \vee p)d_0}{c^2_x}.
\]

Proof. If
\[
|I| > \frac{4C_x \log(n \vee p)d_0}{c^2_x},
\]
then it follows Lemma 23 that with probability at least \( 1 - 6(n \vee p)^{-c} \),
\[
\sum_{t \in I} \|X_{t+1} - \hat{A}_I^I X_t\|^2 - \sum_{t \in I} \|X_{t+1} - A^*_I X_t\|^2 \leq -\lambda \sqrt{|I|}\|\hat{A}^I_I\|_1 + \lambda \sqrt{|I|}\|A^*_I\|_1 \leq \lambda \sqrt{|I|}\|\hat{A}^I_I - A^*_I\|_1 \leq C_1 d_0 \lambda^2
\]
and
\[
\sum_{t \in I} \|X_{t+1} - A^*_I X_t\|^2 - \sum_{t \in I} \|X_{t+1} - \hat{A}^*_I X_t\|^2 = -\sum_{t \in I} \|\hat{A}^I_I X_t - A^*_I X_t\|^2 + 2 \sum_{t \in I} \varepsilon_{t+1}^T (A^*_I - \hat{A}^*_I) X_t \leq 2 \|\hat{A} - A^*_I\|_1 \sum_{t \in I} \varepsilon_{t+1}^T X_t^T \leq \lambda \sqrt{|I|}\|\hat{A}^I_I - A^*_I\|_1 \leq C_1 d_0 \lambda^2.
\]
where the second inequality is due to Lemma 22(a).
If
\[ |I| < \frac{4C_x \log(n \vee p)d_0}{c_x^2}, \]
then with probability at least \(1 - 6(n \vee p)^{-c}\),
\[ \sum_{t \in I} \|X_{t+1} - \hat{A}_t^I X_t\|^2 - \sum_{t \in I} \|X_{t+1} - A_t^I X_t\|^2 \leq \lambda \sqrt{\max\{|I|, \log(n \vee p)|A_t^I\|_1} + \lambda \sqrt{\max\{|I|, \log(n \vee p)|A_t^I\|_1} \leq \lambda d_0^{3/2} C \beta \sqrt{\log(n \vee p)}.
\]
In addition, with probability at least \(1 - 6(n \vee p)^{-c}\), it follows from standard Lasso estimation arguments that
\[ \|\hat{A}_t^I(S^c)\|_1 \leq 3\|\hat{A}_t^I - A_t^I\|(S)\|_1 \leq Cd_0, \]
which implies that
\[ \|\hat{A}_t^I - A_t^I\|_1 \leq 4Cd_0. \]
Therefore,
\[ \sum_{t \in I} \|X_{t+1} - A_t^I X_t\|^2 - \sum_{t \in I} \|X_{t+1} - \hat{A}_t^I X_t\|^2 = -\sum_{t \in I} \|\hat{A}_t^I X_t - A_t^I X_t\|^2 + 2\sum_{t \in I} \varepsilon_t^\top (A_t^I - \hat{A}_t^I) X_t \leq 2\|\hat{A}_t^I - A_t^I\|_1 \left\| \sum_{t \in I} \varepsilon_t X_t^\top \right\|_\infty \leq 8Cd_0 \sigma \epsilon C \max\{\sqrt{|I| \log(n \vee p)}, \log(n \vee p)\} \leq \lambda d_0^{3/2} C \beta \sqrt{\log(n \vee p)}. \]

\[ \text{Lemma 25. For Model 1, suppose Assumption 1 holds. Let } A_t^* \text{ be defined as} \]
\[ \left( \sum_{t \in I} E (X_t X_t^\top) \right) (A_t^*)^\top = \sum_{t \in I} E (X_t X_t^\top) (A_t^*)^\top. \]  
\[ \text{(67)} \]
Then we have that \(\|A_t^*\|_0 \leq 4d_0^2\) and
\[ \|A_t^*\|_\infty \leq \frac{\Lambda\max \left( \sum_{t \in I} E (X_t X_t^\top) A_t^* \right)}{\Lambda\min \left( \sum_{t \in I} E (X_t X_t^\top) \right)} \leq \frac{\max \left( \sum_{k=0,\ldots,K} \Lambda\min (\Sigma_k(0)) \right)}{\Lambda\min (\Sigma_k(0))}. \]  
\[ \text{(68)} \]

\[ \text{Proof. Let } S \text{ be the common support of } A_t^* \text{ defined in Assumption 1(a),} \]
\[ S_1 = \{i : (i, j) \in S\} \subset \{1, \ldots, p\} \quad \text{and} \quad S_2 = \{j : (i, j) \in S\} \subset \{1, \ldots, p\}. \]
Therefore by assumption, \(\max\{|S_1|, |S_2|\} \leq d_0\). With a permutation if necessary, without loss of generality, we have that \((S_1 \cup S_2) \subset \{1, \ldots, 2d_0\}\), which implies that each \(A_t^*\) has the block structure
\[ A_t^* = \begin{pmatrix} a_t^* & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{p \times p}, \]  
\[ \text{(69)} \]
where $a_i^* \in \mathbb{R}^{2d_0 \times 2d_0}$. Denote $S = (S_1 \cup S_2)^{\otimes 2} \subset \{1, \ldots, 2d_0\}^{\otimes 2}$. Note that $|S| \leq 4d_0^2$ and that $A_t^*(i, j) = 0$ if $(i, j) \in S^c$. For any realisation $X_t$ of such VAR(1) process with transition matrix $A_1$, the covariance of $X_t$ is of the form

$$\mathbb{E}(X_t X_t^\top) = \begin{pmatrix} \sigma_t & 0 \\ 0 & 0 \end{pmatrix},$$

where $\sigma_t \in \mathbb{R}^{2d_0 \times 2d_0}$. Since $\sigma_t$ is invertible, the matrix $A_t^*$ is unique and is of the same form as in (69). Since $\|A_t^*\|_{op} < 1$ for all $t \in I$, by assumption it holds that

$$\Lambda_{\max} \left( \sum_{t \in I} \mathbb{E}(X_t X_t^\top) (A_t^*)^\top \right) \leq \sum_{t \in I} \Lambda_{\max} \left( \mathbb{E}(X_t X_t^\top) \right)$$

and

$$\Lambda_{\min} \left( \sum_{t \in I} \mathbb{E}(X_t X_t^\top) \right) \geq \sum_{t \in I} \Lambda_{\min} \left( \mathbb{E}(X_t X_t^\top) \right).$$

Combining (67), (70) and (71) leads to

$$\|A_t^*\|_{op} \leq \frac{\Lambda_{\max} \left( \sum_{t \in I} \mathbb{E}(X_t X_t^\top) A_t^* \right)}{\Lambda_{\min} \left( \sum_{t \in I} \mathbb{E}(X_t X_t^\top) \right)} \leq \max_{k=0, \ldots, K} \frac{\Lambda_{\max}(\Sigma_k(0))}{\Lambda_{\min}(\Sigma_k(0))}.$$  

\[\Box\]

**Lemma 26.** For Model 1, under Assumption 1, if

$$\lambda \geq \lambda_2 = C_\lambda \sqrt{\log(n \vee p)}$$

with $C_\lambda$ an absolute constant, then with probability at least $1 - n^{-c}$,

$$\|\hat{A}_I^*(S^c)\|_1 \leq 3 \|\hat{A}_I^*(S)\|_1;$$

if in addition, the interval $I$ satisfies

$$|I| > \frac{4C_\lambda \log(n \vee p)d_0^2}{c_x^2},$$

then

$$\|A_I^* - \hat{A}_I^*\|_2 \leq \frac{C\lambda d_0}{\sqrt{|I|}} \quad \text{and} \quad \|A_I^* - \hat{A}_I^*\|_1 \leq \frac{C\lambda d_0^2}{\sqrt{|I|}},$$

where $C > 0$ is an absolute constant and $A_I^*$ is any matrix such that

$$\left( \sum_{t \in I} \mathbb{E}(X_t X_t^\top) \right) (A_I^*)^\top = \sum_{t \in I} \mathbb{E}(X_t X_t^\top) (A_t^*)^\top.$$

**Proof.** Due to Model 1, we have that $X_{\eta_k+1}$ and $X_{\eta_k}$ are independent, therefore

$$X_{\eta_k+1} - A_{\eta_k} X_{\eta_k} \not\sim \varepsilon_{\eta_k+1}.$$
As a remedy, let $\tilde{X}_{\eta_k}$ to be a latent random vector, which is a real predictor of $X_{\eta_k+1}$. Thus one can write

$$X_{\eta_k+1} - A_{\eta_k} \tilde{X}_{\eta_k} = \varepsilon_{\eta_k+1}.$$ 

The existence of $\tilde{X}_{\eta_k}$ is due to Model 1. Lemma 25 implies that $\|A_t^*\|_0 \leq 4d_0^2$, and that the support $S$ of $A_t^*$ is such that $S \subset S$.

Let $\Delta_t = A_t^* - \hat{A}_t^*$. From standard Lasso calculations, we have

$$\sum_{t \in I} \|\Delta_t X_t\|^2 + 2 \sum_{t \in I} (X_{t+1} - A_t^* X_t)^\top (\Delta_t X_t) + \lambda \sqrt{\max\{|I|, \log(n \vee p)\}} \|\hat{A}_t^*\|_1$$

$$\leq \lambda \sqrt{\max\{|I|, \log(n \vee p)\}} \|A_t^*\|_1. \quad (72)$$

Note that

$$\sum_{t \in I} (X_{t+1} - A_t^* X_t)^\top (\Delta_t X_t) = \sum_{t \in I} (X_{t+1} - A_t^* X_t)^\top (\Delta_t X_t) + \sum_{t \in I} \{(A_t^* - A_t^*)_t\}^\top (\Delta_t X_t)$$

$$= \sum_{t \in I \setminus \{\eta_k\}} \varepsilon_t \Delta_t X_t + \sum_{t \in \{\eta_k\} \cap I} \sum_{j,l} \eta_t \Delta_t X_t + \sum_{t \in I} \{(A_t^* - A_t^*)_t\}^\top (\Delta_t X_t)$$

$$= (I) + (II) + (III).$$

As for $(I)$, by Lemma 22(a), with probability at least $1 - 6(n \vee p)^{-c}$,

$$|(I)| \leq \|\Delta_t\|_1 C \max\{\sqrt{|I| \log(n \vee p)}, \log(n \vee p)\}.$$

As for $(III)$, we have

$$|(III)| \leq \|\Delta_t\|_1 \left\| \sum_{t \in I} X_{t}X_{t}^\top (A_t^* - A_t^*)_t \right\| \leq \max_{j,l \in \{1, \ldots, p\}} \left\| \sum_{t \in I} X_{t}(j)X_{t}^\top (A_t^* - A_t^*)_t \right\|.$$

In addition, it holds that

$$\mathbb{E} \left( \sum_{t \in I} X_{t}X_{t}^\top (A_t^* - A_t^*)_t \right) = 0,$$

due to (67). Let $v_t^l$ to be the $l$-th column of $(A_t^* - A_t^*_t)$. Then $\|v_t^l\|_2 \leq \|A_t^* - A_t^*_t\|_{\text{op}} \leq 2$.

Consider the process $\{V_t\} = \{(X_t^\top, X_t^\top v_t^l)\} \in \mathbb{R}^{p+1}$, $v = e_j$ for any $j = 1, \ldots, p$ and $u = e_{p+1}$, where $e_k \in \mathbb{R}^p$ with $e_{kl} = 1\{k = l\}$. Observe that

$$v^\top \sum_{t \in I} V_t V_t^\top u = \sum_{t \in I} X_t(j)X_t^\top (A_t^* - A_t^*)_t,$$

and

$$\text{Var}(X_t^\top v_t^l) \leq v_t^l E(X_t^\top X_t^\top) v_t^l \leq 8\pi \mathcal{M},$$

where $\|v_t^l\|_2 \leq 2$ and $\|E(X_t^\top X_t^\top)\|_{\text{op}} \leq 2\pi \mathcal{M}$ are used in the last inequality. It follows from Lemma 21(a) that with probability at least $1 - 6(n \vee p)^{-c}$,

$$\left| v \left( \sum_{t \in I} V_t V_t^\top \right) u \right| \leq 6\pi \mathcal{M} C_\beta d_0 \max\{\sqrt{|I| \log(n \vee p)}, \log(n \vee p)\},$$
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therefore
\[(III) \leq \|\Delta_I\|_1 6\pi M C_{\beta} \sqrt{d_0} \max\{\sqrt{|I| \log(n \lor p), \log(n \lor p)}\}.
\]

As for \((II)\), we have
\[(II) \leq \|\Delta_I\|_1 \left\| \sum_{t \in I} X_t (\tilde{X}_t - X_t)^\top (A_t^*)^\top \right\|_\infty
\]

For any row \(A_t^*(i)\), it holds that \(\|A_t^*(i)\|_0 \leq \|A_t^*\|_0 \leq d_0\), and \(\|A_t^*(i)\|_2 \leq \|A_t^*\|_{op} \leq 1\). It follows from Lemma 21(a) that with probability at least \(1 - 6(n \lor p)^{-c}\),
\[
\max_{i,j=1,\ldots,p} \left| \sum_{t \in \{\eta_k\} \cap I} X_t(i) X_t^\top A_t^*(j) \right| = \max_{i,j=1,\ldots,p} \left| \sum_{t \in \{\eta_k\} \cap I} X_t X_t^\top A_t^*(j) \right|
\leq 6\pi M \max\{\sqrt{|I| \log(n \lor p), \log(n \lor p)}\};
\]

and it follows from Lemma 21(b) that with probability at least \(1 - 6(n \lor p)^{-c}\),
\[
\max_{i,j=1,\ldots,p} \left| \sum_{t \in \{\eta_k\} \cap I} X_t(i) \tilde{X}_t^\top A_t^*(j) \right| = \max_{i,j=1,\ldots,p} \left| \sum_{t \in \{\eta_k\} \cap I} X_t \tilde{X}_t^\top A_t^*(j) \right|
\leq 6\pi M \max\{\sqrt{|I| \log(n \lor p), \log(n \lor p)}\}.
\]

Therefore, we have
\[(II) \leq 12\pi M \max\{\sqrt{|I| \log(n \lor p), \log(n \lor p)}\} \|\Delta_I\|_1.
\]

Thus (72) leads to
\[
\begin{align*}
\sum_{t \in I} \|\Delta_t X_t\|^2 + \lambda \max\{|I|, \log(n \lor p)\} \|\tilde{A}_t\|_1 & \leq \lambda \sqrt{\max\{|I|, \log(n \lor p)\}} \|A_t^*\|_1 \\
+ \|\Delta_I\|_1 (2C + 12\pi M + 24\pi M) \max\{\sqrt{|I| \log(n \lor p), \log(n \lor p)}\} & \leq \lambda \sqrt{\max\{|I|, \log(n \lor p)\}} \|A_t^*\|_1 + \lambda/2 \sqrt{\max\{|I|, \log(n \lor p)\}} \|\Delta_I\|_1.
\end{align*}
\]

which leads to the final claims combining the fact that \(\|A_t^*\|_0 \leq 4d_0^2\) and the standard treatments on Lasso estimation procedures as in Lemma 11. \(\square\)

### D Proof in Model 2

In view of Appendix A, in order to prove Corollary 3, we only need to provide the counterparts of Lemmas 9, 10, 11, 12 and 13, which are Lemmas 27, 22(a), 23, 24 and 29, respectively.

Note that we directly inherit Lemmas 22(a), 23 and 24 from the VAR(1) case, since they are identical in the VAR(L) case. Note that the final results can be traced in Table 1.

**Lemma 27.** For Model 2, under Assumption 2, for any interval \(I \subset \{1, \ldots, p\}\) satisfying
\[
|I| \geq 2 \max \left\{ \left( \frac{6 \times 54\pi M}{c^2} \right) \frac{\log(p)}{c}, KL \right\}, \quad (73)
\]


with probability $1 - 6n^{-c}$, it holds that for any matrix sequence $\{B[1], \ldots, B[L]\} \in \mathbb{R}^{p \times p}$,

$$\sum_{t \in I} \left\| \sum_{l=1}^{L} B[l] X_{t-l+1} \right\|_2^2 \geq \frac{|I\setminus J| c_x^2}{2} \|B\|_2^2 - C_x \log(p) \left( \sum_{l=1}^{L} \|B[l]\|_1 \right)^2,$$

where $C_x > 0$ is an absolute constant depending on all the other constants.

**Proof.** For any sequence of matrices $\{B[1], \ldots, B[L]\} \subset \mathbb{R}^{p \times p}$, let $B = (B[1], \ldots, B[L]) \in \mathbb{R}^{p \times p L}$. Let $Y_t = (X_t^T, \ldots, X_{t-L+1}^T)^T \in \mathbb{R}^{p L}$.

It follows from Lemma 22(b) that with probability at least $1 - 6n^{-c}$,

$$\sum_{t \in I} \|BY_t\|_2^2 \geq \frac{|I\setminus J| c_x^2}{2} \|B\|_2^2 - C_x \log(p) \|B\|_1^2,$$

where

$$J = \cup_{k=0}^{K} \{\eta_k + 1, \ldots, \eta_k + L\},$$

as long as

$$|I\setminus J| > \left( \frac{6 \times 54 \pi M}{c_x^2} \right) \log(p).$$

In addition, since $|J| \leq KL$ and

$$\sum_{t \in I} \|BY_t\|_2^2 \geq \sum_{t \in I\setminus J} \|BY_t\|_2^2,$$

the final result holds. \qed

**Lemma 28.** For Model 2, under Assumption 2, let $\Sigma_t$ be the covariance matrix of

$$Y_t = (X_t^T, \ldots, X_{t-L+1}^T)^T \in \mathbb{R}^{p L},$$

for each $t$. Let $m = |S|$. With a permutation if needed, suppose that each $A_t^*[l] \in \mathbb{R}^{p \times p}$, $t \in \{1, \ldots, n\}$ and $l \in \{1, \ldots, L\}$, has the block structure

$$A_t^*[l] = \begin{pmatrix} a_t[l] & 0 \\ 0 & 0 \end{pmatrix}, \quad (74)$$

where $a_t[l] \in \mathbb{R}^{2m \times 2m}$. Let the matrix $A_t^* \in \mathbb{R}^{p \times p L}$ satisfy

$$\sum_{t \in I} (A_t^*[1], \ldots, A_t^*[L]) \Sigma_t = A_t^* \sum_{t \in I} \Sigma_t. \quad (75)$$

Then the solution $A_t^*$ exists and is unique. It holds that

$$\|A_t^*\|_{op} \leq \max_{k=0, \ldots, K} \frac{\Lambda_{\max}(\Sigma_t)}{\Lambda_{\min}(\Sigma_t)}.$$

In addition, let

$$A_t^* = (A_t^*[1], \ldots, A_t^*[L]) \in \mathbb{R}^{p \times p L},$$

where $A_t^*[l] \in \mathbb{R}^{p \times p}$. Then $\|A_t^*[l]\|_0 \leq m^2$, $l \in \{1, \ldots, L\}$, and consequently $\|A_t^*\|_0 \leq Lm^2$. 46
Proof. It follows from (74), the covariance of $Y_t$ is of the form

$$
\Sigma_t = \begin{pmatrix}
\Sigma_t(1, 1) & \ldots & \Sigma_t(1, L) \\
\vdots & \ddots & \vdots \\
\Sigma_t(L, 1) & \ldots & \Sigma_t(L, L)
\end{pmatrix},
$$

where for $i \in \{1, \ldots, L\}$,

$$
\Sigma_t(i, i) = \begin{pmatrix}
\sigma_t(i, i) & 0 \\
0 & I
\end{pmatrix} \in \mathbb{R}^{p \times p},
$$

for some $\sigma_t(i, i) \in \mathbb{R}^{2m \times 2m}$; for $i, j \in \{1, \ldots, L\}$ with $i < j$,

$$
\Sigma_t(i, j) = \Sigma_t(j, i) = \begin{pmatrix}
\sigma_t(i, j) & 0 \\
0 & 0
\end{pmatrix},
$$

for some $\sigma_t(i, j) \in \mathbb{R}^{2m \times 2m}$. Since

$$
\Lambda_{\min} \left( \sum_{t \in I} \Sigma_t \right) \geq \sum_{t \in I} \Lambda_{\min}(\Sigma_t),
$$

the matrix $A^*_t$ exits and is unique. The bounds on the operator norm of $A^*_t$ follows from the same argument used in (68). By matching coordinates, (75) is equivalent to

$$
\left( \sum_{t \in I} \sum_{i=1}^L a_t[i] \sigma_t(i, j) \right) = \sum_{i=1}^L A^*_t[i] \left( \sum_{t \in I} \sigma_t(i, j) \right), \quad j = 1, \ldots, L.
$$

Let

$$
A^*_t[i] = \begin{pmatrix}
A^*_t[i](1, 1) & A^*_t[i](1, 2) \\
A^*_t[i](2, 1) & A^*_t[i](2, 2)
\end{pmatrix},
$$

where $A^*_t[i](1, 1) \in \mathbb{R}^{2m \times 2m}$. It suffices to show that in the above block structure, only $A^*_t[i](1, 1) \neq 0$, which implies that $\|A^*_t[i]\|_0 \leq 4m^2$. Since

$$
\sum_{t \in I} (a_t[1] \ldots a_t[L]) \begin{pmatrix}
\sigma_t(1, 1) & \ldots & \sigma_t(1, L) \\
\vdots & \ddots & \vdots \\
\sigma_t(L, 1) & \ldots & \sigma_t(L, L)
\end{pmatrix}
= \begin{pmatrix}
A^*_t[1](1, 1) & \ldots & A^*_t[L](1, 1)
\end{pmatrix} \sum_{t \in I} \begin{pmatrix}
\sigma_t(1, 1) & \ldots & \sigma_t(1, L) \\
\vdots & \ddots & \vdots \\
\sigma_t(L, 1) & \ldots & \sigma_t(L, L)
\end{pmatrix},
$$

by the uniqueness of $A^*_t$, $A^*_t[i](k, l) = 0$ for any $k = 2$. Since the matrix

$$
\sigma_t = \begin{pmatrix}
\sigma_t(1, 1) & \ldots & \sigma_t(1, L) \\
\vdots & \ddots & \vdots \\
\sigma_t(L, 1) & \ldots & \sigma_t(L, L)
\end{pmatrix}
$$

is the covariance matrix of $(X_t[1 : 2s]^{\top}, X_{t-1}[1 : 2s]^{\top}, \ldots, X_{t-L+1}[1 : 2s]^{\top})^{\top}$, we have that

$$
e_x \leq \Lambda_{\min}(\sigma_t) \leq \Lambda_{\max}(\sigma_t) \leq M, \quad \forall t,
$$

and that the matrix $\sum_{t \in I} \sigma_t$ is invertible. We therefore complete the proof. \qed
Recall that $S$ is the common support of $A_t^*[l]$, $l \in \{1, \ldots, L\}$, defined in Assumption 1(a). Let

$$S_1 = \{i : (i, j) \in S\} \subset \{1, \ldots, p\} \quad \text{and} \quad S_2 = \{j : (i, j) \in S\} \subset \{1, \ldots, p\}.$$  

By assumption, it holds that $\max\{|S_1|, |S_2|\} \leq |S| = d_0/L$. With a permutation on coordinates if necessary, without loss of generality, we assume that $S_1 \cup S_2 \subset \{1, \ldots, 2|S|\}$, which implies that for each $t$, $A_t^*$ has the block structure

$$A_t^* = \begin{pmatrix} a_t^* & 0 \\ 0 & 0 \end{pmatrix} \in \mathbb{R}^{p \times p},$$

where $a_t^* \in \mathbb{R}^{2|S| \times 2|S|}$. Denote

$$S = (S_1 \cup S_2)^{\otimes 2} \subset \{1, \ldots, 2|S|\}^{\otimes 2}. \tag{76}$$

Note that $|S| \leq 4|S|^2$ and that $A_t^*(i, j) = 0$ if $(i, j) \in S^c$. Let $X_t$ and $X_{t'}$ be two realisations generated from Model 2, then it holds that

$$\mathbb{E}(X_tX_{t'}^\top) = \begin{pmatrix} \sigma_{t,t'} & 0 \\ 0 & 0 \end{pmatrix}.$$

**Lemma 29.** Under Model 2 and Assumption 2, for any interval $I \in (s,e]$ satisfying (73), with

$$\lambda \geq \lambda_2 = C_\lambda \log(n \vee p),$$

and $C_\lambda > 0$ an absolute constant, it holds that with probability at least $1 - n^{-c}$,

$$\| (\hat{A}_1^*[1](S^c), \ldots, \hat{A}_L^*[1](S^c)) \|_1 \leq 3 \| (\hat{A}_1^*[1](S), \ldots, \hat{A}_L^*[1](S)) \|_1,$$

where $S$ is defined in (76). If in addition, the interval $I$ satisfies

$$|I| > \frac{4C_x \log(n \vee p) d_0^2}{C_x},$$

then

$$\| (A_1^*[1], \ldots, A_L^*[L]) - (\hat{A}_1^*[1], \ldots, \hat{A}_L^*[1]) \|_2 \leq \frac{C \lambda d_0}{\sqrt{|I|}},$$

and

$$\| (A_1^*[1], \ldots, A_L^*[L]) - (\hat{A}_1^*[1], \ldots, \hat{A}_L^*[1]) \|_1 \leq \frac{C \lambda d_0}{\sqrt{|I|}},$$

where $C > 0$ is an absolute constant and $(A_1^*[1], \ldots, A_L^*[L]) \in \mathbb{R}^{p \times pL}$ is any matrix such that

$$(A_1^*[1], \ldots, A_L^*[L]) \left( \sum_{l \in I} \mathbb{E}(Y_lY_l^\top) \right) = \sum_{l \in I} (A_1^*[1], \ldots, A_L^*[L]) \mathbb{E}(Y_lY_l^\top). \tag{77}$$

**Proof.** Let $A_t^*$ be defined as (77). By Lemma 28, $A_t^*[l]$, $l \in \{1, \ldots, L\}$, is supported on $S$, and it suffices to show that

$$\sum_{l=1}^L \| \hat{A}_t[l] - A_t^*[l] \|_1 \leq \frac{CL^2|S|^2 \lambda}{\sqrt{|I|}}.$$
where \( C > 0 \) is an absolute constant.

**Step 1.** For \( l \in \{1, \ldots, L\} \), let \( \Delta[l] = A^*_{t}[l] - \hat{A}_{t}[l] \). Standard calculations lead to

\[
\sum_{t \in I} \left\| \sum_{i=1}^{L} \Delta[l]X_{t+1-l} \right\|_2^2 + 2 \sum_{t \in I} (\Delta[l]X_{t+1-l})^T \left( X_{t+1} - \sum_{i=1}^{L} A^*_{t}[l]X_{t+1-l} \right) + \lambda \sqrt{|I|} \sum_{l=1}^{L} \| \hat{A}[l] \|_1 \leq \lambda \sqrt{|I|} \sum_{l=1}^{L} \| A^*_{t}[l] \|_1, \tag{78}
\]

Denote \( \mathcal{I}_k = [\eta_k, \eta_k + L - 1] \) and \( \mathcal{I} = \bigcup_{k=1}^{K} \mathcal{I}_k \). Let \( \tilde{Y}_t = (\tilde{X}^T_t, \ldots, \tilde{X}^T_{t-L+1})^T \) be the predictor of \( X_{t+1} \). Note that \( \tilde{Y}_t \neq Y_t = (X^T_t, \ldots, X^T_{t-L+1})^T \) only at \( t \in \mathcal{I} \). Observe that (78) gives

\[
\sum_{t \in I} (\Delta Y_t)^T (X_{t+1} - A^*_{t}Y_t) = \sum_{t \in I} (\Delta Y_t)^T \left\{ (X_{t+1} - A^*_{t}\tilde{Y}_t) + A^*_{t}(\tilde{Y}_t - Y_t) + (A^*_{t} - \hat{A}^*_{t})Y_t \right\} = \sum_{t \in I} (\Delta Y_t)^T A^*_{t}(\tilde{Y}_t - Y_t) + \sum_{t \in I} (\Delta Y_t)^T (A^*_{t} - \hat{A}^*_{t})Y_t = (I) + (II) + (III).
\]

**Step 2.** As for term \((I)\), by Lemma 21(b) and the assumption that \( \lambda \geq C_{\lambda} \sqrt{\log(p)} \), it holds that

\[
| (I) | \leq \| \Delta \|_1 \max_{i=1, \ldots, L} \left\| \sum_{t \in I} X_{t+1-l} \epsilon_t^T \right\|_\infty \leq \frac{\lambda}{10} \sqrt{|I|} \| \Delta \|_1.
\]

**Step 3.** As for term \((II)\), denote \( A_{i}^* \) as the \( i \)-th row of \( A_{t}^* \). It holds that

\[
| (II) | \leq \| \Delta \|_1 \max_{i=1, \ldots, p} \max_{j=1, \ldots, Lp} \left| \sum_{t \in \mathcal{I}} A_{i}^*(t)(\tilde{Y}_t - Y_t)Y_t(j) \right| \\
\leq \| \Delta \|_1 L \max_{i=1, \ldots, p} \max_{j=1, \ldots, Lp} \max_{\eta_k \in \mathcal{I}} \left| \sum_{\eta_k \in \mathcal{I}} A_{i}^*_{\eta_k-1+l}(i)(\tilde{Y}_{\eta_k-1+l} - Y_{\eta_k-1+l})Y_{\eta_k-1+l}(j) \right|.
\]

Observe that \( (\tilde{Y}_{\eta_k-1+l} - Y_{\eta_k-1+l})Y_{\eta_k-1+l}(j) \) and \( (\tilde{Y}_{\eta_{k'}-1+l} - Y_{\eta_{k'}-1+l})Y_{\eta_{k'}-1+l}(j) \) are independent if \( |k - k'| > 1 \). Therefore with probability at least \( 1 - n^{-6} \),

\[
\sum_{\eta_k \in \mathcal{I}} A_{i}^*_{\eta_k-1+l}(i)(\tilde{Y}_{\eta_k-1+l} - Y_{\eta_k-1+l})Y_{\eta_k-1+l}(j) \\
= \left( \sum_{k: k \text{ is odd}} + \sum_{k: k \text{ is even}} \right) A_{i}^*_{\eta_k-1+l}(i)(\tilde{Y}_{\eta_k-1+l} - Y_{\eta_k-1+l})Y_{\eta_k-1+l}(j) \\
\leq 2C_{\lambda} \max \{ \sqrt{K \log(Lp)} , \log(Lp) \},
\]

where the last inequality follows from standard tail bounds for the sum of independent sub-exponential random variables together with the observations that \( \| A_{t}(i)^* \|_2 \leq \| A_{t}^* \|_{op} \leq 1 \) for all \( t \). Therefore

\[
| (II) | \leq C_{\lambda} \| \Delta \|_1 L \max \{ \sqrt{K \log(p)} , \log(p) \} \leq \left( \frac{\lambda}{10} \right) \sqrt{|I|} \| \Delta \|_1,
\]

}\]
where $|I| \geq 2CL^2|S|^2K\log(p)$ and $\lambda \geq C\lambda\sqrt{\log(n \vee p)}$ are used in the last inequality.

**Step 4.** As for term $(III)$, we have that

$$
|(III)| \leq \|\Delta\|_1 \max_{i=1,\ldots,p} \max_{j=1,\ldots,L_p} \left| \sum_{t \in I} (A^*_t(i) - A^*_t(i))Y_tY_t(j) \right|
$$

$$
\leq \|\Delta\|_1 \max_{i=1,\ldots,p} \max_{j=1,\ldots,L_p} \left| \sum_{t \in I} (A^*_t(i) - A^*_t(i))\tilde{Y}_t\tilde{Y}_t(j) \right|
$$

$$
+ \|\Delta\|_1 \max_{i=1,\ldots,p} \max_{j=1,\ldots,L_p} \left| \sum_{t \in I} (A^*_t(i) - A^*_t(i))(\tilde{Y}_t - Y_t)\tilde{Y}_t(j) \right|
$$

$$
+ \|\Delta\|_1 \max_{i=1,\ldots,p} \max_{j=1,\ldots,L_p} \left| \sum_{t \in I} (A^*_t(i) - A^*_t(i))(\tilde{Y}_t - Y_t)\tilde{Y}_t(j) \right|
$$

$$
=(III.1) + (III.2) + (III.3).
$$

Using the same arguments as in **Step 3**, we have that

$$
|(III.3)| = \|\Delta\|_1 \max_{i=1,\ldots,p} \max_{j=1,\ldots,L_p} \left| \sum_{t \in I} (A^*_t(i) - A^*_t(i))(\tilde{Y}_t - Y_t)\tilde{Y}_t(j) \right| \leq (\lambda/10) \sqrt{|I|}\|\Delta\|_1
$$

and $|(III.1)| \leq (\lambda/10) \sqrt{|I|}\|\Delta\|_1$. Due to the construction of $A^*_t$, it holds that

$$
\mathbb{E} \left( \sum_{t \in I} (A^*_t - A^*_t)\tilde{Y}_t\tilde{Y}_t^T \right) = 0.
$$

Denote $v_t[i] = A^*_t(i) - A^*_t(i)$. Observe that

$$
\|v_t[i]\|_2 \leq \|A^*_t(i) - A^*_t(i)\|_{\text{op}} \leq 2.
$$

Consider the VAR process $V_t = (\tilde{Y}_t^T, \tilde{Y}_t^Tv_t[i])^T \in \mathbb{R}^{p+1}$. Since

$$
e_{p+1} \sum_t V_tV_t^T e_j = \sum_t v_t[i]\tilde{Y}_t\tilde{Y}_t(j),
$$

and that $\{\tilde{Y}_t\}$ is a VAR(1) change point process, Lemma 21(a) gives

$$
\mathbb{P} \left( \left| \sum_{t \in I} v_t[i]\tilde{Y}_t\tilde{Y}_t(j) - \mathbb{E} \left( \sum_{t \in I} v_t[i]\tilde{Y}_t\tilde{Y}_t(j) \right) \right| \geq 12\mathcal{M}\sqrt{|I|\log(pm)} \right) \leq \frac{1}{n^3p^3}.
$$

Therefore if $\lambda \geq C\mathcal{M}\sqrt{\log(pm)}$, then with probability less than $1/(p^3n^3)$,

$$
\left| \sum_{t \in I} v_t[i]\tilde{Y}_t\tilde{Y}_t(j) \right| \geq \frac{\lambda\sqrt{|I|}}{10}.
$$

So it holds that

$$
(III) \leq \frac{\lambda}{10} \sqrt{|I|}\|\Delta\|_1.
$$
Step 5. The previous calculations give

\[ \sum_{t \in I} (\Delta Y_t)^2 + \frac{\lambda}{2} \sqrt{T} \sum_{l=1}^{L} \| \Delta[l] (S^c) \|_1 \leq (3\lambda/10) \sqrt{T} \| \Delta(S) \|_1 \leq (3\lambda/5) \sqrt{T} \sum_{l=1}^{L} \| \Delta[l] (S) \|_1, \]

where \(|S| \leq 4L|S|^2\). With the restricted eigenvalue condition in Lemma 27, standard Lasso calculations yields the desired results.
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