BayesBeat: A Bayesian Deep Learning Approach for Atrial Fibrillation Detection from Noisy Photoplethysmography Data
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Abstract—The increasing popularity of smartwatches as affordable and longitudinal monitoring devices enables us to capture photoplethysmography (PPG) sensor data for detecting Atrial Fibrillation (AF) in real-time. A significant challenge in AF detection from PPG signals comes from the inherent noise in the smartwatch PPG signals. In this paper, we propose a novel deep learning-based approach, BayesBeat that leverages the power of Bayesian deep learning to accurately infer AF risks from noisy PPG signals, and at the same time provide the uncertainty estimate of the prediction. BayesBeat is efficient, robust, flexible, and highly scalable which makes it particularly suitable for deployment in commercially available wearable devices. Extensive experiments on a recently published large dataset involving over 170 individuals reveal that our proposed method BayesBeat substantially outperforms the existing state-of-the-art methods.
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I. INTRODUCTION

Atrial fibrillation (AF) is the most prevalent form of arrhythmia, a type of heart disease, characterized by inconsistent beating pattern and abnormal heart activity. Early diagnosis of AF can significantly reduce the risk of death from a cardiac attack. As most of the AF events are asymptomatic at the initial stage, periodic clinical ECG assessment has a very low likelihood of detecting paroxysmal AF [1]. The increasing popularity of smartwatches or fitness trackers equipped with PPG sensors essentially use reflection intensity of emitted light with the body part to monitor volumetric blood flow alterations, which are ultimately converted to heart rate and heart beating patterns. Hence, proper contact with the body is fundamental to capturing noise-free signals. However, several recent studies show that motion artifacts during activities can significantly deteriorate the accuracy of heart rate calculation [2], [3]. Furthermore, skin tone [4], [5] and fastening belt pressure [6] have also been attributed to the source of noise in PPG signals.

Hence, both noise artifacts and the existence of AF can cause irregular pulse-to-pulse interval in PPG signals, which pose a major challenge in detecting AF from the captured signals.

A large body of research works in this domain rely on handcrafted feature extraction from PPG signal to differentiate between AF and non-AF signals [7]–[10]. These approaches do not yield satisfactory prediction performance as high noise negatively affects the feature extraction phases. Inspired by the success of deep learning-based techniques in ECG classification, a few recent approaches apply deep convolutional neural network (CNN) for prediction of risks from smartwatch PPG data [11]–[13].

Aliamiri and Shen [12] collected PPG signals in a controlled environment and filtered out the poor quality signals to increase detection accuracy. As this solution was not suitable for deployment in ambulatory setting, the authors later proposed to use ResNeXt [14] architecture without any explicit filtering step [13]. However, since significant portions of PPG signals are noisy the proposed model fails to accurately infer AF labels for those segments.

To address the issue of noise, Elgendi et al. proposed a signal quality index that categorizes PPG signals into three classes: excellent, acceptable (good), and unfit (poor) for diagnosis [16]. In a recent work [15], Torres et al. proposed a multi-task approach, where they first estimate the signal quality, and then in the next phase, detect AF with signals that are of excellent qualities. This state-of-the-art work has several limitations. They learn signal quality estimation in a supervised manner that requires huge human involvement for quality label annotation. To reduce the human effort, they manually annotate a part of the dataset using [16] and then label the rest of the dataset using a separate model trained on...
obviates the requirement of any supervision for signal quality estimation as the model itself learns to distinguish between (i.e. stochasticity of data resulting from input noise), which (ii) uncertainty guarantee:

BayesBeat

The advantage of BayesBeat is multi-fold: (i) robust: can handle noisy PPG data and also avoid over-fitting for a small dataset, (ii) efficient and scalable: requires much fewer parameters, yet achieves state-of-art performance guarantee, which makes it suitable for low-end handheld devices, and (iii) uncertainty guarantee: gives aleatoric uncertainty (i.e. stochasticity of data resulting from input noise), which obviates the requirement of any supervision for signal quality estimation as the model itself learns to distinguish between AF related and motion-induced irregularities in PPG signals.

We have conducted an extensive set of experiments with our model and compared it against the state-of-the-art AF detection algorithms with the largest publicly available Stanford wrist photoplethysmography dataset [15]. Our proposed model BayesBeat significantly outperforms state-of-the-art AF detection methods achieving 7.1-9.2% higher F1-score than [13] and 10-20% higher F1-score than [15].

In summary, we have made the following contributions:

1. We propose a novel deep learning based approach, namely BayesBeat, to automatically detect AF from PPG signals.
2. BayesBeat provides an uncertainty guarantee of the prediction, which can be handy in a real-world setting with noisy PPG data.
3. Our experimental results show that BayesBeat requires significantly less number of parameters, and outperforms state-of-the-art methods, which makes it suitable for low-end wearable devices.

II. RELATED WORK

Existing works on AF detection from PPG data can be divided into three categories: traditional statistical analysis, classical machine learning (ML) based methods, and deep learning (DL) based methods.

Traditional Statistical Analysis Approaches: Most of the statistical approaches involved extracting different features from rhythm data, e.g. R to R interval, Shannon entropy, RMSSD, Poincare plot, etc. Each of these features was analyzed extensively to determine thresholds for Atrial Fibrillation detection [17], [18]. To handle noise artifacts in extracted signals, some later works also added movement detection to fix the thresholds [19], [20]. However, such simple measures did not achieve clinically useful performance in AF detection.

Classical Machine Learning based Approaches: To improve performance over statistical approaches, several machine learning algorithms have been applied to comprehensive features extracted from PPG data. SVM [7], [8], logistic models [21]–[23], KNN [9], decision trees [10] have replaced traditional threshold-based detection allowing to capture complex relationship between different parameters. However, the success of these methods relied heavily on elaborate feature engineering by domain experts, which is quite challenging for inherently noisy PPG signals due to motion artifacts.

Deep Learning (DL) based Approaches: Unlike other machine learning methods, deep learning algorithms can learn complex feature representations eliminating the requirement of hand-picked features. Consequently, state-of-the-art AF detection algorithms leverage deep learning for accurate prediction. Aliamiri and Shen [12] proposed a convolutional recurrent hybrid model for AF detection. They also used a separate quality assessment network for estimating signal quality. However, since they only worked with controlled environment data, it was not suitable for usage in an ambulatory noisy setting. To alleviate this problem, in a later work [13], they used 1D ResNeXt architecture [14], a model with over 7.5 million parameters which they found to be robust against noise artifacts. Nevertheless, a model that considers all signal segments equally is not practical in the real world setting, since a significant portion of signals gets heavily distorted by noise artifacts.
from micro-movement, uneven skin contact, etc. Furthermore, a computation heavy model like ResNeXt is not suitable to be deployed in consumer devices with limited power. Poh et al. [24] used convolutional neural network for AF prediction. However, their study was limited to fingertip PPG records in clinical setting, which are less susceptible to input noise. To assess the problems related to noise, recently Torres et al. [15] collected a large dataset involving both AF and non-AF individuals. Besides, for supervised training of signal quality, they labeled each signal segment with corresponding quality index [16]. This labeling process is partially done manually which is later utilized by a separate model for labeling the rest of the dataset. However, the automated labeling can be erroneous, and labeling errors can propagate to the final AF detection model leading to suboptimal performance.

III. PROBLEM FORMULATION

Let \( X = \{X_k\}, k = 1, 2, ..., N \) be the set of \( N \) PPG signal segments obtained from wearable PPG sensors. Each segment \( X_k \) is of length \( l \), i.e., \( X_k \in \mathbb{R}^l \). Our goal is to predict AF label \( Y_k \in \{0, 1\} \), which represents negative (Normal Sinus Rhythm) or positive (Atrial Fibrillation), for each given \( X_k \in X \). We refer to this as the Atrial Fibrillation (AF) detection problem.

A major challenge in AF detection from wearable PPG signals is the inherent noise due to the physical limitation of the current wearable technology and motion artifacts of the carrier. Figure 1 shows example signals from the Stanford wearable Photoplethysmography dataset [15], where we can see Excellent, Good, and Poor signals of both AF and non-AF categories. Existing methods [15] fail to capture these noises and sometimes mis-interpret these noises (Figure 1b), which may lead to poor performance in AF detection from noisy signals.

To overcome the above challenges in dealing with the varying degree of noise in input signals, we propose a Bayesian convolutional neural network architecture, BayesBeat. The key intuition of BayesBeat is to exploit the Bayesian deep learning based approach to capture the inherent uncertainty in the noisy PPG signals. Predictions on noisy signals are likely to yield high uncertainty scores. Hence the uncertainty score works as a proxy for signal quality, eliminating the need for a separate signal quality estimation model.

IV. OUR APPROACH: BAYESBEAT

In this section, we first give an overview of the Bayesian deep learning approach and then present the detailed formulation of our proposed Bayesian networks followed by the probabilistic inference. After that, we describe our BayesBeat architecture. Finally, we present our BayesBeat training algorithm.

A. Bayesian Deep Learning

Bayesian deep learning has recently shown its promise to capture uncertainty in real-world data by learning posterior distributions of the weights from training data sets. Formally, given a training dataset \( \mathcal{D} \), we first learn the posterior distribution of the weights \( P(\mathbf{w}|\mathcal{D}) \). Then, by using this posterior, the distribution of predicted label \( y' \) given unseen test data \( x' \), is computed as \( P(y'|x') = E_{P(\mathbf{w}|\mathcal{D})}[P(y|x', \mathbf{w})] \) [25].

However, computing the exact posterior requires the calculation of the probability of evidence \( P(\mathcal{D}) \), which is computationally intractable due to the high dimensionality of model parameters and real-world data. Hence, several techniques have been proposed for approximating posterior distribution [25]–[27]. Blundell et al. [25] proposed a backpropagation compatible algorithm Bayes by backprop for approximating the posteriors. Later Kingma et al. [26] employed a local reparameterization trick to achieve greater efficiency and lower variance gradient estimates. We adapt the above two techniques [25], [26] to model our posterior distribution and detect AF from PPG signals. Note that, Bayesian deep learning can also be achieved by using simple Monte Carlo dropout (Gal et al. [27]). However, recent studies suggest that this approach lacks expressiveness and does not fully capture the uncertainty in model predictions [28].

B. Modeling Bayesian Networks for BayesBeat

Unlike traditional deep learning layers that learn weights as points, all the parameter weights of our network are posterior probability distributions. As a result, the outputs of the network are probabilities from which we can calculate the uncertainty of a decision taken by the network. Figure 2(a) shows a high-level representation of how an input is transformed into output distributions by using a 1D Bayesian convolutional layer.

As the exact computation of posterior is intractable, our target is to approximate the true posterior \( P(\mathbf{w}|\mathcal{D}) \). For this, we first learn parameters \( \theta \) for computing distribution of weights \( q(\mathbf{w}|\theta) \) from which we can approximate \( P(\mathbf{w}|\mathcal{D}) \). To do this, we minimize the Kullback-Leibler (KL) divergence between \( q(\mathbf{w}|\theta) \) and \( P(\mathbf{w}|\mathcal{D}) \), i.e., the goal is to minimize the cost function \( \mathcal{F}(\mathcal{D}, \theta) = KL[q(\mathbf{w}|\theta) \parallel P(\mathbf{w}|\mathcal{D})] \). After performing algebraic simplifications [25], the above minimization target can be expressed as follows:

\[
\mathcal{F}(\mathcal{D}, \theta) = KL[q(\mathbf{w}|\theta) \parallel P(\mathbf{w})] - E_{q(\mathbf{w}|\theta)}[\log P(\mathcal{D}|\mathbf{w})] \tag{1}
\]

The second term in this cost function is the negative log likelihood loss which depends on the dataset \( \mathcal{D} \). On the other hand the first part depends on the selected prior \( P(\mathbf{w}) \) for the parameters. Following the strategies of previous works in Bayesian deep learning, we choose a simple prior \( \mathcal{N}(0, I) \).

Since exact calculation of KL is also intractable, a closed form is formed from Equation (1) which approximates the KL by drawing \( n \) Monte Carlo samples:

\[
\mathcal{F}(\mathcal{D}, \theta) \approx \sum_{k=1}^{n} \log q(\mathbf{w}^{(k)}|\theta) + \log P(\mathbf{w}^{(k)}) - \log P(\mathcal{D}|\mathbf{w}^{(k)}) \tag{2}
\]

Here, \( \mathbf{w}^{(k)} \) is the \( k^{th} \) Monte Carlo sample drawn from the posterior estimate \( q(\mathbf{w}|\theta) \). Note that, cases where closed forms of KL can be computed, Equation (2) still performs equally well [25].
In Bayesian deep learning models, batch normalization and dropout can perturb the actual likelihood function, which may affect overall performance. We face similar outcomes with dropout as [30], i.e. incorporating dropout decreases model performance. However, batch normalization induces performance improvement. Consequently, batch normalization is employed for the final six stages of convolution while no dropout is employed at any stage of the network.

Algorithm 1: Training BayesBeat with BBB

Input: parameters, $\theta = (\mu, \rho)$, minibatches, $D = \{D_1, D_2, \ldots, D_M\}$ number of draws, $n$

Output: Updated model parameters, $\theta_{out}$

for $i = 1 \rightarrow M$ do
    cost = 0
    $\lambda_i = \text{getLambda}(i, M)$
    for $k = 1 \rightarrow n$ do
        Sample $\epsilon \sim \mathcal{N}(0, I)$
        $w = \mu + \log[1 + \exp(\rho)] \circ \epsilon$
        $\text{term}_{\text{prior}} = \log q(w^{(k)} | \theta) + \log P(w^{(k)})$ (Eq. 2)
        $\text{term}_{\text{likelihood}} = -\log P(D|w^{(k)})$
        cost = cost + $\lambda_i \text{term}_{\text{prior}} + \text{term}_{\text{likelihood}}$
    end do
    find the gradients by backpropagating cost with respect to $\theta$
    update parameters $\theta = (\mu, \rho)$ with the computed gradients
end do

\[ \theta_{out} = \theta \]

E. Training

The cost function in Equation 1 needs to be optimized by minibatch gradient descent. Since optimization has to be done on different minibatches of same size, the prior dependent part of Equation 1 requires to be weighted. Consequently, the cost function for minibatch $i$ becomes:

\[ \mathcal{F}_i(D_i, \theta) = \lambda_i KL[q(w | \theta) \| P(w)] - \mathbb{E}_{q(w | \theta)}[\log P(D_i | w)] \quad (5) \]

The choice of $\lambda_i \in [0, 1]$ is a crucial factor for the performance of Bayesian deep learning models, which is an ongoing topic of research [30]. In our case $\lambda_i = 0$ induces overfitting and $\lambda_i = 1$ induces underfitting of the training dataset. Intuitively, these are expected as the KL term works like a regularization factor for the cost function. We also investigate different $\lambda$ values proposed in [25, 31] and achieve the best performance from the one by Blundell et al. [25]. Consequently, we select $\lambda_i = \frac{M}{2^i}$ scaled by a factor of $10^{-5}$, where $M$ is the total number of minibatches. We use the additional scaling term as smaller weights tend to perform better for several learning tasks [30].

We adapt the training pipeline of BayesByBackprop (BBB) [25] for training our model following the PyTorch implementation in [32]. The details of the training are presented in Algorithm 1. While Algorithm 1 performs reasonably well for the training, using local reparameterization...
trick [26] on top of that makes training faster. Here, instead of sampling the weights, the activations are sampled, resulting in variance reduction of gradients. We chose $\text{batch size} = 512$, and trained our network for 50 epochs with a learning rate of $1 \times e^{-3}$. For optimizer, we chose Adam [33]. During the training, the best model was selected based on the validation set performance. The whole model was trained using an i7-7700 workstation with 16 GB of RAM, and a GTX 1070 GPU for 1.5 days.

V. EXPERIMENTS

To test the efficacy of our proposed model BayesBeat, we extensively evaluate the performance of our approach and compare it with two state-of-the-art deep learning based approaches (Shen et al., 2019 [13] and Torres et al., 2020 [15]) for AF detection.

A. Dataset

To evaluate different models, we have used the largest publicly available dataset, which we refer to as the Stanford Wearable Photoplethysmography Dataset. This dataset is recently made public by Torres et al. with their work DeepBeat [15]. The dataset contains more than 500K signal segments from a total of 173 individuals (107 AF subjects and 66 non-AF subjects). Each of the data segments is 25s long sampled at 128 Hz and later downsampled to 32 Hz. These datasets contain sufficiently noisy signal segments that conform to the real-world settings in the ambulatory environment.

The dataset is also supplemented with three types of signal labels, i.e., Poor, Good, and Excellent. However, only a portion of them are labeled by human; the rest of them are generated from a model trained on the human-labeled portion. While this process makes it easy to label such a huge dataset, it also generates some imprecise labels in the dataset which can make downstream models vulnerable to error propagation. Figure 1 (b) shows such instances where the accompanying quality labels do not represent the true quality of the signal. Considering these pitfalls, instead of using the given labels, we use the uncertainty estimation from our BayesBeat model to account for the prediction.

Distribution and Pre-processing: We address some distribution issues present in the original train, validation, test split of the dataset. In the originally published dataset, the test set is extremely small and there are overlapping signal segments that introduce the repetition of the same segments in different test samples. Furthermore, the ratio of AF and non-AF subjects are also very different from that of the train and validation sets. Due to these issues, the test set can misrepresent the performance of a model. Because of these distribution issues, while the proposed model in [15] reported exceptional performance in test set (sensitivity: 0.98, specificity: 0.99, F1-score: 0.96), the performance is poor in the validation set (sensitivity: 0.59, specificity: 0.995, F1 score: 0.69) and train set (sensitivity: 0.59, specificity: 0.998, F1 score: 0.74).

To address these problems, we redistribute the whole dataset and split 70% of it as train, 15% as validation, and 15% as test sets. Furthermore, we removed all overlapping signal segments from the validation and test set to ascertain that the same windows are not counted multiple times during evaluation. No subjects were overlapping across train, validation, and test sets. In our distribution, the ratio of AF and non-AF segments in test set (0.39) is also very close to the actual dataset (0.38) which ensures that we get the actual representation of the performance.

For preprocessing, all the signals are first bandpass-filtered, and then the signal values are standardized to [0,1].

B. Evaluation Metrics and Baselines

To evaluate different models, we have used a wide range of metrics that include Recall (Sensitivity), Specificity (True Negative Rate, TNR), Precision (Positive Predictive Value, PPV), and F1-Score. These metrics can be formally expressed as follows.

$$\text{Recall} = \frac{TP}{TP + FN}$$

$$\text{Specificity} = \frac{TN}{TN + FP}$$

$$\text{Precision} = \frac{TP}{TP + FP}$$

$$F1 = \frac{2 \times (\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}$$

Here, TP (True Positive) is the number of positive signals correctly classified by the model, TN (True Negative) is the number of negative signals correctly classified by the model, FP (False Positive) is the number of signals falsely classified as positive, and FN (False Negative) is the number of signals falsely classified as negative.

We also use AUC, area under ROC curve and Matthews Correlation Coefficient (MCC) as our evaluation metrics. Though AUC is commonly used in the prior works, it can give misleading performance representation for class imbalance dataset; whereas MCC is particularly effective in assessing the performance of a binary classifier in case of imbalanced data [34].

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

We compare our results against the most recent state-of-the-art works by Shen et al. [13] and Torres et al. [15]. For [13], we implemented the 1D ResNeXt architecture having over 7.5 million parameters with the same network and hyperparameter settings as stated in the paper. We found that this network fits the training data quite easily irrespective of signal quality, which eventually leads to overfitting. On the other hand, Torres et al. provided the architecture of their model “DeepBeat” which we first pre-train as in [15] and then train on the redistributed dataset. This baseline has a separate signal quality estimation part, with which the excellent quality signals can
TABLE I: Performance of AF detection from Photoplethysmography data. Lowest performance for each metric is shown in gray while the highest performance is bolded.

|                  | Sensitivity | Specificity | Precision | F1 Score | AUC | MCC |
|------------------|-------------|-------------|-----------|----------|-----|-----|
| Shen et al., 2019 [13] | 0.664       | 0.819       | 0.706     | 0.684    | 0.806 | 0.489 |
| Torres et al., 2020 [15] (Deepbeat) | **0.803**    | 0.568       | 0.548     | 0.652    | 0.774 | 0.370 |
| Torres et al., 2020 [15] (Deepbeat, Excellent only) | 0.688       | 0.845       | 0.498     | 0.580    | 0.841 | 0.474 |
| BayesBeat        | 0.726       | 0.723       | 0.631     | 0.675    | 0.796 | 0.441 |
| BayesBeat (uncertainty threshold = 0.05) | 0.728       | 0.893       | 0.784     | 0.755    | 0.860 | 0.652 |
| BayesBeat (uncertainty threshold = 0.01) | 0.736       | **0.918**   | **0.820** | **0.776** | **0.872** | **0.673** |

be separated first, and then the model performance can be measured only on the excellent signals. Therefore, we include its performance both in the “raw” form and in excellent signals only (denoted as “Excellent only”).

C. Results

Table II shows the summary results of different models, where we compare the sensitivity (recall), specificity, precision, F1-score, AUC, and MCC of our proposed method BayesBeat against state-of-the-art baselines. More specifically, we show three versions of BayesBeat by varying uncertainty thresholds (no threshold, 0.05, and 0.01). These variations essentially demonstrate how BayesBeat generates high uncertainty scores for noisy signals and filtering such signals by setting low uncertainty threshold substantially improves detection performance.

We observe that BayesBeat, with its uncertainty estimation capability, significantly outperforms all the state-of-the-art methods. Compared to [13], BayesBeat achieves 7.1% - 9.2% higher F1 score (depending on the selected uncertainty threshold). BayesBeat also outperforms DeepBeat (Torres et al. [15]) by a large margin (10-20% depending on DeepBeat’s excellent signal separation). It is noted that while DeepBeat achieves a 0.8 sensitivity score when no extra excellent signal separation stage is applied, this severely affects other metrics resulting in the lowest performance (Specificity, AUC, MCC) rendering it unsuitable for any practical application.

Furthermore, we observe that as we filter out signals beyond selected thresholds, the performance increases significantly. This phenomenon indicates that signals with high noise usually results in high uncertainty scores. In summary, BayesBeat consistently outperforms the state-of-the-art methods, and at the same time provides an uncertainty estimate of the results based on the signal noise, which indicates the efficacy and robustness of our proposed approach.

VI. MODEL ANALYSIS

A. Transformed feature map visualization

Figure 3 shows the t-SNE visualization [35] of the transformed features from the linear layer of our network. For this visualization, we channel the test set through our network with an uncertainty threshold of 0.05. We can see the separation between the AF and non-AF records is quite prominent in this transformed feature space generated by our model. While the non-AF and AF records form separate clusters, in the top left part we can see another small cluster of AF records which is situated relatively closer to the Non-AF cluster. These are the records for which the network is relatively less confident about whether the rhythm irregularity is due to Atrial Fibrillation or from the input noise. Thereby, our model places these data in a separate cluster. This demonstrates that BayesBeat effectively learns to distinguish between AF and non-AF PPG records even in challenging situations.

B. Uncertainty Estimation

As discussed, uncertainty estimation is a vital part of our model which makes it robust against PPG signal noise. In Figure 4 we present a few representative signals from the test set and the generated uncertainty scores from our model. We can see that signal (a) and signal (b) in this figure are heavily perturbed from input noise losing almost all input features that can be used for AF detection. In this case, our model generates high uncertainty scores (0.242 and 0.246) indicating that it is less certain about the decision from these inputs. On the other hand, signal (c) and signal (d) are comparably less noisy, and the beat patterns are also clearly visible, which is the key information required for AF detection. Here, our model also generates very low uncertainty scores (0.004 and
Fig. 4: Uncertainty scores of different types of signals from our test set. Signal (a) and (b) got heavily perturbed from input noise. Consequently, our model generates high uncertainty scores. Signal (c) and (d) on the other hand are less noisy, and our model thus generates very low uncertainty scores.

C. Model performance in different uncertainty thresholds

In Figure 5, we present the performance of our model (F1-score and AUC) in different uncertainty thresholds. As we decrease the threshold value, the performance of the model gradually increases. Setting the uncertainty threshold to 0.01 increases the F1-score by 10% and AUC by 8% over no thresholding. Furthermore, this uncertainty scoring scheme can be very useful for commercial smartwatches, where system manufacturers can determine the best balance between performance and rate of noisy signal filtration. These uncertainty scores can also be used for weighted averaging the decisions for the signal segments collected from a specific user to provide a potential warning about possible Atrial Fibrillation.

VII. Conclusion

In this paper, we have proposed a novel Bayesian deep learning based approach BayesBeat for detection of Atrial Fibrillation from smartwatch Photoplethysmography (PPG) signals. BayesBeat can gracefully handle inherent input noise, which makes it suitable for deployment in consumer wearable devices that are vulnerable to motion artifacts. Our extensive experiments with the largest available dataset show that BayesBeat outperforms all the state-of-the-art PPG based AF detection approaches by a considerable margin. At the same time, BayesBeat requires only 180K parameters compared to several million parameters in traditional deep learning models. In the future, we plan to deploy our model in commercially available smartwatches and test the real-time AF detection performance. Since the performance of Bayesian deep learning models also depend on the initially chosen prior, we also plan to experiment with different priors to attain even better performance from our model.
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