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Abstract: Drug repositioning is a strategy to identify new uses for existing, approved, or research drugs that are outside the scope of its original medical indication. Drug repurposing is based on the fact that one drug can act on multiple targets or that two diseases can have molecular similarities, among others. Currently, thanks to the rapid advancement of high-performance technologies, a massive amount of biological and biomedical data is being generated. This allows the use of computational methods and models based on biological networks to develop new possibilities for drug repurposing. Therefore, here, we provide an in-depth review of the main applications of drug repositioning that have been carried out using biological network models. The goal of this review is to show the usefulness of these computational methods to predict associations and to find candidate drugs for repositioning in new indications of certain diseases.
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1. Introduction

Drug repurposing or drug repositioning is the process of finding new uses for already existing drugs. This is a challenging process but with a great potential both to reduce the cost of drug development [1], as well as to improve its security [2,3]. The traditional process of discovering new drugs is based on complex strategies that include five stages: discovery and preclinical studies, security validation, clinical research through phase trials I, II and III, review by the regulatory agency (FDA/EMA) and post-marketing safety-monitoring (pharmacovigilance) [4]. Drug repositioning uses strategies that simplify this process. In general, the drug repurposing process consists of four main steps.

a. Identification of a candidate molecule. This can be performed using either experimental or computational approaches [5]. Experimental approaches use disease related data and the understanding of drug phenotype modulation, while computational methods predict drug–protein interactions [6] or pharmacological secondary effects [7].

b. Acquisition of the candidate molecule.

c. Mechanistic evaluation of the drug effect in preclinical models followed by evaluation of drug efficacy in clinical trials. This step significantly reduces drug development costs, as it takes into account that there are enough data related to drug safety in phase I clinical trials, since they were already performed for the original indication.

d. Post-marketing safety monitoring (pharmacovigilance).

The contrast of traditional drug development and drug repositioning can be seen in Figure 1.

Historically, drug repositioning has been a serendipity. One of the best known examples of successful drug repositioning is that of sildenafil, which started as an antihypertensive drug, but was repurposed afterwards as a drug to treat pulmonary arterial
hypertension and erectile dysfunction and was finally marketed as Viagra® [8]. Another
classical example is the case of thalidomide, which was withdrawn from the market after
its connection to severe fetal defects, but recent research has shown it to be effective in the
treatment of leprosy and multiple myeloma [5]. These drug repositioning success stories
have further inspired global pharmaceutical industries to explore the potential capacity
of existing drugs. In fact, in the last ten years, governments, researchers, academics and
pharmaceutical companies have encouraged activities to support studies related to drug
repositioning [9].

Figure 1. Differences between traditional (A) and reposition (B) drug development. From [4], under
open access (CC BY-NC).

Drug repositioning is based on the fact that any drug can act on multiple targets, that
two different diseases may have cellular and molecular similarities and that a target can
exhibit pleiotropic effects. With the help of current existing high-throughput technologies,
the amount of data generated is rapidly increasing. These technologies foster the use of
computational methodologies to find associations between drugs, diseases and targets and
provide evidence to boost the drug repurposing process [10].

The rapid development of emerging information technologies, including cloud com-
puting, social media and the Internet of Things, provide a large amount of data generated
that is in continuous growth in numerous fields of research. However, there is an inherent
complexity in the analysis of these data that arise from their huge variety, the speed at
which they are obtained and their volume [11]. Recent advances in technologies, such as
next-generation sequencing and high-performance biomedical data capture technologies,
as well as the reduction of costs, allow researchers to generate large amounts of experimen-
tal data. These include data generated by powerful analytical technologies, such as DNA or
RNA sequencing, and mass spectrometry for different applications, such as transcriptomics
(gene expression and co-expression data), proteomics (protein profiles and interaction
data of proteins), metabolomics (metabolic profiles) and epigenomics (methylation data of
DNA), among others. Large amounts of clinical data available in electronic health records
(EHR), clinical trials and biobanks are added to these already complex omic data. These
data are also stored in heterogeneous, normally unstructured formats, which makes data
integration extremely complex and difficult. Even though several databases provide direct
access to structured data, such as gene expression (e.g., EBI Expression atlas), there is still
a large part of the genomic data that is only available in raw unstructured format (e.g.,
Sequence Read Archive). For these reasons, there is an urgent need for computational
approaches that can integrate, analyze and interpret this type of datasets.
Computational techniques currently used to analyze these data are based on statistical approaches, machine learning, or, especially, biological networks-based models. These computational methods have already shown great possibilities to reduce the distance between the generation and interpretation of huge amounts of data in biomedical fields [12].

2. Biological Network Models

Networks are simple and versatile data structures that allow the discovery of different associations through statistical and computational approaches. The concept of biological networks has now been widely used to represent molecular associations and to model the interactions among biological entities. In addition, there has recently been considerable interest in investigating the structure of such networks and the relationship between networks and their basic biological properties. Networks provide an intuitive framework for integrating a wide variety of sources of information, capturing quantitative and qualitative relationships among entities, such as correlation of gene expression, or the presence or absence of a protein interaction [13].

In biological networks, nodes can represent various entities, not only genes, drugs, proteins or metabolites, but also complex phenotypes, such as biological functions or diseases. Moreover, network edges can be used to show different biological concepts that establish a relationship between nodes, such as the interactions among proteins, gene regulation, or the functional similarity between genes. In addition, both edges and nodes can be annotated with quantitative or qualitative information derived from high-throughput experiments to emphasize specific concepts [14,15].

Networks can therefore be classified into categories based on the main source of biological data that they represent, such as gene regulatory networks or metabolic networks, among others. Regulatory gene networks built from genome-wide transcriptional profiles may represent intrinsic transcriptomic variation and can estimate causal relationships between molecules and identify the main disease drivers. Genome-scale metabolic network models built from sets of metabolic reactions can be used to simulate kinetic activities and enzymatic knockouts, as well as perform in silico knockouts that can help identify and prioritize new drug targets [13]. Biological networks may contain associations underlying physical protein–protein interactions, gene regulation by transcription factors, gene co-expression networks, which represent sets of genes regulated together, or metabolic signaling pathways [16]. Protein–protein interaction networks (PPI networks) are networks that model the protein binding and are derived from high-throughput experiments, such as, for example, the yeast two-hybrid system (Y2H), on the one hand and mass spectrometry-based methods, such as purification by tandem affinity, on the other [17,18]. Transcriptional regulatory networks (TR networks) are bipartite networks with a set of nodes representing genes and other representative transcription factors (TF). The data for such networks are normally obtained by chromatin immunoprecipitation (ChIP) methods. Metabolic networks are also bipartite networks that model the chemical interactions and reactions that take place in cells, as well as the substrates or metabolites involved in these reactions.

In recent years, network-based methods have become a major strategy for drug reposi-tioning [4,9]. With the advances of bioinformatic software and high-throughput techniques, networks are a preferred computational approach to model interactions between molecules in biological systems [19]. Typically, in these network models for drug repurposing, nodes in the networks represent drugs, diseases, or gene products, while edges represent relationships between them [20]. These networks are built either on the basis of experimental knowledge, or through computational predictions using multiple data. Some examples are drug–target networks, drug–disease networks, drug–drug networks, regulatory networks, protein–protein interaction networks, or signaling networks, that are useful for the identifi-cation of drug targets or therapeutic approaches [19,21]. In a disease network, if a disease is a hub, it could indicate that it shares common elements with other multiple diseases, such as pathogenesis mechanisms or genetic mutations. On the contrary, outliers are defined as nodes that have few connections to other nodes. For example, in a protein–protein
interaction network, a loosely connected target could be determined to a particular disease and, therefore, the corresponding drug might have low possibilities to be repositioned aiming at that target [22].

An important challenge related to network-based drug–target prediction is the integration of multiple interaction networks, as they mainly have to be constructed using heterogeneous information sources. Network integration approaches usually project various datasets into a single network representation. However, this projection process may result in a large loss of information. A number of web-based approaches exists to integrate multiple molecular networks from experimental data sources [23].

Network topological parameters can easily accomplish tasks, such as viewing multiple existing interactions, incorporating novel relationships and superimposing additional properties on the main nodes and their relationships [24]. For large networks, such as the ones normally involved in drug repurposing applications, these graph theory approaches are necessary to extract the most relevant information on the network structure and generate specific subnetworks that allow an easier visualization and analysis of data, by highlighting their fundamental properties [25]. Such findings are useful to reveal the connection between some topological features and their specific biological functions, such as molecular mechanisms or disease characteristics [26]. The identification of important nodes and other topological characteristics is crucial to understand how molecular interactions give rise to emerging biological processes and complex phenotypes in health and disease [27]. In fact, a better understanding of the implications of cellular interconnectivity in disease progression could lead to the identification of disease genes and disease pathways. This network medicine approach also proposes that disease-associated phenotypes are not only the outcome of single gene mutations, but are also originated by possible perturbations in the protein interaction network [28]. For this reason, the interpretation of disease mechanisms and the development of successful approaches for therapeutic effect requires a deep understanding of how networks of molecular interactions are pathologically dysregulated. In clinical practice, network analysis can become a relevant tool and a complementary approach to traditional enrichment analysis methods. This analysis would allow the discovery of better and more accurate biomarkers that monitor the functional integrity of the disease-disturbed network, to realize a better classification of diseases, paving the way to personalized therapies and treatments.

The nodes that are in the same module generally have similar biological properties. For example, if a drug module is enriched for a specific therapeutic category, all drugs in that module could, in principle, be applied for that therapeutic use. In contrast, nodes with high centrality of betweenness (the number of shortest paths that pass through a vertex) are typically the ones that join two different modules and, therefore, this measurement provides a quantifiable way to assess the relative importance of certain nodes in the network. In the drug network example, a drug with a high value of centrality of betweenness tends to be related to several therapeutic uses and has therefore a high potential value to be repositioned.

Computational strategies used to obtain relevant information from network-based models can be related to the construction of networks or to the analysis of network perturbations [4]. Methodologies based on network construction can be inference methods or modularity methods.

Network-based inference methods (NBI) use a priori known information about interactions, known as the “training set,” to predict new interactions and suggest new targets for drug repositioning [29]. Among the networks of greatest interest for inference-based methods are transcriptional regulation, gene, metabolic or protein–protein interaction networks. NBI methods can be formulated as a regression, where the individual response in terms of gene expression is considered as a function of the global expression of the rest of the genes, that act as predictors. For example, the TIGRESS algorithm [30] is applied to produce sparse patterns that can estimate partial correlation relationships between genes. Inferred networks are directional and weighted, due to the predefined settings of “predictor” and “response” [31]. On the other hand, the inference of possible pharmacodynamic interac-
tions, based on pharmacological information on compounds and genomic information on proteins, can be carried out within the framework of supervised bipartite graphical inference methods. In this type of methods, there are two distinct classes of nodes and connections are only possible between nodes of different classes. Among the algorithms used for supervised bipartite graphical inference, the algorithm based on distance learning stands out, a method that works best in terms of precision, prediction and computational efficiency [32]. Inference-based methods show more robust and better performance on diverse datasets than other perturbation methods, such as propagation [33–35]. Although different inference methods may only represent individual partial lattice structures, they usually complement each other. Figure 2 shows a schematic representation of network-based inference based methods. For example, in network inference methods the response of the gene expression can be considered as the result of the expression of several other genes that act as predictors. The algorithm used for this approach is the Bayesian network (BN), a probabilistic graph model, which can also be used to estimate direct influences. BN algorithms can capture both linear and non-linear, as well as stochastic or combinatorial, relationships between variables and are one of the best alternatives to deal with noisy data due to their probabilistic nature [31]. Network-based methods are really interesting due to a huge capability for integration and analysis of multiple omic data and are expected to facilitate a more precise understanding of complex diseases and be very useful in drug repurposing approaches.

Modularity methods assume that all cellular components belonging to the same topological, functional, or disease module have a high probability of being involved in the same disease. Thus, these methods begin with the identification of disease modules and continue to screen their members for potential disease. Complex systems usually have clusters with a big number of internal connections, while they share only a few associations with the outside components of the network. The era of big data has motivated the development of clustering algorithms that deal with large datasets in a very efficient manner. General clustering algorithms have shown great potential to discover functional modules in the field of network biology. Furthermore, the use of graph clustering provides an interesting approach to the discovery of protein complexes in PPI networks due to their huge number of interactions [18]. For example, a study by Yu et al. proposed an approach to generate disease–protein–drug networks based on a symmetric conditional probability and the detection of modules in the network through the ClusterONE algorithm [36]. As a result, they found potential drug–disease associations, such as, for example, iloperidone, a known antipsychotic drug that could potentially be used to treat hypertension. These modularity methods use a wide variety of omic disease datasets, to rebuild disease-specific pathways that can give potential significant targets for the repositioned drugs. These methods provide the advantage of being able to reduce general signaling networks with a large number of proteins to a specific network with some proteins or targets [21].

Different perturbation analysis approaches can be taken to extract information that allows drug repositioning within each of these types of networks, such as propagation-based methods or random walk.

In network propagation methods, the information is propagated from a source node to all network nodes. According to the different forms of propagation, these approaches can be divided into two types, local and global [37]. Local propagation only takes into account limited network information and it could fail to make correct predictions in some cases [38]. Otherwise, global propagation uses information from the entire network and, therefore, is normally preferred for certain purposes. Network propagation uses the idea of resource flow within a network to define a score. For example, in drug–target networks, an initial score of 1 is defined for each of the targets corresponding to differentially expressed genes, while the targets of the remaining network are assigned a value of 0. Finally, an initial score is propagated through the network thanks to an iterative process, until the algorithm stabilizes. The result is an evaluation of the importance of nodes based on network connectivity. Scores represent knowledge of the disease and are
smoothed through the network to prioritize candidates that are in the network vicinity of all differentially expressed genes [37]. Several studies have shown that network propagation-based methods work well for finding disease drug targets, disease genes and disease–drug relationships [39,40].

Figure 2. Schematic representation of network topology methods to infer elements involved in disease. (a) Neighboring method. (b) Cluster enrichment in disease nodes. (c) Community enrichment. (d) Shortest path. From [26], under open access (CC BY-NC).

Finally, the random walk is a specific case of perturbation methods. It is an iterative process that describes the transition of a random walker through a network starting from a set of selected nodes (seed) and then calculating a score that gives a probability of being reached by this random walker to all other nodes, once the steady state is achieved [41]. This is considered a global method because the entire network structure is covered. In a typical random walk, the set of seed nodes in the network is purposely defined as those
corresponding to differentially expressed genes. Random walk-based methods allow the identification of the shortest pathways to known disease genes. This methodology has been applied to detect disease genes related to a wide range of diseases, from diabetes mellitus to Alzheimer’s disease, or different cancers [28]. Several algorithms based on this method have been successfully implemented for drug repurposing applications [42,43].

3. Validation Strategies

The computational methods described above usually predict a large number of candidates for drug repositioning. However, the ultimate goal of drug repositioning is the prediction of one or two candidates who have the highest potential to be successful in clinical applications to benefit the patients. In this sense, the different algorithms must undergo a validation procedure to assess their ability to make relevant and accurate predictions [29]. This procedure requires reference datasets to which the algorithm can relate. These datasets are obtained from reliable sources, such as clinical trials (https://clinicaltrials.gov/), DrugBank (https://www.drugbank.ca/), or case studies specifically designed for that purpose. Biological validation based on successful studies on a single case are less rigorous, as they cannot be extrapolated to all predictions made by one method [44]. Currently, most in silico drug repositioning strategies are validated using in vitro or in vivo models.

The selection of an appropriate validation model is a critical step for the success of drug prediction, since their contexts may be different from those used to make the prediction, or they may not be reliable per se [19]. Some validation methods perform an analytical validation where computational results are compared with existing biomedical knowledge. Methods that identify known drug associations and diseases in a consistent manner are preferred. However, there is little agreement as to a set of best practices, when comparing studies and validating methods. The results are evaluated by using different parameters designed to measure the reliability and precision of the predictions. The performance algorithm can also be evaluated by calculating different characteristics, such as specificity and sensitivity, or using training datasets.

Sensitivity-only based validation alone provides analytical rigor by measuring the overlap between indications from currently approved or research drugs and indications predicted by a given repositioning method. The strategies that use this type of validation, evaluate the general capacity of the drug repurposing to make sensible assertions, instead of selecting one or several tentative predictions for a more in-depth test. This is an attractive strategy, because researchers only need to have a set of true positives in order to test their predictions.

Validations based on both sensitivity and specificity are the most common type of validations. These methods are those that report sensitivity and specificity, but also those that report the area below the characteristic receptor of operation (AUC-ROC). In contrast to sensitivity-only validation methods, these methods require information on false drug predictions (false positives). In these studies, researchers mark all drug-indication pairs not scored as false positives. However, this approach is problematic, since the annotation is derived from a variety of databases of drug information, which can substantially affect the sensitivity and estimated specificity. Furthermore, marking unnoticed pairs as false suggests that all new repositioning hypotheses are false positives. This is not very straightforward, because computational methods for drug repurposing should predict new indications, for which there are currently no known associations, and this strategy creates a considerable disequilibrium between both true and false positives [44].

For methods such as inference and machine learning-based methods containing multiple parameters whose values must be set, the procedure of validation includes a first step called “training”, during which the algorithm uses a part of the reference dataset to find the values of the parameters used to optimize its performance. The goal of this validation is to evaluate the capability of the algorithm to generalize on different datasets with that exact fit of parameters. When the parameters are set, the validation itself is performed using the remaining datasets [29].
Finally, to implement a novel method or to add new characteristics to an already existing one, it is important to compare its performance with an already established one by using the same reference datasets. This step allows to understand to what extent, and in what circumstances, the novel method gives better predictions. When the validation provides satisfactory results, the algorithm can be used to discover new relationships among diseases, chemical compounds, or possible drugs for repositioning. Despite some limitations, in silico, in vitro and in vivo models have been employed to validate candidates through preclinical drug evaluation.

4. Applications in Diseases

There are several applications of high-potential drug repositioning computational methods in diseases or related therapeutic areas. An important application is the discovery of anticancer drugs. Due to the great demand that it has, the search for new cancer therapies for drugs already on the market has increased in recent years [19]. Drug repositioning also turns out to be very useful in various diseases, such as cardiovascular or neurological diseases, Alzheimer’s, but also a successful therapeutic alternative for rare diseases. Finally, another promising strategy is to use repositioning for the discovery of anti-infective drugs that can have more effective ways to deal with drug resistance, which can greatly reduce the effectiveness of the drug and have terrible consequences for humans.

4.1. Cancer

The use of powerful high-throughput technologies, such as mass spectrometry or next-generation sequencing, have been widely used to study the genomic environment in cancer. These technologies have identified more than 500 significant mutated genes for more than 20 types of cancer, in various projects. Nonetheless, the cost of cancer therapeutic novel drugs continues to rise spectacularly, making it necessary to employ innovative strategies to accelerate the discovery of cancer medicaments at a lower cost. Cancer drug repositioning provides several interesting advantages, such as, for example, the availability of drug safety studies, or others, such as pharmacokinetic and pharmacodynamic properties.

In a recent study, an in silico network approach focused on drug targets was used for the evaluation of drug repositioning in emerging cancer oncology development [45]. The comprehensive drug–target network was built by integrating drug and protein binding from various available data sources. Specifically, tools such as the DrugBank, BindingDB or canSAR databases were used to extract data on drug–protein or drug–gene interactions and HPRD (Human Protein Reference Database) to extract data on human protein–protein interaction. With these data, the authors built a support network that allowed the identification of failed drugs in clinical trials, as well as novel therapeutic targets for already marketed drugs, or new chemical possibilities. Once the network was developed, the researchers built predictive models based on weighted or unweighted networks through inference algorithms and assessed their performance through cross-validation and external validation. Finally, they experimentally verified new predictions using in vitro or in vivo experimental trials, or electronically available patient data in medical records or other healthcare databases.

In another example, a protein–protein interaction network constructed by the combined information from triple negative breast cancer experiments, obtained from repositories and databases, allowed the identification of promising multi-target drugs, as later validated with in vitro experiments. The application of graph-based algorithms highlighted the most interesting combination of drug targets and a data fusion approach based on matrix tri-factorization was used together with known drug mechanisms of action to identify the repurposed candidates [46].

4.2. Cardiovascular Diseases

Cardiovascular diseases (CVD) cover a wide range of disorders that affect different parts of the cardiovascular system and include coronary heart disease, carotid disease,
peripheral arterial disease and aneurysm, among others. The etiology of cardiovascular diseases is not simple, as most are complex diseases that occur as a result of the interaction between multiple genes. Therefore, different approaches have been used in CVD research, focusing on the mathematical concepts of system biology networks, as they accurately capture the inner workings of complex biological systems. As in cancer, new advances related to high-throughput techniques have provided a large amount of biological datasets related to CVD. Therefore, numerous molecular interaction databases, such as BioGRID and DRYGIN, have been used. These databases provide biological information related to protein–protein interactions (PPI), genetic interactions or enzyme–substrate relationships. Data stored also include functional gene annotations, data related to genetic disorders, metabolic pathway circuits, or disease associations.

As explained above, network representation provides the chance to reduce the complexity of the biological data needed for computational analysis. Network analysis provides accurate information about the interconnectedness of data describing different processes within a living cell. There have been several attempts to create biological networks relevant to various cardiovascular disorders. One of them was based on building a cardiac transcription network, integrating DNA-binding and mRNA profiles related to interesting cardiac transcription factors [47]. In this network, target genes relevant to the cardiovascular system were selected based on their biological functions, such as muscle contractility and cardiac growth. The network described common regulatory mechanisms related to several transcription factors and the result of miRNA post-transcriptional modulation of expression levels. The quality of the biological data is crucial to building a reliable CVD network. Sarajlic et al. studied different methods that used biological network topology in CVD research and found that only a few approaches were able to identify new genes relevant to CVD that are based solely on the topological properties of the entire PPI network [26]. Among these, it is worth highlighting a computational method based on six topological characteristics (grade, count of disease gene neighbors, proportion of disease genes among neighbors, centrality of intermediation, clustering coefficient and mean length of the shortest path to the disease gene), whose constructed classifier was used in the PPI network to predict candidate genes for coronary artery disease [48]. The enrichment of various CVD networks in disease-relevant biological functions was verified and functional modules were identified in the networks with the help of topological calculations. However, the topological evaluation did not investigate the context of a larger and more complete network and was generally restricted to the disease-specific subnetwork. Nevertheless, this led to predictions of new modules, pathways and genes.

Another example in a recent study analyzed the topological features of a miRNA–gene–drug network and identified miRNA–gene–drug triplets in cardiac hypertrophy and acute myocardial infarction; it later used the miRNA dysregulated pathways to identify novel drug repurposing candidates [49].

4.3. Neurological Disorders: Alzheimer

The biomedical big data accumulated to date warrant extensive research to better understand the pathogenesis of Alzheimer’s disease and facilitate the process of repositioning anti-Alzheimer’s disease (anti-AD) drugs. Zhang et al. generated a list of anti-AD tentative protein targets by evaluating publicly available genomic, epigenomic, proteomic and metabolomic data [50]. The information related to the pathogenesis of Alzheimer’s came from both PubMed and OMIM databases and the drug target data were extracted from the drug target database and the drug bank by searching the NHGRI-EBI Catalog. The genome wide association studies (GWAS) catalog was used to extract genetic variations associated with Alzheimer’s disease and the Human Metabolome Database (HMDB) to extract AD-related metabolites. In total, 98 proteins, 14 epigenetic modifications, 244 genetic mutations and 86 metabolites associated with AD were obtained from OMIM, PubMed and the GWAS Catalog. In addition, 1179 metabolite–protein interactions from the HMDB database were extracted and 200 proteins linked to more than two metabolites
associated with AD were found. In total, they selected 524 Alzheimer’s relevant proteins, out of which eight were revealed by two alternative ‘omics’ technologies. With the aid of DrugBank and TTD databases, they obtained information from drugs, targets and drug mechanisms. Considering the pathogenesis of AD together with the known drug mechanisms, they discovered 19 targets out of 92 drugs with an anti-AD tentative sign that could be potentially repositioned. After this, a score was given to these targets based on a weighted sum model that used three parameters: level of change in AD related proteins, number of citations and number of articles that reported the relationship of the target with AD based on a PubMed search. This algorithm found that CD33 and MIF, which are related to microglial activation and neuroinflammation, were the two best ranked targets and that they were associated with seven existing drugs. Inhibitors or antibodies that targeted MIF and CD33 had already been evaluated in clinical trials for the treatment of acute myelogenous leukemia or solid tumors. These results suggested that they could also be good candidates for treating Alzheimer’s-related neuroinflammation.

Another example of the prediction of anti-Alzheimer’s disease drugs calculated a drug repositioning perturbation score using a network constructed with data from RNA-seq, microarray and proteomic information collected from the Synapse database and the CMAP database. They found 31 potential candidates with high score and, from these drugs, only four were classified in the nervous system group of anatomical therapeutic chemicals [51].

4.4. Rare Diseases: Adrenocortical Carcinoma

Adrenocortical carcinoma (ACC) is a rare disease for which few effective treatment options are available. The drugs used in the treatment of this disease are highly toxic and new therapeutic options are urgently needed. A recent publication proposed a drug repurposing model for ACC by predicting links through a heterogeneous network consisting of drugs, diseases, drug targets and their relationships, called Heter-LP [52]. This model consists on a machine learning method that uses the propagation of labels in non-homogeneous networks in three principal steps: data modeling, projection and label propagation. In the first step, the imported data are collected and incorporated into a heterogeneous network, which is formed by three homogeneous subnetworks (drugs, diseases and drug targets) and three heterogeneous subnetworks (drug–disease, drug–target and disease–target). During the second stage, the calculation of topological similarity between pairs of entities is achieved, with the goal of determining the relationships between different nodes, as well as their own similarity. Finally, the third step of label propagation uses these topological similarities to integrate them with homogeneous subnetworks. The purpose of this new method is to predict relationships that do not yet exist in the input data. The results obtained with Heter-LP, regarding novel predicted drugs potentially related to ACC, are weighted using the probability of the existence of the found relationship. The plausibility of several predicted links was supported by the literature and datasets not used in the actual prediction of the links. Furthermore, compared to another computational drug repositioning method, Heter-LP showed great success in suggesting new therapeutic pathways for rare diseases.

The importance of drug repurposing methods for orphan diseases is huge, due to the importance of the rapid advancement of novel therapies in this field. As a final remark of this importance, the FDA has developed a Rare Disease Repurposing Database (RDRD) to include the FDA-approved orphan drug or designation. This database can be used as a standard library for the development of computational models to help in drug repurposing [53].

4.5. Infectious Diseases: COVID-19

Human coronaviruses (HCoV) are a family that includes severe acute respiratory syndrome coronavirus (SARS-CoV) and, specifically, the 2019 novel coronavirus (2019-nCoV, also known as SARS-CoV-2), which is, nowadays, leading a global pandemic characterized by its high morbidity and mortality. In a recent study carried out by Zhou et al., an integra-
a network medicine platform based on systems pharmacology that quantified the interaction between the interactome virus–host and drug targets in the human PPI network (Figure 3).

Figure 3. Network-based methodology for COVID-19 drug repurposing. (a) Human coronavirus (HCoV)-associated host proteins. (b) Network proximity between drug targets and HCoV-associated proteins. (c,d) Gene set enrichment analysis to validate the network-based prediction. (e) Drug combinations using network-based method. (f) Overall hypothesis of the network-based methodology. From [54], under open access (CC BY-NC).

This network is based on the idea that proteins that are functionally associated with viral infection are located in the corresponding subnetwork within the comprehensive network of human PPI. In addition, the model is based on the notion that proteins that serve as drug targets for a disease-specific drug can also be suitable drug targets for possible antiviral infection due to common virus–host-protein, protein–protein interactions and functional pathways elucidated by the human interactome. Using proximity analysis of the drug target network and HCoV–host interactions in the human interactome, they prioritized 16 potential repositioned anti-HCoV drugs (melatonin, mercaptopurine and sirolimus, among others), that were further validated by enrichment analysis of drug genetic signatures and HCoV, induced by transcriptomic data in human cell lines. However, although most of the predictions were validated by various data from the literature, before using them in patients, all drugs that can be repositioned and drug combinations predicted by the network need to be validated in several SARS-CoV2 clinical trials. In addition, they identified two possible drug combinations (sirolimus plus dactinomycin, mercaptopurine plus melatonin) using a complementary exposure pattern method, where drug targets reach the host SARS-CoV2 subnetwork, but target separate vicinities in the human protein–protein interaction network. However, the network data are not yet complete and some of the considered drug–target relationships can only be associated functionally, rather than having actual physical links. The network strategies used in this study, if widely
implemented, could potentially aid in the development of additional treatment approaches for other infectious diseases and novel viral challenges.

In this line, Fiscon et al. developed a new network-based algorithm for drug repositioning, called SAveRUNNER (Searching off-lAbel dRUg aNd NEtwoRk) [55]. This algorithm quantifies the relationship between drug targets and disease-specific proteins in the human interactome and uses this to predict drug–disease associations via a network-based similarity measurement. In the paper, they applied SAveRUNNER to a panel of 14 diseases related to COVID-19, based on genetic similarity or comorbidity, and found 282 repositioned drugs, including some widely used nowadays for COVID-19 treatments.

5. Conclusions

Drug repositioning is a strategy to identify new uses for existing, approved or investigational drugs that are outside the scope of the original medical indication. This process is a rapidly evolving challenge in the area of drug development, as it has great potential to reduce both the cost of drug development and the time it takes for these drugs to reach the market [1], as well as reducing safety risks [2,3]. However, drug repositioning is a complex process that involves multiple factors, such as technology, patents, business models, investments and market demand [4]. With current modern approaches, such as omic technologies, computational methodologies and screening platforms, a wide array of associations between drugs, diseases and potential targets can be predicted [10]. In this sense, network-based approaches have become a widely used strategy and popular tool for computational drug repositioning [4,9], providing clues about causal interactions between components that perform certain functionalities. Networks give us an interesting and not very complex structure to study the integration of a huge amount of information sources and to represent data from both qualitative and quantitative interactions between molecules, such as the correlation of gene expression, or the absence or presence of an existing relationship [13]. Different algorithms, such as network propagation, random walk, or network inference, allow to extract meaningful information from these network models, posing a promising tool for their application in fields such as biomedical drug repurposing.
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