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Abstract
Innovative applications in rapidly evolving domains such as robotic navigation and autonomous (driverless) vehicles rely on motion planning systems that meet the shortest path and obstacle avoidance requirements. This article proposes a novel path planning algorithm based on jump point search and Bezier curves. The proposed algorithm consists of two main steps. In the front end, the improved heuristic function based on distance and direction is used to reduce the cost, and the redundant turning points are trimmed. In the back end, a novel trajectory generation method based on Bezier curves and a straight line is proposed. Our experimental results indicate that the proposed algorithm provides a complete motion planning solution from the front end to the back end, which can realize an optimal trajectory from the initial point to the target point used for robot navigation.
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Introduction
Simultaneous localization and mapping (SLAM) and motion planning are two of the most critical problems of mobile robots. After solving the SLAM problem, using task instructions and known map information to realize robot navigation is the key and difficult point of autonomous mobile robot research. Motion planning (also known as the navigation problem or the piano mover’s problem) is a term used in robotics for the process of breaking down the desired movement task into discrete motions that satisfy movement constraints and possibly optimize some aspect of the movement.

The old-school pipeline planning algorithm can be divided into front-end path planning and back-end trajectory generation. Path planning mainly refers to global path planning based on the given map, planning a path from the initial to the robot’s target. Generally speaking, only the workspace’s geometric constraints are considered in the path planning process, not the robot’s kinematic and dynamic constraints (there are also some path planning methods based on kinodynamic). The path information only contains the route from the initial to the target. It does not consider the robot’s kinematic model, so the robot control instructions cannot be generated directly.
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The common path planning algorithms can be divided into graph search-based path planning algorithm, sampling-based path planning algorithm, and neural network-based path planning algorithm. The sampling-based path planning algorithm scatters points in space according to a certain strategy and then starts from an initial tree and uses edge lines to expand the tree until it triggers the termination condition (reaching the target point or near the target point). However, its random sampling characteristics lead to slow search speed and an unsmooth path. Moreover, this algorithm has poor adaptability in an unstructured, complex environment.

The graph search method is the most intuitive method of path planning. It first constructs the connection graph in free space and then searches on the connection graph until the target point is found. The A* algorithm is a widely used graph search method in robot path planning. It adds a heuristic function \( h(n) \) to the Dijkstra algorithm, representing the minimum estimated cost from the current node to the target point. In the literature, an improved strategy of the A* algorithm is proposed to simplify the path and to calculate the robot’s rotation direction and the angle at the inflection point. Jump point search (JPS) algorithm proposed by Harabor and Grastien\(^*\) retains the framework of A* algorithm and further optimizes the operation of the A* algorithm to find the successor nodes. The algorithm expands the nodes according to the current node’s direction and based on the JPS strategy, significantly reducing the search space. Dolkov et al.\(^5\) proposed a hybrid A* path search algorithm to meet the vehicle kinematic characteristics. It can plan the feasible path close to the global optimal but cannot ensure that the vehicle’s curvature at the initial and the target position changes continuously. In the literature, A* search results and Reeds–Shepp curve were used as a heuristic function, and the Reeds–Shepp curve was used to expand nodes, which accelerated the search speed.

Trajectory planning is also important for mobile robots. It can be further divided into model predictive control and geometric trajectory-based planning methods. The common trajectories include spiral curve, \( \beta \) spline curve, \( \eta \) curve, and so on. Chen et al.\(^13\) proposed to use the Bezier curve for trajectory planning of wheeled robots, and Jolly et al.\(^11\) studied the trajectory planning based on the third-order Bezier curve. The proposed method only considered the acceleration constraint, not the curvature constraint. However, Choi et al.\(^14\) planned the continuous curvature trajectory based on the Bezier curve, which connected the lower-order Bezier curves to generate a continuous curvature trajectory.

Here, an improved method of mobile robot motion planning is proposed. In front-end path planning, an improved JPS algorithm is proposed, optimizing the heuristic function and simplifying the turning point. Unlike the traditional JPS algorithm, the proposed algorithm first considers the distance and direction as the heuristic function. It then trims the redundant extension nodes to improve path planning efficiency. An improved trajectory optimization algorithm based on a straight line and Bezier curve is proposed in the back-end trajectory planning. In this algorithm, the Bezier curve is used to generate the trajectory at the path’s turning point. The straight line segment is used to retain the path at the nonturning point to generate a trajectory with continuous size, direction, and curvature.

The remainder of this article is organized as follows. The second section proposes the algorithmic foundations used in the front end and describes the heuristic function and postprocessing. The third section introduces the trajectory planning algorithm, which is based on straight lines and the Bezier curve. A simulation evaluation is carried out to demonstrate the proposed framework’s effectiveness in the fourth section, followed by conclusions in the fifth section.

Front-end path finding: An improved jump point search algorithm

Definition of jump point search

A* algorithm is a typical heuristic search algorithm,\(^11,12\) as shown in the following formula

\[
f(n) = h(n) + g(n)
\]

where \( f(n) \) is the evaluation function of node \( n \), \( g(n) \) is the actual cost from the initial node to \( N \) node in the state space, and \( h(n) \) is the estimated cost of the optimal path from \( N \) node to the target node.

A* algorithm takes all neighbor nodes into account when expanding nodes. Therefore, the number of points in the stack will be large while the search efficiency became slow. JPS algorithm eliminates many uninterested points by looking for jump points, which improves the algorithm’s speed. Similar to A* algorithm, the JPS algorithm also uses \( f(n) = h(n) + g(n) \) expansion nodes to achieve planning, in which the heuristic function \( h(n) \) largely determines the efficiency of the algorithm. The common heuristic functions usually use Manhattan distance or Euclidean distance. Although the estimated \( h(n) \) of these two distances is less than the actual cost \( h(n)^* \) (where Manhattan distance is only applicable to the grid connected by lines), there are two problems for both A* and JPS:

1. \( h(n) \) is not tight enough, and \( h(n) \) is far less than \( h(n)^* \), which lead to more nodes and low efficiency;
2. Only the distance information is considered, but the direction information is not taken into account, which leads to the difficulty of trajectory optimization in the later stage.
A new \( h(n) \) heuristic function is proposed to solve these two previously mentioned problems, as shown in equation (2)

\[
h(n) = aL - b \cos \alpha
\]

where \( a \) and \( b \) are the weights of distance and direction, \( L \) is the distance information, as shown in equation (3), and \( \cos \alpha \) is the direction information that represents the angle between the parent node and the expanded node and the angle between the expanded node and the target point, which represents the cost of direction needed to expand according to this node.

When the two directions are the same, the value of \( \cos \alpha \) is \(+1\) and the direction cost is the minimum, but when the two directions are opposite, the direction cost of \(-1\) is the maximum

\[
L = dx + dy - \left(2 - \sqrt{2}\right) \times \min(dx, dy)
\]

where \( dx \) and \( dy \) represent the distances from the current node \( A \) to the target point \( B \) on the \( x \)-axis and \( y \)-axis, respectively.

As shown in Figure 1, the green and blue lines represent the Euclidean distance and Manhattan distance of the two points on the grid, respectively, while the red line represents the real shortest distance of the grid under the eight connections. Among them, Euclidean distance refers to the straight line distance in Euclidean space, and his formula in two-dimensional (2D) space is

\[
L = dx + dy
\]

Manhattan distance refers to the sum of absolute axes of two points in the standard coordinate system.

Figure 1. Heuristic function. Green line: Euclidean distance; blue line: Manhattan distance; red line: shortest distance of the grid under the eight connections.

**Proposed algorithm**

This improved JPS algorithm can get the planning path more efficiently and accurately. Although the JPS algorithm can significantly reduce the number of extended nodes, it will expand the nodes in the area with obstacles, which will increase the difficulty of trajectory optimization in the later stage. Based on the above description, the turning point is trimmed to improve the path’s smoothness further. For all extended nodes \((P_0; P_1, \ldots, P_\chi)\), if the slopes of the lines \(P_{n-1}P_n\) and \(P_nP_{n+1}\) formed by adjacent nodes are different, then connect \(P_{n-1}\) and \(P_{n+1}\). If \(P_{n-1}P_{n+1}\) does not pass through the obstacles, the original \(P_{n-1}P_n\) and \(P_nP_{n+1}\) are discarded, and \(P_{n-1}P_{n+1}\) is retained. Then, the path is simplified by comparing \(P_{n-1}P_{n+1}\) and \(P_{n+1}P_{n+2}\), and so on.

As shown in Figure 2, the blue line segment is the JPS algorithm’s path, and five planning points are obtained.

Figure 2. Deleting redundant points based on JPS algorithm; blue lines: JPS algorithm; red line: simplified by the improved algorithm. JPS: jump point search.
Using the JPS algorithm, the path is simplified, and the red line segment results from simplification. The algorithm connects points $P_0$ and $P_5$, because line $P_0P_2$ does not pass through the obstacles, so the original $P_0P_1$ and $P_1P_2$ are discarded, and $P_0P_2$ is retained. It continues to connect points $P_0$ and $P_3$, line $P_0P_3$ passes through the obstacles, so it abandons line $P_0P_1$ and keeps line $P_0P_2$. Starting from point $P_2$ again, it connects $P_2P_4$, $P_3P_4$, and so on. Finally, $P_2P_3$, $P_3P_4$, $P_4P_5$, and $P_5P_N$ are discarded, and $P_2P_N$ is retained. It can be seen from Figure 2 that the expanded nodes $P_1$, $P_3$, $P_4$, and $P_5$ are discarded, and only the node $P_2$ is retained. Although the expanded nodes of the algorithm remain unchanged, the improved planning path is more efficient.

The whole improved path planning algorithm based on JPS is shown in Algorithm 1.

**Algorithm 1. Improved JPS**

**Input:** Initial $X_s$, Target $X_g$, Priority queue.

**Output:** Optimal path

1. $g(X_s) = 0$, $g(n) = infinite$.
2. while
   3. if the queue is empty, return FALSE; break;
   4. Calculate the $h(n)=aL-bcost$
   5. Remove the node $n$ with the lowest $f(n)$
      $= g(n) + h(n)$ from the priority queue
   6. Mark node $n$ as expanded
   7. if the node $n$ is the goal state $X_g$, return
      TRUE; break;
   8. For all unexpanded jumping neighbors $m$ of the node $n$
      9. if $g(m) = infinite$
         10. $g(m) = g(n) + C_{nm}$
      11. Push node $m$ into the queue
      12. if $g(m) > g(n) + C_{nm}$
         13. $g(m) = g(n) + C_{nm}$
   14. end
   15. for $i = 1$ to $n-2$(number of points, update every cycle)
      16. while $n-i-1 > 0$
         17. if $P_nP_{n+1}$ does not pass through the obstacles
            18. Discard $P_{n+1}$
         19. else
            20. break
      21. end
      22. end

4. **Fixed time interval:** Bezier curve is always defined in the range of $[0,1]$.

The improved JPS algorithm plans a line segment from the initial point to the target point. A curve segment with the continuous position, direction, and curvature can be further planned using the quartic Bezier curve, realizing the trajectory generation of robot navigation, as shown in green in Figure 3. This is based on the assumption that the direction of both the initial and the target points is horizontal to the right. We propose a trajectory generation algorithm based on the mixture of Bezier curve and straight line.

**Back-end trajectory generation based on Bezier curve and straight line segment**

**Trajectory generation**

The proposed path planning algorithm can generate an optimal path, but it does not consider the robot’s kinematic model. The resulting path is not smooth, and the curvature is noncontinuous. Therefore, based on the path planning algorithm mentioned above, the Bezier curve is used to optimize the trajectory, which improves the smoothness of the global path.

In 1962, Pierre Bézier, a French mathematician, studied a drawing curve method by vectors and gave a detailed formula called the Bezier curve. Bezier curve defines the global path.

$$B(t) = P_0b_0^0(t) + P_1b_1^1(t) + \ldots + P_nb_n^n(t) = \sum_{i=0}^{n} P_ib_i^n(t)$$

where

$$b_i^n(t) = \binom{n}{i} t^i (1-t)^{n-i}$$

The characteristics of the Bezier curve are as follows:

1. **Endpoint interpolation:** Bezier curve always starts from the first control point and ends at the last control point. It does not pass through any other control points;
2. **Convex hull:** Bezier curve is in convex hull defined by all these control points;
3. **Differential:** The derivative curve $B'(t)$ of $t$ is also a Bezier curve, and its control point is defined by $n \cdot (c_{i+1} - c_i)$, where $n$ is the order;

The improved JPS algorithm plans a line segment from the initial point to the target point. A curve segment with the continuous position, direction, and curvature can be further planned using the quartic Bezier curve, realizing the trajectory generation of robot navigation, as shown in green in Figure 3. This is based on the assumption that the direction of both the initial and the target points is horizontal to the right. We propose a trajectory generation algorithm based on the mixture of Bezier curve and straight line,
which ensures the continuity of direction, position, and curvature. Unlike the traditional Bezier curve trajectory optimization, the Bezier curve and straight line segment trajectory require that each segment of the Bezier curve and line segment should also have a continuous position, direction, and curvature. The expression of the quintic Bezier curve is shown in equation (7). The curve itself needs six control points, and there are four intermediate control points besides the starting point and the endpoint. For the proposed algorithm, if the path has \( N \) turning points, the whole path has \( N + 2 \) path points: \( P_0 \) (initial point) \( P_1, P_2, \ldots, P_N \) and \( P_{N+1} \) (target point), \( N + 1 \) break line. Accordingly, \( N \) Bezier curves and \( N + 1 \) straight line segments after trajectory optimization using quintic Bezier curve straight line segment, and their positions, directions, and curvature are continuous

\[
B_5(t) = (1 - t)^5 P_0 + 5(1 - t)^4 t P_1 + 10(1 - t)^3 t^2 P_2 + 10(1 - t)^2 t^3 P_3 + 5(1 - t) t^4 P_4 + t^5 P_5
\]

(7)

Because the algorithm requires the Bezier curve’s curvature and the straight line segment to be continuous, the curvature at the junction of the Bezier curve and straight line segment is 0. According to the control points property of the Bezier curve, control points \( P_1, P_2, \) and \( P_3 \) are collinear, and \( P_4, P_5, \) and \( P_6 \) are collinear. In addition, since the position of the Bezier curve and straight line segment is continuous, these six control points must be on the original straight line segment, as shown in Figure 4. Considering the convexity of the Bezier curve, the trajectory will be inside the line segment. Furthermore, the trajectory must be shorter than the planning path.\(^{20-22}\)

The most important part to replace the original straight line segment with Bezier curve is mainly divided into two steps

1. Control points calculation of the Bezier curve.

As shown in Figure 3, to generate the Bezier curve, six control points \( P_{i1}, P_{i2}, \ldots, \) and \( P_{i6} \) form the quintic, where the Bezier curve is determined. Then, the angle is set between \( P_{i-1}P_i, P_iP_{i+1} \), and the positive direction of the \( x \)-axis is \( \alpha, \beta \), and the distance between the six control points and the inflection point \( P_i \) is \( d_1, d_2, \ldots, d_6 \). Then, the coordinates of the six control points could be computed using equation (8) as follows

\[
\begin{align*}
P_{i1,x} &= P_{ix} - d_1 \cos \alpha \\
P_{i1,y} &= P_{iy} - d_1 \sin \alpha \\
P_{i2,x} &= P_{ix} - d_2 \cos \alpha \\
P_{i2,y} &= P_{iy} - d_2 \sin \alpha \\
P_{i3,x} &= P_{ix} - d_3 \cos \alpha \\
P_{i3,y} &= P_{iy} - d_3 \sin \alpha \\
P_{i4,x} &= P_{ix} + d_4 \cos \alpha \\
P_{i4,y} &= P_{iy} + d_4 \sin \alpha \\
P_{i5,x} &= P_{ix} + d_5 \cos \alpha \\
P_{i5,y} &= P_{iy} + d_5 \sin \alpha \\
P_{i6,x} &= P_{ix} + d_6 \cos \alpha \\
P_{i6,y} &= P_{iy} + d_6 \sin \alpha
\end{align*}
\]

(8)

2. Optimal generation of the Bezier curve

By parameterizing the control points of the Bezier curve, the trajectory determined by \( d_1, d_2, \ldots, d_6 \) satisfies the kinematic constraints. For the trajectory, the shorter the path and the smaller the curvature change, and the less the cost. In this article, the path length and curvature change of the Bezier curve are used as optimization functions. Then, the trajectory optimization problem can be represented as a constrained nonlinear optimization problem.\(^{23-25}\)
minimize:  \( \int_0^1 \sqrt{P_x'(u)^2 + P_y'(u)^2} \) + \( (c_{\text{max}}(u) - c_{\text{min}}(u)) \)

s.t.  
- \( c_{\text{max}}(u) \leq c_{\text{max}} \)
- \( 0 < d_3 \leq d_2 \leq d_1 \)
- \( 0 < d_4 \leq d_5 \leq d_6 \)
- \( e(u) > e_{\text{min}} \)

As shown in equation (9), the nonlinear optimization includes two terms: the first term is the Bezier curve’s length. The second term is the maximum and minimum curvature interpolation, representing the range of curvature variation. The constraints can be divided into three categories: the first type constrains the curvature boundary; the second type constrains the location of control points; the third category constrains the obstacles.

Because of the Bezier curve’s convex hull property, if the convex polygon formed by control points does not intersect with the obstacle, the Bezier curve will not intersect with the obstacle outside the convex polygon. Since all of the control points are on the line segment of the original planning, if the line segment \( P_i P_{i+6} \) does not intersect the obstacle, the obstacle constraint is satisfied. Let \( e(u) \) be the distance between the line segment \( P_{i+1} P_{i+6} \) and the obstacle, it should be bigger than a certain safety threshold.

Suppose the direction of the initial point or the target point of the whole path is different from the direction of the corresponding straight line segment, in that case, it is required to move in the same direction as the straight line according to the maximum turning capacity.

### Speed planning

Through path planning and trajectory generation, a trajectory satisfying the kinematic constraints can be obtained. To ensure that the mobile robot can move according to the trajectory, the trajectory’s speed planning is still needed.

Figure 5 shows the front wheel steering mobile robot’s kinematics model, where the curvature is generated using equation (10).
\[ \kappa = \frac{1}{r} = \frac{\tan \alpha}{L} \quad (10) \]

The kinematic model of the mobile robot is generated using equation (11)

\[
\begin{align*}
\dot{x}(t) &= v(t) \cos(\psi(t)) \\
\dot{y}(t) &= v(t) \sin(\psi(t)) \\
vt(\tau) &= v(\tau) < v_{\text{max}} \\
\alpha(\tau) &= \alpha(\tau) < \alpha_{\text{max}} \\
\end{align*}
\]

(11)

When the mobile robot moves, the following constraints should be considered: (1) The maximum velocity constraint, (2) maximum acceleration constraint, (3) maximum curvature constraint, (4) velocity continuity constraint, (5) acceleration continuity constraint, and (6) curvature continuity constraint. Because this article uses the Bezier curve and straight line segment as the trajectory generation algorithm, the system meets the speed continuous constraint, continuous acceleration constraint, and curvature continuous constraint.

The speed and curvature constraint of the robot is defined by equation (12)

\[
\begin{align*}
\dot{\psi}(t) &= \omega(t) \kappa(t) \\
\dot{x}(t) &= v(t) \cos(\psi(t)) \\
\dot{y}(t) &= v(t) \sin(\psi(t)) \\
v(t) &= v_{\text{max}} \\
\alpha(t) &= \alpha_{\text{max}} \\
\end{align*}
\]

(12)

Firstly, the speed constraint is applied to each planning point, and then, the iteration started from the initial speed, as shown in equation (13)

\[
a(t) &= a_{\text{max}} \\
\frac{a_r^2}{a_{r,\text{max}}^2} + \frac{a_t^2}{a_{t,\text{max}}^2} &= 1 \\
\]

(13)

(14)

Using the maximum acceleration to calculate the velocity value of the next planning point, then \( v_{k+1} \) can be determined using equation (15)

\[
v_{k+1} &= v_k + a_r \Delta \\
\]

(15)

The relationship between velocity and trajectory length is computed using equation (16)

\[
\text{Table 1. Comparison of the cost results of the proposed and JPS algorithms.}
\]

| Method  | Cost of distance | Cost of direction | Number of points | Planning time (s) |
|---------|------------------|-------------------|------------------|-------------------|
| JPS     | 42.53            | 8.635             | 24               | 2.251             |
| Proposed| 42.02            | 6.004             | 8                | 2.762             |

JPS: jump point search.

![Figure 8](image8.png)

**Figure 8.** Simulation result of trajectory generation; the blue dotted line is the front-end path based on improved JPS, and the solid red line is the optimized trajectory. JPS: jump point search.

![Figure 9](image9.png)

**Figure 9.** The curvature of the trajectory curvature.
\[
v_{k+1}^2 - v_k^2 = 2a_i \Delta s(t)
\]

where \( \Delta s(t) \) is the trajectory length between two planning points.

In this method, each planning point’s velocity can be calculated iteratively, and the acceleration constraint is satisfied.

**Simulation and experiments**

To the path planning and trajectory generation algorithm proposed in this article, the algorithm is simulated by MATLAB, and an experiment is carried out for a wheeled mobile robot.26

**Simulation environment**

To examine the proposed algorithm’s effectiveness in this article, MATLAB is selected as the simulation tool. As shown in Figure 6, the green dot is the static obstacle, the blue * is the initial point, and the red * is the target point. As can be seen, the environment has the characteristics of multiple static obstacles. In this 2D static global environment, the traditional algorithm and the algorithm proposed in this article are compared and simulated.

**Improved jump point search simulation results (improved heuristic function)**

The comparative simulation of global planning is carried out in a 2D static environment, as shown in Figure 6. The red broken line segment is the path searched by the traditional JPS algorithm. JPS algorithm can complete the path search from the initial point to the target point. However, it can be seen that the global path is close to the obstacles, and it has a large number of turns. This is because the traditional heuristic function only considers the Euclidean distance and does not consider the direction factor. It will increase the robot’s motion cost and increase the back-end trajectory optimization difficulty in practical application.

The improved heuristic function is used to carry out simulation experiments, as shown in Figure 6. The black broken line segment is the path searched using the improved heuristic function. Due to the direction factor’s consideration, the algorithm has been moving toward the target direction, reducing the number of turns and keeping the distance cost not to grow.

**Improved jump point search simulation results (trimming the turning point)**

Compared to A* algorithm, the JPS algorithm dramatically reduces the number of expansion points, but because the node expansion process uses eight connected search neighborhoods, the expansion can only move along the orthogonal and diagonal direction. Besides, the JPS algorithm expansion relies on force neighbor, it produces many expansion points on the same line. These shortcomings will increase the cost of the algorithm and the difficulty of the back-end trajectory optimization. Using the turning point trimming method makes up for the shortcomings of the traditional JPS algorithm.

As shown in Figure 7, the blue dotted line is the original JPS planning path, and the blue point is the extension point;
after the improved algorithm, the red point is the extension point after trimming, and the solid red line is the trimmed path. The algorithm further reduces the number of turning points and shortens the path length. Furthermore, as described in the back-end trajectory optimization in the third section, fewer planning points contribute to the optimization algorithm’s efficiency, and the curvature of the planning curve changes less. The comparison of the proposed and JPS algorithm is given in Table 1. The proposed algorithm can reduce the cost both in distance and direction, and the time cost increases with the node trimming.

Improved trajectory generation simulation results

An optimized path can be obtained after the improved path planning algorithm based on the improved JPS algorithm. On this basis, the trajectory generation algorithm based on the Bezier curve and straight line segment proposed in the third section can further generate the trajectory from the initial point to the target point.

As shown in Figure 8, the blue dotted line segment results from the front-end path planning, and the red solid line segment is the optimized trajectory. It can be seen from the figure that the generated trajectory is smooth and continuous, which can avoid obstacles from the initial point to the target point and reduce the length of the original path.

Figure 9 shows the curvature under the trajectory. It can be seen from the figure that the curvature value of the whole trajectory is continuous, which ensures the minimum curvature under the premise of obstacle avoidance.

Motion experiment of a wheeled robot

In this article, a wheeled robot is used to plan mobile robot navigation in the indoor environment. The maximum curvature of the robot is $1 \text{ m}^{-1}$, the maximum linear velocity is $0.52 \text{ m s}^{-1}$, the maximum tangential acceleration is $0.2 \text{ m s}^{-2}$, and the maximum radial acceleration is $0.4 \text{ m s}^{-2}$.

The experimental environment is an indoor laboratory environment, using an RGB-D camera as a robot vision sensor. The camera’s point cloud map in the ROS environment is used as the environment map input. Firstly, the point cloud map is transformed into a three-dimensional (3D) grid map based on octree, and then, it is transformed into a 2D grid considering the height threshold. On this basis, the size of the mobile robot is considered for size expansion. Figure 10(a) shows a point cloud map of the original scene, Figure 10(b) shows a 3D grid map based on octree, and Figure 10(c) depicts the 2D grid map considering the overall experimental environment after the expansion of the size of the mobile robot.

Figure 11 is a robot motion planning according to the algorithm proposed in this article in the ROS environment, while Figure 12 is the speed planning according to this path. The wheeled robot accelerates to move along the planned path from rest, completes the whole path, and stops at the end. It can be seen from the experiment that the speed planning algorithm proposed in this article ensures the continuity and boundedness of velocity and acceleration.

It can be seen from Figure 11 that based on the known environment map, the robot uses its own camera to collect...
Conclusions

An improved JPS and Bezier curve algorithm has been introduced in motion planning. Firstly, the heuristic function based on distance and direction is used to describe the estimated cost more accurately from the current point to the target point. Secondly, the redundant turning points are trimmed to reduce the cost and provide a better trajectory generation premise. A novel trajectory generation method based on the Bezier curve and a straight line is proposed in the back end, which provides a trajectory generation algorithm with continuous size, direction, and curvature.

The simulation results show that the algorithm does the following:

1. It realizes the optimal path planning from the beginning to the end;
2. The position, direction, and curvature of the track are continuous;
3. The track length and time cost have good performance.

Therefore, the algorithm provides a complete scheme for the motion planning and navigation of mobile robots. Besides, through the indoor environment robot’s planning experiments, the mobile robot can get real-time information of the environment through the RGB-D camera and achieve real-time obstacle avoidance during the global path and trajectory planning.

The results demonstrate that the proposed algorithm has provided an optimal path and trajectory, which can be used for robot navigation.
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