Nested-block self-attention for robust radiotherapy planning segmentation
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ABSTRACT

Although deep convolutional networks have been widely studied for head and neck (HN) organs at risk (OAR) segmentation, their use for routine clinical treatment planning is limited by a lack of robustness to imaging artifacts, low soft tissue contrast on CT, and the presence of abnormal anatomy. In order to address these challenges, we developed a computationally efficient nested block self-attention (NBSA) method that can be combined with any convolutional network. Our method achieves computational efficiency by performing non-local calculations within memory blocks of fixed spatial extent. Contextual dependencies are captured by passing information in a raster scan order between blocks, as well as through a second attention layer that causes bidirectional attention flow. We implemented our approach on three different networks to demonstrate feasibility. Following training using 200 cases, we performed comprehensive evaluations using conventional and clinical metrics on a separate set of 172 test scans sourced from external and internal institution datasets without any exclusion criteria. NBSA required a similar number of computations (15.7 gflops) as the most efficient criss-cross attention (CCA) method and generated significantly more accurate segmentations for brain stem (Dice of 0.89 vs. 0.86) and parotid glands (0.86 vs. 0.84) than CCA. NBSA’s segmentations were less variable than multiple 3D methods, including for small organs with low soft-tissue contrast such as the submandibular glands (surface Dice of 0.90). Our method has been in routine clinical use since May, 2020. It reduced contouring effort by 61% compared to manual contouring and the dose distribution metrics derived from our method were strongly correlated ($R^2 > 0.9$, $r = 1$) with those derived from manual segmentations. In conclusion, we developed and clinically implemented a new self-attention based OAR segmentation method that is robust to routinely seen clinical conditions for HN radiation therapy treatments.

© 2021 Elsevier B. V. All rights reserved.
1. Introduction

Highly conformal image guided radiation treatments such as intensity modulated radiation therapy (IMRT) have shown to improve both treatment outcomes and patients' quality of life in head and neck (HN) cancer patients by sparing normal organs of unnecessary radiation (Harari et al., 2010). But these treatments require accurate organ at risk (OAR) segmentation. Complexity of the OAR morphology due to the large number of organs occupying HN, a lack of sufficient soft-tissue contrast that clearly identifies organ boundaries, and difficult but common imaging conditions such as dental artifacts and invading tumors all make HN OAR segmentation a difficult task (Ibragimov and Xing, 2017). Manual delineation of HN OARs is highly time consuming (Harari et al., 2010; van Dijk et al., 2020) taking up to 2 hours. Manual segmentations also exhibit high inter-observer variability (Nelms et al., 2010). This has motivated the development of both atlas-based (Fritscher et al., 2016; Hoang-Duc et al.; Haq et al., 2019) and deep learning methods (Ibragimov and Xing, 2017; Nikolov et al., 2018; Zhu et al., 2018; Liang et al., 2020; Wang et al., 2018b).

An important requirement for routine clinical use of deep learning methods in radiation therapy planning is the robustness of these methods to the commonly seen difficult clinical conditions, which include moderate to severe dental artifacts and abnormal anatomy. Severe dental artifacts can completely obscure glandular organs (Ibragimov and Xing, 2017). Surgically excised organs and enlarged targets can deform the adjacent normal organs, which can adversely impact automated methods. Prior works on HN organ segmentation have predominantly focused on improving segmentation accuracy under low soft-tissue contrast and varying organ sizes. The most common strategy is a multi-step method to first localize the organs followed by organ-specific pixel-wise segmentation (Ibragimov and Xing, 2017; Wang et al., 2018b; Men et al.; Ren et al.; Liang et al., 2020; Chen et al.). These methods try to focus the network towards relevant regions containing the organs either by explicitly localizing the organs (Wang et al., 2018b; Men et al.; Liang et al., 2020) or by using a shape constraint pertaining to that organ (Tong et al., 2018). Squeeze and excitation methods (Zhu et al., 2018) identify relevant feature maps while image-level attention gating mechanisms use organ segmentation probabilistic maps to refine segmentations (Wang et al., 2019; Oktay et al., 2018).

However, the basic assumption of these methods is that the organs are visible in their usual location despite low soft-tissue contrast. This assumption is violated when large tumors abutting the organs deform and push them out of their usual location, organ appearances are severely altered due to surgical excision of diseased organs, and severe artifacts entirely obscure and alter the local statistics of an organ (see Figure 1). In these situations, the afore-mentioned methods can no longer operate effectively as the first-stage of organ localization may itself fail. The unusual organ statistics may also preclude robust algorithmic inference. Therefore, we developed a new self-attention based approach to handle such difficult yet common imaging conditions.

Our approach, called nested block self-attention (NBSA), combines interactions between regional contexts, while extracting the non-local attention informa-
Fig. 1. Examples of challenging cases: tumors that deform anatomy combined with dental artifacts, surgically excised mandible and tumor, severe artifacts, and an enlarged lymph node abutting the contralateral submandigular gland.

tion in a fast and memory efficient way. The key idea is to split an image into fixed local 2D memory blocks of defined spatial extent and compute a non-local self-attention in each block in a raster scan order. The memory blocks are placed overlapping each other’s context to allow the flow of attention from one block to another. The outputs for all the blocks are then combined with the original image to produce a local self-attention map. A second NBSA attention layer is added to allow bi-directional attention flow (Figure. 2). By restricting the non-local computations to the memory blocks, the memory and computational needs of our method are similar to the criss-cross self attention or CCA(Huang et al., 2019), the most memory efficient method published to date. Our method also captures more long-range contextual information than the CCA by including off-diagonal pixels and passing information between the regional contexts or memory blocks.

Notably, we have been using this method for routine clinical treatment planning at our institution since May, 2020 and have already analyzed close to 1000 cases. To our knowledge, this is the first report of a deep learning model applied for routine clinical treatment planning for head and neck cancers. Importantly, we present results of analyzing clinical image sets with complex anatomical conditions and without any exclusion criteria.

Our contributions are:

- **New self-attention method:** We introduced a computationally and memory efficient nested block self-attention method for modeling both local and long-range context interactions.

- **First deep learning application for routine clinical treatment planning:** To our best knowledge, this is the first report of a deep learning model applied for routine clinical treatment planning for head and neck cancers. Importantly, we present results of analyzing clinical image sets with complex anatomical conditions and without any exclusion criteria.

- **Implementation on multiple network architectures:** We present results of implementing the NBSA on three different segmentation architectures with varying number of parameters.

- **Rigorous evaluation:** We present results of evaluating our method on routine and prospectively acquired clinical cases using geometric and clinical utility metrics. We also evaluated our method against related self-attention methods using geometric accuracy and computational requirements. We compared the geometric accuracy of our method against 3D networks, computed robustness to inter-rater segmentations, and conducted experiments to study impact of network design.
2. Related Works

2.1. HN OAR segmentation methods

Numerous works have employed single and multi-atlas based methods for generating OAR segmentations(Fritscher et al., 2016; Hoang-Duc et al.; Haq et al., 2019). Deep learning methods(Ibragimov and Xing, 2017; Wang et al., 2018b; Zhu et al., 2018; Nikolov et al., 2018) have shown as good or better performance than atlas based methods with minimal testing time computational requirements. An extensive recent review of head and neck segmentation methods is in(Vrtovec et al., 2020).

Previous approaches either use separate sub-networks trained to segment the individual organs(Ibragimov and Xing, 2017; Wang et al., 2018b; Men et al.; Ren et al.; van Dijk et al., 2020) or a single network to simultaneously segment all the organs (Liang et al., 2020; Chen et al.; Tong et al., 2018). Hierarchical methods have used step-wise shape constraints, wherein the large and easy to locate organs are used to constrain small organs with low soft-tissue contrast(Wang et al., 2018b). A different approach consists of extracting a latent embedding of organ shapes to regularize segmentation network training(Tong et al., 2018). Hierarchical constraints, whereby segmentation of organs with higher contrast (e.g. mandible) are used as additional inputs to constrain the segmentation of moderately hard (low-soft-tissue contrast but large organs like the parotids) followed by small and hard organs (e.g. optic nerves and brachial plexus) was recently introduced with neural architecture search for segmenting up to forty-two different HN organs(Guo et al., 2020). Liu et.al(Liu et al., 2020) employed a different strategy, wherein a generational adversarial network was used to transform CT into pseudo MRI images, on which segmentations were generated.
An alternative strategy is to focus the network’s attention towards relevant regions in the image. Squeeze and excitation blocks are used in the Anatomynet (Zhu et al., 2018) to compress global feature channels and extract relevant features. Additionally, this method reduced the number of down-sampling calculations to have sufficient information to segment small organs in the reduced size feature maps. Separate branches with shared feature layers were used by focusNet (Gao et al., 2019) to segment multiple OARs. Organ-specific gating techniques combine the advantages of a multi-step approach with focused attention approach, wherein a probabilistic segmentation indicative of the likelihood of the organs locations in the image from the first stage are used to further refine the segmentation in the second stage (Wang et al., 2019; Oktay et al., 2018).

2.2. Self-attention methods

Self-attention (SA) (Vaswani et al., 2017; Parmar et al., 2018) is more effective than CNNs for handling complex imaging conditions because it can model both local and long-range anatomical contexts. CNNs rely on fixed kernel size structure to capture local dependency and the recursive pooling to capture longer range context. But this is inherently limiting as several layers are required and important image resolution information is lost due to pooling operations done to capture the long range dependencies (Chen et al., 2018). Standard non-local SA (Wang et al., 2018a), which is related to computing non-local means has shown to be highly effective in improving the accuracy of image-classification and object detection tasks. Point-wise self-attention (Zhao et al., 2018) is a type of SA that models the long-range interactions by aggregating features using feature weights distributed to different locations after computing point-wise interactions between all feature-pairs in the image. However, SA requires memory intensive calculations, which limits the size of images that can be used (Ramachandran et al., 2019). Prior works attempted to reduce the computational burden by modeling only the correlations between distinct objects detected in an image (Hu et al., 2018), by successive pooling (Yuan and Wang, 2018), as well as by restricting the self-attention calculation to a fixed spatial extent (Ramachandran et al., 2019; Shen et al., 2018). A different form of SA was proposed as a product of two sparse affinity matrices that quantify the level of interactions between the long and short range contexts (Huang et al., 2019). But this approach relies on permutation of voxels to compute the long and short-range dependencies, thereby creating a tradeoff between the number of permutations done to capture the dependencies vs. the computations. Also, the choice of permutation is highly application specific. The idea that SA is fundamentally a way of biasing the network computations towards more informative parts of an image or text sequence has been extended to extract relevant features through lightweight gating mechanisms like the squeeze and excitation (SE) (Hu et al., 2020) and attention-gated methods (Oktay et al., 2018). A hybrid approach combining both spatial and feature channel aggregation was used by Fu et al. (Fu et al., 2018) for semantic segmentation of natural images. SE methods are particularly interesting in that SE blocks are segmentation architecture independent computational units that enhance the representational power of the network by modeling channel-wise dependencies. SE blocks have been used for handling different organ sizes in HN (Zhu et al., 2018; Gao et al., 2019) and other organ segmentations (Roy et al., 2018). However, the global average pooling used in the SE blocks weights the contributions of all features equally and ignores the differential relevance of the different sets of features to inform a partic-
The issue of global average pooling was mitigated in the double attention networks (Chen et al., 2018) that used a transposed multiplication of the attention maps to weight the interactions. This transposed multiplication is in a sense like computing the eigenvalues of the attentions such that only the most relevant long-range and short-range interactions for each feature are used in an adaptive manner.

An even more efficient and domain independent approach to mitigate the memory and computational needs for self-attention is the criss-cross self-attention (or CCA) (Huang et al., 2019) that considers only the horizontal and vertical elements as the contextual neighborhood to compute the second order self-attention pooling. This method has also shown to be successful for lung segmentation from chest X-ray images (Tang et al., 2019). However, CCA makes an overly simplistic assumption that all the relevant long-range information resides in the horizontal and vertical neighborhoods.

Our method is related to the masked or bi-directional block self-attention method (Shen et al., 2018) used for sentence modeling and the stand-alone self-attention (Ramachandran et al., 2019) used for object classification, in that all three methods use memory blocks of fixed spatial extent. But there are fundamental differences. The standalone attention uses a pixel-centered blocks with relative position weighting. The attention layers are also used within the convolutional stem before the pooling operations as a way of obtaining weighted average pooling. The bidirectional block self-attention (Shen et al., 2018) also computes a bi-directional attention flow between the memory blocks like ours. However, the attention computation requires a second order pooling of the attention features from the first intra-block attention layer, which are then un-pooled as weighted feature weights following the second masked attention and then fused with the top-level features. Our method on the other hand is not an approach to compute weighted pooling. It is instead a way of computing the correlation structure of the various elements in an image and extract the local and long-range dependencies. Also, the attention layers use an identical structure for simpler implementation as a network independent attention block. To our best knowledge, ours is the first to use the nested attention method for segmenting multiple organs with varying sizes, low soft-tissue contrast, and other difficult imaging conditions.

3. Method

The nested block self-attention (NBSA) method consists of two consecutively placed attention layers to extract the bi-directional attention flow between all parts of the image. A NBSA attention layer is implemented by placing multiple spatially distinct memory blocks covering the entire image. The memory blocks are similar to the multi-head attention blocks (Shen et al., 2018). In order to achieve memory efficiency, the transformation weights for self-attention computation are shared across all the blocks. Multi-head attention can be obtained by using different transformation weights.

3.1. Non-local self attention

The self attention scheme performs a non-local operation to compute all-pairs affinity for each pixel in a given image. Let \( X \in \mathbb{R}^{N \times C} \) be a feature map computed through a convolutional operation on an input image \( I \), where \( N = H \times W \) for a 2D and \( N = H \times W \times Z \) for a 3D image, with \( H, W \) and \( Z \) being the height, width and number of slices in the image, and \( C \) is the number of feature channels. The non-local attention is computed as a weighted sum of features at all positions, with the
weights corresponding to the correlation of the features,
\[
\beta = f(\theta(X), \phi(X))g(X), \quad \theta(X) = XW_\theta, \quad \phi(X) = XW_\phi, \quad g(X) = XW_g,
\] (1)
where \(\theta(\cdot), \phi(\cdot), g(\cdot)\) are learnable transformations of the input feature map \(X\) corresponding to the query \(Q = \theta(X)\), key \(K = \phi(X)\), and value \(V = g(X)\). These feature transformations are often computed using a 1 \times 1 convolution with weight matrices \(W_\theta, W_\phi, W_g \in \mathbb{R}^{N \times C}\).

As suggested in (Wang et al., 2018a), different choices for the function \(f(\cdot)\) are possible, including Gaussian and embedded Gaussian functions. The dot product similarity is most commonly used and is computed as,
\[
f(\theta(X), \phi(X)) = \text{softmax}\left(\frac{\theta(X)\phi(X)^T}{\sqrt{d}}\right), \quad (2)
\]
where \(d\) corresponds to the dimension of the features. The non-local operation is finally wrapped into an attention block that is defined as:
\[
\hat{X} = f(\theta(X), \phi(X))g(X) + X. \quad (3)
\]

### 3.2. Nested block self-attention

In the nested block self-attention, we split the feature map into spatially \(M\) distinct memory blocks, \(X = \{x_1, \ldots, x_m\}\). The non-local operation is done within each memory block by using a set of queries \(Q = \{q_1, \ldots, q_M\}\), keys \(K = \{k_1, \ldots, k_M\}\), and values \(V = \{v_1, \ldots, v_M\}\) corresponding to the block. A multi-headed attention computation is also possible by maintaining distinct weights for the \(Q,K,V\) parameters. We however, chose to use shared weights for memory efficiency. But because we use overlapping memory blocks, the non-local attention itself is calculated as an aggregate of the attention from all blocks enclosing a pixel. Thus the attention \(\beta_j\) for a feature \(y_j\) at position \(j\) is computed as a sum of non-local attentions from \(P \leq M\) memory blocks it is contained in:
\[
\beta_j = \sum_{p \in P} \text{softmax}\left(\frac{\theta(p)f_j\phi(p)f_j^T}{\sqrt{d}}\right)g(p)(f_j). \quad (4)
\]
The first attention layer causes the attention information to flow from right to left and top to bottom as the image is scanned in raster scan order. Once the non-local attentions are aggregated for all the pixels, the non-local attention computed using the second NBSA layer naturally incorporates the attention flow in the reverse direction. This results in a bi-directional attention flow throughout the image and automatically extracts both the local and long-range dependencies. In our implementation, we separated the weights computed for the two attention blocks in order to increase the diversity in the attention calculation. An alternative memory efficient approach could also make use of a recurrent attention blocks, which we did not consider in this work.

### 3.3. Relative attention

As a network design choice, we evaluated whether learning relative position embeddings improves segmentation accuracy as has previously been shown for object classification (Ramachandran et al., 2019) and sentence translations (Shaw et al., 2018). We trained the network to learn the relative attention weights or relative position embedding \(E\) between pairs of features using an approach developed for sentence translations (Shaw et al., 2018). The relative attention weights are learned by representing the feature positions as nodes in a fully connected graph and modulating both the query-element similarity and the relative position weight of query-element as:
\[
\beta_j = \left(\frac{\theta(f_j)\phi(f_j)^T + \theta(f_j)E_j}{\sqrt{d}}\right)g(f_j). \quad (5)
\]
Memory efficient computation was achieved by using the Skew trick introduced in (Huang et al., 2018), wherein the relative position embedding is combined by padding the leftmost column with a dummy column vector of the same length as the number of positions, followed by reshaping of the matrix $QE^T$ to $(B + 1, B)$, and then reshaping the matrix to retain the last $B$ rows and all columns to produce a $B \times B$ matrix.

3.4. Computational complexity

The memory and computationally intensive non-local computations are restricted to the memory blocks of spatial extent $m = B \times B$. In the case of fully non-overlapping memory blocks, the whole computation of the various blocks can be parallelized across GPUs, thereby effectively requiring $O(B^2)$ for the whole image. However, to enable the attention to flow between all the blocks, we use overlapping memory blocks, which requires to serialize the attention calculation, albeit the non-local computations still only require $O(B^2)$. Given a stride $s, s \leq B$ used for placing the blocks, the computation for the entire image is now reduced from $O(N^2)$ (when performing full non-local self attention) to $O\left(\left(\frac{N}{B} + \frac{B}{s}\right)^2\right)$.

3.5. Implementation and Network Structure

All networks were implemented using the Pytorch library (Paszke et al., 2017) and trained on Nvidia GTX 1080Ti with 12GB memory. The ADAM algorithm (Kingma and Ba, 2014) with an initial learning rate of 2e-4 was used during training. Training was performed by cropping the images to the head area and using image patches resized to $256 \times 256$, resulting in a total of 8000 training images. Models were constructed to segment multiple organs that included parotid glands, sub-mandibular glands, brain stem, spinal cord, oral cavity, and mandible. All methods were trained from scratch using the same training dataset with reasonable hyperparameter optimization done for equitable comparisons. The default kernel bandwidth size for NBSA was 36, resulting in a patch of size $36 \times 36$, a scanning stride of 24. The NBSA block was implemented in the penultimate layer of the various networks. Each layer consisted of a set of computational filters including convolutions (CONV), batch normalization (BN), and ReLU activations.

3.5.1. Unet with NBSA

Our default network using the NBSA attention used a 2D U-net (Ronneberger et al., 2015). We modified U-net to include batch normalization after each convolution layer to speed up convergence. This network was composed of a series of convolutional blocks, with each block consisting of convolution, batch normalization, and ReLU activation. Skip connections are implemented to concatenate high-level and lower level features. Four max-pooling and four up-pooling layers were used to appropriately down- and up-sample features. The NBSA blocks were implemented in the penultimate layer with a feature size of $256 \times 256 \times 64$. This network had 13.39 M parameters and 33 layers\(^1\) of Unet.

3.5.2. Dense fully convolutional network with NBSA

The NBSA blocks were implemented in the penultimate layer of DenseFCN67 (Jégou et al., 2017) with a feature size of $128 \times 128 \times 228$. This network is composed of Dense Blocks (DB) (Huang et al., 2017), which successively concatenates feature maps computed from previous layers and increases the size of the feature maps. DB is produced by iterative concatenation of feature

\(^1\)layers are only counted on layers that have tunable weights
maps from previous layers within a block. A layer is composed of BN, ReLU, and 3\times3 convolution operation. Transition Down (TD) and Transition UP (TU) are used for down-sampling and up-sampling the feature size, respectively, where TD is composed of Batch Normalization, ReLU, 1\times1 convolution, 2\times2 max-pooling while TU is composed of 3\times3 transposed convolution. The DB used 4 feature concatenation layers, 5 TD, and 5 TU with a growing rate of 12. This resulted in 3.30 M parameters and 106 layers of DenseFCN.

3.5.3. Multiple resolution residual network with NBSA

Multiple resolution residual network (MRRN) (Jiang et al., 2019) is a very deep network that we developed for generating segmentation of large and small lung tumors. This network combines aspects of both densely connected(Huang et al., 2017) and residual network(He et al., 2016) architectures. Similar to the densely connected networks, features computed at multiple image resolutions are combined with the features in downstream layers to provide higher image resolution information. Similar to residual networks, residual connections are used to increase the network’s training stability as the network depth is increased.

The MRRN network is composed of multiple residual feature streams, which carry feature maps at specific image resolution. There are as many residual feature streams as the number of pooling operations. The main architectural component of the MRRN is the residual connection unit block (RCUB), which is composed of one or more serially connected residual connection units (RCU). RCU takes two inputs, feature map from the immediately preceding network layer or the output of preceding RCU and the feature map from the residual feature stream. Residual feature stream maps are processed starting from the nearest lower image resolution to the original image resolution by the successive RCUs. Each RCU consists of 3\times3 convolutions, BN, and ReLU activation. The RCU has two outputs: one to
connect to its successive RCU and a second feature map that is passed back to the feature stream after appropriate upsampling through residual connections. The network is designed to detect both large and small structures in the image. Four max-pooling and up-pooling are used in the encoder and decoder in MRRN. The NBSA block is placed after the output of the layer preceding the last RCUB layer resulting in a feature size of 256×256×32. The MRRN resulted in 38.92M parameters.

3.6. Implementation of Unet-NBSA in routine clinical radiation treatment planning

The Unet NBSA method is fully integrated into the clinical treatment planning workflow at our institution. Our software infrastructure framework called the ensemble of voxelwise attributes (EVA) directly interfaces with the commercial MIM software (MIM Software Inc., Beachwood, OH) used in the radiation therapy clinic, which features easy to use contour reviewing and editing functionalities (Figure 4 A). The EVA pipeline runs entirely in the background without any need for clinician intervention, thereby providing a seamless functionality without increasing clinician workload. DICOM listeners and file watcher clients automatically route DICOM images from specific anatomical site to appropriate deep learning method and place the segmented DICOM-RT structures with the associated DICOMs. The EVA pipeline supports batch processing and simultaneously manages multiple segmentation models for different disease sites. The segmentation models are encapsulated in operating system independent singularity containers and run on high-performance compute clusters. The container models can be swapped with no workflow disruption for routine updates and performance improvements. The EVA pipeline is supported by the open-source CERR (Deasy et al., 2003), which performs DICOM handling, image processing, and converts segmentation masks into DICOM-RT structures.

We use a cyclical developmental cycle (Figure 4 B) in order to adapt the methods to changes in imaging technology and incorporate clinical requirements. Clinically deployed deep learning methods are continuously improved and reviewed with a multi-disciplinary team of computer scientists, research and clinical physicists, radiation oncologists, and anatomists who meet on a weekly basis to qualitatively review individual cases as well as discuss future clinical needs. Staged evaluation using pre-clinical and periodic random clinical assessments are done to ensure robust ongoing performance.

4. Experimental analysis

Figure 5 summarizes the analyzed number of cases and experimental evaluations. Independent test sets from both the external public domain database for computational anatomy (PDDCA) (Raudaschl et al., 2017) and internal archive datasets were used. The PDDCA dataset was used to benchmark proposed method's performance and accuracy against other self-attention methods and published HN segmentation methods. An internal institution dataset was used to evaluate contouring accuracy according to institutional preferences as well as with 3D
architectures such as the 3DUnet (Nikolov et al., 2018), the AnatomyNet (Zhu et al., 2018), and deep multi-fiber network (DFMNet) (Chen et al., 2019). Both DFMNet and AnatomyNet methods used author provided implementations. Unet-NBSA is used in clinical treatment planning. Hence, the clinical metrics including contour adjustment and dosimetric metrics derived from the dose volume histogram (DVH) were also computed for this method. DVH analysis was performed on a random set of 21 cases containing high dose regions adjacent to the OARs in order to derive a worse case estimate of the DVH accuracies.

4.1. Performance metrics

Geometric accuracy was computed by comparing with expert delineations using the Dice Similarity Coefficient (DSC), surface Dice similarity coefficient (SDSC), and Hausdorff metric at 95th percentile. Contour editing effort was summarized as contour adjustment ratio (CAR) and was computed as the ratio of the added path length (APL) to the total path length (TPL). APL (Vaassen et al., 2020) is the count of the number of boundary pixels added or deleted in the manual editing of the algorithm segmented contour. TPL is the total boundary pixels of the structure and corresponds to the effort needed in manual segmentation.

Dosimetric metrics were derived from the dose volume histogram (DVH) computed from the algorithm and manual segmentations. These metrics consisted of absolute dose difference (ADD) of the mean and max doses, and the absolute difference in Vx measures (% volume receiving at least xGy dose) for $x = 5\text{Gy}, x = 30\text{Gy}$, referred as $\Delta V5$ and $\Delta V30$, respectively. Spearman rank correlation coefficients were computed to compare the dose distributions summarized as mean dose.

5. Experimental results

5.1. Computational performance and accuracy

We compared the performance of the NBSA method against standard self-attention (SA) (Wang et al., 2018a), the criss-cross self-attention (CCA) (Huang et al., 2019), dual attention network (DAN) (Fu et al., 2018), and the point-wise spatial attention (PSA) (Zhao et al., 2018). Open-source implementations of these methods provided by the authors were used. Unet network was used for all methods with the attention modules placed on the penultimate layer for all other methods. All methods were trained from scratch. As shown in Table. 1, the NBSA method was similarly computationally efficient but produced significantly more accurate brain stem and parotid glands segmentation than the CCA (Huang et al., 2019).

Figure. 6 shows the average DSC accuracy and computational requirements of the various methods including, MRRN-NBSA and DenseFCN-NBSA on the PDDCA dataset. We distinguished performance in cases ($n = 24$) containing artifacts (artifacts present in at least 3 or more slices) and the rest ($n = 24$). PDDCA cases did not contain any cases with resected organs and two cases had a tumor adjacent to submandibular glands. The NBSA methods were more accurate regardless of artifacts (Figure. 6 (A)). DenseFCN-NBSA was the most computa-
Fig. 6. (A) Accuracy and (B) computational performance of the various self-attention networks.

Table 1. Geometric accuracy comparisons between the various self-attention methods and the NBSA method implemented on the Unet architecture. Accuracies that are significantly lower than Unet-NBSA are indicated with * for < 0.1, ** for < 0.05, and *** for < 0.01. BS - Brain stem, PG - Parotid glands, SG - submandibular glands, Man - mandible.

| Method | BS  | PG  | SG  | Man | GFLOPS |
|--------|-----|-----|-----|-----|--------|
| SA     | 0.87*** | 0.84* | 0.78 | 0.89*** | 16.24 |
| CCA    | 0.86*** | 0.84** | 0.77 | 0.92 | 15.60 |
| PSA    | 0.87**  | 0.84  | 0.77 | 0.92 | 19.97 |
| Dual   | 0.88*   | 0.85  | 0.76 | 0.92 | 16.69 |
| NBSA   | 0.89    | 0.86  | 0.79 | 0.93 | 15.71 |

Our method was as good or better than Nikolov et.al (Nikolov et al., 2018) with lower variability, particularly for the more difficult to segment submandibular glands and brain stem. Its variability was lower than the two raters for submandibular glands and similar to the two raters for parotid glands and brain stem.

Table 2 shows the average DSC accuracy on the phase III PDDCA (n=16) cases compared to multiple published methods that reported the performance on these same cases. Seven out of 16 cases had artifacts with 6 being the most number of slices with artifacts. There were two cases (0522c0746, 0522c0878) with an enlarged tumor abutting the ipsilateral submandibular gland. The MRRN-NBSA produced an average OAR DSC of 0.78 for both of these cases, while the Unet-NBSA produced an average DSC of 0.74 and 0.78, respectively. The CCA method on the other hand had a lower average DSC of 0.72 and 0.73. Nikolov et.al (Nikolov et al., 2018), the only method to report case by case results reported a much lower average DSC of 0.67 and 0.72, respectively. Compared to the published methods, our method used the fewest training examples. It is also the only method to use a 2D implementation besides Fritscher et.al (Fritscher et al., 2016). Finally, our method was trained and validated using our internal archive dataset and then tested with the PDDCA as an entirely blinded and independent dataset, even when there are clear contouring differences. For example, our training contours for mandible overextend at least a mm outwards. Prior methods have therefore reported results by incorporating the Phase I and Phase II PDDCA data into the training (Liang et al., 2020; Zhu et al., 2018; Nikolov et al., 2018; Wang et al., 2018b). Only the method in (Liang et al., 2020), which reported the accuracy on PDDCA
using the model trained on PDDCA was slightly better than our method. Our method’s accuracy was as good or better than other published methods.

5.3. Geometric accuracy on internal archive test sets

Figure. 8 shows the box plots of the geometric metrics computed for our and three different 3D network models on all of the internal testing dataset (n = 124). The reference lines in the plots correspond to the inter-rater difference derived between radiographer and a radiation oncologist from an entirely different dataset used in Nikolov et.al (Nikolov et al., 2018) and correspond to 0.85 for DSC and 0.935 for SDSC. The DSC accuracy of our method over all organs was 0.87 and the SDSC was 0.92. Our method also achieved a lower HD95 of 3.81mm compared with all other methods. The HD95 for all three methods were higher with DFMNet of 4.62mm, AnatomyNet of 4.48mm, and Unet3D of 4.18mm. The SDSC using our method exceeded 0.85 for all analyzed organs. The highest accuracy was achieved for brain stem with 0.97, followed by 0.95 for spinal cord, 0.92 for oral cavity, 0.92 for parotid gland, 0.91 for mandible, and 0.89 for submandibular glands. As shown in the subsequent section, these accuracies were sufficient to achieve high dosimetric accuracies.

Figure. 9 shows some example clinical cases with large tumors abutting the normal organs or images with severe dental artifacts. As shown, our method produced a reasonably concordant with expert segmentation despite the difficult imaging conditions. We also show segmentations produced by two additional self-attention methods, namely the standard self-attention and the CCA method to illustrate the inability of these methods to handle the difficult imaging and complex anatomy. Similarly, other methods including 2D and 3DUnet, AnatomyNet, and DFMNet all produced worse segmentations for organs abutting tumors, where accuracy is crucial.

5.4. Clinical utility

Table. 3 summarizes the clinically relevant contour editing and dosimetric metrics. The spinal cord required only 16% editing while oral cavity needed the most with 49% editing, possibly due to the variation in the manual contouring. Overall, the CAR across all organs was 39%, which corresponded to roughly 61% reduction in contouring effort. Also important, the dose deviation between the algorithm and manual segmentations were within tolerable limits with the dose differences staying within 2Gy and below 2% for all analyzed organs.

Figure. 10 shows the DVH computed for two different
Table 2. DSC accuracies for HN organ segmentation from Phase III PDDCA dataset. LP - Left parotid gland, RP - Right parotid gland, LS - Left submandibular gland, RS - Right submandibular gland, Man - Mandible, BS - Brain stem, AVG - Average over organs.

| Method                          | 2D/3D | Train | LP   | RP   | LS   | RS   | Man | BS  | AVG  |
|--------------------------------|-------|-------|------|------|------|------|-----|-----|------|
| MICCAI 2015 (Raudaschl et al., 2017) | -     | -     | 0.84 | 0.84 | 0.78 | 0.78 | 0.93 | 0.88 | 0.84 |
| Nikolov et. al (Nikolov et al., 2018) | 3D    | 663   | 0.87 | 0.85 | 0.76 | 0.78 | 0.94 | 0.80 | 0.83 |
| Wang et. al (Wang et al., 2018b) | 3D    | 663   | 0.83 | 0.83 |    - | -    | 0.94 | 0.90 |    - |
| Fritscher et. al (Fritscher et al., 2016) | 2D    |       | 0.81 | 0.81 | 0.65 | 0.65 | 0.93 | 0.89 | 0.79 |
| AnatomyNet (Zhu et al., 2018) | 3D    | 261   | 0.88 | 0.87 | 0.81 | 0.81 | 0.93 | 0.87 | 0.86 |
| Liang et. al (Liang et al., 2020) | 3D    | PDDCA | 0.87 | 0.87 | 0.81 | 0.81 | 0.94 | 0.92 | 0.87 |
| DenseFCN-NBSA                  | 2D    | 200   | 0.86 | 0.86 | 0.76 | 0.77 | 0.93 | 0.88 | 0.85 |
| Unet-NBSA                      | 2D    | 200   | 0.86 | 0.86 | 0.80 | 0.79 | 0.94 | 0.89 | 0.86 |
| MRRN-NBSA                      | 2D    | 200   | 0.87 | 0.87 | 0.81 | 0.81 | 0.94 | 0.90 | 0.87 |

Fig. 8. Box plots showing the accuracy of NBSA-Unet and multiple 3D deep network models on the internal archive dataset. The horizontal lines correspond to the mean inter-rater differences from Nikolov et.al (Nikolov et al., 2018). LP - Left parotid, RP - Right parotid, LS - Left submandibular gland, RS - Right submandibular gland, Man - mandible, BS - Brain stem, Ora - Oral cavity.
Fig. 9. Segmentation results produced using our and multiple methods. Expert contours are in red while individual organs are depicted in unique colors. Arrows indicate the regions having highly variable segmentations. The overall DSC computed for all organs on this patient is shown in the top right corner of images.
Table 3. Clinical utility performance metrics. CAR - Contour adjustment ratio, ADD - Absolute Dose Difference; RP - Right parotid, LP - Left parotid, RS - Right submandibular gland, LS - Left submandibular gland.

| Organ | CAR (%) | max ADD(Gy) | mean ADD(Gy) | ∥ΔV5∥ | ∥ΔV30∥ |
|-------|---------|------------|--------------|--------|--------|
| RP    | 46      | 0.47       | 0.60         | 0.84   | 0.84   |
| LP    | 45      | 0.53       | 0.34         | 1.66   | 1.65   |
| RS    | 45      | 0.29       | 0.36         | 1.57   | 1.57   |
| LS    | 43      | 0.29       | 0.28         | 0.61   | 0.61   |
| Man   | 41      | 0.35       | 0.28         | 1.15   | 1.15   |
| Cord  | 16      | 0.83       | 0.17         | 1.21   | 1.21   |
| BS    | 30      | 0.58       | 0.23         | 1.06   | 1.07   |
| Oral  | 49      | 0.41       | 0.44         | 1.41   | 1.41   |

cases using both NBSA deep learning (DL) and manual segmentations. The corresponding volumetric segmentations are also depicted on the overlaid figures. Manual segmentations are shown in darker shades (dark blue for right parotid, orange for left parotid, purple for mandible, dark green for cord). Both of the selected cases contain the high dose target region, shown using a red col-orwash adjacent to the organs. Yet, the differences in the dose metrics derived using manual and deep learning (DL) segmentations were tolerable (that is dose difference below 2Gy). For instance, for the organs shown in Figure. 10 (A) only mandible with a mean ADD of 0.18Gy, ∥ΔV30∥ of 1.71%, and the oral cavity with a mean ADD of 0.12Gy and ∥ΔV30∥ of 1.39%, respectively had the highest dose differences among all other segmented OARs. Similarly, in Figure. 10 (B), mandible (mean ADD of 0.20Gy, ∥ΔV30∥ of 1.89%), cord (mean ADD of 0.17Gy, ∥ΔV30∥ of 2.98%), and oral cavity (mean ADD of 1.24Gy, ∥ΔV30∥ of 3.91%) had the highest dose differences, but all within tolerable limits.

Finally, the mean dose distributions computed from the algorithm and manual segmentations were strongly correlated for all organs (Figure. 11).

5.5. Network Design Experiments

Network design tests were conducted to study network performance by varying: (i) the number of attention layers (single, dual [default], and three), (ii) placement of attention layers in the penultimate vs. last convolutional layer (a layer is a processing block composed of a sequence of convolutional layer (CONV), batch normalization (BN), and ReLU activation), (iii) memory block sizes (B=24, 36, 48), and (iv) overlapping (s=B×2/3) vs. non-overlapping (s=B) memory blocks, where, s is the stride length for placing the memory blocks in an image. We also evaluated the use of relative attention (Shaw et al., 2018) for improving accuracy.

Our results showed that the dual attention layer configuration, which produces the bi-directional attention achieved sufficient accuracy without increasing computational needs as required when placing a third attention layer (Table. 4 (a)).

Similarly, the placement of self-attention in the penultimate vs. last layer did not alter accuracy. On the other hand, placing the self attention in the last layer led to substantial increase (per 2D image) in the computational resources, clearly indicating that for the considered organs, self-attention placement on the penultimate layer was sufficient (Table. 4 (a,b)).

Table. 4(c,d) shows the performance and computational times when using overlapping (default) and non-overlapping memory blocks. Our default implementation uses overlapping memory blocks in order to allow non-local information to pass through the whole image via the memory blocks. Our results indicate that non-overlapping memory blocks reduces the computational requirements and also the accuracy compared to the overlapping memory block configuration.

Increasing the memory block sizes did not contribute to accuracy. The analysis for memory block size of 48, with the self-attention placed on last layer was infeasible due to memory limitations and is not shown (Table. 4(d)).

Finally, the use of relative attention did not lead to accuracy differences. The mean DSC accuracies with and
5.6. Qualitative results using attention map

Figure 12 shows self-attention maps generated from representative CT example cases when using single self-attention block layer (SAB) and dual attention block (DAB) layer. The attention blocks were placed on the penultimate layer (our default configuration). The self-attention map produced using the non-local self-attention (SA) is also shown for comparison purposes. As expected, SA method results in activations in various parts of the image, some of which may not contain any useful information (e.g. background air). In comparison, our approach extracts the locally relevant information in the first attention layer (Figure. 12(c)) and relevant distant organ information in the second layer (Figure. 12(d)). The non-local activations are sparsified and only those regions that provide useful information for localization and segmentation are activated, which may contribute to higher robustness to abnormal anatomy and difficult imaging conditions. For example, while the SA method still contains some activations from the areas containing dental artifacts, none of those pixels are activated using
Table 4. Ablation tests to assess segmentation accuracy and computation time.

(a) Number (N) of attention blocks placed on the penultimate layer.

| N | LP | RP | LS | RS | M | BS | secs |
|---|----|----|----|----|---|----|------|
| 1 | 0.83 | 0.84 | 0.78 | 0.76 | 0.92 | 0.87 | 0.09 |
| 2 | 0.85 | 0.86 | 0.79 | 0.77 | 0.93 | 0.88 | 0.10 |
| 3 | 0.85 | 0.86 | 0.79 | 0.78 | 0.93 | 0.88 | 0.15 |

(b) Number (N) of attention blocks on last layer.

| N | LP | RP | LS | RS | M | BS | secs |
|---|----|----|----|----|---|----|------|
| 1 | 0.85 | 0.85 | 0.79 | 0.78 | 0.93 | 0.88 | 0.24 |
| 2 | 0.85 | 0.86 | 0.79 | 0.79 | 0.93 | 0.88 | 0.44 |
| 3 | 0.85 | 0.86 | 0.79 | 0.79 | 0.93 | 0.88 | 0.65 |

(c) Overlapping blocks with varying sizes (B) in penultimate layer.

| B | LP | RP | LS | RS | M | BS | secs |
|---|----|----|----|----|---|----|------|
| 24 | 0.84 | 0.85 | 0.79 | 0.77 | 0.93 | 0.88 | 0.23 |
| 36 | 0.85 | 0.86 | 0.79 | 0.77 | 0.93 | 0.88 | 0.10 |
| 48 | 0.85 | 0.85 | 0.79 | 0.77 | 0.93 | 0.88 | 0.13 |

(d) Overlapping blocks with varying sizes (B) in last layer.

| B | LP | RP | LS | RS | M | BS | secs |
|---|----|----|----|----|---|----|------|
| 24 | 0.85 | 0.86 | 0.79 | 0.79 | 0.93 | 0.88 | 0.44 |
| 36 | 0.85 | 0.86 | 0.79 | 0.79 | 0.93 | 0.88 | 0.44 |
| 48 | - | - | - | - | - | - | - |

Our approach, effectively forcing the network to rely on the more reliable local information for segmentation.

6. Discussion

In this work, we developed a new computationally efficient and robust approach using nested block self-attention for generating segmentations of multiple organs in the head and neck in difficult, yet routinely seen clinical cases. Performance evaluation was done using both open-source and internally collected retrospective and prospective clinical datasets, with a total of 172 analyzed cases. No exclusion criteria related to imaging conditions (artifacts or abnormal anatomy) was applied in the internal clinical datasets. Our method has been implemented for routine clinical treatment planning at our institution since May, 2020. To our best knowledge, this is the first report of a deep learning approach evaluated on routine clinical treatment planning cases.

We performed a comprehensive performance evaluation of our method using conventionally used Dice and Hausdorff metrics, as well as clinically relevant dosimetric and contouring effort metrics. We demonstrated feasibility of implementing the nested block self-attention method into multiple deep learning networks with varying number of parameters.

Our method was as good or better than the 3D networks and achieved sufficient dosimetric accuracy for clinical use. Importantly, our method was robust to images with artifacts and abnormal anatomy such as abutting tumors or missing anatomy. Robust performance in the presence of severe dental artifacts and anatomical abnormalities is essential for routine use of automated segmentation method. This study is one of the first studies to specifically examine the performance un-
nder difficult and real clinical conditions. Majority of the evaluated deep learning methods make use of the open-source PDDCA (Raudaschl et al., 2017), which has some artifacts and two cases with tumors abutting organs in the dataset. But the number of such difficult cases in the phase III, the testing dataset is low. The only other deep learning study to our knowledge to have done a large scale evaluation on clinical datasets, albeit using retrospective cases is the work by van Dijk et al. (van Dijk et al., 2020). But this study had only 18% cases with dental artifacts, which were subjected to artifact reduction and cases with salivary gland tumors were excluded. Consequently, although these methods have demonstrated high accuracies on specific datasets, they may not produce sufficient accuracy on common, yet difficult clinical conditions. For example, the accuracy of other state-of-the-art 3D methods was highly comparable to ours on the Phase III PDDCA dataset. But their performance, such as the 3DUnet and AnatomyNet (Zhu et al., 2018) decreased especially on the difficult cases in the clinical dataset.

In this study, we chose to not retrain our method on the PDDCA training set for evaluation on the PDDCA testing set as done by several others (Liang et al., 2020; Zhu et al., 2018; Nikolov et al., 2018; Wang et al., 2018b). This is because, we wanted to ascertain the performance on a blinded independent dataset despite known contouring differences. For instance, our clinical segmentations slightly “over-segment” the mandible compared to PDDCA cases in order to ensure maximal radiation dose sparing. Such a blinded evaluation is essential to understand the generalization performance, especially of deep learning models due to the large number of model parameters. We found that our method more closely approximated the inter-rater segmentations, especially for small organs with low soft-tissue contrast such as the submandibular glands compared to the Unet3D method (Nikolov et al., 2018), the only method to publish case-by-case analysis accuracy for side-by-side comparisons. In order to allow reproducible comparisons, we also provide our performance metrics for these same cases in the Supplementary document.

Clinical evaluation of our method also showed that the dosimetric performance was highly correlated to the corresponding metrics extracted using manual delineations. This indicates that this method can produce reliable clinical performance. Also important, our method resulted in an overall contour adjustment of 39% or conversely resulted in a saving of contour adjustment for 61% of the segmented contours.

Finally, the nested block self-attention method is generally applicable to different network structures and resulted in as low computational requirements as the CCA (Huang et al., 2019) while achieving better accuracy, especially in such cases with dental artifacts and abnormal anatomy. All of these results indicate that our method was robust to commonly seen difficult clinical conditions and feasible as an automated segmentation tool for clinical radiation treatment planning.

Our approach has a few limitations, such as lack of segmentation of structures such as the optic structures, because segmentations for these organs were not available in all of our training sets. Ours is also currently implemented as a 2D segmentation method. A 3D self-attention method is planned future work. However, the performance of our method was same or better than 3D implementations including the AnatomyNet (Zhu et al., 2018) and 3DUnet methods. Finally, the choice of the attention block is currently a tunable parameter that depends on the application, specifically the size of the image used for the analysis.
7. Conclusion

We developed a new computationally efficient nested block self-attention segmentation method that is robust to clinically difficult conditions such as dental artifacts and abnormal anatomy seen on routine radiation therapy datasets. This is the first report of a clinically implemented deep learning technique for head and neck cancer radiation therapy. We also performed comprehensive evaluation of our method against multiple methods and using multiple performance metrics on a large dataset and demonstrated feasibility of our approach for clinical use.
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