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ABSTRACT: It has been suggested that for QCD at finite baryon density the distribution of the phase angle, i.e. the angle defined as the imaginary part of the logarithm of the fermion determinant, has a simple Gaussian form. This distribution provides the density in the density of states approach to the sign problem. We calculate this phase angle distribution using i) the hadron resonance gas model; and ii) a combined strong coupling and hopping parameter expansion in lattice gauge theory. While the former model leads only to a Gaussian distribution, in the latter expansion we discover terms which cause the phase angle distribution to deviate, by relative amounts proportional to powers of the inverse lattice volume, from a simple Gaussian form. We show that despite the tiny inverse-volume deviation of the phase angle distribution from a simple Gaussian form, such non-Gaussian terms can have a substantial impact on observables computed in the density of states/reweighting approach to the sign problem.
1 Introduction

The QCD action at finite chemical potential is complex, and therefore the usual technique of numerical simulation via importance sampling is not directly applicable. This is the “sign problem,” see [1–4] for some recent reviews. Since the difficulty originates in the complex phase $e^{i\theta}$ of the fermion determinant, where

$$\text{det}(\mathcal{D} + \gamma_0 \mu + m) = |\text{det}(\mathcal{D} + \gamma_0 \mu + m)|e^{i\theta},$$

an obvious strategy is to treat the complex phase factor $e^{i\theta}$ as an operator, rather than as part of the action. This general approach to the sign problem is known as “reweighting.” Suppose, for example, that one would like to evaluate the expectation value of some operator $X$ in a theory with $N_f$ flavors of fermions with equal masses. Define the partition function $Z$ and the “phase-quenched” partition function $Z_{pq}$ as

$$Z = \int DU |\text{det}^{N_f}(\mathcal{D} + \gamma_0 \mu + m)|e^{iN_f \theta}e^{-S_{YM}}$$

$$Z_{pq} = \int DU |\text{det}^{N_f}(\mathcal{D} + \gamma_0 \mu + m)|e^{-S_{YM}}$$

with corresponding expectation values in the full and phase-quenched distributions denoted $\langle \ldots \rangle_{QCD}$ and $\langle \ldots \rangle_{pq}$ respectively. $S_{YM}$ is the action of the pure gauge theory, and the notation $\langle \ldots \rangle$ denotes expectation values in that pure gauge theory, with no matter fields in the integration measure. Then, if $X$ denotes some observable, we have

$$\langle X \rangle_{QCD} = \frac{\langle Xe^{iN_f \theta} \rangle_{pq}}{\langle e^{iN_f \theta} \rangle_{pq}},$$

where both the numerator and denominator on the right-hand side could, in principle, be evaluated via importance sampling. The catch is that when the sign problem is severe, both the numerator and denominator of (1.3) are extraordinarily small, e.g. [5, 6]

$$\langle e^{iN_f \theta} \rangle_{pq} = \frac{Z}{Z_{pq}} = \exp[-\Delta F]$$

$$= \exp[-cV],$$

where $\Delta F$ is the difference in free energies of the full and phase-quenched theories, $V$ is the lattice 3-volume (i.e. the spatial volume of a time slice), and $c$ is some volume-independent constant. In most cases of interest eq. (1.4) implies a value of $\langle e^{iN_f \theta} \rangle_{pq}$ which is so small as to require, from importance sampling, a level of accuracy which is simply unattainable in practice.
One may introduce a probability distribution $\rho_{pq}(\theta)$ for the phase angle of the fermion determinant in the phase quenched theory, such that for any function $\mathcal{O}(\theta)$,

$$\langle \mathcal{O} \rangle_{pq} = \int d\theta \, \mathcal{O}(\theta)\rho_{pq}(\theta).$$  \hfill (1.5)

This is essential to the “density of states” approach [7–11], which is closely related to reweighting. But one would still have to know the probability distribution (or “density”) $\rho_{pq}(\theta)$ to fantastic accuracy, in order to overcome the exponential volume suppression and extract the correct value of $\langle e^{iN_f\theta} \rangle_{pq}$.

Recently Ejiri and the WHOT-QCD collaboration [8, 12–15], have developed a method to circumvent this $e^{-cV}$ signal suppression, which is the essence of the sign problem in the reweighting/density of states approach. Their method relies on

- the conjecture that the distribution of the phase angle $\theta$ has a simple Gaussian form;
- the direct measurement of this distribution by a histogram technique;
- the evaluation of $\langle e^{iN_f\theta} \rangle_{pq}$ (or some variant thereof) by the method of cumulants;
- the fact that the conjectured Gaussian form of the phase angle distribution implies that only the second (and easiest to measure) cumulant is non-zero.

This approach, along with some other innovations in refs. [8, 13–15], amounts to a very sophisticated version of the reweighting approach, and leads to an effective action subsequently used for determining the phase diagram of QCD.

In this article we will critically examine certain aspects of this improved version of reweighting, in particular the arguments which lead to the conclusion that only the second cumulant is required in the cumulant expansion of the complex phase. Our study will suggest that although the phase angle distribution derived from the histogram technique may appear almost indistinguishable from a Gaussian, tiny corrections to that Gaussian may result in significant higher-order cumulants, which cannot be neglected. Evaluation of such cumulants will require measurement of moments of the phase angle to a relative accuracy of at least one power, and quite possibly higher powers, of the inverse lattice volume.

In section 2 below we will justify the statements made in the last paragraph. We then show in detail our computation of the phase angle distribution in the hadron
resonance gas model (section 3), and in lattice QCD via the strong coupling/hopping parameter expansion (section 4). In section 5 we present an argument for the existence of non-Gaussian contributions which is independent of strong-coupling and hopping parameter expansions. Our conclusions are found in section 6. Further details are reserved for the appendices.

2 Cumulants and the Phase Angle Distribution

Let us define the normalized phase-angle distributions in the full and phase-quenched theories

\[ \rho(\theta') = \frac{1}{Z} \int DU \delta[\theta' - \theta(U)] \det^{N_f}(\mathcal{D} + \gamma_0 \mu + m) e^{-S_g} \]

\[ \rho_{pq}(\theta') = \frac{1}{Z_{pq}} \int DU \delta[\theta' - \theta(U)] \left| \det^{N_f}(\mathcal{D} + \gamma_0 \mu + m) \right| e^{-S_g} , \]

(2.1)

where \( \theta(U) \) is the phase of the fermion determinant defined in (1.2). By inspection \[6\]

\[ \rho(\theta) = \frac{Z_{pq}}{Z} e^{i N_f \theta} \rho_{pq}(\theta) . \]

(2.2)

We may also define restricted distributions

\[ \rho_{pq}(\theta', X') = \frac{1}{Z_{pq}} \int DU \delta[\theta' - \theta(U)] \delta[X' - X(U)] \left| \det(\mathcal{D} + \gamma_0 \mu + m) \right| e^{-S_g} , \]

(2.3)

where \( X \) is some observable or set of observables such as the average Polyakov line, plaquette energy, or magnitude of the fermion determinant. A distribution of this kind could be used to compute expectation values via reweighting, i.e.

\[ \langle X \rangle_{QCD} = \frac{\int dX d\theta \ X e^{i N_f \theta} \rho_{pq}(\theta,X)}{\int d\theta \ e^{i N_f \theta} \rho_{pq}(\theta)} , \]

(2.4)

or to extract an effective potential as outlined in [15], but here we will be mainly concerned with the phase angle distribution \( \rho_{pq}(\theta) \) in the denominator. Given this distribution, we have

\[ \langle e^{i N_f \theta} \rangle_{pq} = \int d\theta \ e^{i N_f \theta} \rho_{pq}(\theta) . \]

(2.5)

The distribution \( \rho_{pq}(\theta) \) can be computed by a histogram approach, i.e. generating gauge configurations via importance sampling in the phase-quenched measure, counting the number of times that the phase angle \( \theta \) falls into each of a large set of intervals, and
finally normalizing the result. But at this point we confront the sign problem: the fact that $e^{iN_f \theta}$ is an oscillating function whose positive and negative contributions cancel almost exactly, leaving a tiny net value of order $e^{-cV}$. This means that $\rho_{pq}(\theta)$ would have to be computed to fantastic accuracy in order to produce such a nearly exact cancellation. The interesting suggestion of [8, 13–15] is to deal with this problem by the method of cumulants, i.e.

$$\langle e^{iN_f \theta} \rangle_{pq} = \exp \left[ \sum_{n=1}^{\infty} \frac{(-N_f^2)^n}{(2n)!} (\theta^{2n})_c \right], \quad (2.6)$$

where the first few cumulants are given by

$$(\theta^2)_c = \langle \theta^2 \rangle_{pq}$$

$$(\theta^4)_c = \langle \theta^4 \rangle_{pq} - 3(\theta^2)_{pq}^2$$

$$(\theta^6)_c = \langle \theta^6 \rangle_{pq} - 15(\theta^4)_{pq} \langle \theta^2 \rangle_{pq} + 30(\theta^2)_{pq}^3 \quad (2.7)$$

Even powers of $\theta$ are monotonically increasing rather than oscillating, and the cumulants are all of $O(V)$, which immediately leads to $\langle e^{iN_f \theta} \rangle_{pq} \sim e^{-cV}$. On the other hand, since the higher moments are proportional to higher powers of $V$, i.e. $\langle \theta^{2n} \rangle \sim V^n$ (as we show in the next subsection), it is still necessary to compute moments to a very high degree of accuracy, in order that 4th and higher-order cumulants, which involve delicate cancellations among moments, will come out to depend only linearly on the volume. For example, $(\theta^4)_c$ is $O(V)$, yet the moments $\langle \theta^4 \rangle_{pq}$ and $\langle \theta^2 \rangle_{pq}^2$ are $O(V^2)$. So to get the proper cancellation of the $O(V^2)$ pieces, leaving an $O(V)$ remainder for the cumulant, it is necessary to measure the moments to a relative accuracy of $1/V$. Higher cumulants will require relative accuracy of the moments to still higher powers of the inverse volume. For this reason, it is important to know whether the phase angle distribution has a purely Gaussian form, as conjectured in [6, 8, 16], in which case only the 2nd order cumulant $(\theta^2)_c$ is non-zero, or whether there are significant corrections to the Gaussian approximation, which means that higher order cumulants will also have to be computed.

At this point one might object that the phase of the fermion determinant lies between $-\pi$ and $\pi$, not between $-\infty$ and $\infty$. However, in the case of QCD the range of the phase angle of the fermion determinant can also be taken to be infinite, rather than a finite interval of length $2\pi$. It is mainly a matter of how the phase angle is actually extracted. Let $\mathcal{M} = \mathcal{D} + \gamma_0 \mu + m$, and $T$ denote temperature. The unrestricted range comes about in a natural way when the phase angle is determined from the
\[ \theta \equiv \text{Im} \log(\det \mathcal{M}) \]
\[ = \int_0^{\mu/T} \text{Im} \left[ \frac{\partial \log(\det \mathcal{M})}{\partial \mu/T} \right]_{\mu=\pi} d\left(\frac{\mu}{T}\right) \]
\[ = \int_0^{\mu/T} \text{tr} \left[ \mathcal{M}^{-1} \frac{\partial \mathcal{M}}{\partial \mu/T} \right]_{\mu=\pi} d\left(\frac{\mu}{T}\right) , \]

which is how this angle is extracted in simulations. It is this expression for \( \theta \) (third line of (2.8)) that we have in mind, when we discuss the phase angle distribution. However, our overall conclusions would remain the same whether we work in a finite or infinite interval. All that changes if we work with \( \theta \) in \([-\pi, \pi]\) is that the \( \delta \)-function of Eq. (2.1) is periodic as in [17].

The question of whether the phase angle distribution is Gaussian can be investigated in a number of ways, and there does appear to be strong evidence in support of this conjecture. For one thing, the Gaussian distribution is argued to be a natural consequence of the Central Limit Theorem [8], and a one-loop calculation from chiral perturbation theory indicates that a free gas of pions does indeed generate a Gaussian distribution for \( \rho_{pq}(\theta) [6, 16] \) provided that \( \mu < m_\pi/2 \). More concretely, the phase angle distribution has been evaluated by a histogram technique [8, 12], and it appears (at least by eye) to be indistinguishable from a Gaussian distribution. The Binder cumulant
\[ B_4 = \frac{\langle \theta^4 \rangle_{pq}}{\langle \theta^2 \rangle_{pq}^2} \]
has also been computed numerically [8], and for most parameter values it seems to be perfectly consistent, within statistical error, with \( B_4 = 3 \). The value \( B_4 = 3 \) implies that the 4th order cumulant \( (\theta^4)_c \) vanishes, as expected for a Gaussian distribution in which all cumulants \( (\theta^{2n})_c \) vanish for \( n > 1 \). Despite all this, we do not believe that the existing evidence has yet ruled out the existence of significant higher-order (and hard to measure) cumulants, for reasons that we will now explain.

### 2.1 Fourier components of the phase angle distribution

Since \( \rho(\theta) \) is the expectation value of a delta function, we may write
\[ \rho(\theta) = \langle \delta[\theta' - \theta(U)] \rangle_{QCD} \]
\[ = 2 \int_{-\infty}^{\infty} \frac{dp}{2\pi} e^{-2ip\theta} \langle e^{2ip\theta} \rangle_{QCD} . \]
The moments $\langle e^{2ip\theta} \rangle_{QCD}$ can be expressed in the form

$$
\langle e^{2ip\theta} \rangle_{QCD} = \frac{Z_{YM}}{Z} \left\langle \frac{\det p(D + \gamma_0\mu + m)}{\det p(D - \gamma_0\mu + m) \det N_f(D + \gamma_0\mu + m)} \right\rangle,
$$

(2.11)

where $Z_{YM}$ is the partition function of the gauge theory with no matter fields, and $\langle \ldots \rangle$ denotes the corresponding expectation value with a pure Yang-Mills probability measure. In this form, the moments can be computed analytically in certain models and in certain limits of full QCD. In both the hadron resonance gas model and in the limit of strong gauge coupling and large quark masses, it can be shown that the moments have the form

$$
\langle e^{2ip\theta} \rangle_{QCD} = \exp\left[ -p(p + N_f)X_1 - p^2(p + N_f)^2X_2 - p^3(p + N_f)^3X_3 - \ldots \right],
$$

(2.12)

where the $X_n$ are all proportional to volume. This volume dependence is clear because the expectation value in (2.11) has the interpretation of a partition function of $p + N_f$ quarks with chemical potential $\mu$, and $p$ “ghost quarks,” i.e. fermions which commute rather than anticommute, having chemical potential $-\mu$. Note that the form (2.12) respects the invariances of the moments in (2.11), see [17] for details. It will be the task of later sections to actually derive the $X_n$ in the hadron resonance gas model and via a strong-coupling/hopping parameter expansion of lattice QCD. In the latter expansion, it will be shown explicitly that the $X_{n>1}$ are non-zero, and that they increase as the gauge coupling $\beta$, the hopping parameter $h$, and the chemical potential $\mu$ increase. The details will be presented in section 4. For now we ask the reader to provisionally accept the statement that the $X_{n>1}$ are non-zero, and allow us to explore the consequences.

From (2.10) and (2.12), and a change of variables $q = p - \frac{1}{2}N_f$, we have

$$
\rho(\theta) = \int \frac{dp}{\pi} e^{-2ip\theta} \exp \left[ -\sum_{n=1}^{\infty} [p(p + N_f)]^n X_n \right]

= \int \frac{dq}{\pi} e^{-2i(q - \frac{1}{2}N_f)\theta} \exp \left[ -\sum_{n=1}^{\infty} [q^2 - \frac{1}{4}N_f^2]^n X_n \right]

= e^{iN_f\theta} \exp \left[ -\sum_{n=1}^{\infty} (-\frac{1}{4}N_f^2)^n X_n \right] \int \frac{dq}{\pi} e^{-2iq\theta} \exp \left[ -\sum_{n=1}^{\infty} q^{2n} Y_n \right],
$$

(2.13)
where

\[
\begin{align*}
Y_1 &= X_1 - \frac{1}{2} N_f^2 X_2 + \frac{3}{16} N_f^4 X_3 - \frac{1}{16} N_f^6 X_4 + \ldots \\
Y_2 &= X_2 - \frac{3}{4} N_f^2 X_3 + \frac{3}{8} N_f^4 X_4 - \ldots \\
Y_3 &= X_3 - N_f^2 X_4 + \ldots \\
Y_4 &= X_4 - \ldots.
\end{align*}
\] (2.14)

To relate the phase angle distribution \( \rho(\theta) \) of the full theory to the distribution \( \rho_{pq}(\theta) \) relevant to reweighting, we multiply both sides of (2.2) by \( e^{-iN_f \theta} \) and integrate over \( \theta \), which gives us

\[
\langle e^{-iN_f \theta} \rangle_{QCD} = \frac{Z_{pq}}{Z}.
\] (2.15)

But we also have

\[
\frac{Z_{pq}}{Z} = \langle e^{-iN_f \theta} \rangle_{QCD}
= \int d\theta e^{-iN_f \theta} \rho(\theta)
= \int d\theta \exp \left[ -\sum_{n=1}^{\infty} \left( -\frac{1}{4} N_f^2 \right)^n X_n \right] \int dq \frac{e^{-2iq\theta}}{\pi} \exp \left[ -\sum_{n=1}^{\infty} q^{2n} Y_n \right]
= \exp \left[ -\sum_{n=1}^{\infty} \left( -\frac{1}{4} N_f^2 \right)^n X_n \right].
\] (2.16)

Inserting this result for \( Z_{pq}/Z \) into (2.2), and using (2.13), we finally obtain the angular distribution for the phase-quenched theory

\[
\rho_{pq}(\theta) = \int dq \frac{e^{-2iq\theta}}{\pi} \exp \left[ -\sum_{n=1}^{\infty} q^{2n} Y_n \right].
\] (2.17)

From this expression we can easily derive the moments \( \langle \theta^{2n} \rangle_{pq} \) and the cumulants \( \langle \theta^{2n} \rangle_c \) in terms of the \( Y_n \). The moments are given by

\[
\langle \theta^{2n} \rangle_{pq} = \left\{ \left( \frac{1}{2i} \right)^n \frac{d^n}{dq^n} \exp \left[ -\sum_{m=1}^{\infty} q^{2m} Y_m \right] \right\}_{q=0}.
\] (2.18)

Since the \( Y_n \propto V \) are extensive, it is not hard to see that \( \langle \theta^{2n} \rangle_{pq} \) is of order \( V^n \). We also have, from (1.5) and (2.17)

\[
\langle e^{2iq\theta} \rangle_{pq} = e^{-q^2 Y_1 - q^4 Y_2 - \ldots},
\] (2.19)
and the cumulant expansion is defined, for arbitrary $p$,

$$
\ln\langle e^{2ip\theta} \rangle_{pq} = \sum_{n=1}^{\infty} \frac{(2ip)^n}{n!} (\theta^n)_c . \quad (2.20)
$$

Then equating

$$
-q^2Y_1 - q^4Y_2 - \ldots = \sum_{n=1}^{\infty} \frac{(2iq)^n}{n!} (\theta^n)_c , \quad (2.21)
$$

we find

$$
(\theta^n)_c = -\frac{(2n)!}{(2i)^{2n}} Y_n . \quad (2.22)
$$

The first few cumulants are

$$
(\theta^2)_c = \frac{1}{2} Y_1 , \quad (\theta^4)_c = -\frac{3}{2} Y_2 , \quad (\theta^6)_c = \frac{45}{4} Y_3 . \quad (2.23)
$$

The important point to notice in eq. (2.17) is that $\rho_{pq}(\theta)$ will only be a Gaussian function of $\theta$, and the higher cumulants will only vanish, if all the $Y_{n>1} = 0$, which means that all the $X_{n>1} = 0$. As we will see in subsequent sections, it is not true that these quantities vanish, so the distribution must have non-Gaussian corrections. Moreover, there is no reason to think that the $Y_{n>1}$ are negligible, for small quark masses, large $\beta$, and sizeable chemical potential $\mu$. But how can this be consistent with the numerical results of [8, 12], which find that $\rho_{pq}(\theta)$ seems to perfectly fit a Gaussian, even in the neighborhood of a phase transition, and moreover that $B_4 = 3$ within errors?

The key to resolving this apparent inconsistency is the fact that all of the $X_n$, and all of the $Y_n$, are extensive quantities, proportional to the lattice volume $V$.

### 2.2 The apparent Gaussian shape of a non-Gaussian distribution

Observe that

$$
\exp \left[ -\sum_{n=1}^{\infty} q^{2n}Y_n \right] = e^{-q^2Y_1} \exp \left[ -\sum_{n=2}^{\infty} q^{2n}Y_n \right] \quad (2.24)
$$

is a Gaussian function of $q$ multiplied by non-Gaussian terms. If all the $Y_{n>1}$ were zero, then $\rho_{pq}(\theta)$ would also be a simple Gaussian function of $\theta$. The central region of $e^{-q^2Y_1}$ is the region in which $q^2Y_1$ is $O(1)$. But in this region, where $q^2 \sim 1/Y_1$,

$$
q^{2n}Y_n \sim \frac{Y_n}{Y_1^n} \sim \frac{1}{V^{n-1}} , \quad (2.25)
$$
since all of the $Y_n \propto V$ are extensive. This means that in the central region all of the $q^{2n}Y_n$ with $n > 1$ are very small, on the order of powers of inverse volume, so inside that region we may expand the corresponding exponentials in a Taylor series

$$e^{-q^2Y_1} \exp \left[ -\sum_{n=2}^{\infty} q^{2n}Y_n \right] = e^{-q^2Y_1} \left\{ 1 - Y_2q^4 - Y_3q^6 + \left( \frac{1}{2} Y_2^2 - Y_4 \right)q^8 + \ldots \right\}. \quad (2.26)$$

What about outside the central region? The higher order terms in the exponent of (2.24) are only of the same order of magnitude as $q^2Y_1$ when $q^2$ becomes of $O(1)$ or larger, at which point the exponential is of order $e^{-cV}$. Thus the integrand in (2.17) is negligible outside the central region. On the other hand, since the signs of the $Y_n$ are not necessarily all positive, one might wonder whether

$$F(q^2) = \sum_{n=1}^{\infty} q^{2n}Y_n \quad (2.27)$$

has minima with $F(q^2) < 0$ away from $q^2 = 0$, in which case there would be an $e^{cV}$ enhancement, and the integral would actually be dominated by such minima. However, it is not hard to see that additional minima of this sort would lead to a breakdown of positivity in $\rho_{pq}(\theta)$,\(^1\) which, from the definition of this quantity, cannot occur. We can therefore ignore this possibility.

Inserting the Taylor expansion (2.26) into (2.17), we integrate over $q$ and arrive at an expression for $\rho_{pq}(\theta)$ which should be valid in the central region. In order to display explicitly the volume dependence, we will write $Y_n = y_n V$, where the $y_n$ are all $O(1)$ in the volume. Also, to avoid very long expressions, we will truncate the Taylor series in (2.26) at $O(q^6)$. Carrying out the $q$-integration, we find for the angular distribution

$$\rho_{pq}(\theta) = \frac{1}{\sqrt{\pi y_1 V}} e^{-\theta^2/(y_1 V)} \left( 1 - \frac{3y_2}{4y_1^2 V} - \frac{3(8\theta^2 y_2 - 5y_3)}{8y_1^3} \frac{1}{V^2} + \frac{45\theta^2 y_3 - 4\theta^4 y_2}{4y_1^4} \frac{1}{V^3} - \frac{15\theta^4 y_3}{2y_1^3} \frac{1}{V^4} + \frac{\theta^6 y_3}{y_1^6} \frac{1}{V^5} + O(V^{-6}) \right). \quad (2.28)$$

The pattern is clear: the phase angle distribution is a Gaussian in the central region, up to corrections which are expressed in a power series in $1/V$.\(^2\) So at large volume it will be very difficult to distinguish $\rho_{pq}(\theta)$ from a pure Gaussian. But this fact

\(^1\)Just do a series expansion of the exponent around each of the hypothetical minima. One obtains an oscillating function.

\(^2\)Of course it is understood that this is an asymptotic expansion, but the conclusion that the deviation from Gaussian is at most $O(1/V)$ can already be seen from (2.25).
does *not* mean that the non-Gaussian corrections can be dropped. In fact, it is these small corrections which are responsible for cumulants of 4th-order and higher, which are not necessarily negligible; their magnitudes simply depend on the $y_n$. To see this explicitly, one can insert the expansion (2.28) into the expression for the moments

$$\langle \theta^n \rangle_{pq} = \int d\theta \, \theta^n \rho_{pq}(\theta) \, , \quad (2.29)$$

and from the moments compute the cumulants. The result for the first three cumulants is precisely the same as in (2.23), which means that the higher-order cumulants *are indeed coming from the inverse-volume corrections to the Gaussian form*, and contribute to cumulant expansion (2.6).

As a simple illustration of these conclusions, let us take $y_1 = 1$, $y_2 = 2$, $y_{n>2} = 0$, which means that the magnitude of the 4th-order cumulant is three times greater than that of the 2nd-order cumulant. The resulting phase distribution, compared to the Gaussian distribution with $y_2$ set to zero, is shown for volumes $V = 2, 10, 50, 250$ in Fig. 1. We see that at $V = 250$ the Gaussian distribution and the actual distribution are almost indistinguishable by eye, despite the fact that $\langle \theta^4 \rangle_c / \langle \theta^2 \rangle_c = -3$ for all four volumes.\(^3\)

Now we return to the fact that the Binder cumulant $B_4$ in (2.9) has been measured numerically, and the result appears consistent with $B_4 = 3$, within error bars [8]. But now we may ask how small those error bars have to be, and how accurately one must measure the 2nd and 4th-order moments, in order to rule out a significant 4-th order cumulant. Since all the cumulants are proportional to one power of the volume, we have

$$\langle \theta^4 \rangle_c = \langle \theta^4 \rangle_{pq} - 3\langle \theta^2 \rangle_{pq}^2 = O(V) \quad (2.30)$$

On the other hand, both $\langle \theta^4 \rangle_{pq}$ and $\langle \theta^2 \rangle_{pq}^2$ are $O(V^2)$. So this means that

$$\langle \theta^4 \rangle_c = (B_4 - 3)\langle \theta^2 \rangle_{pq}^2 = O(V) \, , \quad (2.31)$$

in which case

$$B_4 - 3 = O(1/V) \, . \quad (2.32)$$

\(^3\)In this simple example, positivity is violated for the non-Gaussian curve. In a more realistic case, since $\rho_{pq}(\theta)$ is a probability density, the set of coefficients $\{y_n\}$ must satisfy the condition that $\rho_{pq}(\theta) \geq 0$. But the point we are making here, i.e. that the Gaussian and non-Gaussian curves converge as $V \to \infty$ while the cumulants do not, is very general, and does not depend on a specific choice of coefficients.
Figure 1. The dashed blue curve is a Gaussian, obtained from (2.10) using Fourier components $\langle e^{2iq\theta}\rangle_{pq} = \exp[-q^2V]$, while the red curve is a non-Gaussian distribution, with Fourier components $\exp[-(q^2 + 2q^4)V]$. In the Gaussian case only the 2nd order cumulant non-zero, while in the non-Gaussian case we have the ratio $(\theta^4)_c/(\theta^2)_c = -3$. However, as volume increases from $V = 2$ to $V = 250$, the red and blue curves become indistinguishable by eye. Despite this apparent convergence, $(\theta^4)_c = -3(\theta^2)_c$ in the non-Gaussian distribution in all four cases, while $(\theta^4)_c = 0$ for the Gaussian distribution. The difference can only be attributed to an $O(1/V)$ deviation of the non-Gaussian distribution relative to the Gaussian distribution in the central region.

Therefore, unless one has measured $B_4$ to an accuracy of $O(1/V)$ or better, one cannot rule out the possibility that $O(1/V)$ deviations from $B_4 = 3$ result in significant 4th-order (and higher) cumulants, contributing to $\langle e^{iNf\theta}\rangle_{pq}$.

Finally, it has been argued [8] that the Gaussian form of $\rho_{pq}(\theta)$ is a simple consequence of the Central Limit Theorem. The idea is that $\theta$ is a sum of nearly independent
contributions from regions of the lattice which are separated by a correlation length or more. Suppose there are $N$ such contributions, proportional to the lattice volume, and each contribution is a stochastic variable with some probability distribution. The Central Limit Theorem tells us that the probability distribution for the sum of such contributions will approach a Gaussian distribution as $N \to \infty$. But at any finite $N$ the probability distribution is not precisely a Gaussian, and in fact the Berry-Esseen Theorem places some bounds on the rate at which such a distribution approaches the Gaussian form. These facts are completely consistent with the points we are making here. The distribution $\rho_{pq}(\theta)$ does approach a Gaussian as $V \to \infty$, but in general there are $O(1/V)$ deviations from the Gaussian form which, as we have seen, can lead to higher-order cumulants even in the $V \to \infty$ limit.

We now proceed to the detailed calculation of the $X_n$ in the hadron resonance gas, and in the strong coupling/hopping parameter expansion of lattice QCD.

3 Free hadron gas

Consider a gas of free mesons and baryons in the ground state. This includes mesons with spin 0 and 1 (spin degeneracy $g = 1, 3$), and baryons with spin $\frac{1}{2}$ and $\frac{3}{2}$ (spin degeneracy $g = 2, 4$). Each hadron has a contribution from the chemical potential given by

$$B \mu_B + 2I_3 \mu_I,$$

(3.1)

making use of the conventions where

- $B \equiv \frac{1}{3}(N_q - N_{\bar{q}})$ is the baryon number,
- $\mu_B = \mu_u + \mu_d + \ldots$ is the baryon chemical potential,
- $I_3 \equiv \frac{1}{2}[(N_u - N_{\bar{u}}) - (N_d - N_{\bar{d}})]$ is the third isospin component, and
- $\mu_I = \frac{1}{2}(\mu_u - \mu_d)$ is the isospin chemical potential.

For free mesons ($M, \bar{M}$) with mass $m_M$ and spin degeneracy $g = 2s + 1$ the free energy $G_g^{MM(\mu)}$ is given by [18] (see also, for example [19–21])

$$\ln Z_g^{MM} = g \frac{m_M^2 V_3 T}{\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} K_2(nm_M/T) \cosh[2nI_3 \mu_I/T]$$

$$= -\frac{1}{T} V_3 G_g^{MM}(\mu_I).$$

(3.2)
For free baryons \((B, \bar{B})\) with mass \(m_B\) and spin degeneracy \(g = 2s + 1\) the free energy \(G_{g}^{BB(\mu)}\) is given by

\[ \ln Z_{g}^{BB} = -g \frac{m_B^2 V_3 T}{\pi^2} \sum_{n=1}^{\infty} \frac{(-1)^n}{n^2} K_2(nm_B/T) \cosh \left[ (\mu_B - 2I_3\mu_I)n/T \right] \]

\[ = -\frac{1}{T} V_3 G_{g}^{BB}(\mu_B - 2I_3\mu_I). \]  

\[ (3.3) \]

### 3.1 Distribution of the complex phase

To obtain the distribution of the complex phase it is necessary to calculate the expectation value on the r.h.s. of the equation for the moments in \((2.11)\),

\[ \langle e^{2i\gamma} \rangle_{QCD} = \frac{Z_{YM}}{Z} \left( \det^p(\not{D} + \gamma_0\mu + m) \det^N(\not{D} - \gamma_0\mu + m) \right) = \alpha_M(\mu)\alpha_B(\mu), \]

\[ (3.4) \]

where \(\alpha_M\) is the meson contribution and \(\alpha_B\) is the baryon contribution, which can be separated assuming a non-interacting gas of hadrons. These are determined by collecting contributions from all possible mesons and baryons which can be formed from \(2p + N_f\) quark flavors each with spin \(\pm \frac{1}{2}\). The precise contributions are obtained by decomposing \(SU(2(2p + N_f))\) to \(SU(2p + N_f)_{flavor} \times SU(2)_{spin}\).

For mesons it is necessary to consider the decomposition of \(n \otimes \bar{n}\) in \(SU(n)\),

\[ n \otimes \bar{n} = (n^2 - 1) \oplus 1 \]

\[ = \left( \left( \frac{n}{2} \right)^2 - 1 \right) \oplus \left( \left( \frac{n}{2} \right)^2 - 1 \right) \oplus 1_3 \oplus 1_1, \quad (3.5) \]

where \(R_g\) is the decomposed representation with \(R \in SU(\frac{n}{2})\) and \(g \in SU(2)\). Thus the \((n^2 - 1)\) and 1 representations of flavor \(SU(n)\) can have spin degeneracy 1 or 3 with equal likelihood.

For baryons consider the decomposition of \(n \otimes n \otimes n\) in \(SU(n)\),

\[ n \otimes n \otimes n = \left( \frac{n(n-1)(n+1)}{3} \right) \oplus \left( \frac{n(n-1)(n-2)}{6} \right) \]

\[ \oplus \left( \frac{n(n-1)(n+1)}{3} \right) \oplus \left( \frac{n(n+1)(n+2)}{6} \right) \]  

\[ (3.6) \]

The wavefunction of ground state baryons is spatially symmetric and color antisymmetric. Therefore it must be symmetric in flavor and spin combined and it is sufficient to consider the decomposition of the totally symmetric representation in (3.6) to
\( SU(\frac{n}{2}) \times SU(2), \)

\[
\left( \frac{n(n+1)(n+2)}{6} \right) = \left( \frac{\frac{n}{2}(\frac{n}{2} - 1)(\frac{n}{2} + 1)}{3} \right) \oplus \left( \frac{\frac{n}{2}(\frac{n}{2} + 1)(\frac{n}{2} + 2)}{6} \right) . \tag{3.7}
\]

The r.h.s. shows that the \( \left( \frac{n(n-1)(n+1)}{3} \right) \) representation of flavor \( SU(n) \) has a spin degeneracy 2 and that the \( \left( \frac{n(n+1)(n+2)}{6} \right) \) has spin degeneracy 4.

Since we are only including the contribution from mesons and baryons in the ground state it is sufficient to consider the direct products in flavor \( SU(n) \) where each representation has the appropriate spin degeneracy determined from the decompositions above.

Using the results from the decomposition in (3.5), the meson contribution to (3.4) is determined from the quark content of the weights (including multiplicities) of the \( (n^2 - 1) \) and the 1 of flavor \( SU(n) \), where each quark from the \( \text{det}^p \) in the denominator of (3.4) comes with a factor of \(-1\). The multiplicities are determined using Freudenthal’s Recursion Formula (see for example (XI.45) in [22]). The result can be put in the form

\[
[((p + N_f)q_1 - pq_2)((p + N_f)\bar{q}_1 - p\bar{q}_2) - N_f^2 q_1 \bar{q}_1] , \tag{3.8}
\]

where \( q_1 \) is a quark contribution from a det in the numerator of (3.4), and \( q_2 \) is a contribution from a det in the denominator. Each contribution of \( q_1 \bar{q}_1 \) or \( q_2 \bar{q}_2 \) is associated with the free energy \( \frac{1}{2}G^{MM}(0) \), and each contribution of \( q_1 \bar{q}_2 \) or \( \bar{q}_1 q_2 \) is associated with \( \frac{1}{2}G^{MM}(2\mu) \), up to an overall multiplicative factor \( k_M \). For an example of how this works see Appendix A. The contribution to (3.4) from the ground state mesons is then given by

\[
\alpha_M(\mu) = \exp \left[ -p(p + N_f) \left[ G^{MM}(2\mu) - G^{MM}(0) \right] \right] , \tag{3.9}
\]

where from the meson decomposition in (3.5), the free energy is split evenly between \( q = 1 \) and \( g = 3 \) contributions, so

\[
G^{MM}(\mu) = \frac{1}{2}k_M \left[ G_1^{MM}(\mu) + G_3^{MM}(\mu) \right] . \tag{3.10}
\]

Using the results from the decomposition in (3.7), the baryon contribution to (3.4) is similarly determined from the quark content of the weights (including multiplicities) of the flavor \( SU(n) \) representations \( \left( \frac{n(n-1)(n+1)}{3} \right) \) which has \( g = 2 \), \( \left( \frac{n(n+1)(n+2)}{6} \right) \) with \( g = 4 \), and \( \left( \frac{n(n-1)(n-2)}{6} \right) \) with \( g = 4 \) (required to obtain the identity from (3.4) when
Adding separately the $g = 2$ and $g = 4$ baryon contributions the result can be obtained from $- \left[ \left( (p + N_f)q_1 - pq_2 \right)^3 - N_f^3q_3^3 \right]$, where each contribution from $q_1^3$ or $q_2^3$ is associated with $G^{BB}(3\mu)$ and each contribution from $q_1^2q_2$ or $q_1q_2^2$ is associated with $G^{BB}(\mu)$, up to an overall multiplicative factor $k_B$. See Appendix A for details. The contribution to (3.4) from the ground state baryons is then

$$\alpha_B(\mu) = \exp \left[ -p(p + N_f) \left( G^{BB}(3\mu) - G^{BB}(\mu) \right) \right], \quad (3.11)$$

where from the baryon decomposition in (3.6), there are two contributions with $g = 2$ for each with $g = 4$, so

$$G^{BB}(\mu) = k_B \left[ 2G^{BB}_2(\mu) + G^{BB}_4(\mu) \right]. \quad (3.12)$$

The final form of (3.4) is then

$$\langle e^{2ip\theta} \rangle_{QCD} = \frac{Z_{YM}}{Z} \left\langle \frac{\text{det}^p (\not{D} + \gamma_0\mu + m)}{\text{det}^p (\not{D} - \gamma_0\mu + m)} \text{det}^{N_f} (\not{D} + \gamma_0\mu + m) \right\rangle \quad (3.13)$$

$$= \alpha_M(\mu)\alpha_B(\mu)$$

$$= e^{-p(p+N_f)X_1},$$

where

$$X_1 = G^{MM}(2\mu) - G^{MM}(0) + G^{BB}(3\mu) - G^{BB}(\mu). \quad (3.14)$$

In this case the $X_i$ with $i > 1$ are zero in the more general form of $\langle e^{2ip\theta} \rangle_{QCD}$ in (2.12), thus the integral over $p$ in (2.10) can be performed leading to the Gaussian form for the distribution $\langle \delta(\theta - \theta') \rangle_{QCD}$. We note that the distribution could not have the more general form due to an insufficient number of quark lines in the one-loop integral contributing to the free energy.

We note that the distribution of the baryon number, which leads to a description of the noise of the sign problem as a total derivative in [17], follows in a similar manner, and is presented in Appendix B.

### 4 Strong coupling expansion

The partition function for Yang-Mills theory from the lattice strong coupling expansion can be obtained by integrating out the spatial link variables. This results in an
expression for the effective action in terms of a character expansion of the Polyakov line and its adjoint (see for example, [23–25])

\[
Z_{YM} = \int_{SU(N_c)} \prod_z dW_z \prod_{\langle xy \rangle} \left[ 1 + \sum_R \lambda_R \left[ \chi_R(W_x)\chi_R(W^\dagger_y) + \chi_R(W^\dagger_x)\chi_R(W_y) \right] \right],
\]

(4.1)

where \(\langle xy \rangle\) indicates that the product extends over all nearest neighbor sites \(x\) and \(y\), and the coupling dependence is contained within the representation dependent prefactor \(\lambda_R = \lambda_R(\beta_{lat})\) with \(\beta_{lat} = \frac{2N_c}{g^2}\). \(\chi_R(W_x)\) is the character in the representation \(R\) of the Polyakov line \(W_x\) at site \(x\), which corresponds to the ordered product of links in the temporal direction,

\[
W_x = \prod_{\tau=1}^{N_T} U_0(x, \tau).
\]

(4.2)

The first nontrivial contribution to the partition function, as the coupling \(g^2 \rightarrow \infty\), is obtained by truncating the sum over \(R\) after the fundamental representation,

\[
Z_{YM} \xrightarrow{g^2 \rightarrow \infty} \int_{SU(N_c)} \prod_z dW_z \prod_{\langle xy \rangle} \left[ 1 + \lambda_F \left[ \text{tr}(W_x)\text{tr}(W^\dagger_y) + \text{tr}(W^\dagger_x)\text{tr}(W_y) \right] \right],
\]

(4.3)

where [23, 25]

\[
\lambda_F = \left[ u \right]^{N_T} \left[ 1 + \mathcal{O}(u) \right],
\]

(4.4)

with \(u \equiv \frac{1}{3} \left[ \frac{x}{2} + \frac{x^2}{8} - \cdots \right]\) for \(N_c = 3\) and \(x \equiv \frac{2}{g^2}\). In the subsequent subsections our calculations follow the procedure and use the techniques developed in [26–31].

### 4.1 Hopping expansion

To obtain the distribution of the complex phase \(\rho(\theta')\), it is necessary to calculate the moments \langle e^{2i\theta'} \rangle_{QCD} \rangle from the expectation value in (2.11), which can be evaluated via a hopping expansion. We will compute the \(\mu\)-dependent part of \(Q \equiv \frac{Z}{Z_{YM}} \langle e^{2i\theta'} \rangle_{QCD} \rangle\), which takes the form

\[
Q \equiv \left\langle \frac{\det^p(D + \gamma_0\mu + m)}{\det^p(D - \gamma_0\mu + m)} \right\rangle^N^{\dagger} \left( D + \gamma_0\mu + m \right)
\]

\[
= 1 + q_1h + q_2h^2 + q_3h^3 + \cdots,
\]

(4.5)

where \(h\) is an expansion parameter, dependent on temperature and on the specific form of the lattice action, which goes to zero as quark mass goes to infinity. It will be
specified below. Since $Q$ is a partition function it is natural that the final result has the form

$$Q = \exp [F(\mu)V] , \quad (4.6)$$

where $V$ is the volume of a three-dimensional time-slice of the lattice, and $F(\mu)$ can be expressed as a series in $h$. The expansion $(4.5)$ contains various powers of $V$, which can be understood as a Taylor series expansion of $(4.6)$. In each coefficient $q_i$ we look for the piece which is linear in $V$, and these terms together give us $F(\mu)$ as a power series in $h$.

To illustrate the general form of $Q$ at large quark mass, it is sufficient to consider the Dirac operator of the naive fermion action with a chemical potential $\mu$

$$\langle \bar{D} + \gamma_0 \mu + m \rangle_{xy} = m \delta_{xy} 1 + \frac{1}{2} \sum_{k=1}^{3} \gamma_k \left[ U_k(x) \delta_{x+k,y} - U_k^\dagger(y) \delta_{x-k,y} \right] + \frac{1}{2} \gamma_4 \left[ e^{\mu} U_k(x) \delta_{x+4,y} - e^{-\mu} U_k^\dagger(y) \delta_{x-4,y} \right] = m \delta_{xy} 1 + R(\mu)_{xy} . \quad (4.7)$$

Since $m$ is assumed to be very large in lattice units, we may write

$$\text{Tr} \log (\bar{D} + \gamma_0 \mu + m) = \text{Tr} \log \left[ m 1 + R(\mu) \right] = \text{Tr} \log \left[ 1 + \frac{1}{m} R(\mu) \right] + \text{Tr} \log [m 1] \quad (4.8)$$

The last term is an irrelevant, $\mu$-independent constant, which we will drop from here on. The trace is understood to sum over both Dirac indices and position, and $\text{Tr} R^n$ is given by closed Wilson loops times some numerical factors. We note that there is an additional factor of $(-1)^{l+1}$ to incorporate the effect of anti-periodic boundary conditions on fermions, where $l$ is the number of temporal windings of $R^n$.

Things simplify because we are only interested in the $\mu$-dependent terms. This tells us that we need only consider loops with non-zero winding number around the
compact time direction. Note that

$$\frac{1}{N_t} \text{Tr} R^{N_t}(\mu)$$

$$= \frac{1}{N_t} \sum_x \sum_{t=1}^{N_t} e^{\mu N_t} \text{Tr} [U_0(x,t)U_0(x,t+1)...U_0(x,t+N_t-1)] \left( \frac{1}{2} \right)^{N_t} \text{Tr} [\gamma_4^{N_t}]$$

$$+ \frac{1}{N_t} \sum_x \sum_{t=1}^{N_t} e^{-\mu N_t} \text{Tr} [U_0(x,t)U_0(x,t+1)...U_0(x,t+N_t-1)] \right)^\dagger \left( \frac{1}{2} \right)^\dagger \text{Tr} (-\gamma_4)^{N_t} \right)$$

(4.9)

where $N_t$ is the number of temporal lattice slices. Since the trace is cyclic-symmetric, we can just pick $t=1$ in the sum over $t$ and drop the factor of $\frac{1}{N_t}$. Also, since the trace over an odd power of gamma matrices is zero, we only consider $N_t$ even (this requirement is special for the naive action). So we have

$$\frac{1}{N_t} \text{Tr} R^{N_t}(\mu) = \left( \frac{1}{2} \right)^{N_t} 4 \sum_x \left( e^{\mu N_t} P_x + e^{-\mu N_t} P_x^\dagger \right)$$

(4.10)

where $P_x$ is the trace of the Polyakov line holonomy $W_x$. Therefore, in the heavy quark limit the $\mu$-dependent part of the fermion contribution to the action has reduced to the general form

$$\log \det(\slashed{D} + \gamma_0 \mu + m) = a_1 h(e^{\mu/T} L_1 + e^{-\mu/T} L^*_1) + a_2 h^2(e^{2\mu/T} L_2 + e^{-2\mu/T} L^*_2)$$

$$+ a_3 h^3(e^{3\mu/T} L_3 + e^{-3\mu/T} L^*_3) + ...,$$

(4.11)

with

$$L_n \equiv \sum_x \text{tr} W_x^n = \sum_x P_x^n,$$

$$L^*_n \equiv \sum_x \text{tr} (W_x^\dagger)^n = \sum_x P_x^{n\dagger}.$$ 

(4.12)

The $O(1)$ constants $a_n$ and the hopping parameter $h$ depend on the lattice quark action. For the naive fermion action $a_n = \frac{4}{n} (-1)^n$. Note that the general form in (4.11) agrees with the fermion contribution to the effective action obtained from the hopping expansion for Wilson fermions where $a_n = \frac{2}{n} (-1)^n$ [26]. The expansion parameter $h$ is $(\frac{1}{2m})^{N_t}$ in the case of the naive action, while in the case of the Wilson action this parameter is $h \equiv (2\kappa_f)^{N_t}$, with $\kappa_f = \frac{1}{D+1+ma}$, $D = 3$ spatial dimensions, and lattice spacing $a$. It is now possible to write $Q$ in (4.5) as the VEV of an exponential of terms of the form shown in (4.11). Expanding the exponential in a powers series in
\(h\), and taking the expectation value, will determine the coefficients \(q_i\) shown in (4.5). In [29] the authors found that taking \(a_1 = -2\), \(a_2 = 1\), \(a_3 = -\frac{2}{3}\) and truncating the rest allows for a direct comparison with the hadron resonance gas model. Since the calculation in [29] is \(\mathcal{O}(h^3)\), our results are consistent. The differences we find between the strong-coupling/hopping parameter expansion and the hadron resonance gas model only appear at \(\mathcal{O}(h^4)\).

### 4.2 \(\mathcal{O}(h^2)\)

Since all expectation values are with respect to the Yang-Mills vacuum, \(\langle L_n^i \rangle = \langle (L_n^*)^i \rangle\) is used and we expand \(Q\) up to \(\mathcal{O}(h^2)\) to obtain

\[
q_1 = 2a_1N_f \cosh(\mu/T)\langle L_1 \rangle, \tag{4.13}
\]

\[
q_2 = 2a_1^2p^2 \left[ \cosh(2\mu/T) - 1 \right] \left[ \langle L_1^2 \rangle - \langle L_1 L_1^* \rangle \right] \\
+ 2a_1^2pN_f \left[ \cosh(2\mu/T) - 1 \right] \left[ \langle L_1^2 \rangle - \langle L_1 L_1^* \rangle \right] \\
+ 2a_2N_f \cosh(2\mu/T)\langle L_2 \rangle + a_1^2N_f^2 \left[ \cosh(2\mu/T)\langle L_1^2 \rangle + \langle L_1 L_1^* \rangle \right]. \tag{4.14}
\]

Therefore the leading contribution to \(X_1\) in \(\langle e^{2i\eta\theta} \rangle_{QCD}\) in the format of (2.12) is

\[
X_1 = 2a_1^2h^2 \left[ \cosh(2\mu/T) - 1 \right] \left[ \langle L_1 L_1^* \rangle - \langle L_1^2 \rangle \right] + \mathcal{O}(h^3), \tag{4.15}
\]

where terms without any \(p\)-dependence have been cancelled off by the partition function in the denominator. Note that in the confined phase \(\langle L_1 \rangle = \langle L_1^2 \rangle = 0\) and \(\langle L_1 L_1^* \rangle = N_s\), where \(N_s\) is the number of spatial lattice sites, so one can solve (4.15) to obtain \(X_1 = 2a_1^2h^2N_s[\cosh(2\mu/T) - 1] + \mathcal{O}(h^3)\). Therefore, up to \(\mathcal{O}(h^2)\), the simpler structure \(Q_Z^{YM} = \exp[-p(p + N_f)X_1]\) is maintained. We will now show that this is no longer the case at \(\mathcal{O}(h^4)\).

### 4.3 \(\mathcal{O}(h^4)\) corrections

Considering the \(\mathcal{O}(h^4)\) contribution to \(Q\) and keeping the \(\mathcal{O}(p^3)\) and \(\mathcal{O}(p^4)\) contributions we obtain

\[
q_4 = \frac{4}{3}a_1^4(p^4 + 2p^3N_f) \sinh(\mu/T) \left[ \langle L_1^4 \rangle - 4\langle L_1^3 L_1^* \rangle + 3\langle L_1^2 L_1^{*2} \rangle \right] + \mathcal{O}(p^2). \tag{4.16}
\]

From here on we focus on obtaining results in the confined phase. We work to leading order in the limit that the coupling \(g^2 \rightarrow \infty\) using the effective gauge action in (4.3),

\[
e^{-S_{eff}} = \prod_{\langle xy \rangle} \left[ 1 + \lambda_1 \left[ \text{tr}(W_x)\text{tr}(W_y^*) + \text{tr}(W_y^*)\text{tr}(W_x) \right] \right], \tag{4.17}
\]
where \( \lambda_1 = \left( \frac{1}{g N_c} \right)^{N_c} \). In this case the only expectation values which survive are those which involve \( SU(3) \) color singlet contributions (see, e.g., chapter 8 in [33]). For general \( N_c \) the surviving expectation values have the form

\[
\int_{SU(N_c)} dW \ (\text{tr} W \text{tr} W^\dagger)^l (\text{tr} W)^{N_c m} (\text{tr} W^\dagger)^{N_c n} \neq 0, \tag{4.18}
\]

where \( l, m, n = 0, 1, 2, ..., \). This allows us to obtain the following expectation values for general \( N_c \)

\[
\langle P_x P_x^* \rangle = 1, \tag{4.19}
\]

\[
\langle P_x^2 P_x^{*2} \rangle = 2, \tag{4.20}
\]

and for \( N_c = 3 \)

\[
\langle P_x^3 \rangle = 1, \tag{4.21}
\]

where the details are worked out in Appendix C. Using these results considering \( N_c = 3 \) we obtain

\[
\langle L_1^4 \rangle = 0, \tag{4.22}
\]

\[
\langle L_1^4 L_1^4 \rangle = 0, \tag{4.23}
\]

\[
\langle L_1^2 L_1^{*2} \rangle = 2 \sum_{x \neq y} \langle P_x P_y P_x^* P_y^* \rangle + \sum_x \langle P_x^2 P_x^{*2} \rangle + \sum_{x \neq y} \langle P_x P_y P_y^* P_y^* \rangle + 4 \sum_{x \neq y} \langle P_x P_y P_x^* P_y^* \rangle
\]

\[+ 4 \sum_{x \neq y \neq z} \langle P_x P_y P_x^* P_y^* \rangle + O(\lambda_1^2) \tag{4.24}\]

\[= 2 \sum_{x \neq y} + 2 \sum_{x} + 18 \lambda_1 \sum_{\langle x y \rangle} + 8 \lambda_1 \sum_{x \neq \langle x \rangle} + O(\lambda_1^2)\]

\[= 2 N_s^2 + 6 N_s \lambda_1 + 24 N_s^2 \lambda_1 + O(\lambda_1^2),\]

recalling that \( N_s \) is the number of spatial lattice sites. Using these results in (4.16) leads to a contribution to \( X_2 \) of the form \( X_2 = -\frac{4}{3} a_1^4 h^4 \sinh^4 (\mu/T) [18 \lambda_1 N_s] + O(h^5). \) Note that if \( \lambda_1 = 0 \) then there are no contributions to \( X_2 \). However, at \( O(\lambda_1) \), there is a contribution at \( O(V) \) (proportional to \( N_s \)) which arises in (4.24) because \( \sum_{x \neq y} \langle P_x P_y P_x^* P_y^* \rangle \neq 0 \) for \( SU(3) \). Notice that \( \sum_{x \neq y} \langle P_x P_y P_x^* P_y^* \rangle \) is zero in the limit \( N_c \to \infty \) so in that case there is no \( O(V) \) term and the simpler \( Q_{\mu, M} \) structure is maintained. In the next section we show that at \( O(h^6) \) the distribution for \( N_c = 3 \) also acquires corrections to the Gaussian form at \( O(\lambda_1^2) \).
4.4 $\mathcal{O}(h^6)$ corrections

It is straightforward, though a bit tedious, to calculate the contributions to $Q$ at $\mathcal{O}(h^6 p^6)$ and $\mathcal{O}(h^6 p^5)$. The result is,

$$ q_6 = \frac{8}{45} a_1^6 \sinh^6(\mu/T) \left[ \langle L_1^6 \rangle - 6\langle L_1^5 L_1^1 \rangle + 15\langle L_1^4 L_1^2 \rangle - 10\langle L_1^3 L_1^3 \rangle \right] p^5 (p + 3N_f) + \mathcal{O}(p^4). \quad (4.25) $$

To solve for $q_6$ the following expectation values are required in addition to (4.19) and (4.20): for $SU(3)$

$$ \langle P_6^6 \rangle = 5, \langle P_4^4 \rangle = 3, \quad (4.26) $$

for $SU(N_c)$

$$ \langle P_3^3 P_3^3 \rangle = 6. \quad (4.27) $$

For $SU(3)$ the expectation values in (4.25) are then

$$ \langle L_1^6 \rangle = -5N_s + 10N_s^2 - 270N_s \lambda_1 + 360N_s^2 \lambda_1, $$
$$ \langle L_1^5 L_1^1 \rangle = 0, $$
$$ \langle L_1^4 L_1^2 \rangle = 0, $$
$$ \langle L_1^3 L_1^3 \rangle = -N_s + 6N_s^2 + 6N_s^3 - 72N_s \lambda_1 + 90N_s^2 \lambda_1 + 108N_s^3 \lambda_1, \quad (4.28) $$

up to $\mathcal{O}(\lambda_1^2)$ corrections, resulting in

$$ \langle L_1^6 \rangle - 6\langle L_1^5 L_1^1 \rangle + 15\langle L_1^4 L_1^2 \rangle - 10\langle L_1^3 L_1^3 \rangle $$
$$ = 5N_s - 60N_s^2 + 450N_s \lambda_1 - 540N_s^2 \lambda_1 - 1080N_s^3 \lambda_1 + \mathcal{O}(\lambda_1^2). \quad (4.29) $$

This indicates that there are $O(V)$ contributions to $Q$ at $\mathcal{O}(h^6 p^6)$ and $\mathcal{O}(h^6 p^5)$, at $O(\lambda_0^0)$ and $\mathcal{O}(\lambda_1)$, at least for $SU(3)$.

For $SU(N_c)$ in the limit $N_c \to \infty$, one obtains, up to $O(\lambda_1^2)$ corrections,

$$ \langle L_1^6 \rangle = 0, $$
$$ \langle L_1^5 L_1^1 \rangle = 0, $$
$$ \langle L_1^4 L_1^2 \rangle = 0, $$
$$ \langle L_1^3 L_1^3 \rangle = 6N_s^3 + 108N_s^3 \lambda_1, \quad (4.30) $$

such that there are no contributions at $O(V)$ or $O(V^2)$ at $O(\lambda_0^0)$ or $\mathcal{O}(\lambda_1)$, in the limit $N_c \to \infty$. 
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4.5 Summary of strong coupling results

Including the results from the previous sections, our calculations provide evidence which supports a structure of the form \( Q^Z = \exp \left[ -p(p + N_f)X_1 \right] \), for \( N_c \to \infty \). For \( SU(3) \) there are corrections to this form starting at \( O(h^4) \) for \( O(\lambda_1) \), and at \( O(h^6) \) for \( O(\lambda_0^1) \).

To summarize, in the confined phase we have found

\[
X_1 = 2a_1^2h^2 \left[ \cosh(2\mu/T) - 1 \right] \sum_X \left[ \langle \text{tr} W_x \text{tr} W_x^\dagger \rangle - \langle (\text{tr} W_x)^2 \rangle \right] + O(h^3)
\]

\[
= 4a_1^2h^2N_s \sinh^2(\mu/T) + O(h^3),
\]

which is the contribution at the Gaussian level,

\[
X_2 = -\frac{4}{3}a_1^4h^4 \sinh^4(\mu/T) \left[ 18\lambda_1N_s \right] + O(h^5),
\]

which is a correction to the Gaussian distribution at \( O(\lambda_1) \), and

\[
X_3 = -\frac{8}{45}a_1^6h^6 \sinh^6(\mu/T) \left[ (5 + 450\lambda_1)N_s \right] + O(h^7),
\]

which contains a correction at \( O(\lambda_0^1) \) and \( O(\lambda_1) \). We note that the corrections \( X_2 \), and \( X_3 \), could not have appeared at a lower order in \( h \) because the number of winding loops is insufficient. This would also be true for the deconfined phase, though the \( X_i \) take different values.

5 Taylor expansion

Our results from the strong coupling expansion for \( N_c = 3 \) suggest that non-Gaussian terms arise in QCD in the limit of strong coupling, and large quark mass, at \( O(h^4) \) in the hopping expansion.

In what follows we also show that by performing a Taylor expansion around \( \mu = 0 \), non-Gaussian terms necessarily become possible unless some special relationships exist between certain expectation values of derivatives of fermion determinants, as found in [34]. We note that from the strong coupling expansion the correction \( X_2 \) in (4.32) appears at \( O(\mu/T)^4 \), and \( X_3 \) in (4.33) appears at \( O(\mu/T)^6 \).
Let $M(\mu) \equiv \det[\mathcal{D} + \gamma_0 + m]$. Expansion of $Q \equiv \langle \frac{M(\mu)^{p+N_f}}{M(-\mu)^p} \rangle$ in a Taylor series around $\mu/T = 0$ leads to

$$
\langle \frac{M(\mu)^{p+N_f}}{M(-\mu)^p} \rangle \sim \langle M(0)^{N_f} \rangle + \frac{1}{2!} \left( \frac{\mu}{T} \right)^2 \left. \frac{\partial^2 D(\mu)}{\partial(\mu/T)^2} \right|_{\mu=0} + \frac{1}{4!} \left( \frac{\mu}{T} \right)^4 \left. \frac{\partial^4 D(\mu)}{\partial(\mu/T)^4} \right|_{\mu=0} + \frac{1}{6!} \left( \frac{\mu}{T} \right)^6 \left. \frac{\partial^6 D(\mu)}{\partial(\mu/T)^6} \right|_{\mu=0} + \frac{1}{8!} \left( \frac{\mu}{T} \right)^8 \left. \frac{\partial^8 D(\mu)}{\partial(\mu/T)^8} \right|_{\mu=0} + \mathcal{O}\left( \frac{\mu}{T} \right)^{10}
$$

(5.1)

where the contributions from taking an odd number of derivatives with respect to $\mu/T$ are zero because the partition function is even in $\mu$. Defining $D(\mu) = \frac{M(\mu)^{p+N_f}}{M(-\mu)^p}$, the derivatives are

$$
\left. \frac{\partial^2 D(\mu)}{\partial(\mu/T)^2} \right|_{\mu=0} = 4p(p + N_f)M(0)^{N_f-2}M'(0)^2 + \mathcal{O}(p^0)
$$

(5.2)

$$
\left. \frac{\partial^4 D(\mu)}{\partial(\mu/T)^4} \right|_{\mu=0} = 16p^2(p + N_f)^2M(0)^{N_f-4}M'(0)^4 + 8p(p + N_f)M(0)^{N_f-4}M'(0)
\times \left[ (4 - 3N_f + N_f^2)M'(0)^3 + 3(N_f - 2)M(0)M'(0)M''(0) + 2M(0)M'''(0) \right]
+ \mathcal{O}(p^0)
$$

(5.3)

$$
\left. \frac{\partial^6 D(\mu)}{\partial(\mu/T)^6} \right|_{\mu=0} = 64p^3(p + N_f)^3M(0)^{N_f-6}M'(0)^6 + 16p^2(p + N_f)^2M(0)^{N_f-6}M'(0)^3
\times \left[ (40 - 15N_f + 3N_f^2)M'(0)^3 + 15(N_f - 4)M(0)M'(0)M''(0) + 20M(0)^2M'''(0) \right]
+ p(p + N_f)X_{6,1} + \mathcal{O}(p^0)
$$

(5.4)

$$
\left. \frac{\partial^8 D(\mu)}{\partial(\mu/T)^8} \right|_{\mu=0} = 256p^4(p + N_f)^4M(0)^{N_f-8}M'(0)^8 + 256p^3(p + N_f)^3M(0)^{N_f-8}M'(0)^5
\times \left[ (28 - 7N_f + N_f^2)M'(0)^3 + 7(N_f - 6)M(0)M'(0)M''(0) + 14M(0)^2M'''(0) \right]
+ p^2(p + N_f)^2X_{8,2} + p(p + N_f)X_{8,1} + \mathcal{O}(p^0)
$$

(5.5)

The expressions labeled by $X_{n,k}$ are lengthy functions of $M(0)$ and derivatives of $M(\mu)$ evaluated at $\mu = 0$. They have no $p$ or $\mu$-dependence.
To determine how the series exponentiates consider the Taylor expansion of \( \log\langle e^{2ip\theta}\rangle = \log \frac{Q}{Z} \),

\[
\log\langle e^{2ip\theta}\rangle_{QCD} = \log \left[ \frac{Z_{YM}}{Z} \left\langle \frac{M(\mu)_{p+N_f}}{M(-\mu)_{p+N_f}} \right\rangle \right] \\
\sim \frac{1}{2!} \left( \frac{\mu}{T} \right)^2 \left( \left\langle D^{(2)}(0) \right\rangle \right)_{M(0)^{N_f}} \\
+ \frac{1}{4!} \left( \frac{\mu}{T} \right)^4 \left[ \left\langle D^{(4)}(0) \right\rangle - 3 \left\langle D^{(2)}(0) \right\rangle^2 \right]_{M(0)^{N_f}} \\
+ \frac{1}{6!} \left( \frac{\mu}{T} \right)^6 \left[ \left\langle D^{(6)}(0) \right\rangle - 15 \left\langle D^{(2)}(0) \right\rangle \left\langle D^{(4)}(0) \right\rangle + 30 \left\langle D^{(2)}(0) \right\rangle^3 \right]_{M(0)^{N_f}} \\
+ \mathcal{O} \left( \frac{\mu}{T} \right)^8 - \log \left[ \frac{Z}{Z_{YM}} \right].
\] (5.6)

Plugging in the expressions in (5.2) - (5.3) leads to

\[
\log\langle e^{2ip\theta}\rangle_{QCD} \sim \frac{1}{2!} \left( \frac{\mu}{T} \right)^2 \left[ 4p(p + N_f) \langle M(0)^{N_f} \rangle^{-1} \langle M(0)^{N_f-2} M'(0)^2 \rangle \right] \\
+ \frac{1}{4!} \left( \frac{\mu}{T} \right)^4 \left[ 16p^2(p + N_f)^2 \langle M(0)^{N_f} \rangle^{-1} \langle M(0)^{N_f-4} M'(0)^4 \rangle \right] \\
+ 8p(p + N_f) \langle M(0)^{N_f} \rangle^{-1} \left\langle M(0)^{N_f-4} M'(0) \right\rangle \\
\times \left[ (4 - 3N_f + N_f^2) M'(0)^3 + 3(N_f - 2) M(0) M'(0) M''(0) + 2 M(0) M'''(0) \right] \right) \\
- 48p^2(p + N_f)^2 \langle M(0)^{N_f} \rangle^{-2} \langle M(0)^{N_f-2} M'(0)^2 \rangle^2 \\
- 24p(p + N_f) \langle (N_f - 1) M'(0)^2 + M''(0) M(0) \rangle \langle M(0)^{N_f-2} M'(0)^2 \rangle \right) \\
+ \mathcal{O} \left( \frac{\mu}{T} \right)^6 .
\] (5.7)

Therefore, unless some special relationships exist between the expectation values for the terms proportional to \( p^2(p + N_f)^2 \), there are non-Gaussian contributions at \( \mathcal{O} \left( \frac{\mu}{T} \right)^4 \). Specifically to obtain a Gaussian form at this order it is required that

\[
\langle M(0)^{N_f} \rangle \langle M(0)^{N_f-4} M'(0)^4 \rangle = 3 \langle M(0)^{N_f-2} M'(0)^2 \rangle^2 .
\] (5.8)
At $\mathcal{O}(\#)^6$, it is required, to exclude terms proportional to $p^3(p + N_f)^3$, that

$$0 = \frac{\langle M(0)^{N_f-6} M'(0)^6 \rangle}{\langle M(0)^{N_f} \rangle} - 15\frac{\langle M(0)^{N_f-2} M'(0)^2 \rangle \langle M(0)^{N_f-4} M'(0)^4 \rangle}{\langle M(0)^{N_f} \rangle^2} + 30\frac{\langle M(0)^{N_f-2} M'(0)^2 \rangle^3}{\langle M(0)^{N_f} \rangle^3}. \quad (5.9)$$

There should be an additional requirement to exclude terms proportional to $p^2(p + N_f)^2$ at this order which we have not computed. Similar requirements are expected at higher orders. We note that these relationships are similar to the ones obtained from a cumulant expansion of the complex phase in [34].

A calculation of the baryon number moments from the Taylor expansion is provided in Appendix B.

6 Conclusions

In the context of the reweighting approach to the sign problem, the histogram method combined with a cumulant expansion [8, 13–15] is real progress. Instead of calling for numerical accuracy of order $e^{-V}$ when the sign problem is severe, the requirement is now reduced to accuracy on the order of some inverse power of the lattice volume $1/V^p$.

The catch, which we have pointed out in this article, is that we do not yet know what that power is.

If it were really true that the phase angle $\theta$ of the fermion determinant follows a Gaussian distribution, then the sign problem is solved. Only the 2nd order cumulant in the cumulant expansion of $\langle e^{iN_f \theta} \rangle_{pq}$ need be computed. However, as we have shown in sections 4 and 5, non-Gaussian contributions to the phase angle distribution $\rho_{pq}(\theta)$ (the “density” in the density of states method) seem inevitable, and grow with hopping parameter, lattice coupling $\beta$, and especially chemical potential $\mu$. These contributions lead to non-zero higher-order cumulants, and we see no obvious reason why those cumulants should be negligible in the interesting regions of the phase diagram, where the value of $\mu$ is substantial.\footnote{For $\mu > \frac{1}{2} m_\pi$ we expect the Gaussian form to break down completely, see e.g. [16].}

Unfortunately, those higher-order cumulants are not so easy to measure. By eye, $\rho_{pq}(\theta)$ will always look like a Gaussian; the 4th and higher-order cumulants arise from tiny $O(1/V)$ deviations from the Gaussian form. As we have seen, the higher-order
cumulants can be significant compared to the 2nd-order cumulant, despite the fact that they arise from apparently negligible deviations from the Gaussian. Likewise, it is not sufficient to show that the Binder cumulant $B_4$ is very close to 3. In order to show that the 4th-order cumulant $(\theta^4)_c$ is negligible, one must show that $B_4 = 3$ to an accuracy better than $O(1/V)$.

The best case scenario is that, for unknown reasons, the higher-order cumulants are negligible even when the chemical potential is comparatively large. Our point is that while this best case may be true, it must be shown to be true. The challenge, then, is to compute the 4th-order cumulant, in interesting regions of the phase diagram, to an accuracy sufficient to show that it is negligible compared to the 2nd-order cumulant. This requires computing the moments $\langle \theta^2 \rangle_{pq}$ and $\langle \theta^4 \rangle_{pq}$ to a relative accuracy of at least $O(1/V)$. If the 4th-order cumulant is non-negligible, then one must go on to the 6th-order cumulant, which requires computing moments to a relative accuracy of $O(1/V^2)$, and so on until it is clear that the cumulant expansion has converged. Numerical accuracies of $O(1/V)$ seem at least feasible, and the optimistic scenario is by no means ruled out. The worst case scenario is that many higher-order cumulants are required in order to investigate the interesting region of the phase diagram, requiring unattainable levels of numerical accuracy. Unfortunately this pessimistic scenario is not yet ruled out either.
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A Example from the hadron resonance gas model

To calculate the contribution of

$$Z_{YM} \left\langle \frac{\det^a M(\mu)}{\det^b M(-\mu)} \right\rangle$$

in the hadron resonance gas model it is necessary to build up all possible mesons and baryons from $a + b$ quarks, keeping in mind that $b$ are ghost quarks, which contribute an extra factor of $-1$ since we are considering a 1-loop computation. The partition function is defined by $Z \equiv \langle \det^{a-b} M(\mu) \rangle$.

Consider, for example, the case of $a = 3, b = 1$. Since $a = p + N_f$ and $b = p$ in (3.4) this corresponds to $p = 1, N_f = 2$.

The baryon contribution is obtained from the $SU(4)$ decomposition,

$$4 \otimes 4 \otimes 4 = 20_{(2)} \oplus 4_{(4)} \oplus 20_{(2)} \oplus 20_{(4)},$$

in agreement with (3.6), where the form $R_{(g)}$ contains $R \in SU(4)$, and $g \in SU(2)$ obtained from the $SU(8)$ decomposition of the symmetric representation in (3.7), with help of the identity constraint at $\mu = 0$.

The weights of the above representations of $SU(4)$ are given in Table 1. Note that in (A.2) there are two $20$’s for each $4_A$ and $20_S$. Keeping this in mind, the right-hand column gives the total multiplicity and the quark content of each weight, where each weight can be rewritten as a sum of three of the fundamental weights, $q_1 \equiv (1,0,0), q_2 \equiv (-1,1,0), q_3 \equiv (0,-1,1),$ and $q_4 \equiv (0,0,-1)$.

Notice that each weight with a multiplicity of 3 comes from two baryons with $g = 2$, and one with $g = 4$. When the multiplicity is 6 there are four contributions from $g = 2$ and two from $g = 4$. Each weight with a multiplicity 1 just gives a contribution with $g = 4$. If we take $q_4$ to represent the $\det M(-\mu)$ in the denominator of (A.1), then each contribution of $q_4$ gives a multiplicative factor of $-1$ to the free energy and adds a contribution of $-\mu$ to the baryon chemical potential.

Since we are considering a 1-loop computation, the hadrons are non-interacting and the free energies can simply be summed. The contribution from the weights of total multiplicity 1 is

$$[2G_4(3\mu)],$$

(A.3)
Now all that’s left is the contribution from the partition function in the denominator.

Adding these up gives

$$2 \times (0,0,1) \quad (0,0,1) \quad 6 \times [q_1 q_2 q_3]$$

for total multiplicity 3,

$$2 [6G_2(3\mu)] + [6G_4(3\mu)] , \quad (A.4)$$

and for total multiplicity 6,

$$4 \left[ G_2(3\mu) - 3G_2(\mu) \right] + 2 \left[ G_4(3\mu) - 3G_4(\mu) \right] . \quad (A.5)$$

Adding these up gives

$$10G_4(3\mu) - 6G_4(\mu) + 16G_2(3\mu) - 12G_2(\mu) . \quad (A.6)$$

Table 1. Weights of representations of the $SU(4)$ given in (A.2) and baryon configurations.

| 20  | 4ₐ | 20ₛ | baryon contribution |
|-----|----|-----|---------------------|
| (1, 1, 0) | (1, 1, 0) | 3 \times [q_1 q_2] |
| (-1, 2, 0) | (-1, 2, 0) | 3 \times [q_1 q_2 q_3] |
| (2, -1, 1) | (2, -1, 1) | 3 \times [q_1 q_3] |
| (-3, 3, 0) | | [q_2 q_2 q_2] |
| 2 \times (0, 0, 1) | (0, 0, 1) | 6 \times [q_1 q_2 q_3] |
| (2, 0, -1) | (2, 0, -1) | 3 \times [q_1 q_4] |
| (-2, 1, 1) | (-2, 1, 1) | 3 \times [q_2 q_3] |
| (1, -2, 2) | (1, -2, 2) | 3 \times [q_1 q_4] |
| 2 \times (0, 1, -1) | (0, 1, -1) | 6 \times [q_1 q_2 q_4] |
| (-1, -1, 2) | (-1, -1, 2) | 3 \times [q_2 q_3 q_3] |
| (-2, 2, -1) | (-2, 2, -1) | 3 \times [q_2 q_3 q_4] |
| 2 \times (1, -1, 0) | (1, -1, 0) | 6 \times [q_1 q_2 q_4] |
| (0, -3, 3) | | [q_3 q_3 q_4] |
| 2 \times (-1, 0, 0) | (-1, 0, 0) | 6 \times [q_2 q_3 q_4] |
| (1, 0, -2) | (1, 0, -2) | 3 \times [q_1 q_4] |
| (0, -2, 1) | (0, -2, 1) | 3 \times [q_3 q_4 q_4] |
| (-1, 1, -2) | (-1, 1, -2) | 3 \times [q_2 q_3 q_4] |
| (0, -1, -1) | (0, -1, -1) | 3 \times [q_3 q_4 q_4] |
| (0, 0, -3) | | [q_4 q_4 q_4] |

For total multiplicity 3,
where the subscripts \((g\text{ values})\) are determined using \((3.7)\). Since there are no ghost quarks in the partition function, there are only contributions from \(G_2(3\mu)\) and \(G_4(3\mu)\). Therefore using \((A.7)\), the contribution to the free energy is

\[
-4G_4(3\mu) - 4G_2(3\mu) . \tag{A.8}
\]

Adding this result to the free energy in \((A.6)\) gives the total contribution, up to an overall constant multiplicative factor,

\[
6[G_4(3\mu) - G_4(\mu)] + 12[G_2(3\mu) - G_2(\mu)] . \tag{A.9}
\]

Since we’re considering \(p = 1\), \(N_f = 2\), \(p(p + N_f) = 3\), this result fits the form \(p(p + N_f)X_1\).

The meson contribution is obtained from the \(SU(8)\) decomposition \((3.5)\),

\[
8 \otimes \bar{8} = 15_3 \oplus 15_1 \oplus 1_3 \oplus 1_1 , \tag{A.10}
\]

where \(R_{\underline{k}}\) contains \(R \in SU(4)\), and \(g \in SU(2)\). Note that both the \(15\) and \(1\) of \(SU(4)\) have an equal probability of having \(g = 1\) or \(g = 3\). All quark anti-quark combinations are equally likely given that the determinants are identical with the exception of \(\mu\), all we need to know are the combinations which are listed in Table 2. Note that the weights of the anti-fundamental are \(\bar{q}_1 \equiv (-1, 0, 0)\), \(\bar{q}_2 \equiv (1, -1, 0)\), \(\bar{q}_3 \equiv (0, 1, -1)\), and \(\bar{q}_4 \equiv (0, 0, 1)\).

The contribution to the expectation value in \((A.1)\) from the mesons is then

\[
4[G_1(0) + G_3(0)] + 6[G_1(0) + G_3(0)] - 6[G_1(2\mu) + G_3(2\mu)] . \tag{A.11}
\]

The partition function contributes

\[
-4G_1(0) - 4G_3(0) , \tag{A.12}
\]

so the total meson contribution is, up to an overall multiplicative factor,

\[
6[G_1(0) - G_1(2\mu)] + 6[G_3(0) - G_3(2\mu)] . \tag{A.13}
\]

Since \(p(p + N_f) = 3\), this also fits the form \(p(p + N_f)X_1\).
\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|}
\hline
0 & 15 \\
\hline
\( (1, 0, 1) \) & \( [q_1 \bar{q}_4] \) \\
\hline
\( (-1, 1, 1) \) & \( [q_2 \bar{q}_4] \) \\
\hline
\( (1, 1, -1) \) & \( [q_1 \bar{q}_3] \) \\
\hline
\( (0, -1, 2) \) & \( [q_3 \bar{q}_4] \) \\
\hline
\( (-1, 2, -1) \) & \( [q_2 \bar{q}_3] \) \\
\hline
\( (2, -1, 0) \) & \( [q_4 \bar{q}_2] \) \\
\hline
\( (0, 0, 0) \) & \( 3 \times (0, 0, 0) [q_1 \bar{q}_1] + [q_2 \bar{q}_2] + [q_3 \bar{q}_3] + [q_4 \bar{q}_4] \) \\
\hline
\( (-2, 1, 0) \) & \( [q_2 \bar{q}_1] \) \\
\hline
\( (1, -2, 1) \) & \( [q_3 \bar{q}_2] \) \\
\hline
\( (0, 1, -2) \) & \( [q_4 \bar{q}_3] \) \\
\hline
\( (-1, -1, 1) \) & \( [q_3 \bar{q}_1] \) \\
\hline
\( (1, -1, -1) \) & \( [q_4 \bar{q}_2] \) \\
\hline
\( (-1, 0, -1) \) & \( [q_4 \bar{q}_1] \) \\
\hline
\end{tabular}
\end{center}
\caption{Weights of representations of the SU(4) given in (A.10) and meson configurations.}
\end{table}

B Distribution of the baryon number

The calculation of the baryon number distribution proceeds in much the same way as that for the complex phase in Section 2. It is obtained via the Fourier transform

\begin{equation}
\langle n_B \delta(\theta - \theta') \rangle_{QCD} = 2 \int_{-\infty}^{\infty} \frac{dp}{2\pi} e^{-2ip\theta'} \langle n_B e^{2ip\theta} \rangle_{QCD}, \tag{B.1}
\end{equation}

where the moments are naturally given by

\begin{equation}
\langle n_B e^{2ip\theta} \rangle_{QCD} = \lim_{\bar{\mu} \to \mu} \frac{\partial}{\partial \bar{\mu}} \left\langle \frac{\det^p(\bar{F} + \gamma_0 \mu + m)}{\det^p(\bar{F} - \gamma_0 \mu + m)} \det^N \left( \bar{F} + \gamma_0 \bar{\mu} + m \right) \right\rangle \frac{Z_{YM}}{Z}. \tag{B.2}
\end{equation}

In what follows we calculate this quantity from the strong coupling expansion and the hadron resonance gas model, and also consider the Taylor expansion. Our results for the expectation values \( \frac{M(\mu)^p}{M(\bar{\mu})^p} \langle M(\bar{\mu})^N \rangle \frac{Z_{YM}}{Z} \), with \( M(\mu) \equiv \det(\bar{F} + \gamma_0 \mu + m) \), take the form of an exponential of a polynomial in \( p \),

\begin{equation}
\left\langle \frac{\det^p(\bar{F} + \gamma_0 \mu + m)}{\det^p(\bar{F} - \gamma_0 \mu + m)} \det^N \left( \bar{F} + \gamma_0 \bar{\mu} + m \right) \right\rangle \frac{Z_{YM}}{Z} = e^{k_0 + k_1 p + k_2 p^2 + \ldots}. \tag{B.3}
\end{equation}

Therefore, taking the derivative and the limit in (B.2) puts the baryon number moments in the form

\begin{equation}
\langle n_B e^{2ip\theta} \rangle_{QCD} = (c_0 + c_1 p + c_2 p^2 + \ldots) \langle e^{2ip\theta} \rangle_{QCD} = (c_0 + c_1 p + c_2 p^2 + \ldots) e^{-p(p+N_f)X_1-p^2(p+N_f)^2X_2-p^3(p+N_f)^3X_3-\ldots}, \tag{B.4}
\end{equation}
where the constants $c_j$ are the derivatives of the $k_j$ in (B.3), $c_j \equiv \lim_{\tilde{\mu} \to \mu} \partial_{\tilde{\mu}} k_j$.

In the case of the hadron resonance gas model, and the large $N_c$ strong coupling expansion, our results fit the simplified form

$$\langle n_B e^{2ip\theta} \rangle_{QCD} = (c_0 + c_1 p + c_2 p^2) e^{-p(p+N_f)X_1}, \quad (B.5)$$

where the $c_i$ depend on which model is considered. Performing the integral in (B.1) then gives the baryon number distribution which can be used to obtain the baryon number by integrating over the phase angle

$$\langle n_B \rangle_{QCD} = \int_{-\infty}^{\infty} d\theta \langle n_B \delta(\theta - \theta') \rangle_{QCD}. \quad (B.6)$$

Again, when considering the strong coupling expansion for $N_c = 3$ there are corrections to the result in (B.5). In this case the moments take the more general form in (B.4). Regardless of whether the moments take the form in (B.4) or in (B.5) we found in [17] that the entire contribution to the average baryon number comes from the $c_0$ term and the contributions from the terms with $c_1, c_2, ...$ constitute the noise.

It is interesting in general how the signal of distributions in systems with a sign problem is separated from the noise. In a recent analysis of data from a unitary fermi gas the signal for the ground state energies was found to be well described by the first few terms in a cumulant expansion of the log of the relevant correlator [35–37].

### B.1 Distribution of the baryon number in a free hadron gas

The baryon number distribution can be calculated from the moments in (B.2) by means of a straightforward generalization of the procedure in Section 3. The quantity of interest is the expectation value

$$\left\langle \frac{\det^p(D + \gamma_0 \mu + m)}{\det^p(D - \gamma_0 \mu + m)} \det^{N_f}(D + \gamma_0 \tilde{\mu} + m) \right\rangle \frac{Z_{YM}}{Z} = \alpha_M(\mu, \tilde{\mu})\alpha_B(\mu, \tilde{\mu}), \quad (B.7)$$

where $\alpha_M$ is the meson contribution and $\alpha_B$ is the baryon contribution. The possible combinations are again determined using the group theory methods in the Section 3 and Appendix A. The results for the combinatorics are similar. For mesons, accounting for the quark content of each of the weights and taking into account the multiplicities gives rise to the structure $[(p q_3 + N_f q_1 - p q_2)(p \bar{q}_3 + N_f \bar{q}_1 - p \bar{q}_2) - N_f^2 q_3 \bar{q}_3]$, while for baryons one obtains $-[(p q_3 + N_f q_1 - p q_2)^3 - N_f^3 q_3^3]$. The quark content $q_1$ corresponds to one of the $p$ determinants in the numerator with chemical potential $\mu$, $q_3$
corresponds to one of the $p$ determinants in the denominator with chemical potential $-\mu$, $q_3$ corresponds to one of the $N_f$ determinants with chemical potential $\bar{\mu}$. The meson contribution thus takes the form

$$\alpha_M(\mu, \bar{\mu}) = \exp \left[ p^2 \left( G^{M\bar{M}}(0) - G^{M\bar{M}}(2\mu) \right) + N_f p \left( -G^{M\bar{M}}(\bar{\mu}, -\mu) + G^{M\bar{M}}(\bar{\mu}, \mu) \right) \right],$$

in agreement with [16]. The baryon contribution is given by

$$\alpha_B(\mu, \bar{\mu}) = \exp \left[ N_f p^2 \left( -G^{BB}(\bar{\mu}, -\mu) + 2G^{BB}(\bar{\mu}, \mu) - G^{BB}(\bar{\mu}, \mu) \right) 
+ N_f^2 p \left( G^{BB}(\bar{\mu}, -\mu) - G^{BB}(\bar{\mu}, \mu) \right) 
+ \left( -\hat{G}^{BB}(\bar{\mu}, \bar{\mu}) + \hat{G}^{BB}(\mu, \mu) \right) \right],$$

with

$$\hat{G}^{BB}(\mu_1, \mu_2, \mu_3) \equiv \tilde{k}_B \left[ \frac{2}{3} N_f (N_f^2 - 1) G_2^{BB}(\mu_1, \mu_2, \mu_3) + \frac{1}{3} N_f (N_f^2 + 2) G_4^{BB}(\mu_1, \mu_2, \mu_3) \right],$$

where the first term gives the number of $g = 2$ states in $N_f \otimes N_f \otimes N_f$ and the second term gives the number of $g = 4$ states, using (3.6).

Notice that for $\bar{\mu} \to \mu$, $\alpha_M(\mu, \bar{\mu}) \to \alpha_M(\mu)$ in (3.9) and $\alpha_B(\mu, \bar{\mu}) \to \alpha_B(\mu)$ in (3.11) such that $\alpha_M(\mu, \bar{\mu})\alpha_M(\mu, \bar{\mu}) \to e^{-\mu(p+\lambda_1)}X_1$ in (3.13). It is now possible to compute the baryon number moments,

$$\langle n_B e^{2ip\phi} \rangle = \lim_{\bar{\mu} \to \mu} \frac{\partial}{\partial \bar{\mu}} \left( \frac{\det^p (\tilde{D} + \gamma_0 \bar{\mu} + m)}{\det^p (\tilde{D} - \gamma_0 \bar{\mu} + m)} \det N_f (\tilde{D} + \gamma_0 \bar{\mu} + m) \right) \frac{Z_{YM}}{Z},$$

(B.11)

where $X_1$ is given in (3.14) and

$$c_0 \equiv -\frac{\partial}{\partial \bar{\mu}} \hat{G}^{BB}(\bar{\mu}, \bar{\mu}) \bigg|_{\bar{\mu} \to \mu},$$

(B.12)

$$c_1 \equiv \frac{\partial}{\partial \bar{\mu}} N_f \left[ -G^{M\bar{M}}(\bar{\mu}, -\mu) + G^{M\bar{M}}(\bar{\mu}, \mu) \right]$$

$$+ \frac{\partial}{\partial \bar{\mu}} N_f^2 \left[ G^{BB}(\bar{\mu}, -\mu) - G^{BB}(\bar{\mu}, \mu) \right] \bigg|_{\bar{\mu} \to \mu},$$

(B.13)

$$c_2 \equiv \frac{\partial}{\partial \bar{\mu}} N_f \left[ -G^{BB}(\bar{\mu}, -\mu, -\mu) + 2G^{BB}(\bar{\mu}, \mu, -\mu) - G^{BB}(\bar{\mu}, \mu, \mu) \right] \bigg|_{\bar{\mu} \to \mu},$$

(B.14)
B.2 Baryon number moments from the strong coupling expansion

To obtain $\langle n_B e^{2\mu \theta} \rangle_{QCD}$ in (B.2) from the combined strong coupling and hopping expansion it is necessary to solve for the expectation value

$$\bar{Q} = \frac{\det'(\mathcal{D} + \gamma_0 \mu + m)}{\det'(\mathcal{D} - \gamma_0 \mu + m)} \det^N(\mathcal{D} + \gamma_0 \tilde{\mu} + m)$$

(B.15)

where all expectation values are with respect to the Yang-Mills vacuum. Therefore

$$\bar{Q} = 1 + \tilde{q}_1 h + \tilde{q}_2 h^2 + \tilde{q}_3 h^3 + \ldots ,$$

which is analogous to (4.5) except for the extra $\tilde{\mu}$-dependence. We again use the action in (4.11) to obtain the expectation values.

B.2.1 $O(h^2)$

Expanding $\bar{Q}$ to $O(h^2)$ using (4.11) one obtains

$$\tilde{q}_1 = a_1 \left[ p(e^{\mu/T} - e^{-\mu/T}) (\langle L_1 \rangle - \langle L_1^* \rangle) + N_f (e^{\tilde{\mu}/T} \langle L_1 \rangle + e^{-\tilde{\mu}/T} \langle L_1^* \rangle) \right] ,$$

(B.16)

$$\tilde{q}_2 = \frac{1}{2} a_1^2 p^2 (e^{\mu/T} - e^{-\mu/T})^2 \langle (L_1 - L_1^*)^2 \rangle$$

$$+ pN_f a_1^2 \left[ (e^{\mu/T + \tilde{\mu}/T} - e^{-\mu/T + \tilde{\mu}/T}) \langle L_1^2 \rangle - (e^{\mu/T} - e^{-\mu/T})(e^{\tilde{\mu}/T} - e^{-\tilde{\mu}/T}) \langle L_1 L_1^* \rangle \right]$$

$$+ (e^{-\mu/T - \tilde{\mu}/T} - e^{\mu/T - \tilde{\mu}/T}) \langle (L_1^* L_1^*) \rangle + a_2 p (e^{2\mu/T} - e^{-2\mu/T}) \langle L_2 - L_2^* \rangle$$

$$+ a_2 N_f (e^{2\tilde{\mu}/T} \langle L_2 \rangle + e^{-2\tilde{\mu}/T} \langle L_2^* \rangle) + \frac{1}{2} a_1^2 N_f^2 \left[ (e^{\mu/T} L_1 + e^{-\mu/T} L_1^*)^2 \right] .$$

(B.17)

where all expectation values are with respect to the Yang-Mills vacuum. Therefore

$$\langle L_n^i \rangle = \langle (L_n^*)^j \rangle .$$

The $\tilde{q}_i$ then simplify to

$$\tilde{q}_1 = 2a_1 N_f \cosh(\tilde{\mu}/T) \langle L_1 \rangle ,$$

(B.18)

$$\tilde{q}_2 = 2a_1^2 p^2 \left[ \cosh(2\mu/T) - 1 \right] \left[ \langle L_1^2 \rangle - \langle L_1 L_1^* \rangle \right]$$

$$+ 2a_1^2 p N_f \left[ \cosh(\mu/T + \tilde{\mu}/T) - \cosh(\mu/T - \tilde{\mu}/T) \right] \left[ \langle L_1^2 \rangle - \langle L_1 L_1^* \rangle \right]$$

$$+ 2a_2 N_f \cosh(2\tilde{\mu}/T) \langle L_2 \rangle + a_1^2 N_f^2 \left[ \cosh(2\tilde{\mu}/T) \langle L_2^* \rangle + \langle L_1 L_1^* \rangle \right] .$$

(B.19)

Note that the $\tilde{q}_i$ reduce to the $q_i$ in (4.13) and (4.14) when $\tilde{\mu} \to \mu$. In the confined phase $\langle L_1 \rangle = \langle L_2 \rangle = 0$, $\langle L_1 L_1^* \rangle = N_s$, and $\langle L_2 \rangle = \sum_x \langle \text{tr} W_x \rangle^2 - 2 \text{tr}_{AS W_x} = 0$ (AS refers to the antisymmetric representation), up to $O(\lambda_1)$. In this case

$$\tilde{q}_1 = 0 ,$$

(B.20)

$$\tilde{q}_2 = -4a_1^2 p^2 N_s \sinh^2(\mu/T) - 4a_1^2 p N_s N_f \sinh(\mu/T) \sinh(\tilde{\mu}/T) + a_1^2 N_s N_f^2 .$$

(B.21)

Since the only $\tilde{\mu}$-dependent contribution is at $O(p)$, this result will only give us the leading contribution to $c_1$ when we take the derivative with respect to $\tilde{\mu}$ in (B.2).
\[ \mathcal{O}(h^3) \]

In order to obtain the leading contribution to \( c_0 \) it is necessary to calculate the \( \mathcal{O}(p^0) \) contribution to \( \tilde{q}_3 \) in (B.15), which takes the form

\[
\tilde{q}_3 = \left[ (2a_1 a_2 N_f^2 \langle L_2 L_1^* \rangle + a_1^3 N_f^3 \langle L_1^2 L_1^* \rangle) \cosh(\mu/T) \right. \\
\left. + \left( 2a_3 N_f \langle L_3 \rangle + 2a_1 a_2 N_f^2 \langle L_1 L_2 \rangle + \frac{1}{3} a_1^3 N_f^3 \langle L_1^3 \rangle \right) \cosh(3\mu/T) \right] + \mathcal{O}(p) + \mathcal{O}(p^2). \tag{B.22}
\]

In the confined phase it is possible to work out the expectation values using (C.11) along with the Frobenius formula to convert \( L_n \) with \( n > 1 \) into combinations of \( L_R \), where \( R \) are representations of \( SU(N_c) \) (see for example Appendix B of [21]). The expectation values which have color singlets in their group decompositions contribute. One can check that, for \( SU(3) \), up to \( \mathcal{O}(\lambda_1) \),

\[
\langle L_2 L_1^* \rangle = 0, \\
\langle L_1^2 L_1^* \rangle = 0, \\
\langle L_3^3 \rangle = N_s, \\
\langle L_3 \rangle = N_s, \\
\langle L_1 L_2 \rangle = -N_s. \tag{B.23}
\]

To obtain the above we used, for \( SU(3) \), the following identities from the Frobenius formula: \( \text{tr}(W^2) = (\text{tr}W)^2 - 2 \text{tr}W \), and \( 2 \text{tr}(W^3) = 6 \text{tr}_{10_S}W - (\text{tr}W)^3 - 3 \text{tr}W \text{tr}(W^2) \), where \( 10_S \) refers to the symmetric representation of \( SU(3) \) with dimension 10. Emphasizing the \( \mathcal{O}(p^0) \) contribution, the result for \( \tilde{q}_3 \) in the confined phase is then

\[
\tilde{q}_3 = N_s \left[ 2a_3 N_f - 2a_1 a_2 N_f^2 + \frac{1}{3} a_1^3 N_f^3 \right] \cosh(3\mu/T) + \mathcal{O}(p) + \mathcal{O}(p^2). \tag{B.24}
\]

The leading order contribution to \( c_1 \) was obtained at \( \mathcal{O}(h^2) \) from \( \tilde{q}_2 \), however, the contribution at \( \mathcal{O}(p^2) \) was independent of \( \bar{\mu} \). Therefore the leading order contribution to \( c_2 \) should also occur at \( \mathcal{O}(h^3) \). We rewrite (B.22) as

\[
\tilde{q}_3 = 4p^2 \left[ 4a_1 a_2 \left[ \langle L_1 L_2 \rangle - \langle L_2 L_1^* \rangle \right] \cosh(\mu/T) \right. \\
\left. + a_1^3 N_f \left[ \langle L_3 \rangle - \langle L_1^3 \rangle \right] \cosh(3\mu/T) \right] \sinh^2(\mu/T) + \mathcal{O}(p) + \mathcal{O}(p^0), \tag{B.25}
\]

\[ -35 - \]
emphasizing the contribution at $O(p^2)$. Using the relations in (B.23) for the confined phase, and working to $O(\lambda_1)$, this result simplifies to
\[
\tilde{q}_3 = 4N_sp^2 \left[ -4a_1a_2 \cosh(\mu/T) + a_1^3N_f \cosh(\tilde{\mu}/T) \right] \sinh^2(\mu/T) + O(p) + O(p^0) .
\] (B.26)

**B.2.3 $O(h^4)$ and summary of results**

To obtain $c_3$, considering the $O(h^4)$ contribution to $\tilde{q}$, keeping the $O(p^3)$ and $O(p^4)$ contributions. We obtain
\[
\tilde{q}_4 = \frac{4}{3}a_1^3 \left[ p^4 \sinh^4(\mu/T) + 2p^3N_f \sinh^3(\mu/T) \sinh(\tilde{\mu}/T) \right] \left[ \langle L_1^4 \rangle - 4\langle L_1^3L_1^* \rangle + 3\langle L_1^2L_1^{*2} \rangle \right] + O(p^2) .
\] (B.27)

This reduces to (4.16) in the limit $\tilde{\mu} \to \mu$. The expectation values were are worked out in the confined phase in Appendix C to obtain
\[
\langle L_1^4 \rangle - 4\langle L_1^3L_1^* \rangle + 3\langle L_1^2L_1^{*2} \rangle = 3[2N_s^2 + 6N_s\lambda_1 + 24N_s^2\lambda_1] + O(\lambda_1^2) .
\] (B.28)

Therefore the contribution to $\tilde{q}_4$ up to $O(\lambda_1)$ in the confined phase is
\[
\tilde{q}_4 = 4a_1^3 \left[ p^4 \sinh^4(\mu/T) + 2p^3N_f \sinh^3(\mu/T) \sinh(\tilde{\mu}/T) \right] \left[ 2N_s^2 + 6N_s\lambda_1 + 24N_s^2\lambda_1 \right] + O(p^2) .
\] (B.29)

Note that the presence of the $O(V)$ contribution (the term proportional to $N_s$), at $O(p^3)$ and $O(p^4)$ supports the more general form for the baryon number moments in (B.4),
\[
\langle n_B e^{2ip\theta'} \rangle_{QCD} = (c_0 + c_1p + c_2p^2 + ...) e^{-p(p+N_f)X_1 - p^2(p+N_f)^2X_2 - ...} ,
\] (B.30)

where the $c_i$ include the derivatives with respect to $\tilde{\mu}$ in (B.2), followed by taking the limit $\tilde{\mu} \to \mu$. The leading contributions in the confined phase up to $O(\lambda_1)$ are given by
\[
c_0 = \frac{N_s}{T} h^3 \left[ 6a_3N_f - 6a_1a_2N_f^2 + a_1^3N_f^3 \right] \sinh(3\mu/T) + O(h^4) ,
\]
c_1 = -4 \frac{a_1^2h^2N_sN_f \sinh(\mu/T) \cosh(\mu/T) + O(h^2) ,
\]
c_2 = 4 \frac{a_1^3h^3N_sN_f \sinh^3(\mu/T) + O(h^4) ,
\]
c_3 = 16 \frac{a_1^4h^4N_f \sinh^3(\mu/T) \cosh(\mu/T) \left[ N_s^2 + 3N_s\lambda_1 + 12N_s^2\lambda_1 \right] + O(h^5) ,
\]
\[
... ,
\]
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which are obtained from (B.24), (B.21), (B.26), and (B.29), respectively.

B.3 Baryon number moments from the Taylor expansion

The baryon number moments \( \langle n_B e^{2i\theta p} \rangle_{QCD} \) can be obtained from the Taylor expansion in a similar manner, using the simplified expression

\[
\langle n_B e^{2i\theta p} \rangle_{QCD} = \lim_{\tilde{\mu} \to \mu} \frac{\partial}{\partial \tilde{\mu}} \left( \frac{M(\mu)^p}{M(-\mu)^p} M(\tilde{\mu})^{N_f} \right) \frac{Z_{YM}}{Z} \left( \frac{M(\mu)^{p+N_f-1}}{M(-\mu)^{p+N_f}} M'(\mu) \right) \langle M(\mu)^{N_f} \rangle.
\]

(B.32)

Since the quantity \( \langle \frac{M(\mu)^p}{M(-\mu)^p} M(\tilde{\mu})^{N_f} \rangle \) is given by an exponential the baryon number moments will necessarily take the form

\[
\langle n_B e^{2i\theta p} \rangle_{QCD} = \left[ c_0 + c_1 p + c_2 p^2 + \ldots \right] \frac{Z_{YM}}{Z} \left( \frac{M(\mu)^{p+N_f-1}}{M(-\mu)^{p+N_f}} M'(\mu) \right) \langle M(\mu)^{N_f} \rangle.
\]

(B.33)

Therefore, to determine the values corresponding to \( c_0, c_1, \ldots \), consider the Taylor expansion of the ratio

\[
\frac{\langle n_B e^{2i\theta p} \rangle_{QCD}}{\langle e^{2i\theta p} \rangle_{QCD}} = \left( \frac{\mu}{T} \right)^2 N_f \left[ \frac{4}{3} \left( \frac{M(0)^{N_f-4} M'(0)^4}{M(0)^{N_f}} + 3 \frac{M(0)^{N_f-2} M'(0)^2}{M(0)^{N_f}} \right) p^3 \right.
\]

\[
+ \left. \left( \frac{\mu}{T} \right)^5 N_f \left[ \frac{4}{15} \left( \frac{M(0)^{N_f-6} M'(0)^6}{M(0)^{N_f}} + 10 \frac{M(0)^{N_f-4} M'(0)^4}{M(0)^{N_f}} \right) \frac{M'(0)^2}{M(0)^{N_f}} \right] p^5 + O(p^7) \right] + O \left( \frac{\mu}{T} \right)^7. \]

(B.34)

The baryon number is given by the \( p \)-independent contributions. Therefore, the \( p \)-dependent contributions are all expected to vanish upon integration of \( e^{-2i\theta p} \langle n_B e^{2i\theta p} \rangle_{QCD} \) over \( p \) and \( \theta' \).
C \( \mathcal{O}(h^4) \) corrections from the strong coupling expansion

To determine if the form \( \exp[\frac{Z_{tw}}{Z}] = \exp[-p(p + N_f)X_1] \) can be obtained from the strong coupling action it is helpful to consider the \( \mathcal{O}(h^4p^3) \) and \( \mathcal{O}(h^4p^4) \) contributions to the expansion of \( Q \) in (4.5),

\[
q_4h^4 = \frac{4}{3}a_1^4h^4(p^4 + 2p^3N_f) \sinh^4(\mu/T) \left[ \langle L_1^4 \rangle - 4\langle L_1^3L_1^* \rangle + 3\langle L_1^2L_1^{*2} \rangle \right] + \mathcal{O}(p^2). \tag{C.1}
\]

To obtain the expected exponentiation this expression would need to be equivalent to \( \frac{1}{2} [p(p + N_f)X_1]^2 \), with \( X_1 = 2a_1^2h^2[\cosh(2\mu/T) - 1] [\langle L_1L_1^* \rangle - \langle L_1^2 \rangle] \), as suggested by our results for \( q_2 \), up to \( \mathcal{O}(p^2) \) contributions. Plugging in \( X_1 \),

\[
\frac{1}{2} [p(p + N_f)X_1]^2 = 8a_1^4h^4(p^4 + 2p^3N_f) \sinh^4(\mu/T) \left[ \langle L_1L_1^* \rangle^2 - 2\langle L_1L_1^* \rangle \langle L_1^2 \rangle + \langle L_1^2 \rangle^2 \right] + \mathcal{O}(p^2).
\tag{C.2}
\]

To get the exponentiation which would lead to a Gaussian distribution, (C.1) needs to be equal to (C.2), up to \( \mathcal{O}(p^2) \) corrections, resulting in the requirement

\[
\langle L_1^4 \rangle - 4\langle L_1^3L_1^* \rangle + 3\langle L_1^2L_1^{*2} \rangle = 6 \left[ \langle L_1L_1^* \rangle^2 - 2\langle L_1L_1^* \rangle \langle L_1^2 \rangle + \langle L_1^2 \rangle^2 \right].
\tag{C.3}
\]

Is this true?

First consider the contributions from the l.h.s. of (C.3). Using \( L_1 \equiv \sum_x P_x = \sum_x \text{tr} W_x \), and \( L_1^* = \sum_x P_x^* = \sum_x \text{tr} W_x^* \),

\[
\langle L_1^4 \rangle = \sum_x \sum_y \sum_z \sum_w \langle P_x P_y P_z P_w \rangle = \sum_x \sum_y \sum_z \sum_w \langle P_x P_y P_z P_w \rangle + 3 \sum_x \langle P_x P_y^2 \rangle + 4 \sum_x \langle P_x^3 P_y \rangle + 6 \sum_x \langle P_x^2 P_y^* P_z \rangle + \sum_x \langle P_x^4 \rangle,
\tag{C.4}
\]

\[
\langle L_1^3L_1^* \rangle = \sum_x \sum_y \sum_z \sum_w \langle P_x P_y P_z P_w^* \rangle = \sum_x \sum_y \sum_z \sum_w \langle P_x P_y P_z P_w^* \rangle + 3 \sum_x \langle P_x P_y P_z P_y^* \rangle + \sum_x \langle P_x^3 P_y^* \rangle + 3 \sum_x \langle P_x P_y P_y P_y^* \rangle
\]

\[
+ 3 \sum_x \langle P_x^2 P_y P_z \rangle + 3 \sum_x \langle P_x P_y P_z P_z^* \rangle + \sum_x \langle P_x^3 P_z^* \rangle,
\tag{C.5}
\]
\[
\langle L_1^2 L_1^2 \rangle = \sum_{x} \sum_{y} \sum_{z} \sum_{w} \langle P_x P_y P_z P_w \rangle
\]
\[
= \sum_{x \neq y \neq z \neq w} \langle P_x P_y P_z^* P_w^* \rangle + 2 \sum_{x \neq y} \langle P_x P_y P_z^* P_y^* \rangle + \sum_{x \neq y} \langle P_x P_y P_y^* P_z^* \rangle + 4 \sum_{x \neq y} \langle P_x P_y P_z P_y^* \rangle + 4 \sum_{x \neq y \neq z} \langle P_x P_y P_x P_y P_z P_z^* \rangle
\]
\[
+ \sum_{x} \langle P_x^2 P_x^2 \rangle.
\]

On the r.h.s. of (C.3) one obtains
\[
\langle L_1^2 \rangle^2 = \sum_{x} \sum_{y} \sum_{z} \sum_{w} \langle P_x P_y \rangle \langle P_z P_w \rangle
\]
\[
= \sum_{x \neq y \neq z \neq w} \langle P_x P_y \rangle \langle P_z P_w \rangle + \sum_{x \neq y} \langle P_x^2 \rangle \langle P_y^2 \rangle + 2 \sum_{x \neq y} \langle P_x P_y \rangle^2 + 4 \sum_{x \neq y} \langle P_x^2 \rangle \langle P_y^2 \rangle
\]
\[
+ 4 \sum_{x \neq y \neq z} \langle P_x P_y \rangle \langle P_y P_z \rangle + 2 \sum_{x \neq y \neq z} \langle P_x P_x \rangle \langle P_y P_z \rangle + \sum_{x} \langle P_x^2 \rangle^2.
\]

\[
\langle L_1^2 L_1^* \rangle = \sum_{x} \sum_{y} \sum_{z} \sum_{w} \langle P_x P_y \rangle \langle P_z P_w^* \rangle
\]
\[
= \sum_{x \neq y \neq z \neq w} \langle P_x P_y \rangle \langle P_z P_w \rangle^* + \sum_{x \neq y} \langle P_x^2 \rangle \langle P_y P_y^* \rangle + 2 \sum_{x \neq y} \langle P_x P_y \rangle \langle P_x P_y \rangle^* + 2 \sum_{x \neq y} \langle P_y P_y \rangle \langle P_x P_x \rangle^* + \sum_{x \neq y \neq z} \langle P_x P_y \rangle \langle P_y P_z \rangle + \sum_{x} \langle P_x^2 \rangle \langle P_x P_x \rangle^*.
\]

\[
\langle L_1 L_1^* \rangle^2 = \sum_{x} \sum_{y} \sum_{z} \sum_{w} \langle P_x P_y^* \rangle \langle P_z P_w^* \rangle
\]
\[
= \sum_{x \neq y \neq z \neq w} \langle P_x P_y^* \rangle \langle P_z P_w^* \rangle + \sum_{x \neq y} \langle P_x P_y^* \rangle \langle P_y P_y^* \rangle + 2 \sum_{x \neq y} \langle P_x P_y^* \rangle^2 + 4 \sum_{x \neq y} \langle P_x P_y^* \rangle \langle P_x P_x \rangle^* + 4 \sum_{x \neq y \neq z} \langle P_x P_y^* \rangle \langle P_y P_z \rangle + \sum_{x} \langle P_x P_x \rangle \langle P_x P_x \rangle^*.
\]

To determine with certainty whether (C.3) holds in general, lattice simulations of Yang-Mills theory would be necessary. However, we can check if it is satisfied at leading order
in the limit that the coupling $g^2 \to \infty$ using the effective action in (4.3),

$$e^{-S_{eff}} = \prod_{\langle xy \rangle} [1 + \lambda_1 \left[ \text{tr}(W_x)\text{tr}(W^+_y) + \text{tr}(W^+_x)\text{tr}(W_y) \right]] ,$$

(C.10)

where $\lambda_1 = \left( \frac{\beta_{lat}}{2N_c} \right)^{N_T}$. In this case the only expectation values which survive are those which involve $SU(3)$ color singlet contributions (see, for example, chapter 8 in [33]). For general $N_c$

$$\int_{SU(N_c)} dW \left( \text{tr}W \text{tr}W^+ \right)^{N_r} \left( \text{tr}W \text{tr}W^+ \right)^{N_r} = 0 ,$$

(C.11)

where $l, m, n = 0, 1, 2, \ldots$. Therefore to $O(\lambda_1)$ the only nonzero contributions in (C.3) arise from

$$\langle P_x P^*_x \rangle = \int_{SU(N_c)} dW_x \text{tr}W_x \text{tr}W^+_x = 1 ,$$

(C.12)

$$\langle P^2_x P^*_x \rangle = \int_{SU(N_c)} dW_x \left( \text{tr}W_x \text{tr}W^+_x \right)^2 = 2 ,$$

(C.13)

$$\langle P_x P_y P^*_x P^*_y \rangle = \int_{SU(N_c)} dW_x dW_y \left( \text{tr}W_x \text{tr}W^+_x \right) \left( \text{tr}W_y \text{tr}W^+_y \right) = 1 ,$$

(C.14)

and, if $x, y$ are nearest neighbors and $z \neq x, y$ then

$$\langle P_x P^*_y \rangle = \lambda_1 \int_{SU(N_c)} dW_x dW_y \left( \text{tr}W_x \text{tr}W^+_x \right) \left( \text{tr}W_y \text{tr}W^+_y \right) = \lambda_1 ,$$

(C.15)

$$\langle P_x P^*_x P^*_y \rangle = \lambda_1 \int_{SU(N_c)} dW_x dW_y \left( \text{tr}W_x \text{tr}W^+_x \right)^2 \left( \text{tr}W_y \text{tr}W^+_y \right) = 2\lambda_1 ,$$

(C.16)

$$\langle P_x P^*_x P^*_z P^*_y \rangle = \lambda_1 \int_{SU(N_c)} dW_x dW_y dW_z \left( \text{tr}W_x \text{tr}W^+_x \right) \left( \text{tr}W_y \text{tr}W^+_y \right) \left( \text{tr}W_z \text{tr}W^+_z \right) = \lambda_1 ,$$

(C.17)

and for the case with $N_c = 3$,

$$\langle P^2_x P^*_y \rangle = \lambda_1 \int_{SU(3)} dW_x dW_y \left( \text{tr}W_x \right)^3 \left( \text{tr}W^+_y \right)^3 = \lambda_1 ,$$

(C.18)

where the results are obtained by counting the number of singlets in the decomposition: $N_c \otimes \bar{N}_c$ has 1, $N_c \otimes \bar{N}_c \otimes N_c \otimes \bar{N}_c$ has 2, $3 \otimes 3 \otimes 3$ and $\bar{3} \otimes \bar{3} \otimes \bar{3}$ both have 1.
Calculating the expectation values in (C.4-C.9) using the group integrals above one obtains

\[
\langle L_1^4 \rangle = 0, \quad (C.19)
\]
\[
\langle L_1^3 L_1^* \rangle = 0, \quad (C.20)
\]
\[
\langle L_1^2 L_1^* \rangle = 2 \sum_{x \neq y} \langle P_x P_y P_x^* P_y^* \rangle + \sum_x \langle P_x^2 P_x^* \rangle + \sum_{x \neq y} \langle P_x P_y P_y^* P_x^* \rangle + 4 \sum_{x \neq y} \langle P_x P_y P_y^* P_x^* \rangle
\]
\[
= 2 \sum_{x \neq y} +2 \sum_x +18 \lambda_1 \sum_{(xy)} +8 \lambda_1 \sum_{x \neq (yz)} +\mathcal{O}(\lambda_1^2)
\]
\[
= 2N_s^2 + 6N_s \lambda_1 + 24N_s^2 \lambda_1 + \mathcal{O}(\lambda_1^2), \quad (C.21)
\]
\[
\langle L_2^2 \rangle = 0, \quad (C.22)
\]
\[
\langle L_1^2 \rangle = 0, \quad (C.23)
\]
\[
\langle L_1^4 \rangle = \sum_{x \neq y} \langle P_x P_x^* \rangle \langle P_y P_y^* \rangle + \sum_x \langle P_x P_x^* \rangle^2 + 4 \sum_{x \neq y} \langle P_x P_x^* \rangle \langle P_x P_y \rangle
\]
\[
= \sum_{x \neq y} + \sum_x +8 \lambda_1 \sum_{(xy)} +4 \lambda_1 \sum_{x \neq (yz)} +\mathcal{O}(\lambda_1^2)
\]
\[
= N_s^2 + 12N_s^2 \lambda_1 + \mathcal{O}(\lambda_1^2). \quad (C.24)
\]

Collecting the non-zero contributions reduces (C.3) to

\[
\langle L_2^2 L_1^2 \rangle = 2\langle L_1^4 \rangle, \quad (C.25)
\]

which is true for \( \lambda_1 = 0 \) via the group integrals. However, at \( \mathcal{O}(\lambda_1) \), there is an additional contribution at \( \mathcal{O}(V) \) (proportional to \( N_s \)) which arises in (C.21) because \( \sum_{x \neq y} \langle P_x P_y P_y^* P_x^* \rangle \neq 0 \) for \( SU(3) \). Notice that this quantity is zero in the limit \( N_c \to \infty \) so in that case the simpler \( \mathcal{Q} = \exp[-p(p + N_f)X_1] \) structure is maintained.
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