Continuous Monitoring and Improvement of the Blasting Process in Open Pit Mines Using Unmanned Aerial Vehicle Techniques
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Abstract: The current techniques used for monitoring the blasting process in open pit mines are manual, intermittent and inefficient and can expose technical manpower to hazardous conditions. This study presents the application of unmanned aerial vehicle (UAV) systems for monitoring and improving the blasting process in open pit mines. Field experiments were conducted in different open pit mines to assess rock fragmentation, blast-induced damage on final pit walls, blast dynamics and the accuracy of blastholes including production and pre-split holes. The UAV-based monitoring was done in three different stages, including pre-blasting, blasting and post-blasting. In the pre-blasting stage, pit walls were mapped to collect structural data to predict in situ block size distribution and to develop as-built pit wall digital elevation models (DEM) to assess blast-induced damage. This was followed by mapping the production blasthole patterns implemented in the mine to investigate drillhole alignment. To monitor the blasting process, a high-speed camera was mounted on the UAV to investigate blast initiation, sequencing, misfired holes and stemming ejection. In the post-blast stage, the blasted rock pile (muck pile) was monitored to estimate fragmentation and assess muck pile configuration, heave and throw. The collected aerial data provide detailed information and high spatial and temporal resolution on the quality of the blasting process and significant opportunities for process improvement. The current challenges with regards to the application of UAVs for blasting process monitoring are discussed, and recommendations for obtaining the most value out of an UAV application are provided.

Keywords: mining; pit wall surveying; blasting; digital photogrammetry; unmanned aerial vehicle; drone

1. Introduction

Blasting is a key activity in the mining cycle, commonly used in both open pit and underground mines to fragment the rock mass into rock boulders that can be handled by mine equipment. The resulting range of blasted block size distribution (BBSD) has important implications on downstream processes, including the energy consumption and productivity of crushing and grinding systems [1,2]. The blasting process is usually adjusted to achieve a target BBSD that can holistically minimize the overall cost of mining and milling [1,3]. The blast-induced fragmentation process is affected by the block sizes of the in situ rock mass, called the in situ block size distribution (IBSD). Rock masses with a smaller IBSD usually obtain a smaller target BBSD when blast design is constant [4]. Achieving a desired BBSD requires a comprehensive quality assurance/quality control (QA/QC) procedure to ensure that the blasting parameters are accurately implemented in the field [5,6]. This entails monitoring of the blast location and assessing the blasting pattern’s compliance with the
designed pattern. Current blast assessment is often performed based on measurement of the blast design parameters and the final resulting rock pile (muck pile). Limited efforts are made in mining operations to monitor the blast dynamics, including the blast sequencing process, and diagnosing the sources of poor compliance between desired blast outcome and the actual blasted muck pile. Terrestrial high-speed cameras are generally used to monitor blast dynamics in open pit mines [7]. While achieving the target fragmentation is important, it is critical to minimize damage to the final pit walls. With reduced damage to the final pit walls, the mining operation can achieve the desired final wall geometry and can steepen the pit slope angles. This has both safety and economic implications: minimizing overbreak improves structural integrity and stability, while also reducing waste rock removal [8,9]. The current techniques used for monitoring and assessing the blasting process in open pit mines are manual, discontinuous and intermittent. These methods hinder timely and efficient decision-making and limit improvement opportunities. Moreover, the manual and terrestrial monitoring techniques can expose personnel to hazardous conditions such as falling rocks, loose ground and sharing workspace with heavy equipment. A continuous process control and feedback are required to better manage and improve the blasting process in mining operations.

In recent years, the use of unmanned aerial vehicles (UAVs) has increased significantly in various open pit mining applications [10–15]. The use of terrestrial remote sensing techniques, such as photogrammetry and LiDAR, has also increased over the last decade; however, one of the major limitations with terrestrial remote sensing is the presence of occlusions [16]. Occlusions are areas not exposed for remote sensing, either due to the setup geometry or the presence of material blocking the sight. Additionally, many of the safety concerns involved with structural mapping and fragmentation analysis have been alleviated by remote sensing because it reduces the exposure to hazardous field conditions for mine personnel. Mine personnel can avoid conducting structural mapping along the base of a bench. Using UAVs can address occlusions while maintaining safety. Furthermore, UAV systems can obtain closer access to the rock mass or blasted rock piles, thereby increasing the potential resolution of the models generated. Using high quality aerial sensing data (e.g., 2D images, high-speed video footage) together with image analysis techniques and digital photogrammetry allows for the development of a continuous and intelligent monitoring system for the blasting process in mining operations. Except for a few studies that illustrate the applications of UAVs for structural pit wall mapping [17], rock fragmentation analysis [12], assessment of drillhole alignment [18] and dust monitoring [19], using UAVs and sensing technology to address blasting process monitoring has not been extensively studied.

This study aims to present UAV solutions for blasting process monitoring and improvement in open pit mine operations. The applications, advantages and limitations of UAV and sensing technologies for blasting process monitoring are discussed. This includes structural mapping, IBSD estimation, assessment of drillhole alignment, monitoring blast dynamics using high-speed cameras, assessing blast fragmentation and blast impact on final pit walls, quality control of pre-split drillholes and assessing the broken rock pile (muck pile) configuration. UAV systems were used to collect data at four open pit mine sites: one located in Central America (Mine A), two located in North America (Mines B and D) and one in Africa (Mine C). Mine A primarily produces gold with some silver by-product. It is set in a volcanic series, dominated by rocks of andesitic composition. It is located along a northeast structural trend with mineralization hosted within numerous sub-structures, consisting of quartz stockwork, breccia and vein mineralization. Mine B is a quarry that mines limestone for the production of cement, aggregate and building stone. It has well developed vertical jointing, as well as horizontal bedding planes. Mines C and D both produce gold. Mine C is hosted within a Precambrian greenstone belt. Its deposits are strongly folded and sheared, contributing to significant foliation. Mine D has mineralization that is typically located along high angle faults, dykes, certain strata and in quartz stockworks, which has been caused by a Jurassic age intrusion. The data were collected from these geologically and geographically diverse locations, providing a suitable dataset to ensure the methods presented in this study can work in different settings.
First, this study presents the methods used to create flight plans for collecting photogrammetric data. Then, the UAV-based blasting process monitoring was conducted in three different stages, including pre-blast, blast and post-blast. In the pre- and post-blast stages, the collected aerial data were used to create 3D point cloud models and orthophotos for analysis. These models enabled the determination of the quality of blasting and assessing blast-induced damage on the final pit walls. The pre- and post-blast terrain models were used to estimate the volume expansion (rock swell) and broken rock pile (muck pile) movement. For the blast monitoring stage, a high-speed camera mounted on a UAV was used to diagnose a blast.

2. UAV Flight Plans for Collecting Photogrammetry Data

In this study, two UAV platforms were used to collect data during the field experiments. The DJI Matrice 600 Pro and DJI Inspire 2 were used for data acquisition. The DJI Matrice 600 Pro hexa-copter was selected for its high payload capacity, the versatility of its payload configurations (which include a high-speed camera setup) and for its redundant control system. The high-speed camera setup required the installation of an onboard computer to trigger the camera using the UAV remote controller and an first-person view (FPV) camera for visual feedback during flight. The DJI Inspire 2 was used because it is simpler to operate and easier to transport. However, the DJI Inspire 2 is limited to a single camera setup. The cameras used for the digital photogrammetry were the DJI Zenmuse X5 and X5S with a DJI 15 mm f/1.7 ASPH lens and an Olympus M.Zuiko 45 mm f/1.8 lens. The DJI Zenmuse X5 and X5S are 16 megapixel (MP) and 20.8 MP cameras, respectively. At the start of each flight, camera settings and exposure value were chosen and then locked using the camera’s built-in auto exposure function. The UAV platforms have a stabilized camera with camera orientation control. For highwall mapping, the camera was aligned with the horizon, facing the wall. For bench, drillhole and muck pile surveying, the camera was tilted down to the nadir. Furthermore, the GPS time synchronization between the UAVs and their cameras produced georeferenced images, which enabled analysis of the generated 3D point clouds. UAV, camera, lens selection and camera settings are provided for each UAV survey in Appendix A.

When using an UAV system to collect photogrammetric datasets, the quality of the data collected depends on several parameters, including overlap between photos, distance from the target, lighting and weather conditions, focal length of the lens, field of view of the lens and camera resolution. However, only limited guidelines exist for the flight planning of UAV digital photogrammetry in mining operations, which may lead to poor results if the user is not experienced with developing flight plans [14]. This is because selecting a set of flight plan parameters that are incompatible with the desired analysis can result in longer processing times, low quality or impractically large models or models with low accuracy. Therefore, understanding the relationship between the controllable flight parameters and image quality is crucial for obtaining the desired results. The distance from the target and camera orientation (i.e., tilt) are typically considered the main controllable parameters for UAV data collection.

In order to create a flight plan suitable for pit wall mapping, prior knowledge of the geology and structural complexity of the rock wall exposure is required, specifically the smallest measurable joint trace length. This knowledge is needed to determine the objective ground sampling distance (GSD). The GSD is the ground distance covered between the centres of two adjacent pixels. In this study, the desired minimum joint size varied from 0.1 m to 0.4 m for the field experiments. To achieve this precision, the target GSD varied from 0.13 cm/pixel to 2.5 cm/pixel. These results suggest that the GSD should be at least an order of magnitude smaller than the smallest joint trace length measured. Once the GSD is determined, the distance from the target, side and front spacing and flight velocity can be calculated using the following equations developed from the formulas in [20,21]:

\[
z = \frac{\text{GSD}^2 \text{tan} \frac{h}{2}}{4 \text{tan} \left( \frac{f}{2} \right) \text{tan} \left( \frac{h}{2} \right)}
\]
\[ s = 2z \tan\left(\frac{f_h}{2}\right)(1 - \text{overlap}_{\text{side}}) \]  \hspace{1cm} (2)

\[ f = 2z \tan\left(\frac{f_v}{2}\right)(1 - \text{overlap}_{\text{front}}) \]  \hspace{1cm} (3)

\[ v_f = \frac{s}{t_p} \]  \hspace{1cm} (4)

where \(i_w\) is the camera’s image width, \(i_h\) is the camera’s image height, \(f_h\) and \(f_v\) are the lens horizontal and vertical angle of view, \(z\) is the distance from the target, \(s\) is the side spacing between pictures, \(f\) is the front spacing between pictures, \(v_f\) is the flight velocity and \(t_p\) is the time between taking pictures (shutter interval). Target distance, camera tilt, front overlap, side overlap, flight speed and GSD (i.e., model resolution) are provided for each UAV survey in Appendix A.

To obtain the distance from the target, \(z\), from Equation (1), the required GSD is chosen based on the target area being measured considering the joint size or the type of analysis to be conducted. With the distance from the target, the side and front spacing are calculated using the target side and front overlap using Equations (2) and (3). The flights for highwall mapping are best executed when the drone flies in a horizontal line parallel to the wall of interest with the camera directed horizontally towards the wall. This is because the flight elevation is only set once for the complete horizontal flight line. During highwall mapping, the distance between the horizontal flight lines (front spacing) and between images on the horizontal lines (side spacing) is reduced to increase overlap, while the distance from the face remains constant. Figure 1a shows a schematic of the overlaps; the front spacing is the distance between the two blue lines. The overlap that was used for highwall mapping at Mine A was 90% front and 70% side overlap. In Mines B, C and D, photogrammetry data were collected using an 80% front and 80% side overlap. Both cases were within the recommended range for digital photogrammetry [13,14,22]. Equation (4) is used to estimate the maximum lateral speed of the flight to ensure the correct side overlap of images. Typically, the slowest possible flight speed is desired to minimize the blur in the captured images. Often, the shutter speed is controlled by the camera used; therefore, the speed of the vehicle needs to be adjusted accordingly. However, if the speed is too low, it increases the flight time and battery power requirements, which might have an impact on the success of the field data collection campaign.

Once all the flight parameters are calculated, the digital elevation model (DEM) of the area of interest is used to create contour lines in QGIS, an open source GIS software [23]. The contour lines are spaced vertically such that the front overlap is achieved using the contour spacing when the camera is directed towards the wall. These lines are trimmed and simplified to ensure a more efficient flight. Subsequently, the contours are offset horizontally away from the wall by the distance from the target to create highwall mapping flight paths. Figure 1b shows an example of the flight paths used, in magenta, for Mine D. In this case, a total of 20 horizontal flight lines were used to cover a pit wall of 28,420 m² with a total flight distance of 6831 m. The flight plan design in Figure 1b shows the area of interest outlined in red and the DEM created for the area to provide contours. This DEM was contoured at the appropriate interval using the front spacing obtained from Equation (3). The contour geometry was then simplified to ensure smoother UAV operations and reduced flight times.

For mapping a blasted muck pile or a blast location, the distance from the target is determined from Equation (1). The target distance (flight height) and desired overlap, along with a polygon of the area of interest, can be used as input to generate a flight plan automatically using the DJI Ground Station Pro application. The area surveyed, flight time and number of images collected are provided for each UAV survey in Appendix A.
Figure 1. (a) Schematic of the overlap and flight path design for pit wall mapping. (b) Flight plan design for Mine D; the flight paths are shown in magenta, and the area of interest is outlined in red with the DEM inside the outline.

Once the images were collected and sorted, they were processed in either OpenDroneMap (ODM) [24] or Agisoft Metashape [25], digital photogrammetry software to generate 3D coloured point clouds, orthophotos and DEMs. These models were used to evaluate the quality of the blasting practices depending on the type of analysis conducted. Appendix A provides the type of model constructed from each UAV survey and the section(s) analysed within the study. Software choice was based on availability and capability. OpenDroneMap was used for smaller area models and in Mines A and B for highwall mapping because Agisoft Metashape was unavailable. For Mine C and D highwall mapping, Agisoft Metashape was used for its capability to construct large high-quality models. Most surveys used high-resolution and high-quality settings to construct models. Default settings were used for muck pile and drillhole surveys because the model quality was sufficient for the analysis conducted. Coloured point clouds, orthophotos and DEMs were built in the digital photogrammetry software, and no additional post-processing was applied before analysis, except ground control point (GCP) georeferencing. Digital photogrammetry software and settings for each UAV survey are provided in Appendix A.

The image georeference accuracy is critical for the point cloud reconstruction. If a cloud is incorrectly oriented or in the wrong location, the use of the 3D point cloud may result in erroneous analyses; however, if the relative accuracy is high, it can still be used for structural mapping [26]. The images captured using the UAV systems are georeferenced using the onboard GPS; however, it is difficult to obtain reliable positional data in the air. Conventionally, ground control points (GCPs) can be used during data collection to address this issue. The GCPs are points of known locations that can be identified in the captured images. Using GCPs can improve the accuracy of the point clouds and can be used to quantify the error. It is particularly difficult to set up GCPs on a pit slope as there is usually no access to the target areas. Pit wall prisms along the benches can be used as GCPs if they are clearly visible. All pit wall reconstructions were compared to known measured points to determine whether they were suitable for analysis use because no GCPs were visible in the survey area.

The georeferencing method and the amount of GCPs used for each UAV survey are provided in Appendix A. When georeferencing using GCPs, an initial model was built using the exchangeable image file format (EXIF) data stored in the images. This initial model was then georeferenced with GCPs using the Poly 1 method in the QGIS georeference plugin. The Poly 1 method was used because of the low number of GCPs available in each survey area.

3. Pre-Blast Monitoring

From a blasting perspective, an accurate mapping of the bench area to be blasted is critical for a precise blast pattern design and implementation. A detailed survey of the blast location and bench wall allows for quality control of drillhole alignment and pattern implementation. Moreover, it allows
for calculation of the in situ volume of the rock mass in the blast location and a better understanding of the structural characteristics of the rock mass. The following section will describe the application of UAV technology for pre-blast monitoring.

3.1. Structural Mapping

One of the key advantages of digital photogrammetry is that once a 3D point cloud of the pit wall is generated, it is possible to both conduct virtual structural mapping and assess the blast induced damage of the pit wall on the same point cloud model. Structural mapping of the pit wall is important for both geomechanical stability analysis of pit slope and estimating the IBSD. The IBSD is defined by the intersection of naturally occurring joints within the rock mass [27]. These joints are defined by their orientation, persistence, frequency and surface geometry [28]. However, defining these characteristics can be challenging due to their three-dimensional nature and the field exposure of joints, which generally provides only two-dimensional information [29]. Further to this limitation, exposures are often inaccessible for the manual mapping of joint characteristics. This is particularly true in the case of open pit mines, where once the benches are fully excavated, access to these benches becomes difficult or hazardous for personnel.

Through the use of UAV technology, it is possible to collect 2D images of the pit wall to generate a 3D model or an orthophoto for structural mapping and assessing the impact of blasting on the final wall geometry. By using virtual mapping, it is possible to accurately measure the orientation and trace length of joints exposed on the pit wall. The use of a UAV allows coverage of a large area, typically inaccessible for conventional structural mapping, such as window mapping, which involves having a person conduct mapping on or close to the rock face in a window with fixed height and width [8]. It also generates a more extensive, high-resolution structural dataset. A statistical analysis of data can be used to generate a stochastic model of jointed rock mass based on a 3D discrete fracture network (DFN). A DFN is a stochastic model of the fractures within a rock mass, which can be used to estimate the IBSD required for the blast analysis [30]. The accuracy and reliability of the DFN model is dependent on the quality of the mapping data collected [31]. Therefore, the UAV’s ability to collect more data at a high resolution should produce more robust DFN models. Structural mappings were conducted at Mines A-D using the A1, B1, C1, and D1 UAV surveys, detailed in Appendix A.

Using UAV and digital photogrammetry methods, the pit wall mapping time can be significantly reduced compared to manual mapping methods. At Mine D, a mapping-rate of approximately 44.6 m²/h was achieved using conventional window mapping in cells of 1.8 m high by 19.2 m long. On average, only 20 of these windows can be mapped during a shift by appropriately trained personnel. Through the use of a UAV, a mapping-rate of 490 m²/h was achieved, which is more than ten times faster than manual mapping. The images collected also provide a permanent record of the rock mass at a certain time, allowing site personnel to quantify any changes in the rock over time. It also becomes possible to collect and map data that were previously inaccessible, in addition to collecting data for a much larger area. The area used for mapping, the time required for virtual mapping, the estimated field mapping time based on the 44.6 m²/h rate and the virtual mapping method used for different mine locations are described in Table 1. The methods and speed of mapping are described further below. Using UAV systems for data collection will not eliminate field observations, as the collected data need to be verified through ground sampling, and joint surface information cannot yet be accurately collected using UAV systems, which is required for rock mass rating systems [8].

The joint mapping was done using the 3D point clouds directly in CloudCompare [32], an open source software. Using this software, it was possible to measure the joint dip, dip direction and length of traces—all required to define joint sets and to estimate the IBSD of rock mass. The Compass tool by Thiele [33] was used for manual and semi-automated structural mapping on the cloud using the default “Darkness” trace mode, while the Facets tool developed by Dewez [34] was used for automated joint identification using default settings. Automated joint detection algorithms were run for all sites, with differing degrees of success. The automated option creates facets on the exposed joint surfaces
and is useful where joint surfaces are clearly exposed on the pit wall. For highly irregular jointing or low-quality point cloud models, manual or semi-automated mapping should be used. Using manual virtual mapping can significantly increase the time required to complete the mapping of the wall. For example, for Mine B, the automated joint identification was significantly faster; 3D model creation, joint identification and analysis took only 5 h compared to 24 h for manual virtual mapping of the same wall.

Table 1. Summary of the mapping area, virtual mapping method and mapping time (virtual and field mapping) used for each mine.

| Location | Area (m²) | Virtual Mapping Method | Virtual Mapping (h) | Estimated Manual Field Mapping (h) |
|----------|-----------|------------------------|---------------------|----------------------------------|
| Mine A   | 3170      | Manual                 | 79.5                | 71.1                             |
| Mine B   | 5210      | Automated              | 5                   | 116.8                            |
| Mine C   | 3510      | Semi-Automated         | 36                  | 78.7                             |
| Mine D   | 28,420    | Semi-Automated         | 58                  | 637.2                            |

The automated and manual mapping in Mine B had similar orientation results (see Table 2). It should be noted that the trace lengths were only similar for Set 2, while Sets 1 and 3 had different mean trace lengths for the two mapping methods. The trace lengths were measured as the longest dimension of the facet when using the automatic mapping method. The difference in trace length was caused by facets splitting slightly offset joints in close spatial proximity into multiple components. In manual mapping, the same joints were mapped as a single joint. This resulted in longer trace lengths during manual mapping than automated mapping. The overall areal fracture intensity ($P_{21}$) was similar for both manual and automated mapping, indicating that the total length of joints for each set was similar. However, the automated mapping still required manual post-processing to identify the joint sets and calculate the average trace lengths. This method was unable to detect the horizontal bedding, which was exposed as traces on the surface of the rock mass.

Table 2. Comparison of automated and manual virtual mapping results for Mine B.

| Set | Automated Dip (°) | Automated Dip Direction (°) | Automated Mean Length (m) | $P_{21}$ (m$^{-1}$) | Manual Dip (°) | Manual Dip Direction (°) | Manual Mean Length (m) | $P_{21}$ (m$^{-1}$) |
|-----|--------------------|------------------------------|---------------------------|----------------------|----------------|--------------------------|------------------------|----------------------|
| 1   | 71                 | 160                          | 5.5                       | 0.13                 | 69            | 160                      | 6.7                    | 0.15                 |
| 2   | 78                 | 81                           | 3.0                       | 0.05                 | 78            | 87                       | 3.2                    | 0.06                 |
| 3   | 80                 | 273                          | 2.0                       | 0.03                 | 83            | 265                      | 3.9                    | 0.03                 |
| 4   | –                  | –                            | –                         | –                    | 0             | NA                       | 22                     | 0.09                 |

At Mine A, mapping was done with fully manual methods because of the lower quality of the point cloud. Using this approach involved manually tracing the length of the joint and visually fitting a plane in CloudCompare to estimate the dip and dip direction of the joint. To fit a new 3D plane in CloudCompare, the dip and dip direction were iteratively changed until the inserted plane visually fit the joint. This highly manual approach resulted in a very slow mapping rate. The flight plan at Mine A had a lower side overlap, which produced the lower quality point cloud during ODM’s dense cloud construction. To mitigate this at Mines B, C and D, a front and side overlap of 80% was used. Mine B had three well-defined and exposed joint sets, which made it suitable for automated joint identification, and therefore very fast for mapping. At Mines C and D, there were no clearly exposed joint surfaces, and the automated detection method could not be used. However, the semi-automated method could be used because the point clouds were sufficiently high quality; this method traces the selected joint and then estimates its length, dip and dip direction. This approach is faster than the manual method and field mapping. The difference in time requirement can be seen in Table 1.

Figure 2 shows example windows of pit wall mapping for Mines A, B and C to illustrate the structural variability between sites, the joint trace and joint plane measurements captured and point cloud quality. With the joint trace length information and the area of the digital photogrammetric...
model, it is possible to calculate the areal fracture intensity ($P_{21}$) of the mapped pit walls; a key input for the development of a DFN model [35].

Figure 2. Example of pit wall mapping using a UAV for Mine A (manual virtual mapping), Mine B (automated virtual mapping) and Mine C (semi-automated virtual mapping).

Figure 3 shows an example of the areal fracture intensity ($P_{21}$ in m$^2$/m$^2$) of two benches mapped at Mine D. Figure 3a shows the point cloud of the two benches that were mapped in CloudCompare using the Compass tool. The joint lengths were recorded and subsequently used to visualize the $P_{21}$ in CloudCompare. The major structure is highlighted by the dashed black lines. The “Estimate $P_{21}$ intensity” function with the Compass tool was used to visualize the $P_{21}$ by using the measured joint lengths and dividing them by the point cloud area. During virtual mapping, an attempt was made to exclusively map natural fractures (i.e., joints) for the estimate of $P_{21}$. This ensures that the $P_{21}$ estimated represents in situ conditions. Other fractures on the wall include blast-induced fractures, which do not occur naturally and are only found in the rock mass local to blasting activity. The area of the bench was estimated in this study by cutting sections in 5 m intervals and measuring the heights over the length of the pit wall. The area of the bench can also be calculated using the 3D mesh, but in this study, we used 2D sections. Figure 3b shows the $P_{21}$ values on the two mapped benches with the same major structure highlighted as in Figure 3a. The figure demonstrates the spatial variation of $P_{21}$ on the pit walls, with the highest $P_{21}$ intensity on the middle of the lower bench around a local
structure. Using this tool, it is possible to identify areas with high fracture intensities and areas of potential IBSD variation through visualization.

![Figure 3.](image)

**Figure 3.** (a) Section of Mine D pit mapped (two benches). (b) $P_{21}$ fracture intensity mapped on the pit wall (red represents higher fracture intensity zones, and blue represent lower fracture intensity areas).

In this study, DFN models were developed for Mines A and B using data acquired from drone-based pit wall mapping. A DFN model stochastically describes the geometrical characteristics of rock mass fractures or, in general, discontinuities [36]. The basic objective of DFN modelling is the generation of simulated fractures that accurately represent the salient characteristics of a population of fractures sampled in a particular rock mass. The fundamentals of discrete fracture network (DFN) modelling were explained by Dershowitz [37]. DFN modelling has been used in a variety of mining applications, including dilution estimation [38], caving fragmentation analysis [39], estimation of rock mass strength [40,41], stability analysis of surface and underground excavations [40,42] and blast parameter assessment [43,44].

Joint sets are defined by their orientation, size, frequency and surface geometry. The availability of a high-quality 3D point cloud ensures the collection of accurate joint parameters, which leads to increased reliability of 3D DFN models [45]. Once the joint sets were identified, it was possible to estimate a statistical distribution of their orientations and trace lengths. Furthermore, by using the total trace length of each set, the areal fracture intensity ($P_{21}$) was estimated for the whole mapped area. In this study, the DFN generation was carried out using an iterative process in FracMan [46], a discrete fracture network (DFN) modelling software, where an arbitrary volumetric fracture intensity ($P_{32}$) (the area of fractures within a certain volume) was assigned to each joint set. The $P_{32}$ can be inferred from the $P_{21}$ since it cannot be directly measured in the field [47]. A trace-plane or survey surface of mapped location was inserted into the DFN model, and the orientations and trace lengths of joints were recorded on the surface. The results were compared to the virtual structural mapping data measured using the UAV photogrammetric model. The $P_{32}$ of the individual sets were adjusted after each simulation until there was good agreement between the $P_{21}$ of the virtual structural mapping data and DFN model (Tables 3 and 4), resulting in a model that was acceptable for use in IBSD estimation. A low $P_{21}$ percent error was considered as acceptable agreement for this study. The spatial variability within the rock mass for the individual joint sets was not considered; the rock mass was modelled using the average $P_{21}$ of each set. Similarly, the length of the joint sets was adjusted until the trace
length of joint sets produced in the DFN matched the virtual structural mapping data (Tables 3 and 4). Figure 4 presents the 2D traces of the DFN models developed for Mine A and Mine B and the 2D trace-planes of the same pit walls that were virtually mapped.

Tables 3 and 4 show the distribution of DFN input data used for the joint sets and the resulting DFN mean trace lengths and $P_{21}$; these results are also compared to the virtual structural mapping data for Mines A and B, respectively. The results demonstrate a good agreement between virtual mapping data and DFN models. It took over twenty DFN generations of Mine A to calibrate the model, compared to nine for that of Mine B. This difference in the number of DFN generations reflects the additional structural complexity of the rock mass at Mine A. Figure 5 shows examples of stereonet agreement between field data and DFN model data for Mine A and Mine B. The bedding planes at Mine B visible in Figure 4d were deterministically modelled in the DFN because they were horizontal with no variation in dip.
Table 3. Comparison of Mine A virtual mapping data and DFN model data.

| Set | Dip (°) | Dip Direction (°) | Distribution | DFN Model Inputs | DFN Model Outputs | Virtual Mapping |
|-----|---------|-------------------|--------------|------------------|------------------|-----------------|
|     |         |                   |              | Mean Size (m)    | Mean Length (m)  | Mean Length (m) |
|     |         |                   |              | StDev (m)        | P_{32} (m^{-1})  | P_{21} (m^{-1})  |
| 1   | 45      | 356               | Log-normal   | 1.17             | 0.78             | 0.14            | 4.2  | 0.08  | 4.4  | 0.08 |
| 2   | 85      | 345               | Log-normal   | 0.70             | 0.33             | 0.06            | 2.0  | 0.01  | 2.1  | 0.01 |
| 3   | 78      | 104               | Log-normal   | 0.75             | 0.65             | 0.21            | 2.4  | 0.10  | 2.6  | 0.09 |
| 4   | 89      | 60                | Gamma        | 1.96             | 0.49             | 0.09            | 4.0  | 0.07  | 4.0  | 0.07 |

Table 4. Comparison of Mine B virtual mapping data and DFN model data.

| Set | Dip (°) | Dip Direction (°) | Distribution | DFN Model Inputs | DFN Model Outputs | Virtual Mapping |
|-----|---------|-------------------|--------------|------------------|------------------|-----------------|
|     |         |                   |              | Mean Size (m)    | Mean Length (m)  | Mean Length (m) |
|     |         |                   |              | StDev (m)        | P_{32} (m^{-1})  | P_{21} (m^{-1})  |
| 1   | 71      | 160               | Gamma        | 2.13             | 0.39             | 0.35            | 5.8  | 0.16  | 5.5  | 0.13 |
| 2   | 78      | 81                | Log-normal   | 0.89             | 0.62             | 0.10            | 2.9  | 0.04  | 3.0  | 0.04 |
| 3   | 80      | 273               | Log-normal   | 0.57             | 0.49             | 0.12            | 1.9  | 0.03  | 2.0  | 0.03 |
3.2. IBSD Estimation

Once the DFN models were determined to be suitable representations of the rock mass at Mine A and Mine B, a deterministic estimation of IBSD was conducted using the ray cast volume method [46]. It is recognized that in a comprehensive analysis, more realizations of the DFN model should be undertaken in order to determine the possible variation of IBSD estimation. For example, fifty simulations were used by Elmo et al. [35] to provide an estimate of unstable block volumes. The ray cast volume method is based on a simple algorithm for calculating block size; the algorithm generates random points within the DFN model that are used as origins of rays, which are cast outwards until the rays intercept a fracture. The length of these rays is sampled a defined number of times, and the mean length is then used to estimate the volume of the blocks. IBSD estimation
was conducted for Mines A and B using the A1 and B1 UAV surveys described in Appendix A. The IBSD results for Mines A and B are plotted in Figure 6 (the solid red and blue lines). The results show that the median in situ block sizes in Mine A and Mine B are 14 m and 4.7 m, respectively. The same figure shows the blasted block size distribution (BBSD) for Mines A and B, which will be discussed in Section 5.1.

Figure 6. Particle size distribution plots for Mines A and B. The IBSDs estimated using DFN models are illustrated with solid lines. The BBSDs measured using image analysis for Mines A and B are drawn using dashed lines. BBSD measurement is described in Section 5.1.

3.3. Assessment of Drillhole Alignment

Accurate implementation of a blasting pattern in an open pit mine can improve the result of rock fragmentation and reduce the drawback of the blasting processes. Blasthole deviation is frequently experienced in open pit mines. The consequences of blasthole deviation include build-ups, hang-ups and poor rock fragmentation and normally lead to extra drilling, loss of drill rods, ore dilution, ore loss, increased explosive consumption, time wastage and delays in the production operations. The deviation of blastholes is usually divided into four different classes, including collaring deviation, alignment deviation (horizontal direction and vertical inclination), drilling deflection and depth. According to [48], a blasting operation will not be effective if the blastholes are poorly placed or aligned. The deviation of blastholes will increase the excessive burden or reduce burden, which will lead to an undesirable fragmentation size distribution. Studies have shown that if a hole is misplaced by 0.4 m, it could reduce the explosive power at a certain point by about 28% [48]. Moreover, the same authors showed that the cost of drilling and blasting can increase as collar hole deviation increases.

Drillhole alignment assessment was performed for a blasting pattern of 230 holes with a diameter of 225 mm at Mine D. The designed blasting pattern was staked out for drilling equipment using ground-based surveying. The UAV survey was done with the DJI Inspire 2 drone at a GSD of 1.13 cm/pixel. Details of the UAV survey used for this experiment are provided as D2 in Appendix A. The orthomosaic of the blast location was built in digital photogrammetry software and georeferenced using the GCPs in the area and the georeferencer plugin in QGIS. GCPs were required for this analysis because the model should have an error that is much lower than the desired maximum hole deviation at the mine. The aerial mapping of the blast location can also be used for the development of a pre-blast DEM that can then be used for estimation of blast-induced volume expansion (swell). Once the orthomosaic was georeferenced, the centre of visible blastholes was annotated to survey the actual pattern. Then, the designed blasting pattern was superimposed for comparison. The deviation in the collar location was calculated for each blast hole by computing a distance matrix in QGIS between the actual pattern and the designed blasting pattern. It should be noted that the depth deviation cannot be assessed with this method.
Figure 7 shows the results of the UAV survey conducted in Mine D to assess blasthole alignment. Figure 7a shows the orthomosaic with the designed blasting pattern (blue) and actual pattern (gradient red). Figure 7b presents the histogram of the blasthole collar deviation for the implemented pattern. The desired maximum deviation at Mine D was 0.3 m (1′). The measured maximum deviation was about 3.6 m (12′). Large collar deviation was observed for the first row of holes, near the free face, and for the pre-split and buffer holes. The results indicate the importance of a detailed survey of a blast location prior to blast pattern design. It is evident that some of the blast holes drilled very close to the bench crest could have been eliminated from the blast pattern design, thus reducing the total drilling cost and time. Due to the deviation in control and buffer holes, there may be an increase in blast-induced pit wall damage and an increase in underbreak and overbreak. These effects may result in pit wall instability and/or economic impact. More discussion about the effect of pre-split hole deviation and quality control during post-blast monitoring is provided in Section 5.3.

Figure 7. Blasthole deviation analysis for 230 holes with a diameter of 225 mm at the blast location in Mine D. (a) Orthomosaic with the designed (blue) and implemented (gradient red) blast pattern. (b) Histogram of visible drill hole collar deviation for the implemented blast pattern.

4. Blast Monitoring

4.1. Monitoring Blast Dynamics Using a High-Speed Camera

It is possible to use high-speed cameras to capture images of mine blasts in order to identify areas with poor performance, such as stemming ejection and gas loss through the face and fly rock. Moreover, the high-speed camera can be used to estimate the face velocity, trajectory and burden displacement [7].
However, with ground-based high-speed camera monitoring, there are a few limitations, including reduced image clarity due to dust and fumes from the first row of blast holes and possible occlusions resulting from poor viewing locations [7]. Recent advances in low-cost, easy-to-use and lightweight high-speed cameras make them available for use on UAV systems. The aerial method allows for an appropriate camera placement with respect to the blasting sequence, which is crucial for generating high-quality images. To date, the aerial method has not been studied for blast monitoring.

A blast at Mine D was monitored using a high-speed camera mounted on the DJI Matrice 600 Pro system. The high-speed camera used was the Slomocam Model fps4000-720C-640, which runs at 1800 fps with a 1280 × 720 resolution at that frame rate. At this resolution and frame rate, the maximum recording time of the camera is approximately one minute. Thus, the camera had to be triggered remotely using a custom-designed control system integrated with the UAV controller. This was done through the DJI Manifold onboard computer installed on the drone and powered by the DJI Ronin-MX gimbal. An FPV camera was also attached to the drone to guide video composition and identify the area of interest. The high-speed camera was triggered at a safe distance of 400 m from the blast location when the blasters started the countdown. Details of this UAV survey are provided as D3 in Appendix A. Figure 8 shows five representative frames of the blast at Mine D. Figure 8a is the time of blast initiation. The Figure 8b, c frames show stemming ejection from several blast holes. Insufficient, inconsistent or inefficient stemming allows the blast energy to prematurely vent at the collar, reducing the energy applied to breaking and moving the rock mass. Stemming ejection is a common cause of lost energy in the blast, especially when drill cuttings are used as stemming material. Figure 8d shows the moment when all holes are blasted. The last frame presented in Figure 8e is the final blast result with some minor rock falls on the nearby benches.

![Figure 8. Frames of high-speed video footage from a blast at Mine D. (a) Initiation, (b,c) stemming ejection, (d) all holes blasted and (e) result of the blast.](image-url)
5. Post-Blast Monitoring

5.1. Assessing Blast Fragmentation

Visual observation, sieve analysis and 2D and 3D image analysis are methods that have been used and developed to estimate the BBSD of muck piles. Image analysis methods have become more common in mining operations to estimate BBSD because they are practical, fast and provide relatively accurate measurements [49]. As discussed in detail by [12,49], image analysis techniques have several limitations, including a limit in measurement resolution and rock segmentation accuracy. Poor or incorrect rock segmentation is the most persistent limitation of image analysis method and results in the measurement of disintegrated and fused rock fragments. To mitigate this effect, extensive manual editing is usually required to correctly delineate blasted rock fragments. However, fragments are typically overlapped on the surface of the pile, which results in inaccurate measurement. Another significant limitation of image analysis is fines estimation. The image system resolution is not able to resolve to fine fragment sizes while maintaining accurate delineation, so a fines cut-off is typically applied to fragmentation measurement. Below the fines cut-off, the area of fines is commonly used to estimate fines. However, the fines on the pile surface do not represent the amounts of fines contained internally. To reduce this error, results were combined from image analysis (+10 cm) or in-pit sorting (+2.5 cm) and laboratory sieving [50]. While this improves measurement accuracy for fines, sieve sampling and in-pit sorting methods are expensive and can disrupt production. Recent 3D imaging and analysis methods have improved rock segmentation accuracy and eliminated the need for the placement of objects to set image scale and, in doing so, have reduced the errors introduced by using a uniform scale to represent an uneven muck pile surface [51,52]. While some limitations have been reduced, 3D image analysis currently requires a significant amount of capturing time for detailed scans, and when using terrestrial scanners, fixed capture locations are required to reduce smoothing 3D data.

Previous studies have shown the advantages and limitations of using UAV systems for rock fragmentation analysis [53–56]. With images collected from blasted muck piles in Mines A and B, it was possible to estimate BBSD using image analysis software. Due to the unavailability of the UAV at Mine A after blasting, it was not possible to capture an orthophoto of the muck pile. However, it was possible to collect some images of the blasted muck pile using a terrestrial camera. The terrestrial images in Mine A had an average GSD of 0.13 cm/pixel. More details of the terrestrial images are provided as A2 in Appendix A. In Mine B, the UAV with the 15 mm lens was used to collect 38 images of the blasted muck pile to generate an orthophoto with a GSD of 1.5 cm/pixel. The orthophoto is considered a better product to use in image analysis software for BBSD estimation because it is a composite of collected images corrected to have a uniform scale. This uniform scale results in a map of the muck pile without the perspective and lens distortion that might be present in a single image. The UAV survey used for fragmentation assessment is described as B2 in Appendix A. Figure 9 shows the image and orthophoto used for image analysis. In each case, the areas outside of the muck pile of interest were masked, as shown in cyan in Figure 10, to avoid including them in the analysis.

The images were then imported into Split-Desktop by Split Engineering [57] for image analysis to estimate BBSD. GSDs were used to set the image scale so that measurements can be assigned to rock fragments. The software used the input images to delineate the rock fragments using proprietary image segmentation. Extensive manual editing of the rock fragment delineation was done to improve the rock segmentation process. The final delineation network of rock fragments is overlaid on the original images in Figure 10. The fines cut-off used for the analyses were 0.39 cm and 4.5 cm for Mines A and B, respectively. This cut-off assumes that the software can measure a particle with a minimum size of 3 px. The fines cut-off is then calculated as $3 \times \text{GSD}$.
Figure 9. Images from Mine A (left) and Mine B (right) produced for image analysis of the blasted muck piles.

Figure 10. Rock fragment delineation for Mine A (left) and Mine B (right). Blue regions represent rock fragment boundaries; cyan regions are masked; and red regions represent fines.

Figure 6 shows the estimated BBSD produced by image analysis for Mines A and B (dashed lines). The IBSD and BBSD plots can be used to assess the viability of a mine producing the desired blasted rock size distribution and determining blast powder factor requirements [30,58,59]. Moreover, they can be used as a tool for improving the blasting process at the mines. The blast quality can be assessed by comparing the IBSD and BBSD of Mines A and B. The comparison shows that: (a) blasting causes a reduction of all the block sizes within the rock mass, with Mine A having a larger spread and size reduction; (b) the IBSD 80% passing of Mine A and Mine B was 18.7 m and 6.8 m, respectively; and (c) significantly less small fragments were generated at Mine B, with only 17% passing under 0.05 m compared to 43% at Mine A.

Various empirical relationships between the powder factor, in situ block size (IBSD) and the blasting results (BBSD) have been developed over time. The desired size fragmentation is related to the Bond work index ($W_i$), the in situ block size and the explosive used [58]. According to an update by Kahriman et al. [59], based on 14 case studies, the powder factor can be estimated through Equation (5).

$$q_b = 10W_i \left( \frac{1}{\sqrt{D_{80}}} - \left( \frac{1}{D_{80}} \right) \right) K$$  \hspace{1cm} (5)

where $W_i$ is the Bond work index calibrated, $D_{80}$ and $D_{80}$ are 80% passing for BBSD and IBSD, respectively (in micrometer) and $K$ is a conversion constant relating the energy used in Bond’s work index to the energy in ANFO and the specific gravity of the rock ($\rho_r$).

$$K = \left( \frac{860}{912} \right) \times \rho_r$$  \hspace{1cm} (6)
where the ratio 860/912 is the amount of energy created from 1 kg ANFO in kWh (1 kWh = 860 kcal; 1 kg ANFO = 912 kcal). \( W_i \) at Mine A was 16.30, and that of Mine B was 14.95. The use of \( W_i \) introduces uncertainty in the results as \( W_i \) cannot be exactly known for each blast location. However, due to the homogeneous nature of the rock at Mine B, \( W_i \) is expected to be in a relatively narrow range. At Mine A, the confidence in \( W_i \) was lower because it was based on the initial feasibility study. Furthermore, the rock is relatively heterogeneous at Mine A.

The theoretical powder factor was calculated for Mines A and B based on Equation (5). The results presented in Table 5 demonstrate that the model results fall within the range used for blasting at Mine A. It also suggests that the current powder factor used for Mine B (which is a quarry site) is higher than the theoretical powder factor, which implies that the blasting practices at Mine B could be improved.

### Table 5. Theoretical powder factor estimates, compared to the actual field values used.

| Site     | Theoretical Powder Factor (kg/t) | Actual Powder Factor (kg/t) |
|----------|----------------------------------|-----------------------------|
|          | Average Standard Deviation       |                             |
| Mine A   | 0.25                             | 0.21                        | 0.06 |
| Mine B   | 0.12                             | 0.16                        | 0.02 |

#### 5.2. Assessing Blast Impact on Final Pit Walls

The digital photogrammetry software can also be used to build a digital elevation model (DEM). The DEM can be imported into geographic information system (GIS) software to conduct an evaluation of the blast-induced damage on pit walls including bench face angles and catch bench width. In this study, QGIS [23] was used for the analysis. Figure 11 shows the DEM built for the pit wall from images collected at Mine A using the UAV survey labelled A1 in Appendix A. Figure 11b shows the actual catch bench (light blue area) and the blast-induced overbreak (light red area) overlain on a raster representing the slope. The results of the catch bench width measurement analysis are presented in Figure 12. The histogram was created by estimating the catch bench width between the toe and crest location along the slope model using sections. To estimate the catch bench width, the toe and crest were traced in QGIS, and then, these lines were used to create endpoints for sections at 0.5 m intervals. The interval between section endpoints was assumed to be large enough for a bench width analysis based on the 20 m double bench height. The distance between matching points along the toe and crest can be calculated through computing a distance matrix in QGIS and then used for a statistical analysis of the catch bench width. Moreover, the area of catch bench loss can be estimated by comparing the location of the planned crest to the actual location on the raster representing the slope. As can be seen in Figure 11b, significant catch bench loss occurred at Mine A, where in this area, 51% of the designed catch bench was lost. Some areas had significant back break, which can compromise the safety of workers and equipment in lower benches as an insufficient bench width is maintained to catch any falling material. The blasting and wall control practices in this particular area were inadequate for maintaining the required catch bench.

Through the use of the generated point cloud, it is possible to compare the as-built versus designed bench face angles. Using CloudCompare, the normal vectors of the surface of points within the point cloud were computed using a search radius of 1.57 m. The search radius chosen automatically in CloudCompare using the point cloud octree was considered appropriate based on the large size of the analysis area. Then, the point normals were re-oriented by starting at a random point and propagating the normal orientation to its neighbours. This can be done either using a fast-marching method, which calculates the normal orientations on a grid, or using a spanning tree based on a maximum number of neighbours [32]. The results will vary based on the method and settings used. The default setting of six nearest neighbours on the minimum spanning tree, using the fast-marching method, was used in CloudCompare to estimate the point cloud normal orientations. Once the normal orientations are estimated, the difference between the normal vectors and the target bench face angle are calculated by adding a constant scalar field. In high density point clouds, the high number of points can make it
difficult to interpret results at a large scale. To address this issue, the points can be clustered further to downsample the cloud and produce clearer results that are easier to interpret, but this also reduces the variation in the slope angle. The clustering radius can depend on the scale of the analysis and the ease of result interpretation.

Figure 11. (a) DEM of Mine A. (b) Raster representing the slope used for bench width analysis. The actual catch bench area is shown in light blue, and the blast-induced overbreak causing lost area is shown in light red.

Figure 12. Catch bench analysis at Mine A. The designed catch bench width is 10 m. A total of 371 sections were used for estimating catch bench width at the surveyed location.
At Mine A, the target bench face angle is 75°. In the surveyed area, there is a significant difference between the actual and the designed bench face angle at the mine. The average bench face angle is 60°, as shown in Figure 13, where the achieved bench angle on average is 15° lower than planned (blue colour is dominant). The target angle is rarely achieved, and when it is, it is generally only at the toes of the benches. Due to the presence of steeply dipping exposed joints, some slope areas are steeper than the target angle. The result shows that blasting practices at the mine have caused significant back break, particularly towards the crest of the benches, reducing the size of the catch benches and increasing the risk of loose material falling downward. Further controls should be invested to ensure the final pit walls are better maintained.

5.3. Quality Control of Pre-Split Drillholes

Pre-split holes are commonly drilled to control blast-induced pit wall damage along the final planned pit wall. The holes are typically drilled at a tight spacing along the final walls and loaded with decoupled or light charges. The charge in all the holes is blasted simultaneously, creating a tension crack between them, thereby reducing the potential damage caused by proximate production or trim blasting [8]. The final product of the pre-split blasting is a half-cast that remains on the wall. The lengths, dip and azimuth of the half-casts can be mapped using 3D point cloud models of pit walls in CloudCompare software, as shown in Figure 14. The results can then be used to conduct quality control of the pre-split drilling and allowing the provision of feedback to drillers.

With the pre-split hole mapping, it was possible to evaluate the half-cast factor (HCF) in Mine C (see C1 in Appendix A for the UAV survey details). HCF is defined as a ratio of the visible half-casts on the wall to the total drilled pre-split hole length in the same area. Identified fractures (in cyan) and half-casts (in orange) in order to calculate the $P_{21}$ and HCF on a pit wall in Mine C can be seen in Figure 14. In addition to the half-cast factor, the deviation of the pre-split holes can be assessed by comparing the as-drilled holes’ orientation (dip/azimuth) with the as-designed holes’ orientation. For drill hole dip deviation assessment, the actual dip angle was subtracted from the designed dip angle to determine dip angle deviation. In this study, only the drill hole dip deviation was assessed because the azimuth of the designed pre-split holes was not available for technical reasons. The dip deviation analysis in Figure 15 shows differences of up to 10° from the pre-split holes’ designed dip angle of 75°.
Figure 14. (a) A 32 m section of a bench with a highly fractured rock mass in Mine C. (b) Mapping fractures (cyan) and half-cast pre-split holes (orange).

Figure 15. Histogram of pre-split holes’ absolute dip deviation for Mine C assessed using the UAV photogrammetric model shown in Figure 14. A total of 100 pre-split hole measurements are included in this histogram.

Accuracy and proper alignment of the pre-split holes is critical for a mining operation, as deviation can result in uneven, over-hanging or stepped bench face conditions. Furthermore, the final bench face angle (BFA) can be affected, resulting in over-steepening or shallower than designed walls with significant economic repercussions. Measuring the accuracy of pre-split drilling orientation and the HCF can be a method for assessing the performance of pre-split blasting; however, the HCF can also be affected by the quality of the rock mass in the pit area [27]. The local geology and rock mass condition have an impact on the results of the pre-split blasting, particularly on the pre-split alignment with the dominant foliation. Birhane [60] concluded that pre-split blasting oriented parallel to foliation produced the best results, due to the presence of a plane of weakness in the same direction as tension cracking developed by the blasting.

The relationship between the quality of pre-split drilling and the local rock mass condition was further explored in this work by comparing the HCF and the pre-split deviation to the P$_{21}$ of the rock mass. This comparison was made in four different pit walls (areas) in Mine C. This is a minimal dataset for a robust statistical analysis; however, within these areas, multiple pre-split hole
dip deviation measurements were taken. The results of the comparison, shown in Table 6, agree with Paswan et al. [27], suggesting that HCF decreases as rock mass fracture intensity $P_{21}$ increases.

Table 6 summarizes the results obtained from virtual mapping of the photogrammetric models representing the four pit walls in Mine C including the measured areal fracture intensity ($P_{21}$), average pre-split hole deviation (both dip and dip direction), pre-split half-cast factor (HCF) and bench face angles achieved for the walls. In general, a higher fracture intensity ($P_{21}$) of rock mass resulted in higher pre-split hole deviation. Moreover, the wall with the highest fracture intensity (weaker rock mass) and pre-split hole deviation had a shallower bench face angle as a result.

Table 6. Results of virtual mapping of the point clouds representing the four different walls analysed at Mine C.

| Wall | $P_{21}$ ($m^{-1}$) | Pre-Split Deviation (°) | HCF | Bench Face Angle (°) |
|------|---------------------|------------------------|-----|----------------------|
| Dip  | Dip Direction       | Achieved               | StDev |
| 1    | 0.74                | 4.19                   | 4.37 | 0.24                 | 66.9 | 4.8  |
| 2    | 0.28                | 1.29                   | 1.23 | 0.41                 | 72.7 | 1.6  |
| 3    | 0.39                | 1.67                   | 1.35 | 0.40                 | 74.5 | 3.6  |
| 4    | 0.32                | 3.11                   | 1.85 | 0.64                 | 75.5 | 8.7  |

5.4. Assessing Muck Pile Configuration

In addition to the aspects of the blast results discussed above, the following measurements are also used to assess the blasting process: muck pile profile, displacement, volume, swell and face profile [61,62]. Measuring muck pile displacement and movement is important for controlling dilution and ore loss [63]. Displacement of the muck pile is desirable, but excessive movement will cause issues for equipment productivity and grade control [61]. Several studies have shown the influence of muck pile configuration and heave achieved by a blast on diggability, a measure of the ease of digging or excavation [64–66]. According to [67], the muck pile anatomy has a significant effect on the performance of a loading machine. The swell of the muck pile can be influenced by fragmentation and has an impact on the performance of loading equipment [62]. The swell and volume of loose material are also important when keeping an inventory of loose material moved, and these can have an influence on the placement strategy used for waste piles and dumps [62]. To help evaluate blasting results, these measurements were conducted at Mine D using the UAV.

Muck pile surfaces can be measured by generating the orthophoto and DEM from images captured by the UAV. These surfaces can then be used to determine the muck pile profile, volume and swell. The DEM can also be used to measure the extent of muck pile surface displacement and heave. However, since near-surface movement does not capture all of the dynamics associated with blast movement, only using the muck pile DEM might not be sufficient for grade control [63].

In this study, two UAV surveys were conducted before (Survey D4) and after (Survey D5) a blast at Mine D to generate hillshade DEMs and DEMs (shown in Figure 16). UAV survey details are provided in Appendix A. The in situ volume of the blast location was estimated to be 42,200 m$^3$ using the DEM generated before the blast (Figure 16c), the planned bench design and the blast plan. Using the DEM of the muck pile (Figure 16d) and the planned bench design, the muck pile volume was estimated to be 63,100 m$^3$. Thus, using the pre-blast and post-blast volumes, the swell factor was calculated to be 1.49, a value that is relatively high and that can influence the productivity of the loading and hauling process at the mine. Figure 17 presents a cross-section of the blast location before and after the blast in blue and red, respectively (shown as A-A’ in Figure 16). The section shows a rock throw of $\sim$100 m from the bench crest and a maximum heave of $\sim$2 m for a 12 m bench height.
Figure 16. (a,b) Hillshade DEMs and (c,d) DEMs of the blast location at Mine D generated using UAV photogrammetry (a,c) before and (b,d) after the blast.
6. Discussion

Using UAVs can significantly improve data collection at mine sites while reducing risk to personnel due to the reduced exposure in the field. The collected data can provide useful information for assessing the blasting practices at the site: the final wall conditions can be evaluated; the catch bench loss can be monitored; in situ block and blasted block size distributions can be compared; and pre- and post-blast topography can be used to calculate swell and record muck pile movement. All of the aforementioned models are highly reliant on both the quality and quantity of data, which can be improved by using a UAV. Furthermore, the data collected can be stored as a permanent visual record of the mine at a particular point in time and may be revisited as required.

For all mines studied, the UAV system was used to collect fragmentation and geotechnical data that had been previously collected with the manual method or were unavailable due to its inaccessible location. The use of drone technology can reduce the time required in the field and allows more time for post processing and analysing data. This was evident during highwall mapping at all mines. It was also shown through short flight times for the other analyses (see Appendix A). Making data permanently available for virtual mapping allows for significantly more detailed mapping. This is important because areas with intense jointing require more time and detailed mapping than is typically done using conventional techniques [68]. This has a direct impact on the study results, in particular those of DFN modelling, since more robust data are used to build the model. This information can also be used to develop site-specific relationships between the rock mass condition and the blasting outcomes.

While the advantages of using UAVs are notable, as previously discussed, there are limitations with this method. The UAV-based method was limited by the regulatory requirements that were established by the jurisdictions of the mines in this study. These regulations promoted safe operation of UAVs, but required extensive pilot training. Due to this, the time available for data collection using a UAV was constrained because each mine only had a few surveyors trained as pilots. With limited time, effective communication of model requirements was essential between the pilot and the professional conducting the analysis. This is particularly important during structural mapping where the local geology and the rock mass fracture network strongly influence the UAV-based analysis: e.g., a highly fractured rock mass needs high-resolution images (GSD) and more time for virtual mapping. If the evaluation of the required GSD is not correctly carried out, then important data can be lost when they are filtered out below the GSD. However, if the model has a very high resolution, then the area analysed by professionals can decrease significantly because of time constraints in the field and during processing. In some cases, large high-resolution models are intractable using computers available at the mines.

To highlight the differences in photogrammetric models at different GSDs, pit wall mapping was conducted for two GSDs at Mine B. Figure 18 shows the differences in the GSD for the pit wall in Mine B. Figure 18a presents the 3D model constructed using 25 images taken of the highwall, approximately 80 m tall, using the 15 mm lens (UAV Survey B1 in Appendix A). Figure 18b shows the 3D model of the highwall using a 45 mm lens and capturing 128 images at the same distance from the target (UAV Survey B3 in Appendix A). However, the point cloud covered in Figure 18b is approximately
20% of the area covered by Figure 18a. The GSD is 0.4 cm/pixel for the 45 mm lens (Figure 18b) compared to 1.5 cm/pixel with the 15 mm lens (Figure 18a). Careful consideration needs to be given to the required GSD based on the desired uses of the point cloud or orthophoto. Furthermore, the type of joints in a rock can determine whether automated algorithms for the detection of joints can be used effectively or not. The automatic joint detection is best suited for identifying clearly visible and exposed joint surfaces such as those present in Mine B. Another limitation of UAV-based highwall mapping is the impossibility to define the composition of fracture infilling and to characterize fracture roughness, which are commonly done during manual structural mapping. However, recent studies have shown promising results on using UAV photogrammetry for rock discontinuity roughness characterization [69].

![Figure 18. 3D point cloud of Mine B using (a) a 15 mm lens and (b) a 45 mm lens.](image)

Environmental conditions also have a significant impact on the success of UAV-based methods. One major limitation is that UAV flight is limited to days with favourable weather conditions, as current UAV systems cannot operate in extreme winds, heat, rain or snow. For example, at Mine C, extreme heat limited the time available for flight to early morning and late evening. Even with this, the UAV required repair at the end of the field study due to damage caused by heat and dust accumulation. To prevent this, the UAV system should be cleaned and maintained after every flight in dusty conditions, which are present in most mines. Snow, rain and extreme winds at Mine D, located in a mountain range, limited the flight time available. To collect the desired data, the field study had to be extended until better weather conditions were available.

As the UAV-based method using photogrammetry relies on image quality, any conditions that decrease the quality of images, such as dust in the air or poor lighting condition, can reduce the effectiveness of the method. The best results are typically produced when images are collected in similar environmental conditions. For example, when lighting conditions changed, when there was glare or too much direct sunlight on the pit wall, poor results were produced. Figure 19 shows various lighting conditions and their impact on the visible image quality using the same lens, filter, focal length and camera settings (UAV Survey C1 in Appendix A). The same location in all images is identified by the green cross; however, the images were captured at different times and on different flight lines while a shadow was moving up the pit wall. The high glare environment in Figure 19a made image quality decrease, whereas the shaded environment in Figure 19b and indirect lighting environment in Figure 19c provided better quality images. Due to this, highwall mapping flights were scheduled when the wall was fully shaded or had indirect lighting to avoid glare and direct sunlight. Moreover, if the flight takes a significant time, the time of flight should be considered, and the flights should occur over the same period during the day.
Figure 19. Images captured during a single flight using the same lens, filter, focal length and camera settings. The same location on the pit wall is identified by the green cross. (a) High glare caused by direct sunlight, (b) fully shaded and (c) indirect lighting environments were encountered while a shadow moved up the pit wall.

7. Conclusions

The use of UAVs can aid the blast improvement process by providing valuable feedback on the blasting process while decreasing the hazards to which personnel are exposed when collecting data. The valuable feedback described in this study included pre-blast structural mapping of pit walls and IBSD estimation, assessment of drillhole alignment, identification of problem areas during the blast using high-speed photography, post-blast BBSD measurement, comparison of the theoretical and actual powder factor, assessment of blasting impact on final pit walls, quality control of pre-split drillholes and an assessment of muck pile configuration. The performance of the operation can be closely tracked without significant time requirements. Work stoppages can be avoided because remote sensing techniques are employed to collect data: a shovel does not need to stop working in order to conduct a flyover on a muck pile. Additionally, data are collected at more flexible vantage points than ground-based remote sensing. Using UAV technology, it is also possible to cover larger and commonly inaccessible areas. This is particularly useful as mining progresses deeper in open pit mines and more benches become inaccessible. If issues develop in the top benches, they can be identified and addressed in a timely manner using UAVs and digital photogrammetry to ensure safety and efficient production without significant delays.

Fragmentation assessments can be done much more frequently and integrated into routine open pit operations to improve blasting. The initial setup and flight path plan can be done simply by using the equations provided or with software provided by the UAV suppliers. Flight missions conducted at the four mine sites did not take longer than 2.5 h of flight time, saving the site personnel time in the field. However, while the UAV-based collection of raw data (images) is relatively quick compared to the ground-based and traditional methods, 3D model creation and analysis sometimes required significant time, e.g., 30.8 h for Mine A highwall model creation. Future work will focus on improving model creation and analysis to automate repetitive tasks and to decrease the human effort required to complete analysis. The data collected can also be leveraged to conduct stability analysis for geotechnical purposes, enhancing safety in the workplace while also reducing costly remediation work. The integration of UAV technology can provide continuous, safe, automated and fast acquisition of high-quality data, which can be used to achieve more efficient blasting and can highlight opportunities for further process improvement.
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Abbreviations
The following abbreviations are used in this manuscript:

- UAV: Unmanned aerial vehicle
- DEM: Digital elevation model
- BBSD: Blasted block size distribution
- IBSD: In situ block size distribution
- GSD: Ground sampling distance
- GCP: Ground control point
- DFN: Discrete fracture network
- P_{21}: Areal fracture intensity
- P_{32}: Volumetric fracture intensity
- ANFO: Ammonium nitrate/fuel oil
- HCF: Half-cast factor

Appendix A
Summaries of the workflow used for UAV surveys at each mine and relevant sections are presented in Tables A1–A4.

Table A1. Workflow for Mine A.

| Mine Survey | UAV | Equipment | Camera | Lens | Filter | Flight Plan | Focal length | Aperture | Shutter speed | ISO | Camera tilt | Target distance | Front overlap | Side overlap | Flight speed | Area surveyed | Flight time (h:mm) | Number of images | Model Creation |
|-------------|-----|-----------|--------|------|--------|-------------|--------------|----------|--------------|-----|-----------|----------------|--------------|-------------|--------------|--------------|----------------|---------------------|-----------------|
| Mine A      | A1  | DJI Matrice 600 Pro | DJI Zenmuse X5 (X5) | DJI MFT 15 mm F1.7 ASPH | –     | –           | 15.0 mm      | 2.5       | 1/7692       | 182 | 0\(^\circ\) | 10 m          | 90\%                  | 70\%         | 1 m/s        | 0.9 ha (flat) | 2:16             | 1772              | Photogrammetry software: OpenDroneMap | Software settings: High resolution | Models constructed: Point cloud, DEM | Model resolution: 0.2 cm/px | Georeferencing method: EXIF data from images | GCP count in georeferencing: 0 | Relevant section: 3.1, 3.2, 5.1, 5.2 | 5.1 |
Table A2. Workflow for Mine B.

| Mine Survey | B1 | Mine B | B2 | B3 |
|-------------|----|--------|----|----|
| **Equipment** |    |        |    |    |
| UAV         | DJI Matrice 600 Pro (M600P) | DJI M600P | DJI M600P |
| Camera      | DJI Zenmuse X5 (X5) | DJI X5 | DJI X5 |
| Lens        | DJI MFT 15 mm F1.7 ASPH (15 mm) | DJI 15 mm | Olympus M.Zuiko 45 mm F1.8 |
| Filter      | – | – | – |
| **Flight Plan** |    |        |    |    |
| Focal length | 15.0 mm | 15.0 mm | 45.0 mm |
| Aperture    | 16 | 13 | 16 |
| Shutter speed | 1/100 | 1/100 | 1/100 |
| ISO         | 100 | 100 | 100 |
| Camera tilt | 0° | –89.90° | 0° |
| Target distance | 35 m | 75 m | 35 m |
| Front overlap | 80% | 85% | 80% |
| Side overlap | 80% | 70% | 80% |
| Flight speed | 3 m/s | 4.9 m/s | 1 m/s |
| Area surveyed | 0.3 ha (flat) | 0.8 ha | 0.2 ha (flat) |
| Flight time (h:mm) | 0:04 | 0:02 | 0:10 |
| Number of images | 25 | 38 | 128 |
| **Model Creation** |    |        |    |    |
| Photogrammetry software | OpenDroneMap (ODM) | ODM | ODM |
| Software settings | High resolution | High resolution | High resolution |
| Models constructed | Point cloud | Orthophoto | Point cloud |
| Model resolution | 0.9 cm/px | 1.5 cm/px | 0.4 cm/px |
| Georeferencing method | EXIF data from images | EXIF data from images | EXIF data from images |
| GCP count in georeferencing | 0 | 0 | 0 |
| Relevant section | 3.1, 3.2, 5.1, 6 | 5.1 | 6 |
Table A3. Workflow for Mine C.

| Mine Survey | Mine C C1 |
|-------------|-----------|
| **Equipment** |           |
| UAV         | DJI Inspire 2 |
| Camera      | DJI Zenmuse X5S |
| Lens        | Olympus M.Zuiko 45 mm F1.8 |
| Filter      | –         |
| **Flight Plan** |           |
| Focal length| 45.0 mm  |
| Aperture    | 6.3      |
| Shutter speed| 1/400  |
| ISO         | 100      |
| Camera tilt | 0°       |
| Target distance | 100 m |
| Front overlap| 80%     |
| Side overlap | 80%     |
| Flight speed | 3 m/s   |
| Area surveyed | 6.5 ha (flat) |
| Flight time (h:mm) | 1:31 |
| Number of images | 610 |
| **Model Creation** |           |
| Photogrammetry software | Agisoft Metashape |
| Software settings | High quality, Moderate depth filtering |
| Models constructed | Point cloud |
| Model resolution | 0.7 cm/px |
| Georeferencing method | EXIF data from the images |
| GCP count in georeferencing | 0 |
| Relevant section | 3.1, 5.3, 6 |
Table A4. Workflow for Mine D.

| Mine Survey | D1 | D2 | D3 | D4 | D5 |
|-------------|----|----|----|----|----|
| **Equipment** |    |    |    |    |    |
| UAV         | DJI Inspire 2 (I2) | DJI I2 | DJI M600P | DJI I2 | DJI I2 |
| Camera      | DJI Zenmuse X5S (X5S) | DJI X5S | Slomocam fps4000-720c -640 | DJI X5S | DJI X5S |
| Lens        | Olympus M.Zuiko 45 mm F1.8 | DJI MFT 15 mm F1.7 ASPH (15 mm) | C Mount 35mm | DJI 15 mm | DJI 15 mm |
| Filter      | Hoya Fusion Antistatic Protector (Hoya) | Hoya | – | Hoya | Hoya |
| **Flight Plan** |    |    |    |    |    |
| Focal length | 45.0 mm | 15.0 mm | 35.0 mm | 15.0 mm | 15.0 mm |
| Aperture    | 5.6 | 5.6 | 2.8 | 6.3 | 6.3 |
| Shutter speed | 1/320 | 1/320 | 1/1800 | 1/500 | 1/500 |
| ISO         | 100 | 100 | 100 | 100 | 100 |
| Camera tilt | –10.00° | –89.10° | – | –89.90° | –89.10° |
| Target distance | 100 m | 50 m | 400 m | 62.5 m | 60 m |
| Front overlap | 80% | 85% | – | 85% | 85% |
| Side overlap | 80% | 70% | – | 70% | 70% |
| Flight speed | 4 m/s | 3.1 m/s | – | 2.1 m/s | 2.1 m/s |
| Area surveyed | 2.8 ha (flat) | 2.8 ha | – | 1.6 ha | 1.9 ha |
| Flight time (h:mm) | 1:47 | 0:06 | – | 0:05 | 0:07 |
| Number of images | 1618 | 143 | 19060 | 68 | 112 |
| **Model Creation** |    |    |    |    |    |
| Photogrammetry software | Agisoft Metashape | OpenDroneMap (ODM) | – | ODM | ODM |
| Software settings | High quality, Moderate depth filtering | Default | – | Default | Default |
| Models constructed | Point cloud | Orthophoto | – | DEM | DEM |
| Model resolution | 0.7 cm/px | 1.13 cm/px | – | 5 cm/px | 5 cm/px |
| Georeferencing method | EXIF data from the images | EXIF data from the images and Poly 1 using GCPs | – | EXIF data from the images and Poly 1 using GCPs | EXIF data from the images and Poly 1 using GCPs |
| GCP count in georeferencing | 0 | 5 | – | 6 | 3 |
| Relevant section | 3.1 | 3.3 | 4.1 | 5.4 | 5.4 |
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