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1 Introduction

As soon as the word co-evolution is dropped, the attention of evolutionary biologists rises. Some pictures illuminating patterns of co-evolution between species such the joint evolution of the beak of the beautiful pollinating hummingbirds and its associated flowers [Kay et al., 2005] or the terrifying arm races between ferocious pathogens and their hosts [Woolhouse et al., 2002]; soon after, many will think about Alice running on the spot with the Red Queen through the looking glass [Van Valen, 1973]. Our fascination about complex evolving entities that are in constant dynamical interactions often lies at the cross-road between Ecology and Evolution, both being arguably parts of the field coined Population Biology [Lewontin, 2004].

There is, however, another common usage of the term co-evolution, popular among molecular evolutionary biologists, where the co-evolving entities are not interacting species of an ecological community, but traits of the same individual, species or genome. This chapter reviews a selection of models and methods related to this second meaning. We use equally the terms co-evolution and correlated evolution to name the joint evolution of two or more traits; trait refers to any character of individuals, ranging from morphological traits (e.g. height) to genetic variant (e.g. an allele at a locus). We are naturally inclined to accept patterns of co-evolution between the height and the body mass of individuals or, at the molecular level, between paired nucleotides of the same RNA molecule. We show in this review how, once abstracted, the models and methods that have been used to characterize the correlated evolution between morphological traits or between nucleotides share several common features. They are designed in the same general framework and only differ by details of their implementation.

To demonstrate correlated evolution between two traits, one has to reject the statistical independence between the two processes that govern the evolution of the two traits. To do so, one can look at the state of the two traits in many individuals, species or genomes and characterize the co-occurrence or co-abundance of the two traits among the cohort. Alternatively, one can compare the evolutionary paths of the two trait states and scan for signs of co-variations. The hope is that the patterns of correlated evolution is caused by biologically relevant interactions between the two traits. However, as for any pattern of correlation, the non-independence can be indirectly caused by correlations to a third hidden variable. For instance, an environmental variable may drive synchronised changes in several traits that are not interacting directly. As always, correlation does not imply causation.
When the evolution of the two traits are actually directly interacting, it is usually the case that their joint mutations have a different impact on fitness than what is expected by the mutation of each one. For example, they can have a synergistic effect when mutating both traits together result in a larger fitness improvement than the sum of each mutation. At the molecular level, interactions between loci, a phenomenon known as epistasis, were the subject of long-standing interests for geneticists [Phillips 2008]. In its simplest form, let’s consider two binary traits. An individual can then have 4 possible trait states: 00, 01, 00, 11. Each of the combination can be associated to a fitness value. The map of all possible combinations of trait states to a fitness value is known as a fitness landscape [Wright 1932]. For the simple case of 2 traits with two states, the fitness landscape can be easily sketched as in Figure 1.

Depending on which fitness landscape both traits are evolving in, one expects different patterns of correlated evolution. Probably the strongest patterns of co-evolution would arise when only the double mutant is not associated to a fitness loss (Figure 1d). It corresponds to cases of compensation where the second mutation will compensate, or even over-compensate, the first one. In such a case, we would only observe individuals with trait combinations 00 or 11, and more rarely the intermediate states. Similarly, we expect to only witness synchronized mutations in the evolutionary paths of the two traits, where one mutation in a trait is immediately followed by a mutation in the other. Fitness landscapes have fascinated evolutionary biologists (among others) for almost a century and are still nowadays an object of vivid interest [Achaz et al. 2014, Visser and Krug 2014, Yi and Dean 2019].

In this chapter, we will first explore models of correlated evolution between continuous and discrete traits (section 1). These models are historically used to characterize how traits are co-varying in the natural world as species evolve through time. We will then continue our journey with models of correlated evolution within genomes (section 2), that have many times been successfully applied to understand co-variations within the same molecule (RNA or proteins), but also at a larger scale to assess co-evolution between different genes or even between regulatory elements and genes. Finally, we will show how standard classical genetics can be rethought in terms of correlated evolution (section 3) between phenotypic trait(s) and molecular trait(s) in the genome.

In this chapter, we review the broad corpus of models and methods that have been developed to study coevolution. We more particularly explain the motivations and basic principles of a few chosen models and their related methodologies. We hope that this review will provide to the readers an original overview
of the field of *correlated evolution* by integrating evolution, genetics, structural biology, statistical physics, modelling and statistics.

## 2 Correlated evolution between traits

### 2.1 Species are not independent

Co-evolution is expected to result in correlations of character states when measured in several species. Comparative analysis, therefore, constitutes a natural method of investigation to exhibit coevolving traits. The simple comparative analysis of observed states, however, could be misleading as biological species are not statistically independent. Quite on the contrary, as all species share ancestry, the quest of correlated evolution requires dedicated methods. Ignoring the phylogeny results in biases when simple counting methods are applied to species traits. We illustrate this phenomenon, sometimes termed “phylogenetic inertia” [Harvey and Pagel 1991], with a correlation test.

We must first acknowledge the history partially shared by species, that is classically represented by a phylogenetic tree. We will, therefore, account for the phylogenetic relationships between the species by modelling the evolution of traits along the tree. The most simple model of continuous trait evolution was introduced by [Felsenstein 1973]. Under this model, a trait $Y$ mutation is only described by its intrinsic variance $\sigma_Y^2$. The evolution of the trait is modelled as a Brownian motion: the distribution $D_Y(t)$ of the evolved trait after a certain time $t$ is a normal distribution with mean $y_0$ (trait at time 0) and a variance equal to $\sigma_Y^2 \times t$. To simulate the evolution of a trait along a tree, we can apply this procedure recursively on each branch of the tree, propagating the trait values down the tree. We note $y_i$ the (ancestral) traits at node $i$ in the tree; $y_0$ is the ancestral trait state at the root (node 0) of the tree. We further note the branch lengths $\{t_i\}_{1 \leq i \leq n}$ between a node $i$ and its parent $p$ in a rooted tree with $n$ branches. Starting from the root of the tree, a value for each descendant node $i$ is then drawn randomly from the distribution

\[
D_Y(t_i) = \mathcal{N}(y_p, \sigma_Y^2 \times t_i),
\]

where $y_p$ is the value of the trait at the parent node. Figure 2 shows an example of three traits simulated with Brownian motions with distinct intrinsic variances.

Traits can be then measured at the leaves of the tree, representing a sample of species with partially shared histories. Once the traits are measured in the different species, one can compute simple correlations between the trait values.
Here we have chosen the Kendall’s $\tau$ test because it is a non-parametric rank correlation test between two numerical variables, without any assumption regarding the distribution of the data. Like most correlation tests, it considers each pair of trait values (i.e. a species) as an independent sampling. Under the null hypothesis of independence, if one draw randomly one set of pairs of values that have two independent distributions and compute their correlation, one has 5% chances to obtain a P value below 0.05. More generally, if one computes the distribution of P values over many such samples, we obtain a uniform distribution over $[0, 1]$.

When simulating two independent traits along the same phylogeny and assessing their correlation, we observe that the distribution of P values is skewed toward small values (Figure 4). This means that the two traits appear intrinsically correlated, despite being independently simulated along the phylogeny.

This implies that the correlation between two traits in a sample of species is the sum of an intrinsic correlation and a phylogenetic correlation. As a consequence, there is a need for methods that specifically test for the significance of the intrinsic correlation, eliminating for the phylogenetic one. One possibility is to only sample species that are very distant and/or have emerged from a rapid radiation and exhibit a star-like phylogeny. Another is to specifically incorporate the phylogeny in the method.

2.2 The phylogenetically independent contrasts

Using properties of the Brownian motion, [Felsenstein 1985] introduced one of the first comparative method for continuous traits, named the phylogenetic independent contrasts (PIC). The idea behind the contrasts method is a transformation of the input variables, so that the values of each transformed variable become statistically independent. Considering a given phylogenetic tree, it occurs that the evolution of a trait $y$ along two branches leading to a pair of node siblings $i$ and $j$ (e.g. 1 and 2) sharing the same parent node $k$ (e.g. 8) is independent. As a result, the differences $y_1 - y_2$, $y_4 - y_5$, $y_6 - y_7$, $y_8 - y_3$, $y_{10} - y_{11}$ and $y_9 - y_{12}$ are all statistically independent (Figure 3). Following this logic it is possible to transform a vector of $n$ trait values $\{y_i\}_{1 \leq i \leq n}$ into $n - 1$ phylogenetically independent contrasts $\gamma_{ij} = y_i - y_j$.

Assuming a Brownian motion, the expectation and variance of the contrasts are:

\[
E(\gamma_{ij}) = 0
\]

\[
V(\gamma_{ij}) = \sigma_Y^2 \cdot (t_i + t_j).
\]
To compute contrasts at internal nodes, we need to reconstruct ancestral trait states. The ancestral trait value \( y_k \) for any ancestral node \( k \) with two daughter branches \( i \) and \( j \) is obtained by taking the weighted mean of the trait values at the direct descendant nodes:

\[
y_k = \frac{\frac{1}{t_i} y_i - \frac{1}{t_j} y_j}{\frac{1}{t_i} + \frac{1}{t_j}}.
\]

We can therefore compute all contrasts and ancestral traits recursively along the tree, collapsing nodes after computing their associated contrasts. For instance, using the tree depicted on Figure 3, one computes first \( \gamma_8 = y_1 - y_2 \) and \( y_8 = \left( \frac{t_1^{-1} y_1 - t_2^{-2} y_j}{t_1^{-1} + t_2^{-1}} \right) \) and then removes leaves 1 and 2. Branch length \( t_8 \) is then updated in order to accommodate the fact that \( y_8 \) was estimated and not observed, and has an additional estimation variance. This is equivalent to an additional time for \( y_8 \) to have evolved from \( y_9 \), which depends on branch lengths \( t_1 \) and \( t_2 \) [Felsenstein, 1985]:

\[
t'_8 = t_8 + \frac{t_1 \cdot t_2}{t_1 + t_2}.
\]

\( y_8 \) and \( t'_8 \) are then used to compute \( \gamma_9 \) and \( y_9 \), using formula 4.

A simple method to test for the correlation between two continuous traits while accounting for the species phylogeny consists in first transforming each variable into independent contrasts, before testing for a correlation using standard classical tests. Figure 4 shows that this method successfully removes the phylogenetic correlation, at least when the true phylogeny is known and when the underlying trait evolves under a Brownian motion.

### 2.3 Extending the linear model to account for phylogeny

The phylogenetic independent contrasts offer a simple way to compare different species traits. It proves, however, to be limited when testing hypotheses about trait evolution and environment variables, which are typically unknown for the ancestral species. As a consequence, these analyses are conducted within the linear modeling framework, where a given response variable \( y \) with \( n \) values \( \{y_i\}_{1 \leq i \leq n} \) is modeled as a linear combination of \( m \) explanatory variables \( \{x_j\}_{1 \leq j \leq m} \) with corresponding values \( \{x_{ji}\}_{1 \leq j \leq m, 1 \leq i \leq n} \):

\[
y_i = \hat{y}_i + \epsilon_i
\]

\[
\hat{y}_i = a_0 + \sum_{j=1}^{m} a_j x_{ji}.
\]
where $a_0$ is a constant (aka intercept) and the $\{a_j\}_{1 \leq j \leq m}$ are the model coefficients. The $\{x_{ji}\}$ terms may denote observed variables or some of their interactions. For two measured traits, there can be up to three possible variables (the two traits and their pairwise interaction), for three measured traits, there can be up to seven variables (the three observed traits, three possible pairwise interactions, and one triple interaction), etc. In a typical evolutionary comparative analysis, $y$ would be a biological trait of interest (e.g. body mass, age of sexual maturity, sexual dimorphism, etc) and the $x_j$ variables are either other biological variables such as life history traits, and/or environmental factors such as temperature, amount of precipitation, etc.

In the linear modeling framework, the model parameters $\{a_j\}$ are estimated using a maximum likelihood approach. The Gauss-Markov theorem states that, if the error terms $\{\epsilon_i\}_{1 \leq i \leq n}$ are uncorrelated and with identical variance (homoscedasticity), the best unbiased linear estimators are the ordinary least square (OLS) estimators, that is, the values of $\{a_j\}$ for which
\[
\sum_{i=1}^{n} (y_i - \hat{y}_i)^2 = \sum_{i=1}^{n} \epsilon_i^2
\]
is minimal. Noting $Y = (y_i)_{1 \leq i \leq n}$ as the response vector and $X = (x_{i,j})_{1 \leq i \leq n, 1 \leq j \leq m}$ the data matrix, such as
\[
X = \begin{pmatrix}
1 & x_{1,1} & \cdots & x_{1,j} & \cdots & x_{1,m} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1 & x_{n,1} & \cdots & x_{n,j} & \cdots & x_{n,m}
\end{pmatrix}, \quad (8)
\]
and $A = (a_j)_{0 \leq j \leq n}$, the OLS estimator $\hat{A}$ is obtained by the formula
\[
\hat{A}_{OLS} = (X^T X)^{-1} X^T Y, \quad (9)
\]
where $X^T$ is the transposed matrix of $X$. If the error terms are, in addition, normally distributed, then the OLS estimators are also the maximum likelihood estimators.

The generalized linear model (GLM) framework extends the OLS estimates to a full class of models where the error terms follow distributions from the exponential family (Figure 5). The GLM framework also includes heteroscedastic models, where the variance of the error term is not uniform. A strong assumption, however, remains: that the error terms are uncorrelated, which is at odds with the tree-based history of the biological data.

Another extension, the generalised least square (GLS) framework, integrates a correlation structure into the ordinary least square estimators. Basically, it
includes a variance-covariance matrix of individuals in the trait space, noted $V$. $V$ is a square matrix of size $n$, the sample size. The GLS estimates of $A$ are then simply given by the formula

$$
\hat{A}_{\text{GLS}} = (X^TV^{-1}X)^{-1}X^TV^{-1}Y.
$$

(10)

An interesting property of the GLS procedure is that the variance-covariance matrix, $V$, does not need to be fully specified, and free parameters can be estimated jointly with the regression coefficients within the maximum likelihood framework.

Assuming a Brownian motion to model the evolution of continuous traits, the matrix of variances and covariances between species can be obtained directly from the branch lengths of the corresponding phylogenetic tree (Figure 6): the variance for each species is given by the total branch lengths from the root of the tree, while the covariance between two species is equal to the total length between the root and the most recent common ancestor of the two species. Grafen [1989] was the first to propose the use of a GLS procedure as a way to account for phylogeny in the comparative analysis. The method was later extended by Martins [1994] and Martins and Hansen [1997] and re-branded as “Phylogenetic Generalized Least Squares” (PGLS). When a purely bifurcating tree is used with a Brownian motion model, the PGLS boils down to the simpler PIC method [Felsenstein, 2003]. Paradis and Claude [2002] later further extended the framework using generalized estimating equations (GEE, Figure 5). A powerful property of the GLS and GEE frameworks is the possibility to test different models of evolution along a phylogeny, beyond the simple Brownian motion. Blomberg et al. [2003], for instance, extended the original Brownian motion to include heterogeneity in the rate of evolution.

Regardless of the model, there is a need for a phylogeny with estimated branch lengths. It is typically obtained from a different source, for instance molecular sequences. In many cases, the resulting branch lengths, which depict the evolutionary rates of particular genes, have a priori little to do with the evolution of the trait under study. Branch lengths, however, cannot be estimated from the trait data as this would result in too many free parameters. Grafen [1989] proposed a method to compute branch lengths for a given topology with a single parameter $\rho$. While the $\rho$ parameter does not have a particular biological interpretation, it adjusts the amount of treelike evolution: while $\rho = 0$ results in all internal branches to be equal to 0, effectively turning the phylogeny into a star tree with null covariances, $\rho = 1$ reduces all terminal branches to 0 and the data to simply two points. Estimating $\rho$ together will the regression parameters
thus offers a ways to quantify the amount of phylogenetic correlation in the data, and to account for it when testing other effects. Finally, Martins and Hansen [1997] departed from the Brownian motion and considered a models where the covariance between two taxa depends on their phylogenetic distance $t_{ij}$:

$$V_{ij} = \gamma \exp(-\alpha \cdot t_{ij}).$$  \hspace{1cm} (11)

The matrix $V$ corresponding to the tree in figure 6 is:

$$V_{\text{Martins}} = \gamma \exp \left[ -\alpha \begin{pmatrix}
0 & l_{1,2} & l_{1,6,3} & l_{1,6,7,8,4} & l_{1,6,7,8,5} \\
l_{2,1} & 0 & l_{2,6,3} & l_{2,6,7,8,4} & l_{2,6,7,8,5} \\
l_{3,6,1} & l_{3,6,2} & 0 & l_{3,7,8,4} & l_{3,7,8,5} \\
l_{4,8,7,6,1} & l_{4,8,7,6,2} & l_{4,8,7,3} & 0 & l_{4,5} \\
l_{5,8,7,6,1} & l_{5,8,7,6,2} & l_{5,8,7,3} & l_{5,4} & 0
\end{pmatrix} \right]$$  \hspace{1cm} (12)

where $l_{x,y,z,...} = l_x + l_y + l_z + l_{...}$ and $\exp[M]$ denotes the element-wise exponential of a matrix $M$. The coefficients $\alpha$ and $\gamma$ can be interpreted in terms of constraining force and inter-specific variance of a model of stabilizing selection [Martins and Hansen 1997].

### 2.4 Correlation between discrete traits

Although methods for correlated evolution of discrete traits can be studied by the linear model framework, discrete traits coevolution has been the subject of specific developments. Building on the methodology of maximum parsimony, the transitions between trait states can be inferred and mapped on the branches of a phylogeny. In its simplest form, one first reconstructs the ancestral states at all internal nodes, and then counts one transition event on each branch where the states at the ancestral and descendant nodes are different (we will see a more advanced approach in section 3.2). For a single binary trait with two states 0 and 1, there are two possible transitions: $0 \rightarrow 1$, and $1 \rightarrow 0$. For a pair of binary traits, there are four possible pairs of states, 00, 01, 10, and 11 and twelve possible transitions. Ridley [1983] built a contingency table by counting the number of occurrences of each combination of traits at the end of branches where at least one trait had undergone a transition. As mutations on different branches of the tree can be considered independent, one can test independence using standard tests ($\chi^2$ or Fisher’s exact test).

The method of Ridley [1983] tests for covariation of traits, regardless the direction of mutation. It does not distinguish whether mutations in the first trait tend to cause mutations in the second. Such information can be inferred from
branches where only one of the two traits undergoes a transition, noting the state of the other trait. Maddison [1990] introduced a method where one of the two traits is treated as a conditional variable, and assessed whether the transitions at the other trait are distributed randomly according to the conditioned trait along the phylogeny.

Harvey and Pagel [1991] extended the methods of Ridley [1983] and Maddison [1990] using a continuous time Markov model of trait evolution to compute the likelihood of the species distribution of states, given the underlying phylogeny. For binary traits, the generator of the Markov model is

\[
Q = \begin{pmatrix}
-q_{0\to1} & q_{0\to1} \\
q_{1\to0} & -q_{1\to0}
\end{pmatrix},
\]  

(13)

where \( q_{x\to y} \) denotes the rate of transition from state \( x \) to state \( y \). This model is conceptually similar to the one introduced by Felsenstein [1981] for modeling sequence evolution, from which it borrows the so-called pruning algorithm (dynamic programming) to efficiently integrate over all possible ancestral states.

One can then properly compute a likelihood for the mutations in the tree. The likelihood function can be maximised to estimate the transition matrix. Interestingly, Harvey and Pagel [1991] used this likelihood framework to compute the mean number of mutations on each branch of the phylogeny for each trait independently. A correlation coefficient can subsequently be computed to assess the independence between the evolution of the two traits.

This approach was further extended by Pagel [1994], who considered pairs of trait states in the Markov chain: 4 combined states and at most 12 transitions. More specifically, he used the following generator to model the correlated evolution of both traits:

\[
Q_{\text{pair}} = \begin{pmatrix}
-q_{00\to01} - q_{00\to10} & q_{00\to01} & q_{00\to10} & 0 \\
q_{01\to00} & -q_{01\to00} - q_{01\to11} & 0 & 0 \\
q_{10\to00} & 0 & -q_{10\to00} - q_{10\to11} & q_{10\to11} \\
0 & q_{11\to01} & q_{11\to10} & -q_{11\to01} - q_{11\to10}
\end{pmatrix}
\]  

(14)

further assuming that the two traits cannot mutate simultaneously and thus reducing the transition matrix to 8 parameters. When the two traits are independent, the transition matrix can be even further simplify to 4 parameters, two transitions for each trait. Pagel [1994] then suggested to compare the likelihood maximized over the 4 or 8 parameters (resp. \( L_{\text{4p}}^{\text{max}} \) and \( L_{\text{8p}}^{\text{max}} \)). As both models are nested—the 4 parameter model is defined in a sub-space of the general one—, we can test whether the likelihood increase due to the extra parameters
is significant. A model with more parameters always fits better, and the use of likelihood ratio tests is standard to compare nested models: under independence, the quantity $2(\ln \mathcal{L}^{\text{max}}_{kp} - \ln \mathcal{L}^{\text{max}}_{4p})$ converges to a $\chi^2$ distribution with 4 degrees of freedom. The generality of this framework permits to test various hypotheses about the evolutionary process, including the order of mutations along the phylogeny. The relatively large number of parameters involved, however, restricts its application to relatively large data sets.

2.5 Examples of correlated traits

Applications of phylogenetic comparative analysis fall within two categories: (i) inferring the factors that drive the evolution of one or several traits, and (ii) assessing the correlated evolution between several traits. One of the most studied trait is the body mass index, which correlates with many other physiological and environmental variables [Cooper and Purvis, 2010]. It was mostly studied in mammals, for which large data sets are available, as well as a well-studied phylogeny. These studied revealed an important historical component [Gittleman, 1985, Cheverud et al., 1985], but also geographical and environmental factors such as temperature, altitude and species richness [Cooper and Purvis, 2010]. Paradis and Claude [2002] used GEEs to reassess the relationship between species dispersal and population synchrony (defined as the correlation of population size variations between localities [Lande et al., 1999]). It accounts for dispersal, habitat and the interaction of the two factors, together with a long term effect (time series) and the underlying phylogeny of the species. Their model confirms the existence of an habitat-specific effect of dispersal, but shows that the long term effect vanishes when phylogeny is properly accounted for.

Other studies used phylogenetic comparative analysis to assess correlated evolution between distinct traits. An example of such correlated traits is the average vs. sex dimorphism in species body mass. The “Rensch rule” [Rensch, 1950] stipulates that sexual dimorphism increases with the average body mass in species where the male is the largest, while it decreases in species where the female is larger than the male [Fairbairn, 1997]. Abouheif and Fairbairn [1997] used phylogenetic independent contrasts to put this rule at test with 21 animal taxa. They found that, besides one single exception, allometric relationships follow the pattern of Rensch rule. Lenormand and Duthie [2005] looked at another sexual dimorphism, the difference of recombination rate between females and males (heterochiasmy). They fitted a GEE model to a plant data set and assessed the factors driving the evolution of heterochiasmy. There, the trait
under study was the ratio of sex-specific average recombination rate, and the explanatory variables included, in addition to the phylogeny of the species, the presence of sex chromosomes and the selfing rate. This model allowed the authors to test the Haldane-Huxley hypothesis, which stipulates that in species where recombination is suppressed in one sex, this sex is always the heterogametic one. The pattern, however, does not hold for so-called heterochiasmate species, where both sexes recombine but at a distinct rate. Lenormand and Dutheil [2005] showed that the presence of sex chromosomes had no significant effect on the difference of recombination rate between sexes, but that the selfing rate did, as predicted by a model with differential selection during the haploid phase [Lenormand 2003].

2.6 Jointly modeling traits and sequences

An interesting complementary approach tested for correlated evolution between transition rates of molecular evolution and several morphological traits [Lartillot and Poujol 2011]. Rates of molecular evolution, such as dN, the rate of amino-acid changes (non-synonymous) or dS, the rate of synonymous mutation rate, are modeled as continuous traits. Although one can only hardly measure rates, even at the leaf of the tree, the sequences at the leaves of the trees are informative on the mutation processes. The mutational rates are modeled explicitly, as in classical phylogeny, but their rates vary as a Brownian motion, whereas they are held constant in standard phylogeny. The ambition of such models is to find morphological traits, or life history traits, that strongly correlate with molecular rates variation. Lartillot and Poujol [2011] found that body mass and longevity positively correlate with the intensity of selection, proxied by the ratio dN/dS. The same framework was also used to explore the interplay between biased gene conversion, selection and other traits [Lartillot 2013]. Finally, it was also used to explore how the variation of mutation rates and their correlation to traits could bias the inference of the phylogenetic tree itself [Lartillot and Delsuc 2012].

3 Correlated evolution within genomes

Genetic sequences can be viewed as traits with simple, well-defined discrete states (4 states for each site). Unlike morphological traits, the mechanisms of their evolution are well understood, with explicit models of transitions along a phylogeny. As a result, increasingly complex models of sequence evolution
have been developed [Yang 2006]. Correlated evolution of the molecular traits can thus be investigated using statistical methods that are similar to the ones described in section 1 for morphological traits. The current section presents different approaches that have been conducted, classified according to the selection level that they consider, from single nucleotides to complete genomes.

3.1 Within genes, between nucleotides

One can trace back the study of intra-molecular coevolution to the research on RNA molecules. When Holley et al. [1965] sequenced the first transfer RNA (tRNA) molecule, they proposed three possible structures based on the occurrence of stretches of Watson-Crick pairs, forming putative double helices. When a second tRNA sequences was obtained, the only common possible structure was one with a “cloverleaf” shape, which was then proved to be common to all tRNAs [Westhof and Auffinger 2012]. This conservation of tRNA structure opened the way to comparative sequence analysis as a way to extract information regarding evolutionary constraints and, ultimately, biological functionality – as envisioned by Crick [Cobb 2017].

The Watson-Crick base-pairing, that associates A-U and G-C, leads to an important evolutionary prediction: if two positions in a RNA molecule are interacting to form a Watson-Crick pair within a double helix, the paired nucleotides with states A-U, U-A, G-C and C-G have a similar fitness and are thus inter-exchangeable. Conversely, any of the other pairs leads to a structural instability and, therefore, a lower fitness. Consequently, when comparing multiple homologous paired positions in different genes, we expect a high frequency of A-U, U-A, G-C and C-G, and a low frequency, if any, of the other combinations. This results in a two-site fitness landscape where Watson-Crick pairs are “peaks” connected by two mutation events, one at each site, as illustrated in Figure [Dutheil et al. 2010]. A resulting property of this landscape is that the fitness effect of a mutation at one site (and consequently, its probability of fixation) depends on the state at the interacting site. Such epistatic interactions result in a scenario of coevolution by compensation: a deleterious mutation can be compensated by another mutation at an interacting site, and the evolution of the two positions become correlated. This reasoning served as a basis for many molecular coevolution studies. Identifying correlated evolution within a gene tells something about the structural and functional constraints of the encoded molecule.

This principle was first applied to the prediction of RNA structures, given
the clear expectation of coevolution at sites located within double-stranded helices (see [http://www.rna.icmb.utexas.edu/CAR/](http://www.rna.icmb.utexas.edu/CAR/) for a historical perspective). The comparative analysis of RNA sequences starts with a multiple sequence alignment. The most simple approaches initially counted the number of Watson-Crick pair occurrences in all pairs of alignment columns, while subsequently developed approaches used more elaborated statistical methods. One of the earliest but still popular method uses the so-called mutual information (MI) measure, defined as the sum of the Shannon entropy of the two positions, minus the joint entropy of the pair [Chiu and Kolodziejczak, 1991]:

$$MI(x,y) = -\sum_i f(x_i) \log(f(x_i))$$

$$- \sum_j f(y_j) \log(f(y_j))$$

$$+ \sum_i \sum_j f(x_i y_j) \log(f(x_i y_j))$$  (15)

where $x$ and $y$ are two columns in the alignments. $f(x_i)$ and $f(y_j)$ denote the frequencies of each nucleotide $i$ at site $x$ and each nucleotide $j$ at site $y$, respectively. Besides, $f(x_i y_j)$ denotes the frequency of each pair of nucleotides $i$ and $j$ at the two sites. Given that $\sum_i f(x_i) = 1$ and $\sum_j f(y_j) = 1$, we have $\sum_i f(x_i y_j) = f(y_j)$ and $\sum_j f(x_i y_j) = f(x_i)$. Equation (15) can then be factorized and reorganized in:

$$MI(x,y) = \sum_i \sum_j f(x_i y_i) \log \left( \frac{f(x_i y_j)}{f(x_i) \times f(y_j)} \right).$$  (16)

If the two positions $x$ and $y$ are evolving independently, then $f(x_i y_j) = f(x_i) \times f(y_j)$, and $MI(x,y) = 0$. A $MI$ value departing from 0 is therefore a signature of non-independent evolution.

A difficulty arises, however, when trying to evaluate the significance of $MI(x,y)$ as sequences partially shares history (again represented by a phylogeny). Consequently, $MI$ values will generally be positive for most pairs of sites [Dutheil, 2012] and properly assessing the null distribution of $MI$ values requires accounting for the phylogeny. This can be achieved by correcting the $MI(x,y)$ value using information from the full sequence alignment (assuming coevolving pairs are a minority among all possible pairs) or by simulations (see Dutheil, 2012 for a review).

While it is possible to properly account for the evolutionary history of the species when computing the null-distribution of the $MI$ statistics, this statistics is based on the sequence patterns only and is intrinsically agnostic of the
underlying evolutionary paths. Several authors, therefore, designed models of coevolving positions, related to the model introduced by Pagel [1994] (see section 1), restricted to pairs of sites to avoid an excessively large number of parameters. For nucleotides, the model has 16 states and at most 240 transitions (but as for the original model of Pagel, the number of transitions can be reduced by banning double mutations and by imposing constraints on the reversibility of transitions). Tillier and Collins [1995, 1998] were the first to design a nucleotide model, which they applied to ribosomal sequences. A convenient aspect of this framework is that it is straightforward to derive the expected model when both sites evolve independently. This independence model can be used as a null-model and compared to the correlated model, using for example likelihood ratio tests. It requires, however, to fit a model for all pairs of sites, which can be relatively resource demanding. Yeang et al. [2007] used a similar model, which they combined with a hidden Markov chain along the alignment in order to capture spatial dependencies, for instance within secondary structure motifs. Finally, Dib et al. [2014] used a general Pagel model, and employed a Bayesian inference procedure in order to jointly estimate model parameters, but also the coevolutionary “profile” of coevolving states among possible state pairs, as well as the underlying phylogeny [Meyer et al., 2019]. Such approaches, combining sophisticated statistical inference and efficient computational implementations are very powerful tools to study coevolutionary processes within sequences.

3.2 Within proteins, between amino-acids

Characterizing correlated evolution within proteins is intrinsically more challenging, because of the larger number of states. While the 20 amino-acid lead to a putative 400 possible pairs of states for two coevolving positions, all these combinations may not differ in their fitness. Because the 20 amino-acids have redundant biochemical properties, some may be interchangeable at some positions in the protein without any notable fitness effect.

The year 1994 was particularly important for the study of protein coevolution. Shindyalov et al. [1994] introduced a new probabilistic method that “mapped” substitutions on the branches of a phylogenetic tree in order to assess how likely two positions are to undergo substitutions on the same branches of the tree, if they were evolving independently. Shindyalov et al. [1994], Göbel et al. [1994] then asked how the three-dimensional structure of proteins impacts the occurrence of coevolution; in particular, whether residues in contact in the tertiary structure tend to have a correlated evolution. Neher [1994] developed
a different statistical framework to address the same question. While his approach does not account for the underlying phylogeny, it proposes an attempt to account for the biochemical properties of proteins. By weighting each amino-acid by a given biochemical index, he assessed how correlated are biochemical properties between sites in a protein.

Pollock et al. [1999] used an approach similar to that employed by Tillier and Collins [1998] to model the correlated evolution of RNA sites, but for proteins. In order to reduce the complexity of the model, which would contain a total of 400 states, they grouped several amino-acids according to their biochemical properties. If two categories are considered (for instance “large” and “small” residues), the model only has four states (large-large, large-small, small-large, small-small) to account for. It is similar to the general model introduced by Pagel [1994], yet the authors lowered the number of parameters (by making the model reversible).

Tuffery and Darlu [2000] introduced an intermediate approach. Building on Shindyalov et al. [1994]’s work, they first used a phylogeny to reconstruct the ancestral sequences at all inner nodes in the tree, and inferred on which branch and site substitutions occurred. They then evaluated which positions in the alignment tended to undergo substitutions on the same branches of the tree, introducing the term co-substitution to denote branches with mutations at both sites. Dutheil et al. [2005] and Dutheil and Galtier [2007] later extended this method to account for the branch lengths of the tree and the uncertainty of the ancestral states, a procedure called substitution mapping. They further introduced the possibility to include biochemical weights, following Neher [1994]. A complementary development considers not only co-substitutions, but also sequentially ordered events (see Figure 7d), where substitutions at one site (the leading events) trigger substitutions at another site (the lagging events) [Kryazhimskiy et al. 2011, Behdenna et al. 2016]. Once mutation events are placed on the tree, it is possible to compute analytically the probabilities under independence of any type of pairs (co-substitutions, ordered pairs, exclusive pairs, etc.) [Behdenna et al. 2016]. Such semi-parametric approaches are more efficient than full-model based approaches as they do not explicitly model site dependence. Yet the underlying models account for many aspects of the evolutionary process, and can be applied to both nucleic acids and proteins [Dutheil et al. 2005].

Parallel to the development of phylogenetically grounded methods, methods solely based on the alignment have recently shown spectacular development. A popular and successful approach is to fit a generalized Ising model (Potts model)
into the alignment of $L$ amino-acid sequences, disregarding the phylogeny. Ising models consist of discrete variables that represent atomic "spins" that can be in one of two states (+1 or -1). The spins are arranged in a graph, usually a lattice, allowing each spin to interact with its neighbors (pairwise interactions). Generally, neighbors spins are only compatible when of the same sign. One can then compute the probability of the whole graph to be in a configuration using marginal probabilities of each spin and pairwise interactions between them. The Potts model allows for more than two states (not only +1/-1). These models, developed in statistical physics, take into account local abundances and pairwise interactions, but disregard higher order interactions. DCA (Direct Coupling Analysis) [Weigt et al., 2009; Morcos et al., 2011] is a successful implementation of a method based on this model.

The Potts model assumes that each sequence of the alignment has a probability of being sampled that is given by a Boltzmann-like distribution. The higher the probability, the more abundant is the sequence in nature. Low probability sequences correspond to deleterious combinations of the amino-acids that one should not encounter in nature. A sequence $a_1a_2\cdots a_n$ has a probability $P(a_1a_2\cdots a_L) = \frac{1}{Z} \exp(-\mathcal{H}_{a_1a_2\cdots a_L})$ of being observed. $Z$ is a normalisation constant, equal to the integral of $\exp(-\mathcal{H})$ over the whole sequence space. The “Hamiltonian” function $\mathcal{H}$ has both a local abundance component $h$ and a pairwise epistatic component $e$. More precisely, it is computed as:

$$\mathcal{H}_{a_1a_2\cdots a_L} = \sum_{i=1}^L h_i(a_i) + \sum_{i=1}^L \sum_{j=i+1}^L e_{ij}(a_i,a_j)$$

The sums are taken over all positions of the alignment. In this formulation, the function $h$ takes $21 \times L$ input variables (gap is a 21st symbol) and returns a quantity related to the marginal probability of observing one of the 21 symbols at position $i$. The $e$ function takes $(21 \times L)^2$ input variables and returns a quantity related to the symmetrical interaction between amino-acids (and gaps) for each pair of positions $i, j$, with $e_{ij}(a,b) = e_{ji}(b,a)$ and $e_{ii}(a,b) = 0$.

One reason proposed to justify the Potts model for protein sequences is that the correlation observed between two columns in an alignment is not a good indicator of a direct functional or structural interactions. In the case of structure for instance, a correlation can be the result of a contact between two residues (a true signal of correlated evolution), but can also reflect indirect interactions: e.g. $a_i$ and $a_j$ are distant in the structure, but close to a third residue $a_k$, then resulting in indirect interactions. In the Potts model, the probability distribution only considers direct coupling effects. The hope is that
those couplings reflect biologically relevant interactions. In this regard, only the $e$ function is important.

In the end, the difficulty comes when the functions $h$ and $e$ must be inferred from the data, a challenge named the inverse Potts problem. Several techniques were proposed, from simple moment estimations to maximisation of the $H$ function in its gigantic parameter space \cite{Weigt2009, Morcos2011, Baldassi2014, Ekeberg2013}. The method performs especially well, when a very large number of “pseudo-independent” sequences are provided in the alignment. Indeed, it is noteworthy to mention that, to correct for the phylogenetic inertia, closely related sequences (by default with > 70% of identity) are grouped into clusters and each member of the cluster has a weight inversely proportional to the cluster size. This also correct for bias sampling of the protein families in the database, as some clades are typically over-represented (e.g. vertebrates). DCA was originally developed to predict structural contacts between amino-acids \cite{Weigt2009}, but as also used to find contacts in RNA \cite{DeLeonardis2015} or predict the effect of mutations on a query sequence \cite{Figliuzzi2016}.

While most methods typically exploit either evolutionary paths in phylogenies or counts in the alignment, others searched a compromise between the two, with the explicit goal to maximise the input information while keeping the computation time low. In CAPS \cite{Fares2006}, the authors designed a score for two sites that uses all pairwise comparisons of the sequences; it thus takes into account the pairwise distances matrix between the sequences but does not reconstruct a tree. In the BIS method \cite{Dib2012}, \cite{Champeimont2016}, subsequent residues that show strong patterns of co-abundance are first merged into blocks. All pairs of blocks are then tested for co-evolution by computing a metric of co-abundance in the alignment (an MI-like score). The metric is finally recursively re-weighted by the co-abundances in all subtrees, starting with the root node (the root node encompasses all sequences). Consequently, the topology of the tree (not the branch lengths) is incorporated in the metric. Finally more recently, persistence time in the phylogeny of co-conservations (not co-variations) for a pair of sites has been suggested to be a good sign of co-evolving positions \cite{Laine2019}.

Residues showing strong patterns of correlated evolution are typically in contact in the 3D structure of the folded protein \cite{Pollock1999}. It is noteworthy to mention that coevolving residues detected by methods geared to direct coupling such as DCA-like are typically closer in space than methods solely based on correlation of abundances in the alignment, such as MI-like
Conversely, it has been proposed to use the graph of co-evolving residues to guide the folding of peptides, a major challenge of structural biology. Recently developed folding methods, such as in the EVfold suite, use the predictions of DCA to greatly improve the folding accuracy [Marks et al., 2011, Hopf et al., 2012].

The continuous development of innovative methods to study patterns of co-variation in biological sequences has led to a better understanding of the relation between coevolution of sites and their functional linkage. Yet, several theoretical aspects of sequence coevolution remains poorly understood. What are the mechanisms by which co-substitutions occur? What is the role of compensatory mutations in sequence coevolution? What is the connection between coevolution and the rate of evolution at single sites? Answering these questions requires input from related fields of study, such as empirical fitness assessment [Visser and Krug, 2014], experimental evolution [Long et al., 2015], as well as modeling [Talavera et al., 2015].

3.3 Within genomes, between genes

Cellular functions are the results of multiple protein interactions. Many proteins interact with more than one partner, resulting in a network of protein interactions. As proteins involved in the same network are likely to share some selective constraints, they are expected to coevolve, similarly to sites within individual proteins. Inferring the interaction partners of a protein is of great interest to elucidate the functional role of a candidate gene. Therefore, several studies aimed at inferring correlated evolution to predict protein-protein interactions [de Juan et al., 2013].

A pioneering method, known as mirror-tree detects genes with similar phylogenetic trees [Goh et al., 2000, Pazos and Valencia, 2001]. In its early implementation, the method simply looks at the correlation between distance matrices computed from two protein sequence alignments: because of common evolutionary constraints of interacting proteins, their rate of evolution will be correlated as they adapt simultaneously to the changing environment and, therefore, accumulate substitutions in the same branches of the tree. These assumptions are “co-departures from a clockwise evolution” [Galtier and Dutheil, 2007]. Yet, neutrally evolving proteins, which evolve under a molecular clock, will show a strong correlation of their genetic distances as they share a common history of speciation events. Accounting for this common phylogenetic context has been the focus of later developments [de Juan et al., 2013].
With the advent of genome sequencing, exhaustive information regarding the proteome content of species became available. This allowed the reconstruction of phylogenetic profiles (= phyletic patterns), defined as the patterns of presence/absence of homologous genes in a set of species. Barker and Pagel [2005] applied the method of Pagel [1994] (see Section 2.4) to phyletic patterns from more than 10,000 protein pairs in order to detect linked genes. Using a set of known interacting proteins from *Saccharomyces cerevisiae*, they found that functionally interacting pairs indeed show a signal of coevolution, and that using phylogeny-aware coevolution detection methods significantly improves the prediction of functional interactions. The “discrete coevolution” model, however, requires several transition parameters to be estimated for each tested pair of proteins. Barker et al. [2007] later showed that fixing some of these parameters further improves the predictions.

An alternative approach originates from the studies of the rates of genes gains and losses. These studies summarize the patterns of presence-absence of many gene families into a large matrix of 0 and 1, with species as rows and genes as columns, similar to a sequence alignment. Using the model introduced by Harvey and Pagel [1991] for single binary characters, it is possible to infer rates of gains and losses by maximum likelihood. In this approach, the number of parameters to estimate is considerably reduced, as they are shared by all genes, which resolves some of the estimation issues when fitting the same model on each gene independently. Yet, it also makes unrealistic assumptions, as some gene families are known to undergo higher rates of gene gains and losses than others. To accommodate this issue, Cohen et al. [2008] proposed a mixture model allowing for these rate parameters to follow an *a priori* distribution and, therefore, to vary between genes while introducing only a few additional parameters. Applying the substitution mapping approach introduced for mapping nucleotide and amino-acid substitutions Dutheil et al. [2005] to the presence-absence model, Cohen et al. [2012] inferred events of co-gain and co-losses along the phylogeny to infer co-evolving genes. Using simulations, they show that this approach largely outperforms simpler methods based on the correlation of patterns only. The authors also showed that it gave slightly better performances than the Barker and Pagel [2005] model, with less than 1% of the computational time, owing to the lower number of parameters to estimate Cohen et al. [2013].

Finally, it is worth mentioning that the physical interaction between proteins involves biochemical mechanisms acting at the amino-acid level. As a matter of fact, DCA was first developed to predict contact residues between two peptides Weigt et al. [2009] and then improved to detect contact residues between
two proteins [Szurmant and Weigt, 2018]. Conversely, DCA outcomes can be used to predict how two domains interact [Hopf et al., 2012]. However, finding co-evolving sites between pairs of proteins greatly increase the computational load, $n_1 \times n_2$ comparisons have to be assessed between two genes encoding $n_1$ and $n_2$ amino-acids, respectively. Therefore, few methods were subsequently developed to apply a DCA-like strategy at the scale of complete genomes, such as superDCA [Puranen et al., 2018]. Obviously, MI based methods can also be used to search for interacting partners of proteins [Bitbol, 2018], overcoming the computational cost of the inverse Potts problem. Recently, an efficient implementation of MI was used to scan interactions between all pairs of nucleotides in alignments of complete bacterial genomes [Pensar et al., 2019].

Finally, it worth mentioning that the phylogenic approach was also applied to this problem. Yeang and Haussler [2007] tackled this challenge by introducing a model of coevolution with only one additional parameter compared to the independent model. This parameter penalises simple substitutions while favoring co-substitutions. Combining data filtering and using a computer grid, the authors could evaluate 0.1 trillion pairs of potentially interacting sites, and found that most coevolving pairs are also functionally interacting. A general issue with the detection of inter-genic correlated evolution is the assumption of a unique phylogeny shared by the two interacting genes. While phenomena like horizontal gene transfers are implicitly incorporated in models of gene gains and losses, gene duplication events are usually not, and at best, duplicated genes are discarded from further analyses. This problem remains largely unaddressed (but see Yeang [2008]), and calls for a unification of methods to detect correlated evolution with methods of tree reconciliation.

4 Genetics is also correlated evolution

In this final section, we suggest that the whole history of gene mapping, since its very beginning, can be included in the large view of correlated evolution. Genetics can be considered as a specific case of correlated evolution where the first trait is discrete –presence/absence of a variant in the genome– and the second is a phenotype of interest. Geneticists search for positive correlations between a phenotypic trait that is observed and a genetic trait that is unknown. In genetics, there is obviously a very strong support that we should interpret these correlations as causalities, where the presence of the allele in the genome ultimately causes the phenotype. Most methodologies of genetic mapping rely on exhibiting the joint occurrence (i.e. a correlation) of one or several alleles
with the phenotype. Our ambition is not to give a full and thorough review of the history and methods in genetics, but instead to suggest that ideas of correlated evolution may well have been growing with the rise of genetics in the early 20th century.

4.1 In individuals

After the rediscovery of Mendel work in 1900 [Moore, 2001], started the rise of gene mapping, with research programs such as the one of TH Morgan group [Morgan, 2018]. The ambition was both to isolate the factors that segregated with phenotypes of drosophilas, and then to infer the linear genetic map of these factors. The phenotypes at stake were mostly natural mutants that were easily identifiable, such as mutants in eye-coloration or wing patterns. The experimental protocol consists mainly in two steps.

First, testing whether a trait would segregate according to Mendel laws (each allele has a 0.5 chance of being transmitted to a progeny) by counting the number of descendants with or without the trait of interest in a controlled mating. It is noteworthy to mention that the existence of dominant and recessive alleles in diploids, described by Mendel [1866], add a modest complication for characterizing the transmissions. One must cross an individual with a dominant trait (A/-) with an individual without (-/-) to observe 50% of the progeny harboring the phenotype. The observation that a trait would be transmitted with known and explicit rules demonstrates that a yet unknown genetic factor perfectly correlates with the presence of the trait. Interestingly the correlation between the allele and the trait is uniquely demonstrated by the observed segregating ratio.

The second part of Morgan’s group work consists in controlled matings between males and females with two phenotypic traits. Using counts of co-occurrence between two traits in the progeny, they inferred the "linkage" between the corresponding genetic loci. A very simple estimation procedure of the linkage between two loci encoding two different dominant traits (say A and B) relies on counting in the progeny how many times a female with both traits in linkage (an AB phenotype, corresponding to an AB/− genotype) mated with a male with no phenotype (genotype −/−) would produce progenies with 0, 1 or the 2 traits. When the original combination is kept, only descendants with 0 or 2 traits are observed. The mere observation of descendants with a single trait demonstrates the existence of new combinations of alleles that were named recombinations. A first estimator of the recombination probability is the observed


dominant alleles do not recombine in drosophilas
fraction of descendants with a single trait. Consequently, recombination rate, computed as such, never exceed 0.5: traits mapped to independent loci have a 0.5 chance of being co-transmitted. The general method relied on observing correlation between traits to infer correlation between loci.

By combining the pairwise measures of recombination rate, the group showed that the loci underlying the traits were arranged linearly in what they called linkage groups. The order and the distances between the loci can be computed using pairwise recombination rates by the transformation: $d = -50 \ln(1 - 2r)$, where $r$ is the recombination rate. These distances, named centiMorgan (cM), transform the $[0, 0.5]$ range of recombination rate to proper $[0, \infty]$ distances.

Although controlled matings were further done with almost all living organisms (including bacteria), it was not possible for humans, for obvious ethical reasons. Therefore, to map traits to loci in humans, researchers had to rely on other methods such as pedigree analysis.

4.2 In pedigrees

Pedigree analysis turned out to be a major tool in human genetics until the rise of association mapping in the 21st century. In a pedigree analysis, geneticists follow the segregation of a phenotypic trait, a pathology in medical genetics, over two, three or ideally more generations. The trait is often binary: ill or not. Pedigree analysis is mostly suited to track dominant alleles. An example of a pedigree is presented in Figure 8.

An implicit assumption of a pedigree analysis is that the phenotype is caused by an allele located at a single locus. By following the segregation of the trait, we infer the segregation of the causative allele. Using genotyping technologies, one can then genotype many loci throughout the genome for alleles that display a strong, possibly maximal, positive correlation with the phenotype. Geneticists leverage the correlated segregation between an observable phenotypic trait and a fully determined genotypic alleles to “map” a causative allele in a region of the genome. Until recently, only chosen markers distributed in genome were genotyped; consequently, the alleles co-segregating with the phenotype were not causal, but only genetically linked with an unseen causal variant located nearby. Nowadays, as complete genome sequences are available, the causal allele is among the set of alleles that co-segregate with the trait.

The most popular metrics of co-segregation is the lod score [Morton, 1955], a log of an odd-ratio. This odd ratio divides the likelihood of the observed co-segregation assuming linkage ($r < 0.5$) to the likelihood of the observed co-
segregation assuming independence ($r = 0.5$):

$$S_r = \log_{10} \left( \frac{\mathcal{L}(r < 0.5)}{\mathcal{L}(r = 0.5)} \right)$$

To compute the likelihood, one follows the line of transmission of the allele with the phenotype. For example, in figure 8 if one assumes that allele $A$ is linked to a causal allele located at distance $r$, the probability of observing the genotype of individual II.1, knowing that he has the phenotype, is $(1 - r)\frac{1}{2}$: $A$ did not recombined from the causal variant ($(1 - r)$) and he received the allele $c$ from his mother ($\frac{1}{2}$). The genotype of individual II.2 has probability $\frac{1}{4}$. In individual III.4, there must have been a recombination between the allele $A$ and the causal variant; the probability is then $r\frac{1}{2}$. Overall, we have:

$$\mathcal{L}(r) = (1 - r)^3 \sqrt[10]{r}$$

More generally, the lod-score can be computed as

$$S_r = \log_{10} \left( 2^{NR} \times (1 - r)^R \times r^R \right)$$

where $NR$ is the number of co-segregations of the focal allele with the phenotype (Non-Recombined) and $R$ the number of recombinations. The value of $r$ that maximizes the likelihood (and the lod-score) is the natural estimate $\hat{r}_{ML} = R/(R + NR)$. By scanning the genome for strong associations, geneticists usually identify one region containing several markers with maximal lod-scores, named a haplotype. This region contains the unseen causal variant, which requires further sequencing and functional analyzes to be confirmed. It is usually recommended to reach a lod-score of 3 to claim a strong co-segregation [Nyholt, 2000]: the odd of linkage is 1000 times times the odd of independence.

### 4.3 In the population

In rare cases, multiple haplotypes correlate with the phenotype. However, when the trait is not digenic but polygenic, another corpus of methodology is more suited: the association mapping. Fundamental hypotheses of association mapping stems from quantitative genetics, where traits of interest are no more binary but continuous. The apparent continuity emerges from the combination of many loci of small effects, an assumption known as the *infinitesimal model* [Barton et al., 2017].

In association mapping, instead of a family, one uses the population phenotypic diversity to find independent genetic variants that contribute to the
phenotype. For a binary phenotype, the assumption is that detected variants modulate the probability of having the phenotype, or that the pathology becomes visible only once a certain quantity of an invisible continuous trait is reached.

Association mapping at the scale of the genome is known as Genome Wide Association Study. In GWAS, geneticists measure the independent contribution of all variants segregating in a cohort to the phenotype of interest, assuming additive independent contribution for each locus. In a simple case, for a given locus \( l \) hosting two alleles \( A \) and \( a \), a genotype \( G \) is 0, 1 or 2 copies of the \( A \) allele. The statistical correlation between the number of \( A \) in the genotype and the trait is computed either by a contingency table or by linear regression.

**Contingency table:** for a binary trait \( T \in \{0, 1\} \), we can construct a contingency table, where \( n_{i,j} \) represent the number of individuals with genotype \( G = i \) and phenotype \( T = j \), as illustrated in Table 1.

| \( G \) | \( T = 0 \) | \( T = 1 \) |
|--------|-------------|-------------|
| \( G = 0 \) | \( n_{0,0} \) | \( n_{0,1} \) |
| \( G = 1 \) | \( n_{1,0} \) | \( n_{1,1} \) |
| \( G = 2 \) | \( n_{2,0} \) | \( n_{2,1} \) |

Table 1: Contingency table for a binary trait and a bi-allelic locus.

Assuming co-dominance, the contingency table can be reduced to a 2x2 table by simply counting the number of alleles of type \( A \) and \( a \) associated to both traits: \( n_{A,0}, n_{A,1}, n_{a,0}, n_{a,1} \): it is deduced from the general table with \( n_{A,j} = 2n_{2,j} + n_{1,j} \) and \( n_{a,j} = n_{1,j} + 2n_{0,j} \). When one allele is dominant, the contingency table also shrinks to a 2x2 table by pooling the counts of genotype \( G = 1 \) with the genotype \( G = 2 \) when \( A \) is dominant \( (n_{D,j} = n_{2,j} + n_{1,j}; \ n_{R,j} = n_{0,j}) \). Association is then simply tested by a \( \chi^2 \) homogeneity test with 1 or 2 degrees of freedom depending on the table size. Larger contingency tables can be used to test for association for more than 2 alleles. Although the contingency table could, in theory, be extended to cases of non-binary phenotypes, it is in practice more convenient to re-express the problem in terms of linear regression.

**Linear regression:** additive genetic effect can be estimated by the following linear model:

\[
T_i = a_0 + a_1 G_i + \varepsilon_i
\]

This model can be used estimate both (i) the significance and strength of the correlation of a given allele with the phenotype and (ii) \( a_i \), the amount of ad-
ditive effect of the allele to the trait. Techniques to estimate the $a_i$, such as least squares, are described in section 1. Although the basic version reported here assumes co-dominance, dominance can be explicitly addressed by setting the values of $G_i$ adequately. Linear models handle elegantly cases of continuous traits, but are not well adapted when more than two alleles exist at a given locus.

Both contingency tables and linear models can be used to estimate the association of alleles at a given locus to the trait. In GWAS, one assesses correlations with as many as possible polymorphic loci of the genome. The hope is to find a haplotype that is significantly associated to the trait. As there is a very large number of loci and thus of statistical tests, the power to detect a single association even in large samples is weak. Thus, GWASs need by construction very large sample sizes to potentially detect significant associations. In brief, basic GWAS is based on counting co-occurrences of alleles and traits in individuals, ignoring their shared history.

One inherent challenge of measuring independent contribution of the loci to the phenotype is the presence of epistasis between the loci. A phenotype can be the results of the synergistic interaction of multiple alleles (see Figure 1b). Correlations can hide correlations. Attempts to include epistasis in the detection of association include the use of Mutual Information (MI), generalized to 3-partners [Ignac et al., 2014], 2 genetic partners with symmetrical roles and 1 phenotypic trait that is the value to be predicted. In this model, both loci contribute together to the trait: they have an additive component and an interaction term, that is reminiscent of the DCA assumptions (see section 2).

Although, erroneous associations could arise from multiple issues, one major annoyance is the stratification problem, that is the spurious association caused by population structuration [Lander and Schork 1994, Pritchard et al. 2000, Price et al. 2006]. When a phenotype is mostly restricted to a subpopulation, all variants that characterize this subpopulation can be significantly associated with it. More generally, any correlation that is based on groups with and without a phenotype will suffer from the same bias, if there is some level of stratification. Therefore, like other correlated evolution methods based on counts of individuals, association mapping is biased by phylogenetic inertia, that can create non-relevant associations. Although there are several ways to handle this problem of stratification, one interesting method is to incorporate the genetic kinship between individuals in the model.

More specifically, individuals can be assigned to a genotype space, whose number of dimensions equals the number of genotyped loci. Their proxim-
ity in the genotype space relates to their kinship and their common ancestors [McVean 2009], as individuals with recent ancestors are more similar genetically. A convenient way to summarize the genotype space is to transform the original space using PCA [Novembre and Stephens 2008]. After the transformation, the first components of the new space are the ones explaining most of the variance, hence their name Principal Components, PC. Therefore, genetic proximity between individuals can be summarized (and often visualized) by only considering the first PCs that explain most of the genetic variance. One method [Price et al., 2006] correcting for stratification explicitly incorporates the positions of individuals, in the PCA space, within the linear model:

\[ T_i = a_0 + a_1 G_i + \sum_{j}^{n} a_{j+1}PC_{i,j} + \varepsilon_i \]

where \( PC_{i,j} \) is the value of the \( j^{th} \) PC of individual \( i \). Interestingly, PCA is also used to visually inspect the homogeneity between the individuals and eventually remove outliers from the analysis [Purcell et al., 2007]. It should be mentioned that other multidimensional transformations, such as MDS (multidimensional scaling), are sometimes preferred over PCA.

Although GWAS were first developed for humans [Ozaki et al., 2002], they rapidly were applied to other organisms such as plants [Atwell et al., 2010], cattle [Mai et al., 2010] or even, more recently, bacteria [Chen and Shapiro, 2015]. Interestingly, in bacteria the impact of stratification is even stronger as recombination in bacterial genomes differs strongly from the meiotic recombination in Eukaryotes. In bacteria, recombination is assimilated to gene conversion, as it replaces only locally a piece of the genome, without affecting its backbone. Thus the kinship of bacterial genomes within species can be described by a tree, especially for species with a low level of recombination (the tree paradigm suffers major drawback when recombination is high or when divergence between lineages is large). Therefore, GWAS methods in bacteria were redesigned to correct for the genealogy of genomes, using methods almost identical to substitution mapping reported in section 2. However, there, all sites of the core genome are mapped on the tree together with the trait of interest. And, instead at looking at correlated evolution between all pairs of sites, the correlation is computed between each site and the trait [Collins and Didelot, 2018]. The observation that treeWAS, the recent GWAS version that is tree-aware, uses standard metric of correlated evolution that are precisely the same than the ones used to detect correlated evolution among sites in a genome, highlights again the theoretical and methodological proximity between classical genetics.
and correlated evolution.

5 Conclusion

In this chapter, we have reviewed several models and methods used to characterize correlated evolution. We have divided the chapter in 3 sections, covering coevolution within morphological traits, coevolution within genetic traits and finally coevolution between genetic alleles and phenotypic traits. As we have seen, most methods we have described are highly similar in these three fields of applications. Even more, several methods can be directly applied to any types of traits, provided they are re-coded in the same abstraction. This unity in the methodologies fosters the common underlying framework of all these applications. We hope that this review will help readers to connect fields that could at first sight be considered as unrelated. Models and methods evolve, similar to living organisms. Consequently, they also share common ancestries, explaining their relatedness.

We have described two main schools of modelling correlated evolution that were developed in parallel. The first one simply considers sampled species, individuals or sequences, disregarding their shared history, and compute various metrics of correlation among the traits. A second one explicitly uses the shared history to compute correlation among evolutionary or segregation paths of the traits. We shall emphasize that, without any doubt, both frameworks have been successfully applied to many different questions, demonstrating their respective inner strengths. We would also like to stress that there may be good reasons to use one or the other. Practically, it can be hard to assess with confidence a phylogeny. Indeed, many problems can arise like: a) individuals within species have not a single genealogy for their genome, making difficult to infer the tree sequence, b) inference can be entailed with large errors, especially for very divergent species, c) computation time can be too high in very large samples to infer a tree. Thus, in many cases, simply counting co-occurrences without looking at the phylogeny is an excellent choice. Conversely, when the genealogy can be assessed with confidence, computing correlations between evolutionary paths is powerful, as it follows the evolutionary processes rather solely their final outcomes. Typically on datasets of small size, the phylogenetic methods often perform better.

Interestingly, we have also seen that despite the change of traits one is willing to study (morphological, genetics, etc.), the fundamental principles and models of the methods remained invariant. However, as the data grow in number and
in quality, the fine implementation of the methods has been largely improved.

We have show that the method of correlating traits in biology to deduce some causality using prior knowledge between a predictor trait (e.g. a gene) and a induced one (e.g. a phenotype) is an old practice; this, despite the rampant ambiguity between correlation and causation. It is tempting to remind that formal statistical correlations were popularized under the impulse of biometricians [Galton, 1886; Pearson and Galton, 1895], suggesting that correlated evolution in biology has more ancient roots than the rise of genetics.
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Figure 1: Four examples of fitness landscapes with 2 binary traits, resulting in four possible combinations. The height of a combination represents its fitness. A) When the fitness difference of the double mutant compared to the reference, is simply the sum of each mutation, there is no dependency between the two mutations. The landscape is named additive and the two traits evolve independently. B) When the fitness improvement of the double mutant is more than the additive case, there is a synergistic effect of both mutations. C) The mutation of the second trait is deleterious in the reference (00 → 01) but beneficial once the first trait has mutated (10 → 11). D) Both traits are deleterious when mutated on their own but compensate each other in the double mutant.
Figure 2: Evolution of a continuous trait under a Brownian motion along a phylogeny. A) A 100 species random phylogeny used for simulation. B) Simulations under the phylogeny depicted in A) using a Brownian motion with variance equal to 1, 3 or 9. Three independent replicates are displayed with three distinct colors in each case. Note the emergent co-variation in the traits, that is only due to the shared phylogeny.
Figure 3: Example rooted phylogeny with node labels and branch lengths
Figure 4: P value distribution of Kendall’s correlation test on two continuous traits simulated independently. Left: without phylogeny or a star-like phylogeny (no shared history). Center: with phylogeny. Right: with phylogeny and correction using phylogenetic independent contrasts (PIC). 10,000 simulations were performed in each case, with a 100 pairs of points.

Figure 5: The linear modeling framework and its extensions
Figure 6: Variance-covariance matrix obtained from a rooted phylogeny with branch lengths, assuming a Brownian motion for the trait evolution. $\sigma^2$ is the intrinsic variance of the continuous trait.
Figure 7: Four possible outcomes of the comparison between two columns of an alignment. The grey area brings the focus to two columns of a larger alignment. The phylogenetic tree on the side illustrates the process of substitution mapping on the tree. Ancestral state is given at the root, mutations at the first site are displayed by black disks, while mutations at the second site by empty circles. A) For most pairs of sites, no correlated variation is observed neither in the alignment nor in the tree. B) Although the two pairs evolve independently, the phylogenetic inertia can mimic patterns of correlated variation in the alignment. The pattern would only be statistically significant for MI-like methods when phylogeny is ignored. C) A pattern of co-variation corresponding to co-substitutions in the tree, suggestive of a strong reciprocal interaction between both sites. D) A pattern of correlated evolution with a time lag between the first mutation and the following one, suggestive of an asymmetrical induction of mutations at site 2 on mutations at site 1.
Figure 8: This pedigree reports the transmission of a phenotypic trait segregating through 3 generations, labeled I to III. Males (squares) and females (circles) are colored in black when they show the phenotype. On the left of each individual, we report the observed genotype at a focal locus. Here, the suspicion is that the A allele at the locus co-segregates with the phenotype.