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Abstract

The traditional image recognition technology can transform some expression form of image into the data which can be processed by computer, and recognize the image with decision function. However, in actual applications, incomplete 3D images will be encountered. In order to screen the required image information from a large amount of images, it is necessary to recognize and match the image, and so the research has long-term application value. In this paper, SIFT algorithm was used to extract the feature vectors for incomplete 3D information recognition. Then, the modeling method of circular matching pattern was proposed, and the pattern of mathematical recognition was adopted in the process of image recognition. After that, on the basis of a large number of domestic and foreign research literatures, the process of “image hypothesis” converted to “image recognition” was completed. Finally, the system simulation was carried out by using Microsoft Visual Studio. For the incomplete 3D information image, the image feature recognition system was completed.
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1 Introduction

With the rapid development of computer technology, image recognition technology has made great progress and has also become an important branch of computer technology [1]. From the existing literature basis for analysis and judgment, although the image recognition technology has been able to be fully applied in many fields, more image recognition technology problems should be challenged and resolved [2]. For example, camera can be used to recognize objects, but at the initial stage of recognition, little image information can be obtained. So how to obtain the target information needed by researchers and identification workers from the huge database in the early stage? Only by finding the solution to this problem can the artificial screening and identification be carried out [3]. How to obtain the overall impression of the object from the limited image information? Only by comparing with the object of the previous stage can the appropriate basic features of the image object be found. From the
above discussion, it can be found that the full study of incomplete 3D information is of great importance to the recognition process [4]. Human senses and stimuli are the main sensory pathways to recognize the objective world. In this paper, from the viewpoint of object recognition, the computer was used to complete the recognition. From the perspective of basic concept recognition, the definition of incomplete 3D information can be interpreted as the search process of incomplete information for basic activities, the early search stage of which is information positioning, and the later stage of which is to confirm the source of information.

The feature-based image matching algorithm makes up for the shortcomings based on the gray-scale matching algorithm and has a good effect on the matching between the image pairs with affine transformation and projection transformation. At the same time, because the feature-based matching algorithm does not match the whole image, but extracts a series of representative features in the image, and then matches the features between the two images, the algorithm complexity is greatly reduced. The matching rate is faster. In some applications where real-time requirements are high, feature-based image matching algorithms are often used. Therefore, this algorithm is also a hot topic in recent years. Image recognition technology is a classic problem in digital image processing. In the past decade, a large number of literatures have proposed image recognition methods in different application fields, aiming at improving the accuracy, speed, versatility, and anti-interference of image recognition [5]. In the aspect of image edge and shape feature extraction, the related scholars firstly filter the image, then use the classical feature point detection algorithm to detect the corner points, and finally use some similarity measure of the feature points as the recognition function of the image feature points [6]. It is also a method to describe the shape feature by using the image edge direction histogram. The method is simple in calculation and maintains translation invariance, but has no characteristics such as scale invariance and rotation invariance. In order to identify the deformed image, an adaptive mapping method is proposed [7]. Firstly, two remote sensing images are automatically segmented, and then the similarity of the corresponding sub-blocks on the two divided images is maximized. Finally, according to the spatial position between the corresponding sub-blocks, a method of identifying the original image is proposed. The absolute equilibrium search method proposed by the researcher directly recognizes the correlation between the template image and the image to be recognized [8]. If the difference is less than the set threshold, the recognition is successful, otherwise the recognition fails. The method is simple and easy to implement.

In the daily problems, instead of insufficient information to be dealt with in the previous stage, with the increase of processing time, the information of some images increases progressively, and thus it is necessary to screen the required image information in the background database from the limited amount of information [9]. Then, the number of images filtered in the later stage is large enough, and in comparison with previous images, the basic features of composite images can be found [10]. In the process of research, incomplete information, insufficient feature points, and other problems may be encountered. In addition, the image may be affected by the external environmental information in the process of returning, resulting in relatively large image noise. In the later research, how to quantify the characteristics and use the basic computer technology to coordinate the calculation and accuracy is also a problem that must
be faced in the process of research. It is a widely used method to recognize images by using complex calculation formulas. However, there is a big fluctuation in the gray scale and depth of the massive data, and the complexity of the program is relatively high. Therefore, it is also difficult to screen data from data only [11]. Image distortion is common in the process of image recognition, and it is easy to be affected by moving objects in the process of image acquisition. A variety of non-human factors may leave distortion information on the image, causing confusion to the image recognition. In this paper, the focus of the research is how to obtain the effective feature points of the image from the limited features.

2 Theoretical method

2.1 Progress in research

The application of image recognition information processing is more extensive. In recent years, the basic recognition technology of images has been developed very rapidly. Starting from the point of view of embedded application and application, and combined with internet communication technology, the basic recognition technology of image has made people feel the application advantages and has also changed people’s basic way of life, providing convenience for human life. From simple to complex, at first, the application of recognition technology is the basic recognition method of text, and later develops into image processing technology, and finally will develop into object recognition [12]. The development of digital image information helps the compression and transmission of images, and thus in the process of real image transmission, the image is not easy to distort and maintains good stability. The process of object recognition is excessive to the cognition of computer or artificial intelligence robot to 3D object. In recent years, some basic problems have been exposed gradually, one of which is the poor ability of image conversion and adaptation [13]. Image recognition objects may be affected by the larger environmental noise, so that part of the information of the image is covered, and the amount of feature extracted by the researchers is relatively small. The basic research direction of the text is to deal with incomplete 3D information image processing. Through the optimization and improvement of the algorithm, the running time of the computer can be reduced, and the real reliability and usability of the calculation program can be enhanced [14]. Traditional research models include pattern recognition method, neural network identification method and so on.

2.2 Image preprocessing technology

People can observe the movement and characteristics of objects through the camera. However, the interference of many human factors and environmental factors may lead to the poor quality of the image itself, and thus the acquisition of the image is not clear, which is the basic characteristics of incomplete three-dimensional information. In this paper, the discriminant features of incomplete 3D information were studied, and the image preprocessing was carried out at the same time. Vision and hearing are the common sensory modalities of human beings, and the recognition and application of vision to image information are the most [15]. In the process of image collection and transmission, the change of image quality may occur, which may also be the problem of image equipment, or be the method of image acquisition. In the view of the target
image, it can be determined that it is unpredictable image noise. The noise of general image is divided into many kinds, including electromagnetic interference, sensor interference, filtering noise, and so on [16].

In the preprocessing of image, the basic information of the image is acquired by the sensor. And under the basic influence of imaging equipment and environmental factors, the information will always be affected by imaging sensors, and the original recognition image is not ideal. The difference will make the image error exists in the recognition process. The purpose of image preprocessing is to make the processing image in an important position, and the purpose of image enhancement is to obtain images with better definition and better visual effect, so as to be convenient for computer processing and calculation. In order to eliminate the noise that interferes with the image, the image should be enhanced, and the more common technique is the convolution feature in the frequency domain. The basic transformation expression of image enhancement is [17]

\[
g(x, y) = h(x, y) * f(x, y)
\]  

(1)

In which, VD is a convolution method for processing two images. The image is made up of individual pixels, so that it is the main means of direct connection and processing of image enhancement in space. The methods of general image enhancement are mainly divided into the following methods: global operation method, neighborhood operation method, and point operation method. In addition, the methods and techniques of image enhancement include the modification of histogram, the method of gray level conversion and the basic technology of color processing [18]. Histogram can be used to deal with the original image to obtain histogram. Then, the uniform histogram is obtained by function transformation. Finally, the basic image clearer than the original image is obtained after modification and homogenization. At this point, the histogram should be specified and be matched, thus to form a histogram equalization map of a predetermined shape, and highlight the gray quality of the image [19].

For noisy images, as well as the gray difference between the noise gray level and the period, it is necessary to smooth the image. The most commonly used method is the smoothing method of mean filtering, as shown in Fig. 1.

Assuming that the image expression with noise is \(f(x, y)\), the smooth transition of the image is processed uniformly, and the expression is calculated as follows [20]:

\[
q = \frac{(P_0 + P_1 + P_2 + P_3 + P_4 + P_5 + P_6 + P_7 + P_8)}{9}
\]  

![Smoothing method of mean filter](image)
\[ g(x, y) = \frac{1}{M} \sum_{(x,y) \in S} f(x, y) = \frac{1}{M} \sum_{(x,y) \in S} f'(x, y) + \frac{1}{M} \sum_{(x,y) \in S} n(x, y) \] (2)

In which, \( f(x, y) \) represents the image without noise, \( n(x, y) \) represents the image with noise, \( S \) represents the set of all the median points \((x, y)\) in the field, and \( M \) represents the set of total points in the set \( S \). Examples of smoothing filtering processing are shown in Fig. 2.

Assuming that the mean value of noise is 0, the property is superposition noise and has little correlation with the signal transmission, and then the variance of the image after smoothing is [21]

\[ D \left( \frac{1}{M} \sum_{(i,j) \in S} n(i, j) \right) = \frac{1}{M} \sum_{(i,j) \in S} D\{n(i, j)\} = \frac{1}{M} \sigma^2 \] (3)

2.3 Image interpolation and geometric change model

In the field of visual information research, since computers cannot have the ability to recognize intelligently like the human eye, when using a computer to identify two or more images obtained in different shooting environments of the same scene, a certain algorithm is needed. To achieve this, this method is image matching. The definition of image matching refers to establishing a relationship between geometric space and gray intensity between the reference image and the image to be matched. Solving spatial geometric transformation between images is an important step in image matching.

In image matching, there are two main ways to solve spatial geometric transformation models: global spatial geometric transformation model and local spatial geometric transformation model. The global spatial geometric transformation model refers to the
same transformation model for the whole image when solving the transformation model between two images, that is, using a transformation function between two images. The global spatial geometric transformation model is currently a method often used in image matching. The local spatial geometric transformation model refers to the decomposition of an image into several small blocks when solving the transformation model between two images. The transformation model used by each small block is different, that is, one is used between each small block. The transformation function is used to represent, then the entire transformation model is implemented by multiple transformation functions. Since the local spatial geometric transformation model is more complicated, the range currently used is relatively small.

By using the interpolation method of image difference, the results are fuller, the resolution of the image itself is stronger, and the maximum data characteristic information obtained by the computer is more accurate. Therefore, the interpolation method is often used. Image interpolation refers to obtaining unknown data point from a known data point by calculation. The commonly used interpolation methods are near interpolation, double line interpolation, and three line interpolation. The near interpolation method is the least complicated method in the three methods, the main process of which is to calculate the gray value of two pixels, and the expression of which is [22]:

\[
f(x, y) = g(x, y) \\
y = [y + 0.5] \\
x = [x + 0.5]
\]

Double line interpolation method is a linear interpolation operation of a pixel in two directions of x and y. In the nearest 2”2 neighborhood of the output, the weighted average method of gray value pixels is used, as shown in Fig. 3. The calculation formula of double line interpolation is [23]
\[ f(x, y) = x[f(1, 0)-f(0, 0)] + [f(0, 1)-f(0, 0)]y + [f(1, 1) + f(0, 0)-f(0, 1)-f(1, 0)]xy + f(0, 0) \]  
\[ \text{(7)} \]

In order to obtain the transformation relationship between the coordinate point of coordinate system and the coordinate point of another coordinate system, rigid transformation, radiation transformation, and projection transformation are often used. The operation of the rigid transformation method is that a certain image is rigidly operated, and the relative position of the points of the two pixels is unchanged. The rigid transformation method satisfying the requirement can be used to obtain the midpoint transformation coordinates of the three-dimensional space by rotation or translation, and the calculated expression is [24]

\[
\begin{bmatrix}
    x \\
    y
\end{bmatrix}
= \begin{bmatrix}
    \cos\theta \pm \sin\theta \\
    \sin\theta, m\cos\theta
\end{bmatrix}
\begin{bmatrix}
    x \\
    y
\end{bmatrix}
+ \begin{bmatrix}
    t_x \\
    t_y
\end{bmatrix}
\]

\[ \text{(8)} \]

In which, \( \theta \) is the basic angle of rotation, and \( \begin{bmatrix}
    t_x \\
    t_y
\end{bmatrix} \) is the translation basic vector value of the rigid transformation of the object.

After the image is transformed, the original parallel relation can still be maintained. The transformation relation of the image is called affine transformation method. And the simplified expression of two-point matrix is as follows:

\[
\begin{bmatrix}
    x \\
    y
\end{bmatrix}
= \begin{bmatrix}
    m_0 & m_1 \\
    m_3 & m_4
\end{bmatrix}
\begin{bmatrix}
    x \\
    y
\end{bmatrix}
+ \begin{bmatrix}
    m_2 \\
    m_5
\end{bmatrix}
\]

\[ \text{(9)} \]

The transformation of left and right matrices is the projection transformation method of images, and the relationship between the two projection points is

\[
q = H_p P \begin{pmatrix}
    A \ 
    v^T \ u
\end{pmatrix} P
\]

\[ \text{(10)} \]

In which, \( A \) represents a matrix of \( 2 \times 2 \), \( 2 \times 2 \) is the vector of \( 2 \times 1 \), and vector \( V = [v_1, v_2]^T \) represents the 9 basic elements of the \( H_p \) matrix.

The expression of the matrix of similarity transformation is

\[
q = H_s P = \begin{pmatrix}
    sR, t \\
    0, 1
\end{pmatrix} P
\]

\[ \text{(11)} \]

In which, \( s \) parameter is the coordination coefficient of each calculation, and \( R \) is the transformation form of orthogonal matrix of \( 2 \times 2 \).

3 **Research on quantitative simulation of incomplete 3D image features based on SIFT**

After detailed discussion, the recognition method of incomplete 3D information is obtained, and the basic features of the image can be successfully recognized. To use computer processing technology for fast matching between different images, the image is required to be transformed into the basic form that the computer can handle. Using the transformation form of image, the computer can process the data of corresponding image feature points. Therefore, it is necessary to manually perform the basic quantitative processing of different scales and to perform the image difference matching.
For objects far away from human vision, human can only form basic contour information when they use eyes to observe. However, according to the basic features of the human visual nerve system, the details can be expressed for nearby objects. Through the expression and processing of the computer, the spatial relationship between the object and the scale of the image can be realized, and the important application significance of the spatial processing image can also be confirmed. In the 1960s, there was a preliminary framework for the application of scale space. In the early stage, scholars put forward the basic concept and planning thought of knowledge scale space. In the middle stage, after the digital image processing technology appears, the differential equation calculation method was used to advance the image processing method. In order to capture the edge of the image, Mar used the Gauss function in mathematics to filter the image. Lindeberg summed up the discrete spatial signals and proved that the Gauss convolution processing method can be converted into linear functions. After the method of filtering was put forward, combining the basic concept of image scale space, the image size and heat conduction equation were greatly connected. After the theory of constant in scale space is confirmed, the computer vision applications will be expanded.

If the original image is $I_0(X)$, when the image is transformed by scale parameter, another image in that form can be obtained, then a certain scale space operator can be obtained, and the operator set is defined as the scale space. Then, it can be evolved into a Gauss scale space, and it can reach a function after space transformation. After studying by scholars, it is found that Gauss function is a kind of linear function which can be changed, and its expression is as follows:

$$L(X, \sigma) = G(X, \sigma) \otimes I(X)$$ (12)

In which, $X = (x_1, x_2, ..., x_D)$, $\Omega$ is the control region space of the image, and $\otimes$ represents the convolution basic operation of the Gauss function. $G(X, \sigma)$ represents Gauss function that scales can change.

The basic expression of the heat diffusion equation is

$$\partial_\sigma L = \frac{1}{2} \nabla^2 L$$ (13)

$$L(0, X) = L_0(X)$$ (14)

Since the Gauss function and the diffusion equation have the same linear function characteristics, the solution of Gauss function has the same scale space as the solution of the diffusion equation.

The processing technology of stable variables has gradually matured. The calculation method of the stable variable can be used in the image processing. At the same time, an image feature matching algorithm is proposed and defined as SIFT computing method. This method not only can collect stable image feature points, but also can make noise transformation of different images, so that the impact of the environment is reduced to the minimum. Figure 4 is the flow chart of the algorithm of SIFT.

The algorithm steps of SIFT strictly follow the flowchart of Fig. 4. Firstly, scale space is needed. The image to be processed is transformed into scale space, and the Gauss ambiguity is processed by using Gauss function. For fuzzy processing, the basic analysis of the sample should be carried out, and the Gauss function of pyramid is established;
in addition, in order to obtain the basic characteristics of image, it is necessary to perform differential calculation for obtaining Gauss function of pyramid, so as to form Gauss’s differential pyramid model. Then, the location and detection mechanism of image feature points should be carried out. If the scale changes, the monitoring point and extreme value will show the change of the nature, which is also the basic attribute of the point feature, and can determine the relative position and obtain the scale size of point in space. Images can also be affected by the environment. However, in order to ensure that the image is not affected by rotation, the algorithm defines the characteristics of independent key points. Through the above basic steps, the basic model of the critical point vector can be obtained.

Before the SIFT calculation, the scale space of the image should be described basically, so as to detect the role of the change of image scale to the location of the stable point. The expression of scale space function is

$$L(x, y, \sigma) = G(x, y, \sigma) * I(x, y)$$  \hspace{1cm} (15)

In which, $\sigma$ represents the scale factor in feature space vector space, and image smoothing degree is the main physical meaning. If the scale factor increases gradually, so the image will become increasingly blurred, as shown in Fig. 5, in which, $*$ is the convolution rule of Gauss function.

The pyramid type structure of the image is defined as follows: the original basic image is the first layer of pyramid. In order to obtain more feature points in pyramid, the interpolation method is usually used to sample the magnified image. Then, the new image is used as the first layer of pyramid structure. The expression of the calculation is

$$n = \log_2 \left\{ \min(M, N) \right\} - t$$  \hspace{1cm} (16)
According to the research theory of David, after the image is transformed by Gauss, the spatial function of substitution scale is obtained. After the Gauss difference, the spatial function will be normalized, and the result is an expression which is very close to the Gauss function, as shown in Fig. 6. By using the approximate substitution method of difference method, the expression is obtained:

\[
G(x, y, k\delta) - G(x, y, \delta) \approx (k-1)\sigma^2 \nabla^2 G
\]

In Gauss pyramid expression, it is an invariant function value, which is not the position that the value must be examined. If it is 1, then the calculated error is about 0. Through the traditional experiment, the fluctuation of the limit value of the image can be known.

In the scale space, excluding the first and second layers of pyramid, it is necessary to establish a sampling method of layer structure to compare with the majority of pixels used in the surrounding space, thus a cubic comparison process can be obtained. A comparison is made between the different layers, as shown in Fig. 7. The monitoring points are compared, and whether the results of each pixel are the highest value of adjacent points is detected. If the highest point is detected, it is defined as a candidate point. The detection process seems complex and changeable, but the sampling structure of each layer does not pass the first detection, and thus the time consumption of detection is relatively low.

In order to give a vector parameter to the key point of detection, the gradient histogram method is used to assign the direction value to the key points, that is to say, the histogram is weighted. Taking the radius 1.5\(\sigma\) as the prototype window of Gauss function, the gradient values of each feature point are calculated respectively. By taking advantage of the gradient of the neighboring pixels and the histogram features of pixels, the image does not have much impact even if it is converted, and the expression of the calculation is

\[
\theta(x, y) = \arctan \left( \frac{L(x + 1, y) - L(x-1, y)}{L(x, y + 1) - L(x, y-1)} \right)
\]

Fig. 6 The pyramid model of Gauss function
Sampling analysis is performed within the radius of CS, and the neighborhood gradient of the histogram is statistically analyzed. The circumference of 360° is divided into 36 modules, with each module as 10°. Then, in the calculated histogram, the key points with arrow pointing in the graph are taken as the main direction values, and also as the basic direction of the key points of the feature. In theory, such a description method is more complex, but in order to obtain accurate description methods, such a preservation method is also feasible, as shown in Fig. 8.

When the image is illuminated by a certain light, the angle of the camera will change with the change of the shooting environment. Therefore, the description of feature key points must be set up, which not only ensures the independent feature, but also avoids the influence of external factors, so as to improve the probability of image matching success. In Fig. 9, the red dot is the key point where the feature is located, the grid is the basic pixel of the image, the blue area is the coordinate circle of the key point, and the Gauss function is calculated in the blue range. The square lattice can be computed as a micro unit, and the histogram is solved in different directions of the micro unit.

4 Simulation results and analysis
4.1 Feature point image recognition simulation
In this paper, the importance of image matching was described according to the recognition of reference image and the expression of eigenvector, and the metric of this study was to match images into images with very close feature points. The nearest
approach can realize the matching of feature points of images, in which the Euclidean distance can be minimized, thus which is the best performance calculation and matching method at present. In order to better confirm the basic criterion of matching measure, the specific process of matching is needed. Since there are a large number of feature basic points in a picture, when comparing the two images, firstly, the similar feature points are obtained after the whole search, and then the feature points are searched by using the data feature structure. The way to search is taking target image as the starting point, and with the similarity of the identified image as a reference, the feature points in the image are searched, then gradually expanding into similar feature points.

The main matching method of the image is to obtain and calculate the Euclidean distance of each feature point of the reference image, and then calculate and identify all the Euclidean distance in the image to be detected. Finally, according to the result of Euclidean distance, the minimum and maximum values of Euclidean distance in two images are obtained. The minimum ($D_{\text{min}}$) and maximum ($D_{\text{max}}$) results are calculated, and the basic expression is
After defining the threshold value of 0.7, the correct and wrong matching trend graph results are shown in Fig. 10.

Figure 11 is the result of the matching. As can be seen from Fig. 11, the part that is surrounded by a blue rectangle is the image that can be identified after the matching. The area around the left side of the green image is also a recognized part, but the left and right sides describe the same object. By using the basic calculation method of SIFT, the incomplete 3D image information can be matched to the maximum extent. The information in the image is identified to the maximum extent. As can be seen from Fig. 11, the incomplete 3D image information recognition system based on SIFT algorithm can recognize the figure in the image, and the simulation results can basically meet the requirements of the research, thus verifying the feasibility of the algorithm.

Table 1 is the effect of different factors on the SIFT algorithm for image recognition. It can be seen from Table 1 that the detection time is 2.97 s, and the number of feature points is 896. When the image is affected by other interference factors, the extracted feature points can be kept unchanged, which proves that the optimized algorithm can meet the basic requirements of image recognition and matching.

### 4.2 Euclidean distance ratio threshold parameter adaptive experiment

The Euclidean distance ratio represents the ratio between the nearest neighbor Euclidean distance and the next nearest neighbor Euclidean distance. When the ratio is within a certain threshold $t$, it is considered that the pair of feature points corresponding to the nearest neighbor Euclidean distance is the matching feature point. The Euclidean distance ratio threshold is a bond that establishes a matching relationship between feature points and thus plays an important role. The larger the value of threshold $t$ is, the more broad the requirement of matching is, and the more incorrect matching points will be; the

$$R_D = \frac{D_{\text{min}}}{D_{\text{sec}}}$$

(19)
smaller the value of threshold \( t \) is, the stricter the matching requirement is, and the fewer the correct matching points will be.

Due to the diversity of image content, the setting of the Euclidean distance ratio threshold should be different when matching different types of images. In other words, the fixed threshold setting does not meet the needs of different types of images. An effective algorithm should be as robust as possible and adaptively adapt to different situations. Therefore, when performing feature matching, the Euclidean distance ratio threshold parameter can be adaptively adjusted by matching, thereby ensuring an optimal match between images.

The Euclidean distance ratio represents the ratio between the nearest neighbor Euclidean distance and the next nearest neighbor Euclidean distance. When the ratio is within a certain threshold \( t \), it is considered that the pair of feature points corresponding to the nearest neighbor Euclidean distance is the matching feature point.

The distance ratio probability density distribution is shown in Fig. 12. As can be seen from Fig. 12, it is reasonable to set the distance ratio threshold parameter to 0.8. At this point, although the correct matching point of 5% is lost, the wrong matching point of 90% will be reduced at the same time. However, Fig. 12 does not reflect the Euclidean distance ratio probability density distribution of all images, that is, this method of fixing the threshold is not a very reasonable method. Thresholds do not always work best when experimenting with different images, so the parameters are not valid for all images. An effective algorithm should make the threshold parameters as robust as possible to meet the needs of different situations. To this end, the thresholds are adaptively adjusted for different images so that the feature points can be more accurately matched.

**Table 1** The effect of the same factors on the SIFT algorithm for image recognition

| Factor                        | Scale | Angle | Brightness | Noise | Comprehensive |
|-------------------------------|-------|-------|------------|-------|---------------|
| Characteristic point time/s   | 1.15  | 2.55  | 1.95       | 2.77  | 2.97          |
| Characteristic point quantity/N | 424.00 | 764.00 | 475.00    | 904.00 | 896.00        |
| Matching time/s               | 1.35  | 1.44  | 1.46       | 1.35  | 1.68          |
| Matching quantity/N           | 49.00 | 64.00 | 55.00      | 57.00 | 45.00         |
In order to select an optimal Euclidean distance ratio threshold parameter, it is necessary to add a parameter optimization process to the algorithm implementation, and whether the parameter is optimal is measured by the repetition rate. The higher the repetition rate, the higher the matching degree, the more reasonable the selection of the Euclidean distance ratio threshold; the smaller the repetition rate, the lower the matching degree, and the more unreasonable the selection of the Euclidean distance ratio threshold. However, there is no clear functional relationship between the repetition rate and the Euclidean distance ratio threshold, which brings trouble to the optimization process. A large number of experiments have shown that the Euclidean distance ratio threshold is more suitable between \([0.4, 0.8]\). If the threshold is too large, the matching requirement is too broad, and the number of mismatches will increase. If the threshold is too small, the matching requirement is too strict, and the correct matching point will be reduced.

Figure 13 represents an iterative process of distance ratio threshold parameters. Through the optimization algorithm, the distance ratio threshold parameter and the repetition rate are continuously optimized until the maximum repetition rate and the optimal distance ratio threshold. The algorithm performed 37 steps of iteration, and the repetition rate finally took 0.95. The distance ratio threshold parameter finally took 0.72. It can be seen that the distance ratio threshold parameter is continuously iterated, and the method of narrowing the interval is half-finished, and finally the required value is obtained.

Through the optimization of the distance ratio threshold parameter, the optimal distance ratio threshold parameter under the image is obtained. At the edge of the initial calculation interval, the optimal distance ratio threshold corresponding to the maximum repetition rate can be found, so that a large amount of calculation is not caused.

The values of the different distances than the threshold parameter pairs are chosen differently and have different distributions, so the selection should be made for different images. The distance ratio threshold parameter sometimes has a value that is not a certain value, but a value in a certain interval, as shown in Fig. 14.
4.3 Simulation of correct matching rate and algorithm processing speed

Image registration is one of the applications sensitive to input changes in image processing tasks. It requires that the estimation of the transformation relationship is only derived from the image itself. The quality of the estimation is determined by the number and location of the feature points identified in the image. Therefore, a large, uniform distribution of good feature points is a key factor in ensuring the quality of the registration.

When the feature detection is performed, the SIFT algorithm compares the extreme values of the surrounding 26 pixels to determine whether it is a feature point. Due to the small detection range of the algorithm, the number of detected feature points is large. But because of this, the detected feature points represent only the extreme values of $93 \times 27$ pixels, which is likely to fall into the local extremes. The spatial distribution of the detected feature points tends to be concentrated in a certain range, which may result in clustering. When clustering occurs, the feature points may reflect the
characteristics of one or several objects in the image. The required feature points should reflect the overall characteristics of the image, not just some local features.

In order to obtain feature points with a more uniform distribution, it is conceivable to perform detection of feature points in a larger range. Because the detection range of the feature points is larger, the range of local extremum represented by the feature points is larger. When the feature point is a local extremum in a larger range, the farther the feature points are from each other, the more uniform the detected feature point distribution is. With this uniformity feature detection method, not only can feature points with uniform distribution be detected, but also the number of detections can be reduced. As the detection range becomes larger, the number of detections will decrease. Then, by setting a flag bit for each pixel, the detection step size is dynamically adjusted, and the number of detections is further reduced.

In order to compare the performance of the original SIFT algorithm with the improved algorithm in terms of time consumption, we have three algorithms running under the same conditions. The time consumption of the three algorithms is shown in Fig 15. It can be seen that since the MAD algorithm needs to be iteratively optimized in the middle of the MAD algorithm, the feature point detection time consumption is high, which makes the total time consumption of the MAD algorithm high, which is also a disadvantage of the MAD algorithm. For the NCC algorithm, even if the feature point extraction part consumes a little more time than the original SIFT algorithm, since the feature points extracted by the improved algorithm are more suitable for matching and the extracted feature points are more accurate, in the feature point matching stage, the SIFT algorithm consumes less time than the MAD and NCC algorithms. By comparing the overall consumption time of the SIFT algorithm with the NCC algorithm, it can be seen that the SIFT algorithm does not introduce additional complexity, and sometimes it takes less time than the MAD algorithm. This is a superior to other methods of adding color features to the SIFT algorithm.

It can be seen from Fig. 16 that in these five different cases, the correct matching rate of the improved algorithm is higher than the original SIFT algorithm. At the same time,
the correct matching rate of the NCC algorithm is also higher than the correct matching rate of the MAD algorithm.

In summary, through the analysis of the results of SIFI, MAD, and NCC, the SIFI algorithm can outperform MAD in the performance of containing color information, but the complexity of the algorithm is larger, and the time consumption is higher than the original algorithm. The SIFI algorithm is significantly superior to the MAD algorithm and the NCC algorithm in terms of color information inclusion, and at the same time, no additional complexity is introduced. That is, the performance of the algorithm from high to low is SIFT→MAD→NCC, and the time consumption from bottom to high is SIFT→MAD→NCC.

5 Conclusion

The recognition technology of incomplete 3D image information has been a key problem to be solved in the field of scientific research and engineering application. In this paper, on the basis of the existing literature and results, the incomplete information image recognition technology and related theories were discussed and analyzed in depth, and the design of incomplete 3D image information recognition system based on SIFT algorithm was studied. Then the problem of image transformation from “blur recognition” to “clear recognition” was solved. After that, according to the influence of image noise, the processing method of image feature vector was selected, in which the enhanced image can enhance the recognition clarity of the image. Aiming at the SIFT computing method, based on the local feature description theory of the original image, the matching technology between feature vector extraction of SIFT algorithm and image features was improved. Finally, combining with the actual application characteristics, the simulation of the algorithm was carried out. It is proved that the incomplete 3D image information recognition system based on SIFT optimization algorithm is scientific and feasible. Because the algorithm extracts a large number of feature points compared with the traditional SIFT algorithm, it takes a lot of time to match. It is not enough to simplify the construction process of SIFT operator. The next step is to improve the feature point matching method to improve the matching efficiency.
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