ABSTRACT
Macro x-ray fluorescence (XRF) imaging of cultural heritage objects, while a popular non-invasive technique for providing elemental distribution maps, is a slow acquisition process in acquiring high signal-to-noise ratio XRF volumes. Typically on the order of tenths of a second per pixel, a raster scanning probe counts the number of photons at different energies emitted by the object under x-ray illumination. In an effort to reduce the scan times without sacrificing elemental map and XRF volume quality, we propose using dictionary learning with a Poisson noise model as well as a color image-based prior to restore noisy, rapidly acquired XRF data.
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1. INTRODUCTION
In the growing field of applying scientific methods to cultural heritage research, macro x-ray fluorescence (XRF) imaging is frequently used as a non-invasive tool to analyze works of art. This approach leverages the insights gained from XRF point analysis in providing elemental information on a per-pixel basis. These elemental distribution maps provide information as to what chemical elements compose the layers of paint. With these maps for example, an art conservator can better preserve paintings [1], or an art historian can deduce an artist’s painting techniques—sometimes revealing hidden paintings [2].

In macro XRF imaging, a source excites a small target area of the painting by irradiating it with x-rays. An inner orbital electron can be ejected if the impinging x-ray has greater energy than the electron’s binding energy. An electron at an outer orbital then drops to fill the inner orbital vacancy by emitting a photon of energy equal to the energy difference of the orbitals. Each element has characteristic orbital energy levels (and therefore a characteristic XRF spectrum). A detector and digital post processor records and bins each photon according to its energy.
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Fig. 1: Jan Davidsz. de Heem’s Bloemen en Insecten, 49 × 67 cm, Royal Museum of Fine Arts Antwerp, inv. no. 54, oil on canvas.
2. RELATED WORK

Dictionary learning approaches frequently appear in XRF literature since each element emits a characteristic set of discrete fluorescent lines. Limiting the number of spectral representations to the number of elements makes intuitive sense, as each pixel is then a linear combination of different elemental spectra. Martins et al. proposed denoising XRF volumes using multivariate curve resolution-alternating least squares (MCR-ALS), a simple dictionary learning approach in the spectral domain to separate elemental compositions [4, 5]. Kogou et al. used an unsupervised learning method called self-organizing maps (SOMs) that also extracts a set of spectral dictionary atoms to decompose the XRF volumes into a representative basis [6]. This method effectively uses k-means clustering to generate the set of dictionary endmembers. More elaborate dictionary methods have been explored by Dai et al. whereby joint RGB and XRF dictionaries inpaint a spatially selective subsampled XRF volume [7].

Even though photons arrive according to a Poisson process [8], each of these methods (implicitly) uses a white Gaussian noise model since the dwell times are assumed to be long. This noise model was shown to be a good approximation in [8], even though photons arrive with unknown underlying photon likelihood (PNLL) loss as the data fidelity term:

\[
P(X(h,w,c)) = \frac{(X(h,w,c)-tA_{h,w,c})^2}{2}
\]

Since \( A \) is unknown, we instead try to best match the decomposition results with the data we record, namely:

\[
P(D,A) = \sum_{c=1}^{C} \sum_{n=1}^{N} (DA)_{c,n} - X_{c,n} \cdot \ln{(DA)_{c,n}}
\]

which combines eq. [1] and eq. [2] together.

The RGB image, \( I \), provides valuable and rudimentary insight into the spatial structure of each channel of the XRF volume. Local areas similar in color likely have similar elemental profiles, and local areas of different colors likely have different elemental profiles. The spatial gradient of \( I \) contains this information. Define a total variation (TV) regularizer that adapts to the RGB gradient by:

\[
TV(\hat{A}) = \sum_{h=1}^{H} \sum_{w=1}^{W} \sum_{c=1}^{C} \frac{H_{h,w}}{t^2} \left( \hat{A}_{h+1,w,c} - \hat{A}_{h,w,c} \right)^2 + \sum_{h=1}^{H} \sum_{w=1}^{W} \sum_{c=1}^{C} \frac{W_{h,w}}{t^2} \left( \hat{A}_{h,w+1,c} - \hat{A}_{h,w,c} \right)^2
\]

where \( \hat{A} \in \mathbb{R}^{H \times W \times M} \) is the volumetric representation of \( A \) with the same pixel ordering as \( X \), and

\[
\Omega^H_{h,w} = \exp \left( -\beta \sum_{c=1}^{3} \left( I_{h+1,w,c} - I_{h,w,c} \right)^2 \right),
\]

\[
\Omega^W_{h,w} = \exp \left( -\beta \sum_{c=1}^{3} \left( I_{h,w+1,c} - I_{h,w,c} \right)^2 \right)
\]
with $\beta > 0$ as a hyperparameter. Adaptive weights $\Omega^H$ and $\Omega^W$ are large when the RGB gradient is small and vice-versa. The division by $t^2$ normalizes the TV regularizer result by time. This TV regularizer is adapted from Dai et al. [7] with the dwell time factored in.

We now define the full optimization problem as a weighted sum of eqs. (3) and (4) with the addition of a weighted $l_0$ norm of $A$ to enforce sparsity constraints:

$$ D^*, A^* = \arg \min_{D,A \geq 0} \mathcal{P}(D,A) + \lambda TV(\hat{A}) + \lambda_0 \|A\|_0. $$

(7)

Once we have the optimized sparse representation of the signal, we can then find the optimized XRF photon rates by:

$$ \bar{\Lambda}^* = \frac{1}{t} D^* A^*. $$

(8)

$\bar{\Lambda}^*$ can be reshaped to the volumetric $\Lambda^*$ for analysis.

### 3.2. Solution

In order to solve eq. (7), we need a good initialization of $D$ and $A$ as well as a way to relax the $l_0$ norm. We use K-means clustering of the spectral domain of all the pixels to initialize the dictionary. A non-negative least squares fit quickly finds an optimal abundance matrix in a least-squares sense. Elastic Net loss [12] and the Least Absolute Shrinkage and Selection Operator (LASSO) [13] replace the $l_0$ norm. Elastic Net penalizes elements of $A$ by a combination of the $l_1$ and $l_2$ norms:

$$ \mathcal{L}_{EN}(A) = \alpha \|A/t\|_2^2 + (1 - \alpha) \|A/t\|_1. $$

(9)

LASSO sets values in $A$ below a threshold to zero and removes those elements from future updates. The implemented optimization equation is then updated from eq. (7) as:

$$ D^*, A^* = \arg \min_{D,A \geq 0} \mathcal{P}(D,A) + \lambda TV(\hat{A}) + \lambda_{EN} \mathcal{L}_{EN}(A). $$

(10)
Abundance matrix $A$ is updated using the Adam optimizer until convergence which we define as when $i = i_{\text{min}} + j$ where $i$ is the current iteration number, $i_{\text{min}}$ is the iteration number with the smallest loss, and $j$ is a threshold. Dictionary $D$ is updated also using Adam in an alternating fashion with $A$. The optimal $D$ given a fixed $A$ cannot easily be found analytically due to the nature of the PNLL loss. Thus, we turn to gradient descent-based methods.

4. EXPERIMENTS & RESULTS

Jan Davidsz. de Heem’s *Bloemen en Insecten* as shown in fig. 1 was scanned by de Keyser et al. It consists of 2048 photon energy channels and has a resolution of $578 \times 673$ after registering the RGB image to the target XRF volume. In our experiments, we treat this volume $Y \in \mathbb{R}^{578 \times 673 \times 2048}$ as the ground truth photon count. The dwell time per pixel for this acquisition was reported as $t_Y = 285$ ms/px. Scanning an area of $578 \times 673$ spots with this dwell time would require over 30 hours of scanning. The ground truth rate $A_Y$ can be found by dividing $Y$ by $t_Y$.

We identified 37 elements likely to compose a painting, leading to our choice of $M = 37$ dictionary atoms. Additionally, we set $\lambda_{TV} = 10^{-2}$ and $\lambda_{EN} = 10^{-4}$. Hyperparameters $\beta = 16$ of eqs. (5) and (6), and $\alpha = 0.2$ of eq. (9).

Using $A_Y$, we simulate raster scans at various dwell times from a 5-fold speedup (57 ms/px, about 6 hours scanning) to a 100-fold speedup (2,85 ms/px, about 19 minutes scanning). The MSE and mean PNLL error are our comparison metrics. We compare against (1) PURE-LET2 with cycle-spinning (5 cyclic shifts) and 5 Haar wavelet scales [9, 15], (2) our implementation of MCR-ALS [4] also with 37 dictionary endmembers, and (3) the original simulated data without optimization. PyMca [16], a platform for XRF analysis, is used to generate the elemental maps for all the XRF volumes.

Fig. 2 shows some elemental maps of varying count rates and their corresponding MSEs and PNLLs. The dwell time for those elemental maps is 0.05 $t_Y \approx 14.25$ ms/px ($\approx$ 92 minute scan time). A volumetric comparison of the results are shown in the plots of fig. (3).

We see in fig. (2) that our method performs best overall when considering error metrics and visual quality. PURE-LET does well in reducing the error, especially for the lower dwell times as seen in fig. (3b), but qualitatively the maps tend to be oversmoothed (see Pb L3, Cl K, and Si K), making it difficult for further analysis. MCR-ALS has the opposite problem in that the visual quality is high, but when examining fig. (3a) and the elemental map metrics, the error on average is much higher than the other methods. Noise tends to be most present in this method (see Pb L3 and As K), and some artifacts may be present. For example, the Co K line, while visually appealing, is overestimated in some areas as opposed to something more uniform as the ground truth might suggest (see orange flower in the top left quadrant and central white flower). Similarly in Cl K the same orange flower is overestimated as the ground truth shows a lower count rate at the bottom of the flower.

Our method generally shows well-denoised elemental maps both numerically and visually. In terms of denoising the XRF volume as a whole, we outperform all the algorithms in MSE starting at about 11.5 ms and in PNLL starting at about 7.5 ms. Visually, we are most consistent with the ground truth as well.
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(a) Errors of the optimized XRF volumes. The minimum PNLL for $A_Y$ is $-6.6956$.
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(b) Close up error of the optimized XRF volumes only

Fig. 3: Error of the XRF volumes

5. CONCLUSION

We introduced a new method for denoising XRF volumes that combines a Poisson noise model with sparse dictionary learning. Our algorithm outperforms methods designed for XRF denoising and Poisson denoising in general in quantitative and qualitative terms. Speedups of a factor of 20 can not only ease time-related issues for accessing works of art, but could also open the opportunity for researchers to scan more paintings in a session. Despite the speedup, our algorithm can still recover high-quality elemental maps more denoised than even the original data itself. This allows more paintings to be analyzed for historical research and more quickly address conservation concerns.
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