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I. INTRODUCTION

The rapid development of computer hardware and big data technology in the past two decades has promoted deep learning as a popular computing paradigm to achieve great success in a number of application fields such as visual understanding, pattern analysis, natural language processing and bioinformatics. Especially, as one representative architecture of deep learning, deep neural networks (DNNs) are widely deployed in the cloud by many technology companies in order to provide smart and personalized services. It can be foreseen that deep learning will be reliably verified even if it was intentionally attacked by the abnormal statistical characteristics unless it was intentionally impaired, 2) the DNN model to be put into use will not expose its ownership is verified by analyzing the consistency between the prediction results of the trigger samples and the labels.
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adversary. Motivated by this insight, a straightforward idea for IP protection is then to keep the original DNN unchanged and develop a robust fingerprinting algorithm for the DNN.

In this paper, we introduce a novel fingerprinting algorithm for DNN models without modifying the DNN models. Unlike previous algorithms, e.g., [1], [3], [6], [8], [11]–[14] that either inevitably modify the original DNN model to be protected or are used for DNN integrity verification, the proposed method does not impair the generalization ability of the DNN model at all and can be used for robust verification. The main idea of the proposed method is to collect multiple mini-datasets related to the original task of the model to be protected and determine which mini-dataset among the multiple mini-datasets was used to train the DNN model. We define this technique as pooled membership inference (PMI), which differs from conventional membership inference that determines whether a single data record was part of the model’s training dataset or not. In brief summary, the main contributions of this paper include:

- Different from many previous watermarking methods that inevitably modify the original DNN model, we keep the DNN model unchanged, which can well preserve the task functionality of the DNN and show high security. That is why we say our method is lossless (to the DNN model).
- Different from many previous watermarking methods that use carefully-crafted individual trigger samples to claim the copyright, we use pooled evidence from clean samples to verify the ownership, which is low-cost and efficient.
- Different from conventional membership inference inferring whether a single record was belonging to the training set or not, we exploit the distribution relationship between multiple mini-datasets in the embedding space to enhance the statistical evidence of membership inference which is robust for ownership verification. At the same time, there is no need to train shadow models, which indicates that the complexity of the proposed method is very low.
- Experimental results have demonstrated that the proposed method not only preserves the performance of the DNN model on its original task, but also enables us to reliably claim the copyright of the target DNN model, which has shown the superiority and applicability of this work.

The rest structure of this paper will be organized as follows. In Section II, we introduce the preliminary concepts, followed by the proposed work in Section III. We provide experiments in Section IV. Finally, we conclude this work in Section V.

II. PRELIMINARY CONCEPTS

A. Deep Neural Networks

A deep neural network $\mathcal{M}$ is a biologically-inspired mathematical function that maps an input $x \in \mathcal{X}$ to an output $y \in \mathcal{Y}$, that is, $y = \mathcal{M}(x; W)$ always holds, where $W$ is defined as the optimized parameter set of the DNN $\mathcal{M}$. In order to determine $W$, a dataset $D = \{(x_i, y_i) | i \in [1, |D|]\}$ should be collected to train $\mathcal{M}$ in a way that the optimized $W$ minimizes the total loss between the prediction results and the ground-truths for the samples in $D$. In other words, $W$ is determined by

$$W^* = \arg \min_W \sum_{i=1}^{|D|} L(\mathcal{M}(x_i; W), y_i),$$

(1)

where $L$ is the loss function measuring the difference between two real vectors. It is noted that the form of $y$ depends on the mission of $\mathcal{M}$, e.g., if $\mathcal{M}$ is limited to image classification, $y$ will be a one-hot vector.

After optimizing the parameter set $W$, we hope the resulting well-trained $\mathcal{M}$ performs very well on unseen data. However, there always exists statistical difference between $D$ and unseen data. From the perspective of practice, blindly optimizing Eq. (1) will cause the over-fitting problem, i.e., the trained model performs pretty good on $D$, but very bad on unseen dataset. To deal with this problem, the dataset $D$ is often divided into two subsets called training set and validation set. By minimizing the loss on the training set in an iterative way, the validation set enables us to collect the model that has the best generalization ability on unseen data. Also, there are other strategies to select models with good generalization ability, e.g., regularization.

B. DNN Watermarking

Digital watermarking conceals a signal typically also called watermark within another noise-tolerant signal such as image, video and text. By extracting the hidden watermark from the target watermarked and probably-attacked signal, we are able to identify the ownership of the signal, which promotes digital watermarking to play a quite important role in protecting the intellectual property of digital commercial products. In the past three decades, a number of advanced watermarking algorithms are developed to protect multimedia content. They often model the multimedia data to be marked as a static signal which is a sequence of real-valued numbers. Since these cover elements are highly correlated to each other, individual cover elements can be accurately predicted from the local context. As a result, these signals are easy to model, enabling the watermark to be easily inserted into those suitable components of the signals for intellectual property protection without impairing their value.

However, DNN watermarking should take into account the influence on the task functionality of the given DNN model. By reviewing many conventional schemes, DNN watermarking should be evaluated from various aspects at least including:

- **Fidelity**: On one hand, model fidelity measures the performance degradation of a DNN model on its original task. It requires that the generalization of the DNN model on its original task after watermarking should be kept well. On the other hand, watermark fidelity measures the distortion between the watermark extracted from the target model and the original one, which should be as low as possible.
- **Imperceptibility**: It should be difficult for the adversary to perceive the existence of the embedded watermark.
Otherwise, the adversary may have the chance to locate the watermark and further remove the watermark.

- **Payload**: It will be very desirable to embed as many bits as possible into the DNN model. In other words, the size of the watermark is expected to be high.

- **Security**: It should be difficult for unauthorized parties to extract, tamper and forge the watermark.

- **Robustness**: The watermark embedding operation should be robust against common attacks such as fine-tuning and model compression for reliable ownership verification.

- **Complexity**: The computational complexity of marking a DNN model should be as low as possible for better use.

Accordingly, considering the fact that a DNN model consists of three modules, i.e., input, internal network and output, the most intuitive strategy to watermark a given DNN is modifying the internal network parameters of the DNN model [1], [3], [6]. In addition to parameter modification, embedding watermark information into the internal network structure is also desirable [7]. Since a DNN model possesses the ability to accomplish a specific task, we are able to use the functionality of the DNN model for watermark embedding and watermark verification. Along this direction, many methods watermark a DNN based on the mapping relationship between the input and the output [2], [5], [8], [15], [16]. Unlike the above methods that focus on robustness, fragile DNN watermarking [12]–[14] has also been studied, which allows for integrity verification of the model.

### C. Membership Inference

Given a trained DNN model and a data record, membership inference [17] determines whether the data record was in the training set of the trained DNN model. This can raise privacy risks to individuals. For example, by identifying the fact that a clinical record has been used to train a DNN model associated with a certain disease, membership inference attacks can infer that the owner of the clinical record may have the disease [18].

From a technical perspective, membership inference attacks can be performed in either white-box scenario or black-box scenario. In white-box scenario, the attacker is able to collect enough useful information such as the data distribution of the training set and/or the internal details of the target model, to attack the target model. In black-box scenario, the attacker, however, has only black-box access to the target DNN model with limited prior knowledge about the target DNN model.

Through analyzing the similarity between DNN watermarking and membership inference, it is very easy to think of extending membership inference techniques to the IP protection of DNN models. On one hand, the role of the attacker needs to be adjusted. Namely, the attacker in membership inference will become the defender in DNN watermarking. On the other hand, the ownership may be verified by analyzing the internal outputs or the final predictions given a certain number of data records belonging to the training dataset, which will raise two problems. The first one is how to collect the individual records that can be used for robust ownership verification. The second one is how to design the membership inference strategy.

For the first problem, due to the diversity between individual records, it will be not easy to collect “robust” data records. For the second problem, it is known that membership inference is effective for over-fitting models, but not good for models with good generalization ability. As a result, the so-called shadow models may be trained in advance to provide assistance, which consumes lots of data and time. To tackle this problem, in this paper, we propose pooled membership inference (PMI), which collects pooled evidence from individual records for inference. Compared with conventional membership inference and DNN watermarking methods, PMI possesses several advantages:

- **Availability**: Different from black-box DNN watermarking that needs carefully crafted trigger samples, PMI does not require carefully crafted trigger samples. Instead, any sample related to the task of the DNN may be collected to perform membership inference for IP protection.

- **Robustness**: Due to the data diversity, conventional membership inference handling individual records may result in a low inference accuracy. However, PMI focuses on dataset-level membership inference, which can reduce the influence caused by data diversity.

- **Security**: PMI does not modify the DNN to be protected, which will never arouse the suspicion from the adversary and therefore demonstrates superior security.

- **Complexity**: Different from many membership inference methods that have to train good shadow models, PMI is done by an unsupervised way, whose complexity is low.

Based on the aforementioned analysis, we are now ready to introduce the proposed method in the next section.

### III. POOLED MEMBERSHIP INFERENCE AND ITS APPLICATION TO ROBUST AND LOSSLESS FINGERPRINTING OF DEEP NEURAL NETWORKS

#### A. Problem Formulation

Without the loss of generalization, we limit the DNN model $M$ to be protected to image classification. Therefore, we can redefine $M$ as a function that maps an input image $x \in \mathcal{X}$ to

![Fig. 1. General framework for pooled membership inference.](image-url)
Suppose that $M$ mini-datasets to support the fact that the mini-dataset $D_i$ was in the training set of $M$ while the others were not in the training set but related to the original mission of $M$. It is also assumed that $|D_0| = |D_1| = \ldots = |D_{m-1}| = n$ and all samples in the mini-datasets have the same ground-truth label.

Mathematically, we can write $D_i$, $1 \leq i < m$, as:

$$D_i = \{(x_{i,j}, y_{i,j})|0 \leq j < n\}, \quad (2)$$

where $x_{i,j}$ is the $j$-th sample with ground-truth $y_{i,j}$. And,

$$y_{i,j} = y_{i',j'} \Rightarrow r \in [0, c), \quad \forall i \neq i' \text{ or } j \neq j'. \quad (3)$$

Our problem is therefore how to separate $D_s$ from the other mini-datasets to support the fact that the mini-dataset $D_s$ was in the training set of $M$ while the others were not.

### B. Pooled Membership Inference

We would like to clarify that the PMI is not to infer whether a mini-dataset was belonging to the training set of a trained model only using the mini-dataset itself. Instead, PMI aims at identifying the required mini-datasets among multiple ones.

Fig. 1 shows a general framework of PMI. We first reduce each mini-dataset $D_i, i \in [0, m)$, to a 2-D feature matrix $F_i$. Then, we train a model $M$ for the off-the-shelf solution. In detail, for each sample $x_{i,j} \in D_i$, we feed it to $M$ and get the vector outputted by the last layer of $M$ without softmax as the low-dimensional representation of $x_{i,j}$, expressed as $f_{i,j} = M_{last}(x_{i,j}; W) \in \mathbb{R}^c$. Then, $F_i$ is determined by collecting all the low-dimensional representations to form a feature matrix:

$$F_i = [f_{i,0}, f_{i,1}, \ldots, f_{i,n-1}]^T, \quad (4)$$

whose dimension is $n \times c$. Accordingly, we are able to collect a total of $m$ feature matrices $F_0, F_1, \ldots, F_{m-1}$. We argue that if a mini-dataset was once used to train $M$, the distribution of its feature matrix in somehow feature space will be significantly different from other mini-datasets not appearing in the training set. As a result, the feature point far away from the other points can be judged as an outlier, i.e., the corresponding mini-dataset should be in the training set. It can be solved by applying either clustering or outlier detection [19]. We here apply clustering.

Before clustering, we have to normalize the feature matrices and determine the distance between different feature matrices. By feature normalization, each component of the features has zero mean and unit variance, i.e.,

$$\frac{1}{nm} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} F_{i,j,k} = 0, \quad \forall 0 \leq k < c \quad (5)$$

and

$$\frac{1}{nm} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} F_{i,j,k}^2 = 1, \quad \forall 0 \leq k < c \quad (6)$$

where $F_{i,j,k}$ is defined as the $k$-th element of $f_{i,j}$. Normalization enables the following distance measure to be more meaningful and not significantly affected by noisy components [20]. Maximum mean discrepancy (MMD) [21], [22] is effective for measuring the distance between two sets of feature vectors. In general, given two sets $X = \{x_i\}_{i=1}^{|X|}$ and $Y = \{y_i\}_{i=1}^{|Y|}$ which are i.i.d. drawn from $p(x)$ and $q(y)$ on $\mathbb{R}^d$, let $F$ be a class of functions $f : \mathbb{R}^d \mapsto \mathbb{R}$, the MMD and its estimate are [20]:

$$\text{MMD}[F, p, q] = \sup_{f \in F} \mathbb{E}_{x \sim p(x)} f(x) - \mathbb{E}_{y \sim q(y)} f(y), \quad (7)$$

$$\text{MMD}^2[F, X, Y] = \sup_{f \in F} \frac{1}{|X|} \sum_{x \in X} f(x) - \frac{1}{|Y|} \sum_{y \in Y} f(y). \quad (8)$$

$F$ can be selected as a unit ball in a universal RKHS $\mathcal{H}$ defined on the compact metric space $\mathbb{R}^d$ with kernel $k(\cdot, \cdot)$ and feature mapping $\phi(\cdot)$. It has been proven that

$$\text{MMD}^2[F, p, q] = \|\mathbb{E}_{x \sim p(x)} \phi(x) - \mathbb{E}_{y \sim q(y)} \phi(y)\|^2_{\mathcal{H}}. \quad (9)$$

An unbiased estimate of MMD is:

$$\text{MMD}^2[F, X, Y] = \left( \frac{1}{|X|^2 - |X|} \sum_{i \neq j} h[i, j] \right)^{1/2}, \quad (10)$$

where $|X| = |Y|$ and

$$h[i, j] = k(x_i, x_j) + k(y_i, y_j) - k(x_i, y_j) - k(x_j, y_i). \quad (11)$$

For any two sets, the unbiased estimate of MMD can be used to measure their distance, for which a kernel function $k(\cdot, \cdot)$ is required. In this paper, we use the unbiased estimate of MMD to determine the distance between two feature sets $F_i$ and $F_j$. And, the dot product, i.e., $k(x, y) = x \cdot y$ is used as the kernel.

After computing all the distances between feature matrices, we are to perform hierarchical cluster analysis [23] to identify the required feature matrix. As a kind of hierarchical analysis approach, agglomerative clustering is empirically used in this paper. It is a bottom-up technique that each feature point starts in its own cluster and pairs of the clusters are merged as one moves up the hierarchy. Pseudo-code is given in Algorithm 1, from which we can infer that in each iteration step the nearest
two clusters are merged and it iterates until there is only one
cluster. A key problem is how to define the distance measure
\( D(\cdot, \cdot) \) between two clusters. In this paper, we use the single
linkage by default due to its simplicity and efficiency, i.e.,
\[
D(X, Y) = \min_{x \in X, y \in Y} d(x, y),
\]
where \( d(x, y) \) denotes the distance between two objects \( x \) and
\( y \), and \( D(X, Y) \) for the distance between two clusters \( X \) and
\( Y \). When to apply Eq. (12) to two feature matrices \( F_i \) and \( F_j \),
\( d(F_i, F_j) \) is equivalent to the corresponding MMD distance.

By applying agglomerative clustering, two clusters \( G^*_1 \) and
\( G^*_2 \) at the “final” stage of merging can be obtained. The objects
belonging to the cluster with a smaller size are considered as
the abnormal objects. For example, assuming that \( |G^*_1| \leq |G^*_2| \),
y any mini-dataset in \( G^*_1 \) may be judged as part of the training set
of \( M \). Since we demand that only one mini-dataset was in the
training set, it is always expected that \( |G^*_1| = 1 \). However, if
\( |G^*_1| > 1 \), a mini-dataset can be randomly selected out from \( G^*_1 \)
and judged as part of the training set. Thus, PMI is completed.

C. Robust and Lossless Fingerprinting of DNNs

Based on the proposed PMI, we are now ready to implement
a robust and lossless fingerprinting system for DNN models.
Assuming that we have collected two datasets \( P \) and \( Q \) related
to the task of \( M \). All samples in \( P \cup Q \) are belonging to the
same class \( r \in [0, c] \). The only one difference between \( P \) and
\( Q \) is that \( P \) was used to train \( M \) but \( Q \) was not. We conduct an
experiment \( t \) times. In each time, \( n \) different samples in \( P \) are
randomly selected out to form a mini-dataset. And, \( n(m - 1) \)
different samples in \( Q \) are randomly selected out to form \( m - 1 \)
disjoint mini-datasets, each of which has exactly \( n \) samples\(^1\).
Therefore, it is necessary that \( |P| \geq n \) and \( |Q| \geq n(m - 1) \).
For each experiment, if the mini-dataset corresponding to \( P \) is
identified, we say the experiment is successful. The percentage
of successful experiments can be calculated, and used to verify
the ownership. Clearly, \( acc_r \) be the percentage of successful
experiments. The ownership can be successfully identified if
\[
acc_r - \frac{1}{m} \geq \rho, \tag{13}
\]
where \( 1/m \) represents the percentage of “random guess” and
\( \rho \in (0, 1 - 1/m] \) is a pre-determined threshold. In other words,
the larger \( acc_r - 1/m \), the better the fingerprinting behavior.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we will conduct our experiments and analysis
to evaluate the performance of the proposed method.

\(^1\)Each mini-dataset is associated with a randomly generated index in \([0, m]\).

A. Datasets and Models

We use two most popular datasets MNIST\(^2\) and CIFAR-10\(^3\)
for simulation. The former dataset consists of a total of 70,000
gayscale images each with a size of \( 28 \times 28 \times 1 \) in ten classes.
The latter dataset contains a total of 60,000 color images each
with a size of \( 32 \times 32 \times 3 \) in ten classes. We train two popular
models MLP and LeNet-5 [24] on MNIST, and train another
two models VGG-19 [25] and ResNet-34 [26] on CIFAR-10.
MLP consists of an input layer, a hidden layer with 64 nodes
and an output layer. All these models use ReLU [27] as the
activation function for internal layers. Besides, we use Adam
[28] for parameter optimization during model training and the
open framework PyTorch\(^4\) for simulation.

For model training, we divide each dataset into two disjoint
subsets called training set and validation set. The training set
is used to optimize the parameters of the host DNN model and
the validation set is used to help us to select a trained model
with the best generalization ability. It is noted that we did not use
testing set, which helps us to evaluate the generalization
ability of the model. The reason is that the proposed PMI does
not modify the model to be protected at all. As a result, the
generalization ability of the target model will not be impaired
at all unless the model was modified by the adversary himself.
Therefore, we will not report the generalization performance of
the trained DNN model on unseen data. In our experiments, for
the MNIST dataset, the ratio between the size of the training
set and the size of the validation set is 50,000:20,000. And for
CIFAR-10, the ratio is empirically set to 45,000:15,000.

In addition, in experiments, the batch size is set to 64. The
learning rate is initialized as 0.001. The total number of epochs
is fixed as 300. We use \( t = 100 \). Though all these parameters
are fine-tuned, our experimental results have confirmed that
they already result in superior fingerprinting performance.

B. Effectiveness

As mentioned in Section III-C, we have to specify the value of \( r \).
Meanwhile, two datasets \( P \) and \( Q \) should be collected. To
this purpose, taking MNIST for explanation, when \( r \) is given,
we could use the samples with a ground-truth \( r \) in the training
set to constitute \( P \) and the samples with a ground-truth \( r \)
in the validation set to constitute \( Q \). Accordingly, we are able to
verify the ownership (fingerprint) of the target model. Because
there are different \( r \) for choice, we will test all possible values
of \( r \) so that the optimal solution \( r_{opt} \) can be used, i.e.,
\[
r_{opt} = \arg \max_r (acc_r - 1/m). \tag{14}
\]

Obviously, we expect that \( r_{opt} \) is as high as possible. From
a statistical significance point of view, PMI is efficient if
\[
\frac{acc_r}{c - 1} \geq \frac{1}{m} + \rho. \tag{15}
\]

\(^2\)Online available: http://yann.lecun.com/exdb/mnist/
\(^3\)Online available: https://www.cs.toronto.edu/~kriz/cifar.html
\(^4\)Online available: https://pytorch.org/
Table I and Table II provide the experimental results of fingerprinting evaluated on MNIST and CIFAR-10, respectively. Several conclusions can be figured out. First of all, in all cases shown in the two Tables, $acc_r$ is significantly higher than $1/m$, indicating that the proposed PMI is effective for fingerprinting. Second, different parameters result in different performance of fingerprinting. Specifically, for a fixed $m$, $acc_r$ increases as $n$ increases, which is due to the reason that a larger $n$ enhances the feature difference between different clusters, allowing for better clustering performance. On the other hand, for a fixed $n$, $acc_r$ tends to decline when $m$ increases which is reasonable since more feature matrices increase the difficulty of successful clustering. Third, $acc_r$ is reasonably lower than $acc_c$, but still significantly higher than $1/m$, especially for CIFAR-10. Here, the reason why $acc_r$ and $acc_c$ for CIFAR-10 are significantly higher than MNIST can be explained as follows. That is, the rich semantic information of CIFAR-10 enables the extracted high-level features to be more discriminative than MNIST. It then benefits the subsequent clustering process a lot.

C. Robustness

In practice, the trained model may be fine-tuned or pruned to achieve better image classification performance or lightweight model deployment. To this end, we evaluate the fingerprinting performance after model fine-tuning and pruning. This enables us to quantify the robustness of the proposed PMI technique. Model fine-tuning aims at adjusting the parameters of a trained model to fit with certain observations, whereas model pruning reduces the size of a model for lightweight deployment.
In experiments, we randomly choose 20% samples from the validation set for model fine-tuning. Therefore, the set \( Q \) needs to be updated, but \( P \) should be unchanged. For model pruning, we remove a certain number of internal network weights with the lowest \( \ell_1 \) norm according to a pruning rate. It is interesting that it is not necessary to use the value of \( r_{\text{opt}} \) determined in Table I and Table II for fingerprinting. In other words, for the fine-tuned or pruned model, we can still enumerate \( r \) in range \([0, c)\) and find \( r_{\text{opt}} \) whose value may be different from the one used for the original model. The corresponding \( \text{acc}_{r_{\text{opt}}} \) can be used to verify the ownership of the target DNN model.

Table III and Table IV provide the experimental results after model fine-tuning, from which we can infer that fine-tuning a trained model will not impair the fingerprinting performance. The reason is that same-source fine-tuning enables the model to better fit the training set, accordingly keeping or enhancing the distribution difference between normal feature points and abnormal feature points. In Table IV, there may be multiple \( r \)
having the largest $acc_r$. Any one of them can be used as $r_{opt}$.

The experimental results provided in the previous subsection have indicated that a smaller $m$ is more suitable for fingerprinting of DNNs as $n$ is specified. Besides, a smaller $m$ implies that the computational cost for clustering is lower. Therefore, from the viewpoint of applications, it is better to use a smaller $m$. Based on this perspective, to evaluate the fingerprinting performance against model pruning, we set $m = 3$ in simulation experiments. Figure 2 has demonstrated the fingerprinting performance after model pruning by applying different pruning rates. It can be inferred from Figure 2 that, as the pruning rate increases, the fingerprinting performance tends to decline in most cases, which is reasonable due to the removal of some important network weights. However, it can be inferred that both $acc_{r_{opt}}$ and $acc_r$ are significantly higher than $1/3$ (which corresponds to “random guess”) in most cases, indicating that our work has strong ability to resist model pruning.

V. CONCLUSION

In this paper, we propose a new technical framework for IP protection of DNN models. The proposed method keeps the original DNN model to be protected unchanged and verify the ownership by inferring whether a mini-dataset among multiple mini-datasets was in the training set of the target DNN model or not, which is completed by mapping each mini-dataset into a feature point and find the point far away from other points as the outlier that corresponds to the required mini-dataset. Our experimental results show that the proposed method can verify the ownership (fingerprint) of the target model effectively and is robust to common attacks including fine-tuning and pruning. We will improve the proposed work to resist more attacks and apply the proposed technique for fingerprinting of datasets.
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