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Abstract

The vast work in Deep Learning (DL) has led to a leap in image denoising research. Most DL solutions for this task have chosen to put their efforts on the denoiser’s architecture while maximizing distortion performance. However, distortion driven solutions lead to blurry results with sub-optimal perceptual quality, especially in immoderate noise levels. In this paper we propose a different perspective, aiming to produce sharp and visually pleasing denoised images that are still faithful to their clean sources. Formally, our goal is to achieve high perceptual quality with acceptable distortion. This is attained by a stochastic denoiser that samples from the posterior distribution, trained as a generator in the framework of conditional generative adversarial networks (CGAN). Contrary to distortion-based regularization terms that conflict with perceptual quality, we introduce to the CGAN objective a theoretically founded penalty term that does not force a distortion requirement on individual samples, but rather on their mean. We showcase our proposed method with a novel denoiser architecture that achieves the reformed denoising goal and produces vivid and diverse outcomes in immoderate noise levels.

1. Introduction

Image denoising is one of the most fundamental problems in image processing, and as such it has been explored quite extensively. As deep learning emerged in the past decade, many neural-network-based attempts were made to solve this task. These led to state-of-the-art (SoTA) performance in commonly used full reference distortion measures, such as Mean-Squared-Error (MSE), that quantify the discrepancy between the denoised image and its clean source [26, 27, 29, 33, 34, 35]. While optimizing a distortion measure leads to denoised images that are faithful to their clean sources, the perceptual quality, which is the degree to which a denoised image looks natural, is also an important measure to consider. Recent works have tried to achieve higher perceptual quality compared to distortion based solutions by concurrently optimizing both measures [7, 8]. However, these attempts achieve sub-optimal perceptual quality [5], and to the best of our knowledge, there are hardly any deep learning solutions that address the image denoising problem while targeting optimal perceptual performance.

In this work we seek to obtain a denoiser that achieves very high perceptual quality, while accompanied by a guarantee on its distortion performance. As shown in [5], sampling from the posterior distribution achieves such a goal, compromising 3dB on the optimal Peak Signal To Noise Ratio (PSNR) performance, making such a stochastic denoiser an excellent candidate for our needs. The idea of using posterior sampling for solving image restoration tasks has already been suggested in various contexts [1, 25, 28]. Although high dimensional posterior sampling is still considered as a challenging task, recent deep learning methods seem to provide practical tools for handling it.

The success of generative adversarial networks (GAN) has led authors to incorporate sampling (not necessarily from the posterior distribution) to solve various image restoration tasks on certain classes of images [3, 4, 21, 30], and to excellent sampling capabilities from class-specific priors [15, 16]. Most of these were possible due to the improvements in the generative adversarial learning scheme [2, 11, 18] that allowed stable training, contrary to the instabilities of the originally proposed GAN optimization objective [10]. The authors of [1] have shown that the CGAN objective [22] formalized under the Wasserstein-1 metric [2, 11] theoretically drives a conditional generator to sample from the posterior distribution. Therefore, such an optimization framework provides a practical way to approximate the desired sampling. For instance, the Latent Adversarial Generator (LAG) [4] has shown SoTA single image super resolution (SISR) results from an extremely low resolution input, attained by a tweaked version of CGAN.

Rather than seeking a balance between perceptual quality and distortion performance, we aim to sample from the posterior distribution while willing to compromise up to 3dB in PSNR performance. In order to regularize the proposed sampling, we leverage the property that any stochastic denoiser that samples from such a distribution must also agree in expectation with it. We introduce a term to the CGAN objective that penalizes solutions which do
considering \( G_0(z, y) \) as a generator and assuming that \( f \) is somehow realized for each \( \theta \), we could optimize for \( \theta \):

\[
\min_{\theta} L(P_{x|y}, P_{g_\theta|y}) = \min_{\theta} \sup_{f \in L_1} E_{x,y} [f(x, y)] - E_{g_\theta,y} [f(g_\theta, y)].
\]  

(3)

If \( f \) is a parametrized critic, this is a game between two adversaries, having a classic GAN structure. While this optimization task may seem appealing and practical, it is in fact ill-posed since we are confined to a finite sized and unbalanced data-set, in which for each \( x \) we have many \( y \)'s but not vice versa. A generator optimized under (3) with such data would try to learn to sample from the posterior distribution \( P_{x|y} \) with only one sample from \( x|y \) for each \( y \). This would most likely lead to mode collapse [10, 13, 20, 31], where \( g_\theta|y \) becomes a degenerate random variable and the generator ignores \( z \), since for each conditional input \( y \) it is sufficient for the generator to produce only one image that is acceptable by the critic. Hence, the densities \( P_{g_\theta|y} \) and \( P_{x|y} \) might be equal only on this finite number of points, while allowing a deviation in the remaining domain. To alleviate this weakness, we add a constraint to (3) as follows:

\[
\min_{\theta} L(P_{x|y}, P_{g_\theta|y}) \quad s.t. \quad E_{x,y} \left[ \|x - E[g_\theta|y]\|^2 \right] = E_y [Var(x|y)].
\]  

(4)

Observe that if there exists \( \theta^* \) such that \( p_{g_\theta^*|y} = p_{x|y} \), then \( \theta^* \) is a global optimum of task (3), implying that the distance between the two conditional distributions is zero. In addition, \( \theta^* \) remains the global optimum of task (4) since \( p_{g_\theta^*|y} = p_{x|y} \) implies that \( E[g_\theta^*|y] = E[x|y] \), and thus \( E_{x,y} \left[ \|x - E[g_\theta^*|y]\|^2 \right] = E_{x,y} \left[ \|x - E[x|y]\|^2 \right] = E_y [Var(x|y)] \), which is the Minimum Mean Squared Error (MMSE). Thus, the added constraint is also satisfied by \( \theta^* \), which means that it is a necessary condition on any solution that yields \( p_{g_\theta^*|y} = p_{x|y} \). In other words, instead of having distortion requirements on specific samples (as in LAG [4] for instance), we require an agreement with the expectation of the posterior, i.e., the constraint enforces many samples of \( g_\theta|y \) to agree with \( x|y \) in expectation. As we will see in Section 4, this revision leads to a stochastic variation and therefore circumvents mode collapse.

Since \( E_y [Var(x|y)] \) is the global minimum of \( E_{x,y} \left[ \|x - E[g_\theta|y]\|^2 \right] \), we can reformulate the optimization of task (4) by adding a penalty term to task (3):

\[
\min_{\theta} L(P_{x|y}, P_{g_\theta|y}) + \lambda E_{x,y} \left[ \|x - E[g_\theta|y]\|^2 \right].
\]  

(5)

The posterior distribution is still a globally optimal solution to this problem, since both expressions admit their minimum for the same \( \theta^* \). This way, the proposed scheme eliminates many possible solutions that might minimize the first term but are far from the true posterior.

2. Proposed Method: Derivations

Assume an unknown stochastic degradation operator \( \text{deg}(\cdot) \) (such as additive Gaussian noise). Our goal is to sample from the posterior distribution \( P_{x|y} \) with the help of an independent random vector \( z \) of known distribution. We assume that given \( y = \text{deg}(x) \), a degraded observation of \( x \), there exists a parametric mapping \( g_\theta = G_0(z, y) \) such that \( z \sim P_z, g_\theta|y \sim P_{x|y} \), and \( P_z \) is a known latent distribution where \( z \) and \( y \) are mutually independent.

For a given \( y = y \) (denoting \( y \) as a realization of the random variable \( y \)), the Wasserstein-1 distance [2] between \( P_{x|y_0} \) and \( P_{g_\theta|y_0} \) can be shown to satisfy the equality

\[
W_1(P_{x|y_0}, P_{g_\theta|y_0}) = \sup_{f \in L_1} E_{x|y_0} [f(x, y)] - E_{g_\theta|y_0} [f(g_\theta, y)].
\]  

(1)

where \( L_1 \) is the set of all functions \( f : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) that are 1-Lipschitz on \( \mathcal{X} \) for any \( y \in \mathcal{Y} \). Observe that (1) is defined for a given realization of \( y \), whereas we seek an optimization objective that considers all possible ones. This can be accomplished by taking an expectation on both sides with respect to \( y \). The work in [1] shows that such an expectation taken on the right hand side in (1) commutes with the supremum, leading to

\[
E_y [W_1(P_{x|y}, P_{g_\theta|y})] = \sup_{f \in L_1} E_{x,y} [f(x, y)] - E_{g_\theta|y} [f(g_\theta, y)].
\]  

(2)

Observe that contrary to (1), the expectations in (2) act on the joint distributions \( P_{x,y} \) and \( P_{g_\theta,y} \). Therefore, assuming that the function \( f \) in the supremum of (2) can be found for each \( y \), one could evaluate this distance as follows:

- Draw samples of \( x \sim P_x \) (e.g., get an image data set).
- Perform \( y = \text{deg}(x) \) on each sample of \( x \), to obtain samples of \( y \) (e.g., contaminate with noise).
- Draw independently samples of \( z \sim P_z \).
- Compute \( G_0(z, y) \) on each sample of \( y \) and \( z \), to obtain samples of \( g_\theta \) (e.g., denoise each noisy image with a stochastic denoiser).
- We now have samples drawn from both \( P_{x,y} \) and \( P_{g_\theta,y} \). Evaluate (2) using the law of large numbers.
At first glance, LAG [4] could also seem like a method that directly aims for the perceptual quality goal. LAG’s objective is almost identical to that of CGAN, with an additional generator regularization term:

$$\min_{\theta} \mathcal{L}(\mathbb{P}_x|y, \mathbb{P}_{g_{\theta}}|y) + \lambda \mathbb{E}_{x,y} \left[ \| P(x, y) - P(G_{\theta}(0, y), y) \|_2^2 \right].$$  

(6)

In LAG, the function $P(\cdot, \cdot)$ in the above expression represents a part of the critic that extracts features from the image pair fed to it. This function could be considered as a variant or part of the function $f$ we have used above. Referring to the second term, its rationale is the belief that the intermediate representations of $(x, y)$ and $(G_\theta(0, y), y)$ are necessarily close-by. Observe that this penalty is substantially different from the expectation requirement we have posed in equation (5), since we do not assume that a given sample (i.e., the one attained at $z = 0$) and $x$ are matched in distortion. When $G_\theta(\cdot, \cdot)$ and $P(\cdot, \cdot)$ are continuous mappings, this assumption poses a distortion requirement not only on $G_\theta(0, y)$, but also on its neighbourhood. Thus, the penalty term in (6) conflicts with the perceptual quality goal [5], whereas the penalty term we propose in (5) does not.

3. Proposed Method: Details

3.1. Training Method

Our training method is directly derived from optimization task (5). To enforce the 1-Lipschitz constraint on the critic (denoted as $f$ in equation (3)), we use the gradient penalty version of WGAN [11]. That is, we train a generator $G_\theta$ and a critic $C_\omega$ (replacing $f$, to align with common WGAN notations) via the min-max optimization game

$$\min_{\theta} \max_{\omega} \mathbb{E}_{x,y} \left[ \| x - E_z [G_{\theta}(z, y)] \|_2^2 \right]$$  

(7)

$$+ \lambda \mathbb{E}_{x,y} \left[ \| C_\omega(x, y) - E_{z,y} [C_\omega(G_{\theta}(z, y), y)] \|_2^2 \right]$$  

$$+ \lambda_{GP} \mathbb{E}_{z,y} \left[ \| \nabla_{\omega} C_\omega(x,y) \|_2^2 - 1 \right]^2,$$

where for a given $y = y$, the last expectation is taken with respect to $\mathbb{P}_z$, the distribution of uniform samples along straight lines between pairs of points sampled from $\mathbb{P}_{x|y=y}$ and $\mathbb{P}_{g_{\theta}|y=y}$. Our proposed training method is described in Algorithm 1, and our proposed generator architecture and a full framework schematic are disclosed in Appendix A.

3.2. A Denoiser with Two Distinct Capabilities

Recall that in our training method we drive our generator towards the production of samples from the posterior dis-
Figure 1: Denoising results on the FFHQ test set produced by several methods. PSCGAN is a sampled denoised image produced by our proposed method, attained by injecting noise with standard deviation of $\sigma_z = 1$ (at both training and inference time). Ours-LAG($\sigma_z = 0$) and Ours-LAG($\sigma_z = 1$) are the same models, while the former is with $\sigma_z = 0$ and the latter is with $\sigma_z = 1$ at inference time. In this case, PSCGAN-A averages 64 instances of PSCGAN. Each model was trained on the FFHQ training set to denoise a specific noise level (25, 50 or 75).

Distribution while constraining the average denoised image to minimize the MSE. Thus, given such a trained model with enough capacity, the average denoised image of a given noisy input should approximately achieve the MMSE. This allows the optimized model to go beyond sampling from the posterior, producing an MMSE approximation result by averaging many generated samples. Even if the trained model does not accurately capture the true posterior, an average denoised image should produce low MSE, while a sampled denoised image should produce high perceptual quality. Our training method therefore allows one to obtain two denoisers at the same time: a denoiser that approximately samples from the posterior distribution and achieves high perceptual quality, and a denoiser that approximates the MMSE estimator. In Section 4 we refer to the former as PSCGAN and to the latter as PSCGAN-A.

4. Experimental Evaluation

We turn to present an evaluation of several methods:

• PSCGAN, our proposed method, which aims to sample
from the posterior distribution.

• PSCGAN-A, which averages instances of PSCGAN.
• Ours-MSE, which is our proposed generator trained to solely optimize the MSE loss (without noise injections). Comparing its performance with PSCGAN allows us to better evaluate our proposed training method to an MSE based optimization procedure since we use the same architecture in both cases.
• DnCNN [34], a commonly accepted baseline. Additionally, we evaluate Ours-LAG, a variant of LAG [4], only to illustrate several tendencies regarding the perception-distortion tradeoff in subsection 4.2. In Appendix B we describe our implementation choices.

In all experiments of PSCGAN the noise injected to the generator is of Gaussian distribution with zero mean. We vary at inference time the standard deviation of all noisy maps injected to the generator, which we denote as $\sigma_z$ ($\sigma_z = 0$ means $z = 0$). To clarify, PSCGAN is always trained with $\sigma_z = 1$. We also vary the number of instances produced by PSCGAN that are being averaged to compute PSCGAN-A, which we denote by $N$. We base our evaluations on the FFHQ [16] thumbnails, LSUN Bedroom and LSUN Church outdoor [32] data sets, and assess the performance on images contaminated with different levels of additive white Gaussian noise with $\sigma \in \{25, 50, 75\}$. To clarify, we train a separate denoiser for each configuration of data set and noise level. Supplementary training details are in Appendix C.

4.1. Perceptual Quality and Distortion Evaluation

In Figure 1 we demonstrate the perceptual quality of all evaluated methods on the FFHQ test set, including Ours-LAG. The visual results produced on both LSUN test sets are in Appendix D. PSCGAN and Ours-LAG (at $\sigma_z = 1$)
Table 1: The PSNR (dB) and FID results obtained by several evaluated methods, each trained to denoise images contaminated with a specific noise level (higher PSNR and lower FID correspond to better performance). Notice that the reported PSNR is not the average one, but rather the PSNR calculated on the average MSE of the entire test set. PSCGAN is our sampler from the learned distribution, where we use $\sigma_z = 1$ for the FFHQ test set and $\sigma_z = 0.75$ for both LSUN test sets during inference. In this case, PSCGAN-A averages $N = 64$ instances of PSCGAN (obtained with $\sigma_z = 1$ on all data sets). Ours-MSE is our proposed generator trained to solely optimize the MSE loss (without noise injections). The FID reports of PSCGAN contain both the mean and the standard deviation (denoted with ±).

| Data set     | $\sigma$ | PSCGAN | PSCGAN-A | Ours-MSE | DnCNN |
|--------------|----------|--------|----------|----------|-------|
| FFHQ         | 25       | 29.19  | 12.66 ± 0.07 | 31.46 | 31.83 ± 0.07 | 28.78 | 31.81 | 28.44 ± 0.07 | 31.48 | 31.77 | 36.80 |
| LSUN Church  | 75       | 29.03  | 7.66 ± 0.04  | 30.78 | 31.46 ± 0.07 | 27.54 | 10.86 | 27.77 | 12.93 | 27.69 | 15.66 |
| LSUN Bedroom | 75       | 25.83  | 9.02 ± 0.06  | 29.08 | 28.28 | 31.81 | 28.44 | 31.77 | 36.80 |

Figure 3: FID versus PSNR performance of several methods.

Ours-LAG, Ours-LAG-A that averages $N$ PSCGAN instances, Ours-LAG, Ours-LAG-A that averages $N$ Ours-LAG instances, Ours-MSE and DnCNN. The noise contamination level ($\sigma_z = 25, 50, 75$) is given with parentheses next to the name of each method. PSCGAN and PSCGAN-A are evaluated on different choices of $\sigma_z$ and $N$ during inference, while $\sigma_z$ is fixed to 1 when varying $N$. Ours-LAG and Ours-LAG-A are evaluated in the same fashion. For PSCGAN and Ours-LAG the values of $\sigma_z$ are given next to each marked point. Similarly, the values of $N$ are given for PSCGAN-A. The performance results of the MSE based methods are also plotted.

produce sharp and real looking results and outperform the MSE methods in terms of perceptual quality, as the latter produce unnaturally smooth images.

Recall that PSCGAN is a stochastic denoiser able to produce many denoised outputs, and such variability is demonstrated in Figure 2. Even though the overall appearance of the varying samples is similar, we observe a rich stochastic variation on fine details such as wrinkles, hair, eyes and...
more. In the same figure we also show the 4th root of the per-pixel standard deviation calculated on 32 denoised samples of the same noisy input. These results suggest that the penalty term in optimization objective (5) indeed circumvents the aforementioned mode collapse issue. In addition, it appears that our model does not suffer from inherent bias when handling skin tones, possibly due to the richness of the FFHQ data set [16].

To quantitatively evaluate our proposed method we use the Fréchet Inception Distance (FID) [12], which is known to correlate well with human opinion scores. Reliably computing FID requires a large amount of “real” samples (typically, at least 50,000), but evidently does not require many “fake” samples to remain consistent [19]. To confirm this, we measure the FID (by using [24]) between each of the training sets and 100 randomly chosen subsets of 500 images taken from its corresponding test set, and see negligible variability in the scores. Thus, our procedure to measure the FID of each denoising algorithm is to consider its outputs on each test set to its entirety as the fake samples, and use all the clean images of the corresponding training set as the real ones. Since PSCGAN produces stochastic denoised images, we evaluate its average FID by repeating this procedure 32 times, where in each the FID is calculated by producing one realization of denoised image for each noisy input.

We report in Table 1 the PSNR and FID scores obtained by all evaluated methods (except for Ours-LAG, which we evaluate only on the FFHQ test set in subsection 4.2). Several tendencies should be highlighted:

• As expected, in terms of PSNR, the best performing methods are the MMSE ones, with a gap of less than 3dB between these and PSCGAN, just as anticipated in [5].
• PSCGAN-A that averages 64 PSCGAN instances provides a very good approximation for the MMSE denoiser.
• In FID terms, PSCGAN outperforms all other methods in all configurations, achieving superior perceptual quality.

It is important to note that the reported FID results are not necessarily the optimal ones, and thus we do not claim optimality. We use this measure to provide some quantitative evaluation of the perceptual quality and to illustrate the perception-distortion tradeoff [5] in the next section, but do not perform hyperparameter tuning to achieve the best FID.

4.2. Traversing The Perception-Distortion Tradeoff

Both PSCGAN and Ours-LAG allow traversing the perception-distortion tradeoff in two ways: by varying \( \sigma_z \) or by varying \( N \). We vary \( \sigma_z \) with values taken from \{0, 0.25, 0.5, 0.75, 1\}, and vary \( N \) with values taken from \{1, 2, 4, 8, 16, 32, 64\} (while fixing \( \sigma_z = 1 \)). We demonstrate the above traversals on the FFHQ test set in Figure 3, along with the FID and PSNR scores obtained by all evaluated MSE based methods. For PSCGAN and Ours-LAG we report the average FID scores and omit their standard deviations since they are negligible. We observe that:

• As theoretically expected, PSCGAN-A approaches Ours-MSE as \( N \) increases, which suggests that our training procedure was successful in satisfying the penalty term, since with the same architecture we see a comparable PSNR performance when solely optimizing the MSE.
• For PSCGAN, varying \( N \) (while fixing \( \sigma_z = 1 \)) is more effective than varying \( \sigma_z \) (while fixing \( N = 1 \)), since each choice of \( \sigma_z \) is dominated by some choice of \( N \). In contrast, varying \( \sigma_z \) is more effective for Ours-LAG. We leave the explanation of these for future research.
• The FID performance of PSCGAN is only slightly affected by the noise level, suggesting that PSCGAN leads to high perceptual quality regardless of the noise contamination severity. This aligns with the posterior sampler’s property to always produce images with perfect perceptual quality [5]. In contrast, the PSNR performance of PSCGAN decreases as the noise level increases, which makes the perception-distortion tradeoff more significant in higher noise levels (emphasized by the two linear lines that diverge as the noise level increases). This evidence suggests that the gap in the perceptual quality of images produced by the posterior sampler and the MMSE estimator does not remain constant with the noise level, unlike the constant 3dB gap in PSNR [5].
• Averaging instances of Ours-LAG leads to a mild effect on the FID and PSNR scores. We leave the explanation of this phenomenon for future research.
• The results of Ours-LAG at \( \sigma_z = 0 \) and 0.25 are almost identical, emphasizing that the low distortion requirement on \( G_p(z = 0, y) \) constrains its neighborhood with a similar requirement, when \( G(\cdot, \cdot) \) is a continuous mapping. Indeed, when \( \sigma_z = 1 \), even though both Ours-LAG and PSCGAN use the same generator and critic architectures, the former slightly outperforms the latter in PSNR, while the opposite is true in FID. As claimed in Section 2, this shows a conflict with the perceptual quality goal [5] at \( \sigma_z = 1 \). Consequently, we hypothesize that this leads PSCGAN-A to dominate Ours-LAG, since the latter finds a middle ground between the perceptual quality at \( \sigma_z = 1 \) and the distortion performance at \( \sigma_z = 0 \).
• The traversal curves of Ours-LAG are more “stretched” than those of PSCGAN (when varying \( \sigma_z \)). Both “pull” the \( \sigma_z = 1 \) points towards high perceptual quality (and therefore towards high distortion [5]), while only Ours-LAG “pulls” the \( \sigma_z = 0 \) points towards low distortion (and therefore towards low perceptual quality [5]).

4.3. Noise Reduction Evaluation

Image denoising is the process of recovering a clean signal \( x \) from a noisy observation \( y \), where in our case, \( y = x + n \) and \( n \) is white Gaussian noise. This is an ill-
posed inverse problem and usually $x$ cannot be fully retrieved. Thus, a denoising algorithm should find an approximation of $x$, denoted as $\hat{x}$, such that $x$ and $\hat{x}$ are close-by, and the remainder noise $\hat{y} = y - \hat{x}$ is normally distributed. We assess whether PSCGAN, the algorithm which aims to sample from the posterior, satisfies such criteria.

The theoretical 3dB PSNR gap between the denoising results of a posterior sampler and of the MMSE estimator [5] guarantees that a well trained model that aims to sample from the posterior distribution would produce denoised images that are close to their clean sources, when closeness is measured with MSE (as in many denoising algorithms). Although the PSNR results obtained by PSCGAN (Table 1) are indeed high, it clearly generates local content that is absent from the source image. Thus, we question whether the local patches of the reconstructed samples are still faithful to their clean counterparts. We measure the patch-RMSE, the square root of the MSE between all overlapping clean and denoised patches of size $15 \times 15$, for all images in the FFHQ test set and perform D’Agostino and Pearson’s normality test$^1$ [6] on all of the resulting remainder noise images (2000 noise images, each of size $128 \times 128$). In addition, for each remainder noise image we extract randomly chosen $15 \times 15$ patches and also patches that correspond to the largest patch-RMSE values (20 of each, for a total of $20 \cdot 20 \cdot 2000$ patches), and assess if they are normally distributed as well. We find that PSCGAN successfully passes all tests in all configurations, with a p-value $> 0.05$ with high confidence. This shows that PSCGAN’s remainder noise is normally distributed both locally and globally.

5. Summary

In this work we revisit the image denoising task and focus on producing visually pleasing images, as opposed to distortion based methods that target best PSNR. Our strategy relies on the perceptual quality and distortion guarantees of posterior sampling, and a novel design of a CGAN to meet these needs. We introduce a new constraint to the CGAN framework that alleviates its difficulty to train in the case of high dimensional distributions, where each input has only one corresponding source example. We propose novel encoder-decoder denoiser architecture and training method, leading to denoised images with high perceptual quality and obtained by PSCGAN cannot be distinguished from that of the local-noise-RMS, while the one obtained by Ours-MSE can, especially in lower noise levels. These results suggest that noise elimination is attained by PSCGAN even locally, which means that it is stable in the sense that it generally does not produce improper local details.

Next, we question whether the remainder noise is normally distributed. We use PSCGAN to denoise each image in the FFHQ test set and perform D’Agostino and Pearson’s normality test$^1$ [6] on all of the remaining remainder noise images (2000 noise images, each of size $128 \times 128$). In addition, for each remainder noise image we extract randomly chosen $15 \times 15$ patches and also patches that correspond to the largest patch-RMSE values (20 of each, for a total of $20 \cdot 20 \cdot 2000$ patches), and assess if they are normally distributed as well. We find that PSCGAN successfully passes all tests in all configurations, with a p-value $> 0.05$ with high confidence. This shows that PSCGAN’s remainder noise is normally distributed both locally and globally.

\[ \sigma = 25 \]

\[ \sigma = 50 \]

\[ \sigma = 75 \]

![Figure 4: The approximated p.d.f of the patch-RMSE and of the local-remainder-noise-RMS obtained by PSCGAN and by Ours-MSE, and the approximated p.d.f of the local-noise-RMS obtained by Gaussian noise.](image)
acceptable distortion.
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Appendices

A. Generator (Denoiser) Architecture and Full Framework Schematic

Inspired by StyleGAN2 [15] and UNet [23], our conditional generator (denoiser) is an encoder-decoder deep neural network, as shown in Figure 5. The decoder builds the output image scale by scale by adding residual information at each stage to the up-sampled RGB output of the previous one. This approach was proposed in StyleGAN2 to sidestep the shortcomings of progressive growing [14, 15], a training methodology in which the number of layers in the generator and the discriminator increases during training. In the newly proposed scheme, both are trained end-to-end with all resolutions included, which significantly eases the training procedure but still enforces the decoder to progressively synthesize the output image stage-by-stage by adding resolution-specific details at each level. The encoder is analogous to a drip irrigation system. It consists of a main pipeline that has several exits to independent convolutional neural networks (CNNs), denoted as Drips, each of which reinforces its neighboring decoder block with low receptive field information. The main pipeline is a deep CNN with high receptive field that progressively encodes the input image. This method alleviates the task of the decoder, especially at higher scales where original pixel locations are crucial for distortion performance.

Since our denoiser is stochastic and meant to sample from the posterior distribution, it can be considered as a mapping from the latent distribution of the random noise to the posterior, as in all GAN based sampling solutions. Instead of injecting a single noisy tensor to the first layer of our model, we inject noise at each scale of the decoder. These convolutional layers operate as follows: for a given layer with $c$ input channels $\{x_i\}_{i=1}^c$ and a random noise input $z$ of the same size, the resulting output of the layer (before the activation function is applied) is

$$\sum_{i=1}^c h_i \ast x_i + h_{c+1} \ast z,$$

where $\{h_i\}_{i=1}^{c+1}$ are the convolutional kernels of the layer (considering only one block of kernels that leads to one output feature map). If one further assumes that $h_{c+1} = \alpha$ (a 1-by-1 kernel) for some scaling factor $\alpha$, this boils down to the noise injection scheme of StyleGAN [16] (each resulting feature map corresponds to a different scaling factor). In addition, if one forces the scaling factors of all feature maps to be equal, this becomes the noise injection scheme of StyleGAN2 [15]. Thus, our scheme enlarges the hypothesis set of the convolution operating on $z$. We incorporate this idea by concatenating each noise injection to the next convolutional layer’s input. Consult Figure 5 for clarifications on the denoiser’s architecture, and Figure 6 for a full framework schematic diagram.

B. Latent Adversarial Generator Implementation Details

Expression (6) is the originally proposed optimization task of LAG [4]. Yet, the SISR results presented in LAG’s paper are achieved with a tweaked version,

$$\min_{\theta} \sup_{f \in L_1} \mathbb{E}_x \left[ |f(x, 0) - \mathbb{E}_{g_\theta, y} [f(g_\theta, R(g_\theta, y))]| \right] + \lambda \mathbb{E}_{x, y} \left[ \left\| P(x, 0) - P(G_\theta(0, y), R(G_\theta(0, y), y)) \right\|^2 \right],$$

in which, instead of $y$, the critic receives $R(g_\theta, y)$ as a second input, the pixel-wise absolute difference between the degraded image $y$ and the corresponding degraded version of the generated image $g_\theta$. Such a tweak could also be adopted in the case of image denoising, for instance by defining $R(g_\theta, y)$ to be the absolute difference between $x$, the clean source of $y$, and the corresponding denoised image $g_\theta$. However, such a revision deviates the posterior sampling goal, since the Wasserstein-1 distance [2] would consequently measure the deviation between the distributions $P_x$ and $P_x|R(g_\theta, y)$. We leave this, possibly beneficial, approach for future research.

In PSCGAN the critic receives $y$ as its second input, and thus, for a fair comparison, we implement LAG in the same fashion instead of applying the aforementioned tweak. Our choice also aligns with optimization task (6) (since the critic receives $y$) and therefore leads to a more direct evaluation of it.

It is important to note that expression (6) is highly dependent on the choice of $P(\cdot, \cdot)$. While many choices are possible, we find that in our case choosing $P(x, y) = x$ leads to superior results, both in the FID and the PSNR performance measures. $P(x, y) = x$ means that we measure the distortion between $x$ and $G_\theta(0, y)$ in expression (6) with the MSE loss, operating in the RGB pixel space of the image instead of operating in an intermediate feature space. While the sampled images attained at $\sigma_x = 1$ should achieve higher perceptual quality (regardless of the choice of $P(\cdot, \cdot)$), this choice, quite conveniently, also allows for a fair PSNR comparison between PSCGAN and LAG, since the images produced by LAG at $z = 0$ are now directly aimed to optimize the MSE. We refer to this version of LAG as Ours-LAG in the experimental evaluations, so as to emphasize that our choices deviate quite significantly from the original implementation of LAG (a different inverse problem, different architectures, and different loss).
Figure 5: Our proposed generator architecture. An input noisy image is passed through an encoder of \( i \) doubly-blocked convolutional layers and downsampled after each (except for the first block). The downsampling operation is performed by a stride of 2 in the preceding convolution layer. The result of each doubly-blocked layer is then passed through a Drip, which is a feed-forward CNN (in the figure, \( d_k \) and \( c_{d_k} \) denote the number of layers and the number of output channels of each layer in drip \( k \), respectively). Each of these drips extracts features that are limited to a certain receptive field, which are then passed to the neighboring decoder block through concatenation. This further assists in reconstructing the RGB result of the corresponding scale, especially at higher scales. The decoder builds the reconstructed image scale by scale, using features aggregated from previous layers of the decoder and from the drip injections. Noise injections are performed in the decoder’s pipeline, where a noisy “image”, denoted as \( z_{k,1} \) and \( z_{k,2} \) for each \( 1 \leq k \leq i \), is concatenated as another feature map of the next layer’s input. All convolutional layers, except for \( tRGB \), are coupled with Leaky ReLU activation functions with a slope of \( \alpha = 0.2 \) for negative values. \( tRGB \) is a simple convolution operation with output channels being equal to the number of channels of the input image (3 for RGB images). All up-sampling operations are performed with nearest-neighbor interpolation.

C. Training

C.1. Data Splits

- FFHQ [16] thumbnails contains 70,000 images. We use images 3000-4999 for testing and the rest for training.
- LSUN Bedroom [32] contains 3,037,042 images. We randomly pick 100,000 and 4,000 non-overlapping images for training and testing, respectively.
- LSUN Church [32] contains 126,227 images. We randomly pick 100,000 and 4,000 non-overlapping images for training and testing, respectively.

C.2. Preprocessing

Our model assumes an input image of size 128×128, and since the images in both LSUN data sets are of larger size in both axes, we first center crop each image while keeping the smaller dimension fixed, and then resize the resulting square image to the desired size through interpolation. All images in the FFHQ thumbnails data set are already of size 128×128, and therefore do not require augmentation. Finally, we use random horizontal flip during training in all data sets.
Training with PSCGAN

Figure 6: A schematic diagram describing our proposed method at both training time and inference time. During training, the denoiser receives a noisy image \( y \) and outputs many possible denoised candidates \( \hat{x}_1, \hat{x}_2, \ldots, \hat{x}_M \). One of these candidates is being fed to a conditional discriminator, so as to drive the denoiser to produce images with high perceptual quality. At the same time, all of the denoised candidates are being averaged, and the result, \( \bar{x}_{\text{avg}} \), is forced to be close to the clean image \( x \) (in MSE). During inference, the denoiser receives a noisy input and produces many different denoised candidates with high perceptual quality, as many as the number of provided latent noises \( z_i \).

C.3. Hyperparameters

PSCGAN (and consequently PSCGAN-A) is trained with the default hyperparameters given in Algorithm 1. Note that we evaluate the penalty term on the first \( PB = 8 \) samples of each mini-batch of \( B = 32 \) samples, and approximate \( \mathbb{E}[G_0(z, y) | y] \) by averaging \( M = 8 \) generated samples for a given noisy image \( y \). While this choice of \( M \) may seem too small to evaluate the expectation of the posterior, it is sufficient to demonstrate the novelty of PSCGAN.

All other algorithms are also trained with a batch size of 32 and the Adam optimizer [17]. LAG is trained with a learning rate of \( 2.5 \cdot 10^{-4} \), and the Adam hyperparameters are \( \beta_1 = 0, \beta_2 = 0.99 \) (similar to PSCGAN). DnCNN and Ours-MSE are trained to optimize the MSE loss, the former with a learning rate of \( 10^{-3} \) and the latter with a learning rate of \( 5 \cdot 10^{-4} \). The Adam hyperparameters for both methods are \( \beta_1 = 0.9, \beta_2 = 0.99 \).

The full implementation of all methods and the checkpoints that reproduce the results reported in this paper are publicly available. Our implementations are based on PyTorch and PyTorch Lightning [9].

D. LSUN Data Sets’ Visual Results

In Figure 7 and Figure 8 we illustrate the visual quality of several denoised images produced by our method and by other MSE based methods on the LSUN Church outdoor and the LSUN Bedroom test sets. As can be seen, our model produces denoised images with high perceptual quality, although in these data sets it is harder to notice the perceptual quality difference with the naked eye (since the images are compressed).
Figure 7: Denoising results on the LSUN Church outdoor test set produced by several methods. For each image we show three different outcomes of PSCGAN, each attained by injecting noise with standard deviation of $\sigma_z = 0.75$. In this case, PSCGAN-A averages 64 instances of PSCGAN, where each instance is attained with $\sigma_z = 1$ at inference time. Each model is trained on the LSUN Church outdoor training set to denoise a specific noise level (25, 50 or 75).
Figure 8: Denoising results on the LSUN Bedroom test set produced by several methods. For each image we show three different outcomes of PSCGAN, each attained by injecting noise with standard deviation of $\sigma_z = 0.75$. In this case, PSCGAN-A averages 64 instances of PSCGAN, where each instance is attained with $\sigma_z = 1$ at inference time. Each model is trained on the LSUN Bedroom training set to denoise a specific noise level (25, 50 or 75).