THE PANCHROMATIC HUBBLE ANDROMEDA TREASURY. XVII. EXAMINING OBSCURED STAR FORMATION WITH SYNTHETIC ULTRAVIOLET FLUX MAPS IN M31
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ABSTRACT

We present synthetic far- and near-ultraviolet (FUV and NUV) maps of M31, both with and without dust reddening. These maps were constructed from spatially resolved star formation histories (SFHs) derived from optical Hubble Space Telescope imaging of resolved stars, taken as part of the Panchromatic Hubble Andromeda Treasury program. We use stellar population synthesis modeling to generate synthetic UV maps with a spatial resolution of ~100 pc (~24 arcsec), projected. When reddening is included, these maps reproduce all of the main morphological features in the GALEX imaging, including rings and large star-forming complexes. The predicted UV flux also agrees well with the observed flux, with median ratios between the modeled and observed flux of \( \log_{10}(f_{\text{syn}}/f_{\text{obs}}) = 0.03 \pm 0.24 \) and \( \log_{10}(f_{\text{syn}}/f_{\text{obs}}) = -0.03 \pm 0.16 \) in the FUV and NUV, respectively. This agreement is particularly impressive given that we used only optical photometry to construct these UV maps. Having verified the synthetic reddened maps, we use the dust-free maps to examine properties of obscured flux and star formation. We compare our dust-free and reddened maps of FUV flux with the observed GALEX FUV flux and FUV + 24 \( \mu \)m flux to examine the fraction of obscured flux. We find that the maps of synthetic flux require that ~90% of the FUV flux in M31 is obscured by dust, while the GALEX -based methods suggest that ~70% of the FUV flux is absorbed by dust. This 30% increase in the estimate of the obscured flux is driven by significant differences between the dust-free synthetic FUV flux and that derived when correcting the observed FUV flux for dust absorption with 24 \( \mu \)m emission observations. The difference is further illustrated when we compare the SFRs derived from the FUV + 24 \( \mu \)m flux with the 100 Myr average SFR from the CMD-based SFHs. We find that the 24 \( \mu \)m corrected FUV flux underestimates the SFR by a factor of 2.3–2.5, depending on the chosen calibration. This discrepancy could be reduced by allowing for variability in the weight applied to the 24 \( \mu \)m data, as has been recently suggested in the literature.
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1. INTRODUCTION

The star formation rate (SFR) of a galaxy is an extremely import astrophysical quantity, a key component to understanding the detailed evolution of a single galaxy or that of a population of galaxies across cosmic time. To this end, the ultraviolet (UV) is one of the most diagnostically important parts of a galaxy’s spectrum. It is often interpreted as a measure of recent star formation, given that stars younger than 300 Myr, including young, massive O and B stars, emit most of their energy in the UV (e.g., Kennicutt & Evans 2012). Additionally, the UV is essential for tracing star formation across cosmic time. At high redshift, the light observed in the optical is the galaxy’s rest-frame UV, which has been redshifted to longer wavelengths.

The UV, however, is also one of the most challenging parts of the spectrum to interpret reliably. While it is generally a good measure of recent star formation, the UV is also highly sensitive to dust. UV light is absorbed by dust grains, which re-emit in the infrared. Consequently, UV-only SFRs underestimate the true SFR of a galaxy, usually by factors of a few in typical disk galaxies (e.g., Kennicutt 1998; Leroy et al. 2012), though it can be by as much as a factor of 100 or more in ULIRGS (e.g., Schmitt et al. 2006). Additionally, stellar models in the UV are difficult to create and are neither well tested nor well calibrated (e.g., Pradhan et al. 2014). Models are particularly problematic for highly evolved low-mass stars, which also emit modestly in the UV (e.g., Code 1969; O’Connell et al. 1992; Dorman et al. 1993; Rosenfield et al. 2012; Johnson et al. 2013), making the UV flux from older stellar populations particularly difficult to interpret (Conroy 2013). Finally, UV observations are difficult for...
low-redshift galaxies because they require a space- or balloon-borne mission, like the Galaxy Evolution Explorer (GALEX; Martin et al. 2005), the UVOT camera on Swift (Gehrels et al. 2004), or the UVIS channel on the Wide Field Planetary Camera 3 (WFC3/UVIS) on board the Hubble Space Telescope.

Further complications when interpreting UV observations arise from assumptions on the initial mass function (IMF) and the SFR. Models generally assume that (1) the IMF is fully populated and (2) that the SFR is constant at recent times. The first of these assumptions is likely to hold only over large areas or in small, but high, star formation surface density regions. The second requirement arises because, at UV wavelengths, up to 90% of the emission in the far-UV (FUV) and near-UV (NUV) is from stars that are younger than 100 Myr and 300 Myr, respectively; conversion to an SFR therefore assumes that the SFR has been uniform over that period of time (e.g., Kennicutt & Evans 2012).

Although a wide range of science is enabled with these assumptions, the circumstances under which they are reliable remain unclear. For example, recent work on the IMF has shown that for sufficiently low SFRs and/or small spatial scales, the high-mass IMF is not fully populated (da Silva et al. 2012, 2014; Krumholz et al. 2015), and may even systematically vary (e.g., Meurer et al. 2009). Similarly, in low-mass galaxies and/or on small spatial scales in large galaxies, star formation histories (SFHs) tend to be bursty, as opposed to constant (e.g., Lee et al. 2009; Weisz et al. 2012). The consequences of these deviations from the fiducial assumptions are not well understood and may have a significant impact on our interpretation of the observed flux and, consequently, on the SFR.

Given the astrophysical importance of SFR measurements, tests of the above models and assumptions are crucial. A number of studies have examined how interpreting the observed galaxy flux is affected by some of these assumptions (e.g., Lee et al. 2009; Chomiuk & Povich 2011; Weisz et al. 2012; Wilkins et al. 2012; Johnson et al. 2013; Boquien et al. 2014; Simones et al. 2014, among many others). In a recent paper, Boquien et al. (2015) analyzed the scale dependence of SFR tracers. They found broad agreement between tracers on ∼1 kpc scales, presumably because variations between regions of active star formation and diffuse emission (i.e., from older stellar populations) have averaged out. The scale at which this occurs will vary from galaxy to galaxy, depending on the density of star formation, as well as the structure and transparency of the interstellar medium.

In this paper, we take an alternate approach to SFR analysis that sidesteps some of the above assumptions. We use SFHs and dust distributions derived from resolved stars and stellar population synthesis models to create maps of synthetic FUV and NUV flux on sub-kiloparsec scales. The SFHs come from Lewis et al. (2015), who used optical resolved star data, taken as part of the Pananchromatic Hubble Andromeda Treasury program (PHAT; Dalcanton et al. 2012; Williams et al. 2014), to model the spatially resolved recent SFH of ∼9000 regions (∼0.01 sq. kpc in size) in the northeast quadrant of M31 (Figure 1). Use of these detailed SFHs allows us to relax the constant SFR assumption, and the Poisson likelihood sampling in the SFH derivation process implicitly corrects the SFHs for IMF sampling, which is included in the uncertainty estimate. We compare the synthetic flux maps with far- and near-UV GALEX observations (Morrissey et al. 2007) to analyze the effect of non-constant SFHs on UV flux over a wide range of environments within a single galaxy. This methodology facilitates an end-to-end test, verifying the connection between massive star formation, UV flux, and the ability to interpret and/or infer UV populations through analysis of optical stellar populations.

Simones et al. (2014) initiated this work in M31, using techniques similar to that of Johnson et al. (2013) to model the UV flux in 33 star-forming regions in M31’s star-forming ring and compare UV flux-derived SFRs to those measured from optical color–magnitude diagram (CMD)-derived SFHs. They found that the SFRs derived from CMDs were, on average, consistent with those derived from the extinction-corrected FUV flux to within 1σ, and that ∼1/3 of the scatter could be attributed to metallicity differences: the flux calibration assumes constant solar metallicity, while the metallicity of the SFHs varies with time. Additionally, Simones et al. (2014) found that a wide range of SFHs can produce the same amount of FUV flux.

The analysis of resolved stellar populations offers a different way to probe the effects of simplifying assumptions on integrated flux measurements. Unfortunately, tests such as the one performed by Simones et al. (2014) have been limited in scope, both due to the inability to gather the required resolved

12 Although PHAT includes data in two UV filters (F275W and F336W), that data is not used in this analysis. Only the brightest main sequence stars have measurements in the UV filters, severely limiting the age range over which the SFH would be reliable. The optical data are the deepest and therefore provide the best leverage on measuring the SFH.
star data outside of the Local Group and because the vast majority of galaxies in the nearby universe are dwarf galaxies. Johnson et al. (2013) explored the connection between the UV and resolved stellar populations in nearby low-mass, low-metallicity dwarf galaxies using SFHs from the ACS Nearby Galaxy Treasury program (Dalcanton et al. 2009; Weisz et al. 2011). They found that fluctuations in the SFH can cause factor of two variations in UV luminosities relative to constant SFR assumptions, and that stars older than 100 Myr can contribute up to 30% of FUV emission.

Using the SFHs from resolved CMD fitting is just one way to model the UV flux with stellar photometry. Another method is to fit the spectral energy distributions (SEDs) of individual stars (e.g., Romaniello et al. 2002; Maíz-Apellániz 2004; Robitaille et al. 2007; Bailer-Jones 2011; Bianchi et al. 2012a, 2012b). SED fitting is often performed to recover the properties of the star and the surrounding interstellar medium ($T_{\text{eff}}$, [Fe/H], $Z$, $A_V$). Such fitting, though, ideally produces the star’s full spectrum, both reddened and intrinsic, which can then be used to infer the flux at wavelengths that were not observed. The PHAT survey motivated the development of the Bayesian Extinction and Stellar Tool (BEAST; Gordon et al. 2016), an SED fitter that could be used to provide an independent check of the results presented in this paper. SED fitting will, however, miss any stars below the detection limit, because it requires that they be detected in multiple filters. In contrast, the CMD modeling used in this paper includes the UV flux for the entire stellar population.

Making this measurement in a large, Milky Way-like galaxy is important for interpreting the observations of massive galaxies that dominate star-forming galaxy samples. In the nearby universe, we are limited to only a few large spiral galaxies with sufficiently well-resolved populations. Of these, M31 data has the widest wavelength coverage, the best resolved star data, and the highest resolution. M31 is a more massive and metal-rich system than nearby dwarf galaxies, providing an important laboratory for testing the assumptions made when using integrated UV light. While the method for studying UV populations is the same as that in lower-mass systems, M31’s environment is critical because it is similar to that in which most stars are formed.

This paper is organized as follows. In Section 2, we describe the SFH data set and the GALEX FUV and NUV images used, and the production of the synthetic flux maps. Section 3 describes the creation of the UV maps, including the methodology used to model the UV fluxes and the manner in which we assembled the maps. We present the maps in Section 4 and discuss factors that affect the synthetic maps, including a discussion of uncertainties in the modeling. In Section 5, we examine results from this analysis, including the fraction of obscured star formation and comparison of SFR calibrations. We discuss the factors that affect our results in Section 6. We conclude in Section 7.

2. DATA

2.1. GALEX UV Images

We took UV observational data from the GALEX Deep Imaging Survey (DIS; Martin et al. 2005), using the five tiles that cover the PHAT survey in the FUV and NUV. These tiles are listed in Table 1. We masked the tile edges and converted the count rate units, cps, into flux according to

$$f = U \left( \frac{\text{cps}}{\text{pixel}^{-1}} \right),$$

where $U$, the GALEX unit response, is given in Table 2. A small amount of background UV flux was present in the FUV and NUV mosaics, primarily due to scattering of UV photons from hot foreground stars in the Galaxy. We estimated the background as follows. In each of the five tiles, we measured the mean flux in four 0.06 × 0.06 square degree apertures in off-galaxy areas relatively devoid of stars. The centers of each of the 20 apertures are listed in Table 1 next to the appropriate tile. We then averaged these 20 measurements to get our estimate of the background flux and subtracted this value from all pixels in the corresponding mosaic. The subtracted background in the FUV and NUV images was 3.054 ± 0.601 × 10^{-16} \text{ erg s}^{-1} \text{ cm}^{-2} \text{ Å}^{-1} and 2.386 ± 0.678 × 10^{-16} \text{ erg s}^{-1} \text{ cm}^{-2} \text{ Å}^{-1}, respectively.

2.2. PHAT SFHs

To model UV flux, we use the PHAT spatially resolved SFHs determined in Lewis et al. (2015). We briefly describe their derivation here, but refer readers to the original paper for details. Each brick in the PHAT survey was divided into 450 regions on a uniform 15 × 30 grid with a total of ~9000 regions across the survey area, excluding the bricks closest to the crowded bulge area (see Figure 1). Each region was approximately $24'' \times 27''$ (100 pc × 100 pc, projected; 100 pc × 400 pc, deprojected). For each region, they modeled the optical (F475W and F814W) CMD using the fitting code MATCH (Dolphin 2002), which compares the observed CMD with many synthetic CMDs for composite stellar populations over a range of ages and metallicities. As described in detail in Lewis et al. (2015), the SFHs were derived with the following assumptions:

1. A Kroupa (2001) IMF.
2. Padova isochrones (Marigo et al. 2008) with updated asymptotic giant branch (AGB) tracks (Girardi et al. 2010).
3. A distance modulus of 24.47, corresponding to a distance of 783 kpc (McConnachie et al. 2005).
4. A binary fraction of 0.35 with a uniform mass ratio distribution between 0 and 1.
5. Age resolution of 0.1 dex for log(time) = 6.6–9.9 and 0.25 dex for log(time) = 9.9–10.15. (In Section 3.1, we correct the youngest time bin so that it extends to the present day.)
6. Metallicity resolution of 0.1 dex over the range $-2.3 \leq [\text{M/H}] \leq 0.1$, with the requirement that $[\text{M/H}]$ increases with time.
7. A two-parameter extinction model consisting of a foreground component, $A_V$, applied evenly to all stars, and an additional differential component, $dA_V$, applied to stars following a uniform distribution, such that all stars in a region are extinguished by some amount between $A_V$ and $A_V + dA_V$, optimized for each region individually (see also Simones et al. 2014). These values are used in a Cardelli et al. (1989) extinction model with $R_V = 3.1$.

Additionally, the portion of each CMD with $F475W > 21$ and $F475W − F814W > 1.25$ (red giant branch and red clump stars) was excluded from the fit (see the CMDs in Figures 2 and
Table 1

| Tilename          | R.A.  | Decl. | Exposure Time (s) | Background Aperture Centers (J2000) |
|-------------------|-------|-------|-------------------|-------------------------------------|
| PS_M31_MOS00      | 10.675| 41.267| 9863.55           | (11.02, 40.78), (11.25, 41.02), (10.47, 41.80), (9.94, 41.39) |
| PS_M31_MOS07      | 10.600| 42.350| 7418.25           | (10.06, 42.13), (10.82, 42.21), (10.82, 42.73), (9.92, 42.48) |
| PS_M31_MOS08      | 11.350| 42.200| 7497.6            | (11.77, 42.62), (12.02, 42.03), (10.70, 42.16), (10.93, 42.63) |
| PS_M31_MOS09      | 12.170| 42.032| 5431.7            | (11.85, 41.98), (12.38, 42.21), (11.98, 41.49), (12.48, 42.53) |
| PS_M31_MOS10      | 11.220| 41.370| 6561.5            | (11.83, 41.40), (11.76, 41.64), (11.48, 40.99), (11.07, 41.04) |

Note. Tilename, R.A., decl., exposure time in the FUV and NUV, and the centers of the four apertures in which the background was measured for each tile used to create the GALEX UV mosaics.

Table 2

| Filter Properties | FUV | NUV |
|-------------------|-----|-----|
| Unit response, \(U(\times 10^{-15} \text{ erg s}^{-1} \text{ cm}^{-2} \text{ Å}^{-1})\) | 1.40 | 0.206 |
| AB magnitude zeropoint, \(Z\) | 18.82 | 20.08 |

Note. \(^a\) http://asd.gsfc.nasa.gov/archive/galex/FAQ/counts_background.html

3 of Lewis et al. 2015. This choice mitigates extinction effects from older stellar populations that are not well fit with the single step function described in item 7 above. As a result, the optimized extinction parameters correspond only to the dust associated with young, UV-emitting stars on the main sequence. The SFHs are therefore limited to the last 500 Myr.

We refer the reader to Dalcanton et al. (2015) for a robust analysis of the dust in M31. The full SFH analysis using the red features of the CMD and the Dalcanton et al. (2015) dust analysis is the subject of an upcoming paper (B. Williams et al. 2016, in preparation).

We also note that the SFHs of Lewis et al. (2015) do not differentiate between cluster and field stars. As a result, UV light from young clusters is included in this analysis. However, stellar clusters account for only 4%–8% of the star formation in M31 (Johnson et al. 2016), and they therefore contribute only a few percent of the integrated UV light.

3. MAP CREATION

3.1. Modeling UV Flux

We used the SFHs described in Section 2.2 to create spatially resolved broadband FUV and NUV flux maps for the PHAT survey area. We modeled the flux in each region using a technique similar to that described in Johnson et al. (2013). We generated a set of simple stellar population (SSP) models and then weighted those models by the SFH to calculate the integrated SED for a given region. We ultimately determined the FUV and NUV flux and magnitude of each region from its modeled SED.

We first constructed a set of SSPs using the Flexible Stellar Population Synthesis (FSPS) code (Conroy et al. 2009; Conroy & Gunn 2010), assuming a Kroupa (2001) IMF and the Padova isochrones (Marigo et al. 2008) with updated AGB tracks (Girardi et al. 2010) and using the BaSeL 3.1 semi-empirical stellar SED library (Westera et al. 2002). In FSPS, the Geneva tracks (Meynet et al. 1994) are used at log(time) < 6.6 for high-mass stars, supplemented with the Padova models for low-mass stars. These choices are consistent with the SFH determination. We constructed the SSPs with an age resolution of 0.025 dex over the range log(age) from 5.500 to 10.175. We set the SSP metallicity to the mean metallicity over the last 100 Myr, as derived from the SFH. If there was no star formation over that time range, we set the metallicity to that of the most recent time when the SFR was non-zero.

To link the SSPs to the SFH, we needed to reprocess the SFH. The MATCH implementation of the Padova isochrones only reaches to log(time) = 6.6, so we renormalized the SFR in the youngest age bin to reach time = 0, conserving the mass created in that time bin:

\[
\text{SFR}(t = 0 - 10^{6.7} \text{ Myr}) = \text{SFR}(t = 10^{6.6} - 10^{6.7} \text{ Myr}) \times \left( 1.0 - \frac{10^{6.6}}{10^{6.7}} \right). \tag{2}
\]

We also increased the age resolution of the SFH to \(\sim 6.5 \times 10^4\) year. We determined this value by splitting the smallest time bin into 20 separate bins. In log(time) space we then interpolated the SSP SEDs to the SFH time points, weighted each interpolated SED by the SFR at each SFH time point, and summed the SEDs to create the integrated intrinsic (i.e., dust-free) model SED. We note that we used the full 14 Gyr SFH in this process, despite the fact that Lewis et al. (2015) stress that the SFHs are only robust to \(\sim 500\) Myr ago. We will discuss the effects of the SFH timescale in the Appendix.

To include the effects of dust, we created the integrated, attenuated model SED in the same manner as the intrinsic SED, except that we reddened each individual SSP SED component before weighting by the mass. To reddened the SED, we split each SSP SED into 30 identical component SEDs. Each component was then attenuated according to the Cardelli et al. (1989) extinction curve with \(R_V = 3.1\), assuming a uniform random \(A_V\) distribution drawn between \(A_{V,\text{SFR}}\) and \(A_{V,\text{SFR}} + dA_{V,\text{SFR}}\), where \(A_{V,\text{SFR}}\) and \(dA_{V,\text{SFR}}\) are the best-fit parameters of the two-component extinction model used to derive the SFH from the CMD (Lewis et al. 2015). This was done to mimic the SFH derivation, as described briefly in bullet point 7 of Section 2.2.

We summed all of the attenuated components to create each region’s integrated attenuated model SED. We note that the Cardelli et al. (1989) extinction curve, which predicts the amount of extinction relative to that in the \(V\) band as a function of wavelength, is based on the average \(R_V = 3.1\) extinction curve for the Galaxy. Previous studies have shown that this extinction curve is applicable to M31 as a whole in both the
UV (Bianchi et al. 1996) and the optical (Barmby et al. 2000) regimes. However, individual sight lines may differ from $R_V = 3.1$ due to metallicity, gas-to-dust ratio, or star formation activity (Clayton et al. 2015).

To determine the UV magnitude, we projected each model SED (both intrinsic and attenuated) onto the response curves for the GALEX FUV and NUV filters to obtain absolute synthetic FUV and NUV magnitudes in the AB system. We converted the resulting absolute magnitude to apparent magnitude assuming a distance modulus of 24.47 (McConnachie et al. 2005).

Finally, we convert the magnitude to flux using

$$m = -2.5 \log_{10} \left( \frac{f}{U} \right) + Z,$$

where $U$ is the GALEX unit response, and $Z$ is the zeropoint, given for each filter in Table 2.

Throughout the text, we refer to the synthetic intrinsic (unreddened) flux as $f^{\text{syn}}$ and the synthetic reddened flux as $f^{\text{obs}}$. The same nomenclature is used when referring to synthetic magnitudes as well.

We note that this process can be applied when modeling the flux at any wavelength, although appropriate care must be taken in the IR, where dust geometry and radiative transfer effects also need to be considered.

### 3.2. Creating Maps of Synthetic Flux

We used the modeled FUV and NUV fluxes in each region to create a single map of the PHAT survey area at each wavelength. We created these maps with Montage, which aids in the combination of many FITS images into a single mosaic. Montage is flux-conserving and maintains the photometric and spatial fidelity of the input images.

Because the SFHs were derived on a $15 \times 30$ grid in each brick, we assembled the modeled flux values for each UV filter into a $15 \times 30$ array to create a brick image. We then tied each brick image independently to a world coordinate system using the R.A. and decl. coordinates of the SFH brick grid. We then let Montage determine the single template header that best describes the combination of input images and used that header to re-project each brick image to the same WCS. We co-added the reprojected images into a single FITS file to create full PHAT survey area maps of synthetic FUV and NUV flux. The pixels in the resulting co-added image have a scale of $23''$. Due to the reprojection, the input regions do not match one to one to the output image pixels. We do not background-match the synthetic images.

The rotation of the outer bricks with respect to the inner bricks results in a number of locations where pixels in one brick overlap with pixels in another brick, most notably in Bricks 9 and 11. We note, however, that three of the fields in B11 were not observed. These three fields overlap completely with fields from B09, decreasing the total amount of overlap. We compared the output reddened NUV flux values in 10 of these overlapping pixels. We found the agreement to be within 10%–15% on average.

Assuming a distance modulus of 24.47 (McConnachie et al. 2005), a disk inclination of 77° (e.g., Roberts 1966; Brinks & Burton 1984; Walterbos & Kennicutt 1988), and a major axis position angle of 35° (de Vaucouleurs et al. 1995), the pixel scale deprojects to a linear size of 440 pc × 100 pc along the minor and major axes of M31, respectively (see the orientation of the scale bar in Figure 1). The synthetic flux maps therefore have a resolution that is firmly in the sub-kiloparsec regime.

Montage creates a pixel weight map during the mosaicking process. All pixels are weighted according to the fraction of the pixel that is inside the PHAT footprint (i.e., pixels entirely inside the footprint have a weighting of 1, pixels entirely outside of the PHAT footprint have a weighting of 0, and pixels that are partially within the footprint have a weighting somewhere between 0 and 1). To remove possible border effects, we only analyze pixels that have a weight $w > 0.95$.

### 3.3. Turning GALEX Observations into Maps

We also constructed maps of observed GALEX flux ($f^{\text{obs}}$), matched to the sampling of the modeled synthetic flux maps. The process was similar to that used for the synthetic maps. Starting with the background-subtracted images described in Section 2.1, we reprojected the flux tiles to the same template header as the synthetic flux maps. We then background-matched the images by determining the differences in the images at their overlaps and fitting a plane to these difference images to model the background. Finally, we co-added the matched images to create the final observed maps.

### 4. VERIFICATION OF THE OPTICALLY DERIVED SYNTHETIC UV MAPS OF THE PHAT SURVEY

#### 4.1. Presentation of the Maps

In Figures 2 and 3, we show maps of observed GALEX flux ($f^{\text{obs}}$; Section 3.3), synthetic attenuated flux ($f^{\text{syn}}$; Sections 3.1 and 3.2), and the significance of the difference between the two over the PHAT survey area for the FUV and NUV, respectively. All figures have the same stretch.

Figures 2 and 3 show remarkable qualitative agreement between the synthetic and the observed fluxes, indicating that the synthetic attenuated fluxes derived from the optical CMDs do an excellent job at reproducing the observed fluxes. All of the main features of the GALEX maps are reproduced in the synthetic maps, including the 10 kpc ring, the ring features at 5 and 15 kpc, and the individual star-forming regions within the ring, as well as the OB associations in Bricks 15 and 21 (the bright features located at the top and right side of the left two panels in Figures 2 and 3; also see Figure 1 for brick numbering). The agreement is especially good in the FUV map, but also apparent in the NUV map, despite the fact that some features are not as defined in the synthetic map. We emphasize that we have used optical colors and magnitudes to derive the ultraviolet fluxes.

There are, however, distinct differences between the $f^{\text{syn}}$ and $f^{\text{obs}}$ maps. For example, the $f^{\text{obs}}$ maps show some point-like sources that do not appear in the $f^{\text{syn}}$ maps. Inspection of the original images shows that these sources are largely Milky Way foreground stars. Foreground stars are typically at a very different absolute magnitude than M31 stars, and it is unlikely that any foreground stars were inadvertently included in the CMD modeling. Additionally, foreground stars don’t produce features in the synthetic maps because the fluxes in those maps are derived from the SFR of a distribution of stars, rather than single stars, so while a single bright star may dominate the pixel in the observed map, it has less of an effect in the
modeled map because it is averaged out in the total SFH from which the modeled flux is derived.

There are also a number of bright pixels in the modeled maps that are not in the observed maps. These mostly correspond to photometric artifacts (primarily diffraction spikes) that remained in the PHAT photometry\textsuperscript{14} after application of the quality cuts (Dalcanton et al. 2012). These artifacts increase the apparent stellar mass measurement in the SFH, which increases the synthetic flux. This contamination affects <5% of the pixels.

In Figure 4, we present a quantitative comparison of the synthetic and observed fluxes shown in Figures 2 and 3. We plot the ratio of the modeled reddened flux to the GALEX flux (\(f^{\text{syn}}/f^{\text{obs}}\)) as a function of GALEX flux, including the running median and standard deviation. The overall median and standard deviation are \(\log_{10}(f^{\text{syn}}/f^{\text{obs}}) = 0.03 \pm 0.24\) and \(\log_{10}(f^{\text{syn}}/f^{\text{obs}}) = -0.03 \pm 0.16\). Together with the qualitative comparison in Figures 2 and 3, these numbers indicate

\textsuperscript{14} We note that the SFHs derived in Lewis et al. (2015) used the first version of the PHAT photometry. The photometry has since changed, using different quality cuts and resulting in overall improvement. Given the large computing expense to run the SFHs on the entire grid and the minimal difference it would make for the SFHs, it was not deemed worthwhile to re-run the SFHs on the most recent photometry.
that in both filters, $f^{\text{syn}}$ is consistent with $f^{\text{obs}}$. The largest average discrepancy occurs at high observed flux, where the number of regions is very small, and are likely due to foreground stars or other photometric artifacts.

The FUV relation is flat across the range of observed fluxes. The scatter on the best-fit values decreases as the observed flux increases, ranging from 0.3 dex at the low end to 0.1 dex at the high end. The two regions at the highest FUV flux actually correspond to a single bright star located at the intersection of B12 and B14, clearly visible in Figure 1 and in the left panel of Figure 2. On a region-by-region basis, regions of low observed flux show the largest deviations between the observed and synthetic flux.

In contrast, the NUV data are much tighter, showing a scatter of $\sim 0.1$ dex at low observed fluxes and increasing to $\sim 0.2$ dex at the brighter end. There is also a slight trend in the NUV data. The synthetic flux is generally in very good agreement in regions of low observed flux but underestimated in regions of high observed flux. This behavior can be seen in the right panel of Figure 3 where the regions between and outside of the ring features (low observed flux) are gray to light blue in color, indicating only slightly more synthetic flux than observed flux, and the ring regions (high observed flux) are red, indicating more observed flux than synthetic flux.

At the high-flux end of the NUV distribution, the inconsistency must lie with the modeled data. One possibility
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A final factor that could contribute to the trend seen in the NUV data is timescale. When we constructed the set of SSPs, we set the metallicity of each SSP to the mean metallicity of the SFH over the last 100 Myr. The 100 Myr timescale is based on the average lifetime of the O and B stars that emit in the FUV, whereas the timescale for NUV emission is longer at 300 Myr. We tested using 300 Myr as the baseline over which to determine the mean metallicity for each SSP and found no difference in the results. M31’s metallicity has not changed significantly over the last few hundred Myr. Therefore, metallicity is not the reason for the observed trend.

We convert flux to magnitude and compare maps of observed and synthetic UV color ($m_{\text{FUV}} - m_{\text{NUV}}$) in Figure 5. The left panel shows the observed color, the middle panel shows the predicted, reddened color, and the right panel shows the difference between the two. The main difference between the left and middle panels is that the predicted map is bluer in the star-forming regions along the 10 kpc ring. This is because the synthetic NUV flux is slightly under-predicted in the high-flux, star-forming regions, resulting in fainter NUV magnitudes and therefore bluer colors. This is confirmed in the third panel, which shows the difference between the observed and predicted colors.

Despite the systematic trend in the NUV and the larger scatter in the FUV, we find that 70%–75% of pixels in both the FUV and the NUV fall within 1σ of the one-to-one line and >97% fall within 3σ. These percentages do not include the brightest single bin in the FUV and the brightest two bins in the NUV where those numbers are significantly lower. The number of points in each bin as well as the percentage that fall within 1, 2, or 3σ are given in Table 3. While we do not match all points perfectly, the degree of agreement is still impressive.

The overall agreement between $f_{\text{syn}}$ and $f_{\text{obs}}$ confirms that our modeling procedure is generally robust and justifies the assumptions we used to model the flux, including the assumed IMF, stellar models and spectral library, and the extinction model. While the modeling can certainly be made more complex, it is reassuring to know that we can use all of this knowledge to derive SFHs, synthesize SEDs, and successfully recreate detailed maps in the UV, all from photometry in only two optical bands.

4.2. Issues Affecting the Synthetic UV Maps

The above comparisons strongly support the overall reliability of the SFHs presented in Lewis et al. (2015), particularly the dust parameters derived in the SFH fitting process. Therefore, before we proceed to a discussion of the un-reddened maps, we highlight some additional considerations that could affect the modeled flux.

The GALEX data primarily suffers from Poisson uncertainties due to the exposure time. For each of the five DIS images in this study, we assume an average exposure time of $7 \times 10^8$ s in the FUV channel and $6 \times 10^8$ s in the NUV channel. The uncertainties are only a few percent at $f_{\text{obs}} \sim 10^{-16}$ erg s$^{-1}$ cm$^{-2}$ Å$^{-1}$. The NUV uncertainties are an order of magnitude smaller.

The scatter in Figure 4 is much larger than the above Poisson uncertainties allow. As a result, the scatter seen in Figure 4 is most likely dominated by the modeling process. We now discuss possible sources of uncertainty in our synthetic data.

There are four major factors that could contribute to the scatter observed in the synthetic fluxes: (1) SFH uncertainties,
(2) IMF sampling incompleteness, (3) differences between the dust model and the physical properties of the dust, and (4) stellar evolution model uncertainties. Because each of these effects is coupled to the others (e.g., the SFH of each region is dependent on the stellar models used and is also degenerate with the dust in that region), it is difficult to constrain the uncertainties from each source separately to high precision. Instead, we provide a qualitative discussion of each source and its effect on the resulting flux.

4.2.1. SFH Uncertainties

We first consider the role of uncertainties in the SFH. At the native time resolution of 0.1 dex, the uncertainties on the SFR in a single time bin can range from $\gtrsim 10\%$–$100\%$. The exact number depends on the number of luminous main sequence stars in each region (Lewis et al. 2015), which will affect the certainty of star formation happening in one time bin as opposed to the adjacent time bin. These uncertainties naturally decrease when averaged over larger region sizes or longer timescales.

The uncertainties on the SFR in Lewis et al. (2015) were determined using a hybrid Markov Chain Monte Carlo routine (Duane et al. 1987) to produce a sample of 10,000 SFHs. To determine the magnitude of the uncertainties propagated through from the SFHs, we ran 1000 of these SFHs in each region through our SED modeling routine. We take the...
uncertainty on the flux to be the distribution of fluxes derived from this sample. We note that the uncertainties derived in this manner will be upper limits. Most of the stars that are responsible for the observed UV flux are present in the CMDs, and these stars also account for much of the observed star formation. This is especially true in the FUV, where it is expected that younger populations, which we observe on the CMD, are responsible for most of the observed flux.

In Figure 6, we show the uncertainties in the modeled flux as a function of observed flux for both the reddened and dust-free synthetic flux. The uncertainties are highly asymmetric, especially at the low-flux end because of asymmetries in the SFH uncertainties. When the best-fit SFR in a time bin is zero, the uncertainty on that SFR is only positive. The regions that populate the low-flux end of this figure tend to have little or no star formation in the most recent 100 Myr. Over the 100 Myr timescales of interest in this paper, the random uncertainties on the synthetic flux due to the SFH derivation are up to an order of magnitude at the faint end, though only a factor of a few or less at the bright end. The inset in each subpanel shows the ratio of the total uncertainties shown in Figure 6 to the size of the scatter in Figure 4.

We repeat the same exercise in Figure 7, except we plot the uncertainties as a function of SFR averaged over the most recent 100 Myr. Similar to Figure 6, the uncertainties are asymmetric. As expected, they generally decrease toward higher SFR.

4.2.2. Dust Models

We next consider uncertainties in the dust model used to model the SFHs and the flux. As described in Lewis et al. (2015), we modeled dust in the optical CMD-derived SFHs with a two-component top-hat model designed to account for constant extinction along the line of sight, and differential extinction internal to the galaxy. The CMD residuals suggest that this model is reasonable for the young stars, but extrapolation of this model to the UV requires assumptions about the attenuation curve and the 2175 Å bump. In the modeling process, we assume that the attenuation curve, $R_V$, and the strength of the 2175 Å bump are constant across the disk. However, it is possible that these have spatial variation, and this could lead to scatter in the flux ratios. Robust SED fitters, such as the BEAST (Gordon et al. 2016) may be able to measure such region-to-region variation. Additionally, scattering of light by dust (Section 4.4) may alter the effective attenuation curve in a given region, producing extra flux that does not originate in that region and giving the attenuation curve a shape that is different from that of a perfectly known extinction curve.

4.2.3. Incomplete Sampling of the IMF

A third source of uncertainty is incomplete sampling of the stellar IMF. The UV light in a region is highly dependent on the number of massive stars. In modeling the SFHs, we assumed a fully sampled IMF. When the SFR $\lesssim 10^{-4} M_{\odot}$ yr$^{-1}$, however, the IMF may not be fully populated in that there are too few massive stars. This is most likely to occur in regions that are physically small or regions where the SFR is low or non-existent. That said, low-flux regions tend to contain mostly older stellar populations. As such, stochastic effects do not make as much of a difference because the UV is coming from stars further down the luminosity function. In high-flux and high-SFR regions, a scale of 30–40 pc (approximately the size of a 4000 $M_{\odot}$, 5 Myr old cluster) appears to be large enough to avoid IMF sampling issues (Boquien et al. 2015). Additionally, several studies have shown that stochastic sampling of the IMF—even at very low SFR—has less impact on the FUV and NUV fluxes because they result from integration over a wide mass range and are less dependent on the most massive stars than an ionizing luminosity such as H$\alpha$ (e.g., Lee et al. 2009, 2011; da Silva et al. 2012, 2014; Johnson et al. 2013).

In general, the 100 pc $\times$ 400 pc regions in this study are more than large enough to avoid effects of stochastic sampling in high-SFR regions. In lower SFR regions, stochastic sampling could potentially affect our results. However, incomplete sampling of the IMF does not overwhelmingly contribute to the observed scatter in the flux ratios. The FUV and NUV fluxes are integrated over a stellar mass that reaches down to $\sim$3–5 $M_{\odot}$ on the main sequence. Additionally, stochastic effects of the IMF are incorporated into the uncertainties on the SFHs as described in Lewis et al. (2015). Consequently, it is unlikely that incomplete sampling of the IMF contributes significantly to the scatter in the flux ratios beyond the uncertainties already accounted for in the SFH measurements.

| Bin Center | \( N \) | \( 1\sigma \) | \( 2\sigma \) | \( 3\sigma \) |
|-----------|--------|--------|--------|--------|
| \( \log \left( \text{erg s}^{-1} \text{cm}^{-2} \text{Å}^{-1} \right) \) | FUV | NUV | FUV | NUV | FUV | NUV | FUV | NUV |
| −16.65 | 123 | 0 | 0.70 | NA | 0.93 | NA | 0.98 | NA |
| −16.25 | 1518 | 288 | 0.78 | 0.66 | 0.95 | 0.94 | 0.98 | 0.99 |
| −15.87 | 2785 | 3192 | 0.75 | 0.69 | 0.95 | 0.96 | 0.99 | 1.0 |
| −15.47 | 3132 | 4404 | 0.73 | 0.72 | 0.95 | 0.95 | 0.99 | 0.99 |
| −15.08 | 1788 | 1780 | 0.72 | 0.73 | 0.95 | 0.92 | 0.99 | 0.98 |
| −14.68 | 632 | 376 | 0.78 | 0.65 | 0.95 | 0.89 | 0.98 | 0.97 |
| −14.29 | 122 | 66 | 0.70 | 0.48 | 0.92 | 0.82 | 0.99 | 0.99 |
| −13.99 | 12 | 14 | 0.33 | 0.00 | 0.67 | 0.50 | 0.92 | 0.79 |

Note. The first column shows the center of the bin of width 0.4 dex. Columns 2 and 3 indicate the number of pixels that fall within that bin. Columns 4 and 5 show the fraction of pixels in that bin that lie within 1σ of the one-to-one line (the dashed line in Figure 4). Columns 6 and 7 show the fraction of pixels that lie within 2σ of the one-to-one line. Columns 8 and 9 show the fraction of pixels that lie within 3σ of the one-to-one line.
4.2.4. Stellar Models

The last source of uncertainty is from deficiencies in the stellar models used to derive the SFHs and to model the flux. Just as the number of massive stars affects the observed UV light, discrepancies between the synthetic and true UV properties of these massive, metal-rich stars could introduce scatter into the flux ratios. This uncertainty is the most challenging to quantify. The fidelity of the stellar models will be the same in all locations, but the impact of the models will vary from region to region due to variation with stellar type and mass and therefore with SFH and IMF sampling. Perhaps most importantly, stellar models in the UV are poorly calibrated due to the paucity of massive, metal-rich stars in the local universe.

4.2.5. Summary of Uncertainties

Based on the above effects, the scatter in the flux ratios shown in Figure 4 is dominated by the uncertainties in the SFH, which include scatter due to incomplete sampling of the IMF.

4.3. Emission Timescales

Fluxes in the FUV and NUV are often attributed to timescales of <100 Myr and <300 Myr, respectively, because
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most of the UV emission comes from the hottest, most massive stars that dominate younger stellar populations (Kennicutt & Evans 2012). It has also been shown that older populations emit in the UV as well (e.g., O’Connell 1999), with often as much as 20%–30% of the total emission in the FUV or NUV coming from these stars (e.g., Johnson et al. 2013). The contribution from older populations is generally negligible in regions of high recent star formation. However, in regions of low SFR, this contribution can be non-negligible, particularly in the NUV. Unfortunately, the CMD modeling in Lewis et al. (2015) excluded regions of the CMD in the fit that are most sensitive to old stellar populations, and thus our ability to model the UV contribution from older star formation is limited. Including this contribution would be most likely to increase the low-SFR intensity region fluxes, while leaving the high-SFR intensity regions unaffected.

4.4. Scattered Light

A portion of a galaxy’s UV light can be diffuse and not associated with an obvious star-forming region. This diffuse UV emission is found between visible spiral arms or rings. In some cases, this fraction can be quite significant (up to 65% in M33; Thilker et al. 2005). There are a number of suggestions for the origination of this diffuse light, including the dispersal of B-type stars after the dissolution of their natal clusters, a low level of diffuse star formation, or the scattering by dust of UV photons produced in bright star-forming regions (Marcum et al. 2001; Crocker et al. 2015).
This scattered light may redistribute the flux in the observed UV maps in a manner that is not captured in our synthetic maps. We can, however, use our modeled data to examine the extent of scattered light in M31. The right panel in Figure 2 shows the log ratio of the observed to the modeled reddened FUV flux. Blue pixels have more synthetic flux than observed with GALEX and red pixels have more observed flux than synthetic flux. We have predicted slightly more synthetic flux than is observed (blue pixels) in just over half of the regions. However, the regions in which we have under-predicted the flux have a larger offset than the regions in which we have over-predicted the flux. This excess GALEX flux occurs primarily along the eastern side of the 10 kpc ring as well as near two large OB associations in Bricks 15 and 21. This discrepancy is particularly interesting because it is found near regions of very high, recent star formation. The many star-forming regions along the northeastern section of the ring are responsible for the bump in the SFR seen ∼50 Myr ago (Lewis et al. 2015). The excess observed flux seen near these highly star-forming regions could be an indication that some of this UV light has been scattered by dust into regions where

Figure 8. Comparison of synthesized NUV data with PHAT F275W gst data in B15. Synthetic, reddened NUV image (top left), optimized internal reddening parameter determined from the SFH derivation, $dA_V^{SFH}$ (top right), PHAT F275W flux from individual stars binned to 100 pc (bottom left), PHAT F275W flux, individual stars (bottom right).
no star formation is occurring. Further analysis of scattered light is beyond the scope of this paper.

4.5. Comparison with PHAT F275W Data

The PHAT survey consists of data in six filters, two each in the NUV, the optical, and the near-infrared. In the SFH derivation (Lewis et al. 2015), we used only the optical data as they are the deepest and provide the greatest leverage on the recent SFH. In theory, the UV filters (F275W and F336W) would also provide important constraints on the recent SFH. In practice, only the brightest main sequence stars have measurements in the UV filters, which greatly reduces the age range over which the SFH can be derived. Therefore, the UV filters were not used in the SFH derivation.

We can, however, compare the PHAT UV data, in particular the F275W data, with the synthetic, reddened NUV maps derived from the optical data. In Figure 8, we show several maps of B15 including the synthetic, reddened NUV flux (top left), the internal reddening derived from the SFH fitting process, $dA_{V,\text{SFI}}$ (top right), and the F275W flux in individually detected stars, both gridded to the same scale as the UV maps (bottom left) and at the individual star resolution (bottom right). The synthetic NUV and F275W flux images are colored according to the log of the flux in each band.

We chose B15 because it sits on the 10 kpc ring and therefore contains both active star formation and dust. The most obvious region of star formation is the bright region in the lower right of the brick (OB 54; van den Bergh 1964). In Figure 8, both the synthetic NUV and the gridded F275W flux in the left panels show a region of high flux (yellow in color) in that region. In the bottom-right panel, the density of stars detected in F275W is much greater in that region and along the ring feature than in other parts of the brick.

The F275W data comes from the $gst$ catalog, which contains only stars with reliable measurements (high signal - to noise and low crowding) in each band. We chose to use the individually resolved stars rather than the full brick images of B15 for a number of reasons. There are only two exposures per UVIS band, making it difficult to reliably clean the images of cosmic rays (CRs). By using the $gst$ catalog of resolved stars with its more stringent cuts, we avoid artifacts due to CRs. There are also problems due to charge transfer efficiency (CTE) because CTE corrections were not available for WFC3. Finally, as noted above, the images are shallow.

We have avoided some of the above problems by using the resolved stars; however, there are limitations to this choice as well. In particular, we cannot include stars below the flux limit that were not detected. Additionally, while using the $gst$ catalog eliminates artifacts, it may also remove real detections. Finally, in the UVIS images, recovery of stars is biased such that artificial stars at the faint end are recovered at fainter magnitudes than those at which they are placed. We refer the reader to Williams et al. (2014) for details on the photometric catalog. As a result, the bottom two panels in Figure 8 are not complete, but they are adequate for purposes of qualitative comparison.

A detailed region-by-region comparison of the synthetic, reddened NUV image and the gridded F275W image cannot be made due to differences in wavelength and the lack of completeness in the F275W stellar catalog, as discussed above. However, the two images are qualitatively very similar, and these similarities (and differences) may be important for understanding the distribution and morphology of the young, massive stars responsible for the bulk of the NUV emission. Further analysis would require additional modeling, which is beyond the scope of this paper.

5. RESULTS

There are many different uses for the maps we have presented in this paper, including testing standard procedures for understanding the fraction of obscured star formation as well as the applicability of common SFR prescriptions. In this section, we compare standard corrections for dust with results from the synthetic flux to better understand SFR limitations.

5.1. Obscured Flux and Star Formation

In Section 4, we presented synthetic GALEX maps and verified that they were in superb agreement with observations, especially in the FUV where the impact of the “2175 Å bump” is negligible. We now consider the un-reddened synthetic images $(f_{\text{syn,0}})$ and compare them to standard estimates of the fraction of obscured star formation. We note that because FUV flux maps directly to SFR in a galaxy, we are using the fraction of FUV flux that is obscured by dust as a proxy for the fraction of obscured star formation. We will convert to SFR and discuss the effects of the obscured flux in Section 5.2.

As already discussed, the FUV is an ideal tracer of star formation because it is tied directly to emission from the youngest and brightest O and B stars. It is also highly affected by dust. Use of the FUV as a monochromatic SFR tracer underestimates the true SFR of a galaxy. It has long been noted, though, that a correction could be made by including the flux from the longer wavelengths where dust emits. Early studies suggested using the total infrared emission.

Over the past several years, it has become standard to estimate the amount of obscured star formation by “correcting” the observed emission from young stars with the observed 24 μm flux from Spitzer. The idea is essentially one of energy balance. In a dust-free region, the total SFR can be inferred from the observed emission from young stars. In dusty regions, some of that emission is absorbed by the dust. The total flux of light that reaches the telescope is reduced and the derived SFR will be underestimated. The dust obscures the star formation. However, the emission absorbed by the dust is not lost but rather re-emitted at different, longer wavelengths. Therefore, if we include that longer wavelength emission in our roundup of the total flux, the true SFR can be accurately derived.

Calzetti et al. (2007) first used 24 μm emission as a correction to Hα flux. They observed a correlation between the luminosity surface densities of Paα emission and 24 μm emission. Paα emission traces the ionizing photons from the photospheres of hot, young stars and is significantly less affected by dust than Hα, making it an ideal tracer of star formation in a galaxy (e.g., Kennicutt 1998). 24 μm emission traces the thermal dust emission of a galaxy originating from small dust grains (e.g., Draine & Li 2007). Calzetti et al. (2007) combined Hα emission with 24 μm emission and compared the result with the Paα emission to derive a calibration for a $H\alpha + 24 \mu\text{m} SFR$. Following this result, Leroy et al. (2008) derived a similar relation using FUV emission rather than Hα emission. Rather than using Paα emission for the total SFR, they estimated the scaling factor on 24 μm using various estimates
of the total SFR. Similarly, Hao et al. (2011) used integrated measurements of the Moustakas & Kennicutt (2006) sample of nearby, star-forming galaxies to compare variations of UV + monochromatic infrared luminosities with IRX (total infrared to FUV luminosity ratio)-corrected FUV luminosities and derive composite SFR tracers, including a FUV + 25 μm tracer.

We note that, in this paper, we are interested only in the 24 μm correction to the SFR. The idea of correcting the FUV luminosity for dust using FIR emission goes back to at least the late 1990s (e.g., Meurer et al. 1999; Gordon et al. 2000; Bell & Kennicutt 2001).

Dust obscuration is an extremely variable quantity. Nonactive Sb-Scd galaxies typically lose about half of their bolometric luminosity to dust absorption. In early-type galaxies, this quantity drops to less than 15% Calzetti (2001). In M33, Boquien et al. (2015) found 75% of star formation in Hα, with only 25% in the infrared.

In Figure 9, we combine our synthetic FUV flux maps to examine the fraction of obscured star formation within the PHAT footprint and compare them with corresponding observed data from GALEX and Spitzer. In the left column, we show the synthetic maps derived in this paper. In the top row, we plot the synthetic, reddened flux, $f_{FUV}^{syn}$. The middle row shows the dust-corrected flux, i.e., the synthetic, dust-free flux $f_{FUV}^{syn,0}$. These two maps are the same as those presented in Figure 2, but with a different scaling to emphasize the dust-free map. In the bottom row, we plot the fraction of obscured FUV flux using the images in the first two rows: $1 - f_{FUV}^{syn,0}/f_{FUV}^{syn}$. The increase in total flux in the ring features immediately jumps out. Most of the star formation takes place in the 10 kpc ring (outlined in blue Lewis et al. 2015), which is also the dustiest part of the galaxy. We would therefore expect to see the most change in the flux in the ring features. The width of the ring also increases, indicating that the regions on the edges of the rings are also dusty. Overall, we find that in the synthetic dust-free data there is a factor of 8 more total flux than in the synthetic reddened data. If we look at the ring features individually, the factor difference between the total flux is 7.3, 8.2, and 7.8 for the inner, 10 kpc, and outer ring features, respectively. The median factor increase for all pixels in each region is 5.6, 5.1, and 4.6, respectively.
Because M31 is a very well-studied galaxy, a lot of ancillary data exists. In addition to the GALEX images, we also have 24 μm images from Spitzer. We can therefore compare our obscured fraction analysis with estimates from other observables. We have already compared the synthetic reddened data to the GALEX FUV image. We can also compare the synthetic dust-free data to a derived GALEX FUV + Spitzer 24 μm image. We use the prescriptions from Hao et al. (2011) to correct the FUV image for dust:

\[ L(\text{FUV})_{\text{corr}} = L(\text{FUV})_{\text{obs}} + 3.89 \times L(25 \, \mu m). \]  

(4)

All luminosities have units of erg s\(^{-1}\).

In the right column of Figure 9, we present corresponding maps of traditional observables of FUV + 24 μm (e.g., Hao et al. 2011; Kennicutt & Evans 2012). In the top row, we plot the observed GALEX flux, \( f_{\text{FUV}}^{\text{obs}} \). The middle row shows the dust-corrected flux, i.e., the GALEX FUV flux corrected with 24 μm flux, \( f_{\text{FUV}+24 \, \mu m} \). In the bottom row, we plot the fraction of obscured flux using the images in the first two rows. In panel (f) we use the usual observables: \( 1 - f_{\text{FUV}}^{\text{obs}} / f_{\text{FUV}+24 \, \mu m} \). The 24 μm data comes from Gordon et al. (2006).

While the synthetic reddened and the GALEX maps look very good (total flux is conserved within 8%), the dust-free maps are quite different. There is a factor of 2.5 more flux in the synthetic map than in the GALEX + 24 μm map. Overall, we find that 88% of the flux is obscured in our synthetic maps, while 72% is obscured in the observed maps. The 24 μm correction therefore underestimates the total FUV flux. This has a direct effect on the quantities derived from that flux, including the SFR.

We now look at the individual features of the maps. The first thing to notice is the difference in the 10 kpc ring between the two maps. If we sum up the total flux in that region, the synthetic map has a factor of 2.5 more flux than the observed map, although the median factor of the individual pixels is only 1.4. While both maps show structure within the ring, the primary difference is that the synthetic map implies that there is more flux at almost all locations. In the inner region of the galaxy, the overall structure is very similar in both maps, but the synthetic map contains a factor of 2.6 more flux, with a median of 1.9. Finally, the outer ring feature follows the same pattern. The overall structure is very similar, but the total flux is 2.4 times higher in the synthetic map with a median factor of 1.2. These differences show that in star-forming, dusty regions, the synthetic dust-free map reveals more flux than the 24 μm corrected FUV map.

While the interarm regions lack the coherent structure of the ring features, the flux comparison in the synthetic and observed maps shows a similar trend. The total flux in the interarm regions of the synthetic map is a factor of 2.5 times higher than that in the observed map with a median value of 1.3.

The differences discussed above lead directly to the distinction in the maps of the fraction of obscured flux in the bottom row of Figure 9. As already discussed, the synthetic maps require a high degree of obscuration. Most of this dust occurs in the ring features, which are strong features in the obscured fraction map. However, all pixels have dust and are therefore obscured. The minimum and maximum obscuration in the synthetic maps is 19% and 97%, respectively.

There is much less structure in the 24 μm based obscured fraction map. In this map, the most obscured regions are toward the center of the galaxy. The 10 kpc ring and outer ring feature are less apparent while the inner ring feature is stronger.

Additionally, the inner edge of each ring feature is more obscured than the feature itself; i.e., it is still possible to pick out the 10 kpc ring in the 24 μm obscured fraction map, though only at one edge. Finally, we note that the bright star-forming region in B21 (the bright feature at left edge of panel (c)) has very little obscuration in the observed data suggesting that the stars in this region are old enough to have dispersed their natal cloud but have not yet reached more evolved, dusty stages. Our results show that the 24 μm correction for dust does not work well in regions of low star formation intensity which are likely dominated by older stellar populations.

### 5.2. SFR Measurements

The discrepancy between the synthetic dust-free flux map and the FUV + 24 μm flux map indicates that the overall SFR will also be affected. The usual method of converting a FUV flux into an SFR is to apply an extinction correction to the observed flux, convert the flux to luminosity, and then calculate an SFR according to a standard calibration. A common calibration is that from Kennicutt (1998) with updates by Hao et al. (2011) and Murphy et al. (2011):

\[ \text{SFR} = 10^{-43.35} \times L_{\text{FUV}}, \]

where \( L_{\text{FUV}} \) is the dust-corrected FUV luminosity with units of erg s\(^{-1}\) and the resulting SFR has units of \( M_\odot \text{ yr}^{-1} \).

There are a variety of methods for correcting the data for dust. As mentioned in Section 5.1, a popular method is to multiply the 24 μm flux by a constant, \( w \), especially in relatively nearby galaxies where high-quality Spitzer 24 μm data exists. Another method is to use UV color (\( m_{\text{FUV}} - m_{\text{NUV}} \)) to correct the FUV magnitude, which is then converted for flux for further conversion to SFR. This method is often used at high redshift.

We use the calibrations from Hao et al. (2011). The correction using 24 μm data is shown in Equation (4). The UV color correction is

\[ A_{\text{FUV}} = (3.83 \pm 0.48) \frac{(F_{\text{FUV}} - N_{\text{NUV}})}{(0.022 \pm 0.024)}. \]

(6)

In Figure 10, we examine the relationship between the SFR averaged over the last 100 Myr as calculated from the CMD-derived SFH (Lewis et al. 2015) and that derived from FUV flux corrected for extinction with the 24 μm or UV color calibrations described above. In each panel, we plot the CMD-derived SFR (SFR\(_{\text{CMD}}\)) on the x-axis. The top panels show the flux-to-flux relationship. In the bottom panels, we plot the ratio of the flux-based SFR to the cmd-based SFR (SFR\(_{\text{flux}}\)/SFR\(_{\text{CMD}}\)) on the y-axis. In each panel, the black dashed line represents one-to-one agreement. In the top panels, the black star marks the flux-weighted mean along each axis. In the bottom panels, we have plotted the running median and standard deviation in blue.

In the left panels, we show the flux-based SFR (SFR\(_{\text{flux}}\)) derived after using the 24 μm prescription to correct for extinction. In the right panels, we show the flux-based SFR calculated from FUV flux corrected for dust with the UV color calibration.

We first look at the left panels. On the top, we plot the SFR derived from the 24 μm corrected FUV flux against the CMD-derived SFR averaged over the most recent 100 Myr. The overall morphology of the data is okay using the 24 μm correction. There is a clear trend in the data that SFR\(_{\text{flux}, 24 \mu m}\)
increases as SFRCMD increases, as is expected. The flattening in SFR_{\text{flux,24 \mu m}} occurs at SFRCMD < \sim 10^{-6}, which corresponds approximately to the limit at which the flux calibrations are no longer reliable, especially on these spatial scales (e.g., Murphy et al. 2011; Kennicutt & Evans 2012; Leroy et al. 2012). This results in an overestimate of the SFR at low SFRCMD and an underestimate at high SFRCMD. This trend is seen more clearly in the bottom-left panel, where we plot the log of the ratio between SFR_{\text{flux,24 \mu m}} and SFRCMD. The overestimate of SFR_{\text{flux,24 \mu m}} increases as SFRCMD decreases. At higher SFRCMD, the ratio starts to flatten though offset from the one-to-one line.

While the overall morphology of the relationship between SFR_{\text{flux}} and SFRCMD is good, the flux-weighted mean, marked by the black star in the top-left panel, is offset. We find that the mean flux-based SFR is 0.39 dex lower than the mean CMD-based SFR. The 24 \mu m corrected FUV flux will therefore underestimate the SFR by a factor of \sim 2.5.

The right panels in Figure 10 show the comparison between SFRCMD and SFR_{\text{flux,FUV−NUV}}. The results are very different from the 24 \mu m correction. When using UV color, the morphology of the relationship is completely wrong. On a region-to-region basis, there is zero correlation between SFRCMD and SFR_{\text{flux,FUV−NUV}}. Any SFRCMD can map to a
two order of magnitude range in \( \text{SFR}_{\text{flux,FUV-NUV}} \). The only trend that exists is that the UV color correction results in an overestimate of \( \text{SFR}_{\text{flux,FUV-NUV}} \) at low \( \text{SFR}_{\text{CMD}} \) and an underestimate at high \( \text{SFR}_{\text{CMD}} \). Despite the absence of region-to-region correlation, the flux-weighted mean SFR falls directly on the one-to-one line.

We note that we could have used the synthetic, dust-free FUV flux-derived SFR on the \( x \)-axis instead of the 100 Myr averaged SFR from the CMD-derived SFHs. The results would be the same with an offset of the mean flux-weighted SFRs from the one-to-one line when using the 24 \( \mu \)m correction and a lack of correlation when using the UV color correction.

6. DISCUSSION

We have shown that the conversion of FUV flux into an SFR after correcting for dust with two different prescriptions results in vastly different relations when compared with the SFR determined from the CMD-derived SFH (or alternatively from using Equation (5) on the dust-free synthetic FUV flux, \( f^{\text{syn}}_{\text{FUV}} \)). These differences are perhaps not surprising, but they do beg the question of what drives the discrepancies. At the most basic level, the discrepancy arises either from the modeled data (synthetic flux or CMD-based SFR) or from the SFR calibrations in the literature.

As discussed in Lewis et al. (2015) and Section 4.2, there are a variety of factors that affect the CMD-derived SFHs and the synthetic flux. The primary uncertainties come from the chosen dust parameters and uncertainties in the SFHs, which were only of order 10% over a 100 Myr timescale. We also showed in Section 4 and Figure 4 that the synthetic, reddened flux is in very good agreement with the observed \( \text{GALEX FUV} \) flux. This suggests that the dust parameters derived from the SFHs are reasonable and therefore the SFR derived from the CMD-derived SFHs is not driving the discrepancy.

The inconsistencies must therefore lie with the flux calibrations. This should not be a surprising conclusion. The vast majority of SFR prescriptions are designed for regions containing at least tens of thousands of stars, such as entire galaxies or bright, star-forming regions. They make assumptions about the shape of the SFH, usually assuming a constant SFR over some timescale. They assume that the IMF in the given region is completely sampled and that the region is homogeneous, i.e., stellar populations are completely mixed and they are insensitive to structure in the dust, gas, and stars. Additionally, they often use only a single metallicity (usually) solar, and they are insensitive to metallicity evolution.

Most objects in the universe fall into the unresolved regime where the above assumptions are generally safe. This is especially true in the high-redshift universe. In this regime, the UV color correction is commonly used to correct the SFR for dust. While Figure 10 suggests that this correction is terrible in the spatially resolved regime, the fact that the flux-averaged mean SFRs are in agreement suggests that it may be a reasonable choice in the unresolved regime, especially when the availability of data at IR wavelengths is limited.

In the local universe, the existing calibrations seem to work on large (>1 kpc) scales, which is the scale at which they were calibrated. However, we showed in this paper that even the flux-weighted means over the entire galaxy are off when using the 24 \( \mu \)m correction. Additionally, even on these scales, many of the above assumptions are not applicable. Nearby galaxies show highly defined structure in spiral arms and rings, in dust lanes, and in populations of molecular clouds and other gaseous objects. This structure varies in population; spiral arms are populated by young and blue, main sequence stars. The centers of galaxies tend to contain older, redder populations. Additionally, as structure within a galaxy is resolved, variations in stellar environment become apparent. Regions of high and low star formation, of varying metallicity, and of changing stellar density are revealed. Finally, the shape of the SFH is important, especially when correcting for dust (e.g., Boquien et al. 2016). The assumptions made when averaging over entire galaxies can no longer be made on smaller, variable scales. In fact, making such assumptions will bias the results. Nonetheless, we still want to determine SFRs for these galaxies and on these scales to take advantage of the increased spatial resolution.

In this paper, we have chosen to use a single prescription for each method of correcting FUV flux for dust. However, many studies have examined hybrid SFR tracers in an effort to determine the best combination of the data. Specifically, looking at the FUV + 24 \( \mu \)m combination, the uncertainty primarily lies on the weight applied to the 24 \( \mu \)m data, \( \omega_{24} \). In this paper, we use the Hao et al. (2011) factor of 3.89, which was derived for a sample of 133 nearby, star-forming galaxies. Zhu et al. (2008) also derived a calibration between FUV and 24 \( \mu \)m and found \( \omega_{24} = 6.31 \). Both of these measurements were derived on global scales with a single data point for each galaxy.

Some work has been done on sub-galactic scales. Leroy et al. (2008) presented a calibration for the FUV + 24 \( \mu \)m based SFR based on a sample of 23 nearby galaxies at 750 pc scales. Modulo a typo in their Appendix D, their calibration requires that \( \omega_{24} = 6.0 \) (Liu et al. 2011). The Leroy et al. (2008) value of \( \omega_{24} \) is similar to that of Zhu et al. (2008), with the notable difference in the physical scales on which it was derived (i.e., 750 pc versus entire galaxies). As discussed above, using relations on scales other than which they were derived can be precarious. In light of this, it would seem to be safer to use the Leroy et al. (2008) calibration instead of the Hao et al. (2011) calibration.

However, using \( \omega_{24} = 6.0 \) does not significantly change the results presented in this study. The primary reason for this lack of change is that the calibration derived by Leroy et al. (2008) and stated in Liu et al. (2011) differs by more than just the value of \( \omega_{24} \). The Hao et al. (2011) prescription for SFR derived from FUV + 24 \( \mu \)m observations is

\[
\text{SFR} = 4.47 \times 10^{-44} (L_{\text{FUV}} + 3.89 L_{\text{24\mu m}}),
\]

which is simply a combination of Equations (4) and (5). The Leroy et al. (2008) prescription is

\[
\text{SFR} = 3.40 \times 10^{-44} (L_{\text{FUV}} + 6.0 L_{\text{24\mu m}}).
\]

The difference in the conversion factor from luminosity to SFR effectively offsets the differences that result from the change in the value of \( \omega_{24} \). Therefore, we have chosen not to present new plots created by using this slightly different, spatially resolved calibration factor, but instead describe the changes that result.

A change in the SFR calibration will have an effect on the fraction of obscured flux (Figure 9) and on the relationship between the flux-based SFR and the CMD-based SFR (Figure 10). In Figure 9, the primary difference is that the regions of highest flux shown in panel d have slightly more flux when using the Leroy et al. (2008) calibration, and the fraction
of obscured star formation (panel (e)) is therefore higher across the galaxy. The total obscured flux increases from 72% to 80%, the overall morphology of the maps does not change, and the differences discussed in Section 5.1 remain.

Increasing $w_{24}$ improves the relationship between the CMD-based SFR and the flux-based SFR improves; however, as already noted, that improvement is offset by the change in the multiplicative factor that converts a dust-corrected luminosity to an SFR. The SFR derived with the Leroy et al. (2008) prescription is offset from the CMD-based SFR by a factor of ~2.3 compared to ~2.5 for the Hao et al. (2011) calibration. Consequently, Figure 10 is largely unchanged. Therefore, while it is generally acknowledged that the global calibration of $w_{24}$ will break down on small scales, the local calibration—derived on scales that are 2–8 times larger than those presented in this study—does not perform much better.

More recently, Boquien et al. (2016) calculated $w_{24}$ (they call it $k_1$ and examine other infrared tracers longward of 24 µm as well) in eight different galaxies and found a wide distribution ranging from 1.55 to 13.45 with a mean of 8.11. They stress that this factor has important galaxy-to-galaxy variations, as well as local versus global variations that should not be overlooked. Uncertainty in this factor is is clearly an issue in this study as well. Had we used the Boquien et al. (2016) value of 8.11 in this paper, we would have found much better agreement between the flux-based SFR and the CMD-based SFR.

Boquien et al. (2016) actually present two different parameterizations of their factor $k_1$ based on FUV–NIR color and on NIR luminosity density. These parameterizations allow $k_1$ to vary from galaxy to galaxy. However, they emphasize that these parameterizations should not be used on scales below 500 pc, and therefore should not be used at the spatial scales presented here. Further testing and analysis of these parameterizations is beyond the scope of this paper. It is clear, though, that as higher spatial resolution becomes available beyond the most nearby galaxies, such methods for reliably determining the SFR while accounting for galaxy-to-galaxy variation are needed.

7. CONCLUSIONS

We have used spatially resolved SFHs derived from optically resolved star data to model the SEDs of over 9000 sub-kiloparsec regions in M31 and produce detailed maps of synthetic reddened and dust-free UV flux across the entire area covered by the PHAT survey. The SFHs were derived by Lewis et al. (2015) using F475W and F814W photometry from the PHAT survey. Both intrinsic and attenuated SEDs were derived from the SFHs using FSPS. These SEDs were convolved with the GALEX FUV and NUV response curves to generate synthetic fluxes, $f_{\text{syn}}$. All of the flux values were then assembled into an overall map using Montage. The pixels correspond to physical areas of $4.4 \times 10^4$ pc$^2$.

We also used Montage to construct maps of the observed UV flux, $f_{\text{obs}}$, using GALEX DIS images and 24 µm (Gordon et al. 2006), as well as (SFR)$_{\text{ISO}}$ from the spatially resolved SFHs, all on the same spatial scale.

The agreement between the observed flux maps and the reddened modeled flux maps is encouraging, especially given that they were derived from only photometry in two optical bands. They indicate that models of UV emission and dust extinction are fairly accurate. The median log ratio of the synthetic reddened flux to the observed flux is 0.03 and ~0.03 in the FUV and NUV, respectively, with standard deviations of 0.24 in the FUV and 0.16 in the NUV. This agreement confirms the robustness of our modeling procedure and justifies the assumptions made in the modeling routine.

The scatter in the relation between observed GALEX flux and synthetic, reddened flux is primarily due to uncertainties on the SFHs used in the modeling process. These uncertainties include a factor due to incomplete sampling of the IMF.

We compared our synthetic reddened and dust-free UV flux maps with corresponding maps from observations. The synthetic reddened map was compared to the observed GALEX FUV map. The dust-free map was compared to maps derived from combinations of FUV + 24 µm data. In the synthetic FUV flux maps, 88% of the flux is obscured by dust. In the observed maps, 71% is obscured. This suggests that the 24 µm correction results in an underestimate of the total FUV flux.

We converted the observed flux map into a map of SFR using two common prescriptions, one using 24 µm to correct for dust and the other using UV color. We compared the resulting SFRs with those determined from the Lewis et al. (2015) SFHs averaged over the past 100 Myr. While the morphology of the relation between the CMD-derived SFR and that calculated using the 24 µm correction was good, the GALEX + 24 µm derived SFR was underestimated by a factor of 2.5. Conversely, the UV color correction resulted in a flux-weighted mean SFR in good agreement with that derived from the CMDs, but the relation shows no correlation between the two SFRs as would be expected.

The results we present in this paper provide an end-to-end verification of the SFH results presented in Lewis et al. (2015) and show that we have the ability to model flux in a variety of bandpasses given optical data and appropriate assumptions for the stellar IMF, a set of models describing stellar spectra and evolution, and an extinction model. While modeling flux in other bands provides different challenges, the technique is extremely promising.
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APPENDIX
THE EFFECTS OF OLD STELLAR POPULATIONS ON SYNTHETIC AND OBSERVED FLUX

Throughout the main body of this paper, we analyzed synthetic and observed FUV, NUV, and 24 μm flux without regard to the stellar populations emitting at each wavelength. We used the entire SFH—from the present day to 14 Gyr ago—in the modeling routine (Section 3.1, despite the warning that the Lewis et al. (2015) SFHs are robust only to 500 Myr ago). We did this in order to accurately compare the modeled UV flux with the total observed GALEX flux. While most of the UV flux comes from stars that are 100–300 Myr, approximately 20%–30% of the emission at FUV and NUV wavelengths comes from stars that are older than this (see the discussion in Section 4.3).

We must include these older populations to accurately model the UV flux. We could have made an assumption about the form of the SFH beyond 500 Myr (constant, declining tau, etc.); however, we decided to use the full SFHs derived from the CMD analysis. We note that while the SFH solution was optimized for the most recent 500 Myr, it still has information at older ages. Using this total SFH will be more robust than using an assumed form.

A.1. Modeled-to-observed Flux Comparison

We account for these older populations in both the synthetic and the observed data. In Figure 11, we examine the effect of older stellar populations on the synthetic flux. We plot the ratio of the synthetic to the observed flux as a function of the observed flux (as in Figure 4). In each panel, we have modeled the FUV flux with a different age limit applied to the SFH. The top-left panel uses the full SFH and is identical to the top panel in Figure 4. In the next panel, we model the flux using the SFH back to 5 Gyr ago. The bottom-left panel applies a cut to the SFH at 500 Myr ago, which is the limit specified in Lewis et al. (2015). The bottom-right panel uses SFR data from just the most recent 100 Myr. In each panel, we have indicated the age cut in the top-right corner. Below that is the ratio of the sum of the synthetic flux to the sum of the observed flux. The red circles and error bars show the running median and standard deviation.

The effect of reducing the age information in the flux modeling routine is clear. As the information from older populations is removed, the total synthetic flux drops, as expected. This decrease is generally seen in the low-flux regions. The total synthetic flux decreases by ∼20% as the age information is cut from 14 Gyr to 100 year. This is in line with literature values of the amount of UV flux expected from older populations (e.g., Johnson et al. 2013). We note, however, that in all panels and all flux bins, the ratios are consistent with zero to within 1σ.

We perform the same exercise in the NUV and plot the results in Figure 12. The general results are similar to those in the FUV, except the decrease in flux is much more substantial in the NUV, especially at the low-flux end. As mentioned in our discussion of Figure 4, the NUV is much more sensitive to the shape of the extinction curve, primarily at the high-flux end. This sensitivity likely contributes to the under-production of synthetic flux seen in the top-left panel when the full SFH is used and propagated through as the synthetic flux relies more strongly on younger populations that may be more affected by the 2175 Å bump.

The observed data is also affected by emission from older stellar populations (e.g., Kennicutt et al. 2009). A few corrections exist in the literature. One such method is to use 3.6 μm flux to correct for older populations. Some fraction of

![Figure 11](image_url)
the 3.6 micron data, $\alpha_{3.6,\text{FUV}}$, is subtracted from the FUV data,

$$I_{\text{FUV,young}} = I_{\text{FUV,all}} - \alpha_{3.6,\text{FUV}} \times I_{3.6\mu m},$$

leaving the FUV intensity from young stars. The general idea is that older stars tend to be faint at bluer wavelengths, but will emit more strongly in the infrared. Leroy et al. (2008) looked at the ratio of FUV to 3.6 $\mu$m SFR intensities in their sample of nearby galaxies and found $\alpha_{3.6,\text{FUV}} \sim (2-4) \times 10^{-3}$. However, Ford et al. (2013) performed the same exercise in M31 and found $\alpha_{3.6,\text{FUV}} \sim 8 \times 10^{-4}$. Here, we use the Ford et al. (2013) value derived for M31.

We apply this correction to the observed FUV flux and we plot the resulting flux ratios in Figure 13. We have also included the same age limit cuts to the synthetic flux as we showed in Figure 11. The correction to the observed flux increases the flux ratios, especially at the low-flux end, as would be expected. As the age limit on the synthetic flux decreases, the correction to the observed flux has less of an impact. In all panels and all flux bins (except for the brightest
bin), the synthetic and observed fluxes are in agreement within 1σ. There is no corresponding correction in the literature for the contribution of older populations to the NUV flux.

A.2. SFR Comparison

In this section, we examine how the effects of older stellar populations on the observed flux translate to changes in the derived SFR. In the previous section, we corrected the observed FUV and 24 μm fluxes for the contribution from older stellar populations. We can do the same thing with our 24 μm data:

\[
l_{24, \text{young}} = l_{24, \text{all}} - \alpha_{3.6, 24} \times l_{3.6, \mu m}
\]

Leroy et al. (2008) found \( \alpha_{3.6, 24} \sim 0.1 \) in their sample of galaxies. In their study of M31, Ford et al. (2013) also found \( \alpha_{3.6, 24} = 0.1 \), so we use that value here.

We corrected both the GALEX FUV and the Spitzer 24 μm data for contributions from older stellar populations and recalculated the SFRs. We plot the resulting SFRs compared with those derived from the CMD-derived SFH in Figure 14. This figure can be directly compared to Figure 10, which does not include the old star correction.

Including the correction for older stars worsens the agreement between the observed and CMD-based SFRs. In Figure 14, the x-axis remains unchanged from that in Figure 10 because it is taken directly from the most recent 100 Myr of the CMD-derived SFHs. No correction for old stars is necessary. In the left panels, the values on the y-axis decrease because there is generally less FUV flux. The overall morphology remains the same between Figures 14 and 10; however, the mean values of the flux and CMD-based SFRs now differ by 0.46 dex (a factor of 2.9), up from 0.39 dex (a factor of 2.4).
In the right panels of Figure 14, we show the UV color-derived SFR. While the flux-weighted means along the two axes are still in agreement, there is no overall correlation between the two SFRs on small spatial scales, as seen in Figure 10. We cannot, however, draw any conclusions from the right panels, because the NUV data have not been corrected for the contribution from older stellar populations.
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