In situ observation of pH change during water splitting in neutral pH conditions: impact of natural convection driven by buoyancy effects
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Photoelectrochemical water splitting in near-neutral pH conditions offers a safe and sustainable way to produce solar fuels, but operation at near-neutral pH is challenging because of the added concentration overpotentials due to mass-transport limitations of protons and hydroxide ions. Understanding the extent of this limitation is essential in designing a highly efficient solar fuel conversion device. In the present study, the local pH between the anode and cathode in a water splitting cell is monitored in situ using fluorescence pH sensor foils. By this direct visualization, we confirm that supporting buffer ions effectively suppress local pH changes, and we show that electrochemical reactions induce natural electrolyte convection in a non-stirred cell. The observed electrolyte convection at low current densities (<2 mA cm⁻²) originates from buoyancy effects due to the change in the local electrolyte density by ion depletion and accumulation. A multiphysics simulation that includes the buoyancy effect reveals that natural convection driven by electrochemical reactions stabilizes the local pH, which is consistent with our experimental observations. In contrast, the model without the buoyancy effect predicts significant shifts of the local pH away from the pKₐ of the buffer, even at low current densities. This experimentally validated model reveals that natural convection induced by electrochemical reactions significantly affects the overall mass-transport, especially in close vicinity of the electrodes, and it should, therefore, be considered in the design and evaluation of solar fuel conversion devices.

Introduction

The development of solar fuel production technology has attracted increasing interest in the last couple of decades. Such a technology potentially overcomes sunlight's intermittency and allows the storage of solar energy in the form of chemicals, such as hydrogen and hydrocarbons. Various approaches exist, either indirectly by coupling a photovoltaic (PV) cell and an electrolyzer or directly in a suspended photocatalyst particle reactor or a photovoltaic (PEC) cell. In the PEC approach, light-absorbing semiconductors (often decorated with electro-catalysts) are immersed in aqueous electrolyte solutions, and electrochemical reactions occur on the surface while the counter-reactions take place on either integrated or wired counter electrodes. Since all functionalities are integrated into a single device, synergistic effects can be expected. For instance, the...
thermalization of absorbed photons and the thermal energy of sub-bandgap photons will increase the temperature of the system and can improve the electrochemical kinetics and mass-transport in the electrolyte.\textsuperscript{1,8} Heat transfer from the semiconductor to the electrolyte solution will help to reduce photovoltaic losses, especially for temperature-sensitive materials such as Si- and III/V-based semiconductors.\textsuperscript{8–11} Conversely, higher temperatures may improve charge carrier transport when metal oxide semiconductors with polaronic properties are used.\textsuperscript{12–15} This is in contrast to PV-coupled electrolyzers, for which the efficiency has been shown to decrease with increasing operating temperature.\textsuperscript{4}

Besides, because the operating current density of a PEC cell is low (<30 mA cm\textsuperscript{-2}) compared to that of commercial electrolyzers (0.5–1.0 A cm\textsuperscript{-2}), lower ohmic and kinetic losses can be expected and the use of noble metal electrocatalysts may be avoided.\textsuperscript{7,16,17}

One major challenge in the PEC approach is the instability of many semiconducting materials in electrolyte solutions. This is especially true when extremely acidic or alkaline electrolytes are used, which is the case in commercial electrolyzers. One of the mitigating strategies is to introduce thin protection layers, such as TiO\textsubscript{2}, on surface of these semiconductors.\textsuperscript{18–21}

However, such layers may suffer from the presence of pinholes and often require expensive deposition techniques, such as atomic layer deposition.\textsuperscript{22} This limitation, together with safety considerations, drives many researchers to investigate reactions in near-neutral pH electrolytes. These conditions may also enable the use of seawater. However, a serious disadvantage in using near-neutral pH conditions is the low concentration of proton/hydroxide ions in the solution (less than 1 µmol L\textsuperscript{-1} around pH 7). At such low concentrations, the reactants will be rapidly depleted during the proton-coupled electron transfer (PCET) reactions and resupply of the reactants from the neighboring electrolyte regions will not be able to keep up due to mass transport limitations. This results in concentration overpotentials in addition to the kinetic overpotentials from electrocatalysts.\textsuperscript{23–25}

Although supporting buffer ions are known to work as proton donors and acceptors, a local pH gradient is still expected to form because of the smaller diffusion coefficients of buffer ions compared to those of proton/hydroxide ions.\textsuperscript{17,26–30} This effect is even more severe in large-scale devices; it was recently shown that large area PEC devices (≥50 cm\textsuperscript{2}) show much larger local pH shifts compared to laboratory-scale devices (<1 cm\textsuperscript{2}), which severely reduces the energy conversion efficiency for practical applications.\textsuperscript{17,31} Understanding the local pH shift during PCET reactions is therefore of critical importance for the development of efficient solar energy conversion devices in near-neutral pH solutions.

Various experimental approaches have been reported to identify local pH shifts. Local pH measurements have been performed by electrochemical approaches, using rotating ring disk electrode (RRDE) and scanning electrochemical microscope (SECM) measurements, or spectroscopic approaches, such as surface-enhanced infrared absorption spectroscopy (SEIRAS) and fluorescence spectroscopy.\textsuperscript{32–47} Fluorescent dyes, which produce different fluorescence spectra depending on the protonation state of the dye, are often introduced in electrochemical cells to visualize the local pH with the help of a confocal laser scanning fluorescence microscope.\textsuperscript{33,35,37–42,45} These efforts are usually targeted to specifically monitor pH at the close vicinity of the electrodes, and ultramicroelectrodes are often used as a model electrode. While the insights from such electrodes are undoubtedly useful, it is essential to implement similar techniques to measure pH shifts in more practical (i.e., larger) electrochemical cells and devices.

In addition to experiments, theoretical models have been devised to simulate local pH shifts and predict efficiency losses due to mass transport limitations in energy conversion devices. The flux of chemical species comprises three contributions: (i) diffusion as a result of a concentration gradient, (ii) migration driven by an electric field, and (iii) convection in the electrolyte solution. These contributions are represented in the following equation:

$$N_i = -D_i \frac{\partial c_i}{\partial x} + \frac{z_i F}{RT} D_i c_i \frac{\partial \phi}{\partial x} + c_i \nu$$

$N_i$, $D_i$, $c_i$ and $z_i$ represent the flux vector, the diffusion coefficient, the concentration, and the charge of species $i$, respectively. $\phi$ and $\nu$ denote the local electrolyte potential and electrolyte velocity vector, respectively. $F$ is the Faraday constant, $R$ is the gas constant, and $T$ is the temperature. Strategies to minimize local pH gradients have to be guided by maximizing all of these contributions. For example, to maximize the diffusive flux, one has to carefully choose the buffer concentration.\textsuperscript{29,30} Forced convection in electrolyte solutions is also known to suppress local pH gradients.\textsuperscript{31,48–50}

In the literature, two types of devices are often studied to simulate the above-mentioned effects: a flow cell and a stagnant cell. In flow cells, well-defined convection conditions, such as laminar flow, are typically established, which help to provide fresh bulk electrolyte to the electrode surface.\textsuperscript{31,48–50} Hydrodynamic control in such a cell is required to mitigate mass-transport limitations. The influence of the flow rate on the local pH gradient has been evaluated in flow cells.\textsuperscript{31,48} However, the situation is much less defined in a stagnant cell, which is typically used for (photo)electrochemical measurements. To simulate a stagnant cell, a boundary layer with an arbitrary thickness of 0.1–2 mm is often assumed to be present.\textsuperscript{51,52} In this assumption, diffusive and migrative mass transport of dissolved species occur only within the boundary layer while their concentrations are assumed to be constant outside the boundary layer. Concentration gradients, therefore, appear only within the boundary layer, and the concentration overpotential strongly depends on the more or less arbitrarily chosen thickness of the boundary layer.\textsuperscript{51} Also, electrolyte convection is often overlooked, even though electrochemical reactions in realistic electrochemical cells generate natural convection due to the formation of product gas bubbles and/or buoyancy effects as a result of changes in local electrolyte density.\textsuperscript{53–60}

In this work, we combine in situ measurements and computational modeling to visualize and validate the pH distribution in an electrochemical cell. The local pH is quantitatively monitored using fluorescence pH sensor foils during water splitting in stagnant and pH-neutral solutions. Our experimental setup allows
a quick assessment of pH gradients not only at regions close to the electrodes but also throughout the entire electrochemical cell. Based on the observed pH gradients, we develop an advanced multiphysics model coupled with natural convection induced by buoyancy effects during electrochemical reactions. We will show that the model can describe how the local pH stabilizes in stagnant conditions and underlines the significant contribution from the natural convection. Finally, the implications of our findings for the design of efficient energy conversion devices in the presence of natural convection are discussed.

Results and discussion

1. In situ pH monitoring during electrochemical water splitting in near-neutral pH solutions

We first monitor the local pH change ($\Delta$PH) of electrolytes during water splitting in a simple two-electrode electrochemical cell by camera imaging of a fluorescence pH sensor foil. The foil is immersed between a vertically aligned Pt anode and Pt cathode, as shown schematically in Fig. 1a. Two types of foils were used: one with a pH detection range from 5 to 8, and another from 6 to 8.5; see Fig. S1a (ESI†) for the calibration curves of the foils. The operating principle of the pH sensor foil is briefly described in the Experimental section. Digital photographs of the electrode region are shown in Fig. S1c and d (ESI†). Fig. 1b shows $\Delta$PH during electrochemical water splitting in 0.5 M K$_2$SO$_4$ (pH = 7) at 1 mA cm$^{-2}$ (see also Movie S1, ESI†). It can be clearly seen that the local pH shifts to more acidic and alkaline values in the regions close to the anode and cathode, respectively. In neutral pH solutions, since the concentration of protons and hydroxide ions are low, the water reduction and oxidation reactions can be expressed as follows:

$$\begin{align*}
4\text{H}_2\text{O} + 4\text{e}^- & \rightarrow 2\text{H}_2 + 4\text{OH}^- \quad (2) \\
2\text{H}_2\text{O} & \rightarrow \text{O}_2 + 4\text{H}^+ + 4\text{e}^- \quad (3)
\end{align*}$$

In an unbuffered 0.5 M K$_2$SO$_4$ solution, such large pH shifts are indeed expected. In fact, the local pH close to the electrodes shifts to values beyond the detection limit of our pH sensor foils. Fig. 1b also shows that the acidic and alkaline regions keep expanding toward the bulk of the electrolyte solution during the water-splitting reaction. Even in the middle of the...
electrochemical cell, the original pH is no longer maintained after 7 min of electrolysis at 1 mA cm\(^{-2}\).

The effect of a pH buffer on the ΔpH is examined by replacing the electrolyte with a 0.1 M potassium phosphate (KP\(_i\)) buffer solution. Phosphate ions are thermodynamically stable inorganic buffer species during electrochemical water splitting reactions.\(^{61}\) In this case, the ΔpH is observed mainly in the close vicinity of electrodes (within 1 mm) during a chronopotentiometric experiment at 1 mA cm\(^{-2}\) (Fig. 1c and Movie S2, ESI\(^{†}\)). Slightly acidic and alkaline regions are also observed at the top and bottom of the cell, respectively, which will be discussed later, but the electrolyte’s pH in the middle of the cell does not change. The present observation, therefore, confirms that buffer ions work as proton/hydroxide donors that stabilize the pH during water splitting. The reactions that are responsible for the pH buffering are given by

\[ HA \rightleftharpoons H^+ + A^- \]  \hspace{1cm} (4)

\[ A^- + H_2O \rightleftharpoons OH^- + HA \]  \hspace{1cm} (5)

where HA and A\(^-\) are protonated and deprotonated buffer species, respectively.

Although the observed pH changes (both in unbuffered and buffered electrolytes) are not surprising and commonly known to occur for pH-neutral solutions, we note that—to the best of our knowledge—this is the first direct spatially-resolved visualization experiment of local pH changes in a complete electrochemical water splitting cell. We also emphasize that while Pt electrodes are used here as the anode and cathode, the observed pH changes are independent of the electrode materials for a given set of reaction conditions, \textit{i.e.}, current density, electrolyte and cell configuration.

For a better comparison, the observed pH shifts (averaged over the vertical direction) are plotted against the horizontal direction from the anode to the cathode. The ΔpH profiles continuously change in 0.5 M K\(_2\)SO\(_4\) during 10 mins of the experiment (Fig. S2a, ESI\(^{†}\)), but in phosphate buffer solutions they stabilize after \(~3\) min of electrolysis (Fig. S2b, ESI\(^{†}\)). This stabilization also occurs when the current density is increased.

Fig. 2  Average ΔpH profile from the anode to the cathode after 5 min of chronopotentiometry at different current densities in (a) 0.5 M K\(_2\)SO\(_4\), (b) 0.1 M KP\(_i\), and (c) 0.5 M KP\(_i\). Both the anode and cathode are Pt/Ti/FTO electrodes. (d) Current–voltage response obtained from the stabilized chronopotentiometry data (after 10 min) using Pt/Ti/FTO electrodes in 0.5 M K\(_2\)SO\(_4\), 0.1 M KP\(_i\), and 0.5 M KP\(_i\) (non-stirred condition, room temperature). The voltages are corrected for \(iR\) drop, see Fig. S4 (ESI\(^{†}\)) for specific \(R\) values of the different electrolytes. The dashed lines are guides to the eye.
from 1 mA cm\(^{-2}\) to 10 mA cm\(^{-2}\) (Fig. S2c, ESI†). In the unbuffered 0.5 M \(\text{K}_2\text{SO}_4\), the pH in the middle of the cell changes significantly at higher current densities (Fig. 2a), and the plateau regions close to the electrodes indicate that the pH shifts beyond the detection range of the fluorescence foil. In contrast, all the measured pH values in the phosphate buffer solutions are well within the detection range (Fig. 2b and c). In 0.1 M KPi solution, the applied current density has a large impact on the pH close to the electrodes, especially at the cathode side. The \(\Delta\text{pH}\) close to the cathode largely increases from 0.5 to 1 when the applied current density is increased from 1 to 2 mA cm\(^{-2}\) (Fig. 2b). This indicates that the local concentration changes exceed the buffer capacity. Above 5 mA cm\(^{-2}\), the alkaline region further expands towards the middle of the cell (see Fig. 2b and Fig. S3, ESI†). The pH shift can be further suppressed by increasing the buffer concentration to 0.5 M (Fig. 2c); even at a current density of 10 mA cm\(^{-2}\), the pH change is limited to less than 0.5 units.

Fig. 2d shows the steady-state \(iR\)-corrected current–voltage response of the electrochemical cell; the datapoints were obtained from the plateaus of the chronopotentiometry measurements shown in Fig. S4 (ESI†). These curves clearly show that adding a supporting buffer effectively suppresses the overpotential. Notably, the required voltage in 0.1 M KPi solution sharply increases (by \(\sim 300\) mV) when the current density is increased from 1 to 2 mA cm\(^{-2}\). This is consistent with the observed jump of \(\Delta\text{pH}\) at the cathode side (Fig. 2b); the local pH shifts far from the \(pK_{a2}\) (= 6.8) due to mass transport limitation of phosphate ions close to the cathode. Such a sharp increase in voltage is not observed in the 0.5 M KPi solution. Instead, the voltage monotonically increases with increasing current density, in agreement with the fact that no significant pH shift was observed with increasing current density (Fig. 2c).

A closer look at the pH distribution measured at 1 mA cm\(^{-2}\) in an unbuffered solution (Fig. 1b) reveals the presence of natural convection. The images show that the acidic and alkaline regions move upward and downward, respectively, resulting in a clockwise circulation. A similar flow pattern was also observed by particle image velocimetry (PIV) during water splitting with vertically aligned electrodes in KOH at \(0.2\) mA cm\(^{-2}\).\(^{35}\)

To confirm that the observed natural convection is purely driven by the electrochemical reactions and not some artefact of the setup, we switched the anode and cathode sides by reversing the polarity. As expected, the pH distribution appears as a mirror image of the original one (Fig. S5, ESI† vs. Fig. 1b). The flow pattern becomes different when the current density is above 5 mA cm\(^{-2}\); both the acidic and alkaline regions move upward (Fig. S6, ESI†). Under these conditions, the contribution from rising gas bubbles, which drag the surrounding electrolyte along, becomes dominant. This clearly indicates bubble-induced convection, which was also previously reported during bubble velocity measurements at current density \(>3\) mA cm\(^{-2}\).\(^{62}\) This is also consistent with the presence of the plateau region growing from the cathode side above 5 mA cm\(^{-2}\) (see Fig. 2a and b, and pH distribution in Fig. S3 and S6, ESI†), which is caused by the fact that more gas bubbles are produced at the cathode than at the anode (\(i.e., \) two \(\text{H}_2\) for every \(\text{O}_2\)).

The electrolyte velocity in the horizontal direction at the top and bottom of the electrochemical cell can be estimated from a series of snapshots of the observed pH distribution. Fig. 3 shows that the electrolyte velocity increases as the current density increases, as would be expected. Although the horizontal velocity is most pronounced in the unbuffered electrolyte, a similar convection pattern also seems to form in the buffered electrolyte. This is evident from the pH distribution in 0.1 M KPi at \(1\) mA cm\(^{-2}\); slightly acidic and alkaline regions are observed at the top and bottom of the cell, respectively (Fig. 1c).

In the next section, the origin of the observed natural convection at low current densities (\(\sim 1\) mA cm\(^{-2}\)) and its impact on the local pH distribution in the cell are further studied and validated with multiphysics simulations.

2. Multiphysics simulation during electrochemical water splitting with buoyancy effects

We first discuss what physical effects could cause the observed clock-wise convection. At low current densities, bubble-induced convection is negligible and the convection is likely caused by changes in the electrolyte density. Two possible factors modify the local electrolyte density during water splitting: (i) dissolved product gases and (ii) change of ion concentration. Although changes in the electrolyte density due to dissolved gases are rarely reported, the magnitude of this effect can be predicted from the expansion coefficient, \(x\),\(^{63}\) according to the following equation:

\[
\frac{\Delta \rho}{\rho} = -2\Delta c_G
\]  

(6)

where \(\Delta c_G\) is the change in the dissolved gas concentration. Based on eqn (6), a negative value \(x\) means that the electrolyte becomes heavier with increasing amounts of dissolved gases.
\( i.e., \Delta \rho \) is positive), and vice versa. Expansion coefficients of solution due to the dissolved gases can be estimated from the following equation: \( \epsilon^{63}  
\begin{align*} 
\alpha &= \frac{1}{\rho} \left\{ M_S - M_G \left[ 1 - \frac{\rho_{c S}}{\rho_{c G}} \left( 1 - \frac{T_{c S}/\rho_{c S}}{T_{c G}/\rho_{c G}} \right) \right] \right\}  
\end{align*} 
\)  

The subscripts S and G of the parameters in eqn (7) denote the solvent and the dissolved gas, respectively. \( M \) is the molar mass. \( \rho_{c}, T_{c} \) and \( \rho_{c} \) represent the density, temperature, and pressure, respectively, at the critical point of liquid–vapor equilibrium. Following this estimation and using the reported critical values for water, \( \text{H}_2 \), and \( \text{O}_2 \), the expansion coefficients of \( \text{H}_2 \) and \( \text{O}_2 \) in water are calculated to be 0.13 and \(-0.13 \text{ cm}^3 \text{ mol}^{-1} \), respectively. Based on the negative expansion coefficient of \( \text{O}_2 \), we expect that the electrolyte close to the anode becomes heavier, whereas the positive \( \alpha \) of \( \text{H}_2 \) suggests that the electrolyte close to the cathode would become lighter. This would lead to a counter-clockwise rotation for the experiment in Fig. 1, which is exactly the opposite of what we experimentally observe. We, therefore, conclude that dissolved gases can only have a minor effect on the change in the local electrolyte density.

An alternative explanation for a change in the local electrolyte density is a change in the nature and concentration of ions. For example, during \( \text{Fe(CN)}_6^{4-/-3-} \) redox reactions in non-stirred electrolytes, it has been reported that the electrolyte close to the cathode becomes heavier because of the increasing concentration of reduced \( \text{Fe(CN)}_6^{4-} \) species followed by increased cation concentration, and vice versa for the electrolyte close to the anode (note that the masses of these redox ions are the same, so in this case, it is the oxidation state of the ion and the resultant cation concentration that affects the density of the solution). \( \epsilon^{53,54} \)  

During proton-coupled electron transfer reactions, the local \( \text{pH} \) at the cathode side becomes more alkaline. In a phosphate buffer solution, this is compensated by the increase of dibasic \( (\text{K}_2\text{HPO}_4) \) or tribasic phosphate \( (\text{K}_3\text{PO}_4) \) concentration. Since \( \text{K}_2\text{HPO}_4 \) and \( \text{K}_3\text{PO}_4 \) have a higher density than the bulk 0.1 M phosphate buffer (see Fig. S7a, ESI†), \( \epsilon^{53,65} \) the electrolyte close to the cathode becomes heavier. The opposite is true for the electrolyte close to the anode, i.e., the \( \text{KH}_2\text{PO}_4 \) and/or \( \text{H}_3\text{PO}_4 \) concentrations increase while buffering the protons that are being produced, and the electrolyte density decreases. In other words, the electrolyte close to the anode would move upward, and the electrolyte close to the cathode would move downward. This is very much in agreement with our observed electrolyte circulation and a likely explanation for the observed natural convection.

To confirm the above-mentioned explanation, a two-dimensional model combining fluid dynamics and electrochemistry was developed which takes into account the local electrolyte density dependence on the local ion concentrations. The following mass-transport equation was used to describe the local ion concentrations:

\( \frac{\partial c_i}{\partial t} = -\nabla \cdot \mathbf{N}_i + R_i \tag{8} \)

\( R_i \) is the reaction rate of species \( i \), which is zero in the bulk of the solution and equal to the electrochemical reaction rate \( (i.e., \text{current density}) \) at the electrode surface. The reported electrolyte densities of phosphate solutions [Fig. S7a, ESI†] were used as input parameters. A change of local electrolyte density then triggers buoyancy effects in the Navier–Stokes equation, eqn (9), and generates natural convection.

\[ \rho \left( \frac{\partial v}{\partial t} + v \cdot \nabla \right) \nabla \rho = -\nabla p + \mu \nabla^2 v + \rho g \tag{9} \]

Here, \( \rho, \mu, g \) represent pressure, dynamic viscosity, and gravitational force, respectively. The following mass continuity equation is also considered:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 \tag{10} \]

The resultant velocity determined by the Navier–Stokes equation further contributes to the convective transport of chemical species in the mass-transport equation (eqn (1) and (8)). A detailed overview of the equations and boundary conditions used in the model is given in Fig. S8 (ESI†).

We note that a change in local electrolyte density can also be induced by local temperature changes due to the overpotentials at the electrodes. However, even at 400 mV of overpotential and a current density of 100 mA cm\(^{-2}\) (i.e., 10–100× higher than the current densities used in our study), the dissipated power of 40 mW cm\(^{-2}\) leads to a temperature increase of less than 0.1 °C in 10 seconds, which is negligible. Isothermal conditions are therefore assumed in our simulation.

Fig. 4a shows the simulated local electrolyte density in 0.1 M \( \text{KP}_i \) at 1 mA cm\(^{-2}\). The electrolyte becomes heavier and lighter close to the cathode and anode, respectively, during water splitting due to the migration of potassium ions. Close to the
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electrodes, the local electrolyte density changes by 0.1% compared to the density of the bulk solution. Although the 0.1% change in the local electrolyte density is very subtle, it is sufficient to generate natural convection driven by buoyancy effects. Fig. 4b shows the simulated velocity field in 0.1 M KPi at 1 mA cm\(^{-2}\), with the velocity vectors indicated by the arrows. The direction of the simulated velocity closely resembles the observed natural convection (Fig. 1b and c), in which the electrolyte close to the anode and the cathode moves upward and downward, respectively. The simulated velocity profile starts to stabilize after 100 seconds. At the top and bottom of the electrochemical cell, the horizontal velocity is approximately 0.05–0.1 mm s\(^{-1}\), which is in excellent agreement with the velocity obtained from in situ pH measurements in 0.5 M K\(_2\)SO\(_4\) shown in Fig. 3. We note that the simulated velocity close to the electrode surfaces (<1 mm) is even higher, reaching 0.35 mm s\(^{-1}\). This is consistent with the idea that the driving force for the natural convection is the change of the local ion concentrations during electrochemical reactions at each electrode.

We now turn our attention to the influence of buoyancy-driven natural convection on the pH gradient. Fig. 5a shows the simulated pH at the center of the electrode surface (1.2 cm from the bottom of the cell) during electrochemical water splitting in a 0.1 M KPi solution at 1 mA cm\(^{-2}\), with and without buoyancy effects. In the absence of buoyancy effects, the electrolyte density is assumed to be constant and the velocity in the cell is zero (i.e., no convection of the liquid, only diffusion, and migration of ions). As a result, the local pH continuously changes both on the anode and cathode. After ~100 s, the pH starts to rapidly change, and after ~180 s convergence can no longer be obtained. The rapid change happens because the supporting buffer cannot suppress pH shifts effectively at pH levels far from pK\(_{a2}\) = 6.8 at the given buffer concentration.\(^{51,66,67}\) In the presence of buoyancy effects, the simulated pH initially follows the one without buoyancy effects for \(t \leq 50\) s; at this stage, natural convection has not yet fully developed (see Fig. 4b). After ~180 s, the local pH starts to stabilize both on the anode and the cathode. The simulation indicates that fresh bulk electrolyte with additional proton/hydroxide donors is provided to the electrodes by convective mass-transport. The simulated stabilization process agrees with our observation during in situ pH monitoring, in which a stabilized pH profile was obtained after 3 minutes of electrolysis (Fig. 1c and Fig. S2b, ESI†).

The simulated and measured pH profiles are compared in Fig. 5b and c for electrolytes close to the anode and cathode, respectively. When the buoyancy effect is ignored, large pH shifts up to 3 pH units are predicted within 300 μm from both electrodes. This clearly does not agree with the experimental data; it can, therefore, be concluded that a simple diffusion–migration model overestimates the pH gradient under stagnant conditions. On the other hand, our diffusion–migration–convection model coupled with the buoyancy effect can reproduce the measured pH profile close to the electrodes with reasonable accuracy. Although the resolution of our pH sensor foil (100 μm) limits us from capturing the local pH directly at the electrode surface, our results clearly show that a pH shift of ca. 1 unit (at both electrodes) develops even at low current densities (1 mA cm\(^{-2}\)) in a stagnant 0.1 M KPi solution. Although the corresponding concentration overpotential of ~120 mV is still significant, it is substantially less than the overpotentials that would develop without buoyancy effects.

It has been recently shown that pH shifts are expected to be amplified when scaling-up electrode sizes.\(^{17,31}\) To highlight the
impact from scaling-up, the sizes of all the geometric parameters in our model were doubled while maintaining the electrolyte solution and the applied average current density. The pH shifts are indeed found to increase with device size (Fig. S10a, ESI†). The buoyancy-driven convection velocity is higher in the larger device due to the higher total current (Fig. S10b, ESI†), but it is insufficient to compensate the build-up of local pH shift along the electrodes (Fig. S10c, ESI†).

We note that the presence of the fluorescence foil may influence the hydrodynamics in the electrochemical cell. Since the existence of the foil is not considered in our model, the simulated velocity may be overestimated, since the foil will exert some drag on the electrolyte solution. This would result in an underestimation of the pH shift. Rigorously speaking, three-dimensional simulations are required to fully evaluate the transport phenomena close to the foil and the electrodes. Alternatively, in order to obtain 2D map of fluorescence signals without any interference from the foil, one could dissolve fluorescent dyes in the electrolyte and excite these in a 2D plane by a sheet-shape laser source. Nevertheless, considering the good agreement between our measurements and numerical simulations, the influence of the foil on the convection profile seems small and is unlikely to affect our main conclusions.

3. The implication of buoyancy-driven natural convection to the design of (photo)electrochemical energy conversion devices

We now consider the implication of our findings on the design of (photo)electrochemical water splitting devices. First, despite the positive influence in reducing local pH shifts, natural convection may promote product gas crossover between the anode and cathode in membrane-free water-splitting devices. Fig. 6a–c shows the simulated O₂ concentration in a closed batch reactor at 1 mA cm⁻². Here, O₂ is assumed to remain dissolved in the (supersaturated) electrolyte solution (i.e., bubble formation is ignored in this simulation). O₂ remains close to the electrode surface in the absence of natural convection (Fig. 6a) because the crossover of O₂ solely relies on diffusive mass-transport. When the buoyancy effect is taken into account, dissolved O₂ follows the simulated flow pattern shown in Fig. 4 and reaches the cathode surface via the top of the electrochemical cell (Fig. 6b and c). To experimentally validate this simulation, the concentration of dissolved O₂ was monitored with an O₂ sensitive fluorescence foil after complete degassing by N₂ bubbling (Fig. 6d, e, and Movie S3, ESI†). The measured concentration is approximately 10 times smaller than the simulated one. This is because bubble formation is ignored in the simulation; part of the generated O₂ bubbles can be observed in the measured images. Nevertheless, the measured patterns of the concentration gradient are well reproduced by the simulated ones that include buoyancy effects, which further validates our mass transport model coupled with buoyancy-driven convection. Any O₂ that crosses over to the cathode side decreases the purity of H₂—the produced H₂ at the cathode surface already contains 2 mol% of O₂ after 300 s of electrolysis—and presents a potential safety hazard by forming an explosive gas mixture. Besides, the O₂ that crosses over can be reduced at the cathode, which is an undesired side-reaction resulting in the loss of faradaic efficiency for H₂ formation.

Mitigating approaches, for instance by using an ion-exchange membrane between the anode and cathode, are therefore required to utilize the natural convection effectively in a stagnant electrochemical cell. Alternatively, the laminar flow may be introduced to improve mass-transport and product gas separation in membrane-free devices, as demonstrated in a few reports in the literature. Stirring the electrolyte (i.e., with a stir bar) is also a simple and common approach to improve mass-transport, but would promote undesired product cross-over. Moreover, it is not trivial to quantitatively describe the velocity profile, as it is highly dependent on the location of the electrodes, the stir bar, the 3-D shape of the cell, etc. We therefore compare the velocity profile of natural convection driven by electrochemical reactions (at 1 mA cm⁻²) to that of forced laminar flow in Fig. 7. While natural convection develops in close vicinity of the electrodes (<1 mm), the maximum velocity for forced laminar flow appears far away from the electrodes in the middle of the channel. Since the pH gradient appears within 1 mm from the electrodes, convection in this region is critical to replenish the supply of proton/hydroxide donors. To obtain a velocity close to the electrode comparable with the natural convection, an average inlet velocity of 2-3 mm s⁻¹ would be required for the cell with...
forced laminar flow (see Fig. 7b). In other words, to minimize the contribution from natural convection in laminar flow devices, the average inlet velocity needs to exceed the natural buoyancy-induced convection velocity by one or two order of magnitudes.

Based on our multiphysics model, we also investigate the buoyancy-driven natural convection and its effect on local pH shifts in other buffer solutions: sodium phosphate (NaPi) and potassium carbonate (KC\textsubscript{i}). These buffer solutions are also often applied for (photo)electrochemical water splitting in near-neutral pH conditions. The respective electrolyte density functions (Fig. S7b and c, ESI\textsuperscript{†}) and diffusion coefficients (Table S1, ESI\textsuperscript{†}) are introduced in the model accordingly. Fig. 8a shows the simulated pH at the center of the electrodes for the different buffer solutions. At \( t < 100 \) s, the local pH change (\( \Delta pH \)) in KP\(_i\) and NaPi overlaps each other, while the \( \Delta pH \) in KC\(_i\) is smaller. During this time, natural convection is not yet fully developed (see Fig. 4b). \( \Delta pH \) is therefore mainly determined by the diffusive mass-transport of buffer anions to counter proton or hydroxyl ion accumulation.\textsuperscript{23,29,30} Indeed, the diffusion coefficients of carbonate anions are higher than those of phosphate anions (see Table S1, ESI\textsuperscript{†}). At \( t > 100 \) s, natural convection begins to stabilize (see Fig. 4b) and influence the \( \Delta pH \), which is why the \( \Delta pH \) starts to differ between NaPi and KP\(_i\). At the end (\( t = 300 \) s), the \( \Delta pH \) is the largest in NaPi and the smallest in KC\(_i\). This trend agrees very well with the trend of the natural convection velocity, as shown in Fig. 8b. The velocity at 400 \( \mu \)m away from the anode—where the maximum velocity is observed (see Fig. 7b)—is shown. Higher velocities due to natural convection further suppress the local pH shifts close to the electrodes. We note that the same correlation is also observed at the cathode side (not shown).

![Fig. 7](image_url) (a) Comparison of the velocity profile between the simulated natural convection and laminar flow. The average inlet velocities in a laminar flow cell were chosen to obtain a velocity close to the electrode similar to the natural convection. The velocity for the natural convection is taken after applying 1 mA cm\(^{-2}\) for a period of 300 seconds, at which the velocity profile has been stabilized. (b) Magnification of the velocity profile close to the electrode.

![Fig. 8](image_url) (a) Simulated pH change as a function of time in 0.1 M KP\(_i\), NaPi, and KC\(_i\) at 1 mA cm\(^{-2}\). (b) Simulated local \( \Delta pH \) at the anode surface vs. velocity after 300 s with varying electrolytes.

Despite the good agreement between the \( \Delta pH \) and the velocity in Fig. 8b, the velocity trend cannot be fully explained by the density of the buffer solutions. Based on the density functions (Fig. S7, ESI\textsuperscript{†}), for a given concentration, the density of KC\(_i\) < NaPi < KP\(_i\). One would therefore initially expect the velocity in KC\(_i\) > NaPi > KP\(_i\). This is not what we observed in Fig. 8b; the velocity in KC\(_i\) is indeed the highest, but the velocity in NaPi is instead smaller than that in KP\(_i\). This suggests that factors other than the density functions also play a role in determining the natural convection velocity.

We, therefore, examine the influence of the diffusion coefficients of both cations and anions to the change of local electrolyte density, which would in turn affect the natural convection velocity. Additional simulations were performed where the diffusion coefficients of KP\(_i\) are modified (Fig. S11, ESI\textsuperscript{†}); either the diffusion coefficient of the cation (\( D_{\text{cation}} \)) is changed to that of sodium or the diffusion coefficients of anions (\( D_{\text{anion}} \)) are changed to those of carbonate ions. Again, only regions close to the anode are shown, but the same effects are observed for regions close to the cathode. The main effect of the change in the diffusion coefficient lies in the additional accumulation of anions close to the surface of the anode (see Fig. S11a, ESI\textsuperscript{†}). When \( D_{\text{cation}} \) is decreased to the value of sodium, the increased accumulation of anions largely decreases the local density change (\( \Delta \rho \), see Fig. S11b, ESI\textsuperscript{†}). The smaller \( \Delta \rho \) suppresses the buoyancy effect, and this, therefore, explains our observation that the
velocity in NaPi is smaller than that in KP. When \( D_{\text{anion}} \), is increased to the value for carbonates, an increased accumulation of anions is also observed but it decreases \( \Delta \rho \) to a much smaller extent. This contributes to the suppression of the buoyancy effect, but it is not enough to compensate for the generally lower density of KCi vs. KP. As a result, the velocity in KC is still higher than that in KP.

We acknowledge that part of the effect observed when comparing KP and KC also comes from the difference of the bulk pH (i.e., 6.7 vs. 10.3). This effect is, however, relatively minor as compared to the influence of the density and diffusion coefficient. Only \( \sim 14\% \) of the suppression of \( \Delta \rho \) is contributed by the bulk pH (see Fig. S12, ESI†). Overall, the delicate balance between the diffusion coefficient of ions and the density of the electrolyte determines the natural convection and the resulting local pH gradients.

The influence of buoyancy-driven convection to the pH shift is also evaluated in highly alkaline electrolytes. We did this for a 0.1 M KOH solution (pH 13, the electrolyte density is shown in Fig. S7d, ESI†) at a current density of 1 mA cm\(^{-2}\). The simulated pH shift, shown in Fig. S13 (ESI†), is negligible compared to that in buffered neutral pH solutions (Fig. 8a), even without considering buoyancy effects. This agrees with the often-made assumption that mass-transport does not play a significant role at sufficiently high pH values, due to the abundance of highly mobile hydroxide ions in the bulk solution. Although buoyancy-driven convection still helps to stabilize the pH shift in highly alkaline conditions, it may be difficult to observe its contribution during electrochemical measurements.

We point out that our quantitative discussions are limited to low current densities (<2 mA cm\(^{-2}\)). Under these conditions, bubble formation does not contribute to the convection of the electrolyte, as shown in a recent report on gas evolving electrodes.62 It should be realized, however, there are many aqueous electrochemical reactions in which bubble formation does not play a role. For such reactions, our buoyancy-driven convection model may offer useful insights for current densities well beyond 2 mA cm\(^{-2}\). Examples of such reactions are oxidative upgrading of biomass feedstocks and production of oxidizing agents like hydrogen peroxide and peroxydisulfate anions.72–77

On the cathode side, formate and alcohol production from CO\(_2\) and ammonia synthesis from N\(_2\) have been extensively studied.78,79 The (photo)electrochemical reduction of nicotinamide adenine dinucleotide (NAD\(^+\)) results in a versatile reducing agent that can be used for a wide range of biocatalytic redox reactions to produce valuable chemicals.80,81 All of these reactions involve proton coupled electron transfer reactions without forming product gas bubbles, and in all these cases it is desirable to minimize pH shifts during reactions. In order to shed light on the potential impact of buoyancy-driven convection for such reactions at current densities beyond 2 mA cm\(^{-2}\), additional calculations were performed. A higher buffer concentration (1 M vs. 0.1 M KP) was chosen to prevent a total depletion of ions at higher current densities. As expected, the pH shifts are more severe at higher current densities (Fig. 9a), and the increase in the buoyancy-driven convection velocity with current density (Fig. 9b) is insufficient to completely prevent the pH shifts. Notably, the pH shifts never stabilize for any of the current densities in the absence of the buoyancy effects, which clearly demonstrates the significance of natural (i.e., buoyancy-driven) convection even at high current densities. We note that additional buoyancy effects may be present due to the production of aqueous products. Moreover, additional concentration overpotentials from the additional reactants (e.g., CO\(_2\) or N\(_2\)) need to be considered, but these are beyond the scope of this study.

Fig. 9b also shows that our simulated buoyancy-driven velocity close to the electrode reaches \( \sim 0.5 \) mm s\(^{-1}\) at 10 mA cm\(^{-2}\). This is smaller, but not negligible, compared to the reported bubble velocity of 4–5 mm s\(^{-1}\) at this current density.62 In other words, buoyancy-driven convection is likely to affect the overall electrolyte dynamics and the resulting pH gradient. It therefore has to be taken into consideration in solar water splitting, even at higher current densities.

Conclusions

In this study, local pH changes during electrochemical water splitting in neutral pH solutions were detected using an in situ fluorescence pH monitoring setup. By comparing the pH distribution in buffered vs. unbuffered electrolytes, the presence of supporting buffer ions was shown to minimize and limit local pH shifts to regions close to the electrode surfaces (<1 mm). We also showed that natural convection occurs in stagnant conditions, an effect which has been ignored in previous studies on PEC cells. To simulate these effects, a two-dimensional multiphysics model was developed by combining electrochemistry and computational fluid dynamics coupled with buoyancy effects due to the change of electrolyte density, which play a role especially at lower current densities (<2 mA cm\(^{-2}\)). The model successfully reproduced the observed electrolyte convection and pH shifts driven by electrochemical reactions. This advanced validated model clearly demonstrates that buoyancy-driven natural convection helps to stabilize the pH and reduce overpotentials. Our study also revealed that the types of ions in the buffer solutions (e.g., potassium vs. sodium, phosphate vs. carbonate) significantly affect the
buoyancy-driven convection, which is something that should be taken into account when motivating the choice of electrolyte solutions in a water-splitting device. Finally, buoyancy-driven natural convection can also play an important role in electrochemical reactions without any gaseous products. For such reactions, the absence of bubble-induced convection means that buoyancy effects may dominate the total convection also at higher current densities.

**Experimental**

**Electrochemical measurements**

200 nm of Pt was evaporated on the FTO substrate with 5 nm Ti as an adhesion layer. Depositions were done by electron beam evaporation (Telemark) in a customized high vacuum deposition chamber pumped by a typical dry turbo molecular pumping set with a typical base pressure of 2 × 10⁻⁷ mbar. Deposition rates of 0.15 nm s⁻¹ for Ti (0.4 kW e-beam power) and 0.65 nm s⁻¹ for Pt (2 kW) were used and controlled during deposition using a quartz crystal microbalance. Part of the Pt surface was connected to an electrical wire with a conductive tape, which was afterwards insulated using an epoxy resin. The Pt/Ti/FTO electrodes were used as the anode and the cathode with an active area of 5 cm². Potassium phosphate (KP) buffer solutions were prepared from KH₂PO₄ (Sigma-Aldrich, ≥ 99.0%) and K₂HPO₄·3H₂O (Sigma-Aldrich, ≥ 99.0%) to obtain the desired pH. Potassium sulfate unbuffered solution was prepared by dissolving K₂SO₄ (Sigma-Aldrich, ≥ 99.0%) in water without any pH adjustment. The water used in all experiments was obtained from a Milli-Q Integral system with a resistivity of 18.2 MΩ cm.

All the electrochemical measurements were performed under a two-electrode configuration using a VersaSTAT 3 potentiostat/galvanostat (AMETEK). Uncompensated resistance (R_u) was obtained from impedance measurements, and iR_u corrections were performed to the applied voltage unless otherwise stated. The distance between the anode and cathode was 1.4 cm.

Fluorescence signals from pH sensor foils (SF-HP51R and SF-HP51R, PreSens) and O₂ sensor foils (SF-RP514, PreSens) immersed perpendicularly between the anode and cathode were detected by VisiSens™ TD Basic System (PreSens). The pH sensor foils incorporate green fluorescent pH indicator dyes and inert red fluorescent dyes as references. The luminophores are excited by the blue LEDs incorporated in the camera. The ratio between the green and red fluorescent signals, which are collected through the wavelength-separated red and green channels in the RGB camera detector, are used for the calibrations and the measurements. The calibration of pH sensor foils was performed in 0.1 and 0.5 M KP₁ solutions with different pH (Fig. S1a, ESI†). O₂ sensor foils were calibrated in 0.1 M KP₁ with N₂ bubbling (Air Liquide, purity ≥ 99.999%, O₂ impurity ≤ 2 ppm), and ambient air saturation (Fig. S1b, ESI†). The solubility of O₂ in 0.1 M KP₁ solution was reported to be 1.2 mM.²⁹

**Computational modelling**

Time-dependent simulations were performed by solving the governing conservation and transport equations (see Results and discussion section) with COMSOL Multiphysics®. All the parameters used, the schematics of multiphysics modeling and the optimized mesh was shown in Table S1, Fig. S8 and S9 (ESI†), respectively. Additional details on the simulations are described in Supplementary Note 1 (ESI†). Relative tolerance of 0.001 was applied as the convergence criterion. To simulate the transport of chemical species, the theory of diluted species, which ignores an interaction between ions, was applied. Charge neutral (∑ ⁡ Z_i e_i = 0) and equilibrium of buffer species was assumed in our model. No flux boundary (n · n_i = 0) and insulating boundary (n · P_c n_i = 0) conditions were applied for all the cell walls and the top of the electrolyte except for the electrodes. At the electrode surface, a stoichiometric amount of proton, hydrogen and oxygen were either produced or consumed, assuming 100% faradaic conversion efficiency. Bubble formation is ignored and the product gases were assumed to be super-saturated in the electrolyte solutions. The electric potential (φ) of the cathode was set to be zero. Butler–Volmer equation was used on the electrodes to determine the electrode potentials at each set of current density. Since the resistivity of Pt electrodes used in our experiments is very small, the resistance through the electrode in our simulation was ignored; the potentials were therefore constant within the electrodes. Local electrolyte density was determined by local ion concentrations using the reported values shown in Fig. S7 (ESI†), assuming a linear relationship with the concentration of cations and anions.

To model the convection within the cell, the laminar flow was assumed. All the walls were assumed to be no slip (ν = 0). From the kinematic viscosity, characteristic length, and maximum velocity simulated, the Reynolds number was determined to be 3. Since the simulated Reynolds number is < 2000, the laminar flow assumption is validated.
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