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ABSTRACT
The fingerprinting game is analysed when the coalition size \( k \) is known to the tracer, but the colluders can distribute themselves across \( L \) TV channels. The collusion channel is introduced and the extra degrees of freedom for the coalition are made manifest in our formulation. We introduce a payoff functional that is analogous to the single TV channel case, and is conjectured to be closely related to the fingerprinting capacity. For the binary alphabet case under the marking assumption, and the restriction of access to one TV channel per person per segment, we derive the asymptotic behavior of the payoff functional. We find that the value of the maximin game for our payoff is asymptotically equal to \( \frac{L^2}{k^2} 2 \ln 2 \), with optimal strategy for the tracer being the arcsine distribution, and for the coalition being the interleaving attack across all TV channels, as well as assigning an equal number of colluders across the \( L \) TV channels.
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1 INTRODUCTION
1.1 Collusion resistant fingerprinting
Fingerprinting, also known as forensic watermarking, is a technique for tracing the origin and distribution of digital content. Before distribution, the content is modified by embedding an imperceptible watermark, which is unique for each recipient. When an unauthorized copy of the content is released, the watermark in this copy reveals information about the identities of those who created the copy. A tracing algorithm (also called a decoder) outputs a list of suspicious users. This procedure is known as forensic watermarking or traitor tracing.

The most powerful attack against watermarking is the collusion attack, where multiple users (the ‘coalition’) combine their differently watermarked versions of the same content; the detected differences partly reveal the locations of the hidden marks and allow for an informed attack. Various collusion-resistant codes have been developed, most notably the class of bias-based codes, introduced by G. Tardos in 2003 [17, 18]. For each watermarking symbol position \( f \) the tracer first generates a bias \( w \in (0, 1) \) drawn from a distribution \( f_w \) and then assigns to each user a watermark symbol ‘1’ with probability \( w \) and ‘0’ with probability \( 1 – w \). Work on bias-based codes includes improved analyses [2, 6, 7, 11, 16, 23, 24], code modifications [10, 13, 14], advanced decoders [1, 4, 5, 12, 15, 19, 20] and generalizations [3, 21, 22, 25]. Bias-based codes achieve the asymptotically optimal relationship \( n \propto k^2 \), where \( n \) is the sufficient code length, and \( k \) is the coalition size.

An important result was finding the asymptotic saddlepoint of the information-theoretic maximin game [8–10] in the case of the Restricted Digit Model\(^1\) and joint decoding.

The saddlepoint is a pair (bias distribution \( f_w \), attack strategy) such that it is disadvantageous for either party to depart from their strategy. With increasing \( k \), the solution of the max-min game for the binary fingerprinting alphabet gets closer to the combination\(^2\) (\( f_w = \frac{1}{\pi \sqrt{w(1-w)}} \), attack = Interleaving). In the Interleaving attack the colluders output the symbol of one colluder chosen uniformly at random.

Knowing the location of the saddlepoint allows the tracer to build a universal decoder that works optimally against the saddlepoint attack and that works well against all other attacks too. What is usually not considered in studies of forensic watermarking is that most pirate decoder boxes observed in practice give access to multiple TV channels in parallel. Hence, attackers have an additional degree of freedom that has not yet been explored in the academic literature: which TV channel to collude on at which point in time.

The information-theoretic maximin game has not yet been studied for multiple TV channels attacks.

1.2 Contributions and outline
We study the information-theoretic maximin game for the binary fingerprinting scenario with multiple parallel TV channels which are being attacked simultaneously by a set of colluders under the Restricted Digit Model. We consider the static case, as opposed to dynamic traitor tracing, i.e. we do not allow the parties to adapt their strategy as a function of symbols observed previously. We assume that each attacker can tune into merely one channel, and

\( ^{1}\text{In the Restricted Digit Model, colluders must output a symbol that has been received by at least one of them.}\)

\( ^{2}\text{This } f_w \text{ is known as the arcsine distribution, } f_w(w)dw = \frac{1}{\pi \sqrt{w(1-w)}} d \arcsin(2w-1).}\)
furthermore we consider only attack strategies in which the colluders take equal risk, and all TV channels are treated as being equally important. Under these restrictions we study the mutual information $I(\hat{Y}; \hat{Z}, \hat{C}|\hat{W})$, which is a straightforward generalisation of the single-channel figure of merit $I(Y; M|W)$. Here the hat indicates a vector in which each entry comes from one TV channel; the $Y$ is the colluders’ output, the $M$ stands for the coalition’s symbol tally in the single TV channel case, while $(\hat{Z}, \hat{C})$ represent the coalition’s symbol tally in the multiple TV channel case, and $W$ is the bias. Although the generalised figure of merit looks simple, the multiple TV channel maximin game is more complicated than the single TV channel case. If a pirate is active in one TV channel, then this excludes the possibility that they are active in another TV channel. This exclusion causes a nontrivial dependence between the TV channels, which complicates the analysis: it is not a priori clear if the multi-channel attack can be treated as a set of independent single-channel attacks.

- We find the solution of the maximin game for the $k \to \infty$ limit of the payoff function $I(\hat{Y}; \hat{Z}, \hat{C}|\hat{W})$, using the same technique as Huang and Moulin [9]. The optimal bias distribution for the tracer is the arc sine distribution, and the optimal colluder strategy within each channel is Interleaving. Moreover, it is optimal for the attackers to spread evenly over the channels. Although the result is far from surprising, the proof is less simple than one would have hoped for. The proof needs some careful handling of expressions with different orders in $1/k$ that arise from different attack strategies for spreading out over the channels.

- We present an alternative payoff functional, namely the mutual information $I(\hat{Y}; \hat{X}_K|\hat{W})$. Here $\hat{X}_K$ stands for the part of the code matrices in all the TV channels that can potentially be tuned into by the coalition. We argue that the two payoffs have the same maximin game asymptotically, and this leads us to conjecture that the optimal strategies old for $I(\hat{Y}; \hat{X}_K|\hat{W})$ as well, and that the fingerprinting capacity asymptotically behaves like $L^2/(k^2 \ln 2)$.

In Section 2 we introduce the multiple TV channels model and the payoff function. In Section 3 we derive the maximin solution for the asymptotic payoff. We discuss the alternative payoff and fingerprinting capacity in Section 4. We summarize and suggest future work in Section 5. Before we proceed, we introduce common notations used throughout the manuscript.

1.3 Notation

Let $m$ be the number of users; $M \triangleq \{1, 2, \ldots, m\}$ the index set for all users; $X \triangleq \{0, 1, \ldots, q - 1\}$ denote the q-ary fingerprinting alphabet; $n$ denote the code length; $\mathcal{K} \triangleq \{j_1, \ldots, j_k\} \subset M$ the index set of the coalition, where $K$ is the number of users; $k$ is the nominal coalition size; $L$ the number of TV channels; $\mathcal{L} \triangleq \{1, 2, \ldots, L\}$ the index set for all TV channels; $\hat{L}$ the number of TV channels a user can tune into simultaneously; $(\cdot)_{\mathcal{K}} \triangleq ((\cdot)_j : j \in \mathcal{K})$; vectors are denoted by boldface letters; $L$-tuples are denoted by $(\cdot)^L$. In this work, we do not make a distinction between $K$ and $k$, i.e. we assume the real number of colluders is known to the tracer.

Moreover by $(\cdot) \triangleq ((\cdot)_1, \ldots, (\cdot)_L)$; $(\cdot)$ denotes the $L^1$-norm of a vector or the cardinality of a set, depending on the argument. We denote the Kronecker delta by $\delta(i, j)$, which is equal to 1 when $i = j$, and 0 otherwise. We use the following notation for asymptotic relations: Let $f(k)$ and $g(k)$ be two functions defined on the real numbers, $f(k) = o(g(k))$ if $\exists c > 0, k^c > 0$ such that $f(k) \leq cg(k)$, $\forall k \geq k^c$. $f(k) = o(g(k))$ if $f(k)/g(k)$ tends to 0. $f(k) = w(g(k))$ if $f(k)/g(k)$ tends to $\infty$. $f(k) \sim g(k)$ if $f(k)/g(k)$ tends to a non-zero constant. $f(k) \to g(k)$ if $f(k)/g(k)$ tends to 1.

2 CHANNEL MODEL

2.1 Channel law

In the single channel case [9], the tracer produces codewords for $m$ users in a random fashion. This is achieved as follows: for each of the $n$ segments a bias vector $W$ is drawn from a distribution chosen by the tracer, and $X_j \in \{0, 1, \ldots, q - 1\}$ is assigned for user $j$ according to a categorical distribution with parameters $\{\Pr(X_j = x|W = w) = w_j\}$.

The users are assigned their codewords independently by the tracer, and hence we also have:

$$\Pr(X_1 = x_1, \ldots, X_m = x_m|W = w) = \prod_{j=1}^{m} w_{x_j}. \tag{2}$$

Note that we do not include a segment index since this procedure is repeated for all segments independently, hence producing the codewords $\{X_j\}_{j=1}^{m}$, where $X_j = (X_{j,1}, \ldots, X_{j,n})$.

We now describe an analogous procedure for producing the codewords of $m$ users in the case of multiple TV channels. We adopt the same notation as in the case of a single TV channel, and one can recover the single TV channel description by setting $L = 1$ in what follows. The tracer produces codewords $\{\hat{X}_1, \ldots, \hat{X}_m\}$ with $\hat{X}_j \in \{0, 1, \ldots, q - 1\}^n$ denoting the $l$-th codeword for user $j$. This is done by choosing $l$ i.i.d bias vectors at each segment, and each segment is independent of other segments. That is, let $\hat{W}_j$ be the bias vectors at segment $i$, then:

$$f_{\hat{W}_1, \ldots, \hat{W}_n}(\hat{w}_1, \ldots, \hat{w}_n) = \prod_{i=1}^{n} f_{\hat{W}_i}(\hat{w}_i)$$

$$= \prod_{i=1}^{m} \prod_{l=1}^{L} f_{\hat{W}_i}(\hat{w}_l) = \prod_{i=1}^{m} \prod_{l=1}^{L} f_{\hat{W}_i}(\hat{w}_l), \tag{3}$$

For any $l \in \{1, \ldots, L\}$ and $i \in \{1, \ldots, n\}$, $\{\hat{X}_{j,l}\}_{j=1}^{m}$ are i.i.d and drawn from a categorical distribution:

$$\Pr(\hat{X}_{1,l} = x_1, \ldots, \hat{X}_{m,l} = x_m|\hat{W}_l = w) = \prod_{j=1}^{m} w_{x_j}. \tag{4}$$

The pirates receive codewords $\hat{X}_K$, and produce the output $\hat{Y}$, where $\hat{Y}_j \in \mathcal{Y}_n$ (we assume an RDM setting, i.e. $\mathcal{Y} = \mathcal{X}$), according to a pmf $p_{\hat{Y}Y|\hat{X}_K}$, where $\hat{S}_{i,l}$ is the assignment of pirates to channels at each segment, i.e. $\hat{S}_{i,l}$ is a random subset of $\mathcal{K}$ that we assume is independent of $\mathcal{X}_{i,1}^L$. Let $\hat{L}$ be the maximum number of channels a
single user can simultaneously tune in to four TV channels. The size of the support for a single pirate can not be assigned to more than four TV channels. We further assume memoryless-ness and no feedback of the collusion channel, which implies:

$$p_{Y|X_k,s}(y|x_k,s) = \prod_{l=1}^{L} p_{Y_l|X_k,s}(y_{l|x_k,s})$$

and in what follows, we drop the segment index on random variables. In this work, we restrict to the case of each user having access to only one of the TV channels at each segment, i.e. $L = 1$ and so $K \geq L$. In this case ($s_i^L$) form a partition of $K$, or more precisely, $\hat{s}$ defines a weak ordering of $K$ where pirates assigned to the same TV channel are tied. The size of the support for $\hat{s}$ (denoted by $\hat{S}$) is then given by:

$$|\hat{S}| = L! \binom{K}{L},$$

where $\binom{K}{L}$ denotes Stirling numbers of the second kind. If we instead disregard the identity of the colluders assigned to each channel, and only keep their numbers, the support size would shrink to $\binom{K}{L-1}$. Furthermore, if we also disregard the TV channel labels, the support size would become $P(K,L)$, which is the number of partitions of $K$ into exactly $L$ parts. It is common in the literature to assume colluder symmetry, i.e. all pirates share the risk equally. Furthermore, it is logical to assume TV channel symmetry, i.e. all TV channels are equally important. Therefore in practice, finding an optimal distribution over $\hat{s}$ is the same as finding an optimal distribution over $P(K,L)$ partitions. Since $L = 1$, i.e. $\{s_i^L\}_{l=1}^{K}$ are disjoint, then we can simplify equation (9) by writing:

$$p_{Y|X_k,s}(y|x_k,s) = \prod_{l=1}^{L} p_{Y_l|X_k,s}(y_{l|x_k,s})$$

i.e. colluders on different TV channels do not communicate after being assigned. Applying TV channel symmetry to (11), i.e. removing any bias towards a particular TV channel in the pirates’ strategy (it is true for the tracer, i.e. $\{X_i^L\}_{l=1}^{K}$ are i.i.d.), then we can write:

$$p_{Y|X_k,s}(y|x_k,s) = \prod_{l=1}^{L} p_{Y_l|X_k,s}(y_{l|x_k,s})$$

We assume pirates have the same accessability constraints as normal users, i.e. access to the same hardware.

$\binom{K}{L}$ counts the number of ways we can partition $K$ into $L$ non-empty subsets, while the $L!$ factor orders them across TV channels. Otherwise, it can be viewed as putting $K$ distinguishable balls into $L$ distinguishable bins. It can be viewed as putting $K$ indistinguishable balls into $L$ distinguishable bins, which can be easily proved using stars and bars.

Equation (8) states that a single pirate can not be assigned to more than one TV channel at each segment, i.e.

$$\sum_{l=1}^{L} s_i^l = |K|,$$

and disregarding the identity of the colluders assigned to each channel,

$$\sum_{l=1}^{L} s_i^l = |K|, \forall \tilde{L} \subseteq L, |\tilde{L}| > L.$$  

Given $x_k$ (a realization of $X_k$), we define the tally vector $m$ as the following:

$$m \overset{\Delta}{=} (m_0, \ldots, m_{q-1}),$$

$$m_a \overset{\Delta}{=} \{|j \in s : x_j = a\}.$$  

Imposing colluder symmetry, we can write:

$$p_{Y|X_k,s}(y|x_k,s) = \prod_{l=1}^{L} p_{Y_l|M}(y_l|m_l^i),$$

where $m_i^j$ is the tally vector received by the pirates assigned to the $l$-th TV channel at segment $i$, and we assume $p_{Y|M}$ abides by the marking assumption. Note that unlike the single TV channel case ($L = 1$), $|M_i^j| = |s_i^l| \gtrless \tilde{C}^l$ is a random variable, which is the number of colluders assigned to attack TV channel $l$. Another implication of the TV channel symmetry condition is the following:

$$p_{\tilde{C}^l}(c_i^l) = p_{C^l}(c_i^l),$$

i.e. the number of pirates assigned to attack different TV channels must be identically distributed. This follows since $p_{\tilde{C}^l}$ together with $p_{Y|M}$ form the pirates’ strategy. Figure 1 showcases the process of producing the colluders outputs across the $L$ TV channels. Note that from colluder symmetry, $p_{\tilde{C}^l}$ is specified by the rule:

$$p_{\tilde{C}^l}(\tilde{c}) = \binom{K}{L}^{-1},$$

where $\binom{K}{L}^{-1}$ is the multinomial coefficient.

**Lemma 2.1.** $\{M^i_l\}_{i=1}^{L}$ are identically distributed.

**Proof.**

$$p_{M^i_l}(m) = \sum_{w} p_{M^i_l|W^i_c}(m|w) f_W(w)$$

$$= \sum_{w} p_{C^l}(c) p_{M^i_l|W^i_c}(m|w, c) f_W(w)$$

$$= \sum_{c} p_{C^l}(c) p_{M^i_l|W^i_c}(m|w, c) f_W(w)$$

$$\overset{(a)}{=} \sum_{c} p_{C^l}(c) p_{M^i_l|W^i_c}(m|w, c) f_W(w) = p_{M^i_l}(m).$$

where in (a) we used the fact that $p_{M^i_l|W^i_c}$ is a multinomial distribution regardless of $l$.  

**Lemma 2.2.** $\{Y^i_l\}_{i=1}^{L}$ are identically distributed.

**Proof.**

$$p_{Y^i_l}(y^i_l) = \sum_{m^i} p_{Y^i_l|M^i_l}(y^i_l|m^i) p_{M^i_l}(m^i)$$

$$= \sum_{m^i} p_{Y|M}(y^i_l|m^i) p_{M^i_l}(m^i) = p_Y(y^i_l),$$

where the equalities follow from Lemma 2.1 and TV channel symmetry ($p_{Y|M}$ is part of the pirates’ strategy).  

1. In the single channel case this would be equal to $K$, which is usually unknown but constant.

2. Summations over $w$ can be appropriately replaced by integrals in the case of $f_W$ being a density.
which is the probability of assigning a user the symbol 1. Using this which counts the number of 1s received by the pirates assigned

\[ W(z|c, w) \]

Note that \( \{Z^l\}_{l=1}^L \) is a sufficient statistic for determining \( Y^l \), while \( \{W^l\}_{l=1}^L \) is a sufficient statistic for determining \( Z^l \), therefore we have the following (keeping in mind that \( \{W^l\}_{l=1}^L \) are i.i.d.):

\[
p_{Y^l|Z^l, C, W^l}(\hat{y}|\hat{z}, \hat{c}, \hat{w}) = \prod_{l=1}^L p_{Y^l|Z^l, C, W^l}(y^l|z^l, c^l)
\]

\[
= \prod_{l=1}^L p_{Y^l|Z^l, C, W^l}(y^l|z^l, c^l, w^l)
\]

\[
= \prod_{l=1}^L p_{Y|Z, C, W}(y^l|z^l, c^l, w^l).
\]

\[
p_{Z|C, W}(z|c, w) \triangleq \alpha_z(w, c) = \begin{cases} \left(\frac{c}{w}\right)^z(1-w)^{c-z}, & 0 \leq z \leq c, \\ 0, & \text{otherwise} \end{cases}
\]

\[
p_{Z|C, W}(z|c, w) = p_{C|W}(c|w)p_{Z|C, W}(z|c, w) = p_{C}(c)a_z(c, w),
\]

\[
\pi_{z,c} \triangleq p_{Y|Z, C}(1|z, c), \quad 0 \leq z \leq c.
\]
For any $c \in \{1, \ldots, k - L + 1\}$, there exists a bounded, twice differentiable function $g_c(x)$ for $x \in [0, 1]$ with $g(0) = 0$ and $g(1) = 1$ such that:

$$\pi_{z,c} = g_c \left( \frac{z}{c} \right), \quad \forall z \in \{0, \ldots, c\}, \quad \lim_{k \to \infty} \frac{g_c(x)}{x} \leq g(x), \quad c \in w(1).$$  

(28)

**Lemma 3.1.** Let $G[g_c(w)] \triangleq \arccos [1 - 2g_c(w)]$, $J[g_c(w)] \triangleq w(1 - w) [G'(w)]^2$, where the derivative is w.r.t. $w$. $\hat{J}[g_c(W)] \triangleq \mathbb{E}_{fw} [J[g_c(W)]]$, then we can write:

$$I_c(W, \pi_c) = \frac{1}{c^22\ln 2} \hat{J}[g_c(W)] + o \left( \frac{1}{c^2} \right).$$  

(29)

**Proof.** This follows from Theorem 8 in [9].

**Lemma 3.2.** \( \hat{J}[g(w)] \geq \pi^2 \left[ \int_0^1 \frac{\hat{J}[g_c(W)]}{\int_0^{w(1-w)} g'(w)w(1-w)} \right]^{-1}, \) with equality iff $g(w) = g_{opt}(w)$ given by:

$$g_{opt}(w) = \frac{1}{2} \left[ 1 - \cos \left( \pi \int_0^w \frac{dw}{\hat{J}[g_{opt}(w)]} \right) \right].$$

(30)

**Proof.** This is Lemma 7 in [9].

For $q = 2, \hat{L} = 1$, we can rewrite equation (21) as:

$$J_{k,\hat{L}}[f_{W, P_Y}(Z, C, P_C)] = k^{-1} I(\hat{Y} ; \hat{Z} ; \hat{W}) + k^{-1} I(\hat{Y} ; \hat{C} | \hat{W})$$

$$= k^{-1} \sum_c p_c \frac{\hat{L}}{c} \int_0^1 I_c(W, \pi_c) + k^{-1} I(\hat{Y} ; \hat{C} | \hat{W}),$$

(31)

where the second equality follows from Lemma 2.4, and the third equality follows from (C) having the same marginal, as dictated by $p_c$ being symmetric under permutations (TV channel symmetry), i.e. $\hat{C}$ denotes the number of pirates assigned to any TV channel.

**Lemma 3.3.** Let $\hat{J}_{k,\hat{L}}[f_{W, P_Y}(Z, C, P_C)] \triangleq \sum_c p_c \frac{\hat{L}}{c} \int_0^1 I_c(W, \pi_c)$, then an asymptotically optimal $\frac{p_c}{c}$ for $\hat{J}$ must obey:

$$\lim_{k \to \infty} \frac{p_c(k^{\alpha} c^2)}{c^2} < \infty,$$

(32)

for some $\alpha \geq 1$, and $\hat{J}$ optimally decays like $1/k^2$.

**Proof.** We know that $c$ can at most grow as a fraction of $k$, that is, the value $q \triangleq c/k$ can only belong to $[0, 1]$ in the limit. That is, we can divide the summation in $\hat{J}$ as follows:

$$\hat{J} = \sum_{c,k} p_c(c) \frac{1}{k} \left[ \frac{1}{c^22\ln 2} \hat{J}[g_c(W)] + o \left( \frac{1}{c^2} \right) \right]$$

$$+ \sum_{c \in w(1) \cup w(1)} p_{opt}(c) \frac{1}{k} \left[ \frac{1}{c^22\ln 2} \hat{J}[g_c(W)] + o \left( \frac{1}{c^2} \right) \right]$$

$$+ \sum_{c \in \Omega(1)} p_{c}(c) \frac{1}{k} \int_0^1 I_c(W, \pi_c).$$

(33)

An asymptotically optimal sequence of strategies for the pirates is one that produces the lowest value for the payoff in the limit.

where note that $\hat{J}$ is bounded in the limit. For non-decaying measure $p_c(c)$, we can see from (33) that the first term decays like $1/k^2$, the second term decays like $1/k$ where $c$ is sub-linear in $k$, and the last term decays like $1/k$. Therefore if $p_c(c)$ in the last two terms is not small enough in the limit, the payoff will decay slower than $1/k^2$. Any strategy that assigns asymptotically small enough measure in the last two terms will hence produce a lower value for the payoff given large enough $k$, nevertheless, the first term will always decay like $1/k^2$.

**Lemma 3.4.** $\mathbb{E}_{P_C} \left[ \frac{C}{k} \right] = \frac{1}{\hat{L}}.$

**Proof.**

$$\sum_c p_c(c) = \frac{1}{\hat{L}} \sum_c \sum_c p_c(c) \frac{1}{k} = \frac{1}{\hat{L}} \sum_c \sum_c p_c(c) \frac{1}{k}$$

$$= \frac{1}{\hat{L}} \sum_c p_c(c) \frac{c}{k} = \frac{1}{\hat{L}}.$$

(34)

**Lemma 3.5.** $\sum_c p_c(c) \frac{k}{c} \geq L$, with equality iff $p_c(k/L) = 1$.

**Proof.**

$$\mathbb{E}_{P_C} \left[ \frac{k}{C} \right] = \mathbb{E}_{P_C} \left[ \frac{1}{C} \right] \geq k \mathbb{E}_{P_C} \left[ \frac{1}{C} \right] = \frac{1}{\mathbb{E}_{P_C} \left[ \frac{C}{k} \right]} = L,$$

(35)

which is an application of Jensen's inequality to a strictly convex function.

**Lemma 3.6.** Let $\alpha \geq 1$, then $\sum_{c-k} p_c(c) \frac{k}{c} \geq L + \cdots$, where terms in ellipsis go to zero in the limit $k \to \infty$.

**Proof.** See Appendix C.

**Lemma 3.7.** For $\alpha = 1$, $\tilde{p}_c(c) \triangleq p_c(c) \frac{k}{c}$, and up to $o(1/k^2)$, we have the following lower bound for $\hat{J}$:

$$\hat{J}_{\alpha = 1} \geq \frac{\pi^2 L}{2k^22\ln 2} \left[ \int_0^1 \frac{d\omega}{\int_0^{w(1-w)} g'(w)w(1-w)} \right]^{-1}$$

$$\left( 1 + L^{-1} \sum_{c \in w(1) \cup w(1)} \tilde{p}_c(c) + \frac{4L^{-1}}{\pi^2} \sum_{c \in \Omega(1)} \tilde{p}_c(c) \right).$$

(36)
Proof. For $\alpha = 1$, all terms in $\tilde{J}$ become of order $1/k^2$, and we can write:

$$
\tilde{J}_{\alpha=1} = \frac{1}{k^2 2 \ln 2} \left( \sum_{\ell \neq 0} \tilde{p}_C(c) \left( \frac{1}{k^2 2 \ln 2} \tilde{J}[g_c(W)] + o \left( \frac{1}{k^2} \right) \right) + \sum_{c \in \omega(1)} \tilde{p}_C(c) \tilde{J}[g_c(W)] \right) + o \left( \frac{1}{k^2} \right),
$$

where note that $\tilde{p}_C(c) = \frac{p_C(c)k}{c}$ is bounded in the limit. We can replace $\tilde{J}[g_c(W)]$ in the first two terms by $\tilde{J}[g(W)]$, and the remainder will still decay faster than $1/k^2$. That is, up to $o(1/k^2)$, we have the following:

$$
\frac{1}{k^2 2 \ln 2} \left( \sum_{c \in \omega(1)} \tilde{p}_C(c) \tilde{J}[g(W)] + \sum_{c \neq 0} \tilde{p}_C(c) \tilde{J}[g(W)] \right)
$$

$$
= \frac{1}{k^2 2 \ln 2} \left( \tilde{J}[g(W)] \sum_{c \in \omega(1)} \tilde{p}_C(c) \right)
$$

$$
+ \sum_{c \in \omega(1)} \tilde{p}_C(c) 2 \ln 2 \tilde{I}_c(W, \pi_{c}) + o \left( \frac{1}{k^2} \right).
$$

(37)

Proof. Note that in equation (37), for any choice of $\alpha > 1$, the second two terms will decay faster than $1/k^2$, while the first term will dominate since it decays as $1/k^2$ for any value of $\alpha$. Therefore choosing $\alpha > 1$ makes the contribution from $c \neq k$ negligible in the limit, and so repeating the same steps as in the proof of Lemma 3.7, we obtain:

$$
\tilde{J}_{\alpha=1} \geq \frac{\pi^2}{k^2 2 \ln 2} \left[ \int_0^1 \frac{1}{f_W(w)w(1-w)} \right]^{-1} \sum_{c \neq 0} \tilde{p}_C(c) \frac{k}{c} + o \left( \frac{1}{k^2} \right).
$$

(42)

Conditions for equality follow from Lemma 3.2 and Lemma 3.5.

Lemma 3.8. For $\alpha > 1$, we have the following lower bound for $\tilde{J}$:

$$
\tilde{J}_{\alpha>1} \geq \frac{L}{k^2 2 \ln 2} \left[ \int_0^1 \frac{1}{f_W(w)w(1-w)} \right]^{-1} \pi^2 + o \left( \frac{1}{k^2} \right).
$$

(39)
We are now in a position to present the main result of the work, concerning the asymptotic behavior of our payoff function as defined in equation (31). To this end, we define the following degenerate distribution:

$$p_C^*(\hat{c}) \overset{\Delta}{=} \prod_{i=1}^{L} \delta(c_i^*, k_i/L) = \begin{cases} 1, & \hat{c} = (k_i/L, k_i/L, \ldots, k_i/L) \\ 0, & \text{otherwise} \end{cases},$$

(44)

which corresponds to the strategy where the pirates equally populate the $L$ TV channels.

**Theorem 3.13.** The payoff function in equation (31) has the following asymptotic behavior:

$$\max_{f_W} \min_{\{\pi, p_C\}} J_{k, L} \to \frac{L^2}{k^2 2 \ln 2},$$

(45)

with asymptotically optimal strategies being $(f_W^*, g^*, p_C^*)$.

**Proof.** From equation (31), we can see that

$$J = L J + k^{-1} I(\hat{Y}, \hat{C}|W),$$

and the minimum of $I(\hat{Y}, \hat{C}|W)$ is zero. For any $f_W$ and $g$, this is achieved when $\hat{C}$ is deterministic, i.e. as in $p_C^*$. Optimality of $(f_W^*, g^*, p_C^*)$ follows from Lemma 3.12, as well as the asymptotic value.

\[\square\]

4 ALTERNATIVE PAYOFF AND FINGERPRINTING CAPACITY

The maximin game of our payoff given by equation (21) (or equation (31) for the binary alphabet case) is a direct generalization of the single TV channel payoff in [9], i.e. if we set $L = 1$ for the maximin game, we recover the single TV channel payoff that defines the fingerprinting capacity, which is asymptotically equal to $(k^2 2 \ln 2)^{-1}$ in the binary alphabet case [9]. Nevertheless, this is not the only generalization that reduces to the single TV channel payoff when setting $L = 1$. If we consider the payoff $R_{k,L} \overset{\Delta}{=} k^{-1} I(\hat{Y}, \hat{C}|W)$, the maximin game will also reduce to the single TV channel case when $L = 1$. This payoff is generally smaller than our payoff $J_{k,L}$, and the difference term (up to $k$) is $I(\hat{Y}; \hat{X}_K|W) = I(\hat{Y}; \hat{M}|\hat{X}_K)$, i.e. we can write:

$$I(\hat{Y}; \hat{X}_K|W) = k J_{k,L} - I(\hat{Y}; \hat{S}|\hat{X}_K) = k J_{k,L} - I(\hat{Y}; \hat{M}|\hat{X}_K) = I(\hat{Y}; \hat{M}|\hat{W}) - I(\hat{Y}; \hat{M}|\hat{X}_K).$$

(46)

$R_{k,L}$ could possibly have different asymptotic behavior compared to $J_{k,L}$. However, since it can not be larger than $J_{k,L}$, we can write (in the binary alphabet case):

$$\max_{f_W} \min_{\{\pi, p_C\}} R_{k,L} \to \frac{N^2}{k^2 2 \ln 2},$$

(47)

for some $N \leq L$. It is plausible that $N$ is in fact equal to $L$, and the asymptotic maximin games for both $R_{k,L}$ and $J_{k,L}$ are identical. This is motivated by the fact that the difference term $I(\hat{Y}; \hat{S}|\hat{X}_K)$ extracts information about the choice of pirates assigned to the different TV channels from their outputs $\hat{Y}$, and asymptotically we expect likely realizations of $\hat{X}_K$ to be insensitive to who the pirates choose to assign for the different TV channels. That is, as long as they choose large enough numbers of pirates to populate the TV channels, we expect that knowing $\hat{S}$ will not be significant if we already know $\hat{X}_K$. This of course hinges on the argument that the pirates should assign large numbers to all $L$ TV channels, which is also in line of what one would expect. This leads us to the following conjecture:

**Conjecture 4.1.** For the binary alphabet case, and $L = 1$, the payoff functional $R_{k,L}$ given by:

$$R_{k,L} = J_{k,L} - \frac{1}{k} I(\hat{Y}; \hat{S}|\hat{X}_K)$$

(48)

has the following asymptotic behavior:

$$\max_{f_W} \min_{\{\pi, p_C\}} R_{k,L} \to \frac{L^2}{k^2 2 \ln 2},$$

(49)

with optimal strategies $f_W^*(w) = \left(\frac{\pi \sqrt{w(1-w)}}{1-w}\right)^{-1}$, $g^*(w) = w$, and $p_C^*(\hat{c}) = \prod_{i=1}^{L} \delta(c_i^*, k_i/L)$.

The payoffs $J_{k,L}$ and $R_{k,L}$ are the most natural generalizations of the single TV channel payoff in [9]. Assuming Conjecture 4.1 holds, then by Theorem 3.13, and Corollary 7 in [9], the asymptotic maximin value for both $J_{k,L}$ and $R_{k,L}$ is the same as the asymptotic fingerprinting capacity in the single TV channel case ($L = 1$). This prompts the question of whether this holds also for any $L$, i.e. if our payoff defines the fingerprinting capacity for multiple TV channels. Since the pirates choose $\hat{S}$ independently of the watermarking procedure, and once $\hat{S}$ is known the problem reduces to $L$ independent single TV channels that abide by the assumptions used in [9], our direct generalization of the single TV channel payoff can very possibly define the capacity (in the limit $k \to \infty$) in this case as its maximin value, and this leads us to the following conjecture:

**Conjecture 4.2.** The binary fingerprinting capacity in the multiple TV channels scenario (with $L = 1$) has the asymptotic behavior:

$$\max_{f_W} \min_{\{\pi, p_C\}} R_{k,L} \to \frac{L^2}{k^2 2 \ln 2}$$

(50)

with optimal strategies $f_W^*(w) = \left(\frac{\pi \sqrt{w(1-w)}}{1-w}\right)^{-1}$ and $p_C^*(\hat{c}) = \prod_{i=1}^{L} \delta(c_i^*, k_i/L)$.

5 DISCUSSION

We have shown that when $k$ colluders attack $L$ TV channels simultaneously, the maximin value of the payoff defined in equation (31) has the asymptotic value $(k^2 2 \ln 2)^{-1}$ with asymptotically optimal strategies being $f_W^*(w) = \left(\frac{\pi \sqrt{w(1-w)}}{1-w}\right)^{-1}$, $g^*(w) = w$, and $p_C^*(\hat{c}) = \prod_{i=1}^{L} \delta(c_i^*, k_i/L)$. This is exactly the same as having $L$ independent single TV channels with $k/L$ colluders on each TV channel. This is expected as the payoff is independent of the identity of the pirates assigned to the TV channels, i.e. it is only sensitive to the number of colluders assigned to the different TV channels. The identity dependence is present in $I(\hat{Y}; \hat{S}|\hat{X}_K)$, which possibly lowers the value of the payoff by virtue of allowing the identity of the pirates assigned to a TV channel to be chosen uniformly randomly given they know the numbers $(c_i^*)_{i=1}^{L}$. 
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We have presented arguments that strongly suggest that this liberty the pirates enjoy, although it can be significantly advantageous for finite \( k \), does become of less value asymptotically and the asymptotic maximin games of \( I(\hat{Y};\hat{X}_W) \) and \( I(\hat{Y};\hat{Z},\hat{C}|\hat{W}) \) are the same. It remains an open question to prove Conjecture 4.1, which is left for future work. Furthermore, we have argued that our payoff does predict how the fingerprinting capacity behaves asymptotically, and that it is indeed plausible that its maximin value can be replaced by the fingerprinting capacity in Theorem 3.13.

It is important to note that we have not used any saddle point property of the payoff (c.f. [9]) as it is simply not needed. That is, we make no claims of the maximin game yielding the same value for the payoff as the minimax game (applicability of Sion’s theorem) for any of the payoffs discussed in this work. Although this is very possible, i.e. the strategies we found could be an equilibrium point, one still needs to show that the payoff considered is jointly convex in the pirates’ strategies, e.g. if future directions require solving the maximin game numerically.

As other potential follow-up work, there remains the generalization to non-binary alphabet, the case where users can tune in to more than one TV channel simultaneously, i.e. \( L \neq 1 \), dynamic tracing, and perhaps most practically useful, the study of decoders and score functions suitable for multiple TV channel attacks. Furthermore, it would be also interesting to consider relaxing the TV channel symmetry assumption as one or more content channels might be of more value to the coalition.
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A PROOF OF LEMMA 2.3

\[
P(\hat{Y};\hat{Z}|\hat{C},\hat{W}) = \sum_{\hat{Z}} \sum_{\hat{W}} \prod_{l=1}^{L} p_{Y|Z|C,W}(y_l|z_l,c_l,w_l) p_{Z|C,W}(z_l|c_l,w_l) = \sum_{\hat{Z}} \sum_{\hat{W}} \prod_{l=1}^{L} p_{Y|Z|W}(y_l|z_l,c_l,w_l).
\]

B PROOF OF LEMMA 2.4

\[
I(\hat{Y};\hat{Z}|\hat{C}) = \sum_{l=1}^{L} H(Y|C) = d_c, W = w_d.
\]

\[
I(\hat{Y};\hat{Z}|\hat{C}) = \sum_{l=1}^{L} H(Y|C) = d_c, W = w_d.
\]
where (a) and (b) follow from the definitions of conditional mutual information and conditional entropy; (c) follows from equations (26), (27), and Lemma 2.3; (d) follows by direct computation; (e) follows from the definition of conditional mutual information. Finally, it is straightforward to confirm that

\[ I(\hat{Y}; \hat{Z}|\hat{C} = \hat{c}, \hat{W}) = \sum_{i=1}^{L} I(Y; Z|C = \hat{c}, W). \]  

(53)

C PROOF OF LEMMA 3.6

\[ \left[ \sum_{c' \neq k} p_{\mathcal{C}}(c') \right]^{-1} \sum_{c \neq k} p_{\mathcal{C}}(c) \frac{c}{k} \geq \frac{1}{L} \left[ \sum_{c'} p_{\mathcal{C}}(c') \right]^{-1} \sum_{c \neq k} p_{\mathcal{C}}(c) \frac{c}{k}, \]  

(54)

and so applying Jensen’s inequality, we get:

\[ \sum_{c' \neq k} p_{\mathcal{C}}(c') \left[ \sum_{c \neq k} p_{\mathcal{C}}(c) \frac{c}{k} \right] \geq \frac{1}{L} \sum_{c'} p_{\mathcal{C}}(c') \left[ \sum_{c \neq k} p_{\mathcal{C}}(c) \frac{c}{k} \right]^{-1}, \]  

(55)

and if we multiply both sides by \( \sum_{c' \neq k} p_{\mathcal{C}}(c') \), we arrive at:

\[ \sum_{c} p_{\mathcal{C}}(c) \frac{k}{c} \geq \frac{1}{L} \left[ \sum_{c' \neq k} p_{\mathcal{C}}(c') \right]^{-2} - \left[ \sum_{c'} p_{\mathcal{C}}(c') \right]^{-2} \sum_{c \neq k} p_{\mathcal{C}}(c) \frac{c}{k}^{-1} \]  

(56)

or simply:

\[ \sum_{c \neq k} p_{\mathcal{C}}(c) \frac{k}{c} \geq \frac{1}{L} \left[ \sum_{c'} p_{\mathcal{C}}(c') \right]^{-2} - \left[ \sum_{c'} p_{\mathcal{C}}(c') \right]^{-2} \sum_{c \neq k} p_{\mathcal{C}}(c) \frac{c}{k}^{-1} \]  

(57)

where we write \( \bar{p}_{\mathcal{C}}(c) \) \( \triangleq \) \( p_{\mathcal{C}}(c) \frac{k^\alpha}{c^\alpha} \), which is bounded in the limit. For \( \alpha \geq 1 \) and \( c \neq k \), we have \( c^\alpha/k^\alpha \to 0 \).