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Abstract

Wearable sensor-based human activity recognition (HAR) has emerged as a principal research area and is utilized in a variety of applications. Recently, deep learning-based methods have achieved significant improvement in the HAR field with the development of human-computer interaction applications. However, most of them are limited to operating in a local neighborhood in the process of a standard convolution neural network, and correlations between different sensors on body positions are ignored. In addition, even though several recent existing works considered the correlations between different sensor positions, they still face significant challenging problems with performance degradation due to large gaps in the distribution of training and test data, and behavioral differences between subjects. In this work, we propose a novel Transformer-based Adversarial learning framework for human activity recognition using wearable sensors via Self-KnowledgE Distillation (TASKED), that accounts for individual sensor orientations and spatial and temporal features. The proposed method is capable of learning cross-domain embedding feature representations from multiple subjects datasets using adversarial learning and the maximum mean discrepancy (MMD) regularization to align the data distribution over multiple domains. In the proposed method, we adopt the teacher-free self-knowledge distillation to improve the stability of the training procedure and the performance of human activity recognition. Experimental results show that TASKED not only outperforms state-of-the-art methods on the four real-world public HAR datasets (alone or combined) but also improves the subject generalization effectively.
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1. Introduction

Wearable sensor-based human activity recognition (HAR) has become an important field with various applications, such as health management \cite{1,2}, home behavior analysis \cite{3}, user authentication \cite{4}, and exercise \cite{5,6}. The main tasks of sensor-based HAR are to recognize which activity is being performed, such as sitting, walking, and hammering, given the data provided by the on-body sensors like IMU on the smartphone and smartwatch. A large number of studies have been conducted for sensor-based HAR, which can be categorized into traditional machine learning models and deep learning-based methods. Traditional machine learning models represent feature vectors computed over sub-intervals of sensor data using hand-crafted features in statistical and frequency domains and learn a mapping from feature vectors to activity labels using traditional machine learning classifiers such as random forest and support vector machine (SVM) \cite{7,8,9}. In the case of deep learning approaches, the raw (or lightly pre-processed) sensor data is fed into a deep neural network, which alone performs the feature extraction and classification. Recently, deep learning methods have achieved state-of-the-art performance in HAR by using convolutional neural networks (CNN) as in \cite{10} or by combining them with long short-term memory networks (LSTM) as in \cite{11}. Even more recently, self-attention approaches have reached state-of-the-art results \cite{12,13}.

Although the existing sensor-based HAR methods have achieved impressive results, they have a limitation when handling sensor data from diverse subjects (i.e., users) or applying the well-trained models to unseen users. Many existing studies \cite{14,15} have shown that different people perform the same activities in different ways due to their varied personal characteristics and behaviors, which makes user recognition possible, but significant performance degradation of activity recognition can occur. This is observed in practice by the gap in performance when evaluating by leaving out subjects instead of leaving out sessions. The approaches to this problem can be roughly classified into two categories: classic approaches and deep learning-based methods. Classic approaches include directly selecting user-invariant classical features \cite{16} or directly building one model per user \cite{17}. These methods can achieve good performance, but they require labeled
data to build models for all users, which is not realistic for many HAR applications as it may increase costs and deployment time, and selecting hand-crafted user-invariant features may not be feasible as developing said features requires expertise in the target domain. In addition, this approach may weaken the overall performance depending on the quality of the features available.

Recently, deep learning has been applied to this problem by exploring multi-task or even adversarial learning. In [18], authors exploit user labels by combining HAR with subject identification in a multi-task learning framework that allows the model to focus on the relevant features for each user. This shows that taking user information into account can improve classification results, but it is not clear if models can learn to generalize beyond the available training subjects as they were not evaluated when leaving users out. Still, their work shows that deep learning models can clearly benefit from taking user information into account. Other works such as [19] have shown that differences in the environment can, to some extent, be mitigated by employing similarity-based multi-task learning, but they have also not evaluated their model leaving users out and their representation tends to create one cluster per subject with sub-clusters per activity, which may not favor generalization, being more similar to user-models.

In the other direction, [20] adopted adversarial learning to generate a feature representation more robust regarding user variations. Instead of allowing the model to exploit user-specific information for classification, it should avoid leaking it as there is an adversary (a discriminator) whose objective is to separate subjects in the feature space. They achieved this by employing a Wasserstein Generative Adversarial Network (WGAN) [21] and Siamese networks and showed that their method could generalize to new subjects without sacrificing performance. This may have other advantages besides performance, as neural networks are known to leak subject information [22] and applying adversarial learning can mitigate those concerns. In addition, other researchers [23] improved the performance of the wearable sensor-based human activity recognition by utilizing adversarial learning with the activity classifier network.

While the deep learning-based methods with adversarial learning such as [20] [23] [24] have achieved significant improvements, most of these methods still have limitations. Although adversarial learning improved the performance of the activity recognition by generalization, it cannot measure the degree of generalization of the latent features in the training procedure. In the adversarial learning procedure, feature representation modules as generators are trained to fool a discriminator, while the discriminator conducts binary classification to distinguish between two different features from representation modules with randomly chosen two subjects. Thus, it cannot measure the degree of generalization for all subjects and cannot generalize the feature representation over all subjects. In addition, the multi-view data representation module in [20] comprises three different networks to merge the sub-representations of different views. It requires large amounts of annotated data for human activity recognition to train this complex multi-view data representation module. However, it is challenging to collect a sufficiently large amount of datasets in personalized human activity recognition applications. Furthermore, those works [23] [24] can deteriorate the performance of the activity recognition when the feature extractor or generator is focused on fooling the discriminator.

To overcome these problems, we propose a novel cross-subject adversarial learning for sensor-based human activity recognition. The proposed model is capable of learning a subject-independent embedding feature representation from multiple subjects and generalizing it to unseen target subjects by using an adversarial learning procedure. The adversarial learning between a feature extractor and a discriminator, which distinguishes the extracted features from multiple subjects, learns the distributions of multiple subject data and extracts subject-invariant general features for activity recognition. To measure the degree of the feature generalization and align the distributions among the multiple subjects, we use the Maximum Mean Discrepancy (MMD) [25] [26] [27] regularization. The MMD regularization helps enhance the generalization ability of the proposed adversarial learning method by quantifying the feature generalization. However, the performance of human activity recognition and feature generalization can be different depending on the architecture of the feature extractor network. The previous work [28] proposed an encoder-decoder structure based on the CNN structure to preserve the characteristic of the original signals, which has been utilized in weakly supervised learning and feature representation [29] [30].

In this paper, we extend the previous work by using transformer network architecture [31] [32], which accounts for individual sensor orientations and spatial and temporal features, for cross-subject human activity recognition. In addition, we adopt the teacher-free self-knowledge distillation [33] to improve the stability of the training procedure and balance the optimization between feature generalization and activity recognition. Normally, the self-knowledge distillation trains the same network architecture as the teacher and the student models to regularize the model to avoid overfitting. In the proposed framework, the student model is trained not only with self-knowledge distillation regularization but also with adversarial learning and MMD regularization. In other words, the role of the self-knowledge distillation in the proposed framework is not only to regularize the networks to avoid overfitting to the activity recognition but also to prevent bias to the cross-subject feature generalization by adversarial learning and the MMD regularization. Through a series of experiments on four public real-world human activity recognition datasets, we demonstrate the effectiveness of the proposed method. In addition, we evaluate the proposed method a step further that multiple datasets can be combined to-
guita et al. [40] proposed a multi-class SVM model on domain features, such as power spectral density [39]. Attributes, such as mean, variance, and skewness, and frequency subsequently used hand-crafted features to characterize the data distributions of activities. The most frequently investigated to extract hand-crafted features to capture the degree of the generalization.

We adopt the self-knowledge distillation method to improve the stability of the training procedure and balance training optimization between feature generalization and activity recognition.

To validate the proposed method, we conducted experiments with four public benchmark datasets: Opportunity [8], PAMAP2 [34], MHEALTH [35], and RealDISP [36]. By the experiments on each and across multiple datasets, we can verify the advantages and effectiveness of the proposed method for feature generalization and activity recognition.

The rest of the paper is organized as follows. Section 2 introduces the related works. Section 3 provides the details of the proposed method. Section 4 presents quantitative experimental results on the four datasets and their combinations. Finally, Section 5 concludes the paper.

2. Related works

2.1. Sensor-based Human Activity Recognition

Many researchers have studied sensor-based HAR [37]. The task of sensor-based HAR can be considered as a time-series classification where sensor data is obtained by different types of sensor devices such as inertial measurement units (IMU), electrocardiography (ECG), electromyography (EMG), and heart rate measurement. Bulling et al. [38] introduced the general-purpose process framework for activity recognition, which treats individual frames of sensor data as statistically independent. Previous studies can be classified into classical HAR methods and deep learning-based methods. The classical HAR methods have been investigated to extract hand-crafted features to capture the data distributions of activities. The most frequently used hand-crafted features are time-domain features, such as mean, variance, and skewness, and frequency domain features, such as power spectral density [39]. Anguita et al. [40] proposed a multi-class SVM model on a smartphone to recognize six-class locomotion activities. Hammerla et al. [41] introduced an empirical cumulative density function (ECDF) feature to preserve the spatial information of the signal frames. Kwon et al. [9] extended it by adding temporal structures to the ECDF and showed the improvement of activity recognition.

Recently, deep learning-based HAR methods have been widely explored in existing work [42–44]. With the fast development and advancement of deep neural networks, Yang et al. [10] proposed a human activity recognition method using CNNs, in which the multiple convolutions and pooling filters were designed along the temporal dimensions to process the sensor data. Bhattacharya and Lane [45] have introduced a sophisticated model optimization method for constrained resource inference on wearable devices such as smartphones and smartwatches. Contrary to the activity recognition methods using CNNs, recurrent deep learning methods [46] have been researched in the field of HAR. Most prominently used models, so-called LSTMs units [47], like other recurrent neural networks, are recurrent neural networks with principally infinite memory for every computing node and have been used very successfully for HAR. Ordóñez and Roggen [11] proposed a DeepConvLSTM which combines the LSTM model with a number of CNN layers to learn sensor representation by capturing the short-term and long-term temporal correlations for activity recognition. Alsheikh et al. [48] proposed a hybrid approach using a deep belief network as an emission matrix of a hidden Markov model to extract features from the sequence of human activities. In [48], appropriate training procedures have been analyzed the basic deep learning approaches including basic temporal CNN and deep LSTM networks through large scale experimentation. Guan and Plötz [49] proposed Ensembles of deep LSTM networks which combine multiple LSTM networks and achieved better performance than the previous works. More recently, the self-attention mechanism [50] has been applied for activity recognition. Zeng et al. [51] applied the self-attention mechanism on the LSTM networks to highlight the important part of time-series signals. Similarly, Mahmud et al. [12] proposed an activity recognition method by employing self-attention, which has reached state-of-the-art results. However, such deep models often require high computation and memory resources. Furthermore, all the works assume that the data among subjects in the training and test datasets follow the same data distributions. In real-world activity recognition applications, different people perform the same activities in different ways, so the data distributions among subjects have a huge gap.

2.2. Subject-independent Human Activity Recognition

Generally, there are two ways to capture the interpersonal variability: One is to increase the amount of training data from different subjects, and the another is to extract subject-independent features. The former is too expensive
and impossible to collect and annotate data from different people. Recently, transfer learning methods have been investigated to solve cross-domain HAR problems, including cross-sensor-modalities [52], cross-locations [53], and cross-subjects [54, 55]. Domain adaptation is the particular branch of transfer learning, that measures data distribution heterogeneity and aligns among data distributions [56]. Deng et al. [57] proposed a cross-person activity recognition method using a reduced kernel extreme learning machine on the source domain, which classifies the target sample and the high confident samples and applies them to the training dataset. Zhao et al. [58] introduced a transfer learning embedded decision tree algorithm that integrates a decision tree and the k-means clustering algorithm to recognize mobile phone-based different personalized activities by model adaptation. Wang et al. [59] proposed a stratified transfer learning method that adopted the pseudo-labeling concept on the unlabeled target data by measuring MMD between the feature spaces for the source domain data and the pseudo-labeled target data. Khan et al. [60] proposed a heterogeneous deep convolutional neural network (HDCNN) that used a feature matching approach to adapt the pre-trained network, trained with the supervised source domain dataset, to an unlabeled target dataset collected from the smartwatch through the minimization of the discrepancy between two datasets after every convolutional and fully connected layer. They used Kullback-Leibler (KL) divergence as a distance measure between the pre-trained network and the target domain feature extractor network. Faridee et al. [61] proposed an AugToAct framework which directly aligns data distributions between source and target domains by combining augmentation transformations with deep semi-supervised learning to infer complex activities with the minimal labels in both source and target domains. AugToAct similarly performed domain adaptation as HDCNN, but employed Jensen–Shannon (JS) divergence to minimize the discrepancy among two different domains instead of KL divergence. Akbari and Jafari [62] extracted stochastic features by training variational auto-encoder instead of deterministic feature extraction and employed the same network architecture of HDCNN to apply the feature matching approach to adapt the model to a target environment. Zhao et al. [63] a local domain adaptation method for cross-domain HAR, which aligns the distributions of source and target domains by using the MMD regularization. They first classified the activities into abstract clusters and mapped the original features into a low-dimensional subspace, where the MMD between two clusters with the same label from different domains were minimized. The above domain adaptation approaches consider only a single source domain for the domain adaptation tasks.

Several studies have researched multiple source domain adaptation for sensor-based activity recognition. Some approaches focus on explicitly identifying the most relevant source domain among the multiple source domains with the target domain based on similarity measurements such as cosine similarity. Wang et al. [64] proposed a transfer neural network to perform knowledge transfer for activity recognition (TNNAR), which captures both the time and spatial relationship between activities. They considered explicitly selecting the most relevant domain from the multiple source domains based on the cosine similarity and applied the selected domain for domain adaptation to the target domain. Another group of approaches combines all the available source domain data and projects into lower-dimensional space, which is further processed by the classifier. Jeyakumar et al. [65] proposed a SenseHAR, which is a sensor fusion model for each device that mapped the raw sensor values to a shared low dimensional latent space. They mitigated the heterogeneous data distribution and assigned labels to the unlabeled data. However, the above-mentioned approaches did not consider multiple source domain data simultaneously, and the approaches cannot capture the uncertainty within the classification tasks.

Recently, Multi-task and generative adversarial learning (GAN) [66]-based methods have been introduced to solve the different data distribution problems. Chen et al. [67] proposed a deep multi-task learning-based activity and user recognition (METIER) model, which combines activity recognition and user recognition with a multi-task model. The model shares parameters between the activity recognition module and the user recognition module, and the activity recognition performance can be improved by the user recognition module employing a mutual attention mechanism. Sheng et al. [68] proposed a weakly supervised multi-task representation learning, which used Siamese networks to exploit a temporal convolutional network as a backbone model. Bai et al. [69] introduced a discriminative adversarial multi-view network, which extracts multi-view features from temporal, spatial, and Spatio-temporal views using CNN, and generalizes the multi-view features by employing WGAN and Siamese network architecture to decrease the variants between the extracted features from different subjects.

Another general advance in deep neural networks, relevant to this work, is the use of attention and transformers [70]. Those models have achieved state-of-the-art results in many areas including natural language processing [71], vision [72], and skeleton-based HAR [73]. Other works, such as [74] also use self-attention for wearable sensor-based HAR obtaining state-of-the-art results. Still, their model combines data from the different present sensors in the first layers using 1x1 convolutions, forgoing richer explicit attention across sensors further down the network. Liu et al. [75] proposed a global attention module for multi-sensor information fusion. The mechanism used the global position attention and modality attention module to selectively boost the influence of informative features and suppress unrelated interference at the fusion layer. Recently, Miao et al. [76] proposed a GCN-based dynamic inter-sensor correlations learning framework, named DynamicWHAR,
which extracts dynamic features from multi-sensor data by modelling the dynamic correlations between different sensors.

3. Proposed method

3.1. Problem Formulation

In this section, we introduce a transformer-based adversarial learning framework for cross-subject sensor-based human activity recognition via self-knowledge distillation. The sensor-based activity recognition task is to use data collected by sensors at different positions on the human body to predict one of $n_a$ activity labels. Let $X = [x_1, \ldots, x_n]$ be the time-series sensor data obtained by applying a sliding window of size $n_w$ of the $n_c$ available sensor channels with $x_i \in \mathbb{R}^{n_c \times n_w}$ consisting of the sensor data for that window and $Y = [y_1, \ldots, y_n]$ the corresponding activity label set of $X$, and $S = [s_1, \ldots, s_n]$ the corresponding subject label set of $X$. We assume our training data $\{X_{src}, Y_{src}, S_{src}\}$ shares the same $n_a$ activities and sensor types with the test data $\{X_{tgt}, Y_{tgt}, S_{tgt}\}$ with unseen subjects in the training data used for validation. The goal of the proposed method is to generalize extracted features from the $S_{src}$ source subjects to the target subjects $S_{tgt}$ and improve the performance of the overall activity classification.

3.2. Network Architecture with transformer

Our goal is to extract cross-subject generalized features to improve the performance of the activity recognition network. The proposed neural network architecture comprises three independent networks: a feature extractor, an activity classifier, and a subject discriminator. The feature extractor represents the proposed transformer network, and the activity classifier maps the features extracted from the feature extractor into the activity labels. The subject discriminator is trained to distinguish the subject label from which the embedding feature. The goal of the proposed method is to generalize extracted features from the $S_{src}$ source subjects to the target subjects $S_{tgt}$ and improve the performance of the overall activity classification.

The activity classifier $C$ predicts the activity labels using the embedding features $C : \mathcal{E} \rightarrow \mathcal{Y}$, where $\mathcal{Y}$ denotes the activity label space. In this paper, the activity classifier is designed with an average pooling layer over a time channel and a 1D convolution layer. The loss of the activity classifier influences the feature extractor, as they are both trained to minimize the supervised classification.

The subject discriminator distinguishes the subject label from which the embedding feature is extracted. The goal of the proposed method is to extract subject-invariant features from multiple domains. In other words, the feature extractor generates a common embedding feature space for multiple subjects. Though the training procedure with the supervised activity classification encourages learning the data distribution of the activities, the extracted embedding features still contain subject-specific information. By adopting an adversarial manner between the subject discriminator and the feature extractor, the subject discriminator is trained to distinguish the subject label from the embedding features and the feature extractor is trained
to fool the subject discriminator. A strong subject discriminator can train the feature extractor to generate embedding features that generalize across data from different subjects. The subject discriminator is composed of three discriminator blocks, each including a convolution layer, batch normalization, and a dropout, respectively, and two fully connected layers. To align the distributions among the $N+1$ source and target subjects and further generalize the embedding feature representation, we use the MMD $\text{MMD}$ [25] [26] [27] regularization.

In addition, the feature extractor and activity classifier are regularized by using self-knowledge distillation from the pre-trained model to improve the stability of the training procedure and balance the optimization between the feature generalization and activity recognition. Following [33], knowledge distillation from the perspective of label smoothing regularization regularizes model training by replacing the one-hot labels with smoothed ones. We deploy the label smoothing regularization following the conceptual ideas of the teacher-free knowledge distillation technique in the training procedure of the proposed framework. Through this regularization, the feature extractor and activity recognition are trained by themselves and are prevented to be biased to the feature generalization. The detailed descriptions of loss functions are addressed in the following subsection. The detailed structure of the proposed adversarial cross-subject networks is shown in Table [1].

### 3.3. Loss functions

As shown in Figure [1], we define three loss functions to train the three independent networks: 1) a classification loss $L_{cls}$, 2) a domain loss $L_D$, and 3) an MMD loss $L_{MMD}$. Let $E$, $C$, and $D$ denote the feature extractor, the activity classifier, and the subject discriminator, respectively.

In the proposed network architecture, the feature extractor and activity classifier are basically trained by supervised learning with given activity labels. Normally, the data distribution of classes in the human activity recognition datasets is often imbalanced. Training a network under imbalanced data conditions can produce a detrimental effect on human activity recognition performance and a biased classification result. To improve the performance of the performance under imbalanced data conditions, we adopt a weighted cross-entropy loss and a dice loss function for activity labels as the initial classification loss. The initial classification loss for the feature extractor and activity classifier is expressed as follows:

$$L_{act}(X, Y) = \frac{1}{2} \left( \sum_{i=1}^{n} w_i y_i \log C(E(x_i)) \right) + \frac{1}{2} \left( 1 - \frac{2 \sum y_i \odot \tilde{y}_i + \epsilon}{\sum y_i + \sum \tilde{y}_i + \epsilon} \right),$$

(1)

where the first term is the weighted cross-entropy classification loss, the second term is the dice classification loss, $w_i$ is a class weight for each class label, $y_i$ is a one-hot vector of the ground truth of the activity label, $\tilde{y}_i$ is an output one-hot vector from the activity classifier, and $\odot$ denotes an element-wise multiplication. The weighted cross-entropy and dice loss are usually used to solve the data imbalance problem. $w_i$ is calculated with the number of each class instance and the maximum number of data samples among the class distributions $w_i = \max(M)$.

The knowledge distillation technique transfers knowledge from a teacher model to a student model so that the performance of the student model is improved. The student model learns from more informative sources - the predictive probabilities of the teacher model - instead of
Table 1: Detailed structure of the proposed TASKED framework. The fourth column indicates the activation function used in the layer while \(k\), \(W\) and \(C\) denote the kernel size, the window size and the number of channels of input sensor signals, respectively.

| Network          | Name                  | Layers                                                                 | Act. Func. | Input Tensor | Output Dimension |
|------------------|-----------------------|------------------------------------------------------------------------|------------|--------------|------------------|
| Feature Extractor| Input block for each Sensor | -                                                                       | ReLU       | Input for each Sensor | \(c_s \times W\) |
|                  | Conv block (1 per S)   | per sensor \( \times \) [Conv \(k = 3\), st=1]                       | ReLU       | The S Conv blocks | \(32 \times W \times S\) |
|                  | Concatenation          | -                                                                       | -          | Concatenation  | \(32 \times W \times S\) |
| Positional Encoding | Positional encoding as proposed in [72] | -                                                                       | -          | Positional Encoding | \(64 \times W/2 \times S\) |
| Spatial Attention 1 | [Spatial Attention Block \(C = 32, C_{out} = 64\)] | -                                                                       | -          | Spatial Attention 1 | \(128 \times W/4 \times S\) |
| Spatial Attention 2 | [Spatial Attention Block \(C = 64, C_{out} = 128\)] | -                                                                       | -          | Spatial Attention 2 | \(256 \times W/8 \times S\) |
| Spatial Attention 3 | [Spatial Attention Block \(C = 128, C_{out} = 256\)] | -                                                                       | -          | Spatial Attention 3 | \(256 \times W/8\) |
| Average Pooling over S | -                          | -                                                                       | -          | Average Pooling over S | \(1 \times 256\) |
| Activity Classifier | Average Pooling over W | FC 1                                                                   | Fully Connected | -      | FC 1 |
| Subject Discriminator | Discriminator Block 1 | Conv \(k = 5\), st=2                                                   | Leaky ReLU | Average Pooling over S | \(32 \times W/16\) |
|                  | Discriminator Block 2 | Conv \(k = 5\), st=2                                                   | Leaky ReLU | Discriminator Block 1 | \(64 \times W/32\) |
|                  | Discriminator Block 3 | Conv \(k = 5\), st=2                                                   | ReLU       | Discriminator Block 2 | \(128 \times W/64\) |
|                  | FC 1                  | Fully Connected                                                        | ReLU       | Discriminator Block 3 | \(10\) |
|                  | FC 2                  | Fully Connected                                                        | -          | FC 1                      | \(N + 1\) |

Figure 2: Structure of the attention block used in the transformer feature extractor.

just one-hot labels. Following [33], we first train the student model containing the feature extractor and activity classifier in the normal way to obtain a pre-trained model by minimizing Equation [1]. Hinton et al. [72] proposed to use temperature scaling to soften the predictive probabilities for better distillation. Given the pre-trained models \(E^s\) and \(C^s\), the output prediction of the pre-trained network is expressed as follows.

\[
p^s_i(x; \tau) = \text{softmax}(z^s_i(x; \tau)) = \frac{\exp(z^s_i(x)/\tau)}{\sum_j \exp(z^s_j(x)/\tau)}
\]  

(2)

where \(z^s\) denotes the output logit vector of the pre-trained model and \(\tau\) denotes a temperature parameter. The idea of self-knowledge distillation is to regularize the pre-trained model and the student model by using the Kullback-Leibler (KL) divergence. Namely, a knowledge distillation (KD) regularization loss is defined as follows.

\[
L_{KD}(X; \theta_E, \theta_C, \tau) = KL(p^s_i(x; \tau), p(x; \tau))
\]  

(3)

where \(KL\) is the KL divergence, and \(p^s, p\) are the output probability of the pre-trained models \(C^s(E(x))\) and the student models \(C(E(x))\), respectively. Similar to the original knowledge distillation method, we try to minimize the initial classification loss and the KD regularization loss between the predictions of pre-trained and student model.

\[
L_{cls} = (1 - \alpha)L_{cls} + \alpha L_{KD}
\]  

(4)

where \(\alpha\) is a hyperparameter.
Moreover, the goal of the subject discriminator is to distinguish which subject generated the embedding feature representations. The subject discriminator is thus trained to minimize the domain loss:

$$L_D(X, S) = - \sum_{i=1}^{N} s_i \log D(E(x_i)),$$

where $s_i$ is the ground truth of the subject label and the equation is the cross-entropy classification loss.

Here, in addition to adversarial learning, we address the MMD regularizer to align the distributions among different subjects and to further improve the generalization of embedding features extracted by the feature extractor. The MMD is one of the most commonly used non-parametric methods to measure the distance of the distribution between different subject domains. The feature extractor represents the embedding features from non-parametric methods to measure the distance of embedding features extracted by the feature extractor.

In summary, the classification loss $L_{cls}$ helps to measure the difference between the two data distributions after the mapping is calculated as their difference. The MMD is defined as follows.

$$MMD(E_s, E_t)^2 = \frac{1}{M} \sum_{i=1}^{M} \phi(e_{s,i}) - \frac{1}{N} \sum_{j=1}^{N} \phi(e_{t,j})^2$$

The key to calculate the MMD is to find the appropriate function $\phi(\cdot)$ as a mapping function to map the two domains to RKHS $\mathcal{H}$. Thus, the mean difference between the two data distributions after the mapping is calculated as their difference. $\phi(\cdot)$ represents a characteristic kernel function as $k(e_{s,i}, e_{t,j}) = \phi(e_{s,i}), \phi(e_{t,j})$, and the MMD can be rewritten as follows:

$$MMD(E_s, E_t)^2 = \frac{1}{M} \sum_{i=1}^{M} \sum_{j \neq i} k(e_{s,i}, e_{s,i})$$

$$+ \frac{1}{N} \sum_{i=1}^{N} \sum_{j \neq i} k(e_{t,i}, e_{t,i}) - \frac{2}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} k(e_{s,i}, e_{t,j})$$

Generally, the Gaussian kernel function $k(e_{s,i}, e_{t,j}) = \exp(-\frac{\|e_{s,i} - e_{t,j}\|^2}{\sigma})$ is used as the kernel function in the MMD algorithm, which maps data to infinite-dimensional space. This MMD method is based on a single kernel transformation. In this work, we adopt the multi-kernel MMD (MK-MMD) [27], which is an extension of the MMD and the optimal kernel can be obtained by linear combination of multiple kernels. The kernel function is defined as the convex combination of $m$ positive semi-definite (PSD) kernels $k_u$. The total kernel $k$ is defined as follows.

$$K \triangleq \left\{ k = \sum_{u=1}^{m} m \beta_u k_u : \sum_{u=1}^{m} \beta_u = 1, \beta_u \geq 0, \forall u \right\}$$

where $k$ is weighted by different kernel $k_u$, $\{\beta_u\}$ is the coefficient, which is the weight of $K$, to ensure that the generated multi-kernel $k$ is characteristic.

Unlike the general domain adaptation, the goal of the proposed method is to generalize the features from multiple subject domains from either only the $N$ source subjects or both $N+1$ source and target subjects. Thus, the overall MMD regularization loss $L_{MMD}$ is described as follows.

$$L_{MMD}(E_1, ..., E_{N+1}) = \frac{1}{(N+1)^2} \sum_{1 \leq i,j \leq N+1} MMD(E_i, E_j)$$

The goal of the feature extractor is to extract the generalized feature among different subject domains, preserve the characteristics of the original data, and learn class-discriminative feature representations. In other words, the feature extractor is trained to jointly minimize the losses of classification and MMD, and maximize the domain loss for the adversarial learning, simultaneously, whereas the activity classifier and the subject discriminator are trained to minimize the classification loss and domain loss, respectively. Finally, The objective functions of the proposed method are defined as follows.

$$\min_{E,C} \max_{D} \mathbb{E}_{(X,Y)} L_{obj}(X,Y,S) = \lambda_{cls} L_{cls}(X,Y) + \lambda_{MMD} L_{MMD}(X)$$

$$- \lambda_{D} L_{D}(X,S)$$

where $\lambda_{cls}$ controls the relative importance of activity classification, and $\lambda_{MMD}$ and $\lambda_{D}$ are hyperparameters that control the effect of domain generalization.

In summary, the classification loss $L_{cls}$ is used to improve the performance of the activity recognition with the regularization technique of the self-knowledge distillation, and the MMD regularization term $L_{MMD}$ helps to measure and align the distribution distance among different subjects, and the domain loss $L_D$ hinders extracting subject domain-specific information from the feature extractor by the adversarial learning between the feature extractor and subject discriminator.

3.4. Training Procedure

The training procedure for the proposed TASKED framework is based on two steps in order to train the three independent neural networks stably. Figure 3 presents the training procedure with the detailed steps. The first step is multi-task learning as a pre-training step for activity and
subject recognitions. In this step, we jointly minimize the losses of activity classification and subject discrimination to train the feature extractor to capture the data distribution of each activity and the data distributions among subjects. At the same time, the subject discriminator is trained to minimize the discriminator loss Equation (5) and the activity classifier is trained to minimize the classification loss Equation (1). Finally, we train the adversarial learning framework via MMD regularization and self-knowledge distillation. In this step, we compute the final classification loss Equation (4) using the KD regularization between the pre-trained and the student model. While the feature extractor is trained to minimize the subject discriminator loss in the first step, the feature extractor is trained to maximize the discriminator loss in the second step for the adversarial learning scheme. The training details for the proposed adversarial feature extraction method are summarized in Algorithm 1.

4. Experimental results

4.1. Datasets and Evaluation Metrics

To evaluate the effectiveness of the proposed method for human activity recognition, four types of popular HAR public datasets were used, Opportunity [8], PAMAP2 [34], MHEALTH [35] and RealDISP [36], that contain continuous sensor data of various sensors and different human activities by different participants.

- Opportunity: The Opportunity dataset is for human activity recognition from wearable, object, and ambient sensors. It contains annotated recordings from four users with 7 inertial measurement units (IMU) and 12 on-body accelerometers. The dataset was recorded with 6 runs per user, that 5 runs are the activity of daily living runs (ADL) by a natural execution of daily activities and the last run is called a drill run by a scripted sequence of activities. The dataset contains a total of 6 hours of recordings. The provided sampling frequency of all IMU sensors is 30 Hz. The dataset comprises three types of sensors: body-worn sensors with 145 channels, object sensors with 60 channels, and ambient sensors with 37 channels. In this paper, we selected a dimension of 113 channels taking into account only the body-worn sensors including the IMUs and accelerometers, following the setup of [11]. We preprocessed all channels of sensor data to fill in missing values using linear interpolation and to normalize the data values per channel to interval $[0, 1]$ with manually set minimum and maximum values per channel as in [11]. We used a sliding window size of 64 with a sliding step of 16, which is close to two seconds of the sliding window and a 0.5-second step size. We use two types of annotations from the dataset. One is modes of locomotion and postures, such as Stand, Walk, Sit, and Lie is annotated with five classes. Another is 18 mid-level gestures such as Open Door, Close Door, and Clean Table.
**Algorithm 1** Training procedure for TASKED framework. We use default values of $\lambda_{cls} = 10$, $\lambda_{MMD} = 5$, $\lambda_D = 1$, $\alpha = 0.6$, $\tau = 20$

```
Require: Batch size $m$, Adam hyperparameter $\eta$, hyperparameters $\lambda_{cls}$, $\lambda_D$, $\lambda_{MMD}$.
1: Input: $X$, $Y$, $S$, $X_t$, $Y_t$, $S_t$
2: for number of training iteration for step 1 do
3: Sample a batch $(x, y, s)$ from the training dataset $X$, corresponding activity label $Y$, and domain label $S$.
4: $\theta_C \leftarrow \theta_C - \eta \nabla_{\theta_C} L_{act}(x; \theta_C) \quad \triangleright \text{Equation (1)}$
5: $\theta_D \leftarrow \theta_D - \eta \nabla_{\theta_D} L_D(x, s; \theta_D) \quad \triangleright \text{Equation (5)}$
6: $\theta_E \leftarrow \theta_E - \eta \nabla_{\theta_E} (L_D + \mathbb{V}_{act}(x, y, s; \theta_E)) \quad \triangleright \text{Equations (1) and (5)}$
7: end for
8: for number of training iteration for step 2 do
9: Sample a batch $(x, y, s)$ from the training dataset $X$, corresponding activity label $Y$, and domain label $S$.
10: $\theta_D \leftarrow \theta_D - \eta \nabla_{\theta_D} L_D(x, s; \theta_D) \quad \triangleright \text{Equation (5)}$
11: $\theta_C \leftarrow \theta_C - \eta \nabla_{\theta_C} L_{cls}(x, y; \theta_C) \quad \triangleright \text{Equation (4)}$
12: $\theta_E \leftarrow \theta_E - \eta \nabla_{\theta_E} (L_{cls} + \mathbb{V}_{act}(x, y; \theta_E)) \quad \triangleright \text{Equations (1) and (5)}$
13: Sample a batch $(x_t, s_t)$ from the target dataset $X_t$, and corresponding domain label $S_t$.
14: $(x', s') \leftarrow (\text{concat}(x, x), \text{concat}(s, s_t))$
15: $\theta_D \leftarrow \theta_D - \eta \nabla_{\theta_D} L_D(x', s; \theta_D) \quad \triangleright \text{Equation (5)}$
16: $\theta_E \leftarrow \theta_E - \eta \nabla_{\theta_E} (L_{MMD} - L_D(x', s; \theta_E)) \quad \triangleright \text{Equations (5) and (9)}$
17: end for
```

- **PAMAP2**: The PAMAP2 dataset was recorded from nine participants that were instructed to perform 18 activities of daily living. The dataset contains a total of more than 10 hours of recordings. One channel of heart rate-monitor and three IMUs were placed on the subject’s chest, dominant wrist, and dominant ankle. The dataset has 52 channels, containing a channel of heart rate, 17 channels per IMU. The full IMU sensory data is composed of 6 channels of acceleration data, 3 channels of gyroscope data, 3 channels of magnetometer data, and 3 channels of orientation. In this work, we selected a total dimension of 36 channels by removing a channel of heart rate, a channel of temperature per IMU, 4 channels of orientation per IMU, since the orientation of IMUs is mentioned as invalid in the data collection. Additionally, we remove six activities classified "Optional" in the dataset and the ninth subject, since the "Optional" activities were collected by only one subject and the ninth subject executed only one activity. Thus, a total of 12 activities named "protocol" in the dataset from 8 subjects are used in this work. We preprocessed all channels of selected sensor data to fill in NaN values using linear interpolation. All channels were normalized to zero mean and unit variance per user. The IMU data were collected under the sampling frequency of 100 Hz and we used a sliding window length of 200 (2 seconds) with a sliding step of 50 (0.5 second).

- **MHEALTH**: The MHEALTH dataset contains basic body movements and vital signs data recorded from 10 volunteers of diverse profiles. The volunteers carried out 12 physical activities such as climbing stairs, walking, waist bends forward, and cycling. Each activity was recorded for a minute or repeated 20 times. Three IMUs were placed on the subject’s chest, right wrist, and left ankle to measure acceleration, rate of turn, and magnetic field orientation. Additionally, the sensor was positioned on the chest to provide 2-lead ECG measurements, which can be used for basic heart monitoring or checking the effects of exercise on the ECG. The provided sampling rate of all sensing modalities is 50 Hz. To evaluate the proposed method with the iterative leave-one-subject-out cross-validation procedure, we augmented the dataset with a sliding window length of 200 (4 seconds) and a step size of 50 (1 second), unlike other methods [73, 19] used a sliding window length of 5 seconds and a step size of 2.5 seconds.

- **RealDISP**: The RealDISP dataset consists of a total of 9 hours of daily activity data from 17 volunteers. The volunteers were instructed to perform 33 activities involving the whole-body movements and body part-specific activities such as walking, jogging, jumping, cycling, knee bending, waist bending, and rowing. 9 IMUs were distributed on the arms, wrists, calves, thighs, and back of the subject. Each sensor provides 3 channels of acceleration, 3 channels of gyroscope, 3 channels of magnetic field measurements, and four channels of quaternions for orientation. The sensor data were collected under the sampling rate of 50 Hz and we used a sliding window length of 120 (2.4 seconds) with a sliding step of 60 (1.2 seconds).

The detailed information of the four datasets is summarized in Table 2. To evaluate the performance of the proposed model and how much performance varies depending on the subject, we conduct two different experiments: 1) leave-one-subject-out cross-validation procedure on a single dataset, 2) leave-one-subject-out cross-validation procedure across different datasets. Unlike the experimental settings in other methods [11, 15], the leave-one-subject-out cross-validation procedure is that all data from a subject are used as a test set and all data from another subject are used as a validation set, while all data from other subjects are used as a training set. We picked up all data from the first two subjects (that are not the test one) as validation set. Thus, there are two iterations for a test set, but with two different validation sets. For instance, if there are 10 subjects in the given dataset, the training and validation procedure would be conducted 20
The second experiment is the leave-one-subject-out across different datasets. The leave-one-subject-out scheme across different datasets is that one subject data from each dataset is used as a test set and another subject data from each dataset is used as a validation dataset while the rest data from each dataset are used as a training set. We selected common activity classes, sensor positions, and sensor data types among different datasets. The subject labels are given from each dataset. For example, the Opportunity dataset has 4 subjects, PAMAP2 8 subjects, and MHEALTH 10 datasets. We set the subject labels of the Opportunity to the global labels from 0 to 3, the subject labels of PAMAP2 to the global labels from 4 to 11, and the subject labels of MHEALTH to the global labels from 12 to 21. The evaluation was repeated two times on each test set.

To evaluate and compare the performance of the proposed method with others, we adopted multiple evaluation metrics, which are used in various human activity recognition studies\[11, 20\]: accuracy $acc$, weighted F1-score $F_w$, and macro F1-score $F_m$.

\[ acc = \frac{TP}{TP + FN + FP + TN} \tag{11} \]

\[ F_w = \frac{C}{\sum_{c=1}^{C} w_i \frac{2 \times \text{precision}_c \times \text{recall}_c}{\text{precision}_c + \text{recall}_c}} \tag{12} \]

\[ F_m = \frac{2}{C} \times \frac{\sum_{c=1}^{C} \text{precision}_c \times \text{recall}_c}{\text{precision}_c + \text{recall}_c} \tag{13} \]

where $Recall = \frac{TP}{TP + FN}$, $Precision = \frac{TP}{TP + FP}$, and $TP$, $FP$, $TN$, and $FN$ denote the true positive, false positive, true negative, and false negative values, $C$ denotes the number of classes and $w_i = n_i / N$ is the proportion of samples of the $i$-th class with $n$ being the number of samples of the $i$-th class and $N$ being the total number of samples.

### 4.2. Implementation Details

The experiments were all implemented using Python scripts in the PyTorch framework. Training procedures were conducted in the Linux system with four NVIDIA Quadro RTX 8000 GPUs. The hyperparameters for Equation (9) were $\lambda_{\text{Ada}} = 10$, $\lambda_{\text{MMD}} = 5$, and $\lambda_{\text{D}} = 1$. In addition, the hyperparameters for Equation (2) and Equation (4) were $\tau = 20$ and $\alpha = 0.6$. Through various testing, it is observed that the parameters mentioned in the paper yield the best performance. We chose the Adam optimizer \[74\] with a learning rate of $\eta_C = 1 \times 10^{-4}$, $\eta_E = 1 \times 10^{-4}$, $\eta_D = 1 \times 10^{-3}$, $\beta_1 = 0.9$, and $\beta_2 = 0.99$. The batch size was 128 and the training epochs are 200. Early stopping was used with the patience of 20 epochs to avoid overfitting. For the MK-MMD, the Gaussian kernel is applied to the MK-MMD, and its number is set to 5.

### 4.3. Comparison Results on a Single Dataset

The proposed TASKED framework was evaluated on the Opportunity, PAMAP2, MHEALTH, and RealDISP datasets. The three evaluation metrics were used to evaluate and compare the proposed method to deep-learning-based state-of-the-art methods including multi-channel time-series convolutional neural networks (MC-CNN) \[10\], Deep-ConvLSTM \[11\], Self-attention activity recognition method \[12\], METIER model \[13\], and the previous method "Adversarial CNN" \[25\]. MC-CNN is a CNN-based model consisting of three convolutional layers, two pooling layers, and two fully connected layers. DeepConvLSTM is a combined model of CNN and LSTM for activity recognition, that comprises four convolutional layers and two LSTM layers to learn both spatial and temporal correlations. Self-attention activity recognition method introduced a self-attention mechanism to improve the performance of the human activity recognition based on wearable sensors. The METIER model is to solve activity recognition and user recognition tasks jointly and transfer knowledge across them by sharing parameters between activity recognition and user recognition networks softly and employing mutual attention mechanism to exploit their knowledge to highlight important features for each other. Lastly, the previous method, Adversarial CNN, proposed an adversarial feature extraction for user independent human activity recognition based on CNN architecture. For a fair comparison study, we set up the same experimental conditions, such as splitting the training and test datasets, data preprocessing, the window size, and step size, as we addressed in the previous section.

The Opportunity dataset is normally evaluated using two of its label types: the modes of locomotion recognition task and the gesture recognition task. We conducted the comparison experiment and introduce the experimental results on the two tasks separately.

Table 3 shows the quantitative evaluation results on the Opportunity, PAMAP2, MHEALTH, and RealDISP.
Table 3: Comparison results with the state-of-the-arts on Opportunity, PAMAP2, MHEALTH, and RealDISP datasets. The numbers are expressed in percent and represented as $\text{mean} \pm \text{std}$.

| Dataset          | Task       | Method           | acc   | $F_w$  | $F_m$  |
|------------------|------------|------------------|-------|--------|--------|
| Opportunity      | Locomotion | MC-CNN           | 65.79 | 63.59  | 62.32  |
|                  |            | DeepConvLSTM     | 66.02 | 65.39  | 62.88  |
|                  |            | Self-Attention   | 61.71 | 60.17  | 55.27  |
|                  |            | METIER           | 73.97 | 73.62  | 74.24  |
|                  | Gestures   | Adversarial CNN  | 73.11 | 73.06  | 72.78  |
|                  |            | TASKED           | 75.83 | 75.83  | 77.09  |
| PAMAP2           |            | MC-CNN           | 69.47 | 68.20  | 71.86  |
|                  |            | DeepConvLSTM     | 71.37 | 71.23  | 35.59  |
|                  |            | Self-Attention   | 74.09 | 69.64  | 28.89  |
|                  |            | METIER           | 71.49 | 73.31  | 44.44  |
|                  |            | Adversarial CNN  | 76.25 | 75.54  | 44.65  |
|                  |            | TASKED           | 80.20 | 79.75  | 54.40  |
| MHEALTH          |            | MC-CNN           | 76.50 | 75.12  | 67.84  |
|                  |            | DeepConvLSTM     | 66.43 | 64.69  | 57.06  |
|                  |            | Self-Attention   | 76.92 | 76.01  | 68.68  |
|                  |            | METIER           | 80.90 | 80.74  | 72.66  |
|                  |            | Adversarial CNN  | 80.91 | 80.79  | 73.73  |
|                  |            | TASKED           | 83.04 | 82.93  | 57.21  |
| RealDISP         |            | MC-CNN           | 85.31 | 82.46  | 82.33  |
|                  |            | DeepConvLSTM     | 85.46 | 83.22  | 83.40  |
|                  |            | Self-Attention   | 86.42 | 83.85  | 84.33  |
|                  |            | METIER           | 87.80 | 86.02  | 86.70  |
|                  |            | Adversarial CNN  | 91.82 | 90.53  | 91.03  |
|                  |            | TASKED           | 95.00 | 94.66  | 94.42  |
|                  |            |                 |       |        |        |
|                  |            |                 |       |        |        |
|                  |            |                 |       |        |        |

Datasets. Because the Opportunity dataset for the gesture recognition has 18 types of activities and is severely imbalanced, the results in terms of $F_m$ are relatively lower and have a larger standard deviation than the results in terms of acc and $F_w$. The results show that the proposed TASKED framework achieves significantly higher performance on the Opportunity dataset for both locomotion and gesture recognition tasks in terms of all three of the measurements. Furthermore, TASKED provides high-performance results with small inter-subject variation, whereas the state-of-the-art models generally give high standard deviation results relatively. By comparing the proposed method with the previous method "Adversarial CNN", the proposed transformer architecture and self-knowledge distillation improve the performance. For example, TASKED achieves 4.31, 9.75, 1.48, 3.39, 8.18 percent points improvements over the adversarial CNN in terms of $F_m$ on the Opportunity dataset (for locomotion and gesture tasks), PAMAP2, MHEALTH, and RealDISP datasets, respectively.

In Figure (a) and (b), we analyze the results of TASKED and the state-of-the-art methods in the box-and-whisker plots on the Opportunity dataset in terms of acc, $F_w$, and $F_m$. The bars signify the performance distribution between 25 % quantile and 75 % quantile. The proposed method not only provides significantly better performance, but also gives small performance variances on both tasks than the state-of-the-art methods.

Additionally, the performance variances on the PAMAP2 and RealDISP datasets are much larger than on the Opportunity and MHEALTH datasets, because of the diversity between different subjects and the data quality. The proposed TASKED outperforms all the state-of-the-art methods on the MHEALTH datasets in terms of all three metrics. TASKED achieves 3.08, 3.89, 3.39 percent points improvements over the best state-of-the-art method in terms of acc, $F_w$, and $F_m$, respectively. Additionally, the standard deviation of the performance by TASKED is much smaller than that of the state-of-the-art methods. The comparison results demonstrate the superiority of TASKED. Figure (c) shows the box-and-whisker plots on the PAMAP2, MHEALTH, and RealDISP datasets in terms of acc, $F_w$, and $F_m$. The box-and-whisker plots also show that the proposed method achieves higher minimum performance and the ranges of the performance than other methods.

It is also important to analyze the statistical significance of the difference between the performance of the clas-
sifiers. This can be achieved through frequentist statistics null hypothesis testing, but those can suffer from problems such as p-hacking, but also the more fundamental problem: they do not directly answer the question at hand, that is,
my confidence levels are not the probability that a classifier is better than another, but only the probability of getting the observed (or larger) differences assuming the classifiers are equal (null hypotheses). On the other hand, Bayesian methods, such as the ones proposed in [75], can directly estimate the probability one classifier’s performance differs from another by some factor in a single dataset or across different ones. In this work we will use their Bayesian approach to analyze our results. We use a region of practical equivalence (rope) of 1% in $F_m$, that is, we want to know the probability that the difference between the model’s performance is within 1% ($p(\text{rope})$), less than that ($p(\text{left})$) or more ($p(\text{right})$). For between single datasets, this can be done by the Bayesian correlated t-test [76] including a correction for underestimation of variance due to overlapping training sets [77]. For example, Figure 5 shows the PDF of the posterior of the test for the differences in $F_m$ in the gestures task of the Opportunity dataset. Here we can see that our proposed framework outperforms METIER in that dataset by more than 1% of $F_m$ with a probability more than 90%, while there is less than 4% probability their difference is at the rope and around 6% that METIER outperforms our method by more than 1%.

As we have tested approaches across different datasets, we can also carry out Bayesian analysis taking into account all tested datasets by using the Bayesian signed rank test [78]. Here we use the same interval for the rope and show the comparison examples in Figure 6. We can see that METIER has likely a comparable performance to the Adversarial CNN, as the $p(\text{rope})$ is higher than both $p(\text{left})$ and $p(\text{right})$. On the other hand, the proposed framework has a 99.9% probability of being at least 1% better than METIER, which highlights the improvement obtained by our approach.

Table 4 lists the computation complexity and performance of the proposed method with the state-of-the-art methods on PAMAP2 dataset. We evaluate the computation costs with the number of the parameters and the floating-point operations (FLOPs). FLOPs are generally used to represent the execution time or computational complexity of the neural network model [79]. The number of parameters and the FLOPs were computed based on [80]. In addition, we evaluate the performance of the proposed framework with the state-of-the-art methods in terms of the inference time. As shown in Table 4, even though the proposed network architecture has the biggest number of parameters, it provided much faster inference performance than other methods based on LSTM and Transformer such as Deep ConvLSTM, Self-Attention, and METIER. In addition, the TASKED framework provided slower inference time and bigger FLOPs than the CNN-based methods such as MC-CNN and Adversarial CNN. Still, the inference time of the proposed method was less than 1 second for all samples of a subject (test set) and thus it could easily be used for a real-time process.

### 4.4. Ablation Study

To verify the advantages and effectiveness of the proposed TASKED framework architecture, we derive two variants of the proposed method, named ‘Transformer’ and ‘No SelfKD’. ‘Transformer’ is the proposed transformer network alone. This serves as an ablation study, highlighting how much of the improvement comes from the new transformer architecture as opposed to our proposed adversarial framework. ‘No SelfKD’ is to train the proposed TASKED framework using the proposed adversarial learning with MMD regularization but without the pre-trained model and self-Knowledge distillation. Because adversarial learning with MMD regularization was already proposed in the previous study, Adversarial CNN, we evaluate the proposed framework without the self-knowledge distillation technique to validate the performance gain of the self-knowledge distillation. In addition, by comparing ‘No SelfKD’ with Adversarial CNN and ‘Transformer’ with other network architectures, we can show the superiority of the proposed transformer architecture.

Table 5 shows the quantitative evaluation results of the ablation study for the proposed transformer architecture with self-knowledge distillation, compared to its two variants and Adversarial CNN, on the Opportunity, PAMAP2, MHEALTH, and RealDISP datasets. Firstly,
Table 4: Comparisons of computational complexity with other methods on PAMAP2 dataset.

| Method         | Input Dimension | Parameters (k) | FLOPs   | Inference Time (s) |
|----------------|-----------------|----------------|---------|--------------------|
| MC-CNN         | 36 × 200        | 273.12         | 2.97M   | 0.1662             |
| DeepConvLSTM   | 36 × 200        | 306.32         | 2.85G   | 3.3501             |
| Self-Attention | 36 × 200        | 430.41         | 29.40G  | 3.6832             |
| METIER         | 36 × 200        | 493.99         | 85.62G  | 2.9548             |
| Adversarial CNN| 36 × 200        | 1052.02        | 27.91M  | 0.2067             |
| TASKED         | 36 × 200        | 1621.37        | 14.80G  | 0.6270             |

Table 5: Ablation study for the proposed framework on Opportunity, PAMAP2, MHEALTH, and RealDISP datasets. The numbers are expressed in percent and represented as mean ± std.

| Dataset     | Task     | Method       | acc       | F_w       | F_m       |
|-------------|----------|--------------|-----------|-----------|-----------|
| Opportunity | Locomotion| Adversarial CNN | 73.11 ± 2.98 | 70.06 ± 3.04 | 72.78 ± 7.13 |
|             |          | Transformer  | 64.19 ± 10.97 | 62.80 ± 13.19 | 61.95 ± 8.24 |
|             |          | No SelfKD    | 75.78 ± 2.36 | 75.59 ± 2.31 | 74.70 ± 7.04 |
|             |          | TASKED       | 75.83 ± 2.54 | 75.83 ± 2.57 | 77.09 ± 3.41 |
|             | Gestures | Adversarial CNN | 76.25 ± 2.42 | 75.94 ± 2.13 | 44.60 ± 4.54 |
|             |          | Transformer  | 73.41 ± 5.32 | 72.96 ± 4.62 | 41.50 ± 8.82 |
|             |          | No SelfKD    | 76.95 ± 2.10 | 76.37 ± 2.25 | 44.21 ± 5.92 |
|             |          | TASKED       | 80.20 ± 3.55 | 79.75 ± 3.40 | 54.40 ± 6.66 |
| PAMAP2      | Locomotion| Adversarial CNN | 80.91 ± 15.39 | 80.79 ± 16.34 | 73.73 ± 16.05 |
|             |          | Transformer  | 81.38 ± 12.93 | 80.81 ± 13.77 | 73.44 ± 12.72 |
|             |          | No SelfKD    | 81.27 ± 11.95 | 80.88 ± 13.48 | 73.45 ± 12.87 |
|             |          | TASKED       | 83.04 ± 13.35 | 82.93 ± 12.35 | 75.21 ± 11.74 |
| MHEALTH     | Locomotion| Adversarial CNN | 91.82 ± 7.54 | 90.53 ± 8.67 | 91.03 ± 8.07 |
|             |          | Transformer  | 91.92 ± 6.77 | 90.77 ± 8.29 | 90.97 ± 7.55 |
|             |          | No SelfKD    | 94.79 ± 4.93 | 94.10 ± 5.91 | 93.85 ± 5.62 |
|             |          | TASKED       | 95.00 ± 3.72 | 94.66 ± 4.14 | 94.42 ± 4.09 |
| RealDISP    | Locomotion| Adversarial CNN | 78.32 ± 18.03 | 78.66 ± 16.72 | 78.65 ± 16.95 |
|             |          | Transformer  | 83.93 ± 19.02 | 84.51 ± 17.69 | 84.96 ± 18.03 |
|             |          | No SelfKD    | 85.54 ± 18.80 | 86.35 ± 17.03 | 86.57 ± 17.46 |
|             |          | TASKED       | 86.49 ± 18.64 | 87.39 ± 16.63 | 87.53 ± 17.24 |

‘Transformer’ provided better performance in terms of all three metrics than other network architectures such as MC-CNN, DeepConvLSTM, and Self-Attention. In addition, we confirm the effectiveness of the proposed adversarial learning and MMD regularization by the improved performances of ‘No SelfKD’ from ‘Transformer’. Lastly, it shows that TASKED outperformed its two variants and Adversarial CNN. It means that the self-knowledge distillation method with the adversarial learning scheme improved not only the performance of the activity recognition but also the stability of the training procedure by balancing training optimization between feature generalization and activity recognition.

Regarding statistical comparison as can be seen in Figure 7, Adversarial CNN is more likely than not to outperform the base Transformer model, showing the importance of adversarial training. The same can be seen when comparing ‘No SelfKD’ with the Adversarial CNN, as in this case, both have adversarial training and the transformer is more likely than not to improve results. That is even clearer when comparing Transformer with ‘No SelfKD’, with over 94% probability of improvement beyond the rope in the latter case. Some of the performance of TASKED can be attributed with high probability to the knowledge distillation too, as we can see when comparing ‘No SelfKD’ with the proposed framework.

4.5. Comparison Results across Different Datasets

To show the effectiveness of TASKED further, we performed experiments across multiple datasets with the leave-
Table 6: Comparison results with the state-of-the-art methods across multiple datasets among Opportunity, PAMAP2, MHEALTH, and RealDISP datasets with leave-one-subject-out cross-validation scheme. O, P, M, R denote Opportunity, PAMAP2, MHEALTH, and RealDISP, respectively. The numbers are expressed in percent and represented as $\text{mean} \pm \text{std}$.

| Dataset          | Activities | Method         | $\text{acc}$ | $F_w$     | $F_m$     |
|------------------|------------|----------------|--------------|-----------|-----------|
| O+P+M            | 4          | MC-CNN         | 79.55 ± 3.04 | 79.15 ± 3.19 | 78.78 ± 5.21 |
|                  |            | DeepConvLSTM   | 80.78 ± 2.00 | 80.59 ± 2.11 | 79.29 ± 4.36 |
|                  |            | METIER         | 83.20 ± 2.05 | 83.22 ± 2.04 | 83.92 ± 2.53 |
|                  |            | Adversarial CNN| 83.01 ± 1.45 | 83.02 ± 1.48 | 83.50 ± 3.05 |
|                  |            | Transformer    | 82.03 ± 2.44 | 82.06 ± 2.48 | 82.94 ± 2.77 |
|                  |            | TASKED         | **83.74 ± 2.17** | **83.76 ± 2.18** | **85.36 ± 2.16** |
| O+P+M+R          | 13         | MC-CNN         | 76.82 ± 3.28 | 76.49 ± 3.56 | 70.71 ± 6.02 |
|                  |            | DeepConvLSTM   | 76.74 ± 3.77 | 76.92 ± 3.70 | 70.63 ± 7.01 |
|                  |            | METIER         | 82.56 ± 2.27 | 82.55 ± 2.34 | 81.40 ± 4.48 |
|                  |            | Adversarial CNN| 79.24 ± 3.91 | 78.72 ± 4.39 | 77.30 ± 7.16 |
|                  |            | Transformer    | 79.84 ± 2.88 | 79.87 ± 2.93 | 78.42 ± 5.77 |
|                  |            | TASKED         | **82.80 ± 2.09** | **82.79 ± 2.16** | **82.82 ± 4.97** |

Figure 8: Box-and-whisker plots of comparison results with the state-of-the-art methods in terms of $\text{acc}$, $F_w$, and $F_m$ across (a) Opportunity, PAMAP2, and MHEALTH datasets with 4 common activities, (b) Opportunity, PAMAP2, MHEALTH, and RealDISP datasets with 13 common activities.

We have conducted two experiments with two different combinations among the four datasets: Opportunity, PAMAP2, MHEALTH, and RealDISP. Firstly, we extracted common sensor positions and types among four datasets. A total of common sensor data have 18 channels with three sensor positions and three different types. The sensory data is composed of 3 channels of acceleration data acquired from the sensor placed on the subject’s back or chest, 9 channels of acceleration, gyroscope, and magnetometer data from the sensor placed on the subject’s right hand, and 6 channels of acceleration and gyroscope data from the sensor placed on the subject’s left ankle. Since the four datasets have different sampling rates, we resampled all data into 50 Hz. We used a sliding window size of 100 with a sliding step of 16, which is 2 seconds of the sliding window and 0.5-
second step size. All samples were normalized to zero mean and unit variance. The first combination is Opportunity, PAMAP2, and MHEALTH. A total of 4 common activities, such as lying, sitting, standing, and walking, among the three datasets are used in this work. The second combination uses all four datasets. There are 13 activities that exist in common in at least two or more datasets: lying, sitting, standing, walking, running, cycling, jogging, climbing stairs, knee bending, jumping front and back, waist bends forward, the frontal elevation of arms, and rope jumping. We followed a leave-one-subject-out evaluation scheme. In each fold, one subject data from each dataset was used as the test data, another subject data from each dataset was used as the validation data, and the remaining subjects were used as the training data.

In Table 6 the comparison results are demonstrated with the state-of-the-art methods with two different dataset combination experiments. The results show that TASKED gives better performance with the two different combinations in terms of $acc$, $F_w$, and $F_m$ than other state-of-the-art methods. In addition, TASKED provides smaller inter-subject variation values than other methods. By comparing the proposed method with the Transformer without the subject discriminator and adversarial learning, the proposed adversarial learning and self-knowledge distillation improved the performance in terms of all three of the measurements and reduced the standard deviation values. The proposed method achieved 1.71, 2.96 percent points improvements over the Transformer in terms of $acc$ and 2.42, 4.40 percent points improvements over the Transformer in terms of $F_m$ with both combinations, respectively. Even though the Transformer was trained without adversarial learning and multi-task learning, the performance of the Transformer provided significantly higher performance than MC-CNN and DeepConvLSTM and is close to the previous method "Adversarial CNN" and the multi-task learning method METIER. It shows that the proposed transformer architecture successfully extracted the spatio-temporal representations from the time-series sensor data.

Figure 8 shows the box-and-whisker plots of comparison results with the state-of-the-art in terms of $acc$, $F_w$, and $F_m$ on the two different dataset combinations. The proposed TASKED framework provides the best performance with the smallest variance in terms of all three metrics.

Regarding statistical comparison, it is interesting to look closer at the difference in performance between TASKED and METIER. As shown in Figure 9 in both tests it is more likely than not that TASKED outperforms METIER by more than 1% (our rope). The probability of them being equivalent is around 30% for both cases and the probability of METIER being 1% better are always below 10%. Even if TASKED achieves a better macro F1 overall and is more likely than not to provide at least 1% improvement in $F_m$, this gives a better idea of the difference in performance.

Figure 9: Posterior of the Bayesian correlated t-test for the difference between the macro F1 scores obtained by METIER and our proposed model for test between datasets.

5. Conclusion

In this paper, we have presented a novel TASKED framework for sensor-based HAR. The main objective of our model was to learn cross-domain feature representations by joint optimizing adversarial learning between the transformer-based feature extractor and subject discriminator. The transformer network architecture was designed to learn the spatial and temporal representations from the time-series sensor data, and the adversarial learning scheme with an MK-MMD-based regularization method generalized the feature distributions between different subject domains. In addition, the teacher-free self-knowledge distillation method was adopted to improve the stability of the training procedure and prevent a bias to feature generalization regularized by the MMD loss and adversarial learning. The experiments demonstrated that the proposed method can extract the spatial and temporal representations for HAR from various types of sensor data and generalize the representations among different subject domains. Especially, the average performance in terms of $F_m$ by the proposed method was significantly higher than the results by the state-of-the-art methods on the Opportunity, PAMAP2, MHEALTH, and RealDISP datasets. In summary, the proposed method improved 3.08, 3.89, 3.39 percent points of $acc$, $F_w$, and $F_m$ over the best state-of-the-art method, respectively. Furthermore, the experimental results across different datasets showed that TASKED learns the spatial and temporal representations from different datasets and achieves the best performance among the state-of-the-art methods.

In the future, we plan to deploy the proposed transformer architecture for cross-modal activity recognition, such as wearable sensors and vision. The proposed transformer architecture can learn the spatial and temporal representations from different modalities and transfer knowledge between the modalities. In addition, we can apply the proposed adversarial learning scheme to sensor position-invariant HAR. By using the adversarial scheme, it could recognize the importance of each sensor, generalize the features from different sensors, and optimize their number and placement on the body. The idea is to enable learning across datasets, domains, and modalities.
Furthermore, the proposed method considered each subject a domain, and the MMD loss function was expressed as an average of each pair of subjects. In the case that the number of subjects is large, such as 100 volunteers in practical health/sport monitoring applications, the computational cost of the proposed framework may increase the burden dramatically. In future work, we may try to develop an effective pair sampling method for the average of each pair of subjects or consider adopting contrastive loss instead of the MMD loss.
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