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Abstract

The Vision Transformer (ViT) model is built on the assumption of treating image patches as “visual tokens” and learning patch-to-patch attention. The patch embedding based tokenizer is a workaround in practice and has a semantic gap with respect to its counterpart, the textual tokenizer. The patch-to-patch attention suffers from the quadratic complexity issue, and also makes it non-trivial to explain learned ViT models. To address these issues in ViT models, this paper proposes to learn patch-to-cluster attention (PaCa) based ViT models. Queries in our PaCa-ViT are based on patches, while keys and values are based on clustering (with a predefined small number of clusters). The clusters are learned end-to-end, leading to better tokenizers and realizing joint clustering-for-attention and attention-for-clustering when deployed in ViT models. The quadratic complexity is relaxed to linear complexity. Also, directly visualizing the learned clusters can reveal how a trained ViT model learns to perform a task (e.g., object detection). In experiments, the proposed PaCa-ViT is tested on CIFAR-100 and ImageNet-1000 image classification, and MS-COCO object detection and instance segmentation. Compared with prior arts, it obtains better performance in classification and comparable performance in detection and segmentation. It is significantly more efficient in COCO due to the linear complexity. The learned clusters are also semantically meaningful and shed light on designing more discriminative yet interpretable ViT models.

1. Introduction

A picture is worth a thousand words. Seeking solutions that can bridge the semantic gap between those words and raw image data has long been, and remains, a grand challenge in computer vision, machine learning and AI. Deep learning has revolutionized the field of computer vision in the past decade. More recently, the Vision Transformer (ViT) model [12, 40] has witnessed remarkable progress in computer vision. ViT is built on the assumption of treating image patches as “visual tokens” using patch embedding and learns patch-to-patch attention. Unlike the textual tokens provided as inputs in natural language processing, visual tokens need to be learned first and continuously refined for more effective learning of ViT models. The patch embedding based tokenizer is a workaround in practice and has a semantic gap with respect to its counterpart, the textual tokenizer. On one hand, due to the well-known issue of the quadratic complexity of vanilla Transformer models and the 2D spatial nature of images (Fig. 1 and Eqn. 1), it is a non-trivial task of developing ViT models that are applicable for many vision problems including image classification, object detection and semantic segmentation. On the other hand, explaining trained ViT models requires non-trivial and sophisticated methods [6] following the trend of eXplainable AI (XAI) [18] that has been extensively studied with convolutional neural networks.

To address the quadratic complexity, there have been two main variants developed very recently with great success obtained: One is to exploit the vanilla Transformer model locally using a predefined window size (e.g., $7 \times 7$) such as the Swin-Transformer [27] (Fig. 2 (a)) and the nested variant of ViT [57]. The other is to exploit another patch embedding at a coarser level (i.e., nested patch embedding, Fig. 2 (b)) to reduce the sequence length before computing the keys and values (while keeping the query length unchanged) [43, 44, 48]. Most of these variants follow the patch-to-patch attention setup used in the vanilla ViT models [12]. Meanwhile, most Transformer explanation methods are post-hoc and focus on the vanilla ViT models in image classification [6]. And, explaining ViT models for downstream tasks such as object detection and instance segmentation has not been studied well.

Although existing ViT variants have shown great results in practice, patch embedding based approaches may not be the best way of learning visual tokens due to the underlying predefined subsampling of the image lattice. Additionally, patch-to-patch embedding does not account for the
Figure 1. The quadratic complexity of the vanilla ViT models [12, 40]. It hinders its isotropic applicability in vision tasks that entail retaining high-resolution feature maps. The input sequence $X_{N,C}$ of $N$ “tokens” is flatten from an input feature map $X_{H,W,C}$ with the height and width $(H, W)$ and $N = H \times W$. See text for details.

Figure 2. Two popular designs of reducing the complexity of the vanilla ViT models in vision applications (Fig. 1): (a) the shifted window based local attention and (b) patch embedding at a coarser level for computing keys/values respectively.

2. Related Work and Our Contributions

Since the pioneering work of ViT [12], there has already been a vast body of work leveraging and developing the Transformer model [40] that dominates the NLP field in computer vision [20]. We briefly review the efforts on addressing the quadratic complexity and the explanation of the ViT models.

Efficient Transformer models. There has been rapid progress in developing efficient Transformer models. [37] provides an excellent survey of different efforts in the literature. One family of approaches is to leverage inductive biases back in the Transformer, including the local window partition based methods [2, 4, 8, 27, 31] and random sparse patterns [54]. Although both computational and model performance can be improved, these models achieve them at the expense of limiting the capacity of a self-attention layer due to the locality constraints. Also, sophisticated designs are needed such as the shifted window and the masked attention method in the Swin-Transformer [27] (Fig. 2 (a)). The quad-tree based aggregating method proposed in the NesT [57] shows another promising direction. Another family of approaches exploits low-rank projections to form a coarser-grained representation of the input sequence, which have shown successful applications for certain NLP tasks such as the LinFormer [42], Nyströmformer [50] and Synthesizer [36]. Even though these methods retain the capability of enabling each token to attend to the entire input sequence, they suffer from the loss of high-fidelity token-wise information, and on tasks that require fine-grained local information, their performance can fall short of full attention or the aforementioned sparse attention. The proposed PaCa-ViT is motivated by addressing the redundancy of patches in patch-to-patch attention in computer vision applications, and shares the spirit of low-rank projection based efficient Transformer models.

Transformer model explanation. Driven by XAI [18]
and the natural curiosity of humanity, it is always desirable to understand what is going on inside big models like convolutional neural networks and Transformer models. For high-stake applications such as autonomous driving and medical healthcare diagnosis, the explainability is a must before deployment. There are mainly two categories of approaches: gradient based methods such as the GradCAM method [34] that is built on the CAM [59] and attribution based methods built on the deep Taylor decomposition framework [30] such as the Layerwise Relevance Propagation (LRP) method [5]. Both have achieved remarkable progress in explaining convolutional neural networks. The former can be computed in a class-specific way, but is often based only on the gradients of the deepest layers of a network, resulting in coarse heatmap visualization due to upsampling. The latter often has more assumptions of the non-linearity layers (e.g., ReLU) in order to compute the layerwise propagation properly. In addition to the two main schema, there are also some more direct methods including saliency based approaches [10, 29, 35, 55, 58, 59], activation maximization [14], excitation backpropagation [56], perturbation based approaches [15, 16], and the shapley-value based methods [28].

Most of the efforts have been focused on convolutional neural networks. Due to the remarkable progress made by the ViT model [12] and its variants, much attention has been
attracted to explaining ViT models, where many contributions employ the attention scores themselves. As pointed out in the Improved LRP [6], reducing the explanation to only the attention scores may be myopic since many other components are ignored. Most of the efforts are also focused on the full attention ViT models. For pyramidal model configurations [27,43,44], it becomes less clear on how to interpret and visualize the attention scores due to the reduced granularity of the Key used in computing the attention matrix. The proposed patch-to-cluster attention remedies this due to the clustering component, which provides a forward explainer. This is complementary to existing approaches.

**Our Contributions.** This paper makes two main contributions for developing efficient Transformer models that enjoy forward explainability in computer vision applications: (i) It proposes a Patch-to-Cluster Attention (PaCa) module that paves the way of facilitating a conceptual shift of learning “visual tokens” beyond patches in ViT models. It also addresses the quadratic complexity of vanilla patch-to-patch attention and can account for the spatial redundancy of patches in the patch-to-patch attention. (ii) The proposed PaCa module enables a forward explainer for interpreting the trained models based on the learned semantically meaningful clusters. This provides an alternative to the existing post-hoc explanation methods in the XAI literature.

### 3. Approach

In this section, we first give an overview of the patch-to-patch multi-head self-attention, the vanilla Transformer block, and the stage-wise pyramid-like vision Transformer architecture to be self-contained. Then, we present details of the proposed patch-to-cluster (PaCa) module and the resulting PaCa-ViT models.

#### 3.1. Multi-Head Patch-to-Patch Self-Attention

Denote by \( \Lambda \) an image lattice of \( H_0 \times W_0 \) pixels and by \( I_\Lambda \) a RGB image defined on the lattice. The image is first evenly chunked into \( N \) non-overlapping (typically square) patches of a predefined patch length \( p \) (e.g., 16). Without loss of generality, denote \( H = H_0/p, W = W_0/p \) and \( N = H \times W \). The patches are embedded / encoded into a \( C \)-dim vector, resulting in the patch-based sequence \( X_{N,C} \), or equivalently represented as the feature map \( X_{H,W,C} \). For simplicity, we use the sequence terminology with the notation \( X_{N,C} \) in this paper. The \( N \) elements are also called patch tokens. Positional encoding can also be added to counter the permutation insensitivity of the self-attention computation [12, 40].

The input sequence \( X_{N,C} \) is first transformed via linear mapping into the Query/Key/Value sequence, denoted by \( Q_{N,C}, K_{N,C} \) and \( V_{N,C} \) respectively, as illustrated in Fig. 1.

The scaled dot-product attention is to compute the full pairwise attention matrix,

\[
A_{N,N} = \text{Softmax} \left( \frac{Q_{N,C} \cdot K_{N,C}^T}{\sqrt{C}} \right)_{dim=1},
\]

where the Softmax is applied for each row as indicated by the subscript \( dim = 1 \). Both the computation and memory footprint have the complexity of \( O(N^2) \), i.e., quadratic in terms of the length of an input sequence.

Then, the output is computed by a simple matrix multiplication, \( X'_{N,C} = A_{N,N} \cdot V_{N,C} \). By doing so, the input \( X_{N,C} \) first goes through a spatially-shared (i.e., channel-wise) linear transformation to the Value \( V_{N,C} \), and then a depth-wise transformation using the learned attention matrix.

The Multi-head Self-Attention (MHSA) captures the patch-to-patch attention in different sub-spaces. It first chunks the Query/Key/Value sequence into a small number of heads, \( h \), along the channel dimension. This result is \( Q_{h,N,d}, K_{h,N,d} \), and \( V_{h,N,d} \), where \( h \times d = C \). Then, the computed attention matrix is \( A_{h,N,N}^{(i)} \), and the output is \( X'_{N,d}^{(i)} \) for each head \( i \). The final output is then concatenated from \( X'_{N,d}^{(i)} \)’s, followed by a linear transformation to fuse information between different heads.

The Transformer block consists of a MHSA component and a feed-forward network (FFN) with skip connections [23] and layer normalizations [3] used. The FFN often uses one hidden layer multi-layer perceptron (MLP). The full Transformer block can be defined by,

\[
Z = X + \text{MHSA}(\text{LayerNorm}(X)), \quad (2)
\]

\[
X' = Z + \text{FFN}(\text{LayerNorm}(Z)) \quad (3)
\]

In the ViT model, the Transformer block is applied in an isotropic way, that is the length of the sequence and the embedding dimension are kept the same throughout the network after computing the patch tokens. So, large patches are often used in practice to control the length of sequence. A high embedding dimension is also entailed to ensure the model capacity, resulting in large models and high strain on the computing resources for training such models.

#### 3.2. Stage-wise Architectures of ViT

To apply the Transformer block in a non-isotropic way and to resemble the conventional stage-wise building-block based schema of convolutional neural networks such as the ResNets [23], stage-wise architectures of ViT variants have been developed, which reduce the spatial dimensions in a pyramidal way while increasing the embedding dimensions. By doing so, smaller patches can be used in early stages and more model parameters can be devoted to later stages. But, the quadratic complexity of the vanilla MHSA needs to be
addressed for leveraging smaller patches. Overall, stage-wise architectures share the same scheme shown in Fig. 3 with different realizations of the Transformer blocks.

One straightforward way is to make the computation of MHSA (Eqn. 1) independent of the length $N$ of an input sequence (see Fig. 2 (a)), which leads to the clever development of local attention methods such as the Swin-Transformer [27] and the Nested Transformer [57], which both obtain linear complexity.

Alternatively, we can rethink the realization of the MHSA. More specifically, the role of a query, key and value can be treated differently: The Query $Q_{N,C}$ should be kept unchanged as to retain the full resolution of the input. The Key and Value need to be consistently “packed”, but are not necessarily required to retain the full sequence length. As shown in Fig. 2 (b), one key question is how to reduce the sequence length from $N$ to a more manageable one, $M$, before computing the Key and the Value. To that end, another nested patch embedding is exploited as done in the latest PVTv2 [43]. Given a predefined patch size $p_i$ at a stage $i$, we have,

$$Z_{M,C}^{pvt} = \text{LayerNorm}(\text{Conv2d}(X_{N,C}; k = p_i, s = p_i)),$$

where $X_{N,C}$ is rearranged to $X_{H,W,C}$ when applying the convolution with the kernel size $p_i$ and the stride $p_i$. The resulting sequence length is $M = N/p_i^2$. This approach does not prevent quadratic complexity, but rather reduces it by a ratio corresponding to the patch size.

So, Eqn. (1) can be rewritten in a more general form,

$$A_{N,M} = \text{Softmax}(\frac{Q_{N,C} \cdot K_{M,C}^T}{\sqrt{C}})_{dim=1},$$

where the subscript $dim = 1$ indicates that the Softmax is applied for each row.

Meanwhile, the MLP based FFN in the Transformer block has been substituted by the inverted bottleneck block proposed in the MobileNets-v2 [33], termed MBlock which utilizes a depth-wise convolution for the hidden layer. And, the non-overlapping patch embedding has been replaced by overlapping ones. With these modifications, positional encoding is introduced with the attempt to force the input to be semantically meaningful in the sense that good clusters can be formed in the latent space of a lower feature dimension. The second linear transformation is to map the latent $c$-dim features to the $M$ latent clusters.

To encourage forming meaningful clusters that can capture underlying visual patterns that are often spatially sparse, we apply Softmax along the spatial dimension (i.e., $dim = 0$) in Eqn. (7), which also enables directly visualizing $C_{N,M}$ as $M$ heatmaps as a means of diagnosing the interpretability of a trained model at the instance level in a forward computation (Fig. 4).

With the learned cluster assignment $C_{N,M}$, we can compute $M$ visual tokens $Z_{M,C}$ for the patch-to-cluster attention simply by,

$$Z_{M,C}^{paca} = \text{LayerNorm}(C_{N,M}^T \cdot X_{N,C}).$$

Complexity Analyses. Compared with Eqn. 4 used in PVTv2 [43], our PaCa (Eqn. 8) leads to linear complexity in computing the self-attention matrix (Eqn. 5) since the number of clusters $M$ is predefined and fixed in our PaCa-ViT models. This advantage is achieved at the expense of the overhead cost in Eqn. 6, Eqn. 7 and the matrix multiplication in Eqn. 8. For relatively small images (e.g., in image classification), the overhead cost slightly outweighs the reduction in computing the self-attention matrix (see Sec. 4.1). For large images (e.g., in object detection and instance semantic segmentation), the overhead cost is well paid off, leading to significant reduction of computing cost and memory footprint (see Sec. 4.2).
3.4. Interpreting the Proposed PaCa Module

Intuitively, Eqn. 8 can be understood as a depth-wise global weighted pooling with learned weights. Eqn. 8 can also be seen as a dynamic MLP-Mixer [38] with data-driven weight parameters $C_{N,M}$ for the spatial transformation and integration component, rather than using top-down model parameters. So, it is more flexible without restricting the trained models to a specific input size. It is straightforward to compute the PaCa in a multi-head way. The overall multi-head PaCa based Transformer block is shown in Fig. 3, which provides a way of integrating a dynamic variant of MLP-Mixer and the MHSA.

Furthermore, the learned clustering assignment $C_{N,M}$ in Eqn. 7 has a similar spirit to and the same form of the attention matrix $A_{N,M}$ in Eqn. 5. Eqn. 8 can thus be understood as performing cross-covariance attention (XCA) [13] too.

The clustering module in Eqn. 7 itself can be understood as a way of learning better visual tokens to bridge the gap between patches and the textual tokens used in natural language processing Transformer models. This type of visual tokenizer has also been observed to be useful in integrating Transformer models on top of convolution neural networks such as ResNets in Visual Transformer [46].

3.5. Network Interpretability via the PaCa Module

To select the most important clusters in $C_{N,M}$ (Eqn. 7) for an input image $x$ in a vision task (e.g., image classification or object detection), we adopt a straightforward approach. For each cluster $m$, we reshape the slice $C_{N,m}$ back to a 2D spatial heatmap and normalize it (by subtracting the minimum and dividing the difference between the maximum and the minimum), denoted by $H_{h,w}^m$. Then we compute the mask by $1 - H_{h,w}^m$ which is used to mask the input image (after being upsampled correspondingly). Denote the masked image by $\tilde{x}^m$. The importance of a cluster $m$ is defined by the degradation of accuracy performance between $x$ and $\tilde{x}^m$. The worse the performance $\tilde{x}^m$ is, the more important the cluster $m$ is. In other words, we treat the mask as an adversarial attack, and the stronger the attack is the more important the cluster is.

For image classification, let $p_y(x)$ and $p_y(\tilde{x}^m)$ be the softmax outputs for the images $x$ and $\tilde{x}^m$ with the ground-truth label $y$. We focus on images for which the trained model has correct prediction. Then, we use the difference $(p_y(x) - p_y(\tilde{x}^m))$ as the figure of merits of the cluster $m$. If multiple clusters have similar effects, we select the one with minimum entropy indicating the cluster is the more precise in terms of contributing to the prediction. Similarly, for object detection and instance segmentation, we use as the figure of merit the difference of the mean average precision (AP) between the original image and the masked image. The aforementioned method can also be applied in visualizing the attention matrix $A_{N,M}$ (Eqn. 5).

4. Experiment

In this section, we present experimental results of the proposed method in CIFAR-100 (C100) [25] and ImageNet-1000 (IN1K) [11] classification, and MS-COCO 2017 object detection and instance segmentation [26]. Our PyTorch source code will be released. In implementation, we use the popular timm PyTorch toolkit [45]. The pyramidal structure of the proposed PaCa-ViT is the same as PVTv2 [43]. Due to the limited computing resources, we do not explore and search for potentially better model configurations when accounting for the integration of PaCa module. For the same reason, we conduct experiments following the B0 to B2 settings used by PVTv2 [43] (Table 1).

4.1. Image Classification

ImageNet-1000 The ImageNet-1000 classification dataset [11] consists of about 1.28 million images for training, and 50,000 for validation, from 1,000 classes. All models are trained on the training set for fair comparison and report the Top-1 accuracy on the validation set using a single center crop. We follow the training recipe used by the PVTv2 which in turn is adopted from the DeiT [39].

Accuracy. Table 2 shows the comparison. The proposed PaCa-ViT obtains better performance than the baseline PVTv2. In terms of accuracy, it gains more for smaller model configurations. For bigger model (e.g., B2), the gain is less significant. One hypothesis is that the proposed PaCa-ViT may need different model configurations. For example, as shown in Table 1, both B0 and B1 use the same number of layers (2) per stage, while B2 uses a different configuration, (3,4,6,3). Due to the computing resource limit, we do not explore the tuning of those, but simply follow all hyper-parameters used in the baseline PVTv2.

Efficiency. In terms of efficiency based on the throughput (images/sec) shown in Table 2, as aforementioned, the proposed PaCa-ViT is inferior to the baseline PVTv2 due to the extra clustering component. However, our PaCa-ViT will be more efficient when image sizes are increased in testing. For example, if we use the resolution of $384 \times 384$ in the ImageNet validation, the throughput of our PaCa-ViT-B2 is 422.4 images/sec, slightly faster than that of PVTv2-B2, 422.1 images/sec. The gain of efficiency will be more significant in downstream tasks with even larger input images (e.g., as can be observed in COCO, Table 4).

Interpretability. Fig. 5 and Fig. 6 shows some examples of visualizing the learned clusters in IN1K. The clusters are semantically meaningful (with some corresponding object parts) and show comparable or qualitatively better results to the state-of-the-art Improved LRP [6].

CIFAR-100 The dataset consists of $32 \times 32$ color images drawn from 100 classes [25]. The training and test sets contain 50,000 and 10,000 images respectively. It has been
| Stage 1 | Output Size | Operation | PaCa-ViT |
|---------|-------------|-----------|----------|
| (e.g., 56 × 56 in IN1K, and 32 × 32 in C100) | Stem | (k₁, s₁, p₁) = (7, 4, 3) in IN1K / C100 respectively | C₁ = 32 / C₂ = 64 |
| MH-PaCa Block | #Clusters (Eqn. 7): | M₁ = 49/64 |
| | Reduction ratio (Eqn. 6): | r₁ = 4 |
| | #Heads: | h₁ = 1 |
| | Expansion ratio in FFN (Eqn. 3): | e₁ = 8 |
| | Depth: | L₁ = 2 / L₁ = 3 |
| Transition | (k₂, s₂, p₂) = (3, 2, 1) | C₂ = 64 / C₂ = 128 |
| MH-PaCa Block | #Clusters (Eqn. 7): | M₂ = 49/64 |
| | Reduction ratio (Eqn. 6): | r₂ = 4 |
| | #Heads: | h₂ = 2 |
| | Expansion ratio in FFN (Eqn. 3): | e₂ = 8 |
| | Depth: | L₂ = 2 / L₂ = 4 |
| Transition | (k₃, s₃, p₃) = (3, 2, 1) | C₃ = 160 / C₃ = 320 |
| MH-PaCa Block | #Clusters (Eqn. 7): | M₃ = 49/64 |
| | Reduction ratio (Eqn. 6): | r₃ = 4 |
| | #Heads: | h₃ = 5 |
| | Expansion ratio in FFN (Eqn. 3): | e₃ = 4 |
| | Depth: | L₃ = 2 / L₃ = 6 |
| Transition | (k₄, s₄, p₄) = (3, 2, 1) | C₄ = 256 / C₄ = 512 |
| MHSA Block | #Heads: | h₄ = 8 |
| | Expansion ratio in FFN (Eqn. 3): | e₄ = 4 |
| | Depth: | L₄ = 2 / L₄ = 3 |

Table 1. Network specifications of our PaCa-ViT (see Fig. 3) used in experiments.

Figure 5. Visualization examples. Results of Rollout [1], raw attention, GradCAM [34], LRP [5], partial LRP [41] and the Improved LRP [6] are reproduced from [6], which all use the pretrained ViT-B model [12]. As done in Fig. 6, PVTv2 shows the top-1 attention matrix, and our PaCa shows the top-1 attention and cluster using the method presented in Sec. 3.5. Both are based on the ImageNet trained B2 models.
shown that prior arts of Transformer based methods often do not perform well for small datasets such as CIFAR-100. We follow the training recipe used in the Nested Transformer [57].

Table 3 shows the comparisons. Both the baseline PVTv2 models and our proposed PaCa-ViT models work significantly better than prior arts. Our PaCa-ViT models outperform the baseline PVTv2. The integration of Transformer blocks and convolution (in Stem/Transition) in the PVTv2 scheme seems to have a strong positive effect on addressing the data efficiency issue of the counter-part. The improvement by the proposed PaCa-ViT shows that the patch-to-cluster attention is effective, compared to the nested patch embedding methods in the baseline methods, PVTv2 and NesT. Furthermore, we modify the baseline PVTv2 using only pure vanilla MHSA since the complexity is not a big issue for the relatively small input (32 × 32) in C100. Overall, they are comparable to the vanilla baseline PVTv2. The results further suggest that patch-to-patch attention may not be needed due to the information redundancy caused by the reusable parts in images. The proposed patch-to-cluster attention can eliminate this to some extent with performance improved. In terms of efficiency, we have the same observation as the experiments in IN1K.
### 4.2. Object Detection and Instance Segmentation

The challenging MS COCO-2017 benchmark [26] is used, which consists of a subset of train2017 (118k images) and a subset of val2017 (5k images). Following the common settings, we use the IN1K pretrained PaCa-PVT models as the feature backbone, and test them using the Mask R-CNN framework [22]. The mmdetection PyTorch toolkit [7] is used.

**Accuracy and Efficiency.** Table 4 shows the comparison. The proposed PaCa-ViT obtains comparable performance with the baseline PVTv2, while being significantly more efficient as shown by the FLOPs and the peak GPU memory consumption in training.

**Interpretability.** The proposed PaCa-ViT can learn meaningful clusters as shown in Fig. 7. It is interesting to note that object parts seem to emerge in the clustering. For example, the person legs and the elephant legs in Fig. 7. Again, an automatic selection method is entailed, which needs to handle the more complicated operations such as the RoIAlign used in Mask RCNN and will be studied in the future work. It will also be interesting to study how to leverage this capability for object part discovery.

### 5. Conclusion

This paper studies a patch-to-cluster attention (PaCa) method in applying ViT models for computer vision tasks. The proposed PaCa can address the quadratic complexity issue and account for the spatial redundancy of patches in the commonly used patch-to-patch attention. It also provides a forward explainer for diagnosing the explainability of ViT models. A simple learnable clustering module is introduced for easy integration in the ViT models. In experiments, the proposed PaCa is tested in CIFAR-100 and ImageNet-1000 image classification and in the MS-COCO object detection and instance segmentation. It obtains better performance in classification, and comparable performance in detection and segmentation. It shows promising qualitative results of the learned clusters.
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