A LOCATION-SENSITIVE LOCAL PROTOTYPE NETWORK FOR FEW-SHOT MEDICAL IMAGE SEGMENTATION
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ABSTRACT
Despite the tremendous success of deep neural networks in medical image segmentation, they typically require a large amount of costly, expert-level annotated data. Few-shot segmentation approaches address this issue by learning to transfer knowledge from limited quantities of labeled examples. Incorporating appropriate prior knowledge is critical in designing high-performance few-shot segmentation algorithms. Since strong spatial priors exist in many medical imaging modalities, we propose a prototype-based method—namely, the location-sensitive local prototype network—that leverages spatial priors to perform few-shot medical image segmentation. Our approach divides the difficult problem of segmenting the entire image with global prototypes into easily solvable subproblems of local region segmentation with local prototypes. For organ segmentation experiments on the VISCERAL CT image dataset, our method outperforms the state-of-the-art approaches by 10% in the mean Dice coefficient. Extensive ablation studies demonstrate the substantial benefits of incorporating spatial information and confirm the effectiveness of our approach.
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1. INTRODUCTION
The inception of deep neural networks has revolutionized the landscape of medical image segmentation [1, 2, 3]. Despite their tremendous success, however, depriving them of sufficient quantities of labeled images limits their effectiveness. Unfortunately, obtaining abundant amounts of expert-level-accurate, pixel-wise annotated data in the medical imaging domain incurs significant time and expense [4]. Therefore, it is imperative to explore new medical image segmentation techniques that can learn from scarcely annotated data.

Few-shot semantic segmentation is a relatively new trend in computer vision that addresses the data scarcity issue [5, 6, 7, 8, 9, 10]. A few-shot segmentation system learns how to transfer knowledge from a few labeled samples, typically referred to as support images, to guide image segmentation with novel classes, known as queries. The concept is motivated by human learning—the process of rapidly learning new knowledge from a few observations by leveraging strong prior knowledge acquired from experience. Analogously, incorporating appropriate prior knowledge is critical in the development of high-performance few-shot semantic segmentation algorithms. It is well-known that strong spatial priors are inherent in many medical imaging modalities, including abdominal CT scans [11, 12]. For instance, the liver typically appears on the left side of the CT image slice, while the spleen appears on the right. Such spatial layout priors convey crucial information in the pixel-wise labeling of certain organ classes. This motivates us to study how to exploit spatial layout information within a few-shot image segmentation algorithm. To our knowledge, ours is the first attempt at incorporating spatial layout information in a few-shot medical image segmentation application.

In particular, our approach is a prototype-based method [7, 8] that we call the location-sensitive local prototype network. We divide the image into overlapping image grids and extract location-specific local prototypes for all the support image grids. Unlike the global prototypes used in the aforementioned publications, our local prototype is constrained to utilize the information within the corresponding grid; hence, it is location sensitive. Assuming that the support and query images have a similar spatial layout, each location in the query image can be matched to the corresponding local prototypes for pixel-wise segmentation. In this way, we divide the difficult problem of segmenting the entire image with global prototypes into easily solvable subproblems of local region segmentation with local prototypes, which leads to significantly improved performance. Hence, our contributions are as follows:

• Our novel location-sensitive local prototype network incorporates spatial layout information into the few-shot medical image segmentation application and demonstrates the substantial benefits of incorporating such information.
• We thoroughly analyze the grid size and other critical parameters in our experiments.
• We establish a new state-of-the-art performance for organ segmentation on the VISCERAL contrast-enhanced CT image dataset [13] by showing that our method outperforms the currently best approach [10] by 10% in the mean Dice coefficient, thereby confirming the effectiveness of our proposed approach.
2. RELATED WORK

Few-shot semantic segmentation is a recent research topic. Promising schemes have appeared in recent years [5, 6, 7, 8, 9, 10]. Some efforts have focused on the few-shot medical image segmentation application [14, 15, 10, 16]. Tajbakhsh et al. [17] have surveyed this topic. Roy et al. [10] adopted squeeze-excitation modules to effectuate the interaction between support and query images in order to perform few-shot organ segmentation. Many approaches are based on non-parametric metric learning frameworks, such as prototype networks [6, 7, 9]. Wang et al. [7] proposed a prototype alignment regularization strategy between the support and query to learn a better class-specific global prototype representation. Ouyang et al. [16] designed an adaptive local prototype pooling module for prototypical networks to solve the foreground-background imbalance problem in medical image segmentation. Our approach is also prototype-based; however, unlike previous work, we focus on incorporating spatial layout information and demonstrate it to be highly beneficial to few-shot medical image segmentation.

3. METHODOLOGY

We first introduce the few-shot segmentation problem in Sec. 3.1, then explain the two main steps of our location-sensitive local prototype network (Fig. 1): location-sensitive local prototype extraction in Sec. 3.2, followed by grid-based few-shot segmentation in Sec. 3.3.

3.1. Problem Setting

The problem is to train a model on a large labeled training dataset \( D_{\text{train}} \) that can perform segmentation on a testing dataset \( D_{\text{test}} \) with only a few annotated examples, where the class set \( C_{\text{train}} \in D_{\text{train}} \) has no overlap with the class set \( C_{\text{test}} \in D_{\text{test}} \), i.e., \( C_{\text{train}} \cap C_{\text{test}} = \emptyset \). For example, given the training set with training classes \( C_{\text{train}} = \{ \text{lungs, heart} \} \), we expect the trained model to be proficient at segmenting a different set of testing classes \( C_{\text{test}} = \{ \text{kidney, bones} \} \) with reference only to a few labeled images in \( D_{\text{test}} \).

Like previous research [7, 16], we adopt an episodic paradigm for the few-shot segmentation task. Given an \( n \)-way, \( k \)-shot task, during model training we sample a set of episodes \( T_{\text{train}} \) from \( D_{\text{train}} \). Each episode in \( T_{\text{train}} \) is composed of a support set \( S \) and a query set \( Q \), and the model is trained to transfer segmentation cues from \( S \) to \( Q \) in a class-agnostic manner. The support set \( S = \{ (I^s_i, M^s_{i,c}) \} \) contains \( 1 \leq i \leq k \) pairs of support images \( I^s_i \) and masks \( M^s_{i,c} \) corresponding to a set of \( 1 \leq c \leq n \) randomly picked classes \( C \in C_{\text{train}} \). The query set \( Q = \{ (I^q_j, M^q_{j,c}) \} \) contains \( 1 \leq j \leq n_q \) different query pairs likewise sampled from \( D_{\text{train}} \) with class set \( C \). As each episode randomly samples different semantic classes, the trained model is expected to be class-agnostic and generalize well.

After training the segmentation model, we evaluate its performance on \( D_{\text{test}} \). During model testing, a set of episodes \( T_{\text{test}} \) is obtained in similar fashion from \( D_{\text{test}} \), where the masks are associated with testing classes \( C_{\text{test}} \). For each testing episode, the segmentation model is evaluated on the query set \( Q \) given the support set \( S \).

3.2. Location-Sensitive Local Prototype Extraction

Consider a coarse set \( G = \{ g_m \} \) of \( 1 \leq m \leq n_g \) overlapping image grids uniformly distributed across the \( w \times h \) sized image. Grid \( g_m \) of size \( \alpha w \times \alpha h \), where \( \alpha \) denotes the grid scale, is centered at \( (x_m, y_m) \). To extract location-sensitive local prototypes, support images are passed to the feature encoder to generate the corresponding features maps. The location-sensitive local prototype of \( g_m \) is calculated from support
images and masks by masked average pooling, as follows:

\[
p_{c,g_m}^s = \frac{1}{k} \sum_{i=1}^{k} \frac{\sum_{(x,y) \in g_m} F_i^s(x, y) M_{i,c}^s(x, y)}{\sum_{(x,y) \in g_m} M_{i,c}^s(x, y)},
\]

where \((x, y)\) are spatial coordinates and \(F_i^s\) are the extracted feature maps. If \(\sum_{(x,y) \in g_m} M_{i,c}^s(x, y) = 0\), we simply set \(p_{c,g_m}^s = 0\). We also treat the background as a semantic class whose prototype \(p_{0,g_m}^s\) is computed by performing masked average pooling on all locations within \(g_m\), excluding any foreground classes. The following are key observations regarding the extracted local prototype \(p_{c,g_m}^s\):

1. Prototype \(p_{c,g_m}^s\) is associated with the local image grid \(g_m\) and, hence, is location sensitive. Grid scale \(\alpha\) is a critical parameter influencing the spatial information encoded by the local prototype. When \(\alpha\) is so small that the grid contains only a single pixel, the extracted local prototype becomes overly location sensitive, whereas when \(\alpha = 1\), the grid expands to the full size of the image and position information is not encoded at all.

2. Unlike global prototypes, our local prototype \(p_{c,g_m}^s\) is constrained to utilize information only within the corresponding grid \(g_m\). Hence, the loss of local information due to the averaging out of features outside the local grid can be prevented. This is essential for constructing high-quality background class prototypes \(p_{0,g_m}^s\), because the background class tends to be spatially inhomogeneous, involving many different anatomical structures whose information would be unreasonably averaged out in the absence of the local grid constraint.

We collect the extracted local prototypes for all the grid locations and classes into set \(\mathcal{P} = \{p_{c,g_m}^s\}\), where \(1 \leq m \leq n_g\) and \(0 \leq c \leq n\).

### 3.3. Grid-Based Few-Shot Segmentation

Assuming that the support and query images have a similar spatial layout, local prototypes \(\mathcal{P}\) extracted from the support set can be matched to the corresponding locations in the query images in order to perform grid-based few-shot segmentation. Given the support prototype set \(\mathcal{P}\) of \(n\) foreground classes and the background class, the probability score of the query image corresponding to class \(c\) is obtained as

\[
F_{j,c}^q(x, y) = \sigma\left( \text{sim}(F_j^q(x, y), \mathcal{P}) \right),
\]

where \(\text{sim}(F_j^q(x, y), \mathcal{P})\) is the similarity score between the query feature vector \(F_j^q(x, y)\) and the support prototype set \(\mathcal{P}\), and \(\sigma\) is the softmax operation.

For non-overlapping image grids, we may employ the cosine similarity between the query feature vector \(F_j^q(x, y)\) and the corresponding matched grid prototype \(p_{c,g_m}^s\), where the query feature vector location \((x, y)\) belongs to the grid \(g_m\). With overlapping image grids, however, the feature at location \((x, y)\) may be mapped to multiple grids. We collect all the grids that influence location \((x, y)\) into a set \(\Omega = \{g_m : (x, y) \in (x_m, y_m, \alpha)\}\) and calculate the similarity score as

\[
\text{sim}(F_j^q(x, y), \mathcal{P}) = \max_{g_m \in \Omega} \left( \cos(F_j^q(x, y), p_{c,g_m}^s) \right),
\]

where \(\cos\) denotes the cosine similarity function.

The network can be trained end-to-end using the standard cross-entropy loss: \(L_{ce}(P^q, M^q)\), where \(P^q\) and \(M^q\) refer, respectively, to the predicted probability maps and ground-truth query masks of the particular training batch. For network evaluation, the predicted segmentation label of query image \(F_j^q\) at spatial coordinate \((x, y)\) is then given by: \(M^q_j(x, y) = \arg \max_c F_j^q(x, y, c)\).

### 4. EXPERIMENTS

For all our experiments, we utilized contrast-enhanced CT scans from the VISCERAL dataset [13]. We used 65 silver corpus scans for training and 20 gold corpus scans for testing. We performed 1-way, 1-shot experiments for six organ classes: liver, spleen, left kidney, right kidney, left psoas, right psoas. For a fair comparison, most experiments reported in Sec. 4.1 were performed using the same dataset configuration used by Roy et al. [10]. In addition to the six organ classes, the VISCERAL dataset contains for each scan 14 additional organ annotations not used by these authors, which we use in other experiments. To evaluate 2D segmentation performance on 3D volumetric images, we follow the protocol described in [10] and use the Dice score as the metric.

Like [8], we use as a feature encoder a customized version of ResNet-50 [18] pre-trained on ImageNet [19]. CT slices are resized to \(512 \times 512\) before they are input to our network. We set the grid scale \(\alpha = 1/8\) and spacing between grid centers to half the grid size for most experiments. We apply RandomGamma, RandomContrast, and RandomBrightness to augment the training images. The models are trained by SGD [20] with a batch size of 4 for 10,000 iterations. The initial learning rate is \(10^{-3}\) and is decayed by 0.1 per 2,500 iterations.

#### 4.1. Comparisons Against the State of the Art

Referring to Table 1, with an experimental protocol identical to that of the SENet few-shot organ segmentation model [10],
Our approach relies on the assumption that the support and query images have a similar layout and are somewhat spatially aligned. We evaluated its performance when this assumption fails. The right graph of Fig. 3 shows the performance of our approach for different degrees of spatial misalignment. From the testing set, for each support-query pair and each organ class, we calculated the Dice coefficient between the ground-truth support mask and the ground-truth query mask, indicated as “alignment Dice” on the horizontal axis of the graph. We also calculated the Dice score between the segmentation result and the ground-truth query mask, indicated as “segmentation Dice” on the vertical axis. The graph shows that our method is quite robust against spatial misalignments—for organs such as liver, spleen, and l/r kidney, many data points on the graph are associated with an alignment Dice of less than 40%. This implies that for the corresponding support-query pairs, the ground-truth support and query masks have little spatial overlap and, hence, are poorly aligned. Nevertheless, the segmentation Dice scores for these support-query pairs are often higher than 60%, signifying good performance despite the spatial misalignments between the ground-truth support and query masks. Our method performs less well for l/r psoas, as these are small anatomical structures whose visual appearance is similar to the surrounding structures, making it harder to learn discriminative visual features. Overall this results of our method compared with other approaches.

4.2. Ablation Study

The left graph of Fig. 3 shows the benefit of selecting an appropriate grid scale. When the grid scale $\alpha$ is set to 1/16 or 1/4 instead of the optimal value of 1/8, the location prior may be overly or insufficiently utilized and the mean Dice score drops from 70.3% to 63.8% or 67.1%, respectively. When $\alpha = 1$, the grid covers the entire image and the mean Dice score falls to 30.3%, because the location prior is not utilized at all. The resultant performance drop reveals the significance of location information. The graph also shows that when using non-overlapping rather than overlapping image grids, the mean Dice score decreases from 70.3% to 60.2%, thus confirming the benefit of overlapping image grids.

Fig. 3. Ablation study. (Left) Benefits of selecting an appropriate grid scale and using overlapping image grids. (Right) Performance of our approach for different degrees of spatial misalignment.
experiment demonstrated that our method has good misalignment tolerance for certain organs.

5. CONCLUSIONS

We proposed a prototype-based method that leverages spatial layout priors in performing few-shot medical image segmentation. Exploiting local prototypes, our novel location-sensitive local prototype network divides the hard problem of segmenting the entire image into easily solvable local region segmentation subproblems, yielding significantly improved performance. In organ segmentation experiments on the VISCERAL dataset, our model outperformed the current state of the art by 10% in the mean Dice coefficient. Our extensive ablation studies demonstrated the substantial benefits of incorporating spatial information.
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Fig. 4. Additional visualizations. (Col.1) Support images and the associated ground-truth masks. (Col.2) Query images and the associated ground-truth masks. (Col.3) PANet results. (Col.4) SENet results. (Col.5) Our results.