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Abstract

The architecture of a neural network controlling an unknown environment is presented. It is based on a randomly connected recurrent neural network from which both perception and action are simultaneously read and fed back. There are two concurrent learning rules implementing a sort of ideomotor control: (i) perception is learned along the principle that the network should predict reliably its incoming stimuli; (ii) action is learned along the principle that the prediction of the network should match a target time series. The coherent behavior of the neural network in its environment is a consequence of the interaction between the two principles. Numerical simulations show a promising performance of the approach, which can be turned into a local, and better "biologically plausible", algorithm.

1 Introduction

Animal life is characterized by the emergence of robust control mechanisms used in a large variety of environments. Beyond evolution which selects the life forms which make the most of their environment, it seems that some animals have the ability to quickly learn to interact constructively with new environments. Most probably, it means that the nervous systems of such animals can perform a sort of blind control of their environments: control is achieved without previous knowledge of the environment. It would surely be of great help to uncover such a mechanism, not only from a biological viewpoint, but also to replicate it for engineering tasks.

Control theory has been a vivid field of research for decades which has provided many useful applications. However, although linear systems are well understood [Kwakernaak and Sivan, 1972, Fortmann and Hitz, 1977], non-linear systems still require a significant effort to be dealt with [Slotine et al., 1991]. In particular, the control system is often assumed to have some explicit knowledge about the system to be controlled. When nothing is known about the system to be controlled, the most widespread method is to use a Proportional-Integral-Derivative controller. Indeed, computing the best inverse model [Jordan, 1996] from an unknown environment is a very difficult task which has received no universal answer so far.

Neural networks are bio-inspired mathematical object which have good learning capacities [Bishop, 1995]. A large number of control algorithms have used their adaptability to model some aspect of the environment and / or to design adaptive controllers. The challenge is to be able to internally predict the outcomes of a potential movement so that the best motor commands can be chosen [Kawato et al., 1987, Ge et al., 2008, Yang et al., 2008]. Typically, neural networks are used for two purposes: identification of the environment and the actual control which can be computed once a good estimate of the environment has been designed [Narendra and Parthasarathy, 1990].

A main drawback of feedforward neural networks is their inability to take time dependencies into account. Although the usual work-around is to use tapped delay lines, a more natural approach would be to use recurrent neural networks (RNN) which are more suited to dynamical systems approximation. Based on the two steps of identification and control, various RNN have been proposed as controllers e.g. [Chow and Fang, 1998, Wang and Hill, 2006, Prokhorov, 2007]. However, RNN learning is notoriously known to be slow and to be subject to problematic bifurcations [Doya, 1993, Pearlmuter, 1995].
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To circumvent this problem recent algorithms [Pan and Wang, 2012, Waegeman et al., 2012] have been based on a reservoir computing architecture and more precisely Echo State Networks (ESN). They are recurrent networks where only the read-out form a random reservoir of neurons is learned [Jaeger, 2001, Jaeger and Haas, 2004]. In these networks, the slow convergence and the bifurcation issues are bypassed, but the mathematical understanding of the functioning of ESN is lacking. Nonetheless, ESN have proved to be very good at handling time dependencies and at predicting time series. Therefore, they provide a solid basis upon which this paper will design a novel control architecture.

Most neural networks for control used so far have been based on two networks: one for the estimation of the state of the environment (which can be called perception), and another for the design of the control (which can be called action). In this paper, I will introduce a somewhat different architecture, since it will only be made of a single recurrent neural network from which two read-outs are drawn and fed back. This is actually a fundamental feature of the approach, which resonates with the field of psychology called ideomotor theory [Greenwald, 1970, Shin et al., 2010]. This theory argues that perception and action are tightly linked and even represented in a single “domain”. More precisely a fundamental concept is that actions do not aim at changing the world directly, they rather aim at changing the perception of the world. Thus action and perception are deeply entangled and one could say that when the neural network “thinks” or predicts a future for its stimuli, then the corresponding action follows [Friston et al., 2010]. Alternatively, the conceptual difference from traditional feedback loop algorithms can be seen in the structure of the controller in figure 1: at the level of the controller information flows in both directions, what is usually called the output of the controller is also fed-back to the central network.

In this paper, I introduce an ideomotor recurrent neural network (IDRNN) together with a learning procedure in order to control an unknown environment. This paper intends to be a proof of concept that such a neural network can successfully learn to control fairly complicated dynamical systems. In section 2, I introduce the network and the notations. Section 3 will be devoted to explaining the computational principles underlying ideomotor learning and section 4 describes the corresponding algorithm. Numerical experiments for various environments and a short comparison with the ESN based method in [Waegeman et al., 2012] will be presented in section 5. Finally, I will discuss the biological plausibility of this method in section 6.

## 2 Model

The model details the dynamics of a recurrent neural networks interacting with an unknown environment. The way the environment interacts with the agent (through sensors and actuators) is also formally unknown. It is the role of the agent to understand this interaction through statistical observations.

### Notations and conventions:

Several elements of the neural network and the environment are time-dependent multidimensional functions which will be written with lower-case bold letters, e.g. \( \mathbf{v} \). The value of these functions at time \( t \) will be written as an index to the function's notation, e.g. \( \mathbf{v}_t \). Most of these functions will be described by recurrence equations which are assumed to start from \( t = 0 \). For simplicity, it is assumed that the value of all the functions introduced in the following are null on \( \mathbb{R}^- \). The matrices are written in upper case bold, e.g. \( \mathbf{W} \).

We now detail the different parts of the neural network and the environment:

- **Environment:**
  The environment possibly has a complicated non-linear and/or stochastic dynamics which we know nothing about. From the controller perspective, only some measures of the environment state are known. They are sometimes called observations but we refer to them as *stimuli* not to confuse them with the states of the reservoir which could also be called observations in the framework of online least mean square problems.

  The \( n_p \) neurons of the perceptive area receive information from the environment through the input vector \( \mathbf{u}_t \in \mathbb{R}^{n_p} \) at time \( t \in \mathbb{R}_+ \) (where \( n_p \) is the dimension of the perceptive area).
Figure 1: General structure of the proposed controller interacting with its environment. Learning only modifies the connections in red (from reservoir to perceptive and motor area).

- **Network activity:**
  We assume the controller is made of a neural network, which is decomposed in three parts: a *perceptive area*, a *reservoir* and a *motor area* see, figure 1. The variables describing the activity of these subsets of the neural network are respectively \( v^p_t \in \mathbb{R}^{n_p} \) called *perception*, \( v^r_t \in \mathbb{R}^{n_r} \) and \( v^a_t \in \mathbb{R}^{n_a} \) called *action*, where \( n_p, n_r, n_a \in \mathbb{N}^* \) are the number of neurons in the respective area. Note that the letters \( p, r, a \) will always stand for perceptive area, reservoir and motor area respectively. We also define the variable gathering the entire network activity:
  \[
  v = (v^p \ v^r \ v^a)^T \in \mathbb{R}^{n_p + n_r + n_a}.
  \]

  The full connectivity matrix of the network is
  \[
  W = \begin{pmatrix}
  0 & W^{pr} & 0 \\
  W^{rp} & W^{rr} & W^{ra} \\
  0 & W^{ar} & 0
  \end{pmatrix}
  \]

  which means that there are no connections between and within the perceptive and motor areas. We also define \( W^r = (W^{rp} \ W^{rr} \ W^{ra}) \in \mathbb{R}^{n_r \times (n_p + n_r + n_a)} \) corresponding to all the connections to the reservoir.

  A main idea in Echo State Networks [Jaeger, 2001] from which this work is inspired, it that the connections within and to the reservoir are randomly drawn. This means that the components of \( W^{rr}, W^{rp} \) and \( W^{ra} \) are i.i.d. constants along \( \mathcal{N}(0, \sigma^2), \mathcal{N}(0, \kappa^2) \) and \( \mathcal{N}(0, \gamma^2) \). Albeit surprising, this choice leads to relevant prediction results and cheap algorithms.

  For simplicity, perception and action are considered to be linearly related to the reservoir activity, which follows a classical neural network equation with linear external forcing from the perceptive and motor areas. Besides, the perceptive area is stimulated by a weighted mean between the stimuli and the current prediction of the network. With the notations introduced before, this reads
  \[
  \begin{align*}
  v^r_t &= (1 - lT)v^r_{t-1} + \tau W^r \begin{pmatrix}s(v^r_{t-1}) \\ v^p_{t-1} \\ v^a_{t-1}\end{pmatrix} \\
  v^p_t &= (1 - \alpha)W^{pr}v^r_t + \alpha u_t \\
  v^a_t &= W^{ar}v^r_t
  \end{align*}
  \]

  where \( s \) is an element-wise sigmoidal function, \( l \in \mathbb{R}_+ \) is a decay constant and \( \alpha \in [0, 1] \) balances the contribution two terms: the stimuli \( u \) and the term \( W^{pr}v^r_t \) which we call *prediction*. Note that if prediction and stimuli are identical then the perception \( v^p \) is also identical.
• **Target trajectory:**
The role of the neural network will be to control the environment so that it reproduces a target trajectory which we write $z_t \in \mathbb{R}^q$, where $q \leq n_p$. The target corresponds to (at least) one neuron in the perceptive area: if learning is successful, the stimuli to this subset of the perceptive neurons will be driven along the target trajectory. In the present formalism, the neural network can only control its stimuli (as opposed to an unobserved environment state).

• **Learning** corresponds to tuning the connections in the network. We assume that not all the connections are learnable: only the connections in red in figure 1 are learnable. In other words, and in a reservoir computing spirit, the connections to and within the reservoir $W^r$ are fixed. We call **perceptive learning** the tuning of the connectivity $W^{pr}$ and **motor learning** the tuning of the connectivity $W^{ar}$.

### 3 Principle of Ideomotor learning

In this paper, ideomotor learning is defined by the combination of two principles: (i) perceptive learning aims at minimizing the distance between internal predictions $W^{pr}, v^r$ and stimuli $u$, and, (ii) motor learning aims at minimizing the distance between internal predictions $W^{pr}, v^r$ and target $z$.

A control task is said to be successful when stimuli and target are equal. This can be a difficult task to achieve, in particular when the environment is unknown. The idea behind ideomotor learning is that having a good predictor of the stimuli may help designing an intelligent control. A controller which would be able to faithfully reproduce the stimuli, without needing to “see” them, would also know how to perturb the environment to reach a desired target. Therefore, one needs to learn a model of the world (principle (i) above) and, at the same time, make sure this model is going in the desired direction (principle (ii) above). More formally, ideomotor learning can be seen as adding a third variable, the prediction, in the distance between stimuli and target and using the triangular inequality to break the minimization of this distance into two sub-tasks.

The fact that motor learning makes no reference to the stimuli $u$ has important functional consequences. Indeed, the actions exclusively aims at modifying the reservoir dynamics so that the perception matches the target. The impact on the actions on the world and the stimuli $u$ is simply a byproduct of the method. In fact, the actions only want to control the internal model of the world that perceptive learning tries to build.

Mathematically, it is possible to formalize the two principles of ideomotor learning as

\begin{align}
\text{(i) perceptive learning} & \quad \text{minimize} \quad \sum_{s=0}^{t} \| u_s - W^{pr}, v^r_s \|^2 \\
\text{(ii) motor learning} & \quad \text{minimize} \quad \sum_{s=0}^{t} \| z_s - W^{pr}, v^r_s \|^2 \tag{2}
\end{align}

where $(u, v^r)$ is a solution of system (1) defined for given $W^{pr}$ and $W^{ar}$. The matrix $W^{p} \in \mathbb{R}^{q \times n_p}$ is the restriction of the perceptive matrix $W^{pr}$ to the dimensions which are to be controlled along the trajectory $z$, (i.e. to create $W^p$, some rows of $W^{pr}$ have been removed). If learning is perfect, i.e. both sums in (2) are 0 for all $t$ such that $(v^r, u)$ is on a limit cycle, then it is clear that the task is reached: $u_t = z_t$. We restrict our analysis to the case where such a limit cycle exists (which typically excludes non-controllable, non-observable environments).

Designing an online algorithm reaching this limit cycle reveals a fundamental problem: at time step $t$ the network has to figure out a new matrix $W^{pr}$ based on the potential impact it would have had in the past. But it cannot really know what this impact would have been since it would need to re-simulate the past with this new matrix. Another way to see this is to observe that the values of $u_t$ and $v^r_t$ depend on $W^{pr}$, and, therefore, perceptive learning is not a simple least square problem, where observations $v^r_t$ and target $u_t$ are not determined by the chosen weight vector. Actually, an exact online minimization procedure is out of reach simply because the neural network knows (a priori) nothing about the world and cannot simulate it.
4 Greedy RLS algorithm

In this paper, a greedy Recursive Least Square (RLS) approach to solve the least square problems is considered. It corresponds to dynamically updating the connections based on a RLS algorithm performing the online minimization of the following problem:

$$\text{minimize } H^p_{t} = \sum_{s=0}^{t} \lambda_{p}^{t-s}\|u_s - W^{pr}.v^p_s\|^2 + \mu_p\|W^{pr}\|^2$$

$$\text{minimize } H^a_{t} = \sum_{s=0}^{t} \lambda_{a}^{t-s}\|(W^p)^\dagger.(z_s - W^p.v^p_s)\|^2 + \mu_a\|W^{ar}\|^2$$

(3)

where $\lambda_p, \lambda_a \in [0,1]$ are forgetting factors and $u$ and $v^p$ are the solution of system (1) with time dependent connection matrices $W^{pr}_t$ and $W^{ar}_t$. If $\lambda$ is close to 0, then the sum simply involves very recent observations. The additional terms involving the squared norm of $W^{pr}$ and $W^{ar}$ correspond to the usual Tikhonov regularization and the numbers $\mu_p, \mu_a > 0$ control the amount of regularization. The notation $(W^p_W)^\dagger$ is the pseudoinverse of $W^pW$. The slight modification of the motor criterion in (2) due to the inversion of $W^pW$ simply corresponds to taking a different norm for the minimization. It is necessary to turn motor learning into a classical weighted least square problem. Indeed, one can unravel the dynamics of the reservoir for one time step to let the connection explicitly appear in the criterion. This corresponds to injecting the first row of (1) into $z_t - W^p.v^p_t$ which leads to

$$z_t - W^p.v^p_t = \tau(y_t - W^p.W^{ra}.W^{ar}.v^r_{t-1})$$

(4)

where $y_t = \frac{z_t - W^p.(1-\tau)v^r_{t-1} - W^p.W^{ra}.s(v^r_{t-1}) - W^p.W^{ra}.v^r_{t-1}}{\tau}$. As a consequence, $z_t - W^p.v^p_t$ appears as a linear function of $W^{ar}$ which will make it possible to use classical algorithms for minimization. Note that the particular dynamics of the reservoir in (1) was chosen such that such a linear problem would appear. It also explains why we cannot unravel the dynamics for more time steps: the reformulation into a least square problem would be impossible. From this formulation, it becomes clear that pre-multiplying the factor $z_t - W^p.v^p_t$ by $(W^p.W^{ra})^\dagger$ for the motor learning with the RLS algorithm in equation (3) is useful. Indeed, motor learning becomes the minimization of

$$H^a_t = \sum_{s=0}^{t} \lambda_{a}^{t-s}\|(W^p)^\dagger.y_s - W^{ar}.v^r_{s-1}\|^2 + \mu_a\|W^{ar}\|^2$$

(5)

which takes the form of a classic weighted least square problem which can directly be solved by a RLS algorithm. Note that matrix $W^p.W^{ra}$ has the size of the number of controlled dimensions (spatial dimension of the target) times the number of dimension for action, which is likely to be small enough to enable a computationally cheap inversion at each time step.

The greedy RLS algorithm consists in implementing (3) with a RLS algorithm which quickly forgets the past. Indeed, to circumvent the dependency of $u$ and $W^{pr}.v^p$ on $W^{ar}$ the choice of the forgetting factors $\lambda_p, \lambda_a$ is crucial. When the network starts from an uninformed state (e.g. the null state), it is important for them to have small values, typically 0.99. A rule of thumb [Haykin, 2005] to tune them is that the memory of the algorithm roughly corresponds to $\frac{1}{1-\lambda}$ time steps.

The regularized RLS algo is recalled in this paragraph. It is an algorithm which recursively solves the following generic problem

$$\text{minimize } H_t = \sum_{s=0}^{t} \lambda^{t-s}\|x_s - W_t.y_s\|^2 + \mu\|W\|^2$$

(6)
It can be solved by iterating the following regularized RLS step [Haykin, 2005, Gunnarsson, 1996] as new targets \( x \) and new observation \( y \) arrive. This algorithm has already been successfully used for Echo State Networks [Jaeger and Haas, 2004, Sussillo and Abbott, 2009, Laje and Buonomano, 2013]. The algorithm corresponding to one step of the RLS algorithm is given in algorithm 1. In this algorithm,

\[
P \in \mathbb{R}^{n \times n} \text{ is the inverse correlation matrix of the observations, which correspond to the reservoir activity in this paper.}
\]

Pseudo-code Therefore, the algorithm summarizing the update of the greedy RLS neural network is described in algorithm 2.

Algorithm 2 IDRNN

5 Numerical experiments

In this section, I show on different examples that the proposed architecture can effectively control an unknown environment along a desired trajectory. It is important to realize that the following numerical simulations correspond to a neural network which learns to control the environment: at time \( t = 0 \) the neural network has no clue about what system it is dealing with. Thus the results are not to be compared to a classical control setup where the controller was previously tuned to the specific environment.

5.1 Learning to control random neural networks

As toy models of the environment, I first choose randomly connected neural networks from which a linear read-out is to be controlled along a sinus function. It has been argued that this class of systems is very rich since it can approximate any dynamical system [Sontag, 1997]. I do not claim that the
IDRNN can control any such random neural network since they can become very complicated, but it performs well on reasonably complicated instances of such networks. I will consider neural networks made of 5 neurons from which a one-dimensional linear readout is computed. The equation governing by these driven random neural networks is:

\[
\begin{align*}
    x_{t+1} &= (1 - \bar{l}\bar{\tau})x_t + \tau \bar{W} \cdot \tanh(x_t) + b \cdot v_t \\
    u_t &= c' \cdot x_t
\end{align*}
\]

where matrix \( \bar{W} \in \mathbb{R}^{5 \times 5} \) and the vectors \( b, c \in \mathbb{R}^5 \) have components which are drawn i.i.d. \( \mathcal{N}(0, \bar{\sigma}^2) \), \( \mathcal{N}(0, \bar{\kappa}^2) \) and \( \mathcal{N}(0, \bar{\gamma}^2) \) respectively.

With different choices of parameters, one can get very different resulting dynamics as shown in figures 2(a), 3(a), 4(a). Even with identical parameters the different realizations of the connections can lead to qualitatively different dynamics. I chose three cases corresponding to converging (figure 2), oscillatory (figure 3) and diverging (figure 4) situations.

For all the simulations, I chose the same parameters for the IDRNN: \( n_a = n_p = 1, n_r = 100, \sigma = 1.5, \kappa = \gamma = 0.1, l = 1, \tau = 0.1, \alpha = 0.5, \eta = 1, s(x) = \tanh(x + 0.01), \lambda_p = 0.99, \lambda_a = 0.9, \) \( \mu_p = 10^{-6}, \mu_a = 10^{-3} \). The parameters of the environment are reported in the figures.
In each situation, the very same neural network has managed to control qualitatively different environments it knew nothing about along the same trajectory $z_t = \sin(2\pi t/100)$. The $L_1$ error between stimuli and target over the last 100 time steps (corresponding to a period of the target) is respectively 0.0006, 0.0046 and 0.0017 for converging, oscillatory and diverging situations, meaning that the control is successful.

In each case, the first few hundred time steps display an extremely variable behavior. The network has difficulties choosing relevant actions since its perception is not fully developed yet. Although the variations look completely unstructured the network still manages to calm down and converges to the desired trajectory. Unfortunately, this is not always the case: the search period can bring the environment to an undesired location in the state space leading to a failure of the control. For instance, controlling a quickly diverging environment (not shown) can fail when the environment diverges faster than the network can learn. The two important parameters to control the behavior of the network in the beginning are the initial values of $W^{pr}$ and $P_p, P_a$. If the value of $W^{pr}_0$ is too small then the pseudo-inversion of $W^{pr} W^{ra}$ in the algorithm can lead to extremely large control values in the very beginning of the simulation. Similarly, choosing large initial values for $P_p$ or $P_a$ induces a large variability at the beginning of the simulation [Haykin, 2005] which can lead to poor results.

Observe in figure 4(b) that the hidden variables in the environment $x$ are not displayed. Indeed, although the network is controlling properly the environment read-out $u$ it does not necessarily prevent these hidden variables from diverging. This leads to a numerical overflow in the simulation after a certain time and an increased variability due to numerical round-offs. To prevent this one would need to ask the IDRNN to control also the states $x$.

### 5.2 Learning to control delayed systems

Actually, the IDRNN in its current form fails at controlling delayed systems or even some instantaneous systems which for which the impact of an action may take some time steps to reveal itself. This is not a surprise since the network only tries to control what it happening from one time step to the other.

A simple extension of the algorithm 2 makes the IDRNN able of controlling such delayed systems. The idea is to learn to predict the future of the stimuli at $t + \delta$ time steps with $\delta > 1$. This corresponds to adding a third readout matrix $W^{fr}$ to the network in figure 1. The predicted value $W^{fr} v_t^r$ should be a approximation of $u_{t+\delta}$ and is not fed back to the network. In practice, learning such a future prediction matrix can be done by applying an RLS algorithm to approximate $u_t$ based on the observation $v_{t-\delta}^r$. This implies to store the history of the reservoir during $\delta$ time steps. Once this prediction is set-up it suffices to replace $W^p$ by $W^{fr}$ in algorithm 2. This leads to a delayed version of the IDRNN detailed in algorithm 3 which does have a time window similar to [Waegeman et al., 2012].

With this new algorithm, it is possible to control systems for which the instantaneous IDRNN
failed. Here I consider two examples of such systems: first a linear oscillatory system with a single control variable and, second, a random neural network with delayed action.

In a first time, we consider the following environment to control

\[
\begin{pmatrix}
u_{t+1} \\ x_{t+1}
\end{pmatrix} = \begin{pmatrix} u_t \\ x_t 
\end{pmatrix} + 0.1 \begin{pmatrix} -0.05 & -1 \\ 1 & -0.05 \end{pmatrix} \begin{pmatrix} u_t \\ x_t \end{pmatrix} + 0.1 v^a_t \begin{pmatrix} 1 \\ 0.5 \end{pmatrix}
\]

This corresponds to a linear oscillatory system as shown in figure 5(a) somewhat similar to the first system studied in [Waegeman et al., 2012]. The negative terms on the diagonal compensate for the tendency of the Euler algorithm to diverge when simulating linear systems and can be disregarded for the interpretation. Actually, the difficulty to control the system comes from the control vector (1 0.5) which is positive for both components. To understand intuitively the problem it is useful to see that one dimension is excitatory while the second is inhibitory. When the control variable only makes it possible to positively stimulate both dimensions, it is not clear what will be the situation in a more complex scenario.

In the end, one needs to see a bit more in the future to understand the impact of the action. This is precisely why adding the time window \( \delta \) to the prediction makes the task much more simple. Indeed, the IDRNN can effectively control the system as shown in figure 5(b). The parameters used are the same as previously with the addition of \( \delta = 20, \lambda = 0.995 \) and \( \eta = 10^{-4} \).

The second environment is governed by a random neural network as previously but with a delayed command:

\[
\begin{align*}
x_{t+1} &= (1 - l_T)x_t + \tau W. \tanh(x_t) + b.v^a_{t-50} \\
u_t &= c'.x_t
\end{align*}
\]

The parameters of the IDRNN are identical to before except that \( \delta = 55, \lambda = 0.995 \) and \( \eta = 10^{-4} \) which explains the great variability at the beginning of the simulation.

The control performed by the IDRNN is displayed in figure 6. Although the control takes more time (4000 time steps instead of 1500), it finally manages to bring the system along the desired trajectory.

5.3 Short comparison with the double reservoir architecture

Although an extensive comparison between the IDRNN and the double reservoir architecture (DRA) [Waegeman et al., 2012] is beyond the scope of this paper, I show here that they perform similarly on
Figure 5: Learning to control a linear oscillatory system with a single positive control variable. See figure 2 for the color code.

Figure 6: Learning to control of a random neural network with a delayed control variable. See figure 2 for the color code. Environment parameters: $\bar{\sigma} = \bar{\kappa} = \bar{\gamma} = 1$, $\bar{l} = 1$, $\bar{\tau} = 0.1$. 

the task of controlling a heating tank.

The system to control, a heating tank, is the same as the second example in [Waegeman et al., 2012] and the interested reader should refer to this paper for the implementation details (I took the same parameters). Briefly, the system is a non-linear state-delayed system where the delay depends on the action. It corresponds to controlling a heating tank whose input is a stream of cold water. The water is heated in the tank and is then channeled through a tube to a destination where the output temperature is measured. When the water throughput (corresponding to the action $v^a$) is increased the output temperature decreases, but it takes less time to get out of the tube. It is shown in [Waegeman et al., 2012], that the DRA outperforms another algorithm, called NEPSAC [Gálvez-Carrillo et al., 2009], on this task.

In this paper, there are two differences from the heating tank used in [Waegeman et al., 2012]: first, the stimuli to the network are scaled to meet the networks dynamics. I take as input $\frac{T-30}{5}$ where $T$ is the output of the heating tank simulation. Second, the target trajectory is different, see figure 7(a). It is much faster so that the results of the control algorithm do not look as good as in the original paper presenting the DRA. I have not tried to tune the parameters to get the best results, since I only intended to show that both algorithm would perform similarly on this task with naive parameter tuning.

Actually, the IDRNN failed to control the system when it is randomly initialized. Interestingly the DRA could control the system although I did not use any babbling initialization as discussed in [Waegeman et al., 2012]. To get good results with the IDRNN I had to properly initialize the network. To do so I forced the network to reproduce the actions of the DRA during 3000 time steps. This was done using a simple ESN architecture. At the end of initialization the system had a behavior which was very different from the DRA, see figure 7(b). Nonetheless it was sufficient for the coupled system to be in an attractor and the control did work.

![Figure 7](image-url) (a) Target trajectory $z$. (b) Initialization of IDRNN.

Figure 7: (left) target trajectory used for the heating tank experiment. (right) Result of the initialization of the IDRNN. The actual implementation of algorithm 3 started right after. In blue are the inputs $u_t$ and in pink are the future inputs $u_{t+\delta}$. In grey are the actions $v^a$. In green is the target for the initialization phase (different from $z_d$). Note that it is a target for the action and not the perception. In red is the perception $v^p$ and in cyan in the prediction of the future $v^f$.

I simulated the IDRNN and the DRA control for 50000 time steps and obtained a performance displayed in figure 8. It appears that the DRA converges faster to a good control behavior, see 9(b) but its performance slowly deteriorates with time. On the contrary, the IDRNN converged more slowly but its performance improves with time. Eventually, the system behavior (see 9(a)) is similar to the best case for the DRA, although a bit worse. The parameters used are $\delta = 20$, $n_r = 100$, $\sigma = 1.5$, $\kappa = \gamma = 0.1$, $l = 1$, $\tau = 0.1$, $\alpha = 0.5$, $\eta = 1$, $s(x) = \tanh(x+0.01)$, $\lambda_p = \lambda_a = \lambda_f = 0.9999$, $\mu_p = \mu_f = \mu_a = 10^{-6}$. The reason why I take the forgetting parameters $\lambda_p = \lambda_a = \lambda_f$ to be so large is because an initializing method is used and I want the network not to forget immediately the initialization. I also reset the matrix $P_a$ to $0.002I_d$ at the end of the initialization to slow learning.
down to stay close to initialization at first. The parameters for the DRA are identical to that of the IDRNN.

![Figure 8: Control performance of IDRNN (red) and DRA (blue). The $L_1$ distance between the target $t \mapsto z_t$ and $t \mapsto u_{t+\delta}$ over a siding window of size 900 is used for this performance index. The two dots correspond to figure 9.](image)

To summarize, the two methods seem to roughly give similar results at their optimum. However, they seem to differ in the evolution of the performance with time.

6 Biological plausibility

For a theoretical work, it is difficult and dangerous to claim biological plausibility, especially because brains are significantly more complicated than the simple networks usually considered in the literature. There are obvious situations where a particular algorithm is not biologically plausible such as the DRA which requires to have two different reservoirs with the same internal and output weights at all
times. When such situations are ruled out biological plausibility is often reduced to requiring that computation is local. Concretely, learning the connection between two neurons should be independent of any other neuron. Computationally, it is a strong requirement, which rejects several widespread algorithms. In particular, the IDRNN as defined by algorithms 2 and 3 are clearly non-local since they involve the computation of the inverse of the correlation matrix of the reservoir.

However, the ideomotor principle might be implemented in the brain by a greedy Least Mean Square (LMS) algorithm instead of a RLS algorithm. LMS corresponds to a simple stochastic gradient descent of the principles in (2). It leads to slower convergence times than the RLS algorithm [Haykin, 2005], but both aim at solving the same problem.

The ideomotor LMS algorithm can be directly derived from (2) under the greedy assumption that \( u \) and \( v^r \) do not depend on \( W^pr \) and \( W^ar \). It comes as the gradient descent of \( H^p \) and \( H^a \) and can be written as

\[
W^pr_{t+1} = W^pr_t + \epsilon_p(u_t - W^pr_t v^p_t) v^p_t'
\]

\[
W^ar_{t+1} = W^ar_t + \epsilon_a(W^p_t W^ra_t)'(y_t - W^p_t W^ra_t W^ar_t v^r_{t-1}) v^r_{t-1}'
\]

where \( \epsilon_p \) and \( \epsilon_a \) have been re-parametrized to absorb constants.

Before studying this locality constraint, the biological relevance of the existence of a target time series has to be discussed. Indeed, it is biologically dubious to assume that the brain sets itself target time series to track. However, the formalism can be slightly reinterpreted so as to describe a more realistic situation: we could simply ask the network to maximize one of its stimuli which would therefore be seen as a reward neuron. This would correspond to replacing \( z_t \) by 0 and taking the opposite of the second term in the last row of equation (7) leading to \( W^ar_{t+1} = W^ar_t + \epsilon_a(W^p_t W^ra_t)'(z_t - W^p_t v^p_t) v^p_t' \).

In this framework, one could see the network as solving a reinforcement task trying to maximize its reward (which is assumed to be precomputed at each time step and given as a stimulus).

It is easy to see that perceptive learning is local. Indeed, the modification of the reward neuron and one motor neuron as in figure 10. The extension to the multi-dimensional case is straightforward. In this case, both \( W^p_t W^ra_t \) and \( W^p_t v^p_t \) are real numbers which need to be communicated to the motor connections. Therefore, we assume that there is a modulatory connection going from the reward neuron to the motor connections which provides them with the value of \( W^p_t v^p_t \). Thus, it only remains to be shown how \( W^p_t W^ra_t \) can be computed. I propose an online approximation of this quantity, which we write \( b_t \equiv W^p_t W^ra_t \) as the solution of \( b_t = \arg \min_{c \in \mathbb{R}} \sum_{s=0}^{t} \beta^{t-s} \| W^p_s v^r_s - c v^a_{s-1} \|^2 \)

where \( \beta \in [0, 1] \). This approximation can be estimated in an online framework through another LMS algorithm:

\[
b_{t+1} = b_t + \epsilon_s(W^p_t v^p_t - b_t v^a_{t-1}) v^a_{t-1}
\]

And therefore, the LMS update of the motor connections in system (7) can be written as a local learning rule as

\[
W^ar_{t+1} = W^ar_t + \epsilon_a b_t v^p_t v^p_t'
\]

The combination of the last two equations form a local update of the motor connections in the case of a single reward neuron and a single motor neuron.

Interestingly, LMS and RLS can be shown to be equivalent if the reservoir has a temporal correlation matrix proportional to the identity [Farhang-Boroujeny, 1998]. This regime has been often observed in biology, where in vivo cortical tissues are said to be in an asynchronous irregular state [Ecker et al., 2010, Renart et al., 2010].
Figure 10: Diagram showing the necessary wiring of the network if learning has to be local, in the illustrative case of a single reward neuron and a single motor neuron. The perceptive area is made of a reward neuron and other perceptive neurons, all of which receive stimuli from the environment (possibly some other part of the brain). The reward neuron has to send a modulatory synapse to the motor connections. The information from the motor neuron is only used for learning and does not modify directly the dynamics of the motor neuron.

7 Conclusion

This paper defines a recurrent neural network which blindly learns to control an unknown environment. Based on a randomly connected reservoir it learns on the fly two read-outs which correspond to perception and action. These read-outs are learned according to two principles: perceptive learning corresponds to maintaining good predictions of the incoming stimuli; motor learning tries to change the dynamics of the reservoir so that the stimuli predictions match a target trajectory. Actually, the control of the environment is just a byproduct of the behavior of the neural network which only cares about its own predictions. This algorithm is closely related to the ideomotor theory and provides a computational implementation of these concepts.

Several numerical simulations have established a proof of concept for this neural network. It manages to control fairly complicated dynamical systems and properly handles non-linearities and delays. Importantly, it falls in the small class of control schemes which do not need knowledge about the system they are controlling. It has been shown on an example that the performances of this architecture were similar to that of the DRA algorithm. Although the IDRNN needs to be initialized more carefully than the DRA, it shows more stability once in the attraction basin. However, the rigorous benchmarking of both methods with other approaches should be carried out in future research.

An important characteristic of these two reservoir based algorithms which has not been discussed so far is their ability to embed existing control schemes. Indeed, traditional ESN algorithms can be used for these architectures to reproduce any trajectories of both perception and action. Indeed, provided with the stimuli and actions of any control scheme, it is possible to build a neural network either IDRNN or DRA which reproduces this controller (only on the observed trajectories of course). This could serve as an interesting initialization procedure for these network which can therefore improve a lot of existing control algorithms.

The IDRNN can be said to be closer to biology than the DRA, since there is no sharing of weights between two networks, and one might see some biological plausibility to its LMS alternative. It is intriguing that it requests a certain network architecture which shares some similarity with some organs in biology and notably the spinal chord [Butler and Hodos, 2005]. Indeed, in both networks there is one central recurrent network and two types of read-out: the dorsal root for perception and the ventral root for action. However, I think the link with biology is yet tenuous and should be
further investigated. An interesting perspective could be to add some biological structure (e.g. spiking neurons, micro-circuitry) in the network and see how it changes the performance.

The mathematical understanding of the properties of such a controller is a challenge which will have to be tackled in the future. The main difficulties so far are linked to the reservoir dynamics which is not well understood and to the greediness of the algorithm which necessarily implies some approximations which will have to be controlled.

This algorithm could be improved or extended in different ways. For instance, how a reinforcement learning approach (with distal rewards [Jordan and Rumelhart, 1992]) could be designed for a similar architecture? Another idea would be to build architectures from this building block: how could such networks interact and control each other into a coherent structure?
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