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Abstract
This paper deals with the problem of internal null-controllability of a heat equation posed on a bounded domain with Dirichlet boundary conditions and perturbed by a semilinear nonlocal term. We prove the small-time local null-controllability of the equation. The proof relies on two main arguments. First, we establish the small-time local null-controllability of a $2 \times 2$ reaction-diffusion system, where the second equation is governed by the parabolic operator $\tau \partial_t - \sigma \Delta$, $\tau, \sigma > 0$. More precisely, this controllability result is obtained uniformly with respect to the parameters $(\tau, \sigma) \in (0, 1) \times (1, +\infty)$. Secondly, we observe that the semilinear nonlocal heat equation is actually the asymptotic derivation of the reaction-diffusion system in the limit $(\tau, \sigma) \to (0, +\infty)$. Finally, we illustrate these results by numerical simulations.
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1 Introduction

1.1 Motivation

Parabolic nonlocal equations have important applications in physics, biology, chemotaxis and ecology, see for instance the recent book [22] where many models are introduced. The controllability of linear and nonlinear parabolic systems have been intensely studied in the past two decades, since the seminal papers of Lebeau and Robbiano [26] and Fursikov and Imanuvilov [18] who prove independently the small-time null-controllability of the linear heat equation in any space dimension thanks to Carleman estimates. A perturbation argument performed in [18, Chapter I, Sect. 4] also leads to the small-time local null-controllability of the semilinear heat equation. Moreover, in 2000, Barbu [2], independently Fernández-Cara and Zuazua [13], prove the small-time global null-controllability of the semilinear heat equation for semilinearities growing slower than $|s| \log^{3/2}(1 + |s|)$. Note that the large time global null-controllability of the semilinear heat equation for semilinearities growing slower than $|s| \log^2(1 + |s|)$ has been recently obtained by the second author in [25]. One can see the survey [1] and the recent thesis [24] of the second author to get an overview of these results. Parabolic nonlocal models are a very challenging issue in the context of control theory. Indeed, even for linear equations, the by now classical Carleman estimates cannot handle in an easy way with the nonlocal terms. Let us mention a non exhaustive list of recent articles on the topic of controllability of nonlocal equations, see [16] for linear heat equation with an analytic nonlocal spatial term, [27] for linear systems, [3] for linear and semilinear nonlocal heat equations, [17] for nonlocal nonlinear diffusion.

1.2 Problem Formulation and Main Results

The goal of this part is to introduce in detail the control problem that we will consider. Let $T > 0$, $N \in \{1, 2, 3\}$, $\Omega$ be a bounded, connected, open subset of $\mathbb{R}^N$ of class $C^2$, $\omega$ be a nonempty (small) open set contained in $\Omega$. We consider the semilinear heat equation with Dirichlet boundary conditions:

$$\begin{cases}
\partial_t y - \Delta y = f\left(y(t, x), \int_\Omega y(t, \xi) \, d\xi\right) + h(t, \cdot)_{\omega} & \text{in } (0, T) \times \Omega, \\
y = 0 & \text{on } (0, T) \times \partial \Omega, \\
y(0, \cdot) = y_0 & \text{in } \Omega,
\end{cases}$$

where $f \in C^1(\mathbb{R}^2; \mathbb{R})$ and the nonlocal term is given by

$$\int_\Omega y(t, \xi) \, d\xi = \frac{1}{|\Omega|} \int_\Omega y(t, \xi) \, d\xi.$$ 

In (1), at time $t \in [0, T]$, $y(t, \cdot) : \Omega \to \mathbb{R}^2$ is the state and $h(t, \cdot) : \Omega \to \mathbb{R}$ is the control input supported in $\omega$. 
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The question we ask in the following is a question of null-controllability at time $T$ for (1), that is to say, given $T > 0$ and an initial datum $y_0$, we wonder if there exists a control $h$ depending on time and space, locally supported in $\omega$, such that the corresponding solution $y$ of (1) vanishes at time $t = T$.

The first main result of this article is a small-time local null-controllability result for (1). For $\mathbb{K} = \mathbb{R}$ or $\mathbb{R}^2$, we denote by $W^{1,\infty}(\mathbb{K})$ the set of functions $g \in W^{1,\infty}(\mathbb{K})$ such that $\lim_{\infty} g = 0$.

**Theorem 1** Let $a, b \in \mathbb{R}$ and $g_1 \in W^{1,\infty}(\mathbb{R}^2)$, $g_2 \in W^{1,\infty}(\mathbb{R})$. We assume that the nonlinearity $f$ writes

$$\forall (u, v) \in \mathbb{R}^2, \ f(u, v) = au + bv + g_1(u, v)u^2 + g_2(u)uv. \quad (2)$$

Then, (1) is small-time locally null-controllable. More precisely, for every $T > 0$, there exists $\delta > 0$, such that for every $y_0 \in H^1_0(\Omega)$ satisfying $\|y_0\|_{H^1_0(\Omega)} \leq \delta$, there exists $h \in L^2((0, T) \times \omega)$ such that the (unique) solution $y$ of (8) verifies

$$y(T, \cdot) = 0. \quad (3)$$

**Remark 1** Let us discuss the (strong) Assumption (2) that we make on the semilinearity.

- First, $f(0, 0) = 0$ ensures that 0 is a stationary state of the free equation (1), i.e. without control $h$. So, if we extend a control $h \in L^2((0, T) \times \omega)$ steering the solution $y$ of (1) to 0 at time $T$ by $h \equiv 0$ in $(T, +\infty) \times \omega$, then the associated solution $y$ stays at 0 for every $t \geq T$.
- Secondly, by using (2), we readily see that $f$ is globally Lipschitz so (1) is globally well-posed in $C([0, T]; L^2(\Omega))$ for an initial datum $y_0 \in L^2(\Omega)$ and a control $h \in L^2((0, T) \times \omega)$, see [21, Proposition 4.3].
- By taking $g_1 = g_2 = 0$ in (2), then $f$ is linear. So, from Theorem 1, we can deduce a small-time (global) null-controllability result for (1) which is a generalization of [30, Theorem 1.1 and Theorem 1.2] to the multidimensional spatial case.
- In Sect. 5.1 below, we discuss the particular form of the nonlinearity, i.e. we explain why $g_2$ is not allowed to depend on the second variable $v$ and why we cannot add another nonlinear term $g_3(u, v)v^2$.

**Remark 2** We can also prove a small-time local null-controllability result with initial datum in $L^2(\Omega)$. Indeed, by setting $h \equiv 0$ in $(0, T/2) \times \omega$, then due to the regularizing effect of (1), we obtain that $y(T/2, \cdot)$ is in $H^1_0(\Omega)$. So, we can apply Theorem 1 in the time interval $(T/2, T)$ to steer the solution $y$ of (1) to 0 in time $T$.

Let us take an example inspired by [32, Sect. 5.1.2] from the theory of adaptive evolution on which Theorem 1 applies. By denoting $y(t, x)$ the density of individuals at time $t$, depending on a physiological parameter $x \in \Omega$, we assume that the total population compete and contribute and increase the death rate, then satisfies (1) with $h = 0$ and $f$ given by

$$f \left( y, \int y \right) = \chi(y)y \left( B - \int y \right), \quad (4)$$
where $\chi \in C_\infty^\infty(\mathbb{R})$ such that $\chi \equiv 0$ in a neighbourhood of 0, $B \in \mathbb{R}$. In (4), the term $B$ is the birth rate, which does not depend on the trait $x$ and $-\int y$ represents the death term, as in the Fisher/KPP equation. Then, in (1), the Laplacian term takes into account mutations. We see that $f$ satisfies (2) with $a = b = 0$, $g_1(u, v) = B \frac{\chi(u)}{u}$, $g_2(u) = -\chi(u)$. So, Theorem 1 ensures the small-time local null-controllability of (1), i.e. in terms of modelling, if the initial density of population is sufficiently small, then by acting on a specific location on the physiological parameter, one can ensure the extinction of the population in small time. On the other hand, an interesting open issue in order to be close to modeling aspects would be to guarantee that the solution $y(t, x)$ stays non-negative, which is not ensured by Theorem 1. It is possible that a minimal time of control appears in this case, as in [29] for instance.

Our second main result, which is a by-product on the proof we follow for proving Theorem 1, is a uniform small-time local null-controllability result for the $2 \times 2$ reaction-diffusion system

$$
\begin{align*}
\partial_t u - \Delta u &= f(u, v) + h_{1\omega} \text{ in } (0, T) \times \Omega, \\
\tau \partial_t v - \sigma \Delta v &= u - v \text{ in } (0, T) \times \Omega, \\
u &= \frac{\partial v}{\partial n} = 0 \text{ on } (0, T) \times \partial \Omega, \\
(u, v)(0, \cdot) &= (u_0, v_0) \text{ in } \Omega,
\end{align*}
$$

where $n$ is the outer unit normal to $\partial \Omega$ and $(\tau, \sigma)$ are parameters in $(0, +\infty)$.

**Theorem 2** We assume that $f$ satisfies (2). Then, (5) is small-time locally null-controllable, uniformly with respect to $(\tau, \sigma) \to (0, +\infty)$. That is to say, for every time $T > 0$, there exists $C, \delta > 0$ such that for any $(\tau, \sigma) \in (0, 1) \times (1, +\infty)$, for every initial data $(u_0, v_0) \in H_0^1(\Omega) \times H^1(\Omega)$ such that $\| (u_0, v_0) \|_{H_0^1(\Omega) \times H^1(\Omega)} \leq \delta$, there exists $h_{\tau, \sigma} \in L^2((0, T) \times \omega)$ verifying

$$
\| h_{\tau, \sigma} \|_{L^2((0, T) \times \omega)} \leq C,
$$

such that the unique solution $(u, v)_{\tau, \sigma}$ of (5) satisfies

$$(u, v)_{\tau, \sigma}(T, \cdot) = 0.$$  

There are two main difficulties in Theorem 2.

- The first one is to obtain the null-controllability of (5) by acting only on the first component of the system. This type of problem is by now classical from the seminal paper [9]. Roughly speaking, in (5), the control $h$ controls the component $u$ in the first equation and the component $u$ acts as an indirect control in the second equation through the coupling term $-u$ to control the second component $v$.

- The second one is less classical because we require here to obtain uniform null-controllability results with respect to $(\tau, \sigma) \to (0, +\infty)$. This is handled by adapting proofs of [5], see also [6] and [7].
1.3 Strategy of the Proof and Bibliographical Comments

In order to treat the local null-controllability of (1), the natural strategy would be to linearize around $(0, 0)$ to obtain

$$\begin{cases}
\partial_t y - \Delta y = ay + b\int_\Omega y(t, \xi) \, d\xi + h1_\omega & \text{in } (0, T) \times \Omega, \\
y = 0 & \text{on } (0, T) \times \partial\Omega, \\
y(0, \cdot) = y_0 & \text{in } \Omega.
\end{cases} \tag{8}$$

Except in the one-dimensional case, see [30, Theorems 1.1, 1.2] where the authors establish the null-controllability of (8) by spectral techniques, we cannot handle with known results in the literature the null-controllability of (8). Indeed, let us write the nonlocal term in (8) as the usual kernel form

$$b \int_\Omega y(t, \xi) \, d\xi = \int_\Omega K(t, x, \xi) y(t, \xi) \, d\xi, \quad K(t, x, \xi) \equiv \frac{b}{|\Omega|}.$$ 

We cannot use [3, Theorem 1.1] because the kernel $K$ is constant, then does not decrease exponentially when $t \to T^-$, [16, Theorem 3] also does not apply because the condition the authors require on the Fourier components of the kernel $K$ is not satisfied. Indeed, for instance by considering the Dirichlet Laplacian on $(0, \pi)$, we easily have for $m, j \geq 1$,

$$k_{m, j} := \frac{b}{\pi} \int_0^\pi \int_0^\pi \sin(mx) \sin(jy) \, dx \, dy = \frac{b \left(1 - (-1)^m\right) \left(1 - (-1)^j\right)}{\pi mj}.$$ 

Then, by denoting $\lambda_k = k^2$ for $k \geq 1$, the sequence of eigenvalues of the Dirichlet Laplacian operator on $(0, \pi)$, we have for some constant $c > 0$,

$$\|K\|_R^2 := \sum_{m \geq 1} \left(\sum_{j \geq 1} \lambda_j^{-1} k_{m, j}^2 \right) \frac{1}{m^2 j^2} \geq c \sum_{m \geq 1} \left(\sum_{j \geq 1} \frac{1}{j^2} \frac{1}{m^2 j^2} \right) \frac{1}{m^2} e^{2Rm} = +\infty.$$ 

As a consequence, in order to prove Theorem 1, we will use a non-straightforward approach. More precisely, we will first prove Theorem 2. Then, roughly speaking, we will use the fact that the solution $(u_{\tau, \sigma}, v_{\tau, \sigma}, h_{\tau, \sigma})$ of (5) converges to $(y, \int_\Omega y, h)$, the solution of (1) as $(\tau, \sigma) \to (0, +\infty)$, see Section 3.1. This asymptotic result was first observed in [21], then extended in [33]. Let us mention that the assumption (2) on $f$, which ensures that $f$ is globally Lipschitz, is crucial to pass to the limit. Note that the recent paper [20] by the first author and Zuazua establishes that $(u_{\tau, \sigma}, v_{\tau, \sigma}, h_{\tau, \sigma})$ of (5) converges to $(u_{\tau}, \xi_\tau, h_{\tau})$ as $\sigma \to (0, +\infty)$ and $\tau > 0$ fixed, where $(u_{\tau}, \xi_\tau)$ is the solution to a shadow system, see Sect. 5.3 for more details.

To prove Theorem 2, our strategy is as follows.

- First, we will linearize (5) around $(0, 0)$. We then obtain the uniform null-controllability of the linearized system by proving a uniform observability
inequality for the adjoint system thanks to Carleman estimates. This strategy is inspired by [5].

– Secondly, we perform the source term method, introduced in [28]. That is to say, we obtain the (uniform) null-controllability of the linearized system to which we have added a source term, exponentially decreasing at $t \to T^-$. 

– Finally, we obtain the null-controllability of the nonlinear system by using a Banach fixed-point argument, similar to those employed in [28].

2 Uniform Local Null-Controllability of the Reaction-Diffusion System

The goal of this section is to prove Theorem 2.

2.1 Uniform Null-Controllability of the Linearized System

We linearize the system (5) around $((u, v), h) = ((0, 0), 0)$, then we obtain

$$
\begin{cases}
\partial_t u - \Delta u = au + bv + h_1 \omega & \text{in } (0, T) \times \Omega,

\tau \partial_t v - \sigma \Delta v = cu + dv & \text{in } (0, T) \times \Omega,

u = \frac{\partial v}{\partial n} = 0, & \text{on } (0, T) \times \partial \Omega,

(u, v)(0, \cdot) = (u_0, v_0) & \text{in } \Omega,
\end{cases}
$$

(9)

where

$$(a, b, c, d) = \left(\frac{\partial f}{\partial u}(0, 0), \frac{\partial f}{\partial v}(0, 0), 1, -1\right).$$

(10)

The goal of this part is to prove the uniform (global) null-controllability result of the linear reaction-diffusion system (9).

**Proposition 1** Let $(a, b, c, d) \in \mathbb{R}^2 \times \mathbb{R}^* \times (-\infty, 0)$. For every $T \in (0, 1)$, $(\tau, \sigma) \in (0, 1) \times (1, +\infty)$, for every initial data $(u_0, v_0) \in L^2(\Omega)^2$, there exists a control $h \in L^2((0, T) \times \omega)$ satisfying

$$
\|h\|_{L^2((0, T) \times \omega)} \leq C_T (\|u_0\|_{L^2(\Omega)} + \sqrt{\tau}\|v_0\|_{L^2(\Omega)}),
$$

(11)

where

$$
C_T = C \exp\left(\frac{C}{T}\right) \text{ with } C = C(\Omega, \omega, a, b, c, d) > 0,
$$

(12)

such that the solution $(u, v)$ of (9) verifies $(u, v)(T, \cdot) = 0$.

**Remark 3** We make some comments on the parameters $(a, b, c, d)$ of Proposition 1.

– The condition $c \neq 0$ is a necessary condition of null-controllability of (9) because if $c = 0$ then the second equation of (9) is decoupled from the other so the component $v$ is not controllable.

– On the other hand, the condition $d < 0$ is necessary to ensure the uniform well-posedness of (9) in $C([0, T]; L^2(\Omega)^2)$ with respect to the parameter $\tau > 0$. Let
us mention that the uniform null-controllability, with respect to the parameter $\sigma$, has already been proved by the first author and Enrique Zuazua in [20] by only assuming that $c \neq 0$.

2.2 Uniform Observability Estimate for the Adjoint System

In order to prove Proposition 1, we will prove a uniform observability estimate for the adjoint system.

**Proposition 2** Let $(a, b, c, d) \in \mathbb{R}^2 \times \mathbb{R}^+ \times (-\infty, 0)$. For every $T > 0$, $(\tau, \sigma) \in (0, 1) \times (1, + \infty)$, there exists a positive constant $C_T$ of the form (12) such that for every $(\phi_T, \psi_T) \in L^2(\Omega)^2$, we have

$$
\|\phi(0, \cdot)\|^2_{L^2(\Omega)} + \tau \|\psi(0, \cdot)\|^2_{L^2(\Omega)} \leq C_T \int_{0 \times (0, T)} |\phi(t, x)|^2 \, dt \, dx. \tag{13}
$$

where $(\phi, \psi)$ is the solution of the adjoint system

$$
\begin{aligned}
-\partial_t \phi - \Delta \phi &= a\phi + c\psi & \quad &\text{in } (0, T) \times \Omega, \\
-\tau \partial_t \psi - \sigma \Delta \psi &= b\phi + d\psi & \quad &\text{in } (0, T) \times \Omega, \\
\phi &= \frac{\partial \psi}{\partial n} = 0, & \quad &\text{on } (0, T) \times \partial \Omega, \\
(\phi, \psi)(T, \cdot) &= (\phi_T, \psi_T) & \quad &\text{in } \Omega.
\end{aligned} \tag{14}
$$

To prove (13), we use Carleman estimates in the spirit of [5], dealing with controllability results for fast diffusion coupled parabolic systems.

2.3 Preliminaries on Carleman Estimates

We begin by recalling below a global Carleman estimate for heat equations with homogeneous Dirichlet or Neumann boundary conditions. For this, we introduce a special function whose existence is guaranteed by the following result (see [18, Lemma 1.1]).

**Lemma 1** Let $B \subset \subset \Omega$ be a nonempty open subset. Then, there exists $\eta^0 \in C^2(\overline{\Omega})$ such that $\eta^0 > 0$ in $\Omega$, $\eta^0 = 0$ on $\partial \Omega$, and $|\nabla \eta^0| > 0$ in $\overline{\Omega} \setminus B$.

Then, for a parameter $\lambda > 0$, we introduce the weight functions

$$
\alpha(x, t) = \frac{e^{2\lambda \|\eta^0(x)\|_\infty} - e^{\lambda \eta^0(x)}}{t(T - t)}, \quad \xi(x, t) = \frac{e^{\lambda \eta^0(x)}}{t(T - t)},
$$

$$
\alpha^*(t) = \max_{x \in \overline{\Omega}} \alpha(x, t), \quad \bar{\alpha}(t) = \min_{x \in \partial \Omega} \alpha(x, t), \quad \hat{\xi}(t) = \max_{x \in \overline{\Omega}} \xi(x, t), \quad \hat{\xi}^*(t) = \min_{x \in \partial \Omega} \xi(x, t). \tag{15}
$$
To abridge the presentation of the estimates below we will use the notation

\[
I(q; \epsilon, \beta) := s^\beta - 1 \int_Q e^{-2s^\alpha \xi^\beta - 1} \left( \epsilon^2 |\partial_t q|^2 + \sum_{i,j=1}^N \left| \frac{\partial^2 q}{\partial x_i \partial x_j} \right|^2 \right) dx \, dt \\
+ s^{\beta + 1} \int_Q e^{-2s^\alpha \xi^{\beta + 1}} |\nabla q|^2 dx \, dr + s^{\beta + 3} \int_Q e^{-2s^\alpha \xi^{\beta + 3}} |q|^2 dx \, dr,
\]

for some positive parameters \( s, \beta \) and \( \epsilon \). Hereinafter, we use the notations \( Q := (0, T) \times \Omega \) and \( \Sigma := (0, T) \times \partial \Omega \).

The Carleman inequality reads as follows (see [5, Lemma 2.1]).

**Lemma 2** There exist two positive constants \( C = C(\Omega, B) \) and \( \lambda_0 = \lambda_0(\Omega, B) \) such that, for every \( \lambda \geq \lambda_0 \), there exists \( s_0 = s_0(\Omega, B, \lambda) \) such that, for any \( s \geq s_0(T + T^2) \), \( q \in L^2(\Omega) \) and \( g \in L^2(Q) \), the weak solution to

\[
\begin{cases}
-\epsilon \partial_t q - \Delta q = g(x, t) & \text{in } Q, \\
\frac{\partial q}{\partial n} = (\text{or } q =) 0 & \text{on } \Sigma, \\
q(T, x) = q_T(x) & \text{in } \Omega,
\end{cases}
\]

satisfies

\[
I(q; \epsilon, \beta) \leq C \left( s^\beta \int_Q e^{-2s^\alpha \xi^\beta} |g|^2 dx \, dt + s^{\beta + 3} \int_{B \times (0, T)} e^{-2s^\alpha \xi^{\beta + 3}} |q|^2 dx \, dr \right),
\]

for all \( \beta \in \mathbb{R} \) and any \( 0 < \epsilon \leq 1 \).

The proof of Lemma 2 can be deduced from the Carleman inequality for the heat equation with homogeneous Neumann boundary (or Dirichlet) conditions given in [14, Theorem 1] or [18] and arguing as in [6, Appendix]. We notice that the weights for both cases, Neumann and Dirichlet boundary conditions, are the same and are fully compatible.

### 2.4 Uniform Global Carleman Estimate for the Adjoint System

Now, we are in position to state the main result of this section, that is a Carleman estimate for the adjoint system (14) given by the following theorem.

**Theorem 3** Let \((a, b, c, d) \in \mathbb{R}^2 \times \mathbb{R}^n \times (-\infty, 0)\). Given any \((\tau, \sigma) \in (0, 1) \times (1, +\infty)\), there exist positive constants \( C = C(\Omega, \omega) \) and \( \lambda_1 = \lambda_1(\Omega, \omega) \) such that, for every \( \lambda \geq \lambda_1 \), there exists \( s_2 = s_2(\Omega, \omega, \lambda, a, b, c, d) \) such that, for any
\( s \geq s_2(T + T^2), (\phi_T, \psi_T) \in [L^2(\Omega)]^2 \), the solution to (14) satisfies

\[
\begin{aligned}
    s^4 & \iint_Q e^{-2s\bar{\xi}} \xi^4 |\phi|^2 \, dx \, dt + s^4 \iint_Q e^{-2s\bar{\xi}} \xi^4 |\psi|^2 \, dx \, dt \\
    \leq C s^{14} \iint_{\omega \times (0, T)} (e^{-2s\bar{\xi}} + e^{-4s\bar{\xi} + 2s\bar{\alpha}^*}) (\hat{\xi})^{14} |\phi|^2 \, dx \, dt.
\end{aligned}
\]  

(18)

For proving Theorem 3, we will extend the adjoint system (14) to a system of four equations. We define

\[-\frac{\tau}{\sigma} \partial_t \phi - \Delta \phi - \frac{d}{\sigma} \phi =: w.\]

If \( \phi_T, \psi_T \) belong to \( C_0^\infty(\Omega) \) and \( (\phi, \psi) \) is the solution to (14) associated to this initial data, then a straightforward computation yields

\[-\partial_t w - \Delta w - aw = \frac{cb}{\sigma} \phi \text{ in } (0, T) \times \Omega \text{ and } w = 0 \text{ on } (0, T) \times \partial \Omega.\]

Thus, we can extend our initial adjoint system to a system of four equations given by

\[
\begin{cases}
    -\partial_t w - \Delta w - aw = \frac{cb}{\sigma} \phi & \text{in } Q, \\
    -\frac{\tau}{\sigma} \partial_t \phi - \Delta \phi - \frac{d}{\sigma} \phi = w & \text{in } Q, \\
    -\partial_t \phi - \Delta \phi = a \phi + c \psi & \text{in } Q, \\
    -\tau \partial_t \psi - \sigma \Delta \psi = b \phi + d \psi & \text{in } Q, \\
    w = \phi = \frac{\partial \psi}{\partial n} = 0 & \text{on } \Sigma, \\
    (w, \phi, \psi)(T, \cdot) = (-\Delta \phi_T - \frac{d}{\sigma} \phi_T, \phi_T, \psi_T) & \text{in } \Omega.
\end{cases}
\]  

(19)

The outline of the proof follows some of the ideas in [5] but since the coupling in our system is through constant coefficients, the computations are greatly simplified. For clarity, we have divided the proof into five parts, which can be summarized as follows.

- First part: we apply the Carleman inequality (17) to the first, third and fourth equations of system (19). This gives global estimates for \( w, \phi \) and \( \psi \) in terms of local terms of \( w, \phi \) and \( \psi \).
- Second part: using the second equation in (19), we estimate locally \( w \) coming from the previous step.
- Third part: in this step, we will estimate the local term of \( \psi \) in terms of local integrals of the variables \( \phi \) and \( \partial_t \phi \) and some lower order terms.
- Fourth part: following [5], we will estimate the local term of \( \partial_t \phi \) by means of sharp weighted estimates. Here, we will obtain a local integral of \( \phi \) and several lower order terms.
- Fifth part: combining the different estimates obtained in the previous steps, we will absorb the lower order terms yielding the desired Carleman inequality (18).
Proof of Theorem 3  Let us consider $\omega_i \subset \Omega$, $i = 0, 1$ such that $\omega_0 \subset \subset \omega_1 \subset \subset \omega$. In what follows, $C$ will denote a generic positive constant only depending on $\Omega$ and $\omega$ that may change from line to line.

Step 1: First Estimates

We apply the estimate (17) to the first equation of (19) with $B = \omega_0$, $g = a w + \frac{c b}{\sigma} \phi$ and $\beta = 2$ to get

$$I(w; 1, 2) \leq C \left( s^2 \int \int_Q e^{-2s \alpha \xi^2} |aw + \frac{c b}{\sigma} \phi|^2 \, dx \, dt + s^4 \int \int_{\omega_0 \times (0, T)} e^{-2s \alpha \xi^5} |w|^2 \, dx \, dt \right). \tag{20}$$

We do the same procedure for the third equation with $B = \omega_0$, $\beta = 1$ and its respective right-hand side, thus

$$I(\phi; 1, 1) \leq C \left( s \int \int_Q e^{-2s \alpha \xi} |a \phi + c \psi|^2 \, dx \, dt + s^4 \int \int_{\omega_0 \times (0, T)} e^{-2s \alpha \xi^4} |\phi|^2 \, dx \, dt \right). \tag{21}$$

Now, we divide over $\sigma$ in the fourth equation of (19) and apply inequality (17) with $g = \sigma^{-1} (b \phi + d \psi)$, $B = \omega_0$ and $\beta = 1$, that is,

$$I(\psi; \frac{s}{\sigma}, 1) \leq C \left( s \int \int_Q e^{-2s \alpha \xi} |\sigma^{-1} (b \phi + d \psi)|^2 \, dx \, dt + s^4 \int \int_{\omega_0 \times (0, T)} e^{-2s \alpha \xi^4} |\phi|^2 \, dx \, dt \right). \tag{22}$$

Adding inequalities (20)–(22) and using that $\sigma^{-1} \leq 1$, we can absorb the lower order terms in the right hand side of the inequalities with the parameter $s$. More precisely, we obtain

$$I(w; 1, 2) + I(\phi; 1, 1) + I(\psi; \frac{s}{\sigma}, 1) \leq C \left( s^5 \int \int_{\omega_0 \times (0, T)} e^{-2s \alpha \xi^5} |w|^2 \, dx \, dt + s^4 \int \int_{\omega_0 \times (0, T)} e^{-2s \alpha \xi^4} |\phi|^2 \, dx \, dt \right), \tag{23}$$

for every

$$s \geq s_1 (T + T^2), \tag{24}$$

where $s_1$ is a positive constant only depending on $\Omega$, $\omega_0$ and the coefficients $a$, $b$, $c$, $d$.

Step 2: Local Estimate for $w$

Here, we estimate the local integral of $w$ in the right-hand side of (23). We will do this by using the second equation of system (19). To this end, consider a function
\( \eta \in C^\infty_0(\omega_1) \) satisfying

\[
0 \leq \eta \leq 1 \quad \text{and} \quad \eta(x) \equiv 1 \quad \text{for all} \quad x \in \omega_0.
\] (25)

Then, we obtain

\[
s^5 \iint_{\omega_0 \times (0, T)} e^{-2salpha \xi^3} |w|^2 \, dx \, dt
\leq s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |w|^2 \eta \, dx \, dt
= s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} \eta \left( -\frac{\tau}{\sigma} \partial_t \phi - \Delta \phi - \frac{d}{\sigma} \phi \right) \eta \, dx \, dt := M_1 + M_2 + M_3.
\] (26)

Let us estimate each term \( M_i, 1 \leq i \leq 3 \). Integrating by parts in time, we see that

\[
M_1 = -2 \frac{\tau}{\sigma} s^6 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} \xi^3 w \phi \eta \, dx \, dt + 5 \frac{\tau}{\sigma} s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} \xi^3 w \eta \, dx \, dt
+ \frac{\tau}{\sigma} s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} \xi^3 \partial_w \phi \eta.
\]

Taking into account that \( |\alpha_t| \leq C T \xi^2 \) and \( \frac{\tau}{\sigma} \leq 1 \), we can apply Cauchy-Schwarz and Young inequalities to deduce

\[
|M_1| \leq \delta \left( s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |w|^2 \, dx \, dt + s \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |\partial_w \phi|^2 \, dx \, dt \right)
+ C_\delta \left( T^2 \frac{\tau}{\sigma} s^7 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} \xi^9 |\phi|^2 \, dx \, dt + T^2 s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |\phi|^2 \, dx \, dt \right)
+ s^9 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |\phi|^2 \, dx \, dt
\]
for any \( \delta > 0 \) small enough. Then, using (24) we can simplify the above expression as

\[
|M_1| \leq \delta \left( s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |w|^2 \, dx \, dt + s \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |\partial_w \phi|^2 \, dx \, dt \right)
+ C_\delta \left( s^9 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} |\phi|^2 \, dx \, dt \right).
\] (27)

On the other hand, integrating by parts in the space variable, we readily get

\[
M_2 = s^5 \iint_{\omega_1 \times (0, T)} e^{-2salpha \xi^3} \nabla w \cdot \nabla \phi \eta \, dx \, dt + s^5 \iint_{\omega_1 \times (0, T)} \nabla (e^{-2salpha \xi^3} \eta) \cdot \nabla w \, dx \, dt
\]
and using that $|\nabla(e^{-2s\alpha \xi^5})| \leq C_s e^{-2s\alpha \xi^6}$ together with the properties of the function $\eta$, it is not difficult to see that

$$ |M_2| \leq \delta \left( s^5 \int_{\omega_1 \times (0,T)} e^{-2s\alpha \xi^5} |w|^2 \, dx \, dt + s^3 \int_{\omega_1 \times (0,T)} e^{-2s\alpha \xi^3} |\nabla w|^2 \, dx \, dt \right) + C \delta \left( s^7 \int_{\omega_1 \times (0,T)} e^{-2s\alpha \xi^7} |\nabla \phi|^2 \, dx \, dt \right) $$

for all $\delta > 0$.

The term $M_3$ can be easily bounded as

$$ |M_3| \leq \delta s^5 \int_{\omega_1 \times (0,T)} e^{-2s\alpha \xi^5} |w|^2 \, dx \, dt + C \delta s^5 \int_{\omega_1 \times (0,T)} e^{-2s\alpha \xi^5} |\phi|^2 \, dx \, dt $$

where we have used that $\sigma^{-1} \leq 1$. Using estimates (27)–(29) in (26) and taking into account definition (16), we get

$$ s^7 \int_{\omega_0 \times (0,T)} e^{-2s\alpha \xi^7} |\nabla \phi|^2 \, dx \, dt \leq \delta \int_{\omega \times (0,T)} e^{-2s\alpha \xi^3} |\Delta \phi|^2 \, dx \, dt + C \delta s^{14} \int_{\omega \times (0,T)} e^{-2s\alpha \xi^{14}} |\phi|^2 \, dx \, dt $$

To estimate the local integral of $\nabla \phi$ in the above inequality, we consider another cut-off function $\tilde{\eta} \in C_0^\infty(\omega)$ satisfying $0 \leq \tilde{\eta} \leq 1$, $\tilde{\eta} \equiv 1$ on $\omega_1$. Integration by parts yields

$$ s^7 \int_{\omega \times (0,T)} e^{-2s\alpha \xi^7} \tilde{\eta} |\nabla \phi|^2 \, dx \, dt = -s^7 \int_{\omega \times (0,T)} e^{-2s\alpha \xi^7} \tilde{\eta} \Delta \phi \, dx \, dt + \frac{1}{2} \int_{\omega \times (0,T)} \Delta(e^{-2s\alpha \xi^7} \tilde{\eta}) |\phi|^2 \, dx \, dt. $$

Since $|\Delta(\tilde{\eta} e^{-2s\alpha \xi^7})| \leq C_s \xi^9 e^{-2s\alpha}$ in $\omega \times (0, T)$, we can apply Cauchy-Schwarz and Young inequalities to obtain

$$ s^7 \int_{\omega_1 \times (0,T)} e^{-2s\alpha \xi^7} |\nabla \phi|^2 \, dx \, dt \leq \delta \int_{\omega \times (0,T)} e^{-2s\alpha} |\Delta \phi|^2 \, dx \, dt + C \delta s^{14} \int_{\omega \times (0,T)} e^{-2s\alpha \xi^{14}} |\phi|^2 \, dx \, dt, $$

\(\square\) Springer
for all $\delta > 0$. Therefore, combining (30) and (31), we have

$$ s^5 \int_{\omega \times (0, T)} e^{-2s \xi^5}|w|^2 \, dx \, dt $$

$$ \leq \delta [I(w; 1, 2) + I(\phi; 1, 1)] + C_\delta s^{14} \int_{\omega \times (0, T)} e^{-2s \xi^{14}}|\phi|^2 \, dx \, dr. $$

(32)

Using (32) in the right-hand side of (23) and taking $\delta$ sufficiently small, we obtain

$$ I(w; 1, 2) + I(\phi; 1, 1) + I(\psi; \frac{\xi}{\sigma}, 1) $$

$$ \leq C \left( s^{14} \int_{\omega \times (0, T)} e^{-2s \xi^{14}}|\phi|^2 \, dx \, dt + s^4 \int_{\omega \times (0, T)} e^{-2s \xi^4}|\psi|^2 \, dx \, dt \right). $$

(33)

for all $s \geq s_1(T + T^2)$.

2.4.1 Step 3: Local Estimate for $\psi$

In this step, we estimate the local integral of $\psi$ in inequality (33) by local terms in the variable $\phi$ and $\phi_t$ and some other lower order terms. The idea of leaving the local term corresponding to $\phi_t$ has been already used in [5] and [20].

By considering the cut-off function $\eta$ given in (25) and the definition of the weight functions (15), we observe using the third equation of system (19) that

$$ s^4 \int_{\omega_1 \times (0, T)} e^{-2s \hat{\xi}^4}|\psi|^2 \eta \, dx \, dt $$

$$ = \frac{1}{c} s^4 \int_{\omega_1 \times (0, T)} e^{-2s \hat{\xi}^4} \psi (-\partial_t \phi - \Delta \phi - a \phi) \eta \, dx \, dt $$

$$ = \colon M_4 + M_5 + M_6. $$

(34)

Observe that at this point is crucial to have $c \neq 0$. Also notice that the weights in the above expression are $x$-independent.

As in the previous step, we will estimate each term in the above equation. For the first one, we readily have

$$ |M_4| \leq \frac{1}{2} s^4 \int_{\omega_1 \times (0, T)} e^{-2s \hat{\xi}^4}|\psi|^2 \eta \, dx \, dt + \frac{1}{2c^2} s^4 \int_{\omega_1 \times (0, T)} e^{-2s \hat{\xi}^4} |\partial_t \phi|^2 \eta \, dx \, dt. $$

(35)

Integrating by parts twice in space yields

$$ M_5 = -\frac{1}{c} s^4 \int_{\omega_1 \times (0, T)} e^{-2s \hat{\xi}^4} \Delta \psi \phi \eta \, dx \, dt $$

$$ = -\frac{2}{c} s^4 \int_{\omega_1 \times (0, T)} e^{-2s \hat{\xi}^4} \nabla \eta \cdot \nabla \psi \phi \, dx \, dt $$

Springer
Using the above equality, we can show using Cauchy-Schwarz and Young inequalities and the properties of the cut-off function that

\[
|M_5| + |M_6| \leq \delta \left( \int_{\Omega_1 \times (0,T)} e^{-2s\alpha_\omega} |\Delta \psi|^2 \, dx \, dt + s^2 \int_{\Omega_1 \times (0,T)} e^{-2s\alpha_\omega} |\nabla \psi|^2 \, dx \, dt 
+ s^4 \int_{\Omega_1 \times (0,T)} e^{-2s\alpha_\omega} |\psi|^2 \, dx \, dt \right) 
+ C \delta \left( s^4 \int_{\Omega_1 \times (0,T)} e^{-2s\alpha_\omega} (\hat{\xi})^4 |\partial_t \phi|^2 \, dx \, dt + s^8 \int_{\Omega_1 \times (0,T)} e^{-4s\alpha_\omega + 2s\alpha_\omega} (\hat{\xi})^8 |\phi|^2 \, dx \, dt \right). 
\]

Here, we have used that \(\hat{\xi} \leq C \xi\) for some \(C > 0\) only depending on \(\Omega\) and \(\omega\). Since

\[
s^4 \int_{\Omega_1 \times (0,T)} e^{-2s\alpha_\omega} \xi^4 |\psi|^2 \, dx \, dt \leq s^4 \int_{\Omega_1 \times (0,T)} e^{-2s\alpha_\omega} (\hat{\xi})^4 |\psi|^2 \, dx \, dt
\]

we can put together (34) and estimates (35)–(36) to deduce

\[
s^4 \int_{\Omega_0 \times (0,T)} e^{-2s\alpha_\omega} \xi^4 |\psi|^2 \, dx \, dt \leq \delta I(\psi; 1, 1) 
+ C \delta \left( s^4 \int_{\Omega_1 \times (0,T)} e^{-2s\alpha_\omega} (\hat{\xi})^4 |\partial_t \phi|^2 \, dx \, dt + s^8 \int_{\Omega_1 \times (0,T)} e^{-4s\alpha_\omega + 2s\alpha_\omega} (\hat{\xi})^8 |\phi|^2 \, dx \, dt \right). 
\]

Using estimate (37) in inequality (33) with \(\delta\) small enough and since \(\omega_1 \subset \omega\), we finally obtain

\[
I(w; 1, 2) + I(\phi; 1, 1) + I(\psi; \frac{\xi}{\omega}, 1) 
\leq C \left( s^4 \int_{\omega \times (0,T)} e^{-2s\alpha_\omega} (\hat{\xi})^4 |\partial_t \phi|^2 \, dx \, dt + s^8 \int_{\omega \times (0,T)} e^{-4s\alpha_\omega + 2s\alpha_\omega} (\hat{\xi})^8 |\phi|^2 \, dx \, dt \right). 
\]

for all \(s \geq s_1(T + T^2)\).

**Step 4: Local Estimate for \(\partial_t \phi\)**

In this step, we deal with the second term appearing on the right-hand side of (38). Integrating by parts in the time variable yields

\[
s^4 \int_{\omega \times (0,T)} e^{-2s\alpha_\omega} (\hat{\xi})^4 |\partial_t \phi|^2 = -s^4 \int_{\omega \times (0,T)} e^{-2s\alpha_\omega} (\hat{\xi})^4 \phi_{tt} \phi \, dx \, dt 
+ \frac{s^4}{2} \int_{\omega \times (0,T)} \left( e^{-2s\alpha_\omega} (\hat{\xi})^4 \right)_{tt} |\phi|^2 \, dx \, dt. 
\]
and since
\[
\begin{align*}
S^4 \int_{\mathcal{O} \times (0, T)} e^{-2s\tilde{a}} (\xi) e^4 \phi_{tt} \phi \, dx \, dt & \leq \frac{S^{6}}{2} \int_{\mathcal{O} \times (0, T)} e^{-2s\alpha^* (\xi^*)} |\partial_{tt} \phi|^2 \, dx \, dt \\
& + \frac{S^{14}}{2} \int_{\mathcal{O} \times (0, T)} e^{4s\tilde{a} + 2s\alpha^* (\xi^*)} (\xi^*)^8 \phi^2 \, dx \, dt.
\end{align*}
\]

it is enough to estimate the integral of \(\phi_{tt}\) in the right-hand side of (40). Observe that we have introduced the smaller weight function \(e^{-2s\alpha^*}\) which only depends on time.

We define
\[
u := e^{-s\alpha^* (\xi^*)} - \frac{6}{2} \partial_{tt} \phi.
\]

Then, using the second equation of system (19), it is not difficult to see that \(\nu\) verifies
\[
\begin{align*}
- \frac{\tau}{\sigma} \partial_t \nu - \Delta \nu = & \frac{d}{\sigma} \nu - \frac{\tau}{\sigma} (e^{-2s\alpha^* (\xi^*)} - 6) \partial_{tt} \phi + e^{-2s\alpha^* (\xi^*)} - 6 \partial_{tt} w \\
& \text{in } Q, \\
\nu &= 0 \quad \text{on } \Sigma, \\
\nu(0, \cdot) &= \nu(T, \cdot) = 0 \quad \text{in } \Omega.
\end{align*}
\]

Multiplying by \(\nu\) and integrating in \(L^2(\Omega)\), we get
\[
\begin{align*}
- \tau \frac{d}{\sigma} \frac{d}{dt} \left( \int_\Omega |\nu|^2 \, dx \right) + \int_\Omega |\nabla \nu|^2 \, dx \\
= & \frac{d}{\sigma} \int_\Omega |\nu|^2 \, dx - \frac{\tau}{\sigma} \int_\Omega (e^{-2s\alpha^* (\xi^*)}) (\partial_{tt} \phi) \nu \, dx \\
& + \int_\Omega e^{-2s\alpha^* (\xi^*)} - 6 (\partial_{tt} w) \nu \, dx.
\end{align*}
\]

Integrating in \([0, T]\) and since the first term in the right-hand side of (43) is negative, we obtain using Cauchy-Schwarz and Young inequalities that
\[
\begin{align*}
\int_\Omega |\nabla \nu|^2 \, dx \, dt & \leq 2 \delta \int_\Omega |\nu|^2 \, dx \, dt + C_\delta \frac{\tau^2}{\sigma^2} \int_\Omega (e^{-2s\alpha^* (\xi^*)} - 6) (\partial_{tt} \phi)^2 \, dx \, dt \\
& + C_\delta \int_\Omega e^{-2s\alpha^* (\xi^*)} - 6 (\partial_{tt} w)^2 \, dx \, dt
\end{align*}
\]

for \(\delta > 0\). As in [5], we can absorb the term corresponding to \(\nu\) by means of Poincaré inequality. Indeed, by taking \(\delta \ll \mu_1\) where \(\mu_1\) is the first eigenvalue of the Dirichlet Laplacian operator, we recover by recalling the change of variables (41) that
\[
\begin{align*}
S^{-6} \int_\Omega e^{-2s\alpha^* (\xi^*)} - 6 (\partial_{tt} \phi)^2 \, dx \, dt & \leq C \frac{\tau^2}{\sigma^2} S^{-6} \int_\Omega (e^{-2s\alpha^* (\xi^*)} - 6) (\partial_{tt} \phi)^2 \, dx \, dt \\
& + C S^{-6} \int_\Omega e^{-2s\alpha^* (\xi^*)} - 6 (\partial_{tt} w)^2 \, dx \, dt
\end{align*}
\]
for some constant \( C > 0 \) uniform with respect to \( \tau \) and \( \sigma \).

**Remark 4** If both components have Neumann boundary conditions, the previous argument works only if \( -\int_{\Omega} u = 0 \), i.e. \( \int_{\Omega} \phi = 0 \) because in this case the Poincaré inequality holds. If not, it seems that we have to use the first term in the right-hand side of (43). Indeed, after integration in time, we recover

\[
\iint_{Q} |\nabla u|^2 \, dx \, dt - \frac{d}{\sigma} \iint_{Q} |u|^2 \, dx \, dt \geq 0
\]

\[
= -\tau \sigma \int_{Q} (e^{-sa^*(\xi^*) - 6/2})_t (\partial_{tt} \phi) u \, dx \, dt
\]

\[
+ \iint_{Q} e^{-sa^*(\xi^*) - 6/2} (\partial_{tt} w) u \, dx \, dt.
\]

(45)

Observe that the quadratic term of \( u \) is positive since \( d < 0 \), but it is divided over \( \sigma \). Then by Cauchy-Schwarz and Young inequalities,

\[
\begin{align*}
\iint_{Q} |\nabla u|^2 \, dx \, dt - \frac{d}{\sigma} \iint_{Q} |u|^2 \, dx \, dt \\
\leq \frac{\delta}{\sigma} \iint_{Q} |u|^2 \, dx \, dt + \frac{\tau^2}{\sigma} \int_{Q} |(e^{-sa^*(\xi^*) - 6/2})_t \partial_{tt} \phi|^2 \, dx \, dt \\
+ \frac{\delta}{\sigma} \iint_{Q} |u|^2 \, dx \, dt + \sigma \int_{Q} e^{-2sa^*(\xi^*) - 6} |\partial_{tt} w|^2 \, dx \, dt.
\end{align*}
\]

(46)

We highlight the fact that we have to introduce the parameter \( \sigma \) while performing Young’s inequality in the second term of (45) to make both sides comparable. By taking \( \delta \) small enough, we can absorb the right hand side terms of (46) containing a factor \( \delta \), then obtain

\[
\iint_{Q} |u|^2 \, dx \, dt \leq C \tau^2 \iint_{Q} |(e^{-sa^*(\xi^*) - 6/2})_t \partial_{tt} \phi|^2 \, dx \, dt
\]

\[
+ C \sigma^2 \iint_{Q} e^{-2sa^*(\xi^*) - 6} |\partial_{tt} w|^2 \, dx \, dt
\]

(47)

for some constant \( C > 0 \) independent of \( \sigma \) and \( \tau \). If we compare (44) and (47), we will see using the definition of \( u \) that they are almost the same, but the second term containing \( \partial_{tt} w \) now has a factor \( \sigma^2 >> 1 \). We do not manage to overcome this new difficulty. This ends Remark 4.

Now, let us estimate in the right-hand side of (44). To this end, we will use the second and third equations of system (19). Differentiating with respect to time in both equations we get

\[
-\frac{\tau}{\sigma} \partial_{tt} \phi - \Delta \phi_t - \frac{d}{\sigma} \phi_t = w_t,
\]

(48)
\[ -\partial_t \phi - \Delta \phi_t = a\phi_t + c\psi_t. \]  

(49)

Multiplying (48) and (49) by \( \tau / \sigma \) then subtracting, we can obtain

\[ \frac{\tau}{\sigma} \partial_t \phi = \frac{\tau^2}{\sigma^2} \partial_t \phi + \frac{d}{\sigma} \tau \phi_t + \frac{\tau}{\sigma} w_t - \frac{\tau}{\sigma} a\phi_t - c \frac{\tau}{\sigma} \psi_t. \]

Then, multiplying both sides of the previous equation by \( \frac{\tau}{\sigma} \partial_t \phi \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \right|^2 \) and integrating in \( Q \), we get

\[ \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \right|^2 \, dx \, dt \]

\[ = \frac{\tau^3}{\sigma^3} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \right|^2 \, dx \, dt \]

\[ + d \frac{\tau^2}{\sigma^3} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \phi_t \right|^2 \, dx \, dt \]

\[ + \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \right|^2 \, dx \, dt \]

\[ - a \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \phi_t \right|^2 \, dx \, dt \]

\[ - c \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \right|^2 \, dx \, dt. \]

From Cauchy-Schwarz and Young inequalities, we readily deduce that for any \( \delta > 0 \)

\[ \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \right|^2 \, dx \, dt \]

\[ \leq 4\delta \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \right|^2 \, dx \, dt \]

\[ + \frac{\tau^3}{\sigma^3} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \partial_t \phi \right|^2 \, dx \, dt \]

\[ + C\delta \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \right|^2 \left| \phi_t \right|^2 \, dx \, dt \]

\[ + C\delta \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \right|^2 \left| w_t \right|^2 \, dx \, dt \]

\[ + C\delta \frac{\tau^2}{\sigma^2} \int\int_Q \left| (e^{-s\alpha^*}(\xi^*)^{-6/2})_t \right|^2 \left| \psi_t \right|^2 \, dx \, dt, \]  

(50)

where we have used that \( \sigma > 1 \) to adjust the power of \( \sigma \) in the term containing \( \phi_t \).
Using that \(|e^{-sa}(\xi^*)^{-6/2})| \leq Cs^2(\xi^*)^{-1}e^{-sa}^2\), we can take \(\delta > 0\) small enough to obtain

\[
\frac{\tau^2}{\sigma^2}s^{-6} \int_\mathbb{Q} |(e^{-sa}(\xi^*)^{-6/2}),_t \phi_t|^2 \, dx \, dt
\leq C \frac{\tau^2}{\sigma^2}s^{-2} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-2}|\phi_t|^2 \, dx \, dt + C \frac{\tau^2}{\sigma^2}s^{-2} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-2}|w_t|^2 \, dx \, dt
\]

\[
+ C \frac{\tau^2}{\sigma^2}s^{-2} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-2}|\psi_t|^2 \, dx \, dt.
\]  

(51)

Here, notice that we have also absorbed the second term in the right-hand side of \((50)\) since \(\tau < 1\) and \(\sigma > 1\).

Now, let us estimate the term containing \(\partial_{tt}w\) in \((44)\). From the first equation of \((19)\), we have

\[
-\partial_{tt}w - \Delta w_t - aw_t = \frac{cb}{\sigma} \phi_t.
\]

(52)

Multiplying both sides of the above equation by \(e^{-2sa}(\xi^*)^{-6}\partial_{tt}w\) and using Cauchy-Schwarz and Young inequalities, we readily see that

\[
s^{-6} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-6}|\partial_{tt}w|^2 \, dx \, dt
\leq Cs^{-6} \left( -\int_\mathbb{Q} e^{-2sa}(\xi^*)^{-6}\Delta w_t \, dx \, dt + \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-6}|w_t|^2 \, dx \, dt
\]

\[
+ \frac{1}{\sigma^2} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-6}|\phi_t|^2 \, dx \, dt \right).
\]

(53)

Integrating by parts in space and then in time, we see that

\[
-s^{-6} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-6}\Delta w_t \, dx \, dt = -\frac{1}{2}s^{-6} \int_\mathbb{Q} (e^{-2sa}(\xi^*)^{-6})_t |\nabla w_t|^2 \, dx \, dt
\]

\[
\leq Cs^{-4} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-4}|\nabla w_t|^2 \, dx \, dt
\]

(54)

since \(|e^{-2sa}(\xi^*)^{-6})_t| \leq Cs^2e^{-2sa}\xi^4\). Using once again equation \((52)\), we multiply both sides by \(e^{-2sa}(\xi^*)^{-4}\partial_t w\) and integrate by parts in time and space, hence

\[
\int_\mathbb{Q} e^{-2sa}(\xi^*)^{-4}|\nabla w_t|^2 \, dx \, dt = -\frac{1}{2} \int_\mathbb{Q} (e^{-2sa}(\xi^*)^{-4})_t |w_t|^2 \, dx \, dt
\]

\[
+ a \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-4}|w_t|^2 \, dx \, dt
\]

\[
+ \frac{cb}{\sigma} \int_\mathbb{Q} e^{-2sa}(\xi^*)^{-4}\phi_t w_t.
\]

(55)
Proceeding as before, it is not difficult to see that

\[
s^4 \int_Q e^{-2sa^*}(\xi^*)^{-4} |\nabla w_t|^2 \, dx \, dt
\]

\[
\leq C \left( s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |w_t|^2 \, dx \, dt + \frac{1}{\sigma^2} s^{-4} \int_Q e^{-2sa^*}(\xi^*)^{-4} |\phi_t|^2 \, dx \, dt \right).
\]

(56)

Here, we have used that \(|(e^{-2sa^*}(\xi^*)^{-4})_t| \leq Cs^2 e^{-2sa^*}(\xi^*)^{-2}\) and

\[
s^{-1}(\xi^*)^{-1} \leq C
\]

for some positive constant \(C\) only depending on \(\Omega\) and \(\omega\) to gather all the terms containing \(w_t\).

**Step 5: Conclusion**

We have now all the estimates for finishing our proof. Indeed, combining estimates (39), (40), (44), (51), (53), (54), (55) and (56), we get

\[
s^4 \int_{\omega \times (0,T)} e^{-2s\hat{\alpha}}(\hat{\xi})^4 |\partial_t \phi|^2 \, dx \, dt
\]

\[
\leq C \left( \frac{s^{14}}{2} \int_{\omega \times (0,T)} e^{-4s\hat{\alpha} + 2sa^*}(\hat{\xi})^{14} |\phi|^2 \, dx \, dt
\]

\[
+ \frac{s^4}{2} \int_{\omega \times (0,T)} (e^{-2s\hat{\alpha}}(\hat{\xi})^4)_{tt} |\phi|^2 \, dx \, dt
\]

\[
+ C \left( s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |w_t|^2 \, dx \, dt + \frac{1}{\sigma^2} s^{-4} \int_Q e^{-2sa^*}(\xi^*)^{-4} |\phi_t|^2 \, dx \, dt
\]

\[
+ \frac{\tau^2}{\sigma^2} s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |\phi|^2 \, dx \, dt + \frac{\tau^2}{\sigma^2} s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |\phi_t|^2 \, dx \, dt
\]

\[
+ \frac{\tau^2}{\sigma^2} s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |\psi_t|^2 \, dx \, dt \right).
\]

Observe that we have estimated the local integral of \(\partial_t \phi\) in terms of two local local terms of \(\phi\) and several (global) lower order terms. Using (57) and since \(\tau < 1\) and \(\sigma > 1\), we can further estimate

\[
s^4 \int_{\omega \times (0,T)} e^{-2s\hat{\alpha}}(\hat{\xi})^4 |\partial_t \phi|^2 \, dx \, dt
\]

\[
\leq C \left( \frac{s^{14}}{2} \int_{\omega \times (0,T)} e^{-4s\hat{\alpha} + 2sa^*}(\hat{\xi})^{14} |\phi|^2 \, dx \, dt + s^4 \int_{\omega \times (0,T)} (e^{-2s\hat{\alpha}}(\hat{\xi})^4)_{tt} |\phi|^2 \, dx \, dt
\]

\[
+ C \left( s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |w_t|^2 \, dx \, dt + s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |\phi_t|^2 \, dx \, dt
\]

\[
+ s^{-2} \int_Q e^{-2sa^*}(\xi^*)^{-2} |\psi_t|^2 \, dx \, dt \right).
\]
\[
+ \frac{\tau^2}{\sigma^2} s^{-2} \int_Q e^{-2s\alpha^* (\xi^*)^{-2}} |\psi_t|^2 \, dx \, dt.
\]

Observe that here we have kept the factor \( \tau^2 / \sigma^2 \) in the last term of the above inequality since the corresponding term in the left-hand side also have this, see (22).

Using once again (57) together with the fact that \( \xi(x, t) \leq C\xi^*(t) \) for some \( C > 0 \) only depending on \( \Omega \) and \( \omega \), we can obtain the simplified expression

\[
\begin{align*}
&\leq C \left( s^{14} \int_{\omega \times (0,T)} e^{-4s\hat{\alpha} + 2s\alpha^* (\hat{\xi})^{14}} |\phi|^2 \, dx \, dt \\
&\quad + s^4 \int_{\omega \times (0,T)} (e^{-2s\hat{\alpha} (\hat{\xi})^4})_{tt} |\phi|^2 \, dx \, dt \\
&\quad + C \left( T^2 \int_{Q} e^{-2s\alpha}\xi |w_t|^2 \, dx \, dt + s^{-1} T^2 \int_{Q} e^{-2s\alpha} |\phi_t|^2 \, dx \, dt \\
&\quad + \frac{\tau^2}{\sigma^2} s^{-1} T^2 \int_{Q} e^{-2s\alpha} |\psi_t|^2 \, dx \, dt \right)
\end{align*}
\]

where we have also used that \( \hat{\xi}^{-1} \leq C T^2 \) and \( e^{-2s\alpha^*} \leq e^{-2s\alpha} \). Since

\[
|\left( e^{-2s\hat{\alpha} (\hat{\xi})^4} \right)_{tt}| \leq Cs^4 e^{-2s\hat{\alpha} (\hat{\xi})^8},
\]

we obtain

\[
\begin{align*}
&\leq C \left( s^{14} \int_{\omega \times (0,T)} (e^{-4s\hat{\alpha} + 2s\alpha^* (\hat{\xi})^{14}} |\phi|^2 \, dx \, dt \\
&\quad + s^4 \int_{\omega \times (0,T)} (e^{-2s\hat{\alpha} (\hat{\xi})^4})_{tt} |\phi|^2 \, dx \, dt \\
&\quad + C \left( T^2 \int_{Q} e^{-2s\alpha}\xi |w_t|^2 \, dx \, dt + s^{-1} T^2 \int_{Q} e^{-2s\alpha} |\phi_t|^2 \, dx \, dt \\
&\quad + \frac{\tau^2}{\sigma^2} s^{-1} T^2 \int_{Q} e^{-2s\alpha} |\psi_t|^2 \, dx \, dt \right)
\end{align*}
\]

With (58), we can estimate the right-hand side of (38) and choosing the parameter \( s \geq CT^2 \), we can absorb the lower order terms to deduce

\[
I(w; 1, 2) + I(\phi; 1, 1) + I(\psi; \hat{\xi}, 1)
\leq C \left( s^{14} \int_{\omega \times (0,T)} (e^{-4s\hat{\alpha} + 2s\alpha^* (\hat{\xi})^{14}} |\phi|^2 \, dx \, dt \right)
\]

\( \odot \) Springer
for every $s \geq s_2(T + T^2)$ where $s_2 > 0$ only depends on $\Omega$, $\omega$ and the coefficients $a, b, c, d$. The conclusion of the proof follows immediately by using the density of $C_0^\infty(\Omega)$ in $L^2(\Omega)$.

\[ \square \]

### 2.5 Proof of the Uniform Observability Inequality for the Adjoint System

Once we have obtained the uniform Carleman estimate (18), the observability inequality (13) follows immediately.

**Proof** The proof is standard and it is a consequence of (18) and a dissipation estimate. In what follows, $C$ stands for a generic positive constant depending on the data of the problem, but uniform with respect to $\tau$ and $\sigma$.

Multiplying system (14) by $(\phi, \psi)$ and integrating by parts, we obtain

\[ -\frac{1}{2} \frac{d}{dt} \int_\Omega |\phi|^2 \, dx + \int_\Omega |\nabla \phi|^2 \, dx = a \int_\Omega |\phi|^2 \, dx + c \int_\Omega \phi \psi \, dx, \quad (60) \]

\[ -\tau \frac{1}{2} \frac{d}{dt} \int_\Omega |\psi|^2 \, dx + \sigma \int_\Omega |\nabla \psi|^2 \, dx - d \int_\Omega |\psi|^2 \, dx = b \int_\Omega \phi \psi \, dx. \quad (61) \]

Observe that since $d < 0$, the last term in the left-hand side of (61) is positive. Therefore, from Cauchy-Schwarz and Young inequalities we get from this equation that

\[ -\tau \frac{1}{2} \frac{d}{dt} \int_\Omega |\psi|^2 \, dx + \sigma \int_\Omega |\nabla \psi|^2 \, dx + \frac{1}{2} \int_\Omega |\psi|^2 \, dx \leq C \int_\Omega |\phi|^2 \, dx, \quad (62) \]

for some $C > 0$ only depending on $d$ and $b$. Integrating the above expression in $(t_1, t_2) \subseteq [0, T]$, we get

\[ \tau \|\psi(t_1, \cdot)\|_{L^2(\Omega)}^2 + \int_{t_1}^{t_2} \int_\Omega |\psi|^2 \, dx \, dt \leq C \left( \int \int_\Omega \int_{t_1}^{t_2} |\phi|^2 \, dx \, dt + \tau \|\psi(t_2, \cdot)\|_{L^2(\Omega)}^2 \right). \quad (63) \]

where we have dropped the positive term containing the gradient of $\psi$.

Repeating the analysis for (60) and using estimate (63) together with Gronwall inequality yields

\[ \|\phi(t_1, \cdot)\|_{L^2(\Omega)}^2 + \tau \|\psi(t_1, \cdot)\|_{L^2(\Omega)}^2 \leq C \left( \|\phi(t_2, \cdot)\|_{L^2(\Omega)}^2 + \tau \|\psi(t_2, \cdot)\|_{L^2(\Omega)}^2 \right) \]

for some $C > 0$ uniform with respect to $\tau$ and $\sigma$. From the above inequality, we obtain

\[ \|\phi(0, \cdot)\|_{L^2(\Omega)}^2 + \tau \|\psi(0, \cdot)\|_{L^2(\Omega)}^2 \leq \frac{2C}{T} \left( \int_{t_1}^{t_2} \int_\Omega \left( |\phi|^2 + |\psi|^2 \right) \, dx \, dt \right), \quad (64) \]
where we have used that $\tau < 1$. Recalling our Carleman estimate, we readily have
\[
\begin{align*}
&\int_{\Omega \times (T/4, 3T/4)} e^{-2s\alpha\xi^4} |\phi|^2 \, dx \, dt + \int_{\Omega \times (T/4, 3T/4)} e^{-2s\alpha\xi^4} |\psi|^2 \, dx \, dt \\
&\leq C s^{14} \int_{\omega \times (0, T)} \left( e^{-2s\widehat{\alpha}} + e^{-4s\widehat{\alpha} + 2s\alpha^*} \right) (\widehat{\xi})^{14} |\phi|^2 \, dx \, dt.
\end{align*}
\]

From here, it is standard to see that the Carleman weights in the left-hand side are bounded from below in the domain $\Omega \times (T/4, 3T/4)$ (cf. [19, Proposition 3.1]). Indeed,
\[
s^4 e^{-2s\alpha\xi^4} \geq \frac{216}{3^4} s^4 T^{-8} \exp \left( -\frac{2^5 M_0 s}{3T^2} \right), \quad \forall (t, x) \in (T/4, 3T/4) \times \overline{\Omega},
\]
where we have denoted $M_0 := e^{2\lambda\|\eta^0\|_{\infty}} - 1$ (see (15) for recalling the definition of the weight $\alpha$).

For estimating the right-hand side, we recall that
\[
e^{s\alpha^*} \leq C e^{s(1+\epsilon)\widehat{\alpha}}
\]
for some $C > 0$ only depending on $\epsilon$ and valid for every $\lambda > \lambda_0$ large enough, see the proof of [31, Lemma 6.1].

Therefore, using (67) first with $\epsilon = 1$ and then with $\epsilon = 1/3$, we deduce
\[
e^{-2s\widehat{\alpha}} + e^{-4s\widehat{\alpha} + 2s\alpha^*} \leq C e^{-s\alpha^*} \leq C e^{-s\alpha}.
\]

We also can prove that $s^{14} e^{-s\alpha (\widehat{\xi})^{14}} \leq C$ for all $(t, x) \in (0, T) \times \overline{\Omega}$ by choosing $s$ sufficiently large. More precisely,
\[
s^{14} e^{-s\alpha (\widehat{\xi})^{14}} \leq C s^{14} 28 T^{-28} e^{-\frac{4m_0 s}{T^2}} \leq C \left( \frac{14}{em_0} \right)^{14}, \quad \forall (t, x) \in (0, T) \times \overline{\Omega},
\]
if we choose $s \geq \left( \frac{14}{4m_0} \right) T^2$ and where we have defined $m_0 := e^{2\lambda\|\eta^0\|_{\infty}} - e^{\lambda\|\eta^0\|_{\infty}}$.

Therefore, combining (65)–(68), we get
\[
\int_{\Omega \times (T/4, 3T/4)} |\phi|^2 \, dx \, dt + \int_{\Omega \times (T/4, 3T/4)} |\psi|^2 \, dx \, dt \leq C e^{Cs} \int_{\omega \times (0, T)} |\phi|^2 \, dx \, dt,
\]
for every $s \geq s_3 (T + T^2)$ where $s_3$ is a constant only depending on $\Omega$, $\omega$ and $a, b, c, d$. By setting $s = s_3 (T + T^2)$ in the above estimate and combining it with (64) we obtain the desired result. This ends the proof. □
2.6 Proof of the Uniform Null-Controllability Result for the Linearized System

In this section, we prove the uniform controllability of the linear system (9), i.e. we prove Proposition 1. This will be done by employing the observability inequality (13) and solving a suitable minimization problem.

Proof The arguments presented here are by now classical and therefore we sketch them briefly. Let us consider, for any \( \epsilon > 0 \), the following functional

\[
J_\epsilon(\phi_T, \psi_T) = \frac{1}{2} \int_0^T \int_\Omega |\phi|^2 \, dx \, dt + \int_0^T \int_\Omega \phi(0, x) u_0(x) \, dx + \tau \int_0^T \int_\Omega \psi(0, x) v_0(x) \, dx + \epsilon \left( \| \phi_T \|_{L^2(\Omega)} + \sqrt{\tau} \| \psi_T \|_{L^2(\Omega)} \right),
\]

where \((\phi, \psi)\) is the solution to (14) associated to the initial datum \((\phi_T, \psi_T) \in [L^2(\Omega)]^2\). It is easy to prove that \(J_\epsilon\) is continuous and strictly convex. Moreover, using our observability inequality (13), we get

\[
J_\epsilon(\phi_T, \psi_T) \geq \frac{1}{4} \int_0^T \int_\Omega |\phi|^2 \, dx \, dt - C_T \left( \| u_0 \|_{L^2(\Omega)}^2 + \tau \| v_0 \|_{L^2(\Omega)}^2 \right) + \epsilon \left( \| \phi_T \|_{L^2(\Omega)} + \sqrt{\tau} \| \psi_T \|_{L^2(\Omega)} \right),
\]

where \(C_T\) is the constant appearing in (13). Consequently, \(J_\epsilon\) is coercive in \([L^2(\Omega)]^2\) and the existence and uniqueness of a minimizer \((\phi_\epsilon, \psi_\epsilon)\), for each \(\epsilon > 0\), is guaranteed.

Let \((\phi_\epsilon, \psi_\epsilon)\) be the unique minimizer of (69). We assume that both \(\phi_\epsilon, \psi_\epsilon \neq 0\), otherwise we can proceed as in [12, Proof of Theorem 1.1]. We have

\[
(J'_\epsilon(\phi_\epsilon, \psi_\epsilon), (\phi_T, \psi_T)) = 0, \quad \forall (\phi_T, \psi_T) \in [L^2(\Omega)]^2.
\]

We show that (70) is in fact

\[
\int_0^T \int_\Omega \phi^\epsilon \phi \, dx \, dt + \epsilon \left[ \left( \frac{\phi_\epsilon}{\| \phi_\epsilon \|_{L^2(\Omega)}}, \phi_T \right)_{L^2(\Omega)} + \sqrt{\tau} \left( \frac{\psi_\epsilon}{\| \psi_\epsilon \|_{L^2(\Omega)}}, \psi_T \right)_{L^2(\Omega)} \right] + \int_\Omega \phi(0, x) u_0(x) \, dx + \tau \int_\Omega \psi(0, x) v_0(x) \, dx = 0, \quad \forall (\phi_T, \psi_T) \in [L^2(\Omega)]^2,
\]

where \((\phi^\epsilon, \psi^\epsilon)\) stands for the solution to (14) with initial datum \((\phi^\epsilon, \psi^\epsilon)\).

Taking as a control \(h = h^\epsilon = \phi^\epsilon 1_{\omega \times (0,T)}\) in (9) and denoting the corresponding solution by \((u^\epsilon, v^\epsilon)\), it can be shown by duality between systems (9) and (14) and a comparison with (71) that

\[
\begin{align*}
(u^\epsilon(T, \cdot) - \epsilon \frac{\phi_\epsilon}{\| \phi_\epsilon \|_{L^2(\Omega)}}, \phi_T)_{L^2(\Omega)} + \sqrt{\tau} \left( v^\epsilon(T, \cdot) - \epsilon \frac{\psi_\epsilon}{\| \psi_\epsilon \|_{L^2(\Omega)}}, \psi_T \right)_{L^2(\Omega)} &= 0, \quad \forall (\phi_T, \psi_T) \in [L^2(\Omega)]^2,
\end{align*}
\]
whence
\[ \|u^\epsilon(T, \cdot)\|_{L^2(\Omega)} + \sqrt{\tau}\|v^\epsilon(T, \cdot)\|_{L^2(\Omega)} \leq \epsilon. \]  
(72)

Moreover, from the observability inequality and (71) evaluated at the optimum \((\phi_T^\epsilon, \psi_T^\epsilon)\), we deduce
\[ \|h^\epsilon\|_{L^2(\omega \times (0,T))} \leq \sqrt{C_T} \left( \|u_0\|_{L^2(\Omega)}^2 + \tau\|v_0\|_{L^2(\Omega)}^2 \right)^{1/2} \]  
(73)
where \(C_T\) is the uniform constant coming from (13).

In view of the inequalities (72) and (73), by taking limits as \(\epsilon \to 0\) up to a subsequence, we deduce the existence of \(h\) satisfying (73) steering the solution \((u, v)\) of (9) to 0 at time \(T\). This concludes the proof of Proposition 1. \(\square\)

2.7 Source Term Method

In this section, we assume that \((a, b, c, d) \in \mathbb{R}^2 \times \mathbb{R}^* \times (-\infty, 0)\).

We adapt the source term method of [28] to our case. More precisely, from Proposition 1, we have an estimate for the control cost in \(L^2\) of the system (9). Then we fix \(M > 0\) such that \(C_T \leq Me^{MJ/T}\) where \(C_T\) is defined in (12). Let \(q \in (1, \sqrt{2})\) and \(p > q^2/(2 - q^2)\). We define the weights
\[ \rho_0(t) := M^{-p} \exp\left( -\frac{Mp}{(q-1)(T-t)} \right), \]  
(74)
\[ \rho_S(t) := M^{-1-p} \exp\left( -\frac{(1+p)q^2M}{(q-1)(T-t)} \right). \]  
(75)

For \(S \in L^2(0, T; L^2(\Omega)), h \in L^2(0, T; L^2(\Omega)), (u_0, v_0) \in L^2(\Omega)^2\), we introduce the following system:
\[
\begin{align*}
\partial_t u - \Delta u &= au + bv + S + h_1\omega \quad \text{in } (0, T) \times \Omega, \\
\tau \partial_t v - \sigma \Delta v &= cu + dv \quad \text{in } (0, T) \times \Omega, \\
u &= \frac{\partial v}{\partial n} = 0 \quad \text{on } (0, T) \times \partial \Omega, \\
(u, v)(0, \cdot) &= (u_0, v_0) \quad \text{in } \Omega.
\end{align*}
\]  
(76)

Then, we define associated spaces for the source term, the state and the control
\[
S := \left\{ S \in L^2(0, T; L^2(\Omega)) ; \frac{S}{\rho_S} \in L^2(0, T; L^2(\Omega)) \right\}, \quad (77)
\]
\[
\mathcal{Z} := \left\{ (u, v) \in L^2(0, T; L^2(\Omega)^2) ; \frac{(u, v)}{\rho_0} \in L^2(0, T; L^2(\Omega)^2) \right\}, \quad (78)
\]
\[
\mathcal{H} := \left\{ h \in L^2(0, T; L^2(\Omega)) ; \frac{h}{\rho_0} \in L^2(0, T; L^2(\Omega)) \right\}. \quad (79)
\]
From the behaviours near \( t = T \) of \( \rho_S \) and \( \rho_0 \), we deduce that each element of \( S, Z, H \) vanishes at \( t = T \). From an easy adaptation of [28, Proposition 2.3], we deduce the null-controllability for (76).

**Proposition 3** For every \( S \in S \) and \( (u_0, v_0) \in L^2(\Omega)^2 \), there exists \( h \in H \), such that the solution \( (u, v) \) of (76) satisfies \( (u, v) \in Z \). Furthermore, \( (u, v, h) \) satisfies the following estimate

\[
\|u/\rho_0\|_{C([0,T];L^2(\Omega))} + \sqrt{T} \|v/\rho_0\|_{C([0,T];L^2(\Omega))} + \|h\|_H \\
\leq C_T \left(\|u_0\|_{L^2(\Omega)} + \sqrt{T} \|v_0\|_{L^2(\Omega)} + \|S\|_S\right),
\]

where \( C_T \) is of the form (12). In particular, since \( \rho_0 \) is a continuous function satisfying \( \rho_0(T) = 0 \), the above relation (80) yields \( (u, v)(T, \cdot) = 0 \).

For the sake of completeness, the proof of Proposition 3 is given in Section B.

The next proposition gives more information on the regularity of the controlled trajectory obtained in Proposition 3. We define \( \rho \) such that \( \rho(T) = 0 \), satisfying the inequalities

\[
\rho_0 \leq C \rho, \quad \rho_S \leq C \rho, \quad |\rho'|\rho_0 \leq C \rho^2, \quad \rho^2 \leq C \rho_S.
\]

For instance, one can take

\[
\rho(t) = \exp\left(-\frac{M\beta}{(q-1)(T-t)}\right), \quad \text{with } \frac{(1+p)q^2}{2} < \beta < p.
\]

**Proposition 4** For every \( S \in S \) and \( (u_0, v_0) \in H^1_0(\Omega) \times H^1(\Omega) \), there exists an unique control \( h \) of minimal norm in \( H \), such that the solution \( (u, v) \) of (76) satisfies

\[
\frac{(u, v)}{\rho} \in H^1(0, T; L^2(\Omega)^2) \cap L^2(0, T; H^2(\Omega)^2) \cap C([0, T]; H^1_0(\Omega) \times H^1(\Omega)).
\]

Moreover, the following estimate holds

\[
\|u/\rho\|_{H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^2(\Omega)) \cap C([0,T]; H^1_0(\Omega))} + \sqrt{T} \|v/\rho\|_{H^1(0, T; L^2(\Omega)) \cap C([0,T]; H^1_0(\Omega))} + \|v/\rho\|_{L^2(0, T; H^2(\Omega))} + \|h\|_H \\
\leq C_T \left(\|u_0\|_{H^1_0(\Omega)} + \sqrt{T} \|v_0\|_{H^1_0(\Omega)} + \|S\|_S\right),
\]

where \( C_T \) is of the form (12).

The proof of Proposition 4 is a straightforward adaptation of [28, Propositions 2.8, 2.9] and maximal regularity estimates given by Proposition 8.

### 2.8 Fixed-Point Argument

In this last part, we will give the proof of Theorem 2.
Proof of Theorem 2. In the following proof, \( C = C_T \) will denote positive constants of the form (12) varying from line to line.

Let \((u_0, v_0) \in H^1_0(\Omega) \times H^1(\Omega)\) such that

\[
\|(u_0, v_0)\|_{H^1_0(\Omega) \times H^1(\Omega)} \leq r,
\]

(83)

which \( r > 0 \) small enough that will be determined later, independent of \((\tau, \sigma)\). According to the previous subsection, for every \( S \in \mathcal{S} \), there exists a (unique) control \( h \) such that the corresponding trajectory \((u, v)\) of (76) satisfies (82). It follows that, denoting

\[ S_r := \{ S \in \mathcal{S} : \| S \|_S \leq r \}, \]

(84)

we can define an operator \( \mathcal{N} \) acting on \( S_r \) by

\[
\mathcal{N}(S)(t) := g_1(u(t), v(t))u(t)^2 + g_2(u(t))\rho(t)v(t),
\]

where \((u, v)\) is the trajectory of (76) corresponding to the control input \( h \). We recall from (2) that \( g_1 \in W^{0,\infty}(\mathbb{R}^2) \), \( g_2 \in W^{1,\infty}(\mathbb{R}) \) but here we will only use that \( g_1 \in W^{1,\infty}(\mathbb{R}^2) \), \( g_2 \in W^{1,\infty}(\mathbb{R}) \).

In order to obtain the conclusion of the proof of Theorem 2, it suffices to check that, for \( r > 0 \) small enough not depending on \((\tau, \sigma)\), \( \mathcal{N} \) is a contraction mapping from \( S_r \) into itself.

Step 1: \( S_r \) is invariant for \( \mathcal{N} \) provided that \( r \) is small enough. By using (81) and the embedding \( H^1(\Omega) \hookrightarrow L^4(\Omega) \) because the spatial dimension \( N \leq 3 \) (see [11, Sect. 5.6]),

\[
\left\| \mathcal{N}(S) \right\|_{\rho S} \leq C \left( \frac{\rho^2(t)}{\rho S(t)} \right) \left( \left\| \frac{u(t)^2}{\rho(t)^2} \right\|_{L^2(\Omega)} + \left\| \frac{u(t)v(t)}{\rho(t)^2} \right\|_{L^2(\Omega)} \right)
\]

\[
\leq C \left( \left\| \frac{u(t)}{\rho(t)} \right\|_{L^4(\Omega)}^2 + \left\| \frac{u(t)}{\rho(t)} \right\|_{L^4(\Omega)} \left\| \frac{v(t)}{\rho(t)} \right\|_{L^4(\Omega)} \right)
\]

\[
\leq C \left( \left\| \frac{u(t)}{\rho(t)} \right\|_{H^1(\Omega)}^2 + \left\| \frac{u(t)}{\rho(t)} \right\|_{H^1(\Omega)} \left\| \frac{v(t)}{\rho(t)} \right\|_{H^1(\Omega)} \right),
\]

then by integrating in time, and by using (82), (83) and (84),

\[
\left\| \mathcal{N}(S) \right\|_{\rho S} \leq C \left( \frac{u}{\rho} \right)_{C([0,T];H^1_0(\Omega))} + \left( \frac{u}{\rho} \right)_{C([0,T];H^1_0(\Omega))} \left( \frac{v}{\rho} \right)_{L^2(0,T;H^1(\Omega))}
\]

\[
\leq C \left( \left\| (u_0, v_0) \right\|_{H^1_0(\Omega) \times H^1(\Omega)} + \| S \|_S^2 \right)
\]

\[
\leq Cr^2.
\]

Then, for \( r > 0 \) small enough, \( \mathcal{N} \) stabilises \( S_r \).

\( \square \) Springer
Step 2: \( \mathcal{N} \) is contracting for \( r \) small enough. We have

\[
|g_1(u_1, v_1)u_1^2 - g_1(u_2, v_2)u_2^2| \\
= |g_1(u_1, v_1)u_1^2 - g_1(u_2, v_2)u_2^2 + g_1(u_2, v_2)u_2^2 - g_1(u_2, v_2)u_2^2| \\
\leq C|u_1^2|(|u_1 - u_2| + |v_1 - v_2|) + C|u_1 - u_2||u_1 + u_2|,
\]

and

\[
|g_2(u_1)u_1v_1 - g_2(u_2)u_2v_2| \leq |g_2(u_1)u_1v_1 - g_2(u_2)u_1v_1 + g_2(u_2)u_1v_1 - g_2(u_2)u_2v_2| \\
\leq C|u_1||u_1 - u_2| + C|v_1||u_1 - u_2| + C|u_2||v_1 - v_2|.
\]

Then, by using (81), Hölder estimates and the embeddings \( H^1(\Omega) \hookrightarrow L^6(\Omega) \) because the spatial dimension \( N \leq 3 \) (see [11, Sect. 5.6]), we deduce

\[
\left\| \frac{\mathcal{N}(S_1) - \mathcal{N}(S_2)}{\rho_S} \right\|_{L^2} \leq C\left( \left\| \frac{|u_1(t)|^2}{\rho(t)} \left( \frac{|u_1(t) - u_2(t)|}{\rho(t)} + \frac{|v_1(t) - v_2(t)|}{\rho(t)} \right) \right\|_{L^2} + \left\| \frac{|u_1(t)|}{\rho(t)} \left( \frac{|v_1(t) - v_2(t)|}{\rho(t)} + \frac{|u_1(t) - u_2(t)|}{\rho(t)} \right) \right\|_{L^2} \right) \\
+ \left( \left\| \frac{|u_1(t)|}{\rho(t)} \left( \frac{|v_1(t) - v_2(t)|}{\rho(t)} + \frac{|u_1(t) - u_2(t)|}{\rho(t)} \right) \right\|_{L^4} + \left\| \frac{|u_1(t)|}{\rho(t)} \left( \frac{|v_1(t) - v_2(t)|}{\rho(t)} + \frac{|u_1(t) - u_2(t)|}{\rho(t)} \right) \right\|_{L^4} \right) \\
\leq C\left( \left\| \frac{|u_1(t)|^2}{\rho(t)} \left( \frac{|u_1(t) - u_2(t)|}{\rho(t)} + \frac{|v_1(t) - v_2(t)|}{\rho(t)} \right) \right\|_{H^1} + \left\| \frac{|u_1(t)|}{\rho(t)} \left( \frac{|v_1(t) - v_2(t)|}{\rho(t)} + \frac{|u_1(t) - u_2(t)|}{\rho(t)} \right) \right\|_{H^1} \right) \\
+ \left( \left\| \frac{|u_1(t)|}{\rho(t)} \left( \frac{|v_1(t) - v_2(t)|}{\rho(t)} + \frac{|u_1(t) - u_2(t)|}{\rho(t)} \right) \right\|_{H^1} + \left\| \frac{|u_1(t)|}{\rho(t)} \left( \frac{|v_1(t) - v_2(t)|}{\rho(t)} + \frac{|u_1(t) - u_2(t)|}{\rho(t)} \right) \right\|_{H^1} \right) \\
\right)
\]

then by integrating in time, using (82), (83) and (84),

\[
\left\| \frac{\mathcal{N}(S_1) - \mathcal{N}(S_2)}{\rho_S} \right\|_{L^2(0,T;L^2(\Omega))} \leq C(r^2 + r) \|S_1 - S_2\|_S.
\]

Consequently, by taking \( r \) sufficiently small, \( \mathcal{N} \) is a contracting mapping on the closed ball \( S_r \). Therefore by the Banach fixed-point theorem, \( \mathcal{N} \) has a unique fixed-point \( S \). By denoting by \((u, v, h)\) the associated trajectory to \( S \), we find that \((u, v, h)\) satisfies the system (5), \((u, v)(T, \cdot) = 0\) then (7) holds and \( h \) satisfies the uniform bound (6) thanks to (82) and (84), which leads to the conclusion of Theorem 2. \( \square \)
3 Local Null-Controllability of the Semilinear Heat Equation

3.1 Asymptotic Behaviour of the Solution of the Reaction-Diffusion System as \((τ, σ) → (0, +∞)\)

In this section, we prove that, roughly speaking, the solution \((u_τ,σ, v_τ,σ, h_τ,σ)\) of (5) converges to \((y, \int_Ω y, h)\), the solution of (1) as \((τ, σ) → (0, +∞)\). More precisely, we have the following result, inspired by [21] (see also [33]).

**Proposition 5** Let \((u_0, v_0) ∈ H_0^1(Ω) × H_1(Ω)\). Assume that \(h_τ,σ ⇀ h\) in \(L^2((0, T) × \omega)\) as \((τ, σ) → (0, +∞)\). Then, up to a subsequence, the solution \((u_τ,σ, v_τ,σ)\) of (5), associated to the datum \((u_0, v_0)\) and the control \(h_τ,σ\), converges to \((y, \int_Ω y)\), where \(y\) is the solution of (1), associated to the datum \(y_0 := u_0\) and the control \(h\), as \((τ, σ) → (0, +∞)\), in the following sense

\[
\begin{align*}
\partial_t u_τ,σ &\rightharpoonup \partial_t y \text{ in } L^2(Q_T), \\
u_τ,σ &\rightharpoonup^\ast y \text{ in } L^∞(0, T; H_0^1(Ω)), \\
v_τ,σ &\rightharpoonup \int_Ω y \text{ in } L^2(0, T; H^1(Ω)).
\end{align*}
\]

**Proof** Because \((h_τ,σ)\) weakly converges in \(L^2\) then it is bounded. By using the fact that \(f\) is globally Lipschitz, thanks to the assumption (2), and arguing as in the proofs of Propositions 7 and 8, we can show that there exists a constant \(C > 0\), independent of \(τ, σ\) such that

\[
\|u\|_{C([0,T];H_0^1(Ω))} + \|∂_t u\|_{L^2(0,T;L^2(Ω))} + \|v\|_{L^2(Q_T)} + √σ \|\nabla v\|_{L^2(Q_T)} ≤ C. \tag{86}
\]

Then, we deduce from (86) that there exist \((u, v)\) such that after extracting subsequences, we have

\[
\begin{align*}
u_τσ &→ u \text{ in } L^∞(0, T; H_0^1(Ω)), \quad ∂_t u_τ,σ → ∂_t u \text{ in } L^2(Q_T), \tag{87} \\
v_τσ &→ v \text{ in } L^2(0, T; H^1(Ω)), \quad |\nabla v_τσ|_{L^2(Q_T)} → 0. \tag{88}
\end{align*}
\]

So, we deduce from (88) that \(v = v(t)\) only depends on the time variable \(t\). On the other hand, by integrating with respect to the spatial variable the second equation of (5) and by using the Neumann homogeneous boundary conditions, we obtain for every \(t ∈ [0, T]\),

\[
τ \int_Ω v_τσ(t) - τ \int_Ω v_0 = \int_Ω (u_τσ - v_τσ). \tag{89}
\]

Then, by setting \(ξ_τσ(t) = \int_Ω v_τσ(t, x) \, dx ∈ H^1(0, T)\), we have that \(ξ_τσ\) solves

\[
τ ξ_τσ' = \int_Ω u_τσ - ξ_τσ \text{ in } (0, T). \tag{90}
\]

We have the following two lemmas.
Lemma 3 We have that $\xi_{\tau,\sigma}$ satisfies the following estimate

$$\|\xi_{\tau,\sigma}\|_{L^\infty(0,T)} \leq \left|\int_{\Omega} v_0\right| + \left\|\int_{\Omega} u_{\tau,\sigma}\right\|_{L^\infty(0,T)}.$$  

(91)

Proof of Lemma 3 The proof is the same as in [21, Proof of Proposition 3.2]. We introduce $\zeta(t) = \int_{\Omega} u_{\tau,\sigma}(t,x)d\xi$. Let $p > 1$, we multiply (90) by $|\xi|^{p-2}\xi$ then integrate in $(0,T)$ to obtain

$$\frac{\tau}{p}|\xi(t)|^p - \frac{\tau}{p}|\xi(0)|^p + \int_0^T |\xi(s)|^p ds = \int_0^T \zeta(s)|\xi(s)|^{p-2}\xi(s) ds.$$  

(92)

We use Young’s inequality with the conjugate exponents $p$, $p/(p-1)$, to bound the right hand side term of (92) then obtain

$$\int_0^T \zeta(s)|\xi(s)|^{p-2}\xi(s) ds \leq \frac{1}{p} \int_0^T |\xi(s)|^p ds + \left(1 - \frac{1}{p}\right) \int_0^T |\xi(s)|^p ds,$$

so

$$\frac{\tau}{p}|\xi(t)|^p + \frac{1}{p} \int_0^T |\xi(s)|^p ds \leq \frac{1}{p} \int_0^T |\xi(s)|^p ds + \frac{\tau}{p}|\xi(0)|^p.$$  

By multiplying by $p$, then taking the power $1/p$, we get

$$\|\xi\|_{L^p((0,T))} \leq \|\xi\|_{L^p((0,T))} + \tau^{1/p}|\xi(0)|.$$

The results follows by sending $p \to +\infty$. □

Lemma 4 We have the following estimate

$$\left\|\int_{\Omega} u_{\tau,\sigma} - \int_{\Omega} v_{\tau,\sigma}\right\|_{L^2(0,T)} \leq C\sqrt{\tau}.$$  

(93)

Proof of Lemma 4 The proof borrow some arguments from [21, Proof of Theorem 4.1]. By using the identity (90) and integrating by parts, we have

$$\int_0^T \left(\int_{\Omega} u_{\tau,\sigma} - \xi_{\tau,\sigma}\right)^2 dt = \tau \int_0^T \xi'_{\tau,\sigma}\left(\int_{\Omega} u_{\tau,\sigma} - \xi_{\tau,\sigma}\right) dt$$

$$\leq C_{0,T}\tau + \tau \left\|\frac{d}{dt}\int_{\Omega} u_{\tau,\sigma}\right\|_{L^1(0,T)} \|\xi_{\tau,\sigma}\|_{L^\infty(0,T)},$$

where the constant $C_{0,T}$ defined below is bounded uniformly in $(\tau, \sigma)$

$$C_{0,T} := \frac{1}{2} \left(\left\|\int_{\Omega} v_0\right|^2 - |\xi_{\tau,\sigma}(T)|^2\right) + \xi_{\tau,\sigma}(T)\int_{\Omega} u_{\tau,\sigma}(T) - \int_{\Omega} v_0\int_{\Omega} u_0.$$
Moreover, by using the $L^2(Q_T)$ bound on $\partial_t u_{\tau,\sigma}$ given by (86) and the $L^\infty(0, T)$ bound on $\xi_{\tau,\sigma}$ given by (91), we deduce (93) which concludes the proof.

Let us remark that in order to obtain the bound on $\| \frac{d}{dt} \int_\Omega u_{\tau,\sigma} \|_{L^1(0, T)}$, we have used a different argument from [21] thanks to a maximal regularity $L^2$ estimate, consequence of the regularity assumption of the initial data.  

We are now in position to finish the proof of Proposition 5. By (87) and by using Aubin-Lions’ lemma (see [34, Sect. 8, Corollary 4]), we can assume, up to a subsequence that $u_{\tau,\sigma}$ strongly converges to $u$ in $L^2(Q_T)$ then

$$
\left| \int_\Omega u_{\tau,\sigma} - \int_\Omega u \right| \rightarrow 0 \text{ in } L^2(0, T).
$$

Therefore, from (93), we have

$$
\int_\Omega v_{\tau,\sigma} \rightarrow \int_\Omega u \text{ in } L^2(0, T).
$$

Consequently, by Poincaré’s inequality, and $|\nabla v_{\tau,\sigma}| \rightarrow 0$ in $L^2(Q_T)$, we obtain

$$
v_{\tau,\sigma} \rightarrow \int_\Omega u \text{ in } L^2(0, T; H^1(\Omega)).
$$

(94)

From (87) and (94), we can pass to the limit in the first equation of (5) to obtain the conclusion of Proposition 5 where we have set $y := u$.  

\section*{3.2 Proof of the Local Null-Controllability Result}

The goal of this section is to prove Theorem 1, which will be an easy consequence of the uniform null-controllability result, see Theorem 2 for the reaction-diffusion system (5) and the asymptotic behaviour of these solutions, see Proposition 5.

\textbf{Proof of Theorem 1}  
Let $T > 0$ be any positive time. Let $\delta > 0$ be given by Theorem 2. Let us define

$$
\tilde{\delta} := \min(\delta, |\Omega|^{1/2} \delta).
$$

(95)

Let $y_0 \in H^1_0(\Omega)$ such that

$$
\|y_0\|_{H^1_0(\Omega)} \leq \tilde{\delta}.
$$

(96)

Then, from (95) and (96), one can check that

$$
\| (y_0, \int_\Omega y_0) \|_{H^1_0(\Omega) \times H^1(\Omega)} \leq \max \left( \|y_0\|_{H^1_0(\Omega)}, \left| \int_\Omega y_0 \right| \right) \leq \delta.
$$

(97)
Then, by Theorem 2, for every $(\tau, \sigma) \in (0, 1) \times (1, +\infty)$, there exists $h_{\tau,\sigma}$ satisfying (6) such that the solution $(u, v)_{\tau,\sigma}$, satisfies

\[
\begin{aligned}
\partial_t u_{\tau,\sigma} - \Delta u_{\tau,\sigma} &= f(u_{\tau,\sigma}, v_{\tau,\sigma}) + h_{\tau,\sigma} 1_{\omega} \quad \text{in } (0, T) \times \Omega, \\
\tau \partial_t v_{\tau,\sigma} - \sigma \Delta v_{\tau,\sigma} &= u_{\tau,\sigma} - v_{\tau,\sigma} \quad \text{in } (0, T) \times \Omega, \\
(u, v)_{\tau,\sigma}(0, \cdot) &= (y_0, \int_\Omega y_0), \quad (u, v)_{\tau,\sigma}(T, \cdot) = 0 \quad \text{in } \Omega.
\end{aligned}
\]  

By using the fact that $(h)_{\tau,\sigma}$ is bounded in $L^2((0, T) \times \omega)$, we can extract a subsequence such that $(h)_{\tau,\sigma}$ weakly converges to a control $h$ in $L^2((0, T) \times \omega)$. Thus, we can pass to the limit in the system (98). More precisely, by Proposition 5, we deduce that up to a subsequence, the solution $(u_{\tau,\sigma}, v_{\tau,\sigma})$ of (5) converges to $(y, \int_\Omega y)$, where $y$ is the solution of (1) associated to the datum $y_0 = u_0$ and the control $h$, as $(\tau, \sigma) \to (0, +\infty)$, in the sense (85). The fact that $y$ vanishes at time $t = T$, i.e. (3), follows by passing to the limit in the last equation of (98) because $C([0, T]; L^2(\Omega))$ is continuously embedded in $L^2(0, T; H^1(\Omega)) \times H^1(0, T; H^{-1}(\Omega))$, see [11, Sect. 5.9.2, Theorem 3]. To conclude, $y$ satisfies (1) and (3), which leads to the end of the proof of Theorem 1.

\[\square\]

4 Numerical Results

We devote this section to illustrate numerically some of the results presented in Sect. 2, assuming that $(a, b, c, d) \in \mathbb{R}^2 \times \mathbb{R}^* \times (-\infty, 0)$, unless stated otherwise. We adapt the well-known penalized Hilbert Uniqueness Method (HUM) as presented in [4].

It is well-known that the functional (69) is not well suited for numerical tests since the terms in the $L^2$-norm are not differentiable at zero. Therefore, following the classical penalized HUM method, for any $\epsilon > 0$, we will look for the control $h$ minimizing the primal functional given by

\[
F_\epsilon(h) := \frac{1}{2} \int_{\omega \times (0, T)} |h|^2 \, dx \, dt + \frac{1}{2\epsilon} \left( \|u(T)\|^2_{L^2(\Omega)} + \tau \|v(T)\|^2_{L^2(\Omega)} \right),
\]  

where $(u, v)$ is the solution to (9). Since (99) is continuous, coercive and strictly convex, the existence of a unique minimizer, that we denote by $h^\epsilon$, is guaranteed.

Using Fenchel–Rockafellar theory (see, e.g., [10]), we can identify an associated dual functional to (99): for any $\epsilon > 0$ and $(\phi_T, \psi_T) \in L^2(\Omega)^2$, we introduce

\[
J_\epsilon(\phi_T, \psi_T) := \frac{1}{2} \int_{\omega \times (0, T)} |\phi|^2 \, dx \, dt + \frac{\epsilon}{2} \left( \|\phi_T\|^2_{L^2(\Omega)} + \tau \|\psi_T\|^2_{L^2(\Omega)} \right)
+ \int_\Omega \phi(0) u_0 \, dx + \tau \int_\Omega \psi(0) v_0 \, dx,
\]  

where $(\phi, \psi)$ is the solution to (14) associated to the initial data $(\phi_T, \psi_T)$. It is not difficult to see that (100) is continuous and strictly convex. Moreover, thanks to the
observability inequality (13), we can prove that (100) is coercive in $L^2(\Omega)^2$, and hence the existence and uniqueness of a minimizer $(\phi^\epsilon_T, \psi^\epsilon_T)$ is also guaranteed.

Using well-known arguments (see, e.g., [4, Proposition 1.5]), it can be readily seen that the minimizers $h^\epsilon$ and $(\phi^\epsilon_T, \psi^\epsilon_T)$ are related through the formulas

$$
h^\epsilon = \phi^\epsilon|_\omega, \quad u^\epsilon(T) = -\epsilon \phi^\epsilon_T, \quad v^\epsilon(T) = -\epsilon \psi^\epsilon_T$$

(101)

where $\phi^\epsilon$ is taken from $(\phi^\epsilon, \psi^\epsilon)$ solution to (14) with initial data $(\phi^\epsilon_T, \psi^\epsilon_T)$ and where $(u^\epsilon, v^\epsilon)$ stands for the solution to (9) with control $h^\epsilon$.

The following result allows us to relate the null controllability property for system (9) with the behaviour of these minimizers with respect to $\epsilon$. In more detail, we have

**Proposition 6** System (9) is null controllable if and only if

$$
\mathcal{M}^2 := 2 \sup_{\epsilon > 0} \left( \inf_{L^2(\omega \times (0,T))} F^\epsilon \right) < +\infty.
$$

(102)

In this case, we have,

$$
\|h^\epsilon\|_{L^2(\omega \times (0,T))} \leq \mathcal{M} \quad \text{and} \quad \left( \|u^\epsilon(T)\|_{L^2(\Omega)}^2 + \tau \|v^\epsilon(T)\|_{L^2(\Omega)}^2 \right)^{1/2} \leq \mathcal{M}\sqrt{\epsilon}.
$$

(103)

**Remark 5** Some remarks are in order:

– The proof of Proposition 6 follows from a straightforward adaptation of [4, Theorem 1.7]. We shall mention that in such procedure we assume that $\tau$ and $\sigma$ in (9) are fixed and no other conditions on the coupling coefficients are given. Actually, this result does not tell anything about the uniformity of the constant $\mathcal{M}$ with respect to the parameters $\tau$ and $\sigma$. Notwithstanding, we will use the above result to illustrate the controllability at the numerical level and then we will use our computational code to test the uniformity of the constant $\mathcal{M}$ with respect to the parameters $\tau$ and $\sigma$.

– The control $h^\epsilon$ can be computed directly by minimizing (99), but the space where the minimization is carried out depends on the time variable. From a practical point of view, it is easier to minimize the dual functional (100) and then use the identities (101) to study the behaviour of the minimizer with respect to $\epsilon$.

Since the functional (100) is convex, quadratic and coercive, the conjugate gradient algorithm is a natural and simple choice to minimize it. A straightforward computation yields to

$$
\nabla J^\epsilon(\phi_T, \psi_T) = \Lambda(\phi_T, \psi_T) + \epsilon(\phi_T, \tau \psi_T) + (\bar{u}(T), \tau \bar{v}(T))
$$

(104)

with the Gramian operator $\Lambda$ defined as follows

$$
\Lambda : L^2(\Omega)^2 \rightarrow L^2(\Omega)^2,
\quad (\phi_T, \psi_T) \mapsto (w(T), \tau z(T)),
$$

\[ \text{ Springer} \]
where \( (w(T), \tau z(T)) \) can be found from the solution to the forward–backward systems

\[
\begin{aligned}
-\phi_t - \Delta \phi &= a \phi + c \psi & \text{in } (0, T) \times \Omega, \\
-\tau \psi_t - \sigma \Delta \psi &= b \phi + d \psi & \text{in } (0, T) \times \Omega, \\
\phi &= \frac{\partial \psi}{\partial n} = 0 & \text{on } (0, T) \times \partial \Omega, \\
(\phi, \psi)(T, \cdot) &= (\phi_T, \psi_T) & \text{in } \Omega,
\end{aligned}
\]  

(105)

and

\[
\begin{aligned}
w_t - \Delta w &= a w + b z + \phi 1_\omega & \text{in } (0, T) \times \Omega, \\
\tau z_t - \sigma \Delta z &= c w + d z & \text{in } (0, T) \times \Omega, \\
w &= \frac{\partial z}{\partial n} = 0 & \text{on } (0, T) \times \partial \Omega, \\
(w, z)(0, \cdot) &= (0, 0) & \text{in } \Omega,
\end{aligned}
\]  

(106)

and where the pair \( (\overline{u}(T), \overline{v}(T)) \) can be obtained from the free solution to (9), namely, the solution at time \( T \) with control \( h \equiv 0 \) and initial data \( (u_0, v_0) \).

In this way, the minimizer \( h_\epsilon \) can be obtained by as follows: for given \( \epsilon > 0 \), we compute \( (\phi_\epsilon^T, \psi_\epsilon^T) \), the solution to the linear problem

\[
(\Lambda + \epsilon I)(\phi_T, \psi_T) = - (\overline{u}(T), \tau \overline{v}(T)),
\]

(107)

we compute the corresponding adjoint state with this initial data and finally we use the first formula in (101) to obtain the control. Then, according to Proposition 6, the expected controllability result can be tested by analyzing the behaviour of the involved quantities with respect to the parameter \( \epsilon \).

For the numerical tests, we consider the 1-d spatial domain \( \Omega = (0, 1) \) and choose a time horizon of \( T = 0.1 \), since we are mostly interested in the small-time controllability and also due to the fast diffusion effect of the second component of system (9).

Systems (9), (105) and (106) are discretized in the time variable by using the standard implicit Euler scheme with a uniform time step given by \( \delta t = T/M \) where \( M \) is the number of steps on the mesh. The PDEs are discretized in space by a standard finite-difference scheme (adapted to the corresponding boundary condition) with a constant discretization step of size \( \delta x = 1/(N + 1) \), where \( N \) is the number of steps.

We denote by \( E_{\delta x}, U_{\delta x} \) and \( L^2_{\delta t}(0, T; U_{\delta x}) \) the discrete spaces associated to \( L^2(\Omega) \times L^2(\omega), L^2(\omega) \) and \( L^2((0, T) \times \omega) \), respectively. We denote by \( F_{\epsilon, \delta x, \delta t} \) the discretization of the functional \( F_\epsilon \) and by \( (u_{\epsilon, \delta x, \delta t}, v_{\epsilon, \delta x, \delta t}, h_{\epsilon, \delta x, \delta t}) \) the solution to the corresponding minimization problem.

As usual in this context, to connect the discretization scheme to the control problem, we use the penalization parameter \( \epsilon = \phi(\delta x) = (\delta x)^4 \). This choice is consistent with the order of approximation of the finite difference scheme. We refer the reader to [4, Sect. 4] for a more detailed discussion on the selection of the function \( \phi(\delta x) \) in the context of the null-controllability of some parabolic problems.
4.1 Numerical Controllability for Fixed $\tau$ and $\sigma$

In this part, we are interested in illustrating the controllability at the numerical level of a 1-$d$ version of the fast diffusion system (9). To this end, consider the system given by

$$
\begin{align*}
\begin{cases}
  u_t - u_{xx} = a u + b v + h_{1,\omega} & \text{in } (0, T) \times (0, 1), \\
  \tau v_t - \sigma v_{xx} = c u + d v & \text{in } (0, T) \times (0, 1), \\
  u = v_x = 0 & \text{on } (0, T) \times \{0, 1\}, \\
  (u, v)(0, \cdot) = (u_0, v_0) & \text{in } (0, 1).
\end{cases}
\end{align*}
$$

(108)

As long as $c \neq 0$, a simple adaptation of [19, Theorem 1.2] allows us to establish the null controllability of (108) regardless the choice of parameters $\tau, \sigma > 0$ and the other coupling coefficients $a, b, d$ (however the proof says nothing about the uniformity with respect to $\tau$ and $\sigma$). We illustrate below this fact at the numerical level with the aid of Proposition 6.

Using our computational tool, we begin by obtaining the solution for system (108) without any control. We consider the set of parameters

$$
a = 2, \quad b = -\frac{1}{2}, \quad c = \frac{11}{2}, \\
u_0(x) = \sin(\pi x), \quad v_0(x) = 1_{(0.2,0.7)}(x),
$$

(109)

and

$$
\tau = 0.5, \quad \sigma = 2
$$

and plot the time evolution of the uncontrolled system in Figs. 1 and 2 for two different parameters $d$. We observe from both figures that the solution over time of the component $u$ of the system is damped over time, but the behaviour of $v$ differs drastically depending the sign of the coefficient $d$: while for negative $d < 0$ the solution is damped over time, for $d > 0$ its size increases.

![Fig. 1](image_url)  
**Evolution in time of the uncontrolled fast-diffusion system for a parameter $d = -9/2$**
Fig. 2 Evolution in time of the uncontrolled fast-diffusion system for $d = \frac{9}{2}$

Fig. 3 Evolution in time of the controlled fast-diffusion system for a parameter $d = -\frac{9}{2}$

In Figs. 3 and 4, we plot the solutions $(u, v)$ obtained with the HUM control computed by the algorithm described in (104)–(107). Once again, we test for the the parameters $d = -\frac{9}{2}$ and $d = \frac{9}{2}$ and in both cases we observe that, due to the action of the control, both of the components of the state move towards zero at the prescribed time $T = 0.1$. For these experiments, we have chosen the control interval $\omega = (0.3, 0.8)$.

As far as the asymptotic behavior of the method is concerned, we present in Fig. 5 the behavior of various quantities of interest when the mesh size goes to 0 for the corresponding cases $d < 0$ and $d > 0$. In more detail, in both cases we observe that the control cost $\|h^{\delta x, \delta t}_\phi(\delta x)\|_{L^2_{\delta t}(0,T;U_{\delta x})}$ (---) as well as the optimal energy $\inf_{F^{\delta x, \delta t}_\phi(\delta x)}$ (---) remain bounded as the mesh size $h \to 0$. Also, we see that the norm of the controlled state $\|(u^{\delta x, \delta t}(T), v^{\delta x, \delta t}(T))\|_{E_{\delta x}}$ (---) behaves like $\sim C\sqrt{\phi(\delta x)} = C(\delta x)^2$ as predicted by Proposition 6.
4.2 Uniformity with Respect to the Parameters $\tau$ and $\sigma$

As we have mentioned, Proposition 6 is valid for fixed values of $\tau$ and $\sigma$, and no other information on the uniformity with respect to these parameters can be obtained. Nevertheless, with our computational tool at hand, we can play with the values of such parameters and observe numerically the size of the constant $M$ involved in (102). Then, by means of (103), we can discuss on the uniformity of the size of the control.

In Fig. 5 we have shown the asymptotic behavior of the numerical method and from there we can see that the method gives a good approximation of the control independently of the sign of $d$. Here, to focus on the discussion of the uniformity with respect to $\tau$ and $\sigma$, we will set $N$ and $M$ (the number of mesh points in space and time) to a fixed value and will vary the values of the limiting parameters to make a discussion.

4.2.1 The Case $d < 0$

To observe the uniformity of the constant $\mathcal{M}$ we will consider a sequence of parameters $(\tau, \sigma)$ going simultaneously to $(0, +\infty)$ and run our computational code for each given pair. In order to simplify the computations and the presentation of the results, we will make the choice of $\sigma = \frac{2}{\tau}$. For simulation purposes, we consider the set of data (109) together with $d = -9/2$ and to ensure a good approximation of the control we set $N = 400$ and $M = 2000$.

In Fig. 6a, we plot the sequence of $\tau$ against the computed value of the constant $\mathcal{M}$. We can see that as $\tau$ decreases (which also translates into considering a bigger $\sigma$ in each step) the constant $\mathcal{M}$ converges to a fixed quantity. This can be explained by looking at the size of the free solution of (108). Indeed, in Fig. 6b we see that after a certain threshold the norm of the solution at time $T$ of the uncontrolled system remains practically unchanged which translates into a control effort which is independent of the parameters $\tau$ and $\sigma$. Of course this behavior is not surprising since we already have
pointed out in Remark 3 that the condition $d < 0$ is necessary to obtain a uniform energy estimate for the solutions to (108).
4.2.2 The Case \( d > 0 \)

As seen in Fig. 6, the component \( v \) of the solution of system (108) is not damped in time when we take \( d = 9/2 \) and in fact this behavior can be observed for any coefficient \( d > 0 \). By rescaling, taking the parameter \( \tau \) in front of the time derivative has the same effect as extending the time interval where the equation is posed, therefore, one should be careful while simulating the behavior of a unstable system as \( \tau \rightarrow 0 \) since the size of the solution can grow very fast.

Actually, the implicit Euler scheme that we are implementing is somehow impractical for computing the solution of unstable systems and, in this case, we can roughly estimate that just for ensuring the stability of the numerical scheme, we need to fulfill the following condition on the discretization variables

\[
\frac{|d| \delta t}{\tau^2} \leq (\delta x)^2 \quad (110)
\]

For our particular example, taking \( d = 9/2, \delta x = 1/25 \) and \( \tau = 0.03 \), formula (110) implies that \( \delta t = 3.2 \times 10^{-7} \) which means that we have to take \( M = 312500 \) points in the time mesh. This condition is still “manageable” at the computational level and allows us to obtain some valuable information on the constant \( M \). Using the same data as in the previous case, in Fig. 7a we show the size of the computed constant \( M \) for a decreasing sequence of \( \tau \). We can see that after some value the size of the constant \( M \) starts to increase monotonically. This behavior is obviously related with the norm of the uncontrolled solution, indeed, in Fig. 7b we see that as \( \tau \) decreases the size of the free solution increases, making harder the process of controlling the system. Therefore, it is unreasonable to expect for the control \( h \) to be uniformly bounded.

4.3 Convergence of \( \int v \) to \( \int u \)

We conclude this section by illustrating Lemma 4. This results states that under the right configuration on the parameters of system (108), the difference between the average
Fig. 7 Non uniformity constant with respect to $\tau$ and $\sigma$

Fig. 8 Convergence to the average

of the component $u$ and the average of the component $v$ goes to zero as $\tau \to 0$. This result is important to establish (94) and from there the convergence to the nonlocal system (1). To illustrate this, let us consider again the linear system (108) and set

$$a = -3, \quad b = 2, \quad c = 1, \quad d = -1,$$

$$u_0(x) = \sin(\pi x), \quad v_0(x) = 1_{(0.2,0.7)}(x).$$

We take $\sigma = 1/\tau$ and consider a decreasing sequence of values $\tau$. We compute numerically the difference between $\int u_{\tau\sigma}$ and $\int v_{\tau\sigma}$ for each pair $(\tau, \sigma)$ and compute the $L^2$-norm. In Fig. 8 we plot the corresponding results and we observe that as $(\tau, \sigma) \to (0, +\infty)$ the norm of the difference decreases at a convergence rate of $1/2$. This experiment seems to indicate that a better convergence rate than the one specified in Lemma 4 cannot be obtained.
5 Comments and Open Questions

This section is devoted to present some additional remarks and interesting open problems concerning the controllability of nonlocal problems of the form (1).

5.1 Form of the Nonlinearity

In this part, by looking carefully at the proof of Theorems 1 and 2, we make some comments on the particular form of the nonlinearity \( f \) given by (2).

First, for only proving Theorem 2, we can take \( g_1 \in W^{1,\infty}(\mathbb{R}^2) \) and \( g_2 \in W^{1,\infty}(\mathbb{R}) \), see Sect. 2.8. On the other hand, for obtaining Theorem 1, we have to assume that \( f \) is globally Lipschitz to pass to the limit in the system (5) as \((\tau, \sigma) \to (0, +\infty)\), see Sect. 3.1. Therefore, we assume that \( g_1 \in W^{1,\infty}_0(\mathbb{R}^2) \) and \( g_2 \in W^{1,\infty}_0(\mathbb{R}) \). One may ask why we do not take \( f \) as follows

\[ \forall (u, v) \in \mathbb{R}^2, \quad f(u, v) = au + bv + g_1(u, v)u^2 + g_2(u, v)uv + g_3(u, v)v^2, \quad (111) \]

with \( g_1, g_2, g_3 \in W^{1,\infty}(\mathbb{R}^2) \). Actually, this comes from the fixed-point argument performed in Sect. 2.8 and the regularity estimates on the linearized system (76), see Proposition 4. More precisely, the second component \( v \) of (76) is as smooth as the first component \( u \) but the maximal regularity estimates for \( v \) depend on the parameter \( \tau \), see (82). So, we can only use the bound in \( L^2(0, T; H^2(\Omega)) \) and not in \( C([0, T]; H^1(\Omega)) \) for \( v/\rho \).

5.2 Other Boundary Conditions

We may wonder to what extent our main results, i.e. Theorems 1 and 2, can be adapted to other boundary conditions.

First, let us point out that Theorem 2 can be adapted to homogeneous Dirichlet boundary conditions for both the components \( u \) and \( v \), with slightly modifications. Actually, the crucial point is to establish the uniform null-controllability of the linearized system (9). Let us remark that we can prove Proposition 1 for homogeneous Dirichlet boundary conditions for \((u, v)\), under a weak assumption on the coefficients \((a, b, c, d) \in \mathbb{R}^2 \times \mathbb{R}^* \times (-\infty, \mu_1)\) where \( \mu_1 \) is the first positive eigenvalue of the Dirichlet Laplacian.

On the other hand, we do not know if Theorem 2 can be adapted to homogeneous Neumann boundary conditions. Indeed, in this case we do not manage to prove Proposition 1 because of a new difficulty appearing in the proof of the uniform global Carleman estimate, see Remark 4. This leads to the following open question.
**Question 1** Let \((a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^n\). The system
\[
\begin{aligned}
\begin{cases}
\partial_t u - \Delta u = au + bv + h_1, \\
\tau \partial_t v - \sigma \Delta v = cu + dv, \\
\frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0, \\
(u, v)(0, \cdot) = (u_0, v_0)
\end{cases}
\end{aligned}
\]  
(112)
is uniformly null-controllable with respect to the parameters \((\tau, \sigma) \to (0, +\infty)\) if and only if \(d < 0\).

**Claim** The condition \(d \leq 0\) is necessary for uniform null-controllability with respect to the parameters \((\tau, \sigma) \to (0, +\infty)\) of (112).

**Proof** We argue by contradiction, we assume that \(d > 0\) and (112) is uniformly null-controllable. Let us take \((u_0, v_0) \in L^2(\Omega)^2\) such that
\[
\int_{\Omega} cu_0 + dv_0 = 0, \quad \int_{\Omega} v_0 \neq 0.
\]
This is possible because \(c \neq 0\). By setting \((\alpha, \beta, \gamma)(t) = (\int_{\Omega} u(t), \int_{\Omega} v(t), \int_{\Omega} h(t))\), we obtain the following ODE system from (112) by integrating in the spatial variable and by using the Neumann homogeneous boundary conditions,
\[
\begin{aligned}
\begin{cases}
\dot{\alpha} = a\alpha + b\beta + \gamma, \\
\tau \dot{\beta} = c\alpha + d\beta, \\
(\alpha, \beta)(0) = (\alpha_0, \beta_0).
\end{cases}
\end{aligned}
\]  
(113)
We deduce from the second equation of (113)
\[
\frac{d}{dt} \left( \beta(t) e^{-dt/\tau} \right) = \frac{c}{\tau} \alpha(t) e^{-dt/\tau}.
\]
Then by derivating, we have
\[
\frac{d^2}{dt^2} \left( \beta(t) e^{-dt/\tau} \right) = \frac{c}{\tau} \dot{\alpha}(t) e^{-dt/\tau} - \frac{cd}{\tau^2} \alpha(t) e^{-dt/\tau}.
\]
Then by using the first equation of (113), we obtain
\[
\frac{d^2}{dt^2} \left( \beta(t) e^{-dt/\tau} \right) = \frac{c}{\tau} \left( a\alpha(t) + b\beta(t) + \gamma(t) \right) e^{-dt/\tau} - \frac{cd}{\tau^2} \alpha(t) e^{-dt/\tau}.
\]
We integrate with respect to time to get
\[
\frac{d}{dt} \left( \beta(t) e^{-dt/\tau} \right) - \dot{\beta}(0) = \int_0^t \frac{ce^{-ds/\tau}}{\tau^2} \left( a\tau \alpha(s) + b\tau \beta(s) + \tau \gamma(s) - d\alpha(s) \right) ds.
\]
From the assumption on the initial data, we have \( \dot{\beta}(0) = \int_\Omega cu_0 + dv_0 = 0 \), and we integrate another time with respect to time to obtain
\[
\beta(t)e^{-dt/\tau} - \beta(0) = \int_0^t \int_0^s \frac{ce^{-dw/\tau}}{\tau^2} (a\tau\alpha(w) + b\tau\beta(w) + \tau\gamma(w) - d\alpha(w)) \, dw \, ds.
\]
We take \( t = T \), to get the following equality because \( \beta(T) = 0 \),
\[
\beta(0) = -\int_0^T \int_0^s \frac{ce^{-dw/\tau}}{\tau^2} (a\tau\alpha(w) + b\tau\beta(w) + \tau\gamma(w) - d\alpha(w)) \, dw \, ds.
\]
By assumption on the uniform null-controllability, we know that \( \gamma_\tau, \alpha_\tau, \tau\beta_\tau \) are bounded in \( L^2(0, T) \).

Then, from the Cauchy–Schwarz inequality, we deduce that
\[
|\beta(0)| \leq C \int_0^T \left( \int_0^s \frac{|c|^2e^{-2dw/\tau}}{\tau^4} \, dw \right)^{1/2} \, ds \to 0 \text{ as } \tau \to 0 \text{ because } d > 0.
\]
Then \( \beta(0) = \int_\Omega v_0 = 0 \), which is a contradiction. \( \square \)

As a consequence of the previous discussion, we do not know if Theorem 1 can be adapted to homogeneous Neumann boundary conditions. We propose a possible approach in the next subsection.

### 5.3 Shadow Reaction-Diffusion System

Another way to tackle Theorem 2 for homogeneous boundary conditions is to try to establish directly the uniform local null-controllability of the shadow reaction-diffusion system, in the limit \( \tau \to 0 \).

**Question 2** The PDE-ODE system
\[
\begin{align*}
\partial_t u - \Delta u &= f(u, v) + h1_\omega, & \text{in } (0, T) \times \Omega, \\
\tau \dot{\xi} &= \int_\Omega u - \xi, & \text{in } (0, T), \\
\frac{\partial u}{\partial n} &= 0, & \text{on } (0, T) \times \partial\Omega, \\
u(0, \cdot) &= u_0, & \text{in } \Omega, \quad \xi(0) = \xi_0,
\end{align*}
\]
(114)
is uniformly locally null-controllable with respect to the parameter \( \tau \to 0 \).

We know that the result is true for Dirichlet boundary conditions by letting \( \sigma \to 0 \) in Theorem 2 and by using [21, Theorem 4.1], see also [33].
In order to solve Question 2, one could linearize (114) and prove an uniform observability estimate for the corresponding adjoint system which reads (in a general form) as

\[
\begin{align*}
-\partial_t \phi - \Delta \phi &= a u + c \theta & \text{in } (0, T) \times \Omega, \\
-\tau \dot{\theta} &= b \int_\Omega \phi + d \theta & \text{in } (0, T), \\
\frac{\partial \phi}{\partial n} &= 0, & \text{on } (0, T) \times \partial \Omega, \\
\phi(T, \cdot) &= \phi_T & \text{in } \Omega, \\
\theta(T) &= \theta_T.
\end{align*}
\] (115)

for some real constant coefficients \(a, b, c, d\). The observability of systems like (115) has been addressed in [20, Proposition 2.1] for the case \(\tau = 1\) provided \(c \neq 0\). Following the proof, the main ingredients are a Carleman estimate for the first component of the system and ODE arguments for a suitable reduced system. However, so far we have encountered difficulties to follow this approach for the general case \(\tau \in (0, 1)\). Below, we mention them briefly.

Arguing as in [20], we can readily obtain in a first step an inequality of the form

\[
\int_Q e^{-\frac{2C_0}{\tau^2} t} |\phi|^2 \, dx \, dt \leq C_1 \left( \int_0^T |\theta|^2 \, dt + \int_{\Omega \times (0, T)} |\phi|^2 \, dx \, dt \right)
\]

for some positive constants \(C_0\) and \(C_1\) uniform with respect to \(\tau\). However, it is not clear that the rest of the proof used to eliminate the integral of \(\theta\) in the right-hand side can be made uniform with respect to \(\tau\). Indeed, the second part of the proof focuses on studying properties of the reduced ODE system

\[
\begin{align*}
-\dot{\xi} &= a \xi + c \theta & \text{in } (0, T), \\
-\tau \dot{\theta} &= b \xi + d \theta & \text{in } (0, T).
\end{align*}
\] (116)

This reduction can be easily obtained by defining \(\xi = \int_\Omega \phi\) and integrating in \(\Omega\) the first equation of (115). According to [20, Proposition 2.1], we shall look at two things: first, the regularity (in time) of the system given by

\[
-\tau \ddot{\theta} - (d + a) \tau \dot{\theta} + (bc - ad) \theta = 0 \quad \text{in } (0, T)
\]

which can be obtained by deriving with respect to time in the second equation of (116). However, the effects of the constant \(\tau\) are not easily traceable in the arguments used in [20, Lemma 9] for obtaining a good regularity result for the variable \(\theta\). Secondly, a uniform observability inequality for the ODE system (116) should be established. In the case \(\tau = 1\) this can be easily done by means of the classical Kalman rank criterion. Nevertheless, for systems like (116), the theory is far more delicate and extra assumptions are systematically used for establishing controllability results (we refer to [23, Sect. 2.6] for a nice compendium on controllability and observability results for systems like (116)) and the uniformity with respect to the parameter \(\tau\) is not evident. Thus, this remains as an open problem.
5.4 Controllability of a Parabolic System with Nonlocal Diffusion

In the papers [15] and [8], the authors have developed theoretical and numerical results for addressing the controllability of nonlocal parabolic systems of the form

\[
\begin{cases}
\partial_t u - a \left( \int_{\Omega} u \right) \Delta u = h 1_\omega & \text{in } (0, T) \times \Omega, \\
u = 0 & \text{on } (0, T) \times \partial \Omega, \\
u(0, \cdot) = u_0 & \text{in } \Omega,
\end{cases}
\]

(117)

where \( a \in C^1(\mathbb{R}) \) is a function verifying

\[ 0 < m \leq a(r) \leq M \quad \forall r \in \mathbb{R}. \]

Under some assumptions on the initial data (smallness and regularity), the authors prove that system (117) is indeed locally null-controllable at any time \( T > 0 \). For this, they consider the corresponding adjoint equation linearized around the origin

\[
\begin{cases}
-\partial_t \phi - a(0) \Delta \phi = 0 & \text{in } (0, T) \times \Omega, \\
\phi = 0 & \text{on } (0, T) \times \partial \Omega, \\
\phi(T, \cdot) = \phi_T & \text{in } \Omega,
\end{cases}
\]

and by means of Carleman inequalities they obtain a suitable observability inequality. Then, employing Liusternik’s inverse mapping theorem in Hilbert spaces, they are able to conclude for the original nonlinear system.

The results in [8] are also extended to the case when a nonlinear term of the form \( f(u) \) (with nice properties on the function \( f \)) is added to the right-hand side of (117). Since one of the main ingredients of the proof are Carleman estimates, it seems at first glance that the approach used there to treat the nonlocal diffusion is compatible with the analysis developed here for treating a nonlocal semilinear term. Moreover, the arguments developed in [21] and employed here can be readily applied to treat equations like (117). So, in this direction, a natural extension of our work is to address the controllability of the fully nonlocal parabolic equation

\[
\partial_t u - a \left( \int_{\Omega} u \right) \Delta u = f(u, \int_{\Omega} u) + h 1_\omega
\]

by combining the arguments in [8] and the methodology developed here.
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A Energy Estimates for the Reaction-Diffusion System

In this section, we recall some classical energy estimates for the system (9), assuming $(a, b, c, d) \in \mathbb{R}^2 \times \mathbb{R}^* \times (-\infty, 0)$. More precisely, we consider for $F \in L^2((0, T) \times \Omega)$,

$$
\begin{aligned}
\left\{
\begin{array}{ll}
\partial_t u - \Delta u = au + bv + F & \text{in } (0, T) \times \Omega, \\
\tau \partial_t v - \sigma \Delta v = u - v & \text{in } (0, T) \times \Omega, \\
u = \frac{\partial v}{\partial n} = 0, & \text{on } (0, T) \times \partial \Omega, \\
(u, v)(0, \cdot) = (u_0, v_0) & \text{in } \Omega.
\end{array}
\right.
\end{aligned}
$$

(118)

We have the following well-posedness result in $L^2$.

**Proposition 7** There exists a positive constant $C = C(\Omega, T) = \exp(C(\Omega)T) > 0$ such that for every $(u_0, v_0) \in L^2(\Omega)^2$, $F \in L^2((0, T) \times \Omega)$, the solution $(u, v)$ to (118) satisfies

$$
\begin{align*}
\|u\|_{C([0,T];L^2(\Omega))} + \|u\|_{L^2(0,T;H^1_0(\Omega))} + \|\partial_t u\|_{L^2(0,T;H^{-1}(\Omega))} \\
+ \sqrt{\tau} \|v\|_{C([0,T];L^2(\Omega))} + \|v\|_{L^2(0,T;H^1(\Omega))} + \sqrt{\tau} \|\partial_t v\|_{L^2(0,T;H^1(\Omega))} \\
\leq C \left( \|u_0\|_{L^2(\Omega)} + \sqrt{\tau} \|v_0\|_{L^2(\Omega)} + \|F\|_{L^2((0,T) \times \Omega)} \right).
\end{align*}
$$

(119)

**Proof** We just give the sketch of the proof because it is standard, see [11, Sect. 7.1.2] for the details. We only give a priori estimates. We multiply the first equation of (118) by $u$ and the second equation of (118) by $v$, then integrate in $Q_t = (0, t) \times \Omega$,

$$
\begin{align*}
&\frac{1}{2} \int_\Omega u(t)^2 + \int_{Q_t} |\nabla u|^2 = \frac{1}{2} \int_\Omega u_0^2 + \int_{Q_t} Fu + \int_{Q_t} au^2 + \int_{Q_t} buv, \\
&\frac{\tau}{2} \int_\Omega v(t)^2 + \sigma \int_{Q_t} |\nabla v|^2 + \int_{Q_t} v^2 = \frac{\tau}{2} \int_\Omega v_0^2 + \int_{Q_t} uv.
\end{align*}
$$

We use Young’s inequalities in the previous equations to obtain

$$
\begin{align*}
&\frac{1}{2} \int_\Omega u(t)^2 + \int_{Q_t} |\nabla u|^2 \leq C \left( \int_\Omega u_0^2 + \int_{Q_t} F^2 + \int_{Q_t} u^2 + \int_{Q_t} v^2 \right), \\
&\frac{\tau}{2} \int_\Omega v(t)^2 + \sigma \int_{Q_t} |\nabla v|^2 + \int_{Q_t} v^2 \leq \frac{\tau}{2} \int_\Omega v_0^2 + \frac{1}{2} \int_{Q_t} u^2.
\end{align*}
$$

(120)

(121)

We put (121) in (120) and use Gronwall’s estimate

$$
\int_\Omega u(t)^2 + \int_{Q_t} |\nabla u|^2 \leq C \left( \int_\Omega u_0^2 + \tau \int_\Omega v_0^2 + \int_{Q_t} F^2 \right).
$$

(122)
Then, we use this previous bound in (121) to get
\[
\tau \int_{\Omega} v(t)^2 + \sigma \int_{Q_t} |\nabla v|^2 + \int_{Q_t} v^2 \leq C \left( \int_{\Omega} u_0^2 + \tau \int_{\Omega} v_0^2 + \int_{Q_t} F^2 \right). \tag{123}
\]

By taking the supremum for \( t \in [0, T] \) in (122) and (123), we obtain the conclusion of the proof. \(\square\)

We have the following maximal regularity estimate in \(L^2\).

**Proposition 8** There exists a positive constant \( C = C(\Omega, T) = \exp(C(\Omega)T) > 0 \) such that for every \((u_0, v_0) \in H^1_0(\Omega) \times H^1(\Omega), F \in L^2((0, T) \times \Omega), \) the solution \((u, v)\) to (118) satisfies
\[
\|u\|_{C([0,T];H^1_0(\Omega))} + \|u\|_{L^2(0,T;H^2(\Omega))} + \|\partial_t u\|_{L^2(0,T;L^2(\Omega))}
\]
\[+ \sqrt{\tau} \|v\|_{C([0,T];H^1(\Omega))} + \|v\|_{L^2(0,T;H^2(\Omega))} + \sqrt{\tau} \|\partial_t v\|_{L^2(0,T;L^2(\Omega))} \leq C \left( \|u_0\|_{H^1(\Omega)} + \sqrt{\tau} \|v_0\|_{H^1(\Omega)} \right). \tag{124}
\]

**Proof** It is a straightforward adaptation of the proof of [11, Sect. 7.1.3, Theorem 5], just by multiplying the first equation by \(-\Delta u\) and the second equation by \(-\Delta v\). \(\square\)

**B Proof of the Source Term Method**

In this section, we give the proof of Proposition 3.

**Proof** For \( k \geq 0 \), we define \( T_k := T(1 - q^{-k}) \) where \( q \in (1, \sqrt{2}) \). On the one hand, let \( a_0 := (u_0, \sqrt{\tau} v_0) \) and, for \( k \geq 0 \), we define \( a_{k+1} := (u_S, \sqrt{\tau} v_S)(T_{k+1}^-) \) where \((u_S, v_S)\) is the solution to
\[
\begin{cases}
\partial_t u_S - \Delta u_S = a u_S + b v_S + S & \text{in } (T_k, T_{k+1}) \times \Omega, \\
\tau \partial_t v_S - \sigma \Delta v_S = c u_S + d v_S & \text{in } (T_k, T_{k+1}) \times \Omega, \\
u_S = \frac{\partial u_S}{\partial n} = 0 & \text{on } (T_k, T_{k+1}) \times \partial \Omega, \\
(u, v)(T_k^+) = 0 & \text{in } \Omega.
\end{cases}
\]

From classical energy estimates, see Proposition 7, we have
\[
\|a_{k+1}\|_{L^2(\Omega)^2} \leq \|(u_S, \sqrt{\tau} v_S)\|_{C([T_k, T_{k+1}];L^2(\Omega)^2)} \leq C \|S\|_{L^2((T_k, T_{k+1});L^2(\Omega))}. \tag{125}
\]

On the other hand, for \( k \geq 0 \), we also consider the control systems
\[
\begin{cases}
\partial_t u_h - \Delta u_h = a u_h + b v_h + h^1_\omega & \text{in } (T_k, T_{k+1}) \times \Omega, \\
\tau \partial_t v_h - \sigma \Delta v_h = c u_h + d v_h & \text{in } (T_k, T_{k+1}) \times \Omega, \\
u_S = \frac{\partial u_h}{\partial n} = 0 & \text{on } (T_k, T_{k+1}) \times \partial \Omega, \\
(u_h, \sqrt{\tau} v_h)(T_k^+) = a_k & \text{in } \Omega.
\end{cases}
\]
From the null-controllability result, we deduce that we can define \( h_k \in L^2((T_k, T_{k+1}) \times \Omega) \) such that \((u_S, v_S)(T_{k+1}^{-}, \cdot) = 0\) and thanks to the (precise) cost estimate,

\[
\|h_k\|_{L^2((T_k, T_{k+1}) \times \Omega)} \leq M e^{\frac{M}{T_{k+1}^{-}-T_k}} \|a_k\|_{L^2(\Omega)^2}.
\]  

(126)

In particular, for \( k = 0 \), we have

\[
\|h_0\|_{L^2((T_0, T_1) \times \Omega)} \leq M e^{\frac{M}{T_1^{-}}} \|a_0\|_{L^2(\Omega)^2}.
\]

(127)

And, since \( \rho_0 \) is decreasing

\[
\|h_0/\rho_0\|_{L^2((T_0, T_1) \times \Omega)} \leq \rho_0^{-1}(T_1) M e^{\frac{M}{T_1^{-}}} \|a_0\|_{L^2(\Omega)^2}.
\]

(127)

For \( k \geq 0 \), since \( \rho_S \) is decreasing, combining (125) and (126) yields

\[
\|h_{k+1}\|_{L^2((T_{k+1}, T_{k+2}) \times \Omega)} \leq C M e^{\frac{M}{T_{k+2}^{-}-T_{k+1}}} \rho_S(T_k) \|S/\rho_S\|_{L^2((T_k, T_{k+1}) \times \Omega)}.
\]

(128)

In particular, by using \( M e^{\frac{M}{T_{k+2}^{-}-T_{k+1}}} \rho_S(T_k) = \rho_0(T_{k+2}) \) coming from the definitions (74) and (75), we have

\[
\|h_{k+1}\|_{L^2((T_{k+1}, T_{k+2}) \times \Omega)} \leq C \rho_0(T_{k+2}) \|S/\rho_S\|_{L^2((T_k, T_{k+1}) \times \Omega)}.
\]

(129)

Then, from (129), by using the fact that \( \rho_0 \) is decreasing,

\[
\|h_{k+1}/\rho_0\|_{L^2((T_{k+1}, T_{k+2}) \times \Omega)} \leq C \|S/\rho_S\|_{L^2((T_k, T_{k+1}) \times \Omega)}.
\]

(130)

As in the original proof, we can paste the controls \( h_k \) for \( k \geq 0 \) together by defining

\[
h := \sum_{k \geq 0} h_k 1_{(T_k, T_{k+1})}.
\]

We have the estimate from (127) and (130)

\[
\|h\|_{\mathcal{H}} \leq C \|S\|_{\mathcal{S}} + C \rho_0^{-1}(T_1) M e^{\frac{M}{T_{1}^{-}}} \|a_0\|_{L^2(\Omega)^2}.
\]

The state \((u, v)\) can also be reconstructed by concatenation of \((u_S, v_S) + (u_h, v_h)\), which are continuous at each junction \( T_k \) thanks to the construction. Then, we estimate the state. We use the energy estimate on each time interval \((T_k, T_{k+1})\):

\[
\|(u_S, \sqrt{\tau} v_S)\|_{L^\infty(T_k, T_{k+1}; L^2(\Omega)^2)} \leq C \|S\|_{L^2((T_k, T_{k+1}) \times \Omega)}^2,
\]

and

\[
\|(u_h, \sqrt{\tau} v_h)\|_{L^\infty(T_k, T_{k+1}; L^2(\Omega)^2)} \leq C \left( \|a_k\|_{L^2(\Omega)} + \|h\|_{L^2((T_k, T_{k+1}) \times \Omega)} \right).
\]
Proceeding similarly as for the estimate on the control, we obtain respectively

\[
\left\| (u_S, \sqrt{\tau} v_S) / \rho_0 \right\|_{L^\infty(T_k, T_{k+1}; L^2(\Omega)^2)} \leq CM^{-1} \left\| S \right\|_S,
\]

and

\[
\left\| (u_h, \sqrt{\tau} v_h) / \rho_0 \right\|_{L^\infty(T_k, T_{k+1}; L^2(\Omega)^2)} \\
\leq CM^{-1} \left\| S \right\|_S + C \rho_0^{-1}(T_1) Me^{\frac{qM}{T(q-1)}} \left\| (u_0, \sqrt{\tau} v_0) \right\|_{L^2(\Omega)^2}.
\]

Therefore, for an appropriate choice of constant \( C > 0 \), \((u, v)\) and \( h \) satisfy (80). This concludes the proof of Proposition 3. \( \square \)
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