I. INTRODUCTION

The large-scale structure of the universe is one of the most powerful probes in cosmology. The statistical nature of primordial density fluctuations can be investigated by large-scale distributions of galaxies. Geometrical effects on the observed clustering pattern of galaxies can constrain the nature of dark energy, through the Alcock-Paczinski effect [1–3] or baryon acoustic oscillations (BAO) [4–6]. Recently, it is found that the presence of primordial non-Gaussianity introduces scale-dependent bias in the halo clustering [7–11]. Therefore, many possible models in cosmology, such as inflationary scenarios, dark energy models, modified gravity, and so on, should be constrained by precision measurements of the large-scale structure in near future.

To compare the observations with theory, it is crucial to make precise predictions of observable quantities from a given cosmological model. The linear theory applies on very large scales [12]. However, the linear theory is not sufficiently accurate for purposes in the precision cosmology.

Accurate predictions of statistical measures of galaxy clustering beyond the linear theory are provided by nonlinear theories. The method of numerical simulation is one of the most straightforward ways of investigating nonlinear dynamics. However, they are not free from numerical artefacts and systematics, such as finite-volume effects, finite-resolution effects, and so forth. Fortunately, the analytical perturbation theory is applicable on large scales where density fluctuations are small. Thus the nonlinear perturbation theory of gravitational instability attracts renewed interests in recent years.

The nonlinear perturbation theory have been developed since decades ago [13–20]. The traditional perturbation theory is formulated in Eulerian space, and such theory is referred to as the standard perturbation theory (SPT). The perturbation theory in Lagrangian space is also formulated [21–29], which is called the Lagrangian perturbation theory (LPT). The first-order LPT corresponds to the classic Zel’dovich approximation [30].

In these years, the renormalized perturbation theory (RPT) [31, 32] and other approaches [33–39] have been developed to improve the accuracy of perturbation theory in nonlinear regime, partially taking into account higher-order effects of the SPT. Some of those approaches are based on the reformulation of fluid equations using the propagator, the vertex, and a source [40], which provides a way to use standard tools of field theory. Nevertheless, various levels of approximations and ansatz should be employed in those approaches.

The RPT and its variants mentioned above significantly improve the perturbation theory of dark matter in real space. However, one of the most important applications of the perturbation theory is to interpret the large-scale clustering of galaxies or other astronomical objects, observed by redshift surveys. The observable quantity in redshift surveys is the distribution of objects in redshift space. Even though the RPT and its variants could be powerful in predicting the nonlinear power spectrum of dark matter in real space, one could not directly compare the theoretical prediction with observations.

There are two obstacles to the comparison between the improved perturbation theories and observations. The first one is the redshift-space distortions: the redshift as a measure of the radial distance is contaminated by peculiar velocities. It is straightforward to take them into account in the SPT framework [41, 42]. However, the SPT in redshift space breaks down at larger scales than in real space and the applicability range of scales is fairly narrow [43], since the SPT does not sufficiently reproduce the nonlinear smearing effects, known as the Fingers-of-God (FoG) effect [44, 45].

Nonlinear modelings of the redshift-space distortions beyond the SPT are proposed [46, 47], in which the FoG effects are phenomenologically put by hand. It is found in those studies that the FoG effects can be represented by putting a Gaussian damping factor in front of the power spectrum. It is shown that the Gaussian damping factor in redshift space is naturally derived from the LPT [39], where the phenomeno-
local relation between the mass and galaxy distributions. The phenomenological parameterization of the bias, assuming a model of local Eulerian bias \cite{50–52}, the halo model \cite{53–54}, understanding.

The last two models are relatively more physical than the first one, nonlinear process of galaxy formation which is not clearly understood.

Analytic models of biasing have been proposed, including the model of local Eulerian bias \cite{50–52}, the halo model \cite{53–56}, peaks model \cite{58–64}, etc. The first model is a purely phenomenological parameterization of the bias, assuming a local relation between the mass and galaxy distributions. The last two models are relatively more physical than the first one, and are categorized as the Lagrangian bias, i.e., the locations of the galaxy formation are specified in initial density fields. The location of a peak, for example, is displaced by the dynamical evolution of density fluctuations. In the framework of SPT, the local Eulerian bias is usually adopted \cite{54–62}. However, as shown below in this paper, the halo model and the peaks model are not compatible with the local Eulerian bias in nonlinear regime, because the gravitational evolutions are nonlocal process in general.

In Fig. 1 the relation between the Eulerian and Lagrangian biases is shown. The final mass density field is the result of nonlinear evolutions from the initial mass density field. The final number density field of objects, which are observable such as galaxies, is the result of nonlinear evolutions and formations of those objects. The sites of the formation in Lagrangian space define the initial number density field. Thus the initial number density field also depends on the redshift of observation. The Lagrangian bias corresponds to the relation between the initial mass density field and the initial number density field, while the Eulerian bias corresponds to the relation between the final mass density field and the final number density field.

The initial number density field is constructed only when the formation process is known. For example, the halo model and the peaks model give prescriptions of constructing the initial number density field from the initial mass density field; i.e., these models specify the Lagrangian bias. In the halo model with the peak-background split \cite{53}, the initial number density is locally determined by initial mass density field. Thus the halo model corresponds to a local Lagrangian bias. In the peaks model, the sites of the formation is not locally determined, since the peaks are defined not only by local values, but also by spatial derivatives of the field \cite{60}. Thus the peaks model corresponds to a (semi-)nonlocal Lagrangian bias. Such models of Lagrangian bias are more physically motivated than the Eulerian bias. The bias depends on the properties of observed objects, such as the mass and luminosity. The Lagrangian bias schemes described above actually depend on the mass (or the peak height) of collapsed objects.

The local Lagrangian bias and the local Eulerian bias are not compatible to each other in nonlinear regime. This fact is well illustrated in Fig. 1. The Eulerian bias is expressible by the Lagrangian bias (dashed arrow) and vice versa (dotted arrow). The relations involves nonlinear evolutions of mass, and nonlinear evolutions and formation of observed objects. Nonlinear evolutions and formations are nonlocal processes. Therefore, the Eulerian bias should be nonlocal even when the Lagrangian bias is local. The local biasing schemes are compatible only in the case that the linear theory and a local approximation of formation process are valid. Such conditions do not apply in generally nonlinear regime.

In reality, the bias is definitely nonlocal. For example, the galaxies are largely affected by their environment \cite{68}. The nonlocality should be taken into account in a precise modeling of the bias. The exact forms of the nonlocality in formation processes of observed objects have not been fully understood. It requires a lot of future work with analytic, numerical, and observational studies of complicated astrophysical processes to understand the exact nonlocality of bias.

One of the main purposes of this paper is to formulate a nonlinear perturbation theory which can handle both the Eulerian and Lagrangian nonlocal biases in general. There mainly two merits in this formulation. First, one can distinguish general properties of nonlinear clustering which do not depend on details of formation processes from those which largely depends on models of bias. Second, it is straightforward to predict observable quantities in any models of bias. Effects of redshift-space distortions and primordial non-Gaussianity are also included in the formalism. Resummation techniques in the presence of nonlocal bias are introduced as well. The resummations of bias are shown to be essential to handle the nonlocal bias in a general way.

This paper is organized as follows. In Sec. II, both Eulerian and Lagrangian perturbation theories in real space are extended to include both the nonlocal bias and the primordial non-Gaussianity. Diagrammatic methods with graphical representations are introduced. The relation between the perturbative kernels of EPT and LPT with nonlocal bias is derived as well. In Sec. III, the formalism of the previous sec-
tion is extended to include the effect of redshift-space distortions. Techniques of the vertex resummations in our formalism are introduced in Sec. IV, and finally, some models of the Lagrangian bias are considered, illustrating how higher-order bias factors are evaluated in our formalism.

II. NONLINEAR PERTURBATION THEORY WITH NONLOCAL BIAS

A. Nonlocal bias in Eulerian space

In the following, the density contrast of observed objects $X$ at a comoving, Eulerian position $x$ is denoted by $\delta_X(x)$. The observed objects $X$ can be any astronomical objects such as galaxies, quasars, absorption lines, 21cm emissions, and so forth, which are selected and catalogued in a given redshift survey. The density field of the objects is not generally a local nor linear function of the underlying mass density contrast $\delta_m(x)$. Instead, they are nonlocally and nonlinearly related to each other in general. In other words, the density contrast $\delta_X$ of objects is a functional of the mass density contrast $\delta_m$.

The functional relation between density fields of mass and objects is deterministic on scales we are interested in. One might think that the formation process of objects is determined not only by the density field of mass, but also by other physical factors such as the local radiation density and its spectrum, merger histories of galaxies, etc. However, the dynamical evolutions in the structure formation are deterministic, and the initial density field uniquely determines all the subsequent states of the universe, including the above complex factors. Consequently, when only the growing mode solutions are kept, density contrasts of mass and objects are nonlocal functional of initial density contrast $\delta_L$: we have $\delta_m = \mathcal{F}_m[\delta_L]$ and $\delta_X = \mathcal{F}_X[\delta_L]$, where $\mathcal{F}_m$ and $\mathcal{F}_X$ represent nonlocal functionals.

On scales where the perturbation theory is applicable, the motion of dark matter is single streaming. In which case, the spatial distribution of dark matter uniquely given to invert the initial density field $\delta_L = \mathcal{F}_m^{-1}[\delta_m]$. Thus we have a deterministic functional relation $\delta_X[\delta_m] = \mathcal{F}_X[\mathcal{F}_m^{-1}[\delta_m]]$. Taking into account the translational invariance, the Taylor expansion of the function is generally given by

$$
\delta_X(x) = \sum_{n=0}^{\infty} \frac{1}{n!} \int d^3x_1 \cdots d^3x_n b_n(x-x_1, \ldots, x-x_n) \times \delta_m(x_1) \cdots \delta_m(x_n). \tag{1}
$$

The nonlocal bias functions, $b_n$, specify the relation between the number density field of objects and mass density field. The first term with $n = 0$ in Eq. (1) gives just a constant $b_0$, which is determined by other functions $b_n$ to ensure a condition $\langle \delta_X \rangle = 0$. The constant term $b_0$ is irrelevant as we consider connected moments of the density contrast. In Fourier space, moreover, the constant term just disappears when nonzero modes $k \neq 0$ are considered. Therefore, we do not retain the constant term $b_0$ in the below.

The Taylor expansion of Eq. (1) is applicable only when the functional dependence is smooth. However, as shown in Sec. IV below, the technique of vertex resummation relaxes this constraint, and even singular dependences of the number density field on the mass density field can be handled with this technique.

The local biasing ansatz is recovered when $b_n(x_1, \ldots, x_n)$ is replaced by $W_R(x_1) \cdots W_R(x_n)b_n$, where $b_n$ is now a constant for each $n$, and $W_R(x)$ is a smoothing kernel with a smoothing radius of $R$. However, the Eulerian local biasing scheme is not a natural model when we consider nonlinear dynamics, as we explicitly show below in this paper.

In Fourier space, Eq. (1) reduces to

$$
\delta_X(k) = \sum_{n=1}^{\infty} \frac{1}{n!} \int \frac{d^3k_1 \cdots d^3k_n}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} \delta_L(\mathbf{k}) \times b_n(k_1, \ldots, k_n) \delta_m(k_1) \cdots \delta_m(k_n), \tag{2}
$$

where we use a notation,

$$
k_{1-n} \equiv k_1 + \cdots + k_n, \tag{3}
$$

throughout this paper. Some variables like $\delta_m$, $\delta_X$ and $b_n$ in Fourier space are denoted by the same symbols as those in real space, instead of properly using symbols like $\delta_m$, $\delta_X$, $\tilde{b}_n$, etc. We will work in Fourier space in most of this paper. The convention of Fourier transform and its inverse in this paper is given by

$$
\tilde{F}(k) = \int d^3x e^{-ik \cdot x} F(x), \quad F(x) = \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot x} \tilde{F}(k). \tag{4}
$$

Since the bias relations should not depend on the coordinates system, the bias functions $b_n$ should be rotationally invariant. For example, the first-order bias function $b_1(k)$ is actually a function of the magnitude $k = |\mathbf{k}|$ and can be denoted as $b_1(|k|)$. Similarly, the second-order bias function $b_2(k_1, k_2)$ is actually a function of $k_1$, $k_2$, and $k_{12} = |k_1 + k_2|$ which characterize relative configuration of $k_1$ and $k_2$. Thus the function can be denoted as $b_2(k_1, k_2; k_{12})$, where the first two arguments are symmetric under a permutation, but the last one. Similarly, the third-order bias function can be denoted as $b_3(k_1, k_2, k_3; k_{123})$, and higher-order bias functions depend only on rotationally invariant set of variables.

In the case of local biasing ansatz, $b_n(k_1, \ldots, k_n)$ is replaced by $W(k_1R) \cdots W(k_nR)b_n$, where $b_n$ is now a constant for each $n$, and $W(kR)$ is a smoothing window function. When the smoothing radius $R$ is much smaller than the clustering scales we are interested in, the smoothing window function can be dropped and each bias function is simply considered as a constant $b_n$ in Fourier space.

The mass density contrast $\delta_m(x)$ is also a nonlocal and nonlinear functional of a linear density field $\delta_L(x)$. We have a Taylor expansion which has a similar form with Eq. (2) in Fourier space:

$$
\delta_m(k) = \sum_{n=1}^{\infty} \frac{1}{n!} \int \frac{d^3k_1 \cdots d^3k_n}{(2\pi)^3} \frac{d^3k}{(2\pi)^3} \delta_L(\mathbf{k}_1) \cdots \delta_L(\mathbf{k}_n), \tag{5}
$$

The local biasing ansatz is recovered when $b_n(x_1, \ldots, x_n)$ is replaced by $W_R(x_1) \cdots W_R(x_n)b_n$, where $b_n$ is now a constant for each $n$, and $W_R(x)$ is a smoothing kernel with a smoothing radius of $R$. However, the Eulerian local biasing scheme is not a natural model when we consider nonlinear dynamics, as we explicitly show below in this paper.
4-point polyspectra are the bispectrum, where
\[ P_{(2)}(k_1, k_2) = \frac{10}{7} \left( \frac{k_1 \cdot k_2}{k_2^2} \right) \left( \frac{1}{k_1} \cdot \frac{1}{k_2} \right)^2 \]
(7)

Expressions of \( F_3 \) and \( F_4 \) are explicitly given in Ref. [16]. Although above kernels \( F_n \) (\( n \geq 2 \)) are exact only in the Einstein–de Sitter universe, \( \Omega_M = 1, \Omega_L = 0 \), those are good approximations in other cosmological models with \( \Omega_M \neq 1, \Omega_L \neq 0 \) [20].

Combining Eq. (2) and Eq. (3), we have a formal expansion of the form
\[
\delta_X(k) = \sum_{n=1}^{\infty} \frac{1}{n!} \int \frac{d^3k_1}{(2\pi)^3} \cdots \frac{d^3k_n}{(2\pi)^3} \frac{1}{(2\pi)^3} \left( \frac{\delta(k_1 - k)}{(2\pi)^3} \right)^n \delta_X(k_1, \ldots, k_n),
\]
(8)
where
\[
\begin{align*}
K_1(k) &= b_1(k), \\
K_2(k_1, k_2) &= b_1(k) F_2(k_1, k_2) + b_2(k_1, k_2) \\
K_3(k_1, k_2, k_3) &= b_1(k) F_3(k_1, k_2, k_3) \\
&\quad + \left[ b_2(k_1, k_2) F_2(k_2, k_3) + \text{cyc.} \right] \\
&\quad + b_3(k_1, k_2, k_3),
\end{align*}
\]
(11)
and so forth, where \( k = k_{1-n} \) in each expression of \( K_n \).

The \( N \)-point polyspectrum \( P_X^{(N)} \) of the field \( \delta_X \) is defined by
\[
(\delta_X(k_1) \cdots \delta_X(k_N))_c = (2\pi)^3 \delta^3(0) \delta_X^{(N)}(k_1, \ldots, k_N),
\]
(12)
where \( (\cdots)_c \) denotes the cumulant, which corresponds to the connected part of the \( N \)-point expectation value. The 2-point polyspectrum is the power spectrum \( P_X = P_X^{(2)} \). The 3- and 4-point polyspectra are the bispectrum \( B_X = P_X^{(3)} \) and the trispectrum \( T_X = P_X^{(4)} \), respectively. Substituting the Eq. (3) into Eq. (12), one can perturbatively evaluate the polyspectra \( P_X^{(N)} \) in terms of the polyspectra \( P_X^{(n)} \) of the linear density contrast \( \delta_L \), which is similarly defined by
\[
(\delta_L(k_1) \cdots \delta_L(k_N))_c = (2\pi)^3 \delta^3(0) \delta_L^{(N)}(k_1, \ldots, k_N).
\]
(13)

FIG. 2: Diagrammatic rules for the Eulerian perturbation theory in real space. In each vertex, \( k = k_1 + \cdots + k_n \) should be satisfied. The upper and lower rules correspond to the expansions in Eq. (4) and (5), respectively. A dashed line should be “internal”: one end of a dashed line should be connected to a vertex with double solid line, and the other end should be connected to a vertex with solid lines.

In calculating the polyspectra, diagrammatic methods are quite useful. Fig. 2 shows the diagrammatic rules for the Eulerian perturbation theory in real space. The first rule corresponds to each term in the expansion of Eq. (4), and the second rule corresponds to each term in Eq. (5). In both vertices, a momentum conservation \( k = k_1 + \cdots + k_n \) should be satisfied, according to the Dirac’s delta function in each corresponding equation. The double solid line, dashed line, and single solid line correspond to \( \delta_X, \delta_m \), and \( \delta_1 \), respectively. Since the variable \( \delta_m \) is expanded according to Eq. (5), dashed lines in the upper rule should always be connected to the vertices of the lower rule, i.e., the dashed lines are “internal.”

To evaluate the \( N \)-point polyspectra of Eq. (12) with expansions of Eqs. (2) and (5), we need cumulants of the linear density contrast \( \delta_L \), which are given by Eq. (13). This procedure is diagrammatically equivalent to applying rules in Fig. 3. The open circles with cross represent the primordial polyspectra. When the initial density field is random Gaussian, higher-order polyspectra all vanish, \( P^{(n)}_X = 0 \) for \( n \geq 3 \), and only the upper rule in Fig. 3 is relevant.

For the evaluations of \( N \)-point polyspectra \( P^{(N)}_X \) in Eq. (12), we first consider \( N \) vertices with double solid lines. Next we consider possible ways of connecting those vertices with dashed lines and solid lines according to the rules in Figs. 2 and 3. The polyspectra \( P^{(N)}_X \) is given by the sum of terms which correspond to all the possible diagrams, with appropriate statistical factors which are explained at the end of this subsection.

Since the \( N \)-point polyspectra are defined by the connected part in Eq. (12), only connected diagrams should be taken
into account. Discarding unconnected diagrams is equivalent to taking the connected part. When there exist internal wavevectors $k'_1, k'_2, \ldots$, which are not uniquely determined from external wavevectors $k_1, \ldots, k_N, \{d^3k'_1/(2\pi)^3 \cdot d^3k'_2/(2\pi)^3 \cdot \}$. The number of internal wavevectors to be integrated is the same as the number of loops in a given diagram.

Every terms in the perturbative expansion of the polyspectra $P_x^{(N)}$ of Eq. (12) corresponds to the diagrams constructed by above rules. When the hierarchical orders for the linear polyspectra $P_L^{(N)} \sim O(P_L)^{N-1}$ hold, the number of loops is equal to the order of $P_L$ in a given diagram. In any case, the perturbative order in a given diagram is apparent from the number and kind of crossed circles.

When the mixed polyspectra of different types of objects, such as cross power spectra $P_{mx}(k), P_{x, y}(k), \ldots$, need to be evaluated, we just use different vertices with corresponding set of bias functions.

When the bias is not present, $b_1 = 1, b_2 = b_3 = \cdots = 0$, only one dashed line can be connected to each vertex of the lower rule in Fig. 2. In this case one does not need to consider the dashed line at all, and the diagrammatic rules of Figs. 2 and 3 are equivalent to the ones which were previously introduced in Ref. 16, in which Gaussian initial conditions are assumed. Therefore, our diagrammatic rules of Figs. 2 and 3 are generalization of the previous rules to the case when the Eulerian nonlocal bias and primordial non-Gaussianity are present in general.

The diagrammatic rule for the expansion of Eq. (8) is shown in Fig. 3. The triangle vertex corresponds to shrinking the vertex in terms of the diagrammatic rules of Fig. 2. In fact, for $n = 1, 2, 3$, the shrunk vertices are diagrammatically given by Fig. 5. These diagrammatic representations are equivalent to Eqs. (8)–(11).

As an example, Fig. 6 shows diagrams for the power spectrum up to the one-loop order in terms of shrunk vertices. It is a good exercise for readers to explicitly calculate the power spectrum from Eqs. (8) and (12), without resorting diagrams, and compare the result with the diagrammatic representation of Fig. 6.
both vertices. It has two equivalent pieces, and the resulting statistical factor is 1/2! = 1/2. In another way of viewing the statistical factor of this diagram, each vertex has a factor 1/2! because of the prefactor 1/n! in Eq. (3), and there is two ways of connecting the solid lines from the vertices, resulting in the final statistical factor of (1/2!)^2 × 2 = 1/2, which agrees with the previous consideration of equivalent pieces. In the third diagram, two solid lines in the loop connected to the left vertex are equivalent pieces, and the statistical factor is 1/2! = 1/2. In another way of viewing, left vertex has a factor 1/3!, and there are three ways of choosing which solid lines are associated to the loop, resulting in the final statistical factor of 1/3! × 3 = 1/2, which agrees with the previous consideration of equivalent pieces. The fourth diagram gives the same expression with the third, due to the parity symmetry. Similarly, the fifth and sixth diagrams have the statistical factor of 1/2! = 1/2 in both ways of viewing. After some experience, one can put a correct statistical factor in a given diagram. Two ways of counting as in the above examples are helpful for cross-checking.

B. Nonlocal bias in Lagrangian space

In the Lagrangian view, the dynamical evolution of cosmological density fields is tracked by a set of trajectories of mass element, x(q, t), where q is the initial Lagrangian coordinates of the trajectory. A displacement field ψ(q, t) is defined by

\[ x(q, t) = q + \psi(q, t), \tag{15} \]

and is considered as a fundamental quantity in the Lagrangian view of perturbations.

Since the initial density field is sufficiently uniform, the Eulerian mass density field \( \rho_m(x) \) satisfies the continuity relation,

\[ \rho_m(x) d^3x = \bar{\rho}_m d^3q, \tag{16} \]

where \( \bar{\rho}_m \) is the comoving mean density of mass. On the other hand, the fluid elements in which observed objects reside are not uniformly distributed in Lagrangian space. The continuity relation is given by

\[ \rho_X(x) d^3x = \bar{\rho}_X d^3q, \tag{17} \]

where \( \rho_X(q) \) is the density field of the observed objects in Lagrangian space. Note that both \( \rho_m \) and \( \rho_X \) depend on the time of observation, because objects are identified by observers at a given time. The comoving mean density of the objects, \( \bar{\rho}_X \) is common to both density fields, and the Eq. (17) is equivalent to the following equation:

\[ 1 + \delta_X(x) = \int d^3q \left[ 1 + \delta_X^L (q) \right] \delta_D^L (x - q - \psi(q)). \tag{18} \]

When the density field is not biased, \( \delta_X^L (q) = 0 \) everywhere.

The expansion of the number density field by the linear density field in Lagrangian space is formally given by

\[ \delta_X^L (k) = \sum_{n=1}^{\infty} \frac{1}{n!} \int \frac{d^3k_1}{(2\pi)^3} \ldots \frac{d^3k_n}{(2\pi)^3} \delta_D^L (k_{1-n} - k) \times b_n^L (k_1, \ldots, k_n) \delta_L (k_1) \ldots \delta_L (k_n), \tag{19} \]

where \( b_n^L \) is the \( n \)-th order nonlocal bias function in Lagrangian space. The bias functions are essentially infinite-dimensional Taylor coefficients, and given by functional derivatives:

\[ b_n^L (k_1, \ldots, k_n) = (2\pi)^{3n} \int \frac{d^3k'}{(2\pi)^3} \frac{\partial^n \delta_X^L (k')}{\partial \delta_L (k_1) \ldots \partial \delta_L (k_n)} \bigg|_{\delta_L = 0}. \tag{20} \]

Applying the Fourier transform to the Eq. (18), and expanding the exponent of the displacement field, we have

\[ \delta_X (k) = \int d^3q e^{-ik \cdot q} \left[ 1 + \delta_X^L (q) \right] e^{i \Psi(q)} - (2\pi)^3 \delta_X^L (k) \]

\[ = \sum_{n+m \geq 1} (-i)^m \int \frac{d^3k_1}{(2\pi)^3} \ldots \frac{d^3k_n}{(2\pi)^3} \frac{d^3k'_1}{(2\pi)^3} \ldots \frac{d^3k'_m}{(2\pi)^3} \times (2\pi)^3 \delta_D^L (k_{1-n} - k_1') \delta_D^L (k_{m+1-n} - k_m') \]

\[ \times \delta_L (k_1) \ldots \delta_L (k_n) [k \cdot \Psi (k_1') \ldots [k \cdot \Psi (k_m')], \tag{21} \]

where we define \( b_n^L \equiv 1 \) above just for \( n = 0 \), and \( \Psi \) is the Fourier transform of the displacement field. In the following we use the displacement field both in configuration space and Fourier space, and we notationally distinguish between \( \Psi \) and \( \psi \).

The displacement field \( \Psi \) is similarly expanded in Lagrangian space:

\[ \Psi (k) = \sum_{n=1}^{\infty} \frac{i}{n!} \int \frac{d^3k_1}{(2\pi)^3} \ldots \frac{d^3k_n}{(2\pi)^3} \delta_D^L (k_{1-n} - k) \times L_n (k_1, \ldots, k_n) \delta_L (k_1) \ldots \delta_L (k_n). \tag{22} \]

The evolution of the displacement field can be perturbatively evaluated in quasi-nonlinear regime. The LPT evaluates the perturbative kernel \( L_n \) order by order [27, 28, 39]. For \( n = 1, 2 \), we have

\[ L_1 (k) = \frac{k}{k^2}, \tag{23} \]

\[ L_2 (k_1, k_2) = \frac{3}{7} \frac{k}{k^2} \left[ 1 - \left( \frac{k_1 \cdot k_2}{k_1 k_2} \right)^2 \right], \tag{24} \]

where \( k = k_1 + k_2 \) for \( L_2 \). As in Eq. (7), the above kernel \( L_2 \) is exact only for Einstein-de-Sitter universe, and the expression is a good approximation in other cosmological models. The explicit form of the third-order kernel \( L_3 \) is given in [27]. The kernel \( L_n \) is not proportional to \( k \) for \( n \geq 3 \), in general.

Diagrammatic rules for Eqs. (21) and (22) are given in Fig. 7. The double solid line and single solid line correspond to \( \delta_X \) and \( \delta_L \), respectively. The wavy line correspond to the \( n \)-th order perturbation of the displacement vector \( \Psi \), and has an index \( i \) which corresponds to a component of the vector. The wavy lines also carry wavevectors, and momentum conservations should be satisfied at every vertices.

Combining Eqs. (21) and (22), we have a formal expansion which should be identical to the Eq. (18) in EPT. The first sev-
Eqs. (25)–(27) indicates the relation between the Eulerian and Lagrangian bias kernels are given by

\[
K_1(k) = k \cdot L_1(k) + b_1^1(k), \\
K_2(k_1, k_2) = k \cdot L_2(k_1, k_2) + \{k \cdot L_1(k_1)[k \cdot L_1(k_2)] + \text{cyc.} \}
+ b_1^1(k_1)[k \cdot L_1(k_2)] + b_1^1(k_2)[k \cdot L_1(k_1)] \\
+ b_1^1(k_1, k_2), \\
K_3(k_1, k_2, k_3) = k \cdot L_3(k_1, k_2, k_3) \\
+ \{k \cdot L_1(k_1)[k \cdot L_2(k_2, k_3)] + \text{cyc.} \}
+ [k \cdot L_1(k_1)[k \cdot L_1(k_2)] + \text{cyc.} \}
+ \{b_1^1(k_1)[k \cdot L_2(k_2, k_3)] + \text{cyc.} \}
+ \{b_1^1(k_1)[k \cdot L_1(k_2)] + \text{cyc.} \}
+ \{b_1^1(k_2)[k \cdot L_1(k_3)] + \text{cyc.} \}
+ b_1^1(k_1, k_2, k_3)
\]

(26)

and so forth, where \( k = k_{1-n} \) for \( K_n \). Those equations are diagrammatically represented in Fig. 8.

When the bias is not present, \( b_1 = 1, b_1^1 = 0, \) and \( b_n = b_n^1 = 0 \) for \( n \geq 2 \). In this case, the equivalence of Eqs. (29)–(31) and Eqs. (25)–(27) indicates

\[
F_1(k) = k \cdot L_1(k), \\
F_2(k_1, k_2) = k \cdot L_2(k_1, k_2) + [k \cdot L_1(k_1)[k \cdot L_1(k_2)]], \\
F_3(k_1, k_2, k_3) = k \cdot L_3(k_1, k_2, k_3) \\
+ \{k \cdot L_1(k_1)[k \cdot L_2(k_2, k_3)] + \text{cyc.} \}
+ [k \cdot L_1(k_1)[k \cdot L_1(k_2)] + \text{cyc.} \}
\]

(29)

and so forth, where \( k = k_{1-n} \) for \( F_n \). The above equations give the relations of kernels in Lagrangian and Eulerian perturbation theories for dark matter evolutions. Therefore, those equations are identities. It is easily seen that Eqs. (28), (29) explicitly hold for Eqs. (5), (7), (23), (24).

C. The relation between Eulerian and Lagrangian bias functions

In the presence of bias, the equivalence of Eqs. (29)–(31) and Eqs. (25)–(27) indicates the relation between the Eulerian and Lagrangian bias. First several relations are given by

\[
b_1(k) = b_1^1(k) + 1, \\
b_2(k_1, k_2) = b_2^1(k_1, k_2) - F_2(k_1, k_2)b_1^1(k_{12}) \\
+ \{k \cdot L_1(k_1)\} b_1^1(k_2) + (k_1 \leftrightarrow k_2) \}, \\
b_3(k_1, k_2, k_3) = b_3^1(k_1, k_2, k_3) \\
- F_3(k_1, k_2, k_3)b_1^1(k_{12}) + \{k \cdot L_1(k_1)\} b_1^1(k_{12}) + \text{cyc.} \}
+ \{k \cdot L_1(k_1)F_2(k_1, k_2) b_1^1(k_{12}) + \text{cyc.} \}
- k \cdot L_1(k_{12})F_2(k_1, k_2) b_1^1(k_{3}) + \text{cyc.} \}
\]

(32)

(33)

and so forth, where \( k = k_{1-n} \) for \( b_n \).

An immediate consequence of the above formulas is that the biasing cannot be local simultaneously both in Eulerian and in Lagrangian space, since the bias parameters are all constants in local bias models. For example, when the Lagrangian bias is local and parameters \( b_1^1, b_1^2, \ldots, n \) are scale-independent constants, the higher-order Eulerian parameters \( b_2, b_3, \ldots, \) are inevitably scale-dependent according to Eqs. (31)–(33). The reason for the incompatibility of local biases is that nonlinear evolutions are nonlocal process in general, as we already described in Introduction.

In spite of that, local relations between the Lagrangian halo bias and the local Eulerian bias parameters are known in the halo model [57]. These relations are derived by applying the spherical collapse model [53, 54], in which the density evolutions are local process, and therefore the local biases are compatible. This compatibility does not hold in generally non-spherical collapse [75].

D. Comments on the bias relations in the spherical collapse model

The purpose of this subsection is to find a relation between the bias parameters of general perturbation theory and that of spherical collapse model. As mentioned above, the spherical
collapse model is used in the halo approach to find a local
relation between the (Lagrangian) halo bias parameters and
Eulerian bias parameters.

Following the same manner of Ref. [54], one can derive
general relations between local bias parameters in Lagrangian
space and in Eulerian space. Such relations are derived in
Appendix A. Up to the third order, we have

\[ b_1 = b_1^L + 1, \quad (34) \]
\[ b_2 = b_2^L + \frac{8}{21} b_1^L, \quad (35) \]
\[ b_3 = b_3^L - \frac{13}{7} b_2^L - \frac{796}{1323} b_1^L, \quad (36) \]

where both the Eulerian bias parameters \( b_n \) and the
Lagrangian bias parameters \( b_n^L \) are local and scale-independent
at the same time.

Remarkably, the local bias relations in Eqs. (34)–(36)
for the spherical model can be derived from Eqs. (31)–(32) when
the Lagrangian bias is local and Eulerian bias functions are
averaged over directions of wavevectors. Each bias function
\( b_n^L(k_1, \ldots, k_n) \) is replaced by a constant \( b_n^L \) in the local La-
grangian bias. Angular averages of Eqs. (31)–(33) in this case
are straightforwardly calculated by using the explicit forms of
\( F_2, L_1 \) and \( L_2 \) in Eqs. (7), (23) and (24). The angular aver-
age of \( F_3 \) is given by \( \langle F_3 \rangle = 682/189 \) [20, 96]. As a result,
the angular averages of Eqs. (31)–(33) exactly reduce to the
right-hand sides of Eqs. (34)–(36).

Therefore, the scale- and angular-dependences of bias are
neglected in the bias relations of the spherical collapse model,
which are widely used in the halo approach. It is only when
those dependences of bias are not important that the local bias
relations of Eqs. (34)–(35) are useful. In general perturbations
without spherical symmetry, one should use the nonlocal rela-
tions of bias in Eqs. (31)–(33).

E. Comments on the stochastic bias

In the framework of local bias models, the deterministic
property of bias is not viable in reality. The number density of
observed objects is not solely determined by the local density
of mass. The stochastic biasing scheme [69] is a phenomeno-
logical model to treat the biasing as a nondeterministic pro-
cess, in the framework of local bias models.

One of the characteristic parameters of stochasticity is the
correlation coefficient, defined by

\[ r(R) = \frac{\langle \delta_m(R) \delta_X(R) \rangle}{\sigma_m(R)\sigma_X(R)}, \quad (37) \]

where \( \sigma_m(R) = \langle \delta_m^2(R) \rangle^{1/2}, \sigma_X(R) = \langle \delta_X^2(R) \rangle^{1/2} \) are square
roots of the variances of density contrasts \( \delta_m(R), \delta_X(R) \) which
are smoothed by a radius \( R \) at a point in Eulerian space. If the
deterministic relation \( \delta_X(R) = b(R)\delta_m(R) \) exactly holds, the
stochasticity parameter \( r(R) \) is identically unity. Deviations of
the stochasticity parameter from unity characterize how the
stochasticity is important. It is also common to define the
correlation coefficient in Fourier space,

\[ r(k) = \frac{P_{mx}(k)}{\sqrt{P_m(k)P_X(k)}}, \quad (38) \]

where \( P_{mx}(k) \) is the cross power spectrum of mass and ob-
jects, \( P_m(k) \) and \( P_X(k) \) are the power spectra of mass and ob-
jects, respectively.

This approach is purely phenomenological in the sense that
the stochasticity itself does not correspond to any fundamen-
tal physics. Instead, the stochasticity represents our ignorance
on the formation process of observed objects. Dynamical evo-
lutions of density field and the formation process of observed
objects are deterministic at the fundamental level. If we would
know all the detailed physics of the formation process, any
stochastic character should not appear when we properly de-
scribe precise dependences of the number density of objects
on physical quantities, not only a local density of mass.

For the above reason, the parameters of stochastic bias
should be derived from the nonlocal bias functions,
\( b_n(k_1, \ldots, k_n) \). At linear order, the correlation coefficient in
Fourier space \( r(k) \) is identically unity, since the bias is mul-
tiplicative,
\( \delta_X(k) = b_1(k)\delta_m(k) \), which is a consequence of
the translational invariance. Even in this case, the correla-
tion coefficient in configuration space, Eq. (37), is less than
unity in general when the linear bias parameter \( b_1(k) \) is scale-dependent \[63, 70\].

At nonlinear orders, the correlation coefficient even in Fourier space becomes less than unity. It is straightforward to calculate the Eq. (33) in our framework of nonlocal biasing. The lowest-order contribution to \( 1 - r(k) \) is given by one-loop diagrams. The relevant diagrams are similar to Fig. 6 and the final result simply reduces to

\[
1 - r(k) = \frac{1}{4[b_1(k)]^2 P_L(k)} \times \int \frac{d^3k'}{(2\pi)^3} \left[ b_2(k', k - k') P_L(k') P_L(|k - k'|). \right. \tag{39}
\]

This result is valid even when the initial density field is non-Gaussian. The bispectrum contributions to one-loop power spectra cancel out in the combination of Eq. (38).

In a case of local Lagrangian bias, including the halo bias, the Lagrangian functions \( b_{2L}^1 \) are constants and the second-order Eulerian bias function of Eq. (32) reduces to

\[
b_2(k_1, k_2) = b_{2L}^1 + \frac{4}{7} \left[ 1 - \frac{(k_1 \cdot k_2)^2}{(k_1 \cdot k_2)^2} \right] b_{2L}^1. \tag{40}
\]

In the large-scale limit, \( k \to 0 \), we have \( b_2(k', k - k') \to b_{2L}^1 \), and from Eq. (38),

\[
1 - r(k) \to \frac{(b_{2L}^1)^2}{4[b_1(k)]^2 P_L(k)} \int \frac{d^3k'}{(2\pi)^3} [P_L(k')]^2. \tag{41}
\]

It is interesting to note that the stochasticity emerges even in the large-scale limit when the second-order Lagrangian bias parameter \( b_{2L}^1 \) is nonzero. One cannot find such kind of properties in an original approach of the stochastic biasing, since the correlation coefficient is just a free parameter in the latter. The halo model actually predicts the nonzero value of the second-order bias parameter \( b_{2L}^1 \) (see Sec. [V C](#v-c) below).

To summarize this subsection, the stochastic bias is a phenomenon which is conveniently introduced in the context of local bias models, and is not needed in nonlocal bias models. Stochastic properties of the local bias are derived from the deterministic nonlocal bias.

### III. PERTURBATION THEORY IN REDSHIFT SPACE WITH NONLOCAL BIAS

#### A. Nonlocal bias in Eulerian space and redshift-space distortions

The comoving position \( x \) in real space and \( s \) in redshift space are related by \[71\]

\[
s = x + \frac{v_r(x)}{aH} \hat{z}. \tag{42}
\]

in the plane-parallel limit of the distant-observer approximation, where \( \hat{z} \) is the unit vector along the line of sight, and \( v_r \) is the velocity component along \( \hat{z} \). The number density field in real space \( \rho_X(x) \) and that in redshift space \( \rho_X^s(s) \) are related by a continuity relation:

\[
\rho_X^s(s) d^3s = \rho_X(x) d^3x, \tag{43}
\]

Therefore, the density contrast in redshift space is given by

\[
\delta_X^s(s) = [1 + \delta_X(x)] J^{-1} - 1, \tag{44}
\]

where \( J = \partial(x)/\partial(x) \) is the Jacobian of the mapping from real space to redshift space. One can easily calculate the Fourier transform of Eq. (44):

\[
\delta_X^s(k) = \int d^3x e^{-i\mathbf{k} \cdot \mathbf{x}} [1 + \delta_X(x)] e^{i\mathbf{k} \cdot \mathbf{x}}, \tag{45}
\]

where \( u_c = -v_r/aH \) and \( \mathbf{k} \neq 0 \) is assumed. A different expression of the above formula is seen in the Eq. (4) of Ref. [44], and it can be shown by partial integration that the two expressions are actually equivalent. The above relation is applicable even in the fully nonlinear regime.

In Fourier space,

\[
u_u(k) = -i k \cdot \theta(\mathbf{k})/k^2, \tag{46}
\]

where \( \theta(\mathbf{k}) \) is the Fourier transform of the normalized velocity convergence, \( \theta = -\nabla \cdot \mathbf{v}/aH \). Expanding the peculiar velocity field in Eq. (45), we have

\[
\delta_X^s(k) = \sum_{n,m \geq 1} \frac{(\mu_1)^m}{n! m!} \int \frac{d^3k_1}{(2\pi)^3} \cdots \frac{d^3k_n}{(2\pi)^3} \frac{d^3k'_1}{(2\pi)^3} \cdots \frac{d^3k'_m}{(2\pi)^3} \cdot \left. \right. \nonumber \times (2\pi)^3 \left[ \delta^3_{\Omega}(k_{1-n} + k'_{1-m} - k) \mu_1^{i_1} \cdot \mu_2^{i_2} \cdots \mu_n^{i_n} b_{\theta}(k'_1, \ldots, k'_m) \right. \nonumber \times \theta(k_1) \cdots \theta(k_m) \delta_{\Omega}(k'_1) \cdots \delta_{\Omega}(k'_m), \tag{47}
\]

where we define \( b_0 \equiv 1 \) above just for \( m = 0 \), and \( \mu \equiv \mathbf{k} \cdot \hat{z}/k, \mu_i \equiv k_i \cdot \hat{z}/k_i \) are direction cosines of wavevectors. It can be shown that this equation is equivalent to the Eq. (5) of Ref. [44], although the apparent expressions are somewhat different.

In the SPT, only growing-mode solutions in each order are retained, and the peculiar velocity field is consistently assumed to be irrotational. Thus, the velocity field is fully characterized by the velocity divergence \[20\], which is expanded by a linear density contrast as

\[
\theta(k) = \sum_{n=1}^{\infty} \frac{f}{n!} \int \frac{d^3k_1}{(2\pi)^3} \cdots \frac{d^3k_n}{(2\pi)^3} \delta^3_{\Omega}(k_{1-n} - k) \cdot \left. \right. \nonumber \times G_n(k_1, \ldots, k_n) \delta_{\Omega}(k_1) \cdots \delta_{\Omega}(k_n), \tag{48}
\]

where \( f = d\ln D/d\ln a = D/HD \) is the linear growth rate which corresponds to the logarithmic derivative of the linear growth factor. The perturbative kernels \( G_n \) are given by SPT 15, 16, 18, 20. For \( n = 1, 2 \), we have

\[
G_1(k) = 1, \tag{49}
\]

\[
G_2(k_1, k_2) = \frac{6}{7} \left. \right. \nonumber + \left( \frac{k_1^2}{k_2^3} + \frac{k_1^2}{k_2^3} \right)^2 \frac{k_1 \cdot k_2}{k_1 k_2} + \left( \frac{k_1 \cdot k_2}{k_1 k_2} \right)^2, \tag{50}
\]
The dotted line corresponds to the velocity convergence in redshift space. In the first rule, \( k = k_1 + \cdots + \sum \Delta_n \) should be satisfied, and \( k = k_1 + \cdots + \sum \Delta_n \) should be satisfied in the last two rules. The dashed lines and dotted lines are internal.

where the expression \( G_2 \) is exact only in Einstein–de-Sitter universe, and only weakly depends on time in general cosmology.

Fig. 9 shows the diagrammatic rules for the Eulerian perturbation theory in redshift space. The first rule corresponds to the expansion of Eq. (47), and the second rule corresponds to Eq. (48). The rules are used in a similar way of those in real space. The third rule is common to the rule in real space, and corresponds to Eq. (5). The momentum conservation should be satisfied in each vertex. The meanings of double solid line, dashed line and single solid line are the same as in real space. The dotted line corresponds to Eq. (15): the dot represents a partial derivative by the proper time \( t \). Note that we suppress the argument of the time \( t \) in our variables. From Eq. (42), the displacement field in redshift space is simply given by

\[
 \psi^\varphi = \psi + \frac{\dot{z}}{H} \psi, \tag{55}
\]

The redshift-space distortions are exactly linear mappings of the displacement field, even in the nonlinear regime [39]. A similar equation has been applied to the analysis of the Zel’dovich approximation [72].

In our approximation that the perturbative kernels \( L_n \) are independent on time, we have \( \Psi^{(n)} \propto D^n \), where \( \Psi^{(n)} \) is the configuration-space counterpart of \( n \)-th order term in Eq. (22). Therefore, the time derivative of the displacement field is simply given by

\[
 \Psi^{(n)} = n H f \Psi^{(n)}, \tag{56}
\]
and the displacement field of each order in redshift space is related to the real-space displacement via
\[ \Psi^{(n)} = \Psi^{(0)} + n f(\hat{z} \cdot \Psi^{(n)}) \hat{z}, \] (57)
which is just a linear mapping of the displacement field in each order. This linear transformation is characterized by a redshift-space distortion tensor \( R^{(n)}_{ij} \) for each \( n \) \cite{59}, which is defined by
\[ R^{(n)}_{ij} = \delta_{ij} + n f \frac{\partial^2}{\partial z_i \partial z_j}. \] (58)
The Eq. (57) reduces to \( \Psi^{(n)} = R^{(n)}_{ij} \Psi^{(j)} \), or in a vector notation, \( \Psi^{(n)} = R^{(n)} \Psi^{(n)} \).

As a result, each perturbative kernel of the redshift-space displacement is given by a linear transformation from the real-space kernel,
\[ L_n = R^{(n)} L_m. \] (59)
For \( n = 1, 2 \), we have
\[ L_1^*(k) = \frac{k + f \mu k \hat{z}}{k^2}, \] (60)
\[ L_2^*(k_1, k_2) = \frac{3}{7} \frac{k + 2 f \mu k \hat{z}}{k^2} \left[ 1 - \left( \frac{k_1 \cdot k_2}{k_1 k_2} \right)^2 \right], \] (61)
where \( k = k_1 + k_2 \) for \( L_2^* \). All the formalism of Sec. II in real space applies with substitutions of \( L_n \rightarrow L_n^* \) and \( K_n \rightarrow S_n \) in redshift space. Corresponding to Eqs. (25) and (26), we have
\[ S_1(k) = k \cdot L_1^*(k) + b_1^2(k), \] (62)
\[ S_2(k_1, k_2) = k \cdot L_2^*(k_1, k_2) + [k \cdot L_1^*(k_1)] [k \cdot L_1^*(k_2)] + b_1^2(k_1)[k \cdot L_1^*(k_2)] + b_1^2(k_2)[k \cdot L_1^*(k_1)] \] (63)
and so forth, where \( k = k_{1,n} \) for \( S_n \). Substituting Eqs. (60), (61), and Eqs. (31), (32), the above equations are equivalent to Eqs. (52), (53). Thus, the relation of the nonlocal biases of Eqs. (31), (32), which are derived in real space, also consistently applies in redshift space. Such consistency should hold for any higher-order kernels.

IV. VERTEX RESUMMATIONS

The formalism presented so far is a natural extension of the SPT, simultaneously including the nonlocal bias, redshift-space distortions and primordial non-Gaussianity. In recent years, various methods beyond the SPT are developed as mentioned in Introduction. In the RPT \cite{31, 32}, the “propagator” plays an important role. The concept of the propagator is extended to the “multi-point propagator” \cite{73, 74}, in which the original propagator is identified as the one-point propagator.

In this section, we show that the multi-point propagators can be obtained by resumming the external vertices in our formalism. Most of the resummation methods known so far are only applied to the real-space clustering in real space. Exceptions are the Lagrangian resummation method \cite{39, 75}, in which local Lagrangian bias and redshift-space distortions are included, and the time-renormalization-group method \cite{76}, in which the halo bias is included. Therefore, the identification of the multi-point propagators in our formalism is an important step toward including all the effects of nonlocal biasing, redshift-space distortions and primordial non-Gaussianity into the resummation methods.

A. Multi-point propagators

We first consider how the multi-point propagator \cite{73} is related to our formalism. We only consider one-component propagators with the density sector. The \( n \)-th order propagator \( I^{(n)}_m(k_1, \ldots, k_n) \) of the density sector is defined by an ensemble average of the functional derivative:
\[ \frac{\delta^n \delta_m(k)}{\delta \delta_1(k_1) \cdots \delta \delta_1(k_n)} = (2\pi)^3 \delta^3_D(k - k_{1-n}) I^{(n)}_m(k_1, \ldots, k_n). \] (64)
The original multi-point propagator \( I^{(n)}_{ab, \ldots} \) with density and velocity sectors, defined in Refs. \cite{73, 74}, is related to our definition of density propagator by \( I^{(n)}_m = n! 2^{-n} (D_{init}/D)^{n} I_{1 \ldots n}^{(n)} u_{a_1} \cdots u_{a_n} \), where \( D_{init} \) is the linear growth factor at the initial time \( t_{init} \). The appearance of the Dirac’s delta function on the right-hand side of Eq. (64) corresponds to the coefficient of orthogonal expansion by a series of generalized Wiener-Hermite functionals \cite{77}.

Substituting Eq. (5) into the left-hand side of Eq. (64), we have
\[ \left( \frac{\delta^n \delta_m(k)}{\delta \delta_1(k_1) \cdots \delta \delta_1(k_n)} \right) = \frac{1}{(2\pi)^3} \sum_{m=0}^{\infty} \frac{1}{m!} \int \frac{d^3 k_1}{(2\pi)^3} \cdots \frac{d^3 k_m}{(2\pi)^3} \times (2\pi)^3 \delta^3_D(k - k_{1-n} - k'_{1-n}) F_{n;m}(k_1, \ldots, k_n, k'_1, \ldots, k'_m) \times \delta(k_{1-n} - k'_{1-n}). \] (65)
The last factor is proportional to \( \delta^3_D(k'_{1-n}) \) for the translational symmetry, and the remaining factor is further decomposed into products of connected polysteps, \( \sum \Pi P^{(n)} \). For example,
\[ \langle \delta_1 \delta_2 \delta_3 \delta_4 \rangle = \langle \delta_1 \delta_2 \delta_3 \delta_4 \rangle_c + \langle \delta_1 \delta_2 \rangle_c \langle \delta_3 \delta_4 \rangle_c + \langle \delta_1 \delta_3 \rangle_c \langle \delta_2 \delta_4 \rangle_c + \langle \delta_1 \delta_4 \rangle_c \langle \delta_2 \delta_3 \rangle_c \]
\[ = \delta^3_D P^{(4)}_{1234} + \delta^3_D P^{(4)}_{1234} + \delta^3_D P^{(4)}_{1234} + \delta^3_D P^{(4)}_{1234}, \] (66)
and so forth, where \( \delta_1 = \delta(k'_1), \delta_2 = \delta(k'_2), \delta_3 = (2\pi)^3 \delta^3_D(k'_3), \delta_4 = (2\pi)^3 \delta^3_D(k'_4), \delta^{(4)}_{1234} = P(k'_1, \ldots, k'_4) \), etc. Thus we have
\[ I^{(n)}_m(k_1, \ldots, k_n) = \sum_{m=0}^{\infty} \frac{1}{m!} \int \frac{d^3 k'_1}{(2\pi)^3} \cdots \frac{d^3 k'_m}{(2\pi)^3} \times F_{n;m}(k_1, \ldots, k_n, k'_1, \ldots, k'_m) \langle \delta_1(k'_1) \cdots \delta_1(k'_m) \rangle. \] (67)
This equation is equivalent to Eq. (23) of Ref. [74] when the last term is decomposed into connected parts. The graphical representation of Eq. (67) is similar to Fig. 2 of Ref. [73].

Let us extend the above multi-point propagator of mass density field to include the effects of biasing and redshift-space distortions. We define the n-th order propagator \( \Gamma_X^{(n)}(k_1, \ldots, k_n) \) of the objects X by

\[
\left( \frac{\delta^n \delta_X(k)}{\delta \partial_1(k_1) \cdots \delta \partial_L(k_n)} \right) = (2\pi)^3 \delta_D^3 (k - k_{1-n}) \Gamma_X^{(n)}(k_1, \ldots, k_n).
\]

Substituting Eq. (8) into the above equation, and following the same way of obtaining the Eq. (67), we have

\[
\Gamma_X^{(n)}(k_1, \ldots, k_n) = \sum_{m=0}^{\infty} \frac{1}{m!} \int \frac{d^3 k_1'}{(2\pi)^3} \cdots \frac{d^3 k_m'}{(2\pi)^3} \times K_{n+m}(k_1, \ldots, k_n, k_1', \ldots, k_m') (\delta(k_1') \cdots \delta(k_m')).
\]

To include the redshift-space distortions, one simply apply the substitution \( K_{n+m} \rightarrow S_{n+m} \) in the above equation. The diagrammatic representation of this equation is given in Fig. [11].

The usage of the multi-point propagator is parallel to the one in Refs. [73, 74]. The multi-point propagator corresponds to the summation of all the loops which are attached to each external vertex. Therefore, the polyspectra \( P_X^{(N)} \) of Eq. (12) are represented by using the multi-point propagators and corresponding diagrams do not have any loop which is attached to a single external vertex of the multi-point propagator. For example, Fig. [12] represents the power spectrum of the object for the Gaussian initial conditions. The resulting power spectrum is given by

\[
P_X(k) = \sum_{n=0}^{\infty} \frac{1}{n!} \int \frac{d^3 k_1}{(2\pi)^3} \cdots \frac{d^3 k_n}{(2\pi)^3} \delta^3_D (k - k_{1-n})
\times \left| \Gamma_X^{(n)}(k_1, \ldots, k_n) \right|^2 P_L(k_1) \cdots P_L(k_n).
\]

As described in Ref. [73], it is important to note that each term in the sum is positive and the subsequent contributions add constructively.

### B. Lagrangian vertex resummations

The multi-point propagators are still difficult to be exactly evaluated. One of the remarkable results in the RPT is a derivation of the propagators in the high-k limit [31, 32, 73, 74]. It is not trivial whether or not the same limit can be calculated in the presence of bias. Investigations on this line will be interesting for future work, and we leave them as an open question. Instead of evaluating the full expression of the multi-point propagators, we consider partial resummations of external vertex in the Lagrangian representation of the perturbation theory in this section.

As obviously seen in Fig. [11], the multi-point propagator is essentially a renormalized external vertex. First we consider partial resummation of the external vertex given in Fig. [13]. In this figure, the gray ellipse represents all the possible graphs which are attached to a single external vertex with \( r \) wavy lines. The graphs in the gray ellipse are not necessarily connected, and can be disconnected as illustrated in the second line of the figure.

According to the diagrammatic rules of Fig. [7] and appropriate statistical factors, the corresponding factor of Fig. [13] reduces to

\[
\sum_{r=0}^{\infty} \frac{(-i)^r}{r!} \int \frac{d^3 k'_1}{(2\pi)^3} \cdots \frac{d^3 k'_r}{(2\pi)^3} \langle [\Psi_j^0(k'_1)] \cdots [\Psi_j^0(k'_r)] \rangle 
\times b_n^j(k_1, \ldots, k_n)k_{i_1} \cdots k_{i_m}
\]

\[
= \sum_{r=0}^{\infty} \frac{(-i)^r}{r!} \left[ \left( \int \frac{d^3 k'}{(2\pi)^3} k \cdot \Psi(k') \right) \right] b_n^j(k_1, \ldots, k_n)k_{i_1} \cdots k_{i_m},
\]

where

\[
\Psi = \Psi(0) = \int \frac{d^3 k'}{(2\pi)^3} \tilde{\Psi}(k'),
\]

is the displacement vector at the origin. The factor

\[
\Pi(k) \equiv \langle e^{-ik \cdot \Psi} \rangle = \int d^3 \Psi e^{-ik \cdot \Psi} P(\Psi),
\]

is the characteristic function of the one-point distribution of the displacement field, where \( P(\Psi) \) is the one-point probability function of the displacement field. This characteristic function is a generating function of moments of \( \Psi \) at a single point in configuration space:

\[
\langle \Psi_j^0 \cdots \Psi_j^0 \rangle = \langle \frac{\partial^n \Psi(k)}{\partial k_{j_1} \cdots \partial k_{j_m}} \rangle_{k=0}.
\]

The characteristic function is represented by a connected moments by the cumulant expansion theorem [78]:

\[
\Pi(k) = \exp \left[ \sum_{n=1}^{\infty} \frac{(-i)^n}{n!} (k \cdot \Psi)^n \right] = \exp \left[ \sum_{n=1}^{\infty} \frac{(-i)^n}{n!} k_{j_1} \cdots k_{j_n} \langle \Psi_j^0 \cdots \Psi_j^0 \rangle_{c} \right].
\]

In real space, the cumulants of the last line of the above equation are nonzero only when \( n \) is an even number for the rotational symmetry, and have the form

\[
\langle k_{j_1} \cdots k_{j_{2n}} \rangle_{c} = 2^{2n} \frac{2^n n!}{(2n)!} \delta_{j_1j_2} \cdots \delta_{j_{2n-1}j_{2n}} + \text{perm.},
\]

where the factor \((2n)!/2^n n!\) is the number of all the possible pairings among indices \( j_1, \ldots, j_{2n} \), and equals to the number of terms in the parenthesis. When all \( j_1, \ldots, j_{2n} \) take the same component, e.g., \( z \)-axis, we have

\[
\langle \Psi_z^{2n} \rangle_c = \langle \Psi_z^{2n} (\cos \theta)^{2n} \rangle_c = \langle \Psi_z^{2n} \rangle_c \langle (\cos \theta)^{2n} \rangle_c
\]

\[
= \frac{\langle \Psi_z^{2n} \rangle_c}{2n + 1},
\]

(77)
\[ \Gamma^{(n)}_{X}(k_1, \ldots, k_n) = \]

\[ P_{X}(k) = \sum_{n=1}^{\infty} k \]

\[ \sum_{r=0}^{\infty} k_{j_f} \]

\[ A_{2n} = \frac{\langle |\varPsi|^{2n} \rangle_c}{2n + 1}. \] (78)

This equation can also be directly confirmed by contracting Eq. (76) for each \( n \). Thus Eq. (75) reduces to

\[ \Pi(k) = \exp \left[ \sum_{n=1}^{\infty} \frac{(-1)^n A_{2n} k^{2n}}{(2n)!} \right] = \exp \left[ \sum_{n=1}^{\infty} \frac{(-1)^n \langle |\varPsi|^{2n} \rangle_c k^{2n}}{(2n + 1)(2n)!} \right]. \] (79)

When the higher-order cumulants of displacement field are negligible on large scales, the above equation reduces to a Gaussian damping factor,

\[ \Pi(k) \approx \exp \left( -\frac{k^2}{6} \langle |\varPsi|^2 \rangle \right). \] (80)

Therefore the large-scale power spectrum is smeared by nonlinear effects, and such smearing is important in the analysis of BAO [39, 79].

The above Eq. (79), however, is valid only in real space where the clustering is statistically isotropic. In redshift space, the clustering is not statistically isotropic and Eq. (75) should be evaluated with the displacement field \( \Psi^r \) of Eq. (55). When the lowest-order (Zel'dovich) approximation is valid on large scales, and higher-order cumulants of the displacement field is negligible (i.e., primordial non-Gaussianity is weak), we have again a Gaussian damping factor,

\[ \Pi(k) \approx \exp \left( -\frac{k^2}{6} \langle |\varPsi|^2 \rangle \right). \] (81)

where \( \mu = k_z / k \) is the direction cosine of the wavevector with respect to the lines of sight. This damping factor represents both effects of nonlinear smearing and FoG in redshift space [39], which are present even on large scales. The damping factor of FoG is similar to, but somewhat different from that adopted in a phenomenological modeling [47–49], \( \exp(-f^2 \mu^2 k^2 \sigma_z^2 / 2) \), where \( \sigma_z^2 \) is equal to \( \langle |\varPsi|^2 \rangle / 3 \) at the linear order.

Next we consider partial resummation of the external vertex given in Fig. [14]. As in Fig. [13], the gray ellipse represents all the possible graphs which are attached to a single external vertex with \( r \) solid lines. The graphs in the ellipse are not necessarily connected. The corresponding factor of Fig. [14]


\[ \sum_{r=0}^{\infty} \frac{1}{r!} \int \frac{d^3 k'}{(2\pi)^3} \cdots \frac{d^3 k'}{(2\pi)^3} \delta_{\text{ren}}(k_1, \ldots, k_n, k', \ldots, k') \times \langle \delta_L(k_1') \cdots \delta_L(k') \rangle k_i \cdots k_n \]

\[ = (2\pi)^3 \int \frac{d^3 k}{(2\pi)^3} \left( \frac{\delta^n \delta_X(k')}{\delta \delta_L(k_1) \cdots \delta \delta_L(k_n)} \right) k_i \cdots k_n \]

\[ = c_n^L(k_1, \ldots, k_n) k_i \cdots k_n, \tag{82} \]

where we define the renormalized nonlocal bias function in Lagrangian space:

\[ c_n^L(k_1, \ldots, k_n) = (2\pi)^3 \int \frac{d^3 k}{(2\pi)^3} \left( \frac{\delta^n \delta_X(k')}{\delta \delta_L(k_1) \cdots \delta \delta_L(k_n)} \right). \tag{83} \]

This expression is contrasted with Eq. (20). Instead of evaluating the functional derivatives at \( \delta_L = 0 \), taking statistical averages of them gives the renormalized bias functions.

While the original function \( b_n^L \) can be determined solely by a functional relation between biased field and linear density field in Lagrangian space, the renormalized function \( c_n^L \) depends on the statistical properties of the linear (initial) density field. In configuration space, Eq. (83) is equivalent to

\[ c_n^L(q - q_1, \ldots, q - q_n) = \left( \frac{\delta^n \delta_X(q)}{\delta \delta_L(q_1) \cdots \delta \delta_L(q_n)} \right), \tag{84} \]

where the translational invariance is taken into account. We use the same symbols for variables both in Fourier space and configuration space as long as the notation is obvious. When a model of the Lagrangian bias is provided in configuration space, the renormalized bias functions are evaluated by the above equation.

Taylor expansions are possible only when the number density field \( \delta_X \) is a smooth functional of the linear density field \( \delta_L \). However, the renormalized bias function \( c_n^L \) can be evaluated even when the biased field \( \delta_X \) is not a smooth functional of \( \delta_L \) and does not have a Taylor expansion, since statistical average in Eq. (83) is possible even when the functional derivative in the bracket is a singular functional. We will see some examples below in which the bias cannot be expanded by a Taylor series while the renormalized bias functions are still well-defined.

Putting the diagrams of Fig. 13 and Fig. 14 together, we define the partial resummation of the external vertex in Fig. 15. The gray box in this figure represents the partial resummation with all the sub-graphs which are attached to an external vertex with only wavy lines and with only solid lines. The partial resummation of Fig. 15 results in the factor

\[ \Pi(k) c_n^L(k_1, \ldots, k_n) k_i \cdots k_n. \tag{85} \]

Connected graphs with both wavy and solid lines attached to an external vertex are missed in this resummation. For example, graphs like Fig. 16 are not included in the factor of Eq. (85). To obtain the full multi-point propagators, all kinds of graphs like the one in Fig. 16 should be added. For example, the first-order propagator \( I_X^{\langle 2 \rangle} \) is diagrammatically given by Fig. 17 up to one-loop contributions.

\[ \Pi(k) c_n^L(k_1, \ldots, k_n) k_i \cdots k_n. \tag{85} \]

FIG. 14: Vertex resummation with bias legs.

FIG. 15: Partial resummation of the vertex.

FIG. 16: An example of graphs that are not resummed in Eq. (85) or Fig. 15.

FIG. 17: First-order propagator with partially resumed vertex up to one-loop contributions.
V. SOME MODELS OF THE LAGRANGIAN BIAS

A. Local Lagrangian bias

In the case of the local Lagrangian bias, the linear density field in Lagrangian space, \( \delta^L_X(q) \), is given by a single function of the smoothed mass density field \( \delta_R(q) \) at the same position, where \( R \) is a smoothing radius. In configuration space, we have

\[
\delta^L_X = F_X(\delta_R), \tag{86}
\]

where \( F_X \) is generally a nonlinear, univariate function, and the smoothed mass density field in Lagrangian space is given by

\[
\delta_R(q) = \int d^3q' W_R(|q - q'|)\delta_1(q'), \tag{87}
\]

where the window function \( W_R \) is spherically symmetric. Applying the Taylor expansion and the Fourier transform to the bias given by Eq. (88), the Lagrangian bias functions \( b_n^L \) in Eq. (20) reduces to

\[
b_n^L(k_1, \ldots, k_n) = F_X^{(n)}(0)W(k_1R) \cdots W(k_nR), \tag{88}
\]

where \( F_X^{(n)} = d^n F_X/d\delta_R^n \) is the \( n \)-th derivative of the function \( F_X \), and \( W(kR) \) is a (3-dimensional) Fourier transform of the smoothing window function \( W_R(x) \). The renormalized bias function \( c_n^L \) of Eq. (83) reduces to

\[
c_n^L(k_1, \ldots, k_n) = \left\langle X_{\lambda}(\delta_R) \right\rangle W(k_1R) \cdots W(k_nR). \tag{89}
\]

By denoting \( P(\delta_R) \) as the probability distribution function of \( \delta_R \), the first factor of the above equation is given by

\[
\left\langle X_{\lambda}(\delta_R) \right\rangle = \int_{-\infty}^{\infty} d\delta_R P(\delta_R) F_X(\delta_R)
= (-1)^n \int_{-\infty}^{\infty} d\delta_R P^{(n)}(\delta_R) F_X(\delta_R), \tag{90}
\]

where \( P^{(n)} = d^n P/d\delta_R^n \).

On scales which are larger than the smoothing scale, \( |k_i| < 1/R \) \((i = 1, \ldots, n)\), one can ignore the window function \( W(kR) \) in Eqs. (88) and (89). In this case the Lagrangian bias functions are constants:

\[
b_n^L(k_1, \ldots, k_n) \approx F_X^{(n)}(0), \tag{91}
\]

\[
c_n^L(k_1, \ldots, k_n) \approx \left\langle X_{\lambda} \delta_R \right\rangle. \tag{92}
\]

One notices that Eq. (88) is well-defined only when the bias function \( F_X \) is a smooth function, because the factor \( F_X^{(n)}(0) \) corresponds to a coefficient of the Taylor series. However, Eq. (89) is applicable even when the bias function is not a smooth function. As an illustration, we consider a threshold bias given by

\[
F_X(\delta_R) = C\Theta(\delta_R - \delta_t) - 1, \tag{93}
\]

where a constant \( \delta_t \) is a threshold value,

\[
C = (\Theta(\delta_R - \delta_t))^{-1} = \left[ \int_{\delta_t}^{\infty} d\delta_R P(\delta_R) \right]^{-1}, \tag{94}
\]

and \( \Theta \) is the step function. The Taylor expansion of this function is not well-defined since all the derivatives at the origin are zero, \( F_X^{(n)}(0) = 0 \) \((n \geq 1)\), and we have \( b_n^L = 0 \) from Eq. (88). However, the expectation value in Eq. (89) is not zero in this case, and using Eq. (91) we have

\[
\left\langle X_{\lambda}(\delta_R) \right\rangle = (-1)^n C \int_{\delta_t}^{\infty} d\delta_R P^{(n)}(\delta_R), \tag{95}
\]

for \( n \geq 1 \). Therefore, the concept of renormalized bias functions in Eq. (88) extends the applicability to the case when the simple Taylor expansion of the bias in Eq. (19) does not work.

In the limit \( \delta_t \to \infty \), the threshold bias can be considered as an approximation to the peaks bias in the high-peak limit. Lagrangian statistics in this limit have been widely studied in 1980’s \([58, 80–82]\). The methods developed in those studies are essentially equivalent to applying the renormalized bias in this work to the case of local Lagrangian bias. The use of the partially resummed vertex of Eq. (85) in calculating loop-corrected to the power spectrum is equivalent to applying a recent formalism developed in Ref. \([73]\) in a case of local Lagrangian biasing and Gaussian initial conditions. The present formalism is applicable even in cases of nonlocal Lagrangian biasing with primordial non-Gaussianity.

B. Multivariate Lagrangian bias

In a local bias model, the number density field \( \delta^L_X \) is a function of the single variable \( \delta_R \) of Eq. (87). We next consider the case in which the number density field is a multivariate function of variables which are convolutions of the linear density field. The multiple variables \( \chi_{\alpha} \), \((\alpha = 1, 2, \ldots)\) in Lagrangian space are given by

\[
\chi_{\alpha}(q) = \int d^3q' U_{\alpha}(q - q')\delta_1(q'), \tag{96}
\]

where \( U_{\alpha}'s \) are the convolution kernels. For example, if one of the variables \( \chi_{\alpha} \) is the linear gravitational potential \( \Phi_l \) in Lagrangian space, the corresponding convolution kernel is given by \( U = -G a^2 \Phi_l/|q - q'| \). If one of the variables is a derivative of a smoothed density field, say \( \partial \delta_R(q)/\partial q_i \), the kernel is \( U = \partial W_R(|q - q'|)/\partial q_i \), and so forth.

The peaks bias is described by a function of the smoothed density field and its derivatives up to second order, \( \partial \delta_R, \partial^2 \delta_R, \partial \partial \delta_R, \partial \delta_R \partial \delta_R \). A multivariate bias model with two variables, \( \delta_R \) and \( \Phi_l \), is recently considered in the context of scale-dependent halo bias with primordial non-Gaussianity \([83, 85]\). A multivariate Eulerian bias model is also proposed \([86]\).

In general, we consider the biased field \( \delta^L_X(q) \) is a local function of a finite number of the variables \( \chi_{\alpha}(q) \) at the same Lagrangian position. In configuration space, we have

\[
\delta^L_X = F_X(\chi_1, \chi_2, \ldots). \tag{97}
\]

In this case, the Lagrangian bias function of Eq. (19) reduces
holon quantities in the critical regime (\(q > q_{c,\text{crit}}\)) is used to capture the effects of mass fluctuations. The multiplier function of Eq. (88) or Eq. (89) can be expressed by

\[
b_k \propto (1 + \frac{1}{2} \frac{\tilde{q}^2}{q^2}) \sqrt{q} v e^{-q^2/2},
\]

with \(\tilde{q} \approx 0.3\) and \(q = 0.707\) as the numerical fitting parameters, where \(A(p) = [1 + p^{-1/2} 2\pi (1/2 - p)]^{-1}\) is the normalization factor. The ST mass function is applicable only for Gaussian initial conditions. When the non-Gaussianity is present in the initial density field, the multiplier function should have the correction factor [52, 93].

In the extended PS theory, the number density of halos of mass \(M\), identified at redshift \(z\), in a region of Lagrangian radius \(R_0\) in which the linear overdensity extrapolated to the present time is \(\delta_0\), is given by

\[
n(M, z|\delta_0, R_0) dM = \frac{\bar{\rho}}{M} f_{\text{ST}}(v') d\ln v',
\]

where

\[
v' = \frac{\delta_c(z) - \delta_0}{\sqrt{\sigma^2(M) - \sigma_0^2}}; \quad \sigma_0 = \sigma(M_0), \quad M_0 = 4\pi\bar{\rho}R_0^3/3.
\]

The halo of mass \(M\) is collapsed at \(z\), while \(M_0\) is assumed uncollapsed at \(z = 0\), and thus we always have \(\delta_c(z) > \delta_0\). The conditional number density of Eq. (104) represents the biasing for the Lagrangian number density of halos. The smoothed density contrast \(\delta_0\) of mass modulates the number of halos. The density contrast of halos in Lagrangian space is given by

\[
\delta_c^L = \frac{n(M, z|\delta_0, R_0)}{n(M, z)} - 1.
\]

Since \(d \ln v'/d \ln v = \sigma^2(M)/[\sigma^2(M) - \sigma_0^2]\), we have

\[
\delta_c^L = \frac{\sigma^2(M) - \sigma_0^2}{\sigma^2(M) - \sigma_0^2} f_{\text{ST}}(v').
\]

This relation gives the function \(F_X(\delta R)\) of Eq. (86), where the smoothing radius in Eq. (86) correspond to \(R \rightarrow R_0\) here. We assume the redshift \(z\) of halo identification is the same as the redshift of halo observation. The smoothed linear density field
in Eq. (86) corresponds to $\delta_R \rightarrow D(z)\delta_0$ here, because $\delta_0$ is the value extrapolated to the present time.

To evaluate the bias functions, the derivatives $F_X^{(n)}$ in Eqs. (88), (89) need to be derived. We consider a limit of the peak-background split for simplicity, and assume $\sigma^2(M) \gg \sigma_0^2$. (However, see Ref. [24] for limitations of this commonly used method.) In this limit, we have

$$F_X^{(n)}(\delta_R) \approx \frac{1}{D^\nu(\sigma)} \left(\frac{\partial}{\partial \delta_0}\right)^n \delta_R^n \left(\frac{-1}{D(z)\sigma(M)}\right)^n f_{MF}^{(v)}(\nu'),$$

(108)

for $n \geq 1$, where $f_{MF}^{(n)}$ is the $n$-th derivative of the multiplicity function $f_{MF}$. The substitution $\delta_0 = 0$ is equivalent to $v' = v$ in the present limit. In the same limit, taking the statistical average over the distribution of $\delta_0$ also equivalent to substituting $v' = v$ in Eq. (108), because the distribution function of $\delta_0$ is highly peaked at $\delta_0 = 0$ and its variance is much smaller than $\sigma_0^2(z)$. Therefore, we have

$$F_X^{(0)}(0) = \left(\frac{\partial F_X}{\partial \delta_R}\right) \approx \left(\frac{-1}{D(z)\sigma(M)}\right)^n f_{MF}^{(v)}(\nu'),$$

(109)

in the limit of peak-background split, $\sigma^2(M) \gg \sigma_0^2$. The Lagrangian bias functions of Eqs. (88), (89) reduces to

$$b_i^{(0)}(k_1, \ldots, k_n) = c_i^{(1)}(k_1, \ldots, k_n) = \left(\frac{-1}{D(z)\sigma(M)}\right)^n f_{MF}^{(v)}(\nu'),$$

(110)

where the window function to define the background field $\delta_0$ is dropped, assuming the large-scale limit $|k_i| \ll 1/R_0$. The last approximation is consistent with that of the peak-background split. The above Eq. (110) is applicable even in non-Gaussian initial conditions, as long as effects of non-Gaussianity are taken into account in the multiplicity function.

In the case of ST mass function of Eq. (102) with Gaussian initial conditions, the above bias functions are given by

$$b_i^1 = \frac{1}{A_c} \left[ q^2 v^2 - 1 + \frac{2p(2q^2 - 2 + p - 1)}{1 + (q^2)^p} \right],$$

(111)

$$b_i^2 = \frac{1}{A_c^2} \left[ q^4 v^4 - 3q^2 v^2 + \frac{2p(2q^2 - 2 + p - 1)}{1 + (q^2)^p} \right],$$

(112)

and so forth. Essentially the same expressions are derived in Ref. [75]. Unfortunately, the factor $1/D^\nu(\sigma)$ is incorrectly missing in Eq. (55) of Ref. [75]. Accordingly, the factor $\delta_i(z)$ which appear in Eqs. (57)–(59) of that paper should be replaced by $A_c = D(z)\delta_i(z)$.

D. Some properties of peaks bias

In the peaks formalism, a density peak in Lagrangian space is considered as a location of structure formation [60]. In the smoothed density field $\delta_R(\nu)$, the number density of peaks above a height $v$ is given by

$$n_{pk} = \theta(\delta_R - \sigma_R - v) \frac{3}{D^3} (\nabla \delta_R) |\det(\nabla^2 \delta_R)| \theta(\lambda_3)$$

(113)

where $\sigma_R = (\delta_R^2)^{1/2}$, and $\lambda_3$ is the smallest eigenvalue of the matrix $[-\nabla^2 \delta_R]_{ij} = -\partial_i \partial_j \delta_R$. Thus the number density of peaks is a multivariate function of a scalar $\delta_R$, a vector $\nabla \delta_R$, and a tensor $\nabla^2 \delta_R$ at each position.

The number density of Eq. (113) is a singular function. Therefore the Taylor expansion cannot be applied. The unrenormalized bias functions $b_n$ are not well-defined in this case, and it is crucial to consider the renormalized bias functions of Eq. (83). The peaks bias is one of the multivariate Lagrangian bias as described in Sec. [61] and the renormalized bias function is given by Eq. (89) where $\chi_q = (\delta_R, \nabla \delta_R, \nabla^2 \delta_R)$ is a 10-dimensional vector. Since $\nabla \delta_R$ is a symmetric tensor, only six components of $\partial_i \partial_j \delta_R$ are independent. The corresponding kernels in Eq. (89) are given by $(U_n) = [W(kR), ikW(kR), -k_i k_j W(kR)]$ where $i \leq j$.

The calculation of the coefficient $\langle \partial^p F_X / \partial \chi_{a_1} \cdots \partial \chi_{a_n} \rangle$ for general $n$ in the peaks model is quite involved. In Ref. [62–64], the correlation function and the power spectrum of peaks are calculated up to second order in the case of Gaussian initial condition. In this paper, we do not derive explicit forms of the coefficients. Instead, we consider formal properties of the bias functions derived from the rotational symmetry below.

For $n = 1$, we have

$$c_i^1(k) = W(kR) \left[ \frac{\partial F_X}{\partial \delta_R} + i \sum_j k_i \frac{\partial F_X}{\partial \delta_{R,j}} \right] - \sum_{i,j} k_i k_j \frac{\partial F_X}{\partial \delta_{R,i} \delta_{R,j}},$$

(114)

where $\delta_{R,i} = \partial_i \delta_R$ and $\delta_{R,ij} = \partial_i \partial_j \delta_R$. In the above equation, the function $F_X$ is symmetrized with respect to the off-diagonal derivatives $\partial_i \partial_j \delta_R$, and partial derivatives are taken as if $\partial_i \partial_j \delta_R$ and $\partial_i \partial_j \delta_R$ were independent when $i \neq j$. From the rotational symmetry, the second term in the square parenthesis in Eq. (114) identically vanishes. The last term is proportional to $k^2$, since $\langle \partial F_X / \partial \delta_R \rangle \propto \delta_R$. Thus, the scale dependence of the first-order bias function should have a form,

$$c_i^1(k) = W(kR) \left( A_1 + B_1 k^2 \right),$$

(115)

where

$$A_1 = \left[ \frac{\partial F_X}{\partial \delta_R} \right], \quad B_1 = -\frac{1}{3} \sum_{i,j} \frac{\partial F_X}{\partial \delta_{R,i} \delta_{R,j}}.$$  

(116)

This form is exact for peaks bias models [64–70], and higher-order powers of $k^n$ with $n \geq 3$ do not appear.

It is easily understood that the first bias function of peaks should have the form of Eq. (115). The peaks are defined by up to second derivatives of the smoothed field, and thus the first bias functions of Eqs. (78)–(79) involve only polynomials of wavevector $k$ up to second order. Since the bias function is rotationally invariant, only the form of Eq. (115) is allowed.

For $n = 2$, the same considerations show that the bias function should have a form,

$$c_i^2(k_1, k_2) = W(k_1 R) W(k_2 R) \left[ A_2 + B_2 (k_1^2 + k_2^2) + C_2 k_1 \cdot k_2 + D_2 k_1^2 k_2^2 + E_2 (k_1 \cdot k_2)^2 \right],$$

(117)
where

\[ A_2 = \left\langle \frac{\partial^2 F_X}{\partial \delta_R^2} \right\rangle, \]  \hspace{1cm} (118)

\[ B_2 = -\frac{1}{3} \sum_i \left\langle \frac{\partial^2 F_X}{\partial \delta_R \partial \delta_{R,i}} \right\rangle, \]  \hspace{1cm} (119)

\[ C_2 = -\frac{1}{3} \sum_i \left\langle \frac{\partial^2 F_X}{\partial \delta_{R,i}^2} \right\rangle, \]  \hspace{1cm} (120)

\[ D_2 = \frac{2}{15} \sum_{i,j} \left\langle \frac{\partial^2 F_X}{\partial \delta_{R,i} \partial \delta_{R,j}} \right\rangle - \frac{1}{15} \sum_{i,j} \left\langle \frac{\partial^2 F_X}{\partial \delta_{R,i} \partial \delta_{R,j}} \right\rangle, \]  \hspace{1cm} (121)

\[ E_2 = -\frac{1}{30} \sum_{i,j} \left\langle \frac{\partial^2 F_X}{\partial \delta_{R,i} \partial \delta_{R,j}} \right\rangle + \frac{1}{10} \sum_{i,j} \left\langle \frac{\partial^2 F_X}{\partial \delta_{R,i}^2} \right\rangle. \]  \hspace{1cm} (122)

It is again easily understood that the second bias function of peaks should have the form of Eq. (117), since the function is rotationally invariant and made from polynomials of wavevectors \( k_1 \) and \( k_2 \) up to second order for each. The explicit evaluations of the above coefficients are tedious. In Ref. [64], second-order biased correlation function with a Gaussian initial condition is analytically calculated. Similar techniques should be also useful in our formalism, which we leave for future work.

VI. CONCLUSIONS

In this paper, the standard nonlinear perturbation theory of the gravitational instability is extended in several directions. One of the main extensions is the inclusion of the nonlocal bias, which is a general framework of biasing. Nonlocal biases both in Eulerian and Lagrangian spaces are formulated and consistently included in EPT and LPT, respectively. The nonlinear Eulerian and Lagrangian biases are compatible only in the framework of nonlocal bias. The relations among perturbation kernels of EPT and LPT with nonlocal biases are derived.

Effects of redshift-space distortions and primordial non-Gaussianity are also included in our formalism. Therefore, our formalism provides a complete theory to predict the observable quantities in redshift surveys, once a model of bias and cosmology are given.

The concept of vertex resummations in the presence of nonlocal bias is introduced. We show that the vertex resummation of the bias extends the applicability of the formalism to the case when the bias function(al) cannot be expanded into a Taylor series. This extension is essential for handling, e.g., the threshold bias and the peaks model, in which the bias involves singular functions such as the Heaviside’s step function, Dirac’s delta function, etc. Calculation of perturbative bias functions in our formalism is exemplified by considering some models of local and nonlocal models of Lagrangian bias, such as the threshold bias model, the multivariate bias model, the halo model, and the peaks model. The scale dependence of bias functions are straightforwardly obtained in our formalism once a model of nonlocal bias is given. The scale dependence of Eulerian bias arises both from the nonlocal Lagrangian bias and nonlinear evolutions.

The formalism of the present paper provides a basic methodology for future applications of the perturbation theory. For example, the scale-dependent bias in the presence of primordial non-Gaussianity has been derived by adopting either halo models [7,9] or the local Eulerian bias [10]. Our formalism allows to calculate the scale-dependent bias in any models of bias in a consistent manner [95]. The power spectrum with BAO in any given models of bias can be calculated with our formalism. The result of applying our formalism to a local Lagrangian bias is equivalent to the work in Ref. [75]. More precise modeling of the bias would be required in future analysis of the BAO in the galaxy power spectrum to constrain the nature of dark energy.

Our formalism provides a way to perturbatively calculate the nonlinear power spectrum, bispectrum, trispectrum, and other polyspectra. These polyspectra are fundamental statistics and any other statistics in the large-scale structure, such as the correlation functions, counts-in-cells, genus statistics, etc. are expressible by these polyspectra, in principle. The formalism developed in this paper would have an essential importance in the era of precision cosmology with the large-scale structure of the universe.
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Appendix A: Bias Parameters in the Spherical Collapse Model

In this Appendix, the relations between the Eulerian and Lagrangian bias parameters in the spherical collapse model are derived, following and generalizing the argument of Ref. [54]. The Einstein–de Sitter universe is assumed in the following equations for simplicity. The dependences of the results on cosmological parameters are weak.

The time evolution of proper radius \( r \) for a spherical mass shell as a function of the scale factor \( a \) is given by a parametric form [12]

\[ \frac{r}{r_i} = \frac{3}{10} \frac{1 - \cos \theta}{\delta_i}, \]  \hspace{1cm} (A1)

\[ \frac{a}{a_i} = \frac{3}{10} \left( \frac{9}{2} \right)^{1/3} \frac{(\theta - \sin \theta)^{2/3}}{\delta_i}, \]  \hspace{1cm} (A2)

where \( r_i \) and \( a_i \) are initial values of \( r \) and \( a \), respectively, and \( \delta_i \) is the initial density contrast at \( a_i \). For \( \delta_i > 0 \), the parameter
The comoving radius is given by $R = r/a$, and therefore an overdensity $\rho/\bar{\rho}$ of any kind in the spherical volume is enhanced by a factor of $(R/R)^3 = (a/a_i)^3(r_i/r)^3 = (9/2)(\theta - \sin \theta)^2/(1 - \cos \theta)^3$. Thus, the density contrasts of mass $\delta_m$ and of biased object $\delta_X$ in the spherical volume are given by $1 + \delta_m = (R/R)^3$ in the limit of $|\delta_m| \ll 1$, and $1 + \delta_X = (R/R)^3(1 + \delta_X^L)$, where $\delta_X^L$ is the density contrast in Lagrangian space. Thus, we have

$$1 + \delta_m = \frac{9}{2} \left(\frac{\theta - \sin \theta}{1 - \cos \theta}\right)^2, \quad \text{(A3)}$$

$$1 + \delta_X = (1 + \delta_m)(1 + \delta_X^L), \quad \text{(A4)}$$

The form of Eq. (A3) is well-known [12]. The Eq. (A4) can also be derived from general Eqs. (16) and (17) in the case of spherical perturbations.

The linear density contrast $\delta_L$ is proportional to the scale factor $a$, and from Eq. (A2), we have

$$\delta_L = \frac{3}{10} \left(\frac{9}{2}\right)^{1/3} (\theta - \sin \theta)^{2/3}. \quad \text{(A5)}$$

For $|\delta_m| \ll 1$, the relation between $\delta_m$ and $\delta_L$ is derived as a power series by Taylor expansions of Eqs. (A3) and (A5) with respect to the parameter $\theta$. The results are

$$\delta_m = \delta_L + \frac{17}{21} \delta_L^2 + \frac{341}{567} \delta_L^3 + \frac{55805}{130977} \delta_L^4 + \cdots, \quad \text{(A6)}$$

$$\delta_L = \delta_m - \frac{17}{21} \delta_m^2 + \frac{2815}{3969} \delta_m^3 - \frac{590725}{916839} \delta_m^4 + \cdots. \quad \text{(A7)}$$

The Eq. (A6) is derived in Ref. [96]. Although the Eq. (A7) is described in Refs. [54, 57], they put incorrect numbers in the coefficients of third- and fourth-order terms. The coefficients $a_1$ and $a_2$ in their Eq. (A4) of Ref. [54] should be replaced by $a_1 = 2815/3969$ and $a_2 = -590725/916389$.

The dynamical evolutions are local in the spherical collapse model. In this special case, both the Eulerian and Lagrangian biases can be simultaneously local. We have expansions

$$\delta_X = \sum_{n=1}^{\infty} \frac{b_n}{n!} \delta_m^n, \quad \text{(A8)}$$

$$\delta_X^L = \sum_{n=1}^{\infty} \frac{b_n^L}{n!} \delta_L^n. \quad \text{(A9)}$$

where $b_n$ and $b_n^L$ are constant bias parameters. Putting Eqs. (A4), (A7), (A9) together, we have a series expansion of $\delta_X$ in terms of $\delta_m$. Equating the resulting coefficients with Eq. (A8) gives

$$b_1 = b_1^L + 1, \quad \text{(A10)}$$

$$b_2 = b_2^L + \frac{8}{21} b_1^L, \quad \text{(A11)}$$

$$b_3 = b_3^L + \frac{13}{7} b_2^L + \frac{796}{1323} b_1^L, \quad \text{(A12)}$$

$$b_4 = b_4^L + \frac{40}{7} b_3^L + \frac{7220}{1323} b_2^L + \frac{476320}{305613} b_1^L. \quad \text{(A13)}$$

Since the relation of Eq. (A7) depends only very weakly on cosmological model [96], the relations of Eqs. (A10)-(A13) also do so.
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