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Abstract: It has been conjectured that 3d fermions minimally coupled to Chern-Simons gauge fields are dual to 3d critical scalars, also minimally coupled to Chern-Simons gauge fields. The large $N$ arguments for this duality can formally be used to show that Chern-Simons-gauged critical (Gross-Neveu) fermions are also dual to gauged ‘regular’ scalars at every order in a $1/N$ expansion, provided both theories are well-defined (when one fine-tunes the two relevant parameters of each of these theories to zero). In the strict large $N$ limit these ‘quasi-bosonic’ theories appear as fixed lines parameterized by $x_6$, the coefficient of a sextic term in the potential. While $x_6$ is an exactly marginal deformation at leading order in large $N$, it develops a non-trivial $\beta$ function at first subleading order in $1/N$. We demonstrate that the beta function is a cubic polynomial in $x_6$ at this order in $1/N$, and compute the coefficients of the cubic and quadratic terms as a function of the ’t Hooft coupling. We conjecture that flows governed by this leading large $N$ beta function have three fixed points for $x_6$ at every non-zero value of the ’t Hooft coupling, implying the existence of three distinct regular bosonic and three distinct dual critical fermionic conformal fixed points, at every value of the ’t Hooft coupling. We analyze the phase structure of these fixed point theories at zero temperature. We also construct dual pairs of large $N$ fine-tuned renormalization group flows from supersymmetric $\mathcal{N} = 2$ Chern-Simons-matter theories, such that one of the flows ends up in the IR at a regular boson theory while its dual partner flows to a critical fermion theory. This construction suggests that the duality between these theories persists at finite $N$, at least when $N$ is large.
1 Introduction and summary

This paper is devoted to the study of a web of five closely related classes of Chern-Simons-matter theories, with gauge groups $SO(N)$, $SU(N)$ or $U(N)$ and matter in the fundamental representation. The five classes of three dimensional quantum field theories that we study include several conformal field theories. More general theories are obtained by deforming these fixed points with relevant operators. Distinct theories in this web are related by renormalization group flows and by quantum-corrected Legendre transformations at large $N$. Less trivially, several distinct theories that we study are also conjectured to be related to each other by strong-weak coupling dualities that exchange bosons and fermions.

There are many reasons to be interested in Chern-Simons-matter theories of the type studied in this paper. Despite the fact that they are effectively solvable in the large $N$ limit, these theories are dynamically very rich and display properties that are unusual for quantum field theories. As already mentioned, these theories enjoy invariance under strong-weak coupling bosonization dualities even in the absence of supersymmetry. Moreover, both S matrices and thermal partition functions of these theories have very unusual properties, including modified transformations under crossing symmetry of the S matrix (see below for references). The effective

---

1 One can also consider $USp(2N)$ theories, but in the large $N$ limit in which we work, they are identical to $SO(2N)$ theories.

2 Several of these properties appear to have their origin in the fact that the coupling of fundamental excitations to Chern-Simons gauge fields makes them effectively non-Abelian anyons. Conversely, the lessons from the study of the theories described above may well apply more generally to all systems with effectively anyonic excitations.
solvability of these models at large $N$ permits the detailed study of these interesting phenomena. It is possible that the lessons learned from this study will apply more generally to all Chern-Simons-matter theories, even away from the large $N$ limit.

The next set of motivations for the study of these theories comes from the AdS/CFT correspondence. The theories we study have been suggested [1–5] to have another dual description at large $N$, in terms of theories of classical high-spin gravity on $AdS_4$ (see [6] and references therein). While this duality is precise only in the strict large $N$ limit, the field theories are well-defined even at finite $N$, and provide the only known quantization of the bulk dual higher spin theories.

Next, there are many known results for highly supersymmetric cousins of these theories, including conjectured field theory dualities and also conjectured dualities of some of these theories at strong coupling to bulk supergravity, string theory or M theory [7]. The combination of the large $N$ techniques used in this paper with the exact results from supersymmetry could lead to unanticipated synergies.

Yet another set of motivations for the study of the theories considered in this paper comes from condensed matter physics. Finite $N$ versions of the theories studied herein have already found applications in condensed matter physics in the study of the quantum Hall effect (see below for some references). It does not seem implausible that more such applications will be found over the coming years.

This self-contained introductory section is divided into two subsections. In subsection 1.1 we introduce the Chern-Simons-matter theories studied in this paper and present a brief summary of known results about these theories. In subsection 1.2 we summarize the main results of this paper.

1.1 The theories we study

1.1.1 Listing of theories

The five classes of theories of interest to this paper are the following $U(N)$ gauge theories:

- The $\mathcal{N} = 2$ supersymmetric (S) Chern-Simons-matter theory with a single chiral multiplet in the fundamental representation:

$$S_S(\phi, \psi) = \int d^3 x \left[ i\varepsilon^{\mu\nu\rho} \frac{\kappa}{4\pi} \mathrm{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + D_\mu \bar{\phi} D^\mu \phi + \bar{\psi} \gamma^\mu D_\mu \psi + \frac{4\pi}{\kappa^2} \bar{\phi} \phi^3 + \frac{4\pi}{\kappa} \bar{\psi} \psi \bar{\phi} \phi + \frac{2\pi}{\kappa} \bar{\psi} \phi (\bar{\phi}) \psi \right].$$

---

3For simplicity of presentation, in the introduction we restrict attention to $U(N)$ theories with equal levels for the $SU(N)$ and $U(1)$ factors, and with a single scalar or fermion field in the fundamental representation. More general theories are described in the main text.
• The critical bosonic (CB) theory (the critical $U(N)$ model coupled to a Chern-Simons (CS) gauge field):

$$S_{CB}(\phi, \sigma_B) = \int d^3x \left[ i\varepsilon^{\mu\nu\rho} \frac{K_B}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + D_\mu \bar{\phi} D^\mu \phi + \sigma_B \bar{\phi} \phi \right].$$  \hspace{1cm} (1.2)

• The regular fermion (RF) theory (fermions coupled to a CS gauge field):

$$S_{RF}(\psi) = \int d^3x \left[ i\varepsilon^{\mu\nu\rho} \frac{K_F}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + \bar{\psi} \gamma_\mu D^\mu \psi \right].$$  \hspace{1cm} (1.3)

• The regular boson (RB) theory (scalars coupled to a CS gauge field):

$$S_{RB}(\phi) = \int d^3x \left[ i\varepsilon^{\mu\nu\rho} \frac{K_F}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + D_\mu \bar{\phi} D^\mu \phi + \frac{(2\pi)^2}{\kappa_B^2} (x_B^6 + 1) (\bar{\phi} \phi)^3 \right].$$  \hspace{1cm} (1.4)

• The critical fermion (CF) theory (the Gross-Neveu model coupled to a CS gauge field):

$$S_{CF}(\psi, \sigma_F) = \int d^3x \left[ i\varepsilon^{\mu\nu\rho} \frac{K_F}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + \bar{\psi} \gamma_\mu D^\mu \psi - \frac{4\pi}{\kappa_F} \bar{\xi} \psi + \frac{(2\pi)^2}{\kappa_F^2} x_F^6 \xi^3 \right].$$  \hspace{1cm} (1.5)

The RF and CB theories were together called ‘quasi-fermionic’ theories in [8, 9] while the RB and CF theories were referred to as ‘quasi-bosonic’ theories. We will employ this nomenclature in the rest of this paper.

In the rest of this subsection we briefly review the definition and key properties of the five classes of theories listed above.

1.1.2 Supersymmetric theories $S$

The supersymmetric (SUSY) theories $S$ are quite well understood. The Lagrangian (1.1) (in the dimensional reduction regulation scheme) is known to define a superconformal fixed point [10] with four supercharges. At least at weak coupling, this fixed point has three relevant and no marginal deformations.\footnote{In addition to the three relevant deformations, the Lagrangian (1.1) has 4 classically marginal deformations. It has been shown by explicit computation (see section 5 for more details) that the anomalous dimensions of all these operators are positive at weak coupling. It follows that the only relevant operators about this fixed point at weak coupling are its three classically relevant deformations. It is possible that this result changes at strong coupling (though the strong-weak coupling duality of this theory constrains possible modifications). In any case at large $N$ and in the ’t Hooft limit all anomalous dimensions are of order $\frac{1}{N}$ so the theory must have at least three strongly relevant deformations at all values of the ’t Hooft coupling. This is the result we use in this paper.}

The RF and CB theories were together called ‘quasi-fermionic’ theories in [8, 9] while the RB and CF theories were referred to as ‘quasi-bosonic’ theories. We will employ this nomenclature in the rest of this paper.
These superconformal fixed points are conjectured [11–13] to enjoy invariance under a strong-weak coupling self-duality similar to the Giveon-Kutasov duality [14] (see appendix E for some details). This duality reshuffles bosons and fermions within supermultiplets [15–17], and so can be thought of as a bosonization duality. There is considerable evidence that this duality holds for all values of $N$ and $\kappa$ for which the theory has a supersymmetric vacuum. The evidence for this duality includes several calculational checks using the method of supersymmetric localization [18–20], as well as the relation of this duality by flows to many other supersymmetric dualities (see, for instance, [13, 21]).

1.1.3 Quasi-Fermionic theories

The critical boson and regular fermion theories are also relatively well understood. The CB theory may be thought of as the $U(N)$ Wilson-Fisher theory gauged by a Chern-Simons gauge field. The RF theory is even simpler; it may be thought of as a collection of $N$ free complex fermions minimally coupled to a $U(N)$ Chern-Simons gauge field. Neither of the Lagrangians (1.5) or (1.3) has a continuous dimensionless parameter. It follows that the path integrals with these Lagrangians define isolated conformal field theories (in dimensional reduction regulation schemes) [4, 22] whenever they are well-defined. The resultant conformal theories both have a single relevant deformation - a mass term for the bosons or fermions respectively.

The theories CB and RF – the so called ‘quasi-fermionic theories’ – have been conjectured to be related to each other via a strong weak coupling duality that exchanges (1.2) and (1.3). The existence of such a duality was first suggested in [4]; the first concrete conjecture for this duality was made in [27] based partly on

---

5The superconformal theory described in this section may be rigorously defined by adding a supersymmetric Yang-Mills term to the action. The resulting theory is free at high energies, but reduces to (1.1) at low energies (at which point the Yang-Mills coupling effectively diverges so the Yang-Mills term in the action is negligible). In other words, theory S is the end point of a $\mathcal{N} = 2$ SUSY renormalization group (RG) flow that starts in the asymptotically free $\mathcal{N} = 2$ Yang-Mills Chern-Simons matter theory. In order to reach the theory S in the IR, we need to perform a one parameter tuning on the (one parameter) space of $\mathcal{N} = 2$ RG flows. This tuning sets the coefficient of the $\mathcal{N} = 2$ mass deformation about the theory S to zero.

6As in the case of the SUSY theories, these theories may properly be defined by adding a Yang-Mills term to the Lagrangians (1.2) or (1.3), namely as the end-points of RG flows that originate in the Yang-Mills-Chern-Simons-matter theories (in the case of (1.2) we need to also add a kinetic term for $\sigma_B$, or a $|\phi|^4$ term). We discuss this possible definition, for these theories and for the quasi-bosonic theories (1.4) and (1.5), in section 4.5 below. In order to reach the quasi-fermionic fixed points we should perform a one-parameter tuning of these RG flows in order to reach a theory without a mass gap. The quasi-fermionic theories exist whenever such a fixed point exists, and are unambiguous if this fixed point is unique. At finite $N$ is not clear for which values of $N$ and $\kappa$ these assumptions are correct (see [23] and [24] for fascinating conjectures about these issues in closely related contexts). In the large $N$ 't Hooft limit and in the weakly coupled large $\kappa$ limit, however, this can always be done.

7The duality may also exchange $U(N)$ and $SU(N)$ gauge theories [25, 26], as we review below.
the results of \cite{8, 9}. See \cite{26} for a recent and relatively precise statement of the conjectured dualities, and \cite{28} for an even more precise version.

Below we review a proposed ‘derivation’ of this duality. Here we merely note that there exists substantial independent calculational evidence for the conjectured duality between theories CB and RF in the ’t Hooft large $N$ limit $N \rightarrow \infty$, $\kappa \rightarrow \infty$ with the ’t Hooft coupling $\lambda = N/\kappa$ held fixed. In this limit these theories all have high-spin symmetries which severely constrain their dynamics \cite{8, 9}. The evidence for duality includes the matching of correlators \cite{27, 29, 30}, S matrices \cite{31–33} and thermal partition functions \cite{4, 34–39} on the two sides of the duality. Independent evidence for these dualities at large but finite $N$ includes the matching of part of the baryon and monopole spectra between these theories \cite{25, 26}. There is also some evidence that these dualities continue to hold at small values of $N$; in particular at specific small values of $N$ and $\kappa$ they may be related to independently conjectured dualities that show up in condensed matter systems \cite{28, 40}.

The CB and RF theories, and the conjectured duality between them, are reviewed in more detail in section 2 below.

1.1.4 A ‘derivation’ of quasi-fermionic dualities from SUSY dualities

In this subsubsection we review the ‘derivation’ \cite{15, 17} of the duality between the quasi-fermionic theories CB and RF starting from the assumed self-duality of the supersymmetric theories S.

As mentioned above, the supersymmmetric theory S admits at least 3 relevant deformations at large $N$. It follows that there exists an (at least) 2 parameter set of renormalization group (RG) flows originating at this theory. The self-duality of theory S identifies pairs of naively different RG flows.

The authors of \cite{15} identified a one parameter tuning of the large $N$ flows that originate at S, with the property that all these flows end up in the IR at the critical boson theory CB. They then demonstrated that the duals to these flows all end up at the regular fermion theory RF. At large $N$ the duality of the CB and RF theories thus follows as a consequence of the duality of theory S.

Now consider two flows: the infinite $N$ flow $F$ of \cite{15, 17} and a large but finite $N$ flow $F'$ that coincides with $F$ in the deep UV. As the $\beta$ functions that govern $F'$ differ only slightly from the $\beta$ functions that govern $F$, the two flows will deviate only slightly from each other over RG flow ‘times’ that are independent of $N$. It follows that the flow $F'$ will approach very near to the quasi-fermion fixed point, before eventually being repelled away from it along the direction of its relevant operator. However any flow that approaches a neighborhood of the IR fixed point can generically be retuned to ensure that it actually ends up precisely at the fixed point, provided the number of parameters characterizing the UV RG flows (in this case 2) is greater than or equal to the number of relevant operators about the IR
fixed point (in this case 1). These considerations suggest that the duality between the CB and RF theories continues to hold for finite large values of $N$. It may hold also for smaller values.

1.1.5 Quasi-Bosonic theories

We now turn to the theories that are the main focus of our paper, namely the regular boson and critical fermion theories. These theories are harder to define than their quasi-fermionic counterparts. In order to explain why this is the case, we first review the situation with the simplest of these theories, the regular boson theory at $\kappa_B = \infty$, i.e. $\lambda_B = 0$. To keep the action (1.4) finite we need to define a new coupling $\lambda_6 = x_B^2 \lambda_B^2$ which remains finite as $\lambda_B \to 0$. In this special case the Lagrangian (1.4) is free when the classically marginal parameter $\lambda_6 = 0$, and the two relevant operators $|\phi|^2$ and $|\phi|^4$ are tuned to zero. It is no longer free at $\lambda_6 \neq 0$. A one-loop computation (see e.g. [41]) establishes that the deformation about the free theory parameterized by $\lambda_6$, while classically marginal, is actually marginally irrelevant at positive values of $\lambda_6$. It follows that the theories at positive $\lambda_6$ cannot be defined by renormalization group flows away from the free theory, and have no obvious definition.

The situation is, however, better in the large $N$ limit. The $\beta$ function of this theory (still at $\kappa_B = \infty$) was computed by Pisarski at first non-trivial order at large $N$ but at all values of $\lambda_6$, and turns out [41] to take the form

$$\beta_{\lambda_6} = \frac{1}{N} \left( a(\lambda_6)^2 - b(\lambda_6)^3 \right) + \mathcal{O}(1/N^2),$$

(1.6)

where $a$ and $b$ are known positive constants of order unity. In addition to $\lambda_6 = 0$, the $\beta$ function (1.6) vanishes at $\lambda_6 = \frac{a}{b}$. Moreover the operator $|\phi|^6$ is relevant about this new fixed point. RG flows that originate in this fixed point define the $\kappa_B = \infty$ large $N$ RB theory at every positive value of $\lambda_6$. As the $\beta$ function of the theory at finite but large values of $N$ deviates only slightly from (1.6) at values of $\lambda_6$ that are of order unity, it follows that this fixed point continues to exist, continues to be repulsive and continues to define the $\kappa_B = \infty$ RB theory at finite but large $N$.

---

8This argument can fail only if the leading order flows are highly non generic, and one can check by explicit calculation that this is not the case for the flows studied in this paper.

9While the theory can formally be defined at negative values of $\lambda_6$, it is presumably unstable and so uninteresting at these values.

10On the other hand the $\beta$ function of the theory at large but finite $N$ may deviate significantly from (1.6) at values of $\lambda_6$ that scale like a positive power of $N$. There may even exist new fixed points at such values, and for finite values of $N$ it is also possible that the corresponding Yang-Mills-Chern-Simons theories do not flow to any conformal field theories (for any value of their parameters), see section 4.5. We will not analyze these issues in this paper.
In this paper (see the next subsection for more details) we compute the generalization of the leading large $N$ beta function (1.6) to non-zero $\lambda_B$, and thereby provide a definition of the RB theories at finite but large values of $N$ and $\kappa_B$ 11.

We now turn to the second quasi-bosonic theory, namely the critical fermion theory. In this case the theory (1.5) has no obvious free point 12. To the best of our knowledge, the RG flows of $x_6^F$ in this model have not previously been studied at any value of $N$ or $\kappa_F$, not even in the effectively ungauged limit $\kappa_F \to \infty$. In this paper we compute the $\beta$ function for $x_6^F$ in the large $N$ limit, and use the results of our computation to propose a definition for the CF theories at all values of $\lambda_F$, even at finite (but large) values of $N$. Note that the results of our paper also give a precise definition of the large $N$ ungauged 3d Gross-Neveu model.

1.2 The principal results of this paper

The principal new results of this paper are a computation of the leading large $N$ beta functions of the two quasi-bosonic theories, an analysis of their large $N$ zero temperature phase structure, and the construction of dual pairs of RG flows from the $N = 2$ superconformal fixed points to the two different quasi-bosonic theories, supporting the conjectured existence and duality of these theories. In this subsection we review each of these results in turn. We discuss in this paper only the special case of a single matter field.

1.2.1 Beta functions for quasi-bosonic theories

In this paper we analyze the leading large $N$ $\beta$ functions of $x_6$ in the two quasi-bosonic theories. We show that for all values of the 't Hooft coupling these beta functions are third-order polynomials in $x_6$, and we explicitly compute the coefficient of $x_6^3$. This is enough to understand the qualitative form of the renormalization group flows. The lower coefficients are known perturbatively, but not for all values of the 't Hooft coupling. One way to compute these coefficients more generally is by computing and summing the infinite number of leading non-planar Feynman diagrams in the quasi-bosonic theories that contribute to this beta function. Instead of doing this explicitly, we relate these coefficients to computations in the quasi-fermionic theories.

As we explain in detail below (see around (3.10)), each quasi-bosonic theory may be viewed as a (quantum) Legendre transform of its quasi-fermionic counterpart. The Legendre transform is taken with respect to the lowest dimension scalar operator $J_0$.

---

11The $\beta$ functions we compute may also be viewed as a generalization of the perturbative computation of [22], which was performed up to quadratic order in the couplings $\lambda_6$ and $\lambda_B$.

12Nonetheless, considerations of parity can be used to demonstrate that $x_6^F = 0$ is a fixed point when $\lambda_F = 0$. 
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of the corresponding quasi-fermionic theory. Schematically

\[ Z_{\text{reg boson}} = \int D\zeta \langle e^{\int \zeta J_0 + x_6 \zeta^3} \rangle_{\text{crit boson}} \]

\[ Z_{\text{crit fermion}} = \int D\zeta \langle e^{\int \zeta J_0 + x_6 \zeta^3} \rangle_{\text{reg fermion}} \]  

(1.7)

(see (3.2) and (3.5) for non-cartoon versions of these equations).

In order to evaluate the quasi-bosonic partition functions on the left-hand side of (1.7) we first evaluate the expectation values in the integrand of the right-hand side. The result is an effective action for \( \zeta \) whose \( n \)-th order vertices are the \( n \)-point Green’s functions of \( J_0 \) in the corresponding quasi-fermionic theory. This effective action is less formal than it might first seem, as its leading terms, related to the two, three and four point functions of \( J_0 \), are explicitly known at all values of \( \lambda \) in the large \( N \) limit, as we review in some detail below.

Note that the leading large \( N \) effective action for \( \zeta \) comes from integrating out \( N \) fundamental fields, and so it is (in a natural normalization) proportional to \( N \). Note also that the correlators of \( J_0 \) of the two different quasi-fermionic theories are already known (or conjectured) to map to each other under duality, so the effective actions (1.7) for \( \zeta \) are automatically duality-covariant.

At the next step in the computation of our \( \beta \) function, we perform the path integral over the Lagrange multiplier fields \( \zeta \). As the action for the Lagrange multiplier fields has an overall factor of \( N \), the leading large \( N \) contribution to the \( \beta \) function is given only by one loop graphs from this effective action (see [42] for a similar observation in a different context). This is true at all values of \( \lambda \) and \( x_6^B \) (or \( x_6^F \)). Evaluating the divergent pieces of these one loop graphs we find that the \( \beta \) function for \( x_6 = x_6^B = x_6^F \), for flows towards the UV, is given by

\[ \frac{dx_6}{d \ln(\Lambda)} = -a + bg_3 - cg_3^3, \]

\[ g_3 = 24\pi^2 \left( x_6 - \frac{4}{3} \cot^2 \left( \frac{\pi \lambda_B}{2} \right) \right) = 24\pi^2 \left( x_6 - \frac{4}{3} \tan^2 \left( \frac{\pi \lambda_F}{2} \right) \right). \]  

(1.8)

Note in particular that \( g_3 \) is linearly related to \( x_6 \), and so the \( \beta \) function in (1.8) is a cubic function of \( x_6 \) at every value of \( \lambda_B \) and \( \lambda_F \), the ’t Hooft couplings of the RB and CF theories, respectively. Here

\[ c = \frac{1}{24\pi^2} \left( \frac{1}{2\pi^2 \kappa_B g_2^2} \right), \]

\[ g_2 = \left( \frac{4\pi}{\tan(\frac{\pi \lambda_B}{2})} \right) = -\left( \frac{4\pi}{\cot(\frac{\pi \lambda_F}{2})} \right), \]

\[ \kappa_B = -\kappa_F, \quad \lambda_B = \lambda_F - \text{sgn}(\lambda_F). \]  

(1.9)

Note that \( c \) is positive for all values of \( \lambda_B \) and \( \lambda_F \) (ranging from \((-1)\) to \((1)\)).
Like $c$, the coefficients $a$ and $b$ are functions of $\lambda_B$ and $\lambda_F$, and are of order $1/N$, but they are independent of $x_6$. $a$ and $b$ are determined (see (3.40)) in terms of coefficients that characterize particular kinematical limits of the leading large $N$ 3-, 4-, and 5-point functions of the operator $J_0$ in the quasi-fermionic theories, together with two numbers that require a subleading-in-$1/N$ computation: the first correction to the anomalous dimension of $J_0$ in these theories, and the coefficient governing the splitting of the 3-point function (once this anomalous dimension is non-zero) into a contact term and a non-contact term. The leading large $N$ three and four-point functions are known exactly. However the leading large $N$ five-point function\(^{13}\) and the two sub-leading $1/N$ corrections referred to above are currently known only at small $\lambda_B$ or small $\lambda_F$. Practically speaking, therefore, $a$ and $b$ are currently known only at small $\lambda_B$ or $\lambda_F$.

As $c$ is positive, the beta function (1.8) is negative at large positive values of $x_6$ but is positive at large negative values of $x_6$ (this is true at every value of $\lambda$). In other words, flows towards the IR drive large positive values of $x_6$ to $\infty$ and large negative values of $x_6$ to $-\infty$.\(^{14}\) It follows immediately that our cubic beta function generically has either one unstable fixed point or two unstable and one stable fixed points.\(^{15}\) The explicit values of $a$ and $b$ at weak bosonic and fermionic coupling suggest – and we conjecture – that the $\beta$ function in fact has three zeroes at every non-zero $\lambda_B$. Ordering the fixed points along the $x_6$ axis, the first and third of these fixed points are repulsive (for flows towards the IR) while the second fixed point is attractive.

The structure of these RG flows of $x_6$ is depicted in Figure 1, where $x_6$ labels the horizontal direction. We have added in this figure also the expected behaviour of the quasi-bosonic theories when we turn on their second-most-relevant deformation $(\tilde{\phi}\phi)^2$ term in (1.4)), whose coefficient labels the vertical axis, but still tune the most relevant operator to zero. We will discuss this further in section 4.

Note that the second fixed point has a total of 2 relevant operators (the mass term and $(\tilde{\phi}\phi)^2$) while the other two fixed points have 3 relevant operators; the additional operator is parametrized by $x_6$.

The $\beta$ function (1.8) manifestly respects duality invariance: the beta function of the regular boson theory agrees with the beta function of the critical fermion theory under the standard bosonization duality map (see below for more details). As noted above, this feature is built in to our method of computation; it is a direct consequence of the duality covariance of the effective action for the Lagrange multiplier $\zeta$.

Our results allow us to give a clear definition of the space of quasi-bosonic theories, at finite (but large enough) values of $N$. These theories are defined by the space

\(^{13}\)See however [43].
\(^{14}\)As we discuss in section 4, the resulting theories may not have a stable vacuum.
\(^{15}\)We refer to a fixed point as stable if it is attractive for flows towards the IR, and unstable if it is repulsive for flows towards the IR.
of RG flows away from the two repulsive fixed points \(^{16}\).

### 1.2.2 Phase structure and stability of quasi-bosonic theories

In the ’t Hooft large \(N\) limit the \(\beta\) function (1.8) is of order \(\frac{1}{N_B}\). If we restrict our attention to the large \(N_B\) limit, the quasi-bosonic theories are thus conformal at every value of \(x_6\).

At leading order in the large \(N_B\) limit, the free energy of the quasi-bosonic theories at a finite temperature \(T\) has been studied at every value of \(x_6\) [35, 44]. At the ‘conformal’ point (i.e. at arbitrary \(x_6\) but with all relevant deformations turned off) the free energy is proportional to \(T^3\) as expected from conformal invariance. When relevant deformations (masses and \(\phi^4\) couplings) are turned on, candidate phases are given by solutions to a known set of gap equations (see e.g. [44]). These gap equations typically have multiple solutions at any particular value of the microscopic parameters and the temperature. The dominant phase is the solution with the lowest free energy. As microscopic parameters are varied, this dominant phase changes, giving rise to an intricate phase diagram.

\(^{16}\)It is possible that our conjecture that there are exactly three fixed points at all values of \(\lambda\) is not correct, and there is a range of values of \(\lambda\) about which the beta function (1.8) has one rather than three fixed points. In that case this single fixed point is necessarily repulsive, and the space of quasi-bosonic theories is defined by RG flows away from this fixed point.
The gap equations of the quasi-bosonic theories continue to admit multiple solutions even at zero temperature, though they simplify greatly in this limit. In section 4 below we compute the phase diagram of the RB theory at zero temperature by comparing the free energies of the various solutions to the gap equation. Our final results are graphically summarized in the phase diagrams in Figures 7, 8, and 9 below.

The phase diagram of the RB theory changes as we change $x_6$. Interestingly, our final results are qualitatively different depending on whether $x_6 < \phi_1$, $\phi_1 < x_6 < \phi_2$ or $x_6 > \phi_2$, where $\phi_1$ and $\phi_2$ are critical values of $x_6$ given by

$$\phi_1 \equiv \frac{4}{3} \left( \frac{1}{(2 - |\lambda_B|)^2} - 1 \right), \quad \phi_2 \equiv \frac{4}{3} \left( \frac{1}{\lambda_B^2} - 1 \right).$$

The upcoming paper [45] explains this fact by computing an exact Landau Ginzburg potential for the variable $\bar{\phi} \phi$ in the RB theory. The phase diagram of the RB theory is obtained by finding all the extrema of this Landau Ginzburg potential and choosing the extremum with the minimum free energy. The differences in the phase structure of the RB theory in different intervals of $x_6$ is a consequence of the fact that this Landau Ginzburg potential is qualitatively different in the three regions mentioned above. In particular the Landau Ginzburg potential of [45] has the property that it is unbounded from below when either $x_6 < \phi_1$ or $x_6 > \phi_2$. When $x_6$ lies between $\phi_1$ and $\phi_2$, on the other hand, the exact Landau Ginzburg potential is bounded below.

The fact that the Landau Ginzburg action is unbounded from below when $x_6 < \phi_1$ or $x_6 > \phi_2$ suggests that the RB theory is unstable in this range of parameters. On the other hand the theory appears to be perfectly stable in the range

$$\phi_1 < x_6 < \phi_2.$$

Once we take finite $N$ effects into account, we have already seen that the RB theory is really well-defined only at the three fixed points of the $\beta$ function. The relationship of these three fixed point values to $\phi_1$ and $\phi_2$ is graphically demonstrated in Figure 10, both at weak bosonic coupling and at weak fermionic coupling. Interestingly, the ‘middle’ fixed point of the $\beta$ function (the stable fixed point about which $x_6$ is an irrelevant deformation) lies between $\phi_1$ and $\phi_2$ at both weak bosonic and weak fermionic coupling. We conjecture that this continues to be the case at every value of $\lambda_B$, so that this fixed point is always well-defined with a stable vacuum.

### 1.2.3 Flows from theory S to quasi-bosonic theories

Above we discussed the RG flows of the parameter $x_6$ within the manifold of quasi-bosonic theories. In this subsubsection we turn our attention to a different class of flows: flows from the supersymmetric theory S to the manifold of quasi-bosonic theories. The flows that we study in this section are non-trivial even at leading order.
in the large \( N \) limit (unlike the \( \beta \) functions of the previous subsubsection that were of order \( \frac{1}{N} \)), so they are ‘fast’ flows in contrast to the ‘slow’ flows of \( x_6 \) described above. At the end of the current section we will discuss the relationship between these two different classes of flows.

In subsection 1.1.4 we reviewed the one parameter fine-tuning \([15, 17]\) of the two parameter class of dual pairs of RG flows starting at theory \( S \), that end up in the deep IR in the CB and RF fixed points, respectively. While the discussion of \([15, 17]\) is correct at generic parameters of the flows, it turns out to be possible to further fine tune the remaining parameter in the flows of \([15, 17]\). The special feature of the resulting RG flows is that they terminate on the manifold of RB and CF theories (i.e. on the manifold of dual pairs of quasi-bosonic theories), rather than at quasi-fermionic theories as was the case for the generic flows of \([15, 17]\). In Figure 2 below we present a qualitative sketch of the structure of critical flows constructed in \([15]\), including in it also the further fine tuned flows (denoted by red lines) from the supersymmetric theory to the quasi-bosonic theories.

**Figure 2:** In this figure we present a qualitative sketch of the structure of large \( N \) critical flows from theory \( S \), constructed in \([15]\), when the most relevant deformation is tuned to zero. We have added to their discussion the extra flows denoted by dashed red lines, which are further fine-tuned, from the supersymmetric theory to the quasi-bosonic theories.
As we have emphasized above, the flows described in this subsubsection and in Figure 2 are large $N$ flows, governed by the leading order beta functions that are of order unity in the large $N$ limit. The fact that we had to perform a two-parameter tuning to end up on the manifold of quasi-bosonic theories is a consequence of the fact that there are exactly two relevant directions away from the manifold of quasi-bosonic theories in the strict large $N$ limit $^{17}$.

At finite large $N$, the fast flows from theory S to the space of quasi-bosonic theories described in this subsection, generically do not end at true fixed points. Instead they terminate at some generic value of $x_6$ on the space of quasi-bosonic theories. After the fast flow is completed, the flow of $x_6$ continues at a much slower pace. The slow part of the flow is governed by the $\beta$ functions described in the previous subsubsection, and takes place over RG flow time scales of order $N$.

It turns out that the fast part of the RG flows hits the quasi-bosonic manifold between the second and third fixed point when $|\lambda_B|$ is smaller than some critical value of order unity, which lies between 0 and 1. The subsequent slow flow then ends up in the second (attractive) quasi-bosonic fixed point. For $|\lambda_B|$ less than this critical value, the flows constructed in this paper may thus be thought of as a ‘derivation’ of the duality between the second RB fixed point and the second CF fixed point, for finite large values of $N$, assuming the well-established duality of the supersymmetric theories S.

For $|\lambda_B|$ greater than the critical value described in the last paragraph, the fast flows constructed in this paper hit the manifold of quasi-bosonic theories at a value of $x_6$ larger than the third fixed point. The subsequent slow flow drives $x_6$ to infinity.$^{18}$ See Figure 3 for a sketch of these two different classes of flows.

In the discussion above we have assumed the correctness of our conjecture that the beta function on the line of quasi-bosonic theories has three zeroes for every value of $\lambda$. It is possible that this conjecture is incorrect and that there is a range of values of $\lambda$ for which the beta function has only a single zero. In this case the single fixed point is always repulsive. RG flows from the SUSY theory that are tuned to land on the line of quasi-bosonic theories will always flow away from this fixed point – either to $x_6 = \infty$ or to $x_6 = -\infty$. We cannot generically tune a flow from the SUSY theory to hit such a fixed point, as it has 3 relevant deformations while flows originating at the SUSY theory have just two dimensionless parameters.

We believe that the results of this subsection together with those of the previous subsection strongly suggest that the regular boson and critical fermion theories both

\footnote{In the RB theory these two strongly relevant directions are the scalar mass and the $|\phi|^4$ coupling, and in the CF theory (1.5) they may be written as $\zeta$ and $\zeta^2$.}

\footnote{Formally speaking, precisely at the critical value of $\lambda_B$ the fast flow ends up precisely at the third fixed point in the space of quasi-bosonic theories. However as the set of allowed values of $\lambda$ is discrete at any finite $N$ no matter how large, it is presumably not possible to end up at this fixed point at any finite value of $N$.}
Figure 3: In this figure we depict two different classes of flows. The horizontal axis is $x_6$, and the vertical axis depicts the other parameters in the SUSY flow. The figure on the left, relevant for small $|\lambda_B|$, shows a fast flow arriving between the second and third fixed points, and a subsequent slow flow ending up in the second (attractive) quasi-bosonic fixed point. The figure on the right, relevant for large $|\lambda_B|$, shows a fast flow arriving at a value of $x_6$ larger than the third fixed point, and a subsequent slow flow driving $x_6$ to infinity.

exist, and are dual to each other, at all values of $\lambda$ and $x_6$ for infinite $N$, and also at least for large but finite $N$ and $\kappa$, when $x_6$ sits at its fixed points\(^{19}\).

In section 4.5 we analyze an alternative way to flow to the quasi-fermionic and quasi-bosonic theories, by starting from a high-energy Yang-Mills-Chern-Simons theory. This flow makes sense for arbitrary values of $N$ and $\kappa$; note that for finite values of these numbers it is hard to tell if the formal definitions of these theories, (1.2)-(1.5), are well-defined or not. For finite values of $N$ and $\kappa$ it is hard to say when this flow ends at fixed points (after appropriate fine-tuning) and when it does not. In any case, this flow suggests that whenever we can end up at a quasi-fermionic theory, we can also end up at the corresponding quasi-bosonic theory, with one additional fine-tuning. This is subject to the same caveats as above, that there is a stable fixed

\(^{19}\)There is substantial independent direct calculational evidence for this duality between the quasi-bosonic theories in the strict $N \to \infty$ limit. In this strict limit the beta function (1.8) vanishes, and the RB and CF theories are both conformal at every value of $x_6$. The high-spin symmetries continue to constrain the dynamics [8, 9]. Direct computational evidence for the duality in the large $N$ limit includes computations of correlators [27, 29, 30], S matrices [31–33] and thermal partition functions [4, 34–38], and they all yield results in perfect agreement with the conjectured duality between the full set of large $N$ RB and CF theories at arbitrary values of $x_6$. 

point for \( x_6 \), and that the ‘fast flow’ governed by the Yang-Mills coupling brings us to the domain of attraction of this fixed point.

2 Critical scalars and regular fermions

As we have explained in the introduction, the simplest and best established non-supersymmetric Bose-Fermi duality in 2 + 1 dimensions is that between the CB and RF theories. In this section we review relevant aspects of these theories and their duality.

2.1 Critical scalars

2.1.1 Definitions

The critical scalar (CB) theory is a conformal field theory defined by the Lagrangian

\[
S_{CB}(\phi, \sigma_B) = \int d^3x \left[ i\epsilon^{\mu\nu\rho}\kappa_B \frac{4\pi}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + i\epsilon^{\mu\nu\rho}\frac{N_B\kappa'_B}{4\pi} B_\mu \partial_\nu B_\rho + D_\mu \bar{\phi} D^\mu \phi + \sigma_B \bar{\phi} \phi \right].
\]

(2.1)

Here \( \kappa_B \) is the level of an SU\((N_B)\) gauge field \( A_\mu \) while \( N_B\kappa'_B \) is the level of a U(1) gauge field \( B_\mu \). The two join together into a \( U(N_B) = (SU(N_B) \times U(1))/\mathbb{Z}_{N_B} \) gauge field. Both \( \kappa_B \) and \( \kappa'_B \) are non-zero integers\(^\text{20}\). The fields \( A_\mu \) are \( N \times N \) traceless Hermitian matrices. The covariant derivative \( D_\mu \) is given by

\[
D_\mu \phi = \partial_\mu \phi + iA_\mu \phi + iB_\mu \phi.
\]

(2.2)

The theory based on the action (2.1) is defined using the dimensional reduction scheme [47]. The same physical theory is obtained if one uses a Yang-Mills regulator and simultaneously replaces the levels \( \kappa_B \) and \( \kappa'_B \) by the levels \( k_B \) and \( k'_B \) given by (see Appendix D)

\[
\kappa_B = \text{sgn}(k_B) (|k_B| + N_B), \quad \kappa'_B = k'_B,
\]

(2.3)

so that we must have \(|\kappa_B| > N_B\). If we give a mass to the critical bosons (with a positive mass squared) and integrate them out, the resultant low energy theory is a pure \( U(N_B) \) Chern-Simons theory, whose levels \( k_B, k'_B \) can be identified with the levels of the related \( U(N_B) \) WZW theories.

The critical boson theories defined so far are labeled by three integers: \( N_B, \kappa_B \) and \( \kappa'_B \). In the rest of this paper we will be principally interested in the following three two-integer subfamilies of critical scalar theories:

\(^\text{20}\)More precisely, we must have \( k'_B = k_B + mN_B \) where \( m \) is an integer, for details see equation (2.5) of [46].
• SU($N_B$) critical scalars. These theories are defined by the Lagrangian (2.1) with $B_\mu$ set to zero. These theories are labeled either by the pair of integers $(N_B, \kappa_B)$ or $(N_B, k_B)$ according to taste.

• U($N_B$) critical scalars of type 1. These are critical scalar theories with $\kappa'_B = \kappa_B$, $k'_B = \text{sgn}(\kappa'_B)(|k'_B| + N_B)$. These theories are also labeled by a pair of integers – again either $(N_B, \kappa_B)$ or $(N_B, k_B)$ according to taste.

• U($N_B$) critical scalars of type 2. These are critical scalar theories with $k'_B = k_B$, $\kappa_B = \text{sgn}(\kappa'_B)(|\kappa'_B| + N_B)$. Once again these theories are labeled either by the integer pairs $(N_B, \kappa_B)$ or $(N_B, k_B)$ according to taste.

For each of the three families of theories above, we define the 't Hooft coupling

$$\lambda_B = \frac{N_B}{\kappa_B}. \quad (2.4)$$

In the large $N_B$ limit, the theories above are most conveniently parameterized by the integer $N_B$ and the effectively continuous real parameter $\lambda_B$, obeying $|\lambda_B| < 1$.

2.1.2 Review of useful results at large $N_B$

At leading order in the large $N_B$ limit the SU($N_B$), type 1 and type 2 U($N_B$) theories are all identical. Several results for these theories have been established for all values of $\lambda_B$ in this limit. We will now present a brief review of those results that will be of interest to us later in this paper.

Denote the lowest dimensional scalar operator in the critical boson theory by $\tilde{J}_0$. In the dimensional regularization scheme (in which operators of distinct bare dimension cannot mix) $\tilde{J}_0 \propto \sigma_B$. We choose the normalization of $\tilde{J}_0$ as

$$\tilde{J}_0 = \sigma_B. \quad (2.5)$$

The scaling dimension $\Delta_B(\lambda_B)$ of $\tilde{J}_0$ has the large $N_B$ expansion

$$\Delta_B(\lambda_B) = 2 + \frac{\delta_B(\lambda_B)}{\kappa_B} + O(1/\kappa_B^2). \quad (2.6)$$

The function $\delta_B(\lambda_B)$ is as yet unknown.

In the limit $\lambda_B \rightarrow 0$, which gives the critical U($N_B$) vector model, the anomalous dimension is [48]

$$\frac{\delta_B(\lambda_B)}{\kappa_B} = -\frac{16}{3\pi^2 N_B} \Rightarrow \delta_B(\lambda_B) = -\frac{16}{3\pi^2 \lambda_B}. \quad (2.7)$$

In the large $N_B$ limit, the two-point function of $\tilde{J}_0$ is given by [27]

$$\langle \tilde{J}_0(q)\tilde{J}_0(-q') \rangle = \frac{1}{\kappa_B} (2\pi)^3 \delta^3(q - q') G_\sigma(p),$$

$$G_\sigma(q) = n_B q^{(2\Delta_B(\lambda_B)-3)}, \quad (2.8)$$

$$n_B = -4 \frac{\pi}{\tan\left(\frac{\pi \lambda_B}{2}\right)} + O(1/\kappa_B).$$
At leading order in large $N_B$ (2.8) reduces to

$$\langle \tilde{J}_0(q) \tilde{J}_0(-q') \rangle = (2\pi)^3 \delta^3(q - q') \frac{(-4\pi)|q|}{\kappa_B \tan(\frac{\pi \lambda B}{2})}. \quad (2.9)$$

At small $\lambda_B$ this result further simplifies to

$$\langle \tilde{J}_0(q) \tilde{J}_0(-q') \rangle = (2\pi)^3 \delta^3(q - q') \frac{(-8)|q|}{N_B} \left(1 + \mathcal{O}(\lambda_B^2)\right). \quad (2.10)$$

Note that

$$\int \frac{d^3p}{(2\pi)^3} |p|e^{-ipr}e^{ipr} = \frac{1}{2\pi^2} \int_0^\infty dp \cos(pr) e^{-ipr} = -\frac{1}{\pi^2} \frac{r^2 - 3\epsilon^2}{(r^2 + \epsilon^2)^2}. \quad (2.11)$$

By taking the limit $\epsilon \to 0$ it follows that the Fourier transform of $|p|$ is $\frac{1}{\pi^2 r^4}$. It follows, in particular, that the two point functions (2.9) and (2.10) are all positive when reexpressed in position space, consistent with the expectations from unitarity.\footnote{Restated, the two point function of an operator of dimension 2 is positive in position space if and only if it is negative in momentum space. On the other hand it is easily verified that

$$\int \frac{d^3p}{(2\pi)^3} \frac{1}{|p|} e^{ipr} = \frac{1}{2\pi^2 r^2}; \quad (2.12)$$

establishing that a two point function of an operator of dimension one – of the sort we will encounter in the next section – is unitary in position space if and only if its Fourier transform is positive in momentum space.}

The three point function of $\tilde{J}_0$ is given by

$$\langle \tilde{J}_0(q_1) \tilde{J}_0(q_2) \tilde{J}_0(q_3) \rangle = (2\pi)^3 \delta^3(q_1 + q_2 + q_3) \tilde{G}_3(q_1, q_2, q_3),$$

$$\tilde{G}_3(q_1, q_2, q_3) = \frac{32\pi^2}{\kappa_B^2} \left( c_B^2(\lambda_B) + c_B(\lambda_B) F(\lambda_B) \right). \quad (2.13)$$

(2.13) simply asserts that the three point function of three $\tilde{J}_0(q_1)$ operators is the sum of a contact term and a piece proportional to $F(q_1, q_2, q_3, \frac{\delta_B}{\kappa_B})$, the Fourier transform of the usual power law position space expression for a three point function of three operators of dimension $2 + \frac{\delta_B}{\kappa_B}$. An explicit integral expression for $F(q_1, q_2, q_3, \frac{\delta_B}{\kappa_B})$ was presented in [49]; using that expression we demonstrate in Appendix A that in the normalization we use\footnote{The fact that contact terms are absent in two point functions but are present in three point functions of $\tilde{J}_0$ is a simple consequence of dimensional analysis. The engineering dimension of $\tilde{J}_0(x)$ is 2. It follows that the engineering dimension of $\tilde{J}_0(q)$ is ($-1$), and so a constant times a momentum conserving delta function has the right dimension to appear in a three point function of $\tilde{J}_0$. Such a contribution to higher or lower point functions would have to be accompanied by a power of the cutoff, and explicit powers of the cutoff never appear in dimensional regularization.}

$$\frac{\delta_B}{\kappa_B} F(q_1, q_2, q_3, \frac{\delta_B}{\kappa_B}) = 1 - 3 \frac{\delta_B}{\kappa_B} \ln \left( \frac{\Lambda}{q_1 + q_2 + q_3} \right) + \mathcal{O}(\frac{1}{\kappa_B}). \quad (2.14)$$
note that \( F(q_1, q_2, q_3, \frac{\delta_B}{\kappa_B}) \) reduces to a constant at leading order at \( 1/N \) and deviates from the constant only at first sub-leading order. It follows that the contact piece in (2.13) and \( F(q_1, q_2, q_3, \frac{\delta_B}{\kappa_B}) \) are indistinguishable at leading order at large \( N \).

The three point functions of \( \tilde{J}_0 \) have been computed at leading order in the large \( N \) limit. Comparing (2.13) to the explicit results of this computation we find [27]

\[
c^\delta_B(\lambda_B) = r_B(\lambda_B) \left( \frac{\cot^2(\frac{\pi \lambda_B}{2})}{\cos^2(\frac{\pi \lambda_B}{2})} - \frac{1}{4} \right) + \mathcal{O}(1/\kappa_B),
\]

\[
c^B(\lambda_B) = (1 - r_B(\lambda_B)) \frac{\delta_B}{\kappa_B} \left( \frac{\cot^2(\frac{\pi \lambda_B}{2})}{\cos^2(\frac{\pi \lambda_B}{2})} - \frac{1}{4} \right) + \mathcal{O}(1/|\kappa_B|^2),
\]

where \( r_B(\lambda_B) \) is a parameter which has not yet been determined, because the three point function has been explicitly evaluated only at leading order at large \( N \) where \( F(q_1, q_2, q_3, \frac{\delta_B}{\kappa_B}) \) and the contact term in (2.13) can not be distinguished as we have explained above. Expanding (2.13) to first order in \( 1/\kappa_B \) using (2.15), we find

\[
\tilde{G}_3(q_1, q_2, q_3) = \frac{32\pi^2}{\kappa_B^2} \left( \frac{\cot^2(\frac{\pi \lambda_B}{2})}{\cos^2(\frac{\pi \lambda_B}{2})} - \frac{1}{4} \right) 
\]

\[
\cdot \left( 1 + \mathcal{O}(\frac{1}{\kappa_B}) \right) + 3r_B(\lambda_B) \frac{\delta_B}{\kappa_B} \ln \left( \frac{\Lambda}{|q_1| + |q_2| + |q_3|} \right) + \mathcal{O}(\frac{1}{\kappa_B}).
\]

(2.15)

Note that the non-analytic term in momenta in (2.16) starts out at order \( \mathcal{O}(\frac{1}{\kappa_B}) \).

At leading order in the \( \frac{1}{N_B} \) expansion

\[
\langle \tilde{J}_0(q_1)\tilde{J}_0(q_2)\tilde{J}_0(q_3) \rangle = (2\pi)^3 \delta^3(q_1 + q_2 + q_3) \frac{32\pi^2}{\kappa_B^2} \left( \frac{\cot^2(\frac{\pi \lambda_B}{2})}{\cos^2(\frac{\pi \lambda_B}{2})} - \frac{1}{4} \right),
\]

(2.17)

and so the three point function is a pure contact term in accordance with general expectations [9].

Notice that the parameter \( r_B(\lambda_B) \) that appears in (2.15) disappears in the leading order result (2.17). This is the reason that \( r_B(\lambda_B) \) cannot be determined by a comparison with explicit leading large \( N_B \) results, and so is unknown. As the term proportional to \( r_B(\lambda_B) \) in (2.16) multiplies a factor of \( \ln(\Lambda) \), this term will contribute to the \( \beta \) function computed later in this paper and so will be of importance to us. In Appendix B we present a formal expression for \( r_B \) at \( \lambda_B = 0 \).

At small \( \lambda_B \) (2.17) simplifies further to

\[
\langle \tilde{J}_0(q_1)\tilde{J}_0(q_2)\tilde{J}_0(q_3) \rangle = (2\pi)^3 \delta^3(q_1 + q_2 + q_3) \frac{128}{N_B^2} \left( 1 + \mathcal{O}(\lambda_B^2) \right).
\]

(2.18)
The four point function of four scalar operators has also been recently computed at leading order in the large \( N_B \) limit [50] (see [43, 51] for further developments). \(^{23}\) The four point function takes the form

\[
\langle \tilde{J}_0(q_1)\tilde{J}_0(q_2)\tilde{J}_0(q_3)\tilde{J}_0(q_4) \rangle = (2\pi)^3 \delta^3(q_1 + q_2 + q_3 + q_4)\tilde{G}_4^0(q_1, q_2, q_3, q_4),
\]

where \( \tilde{G}_4^0 \) has mass dimension \((-1)\) (it is a homogeneous function of its arguments of homogeneity \((-1)\)). It was demonstrated in [50] that the momentum dependence of the four point function is the same as the momentum dependence of the operator \( \bar{\psi}\psi \) in a theory of free fermions. The prefactor of this momentum dependence was also determined in [50]. In this paper we will be principally interested in the four point function in a particular kinematical limit, namely the limit \( \delta \to 0 \) of \( \tilde{G}_4^0(p, -p - \delta, k + \delta, -k) \). The \( \delta \to 0 \) limit of this correlator is smooth \(^{24}\) so the four point function in the kinematical limit of interest to us is simply \( \tilde{G}_4^0(p, -p, k, -k) \). It turns out that

\[
\tilde{G}_4^0(p, -p, k, -k) = -2^7 \left( \frac{2\pi}{\kappa_B} \right)^3 \frac{1}{(\tan(2\lambda_B^2))^2} \sin(\pi\lambda_B) \left( \frac{1}{2|k + p|} + \frac{1}{2|k - p|} - \frac{1}{2} \frac{|k|}{|p|^2} - \frac{1}{2} \frac{(p \cdot k)^2}{|p|^4} \right) + \mathcal{O}(k/p^3).
\]

In particular at \( \lambda_B = 0 \) (see the explicit computation in Appendix B for a check)

\[
\tilde{G}_4^0(p, -p, k, -k) = -\frac{8^4}{N_B^3} \left( \frac{1}{2|k + p|} + \frac{1}{2|k - p|} - \frac{1}{2} \frac{|k|}{|p|^2} - \frac{1}{2} \frac{(p \cdot k)^2}{|p|^4} \right) + \mathcal{O}(k/p^3).
\]

\(^{23}\)In what follows we restrict our attention to the leading order in the expansion in \( \frac{1}{N_B} \).

\(^{24}\)More precisely we are interested in the momenta configurations \( \tilde{G}_4^0(p, -p - \delta, k + \delta, -k) \) in the limit \( \delta \to 0 \). It is an interesting fact that this limit is smooth whenever \( \Delta_{min} - \) the dimension of the most relevant operator in the theory under study (in the current context \( \Delta_{min} \) is approximately \( 2 \)) – is greater than \( \frac{d}{2} \) (where \( d \) is the spacetime dimension of the theory, in the current context \( d = 3 \)). This follows immediately from the study of the OPE in the channel in which the two operators with momentum \( p \) and \(-p - \delta \) are brought together. The contribution of an operator of dimension \( \Delta \) to this OPE scales like \( \frac{1}{R^{2\Delta}} \) in position space (here \( R \) is a measure of the distance between the composite operators with momenta \( p \) and \(-p - \delta \) and the composite operators with momenta \( k + \delta \) and \(-k \)) and so like \( \int d^d R R^{2\Delta} \) in momentum space. The integrand in this expression is correct only at large \( R \) (at small \( R \) it is cut off by the fuzz inherent in the the scale of the composite operators - set by \( \frac{1}{k} \) and \( \frac{1}{p} \) respectively). The contribution to the integral from the IR (large \( R \)) is finite when \( \delta \to 0 \) provided \( 2\Delta > 3 \). If \( 2\Delta < 3 \), on the other hand, the integral scales like \( \frac{1}{\delta^{d-2\Delta}} \). In particular if \( d = 3 \) and \( \Delta = 1 \) then we find a divergence like \( \frac{1}{\delta} \), as we see explicitly in (B.26) in the free boson theory.
In a Taylor series expansion in \(|\frac{k}{p}|\) we have
\[
\tilde{G}_4^0 = \frac{1}{|p|\kappa_B^2} \left( \tilde{g}_{(4,1)} + \frac{|k|}{|p|} + \tilde{g}_{(4,3)} \frac{(p \cdot k)^2}{|p|^2} + \mathcal{O}(k^2/p^2) \right),
\] (2.22)
where
\[
\tilde{g}_{(4,1)} = -2\tilde{g}_4, \quad \tilde{g}_{(4,2)} = \tilde{g}_4, \quad \tilde{g}_{(4,3)} = \tilde{g}_4,
\] (2.23)
with
\[
\tilde{g}_4 = \frac{g^{4}_9 \pi^3}{(\tan(\frac{\pi \lambda}{2}))^2 \sin(\pi \lambda_B)}.
\] (2.24)
Specifically in the limit \(\lambda_B \to 0\)
\[
\tilde{g}_4 = \frac{1}{2} \frac{8^4}{\lambda_B^3}
\] (2.25)
so that
\[
\tilde{g}_{(4,1)} = -\frac{8^4}{\lambda_B^3}, \quad \tilde{g}_{(4,2)} = \frac{8^4}{2 \lambda_B^3}, \quad \tilde{g}_{(4,3)} = \frac{8^4}{2 \lambda_B^3}.
\] (2.26)

For our purpose we also need the five point function
\[
\langle \tilde{J}_0(q_1)\tilde{J}_0(q_2)\tilde{J}_0(q_3)\tilde{J}_0(q_4)\tilde{J}_0(q_5) \rangle = (2\pi)^3 \delta^3(q_1 + q_2 + q_3 + q_4 + q_5) \tilde{G}_5^0(q_1, q_2, q_3, q_4, q_5),
\] (2.27)
where \(\tilde{G}_5^0\) has mass dimension \((-2)\) (it is a homogeneous function of its arguments of homogeneity \((-2)\)). For our purpose, we are just interested in the function \(\tilde{G}_5^0(p, -p, 0, 0, 0)\).\(^{25}\) It follows from dimensional analysis that this Green’s function admits a form
\[
\tilde{G}_5^0 = \frac{1}{|p|^{2\kappa_B}} \tilde{g}_{(5,0)},
\] (2.28)
where \(\tilde{g}_{(5,0)}\) is a number (which is a function of \(\lambda_B\)), whose value at \(\lambda_B = 0\) is discussed in appendix B.1.3.

### 2.1.3 \(SO(N)\) theories

Throughout this paper we primarily discuss theories with unitary gauge groups (2.1). It is, however, useful to note that the results presented above also apply (with minor modifications) at leading order in large \(N_B\) to the \(SO(N_B)\) gauged theory with action
\[
S_{CB}(\phi, \sigma) = \int d^3x \left[ 2\varepsilon^{\mu \nu \rho} \frac{\kappa_B}{8\pi} \text{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + D_\mu \phi D^\mu \phi + \sigma_B \phi \phi \right],
\] (2.29)
where \(A_\mu\) are now imaginary antisymmetric matrices – i.e. generators of \(SO(N_B)\).

The ’t Hooft coupling is once again defined by \(\lambda = \frac{N_B}{\kappa_B}\). The leading large \(N_B\) \(n\)-point Green’s functions of the theory (2.29) at any particular value of the ’t Hooft
\(^{25}\)More precisely we are interested in \(G(p, -p - \delta_1 - \delta_2 - \delta_3, \delta_1, \delta_2, \delta_3)\) in the limit that all \(\delta\)’s are small. We will assume that this limit exists and is unambiguous in what follows.
coupling are obtained from the leading large $N_B$ Green’s functions of the theory (2.1) at the same value of the ’t Hooft coupling using the translation formulae
\[ \tilde{G}^{SO(N)}_n = \frac{1}{2} \tilde{G}^{SU(N)}_n. \] (2.30)

2.2 The regular fermion theory

The regular fermion (RF) theory is defined by the Lagrangian
\[ S_{CF} = \int d^3x \left[ i\epsilon^{\mu\nu\rho} \kappa_F A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho + i\epsilon^{\mu\nu\rho} \kappa'_F B_\mu \partial_\nu B_\rho + \bar{\psi} \gamma_\mu D^\mu \psi \right]. \] (2.31)

Our conventions for levels are the same as in the previous subsection. In particular the path integral with the action (2.31) is defined with the dimensional regulation scheme. We get the same physics with a Yang-Mills regulator if we modify the action above replacing $\kappa_F$ with $k_F$ and $\kappa'_F$ with $k'_F$ where
\[ \kappa_F = \text{sgn}(k_F) \left( |k_F| + N_F \right), \quad \kappa'_F = k'_F. \] (2.32)

One difference with the theories of the previous subsection is that $\kappa_F$ and $k_F$ are half integers (numbers of the form $\frac{2n+1}{2}$ with integer $n$) in our notation rather than integers. This can be understood in the following terms. If we add a mass term with mass parameter $m_F$ to the Lagrangian (2.31) and integrate the fermion out then the resulting gauge theory, at long distances, is a pure Chern-Simons theory with Chern-Simons level (equal to the level of the dual WZW theory) equal to $(k_F + \frac{\text{sgn}(m_F)}{2})$. This level is an integer, as it has to be, if and only if $k_F$ is a half integer, and this defines what we mean by half-integer levels.

It is convenient to define
\[ \tilde{\kappa}_F = \kappa_F + \frac{\text{sgn}(\kappa_F)}{2}. \] (2.33)

The quantity $\tilde{\kappa}_F$ agrees with the effective value of $\kappa$ for the low energy pure Chern-Simons theory obtained after integrating out the fermion, when it is given a mass of the same sign as $\tilde{\kappa}_F$. We define the fermionic ’t Hooft coupling by the equation
\[ \lambda_F = \frac{N_F}{\tilde{\kappa}_F}. \] (2.34)

It follows that $\lambda_F$ is simply the standard definition of the ’t Hooft coupling for the effective low energy Chern-Simons theory obtained after integrating out the fermions with a mass of the same sign as $\tilde{\kappa}_F$.

As in the previous subsection we have $SU(N_F)$, type 1 $U(N_F)$ and type 2 $U(N_F)$ regular fermion theories. The definition of these theories is the obvious fermionic analogue of the definitions of the previous subsection.
2.2.1 Review of results at large $N_F$

As in the previous subsection, the lowest dimension scalar field $J_0$ in this theory will play an important role in what follows. In the dimensional reduction scheme (and with an appropriate choice of normalization that we adopt)

$$J_0^F = \frac{4\pi \bar{\psi}\psi}{\bar{\kappa}_F}.$$  \hspace{1cm} (2.35)

The dimension of this operator is given by

$$\Delta_F(\lambda_F) = 2 - \frac{\delta_F(\lambda_F)}{\bar{\kappa}_F} + O(1/\bar{\kappa}_F)$$  \hspace{1cm} (2.36)

where $\delta_F(\lambda_F) = -\frac{4}{3}\lambda_F + O(\lambda_F^2)$ (see equation (5.32) of [52]).

In the large $N_F$ limit the two point function of $J_0^F$ is given by [27]

$$\langle J_0^F(q)J_0^F(-q') \rangle = \frac{1}{\bar{\kappa}_F} (2\pi)^3 \delta^3(q - q') n_F q_F (2\Delta_F(\lambda_F) - 3),$$  \hspace{1cm} (2.37)

where

$$n_F = -4\pi \tan \left( \frac{\pi \lambda_F}{2} \right) + O(1/\bar{\kappa}_F).$$

At leading order in large $\kappa_F$, the small $\lambda_F$ expansion of (2.37) gives

$$\langle J_0^F(q)J_0^F(-q') \rangle = -(2\pi)^3 \delta^3(q - q') 2\pi^2 |q| N_F \frac{1}{\bar{\kappa}_F^2} + O(\lambda_F^2).$$  \hspace{1cm} (2.38)

Three point functions of $J_0^F$ take the form [27]

$$\langle J_0^F(q_1)J_0^F(q_2)J_0^F(q_3) \rangle = \left( \frac{2\pi}{\bar{\kappa}_F} \right)^3 \delta^3(q_1 + q_2 + q_3) \left( c^F(\lambda_F) + c_F(\lambda_F) F(|q_1|, |q_2|, |q_3|, \delta_F/\bar{\kappa}_F) \right),$$

$$c^F(\lambda_F) = r_F(\lambda_F) 32\pi^2 \tan^2 \left( \frac{\pi \lambda_F}{2} \right) + O(1/\bar{\kappa}_F),$$

$$c_F(\lambda_F) = \frac{\delta_F}{\bar{\kappa}_F} \left( 1 - r_F(\lambda_F) \right) 32\pi^2 \tan^2 \left( \frac{\pi \lambda_F}{2} \right) + O(1/\bar{\kappa}_F^2).$$  \hspace{1cm} (2.39)

The small $\lambda_F$ expansion of (2.39) gives

$$\langle J_0^F(q_1)J_0^F(q_2)J_0^F(q_3) \rangle = (2\pi)^3 \delta^3(q_1 + q_2 + q_3) 8\pi^2 N_F \frac{\pi^2}{\bar{\kappa}_F^2} \lambda_F + O(\lambda_F^4).$$  \hspace{1cm} (2.40)

Note, in particular, that the three point function vanishes in the limit $\lambda_F \to 0$. This is a consequence of the fact that the operator $\bar{\psi}\psi = \frac{\kappa_F}{4\pi} J_0^F$ is odd under parity transformations in the limit $\lambda_F \to 0$. As the left-hand side of (2.40) is odd under parity, while the $\delta$ function on the right-hand side is even, parity invariance forces the coefficient to vanish.
As in the previous subsection we restrict our discussion to the four point function leading order in the large $N_F$ limit. At this order the four point function is completely known. The momentum dependence of this function is precisely that of the free fermi theory [50] (see [30] for related earlier work). As in the previous subsection we define

$$\langle J_0(p_1)J_0(p_2)J_0(p_3)J_0(p_4) \rangle = (2\pi)^3 \delta^3(p_1 + p_2 + p_3 + p_4) G^0_4(p_1, p_2, p_3, p_4)$$ (2.41)

where $G^0_4$ has mass dimension $(-1)$. Again we are interested in $G^0_4(p, -p, k, -k)$ in the limit $|k| \ll |p|$. Expanding the Green's function in a Taylor series expansion in $|k|/|p|$ we have

$$G^0_4 = -\frac{1}{|p|^2 \kappa_F^2} \left( g_{(4,1)} + g_{(4,2)} \frac{|k|}{|p|} + g_{(4,3)} \frac{(p \cdot k)^2}{|p|^3 |k|} + O(k^2/p^2) \right),$$ (2.42)

$$g_{(4,1)} = -2g_4, \quad g_{(4,2)} = g_4, \quad g_{(4,3)} = g_4,$$ (2.43)

with

$$g_4 = -\frac{2^9 \pi^3}{(\cot(\frac{\pi \lambda_F}{2}))^2 \sin(\pi \lambda_F)}$$ (2.44)

In particular in the limit $\lambda_F = 0$ (see Appendix C for an explicit check) we find

$$G^0_4(p, -p, k, -k) = -N_F \left( \frac{4\pi}{\kappa_F} \right)^4 \left( \frac{1}{|p|} - \frac{1}{2} \frac{|k|}{|p|^2} - \frac{1}{2} \frac{(p \cdot k)^2}{|p|^4 |k|} + O(k^2/p^2) \right),$$ (2.45)

from which it follows that at leading order in small $\lambda_F$

$$g_4 = -\frac{1}{2} (4\pi)^4 \lambda_F$$

so that

$$g_{(4,1)} = (4\pi)^4 \lambda_F, \quad g_{(4,2)} = -\frac{1}{2} (4\pi)^4 \lambda_F, \quad g_{(4,3)} = -\frac{1}{2} (4\pi)^4 \lambda_F.$$ (2.46)

For our purpose we also need the five point function

$$\langle J^F_0(q_1)J^F_0(q_2)J^F_0(q_3)J^F_0(q_4)J^F_0(q_5) \rangle = (2\pi)^3 \delta^3(q_1 + q_2 + q_3 + q_4 + q_5) G^0_5(q_1, q_2, q_3, q_4, q_5)$$ (2.47)

where $G^0_5$ has mass dimension $(-2)$ (it is a homogeneous function of its arguments of homogeneity $(-2)$). In the specific case $G^0_5(p, -p, 0, 0, 0)$ this Green’s function takes the form

$$G^0_5 = \frac{1}{|p|^2 \kappa_F^2} g_{(5,0)}$$ (2.48)

where $g_{(5,0)}$ is a number (which is a function of $\lambda_F$). In the limit $\lambda_F \to 0$ parity forces

$$g_{(5,0)} = 0.$$ (2.49)
2.3 Duality

The critical boson and regular fermion theories have been conjectured to be related to each other via three different dualities (written here for a single matter field):

- $SU(N)$ regular fermion theories at (Yang-Mills regulated) level $k$ are dual to type 2 $U(|k| + \frac{1}{2})$ critical boson theories at level $-\text{sgn}(k)N$.

- Type 2 $U(N)$ regular fermion theories at (Yang-Mills regulated) level $k$ are dual to $SU(|k| + \frac{1}{2})$ critical boson theories at level $-\text{sgn}(k)N$.

- Type 1 $U(N)$ regular fermion theories at (Yang-Mills regulated) level $k$ are dual to Type 1 critical boson theories at (Yang-Mills regulated) level $-\text{sgn}(k)N$.

At leading order in the ’t Hooft large $N$ limit, the duality maps described above become identical, and can all be restated in the following form:

$$\lambda_F = -\text{sgn}(\lambda_B)(1 - |\lambda_B|), \quad \frac{N_F}{|\lambda_F|} = \frac{N_B}{|\lambda_B|}, \quad \tilde{\kappa}_F = -\kappa_B. \quad (2.50)$$

Under this duality map the correlators of $J^F_0$ are identical at leading order to the correlators of $\tilde{J}_0$, up to a contact term in the three point function. Specifically

$$\langle J^F_0(q_1)J^F_0(q_2) \rangle = \langle \tilde{J}_0(q_1)\tilde{J}_0(q_2) \rangle,$$

$$\langle J^F_0(q_1)J^F_0(q_2)J^F_0(q_3) \rangle = \langle \tilde{J}_0(q_1)\tilde{J}_0(q_2)\tilde{J}_0(q_3) \rangle - \frac{6(2\pi)^2}{\kappa^3_B} (2\pi)^3 \delta(q_1 + q_2 + q_3), \quad (2.51)$$

$$\langle J^F_0(q_1)J^F_0(q_2)J^F_0(q_3)J^F_0(q_4) \rangle = \langle \tilde{J}_0(q_1)\tilde{J}_0(q_2)\tilde{J}_0(q_3)\tilde{J}_0(q_4) \rangle.$$

The shift in contact terms between three point functions listed in (2.51) follows by comparing (2.15) and (2.39) and using (2.55) below.\footnote{Recall that in the strict large $N$ limit we could not distinguish the power and contact parts of the three point function. As we have explained above, we do not yet know how much of the computed three-point function in either the critical boson or the regular fermion theory is to be attributed to the contact term and how much to the power law part of the correlators (see (2.15); the ambiguity is parameterized by $r_B(\lambda_B)$ in that equation). Even though we cannot disentangle the contact and power law contributions in the bosonic and fermionic theories individually, if we assume that the duality between these theories is valid, it follows that the difference between the three point functions in these theories is purely in the contact term, as the duality asserts that the power law part of the correlators between these theories must match. This leads to (2.51) and (2.55).}

The conjectured duality between these two theories suggests that the match of correlation functions reported above persists – up to contact terms and the shift of
$k$ above – to all orders in the $1/N$ expansion. The contact term appearing in (2.51) was computed only in the large $N$ limit. More generally the fermionic and bosonic three point functions are conjectured to be related via

$$
\langle J^F_0(q_1)J^F_0(q_2)J^F_0(q_3) \rangle - \langle \tilde{J}_0(q_1)\tilde{J}_0(q_2)\tilde{J}_0(q_3) \rangle = - \frac{3!(2\pi)^2}{\kappa_B^2} (1+O\left(\frac{1}{\kappa_B}\right)) (2\pi)^3 \delta(q_1+q_2+q_3).
$$

(2.52)

At leading order at large $N$ bosonic and fermionic answer map to each other under duality. In particular, under the duality map it is easily verified that

$$
\tilde{g}(4,1) = g(4,1), \quad \tilde{g}(4,2) = g(4,2), \quad \tilde{g}(4,3) = g(4,3).
$$

(2.53)

Although five point functions have not explicitly been computed on either the bosonic or fermionic sides, the conjectured duality between the two theories leads us to expect that

$$
\tilde{g}(5,0) = g(5,0).
$$

(2.54)

The fact that three point functions must agree at separated points implies that

$$
(1-r_B(\lambda_B)) \left( \cot^2(\frac{\pi \lambda_B}{2^2}) - \frac{1}{4} \right) = (1-r_F(\lambda_F)) \tan^2\left( \frac{\pi \lambda_F}{2} \right).
$$

(2.55)

(2.53) is to be understood as follows. All terms of the left-hand side are evaluated at an arbitrary value of $\lambda_B$. All terms on the right-hand side are evaluated at an arbitrary value of $\lambda_F$. The equality in (2.53) holds provided $\lambda_B$ and $\lambda_F$ are related by (2.50).

The assumption of duality also implies that the anomalous dimensions of $\tilde{J}_0$ and $J^F_0$ are related; specializing to first subleading order in the $1/N$ expansion this implies that

$$
\delta_B(\lambda_B) = \delta_F(\lambda_F),
$$

(2.56)

provided $\lambda_B$ and $\lambda_F$ are related by (2.50).

More generally, using (2.52), the duality between the CB and RF theories implies the following relationship between the sourced partition functions of the bosonic and fermionic theories

$$
\int D\phi D\sigma e^{-S_{cb}(\phi,\sigma) + \int \tilde{J}_0(x)\zeta(x) - \frac{(2\pi)^2}{\kappa_B^2} (1+O(\frac{1}{\kappa_B})) \int \zeta^2(x)} = \int D\psi e^{-S_{rf}(\psi) + \int J^F_0(x)\zeta(x)}.
$$

(2.57)

In this subsection we have, so far, discussed the $U(N)$ theory. There is a similar duality for $SO(N)$ theories (see [53] for details), and using (2.30) it follows that for $SO(N)$

$$
\int D\phi D\sigma e^{-S_{cb}(\phi,\sigma) + \int \tilde{J}_0(x)\zeta(x) - \frac{(2\pi)^2}{2\kappa_B} (1+O(\frac{1}{\kappa_B})) \int \zeta^2(x)} = \int D\psi e^{-S_{rf}(\psi) + \int J^F_0(x)\zeta(x)}.
$$

(2.58)
2.4 Duality from thermal partition functions

The spectrum of operators of the CB ∼ RF theories includes a single relevant scalar operator \( \tilde{J}_0 \sim J_0^F \) (here ∼ denotes equality under duality). It follows that the RG flow that originates at the CB ∼ RF theory is unique, and corresponds to deforming the conformal theory by \( m \tilde{J}_0 \).

It is possible to study these RG flows as a function of scale by computing the free energy of the mass-deformed theories described above as a function of the temperature. This calculation may be performed in the large \( N \) limit, as we now review (see [35–37] for details).

Consider the mass-deformed critical boson theory defined by the action

\[
S = S_{CB}(\phi, \sigma) + \frac{N_B}{4\pi} \int m_B^{\text{cri}} \sigma = S_{CB} + \frac{N_B}{4\pi} \int m_B^{\text{cri}} \tilde{J}_0. \tag{2.59}
\]

Similarly consider the mass-deformed regular fermion theory

\[
S = S_{RF}(\psi) + \int m_F^{\text{reg}} \bar{\psi} \psi = S_{RF}(\psi) + \frac{\tilde{\kappa}_F}{4\pi} \int m_F^{\text{reg}} J_0^F. \tag{2.60}
\]

The conjectured duality between the critical boson and regular fermion theories leads us to expect that equations (2.59) and (2.60) define the same theory provided that

\[
\frac{N_B}{4\pi} m_B^{\text{cri}} = \frac{\tilde{\kappa}_F}{4\pi} m_F^{\text{reg}} \quad \Rightarrow \quad m_F^{\text{reg}} = -\lambda_B m_B^{\text{cri}}. \tag{2.61}
\]

We will now review evidence that this is indeed the case.

The finite temperature partition function of these theories on \( S^2 \) was computed, as a function of holonomies around the thermal circle, in [36]. As we are in the large \( N \) limit, the result depends on eigenvalues only through an eigenvalue density function, \( \rho_B(\alpha) \) (in the case of the bosonic theory) and \( \rho_F(\alpha) \) (in the case of the fermionic theory). This computation proceeds as follows. One first sums Feynman diagrams to determine ‘offshell’ partition functions

\[
Z_B = e^{-T^2 V_{FB}[\rho_B(\alpha), c_B]}, \quad Z_F = e^{-T^2 V_{FF}[\rho_F(\alpha), c_F]}.
\]

These partition functions are offshell because they depend on the additional variables \( c_B \) and \( c_F \), which have physical interpretations as the thermal pole masses of the bosonic and fermionic theories, respectively, in units of the temperature. The actual

\[\text{\footnotesize{\cite{footnoteAndReference}}}\]

More precisely, there are two such flows corresponding to \( m \) positive or \( m \) negative.

Our theories are, throughout, defined using dimensional regularization. With this scheme it turns out that \( m_B^{\text{cri}} \) is the pole mass of the critical boson at zero temperature. On the other hand the pole mass of the fermionic theory at zero temperature, \( c_{F,0} \), is given by \( c_{F,0} = \frac{m_F^{\text{reg}}}{\text{sgn}(\lambda_F)} - \lambda_F \).

It follows that (2.61) ensures that the dual bosonic and fermionic theories have equal pole masses.
The partition function is given by extremizing $F_B$ and $F_F$ with respect to $c_B$ and $c_F$, respectively, and plugging these extremized values into (2.62).\(^{29}\)

The explicit results for $F_B$ and $F_F$, obtained by summing the appropriate infinite class of Feynman diagrams, are (see, for example, equations (3.7) and (3.12) of [15] and also the recent paper [54] for the bosonic computation in the Higgsed phase)\(^{30}\)

\[
F_B[\rho_B(\alpha), c_B] = \frac{N_B}{6\pi} \left[ -\frac{(\lambda_B - \text{sgn}(\lambda_B) - \text{sgn}(X_B))}{\lambda_B} |c_B|^3 + \frac{3}{2} \tilde{m}^{\text{cri}}_B c_B^2 
\right. \\
+ 3 \int_{-\pi}^{\pi} \rho_B(\alpha) d\alpha \int_{|c_B|}^{\infty} dy \left( \ln \left( 1 - e^{-y - i\alpha} \right) + \ln \left( 1 - e^{-y + i\alpha} \right) \right),
\]

\[
F_F[\rho_B(\alpha), c_F] = \frac{N_F}{6\pi} \left[ |c_F|^3 \left( \frac{\lambda_F - \text{sgn}(X_F)}{\lambda_F} \right) + \frac{3}{2} \lambda_F \tilde{m}^{\text{reg}}_F c_F^2 
\right. \\
- 3 \int_{-\pi}^{\pi} \rho_F(\alpha) d\alpha \int_{|c_F|}^{\infty} dy \left( \ln \left( 1 + e^{-y - i\alpha} \right) + \ln \left( 1 + e^{-y + i\alpha} \right) \right),
\]

\[
X_F = 2\lambda_F C + \tilde{m}^{\text{reg}}_F,
\]

\[
X_B = 2\lambda_B S - \text{sgn}(\lambda_B) |c_B| - m^{\text{cri}}_B \lambda_B,
\]

\begin{equation}
(2.63)
\end{equation}

where $\tilde{m}^{\text{cri}}_B$ and $\tilde{m}^{\text{reg}}_F$ are the masses divided by the temperature.\(^{31}\)

As explained above, in order to evaluate the actual partition function of our theory we are instructed to extremize $F_B$ ($F_F$) with respect to $c_B$ and $c_F$. The condition that $F$ be extremized gives us an equation – called a gap equation – that can be used to determine $c_B$ and $c_F$, respectively. The gap equation for the bosonic

\(^{29}\)This procedure gives the partition function as a functional of the eigenvalue density function $\rho(\alpha)$. The final partition function is obtained by integrating $Z[\rho(\alpha)]$ over holonomy eigenvalues with the appropriate measure, as explained in detail in [36]. The requisite integrals can be evaluated using saddle point methods in the large $N$ limit [36].

\(^{30}\)In the equation below we have dropped the $c_B$ and $c_F$ independent ‘zero temperature counter terms’ included in [15]. These counter terms were included by hand in [15] to set the vacuum energy of both field theories to zero. The counter terms are field and temperature independent, and so do not impact thermodynamics. However they are mass dependent, and impact the computation of the quantum effective action of the theory as a function of $\tilde{J}_0$ (which is naively given by the Legendre transform of (2.63)). This ambiguity may lie at the heart of our confusions below concerning the stability of these theories with respect to condensation of $\tilde{J}_0$.

\(^{31}\)Note that the terms in (2.63) that are independent of $|\tilde{c}_B|$ and $|\tilde{c}_F|$ are both proportional to $1/T^3$. A shift in these terms thus shifts the partition functions in (2.62) by terms proportional to $e^{-a\beta}$ and so represents a shift of the zero of energy of the theory in question by $a$. It follows that these constant terms are convention dependent and have no absolute physical significance. In the absence of a physical principle that determines their value, these terms can be retained or dropped at will.
theory takes the form

\[ 2S - \frac{(\text{sgn}(\lambda_B) + \text{sgn}(X_B))}{\lambda_B} |\hat{c}_B| = \hat{m}^\text{cri}_B. \] (2.66)

The gap equation for the fermionic theory is

\[ |c_F| = \text{sgn}(X_F) (2\lambda_F C + \hat{m}^\text{reg}_F), \] (2.67)

where

\[ C = \frac{1}{2} \int d\alpha \rho_F(\alpha) \left( \log(2 \cosh(\frac{|c_F| + i\alpha}{2})) + \log(2 \cosh(\frac{|c_F| - i\alpha}{2})) \right), \]

\[ S = \frac{1}{2} \int d\alpha \rho_B(\alpha) \left( \log(2 \sinh(\frac{|c_B| + i\alpha}{2})) + \log(2 \sinh(\frac{|c_B| - i\alpha}{2})) \right). \] (2.68)

The bosonic and fermionic holonomy eigenvalue distribution functions are related to each other by the formula (see [36])

\[ |\lambda_B|\rho_B(\alpha) + |\lambda_F|\rho_F(\pi - \alpha) = \frac{1}{2\pi}. \] (2.69)

When (2.69) holds it is easily verified that

\[ \lambda_B S = -\frac{\text{sgn}(\lambda_F)}{2} |c_F| + \lambda_F C, \quad \lambda_F C = -\frac{\text{sgn}(\lambda_B)}{2} |c_B| + \lambda_B S, \] (2.70)

where \( \lambda_B \) and \( \lambda_F \) are related as in (2.50).

Using (2.70) and the first line of (2.50) it is easily verified that the bosonic and fermionic offshell free energies (2.63) – and so the gap equations (2.66) and (2.67) that follow from their extremization – turn into each other (up to the addition of the physically insignificant cosmological constant counter-terms mentioned above) when the couplings of the two theories are identified by (2.50) and the masses of the two theories are related by (2.61). \(^{33}\) This agreement gives powerful independent evidence for the duality between the CB and RF theories.

\(^{32}\)When \( X_B \) and \( \lambda_B \) have opposite signs, the second term on the left-hand side of (2.66) vanishes. In this so called ‘unHiggsed’ phase the bosonic gap equation simplifies to

\[ 2S = \hat{m}^\text{cri}_B. \] (2.64)

But when (2.64) is obeyed \( X_B \) reported in (2.63) always has the opposite sign from \( \lambda_B \). In other words every solution of (2.64) is a solution of the bosonic gap equations. On the other hand when \( X_B \) and \( \lambda_B \) have the same sign the bosonic theory is in the so called ‘Higgsed’ phase and the bosonic gap equation becomes

\[ 2S - \frac{2}{|\lambda_B|} |\hat{c}_B| = \hat{m}^\text{cri}_B, \] (2.65)

in which case \( X_B \) reported in (2.63) automatically has the same sign as \( \lambda_B \). In other words, every solution of (2.65) is also a solution of the bosonic gap equations. In other words the space of solutions of the bosonic gap equations is the union of the legal solutions to (2.64) and (2.65).

\(^{33}\)Solutions of the fermionic theory that obey

\[ \text{sgn}(\lambda_F)\text{sgn}(X_F) \geq 0 \] (2.71)
2.5 Phase Structure at zero temperature

The analysis of the previous section allows us immediately – and very simply – to determine the phase structure of the RF and CB theories at zero temperature. This analysis is facilitated by the fact that the zero temperature limit of the gap equations and offshell free energies reported in the previous subsection are particularly simple. In this limit $|c_B|$ and $|c_F|$ both tend to infinity and

$$C = \frac{|c_F|}{2}, \quad S = \frac{|c_B|}{2}, \quad X_F = \lambda_F |c_F| + \hat{m}_F^{reg}. \quad (2.72)$$

After dropping constant terms, the expressions (2.63) for the free energy reduce to

$$F_B[\rho_B(\alpha), c_B] = \frac{N_B}{6\pi} \left( -\frac{(\lambda_B - \text{sgn}(\lambda_B) - \text{sgn}(X_B))}{\lambda_B} |c_B|^3 + \frac{3}{2} \hat{m}_B^{cri} c_B^2 \right),$$

$$F_F[\rho_B(\alpha), c_F] = \frac{N_F}{6\pi} \left( |c_F|^3 \frac{(\lambda_F - \text{sgn}(X_F))}{\lambda_F} + \frac{3}{2\lambda_F} \hat{m}_F^{reg} c_F^2 \right). \quad (2.73)$$

The bosonic gap equation (which can be obtained either as the zero temperature limit of (2.66) or from the variation of the first of (2.73)) simplifies to

$$\frac{(\lambda_B - \text{sgn}(\lambda_B) - \text{sgn}(X_B))}{\lambda_B} |c_B|^3 = \hat{m}_B^{cri}. \quad (2.74)$$

When $X_B \lambda_B < 0$ (i.e. in the unHiggsed phase) this equation simplifies to

$$|c_B| = \hat{m}_B^{cri}; \quad (2.75)$$

in other words the unHiggsed gap equation has exactly one solution when $m_B^{cri}$ is positive, but no solutions when $m_B^{cri}$ is negative. Let us now turn to Higgsed solutions. In terms of the variable

$$\hat{\lambda}_B = -\text{sgn}(\lambda_B)(2 - |\lambda_B|) \quad (2.76)$$

the Higgsed zero temperature gap equation reduces to

$$\frac{\hat{\lambda}_B}{\lambda_B} |c_B| = m_B^{cri}. \quad (2.77)$$

As $\hat{\lambda}_B / \lambda_B$ is always negative, it follows that there exists exactly one Higgsed vacuum whenever $m_B^{cri}$ is negative, and no Higgsed vacua when $m_B^{cri}$ is positive.

In summary the bosonic theory has a unique unHiggsed vacuum when $m_B^{cri}$ is positive and a unique Higgsed vacuum whenever $m_B^{cri}$ is negative. It follows that the map to solutions of the bosonic theory in the ‘unHiggsed’ phase, while solutions of the fermionic theory that obey the converse of (2.71) map to solutions of the bosonic theory in the ‘Higgsed’ phase. See [54] for further discussion of this point.
CB theory undergoes a (second order) phase transition, from a unHiggsed to the Higgsed phase, as \( m_B^{\text{cri}} \) passes from positive to negative.

The fermionic gap equation (which can be obtained either as the zero temperature limit of (2.67) or from the variation of the second of (2.73)) simplifies to

\[
|c_F| = \frac{|m_F|}{1 - |\lambda_F|} \quad (2.78)
\]

when

\[
m_F^{\text{reg}} \geq 0, \quad (2.79)
\]

and to

\[
|c_F| = \frac{|\hat{m}_F^{\text{reg}}|}{1 + |\lambda_F|} \quad (2.80)
\]

when

\[
\hat{m}_F^{\text{reg}} \lambda_F < 0. \quad (2.81)
\]

Under the duality map, the condition (2.79) maps to the \( m_B^{\text{cri}} \geq 0 \) condition and (2.78) maps to (2.75), while the converse condition (2.81) maps to the condition \( m_B^{\text{cri}} < 0 \) and (2.80) maps to (2.77). In other words the Fermionic theory in the parametric regime (2.79) maps to the critical boson theory in its unHiggsed phase, while the fermionic theory in the regime (2.81) maps to the CB theory in the Higgsed phase.

We end this section with a brief discussion of a confusing point. Focusing on the bosonic theory, we have explained above that the large \( N \) free energies in our theories are obtained by extremizing an offshell free energy with respect to \( |c_B| \). This fact may tempt the reader to view the offshell free energy as a Landau Ginzburg free energy for the ‘order parameter’ \( |c_B| \) or \( |c_F| \). In our view it is unclear that this is a correct viewpoint, or even what precisely this viewpoint might mean.

To see this, note that the zero temperature offshell free energy reported in (2.73) can be more explicitly rewritten as

\[
F_B[\rho_B(\alpha), c_B] = \frac{N_B}{6\pi} \left( |c_B|^3 \left( \frac{3}{2} |\hat{m}_B^{\text{cri}}| |c_B|^2 \right) \right) \quad \text{when } \hat{m}_B^{\text{cri}} > 0, \quad (\text{unhiggsed})
\]

\[
\quad = \frac{N_B}{6\pi} \left( |c_B|^3 \left( \frac{2 - |\lambda_B|}{\lambda_B} \right) + \frac{3}{2} |\hat{m}_B^{\text{cri}}||c_B|^2 \right) \quad \text{when } \hat{m}_B^{\text{cri}} < 0. \quad (\text{Higgsed})
\]

It is clear from this equation that the zero mass limit of the off shell potential for \( |c_B| \) is different depending on whether the mass approaches zero from above or below\(^{34}\), while a genuine ‘Landau Ginzburg’ potential should be well-defined at every value of the mass including zero.

\(^{34}\)In particular the coefficient of the cubic term in the second line of (2.82) is positive – suggesting that the CB theory is stable – while the same coefficient is negative in the first line, suggesting that the CB theory is unstable.
Conservatively one should regard the offshell free energy as no more than an intermediate device to be used for the computation of the onshell free energy. It would be interesting to find a genuine Landau Ginzburg potential for these theories and use it to analyze their stability etc. We leave this interesting task for future work.  

3 Regular scalars and critical fermions and their RG flows

3.1 Definitions

The regular bosonic theory (RB) is defined by the action

\[ S_{RB}(\phi, \sigma, \zeta) = S_{CB}(\phi, \sigma) - \int \sigma(x)\zeta(x) + \left( \frac{2\pi}{\kappa_{B}} \right)^2 \left( x_{6}^{B} + 1 \right) \int \zeta^3(x). \]

Equivalently

\[ S_{RB}(\phi, \sigma, \zeta) = S_{CB}(\phi, \sigma) - \int \tilde{J}_0(x)\zeta(x) + \left( \frac{2\pi}{\kappa_{B}} \right)^2 \left( x_{6}^{B} + 1 \right) \int \zeta^3(x). \]

Here \( S_{CB}(\phi, \sigma) \) is the action (2.1) for the critical bosonic theory, \( \zeta \) is a new dynamical field and \( x_{6}^{B} \) is a parameter.

If we insert (2.1) into (3.2) and integrate out \( \sigma \) we find that the action in (3.2) reduces to the regular boson action

\[ S_{RB}(\phi) = \int d^3x \left[ i\varepsilon^{\mu\nu\rho} \frac{\kappa_{B}}{4\pi} Tr(A_{\mu}\partial_{\nu}A_{\rho} - \frac{2i}{3} A_{\mu}A_{\nu}A_{\rho}) + i\varepsilon^{\mu\nu\rho} \frac{N_{B} \kappa_{B}'}{4\pi} B_{\mu}\partial_{\nu}B_{\rho} \right. \\
\left. + D_{\mu}\bar{\phi}D^{\mu}\phi + \left( \frac{2\pi}{\kappa_{B}^2} \right)^2 \left( x_{6}^{B} + 1 \right) \bar{\phi}\phi \right], \]

since we have

\[ \zeta = \bar{\phi}\phi. \]

35 The fact that the effective action for \( c_{B} \) is unbounded from below would appear to imply that the quantum effective action for \( \sigma_{B} \) is unbounded from below, naively suggesting that the bosonic theory is unstable at all values of \( \lambda_{B} \) including \( \lambda_{B} = 0 \). At \( \lambda_{B} = 0 \), however, our theory is the much studied large \( N \) Wilson Fisher theory, a theory which shows no evidence of instability. We think it is most likely that the naive reasoning which suggests this instability is invalidated by a subtlety, possibly related to contact terms as mentioned in the footnote under (2.63). We leave a detailed clarification of this point to the future. See below for more comments.

36 In (3.2) \( x_{6}^{B} \) is shifted by 1 in order to account for the difference in the contact term between the bosonic and fermionic theory, see (2.52). We have accounted for this difference at leading order in large \( N \) limit. In order to define the regular boson theory at finite \( N \), this shift should be replaced by the corrected shift \( (1 + \delta_{6}) \) between the contact terms in the two theories.

37 Note, in particular, that \( \zeta \) is an operator of order \( N \), explaining the factor of \( \frac{1}{\kappa_{B}} \) in the coefficient of \( \zeta^3 \) in (3.2).
In a similar manner the critical fermionic (CF) theory is defined by the action

$$S_{CF}(\psi, \zeta) = S_{RF}(\psi) - \int J^F_0(x)\zeta(x) + \frac{(2\pi)^2}{\tilde{\kappa}_F^2}x_6^F \int \zeta^3(x).$$  \hspace{1cm} (3.5)$$

Note that the relevant operators in this theory are $\zeta$ and $\zeta^2$; the latter operator is proportional to $J^F_0$ by the equation of motion of $\zeta$.

It follows from (2.57) that (3.2) and (3.5) define identical theories when $x_B^6 = x_F^6$. This can be seen explicitly as follows. Let us define two new actions, $S^{eff}_{RB}(\zeta)$ and $S^{eff}_{CF}(\zeta)$, using the following definitions:

$$\int D\phi D\sigma e^{-S_{RB}(\phi, \sigma, \zeta)} = e^{-S^{eff}_{RB}(\zeta)},$$

$$\int D\psi e^{-S_{CF}(\psi, \zeta)} = e^{-S^{eff}_{CF}(\zeta)}.$$  \hspace{1cm} (3.6)$$

Then the conjectured duality between the critical boson and regular fermion theory implies that for $x_B^6 = x_F^6$

$$S^{eff}_{RB}(\zeta; \kappa_B, \lambda_B) = S^{eff}_{CF}(\zeta; \tilde{\kappa}_F, \lambda_F),$$  \hspace{1cm} (3.7)$$

provided $\tilde{\kappa}_F$ and $\lambda_F$ are related to $\kappa_B$ and $\lambda_B$ via (2.50) (and the values of $x_6$ agree between the two theories). More explicitly

$$S^{eff}_{RB}(\zeta; \kappa_B, \lambda_B) = S^{eff}_{CF}(\zeta; -\kappa_B, \lambda_B - \text{sgn}(\lambda_B)).$$  \hspace{1cm} (3.8)$$

Similar relations hold also for finite values of $N$ and $\kappa$ (related as in the previous section).

It is easy to obtain formal expressions for the two effective actions described above in terms of the generators of correlation functions of the critical boson and regular fermion theories. Note that these effective actions are highly non-local, since $\zeta$ is not dynamical. In particular

$$S^{eff}_{RB}(\zeta) = \frac{(2\pi)^2}{\kappa_B^2}(x_6^B + (1 + \delta_6)) \int \zeta^3(x) - \sum_{n=2}^{\infty} \frac{1}{n!} \int dp_n (\tilde{J}_0(-p_1) \ldots \tilde{J}_0(-p_n))_{CB} \zeta(p_1) \ldots \zeta(p_n),$$

$$S^{eff}_{CF}(\zeta) = \frac{(2\pi)^2}{\tilde{\kappa}_F^2}x_6^F \int \zeta^3(x) - \sum_{n=2}^{\infty} \frac{1}{n!} \int dp_n (\tilde{J}_0^F(-p_1) \ldots \tilde{J}_0^F(-p_n))_{RF} \zeta(p_1) \ldots \zeta(p_n),$$

$$dp_n = (2\pi)^3 \delta(\sum_{i=1}^{n} p_i) \left( \prod_{i=1}^{n} \frac{d^3 p_i}{(2\pi)^3} \right).$$  \hspace{1cm} (3.9)$$

\footnote{The reader may find our definition of the regular boson and critical fermion theories suspiciously formal. The equivalence of (3.2) and (3.3) makes clear, however, that the regular boson theory is just a usual quantum field theory written in a complicated manner. At least in the 1/N expansion, bosonization duality then ensures that the same is true for the critical fermion theory.}
Equation (3.7) follows from (3.9) together with the CB-RF duality, which implies that 
\( \langle \tilde{J}_0(p_1) \ldots \tilde{J}_0(p_n) \rangle_{CB} \) (the correlators of the CB theory) agree with 
\( \langle J_F^0(p_1) \ldots J_F^0(p_n) \rangle_{RF} \) (the correlators of the RF theory) up to the map (2.50) between the parameters of the two theories.

Modulo issues related to divergences that we will examine below, the RB theory is defined by the path integral
\[
\int d\zeta e^{-S_{RB}^{eff}(\zeta)}. \tag{3.10}
\]
We denote the quantum effective action generating the 1PI correlation functions associated with this path integral by \( S_{RB}^{1PI}(\zeta) \). In a similar way the critical fermion theory is defined by the path integral
\[
\int d\zeta e^{-S_{CF}^{eff}(\zeta)}, \tag{3.11}
\]
and we denote the 1PI effective action associated with this path integral by \( S_{CF}^{1PI}(\zeta) \). It follows from (3.7) that
\[
S_{RB}^{1PI}(\zeta) = S_{CF}^{1PI}(\zeta), \tag{3.12}
\]
where the two IPI effective actions are evaluated at equal values of \( x_6 = x_6^B = x_6^F \) but at values of \( \tilde{\kappa}_F \) and \( \lambda_F \) that are given in terms of \( \kappa_B \) and \( \lambda_B \) by (2.50).

3.2 \textit{SO}(N) theory

In the case of the \textit{SO}(N) theory, we use the following modified actions to define the regular boson and critical fermionic theories:
\[
S_{RB}(\phi, \sigma, \zeta) = S_{CB}(\phi, \sigma) - \int \tilde{J}_0(x)\zeta(x) + \frac{(2\pi)^2}{2\kappa_B^2} (x_6^B + 1) \int \zeta^3(x), \tag{3.13}
\]
\[
S_{CF}(\psi, \zeta) = S_{RF}(\psi) - \int J_F^0(x)\zeta(x) + \frac{(2\pi)^2}{2\kappa_F^2} (x_6^F + 1) \int \zeta^3(x). \tag{3.14}
\]
Note the additional factor of \( \frac{1}{2} \) in the term proportional to \( \zeta^3 \) in comparison with (3.2) and (3.5). With these definitions (3.7) and (3.12) still apply. Note that at leading order in the large \( N \) expansion
\[
S_{RB}^{eff}(\zeta)_{SO(N)} = \frac{1}{2} S_{RB}^{eff}(\zeta)_{SU(N)} \tag{3.15}
\]
3.3 The \( \beta \) function for \( x_6 \)

The path integrals (3.6) are well-defined, and conjectured to be equal, only after renormalization. If these path integrals are computed with a momentum space UV cutoff \( \Lambda \), then, in order to obtain sensible results for correlators at fixed distance,
\( x_6 \) has to be chosen to be a function of \( \Lambda \) as \( \Lambda \) is taken to infinity. More precisely, as \( \Lambda \) is taken to infinity we must choose \( x_6 \) to simultaneously flow according to the equation

\[
\frac{dx_6}{d \ln(\Lambda)} = \beta(x_6). \tag{3.16}
\]

In the next few subsections we compute the \( \beta \) function \( \beta(x_6) \). In order to do this we compute the 1PI effective action for \( \zeta \), rescale \( \zeta \) appropriately to eliminate \( \ln(\Lambda) \) from quadratic terms in the action and then read off the \( \beta \) function in (3.16) from the requirement that cubic terms in (3.12) are also independent of \( \ln(\Lambda) \).

Let us first note that the \( \Lambda \) dependence of all terms in \( S^{\text{eff}} \) is tightly controlled by conformal invariance. Recall that the coefficient of \( \zeta^n \) in \( S^{\text{eff}}(\zeta) \) is simply \( G_n \), the correlator of \( n \tilde{J}_0 \) operators. It follows from conformal invariance that the power law (i.e. non-contact) parts of these correlators scale like \( \Lambda^{\frac{\Delta_n}{\kappa_B}} \).\(^{39}\) On the other hand contact contributions are independent of \( \Lambda \). It follows that \( S^{\text{eff}}(\zeta) \) is independent of \( \ln(\Lambda) \) at leading order in the large \( N \) limit. The dependence of \( S^{\text{eff}} \) on \( \Lambda \) at first subleading order in \( \frac{1}{N} \) is non-trivial, but very simple. It arises entirely from the expansion of \( \Lambda^{\frac{\Delta_n}{\kappa_B}} \) in a Taylor series expansion in the anomalous dimension \( \delta_B \).

In addition to the explicit factors of \( \ln(\Lambda) \) in \( S^{\text{eff}}(\zeta) \), \( S^{1\text{PI}} \) has additional \( \Lambda \) dependence from divergences in loops. As we have explained in the introduction, the dynamics governed by \( S_{\text{RB}}^{\text{eff}}(\zeta) \) is weakly coupled at large \( N \); in a canonical normalization \( N \) sits outside \( S_{\text{RB}}^{\text{eff}}(\zeta) \) as an overall factor. It follows that \( \frac{1}{N} \) is a loop counting parameter for loops generated by \( S_{\text{RB}}^{\text{eff}}(\zeta) \). In this paper we restrict attention to first order in the \( \frac{1}{N} \) expansion; at this order the 1PI effective action for \( \zeta \) receives contributions only from one loop graphs generated by \( S_{\text{RB}}^{\text{eff}}(\zeta) \). These one loop graphs are sometimes divergent, and generate a second source of \( \Lambda \) dependence.

Adding the explicit \( \ln(\Lambda) \) dependence in \( S^{\text{eff}} \) to the additional \( \ln(\Lambda) \) dependence from loops, we have the full \( \Lambda \) dependence of the 1PI effective action for \( \zeta \), from which we extract the \( \beta \) function.

Note that \( x_6 \) appears as a coefficient in the leading order part of \( S_{\text{RB}}^{\text{eff}} \). On the other hand all divergences appear only at first subleading order in \( \frac{1}{N} \). It follows immediately that \( \beta(x_6) \) is of order \( \frac{1}{N} \), and in particular it vanishes in the strict large \( N \) limit.

In addition to the ‘slow’ flows described so far, the regular boson/critical fermion theories also have faster RG flows, seeded by operators that are relevant even at large

\(^{39}\)The reader might think that this \( \Lambda \) dependence is relatively trivial, and can be removed in one fell swoop by the field redefinition \( \zeta = \zeta' \Lambda^{-\frac{\Delta_n}{\kappa_B}} \). This is not accurate. While this field redefinition does remove the \( \Lambda \) dependence from power law contributions to \( G_n \), it introduces spurious \( \Lambda \) dependence into (previously \( \Lambda \) independent) contact term contributions to \( G_n \).
These operators are $\zeta^2$ and $\zeta$. In the later part of this section we will turn to a discussion of these faster RG flows.

### 3.4 Explicit form of $S_{\text{eff}}^{\text{eff}}(\zeta)$

Equation (3.9) gives a definition of the function $S_{\text{eff}}^{\text{eff}}(\zeta)$. In this brief subsection we use the explicit results for two, three and four point functions in the previous section to obtain an explicit expression for $S_{\text{eff}}^{\text{eff}}(\zeta)$, subject to the following limitations:

- We only list those terms in the effective action that are of quintic or lower order in $\zeta$. Terms in the effective action of order $\zeta^6$ or higher are ignored in our listing.

- We list quintic and quartic terms in the effective action only at leading order in $\frac{1}{N}$, and that too only in the kinematical regime that we focused on in the previous section (see below for more details).

- We list quadratic and cubic terms in this effective action only at leading and first subleading order in $\frac{1}{N}$. Moreover we only list those subleading terms that depend on the UV coupling $\Lambda$; we ignore first subleading corrections in $\frac{1}{N}$ that are finite as $\Lambda \to \infty$.

The rational for the rather strange set of restrictions listed above is that the set of terms chosen by the rules described above are precisely the terms that contribute to the $\beta$ function of $x_6$ at order $\frac{1}{N}$.

Subject to all the restrictions described above we have

$$S_{\text{eff}}^{\text{eff}} = \frac{g_2}{2\kappa_B} \int \frac{d^3q}{(2\pi)^3} \frac{1}{|q|} \left( \frac{|q|}{\Lambda} \right)^{\frac{2\beta B(\Lambda)}{\kappa_B}} \zeta(q)\zeta(-q)$$

$$+ \frac{g_3}{6\kappa_B^2} \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} \frac{d^3q_3}{(2\pi)^3} (2\pi)^3 \delta(q_1 + q_2 + q_3) \zeta(q_1)\zeta(q_2)\zeta(q_3)$$

$$+ \frac{g_3}{6\kappa_B^2} \int \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} \frac{d^3q_3}{(2\pi)^3} (2\pi)^3 \delta_B \frac{\Lambda}{|q_1| + |q_2| + |q_3|} \ln \left( \frac{\Lambda}{|q_1| + |q_2| + |q_3|} \right) \delta(q_1 + q_2 + q_3) \zeta(q_1)\zeta(q_2)\zeta(q_3)$$

$$- \frac{1}{24\kappa_B^3} \int \prod_{i=1}^4 \frac{d^3q_i}{(2\pi)^3} (2\pi)^3 \delta(q_1 + q_2 + q_3 + q_4) \kappa_B^3 \tilde{G}_4^0(q_1, q_2, q_3, q_4) \zeta(q_1)\zeta(q_2)\zeta(q_3)\zeta(q_4)$$

$$- \frac{1}{5!\kappa_B^4} \int \prod_{i=1}^5 \frac{d^3q_i}{(2\pi)^3} (2\pi)^3 \delta(q_1 + q_2 + q_3 + q_4 + q_5) \kappa_B^4 \tilde{G}_5^0(q_1, q_2, q_3, q_4, q_5) \zeta(q_1)\zeta(q_2)\zeta(q_3)\zeta(q_4)\zeta(q_5),$$

(3.17)
with the definitions

\[
g_2 = \left( \frac{4\pi}{\tan(\frac{\pi \lambda_B}{2})} \right) = - \left( \frac{4\pi}{\cot(\frac{\pi \lambda_F}{2})} \right),
\]

\[
g_3 = (24\pi^2) \left( 1 + x_6^B - \frac{4}{3} \left( \frac{\cot^2(\frac{\pi \lambda_B}{2})}{\cos^2(\frac{\pi \lambda_B}{2})} - \frac{1}{4} \right) \right)
\]

\[
= (24\pi^2) \left( x_6^B - \frac{4}{3} \cot^2 \left( \frac{\pi \lambda_B}{2} \right) \right) = (24\pi^2) \left( x_6^F - \frac{4}{3} \tan^2 \left( \frac{\pi \lambda_F}{2} \right) \right),
\]

\[
\hat{g}_3 = -3r_B(\lambda_B)32\pi^2 \left( \frac{\cot^2(\frac{\pi \lambda_B}{2})}{\cos^2(\frac{\pi \lambda_B}{2})} - \frac{1}{4} \right)
\]

\[
= -3 \cdot 32\pi^2 \left( \frac{3}{4} + r_F(\lambda_F) \tan^2 \left( \frac{\pi \lambda_F}{2} \right) \right),
\]

\[
\kappa_B^3 G_4^0(p, -p, k, -k) = \frac{1}{|p|} \left( \tilde{g}(4,1) + \frac{\delta \Gamma_2(q)}{|p|} \tilde{g}(4,2) \frac{\dot{p} \cdot k}{|p|^2 |k|} + O(k^2/p^2) \right),
\]

\[
\tilde{g}(4,1) = -2 \tilde{g}_4, \quad \tilde{g}(4,2) = \tilde{g}_4, \quad \tilde{g}(4,3) = \tilde{g}_4, \quad \tilde{g}(4,4) - \tilde{g}_4 = \frac{2^9 \pi^3}{(\tan(\frac{\pi \lambda_B}{2}))^2 \sin(\pi \lambda_B) p^2 \tilde{y}(5,0)}.
\]

(3.18)

3.5 Computation of \( S_{RB}^{1PI}(\zeta) \)

At leading order at large \( N_B \) \( S_{RB}^{1PI}(\zeta) \) agrees with \( S_{RB}^{eff}(\zeta) \). At first subleading order in \( \frac{1}{N_B} \), \( S_{RB}^{1PI}(\zeta) \) has corrections over \( S_{RB}^{eff}(\zeta) \) coming from one loop diagrams with the leading large \( N_B \) part of \( S_{RB}^{eff}(\zeta) \) thought of as the classical action. In this subsection we will compute the relevant one loop graphs to find the first correction to the quantum effective action – i.e. to determine \( (S_{RB}^{1PI}(\zeta) - S_{RB}^{eff}(\zeta)) \) at order \( \frac{1}{N_B} \). We will only be interested in those corrections to the effective action that depend on the UV cutoff scale \( \Lambda \), and will ignore corrections that are finite as \( \Lambda \rightarrow \infty \).

3.5.1 Computation of \( S_{RB}^{1PI}(\zeta) - S_{RB}^{1PI}(\zeta) \) at quadratic order

At one loop order and restricting attention to terms quadratic in \( \zeta \) we have (see figure 4)

\[
S_{RB}^{1PI}(\zeta) - S_{RB}^{eff}(\zeta) = \frac{1}{2\kappa_B^2} \int \frac{d^3q}{(2\pi)^3} \delta \Gamma_2(q) \zeta(q) \zeta(-q),
\]

\[
\delta \Gamma_2(q) = -\frac{g_3^2}{2g_2^2} \int \frac{d^3k}{(2\pi)^3} \frac{1}{|k|} \zeta(-q) - \frac{1}{2g_2} \int \frac{d^3k}{(2\pi)^3} \frac{\zeta(q)\zeta(-q)}{|k|}.
\]

(3.19)
The integral in the first term in the second line of (3.19) is easily evaluated in dimensional regularization:

$$\int \frac{d^3k}{(2\pi)^3} \frac{1}{|k||k-q|} = -\frac{|q|}{4\pi^2}. \quad (3.20)$$

Note in particular that the integral (3.20) has a linear divergence but not a logarithmic divergence, so it does not contribute to the $\beta$ functions we compute below. The second term on the second line of (3.19) cannot be evaluated in general, as we do not know the full Green’s function $\tilde{G}^4_0(q, -q, k, -k)$. However logarithmic divergences in this integral at large $k$ can only arise from terms in $\tilde{G}^4_0$ that have the homogeneity of $|q| k^2$. The relevant terms are those proportional to $\tilde{g}^{(4,2)}$ and $\tilde{g}^{(4,3)}$. Using the fact that $\cos^2(\theta)$ averages to $\frac{1}{3}$ on the two-sphere, the divergent part of $\delta \Gamma_2$ is

$$\delta \Gamma_2(q) = -\left( \frac{\tilde{g}^{(4,2)} + \tilde{g}^{(4,3)}}{2g^2} \right) \int \frac{d^3k}{(2\pi)^3} |q| = -\left( \frac{3\tilde{g}^{(4,2)} + \tilde{g}^{(4,3)}}{12\pi^2 g^2} \right) |q| \ln \left( \frac{\Lambda}{|q|} \right). \quad (3.21)$$

Adding this piece to the quadratic part of $S^{PI}_{RB}(\zeta)$ (see (3.17)) we conclude that the divergent part of the quadratic terms in the quantum effective action, accurate to one loop, is given by

$$S^{PI}_{RB} = \frac{g^2}{2\kappa_B} \int \frac{d^3q}{(2\pi)^3} |q| \left( \frac{|q|}{\Lambda} \right)^{2\delta^{(4,2)}_B(\lambda_B)} \tilde{\nu}(q) \zeta(q \zeta)(-q),$$

$$2\delta^{(4,2)}_B(\lambda_B) = 2\delta_B + \frac{3\tilde{g}^{(4,2)} + \tilde{g}^{(4,3)}}{12\pi^2 g^2}. \quad (3.22)$$

Using

$$\frac{3\tilde{g}^{(4,2)} + \tilde{g}^{(4,3)}}{12\pi^2 g^2} = \frac{32}{3\pi \sin \pi \lambda_B} \quad (3.23)$$

we conclude that

$$\delta^{(4,2)}_B - \delta_B = \frac{16}{3\pi \sin \pi \lambda_B} \quad (3.24)$$
Note that (3.22) implies that

\[ \langle \zeta(p)\zeta(-p') \rangle \propto (2\pi)^3 \delta^3(p-p') \frac{1}{|q|^{1+2\delta_B/\kappa_B}}. \]  

(3.25)

It follows that the scaling dimension of \( \zeta \), \( \Delta_\zeta \), is given by

\[ \Delta_\zeta = 1 - \frac{\delta_B}{\kappa_B}. \]  

(3.26)

Recall on the other hand that

\[ \Delta_\sigma = 2 + \frac{\delta_B}{\kappa_B}. \]  

(3.27)

The formula (3.24) thus asserts that at order \( \frac{1}{N} \), the difference between minus of the anomalous dimension of the (approximately) dimension one operator of the regular boson theory and the anomalous dimension of the (approximately) dimension 2 operator of the critical boson theory is given by \( \frac{32}{3\pi^2 \tilde{N}} \) (where the quantity \( \tilde{N} \) is the abstract parameter in terms of which the authors of [9] determined three point functions of the theory). It is possible that this elegant formula has a simple explanation.

### 3.5.2 Check at small \( \lambda_B \)

As a check of our formulae we now use (3.22) to compute \( \delta'_B \) in the limits \( \lambda_B \to 0 \) and \( \lambda_F \to 0 \).

In the limit \( \lambda_B = 0 \) explicit computations yield (see (2.26) and (2.7))

\[ \delta_B = -\frac{16}{3\pi^2 \lambda_B}. \]  

(3.28)

It follows from (3.24) that \( \delta'_B = 0 \). The fact that \( \delta'_B \) vanishes at \( \lambda_B = 0 \) is a consistency check of our formalism, as the regular boson theory is free when \( \lambda_B = 0 \) (and when \( g_3 \) also vanishes).

### 3.5.3 Check at small \( \lambda_F \)

Recall that the regular fermion theory is free at \( \lambda_F = 0 \); it thus follows that \( \delta_B = 0 \) when \( \lambda_F = 0 \). (3.24) then implies that

\[ \delta'_B = -\frac{16}{3\pi^2 \lambda_F}. \]  

(3.29)

In other words (see (3.26)) the dimension of the approximately dimension one operator in the ungauged 3d Gross-Neveu model is predicted by (3.24) to be

\[ \Delta_\zeta = 1 + \frac{16}{3\pi^2 \lambda_{FB}} = 1 - \frac{16}{3\pi^2 \tilde{N}_F}. \]  

(3.30)

where we have used \( \kappa_F = -\kappa_B \). The prediction (3.30) is correct; it matches the anomalous dimension independently computed in, for example, [52] and references therein.
3.5.4 \( SO(N) \) theory

As we have already noted, at leading order in the large \( N \) limit \( S_{SO(N)}^{\text{eff}}(\zeta) = \frac{1}{2} S_{SU(N)}^{\text{eff}}(\zeta) \), which implies that to get \( S_{SO(N)}^{\text{eff}} \) we need to take

\[
g_i \to \frac{1}{2} g_i \quad \text{for} \quad i = 2, 3, 4, \ldots.
\]  

(3.31)

For the \( SO(N) \) theory the anomalous dimension of \( \zeta \) that follows from this is (3.22)

\[
2\delta_B^{SO(N)}(\lambda_B) = 2\delta_B^{SO(N)} + 2\left( \frac{3\tilde{g}(4,2) + \tilde{g}(4,3)}{12\pi^2 g_2^2} \right).
\]  

(3.32)

Recall that \( \delta_B^{SO(N)} = 2\delta_B^{SU(N)} \), and thus it follows that

\[
\delta_B^{SO(N)} = 2\delta_B^{SU(N)},
\]  

(3.33)

hence the anomalous dimension of \( \zeta \) in the \( SO(N) \) theory is twice that of the \( SU(N) \) theory.

It follows that for the \( SO(N_F) \) theory

\[
\Delta_\zeta = 1 - \frac{32}{3\pi^2 N_F}.
\]  

(3.34)

(3.34) agrees with the anomalous dimension of \( \zeta \) in the \( SO(N_F) \) critical fermion theory at \( \lambda_F = 0 \) (see e.g. equation (3.12) in [55]).

3.5.5 Computation of \( S_{RB}^{\text{PI}}(\zeta) - S_{RB}^{\text{eff}}(\zeta) \) at cubic order

\[
\text{Figure 5: Diagrams that contribute to the one-loop correction (3.35) to the effective action.}
\]
The diagrams that contribute to the one loop renormalization of the cubic part of the effective action are depicted in Figure 5. Evaluating these diagrams we find

\[ S^{PL}_{RB}(\zeta) - S^{sfj}_{RB}(\zeta) = \frac{1}{6\kappa_B^3} \int \left( \prod_i \frac{d^3 q_i}{(2\pi)^3} \right) \delta \Gamma_3(q_1, q_2, q_3)(2\pi)^3 \delta(q_1 + q_2 + q_3)\zeta(q_1)\zeta(q_2)\zeta(q_3) \]

\[ \delta \Gamma_3(q_1, q_2, q_3) = \delta \Gamma_3^S(q_1, q_2, q_3) - \frac{3}{2} \int \frac{d^3 q}{(2\pi)^3} \tilde{G}_3^S(q_1, q_2, q_3) \delta(3g^2 G_3^S(q_2, q_3, q_3)) \]

\[ = \frac{g_3^3}{g_2^3} \int \frac{d^3 q}{(2\pi)^3} \frac{1}{|q| |q - q_1|} + \frac{3g_3}{2g_2^2} \int \frac{d^3 q}{(2\pi)^3} \frac{\tilde{G}_3^S(q_1, q_2, q_3) - \tilde{G}_3^S(q_1, q_2, q_3)}{|q|} \]

\[ \approx \frac{1}{2\pi^2} \left( \frac{g_3^3}{g_2^3} + \frac{3g_3 \tilde{g}(4.1)}{2g_2^3} - \frac{\tilde{g}(5.0)}{2g_2} \right) \ln(\Lambda), \]

\[ G_3^S(q_1, q_2, q_3) \equiv -\frac{g_3}{6\kappa_B^3}(2\pi)^3 \delta(q_1 + q_2 + q_3), \]

where \( g_3 \) was listed in (3.18) and where we have retained only divergent terms. It follows that the one loop corrected cubic term in the quantum effective action relevant for the computation of the \( \beta \) function is given by

\[ S^{PL}_{RB} = \frac{g_3^3}{6\kappa_B^3} \int \frac{d^3 q_1}{(2\pi)^3} \frac{d^3 q_2}{(2\pi)^3} \frac{d^3 q_3}{(2\pi)^3} (2\pi)^3 \delta(q_1 + q_2 + q_3)\zeta(q_1)\zeta(q_2)\zeta(q_3), \]

\[ g_3' = g_3 + \frac{1}{2\pi^2\kappa_B} \left( 2\pi^2 \text{sgn}(\kappa_B) \delta_B \tilde{g}_3 + \frac{g_3^2}{g_2^3} + \frac{3g_3 \tilde{g}(4.1)}{2g_2^3} - \frac{\tilde{g}(5.0)}{2g_2} \right) \ln(\Lambda). \]

### 3.6 The \( \beta \) function for \( x_6 \) at first subleading order in \( \frac{1}{N_B} \)

Keeping track only of those one loop corrections that scale like \( \ln(\Lambda) \), and truncating to quadratic and cubic order in \( \zeta \), we have

\[ S^{PL}_{RB} = \frac{g_2}{2\kappa_B} \int \frac{d^3 q}{(2\pi)^3} |q|^{1+\frac{2g_2}{\Lambda^{2n_B}}} \zeta(q)\zeta(-q) \]

\[ + \frac{g_3^3}{6\kappa_B^3} \int \frac{d^3 q_1}{(2\pi)^3} \frac{d^3 q_2}{(2\pi)^3} \frac{d^3 q_3}{(2\pi)^3} (2\pi)^3 \delta(q_1 + q_2 + q_3)\zeta(q_1)\zeta(q_2)\zeta(q_3). \]

The variable change

\[ \tilde{\zeta} = \frac{\zeta}{\text{det}^{\frac{1}{2}}_{\Lambda^{2n_B}}} \]

\[ \frac{3.38}{3.36} \]

\[ \frac{3.35}{3.37} \]

\[ \frac{3.37}{3.38} \]
allows us to eliminate $\Lambda$ from the quadratic part of the action. In terms of the new variable we have

$$S_{RB}^{1PI} = \frac{g_2}{2\kappa_B} \int \frac{d^3q}{(2\pi)^3} |q|^{1+2\frac{\nu}{N}} \tilde{\zeta}(q)\tilde{\zeta}(-q) + \frac{g_3''}{6\kappa_B^2} \int \frac{d^3q}{(2\pi)^3} \frac{d^3q_1}{(2\pi)^3} \frac{d^3q_2}{(2\pi)^3} \delta(q_1 + q_2 + q_3) \tilde{\zeta}(q_1)\tilde{\zeta}(q_2)\tilde{\zeta}(q_3),$$

$$2\delta_B' = 2\delta_B + \frac{3\tilde{g}(4,2) + \tilde{g}(4,3)}{12\pi^2 g_2^2},$$

$$g_3'' = g_3'(\frac{3\kappa_B}{\kappa_B}) = g_3 + \left(\frac{\tilde{g}(5,0)}{4\pi^2 \kappa_B g_2} - \frac{3\kappa_B}{\kappa_B}\right) - g_3 \left(\frac{3\tilde{g}(4,1)}{4\pi^2 \kappa_B g_2^2} + \frac{3\delta_B'}{\kappa_B}\right) + g_3^3 \left(\frac{1}{2\pi^2 \kappa_B g_2^3}\right) - \frac{\tilde{g}(5,0)}{4\pi^2 \kappa_B g_2},$$

(3.39)

It follows that the dynamics defined by the action (3.39) is independent of the cutoff scale $\Lambda$ if and only if

$$\frac{dg_3}{d\ln(\Lambda)} = (24\pi^2) \frac{dx_6^{B,F}}{d\ln(\Lambda)} = (24\pi^2) \beta,$$

(3.40)

where in the first line we used (3.18).

(3.40) is the beta function of the $SU(N)$ theory. Using the reasoning outlined in subsubsection 3.5.4 it follows that the beta function of the $SO(N)$ theory is given by

$$\frac{1}{2} \frac{dg_3}{d\ln(\Lambda)} = (24\pi^2) \frac{dx_6^{B,F}}{2d\ln(\Lambda)} = \left(\frac{\tilde{g}(5,0)}{4\pi^2 \kappa_B g_2} - \frac{3\kappa_B}{\kappa_B}\right) - g_3 \left(\frac{3\tilde{g}(4,1)}{4\pi^2 \kappa_B g_2^2} + \frac{3\delta_B'}{\kappa_B}\right) + g_3^3 \left(\frac{1}{2\pi^2 \kappa_B g_2^3}\right).$$

(3.41)

In other words, the beta function of $x_6$ in $SO(N)$ is exactly twice the beta function for $x_6$ in the $SU(N)$ theory.

In summary, the $SU(N)$ beta function listed in (3.40) is a cubic polynomial of the form

$$\beta(g_3) = -a + bg_3 + cg_3^3,$$

(3.42)

with coefficients that are functions of $\lambda$, given by

$$a = -\left(\frac{\tilde{g}(5,0)}{4\pi^2 \kappa_B g_2} - \frac{3\kappa_B}{\kappa_B}\right),$$

$$b = -\left(\frac{3\tilde{g}(4,1)}{4\pi^2 \kappa_B g_2^2} + \frac{3\delta_B'}{\kappa_B}\right),$$

$$c = \left(\frac{1}{2\pi^2 \kappa_B g_2^3}\right),$$

$$g_3 = (24\pi^2) \left(x_6^{B,F} - \frac{4}{3} \cot^2 \left(\frac{\pi \lambda_B}{2}\right)\right) = (24\pi^2) \left(x_6^{B,F} - \frac{4}{3} \tan^2 \left(\frac{\pi \lambda_F}{2}\right)\right).$$

(3.43)
(3.43) is one of the central results of this paper. Recall that \( g_2 \) and \( \tilde{g}(4,1) \) are both known functions of \( \lambda_B \) (both are listed in (3.18)). The quantity \( \tilde{g}(5,0) \) characterizes a particular kinematical limit of the leading large \( N_B \) five point function of \( \tilde{J}_0 \) operators (see (3.18) for a precise definition). This quantity is currently not known as a function of \( \lambda_B \) (but may well be possible to evaluate in the near future using the techniques of [43]). The quantity \( \delta_B \) parameterizes the anomalous dimension of \( \tilde{J}_0 \) at first subleading order in \( \frac{1}{N_B} \). It is precisely defined in (2.6), and is currently not known as a function of \( \lambda_B \). The quantity \( \delta_3 \) parameterizes the split of the three point function of three \( \tilde{J}_0 \) operators into contact and non-contact pieces and was precisely defined in (3.18) and (2.15). This quantity is also currently not known as a function of \( \lambda_B \). Finally \( \delta_3' \) is given in terms of \( \delta_B \) by (3.24).

In the rest of this section we will first study the behaviour of the beta function (3.42) and (3.43) in the small \( \lambda_B \) and \( \lambda_F \) limits, and then study the global properties of the flows described by (3.42).

### 3.7 The limit \( \lambda_B \to 0 \)

To analyze the \( \lambda_B \to 0 \) limit, we introduce a rescaled coupling \( \lambda_6 \) defined by

\[
x_6^B = \frac{\lambda_6}{\lambda_2^B},
\]

and work at fixed \( \lambda_6 \) in the limit \( \lambda_B \to 0 \). In this limit the regular boson action (3.3) simplifies to

\[
S_{RB}(\phi) = \int d^3x \left( D_\mu \phi D^\mu \phi + \frac{(2\pi)^2}{N_B^2} \lambda_6 (\bar{\phi}\phi)^3 \right).
\]

Plugging (2.26) into (3.40), using the fact that \( \delta_B = 0 \), and using the results of Appendix B.2.3 we find

\[
\frac{d\lambda_6}{d\ln(\Lambda)} = \frac{1}{N_B} 9 \lambda_6^2 \left( 1 - \frac{\pi^2}{16} \lambda_6 \right).
\]

Similarly, if we plug (3.44) into the action for the \( SO(N) \) regular boson theory we obtain the action

\[
S = \int d^3x \left( \frac{1}{2} \partial_\mu \phi \partial^\mu \phi + \frac{(2\pi)^2}{2N_B^2} \lambda_6 \phi^6 \right)
\]

(note that \( \phi \) are now real fields). The beta function for this theory is simply twice (3.46), i.e.

\[
\frac{1}{2} \frac{d\lambda_6}{d\ln(\Lambda)} = \frac{1}{N_B} 9 \lambda_6^2 \left( 1 - \frac{\pi^2}{16} \lambda_6 \right).
\]

---

\footnote{As \( x_6^B \approx \frac{1}{\lambda^B} \), we can take \( x_6 + 1 \approx x_6 \) in (3.3).}
Let us now compare the beta function in (3.48) with the beta function reported in [41]. The action in [41] is given by

\[ S = \int d^3x \left( \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi + \frac{\pi^2}{3} \lambda_6^{\text{Pisarski}} \phi^6 \right), \]  

(3.49)

which matches with (3.45) if we make the identification

\[ \lambda_6^{\text{our}} = \frac{N_B^2}{6} \lambda_6^{\text{Pisarski}}. \]  

(3.50)

In [41] the leading order in large \( N_B \) beta function is given by

\[ \frac{d \lambda_6^{\text{Pisarski}}}{d \ln(\Lambda)} = 3N_B (\lambda_6^{\text{Pisarski}})^2 - N_B^3 \frac{\pi^2}{32} (\lambda_6^{\text{Pisarski}})^3. \]  

(3.51)

It is easy to check that (3.48) reduces to (3.51) with the identification (3.50), showing the consistency of our beta function with that of [41].

3.8 Flows at order \( \lambda_B^2 \)

In [22] the \( SO(N_B) \) regular boson theory was studied in the perturbative regime, i.e. with \( \lambda_B \) and \( \lambda_6 \) both small, and with \( \lambda_6 \sim \lambda_B^2 \). The variables used in [22] differ from those we have used in their normalization; the translation dictionary is given by

\[ \lambda_6^{\text{there}} = 96\pi^2 \lambda_6, \]
\[ \lambda^{\text{there}} = 4\pi^2 \lambda_B. \]  

(3.52)

The \( \beta \) function reported in [22] is

\[ \frac{d \lambda_6^{\text{there}}}{d \ln(\Lambda)} = \frac{1}{N_B} \left( \frac{33(N_B - 1)}{32N_B^2 \pi^2} (\lambda^{\text{there}})^4 - \frac{5(N_B - 1)}{4N_B^2 \pi^2} (\lambda_6^{\text{there}})^2 \lambda_6^{\text{there}} + \frac{3N_B + 22}{16N_B^2 \pi^2} (\lambda_6^{\text{there}})^2 \right). \]  

(3.53)

Using (3.52), (3.53) turns into

\[ \frac{d \lambda_6}{d \ln(\Lambda)} = \frac{1}{N_B} \left( \frac{11(1 - \frac{1}{N_B})}{4} \lambda_B^4 - 20(1 - \frac{1}{N_B}) \lambda_B^2 \lambda_6 + \left( 18 + \frac{198}{N_B} \right) \lambda_6^2 \right). \]  

(3.54)

The results presented in this subsection so far apply at all values of \( N_B \). Specializing to the large \( N_B \) limit we obtain

\[ \frac{d \lambda_6}{d \ln(\Lambda)} = \frac{1}{N_B} \left( \frac{11}{4} \lambda_B^4 - 20 \lambda_B^2 \lambda_6 + 18 \lambda_6^2 \right) \]  

(3.55)

for the \( SO(N_B) \) theory, and

\[ 2 \frac{d \lambda_6}{d \ln(\Lambda)} = \frac{1}{N_B} \left( \frac{11}{4} \lambda_B^4 - 20 \lambda_B^2 \lambda_6 + 18 \lambda_6^2 \right) \]  

(3.56)
for the $SU(N_B)$ theory. Note that the first term on the right-hand side of (3.48) agrees with the last term on the right-hand side of (3.55), establishing the consistency between these two formulae.

(3.56) carries qualitatively important information as we now explain. The beta function (3.46) has a zero $\lambda_6 = \frac{16}{\pi^2}$ together with a double zero at $\lambda_6 = 0$. The zero at $\lambda_6 = \frac{16}{\pi^2}$ is robust; small $\lambda_B$ corrections will change the precise value of the zero but cannot destabilize it. On the other hand a double zero is unstable to small corrections; corrections of one sign could cause the double zero to split into two single zeroes, while the opposite correction could remove the zeroes altogether. It is easy to check that the corrections (3.55) split the double zero into two single zeroes located (for large $N_B$) at

$$\lambda_6 = \frac{20 \pm \sqrt{202}}{36} \lambda_B^2, \tag{3.57}$$

or

$$x_6 + 1 = \frac{20 \pm \sqrt{202}}{36}. \tag{3.58}$$

The larger of the two roots (the attractive fixed point in the sense of flow to the IR) is at

$$x_6 + 1 = .95035 \cdots, \tag{3.59}$$

while the smaller root (the repulsive fixed point in the sense of flow towards the IR) lies at

$$x_6 + 1 = .16076 \cdots. \tag{3.60}$$

It follows that at small $\lambda_B$ the approximate domain of attraction of the attractive fixed point is the large range

$$x_6 + 1 \in (.16076, \frac{16}{\pi^2 \lambda_B^2}). \tag{3.61}$$

3.9 The limit $\lambda_F \to 0$

As we have seen above, in the limit $\lambda_F \to 0$

$$\delta_B'(\lambda_F) = -\frac{16}{3\pi^2 \lambda_F}. \tag{3.62}$$

We now turn to the $\beta$ function in this limit. Plugging (3.62), (C.17) and (2.46) into (3.40) we obtain

$$\frac{dx_6}{d \ln(\Lambda)} = \frac{32x_6}{\kappa_F \pi^2 \lambda_F} - \frac{36x_6^3}{\kappa_F \pi^4 \lambda_F^3}. \tag{3.63}$$

The $\beta$ function (3.63) can be rewritten in terms of the variable $\lambda_6^F$

$$\lambda_6^F = \frac{x_6}{\lambda_F}, \tag{3.64}$$
in which it has a finite $\lambda_F \to 0$ limit

$$
\frac{d\lambda^F_6}{d \ln(\Lambda)} = \frac{1}{N_F} \left( \frac{32\lambda^F_6}{\pi^2} - \frac{36 (\lambda^F_6)^3}{\pi^4} \right). \quad (3.65)
$$

The zeros of this beta function occur at $\lambda^F_6 = 0$ and $\lambda^F_6 = \pm \frac{2\sqrt{2\pi}}{3}$, or at

$$
x_6 = \left( 0, \pm \frac{2\sqrt{2\pi} \lambda_F}{3} \right). \quad (3.66)
$$

Notice that all three zeroes of this beta function are of order $\lambda_F$.

The scalings in (3.65) - and in particular the emergence of the natural variable $\lambda^F_6$ in the limit $\lambda_F \to 0$ is easy to understand. Recall that the critical fermion theory is defined by the action

$$
S_{CF}(\psi, \zeta) = S_{RF}(\psi) - \int \bar{\psi} \psi \zeta(x) + \left( \frac{2\pi}{\kappa_F} \right)^2 x^3. \quad (3.67)
$$

The variable change

$$
\zeta = -\frac{\tilde{\kappa}_F}{4\pi} \sigma_F \quad (3.68)
$$

recasts this Lagrangian into the form

$$
S_{CF}(\psi, \zeta) = S_{RF}(\psi) + \int \bar{\psi} \psi \sigma_F - \frac{N_F \lambda^F_6}{8\pi} \int \sigma^3_F(x), \quad (3.69)
$$

which has a finite limit as $\tilde{\kappa}_F \to \infty$, explaining the structure of (3.65).

The theory (3.69) with $\lambda_F = \lambda^F_6 = 0$ has a parity symmetry, under which $\sigma_F$ is odd. This implies that both $\lambda_F$ and $\lambda^F_6$ change sign under a parity transformation. This is consistent with the form of (3.65), and implies that at weak coupling $\lambda^F_6 = 0$ must be a fixed point, and that the two other zeroes have equal magnitude and opposite sign, as we find.

### 3.10 Global structure of the flows

Let us now study the properties of the flows described by equation (3.42) at general values of $\lambda_B$ (or $\lambda_F$). We first note that the coefficient $c$ in (3.42) is positive at every value of $\lambda_B$. It follows that $\beta$ is negative at large positive values of $g_3$, but positive at large negative values of $g_3$. In other words all flows are repulsive at large values of $|g_3|$, i.e. flows that start at large positive $g_3$ (or equivalently $x_6$) end up (in the deep IR) at $g_3 = \infty$ (equivalently $x_6 = \infty$). Similarly flows that start out at large negative values of $g_3$ (equivalently $x_6$) end up at $x_6 = -\infty$.

---

41 This follows from the fact that $\kappa_B g_2$ is always positive.
The polynomial (3.42) has exactly one real root whenever
\[ 27a^2c > 4b^3, \quad (3.70) \]
and in this case the fixed point is repulsive (UV-stable). On the other hand it has three real roots when
\[ 27a^2c < 4b^3. \quad (3.71) \]
At the boundary between these two regimes there is one double zero at
\[ g_3 = \sqrt{\frac{b}{2c}}, \quad (3.72) \]
and one additional root.

When the condition (3.71) is satisfied, the outer two roots are repulsive (in the sense of flow towards the IR) and represent fixed points about which $\zeta^3$ is a relevant operator. However the middle root is attractive, and represents a fixed point about which $\zeta^3$ is an irrelevant operator.

Near $\lambda_B = 0$ we have
\[ a = -\frac{4096}{\kappa_B \pi^2 \lambda_B^3}, \quad b = \frac{48}{\kappa_B \pi^2 \lambda_B}, \quad c = \frac{\lambda_B^3}{1024 \pi^2 \kappa_B}, \quad (3.73) \]
and $27a^2c = 4b^3$, so we are at the boundary between the cases (3.70) and (3.71). The beta function has a double root at
\[ g_3 = -\frac{128}{\lambda_B^2}, \quad (3.74) \]
i.e. at $\lambda_6 = 0$, and a single root at
\[ g_3 = \frac{256}{\lambda_B^2}, \quad (3.75) \]
i.e. at
\[ \lambda_6 = \frac{16}{\pi^2}, \quad (3.76) \]
in agreement with (3.46). Turning on a small Chern-Simons coupling $\lambda_B$ takes us into the regime (3.71). As described above, the double root of the $\lambda_B = 0$ theory splits into two roots, one repulsive and one attractive. The domain of attraction of the attractive root is listed in (3.61) and becomes large as $\lambda_B \to 0$.

In the opposite limit $\lambda_F = 0$ we have $a = 0$ with $b$ and $c$ positive, so we lie squarely within the regime of (3.71). Once again we have two repulsive roots and one attractive root. The domain of attraction of the attractive root is the interval
\[ x_6 \in (\pm \lambda_F \sqrt{\frac{2}{3\pi^2}}, \lambda_F \sqrt{\frac{2}{3\pi^2}}), \quad (3.77) \]
which becomes very small as $\lambda_F \to 0$.

At general values of $\lambda_B$ the coefficient $c(\lambda_B)$ is given by (3.43) and (3.18). It follows from these exact results that $|\kappa_B|c$ is an even function of $\lambda_B$. This function starts out at zero when $\lambda_B = 0$ and then increases monotonically with $\lambda_B$, reaching infinity as $\lambda_B$ approaches unity. As we have mentioned above, $c$ is positive at every value of $\lambda_B$.
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Figure 6: A schematic description of the large $N$ RG flows towards low energies described in section 3.10. The vertical axis is $x_6$ multiplied by a convenient function of $\lambda_B$, that keeps the fixed points at a finite separation both as $\lambda_B \to 0$ and as $\lambda_F \to 0$. The flows near the two limiting values of $\lambda_B$ (with the fixed points depicted as solid lines) are based on computations, while the flows in the middle (with the fixed points depicted as dashed lines) are conjectured, and it is possible that two of the lines actually meet and disappear for some value of $\lambda_B$ and then reappear at a larger value.

$|\kappa_B|a$ starts out at $-\infty$ at $\lambda_B = 0$ but vanishes at $\lambda_B = 1$ (the vanishing is a direct consequence of the parity transformation properties of the free fermion theory). We do not know the value of $a$ at intermediate values of $\lambda_B$. The simplest possibility is that $a$, like $c$, increases monotonically as a function of $\lambda_B$, and in particular is always negative.

$|\kappa_B|b$ starts out at $\infty$ at $\lambda_B = 0$ and then decreases like $\frac{1}{\lambda_B}$ as $\lambda_B$ is increased.
Near $\lambda_B = 1$ this function once again blows up in a manner proportional to $\frac{1}{1 - \lambda_B}$.

We do not know the detailed functional form of $b$ at intermediate values of $\lambda_B$. The simplest possibility consistent with these boundary conditions is that $|\kappa_B|b$ monotonically decreases from $\lambda_B = 0$ to some $\lambda_B = \lambda_{\text{min}}$, after which it monotonically increases as $\lambda_B$ is increased from $\lambda_{\text{min}}$ to unity.

As we have explained above, the global structure of the $\beta$ function is really determined by the ratio $\frac{27a^2c}{b^3}$. This ratio starts out at unity at $\lambda_B = 0$, decreases as $\lambda_B$ is increased away from zero and reaches the value zero when $\lambda_B = 1$. We do not know the detailed functional form of this ratio as a function of $\lambda_B$. The simplest possibility is that this function decreases monotonically as a function of $\lambda_B$ as $\lambda_B$ is varied from 0 to unity. If this possibility is realized then the RG flows described in this paper have two repulsive and one attractive fixed point at every value of $\lambda_B$ (see Figure 6 for a schematic description). Note that the size of the domain of attraction of this central stable fixed point (measured as the size of the interval of the variable $x_6$) is very large at small $\lambda_B$ but goes to zero as $\lambda_B \to 1$.

3.11 Relevant deformations, thermodynamics and duality

So far in this section we have intensively studied RG flows of the parameter $x_6$. $x_6$ is special because the operator it multiplies, $\zeta^3$, is marginal in the large $N$ limit. As a consequence, flows of $x_6$ are controlled by a beta function of order $\frac{1}{N}$ and so are very slow, as we have seen earlier in this section.

In contrast to $\zeta^3$, the operators $\zeta^2$ and $\zeta$ are relevant even in the strict large $N$ limit. The addition of one of these operators to the regular boson or critical fermion theory results in a ‘fast’ RG flow. These fast flows take place over an ‘RG flow time’ (i.e. logarithm of ratios of scales) of order unity rather than $N$.

Flows induced by $\zeta^2$ and $\zeta$ in the large $N$ limit were studied in detail in [15]. The qualitative conclusion of this study was the following. A generic deformation in $\zeta^2, \zeta$ space ends up in a massive theory. A one parameter tuning (tuning the coefficient of $\zeta$ to zero in the dimensional regularization scheme) seeds a flow that ends up (for a specific sign of the $\zeta^2$ coefficient) in the CB theory (which by duality is the same as the RF theory) in the IR. The operator $\zeta^3$ is irrelevant about the new fixed point, so $x_6$ goes to zero and the dynamics of the fixed point is insensitive to the value of $x_6$ from which the flow starts.

At a quantitative level, the results described in the previous paragraph were obtained as follows. Consider the $\zeta$ and $\zeta^2$ deformed regular boson theory

$$S_B = \int d^3x \left[ i\varepsilon^{\mu\nu\rho} \frac{\kappa_B}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho) - \frac{2i}{3} A_\mu A_\nu A_\rho + i\varepsilon^{\mu\nu\rho} \frac{\kappa_2}{4\pi} B_\mu \partial_\nu B_\rho + D_\mu \bar{\phi} D^\mu \phi ight. 
+ m_b^2 \bar{\phi} \phi + \frac{4\pi b_4}{\kappa_B} (\bar{\phi} \phi)^2 + \frac{(2\pi)^2}{\kappa_B^2} (x_6^B + 1) (\bar{\phi} \phi)^3],$$

(3.78)
and the $\zeta$ and $\zeta^2$ deformed critical fermion theory

$$S_F = \int d^3x \left[ i\varepsilon^{\mu\nu\rho}\frac{\kappa_F}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho) - \frac{2i}{3} A_\mu A_\nu A_\rho + i\varepsilon^{\mu\nu\rho}\frac{\kappa_F}{4\pi} B_\mu \partial_\nu B_\rho + \bar{\psi} \gamma_\mu D^\mu \psi 
- \frac{4\pi}{\kappa_F} \zeta (\bar{\psi}\psi - \frac{\kappa_F y_b^2}{4\pi}) - \frac{4\pi y_4}{\kappa_F} \zeta^2 + \left(\frac{(2\pi)^2}{\kappa_F^2} x_6^F \zeta^3\right)\right].$$

(3.79)

The finite temperature partition functions of these theories were computed, in the large $N$ limit, in [35, 36, 44] by proceeding along the lines of the discussion of subsection 2.3. In the unHiggsed phase, the free energy for the deformed regular boson turns out to take the form [44]

$$F_B(\rho_B) = F_{B,0} + \frac{N_B}{6\pi} \left[ -\hat{c}_B^3 + 2(\hat{c}_B^2 - \hat{m}_b^2) \hat{S} + 2\lambda_B \hat{b}_4 \hat{S}^2 
- 3 \int_{-\pi}^{\pi} d\alpha \rho_B(\alpha) \int_0^\infty dy \left( \ln \left(1 - e^{-y-\alpha}\right) + \ln \left(1 - e^{-y+i\alpha}\right) \right) \right],$$

(3.80)

where $F_{B,0}$ is a constant independent of $\hat{c}_B$ and the quantity $\hat{S}$ is defined to be the solution to the equation

$$\hat{c}_B^2 = (4 + 3x_6^B)\lambda_B^2 \hat{S}^2 - 4\lambda_B \hat{b}_4 \hat{S} + \hat{m}_b^2,$$

(3.81)

and where $\hat{b}_4 = \frac{b_4}{T}, \hat{m}_b = \frac{m_b}{T}$, $\hat{c}_B = \frac{c_B}{T}$, and $\hat{c}_{B,0} = \lim_{T \to 0} \hat{c}_B$ [44]. The gap equation that follows from varying (3.80) takes the form $\hat{S} = S$ where $S$ is defined in (2.68). It follows in particular that on-shell

$$\hat{c}_B^2 = (4 + 3x_6^B)\lambda_B^2 S^2 - 4\lambda_B \hat{b}_4 S + \hat{m}_b^2.$$  

(3.82)

In a soon to appear paper [45] the regular boson free energy and gap equation have very recently been evaluated in the Higgsed phase as well (using the techniques developed in the recent paper [54]). We refer the reader to [45] for more details. Here we simply note that the final results of [45] are in perfect agreement with the predictions of duality, and so can be deduced by applying the duality map to the fermionic results reviewed immediately below, as we will effectively do later in this paper.

The fermionic calculation can be done in two steps. We first integrate out $\psi$ at fixed $\zeta$. If we assume (as we do) that the saddle point value of $\zeta$ is a constant in space time, then the integral over fermions is precisely that performed in section 2. We find the equation

$$F_F(\rho_F) = \frac{N_F}{6\pi} \left[ \hat{c}_F^3 - 2\lambda_F^2 \hat{S}^3 - \frac{3}{2} \left( \frac{\hat{c}_F^2}{\kappa_F^2} \hat{S}^2 - \frac{16\pi^2}{\kappa_F^2} \zeta^2 \right) \hat{S} + \frac{6\pi y_3^F}{\kappa_F \lambda_F} \zeta^2 - \frac{24\pi^2 y_4^F}{\kappa_F^2 \lambda_F} \zeta^2 + \frac{24\pi^3 x_6^F}{\kappa_F^3 \lambda_F} \zeta^3 \right] 
- 3 \int_{-\pi}^{\pi} d\alpha \rho_F(\alpha) \int_0^\infty dy \left( \ln \left(1 - e^{-y-\alpha}\right) + \ln \left(1 - e^{-y+i\alpha}\right) \right),$$

(3.83)
with \( \tilde{C} \) defined to be the solution to the equation

\[
\hat{c}_F^2 = (2\lambda_F \hat{\tilde{C}} - \frac{4\pi}{\kappa_F} \hat{\zeta})^2,
\]  
(3.84)

where \( \hat{\zeta} \equiv \frac{\zeta}{T}, \hat{c}_F \equiv \frac{c_F}{T} \). \(^{42}\)

\( F_F \) in (3.83) is a function of \( \hat{c}_F \) and \( \hat{\zeta} \) and must be extremized with respect to both of these variables. Extremizing with respect to \( \hat{c}_F \) we get \( \tilde{C} = C \), or equivalently

\[
\hat{c}_F^2 = (2\lambda_F C - \frac{4\pi}{\kappa} \hat{\zeta})^2,
\]  
(3.85)

where \( C \) is defined in (2.68). Extremizing with respect to \( \hat{\zeta} \) we find

\[
-\frac{3}{4} \left( \frac{4\pi}{\kappa_F} \right)^2 \hat{\zeta}^2 x_6^F - \frac{16\pi}{\kappa_F} \hat{\zeta} \lambda_F \hat{\tilde{C}} + \frac{8\pi}{\kappa_F} \hat{\zeta} \hat{y}_4 + 4\lambda_F^2 \hat{\tilde{C}}^2 - \hat{y}_2^2 = 0,
\]  
(3.86)

where \( \hat{y}_4 = \frac{y_4}{T}, \hat{y}_2 = \frac{y_2}{T} \). \(^{43} \) \(^{44}\)

The gap equation (3.85) may be used to evaluate \( \hat{\zeta} \) in terms of \( |\hat{c}_F| \):

\[
\frac{4\pi \hat{\zeta}}{\kappa_F} = 2\lambda_F C - \text{sgn}(X) |\hat{c}_F|,
\]  
(3.88)

where

\[
X = 2\lambda_F C - \frac{4\pi}{\kappa_F} \hat{\zeta}.
\]  
(3.89)

When

\[
\text{sgn}(X) = \text{sgn}(\lambda_F)
\]  
(3.90)

we may use (2.70) to reexpress (3.88) as

\[
\frac{4\pi \hat{\zeta}}{\kappa_F} = 2\lambda_B S.
\]  
(3.91)

\(^{42}\)The relationship between the regular fermion theory of section 2 and the equations just presented is the following. If we use (3.84) to solve for \( \tilde{C} \), make the replacement \( \frac{4\pi}{\kappa_F} \hat{\zeta} \to -m_{F_{reg}} \) in the solution, and then plug the solution into (3.83), we obtain (2.63) up to terms independent of \( \hat{c}_F \).

\(^{43}\)Of course (3.86) is easily solved and yields

\[
\hat{\zeta} = \frac{\kappa_F}{\pi} \frac{\hat{y}_4 - 2\lambda_F C \pm \sqrt{(\hat{y}_4 - 2\lambda_F C)^2 + \frac{3}{4} x_6^F ((2\lambda_F C)^2 - \hat{y}_2^2)}}{3 x_6^F}.
\]  
(3.87)

\(^{44}\)In performing the extremization of (3.83) with respect to \( \hat{c}_F \) and \( \hat{\zeta} \) it is important to remember that \( \tilde{C} \) is a function of both variables. One way to account for this fact is to use the chain rule, and to use (3.84) to evaluate the partial derivatives of \( \tilde{C} \) with respect to \( \hat{c}_F \) and \( \hat{\zeta} \).
Inserting (3.91) into (3.86) and once again using (2.70) to reexpress all remaining occurrences of \( C \) in terms of \( S \) we find that (3.86) reduces to (3.82) provided we make the following identifications:

\[
\lambda_F = \lambda_B - \text{sgn}(\lambda_B), \quad x_6^F = x_6^B, \quad y_4 = b_4, \quad y_2^2 = m_b^2. \tag{3.92}
\]

It follows that the bosonic and fermionic gap equations have the same solutions if we assume (3.90). This agreement provides non-trivial support for the conjecture that the RB and CF theories are dual to each other, since they agree also after the relevant deformation. It was demonstrated in [44] that the agreement between gap equations extends to the off-shell free energies; (3.83) and (3.80) are identical with the same identifications, under the assumption that (3.90) holds.

When

\[
\text{sgn}(X) = -\text{sgn}(\lambda_F) \tag{3.93}
\]

we may use (2.70) to reexpress (3.88) as

\[
\frac{4\pi \hat{\zeta}}{\kappa_F} = 2\lambda_B S - 2|\hat{c}_B|\text{sgn}(\lambda_B). \tag{3.94}
\]

Inserting (3.94) into (3.86) and once again using (2.70) to reexpress all remaining occurrences of \( C \) in terms of \( S \) and using (3.92), we find that (3.86) reduces to

\[
3|\hat{c}_B|^2(1 + x_6^B) + 4b_4\text{sgn}(\lambda_B)|\hat{c}_B| + m_b^2 + (4 + 3x_6^B)\lambda_B^2 S^2 - 2\lambda_B S \left(2b_4 + |\hat{c}_B|\text{sgn}(\lambda_B)(4 + 3x_6^B)\right) = 0. \tag{3.95}
\]

(3.95) is a prediction for the bosonic gap equation in the Higgsed phase. This prediction has been verified in the soon to appear paper [45].

We expect the RB (CF) theory to flow to the CB (RF) theory when we turn on \( b_4 > 0 \) in (3.78) (or \( y_4 > 0 \) in (3.79)), and indeed the free energy is consistent with this. Consider the limit

\[
x_6^B = \text{fixed}, \quad \hat{b}_4 \to \infty, \quad m_b^2 \to \infty \tag{3.96}
\]

with \( \frac{m_b^2}{2b_4\lambda_B} = m_{BR}^i \) fixed. In this limit, (3.81) is easily solved and yields

\[
\tilde{S} = \frac{m_{BR}^i}{2} + \frac{-4c_B^2 + 4(m_{BR}^i)^3\lambda_B^3 + 3(m_{BR}^i)^3x_6\lambda_B}{8m_b^2} + O \left( \frac{1}{m_b^4} \right). \tag{3.97}
\]

Plugging the solution back into (3.80) we recover the first equation of (2.63) (up to \( c_3 \)-independent constants), reflecting the fact that the regular boson theory flows to the critical boson theory at low energies, provided we fine-tune so that the pole mass is held fixed. Of course similar results apply to the fermionic theory, and (3.96) represents a RG flow from the regular boson/critical fermion theories to the critical boson/regular fermion theory. This may be thought of as a derivation of the critical
boson-regular fermion duality starting from the conjectured regular boson-critical fermion duality.

Surprisingly, there are also other limits in which the RB (CF) theories seem to flow to the CB (RF) theory, even though $b_4 = 0$ (but $x_6$ diverges). We will discuss these limits in section 4.3 below.

4 Phase structure at zero temperature at large $N$

In this section we analyze the large $N$ phase structure of the ‘regular boson’ (or equivalently ‘critical fermion’) theories that are the subject of this paper, at zero temperature (a complete analysis of the phase structure at finite temperature, and especially on $S^2 \times S^1$, would be an interesting but intricate exercise). The ‘critical boson’ (or equivalently ‘regular fermion’) theories have only one relevant deformation (which one can call the fermion mass), and their phase structure is very simple. For either sign of this deformation they flow to a massive theory, which reduces to a topological theory at low energies. In the fermionic $U(N_F)_{k_F}$ theory, for one sign of the mass one obtains the $U(N_F)_{k_F + \frac{1}{2}}$ CS theory, and for the other sign the $U(N_F)_{k_F - \frac{1}{2}}$ CS theory. In the language of the bosonic $U(N_B)_{k_B}$ theory, for one sign one obtains the $U(N_B)_{k_B}$ CS theory, and for the other sign the $U(N_B - 1)_{k_B}$ CS theory, and one interprets this as a Higgsing of the original gauge theory.

The phase structure of the ‘regular boson’ theories is more elaborate, since they have two relevant operators, and another operator that is marginal in the large $N$ limit (and which becomes either relevant or irrelevant at finite $N$, depending on the precise fixed point one discusses). Generic flows from these theories also lead to massive theories, but some special flows lead to the ‘critical boson’ theories. At infinite $N$ the flows are labeled for each $x_6$ by the parameters $m_b$ and $b_4$ in (3.78), and on dimensional grounds it is clear that the phase structure only depends on the combination $m_b^2/b_4^2$, and on the signs of $m_b^2$ and of $b_4$. In certain parameter ranges the gap equations (3.85) and (3.86) admit multiple solutions, and then the true phase of the theory is the solution with the lowest free energy. As the parameters of the theory are varied our system can undergo a phase transition of one of two kinds. The first sort of transition occurs when the free energies of two competing branches of solutions can cross. The thermodynamically dominant solution changes discontinuously across such a line, giving rise to a first order phase transition. The second kind of transition happens when the dominant branch of solutions itself changes character across a codimension one wall in parameter space. In this situation we have a second order phase transition, characterized by a conformal field theory, which in our case will always be the ‘critical boson’ theory.

In the zero temperature limit the gap equations and the free energy simplify considerably. Since these equations are invariant under the duality, we can describe them either in the bosonic or in the fermionic language. In this section we will
mostly use the bosonic language since the interpretation of the phases is simpler in this language. As we have reviewed above, the necessary bosonic computations were performed some time ago [44] in the unHiggsed phase, but only very recently in soon to be published work in the Higgsed phase [45]. The final results of [45] turn out to be perfectly consistent with the predictions of duality, and so can be deduced by applying the duality map to the published fermionic results which are known from direct computation in both phases (see the previous section). This is the strategy we will employ in this section: we take the fermionic results, map them to variables and then interpret them in bosonic language.

In the rest of this section we will carefully analyze all known solutions to the zero temperature gap equations as a function of the UV parameters; when multiple solutions exist we will carefully determine which solution has the lowest free energy. We then use this analysis to suggest a conjectured ‘phase diagram’ of our theory. We would like to emphasize that the phase diagrams we propose below are tentative, since our analysis may miss some phases of the theory (e.g., phases in which translation invariance is broken, or phases with no stable vacuum).

### 4.1 The gap equations and their solutions

In the zero temperature limit we use (2.72) to simplify the gap equations. The gap equation (3.88) simplifies to

\[ \frac{4\pi\zeta}{\kappa_F} = (\lambda_F - \text{sgn}(X)) |c_F|. \tag{4.1} \]

It follows from (4.1) that

\[ -\text{sgn}\left(\frac{4\pi\zeta}{\kappa_F}\right) = \text{sgn}(X). \tag{4.2} \]

This equation states that \(\text{sgn}(X)\) may be identified with the sign of the bare mass of the fermionic excitations (see (3.79)).

The fermionic gap equations have two classes of solutions; those for which (3.90) holds, and those for which the signs in (3.90) are reversed. In the zero temperature limit, the first class of solutions are those for which the bare fermionic mass and \(\lambda_F\) have the same sign, while the second class of solutions are those for which the bare fermionic mass and \(\lambda_F\) have opposite signs. If the fermions are effectively massive they can be integrated out. In the first case the resultant low energy effective action is a pure Chern Simons theory with level \(k_F^{\text{eff}} = \text{sgn}(k_F) \left( |k_F| + \frac{1}{2} \right) \), and in the second case of level \(k_F^{\text{eff}} = \text{sgn}(k_F) \left( |k_F| - \frac{1}{2} \right)\) (see Appendix D). Based on the translation of these low-energy theories to the bosonic language mentioned above, we will refer to saddle points of the first type as unHiggsed solutions, and to saddle points of the second type as Higgsed solutions. In either case (4.1) may be written...
as
\[
\frac{4\pi \zeta}{\kappa_F} = \tilde{\lambda}_B |c_B|, \tag{4.3}
\]
where on the unHiggsed branch we have
\[
\tilde{\lambda}_B = \lambda_B \quad \text{(unHiggsed)} , \tag{4.4}
\]
while on the Higgsed branch we have
\[
\tilde{\lambda}_B = \hat{\lambda}_B \equiv - \text{sgn}(\lambda_B)(2 - |\lambda_B|) = \text{sgn}(\lambda_F)(1 + |\lambda_F|) \quad \text{(Higgsed)} . \tag{4.5}
\]

As in the previous section, it is easy to verify that both of these solutions are self-consistent; i.e. that (4.4) implies that (3.90) is obeyed, while (4.5) implies that (3.93) is obeyed.

In order to proceed we now plug (4.3) into (3.86) and use the zero temperature result \( \tilde{\mathcal{C}} \to \frac{|c_F|}{2} \). We present our results in the language of the bosonic theory, so we make the replacements \(|c_F| \to |c_B|\) and (3.92). We also find it convenient to define the rescaled bosonic variables
\[
\tilde{B}_4 = b_4 \tilde{\lambda}_B , \quad \tilde{A} = \lambda_F^2 - 2 \lambda_F \tilde{\lambda}_B - \frac{3}{4} x_6 \tilde{\lambda}_B^2 = (\lambda_F - \tilde{\lambda}_B)^2 - \left(1 + \frac{3x_6}{4}\right) \tilde{\lambda}_B^2 . \tag{4.6}
\]

In these variables (3.86) takes the form
\[
\tilde{A}|c_B|^2 + 2 \tilde{B}_4|c_B| - m_b^2 = 0 . \tag{4.7}
\]

The general solution to this gap equation is given by
\[
|c_B| = \frac{-\tilde{B}_4 \pm \text{sgn}(\tilde{B}_4) \sqrt{\tilde{B}_4^2 + \tilde{A}m_b^2}}{\tilde{A}} , \tag{4.8}
\]
where we chose the sign multiplying the square root for later convenience. For each value of the parameters we can have up to four solutions of the gap equations, choosing the tilde variables to correspond either to the Higgsed or to the unHiggsed branches. We will denote the two solutions in the unHiggsed branch by \( \pm u \), and similarly we have \( \pm h \) in the Higgsed branch. Of course not all solutions to (4.8) are legal; the quantity \(|c_B|\) is intrinsically real and non-negative, while one or both of the roots (4.8) may be complex or negative. How many of the roots of (4.8) are legal depends on the values of the parameters \( \tilde{A} \) and \( \tilde{B}_4 \) in the two possible branches and on \( m_b^2 \).

When \( \tilde{A}m_b^2 < -\tilde{B}_4^2 \), there are no solutions to the gap equation on the corresponding branch, so we do not know the low-energy behaviour of the system. We
will suggest below that in this range of parameters, we may have a runaway behaviour with no stable vacuum. When $\tilde{B}_4$ and $\hat{A}$ have the same sign, then only the solution with the $+$ sign (the ‘+’ solution) exists, for $A m_b^2 > 0$. As $m_b^2 \to 0$ (with this sign), this solution has $c_B \to 0$, indicating a second order phase transition there. When $\tilde{B}_4$ and $\hat{A}$ have opposite signs, then for $A m_b^2 > 0$ only the ‘−’ solution exists. This solution continues smoothly (with no phase transitions) all the way down to $\tilde{A} m_b^2 = -\tilde{B}_4^2$, where it merges with the ‘+’ solution. This ‘+’ solution exists in the range $-\tilde{B}_4^2 < \tilde{A} m_b^2 < 0$, and as $m_b^2 \to 0$ it has $c_B \to 0$, indicating a second order phase transition.

Note that the solutions that exhibit a second order phase transition are always the ‘+’ solutions, with Higgsed and unHiggsed phases on the two sides of the transition. Thus it is natural to interpret those as sitting, in some sense, near the origin of the moduli space of the scalar fields, so that the scalars can condense and break the low-energy gauge group when going from one phase to the other. The ‘−’ solutions can then be interpreted as solutions far from the origin, that only approach the origin when they merge with the ‘+’ solutions. It would be interesting to support this interpretation by computing expectation values of scalar fields in these solutions.

Let us now see what this implies for specific values of the parameters $x_6$, $b_4$ and $m_b^2$. On the unHiggsed branch $\hat{A}$ and $\tilde{B}_4$ take the values $A_u$ and $B_{4,u}$, where

$$B_{4,u} = b_4 \lambda_B,$$

$$A_u = 1 - \left(1 + \frac{3}{4} x_6^F\right) \lambda_B^2. \quad (4.9)$$

On the other hand on the Higgsed branch they take the values $A_h$ and $B_{4,h}$, where

$$B_{4,h} = b_4 \lambda_B = - \text{sgn}(\lambda_B) b_4 (2 - |\lambda_B|),$$

$$A_h = 1 - \left(1 + \frac{3}{4} x_6^F\right) |\lambda_B|^2. \quad (4.10)$$

Note that $B_{4,u}$ and $B_{4,h}$ always have opposite signs.

Let us define

$$\phi_1 \equiv \frac{4}{3} \left(1 - \lambda_B^2\right), \quad \phi_2 \equiv \frac{4}{3} \left(\frac{1}{\lambda_B^2} - 1\right). \quad (4.11)$$

Note that $\phi_2 > 0 > \phi_1$. It follows from (4.9) and (4.10) that

$$\begin{align*}
\text{when} & \quad x_6 < \phi_1, \quad A_u > 0, \quad A_h > 0, \\
\text{when} & \quad \phi_1 < x_6 < \phi_2, \quad A_u > 0, \quad A_h < 0, \\
\text{when} & \quad x_6 > \phi_2, \quad A_u < 0, \quad A_h < 0. \quad (4.12)
\end{align*}$$
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4.2 The phase diagram

In this section we present the main features of the phase diagram that follow from the equations above. More details and computations appear in appendix F.

Let us begin with the middle range, \( \phi_1 < x_6 < \phi_2 \). For \( B_{4,u} > 0 \), the only solution to the gap equations for \( m_b^2 > 0 \) is \( +_u \); this solution exists for all positive values of \( m_b^2 \). Similarly the only solutions to the gap equation for \( m_b^2 < 0 \) are the \( +_h \) solutions; these solutions exist for all negative values of \( m_b^2 \). These two solutions join together along the positive \( B_{4,u} \) axis. As we approach the axis from either side, \( c_B \to 0 \), suggesting that there is a second order phase transition described by the ‘critical boson’ fixed point there. This is consistent with our analysis around (3.96), which shows that the low-energy thermodynamic behaviour near this axis, namely when \( m_{cri}^2 = m_b^2/2B_{4,u} \ll |m_b|, B_{4,u} \), is the same as that of the CB theory deformed by a mass \( m_{cri}^2 \).

On the other hand, for \( B_{4,u} < 0 \) four distinct solutions to the gap equation play a role. The \( -_u \) solution exists for \( m_b^2 > -B_{4,u}^2/A_u \). The \( +_u \) solution exists for \( 0 > m_b^2 > -B_{4,u}^2/A_u \). The \( -_h \) solution exists for \( m_b^2 < -B_{4,h}^2/A_h; \) and the \( +_h \) solution exists for \( 0 < m_b^2 < -B_{4,h}^2/A_h \). The value of \( c_B \) goes to zero along the negative \( B_{4,u} \) axis for both the \( +_u \) and \( +_h \) solutions, so these two solutions can be thought of as a single branch of solutions that meet along a second order phase transition line on the negative \( B_{4,u} \) axis.

When \( m_b^2 > -B_{4,u}^2/A_u \), \( -_u \) is the only solution and so is the dominant phase. When \( m_b^2 < -B_{4,h}^2/A_h \), \( -_h \) is the only solution and so is the dominant phase. In the region \( -B_{4,u}^2/A_u < m_b^2 < -B_{4,h}^2/A_h \) there are three distinct solutions to the gap equations. All through this region, two of these solutions are \( -_u \) and \( -_h \). The third solution is either \( +_u \) or \( +_h \), depending on whether \( m_b^2 \) is negative or positive.

We find (see Appendix F) that one of the \( -_h \) or the \( -_u \) solution always has the lowest free energy and so is the dominant phase. Recall that we have interpreted these solutions as being far from the origin. Moreover we find that there is a first order phase transition between these two phases, in which \( c_B \) jumps, somewhere in this range of values of \( m_b^2 \), see Figure 7 below. The position of the phase transition line between these two phases interpolates between \( -B_{4,u}^2/A_u \) when \( x_6 = \phi_2 \) and \( -B_{4,h}^2/A_h \) when \( x_6 = \phi_1 \). In particular when \( x_6 = \phi_2 \) only the top left quarter of the phase diagram in Figure 7 is in the Higgsed phase, while at \( x_6 = \phi_1 \) only the top right quarter of the same phase diagram is in the unHiggsed phase. We reemphasize that the ‘+’ solutions with their second order phase transition are never the lowest energy solutions in this regime of negative \( B_{4,u} \).

So far we described the transitions as we change \( m_b^2 \); since the phase structure for specific signs of \( m_b^2 \) and \( b_4 \) depends only on \( m_b^2/b_4^2 \), we should examine also what happens near \( b_4 = 0 \) (for non-zero \( m_b^2 \)). For \( \dot{A} m_b^2 > 0 \) we have a single legal solution to (4.8), and otherwise none. In this region \( \dot{A} \) takes opposite signs in the Higgsed
and unHiggsed theories, so for either sign of $m_b^2$ we have a single solution near $b_4 = 0$ (a different solution for each of the two different signs). For $m_b^2 > 0$ the $+_u$ solution smoothly goes into the $-_u$ solution as $b_4$ crosses zero, with no phase transition, and for $m_b^2 < 0$ the $+_h$ solution smoothly goes over to the $-_h$ solution (the transitions are smooth because of the $\text{sgn}(\tilde{B}_4)$ in (4.8)).

The full phase structure we found for this range of values of $x_6$, including the low-energy topological theory in each region, is drawn in figure 7.

**Figure 7**: The phase diagram for $\phi_1 < x_6 < \phi_2$. For $B_{4,u} > 0$ we have a second order phase transition at $m_b^2 = 0$ between $+_u$ and $+_h$ phases. For $B_{4,u} < 0$, the blue line is a first order phase transition between the region in which the solution $-_u$ is the dominant phase and the region in which the $-_h$ solution dominates. Note that the first order phase transition is at $m_b^2 > 0$ for $x_6 > (\phi_1 + \phi_2)/2$, but it is at $m_b^2 < 0$ otherwise. Our schematic phase diagram has been sketched for the latter case.

For $x_6 > \phi_2$, $A_h$ remains negative as it was for $\phi_1 < x_6 < \phi_2$. It follows that the space of Higgsed solutions in this parameter regime is the same as for the case $\phi_1 < x_6 < \phi_2$ that we have just analyzed above. However $A_u$, which was positive in the earlier parametric regime, turns negative when $x_6 > \phi_2$. It follows that the space of unHiggsed solutions changes in the manner we now describe.

For $B_{4,u} > 0$, the $-_u$ solution exists for $m_b^2 < -B_{4,u}^2/A_u$ while the $+_u$ solution exists in the range $0 < m_b^2 < -B_{4,u}^2/A_u$. These two solutions merge smoothly at $m_b^2 = -B_{4,u}^2/A_u$. For $m_b^2 > -B_{4,u}^2/A_u$ there is no solution, unHiggsed or Higgsed, to the gap equations. Below this value there are always two solutions ($-_u$ and either
For $B_{4,u} > 0$, we have a second order phase transition at $m_b^2 = 0$ between $+_u$ and $+_h$ phases, while for $B_{4,u} < 0$ the $-_h$ solution dominates whenever it exists. There are no solutions for large enough values of $m_b^2$.

$+_u$ or $+_h$ depending on whether $m_b^2$ is positive or negative. It turns out that the dominant solutions are the $+_u$ and $+_h$ solutions, so that the theory has a second order phase transition between these two solutions at $m_b^2 = 0$. The long distance behaviour of the phase transition point is again governed by the CB theory.

For $B_{4,u} < 0$, the only unHiggsed solution is $+_u$, and this solution exists only when $m_b^2 < 0$. The Higgsed solutions are the same as above, so now we have no solutions when $m_b^2 > -B_{4,h}^2/A_h$. Below this value we have the $-_h$ solution and either the $+_u$ or the $+_h$ solution, depending on whether $m_b^2$ is negative or positive (with a smooth transition between the latter when $m_b^2 = 0$). In this case it turns out that the $-_h$ solution dominates, so our theory is always in the Higgsed phase for negative $B_{4,u}$ and there are no phase transitions as $m_b^2 \to 0$.

Again we find that nothing special happens as $b_4 \to 0$ (with no solutions for $m_b^2 > 0$, and with the $-_h$ solution smoothly going into the $+_h$ solution for $m_b^2 < 0$). The full phase structure for this range of values of $x_6$ is drawn in figure 8.

Next, let us consider what happens when we increase $x_6$ to $\phi_2$, such that $A_u$ goes to zero and then becomes negative, while nothing special happens to the Higgsed solutions. Figures 7 and 8 suggest that in this limit nothing dramatic happens except in the lower right quadrant, and this is indeed the case. As $x_6 \to \phi_2$, the $-_u$ solution has $|c_B| = -2B_{4,u}/A_u$, so it exists in the full region $B_{4,u} < 0$ and its $|c_B|$
Figure 9: The phase diagram for $x_6 < \phi_1$. For $B_{4,u} > 0$ we have a second order phase transition at $m_b^2 = 0$ between $+_u$ and $+_h$ phases, while for $B_{4,u} < 0$ the $-_u$ solution dominates whenever it exists. There are no solutions for small enough values of $m_b^2$.

goes to infinity, and then for larger $x_6$ its $|c_B|$ becomes negative so that this solution no longer exists, leaving no solutions for $B_{4,u} < 0$ and $m_b^2 > -B_{4,h}^2/A_h$. As we pass $x_6 = \phi_2$, the $-_u$ solution starts existing (as a sub-dominant solution) on the other side $B_{4,u} > 0$, gradually coming down from $|c_B| = \infty$. On the other hand, the $+_u$ solution in this limit has $|c_B| = m_b^2/4B_{4,u}$, so it exists whenever this ratio is positive, and smoothly goes through $x_6 = \phi_2$.

For $x_6 < \phi_1$ the picture is essentially the same, just exchanging the unHiggsed and Higgsed phases, and the sign of $m_b^2$—see figure 9 and the Appendix for more details.

4.3 A curious limit

Our discussion above implies (as we checked also in section 3.11 for finite temperatures) that for $B_{4,u} > 0$ and $m_b^2 = 0$ the RB theory flows to the CB theory (for any value of $x_6$). Somewhat surprisingly, there is also another limit where this seems to be the case. Consider the limit\(^{45}\)

\[
b_4 = 0,\ x_6 \to \infty,\ m_b^2 \to -\infty,\tag{4.13}\]

\(^{45}\)A similar limit exists also for $x_6 \to -\infty$.\]
keeping the pole mass $c_B$ and $m_B^{cri}$ fixed, where

$$\langle m_B^{cri} \rangle^2 \equiv -\frac{4m_b^2}{3x_6\lambda_B^2}. \tag{4.14}$$

In this limit we have two solutions to the RB theory’s finite temperature (and zero temperature) gap equations (above we called these solutions at zero temperature by different names when $B_{4,u} > 0$ and when $B_{4,u} < 0$, but they go smoothly through $B_{4,u} = 0$). The first solution is to the gap equation (3.81) in the unHiggsed phase, and it is given by $\tilde{S} = \frac{|m_B^{cri}|}{2}$; note that this is the same as the gap equation of the CB theory in its unHiggsed phase (equation (2.63) with $\text{sgn}(X_B) = -\text{sgn}(\lambda_B)$). At the same values of the RB theory’s microscopic parameters, the equations for the Higgsed phase (3.80) reduce to

$$|c_B| = |\lambda_B|S + \frac{|m_B^{cri}\lambda_B|}{2}, \tag{4.15}$$

which agrees with the gap equation of the CB theory in its Higgsed phase (equation (2.63) with $\text{sgn}(X_B) = \text{sgn}(\lambda_B)$).

The observations of the last paragraph suggest that there is a close connection between the scaling limit (4.13) and the critical boson theory; naively it seems that we flow to the latter theory at low energies. However, the relationship between the deformed RB theory and the CB theory is a curious one. To see this let us focus on the zero temperature limit.

In a deformed critical boson theory we are either in the Higgsed or unHiggsed phase depending on the value of the microscopic parameter $m_B^{cri}$; positive values of this parameter put us in the unHiggsed phase while negative values of this parameter put us in the Higgsed phase. This is clear, for instance, from figure 8.

In the scaling limit (4.13) of the RB theory, on the other hand, we found above that at the *same* value of the microscopic parameters there are two different phases, which both lie on the negative $m_b^2$ axis in figure 8. Recall that there are two solutions of the gap equation in all allowed regions of this figure; in figure 8 we drew only the thermodynamically dominant phase, while in fact for every value of $m_b^2$ and $b_4$ there is also another, thermodynamically sub-dominant phase; the two phases are analyzed in appendix F and depicted in figures 22a and 22b. These two phases do not have the same free energy (the free energy of the Higgs phase is negative and dominates) and so at any finite $x_6$ the unHiggsed phase is unstable and decays. However, in the limit (4.13) the decay amplitude between these phases vanishes, so the deformed RB theory has two different effective superselection sectors (the Higgsed and unHiggsed saddle points of the RB theory, which are superselection sectors because tunneling switches off at large $x_6$). We can then identify these by the relations described above with the Higgsed and unHiggsed deformations of the CB theory, depending on our
choice of the sign of $m_B^{\phi_i}$ in (4.14). It seems that in the limit (4.13), the CB theory controls not just the region near the positive $B_{4,u}$ axis in figure 8, but also the region near the negative $m_b$ axis (note that in the $x_6 \to \infty$ limit there are no solutions to the gap equation with finite $B_{4,u}$ and $m_b^2 > 0$).

It is clear that the relationship we found between the scaling limit (4.13) of the RB theory and the CB theory, for finite values of $m_B^{\phi_i}$, cannot hold when $m_B^{\phi_i} = 0$. For one thing the conformal RB theory, which sits at the origin of figure 8, has a deformation (along the $m_2^2$ axis to the right) for which it has no solution to the gap equations. There is no analogue of this phenomenon in the CB theory. Also, the RB theory has a dimension 1 scalar operator at all finite values of $x_6$, while that is not the case for the CB theory. So the precise statement is that as $x_6$ becomes large at infinite $N$, the CB theory controls also flows along the negative $m_b^2$ axis, but not the point at the origin.

For finite $N$, as we have seen above, $x_6$ is not really a marginal parameter; RG flows dynamically drive large values of $x_6$ to infinity. So we can speculate that perhaps when we go to finite values of $N$, the relation between these theories can be extended also to the origin of the parameter space, when we start in the UV with $x_6 \gg 0$. The naive expectations we described above for the behaviour of the RB theory may be significantly modified at $x_6 \sim N_B^{1/3}$ (when the $\beta$ function of $x_6$ ceases to be small), and then the true end point of the RG flow along positive $x_6$ may genuinely be the CB theory. It is also possible that this is not the case. We leave further discussion of this issue to future work.

4.4 Interplay between the phase diagram and the RG fixed points

In section 4.2 we have worked out the phase diagram of the RB theory at infinite $N_B$; we discovered that the phase diagram changes qualitatively depending on where $x_6$ lies in relation to the distinguished values $\phi_1$ and $\phi_2$ defined in (4.11).

In section 3 we saw that $1/N_B$ corrections cause $x_6$ to run. The running is governed by a $\beta$ function with three fixed points. In other words we can treat $x_6$ as a free parameter only in the strict large $N_B$ limit. At any finite $N_B$, no matter how large, we have true fixed points of the renormalization group only at these 3 particular values of $x_6$. The phase diagrams that we have evaluated in section 4.2 (which are approximately correct even at large but finite $N_B$, at any given value of $x_6$) are of most interest at the fixed point values of $x_6$. Thus it is of interest to understand where the three fixed point values of $x_6$ lie in relation to $\phi_1$ and $\phi_2$.

While $\phi_1$ and $\phi_2$ are known analytically at all $\lambda_B$ (see (4.11)), we do not have closed form expressions for the fixed point values of $x_6$ at arbitrary $\lambda_B$. However the corresponding expressions are available at small $|\lambda_B|$ (see (3.58)) and at small $1 - |\lambda_B|$ (see (3.66)). For these special cases we have sketched the relative positions of $\phi_1$, $\phi_2$ (blue stars) and of the three fixed points of the renormalization group (black dots).
\[
\phi_1 = -1, \quad \phi_2 \approx \frac{4}{3|\lambda_B|^2}, \quad \text{and the end point of the SUSY RG flow occurs at} \quad -\frac{8|\lambda_B|}{3}. \]

At small \(1 - |\lambda_B|\) the fixed points of the RG flow are listed in (3.66), \(\phi_1\) and \(\phi_2\) are \(\approx \pm 8|\lambda_F|/3\), and the end point of the SUSY RG flow occurs at \(4/(3|\lambda_F|^2)\).

Figure 10: A sketch of the \(x_6\) axis at small \(|\lambda_B|\) and at small \(1 - |\lambda_B|\). In each case we have plotted the three fixed points of the renormalization group as black dots, \(\phi_1\) and \(\phi_2\) as blue diamonds, and the end point of SUSY RG flows (discussed in the next section) as a red triangle. In the case of small \(|\lambda_B|\) the fixed points of the RG flow are listed in (3.58), \(\phi_1 = -1, \phi_2 \approx 4/(3|\lambda_B|^2)\), and the end point of the SUSY RG flow occurs at \(-8|\lambda_B|/3\). At small \(1 - |\lambda_B|\) the fixed points of the RG flow are listed in (3.66), \(\phi_1\) and \(\phi_2\) are \(\approx \pm 8|\lambda_F|/3\), and the end point of the SUSY RG flow occurs at \(4/(3|\lambda_F|^2)\).

We see from Figure 10 that in both of these cases the middle fixed point (the attractive fixed point about which the \(x_6\) deformation is irrelevant, which has a total of two relevant deformations) lies in between \(\phi_1\) and \(\phi_2\). It is natural to conjecture that this continues to be the case at all values of \(\lambda_B\), and thus that the phase structure of this attractive fixed point for large finite \(N_B\) is given by figure 7.

Similarly, the rightmost fixed point is to the right of \(\phi_2\) in both limits; there seems no reason to expect this to change at any value of \(\lambda_B\). However the leftmost fixed point lies between \(\phi_1\) and \(\phi_2\) when \(|\lambda_B|\) is small, but lies to the left of \(\phi_1\) when \(|\lambda_B|\) is near unity. It is likely that this fixed point will lie between \(\phi_1\) and \(\phi_2\) for all \(|\lambda_B|\) less than some critical value that lies between zero and unity, but that it will lie to the left of \(\phi_1\) for all \(|\lambda_B|\) larger than this critical value.

46 In the same figures we have also depicted the end point of RG flows starting at the supersymmetric theory (red triangles), which we will describe in the next section.
4.5 Flows from Yang-Mills-Chern-Simons theories to Chern-Simons-matter theories

In this subsection we make some general remarks about the phase diagram one may expect for the RB theory from a particular point of view. The discussion in this subsection is very general, makes no reference to particular computations, and should apply even at finite $N_B$. At the end of this subsection we discuss the relationship between the general remarks of this subsection and the explicit phase diagrams presented earlier in this section.

As we mentioned in section 1.2, one way to analyze the existence of the fixed points (1.2)-(1.5) is to start at high energies with Yang-Mills-Chern-Simons (YM-CS) theories, with some gauge coupling $g_{YM}$ and level $\kappa$. At energies much larger than $g_{YM}^2 N$ and $g_{YM}^2 \kappa$ these theories are weakly coupled, so they provide good starting points for RG flows. In this section we analyze this flow in detail, and relate the resulting phase structure (which is reliable at energies above $g_{YM}^2$) to our analysis above of the phase structure of the fixed points (these arise here at energies well below $g_{YM}^2$). To be explicit we discuss here the $U(N)$ theory, but the same general statements apply for $SU(N)$ theories and for $U(N)$ theories with different levels for the $SU(N)$ and $U(1)$ factors; for finite $N$ and $\kappa$ the precise behaviour may be different for these other cases.

In order to analyze the theories we are interested in, it is useful to start from scalar fundamental fields coupled to the YM-CS theory. In this case we can add at high energies a scalar potential

$$V(\phi) = g_2 |\phi|^2 + g_4 (|\phi|^2)^2 + g_6 (|\phi|^3)^3. \quad (4.16)$$

For $g_6 \neq 0$ the theory remains interacting also at high energies and it is not clear if it is well-defined, but if we choose $g_6 = 0$ then these theories are well-defined, for any value of $g_2$ and $g_4$ (generally $g_6$ is generated along the RG flow). Moreover, if we choose the values of $g_2$ and $g_4$ such that the scalar field becomes massive at a high scale (above $g_{YM}^2 N$ and $g_{YM}^2 \kappa$), then at that scale we can trust the analysis of the scalar using the potential (4.16), and below this scale we have a pure YM-CS theory which is believed to flow to a pure CS theory (for these values the Yang-Mills interactions are always small; the scalar self-interactions may be large, but they are not expected to change the qualitative form of (4.16)). Note that all these statements do not depend on taking any large $N$ or large $\kappa$ limits.

Let us begin with the case $g_4 > 0$ (and large in units of $g_{YM}^2 N$ or $g_{YM}^2 \kappa$; this is what we will mean by large throughout this subsection). If $g_2 > 0$ is also large, then $\phi$ is massive and has no expectation value, so that the low energy theory is a pure $U(N)_{\kappa}$ CS theory. On the other hand, if $g_2 < 0$ is large (in its absolute value), $\phi$ gets a large expectation value, such that at low energies we have a pure $U(N-1)_{\kappa}$ CS theory. As we change $g_2$ from large and negative to large and positive there has
to be a phase transition. This may be a second (or higher) order phase transition as suggested by the classical potential (4.16), or a first order phase transition; since quantum corrections are important when \( \phi \) is light and near the origin, this is difficult to analyze. Whenever we have a second order phase transition it is described by the CB theory, while for values of \( N \) and \( \kappa \) for which there is a first order transition it is not clear if the CB theory exists.

Next, consider the case of \( g_4 \ll 0 \). The behaviour at large \( \phi \) now depends on \( g_6 \), but since it vanishes (at the cutoff scale) it seems that there would be a runaway behaviour in this regime (the classical potential should be reliable at very large \( \phi \) since quantum corrections are small there)\(^{47}\). If \( g_2 \gg 0 \) we now have a massive meta-stable vacuum at the origin, in which the low-energy theory is given by the \( U(N) \kappa \) CS theory. For very large \( g_2 \) the life-time of this vacuum goes to infinity, so its existence is reliable. If \( g_2 \ll 0 \) there is no meta-stable vacuum, and \( \phi \) runs away to some large finite or infinite value. So again there is some phase transition as a function of \( g_2 \), and in this case it is clearly of first order (whenever stable vacua exist at large \( \phi \)).

\[
\begin{align*}
g_4 &= -2 (g_2 g_6)^{1/2} \\
U(N) \kappa & \\
U(N-1) \kappa &
\end{align*}
\]

**Figure 11**: The phase structure of YM-CS theories as a function of the parameters of the scalar potential (4.16). This structure is reliable far away from the two axes, when both \(|g_2|\) and \(|g_4|\) are large; the regions marked by \( U(N - 1) \kappa \) may instead involve runaway behaviour with no stable vacuum.

See figure 11 for the phase structure, assuming that there is a range of parameters where we flow to the CB theory; this is reliable when both \(|g_2|\) and \(|g_4|\) are large.

\(^{47}\)Perhaps this implies that this quantum field theory does not really make sense, since it has no stable vacuum.
For all values of \( g_4 \) we thus have a transition as a function of \( g_2 \), between a vacuum at the origin and a situation where \( \phi \) has an expectation value (or runs away to large \( \phi \)). Suppose that for \( g_4 \gg 0 \) we have a second order phase transition and thus a CB theory. As we decrease \( g_4 \), at some point this line of second order phase transitions should end and become a line of first order phase transitions. Classically the end is at \( g_4 = 0 \) where we get an RB theory with \( g_6 = 0 \); in the quantum theory, with the gauge interactions and the running \( g_6 \), it is difficult to say where the line ends, but it ends somewhere. One option is that this end is a CB fixed point, but in this case it is difficult to see how a small deformation of this theory could lead to a theory with two stable vacua or with a runaway (as we have near the line of first order phase transitions); recall that the CB theory has a single stable vacuum for either sign of its deformation parameter. Thus, a more likely option seems to be that the end is an RB theory; since this theory has parameters corresponding to \( g_2 \) and \( g_4 \), it naturally leads to the correct phase diagram around it. This argument naively implies that whenever the CB theory exists as an IR limit of the corresponding YM-CS theory, the RB theory should exist as well. Note that in particular this is the case in the ungauged scalar theory, where the role of the RB theory is simply played by free massless scalars.

In the large \( N \) limit we can try to relate the analysis here to our discussion of the running coupling. The coupling \( g_6 \) runs (at least below the scale \( g^2_{YM} N \)), but for large \( N \) it runs slowly (when we take \( g_6 = \lambda_6 / N^2 \) for fixed \( \lambda_6 \)) since its beta function goes as \( 1/N \), so one can approximate the RG flow to the end-point of the CB line, described in the previous paragraph, as leading to an RB-like theory with some value of \( g_6 \), and then \( g_6 \) continuing to slowly flow. Note that in this context we cannot choose the value of \( g_6 \), since there is a specific value that follows from the high-energy theory with \( g_6 = 0 \) that we specified. If \( g_6 \) flows to a fixed point then we get precisely the picture of the previous paragraph; in particular this picture requires that there is an IR-stable fixed point for \( g_6 \). However, from the point of view of the flow as a function of \( g_6 \) it is possible also to have \( g_6 \) flow to \( (+\infty) \) or \( (-\infty) \), and then we cannot use the Yang-Mills-Chern-Simons theories to define the quasi-bosonic fixed points. Note that at leading order in \( 1/N \) our discussion of the beta function implies that large enough positive values of \( \lambda_6 \) will always flow to \( (+\infty) \), and negative to \( (-\infty) \), but for finite large \( N \) this analysis is only valid when \( \lambda_6 \) does not scale with \( N \), so it is possible that even large values of \( |\lambda_6| \) may end up at a fixed point.

In section 4.2 we analyzed the large \( N \) phase structure of the quasi-bosonic theories at large \( N \) and zero temperature. This analysis is valid in an opposite regime from the one described above – namely when the deformation parameters \( g_2 \) and \( g_4 \) are much smaller than \( g^2_{YM} N \) and \( g^2_{YM} \kappa \) (which are taken to infinity in this paper). At infinite \( N \), \( g_6 \) (or equivalently the parameter \( x_6 \) of the low-energy theory (3.1)) is exactly marginal and we can compute the phase structure of (4.16) as a function of this parameter. When it is small and positive we find the same
phase structure as in our computation of section 4.2 (see figure 7), consistent with having the Yang-Mills-Chern-Simons theory flow to the RB fixed point at large $N$. In particular the RB theory flows after a mass deformation of the appropriate sign to the CB theory. For large $|x_6|$ we found in section 4.2 that the phase structure changes. There is still a CB line as described above, but for the other sign of the mass deformation there seems to be no stable vacuum (this agrees with the semi-classical expectation from (4.16) when $x_6 < 0$, but we find this behaviour also for positive $x_6$). Of course, when the coupling is not small there is no reason for the semi-classical analysis above to be valid. In the upcoming paper [45] an exact Landau Ginzburg description of the phase structure is presented which is consistent with our large $N$ results.

Note that the issues we discuss in this section are generally similar to the ones arising in the flow from the SUSY theory that we described in section 1.2; in both cases we have a well-defined UV starting point, but it is not clear what happens near the putative RB point. In the SUSY flow for large $N$ we could compute at which value of $x_6$ we end up, so that in some cases we know that we end up at a stable fixed point, while in this section it is not clear how to analyze this. It seems likely that the phase structure near the putative RB point is the same in both cases, but we do not know how to prove this. We can also discuss a similar UV completion for the CF theories (1.5), that should include a kinetic term for the scalar field $\zeta$ in addition to the Yang-Mills term; we expect this to be analogous to our discussion here.

5 The $\mathcal{N} = 2$ superconformal Chern-Simons-matter theory

In this section we study RG flows emanating from the $\mathcal{N} = 2$ superconformal Chern-Simons-matter theory with a single fundamental chiral multiplet. In components, the matter content of this theory is a single fundamental complex boson $\phi$ plus a single fundamental complex fermion $\psi$, each minimally coupled to a Chern-Simons gauge field. As in the previous sections the gauge group can be either $SU(N)_{\kappa N=2}$ or $U(N)_{\kappa N=2}$ (see Appendix D for notation). This will affect the precise form of the duality in the SUSY theory (and in the resulting non-SUSY theories), but it will not matter for our leading-order (in $1/N$) computations.

We will use the results of [15] to study the RG flows seeded by relevant deformations from this fixed point. In particular we begin with a pair of superconformal field theories that are dual to each other by the generalizations of the Giveon-Kutasov duality [11], and construct fine-tuned large $N$ RG flows that begin at these superconformal theories and end on the RB/CF theories at a particular value of $x_6$. The flows from the superconformal fixed point to the RB/CF theories are seeded by operators that are relevant even in the strict large $N$ limit and so are ‘fast flows’ in the sense that they take place over ratios of scales of order unity. Once these flows have settled down into the RB/CF manifolds, the much slower flow of $x_6$ – governed by the $\beta$
functions computed in detail in section 3 – ensues over RG flow ‘times’ of order \( N \), and our analysis in this section does not add any information about the end-point of these flows. However, the flows in this section are well-defined even for finite \( N \), at least if \( N \) is large enough, so one can conjecture that they may end (for appropriate fine-tunings) at RB/CF fixed points even for small values of \( N \).

5.1 Lagrangian

After integrating out all auxiliary fields, and working with the dimensional reduction scheme (which is convenient for actual computations), the Lagrangian of a general \( U(N)_{\kappa N=2, \kappa_2 N=2} \) theory with the same field content as the SUSY theory takes the form

\[
S = \int d^3 x \left[ i \varepsilon^{\mu \nu \rho} \frac{\kappa}{4\pi} \text{Tr}(A_\mu \partial_\nu A_\rho - \frac{2i}{3} A_\mu A_\nu A_\rho) + i \varepsilon^{\mu \nu \rho} \frac{\kappa_2}{4\pi} B_\mu \partial_\nu B_\rho \\
+ D_\mu \bar{\phi} D^\mu \phi + \bar{\psi} \gamma^\mu D_\mu \psi + m_2^2 \bar{\phi} \phi + m_F \bar{\psi} \psi + \frac{4\pi b_4}{\kappa} (\bar{\phi} \phi)^2 + \frac{4\pi^2 x_6}{\kappa^2} (\bar{\phi} \phi)^3 \\
+ \frac{4\pi x_4}{\kappa} (\bar{\psi} \psi)(\bar{\phi} \phi) + \frac{2\pi y_4'}{\kappa} (\bar{\phi} \phi)(\bar{\phi} \psi) + \frac{2\pi y_4''}{\kappa} ((\bar{\phi} \phi)(\bar{\phi} \phi) + (\bar{\phi} \psi)(\bar{\phi} \psi)) \right],
\]

(5.1)

with

\[
\kappa = \kappa^{N=2}, \quad \kappa_2 = \kappa_2^{N=2}.
\]

(5.2)

In the \( N = 2 \) superconformal theory the coupling constants are given by

\[
m_F = m_B = b_4 = y_4'' = 0, \quad x_4 = x_6 = y_4' = 1.
\]

(5.3)

Here \( A_\mu \) is an \( SU(N) \) gauge field, \( B_\mu \) is a \( U(1) \) gauge field and the covariant derivatives are defined as in (2.2). The Lagrangian for the \( SU(N)_{\kappa N=2} \) theory is the same as (5.1), but with \( B_\mu \) set to zero. We review the SUSY dualities between these theories in appendix E.

5.2 Marginal and relevant deformations

The \( N = 2 \) supersymmetric theory defined in the previous subsection enjoys invariance under \( N = 2 \) superconformal symmetry. In particular it is a fixed point under the renormalization group. In this section we will enumerate the relevant and marginal deformations about this fixed point.

In the large \( N \) limit this fixed point has 3 relevant deformations (\( m_B^2 \), \( m_F \) and \( b_4 \) in (5.1)) together with four exactly marginal deformations (\( x_6, x_4, y_4' \) and \( y_4'' \)). At large but finite \( N \) these operators get anomalous dimensions. Actually these anomalous dimensions are not all independent; some are related to others by supersymmetry as we now explain.

Consider the superconformal operator \( O = (\text{Tr}(\bar{\phi} \phi))^2 \). The supersymmetric descendents \( Q_a \bar{Q}^a O \) and \( (Q_a \bar{Q}^a + \bar{Q}_a Q^a) O \) are linear combinations of the four operators parameterized by \( x_6, x_4, y_4' \) and \( y_4'' \). It follows that the anomalous dimensions
Table 1: The leading weak coupling anomalous dimensions about the $\mathcal{N} = 2$ $SU(N)$ superconformal point. The first column lists the flow eigenvectors in the notation of (5.2), while the second column lists the eigenvalues (corrections to the classical dimensions of the corresponding operators). The first two lines assert that the mass operators, which preserve SUSY, receive no anomalous dimensions. The third line of the table lists the positive anomalous dimension of the superconformal primary $(\text{Tr}(\bar{\phi} \phi))^2$. The fifth and sixth lines assert that the descendants of this operator share the same anomalous dimensions. The fourth line lists the positive anomalous dimension of the primary operator $(\text{Tr}(\bar{\phi} \phi))^3$. The seventh line of the table lists the positive anomalous dimension of a superconformal primary which is built out of linear combinations of products of descendants of $\text{Tr}(\bar{\phi} \phi)$.

of the four large $N$ marginal operators are determined by those of $O$ plus two additional independent anomalous dimensions. Explicit calculation at weak coupling (to order $\lambda^2$) reveals that all these three independent anomalous dimensions are positive (see Table 1 for a listing of the leading weak coupling results quoted from [56]).

At weak gauge coupling it follows that all the large $N$ marginal operators are in fact irrelevant, and the $\mathcal{N} = 2$ fixed point has three relevant deformations. Although it will not be very important for the rest of this paper, there is no reason to believe that this qualitative pattern does not persist at all values of the level and the rank.

It follows that at any finite $N$ the Lagrangian (5.1) really defines a quantum field theory only upon setting

$$y_4'' = 0, \quad x_4 = x_6 = y_4' = 1.$$  \hfill (5.4)

As the anomalous dimensions that reveal this fact are all of order $\frac{1}{N}$, however, calculations performed in the strict large $N$ limit are well-defined for all values of these four parameters. Below we will present results for the free energy of these
theories in the strict large $N$ limit for arbitrary values of these parameters simply because we can, and then insert (5.4) into our final results.

5.3 The partition function along general large $N$ RG flows

At leading order in the large $N$ limit the operators parameterized by $x_6$, $x_4$, $y'_4$ and $y''_4$ are all exactly marginal, and there exists a 6 parameter set of RG flows (corresponding to a seven parameter set of quantum field theories) emanating out of the $\mathcal{N} = 2$ supersymmetric fixed point. This seven parameter set of theories was listed in (5.1). Note that the generic theory in this 7 parameter space is not supersymmetric. Several quantities in these theories can be computed in the large $N$ limit as we now review.

The simplest physical quantities one can compute from this Lagrangian are the pole masses of the boson and the fermion. One can demonstrate (see [15] for details) that the zero temperature bosonic/fermionic propagators have poles at $p^2 + c_{B,0}^2 = 0$ and $p^2 + c_{F,0}^2 = 0$, respectively, where $c_{B,0}$ and $c_{F,0}$ obey the following equations:

$$c_{B,0}^2 = \lambda^2 (1 + 3x_6) \frac{c_{B,0}^2}{4} - 2\lambda b_4 |c_{B,0}| + x_4 \frac{\lambda(-\lambda + 2 \text{sgn}(X_0))}{(\lambda - \text{sgn}(X_0))^2} (-m_F + x_4 \lambda |c_{B,0}|)^2 + m_{B}^2,$$

(5.5)

$$c_{F,0}^2 = \left(\frac{m_F - x_4 |c_{B,0}| \lambda}{-\lambda + \text{sgn}(X_0)}\right)^2,$$

(5.6)

where

$$X_0 = \lambda (c_{F,0} - x_4 c_{B,0}) + m_F.$$  

(5.7)

Following the discussion of subsection 2.3 one can also compute the finite temperature sphere partition function of these theories. The relevant gap equations for the theory of this subsection turn out to be

$$c_F^2 = (2\lambda(C - x_4 S) + \hat{m}_F)^2,$$

(5.8)

$$c_B^2 = \lambda^2 (1 + 3x_6) S^2 - 4\lambda \hat{b}_4 S + 4x_4 (\lambda^2 C^2 - 2x_4 \lambda^2 SC + \hat{m}_F \lambda C) + \hat{m}_B^2,$$

(5.9)

(see (2.68) for definitions of $C$ and $S$). These gap equations were demonstrated in [15] to enjoy a self duality under the transformations

$$N' = |\kappa| - N, \quad \kappa' = -\kappa, \quad x_4' = \frac{1}{x_4}, \quad m_F' = -\frac{m_F}{x_4}, \quad \lambda' = \lambda - \text{sgn}(\lambda),$$

$$x_6' = 1 + \frac{1 - x_6}{x_4^2}, \quad b_4' = -\frac{1}{x_4^2} (b_4 + \frac{3}{4} \frac{1 - x_6}{x_4} m_F),$$

$$m_B'^2 = -\frac{1}{x_4^2} m_B^2 + \frac{3}{4} \frac{1 - x_6}{x_4^2} m_F^2 + \frac{2}{x_4^2} b_4 m_F.$$  

(5.10)
More concretely the gap equations transform back to themselves, provided we also make the identifications
\[ c'_B = c_F, \quad c'_F = c_B, \]
\[ \lambda' S' = -\frac{\text{sgn}(\lambda)}{2} |c_F| + \lambda C, \]
\[ \lambda' C' = -\frac{\text{sgn}(\lambda)}{2} |c_B| + \lambda S \]  \hspace{1cm} (5.11)
(see subsection 2.3 for more discussion).

The first line in (5.11) reflects the fact that bosons and fermions are interchanged under the conjectured self duality of these deformed \( \mathcal{N} = 2 \) theories. Note that the \( \mathcal{N} = 2 \) theories (5.3) map to themselves by (5.10), which agrees with the known \( \mathcal{N} = 2 \) dualities [11]. In particular, the restriction to the renormalizable manifold (5.4) is preserved by the duality map (5.10).

5.4 Flows to purely bosonic or fermionic theories

The authors of [15] demonstrated that under a one parameter fine-tuning, the gap equations (5.8) and (5.9) of the typical RG flow away from the \( \mathcal{N} = 2 \) fixed point reduce in the low-energy limit to the gap equation for the critical boson and regular fermion theories, respectively, providing strong evidence for such RG flows at large \( N \). RG flows from the theories (5.1) are parameterized by the ratios of \( m_B, m_F \) and \( b_4 \) (which all have the same dimension in the large \( N \) limit), so we have two parameters to play around with, which we will denote by \( a_0 = m_B^2/m_F^2 \) and \( g_0 = b_4/m_F \). The one parameter fine-tuning was needed because each of these IR theories has a single relevant deformation.

In the rest of this section we will demonstrate that the gap equations (5.8) and (5.9) of the generic RG flow away from the \( \mathcal{N} = 2 \) fixed point also reduce at low energies to the gap equation for the regular boson and critical fermion theories, respectively, after a two parameter fine-tuning (namely, choosing specific values for \( a_0 \) and \( g_0 \)). We need a two parameter fine-tuning because these IR theories each have two relevant deformations. As discussed in great detail above, the IR theories in the strict large \( N \) limit each also possess a marginal operator parameterized by \( x_6 \). The two parameter fine tuned large \( N \) flows end up in the IR theories at values of \( x_6 \) that depend on the 4 (large \( N \)) marginal parameters of the starting UV theory. If, on the other hand, we start our flow in the UV at the SUSY theory (5.4) (as we appear to be forced to do, if we want flows that extend all the way to the UV and make sense at any finite \( N \) no matter how large) all these 4 ‘marginal’ parameters are fixed. We have no extra parameters to tune, so that we end up in the IR at a specific value \( x_6 \) that depends on \( \lambda \) (see below).
Let us repeat the bose-fermi gap equations (5.8) and (5.9) for convenience:

\[
\begin{align*}
  c_F^2 &= (2\lambda(C - x_4S) + \hat{m}_F)^2, \\
  c_B^2 &= \lambda^2(1 + 3x_6)S^2 - 4\lambda b_4S + 4x_4(\lambda^2C^2 - 2x_4\lambda^2SC + \hat{m}_F\lambda C) + \hat{m}_B^2.
\end{align*}
\]

(5.12)

We will be interested in flows in which one of \( c_B \) or \( c_F \) is held fixed, with the other one taken to infinity. In taking the large \( c_B \) or \( c_F \) limit it is useful to note that

\[
C \to \frac{|c_F|}{2} \quad \text{in the limit} \quad c_F \to \infty,
\]

\[
S \to \frac{|c_B|}{2} \quad \text{in the limit} \quad c_B \to \infty.
\]

(5.13)

5.5 Fermionic scaling limits

In order to analyze the end-points of the RG flows from the theories (5.1) we want to take some or all of \( m_F, m_B \) and \( b_4 \) to infinity with fixed ratios. We begin by analyzing fermionic scaling limits, in which we end up in the IR in a fermionic theory, namely with a finite value of \( c_F \) and an infinite value of \( c_B \).

Let us begin by considering a flow ending up at a fine-tuned fermionic fixed point with \( c_{F,0} = 0 \). Using (5.6), obtaining \( c_{F,0} = 0 \) is the same as obtaining \( |c_{B,0}| = m_F/x_4\lambda \), and plugging this into (5.5) gives us a relation between the parameters \( m_B^2, b_4 \) and \( m_F \). Equivalently, we can use (5.6) to determine \( |c_{B,0}| \) in terms of \( |c_{F,0}| \) (and other parameters). Plugging this expression into (5.5), we obtain a quadratic equation for \( |c_{F,0}| \) which can be cast into the schematic form

\[
(|c_{F,0}| - f_1(a_0, g_0, x_4, x_6, \lambda))(|c_{F,0}| - f_2(a_0, g_0, x_4, x_6, \lambda)) = 0,
\]

(5.14)

where we have defined

\[
a_0 \equiv \frac{m_B^2}{m_F^2}, \quad g_0 \equiv \frac{b_4}{m_F}.
\]

(5.15)

It is easy to check that \( |c_{F,0}| = 0 \) is a solution to (5.14) (i.e. that either \( f_1 \) or \( f_2 \) vanish) if and only if

\[
a_0 = \frac{\lambda^2(8g_0x_4 - 3x_6 - 1) + 4}{4\lambda^2x_4^2}.
\]

(5.16)

This is the same fine-tuning that was performed in [15]. Specializing to the case (5.4) in which the theory is supersymmetric in the UV, (5.16) simplifies to

\[
a_0 = 2g_0 - 1 + \frac{1}{\lambda^2}.
\]

(5.17)

It is easy to check that for generic values of \( g_0 \), \( c_{B,0} \) diverges as \( m_F \to \infty \). So for such generic values we expect to land in the RF theory, and we expect (and will soon check) that a small deviation in \( a_0 \) away from (5.16) (of order \( 1/m_F \)) will generate a finite mass deformation of the RF theory. However, there may be a special fine-tuned
value of \( g_0 \) for which we end up in the CF theory. If this turns out to be the case, then near this value small deviations of \( a_0 \) and \( g_0 \) (of order \( 1/m_F \)) will correspond to turning on the two relevant deformations of the CF theory (\( \sigma \) and \( \sigma^2 \) in the language of the previous sections). In particular, one combination of these deformations - the one that turns on \( \sigma^2 \) but not \( \sigma \) - should leave \( c_{F,0} = 0 \). This can only happen if (5.14) has a double zero at the special tuned values of \( a_0 \) and \( g_0 \), i.e. if \( f_1 \) and \( f_2 \) in (5.14) both vanish. In that case the deformation that preserves (5.16) could leave, say, \( f_1 \) while changing \( f_2 \) (this is the \( \sigma^2 \) deformation). It is straightforward to check that (5.14) has a double zero when

\[
g_0 = -\frac{1}{x_4 \lambda^2} + \frac{1 + 3x_6}{4x_4}, \quad a_0 = \frac{g_0}{x_4}. \tag{5.18}
\]

In the case that the theory is SUSY in the UV (5.4) the values are

\[
a_0 = g_0 = 1 - \frac{1}{\lambda^2}. \tag{5.19}
\]

Thus, for these specially tuned values it is plausible that the RG flow ends up in the IR at the CF theory rather than the RF theory.

We will now test this guess by demonstrating that in the limits above (and small deviations thereof), the thermodynamic expressions reduce to those of the (deformed) RF and CF theories. In order to show this, let us parameterize the small deviations from (5.16) by taking

\[
m_F \to \infty, \quad m_F^2 = a_1 m_F^2 + a_2 m_F + a_3, \quad b_4 = g_1 m_F + g_2, \tag{5.20}
\]

where

\[
a_1 = \frac{\lambda^2 (8g_1 x_4 - 3x_6 - 1) + 4}{4\lambda^2 x_4^2}, \quad a_2 = \frac{2g_2}{x_4} - \frac{m_F^{\text{reg}}}{2\lambda^2 x_4^2} \left( \frac{\lambda^2 (4g_1 x_4 - 3x_6 - 1) + 4}{2\lambda^2 x_4^2} \right), \quad a_3 = (m_F^{\text{reg}})^2 \left( \frac{\lambda (\lambda - 2\text{sgn}(m_F^{\text{reg}}))}{\text{sgn}(m_F^{\text{reg}}) - \lambda} + \frac{4}{4x_4} - 3x_6 - 1 \right) \left( \frac{\lambda}{x_4} \right)^2 \frac{2g_2 m_F^{\text{reg}}}{x_4^2}. \tag{5.21}
\]

This reproduces (5.16) for infinite \( m_F \) (where \( a_0 \to a_1, g_0 \to g_1 \)), but now we include also small deviations of \( a_0 \) and \( g_0 \). As we take \( m_F \to \infty \) we keep fixed (in addition to \( x_4, x_6 \) and \( g_1 \)) also the two parameters of dimension mass, \( g_2 \) and \( m_F^{\text{reg}} \).

Let us analyze the thermodynamics and the gap equations in the limit (5.20). We will soon see that, in the limit under consideration, \( c_B \to \infty \). Consequently, we can use the second of (5.13) to simplify the gap equations (5.12). We find that the second of (5.12) is obeyed at order \( \mathcal{O}(m_F^2) \) provided we choose

\[
c_B = \frac{\tilde{m}_F}{x_4 \lambda} + \delta c_B, \tag{5.22}
\]
where $\delta c_B$ is of order $m_F^0$ (recall that $\hat{m}_F$ is $m_F$ measured in units of the temperature). Plugging (5.22) into the second of (5.12), we find that the term in this equation of order $O(m_F)$ is proportional to

$$
\left( g_1 + \frac{3}{4} x_4^2 x_6^F \right) \left( \delta c_B + \frac{\hat{m}_{\text{reg}}_F}{x_4 \lambda} \right),
$$

(5.23)

where

$$
x_6^F \equiv \frac{4}{3 x_4^3 \lambda F} - \frac{1 + 3 x_6}{3 x_4^2}.
$$

(5.24)

Now we see that we have two options; either the expression in the first parenthesis in (5.23) or the second one should vanish. Above we identified the first case as the CF flow (5.18), so let us start with the second case,

$$
g_1 \neq -\frac{3}{4} x_4^2 x_6^F,
$$

(5.25)

which we expect to lead to the RF theory; we must then have

$$
\delta c_B = -\frac{\hat{m}_{\text{reg}}_F}{x_4 \lambda},
$$

(5.26)

or

$$
c_B = \frac{\hat{m}_F - \hat{m}_{\text{reg}}_F}{x_4 \lambda} + O\left( \frac{1}{\hat{m}_F} \right).
$$

(5.27)

Plugging (5.27) into the second of (5.12) we find that the terms involving $\hat{m}_F$ in that equation all cancel (indeed the scalings (5.20), (5.21) were chosen to ensure precisely this cancellation) and the first of (5.12) turns into

$$
C = \frac{\text{sgn}(\lambda) |c_F| - \hat{m}_{\text{reg}}_F}{2 \lambda} + O\left( \frac{1}{\hat{m}_F} \right).
$$

(5.28)

(5.28) is the same as (2.67), establishing that in the scaling limit (5.20) with (5.25), the thermodynamics of the deformed theory (5.1) reduces to (a finite deformation of) the regular fermion theory. Recall that the pole mass of the regular fermion theory, $c_{F,0}$, is related to $\hat{m}_{\text{reg}}_F$ by the equation

$$
|c_{F,0}| = \frac{\hat{m}_{\text{reg}}_F}{\text{sgn}(\hat{m}_{\text{reg}}_F) - \lambda}.
$$

(5.29)

5.5.1 Critical fermionic limit

Next, let us check what happens when $g_1$ is tuned to take the special value

$$
g_1 = -\frac{3}{4} x_4^2 x_6^F,
$$

(5.30)

which we expect to lead to (a finite deformation of) the CF theory.
In studying this particular case we find it convenient to reexpress the parameter $g_2$ of the previous subsubsection in terms of another parameter $y_4$ defined by

\[ g_2 = -x_4^2 y_4 \]  

(note that $g_2$ and $y_4$ both have the dimension of mass). We also find it useful to reexpress the parameter $m_{F_2}^{\text{reg}}$ of the previous subsubsection in terms of yet another parameter $y_2$ (also with the dimension of a mass), defined by

\[ a_3 = -x_4 y_2^2. \]  

With these choices and definitions we have

\[ a_1 = -\frac{3}{4} x_4 x_6^F, \quad a_2 = -2 x_4 y_4. \]  

As above we define the order unity quantity $\delta c_B$ by (5.22), and determine it by requiring that the second of (5.12) be obeyed at subleading order. As above, the leading term in (5.22) ensures that the second of (5.12) is obeyed to order $m_F^2$. It follows from (5.23) that, at our special value of $g_1$, this equation is also automatically obeyed at order $m_F$ for any choice of $\delta c_B$. In order to determine $\delta c_B$ we then require that the equation be obeyed at order unity. Let

\[ c_B = \frac{1}{x_4 \hat{\lambda}} \tilde{m}_F - \frac{\hat{\sigma}_F}{x_4 \hat{\lambda}}, \]  

where the order unity quantity $\hat{\sigma}_F$ is a rescaled version of $\delta c_B$. It may be shown that the second of (5.12) is obeyed at order unity provided

\[ 0 = \frac{3}{4} \hat{\sigma}_F^2 x_6^F - 4\hat{\sigma}_F \lambda \hat{\gamma} + 2\hat{\sigma}_F \hat{\gamma}_4 - 4\lambda^2 \hat{\gamma}_4^2 + \hat{\gamma}_2^2. \]  

Using (5.34) and (5.35), the fermionic gap equation then reduces to

\[ c_F^2 = (2\lambda \hat{\gamma} + \hat{\sigma}_F)^2. \]  

(5.36) and (5.35) match perfectly with (3.84) and (3.86), respectively, if we identify $\hat{\gamma}_4$ and $\hat{\gamma}_2$ with the two relevant deformations of the CF theory, and we identify $x_6^F$ of that theory with $x_6^F$ defined by (5.24). It follows that the flow defined in this section yields the critical fermion theory with these parameters.

In particular, deforming away from the CF point along the line (5.16) corresponds to turning on the $y_4$ deformation, that for one sign induces a flow towards the RF theory. However, as discussed in section 4, for the other sign we expect that this flow will lead to a situation where for every $y_2$ we have a gapped theory (perhaps with a first order phase transition) or no vacuum at all, rather than a second order phase transition, so we do not expect any fixed points for these values of $y_4$ (see the phase
diagrams sketched in Figs 7, Figure 8 and Figure 9). The coefficient of the \( \zeta^2 \) term that we add to the CF Euclidean action in (3.79) is proportional to \((-y_4 \lambda)\), and we expect that when this is large and positive we will reach the RF point. This means that \( g_2 \text{sgn}(\lambda) \) should be above some upper bound, which means that our change in \( g_0 \approx g_1 + g_2/m_F \) should have the same sign as that of \( \lambda m_F \). Translating back to our original variables, we conclude that the RG flow should only reach the RF theory when

\[
\text{sgn}(\lambda m_F) g_0 > \text{sgn}(\lambda m_F) \left[ -\frac{1}{x_4^2} + \frac{1 + 3x_6}{4x_4} \right]
\]

and \( a_0 \) is given by (5.16), namely along a half-infinite-line in the \((a_0, g_0)\) plane. In the SUSY case this becomes

\[
\text{sgn}(\lambda m_F) g_0 > \text{sgn}(\lambda m_F) \left[ 1 - \frac{1}{\lambda^2} \right], \quad a_0 = 2g_0 - 1 + \frac{1}{\lambda^2}.
\]

(5.37) (5.38)

Let us now focus on the special case \( y_2 = y_4 = 0 \). In this limit (5.33) defines an RG flow that ends up precisely on the line of critical fermion theories. Restricting attention to RG flows that originate on the renormalizable (SUSY at high energies) manifold (5.4), it follows from (5.24) that we land on this line of theories at

\[
x_6^F = \frac{4}{3} \left( \frac{1}{\lambda^2} - 1 \right).
\]

(5.39)

At small values of \( \lambda \), the value of \( x_6^F \) listed in (5.39) lies far outside the domain of attraction (3.77) of the stable fixed point of the RG flow, so in this case, at large \( N \), the RG flow of this section does not reach this stable fixed point. For other values of \( x_4 \) and \( x_6 \) we end up at other values of \( x_6^F \) in the IR, including values within this domain of attraction, but this observation appears to be of limited significance for reasons discussed above.

5.6 Bosonic scaling Limits

Let us now repeat the analysis of the previous section for bosonic scaling limits, in which we want to end up at a finite value of \( c_B \) but an infinite value of \( c_F \). We begin by considering a flow that should land precisely on a bosonic critical point with \( c_{B,0} = 0 \). Using (5.5) this gives a simple relation between \( m_B \) and \( m_F \), such that

\[
a_0 = x_4 - \frac{x_4}{(\text{sgn}(m_F) - \lambda)^2},
\]

while \( g_0 \) can take any value. This is the same as the bosonic flow discussed in [15].

As in the discussion above, we expect generic values of \( g_0 \) to end up in the CB theory, but there may be a special value where we end up in the RB theory, and for this value we expect \( c_{B,0} = 0 \) to be a double root of (5.5). Requiring that the linear
term in this equation vanish gives us the extra condition

\[ g_0 = x_4^2 \left( 1 - \frac{1}{(\text{sgn}(m_F) - \lambda)^2} \right), \quad (5.41) \]

with \( a_0 \) still given by (5.40); note that again we find \( g_0 = x_4 a_0 \), just like in the CF flow.

Let us again check these expectations by matching the thermodynamics of the limit theories to that of the CB and RB theories. We now choose to parameterize the small deviations from the flows mentioned above by (using the same notations as in (5.20))

\[
\begin{align*}
  a_1 &= x_4 - \frac{x_4}{(\text{sgn}(m_F) - \lambda)^2}, \\
  a_2 &= 2m_B^{\text{crit}} \lambda \left( x_4^2 \left( \frac{1}{(\text{sgn}(m_F) - \lambda)^2} - 1 \right) + g_1 \right), \\
  a_3 &= \frac{1}{4} \left( m_B^{\text{crit}} \right)^2 \left( \lambda^2 x_4^2 \left( 4 - \frac{4}{(\text{sgn}(m_F) - \lambda)^2} \right) - (3x_6 + 1)\lambda^2 + 4 \right) + 2m_B^{\text{crit}} g_2 \lambda.
\end{align*}
\]

(5.42)

We then take the limit \( m_F \to \infty \) with the dimensionless parameters \( x_4 \) and \( x_6 \) together with \( g_1, g_2 \) and \( m_B^{\text{crit}} \) held fixed. In this limit, as we will see below, \( c_F \to \infty \). Consequently we can use the first of (5.13) to simplify the gap equations (5.12). To leading order in \( m_F \) we find

\[ c_F = \frac{\hat{m}_F}{\text{sgn}(m_F) - \lambda} + O(1). \quad (5.43) \]

When we plug (5.43) into the first of (5.12) we find that all terms at leading order (order \( m_F^2 \)) in this equation cancel, while the equation is not satisfied at first subleading order (order \( m_F \)). We find it convenient to parameterize the \( O(1) \) correction to the solution (5.43) by the order unity quantity \( \delta c_F \) defined by

\[ c_F = \frac{\hat{m}_F - \delta c_F x_4 \lambda}{\text{sgn}(m_F) - \lambda}. \quad (5.44) \]

When we plug (5.44) into the first of (5.12), collect all terms of order \( m_F \), and equate their sum to zero, we find the equation

\[ S = \frac{\delta c_F}{2}. \quad (5.45) \]

Now using (5.42) and (5.45), the second equation of (5.12) is automatically solved at leading order (order \( m_F^2 \)) but is nontrivial at first subleading order (order \( m_F \)). At this order the equation takes the form

\[ \left( g_1 - x_4^2 \left( 1 - \frac{1}{(\text{sgn}(m_F) - \lambda)^2} \right) \right) \left( 2S - \hat{m}_B^{\text{crit}} \right) = 0. \quad (5.46) \]
Let us begin by looking at the solutions to (5.46) with
\[ g_1 \neq x_4^2 \left( 1 - \frac{1}{\text{sgn}(m_F) - \lambda} \right), \tag{5.47} \]
which we expect to flow to the CB theory. In this case we find
\[ S = \frac{\hat{m}^{\text{cri}}_B}{2} + \mathcal{O} \left( \frac{1}{\hat{m}_F} \right), \tag{5.48} \]
which agrees with (2.66), establishing that the general theory reduces, in the scaling limit of the present subsubsection, to the critical boson theory with mass parameter \( \hat{m}^{\text{cri}}_B \).

### 5.6.1 Regular bosonic scaling limit

Let us now study the special case
\[ g_1 = x_4^2 \left( 1 - \frac{1}{\text{sgn}(m_F) - \lambda} \right), \tag{5.49} \]
which as discussed above we expect to flow to the RB theory. We find it convenient to rename the parameter \( g_2 \) (with the dimensions of mass) as
\[ g_2 = b_4. \tag{5.50} \]
We will also trade the fixed mass \( m^{\text{cri}}_B \) used in above for another fixed mass \( \hat{m}_B \) defined by
\[ a_3 = \hat{m}^2_B. \tag{5.51} \]
With these choices we have
\[ a_1 = x_4 \left( 1 - \frac{1}{\text{sgn}(m_F) - \lambda} \right), \quad a_2 = 0, \tag{5.52} \]
Once again we insert the expansion (5.44) into the fermionic gap equation and find (5.45), so that
\[ c_F = \frac{\hat{m}_F}{\text{sgn}(m_F) - \lambda} - 2S \frac{x_4 \lambda_B}{\text{sgn}(m_F) - \lambda}. \tag{5.53} \]
As explained above, once we plug (5.53) into the bosonic gap equation (the second of (5.12)) at the special value of \( g_1 \) (5.49), we find that this equation is automatically satisfied both at leading order (order \( m^2_F \)) and at first subleading order (order \( m_F \)). The equation is first nontrivial at order unity, and yields
\[ c^2_B = (4 + 3x_6^B)\lambda^2 S^2 - 4\lambda b_4 S + \hat{m}^2_B, \tag{5.54} \]
with
\[ x_6^B = (x_6 - 1) - \frac{4}{3} x_4 \left( 1 - \frac{1}{\text{sgn}(m_F) - \lambda} \right). \tag{5.55} \]
Note that (5.55) agrees perfectly with (3.81), if we identify the parameters of this subsection with those describing the RB theory, establishing that the scaling limit of the theory (5.1) considered in this subsubsection is simply the regular boson theory described in previous sections.

As in our discussion of the previous subsection, deformations away from the RB point by the parameter \( b_4 \) should change \( g_0 \) while preserving (5.40), and by looking at the RB action we expect a non-trivial CB fixed point to arise when \((b_4 \lambda)\) is large and positive (this is justified by the analysis of section 4). Mapping this to the change in the sign of \( g_0 \) using (5.50), we expect a flow to the CB theory when

\[
\text{sgn}(m_F \lambda) g_0 > \text{sgn}(m_F \lambda) x_4^2 \left( 1 - \frac{1}{(\text{sgn}(m_F) - \lambda)^2} \right). \tag{5.56}
\]

For other values of \( g_0 \) we do not expect to land at any critical point. As expected (naively) given (5.1), we find using \( g_0 = b_4 / m_F \) that in the regime where \((b_4 \lambda)\) of our deformation is large and positive we end up at a non-critical fixed point, while when it is large and negative we do not.

When our RG flows start on the renormalizable (SUSY) manifold (5.4), (5.55) simplifies to

\[
x_6^B = -\frac{4}{3} \left( 1 - \frac{1}{(1 - |\lambda|)^2} \right) = -\frac{8|\lambda|}{3} + \mathcal{O}(\lambda^2). \tag{5.57}
\]

In particular, setting \( b_4 = m_B^2 = 0 \), we have a flow from the renormalizable submanifold of (5.1) to the point on the regular boson manifold of theories with \( x_6^B \) listed in (5.57). Notice that this flow at small \( \lambda \) lands well within the domain of attraction of the stable fixed point (3.61). It follows that the subsequent RG flow of the regular boson theory, which occurs over an RG flow time of order \( N \), lands up in the stable fixed point of the finite \( N \) regular boson theory at small \( \lambda_B \). Once again, for infinite \( N \) we can make other choices of \( x_4 \) and \( x_6 \) giving different values of \( x_6^B \), but such flows are not UV-complete at finite values of \( N \).

### 5.7 Duality of the scaling limits

We can use (5.10) to show that the duality of the boson+fermion theories (5.1) maps a flow labeled by \((a_0, g_0)\) at some coupling \( \lambda \), to a flow labeled by

\[
a'_0 = -x_4 a_0 + \frac{3(1 - x_6)}{x_4} + 2g_0, \quad g'_0 = \frac{g_0}{x_4} + \frac{3(1 - x_6)}{4x_4^2} \tag{5.58}
\]

in the theory with coupling \( \lambda' = \lambda - \text{sgn}(\lambda) \), with \( x_4 \) and \( x_6 \) of the two sides related as in (5.10). In particular, the deformation away from the SUSY theory labeled by \((a_0, g_0)\) at some coupling \( \lambda \) maps in the dual theory to a deformation by \((2g_0 - a_0, g_0)\).

As expected, this mapping takes the general fermionic scaling limit (5.16) to the general bosonic scaling limit (5.40). Moreover, it also maps the flow (5.18) to the CF.
point to the flow (5.41) to the RB point, and, moreover, it maps the second-order-
phase-transition range (5.37) of the fermionic flow to the analogous range (5.56) in
the bosonic flow. Thus, starting from the general duality of (5.1), and in particular
the SUSY duality, and following our flows, leads to a duality between the RF and
CB points as shown in [15], and also to a duality between the CF and RB points. At
infinite $N$ our computation derives this, and we will discuss the finite $N$ situation in
the next subsection.

Comparing in more detail the flows that end up slightly away from the RF/CB
points, we find that in addition to relating $g'_1$ and $g_1$ by (5.58), we should also take
$g'_2 = -g_2/x_4^2$, and then we obtain $-\lambda_B m_B^{\text{cri}} = m_F^{\text{reg}}$ as expected from the RF/CB
duality (2.61).

Similarly, if we follow the flows that go close to the CF/RB points, we find that
the duality mapping of their parameters leading to a mapping taking

$$y_1 = b_4, \quad y_2^2 = \tilde{m}_B^2,$$

(5.59)
in perfect agreement with (3.92).

5.8 The end-points of RG flows

Starting from the SUSY theory, the RG flows (5.17) and (5.40) lead to ‘phases’ which
are governed by the RF and CB theories, respectively. This point was noted in [15],
where it was also noticed that the lines (5.17) and (5.40) cross each other. At this
crossing point the authors of [15] proposed (see section 3.3 of that paper) that the
dynamics is that of a critical boson and a regular fermion interacting with each other.
We believe that this conclusion is incorrect; the analysis of section 3.3 of [15] ignored
a subtlety that we now explain.

As we have analyzed in great detail above, in certain ranges of parameters the CB
theory (and so the RF theory and the supersymmetric theory) has multiple solutions
to the gap equation. The RF fixed point is the dominant fixed point along the line
(5.17) when the inequality (5.38) is obeyed (when the inequality is saturated we find
the CF theory with $x_6^F$ given by (5.24)). Similarly the CB theory is the dominant
solution to the gap equation along the curve (5.40) only when the inequality (5.56)
is obeyed (when the inequality is saturated we find the RB theory with $x_6^B$ given
by (5.55)). In other words we actually have RF and CB dynamics along rays (semi-
infinite lines) rather than infinite lines in the $(g_0, a_0)$ plane. In Figure 12 we have
sketched the half lines (5.17) subject to the inequality (5.38), and (5.40) subject to
the inequality (5.56), in the special case $\text{sgn}(m_F)\lambda = \frac{1}{4}$. As is apparent from the
figure, the two half lines do not, in fact, meet.

This conclusion holds at generic values of $\lambda$. It turns out that the intersection
of the lines (5.16) and (5.40) happens at a value of $g_0$ that is exactly half of the sum
of the critical $g_0$ (5.18) for the CF flow and the critical $g_0$ (5.41) for the RB flow. It
follows that unless these two critical values are equal to each other, we are always above one of them and below the other, such that exactly one of the inequalities (5.37) and (5.56) is not satisfied. So we never end up at a RF+CB point. This does not mean that such a point, that was recently analyzed in [57, 58], does not exist, but just that it does not arise as the end-point of an RG flow from our boson+fermion theories (5.1); it can perhaps arise from more general flows in which we have more independent fine-tunings of the deformations away from such a fixed point. There is a special choice of the parameters for which the two critical values of \( g_0 \) are equal to each other, so that we do have a flow that ends at a CF+RB point; this happens when

\[
\frac{1}{4} (3x_6 + 1) = \frac{1}{\lambda^2} + x_4^3 \left[ 1 - \frac{1}{\text{sgn}(\lambda) - \lambda^2} \right].
\]  

(5.60)

In the supersymmetric case \( x_4 = x_6 = 1 \) this happens for \( \lambda = \pm \frac{1}{2} \).

At finite \( N \) several things change. For large but finite values of \( N \), one change is that the only UV-complete flow starts from the SUSY theory with \( x_4 = x_6 = 1 \); but in practice we can also consider other values of \( x_4 \) and \( x_6 \), treating them as effective field theories that have some UV completion at higher energies (recall that the beta functions of \( x_4 \) and \( x_6 \) vanish at large \( N \), so these effective actions can be valid over
a large range of energies). Near the IR we should have a small shift in the position of the RF and CB lines, but they should still exist, and end at some point. The big difference is that now this point looks approximately like a CF/RB theory with some value of $x_6$, and this value now starts slowly running. This flow may approach a non-trivial CF/RB fixed point, or it make take $x_6$ to infinity. We expect to have some range of values of $\lambda$ for which we flow to a CF/RB point, assuming that it exists, while for other values we do not flow to this point (but it may still exist). For $x_4 = x_6 = 1$ we drew in figure 10 the position of the end-point of the ‘fast flow’ at large $N$, which sometimes flows to a stable CF/RB point and sometimes does not.

At smaller values of $N$, the flow could change more dramatically. It is possible that one of the three relevant operators that we deform by could become irrelevant, and then we would only have a one-parameter set of flows, that can perhaps be fine-tuned to land at an RF/CB fixed point, but not at a CF/RB point. Conversely, it is also possible that more operators become relevant, but this would not change the number of required fine-tunings. We do not know for which range of values of $N$ and $k$ the RF/CB point exists; it is possible that for some values there is no second order phase transition at all. When this fixed point exists we do expect to have a flow from the SUSY theory to it as in large $N$, and then the flow line has to end as in the figure above. But as we discussed, it is not obvious that this end-point is a new fixed point, and it could also be a RF/CB point.

6 Discussion and future directions

The three main results of this paper are the computation of the large $N_B$ beta function for the parameter $x_6$ of quasi-bosonic theories, the elaboration of the zero temperature phase structure of these theories, and the study of flows from SUSY theories to quasi-bosonic theories. We begin this discussion section by considering each of these topics in turn.

Our final result for the beta function of RB theories, at leading nontrivial order in $\frac{1}{N_B}$, is presented in (3.2) and (3.5). Unfortunately this result is not completely explicit. We have demonstrated that the beta function is a cubic polynomial in $x_6$ and have computed two of the four coefficients of this polynomial at all orders in $\lambda_B$. However the remaining coefficients of this polynomial are known only in terms of three functions of $\lambda_B$ that characterize aspects of correlation functions of $\hat{J}_0$ in the critical boson theory; the corresponding functions are only known explicitly at small $\lambda_B$ or small $\lambda_F$, but are not explicitly known at arbitrary $\lambda_B$. It would be very satisfying to complete the computation initiated in this paper by explicitly determining these three unknown functions.

---

48 As we discussed in section 4.3, this may perhaps be interpreted as an RF/CB point.
One of the functions that we need in order to complete the evaluation of our \(\beta\) function is the quantity \(g(5,0)\) defined in (2.48). This coefficient characterizes a particular kinematical limit of the 5-point function of scalar operators in the CB theory at leading order in the large \(N_B\) limit. We suspect that the evaluation of this coefficient at all values of \(\lambda_B\) may not prove too difficult a task (see [43] for recent progress). The remaining two coefficients that we need deal with \(1/N_B\) corrections to correlators. The first of these quantities is the anomalous dimension of \(\tilde{J}_0\) at first order in the \(1/N_B\) expansion (see (2.6)). The second of these is the quantity \(r_B\) that governs the splitting of the three point function of three \(\tilde{J}_0\) operators into a contact piece and a power law piece (see (2.15)). As both of these quantities refer to subleading orders in the \(1/N_B\) expansion they may not be easy to compute by direct diagrammatic evaluation. Other approaches, such as the conformal bootstrap, may prove to be better for the evaluation of these quantities (see [50, 51] for some recent progress on the bootstrap approach).

The deformed supersymmetric theory that we have studied in section 5 has a rich phase structure as a function of two dimensionless parameters (dimensionless ratios of the coefficients of the three relevant operators of the theory). While we have already analyzed several aspects of the phase structure of this theory in Section 5, it would be useful to complete this analysis in a completely systematic manner. The end point of such an analysis would be a detailed phase diagram of the theory along the lines of our analysis of the phase diagram of the RB theory section 4. In order to accomplish this we would need to generalize the free energy computation of [15] to include Higgsed phases, along the lines of the recent computation [54].

The CB and RF theories are believed to be dual to Vasiliev theories of gravity with a specific boundary condition for the scalar field on \(AdS_4\), such that its classical dimension is \(\Delta = 2\). At finite values of \(N\) the quantum gravitational theories can be defined using the three dimensional CFTs. Our discussion suggests that we can use the RB and CF theories to define quantum gravitational theories with other boundary conditions for the bulk scalar field, in which its classical dimension is \(\Delta = 1\). In the bulk the coupling \(x_6^B\) (or \(x_6^F\) in (1.4) (or (1.5))) is a “multi-trace” coupling that defines the precise boundary condition for the bulk scalar field, and our results imply that only specific values for this coupling really lead to consistent quantum theories on \(AdS_4\). It would be nice to verify this directly by bulk computations; the bulk computation of beta functions for multi-trace couplings was discussed at the classical level in [59–62], but in our case we expect the leading contribution to arise at one-loop order in the bulk.

There are many possible generalizations of our results:

- In this paper we only discuss theories with a single matter field in the fundamental representation. However, a similar picture is believed to hold also for larger numbers \(N_f\) of matter fields, at least when these numbers are small
enough compared to $N$ and $\kappa$ [28, 46]. For $N_f > 1$ the flow diagrams are more complicated, since the RB and CF theories contain one additional relevant deformation (with a different contraction of the flavor indices), and two additional classically marginal deformations. We conjecture that there still exist fixed points leading to a duality between RB and CF theories, with one or both of the extra relevant deformations tuned to zero, but additional evidence is required to bring this conjecture to the same level as the $N_f = 1$ conjecture that we discuss here. In particular one has to compute the beta functions for all three classically marginal operators.

- In this paper we discussed the phase structure of the regular boson theories at zero temperature, and found an intricate structure, where for some parameters there is no solution to the gap equations, suggesting a runaway behaviour. It would be interesting to generalize this analysis to finite temperature, and to see if this stabilizes the cases with no stable vacuum, and how the phase structure is deformed.

- It would be interesting to generalize the flow from theory S to the bosonic and fermionic theories to $SO(N)$ gauge groups, in order to provide more evidence for the $SO(N)$ dualities [53] at finite $N$. This is more complicated than the $U(N)$ case because the supersymmetric theory has complex matter fields, while the simplest $SO(N)$ duality involves real matter fields.

- It would be interesting to study the duality between the RB and CF theories for small values of $N$, as in [28, 46], to provide evidence for or against their validity for these values. Note that for the $SU(1)$ theories the RB theory is free (at low energies), as was the case for the RF theory in [28, 46]. It would, of course, be fascinating if the theories discussed in this paper continue to be well-defined (and to enjoy invariance under duality) at small finite values of $N$. It would be even more satisfying if these small $N$ theories made an appearance in experimentally relevant condensed matter systems (which allow for two fine-tunings of parameters).

We leave all these issues for future study.
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A Constraints on the $\tilde{J}_0$ three point function from conformal invariance

As we have explained in the main text, the three point function of $\tilde{J}_0$ takes the form (2.13). In this subsection we will study the expression for $F(q_1, q_2, q_3, \epsilon)$, and in particular find the leading dependence of this quantity on $\ln(\Lambda)$ at small

$$\epsilon \equiv \frac{\delta_B(\lambda_B)}{\kappa_B},$$

(A.1)

which is the anomalous dimension of $\tilde{J}_0$ to first subleading order in $1/N_B$.

The explicit expression for $F(q_1, q_2, q_3, \epsilon)$ is given by [49] :

$$F(q_1, q_2, q_3, \epsilon) = N\Lambda^{-3\epsilon}(q_1q_2q_3)^{1/2+\epsilon}\int_0^\infty dx\sqrt{x}K_{1/2+\epsilon}(xq_1)K_{1/2+\epsilon}(xq_2)K_{1/2+\epsilon}(xq_3),$$

(A.2)

where $\Lambda$ is a UV cutoff, and $N$ is a normalization constant of order unity that we will tune for later convenience. As mentioned above, $F(q_1, q_2, q_3, \epsilon)$ is the Fourier transform of the expression

$$\Lambda^{-3\epsilon}\frac{1}{(x_1-x_2)^{2+\epsilon}(x_2-x_3)^{2+\epsilon}(x_3-x_1)^{2+\epsilon}}$$

(A.3)

up to a normalization that tends to a finite non-zero number in the limit $\epsilon \to 0$.

The integral in (A.2) is convergent for $\epsilon < 0$, and is defined for arbitrary values of $\epsilon$ by analytic continuation from these values. As the integral diverges logarithmically at $\epsilon = 0$ (the divergence comes the neighborhood of $x = 0$), the expression for $F$ has a pole at $\epsilon = 0$. Using the fact that $K_{1/2}(x) \propto e^{-x}/\sqrt{x}$ together with the small argument expansion of the Bessel function, it is easy to convince oneself that

$$F(q_1, q_2, q_3, \epsilon) = \frac{1}{\epsilon} \left( \frac{\Lambda}{q_1 + q_2 + q_3} \right)^{-3\epsilon} (1 + O(\epsilon)).$$

(A.4)
Recall that $\epsilon = \mathcal{O}\left(\frac{1}{N}\right)$. It follows that the function $\epsilon F$ admits the expansion

$$
\epsilon F = 1 - 3\epsilon \ln \left(\frac{\Lambda}{q_1 + q_2 + q_3}\right) + \mathcal{O}(\epsilon^2).
$$

(A.5)

**B  The critical boson theory at $\lambda_B = 0$**

In this Appendix we compute two, three and four point functions of the operator $\tilde{J}_0 = \sigma$ in the critical boson theory in the limit $\lambda_B \to 0$, at leading order in the large $N_B$ expansion. As a check on our results we compute the anomalous dimension of $\sigma$ to first order in the expansion in $\frac{1}{N_B}$, and recover the known result for this quantity.

In order to compute $\sigma$ correlators, we start with (2.1), and integrate out the (free) boson fields to obtain an effective action for $\sigma$. Tree graphs of this effectively classical action then generate correlators of $\sigma$ at leading order in $N_B$. Loops of the same effective action determine the anomalous dimension of $\sigma$.

**B.1  $S_{\text{eff}}(\sigma)$ and $\sigma$ Green’s functions at leading order in $\frac{1}{N}$**

In this subsection we study $S_{\text{eff}}(\sigma)$ and the Green’s functions of $\sigma$ at quadratic, cubic, quartic and pentic order. All through this appendix we work with the theory at $\lambda_B = 0$. In this subsection we focus on the leading order in an expansion in $\frac{1}{N_B}$.

In the next subsection we turn to a discussion of the first corrections in $\frac{1}{N_B}$.

At $\lambda_B = 0$ the scalar field $\phi$ is easily integrated out of (2.1) so that

$$
\int D\phi e^{-J(\partial^2 \phi + \sigma \bar{\phi})} = e^{-S_{\text{eff}}(\sigma)}
$$

$$
S_{\text{eff}}(\sigma) = \sum_{n=2}^{\infty} \frac{1}{n!} \int dp_n \tilde{S}_n(-p_i)^{\sigma(p_1) \ldots \sigma(p_n)},
$$

(B.1)

where $dp_n$ was defined in (3.9) (and includes a momentum delta function).

**B.1.1  Quadratic and cubic order**

The quadratic and cubic terms in this effective action are very easily computed. The relevant graph at quadratic order in presented in Figure 13; the relevant graph at cubic order is presented in Figure 14. Both graphs are easily evaluated and we find

$$
\tilde{S}_2(p) = -N_B \int \frac{d^3q}{(2\pi)^3} q^2 \frac{1}{(p - q)^2} = -N_B \frac{1}{8|p|},
$$

$$
\tilde{S}_3(p_1, p_2, p_3) = 2N_B \int \frac{d^3q}{(2\pi)^3} q^2 \frac{1}{(p_1 + q)^2(q - p_3)^2} = \frac{N_B}{4} \frac{1}{|p_1||p_2||p_3|}.
$$

(B.2)
Figure 13: This diagram defines $\tilde{S}_2(p)$ in (B.2).

Figure 14: This diagram defines $\tilde{S}_3(p_1, p_2, p_3)$ in (B.2).

The two and three point Green’s functions for $\sigma$ follow immediately from these results. The two point function is simply the inverse of $\tilde{S}_2(p)$ and agrees with (2.10) at $\lambda = 0$. The three point function is given by

$$\frac{\tilde{S}_3(p_1, p_2, p_3)}{\tilde{S}_2(p_1)\tilde{S}_2(p_2)\tilde{S}_2(p_3)}$$

and reduces to (2.18) upon setting $\lambda_B = 0$.

**B.1.2 The quartic term**

The quartic term in the effective action is given by

$$\tilde{S}_4(p_1, p_2, p_3, p_4) = -N_B \left( W(p_1, p_2, p_3, p_4) + W(p_1, p_2, p_4, p_3) + W(p_1, p_4, p_3, p_2) ight.$$

$$+ W(p_1, p_4, p_2, p_3) + W(p_1, p_3, p_4, p_2) + W(p_1, p_3, p_2, p_4) \right).$$

(B.4)
where (see Figure 15)

\[
W(p_1, p_2, p_3, p_4) \equiv \int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2(q + p_1)^2(q + p_1 + p_2)^2(q - p_4)^2}.
\]

(Figure 15): This diagram defines \( W(p_1, p_2, p_3, p_4) \) in (B.5).

The expression for \( \tilde{S}_4(p_1, p_2, p_3, p_4) \) can be somewhat simplified by noting that

\[
W(p_1, a, b, c) = W(p_1, c, b, a),
\]

so that

\[
\tilde{S}_4(p_1, p_2, p_3, p_4) = -2N_B \left( W(p_1, p_2, p_3, p_4) + W(p_1, p_2, p_4, p_3) + W(p_1, p_3, p_2, p_4) \right).
\]

In the rest of this subsubsection we will proceed to further simplify (B.7) in the kinematical regime of most interest to us, namely \( \tilde{S}_4(p, -p + \delta, k, -k - \delta) \) in the limit \( \delta \to 0 \) (see Figure 16). It follows from (B.7) that

\[
-\frac{1}{N_B} \tilde{S}_4(p, -p + \delta, k, -k - \delta) = 2W(p, -p + \delta, k, -k - \delta) + 2W(p, -p + \delta, -k - \delta, k) + 2W(p, k, -p + \delta, -k - \delta).
\]

The expressions on the first line of (B.8) blow up in the limit \( \delta \to 0 \), while the expression on the second line is finite in the same limit. We will first proceed to

\[\text{Footnote 49: This identity follows by making the variable change } q = -q' - p \text{ in the integral that defines } W. \text{ It simply reflects the fact that there is no preferred orientation to the graph, and the graph cares about the cyclic order of momentum insertions only up to reflections: a particular cyclic order in the clockwise direction gives the same graph as the same cyclic order in the anticlockwise direction.}\]
evaluate the expressions on the two lines separately, and then physically interpret the divergence as $\delta \to 0$ and explain how it is dealt with.

Let us first deal with the second line of (B.8). In this expression we can simply set $\delta = 0$, obtaining

$$
2 \int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2(q + p)^2(q + p + k)^2(q + k)^2}.
$$

(B.9)

This integral is still rather complicated; however it simplifies in the limit that $|k|/|p|$ is small. In this limit we can separate the integral over $q$ into two balls and the rest. The first ball $B_1$ is given by $|q| < M|k|$. The second ball $B_2$ is the region $|p + q| < M|k|$. Here $M$ is a number chosen so that

$$
1 \ll M \ll \frac{|p|}{|k|}.
$$

(B.10)

Let the contribution to the integral from points $q \in B_1$ be denoted by $C_B(p, k)$. The contribution to the integral from points $q$ in $B_2$ is then given by $C_B(-p, k) = C_B(p, -k)$. To leading order in the small $|k|$ limit we have

$$
C_B(p, k) = \frac{2}{|k||p|^4} \left( \frac{1}{8} - \frac{1}{2\pi^2M} \right),
$$

(B.11)

where we have used

$$
\int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2(q - p)^2} = \frac{1}{8|p|}.
$$

(B.12)

On the other hand the contribution of the rest of space, $C_R(p, k)$ to this integral is

$$
C_R(p, k) = \frac{4}{|k||p|^4} \left( \frac{1}{2\pi^2M} + \mathcal{O}\left(\frac{|k|}{|p|}\right) \right).
$$

(B.13)

Adding together the contributions of the two balls and the rest, we find that the second line of (B.8) is given by

$$
\frac{1}{2|k||p|^4} \left( 1 + \mathcal{O}\left(\frac{|k|}{|p|}\right) \right).
$$

(B.14)

Let us now turn to the first line of (B.8). We have

$$
2W(p, -p + \delta, k, -k - \delta) + 2W(p, -p + \delta, -k - \delta, k)
$$

$$
= 2 \int \frac{d^3q}{(2\pi)^3} \frac{1}{(\delta + q)^2(p + q)^2(p + q + k)^2(p + k)^2}
$$

$$
= 2 \int \frac{d^3q}{(2\pi)^3} \frac{1}{(\delta + q)^2} \left( \frac{1}{(\delta + k + q)^2} + \frac{1}{(q - k)^2} \right)
$$

$$
+ \frac{1}{2|\delta| \ |p - \delta||k||k + \delta|},
$$

(B.15)
where we have used (B.12) to obtain the last line of (B.15). The final integral in (B.15) is finite in the limit $\delta \to 0$; it follows that

$$
\lim_{\delta \to 0} \left( 2W(p,-p + \delta,k,-k - \delta) + 2W(p,-p + \delta,-k - \delta,k) - \frac{1}{2|\delta||p||p - \delta||k||k + \delta|} \right)
$$

$$
= 2 \lim_{\delta \to 0} \int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2(q + \delta)^2} \left( \frac{1}{(p + q)^2(k + q + \delta)^2} + \frac{1}{(p + q)^2(k - q)^2} - \frac{2}{|p||p - \delta||k||k + \delta|} \right).
$$

(B.16)

As above we now explore the limit $|k| \ll |p|$. In this limit it is useful, as above, to view the integral in (B.16) as the sum of two integrals. In the first integral $q$ is contained in a ball of radius $M|k|$ centered around $q = 0$, where $M$ obeys the inequality (B.10). In this region $|q| \ll |p|$ and we can simplify the integrand by Taylor expanding the integrand in a Taylor series expansion in $|q|/|p|$ as well as $|k|/|p|$. In the complement of the ball, on the other hand, $|k|/|q|$ is small so the integrand can be simplified by Taylor expanding in $|k|/|q|$ as well as $|k|/|p|$. As above it turns out that the contribution of the complement of the ball scales like $1/M$ and so can be ignored in the large $M$ limit of actual interest to us. We focus entirely on the contribution of the interior of the ball in what follows.

The first potential concern about the integral (B.16) is whether the limit $\delta \to 0$ is nonsingular. In order to address this concern we expand the integral in the second line of (B.16) in a Taylor series expansion in $1/|p|$. As $|\delta|$, $|q|$ and $|k|$ are all much less than $|p|$ in the interior of the ball, this Taylor expansion can be legitimately carried out inside the integral and we find that the integral (B.16) reduces to

$$
2 \int \frac{d^3q}{(2\pi)^3} \frac{1}{p^2q^2(q + \delta)^2} \left( \frac{1}{(k + q + \delta)^2} + \frac{1}{(k - q)^2} - \frac{2}{|k||k + \delta|} \right)
$$

$$
- \frac{4}{p^4} \int \frac{d^3q}{(2\pi)^3} \frac{q.p}{q^2(q + \delta)^2} \left( \frac{1}{(k + q + \delta)^2} + \frac{1}{(k - q)^2} - \frac{p.\delta}{2p^4|\delta||k||k + \delta|} \right) \quad (B.17)
$$

$$
+ 4 \int \frac{d^3q}{(2\pi)^3} \left( \frac{q^2 - 4(p.q)^2}{(q^2)^2(k + q)^2p^2} \right) + O(1/|p|^5).
$$

In the first line of (B.17) we have collected all terms in the integrand of (B.16) of order $1/|p|^2$. Terms of order $1/|p|^3$ and order $1/|p|^4$, respectively, are collected on the second and third lines. All terms of higher order in $1/|p|$ are ignored.
Using the integrals
\[
\int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2(q + p_1)^2(q + p_2)^2} = \frac{1}{|p_1||p_2||p_1 - p_2|},
\]
\[
\int \frac{d^3q}{(2\pi)^3} q_\mu (q + \alpha)^2(q + \beta)^2 = \frac{1}{2} (a \alpha_\mu + b \beta_\mu),
\]
\[
a = -\frac{1}{8|\alpha||\alpha - \beta|} \left( \frac{||\alpha| + |\beta| - |\alpha - \beta|}{|\alpha||\beta| + \alpha \cdot \beta} \right),
\]
\[
b = -\frac{1}{8|\beta||\alpha - \beta|} \left( \frac{||\alpha| + |\beta| - |\alpha - \beta|}{|\alpha||\beta| + \alpha \cdot \beta} \right),
\]
(B.18)
it is easily verified that the first two lines of (B.17) simply vanish. This is a very important point; individual terms on the first line of (B.17) integrate to expressions proportional to \(\frac{1}{|\delta|}\), and individual terms on the second line of (B.17) evaluate to expressions of the schematic form \(\frac{\alpha \cdot \delta}{|\delta|}\); these terms all have singular \(|\delta| \to 0\) limits.

The fact that the first and second lines of (B.17) simply vanish implies that the \(\delta \to 0\) limit in the integral (B.16) is well-defined.

The fourth line in (B.17) does not vanish. This integral is the sum of two terms. The first of these is an integral proportional to (B.12) and is easily evaluated. The second is proportional to the integral
\[
\int \frac{d^3q}{(2\pi)^3} \frac{(p \cdot q)^2}{q^2(k + q)^2p^2}
\]
(B.19)
In order to evaluate this integral we first note that by symmetry
\[
\int \frac{d^3q}{(2\pi)^3} \frac{q_\mu q_\nu}{(q^2)^2(k + q)^2} = B_0(|k|) \delta_{\mu\nu} + B_1(|k|) \frac{k_\mu k_\nu}{k^2}.
\]
(B.20)
A short calculation yields \(50\)
\[
B_0(|k|) = \frac{1}{32|k|}, \quad B_1(|k|) = \frac{1}{32|k|}.
\]
(B.21)

Putting everything together we find that the third line in (B.17) – and so our final result for the integral (B.16) up to terms of order \(\frac{1}{|p|^5}\) – is
\[
\frac{(p \cdot k)^2}{2k^2p^6}.
\]
(B.22)

\(^{50}\)One way to obtain this result is by orienting the \(z\) axis along \(k\) and computing the integrals in polar coordinates, evaluating all angular integrals first. Another way is to separate this convergent integral into a sum of simpler divergent integrals and then compute each individual integral using dimensional regularization. Both methods yield the same answer.
Adding this to (B.14) we obtain our final result which may be expressed as follows.
Let us define
\[
\tilde{\mathcal{S}}_E^4(p_1 - \delta_1 - \delta_2, -p, \delta_1, \delta_2) = \mathcal{S}_4(p - \delta_1 - \delta_2, -p, \delta_1 + \delta_2) - \frac{S_3(p - \delta_1 - \delta_2, -p, \delta_1 + \delta_2)S_3(\delta_1, \delta_2, -\delta_1 - \delta_2)}{S_2(\delta_1 + \delta_2)}.
\]
It follows that
\[
\tilde{\mathcal{S}}_4^E(p, -p + \delta, k, -k - \delta) = \left(\tilde{\mathcal{S}}_4(p, -p + \delta, k, -k - \delta) + \frac{1}{2|\delta||p - \delta||k||k + \delta|}\right).
\]
Note that \(\tilde{\mathcal{S}}_4^E\) is simply the effective vertex that determines the leading large \(N\) four point Green’s function of four \(\sigma\) operators. We get the Green’s function by multiplying \(\tilde{\mathcal{S}}_4^E\) by
\[
P = \prod_{i=1}^{4} \frac{1}{\mathcal{S}_2(p_i)}.
\]
The final result of our computations is best worded in terms of \(\tilde{\mathcal{S}}_4^E\) and is
\[
\lim_{\delta \to 0} \frac{1}{N_B} \left(\tilde{\mathcal{S}}_4^E\right) = -\frac{1}{2} \frac{1}{|p|^4|k|} - \frac{1}{2} \frac{(p \cdot k)^2}{|p|^8|k|^3} + \mathcal{O}(1/|p|^5),
\]
where the right-hand side is presented in a Taylor expansion in \(|k|/|p|\) with all terms of the same homogeneity in \(k\) being thought of as of the same order.

**Figure 16:** This diagram shows contributions to \(\tilde{\mathcal{S}}(p, -p + \delta, k, -k - \delta)\)

It follows that the Green’s function of four \(\sigma\) operators is given by
\[
\lim_{\delta \to 0} G_4^0(p, -p + \delta, k, -k - \delta) = -\frac{8^4}{N_B} \left(\frac{1}{2|k + p|} + \frac{1}{2|k - p|} - \frac{1}{|p|^2} - \frac{1}{2} \frac{(p \cdot k)^2}{|p|^4|k|} + \mathcal{O}(k^2/p^3)\right).
\]
B.1.3 The quintic term

The fifth order term in the effective action is given by

\[ \tilde{S}_5(p_1, p_2, p_3, p_4) = 2N_B \left( H(p_1, p_2, p_3, p_4, p_5) + H(p_1, p_2, p_3, p_5, p_4) + H(p_1, p_2, p_4, p_3, p_5) + H(p_1, p_2, p_4, p_5, p_3) + H(p_1, p_2, p_5, p_3, p_4) + H(p_1, p_2, p_5, p_4, p_3) + H(p_1, p_3, p_2, p_4, p_5) + H(p_1, p_3, p_2, p_5, p_4) + H(p_1, p_3, p_4, p_2, p_5) + H(p_1, p_3, p_4, p_5, p_2) + H(p_1, p_3, p_5, p_2, p_4) + H(p_1, p_3, p_5, p_4, p_2) + H(p_1, p_4, p_2, p_3, p_5) + H(p_1, p_4, p_2, p_5, p_3) + H(p_1, p_4, p_3, p_2, p_5) + H(p_1, p_4, p_3, p_5, p_2) + H(p_1, p_5, p_2, p_3, p_4) + H(p_1, p_5, p_2, p_4, p_3) + H(p_1, p_5, p_3, p_2, p_4) + H(p_1, p_5, p_3, p_4, p_2) + H(p_1, p_5, p_4, p_2, p_3) + H(p_1, p_5, p_4, p_3, p_2) + H(p_2, p_3, p_4, p_5) + H(p_2, p_3, p_5, p_4) + H(p_2, p_4, p_3, p_5) + H(p_2, p_4, p_5, p_3) + H(p_2, p_5, p_3, p_4) + H(p_2, p_5, p_4, p_3) \right) \]

(B.28)

(one first finds 24 terms, but then uses ‘reflection symmetry’ of the graphs to simplify this to a sum of 12 terms with an additional factor of 2, as in the case of the quartic expression). Here (see figure 17)

\[ H(p_1, p_2, p_3, p_4, p_5) \equiv \int \frac{1}{(2\pi)^3 q^2(q + p_1)^2(q + p_1 + p_2)^2(q - p_4 - p_5)^2(q - p_5)^2}. \]

(B.29)

**Figure 17:** This diagram defines \( H(p_1, p_2, p_3, p_4, p_5) \) in (B.29). Note that by momentum conservation \( p_1 + p_2 + p_3 = -p_4 - p_5 \).

In the rest of this subsubsection we will proceed to simplify (B.28) in the kinematical regime of most interest to us, namely \( \tilde{S}_5(p - \delta_1 - \delta_2 - \delta_3, -p, \delta_1, \delta_2, \delta_3) \) in the limit \( \delta_i \to 0 \) for all \( i = 1, 2, 3 \). \( \tilde{S}_5 \) is highly singular in this limit. Note that on dimensional grounds \( \tilde{S}_5 \) scales like \((\text{momentum})^{-7}\). For the physical purposes of interest to this paper, we are not interested in \( \tilde{S}_5 \) itself, but in the tree level 5 point function computed from the action formed from \( \tilde{S}_5, \tilde{S}_4, \tilde{S}_3 \) and the propagator derived from \( \tilde{S}_2 \). We expect this five point function to have a smooth limit as \( \delta_i \to 0 \).
The contribution of tree diagrams involving $\tilde{S}_4$, $\tilde{S}_3$ effectively renormalizes $\tilde{S}_5$ in an additive manner. Graphs with one $\tilde{S}_4$ vertex and one $\tilde{S}_3$ vertex contribute as follows. Define (see Figure 18)

$$J(p_1, p_2, p_3, p_4, p_5) = -\frac{\tilde{S}_3(p_1, p_2, -(p_1 + p_2))\tilde{S}_4(p_1 + p_2, p_3, p_4, p_5)}{\tilde{S}_2(p_1 + p_2)}.$$ \hspace{1cm} (B.30)

![Figure 18](image)

**Figure 18:** This diagram defines $J(p_1, p_2, p_3, p_4, p_5)$ in (B.30).

Then the contribution of such mixed graphs to the effective value of $\tilde{S}_5$ is

$$J(p_1, p_2, p_3, p_4, p_5) + J(p_1, p_5, p_2, p_4, p_5) + J(p_1, p_4, p_3, p_2, p_5) + J(p_1, p_5, p_3, p_4, p_2)$$
$$+ J(p_3, p_2, p_1, p_4, p_5) + J(p_4, p_2, p_3, p_1, p_5) + J(p_5, p_2, p_3, p_4, p_1) + J(p_3, p_4, p_1, p_2, p_5)$$
$$+ J(p_3, p_5, p_1, p_4, p_2) + J(p_4, p_5, p_3, p_1, p_2).$$ \hspace{1cm} (B.31)

In a similar manner, the contribution from tree graphs involving three cubic vertices is given as follows. Let us define (see Figure 19)

$$K(p_1, p_2, p_3, p_4, p_5) = \frac{\tilde{S}_3(p_1, p_2 + p_3, p_4 + p_5)\tilde{S}_3(p_2, p_3, -(p_2 + p_3))\tilde{S}_3(p_4, p_5, -(p_4 + p_5))}{\tilde{S}_2(p_2 + p_3)\tilde{S}_2(p_4 + p_5)}.$$ \hspace{1cm} (B.32)

The effective additive shift to $\tilde{S}_5$ from such graphs is given by

$$K(p_1, p_2, p_3, p_4, p_5) + K(p_1, p_2, p_4, p_3, p_5) + K(p_1, p_2, p_5, p_3, p_4)$$
$$+ K(p_2, p_1, p_3, p_4, p_5) + K(p_2, p_1, p_4, p_3, p_5) + K(p_2, p_1, p_5, p_3, p_4)$$
$$+ K(p_3, p_2, p_1, p_4, p_5) + K(p_3, p_2, p_4, p_1, p_5) + K(p_3, p_2, p_5, p_1, p_4)$$
$$+ K(p_4, p_2, p_3, p_1, p_5) + K(p_4, p_2, p_1, p_3, p_5) + K(p_4, p_2, p_5, p_3, p_1)$$
$$+ K(p_5, p_2, p_3, p_4, p_1) + K(p_5, p_2, p_4, p_3, p_1) + K(p_5, p_2, p_1, p_3, p_4).$$ \hspace{1cm} (B.33)
Figure 19: This diagram defines $K(p_1, p_2, p_3, p_4, p_5)$ in (B.32).

The final effective five point function, $\tilde{S}_5^E$ is obtained by adding (B.31) and (B.33) to $\tilde{S}_5$. In order to obtain the 5 point Green’s function for $\sigma$ we must then multiply this effective five point function by $^{51}$

$$P = \prod_{i=1}^{5} \frac{1}{\tilde{S}_2(p_i)}.$$  \hfill (B.34)

B.1.4 $SO(N)$

Throughout this subsection we have so far assumed that the scalar fields in the initial action (2.1) are all complex. All our results for the effective action as a function of $\sigma$ are easily modified to the case that the fields $\phi$ are real (so that we have an $SO(N_B)$ symmetry rather than a unitary symmetry). If we replace the second line in (2.1) by the action

$$S = \int d^3x \left( \frac{1}{2} \partial_\mu \phi \partial^\mu \phi + \sigma \phi^2 \right)$$  \hfill (B.35)

for real fields $\phi_m$, we find that

$$\tilde{S}_n^{SO(N)} = 2^{n-1} \tilde{S}_n^{SU(N)}.$$  \hfill (B.36)

B.2 First subleading corrections to the quadratic and cubic vertices

In this subsection we continue to work with the critical boson theory at $\lambda_B = 0$. Using the explicit results of the previous subsection, we proceed to evaluate the first corrections, in an expansion in $\frac{1}{N_B}$, to the effective action for $\sigma$ at quadratic order, and study the same correction at cubic order. Our explicit evaluation of the

$^{51}$We expect this final result to be finite in the limit $\delta_i \to 0$, and therefore to be proportional to $\frac{1}{p^2}$. In order for this to be the case it must be that the most singular piece in $\tilde{S}_5^E$ is $\propto \frac{1}{p^2 |\delta_1||\delta_2||\delta_3|}$. 

quadratic correction allows us to compute the anomalous dimension of $\sigma$ at order $1/N_B$; we find agreement with results previously computed in the literature. This serves as a check of the formalism developed in this paper. At cubic order we find a formal expression for the divergent part of the correction to the cubic effective action for $\sigma$. The expressions we derive will allow us to demonstrate that the constant part of the $\beta$ function for $x_6$ – computed earlier in this paper – indeed vanishes for the regular boson theory at $\lambda_B = 0$ as it must on physical grounds, providing an additional check of the results of this paper.

B.2.1 Anomalous dimension of $\sigma$ at first subleading order in $1/N$

It is useful to think of $S_{\text{eff}}(\sigma)$ as a classical action which then receives loop corrections; the loop expansion parameter is $1/N_B$. At quadratic order it is given by

$$S_{\text{eff}}(\sigma) = \frac{1}{2} \int \frac{d^3p}{(2\pi)^3} \tilde{S}_2(p)\sigma(p)\sigma(-p) = \frac{1}{2} \int \frac{d^3p}{(2\pi)^3} \left( -N_B \frac{1}{8|p|} \right) \sigma(p)\sigma(-p).$$

(B.37)

Figure 20: One of the three one loop corrections to the quadratic effective action for $\sigma$.

The quantum effective action for $\sigma$ includes the classical term (B.37) together with quantum corrections. At first subleading order in $1/N_B$ it is given by

$$S_{\text{eff}}(\sigma) = \frac{1}{2} \int \frac{d^3p}{(2\pi)^3} \left( \tilde{S}_2(p) + \delta S_2 \right) \sigma(p)\sigma(-p) = \frac{1}{2} \int \frac{d^3p}{(2\pi)^3} \left( -N_B \frac{1}{8|p|} + \delta S_2(p) \right) \sigma(p)\sigma(-p),$$

where the self energy correction $\delta S_2$ receives contributions from three distinct one loop graphs. The first graph describes a $\sigma$ ‘particle’ splitting into two via a cubic vertex (see figure 20); the resultant ‘particles’ then rejoin into a single $\sigma$ particle through another cubic vertex. We call this contribution $A_3(p)$ below. The remaining two graphs are both tadpole type graphs. The first of these is the contribution of
a four point vertex with two its legs sewn together. The second graph has the two external \( \sigma \) lines ‘colliding’ to form a single internal \( \sigma \) propagator, whose other end meets a cubic vertex. The remaining two lines in the cubic vertex contract. We denote the combined contribution of these two graphs as \( A_4(p) \) below (the graphs are similar to those of figure 4 above). We find
\[
\delta S_2(p) = (A_3(p) + A_4(p)),
\]
\[
A_3(p) = -\frac{1}{2} \int \frac{d^3q}{(2\pi)^3} \frac{S_3(p, q, -(p + q))S_3(-p, -q, (p + q))}{S_2(q)S_2(p + q)} = \frac{1}{2} \frac{1}{p^2},
\]
\[
A_4(p) = \frac{1}{2} \int \frac{d^3q}{(2\pi)^3} \lim_{\delta \to 0} \left( S_4(p, -p + \delta, q, -q - \delta) - \frac{S_3(p - p - \delta, q, -q - \delta)S_3(q, -q - \delta)}{S_2(\delta)} \right)
\]
\[
= \frac{1}{2} \int \frac{d^3q}{(2\pi)^3} \lim_{\delta \to 0} \left( \tilde{S}_4(p, -p + \delta, q, -q - \delta) \right)
\]
\[
= \frac{4}{3\pi^2|p|} \left( \alpha \ln\left( \frac{\Lambda}{|p|} \right) + \beta \right).
\]

(B.39)

The explicit result for \( A_3(p) \) above is obtained by substituting the explicit expression for \( \tilde{S}_3(p_1, p_2, p_3) \) and using (B.12). As we do not have an explicit expression for \( \tilde{S}_4(p_1, p_2, p_3, p_4) \), we evaluate the integral \( A_4(p) \) in a more indirect manner. Dimensional analysis together with power counting imply that \( A_4(p) \) takes the form reported in the last line of (B.39), where \( \Lambda \) is a UV cutoff and \( \alpha \) and \( \beta \) are pure numbers. The number \( \beta \) depends on the precise definition of the UV cutoff. On the other hand the number \( \alpha \) is universal (in the sense that it is insensitive to the details of the UV cutoff). In order to compute \( \alpha \) we need only compute the coefficient of \( \ln(\Lambda) \) in \( A_4 \). By power counting, only those terms that scale like \( \frac{1}{q^4} \) in the numerator of the integrand in the second last line of (B.39) give rise to a logarithmic divergence in \( A_4(p) \). However all such terms were listed in (B.26). Substituting (B.26) into the last line of (B.39) we find
\[
A_4(p) = \frac{1}{2} \left( \int \frac{d^3k}{(2\pi)^3} \frac{-\frac{1}{2} \frac{1}{|k|^4} + \frac{1}{2} \frac{(p \cdot k)^2}{|k|^6}}{-\frac{1}{4|k|^2}} + \ldots \right)
\]
\[
= \frac{4}{3\pi^2|p|} \left( \int \frac{dk}{k} + \ldots \right) = \frac{4}{3\pi^2|p|} \ln(\Lambda) + \ldots
\]

(B.40)

The terms \( \ldots \) denote those parts of the integrand whose contribution to the integral is finite in the UV. In going from the first to the second line of (B.40) we have performed the angular integral and used the fact that \( \cos^2(\theta) \) averages to \( \frac{1}{3} \).
It follows that $\alpha = 1$, so that
\[
S_2(p) + \delta S_2(p) = -\frac{N_B}{8|p|} \left( 1 + \frac{32}{3\pi^2 N_B} \ln \left( \frac{|p|}{|\Lambda|} \right) + \frac{c}{N_B} \right) = -(1 + \frac{c}{N_B}) \frac{N_B}{8|p|} \left( \frac{\Lambda}{|p|} \right)^{-\frac{32}{3\pi^2 N_B}},
\] (B.41)
where $c$ is a number of order unity that we will not need.

The Green’s function for $\sigma$ is given by inverting the quantum effective action for $\sigma$, which gives
\[
G_2(p) \propto -8|p| \left( \frac{\Lambda}{|p|} \right)^{-\frac{32}{3\pi^2 N_B}}.
\] (B.42)
It follows that the scaling dimension$^{52}$ of $\sigma$ is given at first subleading order in $\frac{1}{N_B}$ by
\[
\Delta_\sigma = 2 - \frac{16}{3\pi^2 N_B}.
\] (B.45)

We have so far focused on the case of the $U(N_B)$ theory, in which the basic scalar fields are all complex. The analogous results for the $SO(N_B)$ theory are, however, easily obtained. The first line of (B.39) still applies to the $SO(N_B)$ theory. The second and fourth line of that equation also apply provided we use the values of $S_4$, $S_3$, and $S_2$ appropriate to the $SO(N_B)$ theory. Using (B.36) it follows that
\[
A_3(p)^{SO(N_B)} = 4A_3(p)^{U(N_B)}, \quad A_4(p)^{SO(N_B)} = 4A_4(p)^{U(N_B)}.
\] (B.46)
It follows that
\[
\delta S_2^{SO(N_B)}(p) = 4\delta S_2^{U(N_B)}(p).
\] (B.47)
On the other hand (B.36) asserts that
\[
S_2^{SO(N_B)}(p) = 2S_2^{U(N_B)}(p).
\] (B.48)
As the anomalous dimension of $\sigma$ is determined by the relative factor between $\delta S_2$ and $S_2$, it follows that the anomalous dimension of $\sigma$ in the $SO(N_B)$ theory is twice the anomalous dimension in the $U(N_B)$ theory, so that the dimension of $\sigma$ in the $SO(N_B)$ theory is given by
\[
\Delta_\sigma = 2 - \frac{32}{3\pi^2 N_B}.
\] (B.49)

$^{52}$ Note that
\[
|p| - |p| \frac{32}{3\pi^2 N_B} \log (|p|) \simeq \frac{1}{|p|^{\frac{32}{3\pi^2 N_B}}}.
\] (B.43)
The Fourier transform of
\[
p^{1+\delta} \sim \frac{1}{x^{4+\delta}}
\] (B.44)
implies an anomalous dimension $\frac{\delta}{2}$ leading to (B.45).
B.2.2 Correction to the divergent part of the Green’s function $G_3$ at first order in $\frac{1}{N}$

As in the previous section we now proceed to compute the first correction to $\tilde{S}_3$ in the $\frac{1}{NB}$ expansion. Focusing on terms at cubic order, the $\sigma$ effective action takes the schematic form

$$S_{\text{eff}}(\sigma) = \left(\tilde{S}_3 + \delta S_3\right)\sigma^3,$$  \hspace{1cm} (B.50)

where $\tilde{S}_3$ was listed in (B.2) and

$$\delta S_3(q_1, q_2, q_3) = \int \frac{d^3 q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q, -q - q_1)\tilde{S}_3(q_2, -q + q_3, q + q_1)\tilde{S}_3(q_3, -q, q - q_3)}{\tilde{S}_2(q + q_1)\tilde{S}_2(q - q_3)\tilde{S}_2(q)} - \frac{3}{2} \int \frac{d^3 q}{(2\pi)^3} \frac{\tilde{S}_4(q_1, q_2, -q + q_3, q)\tilde{S}_3(q - q_3, -q, q_3)}{\tilde{S}_2(q)\tilde{S}_2(q - q_3)} + \frac{1}{2} \int \frac{d^3 q}{(2\pi)^3} \frac{\tilde{S}_5(q_1, q_2, q_3, q, -q)}{\tilde{S}_2(q)}$$  \hspace{1cm} (B.51)

(where the second line should be symmetrized over the three external momenta).

Accurate to first subleading order, the three-point function of three $\sigma$ operators is given by the formula

$$\langle \sigma(q_1)\sigma(q_2)\sigma(q_3) \rangle = -\prod_{i=1}^3 \left(\tilde{S}_2(q_i) + \delta S_2(q_i)\right)^{-1} \left(\tilde{S}_3(q_1, q_2, q_3) + \delta S_3(q_1, q_2, q_3)\right).$$  \hspace{1cm} (B.52)

It follows that $\delta G_3$, the first correction to $\tilde{G}_3$ (the leading order three point function for $\sigma$) in an expansion in $\frac{1}{N_B}$, is given by

$$\delta G_3 = \frac{1}{\tilde{S}_2(q_1)\tilde{S}_2(q_2)\tilde{S}_2(q_3)} \left(-\delta S_3 + \tilde{S}_3 \sum_{i=1}^3 \frac{\delta S_2(q_i)}{\tilde{S}_2(q_i)}\right).$$  \hspace{1cm} (B.53)
Joining everything together we have

$$\delta G_3(q_1, q_2, q_3) = -\frac{1}{S_2(q_1) S_2(q_2) S_2(q_3)} \left( \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q, -q - q_1) \tilde{S}_3(q_2, -q + q_3, q + q_1) \tilde{S}_3(q_3, -q, q - q_3)}{S_2(q + q_1) S_2(q - q_3) S_2(q)} ight)$$

$$- \frac{3}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_4(q_1, q_2, -q + q_3, q) \tilde{S}_3(q - q_3, -q, q_3)}{S_2(q) S_2(q - q_3)}$$

$$- \frac{3}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_4(q_3, q, -q, q_1 + q_2) \tilde{S}_3(-q_1 + q_2), q_1, q_2)}{S_2(q) S_2(q_1 + q_2)}$$

$$+ \frac{3}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q_2, q_3) \tilde{S}_3(q_3, q, q - q_3) \tilde{S}_3(q, q_3, q - q_3)}{S_2(q_3) S_2(q) S_2(q - q_3)}$$

$$+ \frac{1}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_5(q_1, q_2, q_3, q, -q)}{S_2(q)}$$

(B.54)

(where the middle three lines should be symmetrized over the three external momenta). The third and fourth lines in (B.54) account for the second term (proportional to $\delta S_2$) in (B.53).

Figure 21: Contributions to the effective action (B.54).

The different contributions to (B.54) together with their symmetry factors are expressed in terms of graphs in figure 21.

The value of the parameter $r_B$ (see (2.15)) at $\lambda_B = 0$ may be obtained by evaluating the terms in (B.54) that are proportional to $\ln(\Lambda)$. More directly the part
of (B.54) that is proportional to \( \ln(\Lambda) \) should be identified with the negative of the third line in (3.17).

The equation (B.53) is slightly formal because the expressions presented in (B.54) for \( \delta S_3 \) are expressed in terms of quite formidable integrals that have not been explicitly evaluated. Fortunately we will not need explicit expressions for the relevant expressions; the formal expression (B.54) will prove sufficient for our purposes below.

### B.2.3 Vanishing of the \( x_6 \) independent piece of the \( \beta \) function at \( x_6 = 0 \)

The beta function (3.40) has three distinct kinds of contributions. One contribution, proportional to \( \delta'_B \), has its origins in the anomalous dimension of the \( \zeta \) field. This anomalous dimension vanishes in the limit \( \lambda_B = 0 \) – the limit of interest in this section. The second contribution – proportional to \( \tilde{g}_3 \) – has its origin in the \( 1/N_B \) correction to the correlator of 3 \( \sigma \) fields. This piece was computed in the previous subsection; as explained above it is determined by the coefficient of \( \ln(\Lambda) \) in (B.53) above. The last contribution comes from the coefficient of the \( \ln(\Lambda) \) terms in the graphs reported in (3.35), i.e. from the computation of \( S^{\text{eff}}(\zeta) - S^{\text{IPI}}(\zeta) \).

In this subsection we will demonstrate that the second and third contributions described in the paragraph above cancel each other when \( x_6 = 0 \) (recall that we assume \( \lambda_B = 0 \) throughout this section). In order to demonstrate cancellation we will not have to evaluate any integrals – it turns out that the cancellation happens at the formal level of unevaluated integrals.

As we have mentioned above, the second contribution to the \( \beta \) function has already been listed in (B.54) in terms of integrals involving the vertex factors \( S_2, S_3, S_4 \) and \( S_5 \). In order to demonstrate cancellation we simply rewrite the integrals in (3.35) at \( x_6 = 0 \) and check that the resulting expressions cancel those listed in (B.54) term by term. Terms involving only the vertices \( \tilde{G}_3 \) and \( \tilde{G}_4 \) can be rewritten in terms of \( \tilde{S}_3, \tilde{S}_4 \), and \( \tilde{S}_2 \) in a quite straightforward manner; we find

\[
\int \frac{d^3 q}{(2\pi)^3} \frac{G^3_3(q_1, q, -q - q_1) G^3_3(q_2, -q + q_3, q + q_1) G^3_3(q_3, -q, q - q_3)}{G^0_2(q_1) G^0_2(q_2) G^0_2(q_3) G^0_2(q + q_1) G^0_2(q - q_3) G^0_2(q)}
\]

\( \equiv - \int \frac{d^3 q}{(2\pi)^3} \frac{S_3(q_1, q, -q - q_1) S_3(q_2, -q + q_3, q + q_1) S_3(q_3, -q, q - q_3)}{S_2(q + q_1) S_2(q - q_3) S_2(q)}, \tag{B.55} \]

\[
\int \frac{d^3 q}{(2\pi)^3} \frac{G^3_2(q_1, q_2, -q + q_3, q) G^3_2(q - q_3, -q, q_3)}{G^0_2(q_1) G^0_2(q_2) G^0_2(q_3) G^0_2(q) G^0_2(q - q_3)}
\]

\( \equiv \int \frac{d^3 q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q_2, -q + q_3, q) \tilde{S}_3(q - q_3, -q, q_3)}{\tilde{S}_2(q - q_3) \tilde{S}_2(q)} \tag{B.56} \]

\[- \int \frac{d^3 q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q_2, -(q_1 + q_2)) \tilde{S}_3(q - q_3, -q, q_3) \tilde{S}_3(q - q_3, -q, q_3)}{\tilde{S}_2(q + q_1) \tilde{S}_2(q - q_3) \tilde{S}_2(q)}
\]

\[-2 \int \frac{d^3 q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q, -q - q_1) \tilde{S}_3(q_2, -q + q_3, q + q_1) \tilde{S}_3(q_3, -q, q - q_3)}{\tilde{S}_2(q + q_1) \tilde{S}_2(q - q_3) \tilde{S}_2(q)}.
\]
The terms involving $\tilde{G}_5$ are more delicate, and require considerable care with signs to accurately keep track of. We find

$$
\int \frac{d^3q}{(2\pi)^3} \frac{G_5^0(q_1, q_2, q_3, q, -q)}{G_2^0(q_1) G_2^0(q_2) G_2^0(q_3) G_2^0(q)}
= -3 \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_2(q, q_2, q_3, q, -q)}{S_2(q)} + 6 \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_4(q_1, q_2, -q + q_3, q) \tilde{S}_3(q - q_3, -q, q_3)}{S_2(q) S_2(q - q_3)}
+ 3 \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_4(q_3, q_1, q_2, q_3, q, -q) + 3 \tilde{S}_3(q_1 + q_2, q_1)}{S_2(q) S_2(q_1 + q_2)}
- 6 \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q_2, -(q_1 + q_2)) \tilde{S}_3(q - q_3, -q, q_3) \tilde{S}_3(q - q_3, -q, q_3)}{S_2(q_1 + q_2) S_2(q) S_2(q - q_3)}
- 6 \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q_2, -q - q_1) \tilde{S}_3(q_2, -q + q_3, q + q_1) \tilde{S}_3(q_3, -q, q - q_3)}{S_2(q + q_1) S_2(q - q_3) S_2(q)}.
$$

(B.57)

In the expressions (B.57), various factors of 3 and 6 should be thought of as different terms leading to same kind of integral. Adding the expressions (B.55), (B.56) and (B.57) together we find that the net expression for the third contribution (terms in $S^{1PI} - S^{eff}$) is

$$
\int \frac{d^3q}{(2\pi)^3} \frac{G_5^0(q_1, q, -q - q_1) G_5^0(q_2, -q + q_3, q + q_1) G_5^0(q_3, -q, q - q_3)}{G_3^0(q + q_1) G_2^0(q - q_3) G_2^0(q)}
- \frac{3}{2} \int \frac{d^3q}{(2\pi)^3} \frac{G_4^0(q_1, q_2, -q + q_3, q) G_5^0(q - q_3, -q, q_3)}{G_2^0(q) G_2^0(q - q_3) G_2^0(q)} + \frac{1}{2} \int \frac{d^3q}{(2\pi)^3} \frac{G_5^0(q_1, q_2, q_3, q, -q)}{G_2^0(q)}
= -\int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_2(q_1, q, -q - q_1) \tilde{S}_3(q_2, -q + q_3, q + q_1) \tilde{S}_3(q_3, -q, q - q_3)}{S_2(q + q_1) S_2(q - q_3) S_2(q)}
+ \frac{3}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_4(q_1, q_2, -q + q_3, q) \tilde{S}_3(q - q_3, -q, q_3)}{S_2(q) S_2(q - q_3)}
+ \frac{3}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_4(q_3, q, -q, q_1 + q_2) \tilde{S}_3(-(q_1 + q_2), q_1, q_2)}{S_2(q) S_2(q_1 + q_2)}
- \frac{3}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_3(q_1, q_2, -(q_1 + q_2)) \tilde{S}_3(q - q_3, -q, q_3) \tilde{S}_3(q - q_3, -q, q_3)}{S_2(q_1 + q_2) S_2(q) S_2(q - q_3)}
- \frac{1}{2} \int \frac{d^3q}{(2\pi)^3} \frac{\tilde{S}_5(q_1, q_2, q_3, q, -q)}{S_2(q)}
= \delta G_3.
$$

(B.58)

The fact that $S^{1PI} - S^{eff}$ equals $\delta G_3$ establishes that the contribution to $S^{1PI}$ from the correction to $G_3$ exactly cancels the loop contributions to $S^{1PI}$ at $x_6 = 0$. It follows that the $\beta$ function vanishes at $x_6 = 0$. 

\hspace{100pt} – 101 –
Of course the vanishing of this $\beta$ function is obvious on physical grounds (a free theory does not have a $\beta$ function). However the fact that this works out algebraically within our formalism is a consistency check of the formulae presented in this paper.

C Correlators for free fermions

In this Appendix we present computations of the two, three and (the connected part of) four point functions of the operator $J_0$ in the free fermion theory.

Recall that

$$J_0 = \frac{4\pi \bar{\psi} \psi}{\tilde{\kappa}_F}. \quad (C.1)$$

It follows that in the limit $\tilde{\kappa}_F \to \infty$ of interest to this Appendix, the $n$ point functions of $J_0$ are given by $(\frac{4\pi}{\tilde{\kappa}_F})^n$ times the Wick contractions of $n$ copies of $\bar{\psi} \psi$. The Wick contractions are very easy to compute at arbitrary values of $N_F$. We now proceed to study two, three and four point functions in turn. We follow the same conventions as in [31]. The two point function is given by

$$\langle J_0^F (q) J_0^F (-q') \rangle = (2\pi)^3 \delta^3 (q - q') N_F \left( \frac{4\pi}{\tilde{\kappa}_F} \right)^2 \text{Tr} \left( \int \frac{d^d q}{(2\pi)^d} \left( \frac{q \cdot (q + p)}{q^2(q + p)^2} \right) \right), \quad (C.2)$$

where $d = 3$. The integral on the right-hand side of (C.2) is linearly divergent; we give it meaning by using dimensional regularization. Using $\text{Tr} (\gamma^\mu \gamma^\nu) = 2 \eta^{\mu\nu}$, we find that within the dimensional regularization scheme

$$\int \frac{d^d q}{(2\pi)^d} \left( \frac{p^2}{(p + q)^2 q^2} - \frac{1}{q^2} - \frac{1}{(p + q)^2} \right) = \frac{-|p|}{8}. \quad (C.3)$$

We have used the fact that in dimensional regularization

$$\int \frac{d^d q}{(2\pi)^d} \frac{1}{q^2} = \int \frac{d^d q}{(2\pi)^d} \frac{1}{(q + p)^2} = 0, \quad (C.4)$$

and the convergent integral (B.12). It follows that

$$\langle J_0^F (q) J_0^F (-q') \rangle = (2\pi)^3 \delta^3 (q - q') \left( -\frac{2N_F}{\tilde{\kappa}_F} \right)^2 \frac{q^2}{|q|}. \quad (C.5)$$

Equation (C.5) – which is accurate in the limit $\tilde{\kappa}_F \to \infty$ but at all values of $N_F$ – matches perfectly with (2.38).

The three point function of three $J_0^F$ operators simply vanishes. This fact can be seen algebraically from the fact that the diagram that computes this correlator is proportional to

$$\int \frac{d^3 q}{(2\pi)^3} \epsilon_{\mu\nu\rho} q^\mu (p_1 + q)^\nu (-p_2 + q)^\rho \frac{1}{q^2(p_1 + q)^2(q - p_3)^2}. \quad (C.6)$$
But clearly
\[ \int \frac{d^4q}{(2\pi)^4} \frac{q^\mu}{q^2(q + p_1 + q)^2(q - p_3)^2} = a\phi^4_i + b\phi^{\mu\nu}_i, \]  
(C.7)
where \(a\) and \(b\) are scalar functions of \(p_1\) and \(p_2\). Substituting (C.7) into (C.6) we see that the three point function of three \(J_0^F\) operators vanishes.

The vanishing of the three point function could have been anticipated as follows. Recall that parity is a symmetry of the free fermion theory, and that \(J_0^F\) is odd under parity transformations of the three coordinates. It follows that the three point function must also be odd under parity. The position dependence of the three point function of three \(J_0^F\) operators, however, is completely fixed by conformal invariance to a functional form that is even under parity transformations of the three coordinates. It follows that the three point function must vanish\(^{53}\).

Finally let us turn to the four point function (2.41). The function \(G^0_4(p_1, p_2, p_3, p_4)\) defined in that equation is given by
\[
G^0_4(p_1, p_2, p_3, p_4) = N_F \left( \frac{4\pi}{K_F} \right)^4 \left( Y(p_1, p_2, p_3, p_4) + Y(p_1, p_2, p_4, p_3) + Y(p_1, p_4, p_3, p_2) + Y(p_1, p_4, p_2, p_3) \right),
\]  
(C.8)
where
\[
Y(p_1, p_2, p_3, p_4) = -\int \frac{d^4q}{(2\pi)^4} \text{Tr} \left( \frac{\eta^\mu \eta^\nu \eta^\rho \eta^\sigma}{q^2(q + p_1)^2(q + p_1 + p_2)^2(q - p_3)^2} \right)
= -2 \int \frac{d^4q}{(2\pi)^4} \frac{X(q, p_1, p_2, p_3, p_4)}{q^2(q + p_1)^2(q + p_1 + p_2)^2(q - p_3)^2},
\]  
(C.9)
\[
X(q, p_1, p_2, p_3, p_4) = q \cdot (q + p_1) \cdot (q + p_1 + p_2) \cdot (q - p_3) - q \cdot (q + p_1 + p_2) \cdot (q + p_1) \cdot (q - p_3).
\]

In going from the first to the second line of (C.9) we have used
\[
\text{tr} (\gamma^\mu \gamma^\nu \gamma^\rho \gamma^\sigma) = 2 \left( \eta^{\mu\nu} \eta^{\rho\sigma} - \eta^{\mu\rho} \eta^{\nu\sigma} + \eta^{\mu\sigma} \eta^{\nu\rho} \right).
\]  
(C.10)
Note that
\[
Y(p_1, a, b, c) = Y(p_1, c, b, a),
\]  
(C.11)
which gives
\[
G^0_4(p_1, p_2, p_3, p_4) = 2N_F \left( \frac{4\pi}{K_F} \right)^4 \left( Y(p_1, p_2, p_3, p_4) + Y(p_1, p_2, p_4, p_3) + Y(p_1, p_4, p_3, p_2) + Y(p_1, p_4, p_2, p_3) \right).
\]  
(C.12)
\(^{53}\)This is actually true in the 't Hooft large \(N_F\) limit for all values of the 't Hooft coupling.
The integral on the second line of (C.9) is our final result for the connected four point function of four $J_0^4$ operators. This integral is complicated in general, but simplifies in the kinematical regimes of interest to this paper. For our purpose, we need to compute

$$G_4^0(p, -p, k, -k) = 2N_F \left( \frac{4\pi}{\tilde{\kappa}_F} \right)^4 \left( Y(p, -p, k, -k) + Y(p, -p, -k, k) + Y(p, k, -p, -k) \right).$$

(C.13)

The above expressions can be simplified as

$$-rac{1}{N_F} \left( \frac{\tilde{\kappa}_F}{4\pi} \right)^4 G_4^0(p, -p, k, -k) = \int \frac{d^3q}{(2\pi)^3} \left( \frac{2}{q^4(p + q)^2} - \frac{2p \cdot q}{q^4(p + q)^2} + \frac{2}{(q + p)^4} - \frac{2p^2}{q^2(q + p)^4} - \frac{2k^2}{q^4(q + k)^2(q + p)^2} + \frac{2k^2p^2}{q^4(q + k)^2(q + p)^2} - \frac{2p \cdot k}{q^4(q + p)^2(q + k)^2} - \frac{2p \cdot k}{q^4(q + p)^2(q + k)^2} \right)$$

$$- \frac{1}{(q + p)^2(k + q)^2} + \frac{1}{q^2(q + p)^2} - \frac{1}{q^2(k + q)^2} - \frac{1}{q^2(2k^2p^2)}$$

$$= \frac{1}{2|p + k|} \left( \frac{1}{2|p - k|} - \frac{|k|}{2p^2} + \frac{3(p \cdot k)^2}{2p^4|k|} + \frac{|p \cdot k|}{|p + k|} \left( \frac{1}{|p + k|} - \frac{1}{|p - k|} \right) \right)$$

$$= \frac{1}{2|p + k|} \left( \frac{1}{2|p - k|} - \frac{|k|}{2p^2} + \frac{1(p \cdot k)^2}{2p^4|k|} \right),$$

(C.14)

where we have used

$$\int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2(q - p_1)^2(q + p_2)^2} = \frac{1}{8|p_1||p_2||p_1 + p_2|}.$$

(C.15)

In the limit $|p| \gg |k|$ we have

$$\int \frac{d^3q}{(2\pi)^3} \frac{1}{q^2(q + k)^2(q + p)^2} = \frac{1}{4p^4|k|^4},$$

$$\int \frac{d^3q}{(2\pi)^3} \left( \frac{1}{q^4(q + k)^2(q + p)^2} + \frac{1}{q^4(q + k)^2(q - p)^2} \right) = \frac{1}{2} \frac{(p \cdot k)^2}{|k|^2|p|^6}.$$

(C.16)
This gives
\[ \tilde{g}_{(4,2)} = N_F \left( \frac{4\pi}{\kappa_F} \right)^4 \frac{1}{2}, \quad \tilde{g}_{(4,3)} = N_F \left( \frac{4\pi}{\kappa_F} \right)^4 \frac{1}{2}, \] (C.17)
which gives
\[ \delta_F = -\frac{16}{3\pi^2 \lambda_F}. \] (C.18)
For \( SO(N_F) \) we obtain
\[ \delta_F = -\frac{32}{3\pi^2 \lambda_F} \] (C.19)
This matches with equation 3.12 of [55] up to a sign, using
\[ 4 \frac{\Gamma(d) \sin\left(\frac{\pi d}{2}\right)}{\pi d \Gamma\left(\frac{d}{2}\right)^2} \bigg|_{d=3} = -\frac{32}{3\pi^2}. \]

\section{Conventions for Chern-Simons levels}

In this Appendix we explain our notations for Chern-Simons levels.

\subsection{\( \mathcal{N} = 2 \) Chern-Simons levels}

We use the symbol \( \kappa^{\mathcal{N}=2} \) to denote the level of an \( \mathcal{N} = 2 \) supersymmetric Chern-Simons theory. The level is defined as the coefficient of the Chern-Simons term before the gluino is integrated out (we use a scheme in which divergences are regulated by adding an infinitesimal \( \mathcal{N} = 2 \) Yang-Mills term to the action).

We use the notation \( SU(N)_{\kappa^{\mathcal{N}=2}} \) to denote an \( SU(N) \) \( \mathcal{N} = 2 \) supersymmetric theory with supersymmetric level \( \kappa^{\mathcal{N}=2} \). The notation \( U(N)_{\kappa_1^{\mathcal{N}=2}, \kappa_2^{\mathcal{N}=2}} \) is used to denote an \( \mathcal{N} = 2 \) supersymmetric theory with supersymmetric \( SU(N) \) and \( U(1) \) levels given by \( \kappa_1^{\mathcal{N}=2} \) and \( \kappa_2^{\mathcal{N}=2} \), respectively.

\subsection{(Non-supersymmetric) Chern-Simons levels}

We use the notation \( k \) to denote the level of a matter Chern-Simons theory once all auxiliary fields – if any – have been integrated out. We work in a regulation scheme in which divergences are regulated by adding an infinitesimal Yang-Mills term to the action. We denote by \( SU(N)_k \) an \( SU(N) \) theory at level \( k \). The notation \( U(N)_{k_1, k_2} \) is used to denote a matter theory with \( SU(N) \) and \( U(1) \) levels given by \( k_1 \) and \( k_2 \), respectively.

We pause to note the following subtlety. A Chern-Simons-matter \( SU(N) \) theory at level \( \kappa \) in the dimensional regulation scheme is the same as an identical theory with a Yang-Mills regulator at level \( k \), with
\[ \kappa = \text{sgn}(k) \left( |k| + N \right). \] (D.1)
In a similar manner the \( U(N)_{k_1, k_2} \) theory is equivalent to a \( U(N) \) theory with levels \( \kappa_1 \) and \( \kappa_2 \) in the dimensional regulation scheme with
\[ \kappa_1 = \text{sgn}(k_1) \left( |k_1| + N \right), \quad \kappa_2 = k_2. \] (D.2)
In the special case of an $\mathcal{N} = 2$ theory the gluino is a non propagating field and can be integrated out. This process shifts the level of the Chern-Simons term according to the following rule. The $SU(N)_{\kappa,\mathcal{N}=2}$ pure Chern-Simons theory is in fact an $SU(N)_k$ Chern-Simons theory with

$$k = \text{sgn}(\kappa^{\mathcal{N}=2}) \left( |\kappa^{\mathcal{N}=2}| - N \right), \quad \kappa = \kappa^{\mathcal{N}=2}. \quad (D.3)$$

Similarly the $U(N)_{\kappa^{\mathcal{N}=2},\kappa'^{\mathcal{N}=2}}$ theory may be rewritten as a $U(N)_{k_1,k_2}$ theory with

$$k_1 = \text{sgn}(\kappa_1^{\mathcal{N}=2}) \left( |\kappa_1^{\mathcal{N}=2}| - N \right), \quad k_2 = \kappa_2^{\mathcal{N}=2}, \quad \kappa_1 = \kappa_1^{\mathcal{N}=2}, \quad \kappa_2 = \kappa_2^{\mathcal{N}=2}. \quad (D.4)$$

### D.3 Integrating out massive fundamental fermions

Integrating out a massive fundamental fermion of mass $m$ increases both the $SU(N)$ and the $U(1)$ levels of a Chern-Simons-matter theory by $\frac{1}{2} \text{sgn}(m)$.

Consider an $SU(N)_{\kappa}^{\mathcal{N}=2}$ theory with $N_f$ fermions. If we integrate out the gluino, and give masses to the matter bosons and fermions and integrate them out as well, at long distances we are left with a pure Chern-Simons theory with level

$$k = \text{sgn}(\kappa^{\mathcal{N}=2}) \left( |\kappa^{\mathcal{N}=2}| - N \right) + \text{sgn}(m) \frac{N_f}{2}, \quad (D.5)$$

where we assume that the masses of all fermions have the same sign $\text{sgn}(m)$. The level $k$ in (D.5) is the coefficient of the Chern-Simons term in the pure Chern-Simons action with Yang-Mills regulator. $k$ may also be identified with the level of the WZW theory ‘dual’ to the pure Chern-Simons theory.

In a similar manner the level of the pure Chern-Simons theory obtained by integrating out the gluino and the matter fields from the $U(N)_{\kappa^{\mathcal{N}=2},\kappa'^{\mathcal{N}=2}}$ theory is the pure $U(N)_{k_1,k_2}$ theory with

$$k_1 = \text{sgn}(\kappa_1^{\mathcal{N}=2}) \left( |\kappa_1^{\mathcal{N}=2}| - N \right) + \text{sgn}(m) \frac{N_f}{2}, \quad k_2 = \kappa_2^{\mathcal{N}=2} + \text{sgn}(m) \frac{N_f}{2}, \quad (D.6)$$

where we have once again assumed that the masses of all fermions have the same sign $\text{sgn}(m)$. Once again $k_1$ and $k_2$ in (D.6) represent the levels of the dual WZW theory.

### E The mapping of ranks and levels under duality

In section 5.7 we ‘derived’ the duality between regular bosons and critical fermions from a supersymmetric duality, making certain assumptions about the structure of RG flows around these two theories. In this section we will assume these assumptions are correct and use the construction of our paper to derive the precise form of the map of levels and ranks between conjecturally dual theories. Our analysis in this
Chern-Simons gauge group | Chern-Simons gauge group
---|---
$SU(N)_{kN=2}$ | $U(\lfloor k^{N=2} \rfloor - N + \frac{N_f}{2})_{-k^{N=2}, -k^{N=2}, k^{N=2}}$ (for $N_f \leq 2\lfloor k^{N=2} \rfloor$), $k^{N=2} = -\text{sgn}(k^{N=2}) \left( N - \frac{N_f}{2} \right)$. (E.1)

$U(N)_{kN=2, kN=2}$ | $U(\lfloor k^{N=2} \rfloor - N + \frac{N_f}{2})_{-k^{N=2}, -k^{N=2}, k^{N=2}}$ (for $N_f \leq 2\lfloor k^{N=2} \rfloor$).

Table 2: We list the supersymmetric dualities of (E.1), (E.2). In the table, we only list the gauge group on the two sides of the duality. On both sides we have a gauge field coupled to $N_f$ fundamental chiral multiplets. The dualities for opposite signs of the CS levels may be obtained by a parity transformation. These dualities hold for $N_f \leq 2\lfloor k^{N=2} \rfloor$ and for positive ranks on both sides.

The starting points of our analysis are the well known dualities between the $\mathcal{N} = 2$ supersymmetric theories that are the parents of the RG flows studied in this paper. The supersymmetric dualities that are of interest to us in this paper relate $SU(N)$ or $U(N)$ supersymmetric theories with different levels and ranks. On both sides of the duality the gauge fields are coupled to $N_f$ fundamental chiral multiplets.

The first supersymmetric duality identifies the theories with gauge groups and levels [63, 64]

$$SU(N)_{kN=2} \equiv U(\lfloor k^{N=2} \rfloor - N + \frac{N_f}{2})_{-k^{N=2}, k^{N=2}} \quad \text{(for } N_f \leq 2\lfloor k^{N=2} \rfloor\text{)},$$

$$k^{N=2} = -\text{sgn}(k^{N=2}) \left( N - \frac{N_f}{2} \right). \quad (E.1)$$

The second such duality identifies theories with gauge groups and levels as [11, 14]

$$U(N)_{-k^{N=2}, k^{N=2}} \equiv U(\lfloor k^{N=2} \rfloor - N + \frac{N_f}{2})_{k^{N=2}, k^{N=2}} \quad \text{(for } N_f \leq 2\lfloor k^{N=2} \rfloor\text{)}. \quad (E.2)$$

In (E.1) and (E.2), and in Table 2, we have quoted all Chern-Simons levels before integrating out the respective gauginos, and with Yang-Mills regularization, according to the standard convention for $\mathcal{N} = 2$ theories (see Appendix D for notation). Note that these are the same levels that one would get in the dimensional regulation convention after integrating out the gauginos, so they will be connected in a simple way to the non-supersymmetric levels $\kappa$ after the RG flow in this convention.

Starting with the supersymmetric dualities listed in Table 2, we can now follow through the RG flows constructed in this paper. As emphasized in [15], our construction of the RG flows (and assertion of their dual equivalence) is reliable only when the condition

$$\text{sgn}(\kappa m_F) > 0 \quad (E.3)$$

section is essentially identical to that of [26] and yields the same results. Nonetheless we present it here for completeness.
\[
\begin{array}{|c|c|}
\hline
\text{Chern-Simons+ } N_f \text{ fundamental boson} & \text{Chern-Simons + } N_f \text{ fundamental fermion} \\
\hline
U(|\kappa| - N + \frac{N_f}{2} - \text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2}), -\text{sgn}(\kappa)N) & SU(N)_{\text{sgn}(\kappa)|\kappa|} \\
\hline
SU(N)_{\text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2})} & U(|\kappa| - N + \frac{N_f}{2} - \text{sgn}(\kappa)|\kappa|, -\text{sgn}(\kappa)(N - \frac{N_f}{2})} \\
\hline
U(|\kappa| - N + \frac{N_f}{2} - \text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2}), -\text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2})) & U(N)_{\text{sgn}(\kappa)|\kappa|, \text{sgn}(\kappa)|\kappa|} \\
\hline
\end{array}
\]

Table 3: We list non-supersymmetric dualities obtained by flowing from (E.1), (E.2).

is satisfied. Here \(\kappa\) is the level of the gauge group; note that the \(SU(N)\) and \(U(1)\) levels in Table 2 always have the same sign, so the condition (E.3) applies to either of these levels. When this condition is not obeyed, the dual scalars appear to condense in the vacuum [15]. As the partition function for this condensed phase has not been determined, all statements about duality based on the analysis of partition functions become unreliable. For that reason we will always assume that the condition (E.3) is obeyed. In particular when we give a mass to and integrate out fermions, we will always do so with the understanding that the fermion masses are chosen to obey (E.3). Recall (see Appendix D) that integrating out a massive fundamental fermion of mass \(m\) shifts the Chern-Simons level by \(\frac{\text{sgn}(m)}{2}\). Keeping in mind the condition (E.3), this shift may equally well be written as \(\frac{\text{sgn}(k)}{2}\) where \(k\) is the level of the gauge group before integrating out the fermions.

Using these rules, the RG flows constructed in this paper allow us to derive the dualities listed in Table 3.

We obtain the first line of Table 3 by starting with the dual pair of theories listed in the first line of Table 2 and following an RG flow that integrates out the fermion on the right-hand side of this duality. In a similar manner we get the second equation of Table 3 starting with the first line of Table 2 but this time following a flow that integrates out the fermions on the left-hand side of this duality. Finally we get the last line of Table 3 starting with the second line of Table 2 and following an RG flow that integrates out the fermions from the right-hand side of this duality. Integrating out the fermions from the left-hand side of the second line of Table 2 yields the same duality.

Let us emphasize that the analysis of this paper has argued for the dualities listed in Table 3 only in the special case \(N_f = 1\). We have listed the formulae at general \(N_f\) with a view to possible generalizations in the future.

As a final consistency check of the dualities proposed in Table 3 let us also integrate out the remaining matter in these theories. In order to avoid having to deal with bosons with negative squared masses that condense, we once again restrict attention to fermions whose mass obeys the condition (E.3). Imposing this condition
and integrating out all matter fields, the dualities listed in Table 3 reduce to the dualities between pure Chern-Simons theories listed in Table 4.

It is easy to see that the dualities of Table 4 are indeed true by virtue of the usual well known level rank dualities between pure Chern-Simons theories [65–68] (in the dimensional regulation convention)

$$SU(N)_{\text{sgn}(\kappa)|\kappa|} \equiv U(|\kappa| - N)_{\text{sgn}(\kappa)|\kappa|}$$

$$U(N)_{-\text{sgn}(\kappa)|\kappa|} \equiv U(|\kappa| - N)_{\text{sgn}(\kappa)|\kappa|}$$

Table 4: By integrating out the remaining matter content from Table 3, we obtain dual pairs of Pure Chern-Simons gauge theories.

| Pure Chern-Simons gauge group | Pure Chern-Simons gauge group |
|-------------------------------|-------------------------------|
| $U(|\kappa| - N + \frac{N_f}{2})_{-\text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2})}$ | $SU(N)_{\text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2})}$ |
| $U(N)_{-\text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2})}$ | $U(|\kappa| - N + \frac{N_f}{2})_{\text{sgn}(\kappa)(|\kappa| + \frac{N_f}{2})}$ |

F Detailed free energy computations for the zero temperature phase structure

In this appendix we compute the free energies of the different phases described in section 4, to determine the zero temperature phase structure of the regular boson/critical fermion theory. We analyze each of the three parameter ranges of $x_6$ listed in (4.12) in turn.

F.1 $x_6 > \phi_2$

The set of solutions to the gap equation in this case was described in section 4 and is schematically plotted in Figure 22. In this subsection we will demonstrate that the solutions depicted in Figure 22b are free-energetically dominant over those in Figure 22a, and so represent the true phase diagram of the theory.

In order to analyze the free energies it is useful define the dimensionless parameter $\nu$ by

$$\nu \equiv \frac{m_b^2}{B_{4,u}^2}.$$  (F.1)

This definition is useful as it follows from dimensional analysis that the free energy in each phase – and hence the difference of free energies between any two phases – is given by $|B_{4,u}|^3$ times a function of the dimensionless parameter $\nu$. In other words, the phase structure of our theory depends on $B_{4,u}$ and $m_b^2$ only through the dimensionless combination $\nu$. Given any two phases $X$ and $Y$ with free energies $F_X$
Figure 22: Graphs of the domain of existence of the dominant and subdominant solutions to the gap equation for \( x_6 > \phi_2 \). The dominant and subdominant solutions merge along the two parabolas in the graphs above. The solution space may thus be thought of as a double cover of the complement of the unshaded portion of the \( m_b^2 B_{4,u} \) plane.

and \( F_Y \) let us define

\[
\mathcal{F}_{XY} = \frac{F_X - F_Y}{|B_{4,u}|^3};
\]

(F.2)

this depends only on \( \nu \) (of course it also depends on \( \lambda_B \) and \( x_6 \), and on the sign of \( B_{4,u} \), but this dependence is suppressed in our notation).

For \( B_{4,u} > 0 \) and \( m_b^2 > 0 \) a short computation reveals that

\[
\mathcal{F}_{-u+u}(\nu) = -4 \frac{\lambda_B}{\lambda_F} \frac{(4 + \nu(4 - (4 + 3x_6)\lambda_B^2)))^3}{(4 - (4 + 3x_6)\lambda_B^2)^2}.
\]

(F.3)

As \( \frac{\lambda_B}{\lambda_F} < 0 \) it follows immediately that this quantity is positive, and so the phase \( +_u \) is dominant.

For \( B_{4,u} < 0 \) and \( m_b^2 > 0 \) a similar computation yields

\[
\mathcal{F}_{+h-h}(\nu) = -4 \frac{\lambda_B}{\lambda_F} \frac{(4 + \nu(4 - (4 + 3x_6)\lambda_B^2)))^3}{(4 - (4 + 3x_6)\lambda_B^2)^2}.
\]

(F.4)

Once again using the fact that \( \frac{\lambda_B}{\lambda_F} < 0 \) it follows that \( \mathcal{F}_{+h-h}(\nu) \) is positive, so that the phase \( -_h \) is dominant.

For \( m_b^2 < 0 \), the expressions for \( \mathcal{F}_{-u+h} \) (when \( B_{4,u} > 0 \)) and for \( \mathcal{F}_{+u-h} \) (when \( B_{4,u} < 0 \)) are messier. Rather than analytically massaging them into a manifestly
positive definite form, we found it easier to simply plot them using Mathematica. Our plots are presented in Figure 23. The plots clearly reveal that both of these are positive for all \( \nu \) and at all allowed values of \( x_6 \), at \( \lambda_B = \frac{1}{2} \), consistent with our statements above (we have generated similar plots at various values of \( \lambda_B \) and always find similar results).

F.2 \( \phi_1 < x_6 < \phi_2 \)

Next we study the zero temperature phase diagram of our theory in the intermediate range \( \phi_1 < x_6 < \phi_2 \), as a function of \( B_{4,u} \) and \( m_b^2 \). As noted in (4.12), in this range of parameters \( A_u \) is positive while \( A_h \) is negative. For most parameters here there is just a single solution to the gap equation, but for \( B_{4,u} < 0 \) and in the region where \( -B_{4,u}^2/A_u < m_b^2 < -B_{4,h}^2/A_h \) there are three solutions, so we need to check which one dominates. The solutions are the \( -h \) and \( -u \) solutions, and in addition the \( +u \) solution for \( m_b^2 < 0 \), and the \( +h \) solution for \( m_b^2 > 0 \). All of this is summarized in Figure 24. We will now demonstrate that the \( + \) solutions never dominate in this region, and that there is a first order phase transition somewhere in the middle of this region, between the \( -u \) and \( -h \) solutions.

In the region where three solutions exist and \( m_b^2 < 0 \) we find that

\[
\mathcal{F}_{-u+h} = \frac{4\lambda_B}{\lambda_F} \frac{(4 + \nu(4 + 3x_6)\lambda_B^2))^{\frac{3}{2}}}{(4 + (4 + 3x_6)\lambda_B^2)^{\frac{3}{2}}}.
\] (F.5)

As the right-hand side of (F.5) is negative, it follows that \( -u \) always has a lower free energy than (and so is thermodynamically dominant compared to) \( +u \).
Figure 24: A graph of the domain of existence of solutions to the gap equation for $\phi_2 > x_6 > \phi_1$. We have a single solution outside the two parabolas, but three different solutions between these two parabolas. The $+u$ and $-u$ solutions reduce to each other on the left parabola while the $+h$ and $-h$ solutions reduce to each other on the right parabola. Moreover the $+u$ and $+h$ solutions continue into each other through a second order phase transition along the negative $B_{4,u}$ axis. It follows that the space of solutions represents a single cover of parameter space outside the two parabolas, but a triple cover of parameter space inside the two parabolas. Note that the $(+u, -u)$ and $(+h, -h)$ phases correspond to $U(N)\kappa$ and $U(N-1)\kappa$ theories, respectively.

Similarly, for $m_b^2 > 0$ we find that

$$F_{-h,+h} = -\frac{2\lambda_B^2}{(1-\alpha)^2(\lambda_B^2 - \hat{\lambda}_B^2)^2} \sqrt{\hat{\lambda}_B^2 + (1-\alpha)\nu(\lambda_B^2 - \hat{\lambda}_B^2)} \hat{\lambda}_B^2 + (1-\alpha)\nu \hat{\lambda}_B \left(\hat{\lambda}_B^2 - \lambda_B^2\right) \frac{\lambda_B^2}{\lambda_F}.$$

(F.6)

The right-hand side of (F.6) is everywhere negative, establishing that the solutions $-h$ are always thermodynamically preferred compared to $+h$. 
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It follows that in the intersection region, the dominant phase is everywhere either $-u$ (which clearly dominates also for $m_b^2 > -B_{1,h}^2/A_h$ where it is the only solution) or $-h$ (which clearly dominates also for $m_b^2 < -B_{4,u}^2/A_u$). In order to see which phase dominates, we have plotted in Figure 25 $F_{-h-u}$ as a function of $\nu$ and $\alpha$ at $\lambda_B = \frac{1}{2}$ (the analogous plots at different values of $\lambda_B$ are all similar), where $\alpha$ is defined by the relation

$$x_6 = \alpha \phi_1 + (1 - \alpha) \phi_2,$$

so that it goes between zero and one as we increase $x_6$.

![Figure 25](image)

**Figure 25:** $F_{-h-u}$ in the $\alpha$ and $\nu$ plane at $\lambda_B = \frac{1}{2}$. The plane with blue color is to indicate when $F_{-h-u}$ is positive or negative.

We see that for every value of $\alpha$ there is a phase transition as we change $\nu$ (or $m_b^2$). We see that the phase $-u$ is thermodynamically dominant for $\nu \leq \nu_c$, while $-h$ is dominant for $\nu \geq \nu_c$, where the quantity $\nu_c(\alpha)$ is plotted for $\lambda_B = \frac{1}{2}$ in Figure 26.

![Figure 26](image)

**Figure 26:** $\nu_c$ as a function of $\alpha$ at $\lambda_B = \frac{1}{2}$. 
Figure 27: Graphs of the domain of existence of the dominant and subdominant solutions to the gap equation for $x_6 < \phi_1$. The dominant and subdominant solutions merge along the two parabolas in the graphs above. The solution space may thus be thought of as a double cover of the compliment of the unshaded portion of the $m_b^2-B_{4,u}$ plane.

Note that $\nu_c \to -\infty$ as $\alpha \to 0$ (i.e. as $x_6 \to \phi_2$). On the other hand $\nu_c \to +\infty$ as $\alpha \to 1$. The resulting phase diagram is drawn in Figure 7 in Section 4.

F.3 $x_6 < \phi_1$

The situation in this range of parameters is very similar to that of $x_6 > \phi_2$, with two solutions or none in all regions of the parameter space (see Figure 27). For $B_{4,u} > 0$ the $+_u$ or $+_h$ phase dominates, with a second order phase transition between them at $m_b^2 = 0$, while for $B_{4,u} < 0$ the $-_u$ phase dominates.

When $B_{4,u} < 0$ and $m_b^2 < 0$ we have

$$F_{-u} = \frac{4\lambda_B}{\lambda_F} \frac{(4 + \nu(4 - (4 + 3x_6)\lambda_B^2))^\frac{3}{2}}{(4 - (4 + 3x_6)\lambda_B^2)^2}. \quad (F.8)$$

The right-hand side of (F.8) is always negative, establishing that $-_u$ is the dominant phase.

In a similar manner, for $B_{4,u} > 0$ and $m_b^2 < 0$ we find

$$F_{+h} = -\frac{4\lambda_B}{\lambda_F} \frac{\left(4\lambda_B^2 + \nu(-4 + (4 + 3x_6)\lambda_B^2)\right)^\frac{3}{2}}{(4 - (4 + 3x_6)\lambda_B^2)^2} \quad (F.9)$$

which is again negative, establishing the thermodynamical dominance of $+_h$ over $-_h$. 
(a) A plot of $\mathcal{F}_{+u-h}$ for $B_{4,u} > 0$, $m_b^2 > 0$. The axes are $\nu$ and $b$ where $x_6 = \phi_1 - b^2$. Note that $\mathcal{F}_{+u-h}$ is everywhere negative.

(b) A plot of $\mathcal{F}_{-u+h}$ for $B_{4,u} < 0$, $m_b^2 > 0$, with the same axes. Note that $\mathcal{F}_{-u+h}$ is everywhere negative.

Figure 28

For $m_b^2 > 0$ we do not have analytic expressions. We present a numerical evaluation of the free energy differences in Figure 28, for the particular value $\lambda_B = \frac{1}{2}$ (these graphs are qualitatively similar at all values of $\lambda_B$). It justifies the phase structure described above.
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