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ABSTRACT
In this paper we outline an approach of applying model-based diagnosis to the field of automatic software debugging of hardware designs. We present our value-level model for debugging VHDL-RTL designs and show how to localize the erroneous component responsible for an observed misbehavior. Furthermore, we discuss an extension of our model that supports the debugging of sequential circuits, not only at a given point in time, but also allows for considering the temporal behavior of VHDL-RTL designs. The introduced model is capable of handling state inherently present in every sequential circuit. The principal applicability of the new model is outlined briefly and we use industrial-sized real world examples from the ISCAS’85 benchmark suite to discuss the scalability of our approach.

1 Introduction
During the last decade, hardware description languages like Verilog and VHDL (Very High Speed Integrated Circuit Hardware Description Language) have become common for designing circuits. In order to reduce time to market, which becomes increasingly important in today’s fast paced economy, applying formal verification techniques and extensive simulation is imperative in order to master the error-prone development process of complex circuit designs. However, if some faulty behavior is identified due to simulation or automated verification, the location of the error in the source code is of particular interest. Nevertheless, there is currently almost no support for the designer in fixing the faults thus found. Traditional debuggers force the developer to go through the code and therefore fault localization and error correction is a time consuming task.

To overcome these issues several approaches for automated fault localization have been proposed including program-slicing [Wei82, Wei84], algorithmic debugging [Sha83], dependency-based techniques [Kup89, Kor88, Jac95] and probability-based methods [BH93]. Moreover, in the recent years, the usage of model-based diagnosis [Rei87, dK W87, GSW89] for debugging software has been examined in a wider context [FSW99, MSW99, SW99]. All of these approaches have in common that they use a model that can be automatically derived from the source code,
they use different abstractions and also differ in the programming languages being considered. The spectrum ranges from purely logical languages to imperative languages and hardware description languages such as VHDL.

In this paper we focus on software debugging of hardware designs, particularly on our modeling approach for VHDL programs. By using a domain-independent diagnosis engine together with a specific model abstracting syntax and semantics of the programming language, this approach allows for automated debugging of logical, imperative [FSW99, MSW99] and functional programming languages [SW99]. By changing the underlying model the approach can be tailored to specific programming languages without the need for changing the underlying algorithm for fault localization.

In this paper we present an extension to previous research [Wot00, Wot02] on debugging VHDL designs by introducing a model extension that allows not only for fault localization at a given point in time but also allows for considering the temporal behavior of a VHDL program. The new model improves the previous model in that it explicitly captures process semantics by unfolding process executions over time and allows for representing the state of sequential circuit designs. This is done by unfolding the model in time and by creating temporal instances of components for every possible process execution.

The remainder of the paper is organized as follows. The next section outlines the main ideas behind model-based diagnosis. Section 2 applies model-based diagnosis to localize faults in VHDL programs by presenting a small but realistic example. We use a 2-bit counter to show our modeling approach for a single point in time. Section 3 introduces our new model extension that allows for considering the temporal behavior of the design rather than using a single point in time and Section 4 outlines some empirical results obtained from real-world examples. An overview summarizing the paper’s main contribution and a discussion on related and forthcoming research concludes the paper.

1.1 Model-Based Diagnosis and Software Debugging

The basic idea of model-based diagnosis is to use knowledge of the correct behavior of the components of a system together with knowledge of the structure of the system to locate the cause of the misbehavior. The behavior and the structure of the system are the model and the components of the system are the parts that behave either correct or abnormal.

A model-based diagnosis engine assumes that some components are faulty and the remaining ones are not. This approach requires a specification of the correct behavior of the components but it does not require knowledge about the behavior of a faulty component. The diagnosis engine checks whether the model contradicts some given observations under certain assumptions about the abnormality of components. If there is no contradiction, then the assumption is justified and the assumed faulty components are a valid diagnosis of the given system.

The crucial decision when building a diagnosis model from program code involves the choice of those parts of the program which are represented as components in the model. This decision directly influences the granularity of the diagnosis results. For example, if statements are mapped to components, bugs can only be localized on the statement level. Faults inside a statement cannot be diagnosed without fault models, that is, knowledge about how a particular type of fault may change the system’s behavior. Using expressions as diagnosis components allows finer granularity at the cost of increasing the number of components and thus the overall diagnosis time increases considerably.

Using the consistency-based view on diagnosis as defined by [Rei87], a diagnosis system can be formally stated as a tuple \((SD, COMP)\) where \(SD\) (system description) is a logical theory modeling the behavior of the given program to be debugged, and \(COMP\) is a set of components, i.e., statements or expressions. A diagnosis system together with a set of observations \(OBS\), that is, a test case, forms a diagnosis problem. A diagnosis \(\Delta\) is a subset of \(COMP\), with the property that the assumption that all components in \(\Delta\) are abnormal (they do not behave as expected), and the rest of the components is behaving normal (they behave as expected), is required to be consistent with \(SD\) and \(OBS\). Formally, \(\Delta\) is a diagnosis if and only
if \( SD \cup OBS \cup \{\neg AB(C)\} C \in COMP \setminus \Delta \} \cup \{AB(C)\} C \in \Delta \) is consistent, where \( \neg AB(C) \) formalizes a correctly operating component. Note, that in contrast to correctness, which in the terminology of software engineering requires that there is no contradiction taking into account all test cases, the notion of consistency in the context of model-based diagnosis refers to logical validity with respect to a given test case under a given set of assumptions.

The basis for localizing faults is that an incorrect output value (where the incorrectness can be observed directly or derived from observations of other signals) cannot be produced by a correctly functioning component with correct inputs. Therefore, to make a system with observed incorrect behavior consistent with the description, some subset of its components has to be assumed to work incorrectly. In practical terms, one is interested in finding minimal diagnosis, i.e., a minimal set of components whose malfunction explains the misbehavior of the system.

In principle all diagnoses can be computed by successively testing all subsets of \( COMP \). However, in automated debugging this approach can only be applied for rather small programs and is not feasible for industrial sized designs. Reiter [Rei87] proposed the use conflicts. A set \( CO \subseteq COMP \) is a conflict if and only if \( SD \cup OBS \cup \{\neg AB(C)\} C \in CO \) is contradictory, i.e., assuming that the statements in \( CO \) are abnormal leads to inconsistency. The relationship between diagnosis and conflicts can be explained as follows. A conflict states that \( \neg AB(C_1) \land \neg AB(C_2) \land \ldots \land \neg AB(C_n) \) contradicts the observation. In order to resolve the contradiction at least one of the assumptions \( \neg AB(C_1), \ldots \neg AB(C_n) \) has to be false, i.e., there must be a \( C_i \); \( 0 \leq i \leq n \) where \( AB(C_i) \) is true. If we want to resolve all conflicts we have to choose one (not necessarily different) element from every conflict. Since the so chosen elements resolve all conflicts, they must form a diagnosis.

A set with the property that the intersection with all elements of a set of sets is not empty is called a hitting set. Hence, a minimal diagnosis (a diagnosis where no subset is a diagnosis) is a minimal hitting set of (not necessarily minimal) conflicts. From this observation follows that there exists only a single-diagnosis (a diagnosis with exactly one component) if and only if the component is element of every conflict. Reiter [Rei87] proposed an algorithm to compute all minimal diagnoses from the conflicts by means of a so called hitting set tree. There are algorithms where this process is done in an iterative fashion, that is, conflicts are computed on demand. Although computing all conflicts is of order \( 2^{\text{COMPI}} \) the computation of single conflicts (which are not minimal) can be done in linear time when assuming the the model is written as a set of propositional Horn clauses. Alternatively, there are other very fast diagnosis algorithms that rely on other principles [SW97, FD95].

2 Debugging of VHDL-RTL-Programs

In the domain of debugging hardware designs the model is given by the syntax of the program and the semantics of the language, which in our case is the RTL subset (Register Transfer Level) of VHDL. Depending on the required granularity, components refer to statements or expressions. In the following we present an introductory example in which we assume that statements correspond to diagnosis components. Hence, statements are the smallest parts of the program that can be either correct or faulty.

Figure 1 outlines the VHDL code of a 2 bit counter that decrements its value if the input \( E1 \) is set to 1 and \( E2 \) is set to 0; if both inputs are set to 0 the counter increments its value whenever a rising edge occurs on the \( CLK \) signal. If \( E1 \) is set to 0 and \( E2 \) is set to 1 the counter is reset to 0, and finally, if both inputs are 1 the counter is set to value 3. The output of the counter is coded using a 1-from-4 encoder. The value 0 is thus represented by \( A1.A2.A3.A4 = 1000 \) whereas the value 3 is coded by \( A1.A2.A3.A4 = 0001 \).

The behavior of our program can be compiled into a simple state-transition diagram, outlined in Figure 2. There the values of the signals \( Q1 \) and \( Q2 \) are given in circles (as states of the automaton), and the inputs and corresponding outputs are given on the arcs (encoded as \( E1.E2/A1.A2.A3.A4 \)). The initial state is indicated by an arrow. In order to state the idea of applying model-based diagnosis to locate the cause of an observed misbehavior we introduce a bug
entity COUNTER is
  port(
    E1, E2, CLK : in bit;
    A1, A2, A3, A4 : out bit);
end COUNTER ;

architecture BEHAV of COUNTER is
  signal D1, D2, Q1, Q2, NQ1, NQ2 : bit := 0;
begin
  comb_in : process (Q1, Q2, E1, E2)
    variable I1, I2 : bit;
  begin
    I1 := not((Q1 and Q2) or (not(Q1) and not(Q2)));
    I2 := (I1 and E1) or (not(I1) and not(E1));
    D1 <= (E1 and E2) or (E2 nor I2);
    D2 <= (E1 and E2) or (E2 nor Q2);
  end process comb_in;

  comb_out : process (Q1, Q2, NQ1, NQ2)
  begin
    A1 <= NQ2 and NQ1;
    A2 <= Q2 and NQ1;
    A3 <= NQ2 and Q1;
    A4 <= Q1 and Q2;
  end process comb_out;

  p1:process (Q1)
  begin
    NQ1 <= not(Q1);
  end process p1;

  p2:process(Q2)
  begin
    NQ2 <= not(Q2);
  end process p2;

  dff : process (CLK)
  begin
    if (CLK = '1') then
      Q1 <= D1;
      Q2 <= D2;
    end if;
  end process dff;
end BEHAV;

Figure 1: The source code of the 2-bit counter.

Figure 2: The state-transition diagram.
into the program by simply omitting the not operator in line 30:

\[
p1 : \text{process} (Q1) \begin{array}{l}
\text{begin} \\
\quad \text{NQ1} \leftarrow Q1; \\
\end{array} \text{end process p1;}
\]

The state transition diagram of the erroneous program is given in Figure 3. Considering this diagram, it is obvious that our design contains a bug: Since the counter uses a 1 from 4 coded output, exactly one of the outputs should be 1 at any time, and this is not the case. From the failed property we can identify the temporal context and retrieve the relevant state of the observed misbehavior. Note that this can be done either manually by an experienced designer or by means of automated verification techniques such as model checking. By using the values of the retrieved state, the input signals and the erroneous output signals at a specific point in time as observations we can use model-based diagnosis to search for faulty statements that explain the observed misbehavior.

In order to locate the bug in the program, we have to build a model of the program which comprises the structure and the behavior of the counter. The structural part can be obtained by viewing statements as diagnosis components and signals and variables as connections between them. For VHDL some semantic aspects have to be considered, e.g., the different handling of variables and signals. However, for sake of brevity we do not discuss these issues in this article. Details can be found in [Wot00, Wot02]. Figure 4 shows the structural part of the model where components (statements in our case) are indicated using boxes.

The description of the components’ behavior remains to be introduced. The component model itself can be derived directly from the associated statements. For example, the correct behavior of the if-then-else statement can be represented by logical sentences. The output of an if-then-else statement is determined by so called sub-blocks, that represent the statements in the if and the else branch, respectively. If the component works as expected, that is, \( \neg AB(\text{IF}) \) is assumed to be true, and the condition evaluates to true, the then sub-block, associated with the statements in the if branch, is transferred to the output. Otherwise the evaluated sub-block representing the else branch is assigned to the output. In formal terms this can be expressed as follows:

\[
\forall x \in \text{stmts}_{\text{then}} \cdot \neg AB(\text{IF}) \land (\text{cond}(\text{IF}) = \text{true}) \rightarrow (\text{out}_x(\text{IF}) = \text{in}_{\text{then}}(\text{IF}))
\]

\[
\forall x \in \text{stmts}_{\text{else}} \cdot \neg AB(\text{IF}) \land (\text{cond}(\text{IF}) = \text{false}) \rightarrow (\text{out}_x(\text{IF}) = \text{in}_{\text{else}}(\text{IF}))
\]

In the formal model outlined above \( \text{stmts}_{\text{then}} \) denotes the signal assignment-statements in the if-branch, \( \text{stmts}_{\text{else}} \) represents the statements in the else-branch and the signal \( \text{out}_x \) denotes a single output \( x \). Similar models can be introduced for all the other components in the example. Details of modeling other VHDL-RTL language artefacts can for example be found in [Wot02].

For locating the fault in our program automatically, we make use of the available knowledge about the values of the signals. For our example we consider the detected misbehavior for the case of counting downwards (\( E1 = 1, E2 = 0 \)). According to the state-transition diagram in
Figure 3 the misbehavior is encountered several times. However, retrieving an appropriate state for computing diagnoses is in the responsibility of the designer. From the failed property we know that the program behaves wrong if $CLK = 1$, $E1 = 1$, $E2 = 0$, $Q1 = 1$ and $Q2 = 0$. We now take the expected output values and the values from the state-transition diagram of the erroneous program to identify the conflicts. Note that the values of $Q1$ and $Q2$ are known for two successive states, hence we are able to eliminate the circular structure in Figure 4.

According to the transition-diagram of the correct program, we expect the values $A1 A2 A3 A4 = 0010$ rather than the produced output $A1 A2 A3 A4 = 1010$ for the given input signals. Thus, recalling the definition of conflicts, we obtain two conflicts: One conflict comprises the statements $\{ NQ1 <= Q1, NQ2 <= Q2 \}$, and the other one consists of $\{ NQ1 <= Q1, A3 <= NQ2 \}$. Figure 5 outlines the computation of the conflicts graphically.

Using these conflicts we can compute diagnoses by employing a hitting set tree. In general, we have to built a directed acyclic graph [GSW89], but in our special case we simply obtain a tree. Our hitting set tree, called $T$ in the following, is a smallest edge-labeled and node-labeled tree with the following properties [Rei87, GSW89]:

- The root of the tree is labeled by an arbitrary conflict.
- For each node $n$ of $T$, let $H(n)$ denote the set of edge-labels on the path in $T$ from the root node to $n$. The label for $n$ is any conflict $CO$ such that $CO \cap H(n) = \{\}$, if such a conflict exists. Otherwise the label for node $n$ is $\sqrt{\ }$. If $n$ is labeled by the set $CO$, then for each $\sigma \in CO$, $n$ has a successor, $n_\sigma$, joined to $n$ by an edge labeled by $\sigma$.

Figure 6 outlines the hitting set tree for the conflicts we obtained from our example. By collecting the edge-labels from the leaves marked with $\sqrt{\ }$ up to the root in a focused breath-first search order all minimal diagnoses can be retrieved from the hitting-set tree efficiently.

For example, considering the first level of the tree we obtain the statements $\{ A1 <= NQ2 \}$ and $\{ NQ1 <= Q1 \}$ (the introduced bug) as single-fault diagnoses. Furthermore, taking...
A1<=NQ2 and NQ1
A2<=Q2 and NQ1
A3<=NQ2 and Q1
A4<=Q1 and Q2
NQ1<=Q1
NQ2<=not(Q2)
Q1<=D1
Q2<=D2
if(CLK='1')
I1:=not((Q1 and Q2) or (not(Q1) and not(Q2)))
I2:=(I1 and E1) or (not(I1) and not(E2))
D1<=(E1 and E2) or (E2 nor I2)
D2<=(E1 and E2) or (E2 nor Q2)

Figure 5: The computation of the conflicts in the counter model.

Figure 6: The hitting set tree for the conflicts of the counter.
ing into account the next level of the hitting-set tree, there is a single dual-fault diagnosis: \\[ NQ2 \leq NOT(Q2), A3 \leq NQ2 and Q1 \]. The remaining diagnoses at this level can be ruled out; they do not represent minimal diagnosis because a proper subset is already known as a single-fault diagnosis. Usually, we prefer single-fault diagnoses, since they are more probable. However, note that although \{ A1 \leq NQ2 \} is the real cause of the misbehavior, a correct behavior for the given test case can also be obtained by appropriately modifying all statements of one of the the remaining diagnoses.

3 Using Temporal Abstraction For Fault Localization

In the following we present a model extension that allows not only for localizing a fault at a given point in time, but also exploits the temporal behavior of a circuit. The model extension is put on top of the model introduced previously and allows for representing state explicitly but still can be used with a standard diagnosis engine. As in the previous section, we first introduce the structure of the new model and afterwards outline the behavioral description of the components. When dealing with temporal aspects of VHDL-RTL designs it is reasonable to require some restrictions.

For our research prototype we required that signal-assignment statements do not contain a process activation graph to be acyclic. Thus, considering a VHDL program that comprises \( n \) processes each process can at most be activated by \( n - 1 \) other processes. Taking into account the initial activation, there is an upper bound of \( n \) process activations for a single process per simulation cycle.

Simulating a program corresponds to computing all the values of the signals and variables for a ordered set of times. At a technical level, the simulation of a program is decomposed into atomic steps referred to as basic simulation cycles (BSCs). A BSC at a specific point in time \( T \) and a given state \( I \) of a VHDL program executes all processes for which at least one signal on which an event occurred, appears in the sensitivity-list, and updates the signal values according to the semantics of VHDL. Formally, a BSC can be expressed as a triple \((E^0_T, P_T^0, E^{len}_T)\) where \( E^0_T \) denotes the input environment and \( E^{len+1}_T \) stands for the bindings of signals and variables to their values after executing the processes in \( P_T^0 \).
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In the formula given above \( X \) denotes a variable or signal and the function \( \text{dom} \) retrieves the names of the signals and variables of a given environment. The formula states that the state at time point \( T_{j-1} \) is used for performing the simulation at time point \( T_j \) except from those variables and signals that are explicitly given in the input environment \( E_{T_j}^0 \). Note that the formalization requires an initial binding for every signal or variable \( X \) in \( E_{T_0}^0 \). This approach allows for representing so-called external signals, the values of which are given from the outside (e.g. a \( CLK \) signal), in our model.

By using the terms and notations introduced above we are able to describe our diagnosis model in terms of BSCs. Formally, the system description for a simulation sequence \( S_{T_0}, S_{T_1}, \ldots, S_{T_k} \) where each \( S_T \) is a sequence of BSCs \( BSC^0_T, \ldots, BSC^{len}_T \) is given by the following logical sentence.

\[
SD = \bigcup_T SD(S_T) \cup CONN, SD(S_T) = \bigcup_{i=1}^{len(S_T)} SD(BSC^i_T)
\]

\( SD(BSC^i_T) \) is composed from the system description at a single point in time \( T \) and also covers the event handling according to the VHDL semantics. Moreover, \( CONN \) denotes logical sentences that describe the connection between the BSCs itself (depicted by solid lines in Figure 7) as well as BSC sequences (the corresponding connections are outlined by using a dashed line). These connectivities are given by the signals that a temporal process instance uses likewise as input and output. Using this approach our model can handle state by unfolding process executions over time. The handling of events and the logical description of a process component remains to be introduced.

VHDL designs consist of processes that are assumed to be executed in parallel and which communicate by means of signals. A process \( p \) is executed if at least one of the signals that occur on its sensitivity-list has changed its value in the preceding simulation cycle. If this is the case, the values of the signals used as a target in the sequential statement part are computed according to the VHDL semantics. If none of the signals within the sensitivity list has changed its value, then the original input values before executing the sequential statement block of process \( p \) are propagated to the output of the process component. In the following a logical description of a process component \( p \) is outlined:

\[
\forall y \in \text{inputs}(p) \cdot \exists x \in \text{sensitivity} - \text{list}(p):
\]
\[
s(x) = \text{true} \rightarrow out_y(p) = in_y(p)
\]
\[
\forall y \in \text{inputs}(p) \cdot \forall x \in \text{sensitivity} - \text{list}(p):
\]
\[
s(x) = \text{false} \rightarrow out_y(p) = \text{def}_y(p)
\]
\[
out_y(p) = \text{def}_y(p) \leftrightarrow out_y(\text{EVENT}(p)) = \text{false}
\]
\[
out_y(p) \neq \text{def}_y(p) \leftrightarrow out_y(\text{EVENT}(p)) = \text{true}
\]

In the logical sentences above \( \text{inputs}(p) \) denotes the set of inputs of the process \( p \) and \( \text{sensitivity} - \text{list}(p) \) represents the sensitivity list of the process \( p \). The predicate \( s(x) \) is set true if signal \( x \) has changed its value. The signal value \( y \) after executing the sequential statement part of process \( p \) is represented by \( in_y(p) \) whereas the corresponding unmodified input of the process \( p \) is represented in formal terms by \( \text{def}_y(p) \). Furthermore, if an output has changed, the corresponding event signal is set to true.

Beside the system description \( SD \) we have to define the observations \( OBS \) and the set of components \( COMP \) before we are able to use the model-based diagnosis approach. The set of observations \( OBS \) for our model is equal to the test stimulus, that is the sequence of test cases of the original program. The set of components is given by the set of temporal component instances, i.e., \( COMP^* = \bigcup_{i=1}^{len(S_T)} \{ \text{Stmt}(p_t^i) \mid p_t^i \in BSC^i_T \} \) for every simulation cycle \( S_T \) where \( \text{Stmt} \) returns all diagnosis components that correspond to the process instance. Diagnosis components that represent the same statement in the code but belong to different process instances are treated as different components. A multiple-fault diagnosis thus may exclusively contain components corresponding to the same statement in the source code.

The model extension discussed above improves the existing model with respect to two aspects. First, it is closer to the semantics of VHDL taking into account the treatment of processes
and events on signals. Second, the extension handles the temporal behavior of VHDL by unfolding the process executions over time. Hence, unlike the previous models, our model introduces temporal aspects of diagnostic reasoning about VHDL programs.

However, since temporal instances of a components are handled completely different, the number of components that may account for a certain misbehavior may increase in comparison to the original model. Thus, the obtained diagnoses are mapped back by reducing the instances to their corresponding components in accordance to the following procedure.

\[ \varphi : \Delta^* \subseteq \text{COMP}^* \mapsto \Delta \subseteq \text{COMP} \]

\[ \varphi(\Delta^*) = \{ C_i | C_i^{(j)} \in \Delta^* \} \]

In the mapping given above \( \text{COMP}^* \) denotes the instances of the components whereas \( \text{COMP} \) refers directly to the components. In similar fashion, \( \Delta^* \) stands for the diagnoses that are computed using temporal instances and \( \Delta \) simply denotes the corresponding components. Moreover, \( C_i^{(j)} \) denotes the instance \( j \) of component \( C_i \).

### 4 Empirical Results

In order to demonstrate the applicability of the new model we briefly outline a fault localization scenario. Therefore we introduce a bug in line 13 by substituting the \( \text{or} \) operator by an \( \text{and} \) operator:

```plaintext
comb_in : process (Q1, Q2, E1, E2)
    variable I1, I2 : bit;
begin
    I1 := not((Q1 and Q2) and (not(Q1) and not(Q2)));
    I2 := (I1 and E1) or (not(I1) and not(E1));
    ...
```

Figure 8 outlines the expected behavior in the time domain and Figure 9 shows the observed wave trace and also indicates the time span taken into account for computing diagnoses. The state-transition diagram in Figure 10 shows the faulty behavior encountered when counting upwards. Since we assumed the process activation graph to be acyclic, for every process we have to reserve at most 5 instances for a single point in time. In total, since we considered 3 points in time, 15 instances have to be forseen for unfolding a certain process in time. Table 4 collects the observations, where \( t_0 \) denotes the time at which diagnosis is started and \( t_2 \) refers to the point in time at which the expected values are specified, a '-' indicates that the signal is not used as an observation.

After invoking the diagnosis procedure we obtained 25 single-fault diagnoses and 66 dual-fault diagnoses where each dual-fault diagnosis can be mapped back to a single bug in the source code when using the \( \varphi \) function. In summary the diagnosis correspond to the statements 10, 13, 14, 15, 19, 38, 40 and 41 and include the introduced bug. The statements 10, 19, 38 and 40 correspond to a process or a conditional statements. From the remaining statements 13, 14, 15...
and 41 the lines 13, 14 and 15 correspond to functional faults, i.e., wrong operators in the code. This result indicates that the new approach can localize the statement that is responsible for the misbehavior.

The new approach has been evaluated using 3 different counters. We observed that, although the quality of the computed diagnosis may vary depending on the example being used and the observations taken into account, the faulty component is always present in the computed diagnoses. Note that any of the obtained diagnoses explains the faulty behavior with respect to the given test case. However, the main obstacle towards an industrial-sized application of our approach is the computational effort that is necessary for localizing faults in larger sized real-world examples, particularly when several intermediate states are to be considered and dual- or tripe-fault diagnoses have to be computed. This problem not only arises in the context of temporal unfolding, even when considering real word sized combinatorial circuits we observed that depending on the structure of the circuit and the specific test case being used there is a large variation in the elapsed running time for computing all single-fault diagnoses.

The ISCAS’85 benchmark is a suite of combinatorial circuits used by many researchers in the field of verification, automatic test pattern generation and diagnosis. By using this suite of circuits we evaluated the running-times that have to be expected when dealing with real world problems. We have run 100 test vectors for every circuit where the test cases have been created in such a way that at least one single-fault diagnosis can be obtained for every test case. Each computation has been repeated 10 times and the minimum, the maximum, the average and the median value of the elapsed running time excluding model-setup time has been recorded. The running-times include the time for storing all the diagnoses being found. In addition, the average number of single-fault diagnoses as well as the median value of the number of single-fault diagnoses have been recorded. Table 2 outlines the results with respect to the number of single-fault diagnoses that have been obtained and Table 3 collects the elapsed running-times for computing all single-fault diagnosis. The computations were carried out on a slightly loaded Pentium 4/1.8 Ghz machine.
Table 1: The observations that are provided for fault localization.

| Circuit | Median gate | Average gate | Inputs | Outputs |
|---------|-------------|--------------|--------|---------|
| CLK     | 0           | 1            | 0      | 1       |
| A1      | 0           | -            | 0      | 0       |
| A2      | 0           | -            | 0      | 0       |
| A3      | 1           | -            | 0      | 0       |
| A4      | 0           | -            | 1      | 0       |

using a Visual-Works Non-Commercial Smalltalk programming environment in version 5i.4.

Table 2: Average and median number of diagnosis.

| Circuit name | Min run times | Median run times | Avg run times | Max run times |
|--------------|---------------|------------------|---------------|---------------|
| C432         | 3             | 14               | 14            | 41            |
| C499         | 8             | 28               | 29            | 109           |
| C580         | <1            | 27               | 25            | 133           |
| C1355        | 80            | 254              | 273           | 943           |
| C1908        | 121           | 1397             | 1411          | 4691          |
| C2670        | <1            | 116              | 170           | 2292          |
| C3540        | 377           | 2267             | 3140          | 17352         |
| C5315        | <1            | 492              | 520           | 3207          |
| C6288        | 3926          | 122317           | 138910        | 2792591       |
| C7552        | <1            | 958              | 8219          | 75735         |

Table 3: Recorded running times for the different circuits.

5 Related Work, Conclusion and Further Research

Shapiro presented methods and algorithms for fault localization in logic programs [Sha83], commonly referred to as algorithmic debugging. In [CFD93], some advantages of the model-based approach over the algorithmic debugging approach are pointed out. However, as outlined in [Bon96], the model-based approach and algorithmic debugging are part of the same spectrum provided a logic program is used as the system description. Kuchcinski et al. [KDM93] discusses an application of algorithmic debugging to automatic fault localization in VLSI designs and proposes a method for smooth combination of different diagnosis techniques, where the use of logic specifications and algorithmic debugging plays an essential role. The authors of [KDM93] summarize, that algorithmic debugging is similar to model-based diagnosis in that it uses a model of the correct expected behavior of the program. However, in algorithmic debugging the model is used in a probing-controlled search for faulty components rather than for generation of an exhaustive set of diagnosis hypotheses. The relationship of model-based diagnosis and algorithmic debugging is discussed in [CFD93].

In this paper we show how to create models for software debugging of hardware designs. The paper in detail discusses our value-level model for VHDL-RTL designs and shows the com-
putation of fault locations by means of a small but practical example. Furthermore, a new model is introduced that allows for localizing faults considering the signal values during a whole time span rather than that of a certain point in time. This can be reached by unfolding our original value-based model in time and incorporating it with the semantics of process executions and event handling. Furthermore, an example indicates the principal applicability of the new approach. Moreover, the paper outlines some empirical results on the computational effort that currently is required in software debugging of real-world designs.

Besides from improving scalability, further research shall deal with model improvements by means of forward simulation, i.e., exploiting the results of a simulation to further improve our model. Recently such an approach was successfully applied in automated debugging of Java programs where the behavioral description of an if-then-else statement was considerably improved [SWW01]. Another direction of current research is a detailed analysis of the outcome of our approach. Such analysis should give answers to the question whether there are kinds of faults that cannot be detected.

Further topic of future research is to incorporate the domain of verification and debugging. Verification techniques require a separate specification that, however, is often not available. If one is available though, techniques such as model checking can produce counterexamples for violated properties. Using these counterexamples to generate input for diagnosis is also part of future research.
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