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Abstract

Existing works in inexact machine unlearning focus on achieving indistinguishability from models retrained after removing the deletion set. We argue that indistinguishability is unnecessary, infeasible to measure, and its practical relaxations can be insufficient. We redefine the goal of unlearning as forgetting all information specific to the deletion set while maintaining high utility and resource efficiency.

Motivated by the practical application of removing mislabelled and biased data from models, we introduce a novel test to measure the degree of forgetting called Interclass Confusion (IC). It allows us to analyze two aspects of forgetting: (i) memorization and (ii) property generalization. Despite being a black-box test, IC can investigate whether information from the deletion set was erased until the early layers of the network. We empirically show that two simple unlearning methods, exact-unlearning and catastrophic-forgetting the final $k$ layers of a network, scale well to large deletion sets unlike prior unlearning methods. $k$ controls the forgetting-efficiency tradeoff at similar utility. Overall, we believe our formulation of unlearning and the IC test will guide the design of better unlearning algorithms.

1. Introduction

There have been growing concerns about the ethics of data use for designing machine learning systems, with primary considerations being privacy [44] and harmful data [20]. Privacy protections come forth with legislation like GDPR [19], CCPA [2], and PIPEDA [4]. These policies require organizations to allow users to delete their data from all systems, including learnt models [3, 21, 26] which can leak information about user data [15, 57]. Similarly, there has been a growing need to tackle problems in datasets ranging from random noisy labels [23, 49, 50] to systematic biases $^1$ [52], besides adversarial subsets such as poisoned data [9, 18, 69].

Removing the influence of the sensitive data points from trained models is a reliable approach to tackle both problems, user privacy requests and harmful data. The domain of machine unlearning [11, 14, 26] targets this data deletion problem. Formally, we are given a model $M$ trained on a dataset $D$ by a training procedure $T$, and any deletion set $D_f \subset D$. $^2$ The goal is to propose an unlearning procedure that generates a model $M_u$ by deleting any information present in $D_f$ but not in retain set $D \setminus D_f$. Our work is focused on inexact unlearning, where information removal may be imperfect or unproven.

As illustrated in Figure 1, most prior work in inexact unlearning formalizes the definition of unlearning as producing a model with a parameter [25, 31, 41, 65, 68] or output [10, 27–29, 48, 51] distribution indistinguishable from one produced by retraining from scratch using $T$ on $D \setminus D_f$ ($M_u$ and $M_r$ in Figure 1 respectively). We argue model indistinguishability is not necessary, infeasible to measure, and its existing relaxations are insufficient. We redefine unlearning from achieving model indistinguishability to having
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three goals: forgetting, utility and resource efficiency, with a focus on forgetting. Figure 1 illustrates the forgetting criteria, which considers any unlearning procedure that has deleted information present in $D_f$ but not in $D \setminus D_f$ as having forgotten perfectly. Inexact-unlearning methods should be on the pareto frontier of the trade-off among the above three desiderata, preferably scaling to large deletion sets.

Any evaluation method for unlearning consists of a test defining which samples are removed and a metric to measure forgetting. We propose a black-box test called Interclass Confusion (IC) which induces confusion between two classes, requiring the unlearning procedure to erase this confusion. By doing this, the IC test enhances the gap between models which have unlearnt the deletion set to varying extents. We also propose the Forgetting Score (Fgt) as a metric that measures memorization \cite{7} when computed on the outputs of any model for $D_f$ and property generalization \cite{46} on unseen samples similar to $D_f$. The IC test and Fgt metric together significantly outperform existing evaluation methods in their ability to reliably demonstrate whether the information was removed from even the early layers of the network. In deep networks, we find simply performing unlearning on the final linear layer \cite{10, 39, 68} fails to remove most information.

Our forgetting-oriented framework allows us to analyze diverse phenomena. First, we empirically find that catastrophically forgetting \cite{24} from the final $k$ layers almost entirely removes their information while having a significantly better trade-off on time than retraining those layers. Second, we find that using some regularization methods can make the original model more amenable to unlearning. Thus, any comparison of unlearning efficacy must be attentive to the optimization procedure used to obtain $M$.

Overall, we alleviate the shortcomings of the model indistinguishability definition, weak evaluations methods and tiny deletion sets in prior work. Our main contributions are:

1. We propose a new definition of inexact-unlearning, which focuses on forgetting information contributed by the deletion set $D_f$.
2. We study the setting of large deletion set sizes. We show the resource efficiency of data-influence isolation, the prevalent strategy for exact-unlearning, scales poorly as deletion sets grow.
3. We propose the IC test which amplifies the difference in the information present in the original dataset $D$ and retain $D \setminus D_f$, and the Fgt metric which provides a targeted measurement of forgetting.
4. We investigate how early in a deep network is sample-specific information retained, the phenomenon of catastrophic-forgetting and possibilities for optimizing the original model for better unlearning.

2. Problem Formulation

This section presents our machine-unlearning formulation and discusses the shortcomings of the two most popular unlearning paradigms in existing literature: (i) Model indistinguishability (ii) Data-influence isolation. We define unlearning as having three critical goals: Forgetting, Utility and Resource Efficiency.

**Forgetting:** Given any subset of the data $D_f \subset D$, forgetting is defined as removing the information the subset $D_f$ contributes to the model which cannot be obtained from $D \setminus D_f$.

**Utility:** A naive unlearning procedure that initializes a new random model removes all information about $D_f$, satisfying the forgetting criteria. However, all other information is lost alongside. Once unlearning procedures delete $D_f$ factorily, utility determines the value of the model produced. Utility could include desirable properties like robustness \cite{60} and out-of-distribution generalization \cite{36}, but in this work we focus on accuracy.

**Resource Efficiency:** Consider another naive unlearning procedure which trains a new retrained model $M_r$ from scratch on $D \setminus D_f$ with the same (potentially stochastic) training procedure $T$. This procedure satisfies forgetting by never using $D_f$ and typically has high utility. However, retraining from scratch is computationally inefficient. Any proposed unlearning procedure must be significantly more resource-efficient than retraining to be valuable, primarily in terms of the time required to unlearn.

Our paper focuses on inexact-unlearning and scalability to large deletion sets, which we describe below.

**Inexact-unlearning:** The primary goal of forgetting can often be hard to achieve, especially in deep networks. Hence, inexact-unlearning literature has relaxed the forgetting goal in two ways: not provable \cite{10, 32, 35, 39, 45, 56, 67} and imperfect \cite{10, 31, 32, 35, 39, 51, 65, 68}. Relaxing provability implies unlearning methods do not provide any proven guarantees of information removal. Imperfectness relaxes the forgetting requirement for unlearning methods in order to achieve better utility or compute-efficiency, implying that models should try to remove most information specific to the deletion set. The degree of forgetting can either be measured using empirical tests or approximate guarantees. Our work focuses on empirically measuring the amount of forgetting produced by imperfect unlearning methods.

**Scalability to large deletion sets:** Many prior unlearning methods assume tiny deletion sets \cite{11, 30, 53, 61, 68}. However, we argue practical applications typically require the deletion of larger subsets of data, necessitating that unlearning procedures should scale well to this setting.

\[^{3}\text{Not necessarily the maximum utility possible.}\]
2.1. Against Model Indistinguishability

Most prior work in inexact-unlearning [10, 48, 51, 55, 65, 68] defines unlearning as: A procedure has unlearnt a given deletion set $D_f$ if the distribution $\phi_u$ of models it produces is indistinguishable from the distribution $\phi_r$ produced by retraining-from-scratch using training procedure $T$ on $D \setminus D_f$. There are two major problems with this model indistinguishability definition.

First, indistinguishability of the model distributions $\phi_u$ and $\phi_r$ is not necessary for unlearning. To demonstrate this, we exploit the fact that tweaking the training procedure gives significantly different model distributions [70]. Let us generate another model distribution $\phi'_r$ by using training procedure $T'$ on dataset $D \setminus D_f$. $T'$ can be created by varying multiple critical hyperparameters in $T$, like the number of epochs, regularization method, and the learning rate to ensure that $\phi'_r$ is significantly different from $\phi_r$. Now, both $\phi_r$ and $\phi'_r$ achieve forgetting because they both are unaware of the deletion set. However, $\phi_r$ and $\phi'_r$ are significantly different, which illustrates the existence of multiple model distributions that satisfy the goal of unlearning. Thus, the indistinguishability definition excludes most correct solutions by unnecessarily penalizing them for not matching one particular distribution.

Second, the prohibitive cost of collecting a representative sample of deep networks makes it infeasible to measure the equivalence of model distributions. Most prior work addresses this by measuring similarity of weights [39, 61, 68] or outputs [27–29, 51] between a single model sampled from $\phi_u$ and $\phi_r$. However, measuring similarity between two model instances is not representative of the similarity between the distributions they are drawn from. Further, parallel work [62] illustrates how it is possible to obtain a model identical to the original model $M$ even when not using $D_f$ for training. Thus, even $M$ can be drawn from $\phi_r$, in which case performing no unlearning would pass the similarity-to-retrained-model based criterion.

To summarize: model indistinguishability is neither necessary nor sufficient for defining unlearning in practice.

2.2. Scalability to Larger Deletion Sets

Many real-world scenarios require the removal of a large number of samples. Examples include removing noisy labels [49, 50], deleting poisoned samples [40, 43, 66], deleting data that induces harmful biases [20, 52], and organizations requiring deletion of user data older than some retention period. Even in the context of privacy, a single user might own multiple samples in the dataset. In biometrics like face recognition [64], one user may form an entire class [10]. Moreover, user deletion requests may occur in bursts after certain events of interest, such as revelations of privacy leaks by an organization [5]. Lastly, batching online deletion requests requires less invocations of the unlearning procedure, boosting resource efficiency.

![Figure 2](image-url) Hyperbolic deterioration of efficiency in isolation-based unlearning when scaling to a large number of removed samples. In this work, we analyze $|D_f|$ from 100-4000 where $\mathbb{E}[Y] \sim 1$.

2.2.1 Against Data-Influence Isolation

Among recent work that does not rely on the indistinguishability criterion, data-influence isolation approaches form the majority. They achieve the forgetting objective by simply ensuring no access to the deletion set. Isolation-based strategies change the training process by creating an ensemble [11, 30, 35, 53], each of whose models is trained on different subsets of the dataset. This ensures architecturally [6, 11, 53] or temporally [11, 35] isolating the influence of any sample to a limited part of training, requiring retraining for only the affected parts. Isolation has been used across techniques like Linear Classification [6], Random Forest [13, 54], KNN [1], SVM [16, 63] and DNN [11, 30, 35] by utilizing or creating a sparse influence graph [53]. Data-influence isolation often comes at the cost of utility as each portion becomes a weaker learner [8], especially in deep networks [58]. To overcome the dropping utility, the training and unlearning time may need to be increased, reducing resource efficiency.

We show the poor scalability of data-influence isolation approaches to larger deletion set sizes. Let $P$ be the number of parts obtained with the isolation strategy. We assume the best-case scenario where each sample only influences one part. We make the simplifying assumption that the samples are uniformly distributed across parts, and the probability of a removed sample belonging to any particular portion remains constant ($\frac{1}{P}$). Let $Y$ be the number of affected parts. The probability part $i$ is affected by at least one sample in $D_f$ is $1 - (1 - \frac{1}{P})^{|D_f|}$. Thus by the linearity of expectation:

$$\mathbb{E}[Y] = P \left( 1 - \left( 1 - \frac{1}{P} \right)^{|D_f|} \right)$$  \hspace{1cm} (1)

Figure 2 and Appendix Section D.1 demonstrate that the computation costs of isolation-based strategies scale poorly as the deletion set size increases.
Given our forgetting-oriented definition, we now propose evaluations for reliably measuring forgetting with three important qualities not achieved together in existing literature (as shown in Table 1).

**Does not penalize better utility:** We need evaluation methods to not penalize better utility. Consider removing a random subset of samples and computing error on the deletion set [27, 35, 56], with better unlearning models having a higher error. Such an evaluation can not differentiate between an unlearnt model that generalizes well to the (now unseen) deletion set versus one that does not unlearn at all. Similarly, metrics measuring the model indistinguishability criteria exclude a large set of correct solutions, unnecessarily penalizing even the ones with better utility.

**Comparability:** Metrics should enable choosing between unlearning procedures in the presence of differing training procedures and architectures as such changes are often used to enable better unlearning [11, 27–30, 35]. As mentioned in Table 1, L2-weights cannot be compared if there is any architectural modification. Similarly, re-learn time [27–29] is too sensitive to the training procedure $T$.

**Checks Property Generalization:** Zhang et al. [73] demonstrated that deep networks can overfit on randomly labelled training data, a phenomenon known as memorization. In contrast, certain properties only present in $D_f$ might have introduced effects on the classification of unseen samples [46], which we term as property generalization. Removal of such generalized properties is especially important for debiasing, denoising and depoisoning. However, prior tests such as membership inference attacks [17, 57] only try to determine memorization, with no explicit consideration for property generalization. We empirically show how some unlearning methods may remove memorization but not property generalization in Section 4.2.2.

### Table 1. Comparison of metrics used by inexact-unlearning methods in classification settings analyzed across three desiderata: Does not penalize better utility (DPBU), Comparability (Comp), Checks Property Generalization (CPG).

| Metric                  | Test              | DPBU | Comp | CPG |
|-------------------------|-------------------|------|------|-----|
| Relearn time            | RS [27], pCR [28, 29], FCR [27] | ×    | ×    | ×   |
| L2 weights              | RS [19, 61, 68]   | ×    | ×    | ✓   |
| L1 ConfusionMat         | RS [51]           | ×    | ✓    | ✓   |
| L1 Softmax              | RS [27], pCR [29], FCR [27] | ×    | ✓    | ✓   |
| Error                   | RS [27, 35, 56], pCR [28, 29], FCR [27] | ×    | ✓    | ✓   |
| MIA                     | RS [27, 45], pCR [29], FCR [10, 27], IC (Ours) | ✓    | ✓    | ×   |
| Error                   | RC (Ours), IC (Ours) | ✓    | ✓    | ✓   |
| Forgetting Score        | FCR, IC (Ours)    | ✓    | ✓    | ✓   |

**3.1. Interclass Confusion Test**

Evaluations can be compared based on their ability to detect imperfectness in unlearning for a given deletion set size. Black-box evaluations can leverage three strategies to enhance forgetting measurements: (i) Manipulating input data or labels, (ii) Strategically choosing the deletion set and (iii) Computing metrics on probability outputs of the model. Largely overlooked by prior work, the first two aspects can increase the sensitivity of an evaluation by introducing a differentiating influence specific to $D_f$. We leverage them to propose the Interclass Confusion (IC) test as described in Figure 3:

1. Take a part of the training data $S \subset D$ from two chosen classes (Strategic sampling).
2. Swap labels between the two classes for all samples in $S$ (Label manipulation) to get the confused set $S'$. $S'$ and $D \setminus S$ together form the new training data $D'$.
3. Mark the entirety of $S'$ as data to be deleted ($D_f$) from the trained model.
4. Compute metrics using unlearnt model outputs to measure forgetting (Leverage model outputs).

We empirically show that the IC test consistently amplifies the detection of retained information over multiple unlearning metrics.

### 3.1.1 Metrics

Let the confusion matrix generated by model $M$ on any given dataset $S$ be denoted by $C^{M,S}$. Let the confused classes in the IC test be $A$, $B$ and their samples in $S$ be $S_A$ and $S_B$.

Computing error is a standard label-only metric used in prior work which can be adapted to the IC test:

**Error (Err):** It measures the percentage of mistakes made on samples from the affected classes. For IC-test it only considers samples from the confused classes:

$$\text{Err}(M, S, A, B) = \frac{\sum k \cdot C_{A,k}^{M,S} + \sum k' \cdot C_{B,k'}^{M,S}}{|S_A| + |S_B|}, k \neq A, k' \neq B$$

(2)

We further refine (as illustrated in Figure 3) error to give a targeted measurement of the confusion between the two classes by introducing the forgetting score:

**Forgetting Score (Fgt):** It measures the number of samples classified in a way that wouldn’t occur if the information had been fully removed. For the IC-test, it is the number of samples still confused between the two classes:

$$\text{Fgt}(M, S, A, B) = C_{A,B}^{M,S} + C_{B,A}^{M,S}$$

(3)

A lower Fgt is strictly better, with the original model and retrained model simply used for reference. For confusion between $N > 2$ classes, Fgt is the sum of the confusion matrix terms for all pair-wise misclassifications among the $N$ classes. Forgetting score converges to error when $N$ is the same as the total number of classes. Note that better utility would lead to lower Fgt, but the influence of utility is significantly lesser than in Err.

The forgetting score and error when computed on the deletion set $D_f$ measure memorization. On the subset $D_t$ of test set samples from the affected classes, they measure property generalization.

**Confidence-based MIA (CoMI):** Membership Inference Attacks (MIA) [57] aim to infer the presence of particular samples in the training data. Recently, a simple confidence-based MIA (CoMI) [59] has been shown to match the performance of even extensively trained white-box MIA classifiers (see [38] for a survey). For unlearning, we formulate MIA to directly discriminate between outputs on samples from $D_f$ and $D_t$, in contrast, to train and test set used in past literature [27, 29, 30, 45]. We adapt CoMI for the IC test by using the confidence of the confused class labels instead of true classes. A detailed description of CoMI is included in Appendix Section B. As in existing MIA literature, the attack accuracy ranges from 50% (unlearnt) to 100%, with a higher value signifying more confidence in detecting whether a sample was in the training data.

#### 3.1.2 Ablating Targeted Selection of Classes

To ablate the effect of strategic data selection in the IC test, we introduce a random confusion (RC) test. In the RC test, $k$ samples of each class are randomly assigned to any of the other classes. Essentially, the RC test selects samples, i.i.d for mislabelling in contrast to the IC test, which does it with two classes, a strategic non-i.i.d selection. Note that for the RC test, forgetting score is equivalent to test error since the forgetting metric relies on strategic sampling.

### 3.2. Investigating Information Retention in DNNs

We propose a way to determine how early information specific to $D_f$ is encoded in a deep network. For any model $M$, we can obtain an unlearnt model $M_u$ by erasing all information gained from $D_f$ in the final $k$ layers. If the IC test shows $M_u$ still didn’t forget all information, we know some information has to be present in the earlier layers.

**Exact-unlearning the last $k$ layers (EU-$k$):** We freeze the initial layers of the model $M$, and retrain the last $k$ layers from scratch using the same training procedure $T$ on retain set $D \setminus D_f$. Varying $k$ allows us to check how early in the network the test can detect the presence of information.

**Catastrophically forgetting the last $k$ layers (CF-$k$):** Neural Networks suffer from catastrophic-forgetting [24], when a model is continually updated without some previously learnt samples, the model loses knowledge about them. We freeze the initial layers of the model $M$ and finetune the last $k$ layers on the retain set $D \setminus D_f$. We use the same training procedure $T$ but for fewer epochs as the information learnt by the original model is leveraged, making it significantly more efficient than EU-$k$. We measure how close catastrophic-forgetting gets to the complete removal of information about $D_f$ for varying $k$.

Both EU-$k$ and CF-$k$ exploit the fact that a large fraction of computation occurs during convolutions in the early layers [12]. The features produced by the earlier layers can be precomputed once, requiring increasingly less time for unlearning as $k$ decreases. We expect a small $k$ to suffice for mostly forgetting as the earlier layers encode low-level features [71]. We empirically show varying $k$ trades-off forgetting with resource-efficiency at similar utility as $M_r$, thus making EU-$k$ and CF-$k$ valuable baselines for inexact-unlearning.

### 4. Experiments

We now empirically compare our IC test and CF/EU baselines, using them to obtain broader insights. We discuss implementation details in Appendix Section C.
4.1. Experimental Setup

Tests: We compare multiple evaluation methods in our experiments. For a fair comparison, we use the same deletion set size \( n \). The tests are of the following types:

- **Random Samples (RS):** Removing \( n \) random samples from \( D \), and measuring Err and CoMI. It is untargeted and has no labels.
- **Class Removal (CR):** Removing \( n \) samples from a particular class, and measuring Err, CoMI, and Fgt\(^4\). We refer to it as full class removal (FCR) when all samples of a class are removed and partial class removal (pCR) otherwise. It is targeted and has no labels.
- **Random Confusion (RC):** Mislabelling \( n \) samples from \( D \) by assigning them to other randomly chosen classes and measuring Err and CoMI. It is untargeted and has no labels.
- **Interclass Confusion (IC):** Mislabelling \( \frac{n}{2} \) samples from two classes into each other and measuring Err, CoMI and Fgt. It is targeted and has no labels.

Experiments in this section use \( n \) corresponding to the number of training samples in one class: 4000 for CIFAR10 and 400 for CIFAR100 \([42]\). Hence, the CR test completely removes any information about the class. The IC test completely confuses the two classes involved, and in this case robustness to label noise \([47]\) cannot help unlike in RC. We show the effect of varying deletion set size in Appendix Sections E.4 and E.3 and more details about the tests in D.3.

To demonstrate property generalization for the targeted CR and IC tests, metrics are computed only on unseen samples from the involved classes, unlike the untargeted RS and RC test where the full test set is used.

Unlearning Procedures: We empirically benchmark four unlearning methods along with the original \((M)\) and retrain \((M_r)\) models. We compare our methods, exact-unlearning the final \( k \) layers \((EU-k)\) and catastrophic-forgetting on the final \( k \) layers \((CF-k)\), with approaches which can scale to large deletion sets and have made their code available: Fisher \([28]\) and NTK+Fisher (NTK-F) \([29]\).

4.2. Results

We compare various evaluation strategies, unlearning methods and demonstrate the effect of the training procedure on unlearning. All results are averaged over three runs with different random seeds.

4.2.1 Metric Comparisons

The usefulness of a test is established by how reliably it quantifies the remaining information after applying any inexact-unlearning method. We compare existing evaluation methods which use random sampling \([27, 35, 39, 45, 51, 56, 61, 68]\).

\(^4\)For CR test, Fgt calculates the number of samples labelled as the removed class, further details in Appendix Section D.2.2.

| Method | RS-Err \(\uparrow\) | CR-Err \(\uparrow\) | RC-Err \(\downarrow\) | IC-Err \(\downarrow\) | CR-Fgt \(\downarrow\) | IC-Fgt \(\downarrow\) |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Original | 8.4 ± 0.2 | 3.4 ± 0.4 | 143.3 ± 0.7 | 53.2 ± 1.0 | 1000 ± 19.2 | 901.3 ± 27.1 |
| 1-layer | CF | 8.4 ± 0.1 | 68.1 ± 3.4 | 130.0 ± 0.9 | 409.0 ± 0.4 | 319.0 ± 7.3 | 621.0 ± 21.0 |
| EU | 8.5 ± 0.1 | 100.0 ± 0.0 | 128.5 ± 0.9 | 404.4 ± 0.4 | 0.0 ± 0.0 | 624.5 ± 31.0 |
| 10-layers | CF | 8.4 ± 0.2 | 97.4 ± 1.1 | 120.0 ± 0.6 | 273.0 ± 0.6 | 26.3 ± 0.4 | 349.7 ± 13.1 |
| EU | 8.7 ± 0.1 | 100.0 ± 0.0 | 120.0 ± 0.7 | 281.0 ± 1.8 | 0.0 ± 0.0 | 554.0 ± 13.1 |
| 50-layers | CF | 8.5 ± 0.1 | 100.0 ± 0.0 | 100.0 ± 0.4 | 240.0 ± 8.0 | 0.0 ± 0.0 | 229.0 ± 14.0 |
| EU | 9.1 ± 0.3 | 100.0 ± 0.0 | 104.4 ± 0.4 | 233.3 ± 0.3 | 0.0 ± 0.0 | 209.7 ± 15.0 |
| Retrain | 9.3 ± 0.1 | 100.0 ± 0.0 | 88.0 ± 3.3 | 223.0 ± 0.9 | 0.0 ± 0.0 | 179.7 ± 4.5 |

\(\uparrow\) and \(\downarrow\): In Table 3 we compare different evaluation methods\(^5\) and state consistent observations. Primarily, the IC test is the only test which reliably determines that exactly unlearning the final layer \((1\text{-layer-EU})\) does not remove generalized properties. Neither addition of confusion \((RS \rightarrow CR)\) nor strategic sample selection \((RS \rightarrow CR)\) detects imperfect forgetting of generalized properties alone, both components \((forming \text{the IC-test})\) are necessary. Given EU-50 and the Retrain model are very close on the IC-test, our IC-test can investigate deletion of generalized properties up to almost half the depth of the network. Comparing CF and EU procedures for each value of \(k\), we observe that catastrophic-forgetting is able to unlearn nearly as well as exact-unlearning.

Memorization (Measured on \(D_{f}\)): In Table 3 we compare different evaluation methods and state consistent observations. CR test is not able to detect memorized information even in exact-unlearning of the final layer. IC is the only test that clearly demonstrates the forgetting trends across unlearning more layers when using CoMI as the metric. In contrast, RS-CoMI gives a weak signal while CR-CoMI and RC-CoMI do not give any insights. On Err metric, RS seems to give clear trends, but its interpretation is unclear since RS-Err penalizes better utility. Specifically, a perfectly unlearned model can give a low RS-Err if it simply generalizes to the now unseen deletion set. In contrast, both confusion-based tests are free from such issues and show the degree of memorization across layers. Comparing CF and EU procedures for each value of \(k\), we observe that catastrophic-forgetting is...
is slightly worse than exact-unlearning.

Overall, the IC-test is the most effective in distinguishing between varying forgetting efficacy across metrics. For a given k, catastrophic-forgetting removes almost as much information gained from \( D_f \) as exact-unlearning while being twice as resource-efficient. EU-1 represents an upper limit on the forgetting efficacy of applying unlearning on the final linear layer. We find that even EU-1 leaks a lot of information gained from \( D_f \), severely limiting the usefulness of a series of prior works [10,39,68] for deep networks.

### 4.2.2 Unlearning Method Comparisons

**Setup:** We use Small-CIFAR-5, a subset of CIFAR10, as in Golatkar et al. [28,29] for comparing Fisher and NTK-F as they cannot scale to larger datasets like CIFAR10 because they require extensive memory. Both Fisher and NTK-F require a variety of training assumptions not found in standard training procedures. We use the training procedure of Golatkar et al. to benchmark Fisher and NTK-F while following our standard training procedure for our unlearning methods. We present results on both the CR and IC test in Table 4.

**Utility:** Our original and retrained models have a significantly lower test set error and hence better utility. However, they overfit more to the train set resulting in more memorization.

**Forgetting:** Surprisingly, Fisher does worse than no unlearning in both evaluation settings, across all metrics (Fgt, Err, Test Error, Time). EU-1 outperforms CF-10 in both tests, indicating catastrophic-forgetting is less effective on tiny datasets. On the CR test, NTK-F seems to achieve only

---

Table 3. Comparison of evaluation methods for memorization. Scores are reported as: mean ± stdev. The IC-test amplifies memorization removal trends across metrics.

| Model      | IC-Fgt (\( \downarrow \)) | Err (\( \downarrow \)) | Test Err (\( \downarrow \)) | Time(s) (\( \downarrow \)) |
|------------|--------------------------|-----------------------|----------------------------|--------------------------|
|            | T from [28,29]           |                       |                            |                          |
| Original   | 92.3 ±121.6              | 8.3 ±70               | 26.7 ±0                    | 0.0 ±0                   |
| Fisher     | 94.6 ±157.0              | 6.0 ±56               | 33.2 ±0                    | 141 ±91                 |
| NTK-F      | 77.0 ±119.6              | 23.0 ±20.3            | 31.0 ±0                    | 141 ±90                 |
| Retrain    | 0.0 ±0                   | 100.0 ±100.0          | 41.4 ±0                    | 9.81 ±0                  |

Table 4. Comparison between methods on FCR-Test (left) and IC-Test (right) on Small-CIFAR-5. Scores are reported as: Memorization | Property Generalization for Fgt and Err, along with the error on full test set and unlearning time.

| Model      | IC-Fgt (\( \downarrow \)) | Err (\( \downarrow \)) | Test Err (\( \downarrow \)) | Time(s) (\( \downarrow \)) |
|------------|--------------------------|-----------------------|----------------------------|--------------------------|
|            | T from [28,29]           |                       |                            |                          |
| Original   | 54.3 ±85.0               | 65.5 ±58.6            | 42.8 ±0                    | 0.0 ±0                   |
| Fisher     | 57.6 ±96.6               | 64.3 ±56.0            | 43.7 ±0                    | 142 ±73                 |
| NTK-F      | 9.6 ±31.0                | 18.6 ±25.1            | 31.1 ±0                    | 142 ±76                 |
| Retrain    | 9.0 ±13.3                | 25.0 ±18.3            | 30.5 ±0                    | 9.15 ±0                  |

---
marginal forgetting, performing dramatically worse than even our final layer unlearning methods. On the IC-Test, NTK-F is able to achieve a reduction in memorization comparable to a retrained model. However, NTK-F does poorly in removing property generalization, worse than even CF-1 and EU-1, highlighting the need for a separate analysis of property generalization not found in existing literature.

Fisher and NTK-F require compute costs for obtaining the Fisher Information Matrix, to the extent that they take far more unlearning time than even retraining from scratch. Overall, our exact-unlearning the final layer baseline achieves better forgetting, utility, and resource efficiency than previously proposed unlearning methods that are applicable to deep networks and scalable to large deletion sizes.

### 4.2.3 Amenability of Original Model to Unlearning

Intuitively, different original models can show varying propensities to memorize $D_f$, and some may be able to remove more information than others even using the same unlearning procedures. We investigate the effects of changing the training procedure $T$ when training the original model $M$ on the efficacy of unlearning. We found regularization methods, like cutmix [72] and early stopping, had the most prominent effects on forgetting while providing better utility and resource-efficiency respectively.

From Table 5, our primary observation is that both early stopping and cutmix greatly reduce memorization of confused labels in the original model. Unlearning 10-layers from a regularized model achieves a much greater decrease in both memorization and property generalization. This indicates better regularization of the original model makes it easier to remove information; however, as better unlearning deletes more information, the benefits of regularization on unlearning decrease.

Overall, the training procedure for the original model can have a significant impact on the efficacy of unlearning. Thus, when no training assumptions are involved, a fair comparison of unlearning methods requires starting from similarly trained original models.

### 4.3. Limitations

Despite being a far more effective method to measure the efficacy of unlearning than past evaluation strategies, the IC test has some limitations. Primarily, label confusion is a very specific way to measure forgetting and unlearning procedures may adapt to it. Thus, passing the IC-test alone cannot guarantee forgetting. Second, our evaluation does not completely disentangle forgetting from utility. In particular, increasing model accuracy can improve the forgetting score without removing more information specific to $D_f$. Even on completely removal of information about $D_f$, the forgetting score can be non-zero if some samples are mislabelled between the confused classes. It is thus not clear when an unlearning method passes our evaluation. One can only claim an unlearning procedure to be “better” or “worse” based on how low the forgetting score is. Finally, our evaluation produces aggregates scores over a deletion set; whether any individual sample was forgotten is not obtained.

### 5. Conclusion

In this work, we highlighted important shortcomings of popular paradigms of unlearning. We motivated the need to unlearn large deletion sets, to which data-influence isolation approaches scale poorly. To overcome the limitations of indistinguishability-based definitions, we redefined the goal of unlearning by splitting it into forgetting, utility and resource-efficiency. We emphasised how forgetting involves removing two types of information gained specifically from data to be deleted: memorization and property generalization. Our black-box Interclass Confusion test is domain-agnostic as it only affects labels. It is effective in creating a wider spectrum for unlearning, providing reliable evaluations across metrics. We devised unlearning baselines to investigate whether information specific to the deletion set is present in the early layers of the network.

Overall, we hope that our definition of unlearning and IC test will guide the design and evaluation of future approaches for inexact-unlearning. Our work raises various future directions to be investigated: (1) How do we formalize the notion of additional information contributed by $D_f$? (2) Is it possible to devise a metric that completely disentangles forgetting from utility? (3) Can we better investigate where information about any subset of samples is stored in a deep network to allow targeted deletion?
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### Table 6. Reference for notations used in this work

| Abbr. | Definition | Ref. in Section |
|-------|------------|-----------------|
| IC    | Interclass Confusion test | 3.1, 4.1. |
| RC    | Random Confusion test | 3.1.2, 4.1. |
| RS    | Random Samples test | 4.1. |
| CR    | Class Removal test | 4.1. |
| pCR   | Partial Class Removal test | 4.1. |
| FCR   | Full Class Removal test | 4.1. |
| Fgt   | Forgetting Score metric | 3.1.1. |
| Err   | Error metric | 3.1.1 |
| MIA   | Membership Inference Attack(s) | 3.1.1, App. Sec. 2. |
| CoMI  | Confidence-based Membership Inference attack | 3.1.1, App. Sec. 2. |
| CF-k  | Catastrophic-Forgetting $k$ layers | 3.2. |
| EU-k  | Exact-Unlearning $k$ layers | 3.2. |
| DNN   | Deep Neural Network | |
| i.i.d | Independent and identically distributed | |
| NTK-F | Neural Tangent Kernel + Fisher method | |
| stdev | Standard Deviation | |

### Table 7. Reference for abbreviations used in this work

| A. Reference: Abbreviations |
|----------------------------|

In Tables 6 and 7 we list the terms and notations used in this work respectively. The reader is encouraged to use these for reference.

### B. Membership Inference Attacks

#### B.1. Background

Membership Inference Attacks (MIA) [57] can be used to determine whether a particular sample was part of the training data of a model. Many different black-box formulations of MIA have been used to measure the efficacy of unlearning. Most [27, 29, 30, 45] learn a binary attack classifier: based on the model’s output for the sample, was the sample in the seen training set (class 0) or the unseen test set (class 1)? The attack classifier is then applied on deletion set samples, with ideal unlearning entailing all samples are classified as unseen. However, such a test is extremely sensitive to the efficacy of the attack classifier which may be unreliable. Another approach has been to train the attack classifier to distinguish the outputs of a large number of original ($M$) and retrained ($M_r$) models and then classify the unlearnt model $M_u$ [10]. This formulation involves prohibitive computational expense and applies only when using the problematic indistinguishability definition.

Song et al. [59] recently show that metric-MIA, measuring simple metrics and deciding membership based on a threshold, can match the classification accuracy of trained attack models. In particular, their confidence-based MIA measures the model’s output probability for the target class and selecting separate class-wise membership thresholds. It
is shown to match the performance of even white-box MIA attack classifiers.

### B.2. Our Formulation

We adapt the confidence-based MIA [59] to propose an efficient black-box MIA formulation specifically tailored for measuring forgetting. We assume direct access to the actual model outputs instead of shadow models [30, 45], as shadow models only weaken the attack, making the unlearning test artificially easier to pass. We distinguish the model outputs on deletion set samples and unseen samples from the same underlying distribution rather than training an attack classifier using the entire train and test set.

Our MIA takes in model \( M \), forget set \( D_f \) and unseen samples \( D_u \) from the same classes found in \( D_f \). The following procedure is repeated for each ‘target class’ \( t \):

- Dataset \( D_{MIA} \) is created with the probability outputs for class \( t \): \( M(D_f), \) and \( M(D_u) \), stored as class 0 and class 1 respectively.
- We then create a 50-50\(^6\) shadow \( (D_{MIA-S}) \) - test \( (D_{MIA-T}) \) split of \( D_{MIA} \).
- A threshold \( p_t \) needs to be chosen such that probabilities > \( p_t \) are classified as class 0, and probabilities < \( p_t \) as class 1. The \( p_t \) that maximizes the accuracy on \( D_{MIA-S} \) is chosen.
- The accuracy obtained on \( D_{MIA-T} \) using threshold \( p_t \) is the MIA accuracy for target class \( t \). A weighted average of this test accuracy across all target classes is taken as the final MIA accuracy.

Usually, the target class \( t \) is the actual label of the sample. However, in the case of IC test, we use the mislabelled class as the target for both, \( D_f \) and \( D_u \) samples. Intuitively, the memorization of mislabels in the deletion set would make the wrong class probability output unnaturally higher than other unseen samples of the same class, making the MIA stronger. Such an enhancement is not possible in the case of RC as the mislabels are untargeted.

In line with existing MIA literature, we want our attack classifier accuracy to be 50% incase of no classifier advantage. Thus as the forget set and unseen set may have differing sizes in some experiments, we take a random subset of the larger one to make the attack dataset balanced. The numbers reported are averaged over 20 runs with randomness induced by the subset sampling step. Note that since the classifier learns to distinguish between the test and forget set distribution directly, it might be able to distinguish them spuriously, leading to slightly more than 50% attack classifier accuracy even on perfect unlearning. Thus, the reference gold standard MIA performance can instead be that of any exactly unlearnt model upon undergoing the same evaluation.

### C. Implementation Details

We use CIFAR10 and CIFAR100 datasets with a 40,000-10,000-10,000 train-valid-test split.

We use the ResNet architecture [34] with 110 layers. Our standard training procedure \( T \) is the following: We train our models initialized as Kaiming Normal [33] for 62 epochs (CIFAR10) or 126 epochs (CIFAR100), using a SGD optimizer with momentum 0.9 and weight decay 5e-5, an SGD scheduler with \( t_{mult} = 2, t_0 = 1, \) minlr = 5e-3, maxlr = 0.01 and a batch size of 64. For EU-\( k \) and CF-\( k \) we use the same choices described above, but on the final \( k \) layers. In CF-\( k \), we finetune for only half the epochs to obtain a two-fold speedup over EU-\( k \). The choices made specific to the different evaluation methods are highlighted in Sections B.2, D.3.

The setup used for all experiments is a PC with a Intel(R) Xeon(R) E5-2640 2.40 GHz CPU, 128GB RAM and 1 GeForce RTX 2080 GPU.

We make the following deviations for particular experiments:

- In Table 4 we make changes described in Section D.4.
- In Tables 5, 9, ?? we change the training procedure. When using cutmix regularization, we use \( p = 0.5 \) and \( \alpha = 1.0 \). For early stopping, we halve the number of epochs both while training the original/retrain models and also in the unlearning procedures.
- In Table 10 we vary the number of finetuning epochs in CF-\( k \).
- In Table 15 we vary the confused classes in the IC test from easy-hard on the axis of distinguishability.
- In Figure 5 we further benchmark on ResNet-20, ResNet-56 and ResNet-110 to show our results are robust to the choice of network depths.
- In Table 16 we ablate the effect of warm restarts in training the original/retrain model.

### D. Additional Details and Analysis

We now provide some additional details for results shown in the main paper.

#### D.1. Against Isolation Strategies

We also show that the probability of full-retrain in data-influence isolation unlearning methods scales poorly with increasing deletion set size. Let \( p(n) \) be the probability that all \( P \) portions are affected on the removal of \( n \) samples. Extending the analysis of Warnecke et al. [67] from the specific case of SISA to data-influence isolation in general, we get:

\[
p(n) = 1 - \frac{\sum_{j=1}^{k}(-1)^{j+1}\binom{P}{j}(|P|-j)^n}{|P|^n}
\]

Figure 4 shows \( p(|D_f|) \) grows logarithmically, implying there

---

\(^6\)Given that only 1 parameter (threshold) needs to be learnt, the shadow size is sufficient
is a fast increase in the chance of needing a full-retrain as deletion sets get larger. This demonstrates how data-influence isolation provides little improvement in efficiency compared to the retrain-from-scratch baseline for practical scenarios.

### D.2. Metrics

#### D.2.1 On the Metric Comparisons Table

Note that the list of metrics in Table 1 of the main paper does not include metrics like upper bound on information remaining in weights and activations [27–29] since its unclear whether such metrics can be computed on methods other than their own proposed unlearning procedure. We also exclude purely-qualitative tests such as model inversion attacks [22] which have been used in prior unlearning works [10, 30].

#### D.2.2 Details of Metric Computation

For clarity, we further describe the computation of some metrics. CoMI has already been described in Appendix Section B. Note that for measuring memorization, the deletion set is used, while for measuring generalization (a subset of) the test set is used.

**IC-Fgt**: For the IC test between class A and B, the forgetting score represents the number of samples of class A mislabelled as class B and vice-versa. Intuitively, as the mislabelled samples are forgotten by the unlearning procedure, the model should confuse lesser samples between these two classes.

**CR-Fgt**: For the CR test removing samples from class C, the forgetting score represents the number of samples the model classifies as class C. Intuitively, as more samples from C are removed, the model should classify lesser samples into C. Note that if the entire class is not removed, a model that generalizes better from the partial samples still available may get penalized unnecessarily.

**RC, RS-Err**: Error on unseen samples from the confused classes of the IC test, A and B.

**IC-Err**: Error on unseen samples from the confused classes of the IC test, A and B.

**RC, RS-Err**: Error on all samples from the test set. Here, a specific set of classes cannot be used for a targeted measurement. In Table 8 we show the utilities of the EU-k and CF-k unlearning procedures across all four tests. We observe a negligible impact on utility compared to retraining from scratch, unless utility is correlated with unlearning in the applied test.}

| Method | RS (↓) | CR (↓) | RC (↓) | IC (↓) |
|--------|--------|--------|--------|--------|
| CIFAR-10 (|Df| = 4000) | | | | |
| Original | 8.4 ± 0.2 | 8.8 ± 0.4 | 14.3 ± 0.7 | 6.9 ± 0.5 |
| 1-layer CF | 8.4 ± 0.1 | 8.3 ± 0.2 | 13.0 ± 0.9 | 6.5 ± 0.5 |
| EU | 8.5 ± 0.1 | 8.4 ± 0.3 | 12.8 ± 0.9 | 6.6 ± 0.3 |
| 10-layers CF | 8.4 ± 0.2 | 8.4 ± 0.2 | 12.0 ± 0.6 | 6.5 ± 0.4 |
| EU | 8.7 ± 0.1 | 8.6 ± 0.2 | 12.0 ± 0.7 | 6.7 ± 0.2 |
| 50-layers CF | 8.5 ± 0.1 | 8.1 ± 0.4 | 10.0 ± 0.4 | 6.1 ± 0.3 |
| EU | 9.3 ± 0.3 | 8.8 ± 0.4 | 10.4 ± 0.4 | 6.9 ± 0.5 |
| Retrain | 9.3 ± 0.1 | 8.2 ± 0.3 | 8.8 ± 0.3 | 6.4 ± 0.2 |
| CIFAR-100 (|Df| = 400) | | | | |
| Original | 32.1 ± 1.1 | 31.6 ± 1.1 | 32.4 ± 1.4 | 31.8 ± 0.8 |
| 1-layer CF | 32.1 ± 1.0 | 31.7 ± 1.2 | 32.4 ± 1.3 | 31.7 ± 0.7 |
| EU | 32.1 ± 1.0 | 31.7 ± 1.1 | 32.4 ± 1.2 | 31.8 ± 0.7 |
| 10-layers CF | 32.4 ± 0.9 | 32.2 ± 1.1 | 32.6 ± 1.3 | 32.0 ± 0.6 |
| EU | 33.3 ± 1.2 | 32.5 ± 1.1 | 33.3 ± 1.2 | 32.8 ± 0.9 |
| 50-layers CF | 31.7 ± 0.9 | 31.5 ± 1.0 | 31.8 ± 0.8 | 31.2 ± 0.6 |
| EU | 32.1 ± 0.3 | 31.6 ± 0.2 | 31.8 ± 1.0 | 31.7 ± 1.0 |
| Retrain | 32.2 ± 0.4 | 31.6 ± 0.6 | 31.7 ± 1.3 | 31.8 ± 1.0 |

Table 8. Error on the retain set distribution of test samples across unlearning tests. Scores are reported as: mean ± stdev. The EU-k and CF-k unlearning procedures lead to a minimal change in utility compared to retraining from scratch, unless utility is correlated with unlearning in the applied test.
Method | None | Early Stop | Cutmix | Cutmix+Early
--- | --- | --- | --- | ---
CIFAR-10 (|$|D_f| = 4000$)
Original | 6.53 | 7.91 | 5.81 | 8.02
10-layers CF | 6.11 | 7.93 | 5.45 | 7.27
EU | 6.55 | 7.88 | 5.68 | 7.08
50-layers CF | 5.75 | 7.31 | 5.32 | 6.75
EU | 6.57 | 7.87 | 6.16 | 8.20
Retrain | 6.31 | 8.50 | 5.70 | 8.97
CIFAR-100 (|$|D_f| = 400$)
Original | 32.53 | 33.10 | 27.26 | 30.03
10-layers CF | 32.22 | 33.04 | 27.98 | 30.61
EU | 33.25 | 33.23 | 28.59 | 31.23
50-layers CF | 30.93 | 32.37 | 27.92 | 29.37
EU | 31.98 | 33.66 | 30.41 | 30.93
Retrain | 30.64 | 32.62 | 26.67 | 30.67

Table 9. Error on the retain set distribution of test samples on varying the training procedure of the original model. Regularized models have better utility even after unlearning.

deletion set size is the same as the number of samples from one class in the training set. Note that while the size of $D_f$ is the same when comparing different tests, the size of $D_t$ is dependent on the test itself. In targeted tests (CR, IC), $D_t$ only has test set samples from the affected classes, whereas in untargeted tests (RS, RC) $D_t$ consists of the entire test set. In CR test we remove class 0 for both CIFAR10 and CIFAR100, whereas in RS and RC we draw an equal number of samples randomly from each class.

D.4. Details of Comparison with Golatkar et al.

For comparisons with Golatkar et al., we use their code, dataset and training procedure. The only change we make is using the ResNet-20 architecture as is standard for CIFAR10 to obtain results of both their and our procedures. Golatkar et al. benchmark on a subset of 500 images (100 each from 5 classes) of CIFAR10, which they call Small-CIFAR5. We tried benchmarking their unlearning procedure on models obtained using our training procedure, but possibly due to the violation of some of their training assumptions, we obtained models with near-random performance.

D.5. Utilities

To measure utility, we compute error on unseen samples from the same distribution as $D \setminus D_f$, called the retain distribution. For the RS and RC tests, as the removal is untargeted, the evaluated samples are the same as the full test set. For the CR and RC tests the evaluated samples consist of test set samples from the unaffected classes. This is done as error on samples from the deletion set distribution correlates with the unlearning efficacy, and thus removing them leads to a measurement of utility independent of unlearning.

In Table 9 we show the impact of regularization on utility. We observe that early stopping slightly increases the

errors, while cutmix alone reduces them especially in CIFAR100. Given the significant improvement in utility and greater downstream amenability to unlearning, using regularizers like Cutmix seems highly rewarding. Our unlearning procedures do not decrease the utility barring a slight deterioration when the training procedure uses cutmix while the unlearning procedure does not.

E. Additional Experiments

Finally, we vary some of the choices we make in our experiments to demonstrate the robustness of our observations.

E.1. Varying the number of unlearning epochs

The original experiments train CF-$k$ models for half the epochs of the original training procedure and EU-$k$ models. In Table 10 we compare the variation of performance among CF-$k$ models at the end of each warm restart while finetuning. While less information is unlearnt on reducing epochs, even six epochs are sufficient for drastic improvements in forgetting. We notice that there is no significant change in error on unseen samples. The number of catastrophic forgetting epochs can thus be used to further control the forgetting-efficiency tradeoff at similar utility.
Figure 5. Variation in forgetting efficacy across number of layers unlearnt using CF-$k$ and EU-$k$. The annotations represent (Memorization|Generalization) based on the IC test forgetting score. Most information is present in the final layers of the network, and applying unlearning to the earlier half of the network provides negligible benefits. CF-$k$ consistently performs close to EU-$k$.

E.2. Varying the number of layers

In Figure 5 we show results of varying $k$ for 3 different ResNet depths: 20, 56 and 110. The IC test is able to detect
Table 11. Varying $|D_f|$ for RC test. Results are reported as Memorization|Property Generalization. Error reliably measures memorization even in small deletion sets, though larger ones are needed to produce detectable effects on property generalization.

| Method | Err (%) | CoMI (%) |
|--------|---------|----------|
|        | 400     | 2k       |
|        | 8k      | 20k      |
|        | 400     | 2k       |
|        | 8k      | 20k      |

Table 12. Varying $|D_f|$ for RS test. Results are reported as Memorization|Property Generalization. Error seems to distinguish varying levels of unlearning, but needs huge deletion sets in the case of property generalization. Moreover, here error has the limitation of misaligning forgetting ($\uparrow$) and utility ($\downarrow$).

| Method | Err (%) | CoMI (%) |
|--------|---------|----------|
|        | 400     | 2k       |
|        | 8k      | 20k      |
|        | 400     | 2k       |
|        | 8k      | 20k      |

retained information despite exact unlearning of 30% of the final layers. However, on unlearning the final half of the network, its unclear whether most information is removed or the IC test is unable to identify the presence of retained information. CF-k is consistently within a small margin of EU-k demonstrating the catastrophic forgetting is able to lose enough information to match EU while being two times faster.

E.3. Varying Amount of Untargeted Removal

In Tables 12 and 11 we show the forgetting performance when we vary deletion set sizes in tests with untargeted removal, RS and RC. Here, we use larger sizes than those reported in the main paper as smaller deletion sets show negligible trends in untargeted removal. For detecting effects on property generalization, Err on RC test needs far fewer samples than Err on RS. For memorization, we see that Err is able to distinguish and rank models fairly well whereas CoMI works well in the case of RS test but fails completely on the RC test. CF models continue to be close to EU models here and the gap between them decreases as we add more confusion. Overall, untargeted removal requires much larger deletion sets to show clear forgetting trends as compared to targeted removal, demonstrating the usefulness of strategic sampling.

E.4. Varying Amount of Targeted Removal

Now, we study the forgetting performance for partial Class Removal (pCR) and partial Interclass Confusion. We show results for varying $|D_f|$ from 10% samples of a class to the size of an entire class (as used in the original paper).

First, we present the results of the IC test in Table 13. We see that for memorization (left of $\uparrow$) all metrics are reflective even when a very small subset of samples is confused. Err and CoMI have increasingly better contrast for smaller deletion sets. In contrast, Fgt works consistently well across all deletion set sizes with roughly similar amplitudes of differences. For property generalization (right of $\downarrow$), we have somewhat but not substantially weaker trend in error as compared to Fgt as sample sizes decrease. Both are able to reflect trends in unlearning property generalization.

Then, we present the results of the CR test in Table 14. The CR test has significantly different behavior when all samples of the class are removed (FCR) compared to partial removal (pCR). In the case of FCR, all information about the class is removed, and hence an unlearnt model is expected to not classify any sample as the removed class. However, in pCR a well generalized model may correctly classify more samples than Err on RS. For memorization, we see that Err and CoMI to have unclear trends in pCR, sometimes giving a weak signal for unlearning efficacy. Fgt and Err in pCR tests with sample sizes ranging from a tenth to half of the class give a substantial signal, but much weaker than IC test. Thus, targeted removal contributes to better measurements of forgetting for relatively smaller deletion sets, but has limited usefulness without adding confusion.

E.5. Varying Confused Classes

Throughout our experiments, we only confused the hardest pair of classes in the dataset (Cat and Dog for CIFAR10, Maple Tree and Oak Tree for CIFAR100). Here we ablate the chosen class pair, grouping the ten classes in CIFAR10 into five pairs to maximize diversity. The five pairs are arranged in increasing order of similarity below:

- Frog (6) - Horse (7)
- Bird (2) - Ship (8)
- Airplane (0) - Deer (4)
Table 13. Varying $|D_f|$ for IC test. Results are reported as Memorization|Property Generalization. In CIFAR10, at 10% of the class size, the IC test reliably detects imperfect forgetting across metrics. In CIFAR100, imperfect removal of memorization is detected at 10% of the class size, a noticeable effect on generalization requires a larger deletion set.

| Method   | Fgt (↓) | Err (↑↓) | CoMI (↑) |
|----------|---------|----------|----------|
| | 400   | 1K | 2K | 4K | 400 | 1K | 2K | 4K | 400 | 1K | 2K | 4K |
| Original | 348/211 | 854/300 | 1721/513 | 3016/927 | 88.8/19.8 | 88.3/24.7 | 85.0/34.2 | 76.6/53.9 | 91.4 | 86.2 | 80.6 | 66.1 |
| 10-layers CF | 247/181 | 543/335 | 1003/306 | 1226/335 | 63.2/18.4 | 54.8/22.6 | 50.6/25.1 | 30.9/26.8 | 83.9 | 76.9 | 71.8 | 58.7 |
| EU       | 209/181 | 487/233 | 920/296 | 1165/352 | 55.8/18.3 | 49.9/22.4 | 48.9/25.2 | 28.9/27.0 | 78.8 | 75.6 | 70.5 | 59.1 |
| 50-layers CF | 69/158 | 187/186 | 302/181 | 569/229 | 24.5/16.6 | 22.4/18.2 | 21.4/19.1 | 20.1/23.2 | 64.8 | 59.9 | 58.5 | 54.2 |
| EU       | 55/179 | 124/175 | 216/182 | 453/195 | 17.5/17.0 | 18.8/17.4 | 18.5/19.4 | 23.0/23.0 | 53.3 | 55.0 | 53.2 | 53.2 |
| Retrain  | 41/164 | 92/183 | 176/185 | 390/184 | 17.0/16.4 | 17.3/19.1 | 19.1/20.4 | 22.2/21.4 | 50.2 | 52.3 | 52.2 | 52.0 |

Table 14. Varying $|D_f|$ for CR test. Results are reported as Memorization|Property Generalization. The CR test is not able to reliably distinguish varying levels of property generalization and provides a weak signal for memorization, particularly for small $|D_f|$.

| Method   | Fgt (↓) | Err (↑↓) | CoMI (↑) |
|----------|---------|----------|----------|
| | 400   | 1K | 2K | 4K | 400 | 1K | 2K | 4K | 400 | 1K | 2K | 4K |
| Original | 40/37  | 99/39 | 196/46 | 395/70 | 100/0/37.0 | 99/0/40.0 | 97/0/43.0 | 100/0/57.0 | 88.2 | 88.5 | 85.6 | 86.4 |
| 10-layers CF | 35/32 | 81/41 | 152/35 | 325/57 | 90.0/35.5 | 81.0/41.5 | 78.0/38.5 | 85.8/51.0 | 86.5 | 83.8 | 78.9 | 79.0 |
| EU       | 28/33  | 61/33 | 124/40 | 290/60 | 80.0/39.0 | 72.0/38.0 | 68.0/41.5 | 76.8/53.0 | 86.4 | 78.9 | 76.0 | 72.1 |
| 50-layers CF | 5/36 | 19/37 | 37/28 | 86/36 | 20.0/40.0 | 37.0/36.5 | 37.0/38.5 | 41.8/44.5 | 55.1 | 64.4 | 56.3 | 59.0 |
| EU       | 3/32   | 11/34 | 31/32 | 49/37 | 32.5/36.5 | 34.0/41.0 | 38.5/37.0 | 40.5/44.5 | <50 | 52.4 | 55.4 | 52.0 |
| Retrain  | 3/30   | 10/30 | 29/24 | 64/31 | 35.0/35.5 | 39.0/36.0 | 31.5/32.5 | 39.0/39.5 | <50 | 52.7 | <50 | 53.0 |

- Automobile (1) - Truck (9)
- Cat (3) - Dog (5)

In table 15 we can see that the number of confused samples by any model is much higher as we go from left to right, indicating that confusing a similar pair of classes makes unlearning more difficult. Both memorization (left of ↓) and property generalization (right of ↓) trends across varying levels of unlearning, from Original to Retrain, are consistently preserved. This shows that irrespective of the chosen class pair, the IC test is able to clearly distinguish varying degrees of forgetting.
Table 15. Varying confused class pairs on CIFAR10, with the similarity of the classes increasing from left to right. Scores reported as Memorization|Property Generalization. While the IC test reliably detects imperfect forgetting across class pairs, the trends are clearer for more similar classes.

| Class Pair | {6,7} | {2,8} | {0,4} | {1,9} | {3,5} |
|-------------|-------|-------|-------|-------|-------|
| CIFAR10 \((D_f = 400)\) |       |       |       |       |       |
| Original    | 238/38 | 304/40 | 320/43 | 317/100 | 348/211 |
| 10-layers CF | 15/4  | 38/6  | 85/11 | 127/64 | 247/181 |
| EU          | 14/4  | 21/4  | 63/12 | 111/66 | 209/181 |
| 50-layers CF | 3/2   | 9/6   | 8/10  | 33/57  | 69/158  |
| EU          | 0/5   | 2/7   | 5/11  | 18/65  | 55/179  |
| Retrain     | 1/1   | 1/9   | 1/7   | 9/54   | 41/164  |
| CIFAR10 \((D_f = 4000)\) |       |       |       |       |       |
| Original    | 2980/1005 | 2855/868 | 2952/983 | 2915/1000 | 3016/927 |
| 10-layers CF | 57/7  | 76/14 | 83/18 | 305/93 | 1226/335 |
| EU          | 50/10 | 49/13 | 76/21 | 257/99 | 1165/352 |
| 50-layers CF | 24/6  | 30/7  | 31/11 | 160/70 | 569/229  |
| EU          | 12/4  | 21/6  | 27/12 | 130/66 | 453/195  |
| Retrain     | 3/1   | 19/6  | 20/17 | 117/65 | 390/184  |

Table 16. We compare using Warm Restarts and keeping a single learning rate cycle between the same maxLR and minLR. CoMI represents memorization while Fgt measures property generalization.

| Sched   | CoMI | Fgt |
|---------|------|-----|
| CIFAR10 \((D_f = 4000)\) |     |     |
| WR      | 58.66 | 335 |
| No      | 58.10 | 340 |
| CIFAR100 \((D_f = 400)\) |     |     |
| WR      | 77.99 | 58  |
| No      | 78.87 | 55  |

E.6. Learning Without Restarts

One concern which may arise is whether catastrophic forgetting performs well due to warm restarts in our learning rate schedule. We ablate this effect in Table 16 and see that in all cases removing warm restarts has no effect on the degree of catastrophic forgetting.