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Assessment of Scattering Error Correction Techniques for AC-S Meter in a Tropical Eutrophic Reservoir
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Abstract: Measurements of absorption coefficients (a(λ), in m−1) collected by spectrophotometers in situ are overestimated due to the scattering of the reflecting tube absorption meter. Accurate correction of these data is essential in order to characterize water bodies bio-optically, as well as retrieve the remote sensing reflectance (Rrs, in sr−1), when applying a forward model. There are various methods of scattering error correction; however, they were all developed for clear water. In this research, different techniques were attempted in order to define the most appropriate method for correcting a(λ) values acquired by an absorption and attenuation spectral (ac-s) meter (WET Labs Inc., Philomath, OR, USA) in a tropical eutrophic reservoir. Three methods recommended by the manufacturer of the ac-s meter were tested: “flat” or “baseline”, “constant fraction”, and “proportional”. These methods were applied to two datasets that were measured in May and October 2014. The flat technique exhibited the lowest errors, with an average normalized root mean square error (NRMSE) of 7.95%, and a mean absolute percentage error (MAPE) of 29.26% for May. Meanwhile, proportional was the most suitable technique for most of the samples in October, with a mean NRMSE of 11.19% and a MAPE of 31.03% for October. In addition, the proportional method maintained the shape of the a(λ) values better than the other methods. Despite that, both the flat and proportional methods gave a similar performance statistically. Moreover, the flat method produced the best estimations of chl-a content for both datasets. Therefore, this method is recommended to correct ac-s data in retrieving such phytoplankton pigments.
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1. Introduction

Absorption and scattering coefficients (a(λ) and b(λ), respectively) are inherent optical properties (IOPs) of water [1] that enable the bio-optical characterization of aquatic systems and the underwater light climate to be understood due to variations in optically significant constituents (OSCs) [2–11]. The sum of a(λ) and b(λ) represents the light extinction or attenuation coefficient (c(λ)) in the
water column [1]. Such coefficients are important in studies about primary production [12–15], photosynthesis [12,13], and energy transfer [16].

In addition, \( a(\lambda) \) and \( b(\lambda) \) are directly associated with measurements of remote sensing reflectance \( (R_{rs}) \), as shown in Equation (1) [17], modeling the magnitude and shape of \( R_{rs} \) according to the composition of OSCs and their concentrations [18,19]. Hence, this relationship has been widely used in inverse and forward models to retrieve concentrations of OSCs [20–23]. For the second one of these, accurate measurements of \( a(\lambda) \) and \( b(\lambda) \) are necessary in order to prevent error propagation in subsequent steps:

\[
R_{rs}(\lambda) \propto \frac{b(\lambda)}{b(\lambda) + a(\lambda)}
\]

where \( R_{rs} \) is the remote sensing reflectance; \( b(\lambda) \) is the backscattering coefficient; and \( a(\lambda) \) is the absorption coefficient.

In this context, measurements of \( a(\lambda) \) and \( c(\lambda) \) were acquired using an absorption and attenuation spectral (ac-s) meter (WET Labs Inc., Philomath, OR, USA); these have been used in many studies. Martinez-Vicente et al. [24] used \( b(\lambda) \) derived by subtracting \( a(\lambda) \) from \( c(\lambda) \) to investigate the spectral behavior and variability of OSCs [24]. Additionally, ac-s data have been used to correct measurements of \( b(\lambda) \) collected by sensors such as HydroScat-6P (HOBI Labs, Bellevue, WA, USA) and ECO-BB9 (WET Labs Inc., Philomath, OR, USA) [7,25]. These data have been used in research studies about the biogeochemical gradient [10,26,27] and filtration process in cascading reservoir systems [11]. However, \( a(\lambda) \) data acquired by an ac-s meter are often overestimated due to the light scattering of the reflecting tube absorption meter [28].

Some techniques were developed to correct this effect [28–31]. In the user’s guide, the manufacturer recommends three techniques: “flat” or “baseline” [28], “constant fraction” [29] and “proportional” [28]. The constant fraction technique assumes that the overestimated \( a(\lambda) \) fraction matches a \( b(\lambda) \) fraction measured by equipment that takes into account a rate of \( b(\lambda) \) related to the type of water [29,30]. Meanwhile, the flat and proportional techniques consider a reference wavelength \( (\lambda_0) \), where \( a(\lambda) \) should be equal or close to zero [28]. In other words, the assumption is that the \( a(\lambda) \) value reported actually matches \( b(\lambda) \). In the flat method, \( b(\lambda) \) in the absorption tube is considered equal at every wavelength; therefore, \( a(\lambda_0) \) is directly subtracted from \( a(\lambda) \), while, in the proportional method, \( b(\lambda) \) is variable.

These methods were originally developed for marine waters and regions of temperate climate [28–33]. Overall, open ocean waters exhibit much lower \( a(\lambda) \) than inland waters due to lower primary productivity and sediments coming from the watershed. Roesler [34] reported a maximum \( a(412) \) lower than 2 m\(^{-1}\) for oceanic waters, while Carvalho et al. [25] observed \( a(412) \) ranging from 8 m\(^{-1}\) to 17 m\(^{-1}\) in the Lago Grande de Curuáui (Amazon River), which is a highly turbid water body (turbidity range of 90 NTU to 1645 NTU). Carvalho et al. [25] also evaluated some of these correction methods in order to determine the most appropriate for that sort of environment. They [25] simulated \( R_{rs} \) using \( a(\lambda) \) corrected from different techniques and compared them with \( R_{rs} \) measured in situ to assess the performance of each method.

Suspended matter is predominately composed of inorganic components in the Lago Grande de Curuáui, but it is the organic fraction that is dominant in our study area due to high primary production. We therefore posed the follow question: How does an intense algal bloom affect the scattering in an absorption tube in productive waters; (b) to access whether the use of the 750-nm wavelength can be used to correct \( a(\lambda) \); and (c) to evaluate the influence of correction performance over bio-optical modeling. Measurements of \( a(\lambda) \) and \( c(\lambda) \) were therefore collected using an ac-s meter in the Barra Bonita (BB) reservoir, which has a high primary production. To assess the correction methods, data of \( a(\lambda) \) were measured in the laboratory using a spectrophotometer.
2. Materials and Methods

2.1. Study Area

Two datasets were collected in the BB hydroelectric reservoir (22°31′10″S and 48°32′3″W), which lies on the middle course of the Tietê River, São Paulo State, Brazil (Figure 1). BB is the first in a cascading reservoir system on the Tietê River, and therefore receives a high nutrient load coming from the São Paulo metropolitan area, which is responsible for its eutrophic status [35,36]. The hydroelectric plant has been in operation since 1963, when the reservoir flooded an area of 310 km², with a volume of approximately 3.622 × 10⁶ m³ (AES Tietê, www.aestiete.com.br). The average depth is of 10.2 m, with a maximum of 25 m [36], while the water level ranges from 439.5 m to 451.5 m (AES Tietê). The flow rate is approximately 1500 m³ s⁻¹ during the austral summer (wet season from December to March), and 200 m³ s⁻¹ in the austral winter (dry season from June to September), influencing the retention time of 30 days (austral summer) to 180 days (austral winter) [37]. The BB reservoir receives a high nutrient load from the São Paulo metropolitan area, leading to harmful algal blooms. Taking into account the concentration of chlorophyll a (chl_a), the BB reservoir was classified as hypertrophic and dominated by algal particles [38]. In addition, there is a richness of phytoplankton species [36,37,39], with a predominance of cyanobacteria in the austral summer and diatoms in the austral winter [39]. Cyanobacteria are often associated with the occurrence of the thermal stratification and stability of the water column in BB [40]. According to Barbosa et al. [41], BB is considered a polymictic system, which experiences fluctuations in rainfall, wind, and intrusion of water from tributaries, with a low retention time during the austral summer and density currents due to the contribution of the main tributaries (Tietê and Piracicaba rivers). Such variables affect both the horizontal and vertical mixing processes in the reservoir.

![Figure 1. The Barra Bonita (BB) hydroelectric reservoir lies on (a) a cascading reservoir system in the Tietê River, (b) in São Paulo State, Brazil. Sampling stations randomly distributed along the reservoir for (c) May and (d) October field campaigns.](image)

2.2. Data Collection

Two field surveys were carried out between 5–9 May 2014 (austral autumn) and 13–16 October 2014 (austral spring). Low rainfall and medium temperatures characterize the austral autumn,
while medium rainfall and high temperatures are observed in the austral spring. Twenty samples were collected in the first campaign, while 15 samples were acquired in the second. Measurements of \( a(\lambda) \) and \( c(\lambda) \) were acquired in situ, using an ac-s meter, with a 10-cm optical path. The equipment works in a spectral range of 400 nm to 742 nm, with a resolution precision of about 4 nm (WET Labs Inc., Philomath, OR, USA). A conductivity, temperature, and depth (CTD) sensor, model 37SI (SEA-BIRD Electronic, Bellevue, WA, USA) was submerged simultaneously with the ac-s meter. Both the ac-s and CTD sensors were coupled to a data handler with four ports (DH-4), which is a sensor interface module that enables the collection, storage, and merging of data from different devices (WET Labs Inc., Philomath, OR, USA). Water samples were also collected just below the surface at each sampling station to determine \( a(\lambda) \) and OSC (chl and suspended matter) concentrations in the laboratory. Turbidity and Secchi disk depth (SDD, in m) were collected at every sampling station.

2.3. Correction of ac-s Data

2.3.1. Temperature and Salinity Correction

The ac-s data were processed using the software wap34 (WET Labs Archive File Processing) (WET Labs Inc., Philomath, OR, USA). This program allows the processing of data files collected by sensors linked to a DH-4. Temperature and salinity effects on pure water absorption (\( a_w \)) were removed from the ac-s measurements \[42\]. The correction was carried out using the method proposed by Sullivan et al. \[43\] from data collected by a CTD sensor as input for corrections. Detailed information about procedures used in this work are presented in Imai et al. \[44\].

2.3.2. Scattering Error Correction

After correcting for the temperature and salinity effects, the scattering of the reflecting tube was also removed from the ac-s data. The three methods recommended by the manufacturer were tested: flat, proportional \[28\], and constant fraction \[29\]. The flat technique consists in subtracting the absorption measured at a reference wavelength, \( a_m(\lambda_0) \), of the absorption measured at every wavelength, \( a_m(\lambda) \), considering that \( a_m(\lambda_0) \) must be equal to zero, i.e., it is assumed that the OSC absorption (absorption of particles and absorption of colored dissolved organic matter (CDOM), \( a_p + a_{CDOM} \)) is negligible at \( \lambda_0 \) (Equation (2)):

\[
a_{\text{flat}}(\lambda) = a_m(\lambda) - a_m(\lambda_0)
\]

where \( a_{\text{flat}} \) is the absorption corrected by the flat method; \( a_m(\lambda) \) is the spectral absorption measured by an ac-s meter; and \( a_m(\lambda_0) \) is the absorption measured by an ac-s meter at reference wavelength (\( \lambda_0 \)). In marine waters, 715 nm is commonly used as \( \lambda_0 \) \[28\]; however, in inland waters, OSC absorption is very high, and therefore, the choice of \( \lambda_0 \) is shifted to longer wavelengths \[25,32\]. In this work, we used the wavelength at 740 nm as \( \lambda_0 \), although the temperature strongly affects \( a(\lambda) \) by pure water at around 754 nm \[28,43\]. However, some studies show that the use of longer wavelengths as \( \lambda_0 \) do not produce a negative prediction in inland waters \[25\].

The proportional method proposed by Zaneveld et al. \[28\] also considers a \( \lambda_0 \) to determine the proportion of \( b(\lambda) \) to subtract from \( a_m(\lambda) \), as shown in Equation (3). In this method, we also adopted 740 nm as \( \lambda_0 \). The \( b(\lambda) \) value used in this formula is derived by subtracting the absorption from the attenuation, which are both measured by an ac-s meter:

\[
a_{\text{prop}}(\lambda) = a_m(\lambda) - a_m(\lambda_0) \cdot \frac{b_m(\lambda)}{b_m(\lambda_0)}
\]

where \( a_{\text{prop}} \) is the absorption corrected by the proportional method; \( a_m(\lambda) \) is the absorption measured by an ac-s meter; \( a_m(\lambda_0) \) is the absorption value at \( \lambda_0 \); \( b_m(\lambda) \) is the scattering estimated by the attenuation.
minus the absorption measured by an ac-s meter; and \(b_m(\lambda_0)\) is the scattering calculated from an ac-s meter at \(\lambda_0\).

The constant fraction method proposed by Kirk [29] considers that ‘true’ \(a(\lambda_0) (a_{cf})\) is the measured absorption coefficient, \(a_m\), minus the product of the measured backscattering coefficient, \(b_m\), times a constant factor related to a particular phase function, \(w\) (Equation (4)). Both \(a_m\) and \(b_m\) were measured by an ac-s meter:

\[
a_{cf}(\lambda) = a_m(\lambda) - w \cdot b_m(\lambda)
\]  

(4)

Kirk [29] used a Monte Carlo model to describe the behavior of photons in a reflective tube absorption meter, defining the reflectivity of the tube, which is used to determine \(w\). The author found a \(w\) of 0.162 for turbid coastal waters and 0.207 for clear marine waters. WET Labs protocol suggests a \(w\) of 0.14 for biological particles-dominated scattering, while a \(w\) of 0.18 is recommended for sediments-dominated scattering. McKee et al. [30] established a weighting function that describes the collection of angular scattering for an ac-9 reflecting tube absorption meter (WET Labs Inc., Philomath, OR, USA) and also applies Monte Carlo simulations. Although \(b(\lambda)\) is dominated by phytoplankton in the BB reservoir, a value of 0.18 as adopted for \(w\) due to high attenuation was found in the study area.

### 2.4. Absorption Measured in the Laboratory

Measurements of \(a(\lambda)\) determined in the laboratory were adopted as ground true to optical closure. In this work, the \(a(\lambda)\) values of particulate material and colored dissolved organic matter (\(a_p(\lambda)\) and \(a_{CDOM}(\lambda)\), respectively) were separately measured to derive \(a(\lambda)\). To determine \(a_p(\lambda)\), water samples were filtered through Whatman GF/F glass fiber filters, with a 47-mm diameter and a 0.7-\(\mu\)m pore size (GE Healthcare, Little Chalfont, UK). The filters with material retained were stored in sterile jars, and kept frozen and in the dark until analysis. The reflectance–transmittance method developed by Tassan and Ferrari [45–47] was used. Reflectance and transmittance measurements were taken using a UV-Vis spectrophotometer, model UV-2600 (Shimadzu, Kyoto, Japan), dual beam mode, and integration sphere. Data were acquired in a range of 280 nm to 800 nm, with a spectral resolution of 1 nm. A clear filter was used as a blank reference to correct the multiple scattering effects caused by the filter itself [48]. The optical density of the retained particle sample (\(OD_p(\lambda)\)) on the filter was derived from the measurements and empirically converted into the optical density of the suspended particles (\(OD_p(\lambda)\)), as shown in Tassan and Ferrari [47] (Equation (5)):

\[
OD_p(\lambda) = 0.423 \cdot OD_S + 0.479 \cdot OD_S^2
\]  

(5)

Finally, \(a_p(\lambda)\) was calculated using the relation presented in Equation (6) [45,48]:

\[
a_p(\lambda) = \frac{2.3 \cdot OD_p(\lambda)}{V}
\]  

(6)

where \(OD_p(\lambda)\) is the optical density of the particles on the filter; \(V\) is the filtered volume; and \(A\) is the fiber clearance area (m²).

To determine \(a_{CDOM}\), the water samples filtered in the Whatman GF/F glass fiber were refiltered on a Whatman nylon membrane filter (GE Healthcare, Little Chalfont, UK), with a 0.22 pore size and 47-mm diameter. The water filtered twice was stored in sterile jars of 100 ml, and kept cool and in the dark until analysis. Absorbance of CDOM (\(A_{CDOM}\)) was measured with the samples at room temperature in a UV-Vis spectrophotometer, model UV-2600 (Shimadzu, Kyoto, Japan), using single beam mode. The samples were inserted into a cuvette with a 10-cm optical path. Also, ultrapure water was used as a blank reference. \(A_{CDOM}\) was measured in a spectral range of 280 nm to 800 nm, with a spectral resolution of 1 nm. This data was used to calculate \(a_{CDOM}\) from Equation (7) [49]:

\[
a_{CDOM}(\lambda) = \frac{2.3 \cdot A_{CDOM}(\lambda)}{I}
\]  

(7)
where \( A_{\text{CDOM}} \) is the absorbance of CDOM at wavelength \( \lambda \), and \( l \) is the path length of the cuvette in meters.

### 2.5. Chla and TSM Concentrations

To estimate chla and total suspended matter (TSM) concentrations, water samples were collected and filtered on a Whatman GF/F glass fiber filter, with a 0.7-µm size pore and a 47-mm diameter. The filters were stored frozen and in the dark until analysis. In May, a volume of 500-mL of water was filtered in each filter, while, in October, just 250 ml of water was filtered due to a higher solid content.

Chla extraction was done using a 90% acetone solution [50]. Measurements of absorbance were acquired at 663 nm and 750 nm, using a FEMTO spectrophotometer (FEMTO, São Paulo, Brazil). After samples were acidified with a 0.1-N HCl solution, new readings of absorbance were done to reduce the influence of phaeophytin (degradation product of chla). Acetone solution was used as a blank reference. TSM concentration was estimated following the APHA method [51]. Before filtering, Whatman GF/F filters were prepared by igniting at 500 °C for 30 min in a muffle furnace, and were then desiccated and weighed to determine the initial filter mass. After filtering, the material retained on the filters was dried in an oven at 105 °C to 110 °C for 12 h. The filters were desiccated and weighed to obtain the TSM mass by subtracting the initial filter mass. The volatile solids were ignited in a muffle furnace at about 500 °C for 30 min. Again, the filters were desiccated and weighed to estimate the inorganic suspended matter (ISM) mass by subtracting the initial filter mass. Consequently, the organic suspended matter (OSM) was determined by subtracting the TSM of the ISM mass. TSM, ISM, and OSM masses were divided by the filtered water sample volume to estimate their respective concentrations.

### 2.6. Evaluation of the Correction Techniques

The corrected \( a(\lambda) \) values were compared to the \( a(\lambda) \) values that were measured in the laboratory derived from the sum of \( a_{\text{CDOM}}(\lambda) \) and \( a_p(\lambda) \). Correction methods were evaluated based on statistical metrics: root mean square error (\( \text{RMSE}, \) Equation (8)), normalized root mean square error (\( \text{NRMSE}, \) Equation (9)), mean absolute percentage error (\( \text{MAPE}, \) Equation (10)), and bias (Equation (11)):

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - x_i')^2}
\]

\[
\text{NRMSE} = \frac{\text{RMSE}}{x_{\text{max}} - x_{\text{min}}}
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left( \left| \frac{x_i - x_i'}{x_i} \right| \right)
\]

\[
\text{bias} = \frac{1}{n} \sum_{i=1}^{n} (x_i - x_i')
\]

where \( x_i \) is the absorption spectral measured using an ac-s meter and corrected; \( x_i' \) is the absorption spectrum measured in the laboratory; \( n \) is the wavelength number; and \( i \) is its position in the spectral range.

Also, a Spectral Angle Mapper (SAM, Equation (12)) was used to compare the \( a(\lambda) \) value that was measured by an ac-s meter and the laboratory spectrophotometer. SAM determines the similarity level between the spectral curves (vector), calculating the angle between them at every wavelength. SAM is therefore not affected by the magnitude variation of the spectrum, taking into account only the shape of the curves [52]:

\[
\text{SAM} = \cos^{-1} \left( \frac{\sum_{i=1}^{n} (x_i \times x_i')}{\left( \sum_{i=1}^{n} x_i^2 \right)^{\frac{1}{2}} \times \left( \sum_{i=1}^{n} x_i'^2 \right)^{\frac{1}{2}}} \right)
\]
2.7. Calibration and Validation of the Chla Prediction Algorithm

The algorithms were adjusted to retrieve the chl\(a\) concentration, using corrected \(a(\lambda)\) values in order to evaluate the influence of the correction performance over bio-optical modeling. In this research, a simple two-band algorithm that is widely used for inland waters was applied (Equation (13)):

\[
\text{Chla} \propto \frac{R_{\text{rs}}(\lambda_2)}{R_{\text{rs}}(\lambda_1)} \propto \frac{a(\lambda_1)}{a(\lambda_2)}
\]

where \(R_{\text{rs}}\) is the remote sensing reflectance; \(a\) is the absorption coefficient; and \(\lambda_1\) and \(\lambda_2\) are wavelengths at position 1 and 2, being \(\lambda_1 < \lambda_2\). In this case, we adopted \(\lambda_1 = 665\) nm due to the maximum absorption of chl\(a\) in the red light region, and \(\lambda_2 = 709\) nm was related to the reflectance peak at NIR. The selection of these wavelengths is based on Ocean and Land Color Instrument (OLCI) Sentinel-3 bands.

Theoretically, the use of \(a(\lambda)\) presents an advantage in relation to \(R_{\text{rs}}(\lambda)\) measurements, because the former is not affected by \(b(\lambda)\) and illumination conditions. The calibration parameters of the models were fitted using least square, testing linear, and polynomial fits. In turn, the validation was carried out based on leave-one-out cross-validation (LOOCV) using NRMSE, MAPE, bias, and the determination coefficient (R\(^2\)) as comparison parameters.

3. Results

3.1. Scattering Error Correction

Table 1 shows the descriptive statistics of the optical water quality parameters collected in the May and October field campaigns. Overall, the dataset collected in October presented the highest values for chl\(a\) and TSM concentrations. The BB reservoir showed a high trophic status in both periods, with an average chl\(a\) content of 120.4 mg m\(^{-3}\) in May and 428.7 120.4 mg m\(^{-3}\) in October. On the other hand, TSM ranged from 3.6 g m\(^{-3}\) to 16.3 g m\(^{-3}\) in May, and from 10.8 g m\(^{-3}\) to 44 g m\(^{-3}\) in October. Such values directly influenced SDD measurements (average of 5.2 NTU for the first fieldwork and 0.6 for the second). It can be seen that the inorganic fraction (ISM) is much lower than the organic (OSM) at both dates.

Table 1. Descriptive statistics of water quality optical parameters: chl\(a\) (mg m\(^{-3}\)), TSM, inorganic suspended matter (ISM), and organic suspended matter (OSM) (g m\(^{-3}\)), Secchi disk depth (SDD) (m) and turbidity (NTU) collected in May and October 2014. Statistics metrics used: minimum value (Min), maximum value (Max), mean, standard deviation (SD), and coefficient of variation (CV = (SD/mean) \times 100) (%).

| Parameter | Min  | Max  | Mean | SD  | CV  |
|-----------|------|------|------|-----|-----|
| Dataset collected on 5–9 May 2014, n = 20 samples |      |      |      |     |     |
| Chla      | 17.7 | 279.9| 120.4| 70.3| 58.4|
| TSM       | 3.6  | 16.3 | 7.2  | 3.3 | 45.8|
| ISM       | 0.2  | 4.4  | 1.1  | 0.9 | 78.8|
| OSM       | 2.8  | 14.7 | 6.1  | 3.2 | 52.0|
| SDD       | 0.8  | 2.3  | 1.5  | 0.4 | 26.7|
| Turbidity | 1.7  | 12.5 | 5.2  | 2.4 | 46.2|
| Dataset collected on 13–16 October 2014, n = 15 samples |      |      |      |     |     |
| Chla      | 263.2| 797.8| 415.4| 159.2| 38.3|
| TSM       | 10.8 | 44.0 | 23.5 | 7.4 | 31.7|
| ISM       | 0.6  | 3.8  | 2.5  | 1.0 | 40.9|
| OSM       | 10.2 | 30.4 | 19.5 | 4.8 | 24.6|
| SDD       | 0.37 | 0.78 | 0.56 | 0.11| 19.1|
| Turbidity | 15.1 | 33.2 | 19.8 | 5.2 | 26.3|
Figure 2 shows the $a(\lambda)$ curves that were estimated in the laboratory (Figure 2a) and collected by an ac-s meter and corrected using the flat (Figure 2b), constant fraction (Figure 2c), and proportional (Figure 2d) methods for the May dataset. Analyzing the $a(\lambda)$ spectra, some spectral differences were identified between the May dataset and the $a(\lambda)$ that was measured in the laboratory and corrected. It is worth noting that more discrete absorption features of phytoplankton pigments were found at 412 nm and 443 nm, exhibiting two peaks in the $a(\lambda)$ spectra that was measured in the laboratory. In addition, the phycocyanin absorption feature at 620 nm was well defined in Figure 2a, while it was less obvious in the ac-s data. These differences may be caused by: (a) using different spectrophotometers; (b) collection at different depth; and (c) revolving water.

![Figure 2](image)

**Figure 2.** Measurements of $a(\lambda)$ obtained by (a) laboratory spectrophotometry and acquired by an absorption and attenuation spectral (ac-s) meter and previously corrected using (b) flat, (c) constant fraction, and (d) proportional methods for the dataset collected in May 2014.

Regarding the variability of absorption measurements, samples 19 and 20 (see Figure 1 for location) exhibited the highest $a(\lambda)$ spectra, both determined in the laboratory and collected in situ. Both samples were acquired in the Tietê River before its confluence with the Piracicaba River. Consistently, these points presented the highest chl$\alpha$ concentrations in May (279.9 mg m$^{-3}$ and 231.8 mg m$^{-3}$ for 19 and 20, respectively). On the other hand, the lowest $a(\lambda)$ spectrum determined in the laboratory (sample 4) also matched with the lowest ac-s spectrum and the second lowest chl$\alpha$ content (26.2 mg m$^{-3}$) observed in May. These results indicate that $a(\lambda)$ variations are directly associated with phytoplankton biomass change.

In relation to scattering correction methods, negative values of $a(\lambda)$ were derived using the constant fraction technique for sample 15 from 691 nm. It is clear that the constant factor of 0.18 was
very high for this sample; however, no particular characteristics were observed in relation to chlα and TSM content. Other methods also derived negative values, but just after $\lambda_0$ (740 nm).

Figure 3 shows the $a(\lambda)$ spectra determined in the laboratory (Figure 3a) and collected by ac-s and corrected using the flat (Figure 3b), constant fraction (Figure 3c), and proportional (Figure 3d) methods for the dataset acquired in October 2014. In this field campaign, two samples (3 and 14) showed $a(\lambda)$ values that were much higher than the others, in the blue and red spectral regions, and were both associated with phytoplankton pigment absorption. As expected, these two samples presented the highest chlα concentration (>700 mg m$^{-3}$). On the other hand, the ac-s data did not show the same behavior as those estimated in the laboratory. Overall, the laboratory data magnitude was lower than the data that was measured using an ac-s sensor for the October dataset, probably due to: (1) a difference in collection depth; and (2) a deficiency of the correction method. Analyzing the curves, the flat and proportional methods showed the best performance, lowering the magnitude of the spectra to a remarkable degree, while the constant fraction method yielded overestimations.

Figure 3. Measurements of $a(\lambda)$ obtained by (a) laboratory spectrophotometry and acquired by an ac-s meter and previously corrected using (b) the flat, (c) constant fraction, and (d) proportional methods for the dataset collected in October 2014.

Table 2 shows the evaluation of the results produced by three scattering error corrections. The results exhibited a high variability in relation to the most suitable technique for each sample, especially for the May dataset. Nevertheless, overall, the flat method exhibited the best performance, with an average NRMSE of 7.95% and an average MAPE of 29.26% in May. On the other hand, in October, the proportional was the most suitable for most of the samples, with an average NRMSE of 11.20% and an average MAPE of 31.03%. NRMSE and MAPE values until approximately 30% were considered acceptable. Proportional techniques showed the best fit in terms of spectral shape, with a
similarity of 0.098 rad for the May dataset, and 0.127 rad for the October dataset. Despite that, applying a paired $t$-student test, both the flat and proportional methods produced statistically similar results.

| Method                  | RMSE  | NRMSE | MAPE  | bias   | SAM  |
|-------------------------|-------|-------|-------|--------|------|
| Correction for May 2014 |       |       |       |        |      |
| Flat                    | 0.257 | 7.95  | 29.26 | 0.048  | 0.103|
| Constant fraction       | 0.292 | 9.25  | 49.20 | 1.127  | 0.199|
| Proportional            | 0.263 | 8.22  | 30.57 | 0.053  | 0.098|
| Correction for October 14|       |       |       |        |      |
| Flat                    | 0.969 | 13.03 | 34.89 | −0.182 | 0.154|
| Constant fraction       | 3.124 | 48.14 | 859.84| 3.046  | 0.348|
| Proportional            | 0.833 | 11.20 | 31.03 | −0.131 | 0.127|

3.2. Implication in Modeling Chla Content

Due to the better performance in correcting scattering error, the $a(\lambda)$ values that were derived from the flat and proportional methods were tested in estimating chla concentration. The algorithms were fitted simultaneously to both the May and October datasets. Some maximum and minimum values were pointed as outliers during the statistical analysis, taking into account a prediction interval of 95%. Regarding maximum values, it is likely that they are associated with the pigment packaging, as reported by Alcântara et al. [11]. This effect causes $a(\lambda)$ spectrum flattening when there is an elevated phytoplankton biomass [14]. The blue and red regions are the main intervals affected [14], which can impair the performance of bio-optical models, since phytoplankton pigment and $a(\lambda)$ do not increase proportionally.

Linear and polynomial adjustments were very similar for both algorithms; therefore, only the results produced by linear fit are given. Figure 4 shows the algorithms fitted to $a(\lambda)$ that were corrected by the flat and proportional methods. Overall, both fits exhibit low errors, but the flat correction produced the best performance for chla estimation (NRMSE of 19.32% and MAPE of 42.03% for the flat data, and NRMSE of 21.37% and MAPE of 77.62% for the proportional data). Even though the bias is very close to zero for both corrected data, both a higher chla overestimation for the May dataset (lower chla content) and a higher underestimation in the October dataset (higher chla content) were noted.

![Figure 4](image-url) Chla retrieval algorithm fitted using $a(\lambda)$ values that were derived from scattering correction methods: (a) flat and (b) proportional.
4. Discussion

The results showed that the scattering error correction methods worked better when applied to the May dataset, i.e., for lower chl \(a\) concentrations. This difference is clearer when analyzing the performance of constant fraction, which exhibited the worst results for both datasets. We obtained an average NRMSE of 9.25\% in May, which can be regarded as good result; on the other hand, the average NRMSE of 87.21\% in October is unsatisfactory. A \(w\) of 0.18 produced accurate closure for May, while a higher \(w\) should have been adopted for October. Higher OSC concentrations not only increased the \(a(\lambda)\) measured by an ac-s meter, they also increased the \(b(\lambda)\) values inside the reflective tube. Consequently, the weights proposed for clear waters underestimate the true \(b(\lambda)\) fraction, and different weights are therefore needed to cover the high seasonal variability of the IOPs that are shown in Figures 2 and 3. Carvalho et al. [25] tested different weights for turbid inland waters (Amazon River), establishing weights as high as 0.33.

On average, the flat technique produced good performance for the BB reservoir; however, we noted that it did not exhibit the best performance for all of the samples. The variation was higher in May, when the errors were lower. Although \(a(\lambda)\) and \(b(\lambda)\) were lower for the May dataset, the bio-optical variability was higher, as shown in Table 1. On the other hand, very high \(a(\lambda)\) and \(b(\lambda)\) values affected the performance of the methods, making it necessary to adopt higher weights (constant fraction) or shift the \(\lambda_0\) (flat and proportional). So, although the literature recommends avoiding wavelengths close to 745 nm as \(\lambda_0\), the use of 740 nm gave satisfactory results for the BB reservoir.

Pegau and Zaneveld [42] and Sullivan et al. [43] demonstrated the effects of temperature effects over \(a_{\omega}(\lambda)\) and pointed to the wavelength at 745 nm as that most affected by temperature. In other words, \(a_{\omega}(\lambda)\) increases with temperature, which can be confused with the \(a(\lambda)\) of other OSCs [42]. In clear water, 745 nm has a high influence over \(a(\lambda)\) due to its low magnitude. Nevertheless, in eutrophic inland waters, the temperature effect is reduced because of high \(a(\lambda)\) values. Also, using 715 nm as \(\lambda_0\) is not suitable for productive and turbid waters due to the high contribution of OSC absorption at that wavelength.

Statistically, the flat and proportional methods presented equal performance for the BB reservoir. However, \(a(\lambda)\) corrected by the flat model is more appropriate in estimating chl \(a\) content. The best performance of the flat method in retrieving chl \(a\) concentration must be associated with the proportion among the spectral absorption features, which are kept for this method. Corrected \(a(\lambda)\) can be used to design and access quasi-analytical [53] and semi-analytical algorithms [54], as well as applications in empirical models.

Figure 5 shows plots between measured and corrected \(a(\lambda)\) for the flat and proportional methods. A comparison was carried out for the first eleven bands of OLCI Sentinel-3 sensor (wavelengths centered at 400 nm, 412.5 nm, 442.5 nm, 490 nm, 510 nm, 560 nm, 620 nm, 665 nm, 673.75 nm, 681 nm, and 708.75 nm) [55]. These bands were selected because they are positioned at wavelengths that are associated with the absorption and scattering features of OSCs, which are widely used in remote sensing of the water color. Comparing scatterplots produced for the two methods, it is clear that the best performance is for May, which corroborates with the results shown in Table 2. The October dataset gives a higher dispersion of the samples, especially at shorter wavelengths (412.5 nm and 442.5 nm). Furthermore, the overestimation was also higher at shorter wavelengths.
Figure 5. Measurements of \( a(\lambda) \) obtained by spectrophotometry in the laboratory and acquired by an ac-s meter, and previously corrected using the flat method applied to the (a) May and (b) October datasets, and using the proportional method applied to the (c) May and (d) October datasets.

5. Conclusions

Results showed that the flat and proportional methods gave the best performance in correcting the scattering in the reflective tube absorption meter of the ac-s meter in a highly productive reservoir. The first method showed better performance for lower \( a(\lambda) \) values (May dataset), while the second was better with the higher \( a(\lambda) \) values (October). On the other hand, according to results obtained with a SAM, the proportional method kept the spectral shape better. Although both flat and proportional methods have produced statistically similar results, the \( a(\lambda) \) values that were corrected by the first method yielded better chl\( a \) estimations for both periods. In turn, the constant fraction technique produced an average NRMSE <10% for May, but considerably overestimated the October figures due to high IOP values. High bio-optical variability affects the selection of the best weight, since a unique value is not suitable for a large \( a(\lambda) \) range. In turn, constant fraction can be a practical technique for homogenous waters.

A strong relationship between bio-optical variability and the most suitable scattering correction method was also noticed. The May dataset exhibited the highest bio-optical variability, affecting the selection of the best method. However, every technique tested gave a better performance in May, when OSC concentrations and IOP values were lower. So, although the constant fraction predicted negative \( a(\lambda) \) values for one sample in May, in general, \( w = 0.018 \) was satisfactory for this dataset. Finally, although the proportional method exhibited the best performance in correcting \( a(\lambda) \) for the October dataset, chl\( a \) estimating models worked better when \( a(\lambda) \) was corrected by the flat method. The \( t \)-student test showed that the flat and proportional methods exhibited statistically equal performances. Therefore, the application of flat method is therefore recommended for phytoplankton-dominated waters with a large chl\( a \) range. For future works, an automatic selection of
correction method could be developed for productive inland water based on the spectral characteristics of $a(\lambda)$ values measured by an ac-s meter.
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