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Abstract—This paper presents a remarkably simple, yet powerful, algorithm termed Coherence Pursuit (CoP) to robust Principal Component Analysis (PCA). As inliers lie in a low-dimensional subspace and are mostly correlated, an inlier is likely to have strong mutual coherence with a large number of data points. By contrast, outliers either do not admit low dimensional structures or form small clusters. In either case, an outlier is unlikely to bear strong resemblance to a large number of data points. Given that, CoP sets an outlier apart from an inlier by comparing their coherence with the rest of the data points. The mutual coherences are computed by forming the Gram matrix of the normalized data points. Subsequently, the sought subspace is recovered from the span of the subset of the data points that exhibit strong coherence with the rest of the data. As CoP only involves one simple matrix multiplication, it is significantly faster than the state-of-the-art robust PCA algorithms. We derive analytical performance guarantees for CoP under different models for the distributions of inliers and outliers in both noise-free and noisy settings. CoP is the first robust PCA algorithm that is simultaneously non-iterative, provably robust to both unstructured and structured outliers, and can tolerate a large number of unstructured outliers.
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I. INTRODUCTION

Standard tools such as Principal Component Analysis (PCA) have been instrumental in reducing dimensionality by finding linear projections of high-dimensional data along the directions where the data is most spread out to minimize information loss. These techniques are widely applicable in a broad range of data analysis problems, including problems in computer vision, image processing, machine learning and bioinformatics [1]–[6].

Given a data matrix \( D \in \mathbb{R}^{m \times n} \), PCA finds an \( r \)-dimensional subspace by solving

\[
\min_{U} \|D - \hat{U}\hat{U}^T D\|_F \quad \text{subject to} \quad \hat{U}^T \hat{U} = I, \tag{1}
\]

where \( \hat{U} \in \mathbb{R}^{m \times r} \) is an orthonormal basis for the \( r \)-dimensional subspace, \( I \) denotes the identity matrix and \( \|\cdot\|_F \) the Frobenius norm. Despite its notable impact on exploratory data analysis and multivariate analyses, PCA is notoriously sensitive to outliers that prevail much of the real world data since the solution to (1) can arbitrarily deviate from the true subspace in presence of a small number of outlying data points that do not conform with the low-dimensional model [7]–[17].
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As a result, much research work was devoted to investigate PCA algorithms that are robust to outliers. The corrupted data can be expressed as

\[
D = L + C, \tag{2}
\]

where \( L \) is a low rank matrix whose columns span a low-dimensional subspace, and the matrix \( C \) models the data corruption, and is referred to as the outlier matrix. Two main models for the outlier matrix were considered in the literature – these two models are mostly incomparable in theory, practice and analysis techniques. The first corruption model is the element-wise model in which \( C \) is a sparse matrix with arbitrary support, whose entries can have arbitrarily large magnitudes [18]–[24]. In view of the arbitrary support of \( C \), any of the columns of \( L \) may be affected by the non-zero elements of \( C \). We do not consider this model in this paper. The second model, which is the focus of our paper, is a column-wise model wherein only a fraction of the columns of \( C \) are non-zero, wherefore a portion of the columns of \( L \) (the so-called inliers) remain unaffected by \( C \) [25]–[29].

A. The inlier-outlier structure

We formally describe the data model adopted in this paper, which only focuses on the column-wise outlier model.

Data Model 1. The given data matrix \( D \) satisfies the following.

1. The matrix \( D \) can be expressed as

\[
D = L + C = [A \ B] \ T, \tag{3}
\]

where \( A \in \mathbb{R}^{m \times n_1} \), \( B \in \mathbb{R}^{m \times n_2} \), and \( T \) is an arbitrary permutation matrix.

2. The columns of \( A \) lie in an \( r \)-dimensional subspace \( \mathcal{U} = \text{col}(L) \), the column space of \( L \). The columns of \( B \) do not lie entirely in \( \mathcal{U} \), i.e., the \( n_1 \) columns of \( A \) are the inliers and the \( n_2 \) columns of \( B \) are the outliers.

We consider two types of column-wise outliers. The first type consists of data points which do not follow a low-dimensional structure. In addition, a small number of these points are not linearly dependent. We refer to this type as 'unstructured outliers'. Unstructured outliers are typically modeled as data points scattered uniformly at random in the ambient space [30]–[32]. Such outliers are generally distinguishable even if they dominate the data [30], [32]. A conceivable scenario for unstructured outliers is when a set of the data points are intolerably noisy or highly corrupted. The second type, which we refer to as 'structured outliers',
concerns data points which are linearly dependent or form a cluster. In other words, structured outliers exist in small numbers relative to the size of the data but form some low-dimensional structure different from that of most of the data points. Structured outliers are often associated with rare patterns or events of interest, such as important regions in an image [33], malignant tissues [34], or web attacks [35].

The column-wise model for robust PCA has direct bearing on a host of applications in signal processing and machine learning, which spurred enormous progress in dealing with subspace recovery in the presence of outliers. This paper is motivated by some of the limitations of existing techniques, which we further detail in Section II on related work. The vast majority of existing approaches to robust PCA have high computational complexity, which makes them unsuitable in high-dimensional settings. For instance, many of the existing iterative techniques incur a long run time as they require a large number of iterations, each with a Singular Value Decomposition (SVD) operation. Also, most iterative solvers have no provable guarantees for exact subspace recovery. Moreover, some of the existing methods rest upon restrictive definitions of outliers. For instance, [30]–[32] can only detect unstructured randomly distributed outliers and [26] requires C to be column sparse. In this paper, we present a new provable non-iterative robust PCA algorithm, dubbed Coherence Pursuit (CoP), which involves one simple matrix multiplication, and thereby achieves remarkable speedups over the state-of-the-art algorithms. CoP does not presume a restrictive model for outliers and provably detects both structured and unstructured outliers. In addition, it can tolerate a large number of unstructured outliers – even if the ratio of inliers to outliers $\frac{n_1}{n_2}$ approaches zero.

B. Notation and definitions

Bold-face upper-case and lower-case letters are used to denote matrices and vectors, respectively. Given a matrix $A$, $\|A\|$ denotes its spectral norm, $\|A\|_*$ its nuclear norm, and $\text{col}(A)$ its column space. For a vector $a$, $\|a\|_p$ denotes its $\ell_p$-norm and $a(i)$ its $i$th element. Given two matrices $A_1$ and $A_2$ with an equal number of rows, the matrix

$$A_3 = [A_1 \ A_2]$$

is the matrix formed by concatenating their columns. For a matrix $A$, $a_i$ denotes its $i$th column, and $A_{-i}$ is equal to $A$ with the $i$th column removed. Given matrix $A$, $\|A\|_2 = \sum_i \|a_i\|_2$. The function $\text{orth}(\cdot)$ returns an orthonormal basis for the range of its matrix argument. In addition, $S^{m-1}$ denotes the unit $\ell_2$-norm sphere in $\mathbb{R}^m$.

Definition 1. The coherence value corresponding to the $i$th data point with parameter $p$ is defined as

$$p(i) = \sum_{k=1}^n |x_i^T x_k|^p,$$

where $x_j = d_j/\|d_j\|_2$ for $1 \leq j \leq n$. The vector $p \in \mathbb{R}^n$ contains the coherence values for all the data points.

II. RELATED WORK

Some of the earliest approaches to robust PCA relied on robust estimation of the data covariance matrix, such as $S$-estimators, the minimum covariance determinant, the minimum volume ellipsoid, and the Stahel-Donoho estimator [36]. This is a class of iterative approaches that compute a full SVD or eigenvalue decomposition in each iteration and generally have no explicit performance guarantees. The performance of these approaches greatly degrades when $\frac{n_1}{n_2} \leq 0.5$.

To enhance robustness to outliers, another approach is to replace the Frobenius norm in [4] with other norms [37]. For example, [38] uses an $\ell_1$-norm relaxation commonly used for sparse vector estimation, yielding robustness to outliers [22], [39], [40]. However, the approach presented in [38] has no provable guarantees and requires $C$ to be column sparse, i.e., a very small portion of the columns of $C$ can be non-zero. The work in [41] replaces the $\ell_1$-norm in [38] with the $\ell_1,2$-norm. While the algorithm in [41] can handle a large number of outliers, the complexity of each iteration is $O(nm^2)$ and its iterative solver has no performance guarantees. Recently, the idea of using a robust norm was revisited in [42], [43]. Therein, the non-convex constraint set is relaxed to a larger convex set and exact subspace recovery is guaranteed under certain conditions. The algorithm presented in [42] obtains $\text{col}(L)$ and [43] finds its complement. However, the iterative solver of [42] computes a full SVD of an $m \times m$ weighted covariance matrix in each iteration. Thus, the overall complexity of the solver of [42] is roughly $O(m^3 + nm^2)$ per iteration, where the second term is the complexity of computing the weighted covariance matrix. Similarly, the solver of [43] has $O(nm^2 + m^3)$ complexity per iteration. In [31], the complement of the column space of $L$ is recovered via a series of linear optimization problems, each obtaining one direction in the complement space. This method is sensitive to structured outliers, particularly linearly dependent outliers, and requires the columns of $L$ not to exhibit a clustering structure, which prevails much of the real world data. Also, the approach presented in [31] requires solving $m - r$ linear optimization problems consecutively resulting in high computational complexity and long run time for high-dimensional data.

Robust PCA using convex rank minimization was first analyzed in [21], [22] for the element-wise corruption model. In [26], the algorithm analyzed in [21], [22] was extended to the column-wise corruption model where it was shown that the optimal point of

$$\min_{\tilde{L}, C} \|\tilde{L}\|_* + \lambda \|\tilde{C}\|_{1,2}$$

subject to $\tilde{L} + \tilde{C} = D$ (4)

yields the exact subspace and correctly identifies the outliers provided that $C$ is sufficiently column-sparse. The solver of [4] requires too many iterations, each computing the SVD of an $m \times m$ dimensional matrix. Also, the algorithm can only tolerate a small number of outliers – the ratio $\frac{n_2}{n_1}$ should be roughly less than 0.05. Moreover, the algorithm is sensitive to linearly dependent outliers.

A different approach to outlier detection was proposed in [32], [44], where a data point is classified as an outlier if it
does not admit a sparse representation in the rest of the data. However, this approach is limited to the randomly distributed unstructured outliers. In addition, the complexity of solving the corresponding optimization problem is $O(n^3)$ per iteration. In the outlier detection algorithm presented in [30], a data point is identified as an outlier if the maximum value of its mutual coherences with the other data points falls below a predefined threshold. Clearly, this approach places a restrictive assumption on the outlying data points and is unable to detect structured outliers.

A. Motivation and summary of contributions

This work is motivated by the limitations of prior work on robust PCA as summarized below.

**Complex iterations.** Most of the state-of-the-art robust PCA algorithms require a large number of iterations each with high computational complexity. For instance, many of these algorithms require the computation of the SVD of an $m \times n$, or $m \times m$, or $n \times n$ matrix in each iteration [26], [42], [45], leading to long run time.

**Guarantees.** While the optimal points of the optimization problems underlying many of the existing robust subspace recovery techniques yield the exact subspace, there are no such guarantees for their corresponding iterative solvers. Examples include the optimization problems presented in [26], [41]. In addition, most of the existing guarantees are limited to the cases where the outliers are scattered uniformly at random in the ambient space and the inliers are distributed uniformly at random in $\text{col}(L)$ [30]–[32].

**Robustness issues.** Some of the existing algorithms are tailored to one specific class of outlier models. For example, algorithms based on sparse outlier models utilize sparsity promoting norms, thus can only handle a small number of outliers. On the other hand, algorithms such as [30]–[32] can handle a large number of unstructured outliers, albeit they fail to locate structured ones (e.g., linearly dependent or clustered outliers). Spherical PCA (SPCA) is a non-iterative robust PCA algorithm that is also scalable [46]. In this algorithm, all the columns of $D$ are first projected onto the unit sphere $S^{m-1}$, then the subspace is identified as the span of the principal directions of the normalized data. However, in the presence of outliers, the recovered subspace is never equal to the true subspace and it significantly deviates from the underlying subspace when outliers abound.

To the best of our knowledge, CoP is the first algorithm that addresses these concerns all at once. In the proposed method, we distinguish outliers from inliers by comparing their degree of coherence with the rest of the data. The advantages of the proposed algorithm are summarized below.

- CoP is a considerably simple non-iterative algorithm which roughly involves one matrix multiplication to compute the Gram matrix.
- CoP can tolerate a large number of unstructured outliers. It is shown that exact subspace recovery is guaranteed with high probability even if $\frac{n_1}{n_2}$ goes to zero provided that $\frac{n_1}{n_2} \frac{m}{r}$ is sufficiently large.

**Algorithm 1 CoP: Proposed Robust PCA Algorithm**

**Initialization:** Set $p = 1$ or $p = 2$.

1. **Data Normalization:** Define matrix $X \in \mathbb{R}^{m \times n}$ as $x_i = \|d_i\|_1$.
2. **Mutual Coherence Measurement**
   2.1 Define $G = X^T X$ and set its diagonal elements to zero.
   2.2 Define vector $\mathbf{p} \in \mathbb{R}^n$, where $p(i) = \|g_i\|_2$, $i = 1, \ldots, n$.
3. **Subspace Identification:** Construct matrix $Y$ from the columns of $X$ corresponding to the largest elements of $\mathbf{p}$ such that they span an $r$-dimensional subspace.

**Output:** The columns of $Y$ are a basis for $\text{col}(L)$.

III. PROPOSED METHOD

In this section, we present the Coherence Pursuit algorithm and provide some insight into its characteristics. The main theoretical results are provided in Section [IV]. Algorithm 1 presents CoP along with the definitions of the used symbols.

**Coherence:** The inliers lie in a low-dimensional subspace $\mathcal{U}$. In addition, the inliers are mostly correlated and form clusters. Thus, an inlier bears strong resemblance to many other inliers. By contrast, an outlier is by definition dissimilar to most of the other data points. As such, CoP uses the coherence value in Definition [I] to measure the degree of similarity between data points. Then, $\text{col}(A)$ is obtained as the span of those columns that have large coherence values.

For instance, assume that the distributions of the inliers and outliers follow the following assumption.

**Assumption 1.** The subspace $\mathcal{U}$ is a random $r$-dimensional subspace in $\mathbb{R}^m$. The columns of $A$ are drawn uniformly at random from the intersection of $S^{m-1}$ and $\mathcal{U}$. The columns of $B$ are drawn uniformly at random from $S^{m-1}$. To simplify the exposition and notation, it is assumed without loss of
Suppose the $i^{th}$ column is an inlier and the $(n_1 + j)^{th}$ column is an outlier. In the appendix, it is shown that under Assumption 1, $E[p(i)] = \frac{n_1 - 1}{m} + \frac{n_2}{m}$, while $E[p(n_1 + j)] \leq \frac{rn_1 + n_2}{m}$, for $p = 2$ where $E[.]$ denotes the expectation. Accordingly, if $m \gg r$, the inliers have much larger coherence values. In the following, we demonstrate the important features of CoP, then present the theoretical results.

A. Large number of unstructured outliers

Unlike some of the robust PCA algorithms which require $n_2$ to be much smaller than $n_1$, CoP tolerates a large number of unstructured outliers. For instance, suppose the columns of $B$ are restricted to unstructured randomly distributed outliers, the rest of the data allows the algorithm to identify outliers that bear resemblance to few other outliers. Therefore, unlike some of the more recent robust PCA algorithms [30, 32], which are restricted to unstructured randomly distributed outliers, CoP can detect both structured and unstructured outliers. For instance, suppose the columns of $B$ admit the following clustering structure.

B. Robustness to noise

In the presence of additive noise, we model the data as

$$D = [A \ B] T + E,$$  \hspace{1cm} (5)

where $E$ represents the noise component.

The strong resemblance between the inliers (columns of $A$) unlike the outliers (columns of $B$) creates a large gap between their corresponding coherence values as evident in Fig. 1 even when $n_1/n_2 < 0.01$. This large gap affords tolerance to high levels of noise. For example, assume $r = 5$, $n_1 = 50$, $n_2 = 500$ and the distributions of the inliers and outliers follow Assumption 1. Define the parameter $\tau$ as

$$\tau = \frac{E[\|e\|^2]}{E[\|a\|^2]},$$  \hspace{1cm} (6)

where $a$ and $e$ are arbitrary columns of $A$ and $E$, respectively. Fig. 2 shows the entries of $p$ for different values of $\tau$. As shown, the elements corresponding to inliers are clearly separated from the ones corresponding to outliers even at very low signal to noise ratio, e.g. $\tau = 0.5$ and $\tau = 1$.

C. Structured outlying columns

At a fundamental level, CoP affords a global view of an outlying column, namely, a data column is identified as an outlier if it has weak total coherence with the rest of the data. This global view of a data point with respect to the rest of the data allows the algorithm to identify outliers that bear resemblance to few other outliers. Therefore, unlike some of the more recent robust PCA algorithms [30, 32], which are restricted to unstructured randomly distributed outliers, CoP can detect both structured and unstructured outliers. For instance, suppose the columns of $B$ admit the following clustering structure.

Assumption 2. The $j^{th}$ outlier is formed as $b_i = \frac{1}{\sqrt{1+\mu^2}} (q + \mu b_i)$. The vectors $q$ and $\{b_i\}_{j=1}^{n_2}$ are drawn uniformly at random from $\mathbb{S}^{m-1}$.

Under Assumption 2 the columns of $B$ are clustered around $q$. As $\mu$ decreases, the outliers get closer to each other. Suppose $D \in \mathbb{R}^{200 \times 420}$ contains 20 such outliers. Fig. 3 shows the elements of $p$ for different values of $\mu$. When $\mu = 0.05$, the outliers are tightly concentrated around $q$, i.e., are very similar to each other, but even then CoP can clearly distinguish the outliers.

D. Subspace identification

In the third step of Algorithm 1, we sample the columns of $X$ with the largest coherence values which span an $r$-dimensional space. In this section, we present several options for efficient implementation of this step. One way is to start sampling the columns with the highest coherence values and stop when the rank of the sampled columns is equal to $r$. However, if the columns of $L$ admit a clustering structure and their distribution is highly non-uniform, this method will sample many redundant columns, which can in turn increase the run time of the algorithm. Hence, we propose two low-complexity techniques to accelerate the subspace identification step.

1. In many applications, we may have an upper bound on $n_2/n$. For instance, suppose we know that up to 40 percent of the data could be outliers. In this case, we simply remove 40 percent of the columns corresponding to the smallest values of $p$ and obtain the subspace using the remaining data points. 2. The second technique is an adaptive sampling method presented in Algorithm 2. First, the data is projected onto a random $kr$-dimensional subspace to reduce the computational complexity for some integer $k > 1$. According to the analysis presented in [29], [33], even $k = 2$ is sufficient to preserve the rank of $A$ and the structure of the outliers $B$, i.e., the rank of $\Phi A$ is equal to $r$ and the columns of $\Phi B$ do not lie in $\text{col}(\Phi A)$, where $\Phi$ is the projection matrix. The parameter $\nu$ that thresholds the $\ell_2$-norms of the columns of the projected data is chosen based on the noise level (if the data is noise free, $\nu = 0$). In Algorithm 2, the data is projected onto the span of the sampled columns (step 2.3). Thus, a newly sampled column brings innovation relative to the previously sampled ones. Therefore, redundant columns are not sampled.

Remark 1. Suppose we run Algorithm 2 $h$ times – each time the sampled columns are removed from the data and newly sampled columns are added to $Y$. If the given data is noisy, the first $r$ singular values of $Y$ are the dominant ones and the rest correspond to the noise component. If we increase $h$, the span of the dominant singular vectors will be closer to $\text{col}(A)$. However, if $h$ is chosen unreasonably large, the sampler may also sample outliers.

E. Computational complexity

The main computational complexity is in the second step of Algorithm 2 which is of order $O(mn^2)$. If we utilize
show that the more coherent the inliers are, the better CoP is at distinguishing them from the outliers.

In the theoretical studies corresponding to the unstructured outliers, the performance guarantees are provided for both $p = 1$ and $p = 2$. In the rest of the studies, the results are only presented for $p = 1$. For each case, we present two guarantees. First, we establish sufficient conditions to ensure that the expected values of the elements of the vector $p$ corresponding to inliers are much greater than the ones corresponding to outliers, in which case the algorithm is highly likely to yield exact subspace recovery. Second, we present theoretical results which guarantee exact subspace recovery with high probability.

### A. Subspace recovery with dominant unstructured outliers

Here, we focus on the unstructured outliers, i.e., it is assumed that the distribution of the outlying columns follows Assumption 1. The following lemmas establish sufficient conditions for the expected values of the elements of $p$ corresponding to inliers to be at least twice as large as those corresponding to outliers.

**Lemma 1.** Suppose Assumption 1 holds, the $i^{th}$ column is an inlier and the $(n_1 + j)^{th}$ column is an outlier. If

$$n_1 \frac{2}{\sqrt{\pi}} \left( \sqrt{\frac{2}{\pi}} - \sqrt{\frac{4r^2}{m}} \right) > 5 \frac{n_2}{4\sqrt{m}} + \frac{2}{\pi r},$$

(7)

then

$$\mathbb{E} \|g_i\|_2 > 2 \mathbb{E} \|g_{n_1+j}\|_1$$

recalling that $g_i$ is the $i^{th}$ column of the Gram matrix $G$.

**Lemma 2.** Suppose Assumption 1 holds, the $i^{th}$ column is an inlier and the $(n_1 + j)^{th}$ column is an outlier. If

$$\frac{n_1}{r} \left(1 - \frac{2r^2}{m}\right) > \frac{n_2}{m} + \frac{1}{r},$$

(8)

then

$$\mathbb{E} \|g_i\|_2^2 > 2 \mathbb{E} \|g_{n_1+j}\|_1^2.$$
II) In real applications, \( r \ll m \) and \( n_1 > n_2 \), hence the sufficient conditions are easily satisfied. This fact is evident in Fig. 1 which shows that CoP can recover the correct subspace even if \( n_1/n_2 = 0.01 \).

III) In high-dimensional settings, \( r \ll m \). Therefore, \( \frac{m}{\sqrt{m}} \) could be much greater than \( \frac{1}{\sqrt{m}} \). Accordingly, the conditions in Lemma 1 are stronger than those in Lemma 2 suggesting that CoP can tolerate a larger number of unstructured outliers with \( p = 2 \) than with \( p = 1 \). This is confirmed by comparing the plots in the last row of Fig. 1.

The following theorems show that the same set of factors are important to guarantee that CoP recovers the exact subspace with high probability.

**Theorem 3.** If Assumption 1 is true and

\[
\frac{n_1}{\sqrt{r}} \left( \sqrt{\frac{2}{\pi}} - \frac{r + 2 \sqrt{2 \beta \kappa} r}{\sqrt{m}} \right) - 2 \sqrt{n_1} - \frac{2 n_1 \log \frac{n_2}{m}}{r - 1} > \frac{n_2}{\sqrt{m}} + 2 \sqrt{n_2} + \frac{2 n_2 \log \frac{n_2}{m}}{m - 1} + \frac{1}{\sqrt{r}},
\]

then Algorithm 1 with \( p = 1 \) recovers the exact subspace with probability at least \( 1 - 3\delta \), where \( \beta = \max(8 \log n_2/\delta, 8\pi) \) and \( \kappa = \frac{m}{m-1} \).

**Theorem 4.** If Assumption 1 is true and

\[
\frac{n_1}{r} \left( \frac{1}{r} - \frac{r + 4 \zeta \kappa + 4 \sqrt{\zeta \kappa}}{m} \right) - \eta_1 > 2 \eta_2 + \frac{1}{r},
\]

then Algorithm 1 with \( p = 2 \) recovers the correct subspace with probability at least \( 1 - 4\delta \), where

\[
\eta_1 = \max \left( \frac{4}{3} \log \frac{2 n_1}{\delta}, \sqrt{\frac{4}{m} \log \frac{2 n_1}{\delta}} \right), \]
\[
\eta_2 = \max \left( \frac{4}{3} \log \frac{2 n_2}{\delta}, \sqrt{\frac{4}{m} \log \frac{2 n_2}{\delta}} \right),
\]

\( \zeta = \max(8\pi, 8 \log \frac{n_2}{m}) \), and \( \kappa = \frac{m}{m-1} \).

**Remark 2.** The dominant factors of the LHS and the RHS of (10) are \( \frac{2 \eta_1}{r} (1 - \frac{r}{m}) \) and \( \sqrt{\frac{4 n_2}{m} \log \frac{2 n_2}{m}} \), respectively. As in Lemma 2 we see the factor \( \frac{2 \eta_1}{r} \), but under a square root. Thus, the requirement of Theorem 4 is less stringent than that of Lemma 2. This is because Theorem 4 guarantees that the elements of \( p \) corresponding to inliers are greater than those corresponding to outliers with high probability, but does not guarantee a large gap between their values as in Lemma 2.

**B. Distinguishing structured outliers**

In this section, we focus on structured outliers whose distribution is assumed to follow Assumption 2. Under Assumption 2, each column has a unit expected squared norm, which affords a more tractable analysis versus normalizing the data. The columns of \( B \) are clustered around \( q \), and get closer to each other as \( \mu \) decreases. The following lemma establishes that if \( n_2 \) is sufficiently small, the expected coherence value for an inlier is at least twice that of an outlier.

**Lemma 5.** Suppose the distribution of the outliers follows Assumption 2 and the inliers are distributed as in Assumption 1. Define \( G' = DT'D \) and set the diagonal elements of \( G' \) equal to zero. Assume the \( j \)th column is an inlier, and the \( (n_1 + j) \)th column is an outlier, and \( \mu < 1 \). If

\[
(n_1 - 1) \left( \frac{2}{\pi r} - \frac{2 n_2}{1 + \mu^2} \right) + \frac{1}{\sqrt{m}} \left( 2 \mu^2 n_2 + 4 \mu n_2 + 2 n_1 \sqrt{(1 + \mu^2)(\mu + 1)} \right),
\]

then

\[
E \| g'_{i, j} \|_1 > 2 E \| g'_{i, n_1 + j} \|_1.
\]

The sufficient condition (11) is consistent with our intuition regarding the detection of structured outliers. According to (11), if \( n_2 \) is smaller or \( \mu \) is larger (i.e., the outliers are less structured), the outliers will be more distinguishable. The following theorem reaffirms the requirements of Lemma 2. Before we state the theorem, we define \( \kappa = \inf \{ t : f(t) < \delta \} \), where \( f(t) = 1 - I_{\frac{5}{6}}(0.5, m/2 - 0.5) \) and \( I_{\frac{5}{6}}(0.5, m/2 - 0.5) \) is the incomplete beta function [47].

The function \( f(t) \) is monotonically decreasing. Examples are shown in Fig. 4 which displays \( \log_{10} f(t) \) for different values of \( m \). The function \( f(t) \) decays nearly exponentially fast with \( t \) and converges for large values of \( m \) to the function shown in yellow with circle markers in Fig. 4 where the plots for \( m = 10^{10} \) and \( m = 10^{20} \) coincide.

**Theorem 6.** Suppose the distribution of the outliers follows Assumption 2 and the inliers are as in Assumption 7. Define \( G' = DT'D \) and set the diagonal elements of \( G' \) equal to zero. Assume the \( j \)th column is an inlier, and the \( (n_1 + j) \)th column is an outlier, and \( \mu < 1 \). If

\[
\frac{2 n_1 - 1}{\sqrt{r}} - 2 \sqrt{n_1} - \frac{2 n_1 \log \frac{n_2}{\delta}}{r - 1} > n_2 + \mu^2 \left( \frac{n_2}{\sqrt{m}} + 2 \sqrt{n_2} + \frac{2 n_2 \log \frac{n_2}{\delta}}{m - 1} \right) + \frac{\mu n_2 \sqrt{r}}{(1 + \mu^2) \sqrt{m}} \left( \frac{1}{\sqrt{r}} + 2 \sqrt{3 \kappa} \right),
\]
then \( \| g_i \|_1 > \| g_{i+1} \|_1 \) for all \( 1 \leq j \leq n_2 \) and \( 1 \leq i \leq n_1 \) with probability at least \( 1 - 6\delta \), where \( \beta = \max(8 \log n_2 / \delta, 8\pi) \) and \( \kappa = \frac{m}{n-1} \).

Theorem 6 certifies the requirements of Lemma 5. According to Assumption 3, if the outliers are structured, the number of inliers should be sufficiently larger than the number of outliers.

C. Performance analysis with noisy data

CoP is notably robust to noise since the noise is neither coherent with the inliers nor the outliers. In this section, we establish performance guarantees for noisy data. It is assumed that the given data satisfies the following assumption.

Assumption 3. Matrices \( A \) and \( B \) follow Assumption 2. The columns of \( E \in \mathbb{R}^{m \times n_1} \) are drawn uniformly at random from \( \mathbb{S}^{m-1} \). Each column of matrix \( A^\epsilon \) is defined as \( a_i^\epsilon = \frac{1}{\sqrt{1+\sigma_n^2}}(a_i + \alpha_i e_i) \), where \( \{\alpha_i\}_{i=1}^m \) are i.i.d samples from a normal distribution \( N(0, \sigma_n^2) \) and \( a_i \) and \( e_i \) are the \( i \)th columns of \( A \) and \( E \), respectively. The given data matrix can be expressed as \( D = [A^\epsilon \ B] \).

According to Assumption 3, each inlier is a sum of a random unit \( \ell_2 \)-norm vector in the subspace \( U \) and a random vector \( \alpha_i e_i \) which models the noise. Per Assumption 3, each data column has an expected squared norm equal to 1.

Lemma 7. Suppose \( D \) follows Assumption 3. Define \( G^\epsilon = D^T D \), set the diagonal elements of \( G^\epsilon \) equal to zero, and define \( p_c(k) = \| g_k^\epsilon \|_1 \), where \( g_k^\epsilon \) is the \( k \)th column of \( G^\epsilon \). In addition, assume the \( i \)th column is an inlier and the \((n_1 + j)\)th column is an outlier. If

\[
\frac{n_1}{\sqrt{\kappa}} \left( \sqrt{ \frac{2}{\pi(1 + \sigma_n^2)} - \sqrt{ \frac{4r^2}{m} } } \right) > \\frac{n_2 \sqrt{1 + \sigma_n^2}}{\sqrt{m}} + \sqrt{\frac{2}{\kappa}} + \xi,
\]

where

\[
\xi = \sqrt{ \frac{2\sigma_n^2}{\pi m} } \left( \frac{n_1}{\sqrt{1 + \sigma_n^2}} \left( 1 + \sigma_n \sqrt{ \frac{\pi}{2} + \sqrt{r} } \right) + n_2 + 2n_1 \right),
\]

then

\[ E \| g_i^\epsilon \|_1 > 2 E \| g_{i+1}^\epsilon \|_1 \].

The sufficient conditions of Lemma 7 are very similar to the conditions presented in Lemma 4 for noise-free data with one main difference, namely, an additional term \( \xi \) on the RHS of (13) due to the presence of noise. Nevertheless, akin to the unstructured outliers, the component corresponding to noise is linear in \( 1/\sqrt{m} \), where \( m \) is the ambient dimension. In addition, \( \sigma_n \) is practically smaller than 1 noting that the signal to noise ratio is \( \frac{1}{\sigma_n} \). Thus, CoP exhibits robustness even in the presence of a strong noise identification step wherein the subspace is recovered as the span of the principal singular vectors of the noisy inliers. If the noise power increases, the distance between the span of the principal singular vectors of the noisy inliers and the column space of the noise-free inliers increases. However, this error is inevitable and we cannot achieve better recovery given the noisy data. The following theorem affirms that the noise component does not have a notable effect on the sufficient conditions for the elements of \( p_c \), corresponding to inliers to be greater than those corresponding to outliers with high probability.

Theorem 8. Suppose \( D \) follows Assumption 2. Define \( G^c = D^T D \), set the diagonal elements of \( G^c \) equal to zero, and define \( p_c(k) = \| g_k^c \|_1 \). If

\[
\frac{n_1}{\sqrt{\nu}} \left( \sqrt{ \frac{2}{\pi(1 + \sigma_n^2)} - \sqrt{ \frac{4r^2}{m} } } \right) > \\frac{n_2 \sqrt{1 + \sigma_n^2}}{\sqrt{m}} + \sqrt{\frac{2}{\nu}} + \xi,
\]

where

\[
\xi = \frac{\sigma_n^2 + c^2 \sigma_n^2}{\sqrt{1 + \sigma_n^2}} + \rho_n \left( \frac{n_1}{\sqrt{\nu}} + 2n_1 + \sqrt{ \frac{2n_1 \log n_1 / \delta}{m-1} } \right),
\]

then

\[ E \| g_i^c \|_1 > 2 E \| g_{i+1}^c \|_1. \]

D. The distribution of inliers

In the theoretical investigations presented in Section IV-A, Section IV-B, and Section IV-C, we assumed a random distribution for the inliers. However, we emphasize that this is not a requirement of the proposed approach. In fact, the random distribution of the inliers leads to a fairly challenging scenario. In practice, the inliers mostly form clusters and tend to be highly correlated. Since CoP exploits the coherence between the inliers, its ability to distinguish inliers could even improve if their distribution is further away from being uniformly random. We provide a theoretical example to underscore this fact. In this example, we assume that the inliers form a cluster around a given direction in \( U \). The distribution of the inliers is formalized in the following assumption.

Assumption 4. The \( i \)th inlier is formed as \( a_i = \frac{1}{\sqrt{1 + \nu^2}} (t + \nu a_i^0) \). The vectors \( t \) and \( \{a_i^0\}_{i=1}^{n_1} \) are drawn uniformly at random from the intersection of \( \mathbb{S}^{m-1} \) and \( U \).

According to Assumption 4, the inliers are clustered around the vector \( t \). For example, suppose \( r = 2 \) and \( n_1 = 200 \). Fig.
Fig. 5. The distribution of inliers within \( \mathcal{U} \) for different values of parameter \( \nu \) defined in Assumption 4. If the value of \( \nu \) increases, the inliers are less clustered.

\[ \text{Lemma 9. Suppose the distribution of the inliers follows Assumption 4 and the columns of } B \text{ are drawn uniformly at random from } \mathbb{S}^{m-1}. \text{ Define } G = D^T D \text{ and set its diagonal elements to zero. Assume the } \nu^\text{th} \text{ column is an inlier, the } (n_1 + j)^\text{th} \text{ column is an outlier, and } \nu < 1. \text{ If } \]

\[
\begin{align*}
& n_1 \left(1 - \frac{\nu^2 + 2 \nu}{\sqrt{\nu}}\right) > 1 + \frac{2 n_1 (1 + \nu) \sqrt{\nu (1 + \nu^2)}}{\sqrt{m}} \\
& + \frac{n_2 \sqrt{1 + \nu^2}}{\sqrt{m}} \left(\nu - \sqrt{\frac{2}{\pi} + 2 \sqrt{1 + \nu^2}}\right),
\end{align*}
\]

(17)

then

\[ \mathbb{E} \| g_{n_1}^* \|_1 > 2 \mathbb{E} \| g_{n_1 + j}^* \|_1. \]

According to (17), if \( \nu \) decreases (i.e., the data points are less randomly distributed), it is more likely that CoP recovers the correct subspace. In other words, with CoP, clustered inliers are preferred over randomly distributed inliers.

\[ \text{Algorithm 3 Subspace Clustering Error Correction Method} \]

**Input:** The matrices \( \{D^i\}_{i=1}^L \) are the clustered data (the output of a subspace clustering algorithm) and \( L \) is the number of clusters.

**Error Correction**

For \( k \) from 1 to \( t \) do

1. Apply the robust PCA algorithm to the matrices \( \{\hat{D}^i\}_{i=1}^L \). Define the orthonormal matrices \( \{\hat{U}^i\}_{i=1}^L \) as the learned bases for the inliers of \( \{D^i\}_{i=1}^L \), respectively.

2. Update the data clustering with respect to the obtained bases \( \{\hat{U}^i\}_{i=1}^L \) (the matrices \( \{D^i\}_{i=1}^L \) are updated), i.e., a data point \( d \) is assigned to the \( i^\text{th} \) cluster if \( i = \arg \max_k \| x^T U^k \|_2 \).

**End For**

**Output:** The matrices \( \{D^i\}_{i=1}^L \) represent the clustered data and the matrices \( \{\hat{U}^i\}_{i=1}^L \) are the orthonormal bases for the identified subspaces.

V. NUMERICAL SIMULATIONS

In this section, the performance of CoP is investigated with both synthetic and real data. We compare the performance of CoP with the state-of-the-art robust PCA algorithms including FMS [25], GMS [43], R1-PCA [41], OP [26], and SPCA [46]. For FMS, we implemented Algorithm 1 in [25] with \( p = 0.5 \).

We have also tried different values for \( p \leq 1 \), which did not yield much difference in the results from what we report in our experiments. For the GMS algorithm, we implemented Algorithm 2 in [43] to obtain the matrix \( Q \). The output of the algorithm is the last \( r \) singular vectors of the obtained matrix \( Q \), which serve as an orthonormal basis for the span of the inliers. For R1-PCA, we implemented the iterative algorithm presented in [41], which iteratively updates an orthonormal basis for the inliers.

A. Phase transition

Our analysis with unstructured outliers has shown that CoP yields exact subspace recovery with high probability if \( n_1/r \) is sufficiently greater than \( n_2/m \). In this experiment, we investigate the phase transition of CoP in the \( n_1/r \) and \( n_2/m \) plane. Suppose, \( m = 100 \), \( r = 10 \), and the distributions of inliers/outliers follow Assumption 1. Define \( U \) and \( \hat{U} \) as the exact and recovered orthonormal bases for the span of the inliers, respectively. A trial is considered successful if

\[
\left(\| U - \hat{U} \hat{U}^T U \|_F / \| U \|_F \right) \leq 10^{-5}.
\]

In this simulation, we construct the matrix \( U \) using 20 columns of \( X \) corresponding to the largest 20 elements of the vector \( p \). Fig. 6 shows the phase transition, where white indicates correct subspace recovery and black designates incorrect recovery. As shown, if \( n_2/m \) increases, we need larger values of \( n_1/r \). However, one can observe that with \( n_1/r > 4 \), the algorithm can yield exact recovery even if \( n_2/m > 30 \).

B. Running time

In this section, we compare the speed of CoP with the existing approaches. Table 1 shows the run time in seconds for different data sizes. In all experiments, \( n_1 = n/5 \) and \( n_2 = 4n/5 \). One can observe that CoP is remarkably faster by virtue of its simplicity (single step algorithm).
### TABLE I
RUNNING TIME OF THE ALGORITHMS

| \( m = n \) | CoP | FMS | OP | R1-PCA |
|------------|-----|-----|----|--------|
| 1000       | 0.02| 1   | 45 | 1.45   |
| 2000       | 0.7 | 5.6 | 133| 10.3   |
| 5000       | 5.6 | 60  | 811| 83.3   |
| 10000      | 27  | 401 | 3547| 598    |

---

C. **Subspace recovery in presence of unstructured outliers**

In this experiment, we assess the robustness of CoP to outliers in comparison to existing approaches. It is assumed that \( m = 50 \), \( r = 10 \), \( n_1 = 50 \) and the distribution of inliers/outliers follow Assumption 1. Define \( U \) and \( \hat{U} \) as before, and the recovery error as

\[
\text{Log-Recovery Error} = \log_{10} \left( \frac{\|U - \hat{U}\|_F}{\|U\|_F} \right)
\]

In this simulation, we use 30 columns to form the matrix \( Y \). Fig. 7 shows the recovery error versus \( n_2/n_1 \) for different values of \( n_2 \). In addition to its simplicity, CoP yields exact subspace recovery even if the data is overwhelmingly outliers. Similar to CoP and FMS, the algorithms presented in [30], [32] can also yield exact subspace recovery in presence of unstructured outliers even if they dominate the data. However, they are not applicable to the next experiments that deal with structured outliers. For instance, the outlier detection method presented in [30] assumes the order of the inner product between any two outliers is \( \log n \sqrt{m} \). Therefore, it is unable to identify structured outliers in high-dimensional data.

D. **Detection of structured outliers**

In this section, we examine the ability of CoP at detecting structured outliers in four experiments. In the first experiment, a robust PCA algorithm is used to identify the saliency map [48] of a given image. For the second experiment, an outlier detection algorithm is used to detect the frames corresponding to an activity in a video file. In the third, we examine the performance of the robust PCA algorithms with synthetic structured outliers. For the fourth experiment, we consider

the problem of identifying the dominant low-dimensional subspace with real world data.

**Example D.1 (Saliency map identification):** A saliency map indicates the regions of an image that tend to attract the attention of a human viewer [33], [48]. If we divide the image into small patches and construct a data matrix from the vectorized versions of the patches, the salient regions can be viewed as outlying columns [33], [49]. Hence, if we are able to detect the outlying columns, we will identify the salient regions from the corresponding patches. However, the different patches in the salient regions could be similar to each other. Therefore, the outlying data points are normally structured outliers. In this experiment, we obtained the images shown in the first column of Fig. 8 from the MSRA Salient Object Database [50]. The patches are non-overlapping \( 10 \times 10 \) pixel windows. Fig. 8 shows the saliency maps obtained by CoP and FMS. In both methods, the parameter \( r \) (the rank of \( L \)) is set equal to 2. As shown, both CoP and FMS properly identify the visually salient regions of the images since the two methods are robust to both structured and unstructured outliers.

**Example D.2 (Activity detection):** In many applications, an anomaly/outlier corresponds to the occurrence of some important rare event. In this experiment, we use the robust PCA method to detect activity in a video file. The file we use here is the Waving Tree file, a video of a dynamic background [51], [52] showing a tree smoothly waving, and in the middle of the video a person crosses the frame. We expect the algorithm to detect those few frames where the person present as outliers. We construct the data matrix from the vectorized video frames, i.e., each column corresponds to a specific frame.

The frames which show the background are inliers. Since the tree is waving, the rank of \( L \) is greater than one. We set the parameter \( r = 3 \) in this experiment. The outliers
correspond to the few frames in which the person crosses the scene. Obviously, in this application the outliers are structured because the consecutive frames are quite similar to each other. Thus, algorithms such as [30], [32], which model the outliers as randomly distributed vectors, are not applicable here to detect the outliers. We use CoP, FMS, and R1-PCA to detect the outlying frames. Define \( \hat{U} \in \mathbb{R}^{m \times 3} \) as the obtained orthonormal basis for the inliers. We identify \( d_i \) as an outlier if \( \|d_i - \hat{U}\hat{d}_i\|_2/\|d_i\|_2 > 0.2 \). CoP and FMS identify all the outlying frames correctly. Fig. 10 shows some of the frames identified as inliers and outliers. R1-PCA could only detect a subset of the outliers. In the video file, the person enters the scene from one side, stays for a second, and leaves the scene from the other side. R1-PCA detects only those frames in which the person enters or leaves the scene. Fig. 10 shows two outlying frames that R1-PCA could detect and two frames it could not detect.

**Example D.3 (Synthetic clustered outliers):** In this experiment, we use synthetic data to study the performance of CoP in distinguishing structured outliers. The data matrix \( D \) is generated as \( D = [A \ B] \), where \( A \in \mathbb{R}^{200 \times 400} \) with \( r = 5 \) follows Assumption 4 with \( \nu = 0.2 \). The matrix \( B \in \mathbb{R}^{200 \times 20} \) follows Assumption 2. Thus, the inliers are clustered and the outliers could be clustered too depending on the value of \( \mu \). Table II shows the subspace recovery error, \( \|U - \hat{U}\hat{U}^T U\|_F/\|U\|_F \), for different values of \( \mu \). One can observe that CoP and GMS correctly recover the column space of \( L \) for all values of \( \mu \). However, for smaller values of \( \mu \), where the outliers become more concentrated, FMS and R1-PCA fail to retrieve the exact subspace.

**Example D.4 (Dominant subspace identification):** An application of robust PCA is in the problem of subspace clustering [6, 53]. This problem is a general form of PCA in which the data points lie in a union of linear subspaces [53]. A subspace clustering algorithm identifies the subspaces and clusters the data points with respect to the subspaces. A robust PCA algorithm can be applied in two different ways to the subspace clustering problem. The first way is to use the robust PCA method sequentially to learn one subspace in each iteration. In other words, in each iteration the data points in the dominant subspace (the one which contains the maximum number of data points) are considered as inliers and the others as outliers. In each step one subspace is identified and the corresponding data points are removed from the data. RANSAC is a popular subspace clustering method which is based on robust PCA [53], [54]. The second way is to use robust PCA just to identify the most dominant subspace. In many applications, such as motion segmentation, the majority of the data points lie in a data cluster and the rest of the data points – which are of particular interest – form data clusters with smaller populations. Therefore, by identifying the dominant subspace and removing its data points, we can substantially reduce the computational complexity of the subsequent processing algorithms (e.g., the clustering algorithm).

In this experiment, we use the Hopkins155 dataset, which contains video sequences of 2 or 3 motions [55]. The data is generated by extracting and tracking a set of feature points through the frames. In motion segmentation, each motion corresponds to one subspace. Thus, the problem here is to cluster data lying in two or three subspaces [53]. Here, we use 8 data matrices of traffic videos with 2 motions. Since the data lies in a union of 2 subspaces, we can also cluster the data via learning the dominant subspace. The number of data points in the dominant subspace is large and it is important to observe the accuracy of the algorithm at identifying the outliers. Thus, we define the average clustering error as

\[
ACE = 0.5 \left( n_1^e/n_1 + n_2^e/n_2 \right),
\]

where \( n_1^e \) and \( n_2^e \) are the numbers of misclassified inliers and misclassified outliers, respectively. Table III reports the ACE for different algorithms. As shown, CoP yields the most accurate result.

**TABLE II**

| \( \mu \) | CoP | FMS | GMS | R1-PCA |
|---------|-----|-----|-----|-------|
| 5       | \(< 10^{-9}\) | \(< 10^{-9}\) | \(< 10^{-9}\) | \(< 10^{-9}\) |
| 0.5     | \(< 10^{-9}\) | \(< 10^{-9}\) | \(< 10^{-9}\) | 0.15   |
| 0.2     | \(< 10^{-9}\) | 0.28 | \(< 10^{-9}\) | 0.44   |
| 0.1     | \(< 10^{-9}\) | 0.45 | \(< 10^{-9}\) | 0.44   |

**TABLE III**

|          | CoP          | FMS          | GMS          | R1-PCA       |
|----------|--------------|--------------|--------------|--------------|
| ACE      | 0.1 - 0.01   | 0.22 - 0.18  | 0.27 - 0.23  | 0.23 - 0.19  |

**E. Clustering error correction – Real data**

In this section, we present a new application of robust PCA in subspace clustering. The performance of the subspace clustering algorithms – especially the ones with scalable
computational complexity – degrades in presence of noise or when the subspaces are closer to each other. Without loss of generality, suppose the data matrix \( \mathbf{D} = [\mathbf{D}^1 \ldots \mathbf{D}^L] \), where the columns of \( \{\mathbf{D}^i\}_{i=1}^L \) lie in the linear subspaces \( \{\mathcal{S}_i\}_{i=1}^L \), respectively, and \( L \) is the number of subspaces. Define \( \{\mathbf{D}^i\}_{i=1}^L \) as the output of the clustering algorithm (the clustered data).

We define the clustering error as the ratio of misclassified points to the total number of data points. With errors in clustering, some of the columns of \( \mathbf{D}^i \) believed to lie in \( \mathcal{S}_i \) may actually belong to some other subspace. Such columns can be viewed as outliers in the matrix \( \mathbf{D}^i \). Accordingly, the robust PCA algorithm can be utilized to correct the clustering error. We present Algorithm 3 as an error correction algorithm which can be applied to the output of any subspace clustering algorithm to reduce the clustering error. In each iteration, Algorithm 3 applies the robust PCA algorithm to the clustered data to obtain a set of bases for the subspaces. Subsequently, the obtained clustering is updated based on the obtained bases.

In this experiment, we imagine a subspace clustering algorithm with 20 percent clustering error and apply Algorithm 3 to the output of the algorithm to correct the errors. We use the Hopkins155 dataset. Thus, the problem here is to cluster data lying in two or three subspaces [53]. We use the traffic data sequences, which include 8 scenarios with two motions and 8 scenarios with three motions. When CoP is applied, 50 percent of the columns of \( \mathbf{X} \) are used to form the matrix \( \mathbf{Y} \). Fig. 11 shows the average clustering error (over all traffic data matrices) after each iteration of Algorithm 3 for different robust PCA algorithms. CoP clearly outperforms the other approaches. As a matter of fact, most of the robust PCA algorithms fail to obtain the correct subspaces and end up increasing the clustering error. The outliers in this application are linearly dependent and highly correlated. Thus, the approaches presented in [30]–[32] which assume a random distribution for the outliers are not applicable.

VI. PROOFS OF THE MAIN RESULTS

Proof of Lemma 1

The \( i^{\text{th}} \) column of \( \mathbf{G} \) without its \( i^{\text{th}} \) element can be expressed as

\[
[a_i^T \mathbf{A}_{-i} a_i^T \mathbf{B}]^T.
\]

Thus,

\[
\|\mathbf{g}_i\|_1 = \|a_i^T \mathbf{A}_{-i}\|_1 + \|a_i^T \mathbf{B}\|_1.
\]

If \( i \neq k \), then

\[
\mathbb{E}[a_i^T a_k] = \mathbb{E}[u^T a_k] \geq \sqrt{\frac{2}{\pi r}},
\]

where \( u \) is a fixed vector in \( \mathcal{U} \) with unit \( \ell_2 \)-norm. The last inequality follows from [42]. By Assumption 1, \( \mathcal{U} \) is a random subspace and \( a_i \) is a random direction in \( \mathcal{U} \). Accordingly, the distribution of \( a_i \) is the same as the distribution of a vector drawn uniformly at random from \( S^{m-1} \). Thus, similar to [20]

\[
\mathbb{E}[a_i^T b_k] \geq \sqrt{\frac{2}{\pi m}}.
\]

Replacing (20) and (21) in (19),

\[
\mathbb{E}\|\mathbf{g}_i\|_1 \geq (n_1 - 1) \sqrt{\frac{2}{\pi r}} + n_2 \sqrt{\frac{2}{\pi m}}.
\]

The \((n_1 + j)^{\text{th}}\) column of \( \mathbf{G} \) without its \((n_1 + j)^{\text{th}}\) element can be expressed as

\[
[b_j^T \mathbf{A} \ b_j^T \mathbf{B}]^T.
\]

Define \( \mathbf{U} \) as an orthonormal basis for \( \mathcal{U} \). Thus,

\[
\mathbb{E}[b_j^T a_k] \leq \mathbb{E}\|b_j^T \mathbf{U}\|_2.
\]

It is not hard to show that

\[
\mathbb{E}\|b_j^T \mathbf{U}\|_2^2 = \frac{r}{m}.
\]

Since \( f(y) = y^2 \) is a convex function, by Jensen’s inequality

\[
\mathbb{E}\|b_j^T \mathbf{U}\|_2 \leq \sqrt{\frac{r}{m}}.
\]

Similarly, for \( j \neq k \),

\[
\mathbb{E}\|b_j^T b_k\| \leq \sqrt{\frac{1}{m}}.
\]

Therefore, according to (25) and (26)

\[
\mathbb{E}\|\mathbf{g}_{n_1+j}\|_1 \leq n_1 \sqrt{\frac{r}{m}} + (n_2 - 1) \sqrt{\frac{1}{m}}.
\]

Thus, if (7) is satisfied, \( \mathbb{E}\|\mathbf{g}_i\|_1 > 2 \mathbb{E}\|\mathbf{g}_{n_1+j}\|_1 \).

Proof of Lemma 2

If the \( i^{\text{th}} \) column is an inlier, then

\[
\|\mathbf{g}_i\|_2^2 = \|a_i^T \mathbf{A}_{-i}\|_2^2 + \|a_i^T \mathbf{B}\|_2^2.
\]

Since the inliers are distributed uniformly at random within \( \mathcal{U} \),

\[
\mathbb{E}\|a_i^T \mathbf{A}_{-i}\|_2^2 = \frac{n_1 - 1}{r}.
\]

The subspace \( \mathcal{U} \) is a random subspace and \( a_i \) is a random direction within \( \mathcal{U} \). Thus,

\[
\mathbb{E}\|a_i^T \mathbf{B}\|_2^2 = \frac{n_2}{m}.
\]
Replacing in (28),
\[ E\|g_i\|^2_2 = \frac{n_1 - 1}{r} + \frac{n_2}{m}. \] (31)

Similarly,
\[ \|g_{n_1+j}\|^2_2 = \|b_j^T A\|^2_2 + \|b_j^T B_{-j}\|^2_2. \] (32)

Since \( \mathcal{U} \) is a random \( r \)-dimensional subspace,
\[ E\|b_j^T A\|^2_2 \leq \frac{r n_1}{m}. \] (33)

Accordingly,
\[ E\|g_{n_1+j}\|^2_2 \leq \frac{r n_1}{m} + \frac{n_2 - 1}{m}. \] (34)

Therefore, if (8) is satisfied, \( E\|g_i\|^2_2 > 2 E\|g_{n_1+j}\|^2_2. \)

Proof of Theorem 3
We have to prove that the \( \ell_1 \)-norms of all the columns of \( G \) corresponding to inliers are greater than the maximum of \( \ell_1 \)-norms of the columns of \( G \) corresponding to outliers. Thus, we establish a lower bound for \( \{\|g_k\|_1 \mid 1 \leq k \leq n_1\} \) and an upper-bound for \( \{\|g_k\|_1 \mid n_1 + 1 \leq k \leq n_1 + n_2\} \) and it is shown that if (9) is satisfied, the lower-bound is greater than the upper-bound with high probability. In order to establish the lower and upper bounds, we make use of the following lemmas.

Lemma 10. [52] Suppose \( g_1, \ldots, g_n \) are i.i.d. random vectors distributed uniformly on the unit sphere \( S^{N-1} \) in \( \mathbb{R}^N \). If \( N > 2 \), then
\[ \inf_{\|u\|_1 = 1} \sum_{i=1}^{n} |u^T g_i| > \sqrt{\frac{2}{\pi}} \frac{n}{\sqrt{N}} - 2\sqrt{n} - \sqrt{\frac{2n \log \frac{1}{N - 1}}{N - 1}} \] (35)
with probability at least \( 1 - \delta \).

Lemma 11. Suppose \( g_1, \ldots, g_n \) are i.i.d. random vectors distributed uniformly on the unit sphere \( S^{N-1} \) in \( \mathbb{R}^N \). If \( N > 2 \), then
\[ \sup_{\|u\|_1 = 1} \sum_{i=1}^{n} |u^T g_i| > \frac{n}{\sqrt{N}} + 2\sqrt{n} + \sqrt{\frac{2n \log \frac{1}{N - 1}}{N - 1}} \] (36)
with probability at least \( 1 - \delta \).

Lemma 12. [56]-[58] Let the columns of \( F \in \mathbb{R}^{N \times r} \) be an orthonormal basis for an \( r \)-dimensional random subspace drawn uniformly at random in an ambient \( N \)-dimensional space. For any unit \( \ell_2 \)-norm vector \( c \in \mathbb{R}^{N \times 1} \)
\[ P \left[ \|c^T F\|_2 > \sqrt{\frac{r}{N}} + \sqrt{\frac{8 \pi}{N - 1}} + \sqrt{\frac{8 \log 1/\delta}{N - 1}} \right] \leq \delta. \] (37)

If the \( i \)-th column of \( X \) is an inlier, then \( \|g_i\|_1 \geq \|a_i^T A_{-i}\|_1. \)

Thus, the following corollary, which is based on Lemma 10, establishes a lower-bound on the \( \ell_1 \)-norm of a column of \( G \) corresponding to an inlier.

Corollary 13. If Assumption 1 is true, then for all \( 1 \leq i \leq n_1 \)
\[ \|a_i^T A_{-i}\|_1 \geq \sqrt{\frac{2}{\pi}} \frac{n_1 - 1}{\sqrt{r}} - 2\sqrt{n_1} - \sqrt{\frac{2n_1 \log \frac{n_1}{r - 1}}{r - 1}} \] (38)
with probability at least \( 1 - \delta \).

Proof of Corollary 13 According to Lemma 10
\[ P \left[ \|a_i^T A_{-i}\|_1 \geq \inf_{\|u\|_1 = 1} \|u^T A_{-i}\|_1 \geq \right. \]
\[ \sqrt{\frac{2}{\pi}} \frac{n_1 - 1}{\sqrt{r}} - 2\sqrt{n_1} - \sqrt{\frac{2n_1 \log \frac{n_1}{r - 1}}{r - 1}} \geq 1 - \delta/n_1. \] (39)

Thus, (38) is true for all \( 1 \leq i \leq n_1 \) with probability at least \( 1 - \delta \).

The \( \ell_1 \)-norm of the \((n_1+j)\)-th column of \( G \) can be expressed as \( \|b_j^T A \cdot b_j^T B_{-j}\|_1 \).

Thus, the following two corollaries which are based on Lemma 11 and Lemma 12 establish an upper-bound on \( \|g_{n_1+j}\|_1 \).

Corollary 14. If Assumption 1 is true, then for all \( 1 \leq j \leq n_2 \)
\[ \|b_j^T B_{-j}\|_1 \leq \frac{n_2 - 1}{\sqrt{m}} + 2\sqrt{n_2} - 1 + \sqrt{\frac{2n_2 \log \frac{n_2}{m - 1}}{m - 1}} \] (40)
with probability at least \( 1 - \delta \).

Corollary 15. If Assumption 1 is true, then for all \( 1 \leq j \leq n_2 \)
\[ \|b_j^T A\|_1 \leq n_1 \left( \sqrt{\frac{r}{m}} + \sqrt{\frac{8 \pi}{m - 1}} + \sqrt{\frac{8 \log \frac{n_2}{m - 1}}{m - 1}} \right) \] (41)
with probability at least \( 1 - \delta \).

Proof of Lemma 15
The matrix \( U \) is an orthonormal basis for \( \text{col}(A) \).

Thus, according to Lemma 12 (41) is true with probability at least \( 1 - \delta \).

According to Corollary 13 Corollary 14 and Corollary 15 if (9) is satisfied, then the proposed algorithm recovers the exact subspace with probability at least \( 1 - 3\delta \).

Proof of Theorem 4
Theorem 4 can be proved using the results provided in the following lemmas and Lemma 12.

Lemma 16. Suppose \( g_1, \ldots, g_n \) are i.i.d. random vectors distributed uniformly on the unit sphere \( S^{N-1} \) in \( \mathbb{R}^N \). If \( N > 2 \), then
\[ \sup_{\|u\|_1 = 1} \sum_{i=1}^{n} (u_i g_i)^2 \leq \frac{n}{N} + \eta \] (43)
with probability at least \( 1 - \delta \) where \( \eta = \max \left( \frac{2}{\delta} \log \frac{2N}{\delta}, \sqrt{\frac{4 \pi}{\delta} \log \frac{2N}{\delta}} \right) \).

Lemma 17. Suppose \( g_1, \ldots, g_n \) are i.i.d. random vectors distributed uniformly on the unit sphere \( S^{N-1} \) in \( \mathbb{R}^N \). If \( N > 2 \), then
\[ \inf_{\|u\|_1 = 1} \sum_{i=1}^{n} (u_i g_i)^2 > \frac{n}{N} - \eta \] (44)
with probability at least \( 1 - \delta \) where \( \eta = \max \left( \frac{4}{3} \log \frac{2n_1}{\eta_0}, \sqrt{\frac{4n_1 - 1}{r}} \log \frac{2n_1}{\eta_0} \right) \).

Based on Lemma 16, Lemma 17, and Lemma 12, we can establish the following corollaries from which Theorem 4 follows.

**Corollary 18.** If Assumption 1 holds, then for all \( 1 \leq i \leq n_1 \)
\[
\mathbb{P} \left[ \| a^T_i A_{-i} \|_2^2 < \frac{n_1 - 1}{r} - \eta \right] \leq \delta,
\]
where \( \eta = \max \left( \frac{4}{3} \log \frac{2n_1}{\eta_0}, \sqrt{\frac{4n_1 - 1}{r}} \log \frac{2n_1}{\eta_0} \right) \).

**Corollary 19.** If Assumption 1 holds, then for all \( 1 \leq i \leq n_1 \)
\[
\mathbb{P} \left[ \| a^T_i B \|_2^2 < \frac{n_2}{m} - \eta \right] \leq \delta
\]
where \( \eta = \max \left( \frac{4}{3} \log \frac{2n_2}{\eta_0}, \sqrt{\frac{4n_2 - 1}{m}} \log \frac{2n_2}{\eta_0} \right) \).

**Corollary 20.** If Assumption 1 holds, then for all \( 1 \leq j \leq n_2 \)
\[
\mathbb{P} \left[ \| b^T_j A_{-j} \|_2^2 < \frac{n_2 - 1}{m} + \eta \right] \leq \delta,
\]
where \( \eta = \max \left( \frac{4}{3} \log \frac{2n_2}{\eta_0}, \sqrt{\frac{4n_2 - 1}{m}} \log \frac{2n_2}{\eta_0} \right) \).

**Corollary 21.** If Assumption 1 holds, then for all \( 1 \leq j \leq n_2 \)
\[
\| b^T_j A \|_2^2 \leq n_1 \left( \frac{r}{m} + \frac{4 \zeta}{m - 1} + 4 \sqrt{\frac{\zeta}{m(m - 1)}} \right)
\]
with probability at least \( 1 - \delta \) where \( \zeta = \max(8\pi, \log \frac{n_2}{\eta_0}) \).

**Proof of Lemma 5**
It suffices to ensure that
\[
\mathbb{E} \left[ \| a^T_i A_{-i} \|_1 \right] > 2 \mathbb{E} \left[ \frac{1}{\sqrt{1 + \mu^2}} \| (q + \mu b'_j)^T A \|_1 \right]
+ \frac{1}{1 + \mu^2} \sum_{k \neq j, k \neq j} \mu \| q^T b_k \| \left( \| q^T b_j \| + \| b^T_j b'_j \| \right).
\]
Therefore, it is enough to guarantee that
\[
\mathbb{E} \left[ \| a^T_i A_{-i} \|_1 \right] > 2 \mathbb{E} \left[ \frac{1}{\sqrt{1 + \mu^2}} \| (q^T A \|_1 + \mu \| b^T_j b'_j \| \right]
+ \frac{1}{1 + \mu^2} \sum_{k \neq j, k \neq j} \mu \| q^T b_k \| \| q^T b_j \| \left( \| q^T b'_j \| + \| b^T_j b'_j \| \right).
\]

Similar to (26), \( \mathbb{E} \| q^T b'_j \| = \mathbb{E} \| q^T b'_j \| = \| q^T b'_j \| \leq 1/\sqrt{m} \).
In addition, \( \mathbb{E} \| q^T A \|_1 = \mathbb{E} \| b^T_j A \|_1 \leq n_1 \sqrt{r/m} \). The rest of the proof is similar to the proof of Lemma 1.

**Proof of Theorem 8**
The proof of Theorem 9 is similar to the proof of Lemma 5.
We use Corollary 15 to lower bound the RHS of (50). The random variable \( |q^T b'_j|^2 \) follows the Beta distribution with parameter \( \alpha = 1/2, \beta = m/2 - 1/2 \), and \( \mathbb{E} \| q^T b'_j \|^2 = 1/m \). According to the definition of \( f(t) \), \( \mathbb{P} \left( |q^T b'_j|^2 > \frac{t}{m} \right) = f(t) \). Thus, \( \mathbb{P} \left( |q^T b'_j|^2 > \frac{t}{m} \right) < \delta \). We also make use of Corollary 14 and Corollary 15 to upper-bound the rest of the terms on the RHS of (50).

**Proof of Lemma 7**
The matrix \( A^c \) can be expressed as \( A^c = \frac{1}{\sqrt{1 + \sigma_n^2}} (A + E') \) where \( e'_i = \alpha_i e_i \). If the \( i^{th} \) column is an inlier, then
\[
\| g^c_i \| = \frac{1}{\sqrt{1 + \sigma_n^2}} \| (a_i + \alpha_i e_i) (A_{-i} + E'_{-i}) \|_1
+ \frac{1}{\sqrt{1 + \sigma_n^2}} \| (a_i + \alpha_i e_i) B \|_1.
\]
The first component of (51) can be lower bounded as
\[
\| (a_i + \alpha_i e_i) (A_{-i} + E'_{-i}) \|_1 \geq \| a_i A_{-i} \|_1 - \| a_i E'_{-i} \|_1 - \| a_i e_i^T E'_{-i} \|_1 - \| a_i e_i^T A_{-i} \|_1.
\]
According to (52) and similar to (21) and (26),
\[
\mathbb{E} \left[ \| (a_i + \alpha_i e_i) (A_{-i} + E'_{-i}) \|_1 \right] \geq \left( \sqrt{\frac{2}{\pi r}} - \sigma_n \left( \sqrt{\frac{2}{\pi m}} - \sigma_n \sqrt{\frac{1}{m} - \sigma_n \sqrt{\frac{2m}{m \pi}} (n_1 - 1) \right) \right.
\]
Similarly,
\[
\mathbb{E} \left[ \| (a_i + \alpha_i e_i) B \|_1 \right] \geq \left( \sqrt{\frac{2}{\pi m}} - \sigma_n \sqrt{\frac{2m}{m \pi}} \right).n_2.
\]

Similar to (32),
\[
\| g_{n_1+j} \| = \frac{1}{\sqrt{1 + \sigma_n^2}} \| b_j^T (A + E') \|_1 + \| b_j^T B_{-j} \|_1
\leq \frac{1}{\sqrt{1 + \sigma_n^2}} \left( \| b_j^T A \|_1 + \| b_j^T E' \|_1 + \| b_j^T B_{-j} \|_1 \right)
\]
Thus, the expected value of (55) can be upper bounded as
\[
\mathbb{E} \| g_{n_1+j} \|_1 \leq \sqrt{n_1 \sqrt{r} + n_2 \sqrt{1 + \sigma_n^2} + \sigma_n \sqrt{\frac{2r}{m \pi}} (n_1 - 1) \right) \right).
\]
Thus, if (13) is satisfied, \( \mathbb{E} \| g_{n_1+j}^c \|_1 > 2 \mathbb{E} \| g_{n_1+j}^c \|_1 \).
Corollary 22. If Assumption 3 is true, then for all $1 \leq j \leq n_2$ and $1 \leq i \leq n_1$

\[
\frac{1}{\omega} \|a_i^T E_{-i} \|_1 \leq \frac{n_1 - 1}{\sqrt{m}} + 2\sqrt{n_1 - 1} + \frac{2n_1 \log \frac{n_1}{\delta}}{m - 1},
\]

\[
\frac{1}{\omega^2} \|\alpha_i E_{-i} \|_1 \leq \frac{n_1 - 1}{\sqrt{m}} + 2\sqrt{n_1 - 1} + \frac{2n_1 \log \frac{n_1}{\delta}}{m - 1},
\]

\[
\frac{1}{\omega} \|\alpha_i^T A_{-i} \|_1 \leq (n_1 - 1) \left( \sqrt{\frac{r}{m}} + 2 \sqrt{\frac{\beta'}{m - 1}} \right),
\]

\[
\frac{1}{\omega} \|b_j^T E_{-i} \|_1 \leq \frac{n_1}{\sqrt{m}} + 2\sqrt{n_1} + \frac{2n_1 \log 1/\delta}{m - 1},
\]

with probability at least $1 - 5\delta$, where $\beta' = \max(8\pi, 8 \log n_1/\delta)$ and $\omega = \sigma_n \sqrt{2 \log \frac{n}{2\pi \sigma_n}}$.

Proof of Lemma 9
According to Assumption 4,

\[
\|g_{i1}\|_1 \geq \frac{1}{1 + \nu'} \sum_{k=1}^{n_1} \left[ |t^T a_k| - \nu |t^T a_k'| - \nu |t^T a_k|' \right] + \frac{1}{1 + \nu'} \sum_{k=1}^{n_2} \left[ |t^T b_k| - \nu |t^T b_k|' \right].
\]

In addition,

\[
\|g_{i_{n_1+j}}\|_1 = \frac{1}{1 + \nu'} \sum_{k=1}^{n_1} \left[ |t^T a_k| + \sum_{k \neq j} |t^T b_k| \right] + \frac{1}{1 + \nu'} \sum_{k=1}^{n_2} \left[ |t^T b_k| + \sum_{k \neq j} |t^T b_k| \right].
\]

The vectors $t$ and $\{a_k\}_{k=1}^{n_1}$ are random vectors lying in $\mathcal{U}$. Thus, $E[a_i^T a_k'] = E[t^T a_k'] \leq 1/\sqrt{r}$. In addition, $E[|t^T U|^2] \leq \frac{n_1}{\sqrt{m}}$ and $E[|t^T b_k|^2] \leq \frac{n_1}{\sqrt{m}}$. Thus, if (17) is satisfied, then $E[\|g_{i1}\|_1] > 2 E[\|g_{i_{n_1+j}}\|_1]$.

VII. PROOFS OF INTERMEDIATE RESULTS

Proof of Lemma 11
The proof of this Lemma is similar to the proof of Lemma 10 provided in [42]. First, we add and subtract the mean values to expand (56) as follows

\[
\sup_{|u| = 1} \sum_{i=1}^{n} |u^T g_i| \leq \sup_{|u| = 1} \sum_{i=1}^{n} |u^T g_i| - E[u^T g_i] + \sup_{|u| = 1} \sum_{i=1}^{n} E[u^T g_i]
\]

Similar to (26),

\[
\sup_{|u| = 1} \sum_{i=1}^{n} E[u^T g_i] \leq \sqrt{n \frac{T}{N}},
\]

Now, if we take similar steps used to prove Lemma B.3 in [42], the first component of (61) can be bounded as

\[
P \left[ \sup_{|u| = 1} \sum_{i=1}^{n} |u^T g_i| - E[u^T g_i] \geq 2\sqrt{n} \right]
\]

\[
+ t \sqrt{\frac{n}{N - 1}} \leq e^{-t^2/2}.
\]

Thus, (61), (62) and (63) prove Lemma 11.

Proof of Lemma 16
First, we add and subtract the mean of each random component as follows

\[
\sup_{|u| = 1} \sum_{i=1}^{n} |u^T g_i|^2 \leq \sup_{|u| = 1} \sum_{i=1}^{n} \left( |u^T g_i|^2 - E(u^T g_i)|u| \right)
\]

\[
+ \sup_{|u| = 1} \sum_{i=1}^{n} E(u^T g_i)^2.
\]

Similar to (24),

\[
\sup_{|u| = 1} \sum_{i=1}^{n} E(u^T g_i)^2 = \frac{n}{N}.
\]

The first component of the RHS of (64) can be rewritten as

\[
\sup_{|u| = 1} \sum_{i=1}^{n} \left( |u^T g_i|^2 - E(u^T g_i)^2 \right)
\]

\[
= \sup_{|u| = 1} u^T \left( \sum_{i=1}^{n} (g_i g_i^T - E \left\{ g_i g_i^T \right\}) \right) u
\]

\[
= \sup_{|u| = 1} u^T \left( \sum_{i=1}^{n} g_i g_i^T - \frac{1}{N} I \right) u.
\]

The matrices $\{g_i g_i^T - 1/N I\}_{i=1}^{n}$ are zero mean random matrices. Thus, we use the non-commutative Bernstein inequality to bound the spectral norm of the matrix $M$ defined as

\[
M = \sum_{i=1}^{n} \left( g_i g_i^T - \frac{1}{N} I \right).
\]

Lemma 23 (Non-commutative Bernstein inequality [60]). Let $X_1, X_2, \ldots, X_L$ be independent zero-mean random matrices of dimension $d_1 \times d_2$. Suppose $\rho_k^2 = \max\{\|E[X_k X_k^T]\|, \|E[X_k^T X_k]\|\}$ and $\|X_k\| \leq M$ almost surely for all $k$. Then for any $\tau > 0$

\[
P \left( \left\| \sum_{k=1}^{L} X_k \right\| > \tau \right) \leq (d_1 + d_2) \exp \left( \frac{-\tau^2/2}{\sum_{k=1}^{L} \rho_k^2 + M \tau/3} \right).
\]

To find the parameter $M$ defined in Lemma 23, we compute

\[
\|g \cdot g_i - 1/N I\| \leq \max(\|g \cdot g_i\|, 1/N) = 1
\]
where we used the fact that \( \|H_1 - H_2\| \leq \max(\|H_1\|, \|H_2\|) \), if \( H_1 \) and \( H_2 \) are positive definite matrices. Thus, \( M = 1 \). Similarly, for the parameter \( \rho \) we have

\[
\left \| \mathbb{E} \left [ (g_i g_i^T - \frac{1}{N} I) (g_i g_i^T - \frac{1}{N} I) \right ] \right \| = \left \| \mathbb{E} \left [ g_i g_i^T - \frac{2}{N} g_i g_i^T + \frac{1}{N^2} I \right ] \right \| = \left \| \frac{1}{N^2} I - \frac{1}{N} I \right \| \leq \max(\frac{1}{N}, \frac{1}{N^2} = \frac{1}{N} ).
\]

Therefore, according to Lemma 23

\[
P[\|M\| > \tau] \leq 2N \exp \left ( \frac{-\tau^2/2}{n/N + \tau/3} \right ) .
\]

Thus,

\[
P[\|M\| > \eta] \leq \delta
\]

where

\[
\eta = \max \left ( \frac{4}{3} \log \frac{2N}{\delta}, \sqrt{\frac{4}{3} \frac{n}{N} \log \frac{2N}{\delta}} \right ) .
\]

According to (65) and (72),

\[
\sup_{\|u\|=1} \sum_{i=1}^{n} (u_i^T g_i)^2 < \frac{n}{N} + \eta
\]

with probability at least \( 1 - \delta \), where \( \eta \) is defined in (73).

**Proof of Lemma 17**

The proof of this Lemma is similar to the proof of Lemma 16. First, we add and subtract the mean values to expand the LHS of (44) as follows

\[
\inf_{\|u\|=1} \sum_{i=1}^{n} (u_i^T g_i)^2 \geq \inf_{\|u\|=1} \sum_{i=1}^{n} \left [ (u_i^T g_i)^2 - \mathbb{E}(u_i^T g_i)^2 \right ] + \inf_{\|u\|=1} \sum_{i=1}^{n} \mathbb{E}(u_i^T g_i)^2 .
\]

Similar to (65),

\[
\inf_{\|u\|=1} \sum_{i=1}^{n} \mathbb{E}(u_i^T g_i)^2 = \frac{n}{N} .
\]

Based on the analysis presented in the proof of Lemma 16, we can conclude that

\[
\sup_{\|u\|=1} \sum_{i=1}^{n} \left [ \mathbb{E}(u_i^T g_i)^2 - (u_i^T g_i)^2 \right ] < \eta
\]

with probability at least \( 1 - \delta \), where \( \eta \) is given in (73). Hence,

\[
P \left [ \inf_{\|u\|=1} \sum_{i=1}^{n} (u_i^T g_i)^2 \leq \frac{n}{N} - \eta \right ] < \delta .
\]
