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Abstract—Synchronization underlies biological and man-made phenomena including memory and perception in the brain, coordinated motion of animal flocks, and stability of the power grid, and is often modeled through networks of phase-coupled oscillating nodes. Heterogeneity in the node dynamics, however, may prevent such networks from achieving the required level of synchronization. In order to guarantee synchronization, external inputs can be used to pin a subset of nodes to a reference frequency, while the remaining nodes are steered toward synchronization via local coupling. In this paper, we present a submodular optimization framework for selecting a set of nodes to act as external inputs in order to achieve synchronization from almost any initial network state. We derive threshold-based sufficient conditions for synchronization, and then prove that these conditions are equivalent to connectivity of a class of augmented network graphs. Based on this connection, we map the sufficient conditions for synchronization to constraints on submodular functions, leading to efficient algorithms with provable optimality bounds for selecting input nodes. We illustrate our approach via numerical studies of synchronization in networks from power systems, wireless networks, and neuronal networks.

I. INTRODUCTION

Synchronization plays a vital role in complex networks. Stable operation of the power grid requires synchronization of buses and generators to a common frequency [1]. Synchronized oscillations of neuronal firing provide a biological mechanism for aggregating information in perception [2] and memory [3]. Coordinated motion of animals [4] occurs when a common heading is achieved. The prevalence of synchronization across different application domains motivates the study of the basic principles underlying synchronization [5].

Phase-coupled oscillators have been proposed as a widely-applicable framework for studying synchronization [6]. In phase-coupled oscillator networks, the dynamics of each node’s phase are determined by a diffusive coupling with its neighbors (typically assumed to be sinusoidal [7]), together with an intrinsic frequency. The sinusoidal coupling causes the node phases to approach synchronization, while the intrinsic frequency drives each node away from synchronization.

The existence and stability of synchronized states has been studied extensively in the literature [8], [9], [10], including conditions based on the intrinsic frequencies, network topology, and degree of coupling between the nodes. An important case is synchronization in the presence of external inputs [11]. External inputs arise in applications including neuroscience, where they represent environmental stimuli [2] or deep brain stimulation [12]. From an engineering standpoint, by introducing external inputs that pin a subset of nodes to a desired phase and frequency, a network that does not synchronize in the absence of inputs can be driven to a synchronized state, thus facilitating stability and performance of the network.

Existing analytical approaches to introducing external inputs assume that the external input node is connected to all other nodes [13], or that the network has a specific topology such as a complete graph [14]. Developing sufficient conditions for synchronization using external inputs in networks with arbitrary topology is an open problem. Efficient algorithms for selecting a subset of input nodes in order to guarantee synchronization are also currently lacking.

In this paper, we present an optimization framework for selecting a subset of phase-coupled oscillators to act as external inputs in order to guarantee synchronization of the overall network. We formulate sufficient conditions for ensuring convergence of phase-coupled oscillators to a synchronized state from almost any initial state (i.e., except for a measure zero set of initial states). We then develop a submodular optimization framework for selecting a minimum-size set of input nodes to achieve a desired level of synchronization, with provable bounds on the optimality of the chosen input nodes. Our contributions are summarized as follows:

• We investigate two synchronization problems. The first problem is to ensure that the phases of all of the oscillators converge to fixed points that are within a desired bound of a given reference phase (practical node synchronization). The second problem is to guarantee that the phase differences of neighboring nodes converge to within a desired bound of each other (practical edge synchronization). In both problems, the node frequencies must converge to the same value.
• We derive a set of sufficient conditions for a given set of input nodes to achieve practical node or edge synchronization from almost any initial state. We interpret our conditions as each node achieving a desired level of synchronization if a threshold number of neighbors reaches that level of synchronization.
• We develop a submodular optimization framework for se-
lecting a set of input nodes to achieve these synchronization conditions. Our approach is to derive a connection between the threshold conditions and the connectivity of an augmented graph. Based on this connection, we map our sufficient conditions to constraints on submodular functions. We propose efficient algorithms for selecting input nodes to guarantee synchronization and analyze the optimality bounds of our algorithms.

- We evaluate our approach through a numerical study of synchronization in three classes of networks. First, we consider synchronization of power grids using the IEEE 14 Bus test case [13]. Second, we study synchronization in geometric random graphs, motivated by vehicle coordination and wireless network synchronization problems. Finally, we investigate synchronization of neuronal networks based on the C. Elegans dataset [16].

The rest of the paper is organized as follows. In Section II, we give an overview of the related work. Section III contains our system model and definitions of synchronization. Sufficient conditions for synchronization are presented in Section IV. In Section V, we describe our submodular optimization approach to selecting input nodes. Section VI contains our numerical study. In Section VII, we conclude the paper and discuss directions for future work.

II. RELATED WORK

The phase-coupled oscillator framework for modeling synchronization phenomena was introduced in the seminal work of Winfree [17]. The sinusoidally-coupled Kuramoto model was later introduced in [18]. Extensive studies have been performed on the mean-field behavior of the Kuramoto model with all-to-all coupling (i.e., each node is coupled to each other node) in the limit as the network size grows large [19].

Synchronization of the Kuramoto model with a finite number of oscillators and arbitrary connection topology was studied in [9]. The authors proved that convergence to the synchronized state is guaranteed when all nodes have identical intrinsic frequencies, and analyzed the feasibility and stability of synchronization under non-identical intrinsic frequencies. Stable equilibria of the Kuramoto model in finite networks, including both synchronized and non-synchronized states, were analyzed in [19]. More recently, the existence, uniqueness, and stability of partially synchronized states was studied in [20], with application to power networks [11]. These prior works considered synchronization in the absence of external inputs.

Synchronization in the presence of external inputs has achieved relatively less study. Numerical studies have estimated the region of attraction, defined as the set of initial states that converge to the desired state, of the Kuramoto model with inputs for the case of all-to-all coupling [21]. Sufficient conditions for synchronization when there is a single input node that is connected to all other nodes were presented in [13], [22], [14]. These works do not, however, consider synchronization with external inputs in networks with arbitrary topology, and do not propose methods for selecting a subset of input nodes.

In the preliminary version of this paper [23], a submodular optimization approach to selecting a minimum-size set of input nodes to guarantee that all node phases are within a desired bound of a reference phase was presented. Selecting input nodes in order to ensure that the relative phase differences of neighboring nodes are within a desired bound, which is relevant to stability of power grids [11], was not considered.

Selecting external input nodes to achieve synchronization can be viewed as part of the broader area of selecting input nodes to control complex networks. Much recent work on selecting input nodes has focused on guaranteeing controllability of linear dynamics on the network [24], [25]. The assumption of linear dynamics, however, is not applicable to the nonlinear oscillators considered here.

Phase-coupled oscillators in general, and Kuramoto oscillators in particular, have found extensive applications. Coupled oscillators were initially used to model natural phenomena such as bird flocking [26] and fish schooling [4]. At the level of individual cells, phase-coupled oscillators also provide a framework for heart pacemakers [27] and neuronal networks [3]. The prevalence of phase-coupled oscillators in nature has inspired engineering techniques for formation control [4] and time synchronization [28]. The phases of buses and generators in the power grid have also been modeled using phase-coupled oscillators, in order to understand whether the grid maintains a required level of synchronization for stability [29].

III. MODEL AND PRELIMINARIES

In this section, we describe the system model and oscillator dynamics. We then define the notions of synchronization considered in this paper. Finally, we give a preliminary result that will be needed for the proof of Theorem 2 in Section IV.

A. System Model

A network of $n$ oscillators, indexed in the set $V = \{1, \ldots, n\}$ is considered. Each oscillator $v \in V$ has a neighbor set $N(v) \subseteq V$, consisting of the set of oscillators that are coupled to $v$. We assume that links are bidirectional, so that $u \in N(v)$ implies $v \in N(u)$. An edge $(u, v)$ exists if $u \in N(v)$ and $v \in N(u)$. We let $E$ denote the set of edges, and let $p = |E|$.

Each oscillator $v$ has a time-varying phase $\theta_v(t)$. The vector of oscillator phases at time $t$ is denoted $\Theta(t) \in \mathbb{R}^n$. We assume that there are two types of oscillators, denoted input and non-input oscillators. We let $A$ denote the set of input oscillators. The phases of the non-input oscillators follow the Kuramoto dynamics

$$\dot{\theta}_v(t) = -\sum_{u \in N(v)} K_{uv} \sin \left( \theta_v(t) - \theta_u(t) \right) + \omega_v. \quad (1)$$

In (1), the first term represents the coupling between the oscillators, while $\omega_v$ is the intrinsic frequency of oscillator $v$ and describes the phase dynamics in the absence of coupling. The coupling coefficient $K_{uv} > 0$ determines the relative strength of the two terms. We assume throughout that the couplings between nodes are symmetric, so that $K_{uv} = K_{vu}$ for all $(u, v) \in E$. We define $\tilde{K}_v = \sum_{u \in N(v)} K_{uv}$.

Each input oscillator $v \in A$ is assumed to be pinned to a desired frequency $\omega_0$ and phase offset $\theta_0$, so that $\hat{\theta}_v(t) = \omega_0$.
and \( \theta_v(t) = \omega_0 t + \theta_0 \) for all \( v \in A \). The overall oscillator dynamics are given by

\[
\dot{\theta}_v(t) = \begin{cases} 
- \sum_{u \in N(v)} K_{uv} \sin (\theta_u(t) - \theta_v(t)) + \omega_v, & v \notin A \\
\omega_0, & v \in A.
\end{cases}
\]

We define a function \( f(x) : [-2\pi, 2\pi] \to [-\pi, \pi] \) as

\[
f(x) = \begin{cases} 
x + 2\pi, & x \in [-2\pi, -\pi) \\
x, & x \in [-\pi, \pi) \\
x - 2\pi, & x \in [\pi, 2\pi]
\end{cases}
\]

The function \( f(x) \) maps elements in \([-2\pi, 2\pi]\) into \([-\pi, \pi]\) while satisfying \( \sin(f(x)) = \sin(x) \) and \( \cos(f(x)) = \cos(x) \) for all \( x \). This function will be used to define the edge cohesiveness property in the following subsection.

\[\text{(2)}\]

### B. Definitions of Synchronization

We now define the notions of synchronization considered in this paper. Analogous definitions for networks without external inputs are given in [20].

The strongest form of synchronization is **phase synchronization**, defined as follows.

**Definition 1**: The oscillators achieve **phase synchronization** if there exists \( \theta^* \) such that \( \lim_{t \to \infty} \theta_u(t) = \theta^* \) for all \( v \in V \).

Phase synchronization is achieved if all oscillators converge to the same phase. Since synchronization of all oscillators to the same phase is not possible in general [9], weaker notions of synchronization have been proposed. We first define **node- and edge-cohesiveness** as follows.

**Definition 2 (Node Cohesiveness)**: A network of oscillators achieves **node cohesiveness** with parameter \( \gamma \in [0, \frac{\pi}{2}) \) if there exists \( T > 0 \) such that, for all \( t \geq T \), \( |\theta_v - (\omega_0 t + \theta_0)| < \gamma \).

**Definition 3 (Edge Cohesiveness)**: A network of oscillators achieves **edge cohesiveness** with parameter \( \gamma \in [0, \frac{\pi}{2}) \) if there exists \( T > 0 \) such that, for all \( t \geq T \) and all \( (u, v) \in E \), \( |f(\theta_v - \theta_u)| < \gamma \).

Node cohesiveness is achieved if all nodes converge to within a desired bound of the reference phase. Edge cohesiveness implies that the relative differences between any pair of neighboring nodes is bounded above. In general, node cohesiveness is desirable in applications such as coordinated motion [11] and time synchronization [28], where all nodes must agree on a common phase. Edge cohesiveness is desirable in applications including power systems [11], where the relative differences between nodes must be within a certain range to ensure stability.

We observe that a network that is node cohesive with parameter \( \gamma \) is edge cohesive with parameter \( 2\gamma \). Indeed, node cohesiveness implies that there exists \( T > 0 \) such that, for all \( t \geq T \),

\[
|\theta_v(t) - \theta_u(t)| = |(\theta_v(t) - (\omega_0 t + \theta_0)) - (\theta_u(t) - (\omega_0 t + \theta_0))| \\
\leq |\theta_v(t) - (\omega_0 t + \theta_0)| + |\theta_u(t) - (\omega_0 t + \theta_0)| = \gamma + \gamma = 2\gamma.
\]

An additional synchronization notion is **frequency synchronization**, defined as follows.

**Definition 4 (Frequency Synchronization)**: The oscillators achieve **frequency synchronization** if there exists \( \omega^* \) such that \( \lim_{t \to \infty} \dot{\theta}_v(t) = \omega^* \) for all \( v \in V \).

Note that the only possible value for \( \omega^* \) in Definition 4 is the frequency of the input nodes, denoted \( \omega_0 \), since we have \( \dot{\theta}_v(t) = \omega_0 \) for all \( v \in A \) and \( t > 0 \).

We now define the main types of synchronization considered in this paper.

**Definition 5 (Practical Node and Edge Synchronization)**: The oscillators achieve **practical node synchronization** with parameter \( \gamma \) if they achieve frequency synchronization and node cohesiveness with parameter \( \gamma \). The oscillators achieve **practical edge synchronization** with parameter \( \gamma \) if they achieve frequency synchronization and edge cohesiveness with parameter \( \gamma \).

The following lemma allows us to focus on the case where \( \omega_0 = 0 \), so that all input oscillators have frequency 0.

**Lemma 1**: Define \( \dot{\theta}_v(t) = \theta_v(t) - (\omega_0 t + \theta_0) \), where \( 1 \) denotes the vector of all 1’s. Then \( \dot{\theta}_v(t) \) achieves practical node (resp. edge) synchronization with frequency \( \omega_0 \), phase bound \( \gamma \), and reference frequency \( \theta_0 \) if and only if \( \dot{\theta}_v(t) \) achieves practical node (resp. edge) synchronization with frequency 0 and phase bound \( \gamma \).

**Proof**: First, note that \( \dot{\theta}_v(t) = \dot{\theta}_v(t) - \omega_0 \) for all \( v \in V \). Suppose that \( \dot{\theta}_v(t) \) achieves practical node synchronization with frequency \( \omega_0 \), reference phase \( \theta_0 \), and phase bound \( \gamma \). Then for all \( v \in V \),

\[
\lim_{t \to \infty} \dot{\theta}_v(t) = \lim_{t \to \infty} (\dot{\theta}_v(t) - \omega_0) = 0.
\]

Furthermore, there exists \( T > 0 \) such that, for all \( t \geq T \) and \( v \in V \),

\[
|\dot{\theta}_v(t)| = |\theta_v(t) - (\theta_0 + \omega_0 t)| \leq \gamma,
\]

and hence practical node synchronization is achieved. The proof for practical edge synchronization is similar, as is the proof of the converse.

\[\blacksquare\]

### C. Preliminary Result

The following preliminary result of [30] will be needed in Section 4. First, for any \( \delta > 0 \) and any matrix \( B \), the \( \delta \)-digraph is defined as the digraph where edge \( (i,j) \) exists if \( B_{ij} \geq \delta \).

**Theorem 1 ([30], Theorem 1)**: Consider the linear system \( \dot{x}(t) = A(t)x(t) \), where \( A(t) \) is a time-varying system matrix. Assume that the system matrix is a bounded piecewise continuous function of time, and that for every time \( t \) the system matrix is Metzler (i.e., all off-diagonal elements are nonnegative) and has zero row sums. Suppose further that there is an index \( k \in \{1, \ldots, n\} \), a threshold value \( \delta > 0 \), and an interval length \( T > 0 \) such that for all \( t \in \mathbb{R} \) the \( \delta \)-digraph associated to

\[
\int_{t}^{t+T} A(s) \, ds
\]

has the property that all nodes may be reached from the node \( k \). Then the set of states \( \{x^* : x^* \in \mathbb{R}^n \} \) is uniformly exponentially stable. In particular, all components of any solution converge to a common value as \( t \to \infty \).
The theorem gives a sufficient condition for a linear system with time-varying weights to converge to consensus. Theorem 1 will be used to prove that, under certain conditions on the oscillator phases, the frequencies \( \{ \dot{\theta}_v(t) : v \in V \} \) converge to the frequencies of the input nodes.

IV. SUFFICIENT CONDITIONS FOR PRACTICAL SYNCHRONIZATION

In this section, we provide sufficient conditions for a set of inputs to achieve practical synchronization. We first show that the oscillators achieve practical node (resp. edge) synchronization if there exists at least one stable equilibrium point satisfying node (resp. edge) cohesiveness, and no stable equilibria that do not satisfy node (resp. edge) cohesiveness.

We then formulate sufficient conditions for existence of a stable and cohesive equilibrium point, as well sufficient conditions for non-existence of stable equilibria that do not satisfy cohesiveness. We provide efficient algorithms for verifying the sufficient conditions for a given set of inputs.

A. Equilibrium Analysis and Practical Synchronization

As a preliminary, we define node cohesive, edge cohesive, node non-cohesive, and edge non-cohesive equilibria as follows.

Definition 6 (Cohesive and Non-cohesive Equilibria):

An equilibrium \( \theta^* \) of the dynamics (2) is node cohesive if \( |\theta_v^* - \theta_u^*| \leq \gamma \) for all \( v \in V \) and edge cohesive if \( |\theta_v^* - \theta_u^*| \leq \gamma \) for all \( (u, v) \in E \). An equilibrium is node non-cohesive if it is not node-cohesive, and edge non-cohesive if it is not edge-cohesive.

We first prove that the dynamics (2) are guaranteed to converge to an equilibrium point if an equilibrium exists. An analogous result is known in the case where there are no input nodes (31).

Lemma 2: Let \( \Theta \) denote the set of equilibria of (2). If \( \Theta \neq \emptyset \), then for any initial state \( \theta(0) \), there exists \( \theta^* \in \Theta \) such that \( \lim_{t \to \infty} \theta(t) = \theta^* \).

Proof: Define \( E_1 \triangleq \{(u, v) \in E : u \notin A, v \notin A\} \) and \( E_2 \triangleq \{ (u, v) \in E : u \in A, v \notin A \} \). Let \( U(\theta) : \mathbb{R}^n \to \mathbb{R} \) be given by

\[
U(\theta) = \sum_{(u,v) \in E_1} K_{uv}(1 - \cos (\theta_v - \theta_u)) + \sum_{(u,v) \in E_2} K_{uv}(1 - \cos \theta_v) - \sum_{v \notin A} \omega_v \theta_v.
\]

The function \( U \) is continuously differentiable as a function of \( \theta \). We have that \( \dot{\theta} = -\nabla_U U(\theta) \), and therefore \( \dot{U}(\theta) = -|\dot{\theta}|^2 \). Hence \( \ddot{U}(\theta) \leq 0 \) and \( \dot{U}(\theta) = 0 \) if and only if \( \theta \) is an equilibrium, and we have \( \{ \theta : \dot{U}(\theta) = 0 \} = \Theta \).

Since \( \Theta \) is the set of equilibria of (2), it is invariant under the dynamics of (2). The lemma follows from LaSalle’s Theorem (31).

Lemma 2 implies that all initial states will converge to an equilibrium if at least one equilibrium exists. Furthermore, if \( \theta^* \) is an unstable equilibrium, then its stable manifold will have dimension less than \( n \) by the stable manifold theorem (31), and hence the set of initial states that converge to \( \theta^* \) will have measure zero. Based on this observation and Lemma 2, we have the following theorem.

Theorem 2: Suppose that the dynamics (2) has at least one stable node cohesive (resp. edge cohesive) equilibrium and no stable non-node cohesive (resp. non-edge cohesive) equilibria. Then the oscillators achieve practical node (resp. edge) synchronization from almost any initial state.

Proof: Let \( \Theta' \) denote the set of asymptotically stable equilibria of (2). Lemma 2 and the above discussion imply that, for almost all initial states, \( \theta(t) \) converges to an equilibrium in \( \Theta' \).

Suppose first that at least one stable equilibrium exists, and that all stable equilibria are node-cohesive. We show that node cohesiveness holds. Let \( \overline{\theta} = \max \{ |\theta_v| : v \in V, \theta \in \Theta' \} \). We have \( \overline{\theta} < \gamma \). Since the set of limit points of \( \theta(t) \) is contained in \( \Theta' \), for any solution \( \theta(t) \) to (2), \( \lim_{t \to \infty} \theta(t) = \theta^* \) for some \( \theta^* \in \Theta' \). Hence there exists \( T \) such that \( t > T \) implies that \( |\theta_v(t) - \theta_v^*| < \gamma - \overline{\theta} \) for all \( v \in V \). We then have

\[
|\dot{\theta}_v(t)| \leq |\theta_v^*| + |\theta_v(t) - \theta_v^*| < \overline{\theta} + \gamma - \overline{\theta} = \gamma.
\]

Now, suppose that all stable equilibria are edge-cohesive. Let \( \overline{\theta} = \max \{ |\theta_v^* - \theta_u^*| : (u, v) \in E, \theta^* \in \Theta' \} \). Since \( \Theta' \) is the set of limit points of (2), every trajectory of (2) satisfies \( |\theta_v(t) - \theta_u(t) - (\theta_v^* - \theta_u^*)| < \gamma - \overline{\theta} \) for \( t \) sufficiently large. Hence

\[
|\dot{\theta}_v(t) - \dot{\theta}_u(t)| \leq |\theta_v^* - \theta_v^*| + |\dot{\theta}_v(t) - \dot{\theta}_u(t) - (\theta_v^* - \theta_u^*)| < \overline{\theta} + \gamma - \overline{\theta} = \gamma.
\]

We now establish that frequency synchronization holds in both cases. Consider \( \dot{\theta}(t) \), which has dynamics

\[
\dot{\theta}_v(t) = -\sum_{u \in N(v)} K_{uv} \cos (\theta_v(t) - \theta_u(t))(\dot{\theta}_v(t) - \dot{\theta}_u(t))
\]

(3)

for \( v \notin A \) and \( \ddot{\theta}_v(t) \equiv 0 \) for \( v \in A \). We now define dynamics of the form in Theorem 1 in order to analyze the convergence of (3). Let \( x(t) \in \mathbb{R}^{n+1} \) denote the state variable, where \( x_{n+1} \) is a “super node” with dynamics \( x_{n+1}(t) \equiv 0 \). Define the system matrix \( A(t) \) by

\[
A_{ij}(t) = \begin{cases} 
\cos K_{ij}(\theta_i(t) - \theta_j(t)), & (i, j) \in E, \\
-\sum_{j \in N(i)} K_{ij} \cos (\theta_i(t) - \theta_j(t)), & (i, j) \notin A, \\
1, & i = j, i \notin A, \\
0, & \text{otherwise} 
\end{cases}
\]

By the preceding analysis, for both node- and edge-cohesive equilibria, there exists \( T > 0 \) such that \( |\theta(t) - \theta^*| < \pi/2 \) for all \( t > T \). Hence \( A(t) \) is a bounded, piecewise continuous Metzler matrix with rows that sum to zero, and the node \((n+1)\) is connected to all other nodes in the associated \( \delta \)-digraph. By Theorem 1 \( x(t) \) converges to a state \( x^* \).

Now, if we set \( x_v(0) = x_{n+1} = 0 \) for all \( v \in A \) and \( x_v(0) = \theta_v(0) \) for all \( v \notin A \), then the trajectory of \( [x_1(t) \cdots x_n(t)]^T \) will be identical to the trajectory of \( \dot{\theta}(t) \). Since this is a special case of the more general result in the preceding paragraph, we
have that $\lim_{t \to \infty} \theta(t) = \omega^* \mathbf{1}$ for some $\omega^* \in \mathbb{R}$. Moreover, since $\theta_v(t) \equiv 0$ for all $v \in A$, we must have $\omega^* = 0$, implying frequency synchronization.

Theorem 3 implies that, in order to prove that practical node (resp. edge) synchronization is achieved from almost any initial state, it suffices to show that there is at least one stable node-cohesive (resp. edge-cohesive) equilibrium and no stable non-cohesive equilibria. Sufficient conditions for these two properties are derived in the following two subsections.

B. Existence of Cohesive Stable Equilibria

In this section, we first demonstrate that any node or edge cohesive equilibrium is stable. We then present a sufficient condition for the existence of a cohesive equilibrium. As a preliminary, we consider the Jacobian of the non-input oscillator dynamics:

$$J_{uv} = \begin{cases} K_{uv} \cos (\theta_u - \theta_v), & (u, v) \in E, \\ -\sum_{u \in N(v) \setminus A} K_{uv} \cos (\theta_u - \theta_v), & u = v \\ 0, & \text{else} \end{cases}$$

Lemma 3: All node- and edge-cohesive equilibria are asymptotically stable.

Proof: Let $\theta^*$ be a node cohesive equilibrium. Since $|\theta^*_v| < 2\gamma < \pi/2$ and $|\theta^*_u - \theta^*_v| < \gamma < \pi/2$, $\cos (\theta^*_u - \theta^*_v) \geq 0$ for all $(u, v) \in E$ and $\cos (\theta^*_u) \geq 0$ for all $v$. Similarly, if $\theta^*$ is an edge cohesive equilibrium, then $|\theta^*_u - \theta^*_v| \leq \gamma$ and so $\cos (\theta^*_u - \theta^*_v) \geq 0$ for all $(u, v) \in E$. In both cases, $J$ is negative definite, and hence the equilibrium is stable.

Since any cohesive equilibrium is stable by Lemma 3, it suffices to show that at least one cohesive equilibrium exists. The following theorem gives sufficient conditions for existence of node-cohesive and edge-cohesive equilibria for a given set of input nodes.

Theorem 3: Let $\{\overline{\theta}_v : v \in V\}$ and $\{\overline{\theta}_{uv} : (u, v) \in E\}$ be sets of nonnegative real numbers. Define

$$\Lambda = \{\theta : |\theta_v| \leq \overline{\theta}_v, \forall v \in V\}$$

$$\cap \{\theta : |f(\theta_u - \theta_u)| \leq \overline{\theta}_{uv}, \forall (u, v) \in E\},$$

where $f$ is defined in Section III-A. Suppose that for all $\theta \in \Lambda$ with $\theta = (\theta_1, \ldots, \theta_n)$,

$$\sum_{u \in N(v)} K_{uv} \sin (\overline{\theta}_u - \theta_u) > |\omega_v|$$

and that for all $\theta \in \Lambda$ with $|\theta_u - \theta_u| = \overline{\theta}_{uv}$,

$$K_{uv} \sin \overline{\theta}_{uv} + \sum_{u \in N(v) \setminus \{u\}} K_{uv} \sin (\theta_u - \theta_u) > |\omega_v|.$$

Then there exists an equilibrium in $\Lambda$.

Proof: The approach of the proof is to show that $\Lambda$ is a positive invariant set and apply Brouwer’s fixed point theorem [32] to show existence of an equilibrium point. Suppose that $\Lambda$ is not positive invariant. For some trajectory of $\theta$ with $\theta(0) \in \Lambda$, let $t^* = \inf \{t : \theta(t) \notin \Lambda\}$. Define $\overline{V} = \{v \in V : |\theta_v(t^*)| = \overline{\theta}_v\}$, and consider $v \in \overline{V}$. If $\theta_v(t^*) = \overline{\theta}_v$, then

$$\dot{\theta}_v(t^*) = - \sum_{u \in N(v)} K_{uv} \sin (\theta_u(t^*) - \theta_v(t^*)) + \omega_v$$

$$= - \sum_{u \in N(v)} K_{uv} \sin (\overline{\theta}_u - \theta_v(t^*)) + \omega_v$$

$$< -|\omega_v| + \omega_v \leq 0$$

where the final inequality follows from the assumption of the theorem and the fact that $\theta(t^*)$ is on the boundary of $\Lambda$ by continuity of $\theta(t)$. Since $\dot{\theta}_v(t^*) < 0$, there exists $\epsilon(v)$ such that $|\theta_v(t)| \leq \overline{\theta}_v$ for $t \in (t^*, t^* + \epsilon(v))$. Similarly, if $\theta_v(t^*) = -\overline{\theta}_v$, we have

$$\dot{\theta}_v(t^*) = - \sum_{u \in N(v)} K_{uv} \sin (\overline{\theta}_u - \theta_v(t^*)) + \omega_v$$

$$= \sum_{u \in N(v)} K_{uv} \sin (\overline{\theta}_v - \theta_v(t^*)) + \omega_v$$

$$\geq |\omega_v| + \omega_v \geq 0$$

where the inequality follows from the fact that $\theta \in \Lambda$ implies $-\theta \in \Lambda$.

Now, suppose that $\theta_v(t^*) - \theta_u(t^*) = \overline{\theta}_{uv}$. Then we have

$$\frac{\partial}{\partial t} (\theta_v(t) - \theta_u(t)) = \omega_v - K_{uv} \sin (\theta_v(t) - \theta_u(t))$$

$$= - \overline{\theta}_{uv} \sin (\theta_v(t) - \theta_u(t))$$

$$+ \sum_{u \in N(v)} K_{uv} \sin (\theta_v(t) - \theta_v(t)) - \omega_u$$

$$+ \sum_{u \in N(v)} K_{uv} \sin (\theta_u(t) - \theta_v(t))$$

$$= \omega_v - K_{uv} \sin \overline{\theta}_{uv}$$

$$= \sum_{u \in N(v)} K_{uv} \sin (\theta_v(t) - \theta_u(t)) + \omega_u - K_{uv} \sin \overline{\theta}_{uv}$$

$$+ \sum_{u \in N(v)} K_{uv} \sin (\theta_u(t) - \theta_v(t))$$

$$< -|\omega_v| + \omega_u - |\omega_u| + \omega_u \leq 0$$

and hence $\theta_v(t) - \theta_u(t)$ is decreasing in a neighborhood of $t^*$.

Putting the arguments of the preceding paragraphs together, we have that there exists $\epsilon > 0$ such that $t \in (t^*, t^* + \epsilon)$ implies that $\theta \in \Lambda$, contradicting the definition of $t^*$. Hence if $\theta(0) \in \Lambda$, then $\theta(t) \in \Lambda$ for all $t \geq 0$, implying that $\Lambda$ is positive invariant. Since $\Lambda$ is compact, convex, and positive invariant, it contains an equilibrium $\theta(0 \leq \gamma$ for all $v \in V$, then there is a node cohesive equilibrium. If there exist $\{\overline{\theta}_v : v \in V\}$ and $\{\overline{\theta}_{uv} : (u, v) \in E\}$ satisfying the conditions of Theorem 3 with $|\overline{\theta}_v| \leq \gamma$ for all $v \in V$, then there is a node cohesive equilibrium. If there exist $\{\overline{\theta}_v : v \in V\}$ and $\{\overline{\theta}_{uv} : (u, v) \in E\}$ satisfying the conditions of Theorem 3 with $|\overline{\theta}_v| \leq \gamma$ for all $v \in V$, then there is a node cohesive equilibrium.
Theorem 3 and Corollary 1 give sufficient conditions for existence of a stable cohesive equilibrium point. In the following section, we provide an algorithm for verifying the existence of such equilibria based on these conditions.

C. Verifying Existence of Node- and Edge-Cohesive Equilibria

In this section, we provide an algorithm for verifying the existence of stable cohesive equilibria. The goal of the algorithm is to identify sets \( \{ \bar{v}_u : v \in V \setminus A \} \) and \( \{ \bar{u}_v : (u, v) \in E \} \) satisfying the conditions of Theorem 3. The approach consists of a contraction-based method to identify a feasible region for the set of fixed points, and then prove that the conditions of Theorem 3 are satisfied. As a preliminary, define weights \( \beta_1(m, l) \), \( \beta_2(m, l) \), and \( \beta_3(m, l) \) by

\[
\begin{align*}
\beta_1(m, l) &= \min \left\{ \sin (\theta - \theta_u) : \theta_v \in \left[ \frac{\gamma(m-1)}{M}, \frac{\gamma m}{M} \right], \theta_u \leq \frac{\gamma l}{M} \right\} \\
\beta_2(r) &= \min \left\{ \sin (\theta) : |\theta| \in \left[ \frac{\gamma(r-1)}{M}, \frac{\gamma r}{M} \right] \right\} \\
\beta_3(r) &= \min \left\{ \sin (\theta) : |\theta| \leq \frac{\gamma r}{M} \right\}
\end{align*}
\]

In the algorithm, we select \( M \in \mathbb{Z}^+ \) and initialize a set \( S = A \). The algorithm maintains a set of time-varying weights \( \{ x_v[k] : v \in V \} \cup \{ x_{uv}[k] : (u, v) \in E \} \). The initialization of the weights \( x_v[0] : v \in V \) is given as \( x_v[0] = 0 \) if \( v \in A \) and \( x_v[0] = M \) if \( v \notin A \). For the weights \( x_{uv}[0] : (u, v) \in E \), the initialization is given as \( x_{uv}[0] = 0 \) if \( u \in A \) and \( v \in A \), \( x_{uv}[0] = M \) otherwise.

At each iteration \( k \) of the algorithm, loop over all nodes \( v \in V \setminus A \) and check whether

\[
\sum_{u \in N(v)} K_{uv} \beta_1(x_{uv}[k - 1], x_{uv}[k - 1]) > |\omega_v|.
\]

If \( 5 \) holds, set \( x_{uv}[k] = x_{uv}[k - 1] - 1 \) and \( S = S \cup \{ v \} \). If \( 5 \) does not hold for any \( v \), then loop over all edges \( (u, v) \in E \) and check whether

\[
\sum_{\bar{u} \in N(v) \setminus \{ v \}} K_{uv} \beta_2(x_{uv}[k - 1]) + K_{uv} \beta_3(x_{uv}[k - 1]) > |\omega_v| \quad (6)
\]

\[
\sum_{\bar{v} \in N(u) \setminus \{ v \}} K_{uv} \beta_3(x_{uv}[k - 1]) + K_{uv} \beta_2(x_{uv}[k - 1]) > |\omega_u| \quad (7)
\]

If there exists \( (u, v) \in E \) satisfying \( 6 \) and \( 7 \), set \( x_{uv}[k] = x_{uv}[k - 1] - 1 \) and \( S = S \cup \{ (u, v) \} \). If no such edge exists, then the algorithm terminates.

The algorithm terminates after at most \( M(n+p) \) iterations, since each \( x_v \) and \( x_{uv} \) can be decremented at most \( M \) times. The following theorem relates the termination conditions of the algorithm to the sufficient condition of Theorem 3.

**Theorem 4:** If \( S = V \cup E \) when the algorithm terminates, then node and edge cohesive equilibria exist. If \( x^* \) denotes the vector of weights when termination occurs, then there exists an equilibrium in

\[
\Phi = \left\{ \theta : |\theta_u| \leq \frac{x^*_u \gamma}{M} \right\} \cap \left\{ \theta : |\theta_e - \theta_u| \leq \frac{x^*_u \gamma \gamma}{M} \right\}.
\]

**Proof:** Suppose that \( V \subseteq S \) and let \( v \in V \setminus A \). Define \( \bar{v}_v = \frac{x_v^* + M}{M} \), and let \( \bar{k}_v = \min \{ k : x_v^*[k] = x_v[k] \} \). Then for any \( |\theta_u| \leq \frac{x_u^*[k_v - 1] \gamma}{M} \), we have

\[
\sum_{u \in N(v)} K_{uv} \sin (\bar{v}_v - \theta_u) \geq \min \left\{ \sum_{u \in N(v)} K_{uv} \sin (\bar{v}_v - \theta_u) : |\theta_u| \leq \frac{x_u^{[k_v - 1] \gamma}}{M} \right\} = \sum_{u \in N(v)} K_{uv} \min \{ \sin (\bar{v}_v - \theta_u) : |\theta_u| \leq \frac{x_u^{[k_v - 1] \gamma}}{M} \} \geq \sum_{u \in N(v)} K_{uv} \beta_1(x_{uv}[k_v - 1], x_{uv}[k_v - 1]) > |\omega_v| \quad (8)
\]

where \( 8 \) follows from \( 5 \) and the definition of \( \beta_1 \).

Now, suppose \( E \subseteq S \) and let \( (u, v) \in E \). Let \( \bar{\theta}_{uv} = \frac{x_{uv}^* + M}{M} \), and let \( \bar{k}_{uv} = \min \{ k : x_{uv}^*[k] = x_{uv}[k] \} \). Then for all \( (u, v) \in E \) satisfying \( |\theta_e - \theta_u| \leq \frac{x_{uv}^*[k_{uv} - 1] \gamma}{M} \), we have

\[
\sum_{u \in N(v)} K_{uv} \sin (\bar{\theta}_{uv} - \theta_u) \geq \sum_{u \in N(v)} K_{uv} \beta_2(x_{uv}^{[k_{uv} - 1] \gamma} - 1) + K_{uv} \beta_2(x_{uv}^{[k_{uv} - 1] \gamma} - 1) > |\omega_v| \quad (10)
\]

where \( 10 \) follows from the definition of \( \beta_2 \) and \( \beta_3 \) and \( 10 \) follows from \( 6 \). Since \( x_{uv}^{[k_{uv} - 1] \gamma} \geq x_{uv}^{[k_{uv} - 1]} \) for all \( (u, v) \in E \), the inequalities hold for all \( \theta \in \Phi \).

Combining the arguments of the preceding paragraphs implies that the conditions of Theorem 3 are satisfied for set \( \Phi \), and hence cohesive equilibria exist.

The algorithm presented in this section gives an approach for proving node and edge cohesiveness when an input set is given. In Section V-E, we formulate the problem of selecting a set of input nodes \( A \) that guarantees \( S = V \cup E \), and hence guarantees existence of cohesive equilibrium.

D. Conditions for Non-Existence of Stable Non-Cohesive Equilibria

In this section, we first identify a sufficient condition for an equilibrium to be unstable. We then provide two sufficient conditions for non-existence of stable equilibria within a given region.

**Lemma 4:** Let \( \theta^* \) be an equilibrium point. Suppose that, for some \( v \in V \setminus A \),

\[
\sum_{u \in N(v)} \cos (\theta^*_v - \theta^*_u) < 0. \quad (11)
\]
Then $\theta^*$ is unstable.

Proof: Consider the Jacobian matrix defined in (4). If (11) holds for some $v \in V \setminus A$, let $e_v$ denote the vector with a 1 in index $v$ and 0's elsewhere. Then $e_v^T J e_v > 0$, and hence the equilibrium $\theta^*$ is unstable.

In order to prove that all stable equilibria are cohesive, we must show that each subset of the non-cohesive region contains no stable equilibria. The following lemma formalizes this condition.

Lemma 5: Let $v \in V \setminus A$, and let $\vec{\theta}'_v$ and $\vec{\theta}_v$ be real numbers satisfying $0 < \vec{\theta}'_v < \vec{\theta}_v < \pi$. Furthermore, let $\{\theta_u : u \in V \setminus \{v\}\}$ be a set of real numbers in $[0, \pi]$. Define

$$\Theta = \{\theta : \theta_v \in [\vec{\theta}'_v, \vec{\theta}_v], |\theta_u| \leq \vec{\theta}_u\}.$$ 

If there exists $\lambda \geq 0$ such that

$$\sum_{u \in N(v)} K_{uv} \sin(\theta_v - \theta_u) - \lambda \cos(\theta_v - \theta_u) > |\omega_v|,$$

for all $\theta \in \Theta$, then there are no stable equilibria in $\Theta$.

Proof: Observe that if, for all $\theta \in \Theta$,

$$\sum_{u \in N(v)} K_{uv} \sin(\theta_v - \theta_u) > |\omega_v|,$$

then there are no equilibria in $\Theta$. Combining this with the condition of Lemma 4, we have that there are no stable equilibria if

$$\min \left\{ \sum_{u \in N(v)} K_{uv} \sin(\theta_v - \theta_u) : \sum_{u \in N(v)} K_{uv} \cos(\theta_v - \theta_u) > 0, \theta \in \Phi \right\} > |\omega_v|.$$ 

By lower-bounding the left-hand side using the Lagrange dual, we have that

$$\min_{\theta \in \Theta} \sum_{u \in N(v)} K_{uv} \sin(\theta_v - \theta_u) - \lambda \cos(\theta_v - \theta_u) > |\omega_v|$$

is sufficient for non-existence of a stable equilibrium point in the region $\Theta$.

An analogous condition can be proved for a region $\Theta'$ defined by the relative phase differences between the nodes.

Lemma 6: Let $(u, v) \in E$, and let $\vec{\theta}_uv$ and $\vec{\theta}_vu$ be real numbers satisfying $0 < \vec{\theta}_uv < \vec{\theta}_vu < \pi$. Furthermore, let $\{\theta_{uv} : (u, v) \in E\}$ be a set of real numbers in $[0, \pi]$. Define

$$\Theta' = \{\theta : |f(\theta_v - \theta_u)| \in [\vec{\theta}_uv, \vec{\theta}_vu], |f(\theta_v - \theta_u)| \leq \vec{\theta}_{uv}\}.$$ 

If there exists $\lambda \geq 0$ such that

$$\sum_{u \in N(v)} K_{uv} |\sin(\theta_v - \theta_u) - \lambda \cos(\theta_v - \theta_u)| > |\omega_v|$$ 

for all $\theta \in \Theta'$, then there are no stable equilibria in $\Theta'$.

The proof is similar to Lemma 5 and is omitted. Lemmas 5 and 6 give conditions for non-existence of non-cohesive stable equilibria. In the next section, we present an algorithm for verifying that these conditions are satisfied.

E. Verifying Non-Existence of Stable Non-Cohesive Equilibria

In this section, we present an algorithm, analogous to the algorithm of Section IV-C for verifying that there are no stable non-cohesive equilibria. As in Section IV-C our approach is to consider the region where stable equilibria can occur, and reduce the size of the region at each iteration. We show that non-node cohesive equilibria as well as non-edge cohesive equilibria can be checked using this approach.

As a preliminary, we define weights $\beta_1^\lambda$, $\beta_2^\lambda$, and $\beta_3^\lambda$, for $\lambda \in [0, \infty]$, as follows.

$$\beta_1^\lambda(m, l) = \min \left\{ g_{\lambda}(\theta_v - \theta_u) : \theta_v \in \left[ \frac{\pi(m - 1)}{M}, \frac{\pi m}{M} \right], |\theta_u| \leq \frac{\pi l}{M} \right\}$$

$$\beta_2^\lambda(r) = \min \left\{ g_{\lambda}(\theta_v - \theta_u) : |f(\theta_v - \theta_u)| \leq \frac{\pi r}{M} \right\}$$

$$\beta_3^\lambda(r) = \min \left\{ g_{\lambda}(\theta_v - \theta_u) : |f(\theta_v - \theta_u)| \in \left( \frac{\pi(r - 1)}{M}, \frac{\pi r}{M} \right) \right\}$$

with

$$g_{\lambda}(x) = \begin{cases} \sin(x) - \lambda \cos(x), & \lambda \in [0, \infty) \\ -\cos(x), & \lambda = \infty \end{cases}$$

The algorithm is defined as follows. Let $M \in \mathbb{Z}^+$ and define a set of time-varying indices $\{y_v[k] : v \in V\}$ and $\{y_{uv}[k] : (u, v) \in E\}$. The indices $y_v$ are initialized as $y_v[0] = 0$ if $v \in A$ and $y_v[0] = M$ otherwise. The indices $y_{uv}$ are initialized as $y_{uv}[0] = 0$ if $u \in A, v \in A$ and $y_{uv}[0] = M$ otherwise.

Choose a set $\Psi = \{\lambda_1, \ldots, \lambda_R\} \subseteq [0, \infty]$. At each iteration of the algorithm, for each node $v \in V \setminus A$, check whether

$$\sum_{u \in N(v)} K_{uv} \beta_1^\lambda(y_v[k] - 1, y_u[k] - 1) > \tau_{\lambda_v}$$

for some $\lambda \in \Psi$, where $\tau_{\lambda_v} = |\omega_v|$ for $\lambda \in [0, \infty)$ and $\tau_{\infty_v} = 0$. If $v$ satisfies (13), set $y_v[k] = y_v[k] - 1$ and continue to the next iteration.

If no such node $v$ exists, iterate over all edges $(u, v) \in E$ and check whether

$$K_{uv} \beta_3^\lambda(y_{uv}[k] - 1) + \sum_{u \in N(v) \setminus \{u\}} K_{uv} \beta_2^\lambda(y_{uv}[k] - 1) > \tau_{\lambda_v}$$

(14)

$$K_{uv} \beta_3^\lambda(y_{uv}[k] - 1) + \sum_{v \in N(u) \setminus \{v\}} K_{uv} \beta_2^\lambda(y_{uv}[k] - 1) > \tau_{\lambda_u}$$

(15)

where $\tau_{\lambda_v}$ and $\tau_{\lambda_u}$ are defined as in the previous paragraph.

If $(u, v)$ satisfies (14) and (15), set $y_{uv}[k] = y_{uv}[k] - 1$ and continue. If no such edge $(u, v)$ exists, the algorithm terminates.

Since each index $y_v$ and $y_{uv}$ can be decremented at most $M$ times, the algorithm terminates within $M(n+p)$ iterations. The
complexity of the algorithm depends on $M$, which determines the number of iterations, as well as $|\Psi|$, which determines the workload per iteration. Larger values of $M$ and $|\Psi|$ will increase the complexity, but will also result in a tighter sufficient condition.

The following theorem establishes that the algorithm of this section verifies that no stable non-cohesive equilibria exist.

**Theorem 5:** Let $y^*$ denote the vector of indices upon termination. Define $\Phi^*$ as

$$\Phi^* \triangleq \left\{ \boldsymbol{\theta} : |\boldsymbol{\theta}_v| \leq \frac{\pi y_v^*}{M} \forall v \in V, \right\}$$

Then all stable equilibria lie in $\Phi^*$.

**Proof:** Define

$$\Phi_k \triangleq \left\{ \boldsymbol{\theta} : |\boldsymbol{\theta}_v| \leq \frac{\pi y_v[k]}{M} \forall v \in V, \right\}$$

so that $\Phi_k \subseteq \Phi_{k-1}$. It suffices to show that at each iteration $k$, all stable equilibria lie in $\Phi_k$. This result is trivially true when $k = 0$.

At $k > 0$, it suffices to show that there are no stable equilibria in $\Phi_{k-1} \setminus \Phi_k$. Suppose that $v$ satisfies $y_v[k] = y_v[k-1] - 1$. Then

$$\Phi_{k-1} \setminus \Phi_k \left\{ \boldsymbol{\theta} : |\boldsymbol{\theta}_v| = \left[ \frac{\pi (y_v[k-1] - 1)}{M} \right], \frac{\pi y_v[k-1]}{M} \right\},$$

$$|\boldsymbol{\theta}_u| \leq \frac{\pi y_u[k-1]}{M}, |f(\boldsymbol{\theta}_v - \boldsymbol{\theta}_u)| \leq \frac{\pi y_{uv}[k-1]}{M}.$$}

By (13), there exists $\lambda \in [0, \infty)$ such that, for all $\boldsymbol{\theta} \in \Phi_{k-1} \setminus \Phi_k$,

$$\sum_{u \in N(v)} K_{uv} \sin (\theta_v - \theta_u) - \lambda \cos (\theta_v - \theta_u) \geq 0$$

and by Lemma 6 there are no stable equilibria in $\Phi_{k-1} \setminus \Phi_k$.

Hence, by induction, all stable equilibria lie in $\Phi^*$.

The following corollary gives explicit conditions for node and edge cohesion.

**Corollary 2:** If $y_{u,v}^*$ satisfies $\frac{y_{u,v}^*}{M} \leq \gamma$ for all $(u,v) \in E$, then all stable equilibria are edge-cohesive. If $y_v^*$ satisfies $\frac{y_{v}^*}{M} \leq \gamma$ for all $v \in V$, then all stable equilibria are node-cohesive.

Sections IV-C and IV-E give sufficient conditions for existence of stable cohesive equilibria and non-existence of stable non-cohesive equilibria; together, these constitute sufficient conditions for global practical synchronization from a given set of inputs. In the following section, we present an approach for selecting inputs that satisfy these conditions.

V. SUBMODULAR OPTIMIZATION APPROACH TO INPUT SELECTION

In this section, we present our submodular optimization approach to selecting a set of input nodes to guarantee practical node or edge synchronization from almost any initial state. Our approach is based on ensuring that the conditions for existence of a cohesive equilibrium (Section IV-C) and non-existence of stable non-cohesive equilibria (Section IV-E) are satisfied.

Section V-A formulates the condition for existence of a cohesive equilibrium as a submodular constraint on the input set. We first define an augmented graph and prove that the conditions for existence shown in Section IV-C are equivalent to connectivity of a class of random subgraphs of the augmented graph. We then show that this connectivity condition can be expressed as a constraint of the form $h(A) = n$, where $h$ is a submodular function. We recall that a function $h : 2^V \rightarrow \mathbb{R}$ is submodular if, for any sets $A$ and $B$ with $A \subseteq B$ and any $v \not\in B$,

$$h(A \cup \{v\}) - h(A) \geq h(B \cup \{v\}) - h(B).$$

Section V-B formulates non-existence of stable non-cohesive equilibria as a submodular constraint on the input set. As in Section V-A, we first construct an augmented graph, although the construction of this section differs from Section V-B. We then prove that the conditions identified in Section V-B are equivalent to connectivity of a class of subgraphs of the augmented graph, and show that this connectivity condition is equivalent to a submodular constraint on the input set.

In Section V-C we formulate the problem of selecting a set of input nodes to achieve practical synchronization as an optimization problem that combines the constraints of Sections V-A and V-B. We then present algorithms for selecting a set of input nodes and analyze the optimality guarantees of those algorithms.

A. Submodular Constraint for Cohesive Equilibrium Existence

We first define an augmented network graph, and then describe the sufficient condition for existence of a cohesive
equilibrium based on the augmented graph. We then prove that selecting a set of input nodes to satisfy this condition can be formulated as a submodular constraint.

Let \( M \in \mathbb{Z}^+ \) as in Section IV-C. The augmented graph \( G' = (V', E') \) consists of a set of nodes

\[
V' = \{ v_m : m = 0, \ldots, M, \, v \in V \} \\
\cup \{ (u, v)_r : r = 0, \ldots, M, \, (u, v) \in E \}.
\]

The augmented graph is directed, with \((x, y) \in E'\) if there is a directed edge from node \(x\) to node \(y\). The set \( N(v_m) \) denotes the set of nodes with outgoing edges to \(v_m\). The neighbor set of node \(v_m\) is defined by

\[
N(v_m) = \{ u_l : u \in N(v), l = 0, \ldots, M \} \cup \{ v_l : l < m \} \\
\cup \{ (u, v)_r : u \in N(v), r = 0, \ldots, M \}.
\]

The set \( N((u, v)_r) \) denotes the set of nodes with outgoing edges to \((u, v)_r\), and is defined by

\[
N((u, v)_r) = \{ u_l : l = 0, \ldots, r \} \cup \{ v_m : m = 0, \ldots, r \} \\
\cup \{ (u', v)_s : r < s \} \cup \{ (u, v)_s : s = 0, \ldots, M \} \\
\cup \{ (u, v)_s : s \in N(u), s = 0, \ldots, M \}.
\]

We define a subset of \(V'\), denoted \(V'_0\), by \(V'_0 = \{ v_0 : v \in A \} \cup \{ v_m' : v \notin A \}\). We now define a class of subgraphs of \(G'\) that will be used to formulate our sufficient conditions for existence of cohesive equilibria.

**Definition 7:** A subgraph \(G' \subseteq G'\) is of class \(T\) if the neighbor sets satisfy the following properties. For each node \(v_m\), the neighbor set is a set \(T(v_m)\) satisfying

\[
\sum_{u \in N(v)} K_{uv} \left[ \sum_{u_l \in T(v_m)} \alpha_1(m, l) \right] > \sum_{u \in N(v)} K_{uv} \left[ \sum_{u_l \in N(v_m)} \alpha_1(m, l) \right] - \left( \omega_u - \beta_1(m, M) \right),
\]

(19)

where \(K_v = \sum_{u \in N(v)} K_{uv}, \beta_1(m, l)\) is defined as in Section IV-C and \(\alpha_1(m, l) = \beta_1(m, l) - \beta_1(m, l+1)\). Furthermore, for each \(u \in N(v)\), if \(u \notin T(v_m)\), then \((u, v)_{m-l-1} \in T(v_m)\). Finally, \(v_m' \in T(v_m)\) for all \(m' < m\).

For each node \((u, v)_r\), the neighbor set \(T((u, v)_r)\) satisfies

\[
\sum_{(u, v)_s \in T((u, v)_r)} K_{u\hat{v}} \alpha_3(s) > \sum_{(u, v)_s \in N((u, v)_r)} K_{u\hat{v}} \alpha_3(s) \\
- \left( \tau_v - (K_v - K_{u\hat{v}}) \beta_3(M) - K_{uv} \beta_2(r) \right)
\]

(20)

\[
\sum_{(u, v)_s \in T((u, v)_r)} K_{u\hat{v}} \alpha_3(s) > \sum_{(u, v)_s \in N((u, v)_r)} K_{u\hat{v}} \alpha_3(s) \\
- \left( \tau_u - (K_u - K_{u\hat{v}}) \beta_3(M) - K_{uv} \beta_2(r) \right)
\]

(21)

where \(\alpha_3(s) = \beta_3(s) - \beta_3(s + 1)\). Finally, for each \(l = 0, \ldots, r\), exactly one of \(u_l\) or \(v_{r-l-1}\) is in \(T((u, v)_r)\), and \((u, v)_r : r' < r \in T((u, v)_r)\).

We now define a sufficient condition for existence of cohesive equilibria based on the class \(T\) subgraphs.

**Theorem 6:** In the algorithm of Section IV-C, \(v \in S\) if and only if, for each class \(T\) subgraph \(\tilde{G}\), there exists a directed path from at least one node in \(V'_0\) to \(v_{M-1}\). We have \((u, v) \in S\) if and only if, for each class \(T\) subgraph \(G\), there exists a directed path from at least one node in \(V'_0\) to \((u, v)_{M-1}\).

**Proof:** We first prove that if \(v \in S\), then there exists a directed path from at least one node in \(V'_0\) to \(v_{M-1}\), and that if \((u, v) \in S\), then there exists a directed path from at least one node in \(V'_0\) to \((u, v)_{M-1}\), in each class \(T\) subgraph of \(V'\). Our approach is to prove by induction on \(k\) that, at each iteration \(k\), the nodes

\[
T[k] = \{ v_m : m \geq x_v[k] \} \cup \{ (u, v)_r : r \geq x_{uv}[k] \}
\]

are connected to \(V'_0\) in each class \(T\) subgraph. At iteration \(k = 0, T[0] = V'_0\).

Suppose that, at iteration \(k\), node \(v\) satisfies \(x_v[k] = x_v[k-1] - 1\). Suppose first that

\[
\sum_{u \in N(v)} K_{uv} \beta_1(x_v[k-1], x_u[k-1]) > |\omega_u|
\]

(22)

holds. Setting \(m = x_v[k-1]\), Eq. (22) can be rewritten as

\[
\sum_{u \in N(v) \cap T[k]} K_{uv} \alpha_1(m, l) > -K_v \beta_1(m, M) + |\omega_u|,
\]

which is equivalent to

\[
\sum_{u \in N(v) \cap T[k]} K_{uv} \alpha_1(m, l) > -K_v \beta_1(m, M) + |\omega_u|.
\]

Now, if \(G\) is a class \(T\) subgraph, then we have that \(T(v_m)\) satisfies (19). Combining these equations yields

\[
\sum_{u \in N(v) \cap T[k]} K_{uv} \alpha_1(m, l) > \sum_{u \in N(v) \cap T[k]} K_{uv} \alpha_1(m, l).
\]

Since \(K_{uv} \alpha_1(m, l) \geq 0\) for all \(u, v, m, l\), we must have \(T[k] \cap T(v_m) \neq \emptyset\). By inductive hypothesis, each node in \(T[k]\) is connected to a node in \(V'_0\), and hence \(v_{m'}\) is connected to \(V'_0\).

Now suppose that \(x_u[k-1] + x_{uv}[k-1] < x_v[k-1]\). Let \(l = x_u[k-1]\) and \(r = x_{uv}[k-1]\). By induction, both \(u_l\) and \((u, v)_r\) are connected to \(V'_0\). By definition of class \(T\) subgraph, either \(u_l \in T(v_m)\) or \((u, v)_{m-l-1} \in T(v_m)\) and \((u, v)_r\) is connected to \((u, v)_{m-l-1}\). Hence \(v_{m'}\) is connected to \(V'_0\) in this case.

If at iteration \(k\), an edge \((u, v)\) satisfies \(x_{uv}[k] = x_{uv}[k-1] - 1\), then we have

\[
\beta_2(x_{uv}[k-1]) + \sum_{\hat{u} \in N(v) \setminus \{u\}} \beta_3(x_{uv}[k-1]) \geq \frac{|\omega_u|}{K}
\]

(23)
and hence have that \( \sum_{(u,v) \in N(v) \cap T[k]} K_{uv} \alpha_3(s) \) and \( \sum_{(u,v) \in N(v) \cap T[k]} K_{uv} \alpha_3(s) \), which implies that \( T[k] \cap T((u,v)_r) \neq \emptyset \). By induction \( T[k] \) is connected to \( V'_0 \), and hence \( (u,v)_r \) is connected to \( V'_0 \) as well.

Finally, if \( x_u[k-1] + x_v[k-1] < x_{uv}[k-1] \), let \( l = x_u[k-1] \) and \( m = x_v[k-1] \). These two statements are true for \( K \) and any class \( \mathcal{T} \), respectively. Therefore, \( u \) and \( v \) are both connected to \( V'_0 \) by induction, \( (u,v)_r \) is connected to \( V'_0 \). This completes the proof that if \( v \in S \) (resp. \( (u,v) \in S \)), then \( V'_0 \) is connected to \( v_{M-1} \) (resp. \( (u,v)_{M-1} \)) in any class \( \mathcal{T} \) subgraph of \( V' \).

We now show that if \( v_{M-1} \) is connected to \( V'_0 \) in every class \( \mathcal{T} \) subgraph of \( V' \), then \( v \) is in \( S \). We first assume that \( v \notin S \), and then construct a class \( \mathcal{T} \) subgraph in which \( V'_0 \) is not connected to \( v_{M-1} \). In particular, we construct the set of nodes that are connected to \( v_{M-1} \), denoted \( D \), and prove that \( D \cap V'_0 = \emptyset \).

Initialize the set \( D \subseteq V' \) as \( D = \{v_{M-1}\} \). Since \( v \notin S \), we have that 

\[
\sum_{u \in N(v)} K_{uv} \beta_1(M, x_u^*) < |\omega_v|,
\]

and hence 

\[
\sum_{u \in N(v)} \sum_{l = x_u^*}^{M-1} K_{uv} \alpha_1(M, l) < |\omega_v| - K_{uv} \beta_1(M, M).
\]

Letting \( T(v_{M-1}) = \{u \in N(v_{M-1}) : l < x_u^*\} \), we have that \( T(v_{M-1}) \) satisfies \( \text{(19)} \). Finally, for all \( u \notin T(v_{M-1}) \) with \( u \in N(v) \), add \((u,v)_{M-1}\) to \( T(v_{M-1}) \); since \( x_u^* > m, x_{uv}^* > m - l - 1 \).

Setting \( D = D \cup T(v_{M-1}) \), we have that \( D \) consists of nodes \( u \) that satisfy \( x_u^* > l \) and \( u \notin V'_0 \). Proceeding via induction, we select a node \( u \in D \) such that the neighbor set \( T(u) \) has not been assigned yet. We have that \( u \) satisfies 

\[
\sum_{s \in N(u)} \sum_{l' = x_s^*}^{M-1} K_{su} \alpha_1(l, l') < |\omega_v| - K_{uv} \beta_1(l, M).
\]

By a similar argument to the above, we select \( T(u) = \{s' \in N(u) : l' < x_{s'}^*\} \). We then set \( D = D \cup T(u) \), noting that the properties \( x_s^* > l' \) for \( s' \in D \) and \( D \cap V'_0 = \emptyset \) have been preserved.

If all nodes \( u \in D \) have had \( T(u) \) assigned, select a node \( (u,v)_r \) in \( D \) such that \( T((u,v)_r) \) has not been assigned. By induction, \( r < x_{uv}^* \), and hence 

\[
\sum_{u \in N(v) \setminus \{(u)\}} K_{\hat{u}v} \beta_3(x_{uv}^*) > |\omega_v| - K_{uv} \beta_2(r)
\]

We therefore set \( T((u,v)_r) = \{(u,v)_s : s < x_{uv}^*\} \cup \{(u,v)_r \} \), and note that \( T((u,v)_r) \) satisfies the criteria for a class \( \mathcal{T} \) subgraph. Finally, since \( r < x_{uv}^* \), for each \( l \) either \( x_u^* > l \) (in which case, add \( u \) to \( T((u,v)_s) \) or \( x_u^* > r - l \) (in which case, add \( v_{r-1} \) to \( T((u,v)_s) \)). If all nodes in \( D \) have had their neighbor sets assigned, then the procedure terminates.

At the end of this procedure, we have a class \( \mathcal{T} \) subgraph \( G \) and a set of nodes \( D \) which consists of all nodes that are connected to \( v_{M-1} \) in \( G \). Since \( D \cap V'_0 = \emptyset \) by induction, \( V'_0 \) is not connected to \( v_{M-1} \). This proves the other direction of the theorem.

The following corollary gives explicit conditions for existence of node and edge cohesive equilibria based on the connectivity of class \( \mathcal{T} \) subgraphs.

**Corollary 3:** Suppose that a class \( \mathcal{T} \) subgraph of \( G' \) is chosen at random, according to a probability distribution that assigns non-zero weight to each class \( \mathcal{T} \) subgraph. If each node \( \{v_{M-1} : v \in V\} \) is connected to \( V'_0 \) with probability one, then a node cohesive equilibrium exists. If each node \( \{(u,v)_{M-1} : (u,v) \in E\} \) is connected to \( V'_0 \) with probability one, then an edge cohesive equilibrium exists.

The following known result will lead to a submodular constraint for existence of cohesive equilibria.

**Lemma 7 (\[23]\):** Let \( G = (V,E) \) be a directed graph, and let \( A \subseteq V \) and \( U \subseteq U \). Define \( f(A) \) to be the expected number of nodes in \( U \) that are connected to \( A \) in a random subgraph of \( G \) with known distribution. Then \( f(A) \) is submodular as a function of \( A \).

Combining Lemma 7 with Corollary 3 yields the following.

**Lemma 8:** Let \( A \) denote the set of input nodes, and let \( r_1(A) \) denote the expected number of nodes in \( \{v_{M-1} : v \in V\} \) that are connected to \( V'_0 \) in a randomly chosen class \( \mathcal{T} \) subgraph. Then \( r_1(A) \) is submodular as a function of \( A \). If \( r_1(A) = n \), then a node cohesive equilibrium exists.

**Proof:** The submodularity of \( r_1(A) \) follows from Lemma 7. If \( r_1(A) = n \), then for any class \( \mathcal{T} \) subgraph of \( G' \), all nodes in \( \{v_{M-1} : v \in V\} \) are connected to at least one node in \( A \). The existence of an edge cohesive equilibrium follows from Theorem 6.

Analogously, if we define \( r'_1(A) \) to be the expected number of nodes in \( \{(u,v)_{M-1} : (u,v) \in E\} \) that are connected to \( V'_0 \) in a randomly chosen class \( \mathcal{T} \) subgraph, then \( r'_1(A) = p \), where \( p = |E| \) as in Section III-A implies the existence of an edge cohesive equilibrium, and \( r'_1(A) \) is submodular.

**B. Submodular Constraint for Non-Existence of Non-Cohesive Equilibria**

In this section, we present a submodular constraint on the set of input nodes for guaranteeing non-existence of non-node cohesive and non-edge cohesive equilibria. As in Section V-A, our approach is to construct an augmented graph and prove that the desired property is equivalent to connectivity of a random subgraph of the augmented graph.
Let $\beta^m_l(m, l)$ be defined as in Section IV-E. We define $\alpha^m_l(m, l) = \beta^m_l(m, l) - \beta^m_l(m, l + 1)$ and $\alpha^l_r(r) = \beta^l_r(r) - \beta^l_r(r + 1)$ for $i = 2, 3$. Let $M \in \mathbb{Z}^+$. The vertex set of the augmented graph is given by

$$V'' = \{v_m : m = 0, \ldots, M\} \cup \{(u, v)_r : (u, v) \in E, r = 0, \ldots, M\}.$$ 

The nodes $v_m$ represent whether node $v$ has all stable equilibria in the region $|\theta_0| \leq \frac{\tau_v}{2\pi}$, while the nodes $(u, v)_r$ represent whether all stable equilibria satisfy $|f(\theta_0 - \theta_u)| \leq \frac{\tau_v}{2\pi}$.

The edge set $E''$ of the graph is defined by assigning the following neighbor sets to each node. For each node $v_m$, the neighbor set is given by

$$N(v_m) = \{v_m' : m' < m\} \cup \{u_l : u \in N(v), l = 0, \ldots, M\} \cup \{(u, v)_r : u \in N(v), r = 0, \ldots, m\}.$$ 

The nodes $(u, v)_r$ have neighbor sets defined by

$$N((u, v)_r) = \{(u, v)'_r : r' < r\} \cup \{(\hat{u}, v)_s : \hat{u} \in N(v) \setminus \{u\}, s = 0, \ldots, M\} \cup \{(u, \hat{v})_t : \hat{v} \in N(u) \setminus \{v\}, t = 0, \ldots, M\} \cup \{u_l : l = 0, \ldots, r\} \cup \{v_m : m = 0, \ldots, r\}.$$ 

Define

$$V'' = \{v_0 : v \in A\} \cup \{v_M : v \notin A\} \cup \{(u, v)_M : (u, v) \in E\}.$$ 

We now define a class $\mathcal{U}$ subgraph of the augmented graph $G'' = (V'', E'')$. We show that sufficient conditions for non-existence of non-cohesive stable equilibria can be formulated based on the connectivity of randomly-chosen class $\mathcal{U}$ subgraphs of $G''$.

**Definition 8:** A subgraph $\tilde{G} = (\tilde{V}, \tilde{E})$ is a class $\mathcal{U}$ subgraph of $G''$ if $\tilde{V}$ is a subset of $V''$ and the neighbor sets satisfy the following properties. Let $\Psi = \{1, \ldots, \lambda\} \subset [0, \infty]$. For each node $v_m \in V''$ and $\lambda \in \Psi$, the neighbor set $\mathcal{U}(v_m)$ satisfies

$$\sum_{u_l \in \mathcal{U}(v_m)} K_{uv} \alpha^l_1(m, l) \geq \sum_{u_l \in \mathcal{U}(v_m)} K_{uv} \alpha^l_1(m, l) + K_{uv} \beta^l_3(m, M) - \tau_{\lambda, v}. \quad (24)$$

For each $u \in N(v)$ and $l = 0, \ldots, m$, if $u_l \notin \mathcal{U}(v_m)$, then $(u, v)_{m-l-1} \in \mathcal{U}(v_m)$.

For each node $(u, v)_r \in V''$, the neighbor set $\mathcal{U}((u, v)_r)$ satisfies

$$\sum_{\hat{u} \in N(v) \setminus \{u\}} \sum_{(\hat{u}, v) \in \mathcal{U}((u, v)_r)} K_{uv} \alpha^3_2(s) \geq K_{uv} \beta^3_3(0) + (K_v - K_{uv})(\beta^3_3(0) - \beta^3_3(M)) + \tau_{\lambda, v} - K_{uv} \beta^3_3(r). \quad (25)$$

$$\sum_{\hat{u} \in N(v) \setminus \{u\}} \sum_{(\hat{u}, v) \in \mathcal{U}((u, v)_r)} K_{uv} \alpha^3_2(s) \geq K_{uv} \beta^3_3(0) + (K_v - K_{uv})(\beta^3_3(0) - K_{uv} \beta^3_2(M)) - \tau_{\lambda, u} - \beta^3_3(r). \quad (26)$$

For each $l = 0, \ldots, r$, either $u_l \in \mathcal{U}((u, v)_r)$ or $v_{r-l} \in \mathcal{U}((u, v)_r)$. Finally, $\{(u, v)_r : r' < r\} \subseteq \mathcal{U}((u, v)_r)$.

In the definition of the neighbor set $\mathcal{U}(v_m)$, each constraint (24) is related to one of the constraints (13) of Section IV-E. Similarly, the constraints (25) and (26) map to the constraints (14) and (15) of Section IV-E. Formally, this connection is established by the following theorem, which relates the non-existence of stable non-cohesive equilibria to the connectivity of class $\mathcal{U}$ subgraphs.

**Theorem 7:** Consider the algorithm of Section IV-E. The final index value of node $v, y_v$, satisfies $y_v \leq m$ if and only if $v_m$ is connected to $V''_0$ in all class $\mathcal{U}$ subgraphs.

**Proof:** We first show that if $y_v \leq m$, then $v_m$ is connected to $V''_0$ in all class $\mathcal{U}$ subgraphs. Our approach is to prove that, at each iteration $k$ of the algorithm, $m = y_v[k]$ implies that $v_m$ is connected to $V''_0$ and $r = y_{uv}[k]$ implies that $(u, v)_r$ is connected to $V''_0$. At iteration 0, the result follows from the definition of $V''_0$ and the initialization of the algorithm.

At iteration $k$, let

$$T[k] = \{v_m : m \geq y_v[k]\} \cup \{(u, v)_r : r \geq y_{uv}[k]\}.$$ 

Suppose that $v$ satisfies $y_v[k] = y_v[k-1] + 1$ and let $m = y_v[k]$. If (13) holds, then we have

$$\sum_{u \in N(v)} K_{uv} \alpha^1_1(m, l) + \sum_{u \in \mathcal{U}(v)} K_{uv} \alpha^1_1(m, l) > \sum_{u \in N(v)} K_{uv} \alpha^1_3(m, l).$$

Applying a telescoping sum argument yields

$$\sum_{u \in N(v)} K_{uv} \left[ \sum_{l = y_v[k-1]}^{M-1} \alpha^1_1(m, l) + \alpha^1_3(m, M) \right] > \tau_{\lambda, v}.$$ 

By rearranging terms and using the definition of $T[k]$, we have

$$\sum_{u \in \mathcal{U}(v)} K_{uv} \alpha^1_1(m, l) + \sum_{u \in \mathcal{U}(v)} K_{uv} \alpha^1_3(m, l) > \sum_{u \in N(v)} K_{uv} \alpha^1_3(m, l).$$

Adding (24) and (27) yields

$$\sum_{u \in \mathcal{U}(v)} K_{uv} \alpha^1_1(m, l) + \sum_{u \in \mathcal{U}(v)} K_{uv} \alpha^1_3(m, l) > \sum_{u \in N(v)} K_{uv} \alpha^1_3(m, l).$$

Since $K_{uv} \alpha^1_1(m, l) \geq 0$ and $(T[k] \cap N(v_m))$ and $\mathcal{U}(v_m)$ are both subsets of $N(v_m)$, we must have $T[k] \cap \mathcal{U}(v_m) \neq \emptyset$. Since $T[k]$ is connected to $V''_0$ by inductive hypothesis, $v_m$ is connected to $V''_0$ in $\tilde{G}$.

If $y_{uv}[k-1] + y_u[k-1] < m$ for some $u \in N(v)$, then let $r = y_{uv}[k-1]$ and $l = y_u[k-1]$. By induction, both $(u, v)_r$ and $u_l$ are connected to $V''_0$. Furthermore, by definition of $\mathcal{U}(v_m)$, either $(u, v)_r$ or $u_{m-r-1}$ is in $\mathcal{U}(v_m)$. If $(u, v)_r \notin \mathcal{U}(v_m)$, then $r \leq m - r - 1$ implies that $V''_0$ is connected to $u_l$ and $u_l$ is connected to $v_m$. Hence $v_m$ is connected to $V''_0$.

Now, suppose that an edge $(u, v) \in E$ satisfies $y_{uv}[k] = y_{uv}[k-1] - 1$. Let $r = y_{uv}[k]$. We show that $(u, v)_r$ is connected to $V''_0$. If (14) holds for some $\lambda \in \Psi$, then

$$K_{uv} \alpha^3_2(r) + \sum_{\hat{u} \in N(v) \setminus \{u\}} K_{uv} \alpha^3_2(\hat{u}, v) > \tau_{\lambda, v}.$$
A telescoping sum argument implies that
\[K_{uw}^{\beta_2}(r) + \sum_{\hat{u} \in N(v) \setminus \{u\}} \sum_{\hat{u}, \hat{v} \in U(k')} K_{\hat{u}\hat{v}} \alpha_3^{\lambda}(s) > \tau_{\lambda,v}.\]  
(28)

Adding (25) and (28) and rearranging terms gives
\[
\sum_{\hat{u} \in N(v) \setminus \{u\}} \sum_{\hat{u}, \hat{v} \in U(k')} K_{\hat{u}\hat{v}} \alpha_3^{\lambda}(s) + \sum_{\hat{u} \in N(v) \setminus \{u\}} \sum_{\hat{u}, \hat{v} \in U(u,v), r} K_{\hat{u}\hat{v}} \alpha_3^{\lambda}(s) \geq \sum_{\hat{u} \in N(v) \setminus \{u\}} \sum_{\hat{u}, \hat{v} \in U(v_m)} K_{\hat{u}\hat{v}} \alpha_3^{\lambda}(s). \]  
(29)

Hence \(T[k] \cap U((u,v)_r) \neq \emptyset\), and so \((u,v)_r\) is connected to \(V''\). A similar argument establishes connectivity if (15) holds.

If \(y_k[k-1] + y_{l-1}[k-1] < r\), let \(y_k[k-1] = l\) and \(y_{l-1}[k-1] = m\). Either \(u \in U((u,v)_r)\), in which case \((u,v)_r\) is connected to \(V''\), or \(v_{r-1} \in U((u,v)_r)\). In the latter case, \(y_k[k-1] \leq (r-l-1)\) implies that \(V''\) is connected to \(v_m\), which is in turn connected to \((u,v)_r\).

To show the other direction of the theorem, suppose that \(y^*_k > m\). We will construct a class \(U\) subgraph \(G\) such that \(v_m\) is not connected to \(V''\). Let \(D\) be a subset of \(V''\) and initialize \(D = \{v_m\}\). The set \(D\) will be equal to the set of nodes that are connected to \(v_m\) in \(G\); we will grow \(D\) through an iterative procedure and prove that, upon termination of the procedure, \(D \cap V'' = \emptyset\), and hence \(v_m\) is not connected to \(V''\).

First, we define \(U(v_m) = \{u_l : l < x^*_k\}\). We will show that \(U(v_m)\) satisfies (24). Since \(m < x^*_k\), we have
\[\sum_{u \in N(v)} K_{uw} \beta_1^{\lambda}(m,x^*_u) < |\omega_v|\]
Writing \(\beta_1^{\lambda}(m,x^*_k)\) as a telescoping sum gives
\[\sum_{u \in N(v)} K_{uw} \left[\sum_{l=x^*_u}^{M-1} \alpha_3^{\lambda}(m,l) + \beta_1^{\lambda}(m,M)\right] < |\omega_v|\]
Adding
\[\sum_{u \in N(v)} \sum_{l=0}^{x^*_u} K_{uw} \alpha_3^{\lambda}(m,l)\]
to both sides and rearranging terms gives
\[\sum_{u \in N(v)} \sum_{l=0}^{x^*_u-1} K_{uw} \alpha_3^{\lambda}(m,l) + \sum_{u \in N(v)} \sum_{l=x^*_u}^{M-1} K_{uw} \alpha_3^{\lambda}(m,l) - (|\omega_v| - K_{v}\beta_1^{\lambda}(m,M))\]

so \(U((u,v)_r)\) satisfies (25). The proof that (26) holds is similar. We then set \(D = D \cup U((u,w)_r)\) and continue.

At the end of the inductive procedure, we have a set \(D\) consisting of all nodes that are connected to \(v_m\). By induction, \(D \cap V'' = \emptyset\), and so we have constructed a class \(U\) subgraph in which \(V''\) is not connected to \(v_m\).

Theorem 7 gives conditions on the stable equilibria of (24) based on the connectivity of class \(U\) subgraphs of \(G''\). The following corollary gives conditions for non-existence of non-cohesive equilibria based on Theorem 7.

Corollary 4: Let \(m = \lfloor \frac{M}{2} \rfloor\). Then all stable equilibria are node-cohesive if \(v_m\) is connected to \(V''\) in all class \(U\) subgraphs. All stable equilibria are edge-cohesive if \((u,v)_m\) is connected to \(V''\) in all class \(U\) subgraphs.

The following corollary restates these conditions in terms of random class \(U\) subgraphs.

Corollary 5: Let \(m = \lfloor \frac{M}{2} \rfloor\). Suppose that a class \(U\) subgraph is chosen at random from a probability distribution that assigns nonzero weight to each class \(U\) subgraph. Then all
stable equilibria are node-cohesive if \( v_m \) is connected to \( V'_0 \) for all \( v \in V \) with probability 1, and all stable equilibria are edge-cohesive if \((u,v)_m \) is connected to \( V'_0 \) for all \((u,v) \in E \) with probability 1.

Define \( r_2(A) \) to be the expected number of nodes in \( \{v_m : m = \lfloor \frac{|M|^2}{k} \rfloor \} \) that are connected to \( V'_0 \) when the input set is \( A \), and define \( r'_2(A) \) to be the expected number of nodes in \( \{(u,v)_m : m = \lfloor \frac{|M|^2}{k} \rfloor \} \) that are connected to \( V'_0 \) when the input set is \( A \). By Lemma 7, \( r_2(A) \) and \( r'_2(A) \) are submodular as functions of \( A \). The following lemma gives sufficient conditions for non-existence of non-cohesive stable equilibria based on \( r_2(A) \) and \( r'_2(A) \).

Lemma 9: All equilibria are node-cohesive if \( r_2(A) = n \). All equilibria are edge-cohesive if \( r'_2(A) = p \).

Proof: By Corollary 8 all stable equilibria are node-cohesive if all nodes in \( \{v_m : m = \lfloor \frac{|M|^2}{k} \rfloor \} \) are connected to \( V'_0 \) with probability 1 in any random class \( U \) subgraph. Equivalently, all stable equilibria are node-cohesive if the expected number of nodes that are connected to \( V'_0 \) in any randomly chosen class \( U \) subgraph is \( N \), i.e., \( r_1(A) = n \). The proof that all equilibria are edge-cohesive if \( r'_2(A) = p \) is similar.

Having derived constraints for existence of cohesive equilibria and non-existence of non-cohesive equilibria, we next combine these constraints to formulate selecting a set of input nodes to achieve practical synchronizations as an optimization problem. We present algorithms that exploit the submodular structure of these constraints to provide provable optimality bounds.

C. Selecting Inputs for Practical Synchronization

By combining the conditions derived in Sections V-A and V-B we have that the nodes achieve practical node synchronization if \( r_1(A) + r_2(A) = 2n \) and practical edge synchronization if \( r'_1(A) + r'_2(A) = 2p \).

We consider two problems based on these constraints. In the first problem, we select the minimum-size set of input nodes in order to guarantee practical node (resp. edge) synchronization. In the second problem, we select a set of up to \( k \) input nodes in order to maximize the level of synchronization.

In the case of ensuring practical node synchronization, the first problem can be formulated as

\[
\begin{align*}
\text{minimize} & \quad |A| \\
\text{s.t.} & \quad r_1(A) + r_2(A) = 2n 
\end{align*}
\]  

The problem of guaranteeing practical edge synchronization has an analogous formulation with \( r'_1(A) \) and \( r'_2(A) \) replacing \( r_1(A) \) and \( r_2(A) \), respectively.

The solution to (30) can be approximated by initializing the set \( A = \emptyset \) and, at each iteration, adding the node \( v \) to \( A \) that maximizes \( r_1(A \cup \{v\}) + r_2(A \cup \{v\}) \). The algorithm terminates when \( r_1(A) + r_2(A) = 2n \). The following lemma gives an optimality bound for this approach.

Lemma 10: Let \( A_{k-1} \) denote the set of input nodes at the second-to-last iteration of the algorithm, let \( A \) denote the set that is returned, and let \( A^* \) denote the minimum-size set of inputs to satisfy the conditions of Lemmas 8 and 9. Then

\[
\frac{|A_k|}{|A^*|} \leq 1 + \ln \left( \frac{n}{r_1(A) + r_2(A) - r_1(A_{k-1}) - r_2(A_{k-1})} \right).
\]

Proof: The lemma follows from the submodularity of \( r_1 \) and \( r_2 \), and Theorem 1 of [34].

The problem of selecting up to \( k \) input nodes in order to maximize node synchronization can be formulated as

\[
\begin{align*}
\text{maximize} & \quad r_1(A) + r_2(A) \\
\text{s.t.} & \quad |A| \leq k
\end{align*}
\]  

In order to approximate (31), a greedy procedure analogous to the algorithm for (30) is as follows. Initialize the set \( A = \emptyset \). At each iteration, add the node \( v \) to \( A \) that maximizes \( r_1(A \cup \{v\}) + r_2(A \cup \{v\}) \). The algorithm terminates after \( k \) iterations, when \( |A| = k \). The optimality bounds of this algorithm is described by the following lemma.

Lemma 11: Let \( A^* \) denote the optimal solution to (31), and let \( \hat{A} \) denote the set of inputs chosen by the greedy algorithm. Then \( r_1(\hat{A}) + r_2(\hat{A}) \geq (1 - \frac{1}{e}) (r_1(A^*) + r_2(A^*)) \).

Proof: The proof follows from submodularity of \( r_1(A) \) and \( r_2(A) \) and [35], Theorem 4.1.

We observe that, since the number of class \( T \) and \( U \) subgraphs is large in general, the objective functions \( r_1(A) \), \( r_2(A) \), \( r'_1(A) \), and \( r'_2(A) \) can be approximated by generating a set of random class \( T \) and \( U \) subgraphs according to some probability distribution.

VI. NUMERICAL RESULTS

We investigated our approach through a numerical study. The goal of our study was to analyze the impact of the external inputs on the oscillator dynamics, as well as to investigate the properties of the inputs chosen by our algorithm. We considered synchronization in three application domains: (i) synchronization of phase angles in the IEEE 14 Bus power system test case [15], (ii) time synchronization in wireless networks [23], modeled as a geometric random graph, and (iii) synchronization of firing rates in the C. Elegans neuronal network [16]. The results of each study are summarized as follows. In all cases, the constant \( M = 10 \) and the number of random subgraphs used to compute \( r_1(A) \) and \( r_2(A) \) was equal to 20.

A. Phase Synchronization in Power System

Synchronization plays a vital role in the power system, in which stable operation requires buses and generators to maintain the same frequency and a relative phase difference of no more than \( \pi/2 \) on each transmission line (edge) [36]. In order to evaluate our approach to synchronization of power systems, we consider the first-order model (2) with negligible systems, we consider the first-order model (2) with negligible
Fig. 1. Synchronization case study using the IEEE 14 Bus case study [15]. Coupling coefficients were chosen to be equal to the inverse of the magnitudes of the line impedances, while the intrinsic frequencies were chosen from a Gaussian distribution. (a) Illustration of 14-bus network and inputs needed for one trial when the variance of the intrinsic frequencies was equal to $10$. The black squares indicate input nodes. (b) Sample trajectories for nodes 2, 4, and 5 in the 14-bus network. Node trajectories converge to within the desired phase difference ($\gamma = \pi/2$) of each other. (c) Number of inputs required for practical edge synchronization as a function of the variance of the intrinsic frequencies. As the variance increases, the frequencies of neighboring nodes diverge and hence more inputs are needed to ensure synchronization.

Fig. 2. Numerical results for time synchronization and neuronal synchronization. (a) Illustration of inputs chosen for a wireless network, modeled as a geometric random graph, when $K = 0.7197, n = 20$, and the input nodes are indicated by squares. The set of input nodes is based on the network topology and intrinsic frequencies of the nodes. (b) Number of input nodes required for time synchronization. The number of nodes is a decreasing function of the coupling coefficient. The reduction in the fraction of input nodes required for synchronization is most significant for larger network size. (c) Number of input nodes required for synchronization of the C. Elegans network ($n = 279$) when the intrinsic frequencies have Gaussian distribution with unit variance. The number of inputs is a decreasing function of the coupling coefficient.

$\eta_{uv}$ is the magnitude of the impedance of edge $(u, v)$. The intrinsic frequencies were chosen according to a zero-mean Gaussian distribution with variance ranging from 0.01 to 100 in different trials. The goal was to ensure that the phase angles satisfied $|\theta_v - \theta_u| < \frac{\pi}{2}$ (i.e., edge-cohesiveness with $\gamma = \pi/2$), consistent with the goal of guaranteeing power system stability [36].

Figure 1(a) illustrates input selection for a given set of intrinsic frequencies. The variance of the intrinsic frequencies was equal to 10. The dark squares indicate input nodes selected by our algorithm ($|A| = 4$). We observe that each non-input node is at most two hops away from an input node, which suggests that centrally located nodes are more likely to be candidates for inputs. On the other hand, nodes with high degree were not necessarily chosen as inputs. Additional information beyond the network topology, including the intrinsic frequencies and the coupling coefficients between nodes, is incorporated into the input selection process.

In Figure 1(b), trajectories of nodes 2, 4, and 5 from Figure 1(a) are shown. The trajectories of these neighboring nodes converge to within the desired bound of $\frac{\pi}{2}$ from each other, and synchronize to the frequency of the input nodes ($\omega_0 = 0$; by Lemma 1 an arbitrary initial frequency could be chosen, but we selected $\omega_0 = 0$ for clarity of the figure). Practical edge synchronization occurs in spite of the fact that the initial phases of neighboring nodes 2 and 5 differed by more than $\pi/2$.

Figure 1(c) shows the number of input nodes required to achieve practical synchronization for different intrinsic frequencies. When the variance of $\{\omega_v : v \in V\}$ is low, only one input node is required to achieve synchronization. For variance near 10, an intermediate number of inputs is required for synchronization, while for large variance in the intrinsic frequencies all nodes must be selected as input nodes to guarantee synchronization.

B. Time Synchronization

We analyzed time synchronization in wireless networks, in which the input nodes represent anchor nodes with clocks that are set to the reference time. We modeled the wireless network as a geometric random graph. Each node was assumed to share an edge with other nodes within a range of 100m. The simulation was run with the number of nodes $n = \{20, 50, 100\}$. The nodes were assumed to be deployed uniformly at random.
over a square region, with area chosen so that each node had three neighbors on average. Nodes were assumed to have i.i.d. Gaussian intrinsic frequency with unit variance and zero mean. We computed the number of input nodes required to ensure practical node synchronization with \( \gamma = \pi/4 \) of each other. The edges had identical coupling with \( K_{uv} = K \) for all \( (u,v) \in E \), with \( K \) in the set \{0.01, 0.01, 0.1, 1, 10\).

Figure 2(a) shows one example of a geometric random graph with \( n = 20 \) and \( K = 0.7197 \) for all links. The input nodes are indicated by black squares. As in the power system case study, most non-input nodes are within two hops of an input node, and high-degree nodes are not necessarily chosen as inputs. Two adjacent nodes are both chosen as inputs, due to the high intrinsic frequencies of those nodes.

The number of nodes required for synchronization is shown in Figure 2(b). The number of nodes required for synchronization is a decreasing function of the coupling coefficient, since a stronger coupling implies that input nodes are able to steer their neighbors into the cohesive region. We observe that the fraction of input nodes required for synchronization is smaller for larger networks.

C. Firing Rate Synchronization in Neuronal Network

Synchronization of groups of neuronal cells to a common frequency plays a role in information storage and processing for motor control [27] and memory [3]. We analyzed the impact of input nodes on synchronization using the *Caenorhabditis Elegans* (roundworm) neuronal network [16]. The number of nodes is \( n = 279 \). The intrinsic frequencies were independently from a zero-mean, unit-variance Gaussian distribution. All links had the same coupling coefficient \( K \), which varied from \( K = 0.001 \) to \( K = 10 \). The goal was to achieve practical node synchronization with \( \gamma = \pi/4 \).

We observed that the number of input nodes required decreases as the coupling coefficient increases. The reduction in the number of nodes required was larger than in the random geometric graph (Section VI-B), even though the neuronal network contained more nodes. An explanation for this phenomenon is that the neuronal network has higher degree, as well as additional links between different regions of the network. This more connected network topology enables synchronization of more nodes and at a lower coupling coefficient.

VII. Conclusions and Future Work

We considered the problem of ensuring practical synchronization of phase-coupled oscillators from any initial state by introducing external input nodes. We studied two synchronization problems. In the first problem, the goal is for all node phases to converge to within a bound of a given reference phase, while also converging to the same frequency. In the second problem, the relative phase differences between neighboring nodes must converge to a given bound, while all nodes converge to the same frequency.

We derived sufficient conditions for achieving both synchronization goals. We proved that each synchronization criterion is achieved if there exists at least one equilibrium that lies within the desired region (either all nodes within a given bound of the reference phase, or all relative differences within a given bound), and no stable equilibria outside the desired region. We then presented a threshold-based condition for existence of an equilibrium within the desired region, as well as an efficient algorithm for verifying existence of such an equilibrium. Finally, we derived a class of conditions for non-existence of stable equilibria outside the desired region, and proposed an algorithm for verifying non-existence of undesired equilibria for a given set of input nodes.

We formulated a submodular optimization approach for selecting a set of input nodes to guarantee synchronization. To achieve a submodular formulation, we first constructed an augmented network graph. We identified two classes of subgraphs (denoted class \( \mathcal{T} \) and class \( \mathcal{U} \) of the augmented graph. We proved that the sufficient condition for existence of a desired equilibrium is equivalent to connectivity between each non-input node and the input set in all class \( \mathcal{T} \) subgraphs.

We then showed that the sufficient conditions for non-existence of undesired equilibria are equivalent to connectivity between each non-input node and the input set in all class \( \mathcal{U} \) subgraphs. We mapped this condition to submodular constraints on the set of input nodes. Based on the submodular formulation, we proposed efficient algorithms with provable optimality bounds for selecting a set of up to \( k \) nodes in order to maximize the level of synchronization in the network, as well as selecting the minimum-size input set to guarantee a desired level of synchronization.

Our approach was validated through a numerical study of synchronization in power system, wireless, and neuronal networks. Our numerical study supports the intuition that the number of input nodes required decreases as the coupling between neighboring nodes grows stronger. In addition, we found that centrally located nodes are often chosen as inputs, so that the maximum distance between a node and the input set is small.

The threshold-based conditions derived in this work are sufficient, but not necessary. Characterizing the space of networks where these conditions are also necessary, as well as developing tighter sufficient conditions, remains an open problem. Furthermore, while the model we studied considers the first-order dynamics of the nodes, second-order dynamics are often used to model systems such as the power grid [20]. Generalizing our approach to these second-order systems is a direction of future research.
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