An Artificial Neural Network Approach for Solving Inverse Kinematics Problem for an Anthropomorphic Manipulator of Robot SAR-401
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Abstract: The paper proposes a new design of an artificial neural network for solving the inverse kinematics problem of the anthropomorphic manipulator of robot SAR-401. To build a neural network (NN), two sets were used as input data: generalized coordinates of the manipulator and elements of a homogeneous transformation matrix obtained by solving a direct kinematics problem based on the Denavi–Hartenberg notation. According to the simulation results, the NN based on the homogeneous transformation matrix showed the best accuracy. However, the accuracy was still insufficient. To increase the accuracy, a new NN design was proposed. It consists of adding a so-called “correctional” NN, the input of which is fed the same elements of the homogeneous transformation matrix and additionally the output of the first NN. The proposed design based on the correctional NN allowed the accuracy to increase two times. The application of the developed NN approach was carried out on a computer model of the manipulator in MATLAB, on the SAR-401 robot simulator, as well as on the robot itself.
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1. Introduction

Modern manipulators that allow solving high-precision technological tasks are kinematically redundant. They have at least 6 degree of freedom (DOF) which provides sufficient mobility and flexibility to solve complex tasks. An obvious and natural approach to a control design of anthropomorphic robot manipulators is an approach based on solving the inverse kinematics problem (IKP).

The complexity of the IKP of anthropomorphic manipulators arises from the nonlinear equations that arise between the Cartesian space and the joint space [1]. Solving the IKP is one of the important problems, which requires solving a system of nonlinear differential equations and calculating the pseudoinverse Jacobi matrix [2]. This problem is computationally complex [3]. The use of conventional numerical methods to solve it is time-consuming. They often have a singularity [4]. Considering that neural networks (NN) are designed to solve nonlinear equations, some papers [4–8] propose an approach to the control design of anthropomorphic manipulators based on the NN approach to reduce the computational complexity of control design.

The main direction of a NN design for solving the IKP is related to the influence of structural parameters (the number of hidden layers and the number of neurons in each hidden layer), iteration steps, and a training dataset on the performance of the IKP solution approximation [9,10]. At the same time, it is not recommended to complicate a NN configuration, because this leads to a significant increase in the number of iterations to achieve the required learning goal [11]. The training dataset for a NN design is obtained either by solving a direct kinematics problem (DKP) or by experiments.
Some robots with anthropomorphic manipulators have copy-type master device that allow forming a training dataset without solving the DKP. Note that this method has some disadvantages: limitations of the experimental equipment in terms of the accuracy of the measured data and more time spent collecting the training dataset.

As an example of a robot with a copy-type master device, one can indicate the robot SAR-401 (see Figure 1) [12,13] and the underwater robot “Ichthyandr” (see Figure 2) [14,15]. Both robots are produced by the company “Android Technology”. The manipulators of these robots have 7-DOF. Copy-type master device for robots is shown in Figure 3.

Figure 1. Robot SAR-401.

Figure 2. The underwater robot “Ichthyandr”.
In this paper, the robot SAR-401 will be considered as an object for further research. The robot SAR-401 without a stand is shown in Figure 4. Let us briefly summarize the main characteristics of the robot SAR-401.

The general characteristics of the robot SAR-401: weight—70 kg; height—820 mm; a span of manipulators—2050 mm; number of video cameras—2 (stereo vision mode).

The main advantages of the robot SAR-401 are the performance of technological operations with efficiency comparable to human actions; force-torque feedback for the operator; the possibility of using a tool used by an operator; work in automatic and copying mode with copy-type master device.

As already noted, there are a large number of papers describing the NN design for solving the IKP for anthropomorphic manipulators. At the same time, there is no one universal solution for all types of robots.

This paper describes the design of the NN for solving the IKP of anthropomorphic manipulators of the robot SAR-401. The proposed design is based on the use of the so-called “correctional” structure of the NN and the special choice of the structure of the input dataset.
2. Materials and Methods
2.1. Kinematics Analysis of the Robot SAR-401

The generalized coordinates $q_i$ of the manipulator obtaining from the given coordinates $x$, $y$, $z$ and Euler angles $\phi$, $\theta$, $\gamma$ of the end-effector can be used as a training dataset. The end-effector coordinates are defined in the Cartesian coordinate system relative to the base of the robot. As mentioned above, the training dataset can be obtained using the copy-type master device. Additionally, knowing the exact characteristics of the robot, we can obtain the training dataset as a result of solving the DKP.

To solve the DKP we use a kinematic diagram of the anthropomorphic manipulators of the robot SAR-401 (Figure 5) and the notation and methodology of Denavit–Hartenberg [16]. We will consider the left manipulator of the robot. Since this manipulator has only rotational joints, the relative location of neighboring links will be determined by the angular variable $\theta_i$.

![Figure 5. The kinematic diagram of the robot SAR-401 left manipulator.](image)

The Denavit–Hartenberg parameters for the left manipulator of the robot SAR-401 are shown in Table 1.

| Link, $i$ | $A_i$, m | $a_i$, Rad | $d_i$, m | $\theta_i$, Rad |
|-----------|----------|------------|----------|------------------|
| 1         | 0        | $\pi/2$    | 0        | $\theta_i$       |
| 2         | 0        | $\pi/2$    | 0        | $\theta_i - \pi/2$ |
| 3         | 0        | $\pi/2$    | $-0.3$   | $\theta_i - \pi$ |
| 4         | 0        | $\pi/2$    | 0        | $\theta_i + \pi$ |
| 5         | 0        | $\pi/2$    | $-0.3$   | $\theta_i + \pi$ |
| 6         | $-0.24$  | 0          | 0        | $\theta_i + \pi/2$ |

In Table 1, the following notations are accepted: $A_i$ is the distance between the $Z_{i-1}$ and $Z_i$ axes along the $X_i$ axis, $a_i$ is the angle from the $Z_{i-1}$ axis to the $Z_i$ axis about the $X_i$ axis, $d_i$ is the distance from the origin of the frame $i-1$ to the $X_i$ axis along the $Z_{i-1}$ axis, $\theta_i$ are generalized coordinates (the angles of rotation of joints). The parameters $\theta_i$, $i = 1, 6$ are variables and are initially 0.
For the right manipulator the Denavit–Hartenberg parameters are identical.

The limits on the movements of the servo drive of the joints of the robot SAR-401 manipulators are given in Table 2. The numbering of the servo drives is shown in Figure 5.

**Table 2.** Manipulator servo drives limits.

| Servo | Left Manipulator | Right Manipulator |
|-------|------------------|-------------------|
|       | Min   | Max   | Min   | Max   |
| 0     | −90°  | 0°    | −90°  | 0°    |
| 1     | 0°    | 105°  | −105° | 0°    |
| 2     | −40°  | 40°   | −40°  | 40°   |
| 3     | −110° | 5°    | −110° | 5°    |
| 4     | −40°  | 40°   | −40°  | 40°   |
| 5     | −10°  | 10°   | −10°  | 10°   |

To build a computer model of the manipulator kinematics, we will use the Robotic-Toolbox of MATLAB [17]. The values of parameters $A_i$, $\alpha_i$, and $d_i$ are selected from Table 1. The parameter $\theta_i$ describes the initial position of the manipulator.

A visual representation of the computer model of the initial position of the robot SAR-401 left manipulator is shown in Figure 6.

2.2. **Training Dataset for Neural Network**

At the initial stage of designing the NN, we must choose a training dataset. The input dataset must be associated with the coordinates $x$, $y$, $z$ and Euler angles $\phi$, $\theta$, $\gamma$ of the manipulator’s end-effector.

The training dataset using the copy-type master device consists of the random location of the manipulators and corresponding coordinates $x$, $y$, $z$ and Euler angles $\phi$, $\theta$, $\gamma$ of the end-effector. The position of the manipulator changes by operator until a sufficient amount of data is collected.

To prepare the training dataset for the NN using a copy-type master device, we randomly select the possible positions of the manipulator in different places of its working area. The obtained data will be saved as a vector $Y = [q_1 \ q_2 \ q_3 \ldots q_6]$, where $q_i$, $i = 1 \ldots 6$ is the generalized coordinate of the $i$-th joint.
To prepare the training dataset using the solution of the DKP for each position of the manipulator, we find the coordinates of the end effector. Figure 7, as an example, shows the result of solving the forward kinematics problem for 30,000 randomly generated positions of the manipulator.

![Figure 7. The solution of the forward kinematics problem for 30,000 random positions.](image)

When solving the DKP, two coordinate systems are considered: the initial one, associated with the base joint \( x_0, y_0, z_0 \), and the final one, associated with the end-effector of the manipulator \( x_n, y_n, z_n \).

Extended position vectors \( \hat{X}_0 = [ x_0, y_0, z_0, 1 ]^T \) and \( \hat{X}_n = [ x_n, y_n, z_n, 1 ]^T \), for the specified coordinate systems, are related by the formula

\[
\hat{X}_0 = T_{n}^0 \hat{X}_n, \tag{1}
\]

where \( T_{n}^0 = \begin{bmatrix} R_{3 \times 3} & p_{3 \times 1} \\ f_{1 \times 3} & t \end{bmatrix} \) is a \( 4 \times 4 \) matrix of a homogeneous transformation that carries information about the translation (vector \( p_{3 \times 1} \)) and the rotation of one coordinate system relative to another (matrix \( R_{3 \times 3} \)), \( f_{1 \times 3} \) is a \( 1 \times 3 \) vector that specifies the perspective transformation, \( t \) is a global scaling factor. In our case, \( f_{1 \times 3} = [0 0 0] \), \( t = 1 \).

Now, for each joint, we can define the homogeneous transformation matrix \( T_i \), which specifies a sequence of transformations according to the Denavit–Hartenberg notation

\[
T_i = T_{z, \theta_i} T_{x, A_i} T_{x, \alpha_i} = \begin{bmatrix} I & p_{d_i} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} R_{z, \theta_i} & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} I & p_{A_i} \\ 0 & 1 \end{bmatrix} \begin{bmatrix} R_{x, \alpha_i} & 0 \\ 0 & 1 \end{bmatrix}. \tag{2}
\]
\[ T_i = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} \cos \theta_i & -\sin \theta_i & 0 & 0 \\ \sin \theta_i & \cos \theta_i & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & A_i \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} = \]

The calculation of the homogeneous transformation matrix (depending on the angles \( \theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6 \)) is carried out using the relation

\[ T^0_{n} = T_1 T_2 T_3 T_4 T_5 T_6. \] (4)

As a result, we get the transformation matrix

\[ T^0_{n} = \begin{bmatrix} n_x & o_x & a_x & x \\ n_y & o_y & a_y & y \\ n_z & o_z & a_z & z \\ 0 & 0 & 0 & 1 \end{bmatrix}. \] (5)

We will consider two datasets as input data for training the NN. The first dataset is obtained from the transformation matrix (4), (5) and is represented as a vector \( X_j = [x, y, z, \phi, \theta, \gamma] \), where, as before, \( x, y, z \) are the coordinates of the end-effector, \( \phi, \theta, \gamma \) are the Euler angles that determine the orientation of the end-effector in the Cartesian coordinate system, \( j \) is the measurement number.

As output data of the training dataset, we will use the vector \( Y_j = [q_1, q_2, q_3, \ldots, q_6] \) of the angles of servo drive of each manipulator’s joint, corresponding to the values \( X_j \). Further, we will call the NN with the specified input data as the RPY NN.

We will also create a second set of input data as elements of the homogeneous transformation matrix (5)—nine elements of the rotation matrix and three values of the position vector [5]

\[ R_{3x3} = \begin{pmatrix} n_x & o_x & a_x \\ n_y & o_y & a_y \\ n_z & o_z & a_z \end{pmatrix}, \quad p_{3x1} = \begin{pmatrix} x \\ y \\ z \end{pmatrix}. \] (6)

As a result, we will feed to the input of the NN the vector \( X_j \) consisting of the elements of the matrices \( R_{3x3} \) and \( p_{3x1} \):

\[ X_j = [n_x, n_y, n_z, o_x, o_y, o_z, a_x, a_y, a_z, x, y, z]. \]

As in the first case, we will take the vector \( Y_j = [q_1, q_2, q_3, \ldots, q_6] \) as output data. The NN with the second dataset we will call the MATRIX NN.

The structure of these NN is shown in Figure 8:

2.3. The Amount of Training Data

The basic rule for selecting training data says that the number of observations should be ten times the number of connections in the NN. However, in practice, this amount of data also depends on the complexity of the task that the neural network must predict. With an increase in the number of variables, the number of required observations grows non-linearly, so even with a fairly small number of variables, a fairly large number of observations may be required [18,19].
Let us analyze the required amount of input data for training a neural network designed to solve the IKP. The research will be conducted on 1000, 10,000, 40,000, and 160,000 values of training datasets.

According to the standard approach, the input data is divided into the following proportion: 70% are used as training data, 15% as validation data, and 15% are used for testing [20]. The duplicate input data should be removed [20].

![Figure 8. Neural network architecture: (a) RPY NN; (b) MATRIX NN.](image)

### 2.4. The Activation Function

The activation function determines the output value of the neuron depending on the result of the weighted sum of the inputs and some threshold value [21].

To solve the regression problem and neural network training using gradient descent, we need a differentiable activation function. It is recommended to choose a sigmoid function. However, since the neural network being designed should perceive values both in the positive and in the negative range, therefore, despite all the advantages of the sigmoid function we will lose some of the data.

For the designed neural network, we need an activation function that will repeat all the properties of the sigmoid function but lie in the range from $-1$ to $1$. For this task, we will use the hyperbolic tangent function $th(x) = \frac{e^{2x} - 1}{e^{2x} + 1}$. Using this function will allow us to switch from the binary outputs of the neuron to analog ones. The range of values of the hyperbolic tangent function lies in the interval $(-1; 1)$.

In MATLAB, we will use the tansig(x) function, which is equivalent to the function that implements the hyperbolic tangent tanh(x). At the same time, the function tansig(x) is calculated faster than tanh(x), however, the solutions may have minor deviations [22]. The use of the tansig(x) function is a good alternative for developing neural networks in which the speed of calculations is important, rather than the accuracy of calculating the activation function [23].

### 2.5. The Loss Function

To check the correctness of the solutions obtained from the neural network, we must calculate the deviations of the neural network solution from the solutions obtained as a result of solving IKP. To do this, we will use the loss function.
To calculate the error, we use the Mean Squared Error (MSE) method

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_k - y_n)^2,
\]

where \(y_k\) are the true output values of the robot, \(y_n\) are the output values that the NN received, \(n\) is the total amount of data.

Usually, outliers in the training dataset are discarded. Since our robot is limited by the physical capabilities of the servo drives (Table 2), there will be no anomalous values in the dataset.

The MSE method performs well at a fixed learning rate [24].

2.6. The Learning Functions

To select the optimal learning algorithm, traditionally the main indicators are its accuracy and performance. As a neural network training algorithm for solving IKP, the use of the following types of error backpropagation methods were studied:

- Levenberg–Marquardt (trainlm);
- Bayesian regularization backpropagation (trainbr);
- scaled conjugate backpropagation gradient (trainscg);
- resilient backpropagation (trainrp).

To select an algorithm, the solution was tested on training a simple network—a MATRIX NN with 40,000 values of training datasets.

Figure 9 shows error histograms as the difference between target and predicted values when training a MATRIX NN with 40,000 values of training datasets using the indicated algorithms.

The mathematical expectations of errors for each of the algorithms are shown in Table 3. It shows that the best result was shown by the Levenberg–Marquardt algorithm, which provides fast convergence of the learning error. In further studies, we will use this learning function.

2.7. The Hidden Layers

Usually, the search for the optimal dimension for the hidden layer is determined experimentally [20]. At the same time, too many neurons are undesirable, because this can lead to overfitting. However, the number of neurons should be sufficient so that the neural network can capture the complexity of the input–output connections.

In [25], three rules are mentioned for choosing the dimension of the hidden layer:

- if there is only one output node in the neural network, and it is assumed that the required input–output connection is quite simple, then at the initial stage the dimension of the hidden layer is assumed to be 2/3 of the dimension of the input layer;
- if the neural network has several output nodes or it is assumed that the required input–output relationship is complex, the dimension of the hidden layer is taken equal to the sum of the input dimension plus the output dimension (but it must remain less than twice the input dimension);
- if in the neural network the required input–output connection is extremely complex, then the dimension of the hidden layer is set equal to one less than twice the input dimension.

Based on the above recommendations, Table 4 shows the parameters of neural networks and the results of their training, which were studied to select the best option.
Figure 9. Error histogram as the difference between the target and predicted values when training a neural network using: (a) the Levenberg–Marquardt (trainlm); (b) the Bayesian regularization backpropagation (trainbr); (c) scaled conjugate backpropagation gradient (trainscg); (d) resilient backpropagation (trainrp).

Table 3. Mathematical expectations of NN training algorithms.

| Algorithm | The Mathematical Expectation of Error (m) |
|-----------|----------------------------------------|
| trainlm   | 0.0786                                 |
| trainbr   | 0.0852                                 |
| trainscg  | 0.1242                                 |
| trainrp   | 0.1045                                 |

Note that the Levenberg–Marquardt algorithm is the fastest backpropagation algorithm in the MATLAB Neural Network Toolbox and is recommended for use even though it requires more RAM than other algorithms.

The studies have shown a higher accuracy of the MATRIX NN. For this network, in the case of 160,000 inputs, the error is 0.0068 m. For the RPY NN in a similar situation, the error is 0.0094 m. Additionally, note that the training time of the RPY NN without connecting a graphics processing unit (GPU) is approximately 10 times longer than the training time of the MATRIX NN. In the future, all reasoning will be carried out for the network, with input values taken for the MATRIX NN.
For the proposed structure of the MATRIX NN, good results were obtained, but the deviation in the size of 0.0068 m will not allow the use of the manipulator when performing the technological operation that requires higher accuracy.

### Table 4. Results of training neural networks.

| Experiment N | Amount of Training Data | Number of Hidden Layers | Number of Neurons in Hidden Layers | Loss Function (m) |
|--------------|-------------------------|-------------------------|-----------------------------------|-------------------|
| 1            | 40,000                  | 1                       | (11-RPY) (23-MATRIX)              | RPY NN 0.0836     |
| 2            | 40,000                  | 2                       | [20,30]                           | MATRIX NN 0.0384  |
| 3            | 40,000                  | 4                       | [30,30,60,60]                     | RPY NN 0.0259     |
| 4            | 160,000                 | 4                       | [30,30,60,60]                     | MATRIX NN 0.0166  |

3. Results

3.1. The “Correctional” Neural Network

Since the use of large NN with large input datasets requires the use of large computing resources, we will improve the accuracy of solution not by increasing the NN, but by changing the configuration of the NN.

In most applications, the manipulator always starts motion from some arbitrary position and moves along a trajectory from successive points. Including the current manipulator configuration in the input data has a positive effect on estimating the joint angles for the next desired position. We will artificially divide the trajectory of the manipulator to a given point into two parts. The first part is the arrival of the manipulator in the area as close as possible to the desired point and the second part is the adjustment of the manipulator to the desired point (Figure 10).

![Figure 10. The manipulator movement to a given point.](image)

Based on this idea, in this paper we propose a new design of the NN to solve the IKP for an anthropomorphic manipulator. To improve the accuracy of the IKP solution we propose to take into account the values of the manipulator generalized coordinates that are close to the desired ones, assuming them as the current values of the manipulator joints angles. The new design of the NN is based on the use of the so-called “correctional” structure of the NN. It consists of the MATRIX NN described above and the second series-connected NN. The input of the second series-connected network will supply the same values as for the MATRIX NN and the output of the MATRIX NN (Figure 11), which gives us close to the desired values of the generalized coordinates of the manipulator.
The proposed NN (Figure 11) has 12 elements in the input layer (data from the MATRIX NN). The output layer has six elements, generalized coordinates, which represent the joint’s angles. Eighteen input data values are fed to the input of the second network:

\[X_2 = [n_x \ n_y \ n_z \ o_x \ o_y \ o_z \ a_x \ a_y \ a_z \ x \ y \ z \ q'_1 \ q'_2 \ q'_3 \ q'_4 \ q'_5 \ q'_6].\]

The inputs and outputs of the correctional NN (Figure 11) are described as follows:

\[Q' = ANN_{Net1}(R_{3x3} \ p_{3x3}).\]
\[Q' = ANN_{Net1}(n_x \ n_y \ n_z \ o_x \ o_y \ o_z \ a_x \ a_y \ a_z \ x \ y \ z),\]
\[Q = ANN_{Net2}(R_{3x3} \ p_{3x3}, \ Q'), \ Q' = [q'_1 \ q'_2 \ q'_3 \ q'_4 \ q'_5 \ q'_6], \ Q = [q_1 \ q_2 \ q_3 \ q_4 \ q_5 \ q_6].\] (8)

To test the solution of the correctional NN, we use new randomly obtained positions of the robot SAR-401 manipulator, which were not used for training. This is necessary to check for overfitting.

We will check the accuracy using the DKP. Having tested the operation of the NN with a new random input data set, we found that the root-mean-square error is 0.0035 m (Figure 12a).

The performance of the correctional NN is shown in Figure 12b. The differences between the NN output and the target are computed via the MSE. It decreases rapidly during the learning process.

3.2. Example

After training the correctional NN, we will conduct experiments by calculating various movements of the robot SAR-401 manipulator, using this NN for solving the IKP. Let us move the manipulator along the trajectories: a circle, a triangle, a rectangle, and a 3D spiral, moving forward along the Y-axis. The experiments were performed in MATLAB, on the robot SAR-401 simulator, and the robot SAR-401.
We will demonstrate the solution of these problems for various variants of MATRIX NN (see Table 4) and the correctional NN.

In Figures 13–16 we present a graphical solution of these problems for each of the NNs in comparison with the solution of the IKP. In all graphs, the solution of the neural network is marked in red, and the construction of the trajectory using the IKP is marked in blue.

It is also possible to demonstrate the movement of the manipulator in MATLAB. An example of a demonstration is shown in Figure 17.

Figure 18 shows the simulator, in which manipulator control was tested using the correctional NN.

Note that the time for calculating the classical solution of the IKP when calculating 400 points for the 3D spiral trajectory was from 33 to 42 s. The time for calculating the same points of the trajectory using the NN lies in the interval from 0.06 to 0.3 s.

The classical numerical solution of the IKP and the solution of the IKP using the NN have some discrepancies (error) (this is seen from Figures 13–16).

Let us demonstrate in Figures 19 and 20 graphs of changes in X, Y, and Z coordinates when the manipulator moves along a 3D spiral for MATRIX NN 1 and the correctional NN. In all graphs, the solution of the NN is marked in red, and the construction of the trajectory using the IKP is marked in blue.

Certain conclusions can be drawn by analyzing changes in the generalized coordinates of the manipulator, which explain which joint makes the greatest contribution to the error. Figures 21 and 22 show the corresponding graphs. As before, the solution of the neural network is marked in red, and the construction of the trajectory using the numerical solution of the IKP is marked in blue.

We see that a significant contribution to the error is made by the q5 coordinate (Figure 5), which determines the rotation of the “wrist” of the manipulator. Calculation accuracy and NN characteristics are shown in Table 5. The accuracy of 2–4 mm obtained by correctional NN is sufficient for the manipulation tasks of the SAR-401 robot and is related to mechanical characteristics (backlash, friction, etc.). The specified error allows the robot to capture objects and perform manipulation operations.
Figure 13. Simulation of the movement of the manipulator along a circle: (a) MATRIX NN 1; (b) MATRIX NN 2; (c) MATRIX NN 3; (d) MATRIX NN 4; (e) the correctional NN.
Figure 14. Simulation of the movement of the manipulator along the rectangle: (a) MATRIX NN 1; (b) MATRIX NN 2; (c) MATRIX NN 3; (d) MATRIX NN 4; (e) the correctional NN.
Figure 15. Simulation of the movement of the manipulator along the triangle: (a) MATRIX NN 1; (b) MATRIX NN 2; (c) MATRIX NN 3; (d) MATRIX NN 4; (e) the correctional NN.
Figure 16. Simulation the movement of the manipulator in a 3D spiral: (a) MATRIX NN 1; (b) MATRIX NN 2; (c) MATRIX NN 3; (d) MATRIX NN 4; (e) the correctional NN.
Figure 17. The demonstration of the movement of the manipulator in MATLAB.

Figure 18. Testing the NN on the SAR-401 simulator.
Figure 19. Graphs of changes in coordinates when the manipulator moves in a 3D spiral (MATRIX NN 1): (a) along the X-axis; (b) along the Y-axis; (c) along the Z-axis.

Figure 20. Graphs of coordinate changes during the movement of the manipulator in a spiral in 3D (the correctional NN): (a) along the X-axis; (b) along the Y-axis; (c) along the Z-axis.
Figure 21. Graphs of changes in generalized coordinates when the manipulator moves along a 3D spiral (MATRIX NN 1): (a) q1; (b) q2; (c) q3; (d) q4; (e) q5; (f) q6.
Figure 22. Graphs of changes in generalized coordinates when the manipulator moves along a 3D spiral (the correctional NN): (a) q1; (b) q2; (c) q3; (d) q4; (e) q5; (f) q6.
### Table 5. The IKP NN prediction accuracy.

| Neural Network | Amount of Training Data | Number of Hidden Layers | Number of Neurons in Hidden Layers | Spiral | Triangle | Rectangle | Circle |
|----------------|-------------------------|-------------------------|-----------------------------------|--------|----------|-----------|--------|
| MATRIX NN 1    | 40,000                  | 1                       | 23                                | 0.0347 | 0.0358   | 0.0342   | 0.0483 |
| MATRIX NN 2    | 40,000                  | 2                       | [20,30]                           | 0.0168 | 0.0162   | 0.0094   | 0.0156 |
| MATRIX NN 3    | 40,000                  | 4                       | [30,30,60,60]                     | 0.0138 | 0.0077   | 0.0053   | 0.0112 |
| MATRIX NN 4    | 160,000                 | 4                       | [30,30,60,60]                     | 0.0068 | 0.0043   | 0.0042   | 0.0070 |
| The correctional NN | 160,000               | 4                       | [30,30,60,60]                     | 0.0035 | 0.0021   | 0.0032   | 0.0035 |

### 4. Discussion

A feature of the neural network approach is that neural networks can be divided into different types according to different criteria. For example, from the point of view of the network structure, they can be divided into two categories: feedforward neural networks and recurrent neural networks [26]. To design neural networks, formalized algorithms are not always used. For example, they are not always used when choosing the number of hidden layers. This leads to the fact that the neural network is a design based on various tests and experiments. It is not always possible to find a universal approach. Despite this, if it is possible to find an effective neural network structure for solving the IKP for the type of anthropomorphic manipulator, then we will get a very effective solution in terms of algorithm speed and accuracy.

At the same time, the obtained solution can be complex in the sense that by solving the IKP using the NN approach, it is also possible to solve the problem of the self-collision control of manipulators using this approach. A feature of solving this problem will be its solution not with the help of a classification approach, but with the help of a regression method [19].

Therefore, for example, in the problem of the self-collision control, to collect training data, it is necessary to change the position of two manipulators in random order and obtain from the robot for each position of the manipulators the values of the coordinates and Euler angles of orientation in space of all nodes of the manipulators. Thus, as input data, we will use the values of the rotation angles of the servo drives for each joint of the two manipulators. The NN input dataset for the self-collision control problem will be the elements of the homogeneous transformation matrix (nine elements of the rotation matrix and three values of the position vector for each manipulator).

To calculate the output of the NN, all distances between the links of two manipulators are determined. The minimum distance between the manipulators for each position in the robot workspace for the corresponding input data is used as the output value.

When choosing a NN configuration and processing input data, we will get an effective integrated solution of the problem of anthropomorphic manipulators motion with the self-collision control based on a unified NN approach.

### 5. Conclusions

In this paper, we have solved the IKP for the robot SAR-401 anthropomorphic manipulator. To solve the problem, the NN was designed, and the input data of the NN are the elements of the homogeneous transformation matrix. The choice of the NN configuration was carried out using a comparative analysis. The solution obtained in this paper is characterized by high speed and accuracy. Given the presence of two manipulators in the robot SAR-401, when performing technological operations, self-collisions of manipulators may occur. The problem of self-collision control can also be solved based on the NN approach.
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