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Abstract—In this letter, we derive the cumulative density function (CDF) of the nearest neighbor and contact distance distributions of the Matérn cluster process (MCP) in \( \mathbb{R}^2 \). These results will be useful in the performance analysis of many real-world wireless networks that exhibit inter-node attraction. Using these results, we concretely demonstrate that the contact distance of the MCP stochastically dominates its nearest-neighbor distance as well as the contact distance of the homogeneous Poisson point process (PPP) with the same density.
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I. INTRODUCTION

Owing to its simplicity and tractability, Poisson cluster process (PCP) is a natural first choice for modeling point patterns that exhibit inter-point attraction. Such point patterns appear in many branches of science, such as ecology, cosmology, geodesy, seismology, and wireless networks. PCP acquires its tractability from its underlying homogeneous PPP which models the cluster centers (called parent points). Clusters of offspring points are then placed independently around each parent point to form a PCP \( \Phi \). Within each cluster, the offspring points are located independently of each other with the same distribution (with respect to the parent point). One can configure the density of the parent points and the distribution of offspring points to match a particular dataset.

Wireless nodes exhibit some degree of spatial clustering in many real-world deployments \( [2]–[4] \). For instance, this clustering is quite prominent in the locations of cellular users due to the formation of user hotspots, which further leads to clustering of small cells deployed within these hotspots \( [3], [4] \). While designing and analyzing wireless networks, such spatial clusters are often modeled as circular regions in which wireless nodes are assumed to be uniformly distributed. If we use such clusters in a PCP (users distributed uniformly at random in disks around parent points), the resulting process is called MCP. Naturally, MCP is of special interest to wireless networking community. In fact, it has recently been shown that one can use MCP to closely emulate several user and base station configurations used by 3rd Generation Partnership Project (3GPP) to model heterogeneous cellular networks \( [3] \). Despite its obvious importance in modeling wireless networks, its applicability has remained limited due to the absence of easy-to-use characterizations of its basic properties, such as the contact and the nearest-neighbor distance distributions. Such distributions form the basis of stochastic analyses of these networks and will be the main focus of this letter.

Not surprisingly, the general formalism to compute distance distributions of PCPs is known in the probability literature \( [5] \). More specifically, \( [5] \) derives the likelihood function of a general multidimensional PCP using which one can, in principle, obtain nearest-neighbor and contact distance distributions for the MCP in \( \mathbb{R}^2 \). However, this formalism is heavily measure-theoretic and the resulting expressions are unwieldy involving integrals over general (typically irregular) regions of \( \mathbb{R}^2 \). As a result, a common way-out for any MCP-based analysis of wireless networks is to resort to the first-order statistic approximation of MCP by the homogeneous PPP with the same density as that of MCP and use the corresponding distributions of PPP, which are available in closed-form \( [6] \). However, given the different natures of MCP (in general any PCP) and PPP, such simplifications may lead to deceptive insights. Motivated by such shortcomings, explicit expressions for the nearest-neighbor and contact distance distributions for a Thomas cluster process (TCP) in \( \mathbb{R}^2 \) were derived in \( [8] \). Unfortunately, extending these results to the MCP is not straightforward. As discussed in the sequel, the main challenge is in accurately handling the finite support of the distribution of the offspring points around the parent points of the MCP.

Contributions. The main contribution of this letter is the derivation of explicit expressions for the CDFs of contact and nearest-neighbor distances for the MCP. The resulting expressions are computationally efficient and can be readily used in the performance analyses of wireless networks modeled as MCPs. Using these results, we formally show that the contact distance of MCP stochastically dominates its nearest-neighbor distance as well as the contact distance of the PPP with the same density as that of the MCP.

II. MATÉRN CLUSTER PROCESS

Matérn cluster process is an isotropic, stationary PCP formed by offspring points whose locations around the parent points are independently and identically distributed (i.i.d.) with PDF \( f_S(s) = \begin{cases} \frac{1}{\pi r_d^2} & ||s|| \leq r_d, \\ 0 & \text{otherwise}, \end{cases} \). Thus, the offspring points are uniformly distributed in a ball of radius \( r_d \) centered at \( x \) denoted by \( B(x, r_d) \), where \( x \) represents the location of a parent point. The parent points \( \{x\} \) form a homogeneous PPP \( \Phi_p \subset \mathbb{R}^2 \) with density \( \lambda_p \). The complete process \( \Psi \) can be expressed as \( x + s = z \in \Psi = \bigcup_{x \in \Phi_p} \{x + B^x\} \), where \( \{s\} \equiv B^x \) denotes the offspring point process, which is a finite point process independent of \( \Phi_p \). The elements in \( \{z\} \subset x + B^x \equiv N^x \) are conditionally i.i.d. with PDF
Conditional PDF \[ \Psi(z | x) = f_S(z - x). \] The number of points in \( B^x \) (denoted by \( |B^x| \)) is Poisson with mean \( \bar{m} \).

**Notation:** We use bold-style letters \( (z) \) to denote vector in \( \mathbb{R}^2 \), serif-style letters \( (z) \) to denote Euclidean norm, i.e., \( z = \|z\| \), and \( o \) to denote origin.

### III. Distance Distributions

#### A. Contact distance distribution

The contact distance is the distance from a reference point (located at the origin) to its nearest point of \( \Psi \), where the reference point is extraneous and independent of the MCP \((o \notin \Psi)\). This is equivalent to the case where the reference point is sampled from a point process independent of the original MCP.

The density function of contact distance \( R_C \) (or, equivalently empty space function) is defined as:

\[
F_{R_C}(r) = 1 - P(\{|\Psi(b(o,r))| = 0\}), \tag{1}
\]

where \( \Psi(b(o,r)) \equiv \Psi \cap b(o,r) \). Before deriving \( F_{R_C}(r) \), we first look at the distribution of distance from the reference point to an arbitrary point of the set \( \mathcal{N}^x \) for a given \( x \in \Phi_p \). Denote by \( D^x \equiv \{Z : Z = \|z\| = \|x + s\| ; \forall s \in B^x\} \) the sequence of distances from elements of \( \mathcal{N}^x \) to the origin. In order to characterize the conditional PDF of \( Z \in D^x \), it is required to consider the following two cases.

**Case 1:** The cluster centered at \( x \in \Phi_p \) includes origin, i.e., \( x \in b(o,r_d) \). For this case, \( z \in \Psi \) can be either located within \( A_1 \equiv b(o,r_d - x) \) or \( A_2 \equiv b(x,r_d) \setminus b(o,r_d - x) \); see Fig.1.

For a given \( x = \|x\| < r_d \), the elements in \( D^x \) are i.i.d. with conditional PDF \[ \text{Theorem 2.3.6} \]

\[
f_{Z}(z|x) = \begin{cases} 
\chi^{(1)}(z,x); & 0 \leq z \leq r_d - x, \\
\chi^{(2)}(z,x); & r_d - x \leq z \leq r_d + x,
\end{cases} \tag{2}
\]

where \( \chi^{(2)}(z,x) = \frac{2z}{r_d} \cos^{-1}\left(\frac{z^2 + x^2 - r_d^2}{2zx}\right) \) and \( \chi^{(1)}(z,x) = \frac{z}{r_d} \).

**Case 2:** The cluster centered at \( x \in \Phi_p \) does not include origin, i.e., \( x \notin b(o,r_d) \). For this case, \( z \in \Psi \) is located in \( A_3 = b(x,r_d) \). For a given \( x = \|x\| > r_d \), the elements in \( D^x \) are i.i.d. with conditional PDF \[ \text{Theorem 2.3.6} \]

\[
f_{Z}(z|x) = \chi^{(3)}(z,x) = \frac{2z}{\pi r_d^2} \cos^{-1}\left(\frac{z^2 + x^2 - r_d^2}{2zx}\right), \tag{3}
\]

where \( x - r_d < z < x + r_d \). The pictorial representation of these two cases is presented in Fig.1. We now derive the CDF of contact distance, i.e., \( R_C \), in the next Theorem. The proof of this Theorem is presented in Appendix A.

**Theorem 1** (Contact distance). The CDF of contact distance \( F_{R_C}(r) \) is given by \[ \text{[4]} \], at the top of next page.

**Remark 1.** As observed from the proof of Theorem 1, the main step in the derivation of above CDF is computing the probability that a cluster located at \( x \), i.e., \( x + B^x \), will have no point in \( b(o,r) \). Due to the finite support of each cluster in an MCP, this requires integrating \( f_Z(z|x) \) with respect to \( z \) over the region \( b(o,r) \setminus b(x,r_d) \) (see (11)), which, depending on \( x \), assumes different shapes (circular or lens) as illustrated in Fig.3. On the contrary, for some PCPs with clusters that have infinite support, in particular TCP, the corresponding region is always \( b(o,r) \) \[ \text{[5]} \]. This makes such calculations more challenging for an MCP compared to say a TCP.

#### B. Nearest-neighbor distance distribution

The nearest-neighbor distance is the distance of a reference point to its nearest point of \( \Psi \), where the reference point is a part of the original MCP (i.e., \( o \in \Psi \)). The CDF of the nearest-neighbor distance, \( R_N \), can be defined as:

\[
F_{R_N}(r) = 1 - P(\{|\Psi(b(o,r))| = 1\}) \tag{5}
\]

\[
= 1 - P_o(\{|\Psi(b(o,r))| = 0\}), \tag{6}
\]

where \( P_o \) denotes reduced palm distribution. The nearest-neighbor distance can be equivalently defined as the contact distance when the reference point is a point of \( \Psi \) chosen at random with equal probability. Denote by \( x_0 \in \Phi_p \) the center of the reference point’s own cluster. The probability mass function (PMF) of the number of offspring points within the reference point’s own cluster, i.e., \( |B^{x_0}| \), is

\[
P(|B^{x_0}| = \ell) = \frac{\ell \bar{m}^{\ell-1} e^{-\bar{m}}}{\ell !} \quad \text{for } \ell \in \mathbb{Z}^+, \tag{7}
\]

where \( \mathbb{Z}^+ \) is set of positive integer. Note that \( P(|B^{x_0}| = 0) = 0 \) because the reference point’s own cluster cannot be empty. The PMF of \( |B^{x_0}| \) is number-weighted and different from that of the number of points of a typical cluster \( |B^x| \) of \( \Psi \), which is Poisson \[ \text{[10] Sec. 5.3} \]. This is because when the reference point is selected uniformly at random, it is more likely to belong to the cluster of \( \Psi \) with higher number of points (similar to the waiting bus paradox). Hence the selection of a cluster of \( \Psi \) is biased by the number of its offspring points.

**Remark 2.** It is worth noting that if we add a point to the typical cluster \( B^x \) (where the typical cluster is the one that is chosen uniformly at random from amongst all the clusters), the PMF of \( |B^x| + 1 \) is the same as that of \( |B^{x_0}| \). This property is a consequence of the fact that \( B^x \) is Poisson distributed.

In contrast to the PPP, where the contact and nearest-neighbor distributions are identical, these two distributions are not the same for MCP. This is because the selection of the reference point from MCP implies the existence of a cluster \( N^{x_0} \equiv \{x_0 + s : s \in B^{x_0}\} \) which includes origin, and hence \( x_0 = \|x_0\| < r_d \). Now, the CDF of nearest-neighbor distance can be expressed as

\[
F_{R_N}(r) = 1 - E\left[ \prod_{z \in \Psi \setminus \{o\}} 1\{z \notin b(o,r)\} \right]
\]

\[
= 1 - E\left[ \prod_{z \in \Psi \setminus N^{x_0}} 1\{z \notin b(o,r)\} \prod_{z \in N^{x_0} \setminus \{o\}} 1\{z \notin b(o,r)\} \right]
\]

\[
= 1 - E\left[ \prod_{z \in \Psi} 1\{z \notin b(o,r)\} \right] E\left[ \prod_{z \in N^{x_0} \setminus \{o\}} 1\{z \notin b(o,r)\} \right]
\]

\[
= 1 - (1 - F_{R_C}(r)) E\left[ \prod_{z \in N^{x_0} \setminus \{o\}} 1\{z \notin b(o,r)\} \right], \tag{8}
\]

where \( 1\{\cdot\} \) denotes indicator function. Step (a) follows from Slivnyak’s Theorem which states that \( E \) equals to \( \Psi \setminus \mathcal{N}^{x_0} \) in
where $\chi(1)(\cdot)$, $\chi(2)(\cdot)$, and $\chi(3)(\cdot)$ are given by (2) and (3).


distribution, and $F_{RC}(\cdot)$ in (b) is given by (4). From this step the final expression for the CDF of the nearest-neighbor distance is presented in the next Theorem. The complete derivation of this result is presented in Appendix B.

**Theorem 2** (Nearest-neighbor distance). The CDF of $R_N$ is

$$F_{R_N}(r) = 1 - (1 - F_{RC}(r)) \int_0^{r_d} \exp \left( - \bar{m} \mu(x_0, r) \right) \times f_{X_0}(x_0) dx_0, \quad (9)$$

with $\mu(x_0, r) = \int_0^{\min(r, r_d - x_0)} \chi(1)(z, x_0) dz + \int_{\min(r, r_d + x_0)}^{\min(r, r_d - x_0)} \chi(2)(z, x_0) dz, \quad (10)$

where $\chi(1)(\cdot)$, $\chi(2)(\cdot)$, $F_{RC}(\cdot)$ are given respectively by (2), (4), and $f_{X_0}(x_0) = \frac{2 \pi}{r_d^2} 1(x_0 \leq r_d)$.

**C. Establishing Stochastic Dominance**

In the next Proposition, we show that the contact distance of MCP stochastically dominates the i) nearest-neighbor distance of MCP and ii) contact (or equivalently nearest-neighbor) distance of PPP with density matched to that of the MCP, which is $\bar{m}\lambda_p$. The proof is provided in Appendix C.

**Proposition 1.** Let $R_0$ be the contact distance of PPP with density $\bar{m}\lambda_p$. Then

$$R_C \succeq_{st} R_N \text{ and } R_C \succeq_{st} R_0,$$

where $\succeq_{st}$ denotes first order stochastic dominance. Equivalently $F_{R_N}(r) \geq F_{RC}(r) \text{ and } 1 - \exp(\bar{m}\pi r^2) \geq F_{RC}(r)$.

In Fig. 2 we plot CDFs of contact distance and nearest-neighbor distances. The perfect match between theoretical and simulation results corroborates the accuracy of our analysis. From these results, we notice that as we increase the cluster radius $r_d$, the contact distance decreases while the nearest-neighbor distance increases. This is because when we increase
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**IV. Concluding Remarks**

In this paper, we characterized the contact and nearest-neighbor distributions of the MCP. We also demonstrated that the contact distance of the MCP stochastically dominates: i) its the nearest-neighbor distance, and ii) the contact distance of the PPP with the same density as that of the MCP. Given the relevance of MCP in modeling real-world networks, these distributions enable the accurate characterization of useful quantities of interest such as received power in downlink, transmit power in uplink and key performance metrics such as coverage probability, and area spectral efficiency. However, while the CDFs of both the contact and nearest-neighbor distances can be computed easily using standard numerical softwares, the presence of integrals in their expressions may lead to unwieldy expressions for network-wide performance metrics, such as coverage probability and area spectral efficiency. Consequently, a useful direction of future research is to derive easy-to-use, ideally closed-form, bounds or approximations for these expressions, which can be directly plugged into the analysis of key performance metrics of interest.
A. Proof of Theorem 7

The CDF of contact distance defined in (1) can be written as

\[ F_{R_c}(r) = 1 - P(\Psi(b(o, r)) = 0), \]

where \( P(\Psi(b(o, r)) = 0) \) is equal to

\[
\begin{align*}
\text{a)} & \quad \exp \left( -\lambda_p \int_{\mathbb{R}^2} \left( 1 - \exp \left( -\tilde{m} \right) \right) \right. \\
& \quad \left. \times \int_{b(x, r_d)} \left( \exp \left( -\lambda_p \int_{\mathbb{R}^2} \left( 1 - \exp \left( -\tilde{m} \right) \right) \right) dx \right) \right) \\
\text{b)} & \quad \exp \left( -\lambda_p \int_{\mathbb{R}^2} \left( 1 - \exp \left( -\tilde{m} \right) \right) \\
& \quad \times \int_{b(x, r_d) \cap b(o, r)} f_Z(z|x) dz \right) dx. \quad (11)
\end{align*}
\]

Here (a) follows from the PGFL of a Poisson cluster process [1], Corollary 4.13, and (b) follows from change of variable \( x \to z \), where \( f_Z(z|x) = f_S(z|x) \). The inner integral in (b) can be simplified as follows.

1) If \( \|x\| = x < r_d \) and \( r < r_d - x \), then

\[
\begin{align*}
& \int_{b(x, r_d) \cap b(o, r)} f_Z(z|x) dz = \int_{0}^{\min(r, r_d - x)} \chi^{(1)}(z, x) dz, \\
& \text{where } b(x, r_d) \cap b(o, r) \text{ is depicted in Fig. 3a.}
\end{align*}
\]

2) If \( x < r_d \) and \( r_d - x < r < r_d + x \), then

\[
\begin{align*}
& \int_{b(x, r_d) \cap b(o, r)} f_Z(z|x) dz = \int_{0}^{\min(r, r_d + x)} \chi^{(2)}(z, x) dz, \\
& \text{where } b(x, r_d) \cap b(o, r) \text{ is depicted in Fig. 3b.}
\end{align*}
\]

3) If \( x > r_d \) and \( x - r_d < r < x + r_d \), then

\[
\begin{align*}
& \int_{b(x, r_d) \cap b(o, r)} f_Z(z|x) dz = \int_{0}^{\min(r, r_d + x)} \chi^{(3)}(z, x) dz, \\
& \text{where } b(x, r_d) \cap b(o, r) \text{ is depicted in Fig. 3c.}
\end{align*}
\]

The final result is obtained by combining the above cases.

B. Proof of Theorem 2

Conditioning on \( x_0 \), the expression \( \mathbb{E}[\prod_{x \in \mathbb{N}^{\infty_o} \setminus \{o\}} 1\{z \notin b(o, r)\}|x_0] \) given in the step (b) of (8) can be simplified to

\[
\begin{align*}
& \sum_{\ell=1}^{\infty} \left( \int_{b(x_0, r_d)} 1\{z \notin b(o, r)\} f_Z(z|x_0) dz \right) \ell^{-1} \frac{\tilde{m}^\ell e^{-\tilde{m}}}{\ell!} \\
& \quad \equiv \exp \left( -\tilde{m} \int_{b(x_0, r_d) \cap b(o, r)} f_Z(z|x_0) dz \right). \quad (c)
\end{align*}
\]

Given the fact that \( o \in \mathbb{N}^{\infty_o} \subset \Psi \), we have \( \|x_0\| < r_d \). Thus, the inner integral in (c) can be simplified as follows.

1) If \( r < r_d - x_0 \), then

\[
\int_{b(x_0, r_d) \cap b(o, r)} f_Z(z|x_0) dz = \int_{0}^{\min(r, r_d - x_0)} \chi^{(1)}(z, x_0) dz.
\]

2) If \( r_d - x_0 < r < r_d + x_0 \), then

\[
\int_{b(x_0, r_d) \cap b(o, r)} f_Z(z|x_0) dz = \int_{\min(r, r_d - x_0)}^{\min(r, r_d + x_0)} \chi^{(2)}(z, x_0) dz.
\]

Combining the above results and de-conditioning with respect to distance of the reference point to its cluster center \( X_0 \) with PDF \( f_{X_0}(x_0) = \frac{2\pi x_0^2}{d} \chi 1(x_0 \leq r_d) \), we get the final result.

C. Proof of Proposition 1

Note that \( R_C \geq_{st} R_N \) if and only if the complementary CDF (CCDF) of \( R_C \) dominates that of \( R_N \). From (6), the CCDF of \( R_N \) can be written as:

\[
\begin{align*}
\text{(a)} & \quad \equiv \mathbb{P}(\Psi(b(o, r)) = 0) \mathbb{P}(\|X_0\| \neq b(o, r)) \equiv 0 \\
& \quad \leq \mathbb{P}(\Psi(b(o, r)) = 0),
\end{align*}
\]

where (a) follows from step (a) in (8), and (b) follows from the fact that \( \mathbb{P}(\|X_0\| \neq b(o, r)) = 0 \) \( \in [0, 1] \). Also, \( \mathbb{P}(\Psi(b(o, r)) = 0) \) is equal to

\[
\begin{align*}
& \exp \left( -\lambda_p \int_{\mathbb{R}^2} \left( 1 - \exp \left( -\tilde{m} \int_{b(o, r)} f_Z(z|x) dz \right) \right) dx \right) \\
& \geq \exp \left( -\lambda_p \tilde{m} \int_{\mathbb{R}^2} f_Z(z|x) dz \right) dx.
\end{align*}
\]

Combining the above expressions, we get

\[
\exp \left( -\lambda_p \tilde{m} \pi r^2 \right),
\]

where (c) follows from \( 1 - \exp(-\xi v) \leq \xi v, \xi \geq 0 \).
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