Online Computation of Terminal Ingredients in Distributed Model Predictive Control for Reference Tracking

Conference Paper

Author(s): Aboudonia, Ahmed; Banjac, Goran; Eichler, Annika; Lygeros, John

Publication date: 2022

Permanent link: https://doi.org/10.3929/ethz-b-000577313

Rights / license: In Copyright - Non-Commercial Use Permitted

Originally published in: https://doi.org/10.23919/ECC55457.2022.9838088

Funding acknowledgement:
180545 - NCCR Automation (phase I) (SNF)
787845 - Optimal control at large (EC)
Online Computation of Terminal Ingredients in Distributed Model Predictive Control for Reference Tracking *

Ahmed Aboudonia¹, Goran Banjac¹, Annika Eichler², and John Lygeros¹

Abstract—A distributed model predictive control scheme is developed for tracking piecewise constant references where the terminal set is reconfigured online, whereas the terminal controller is computed offline. Unlike many standard existing schemes, this scheme yields large feasible regions without performing offline centralized computations. Although the resulting optimal control problem (OCP) is a semidefinite program (SDP), an SDP scalability method based on diagonal dominance is used to approximate the derived SDP by a second-order cone program. The OCPs of the proposed scheme and its approximation are amenable to distributed optimization. Both schemes are evaluated using a power network example and compared to a scheme where the terminal controller is reconfigured online as well. It is found that fixing the terminal controller results in better performance, noticeable reduction in computational cost and similar feasible region compared to the case in which this controller is reconfigured online.

I. INTRODUCTION

Control of interconnected systems is an active area of research due to its wide variety of applications [1]. Various control techniques have been developed to control such systems [2]. Among these techniques is Model Predictive Control (MPC), that aims to optimize performance while ensuring stability and constraint satisfaction [3]. Various efforts have been devoted to developing distributed MPC schemes for interconnected systems [4]. In these schemes, the system is decomposed into several smaller coupled subsystems, each of which has a local controller which can share information with a set of other local controllers.

To ensure stability and constraint satisfaction at all times, many MPC schemes, including distributed schemes, either use sufficiently long horizons or are equipped with terminal ingredients computed offline (e.g. see [5]–[7]). While the former may result in high computational cost [5], the latter may require offline centralized computations [6] or lead to small feasible regions [7] and hence, deteriorate the closed-loop performance. To circumvent these challenges, several studies have considered computing terminal ingredients for distributed MPC online [8]–[10]. A distributed MPC scheme with reconfigurable terminal ingredients for piecewise constant reference tracking was proposed in [11] where the terminal cost, controller and set are updated online taking into consideration the current state of the system. The numerical study in [11] shows that this scheme can outperform standard distributed MPC schemes.

In this paper, we develop a distributed MPC scheme for piecewise constant reference tracking where the terminal set and cost are reconfigured online. Unlike [11], however, the terminal controller is computed offline and no longer considered a decision variable in the online optimal control problem (OCP). The resulting OCP has fewer decision variables in this case, but also fewer constraints; in particular, the constraints required to ensure the stability of the terminal dynamics are no longer added in the OCP and the terminal set is no longer required to be centered around the reference trajectory. Furthermore, constraint satisfaction inside the terminal set is ensured by a set of linear inequalities instead of linear matrix inequalities (LMIs). The flexibility of the terminal set center maintains a large MPC feasible region. Moreover, the reduction in the number of decision variables and constraints (LMIs in particular) results in a remarkable reduction in the online computational cost. Hence, when solving the OCP using distributed optimization techniques such as the alternating direction method of multipliers (ADMM), more iterations can be performed within the available sampling time, leading to better convergence to the optimal solution. We evaluate the efficacy of the proposed approach using a power network case study and observe that both computation and suboptimality with respect to centralized solutions are reduced compared to [11], while the set of initial conditions for which the OCP is feasible remains similar.

In Section II, we formulate the tracking distributed MPC problem. In Section III, we show how to convert the resulting OCP into a semidefinite program (SDP) and how to approximate the SDP by a second order cone program (SOCP). In Section IV, we show how the resulting convex OCPs can be solved by ADMM. We explore the power network example in Section V followed by some concluding remarks in Section VI.

II. PROBLEM FORMULATION

We consider interconnected systems which can be decomposed into $M$ coupled subsystems. Two subsystems are neighbors if the state of one appears in the dynamics of the other, or their states appear jointly in one of the state constraints defined below in (2). The set of neighbors of the $i$th subsystem is denoted as $N_i$; by convention we assume
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that \(i \in \mathcal{N}_i \) for all \(i = \{1, \ldots, M\} \). We let \(x_i \in \mathbb{R}^{n_i} \) and \(u_i \in \mathbb{R}^{m_i} \) denote the states and inputs of the \(i\)th subsystem. The dynamics of the \(i\)th subsystem is given by

\[
x_i(t+1) = A_i x_i(t) + B_i u_i(t),
\]

where \(A_i \in \mathbb{R}^{n_i \times n_i} \), \(B_i \in \mathbb{R}^{n_i \times m_i} \) and \(x_i \in \mathbb{R}^{n_i} \) is a concatenated vector including the states of the subsystems in the set \(\mathcal{N}_i \). For \(j \in \mathcal{N}_i \), the local states of the \(j\)th subsystem can be extracted from the vector \(x_i\) using a binary matrix \(W_{ij} \in \{0,1\}^{n_i \times n_j} \) where \(x_j = W_{ij} x_i \). The \(i\)th subsystem is subject to state and input constraints given by

\[
x_i(t) \in \mathcal{X}_i = \{x_i \in \mathbb{R}^{n_i} : G_i x_i \preceq g_i\},
\]

\[
u_i(t) \in \mathcal{U}_i = \{u_i \in \mathbb{R}^{m_i} : H_i u_i \leq h_i\},
\]

where \(G_i \in \mathbb{R}^{q_j \times n_i} \), \(H_i \in \mathbb{R}^{r_j \times m_i} \), \(g_i \in \mathbb{R}^{q_j} \) and \(h_i \in \mathbb{R}^{r_j} \). Note that \(x_i \), \(x_N \) and \(u_i \) are decision variables for the \(i\)th subsystem. Without loss of generality, the subsystems are assumed to be coupled only through the states; in the presence of coupled inputs, auxiliary variables can be introduced to ensure this assumption is met as in [12].

For the \(i\)th subsystem, consider the local cost function

\[
J_i \defeq \sum_{T=0}^{T-1} \left( \|x_i(t) - x_{N_i}(t)\|^2_{Q_i} + \|u_i(t) - u_{ci}(t)\|^2_{R_i} + \|x_i(T) - x_{ci}(T)\|^2_{Q_i} + \|x_i - x_{ci}\|^2_{P_i} \right)
\]

where \(Q_i \in \mathbb{S}_{++}^{n_i} \), \(R_i \in \mathbb{S}_{++}^{m_i} \), \(P_i \in \mathbb{S}_{++}^{m_i} \), \(S_i \in \mathbb{S}_{++}^{q_j} \), \(S_{ij} \in \mathbb{S}_{++}^{q_j \times q_j} \) refers to the set of \(n\)-by-\(n\) symmetric positive definite matrices. \(T\) is the prediction horizon, \(x_i\) and \(u_{ci}\) are decision variables defining an equilibrium point for the \(i\)th subsystem, \(x_{N_i} \) is a decision variable including the states corresponding to the equilibrium points of the subsystems in the set \(\mathcal{N}_i \) and \(x_{ci}\) is the reference point of the \(i\)th subsystem. We assume that the equilibrium point of the \(i\)th subsystem satisfies

\[
x_{ci} = A_i x_{ci} + B_i u_{ci}, \quad u_{ci} = K_i x_{ci} + d_i.
\]

where \(K_i \in \mathbb{R}^{m_i \times n_i} \) is a stabilizing control gain precomputed offline and \(d_i \) is a decision variable. To guarantee recursive feasibility, we require that

\[
x_i(T) \in \mathcal{X}_i = \{x_i \in \mathbb{R}^{n_i} : (x_i - c_i)^\top P_i (x_i - c_i) \leq \alpha_i^2 \}
\]

where \(\mathcal{X}_i\) is positively invariant under the stabilizing terminal controller \(\kappa_i(x_N) = K_i x_N + d_i\).

The matrix \(P_i\) of the local terminal cost as well as the terminal control gain matrix \(K_i\) can be computed offline by solving an SDP. The matrix \(P_i\) is designed in such a way that \(V : x \mapsto x^\top P x\) with \(P = \text{diag}(P_1, \ldots, P_M)\) can be used as a Lyapunov function for the plant controlled by MPC. Following [7], [13], we solve offline the SDP

\[
\max_{E_i, Y_i, H_i, S_i} \sum_{i=1}^{M} \text{trace}(E_i) \quad \text{s.t.} \quad \begin{cases}
\forall i \in \{1, \ldots, M\}: \\
E_i \succeq \varepsilon_i, \quad H_i \preceq S_i, \\
\sum_{j \in \mathcal{N}_i} W_{ij} S_j W_{ij} \preceq 0,
\end{cases}
\]

where \(\text{trace}(\cdot)\) is the trace operator of a matrix, \(\varepsilon_i\) are arbitrarily small positive constants, \(E_i = P_i^{-1}\), \(Y_i = K_i E_i\), \(H_i\) and \(S_i\) are decision variables, \(E_N = \sum_{j \in \mathcal{N}_j} W_{ij} E_i W_{ij} \) and \(S_i\) is assumed to be block diagonal and

\[
\begin{bmatrix}
W_i U_i E_i W_i^\top + H_i & * & * \\
A_i E_N + B_i Y_i & E_i & * \\
Q_{ij}^{1/2} E_i & 0 & I_{N_i} & * \\
R_{ij}^{1/2} Y_i & 0 & 0 & I_{m_i}
\end{bmatrix} \succeq 0.
\]

Denoting the current state of the \(i\)th subsystem by \(x_i(0) = x_i^{\text{init}}\), we aim to solve in a distributed way the online OCP

\[
\begin{aligned}
\min_{x_i(t), u_i(t), d_i} & \sum_{i=1}^{M} J_i \\
\text{s.t.} & (1), (2), (3), (4), \\
& \forall i \in \{0, \ldots, T-1\}, \\
& \forall i \in \{1, \ldots, M\}.
\end{aligned}
\]

In addition to the decision variables \(x_i(t)\) and \(u_i(t)\) found in standard distributed MPC [7], [13] and the decision variables \(x_i\) and \(u_i\) used in tracking MPC [6], we also treat \(\alpha_i\) and \(c_i\) (parameterizing the terminal set) and \(d_i\) (the affine term in the terminal controller) as decision variables to be determined online. Unlike [11], \(K_i\) (the terminal controller gain) is no longer a decision variable.

### III. DISTRIBUTED MPC SCHEME

Although the variable \(d_i\) does not affect the stability of the terminal dynamics, additional constraints still need to be imposed in (7) to ensure the positive invariance of the terminal set \(\mathcal{X}_i\), which is parametrized by \(\alpha_i\) and \(c_i\), under the terminal controller \(\kappa_i(x_N) = K_i x_N + d_i\). We use the following proposition to derive these additional constraints.

**Proposition 3.1** ([12]): Each local terminal set \(\mathcal{X}_i\) is positively invariant under the action of the distributed controller \(\kappa_i(x_N)\) if for each subsystem \(i \in \{1, \ldots, M\}\) and for all \(x_N \in \bigcup_{i \in \mathcal{N}_f} \mathcal{X}_i\),

\[
A_i x_N + B_i \kappa_i(x_N) \in \mathcal{X}_i,
\]

\[
x_N \in \mathcal{X}_N,
\]

\[
\kappa_i(x_N) \in U_i.
\]

In the sequel, we derive the constraints corresponding to conditions (8a), (8b) and (8c) in Propositions 3.2, 3.3 and 3.4, respectively. For this purpose, we define \(\alpha_i = \sum_{j \in \mathcal{N}_j} \alpha_j W_{ij} + c_i\) and \(c_N = \sum_{j \in \mathcal{N}_j} W_{ij} c_j\).

**Proposition 3.2:** Condition (8a) holds for all \(j \in \mathcal{N}_i\), \(x_j \in \mathcal{X}_j\) if there exist scalars \(\lambda_{ij} \geq 0\) such that the linear matrix inequality (9) holds where \(P_{ij} = W_{ij} P_{ij}^\top\):

\[
\begin{bmatrix}
P_{ij}^{-1} \alpha_i + (A_i + B_i K_i) \alpha_i \alpha_i \alpha_i \\
\sum_{j \in \mathcal{N}_i} \lambda_{ij} P_{ij} & 0 & * \\
\alpha_i - \sum_{j \in \mathcal{N}_j} \lambda_{ij}
\end{bmatrix} \succeq 0.
\]

**Proof:** The proof follows that of Proposition III.1 in [11] by making use of the S-lemma and the Schur complement. The only difference is that the resulting matrix inequality (9) is linear since \(K_i\) is no longer a decision variable.
Proposition 3.3: Let the $k^{th}$ row of the matrix $G_i$ be denoted by $G_i^k$ and the $k^{th}$ element of the matrix $g_i$ by $g_i^k$. Condition (8b) holds for all $j \in \mathcal{N}_i$, $x_j \in X_j$ if and only if
\begin{equation}
G_i^k c_{N_i} + \sum_{j \in \mathcal{N}_i} \|G_i^k W_{ij}^j P_{j}^{-1/2}\|_2 \alpha_j \leq g_i^k, \quad \forall k \in \{1,...,q_i\}.
\end{equation}

Proof: First, we define $s_j \in \mathbb{R}^{q_j}$ such that $x_j = c_i + P_{j}^{1/2} s_j$ for all $j \in \mathcal{N}_i$ and hence, $x_{N_i} = c_i + P_{N_i}^{-1/2} s_{N_i}$ where $P_{N_i} = \sum_{j \in \mathcal{N}_i} W_{ij}^j P_{j} W_{ij}^j$ and $s_{N_i} = \sum_{j \in \mathcal{N}_i} W_{ij}^j s_j$. Thus, condition (8b) can be written as $G_i^k c_{N_i} + G_i^k P_{N_i}^{-1/2} s_{N_i} \leq g_i^k$ for all $j \in \mathcal{N}_i$, $s_j^T s_j \leq \alpha_j^2$. This is equivalent to satisfying $G_i^k c_{N_i} + G_i^k P_{N_i}^{-1/2} s_{N_i} \leq g_i^k$ for all $k \in \{1,...,q_i\}$, $j \in \mathcal{N}_i$, $s_j^T s_j \leq \alpha_j^2$. Thus, Proposition 3.4 follows from Proposition 3.3 by replacing $G_i$ with $H_i^k$ and $g_i$ with $h_i - H_i d_i$. 

Proposition 3.4: Let the $k^{th}$ row of the matrix $H_i$ be denoted by $H_i^k$ and the $k^{th}$ element of the matrix $h_i$ by $h_i^k$. Condition (8c) holds for all $j \in \mathcal{N}_i$, $x_j \in X_j$ if and only if
\begin{equation}
H_i^k K_j c_{N_j} + H_i^k d_i + \sum_{j \in \mathcal{N}_i} \|H_i^k K_j W_{ij}^j P_{j}^{-1/2}\|_2 \alpha_j \leq h_i^k.
\end{equation}

Proof: The proof follows that of Proposition 3.3 by replacing $G_i$ with $H_i K_i$ and $g_i$ with $h_i - H_i d_i$. 

By considering the constraints (9), (10) and (11) for all $i \in \{1,...,M\}$ in the online OCP, we guarantee that the terminal set $X_i$ is positively invariant under the terminal controller $k_i(x_{N_i})$ for all $i \in \{1,...,M\}$. Thus, the online OCP (7) then approximates to
\begin{equation}
\min \left\{ x_i(t), u_i(t) \biggm\| x_i(t), u_i(t) \right\}
\end{equation}
\begin{equation}
\begin{aligned}
& \sum_{i=1}^{M} J_i \quad \text{s.t.} \\
& x_i(0) = x_i^{\text{init}}, \quad (1), (2), (3), (4) \\
& (9), (10), (11), \lambda_{ij} \geq 0, \\
& \forall t \in \{0,...,T\}, \\
& \forall i \in \{1,...,M\}, \forall j \in \mathcal{N}_i.
\end{aligned}
\end{equation}

To the decision variables of (7), we have now added $\lambda_{ij}$ in the LMI (9). Note that the terminal set of the $i^{th}$ subsystem is not necessarily centered around the equilibrium point of the $i^{th}$ subsystem. (i.e. $c_j \neq x_e$).

The following theorem establishes the recursive feasibility and the convergence of the closed-loop dynamics under the resulting controller to the piecewise constant reference $x_e$. 

Theorem 3.1: The MPC scheme (12) is recursively feasible and the corresponding closed-loop system converges to the piecewise constant reference $x_e$ given that this reference is admissible and changes finite number of times. 

Proof: The proof follows that of Theorem IV.1 in [11] with $K_i$ assumed fixed and no longer a decision variable. 

Note that the feasible region of either the novel scheme (12) or the one developed in [11] does not coincide in that of the other. This is because the scheme (12) does not constrain the center of the terminal set to the equilibrium point defined by $x_e$, but uses a predefined terminal controller computed offline. On the contrary, the scheme in [11] computes the terminal controller online, but constrains the center of the terminal set to the equilibrium point. Both schemes, however, have larger feasible sets than other schemes proposed in the literature. We show in Theorem 3.2 that the feasible region of the developed scheme (12) contains that of the scheme proposed in [10] (see (17) in Appendix).

Theorem 3.2: For a given initial condition, the distributed MPC problem (12) is feasible if the distributed MPC problem in (17) is feasible.

Proof: For a given initial condition $x_i^{\text{init}}, i \in \{1,...,M\}$, assume that $x_i(t), u_i(t), a_i, \epsilon_i, \rho_{ij}, \sigma_{ij}, \tau_{ij}$ for all $t \in \{0,...,T\}$, $i \in \{1,...,M\}$, $j \in \mathcal{N}_i$, $k \in \{1,...,n_j\}$, $l \in \{1,...,n_i\}$ is a feasible solution for the MPC problem (17). This solution then satisfies the constraints in (17). The goal is to prove that it also satisfies the constraints in (12). Note that this solution satisfies (1), (2), (4) and $x_i(0) = x_e$, for all $t \in \{0,...,T\}$ and $i \in \{1,...,M\}$ in (12) since the same constraints occur in (17). By comparing the cost functions of both schemes, we deduce that the reference point $x_e$ and the equilibrium point given by $x_{e_i}$ and $u_{e_i}$ are all equal to zero for all $i \in \{1,...,M\}$ and hence, (3) is satisfied in (12) for $d_i = 0$. Therefore, (9) is satisfied since this constraint is the same as (19) for $d_i = 0$ and $\lambda_{ij} = \rho_{ij}$. Finally, note that (10) and (11) are equivalent to (8b) and (8c). On the other side, (20) and (21) are sufficient conditions for (8b) and (8c) assuming that $d_i = 0$. Therefore, (20) and (21) imply (10) and (11) for $d_i = 0$.

The online OCP (12) of the proposed scheme is formulated as an SDP due to the LMI (9). To reduce the computational effort, the SDP can be approximated by an SOCP using diagonal dominance [16], [17].

Definition 3.1 ([17]): A symmetric matrix $A$ is diagonally dominant if $a_{ii} \geq \sum_{i \neq j} |a_{ij}|$ for all $i$.

The following proposition can be used to approximate the LMI (9) by a set of linear inequalities.

Proposition 3.5 ([18]): A diagonally dominant symmetric matrix is positive semidefinite.

Based on Definition 3.1 and Proposition 3.1, LMI (9) can be approximated using the linear inequalities (13) (found overleaf in single column) where $\cdot^j_k$ is the element in the $j^{th}$ row and $k^{th}$ column of a matrix and $|\cdot|$ is a matrix with the absolute values of the elements in the original matrix.

In this case, the online OCP (12) is approximated by
\begin{equation}
\begin{aligned}
& \min \left\{ x_i(0) = x_i^{\text{init}}, \quad (1), (2), (3), (4) \\
& \forall t \in \{0,...,T\}, \\
& x_i(t), u_i(t) \biggm\| x_i(t), u_i(t) \right\}
\end{aligned}
\end{equation}
\begin{equation}
\begin{aligned}
& \sum_{i=1}^{M} J_i \quad \text{s.t.} \\
& x_i(0) = x_i^{\text{init}}, \quad (13), (10), (11), \lambda_{ij} \geq 0, \\
& \forall t \in \{0,...,T\}, \\
& \forall i \in \{1,...,M\}, \forall j \in \mathcal{N}_i.
\end{aligned}
\end{equation}

It is easy to verify that Theorem 3.1 still holds for (14) which can be cast as an SOCP and not a QP due to constraint (4).
Thus, the shared variables of the variables are \( v \) iteratively while sharing information with its neighbors. The numerical comparison in [22] suggests that ADMM outperforms DPDA for certain classes of problems. Motivated by this, we implement (12) and (14) using ADMM [21, Section 7], where each subsystem solves a local optimization problem iteratively while sharing information with its neighbors. Note that two neighbors \( i \) and \( j \) share the variables \( x_i(t), x_j(t), x_e, \alpha_i, \alpha_j, c_i \) and \( c_j \) for all \( t \in \{0,..., T\} \). Thus, the shared variables of the \( i^{th} \) subsystem are \( w_{N_i} = (x_i(t)_{t=0}^{T}, x_e, \text{diag}(\alpha_{N_i}), c_{N_i}) \), whereas its non-shared variables are \( v_i = (u_i(t)_{t=0}^{T}, u_e, d_i, \lambda_{j=0}^{N_i}) \); to simplify notation we also define \( w_i = (x_i(t)_{t=0}^{T}, x_e, \alpha_i, c_i) \). In the sequel, we show briefly how to solve (12) and (14) using ADMM; see [21, Section 7] for more details.

First, we define for each subsystem the local augmented cost function \( \tilde{J}_i \), which encodes both its local cost function \( J_i \) and its constraints through indicator functions. Hence, the online OCP (12) and (14) are given by

\[
\min_{w_{N_i}, v_i} \sum_{i=1}^{M} \tilde{J}_i(w_{N_i}, v_i). \tag{15}
\]

We then define a local copy for each shared decision variable in the augmented cost function of the \( i^{th} \) subsystem and denote it by \( \cdot \) (\( i \)). To obtain a feasible solution, the local copies of the same decision variable existing in different augmented cost functions should be equal. Hence, we define a global copy \( z \) comprising all shared decision variables. We refer to the subvector of \( z \) corresponding to \( w_{N_i} \) as \( z_{N_i} \) and to the subvector of \( z \) corresponding to \( w_i \) as \( z_i \). For two neighbours \( i \) and \( j \), the vectors \( z_{N_i} \) and \( z_{N_j} \) overlap. The vectors \( z_i \) (a subvector of \( z_{N_i} \)) and \( z_j \) (a subvector of \( z_{N_j} \)) do not overlap however. Hence, the online OCP (15) becomes

\[
\min_{w_{N_i}, v_i} \sum_{i=1}^{M} \tilde{J}_i(w_{N_i}, v_i) \text{ s.t. } w_{N_i} = z_{N_i} \forall i \in \{1,...,M\},
\]

and its augmented Lagrangian is given by

\[
L = \sum_{i=1}^{M} L_i(w_{N_i}, v_i, z_{N_i}, y_{N_i}),
\]

where \( y_{N_i} \) is the Lagrange multiplier computed by the \( i^{th} \) subsystem and

\[
L_i(w_{N_i}, v_i, z_{N_i}, y_{N_i}) = \tilde{J}_i(w_{N_i}, v_i) + \frac{\rho}{2} \|w_{N_i} - z_i - \frac{1}{\rho} y_{N_i}\|^2.
\]

By using the augmented Lagrangian, we can run the iterative ADMM algorithm where each subsystem performs three steps in each iteration. First, each subsystem solves a local optimization problem to update its local variables. Then, each subsystem updates a subvector of the global copy using local information only. Finally, each subsystem updates its Lagrange multipliers. At each timestep, the ADMM algorithm terminates after a predefined time determined by the sampling time available for computations. Algorithm 1 shows how to implement the proposed scheme using ADMM where \( T[k] \) is the time required to perform one iteration.

### Algorithm 1 Distributed MPC for Reference Tracking

**Input:** System matrices \( A_i, B_i \), constraint sets \( X_{N_i}, U_i \), cost function matrices \( Q_i, R_i \), map \( W_{ij} \), initial condition \( x_0 \), prediction horizon \( T \), ADMM step size \( \rho \), ADMM maximum time \( T_{\text{max}} \)

**Output:** \( x_N(t), u(t), \forall t \in \{0,...,T\}, \alpha_i, c_i, d_i, \lambda_{ij}, \forall j \in N_i \)

1. Solve (5) offline
2. Set \( z_{N_i}[0] = 0 \) and \( y_{N_i}[0] = 0 \)
3. while true do
4. Set \( k = 1 \)
5. do
6. Set \( z_{N_i}^{\text{prev}} = z_{N_i}[k-1] \) and \( y_{N_i}^{\text{prev}} = y_{N_i}[k-1] \)
7. \( (w_{N_i}^{(i)}[k], v_i[k]) = \arg \min_{w_{N_i}, v_i} \left( w_{N_i}[k], v_i[z_{N_i}^{\text{prev}}+y_{N_i}^{\text{prev}}] \right) \)
8. Share \( w_{N_i}^{(i)} \) and \( v_i \) with \( j \in N_i \)
9. \( z_{i}[k] = \frac{1}{\|N_i\|} \sum_{j \in N_i} w_{i}^{(j)}[k] \)
10. Share \( z_i \) all \( j \in N_i \)
11. \( y_{N_i}[k] = y_{N_i}[k-1] + \rho (w_{N_i}^{(i)}[k] - z_{N_i}^{(i)}[k]) \)
12. Set \( k = k + 1 \)
13. until time limit \( T_{\text{max}} \) is reached
14. Apply the first control input \( u_0(0) \) to the plant (1)
15. Measure/estimate the new state \( x_1^{\text{init}} \)
16. end while

### V. Simulations

We evaluate the efficacy of the proposed schemes (12) and (14) and compare them to [11] in terms of performance and computational cost; the numerical results in [11] suggest that this scheme has a larger feasible region and tends to show better performance compared to other distributed schemes in the literature. We denote (12) by DST, (14) by DST+DD and the scheme developed in [11] by RTI. We solve all optimization problems using MATLAB with YALMIP [23] and MOSEK [24] on a computer equipped with 16-GB RAM and a 1.9-GHz Intel core i7-8550U processor.

We use a power network case study [25] comprising a set of power generation areas (PGAs), each of which
represents one subsystem in the network (Fig. 1). The state and input vectors of the $i^{th}$ PGA are $x_i = [\Delta \theta_i, \Delta \omega_i, \Delta P_M - \Delta P_{L_i}, \Delta V_i, \Delta P_{L_j}, \Delta P_{L_k}]$ and $u_i = \Delta P_{L_j} - \Delta P_{L_k}$, where $\Delta \theta_i$ represents the angular displacement deviation, $\Delta \omega_i$ the angular velocity deviation, $\Delta P_M$ the mechanical power deviation, $\Delta V_i$ the steam valve position deviation, $\Delta P_{L_j}$ the load change deviation and $\Delta P_{L_k}$ the reference set power deviation. Following [26], the dynamics of the $i^{th}$ PGA is given by

$$x_i = \sum_{j \in N_i} A_{ij} x_j + B_i u_i$$

where $A_{ij}$ with $i \neq j \in N_i$ are all zeros except for the one in the second row and first column which equals $\frac{P_{ij}}{T_{ij}}$. The PGA parameters $H_i, D_i, R_{L_i}, T_{L_i}$ and $T_{G_i}$ are listed in Table 1 for each PGA. The parameter $P_{ij}$ describes the coupling between the two neighbours $i$ and $j$ where $P_{ij} = P_{ji}$, $P_{12} = 4$, $P_{23} = 2$, $P_{24} = 1$, $P_{45} = 2$, $P_{46} = 3$, $P_{56} = 3$. It is easy to verify that the continuous-time dynamics of each PGA has the same structure of the discrete-time dynamics (1). To preserve this structure after discretization, we use the Frobenius-norm-based discretization method [27] with a sampling time of one second. Each PGA is subject to the constraints, $|\Delta \theta_i| \leq 0.1$ and $|\Delta P_{L_j}| \leq p_{i}^{\text{max}}$ where $p_{i}^{\text{max}}$ of all PPGAs are listed in Table 1. The weights of the cost function are given by $R_i = 0.1$, $S_j = \text{diag}(1000, 1000, 10, 10)$, $W_{ij} Q_{ij} W_{ij}^T = 0.99\gamma_i^2$ if $i = j$ and $0.01\gamma_i^2$ if $i \neq j$. The matrix $P_{ij}$ and the controller $K_i$ are computed based on (5). The prediction horizon is given by $T = 5$.

First, we compare the closed-loop cost $J_s$ of all schemes for 25 randomly-generated target points $x_t$ where $J_s = \sum_{s=1}^{M} \sum_{t=0}^{T_{sim}} \left( \|x_{t+1}(0) - x_{t+1}(0) \|_2^2 + \|u_{t+1}(0) - u_{t+1}(0) \|_2^2 \right)$; the subscript $s$ refers to scheme $s \in \{\text{DST}, \text{DST+DD}, \text{RTI}\}$ and the superscript $t$ refers to the optimal solution at timestep $t$. We solve the OCP of all considered schemes recursively for $T_{sim} = 10$ timesteps and centrally to compare the costs when solved to optimality. It is found that all schemes yield almost the same closed-loop cost (omitted in the interest of space).

Next, we solve the OCP of all schemes in a distributed fashion as described in Section IV. We denote the resulting closed-loop cost obtained by scheme $s$ by $J_{s}^{\text{admm}}$. Note that $J_{s}^{\text{admm}}$ converges to $J_s$ only asymptotically in the number of ADMM iterations. Hence, we choose a termination condition based on a pre-defined maximum time $T_{\text{max}}$ to imitate the amount of computation time available for each sampling time. Fig. 2 shows a boxplot for the suboptimality $|J_s - J_{s}^{\text{admm}}| / |J_s|$ of each scheme $s$ where $T_{\text{max}} = 0.2 r$ seconds and $r \in \{1, \ldots, 10\}$ (Equivalently 20% to 200% of the sampling time of 1 second). Note that DST+DD has better convergence properties than DST which, in turn, outperforms RTI. This is mainly because ADMM can perform the highest number of iterations with DST+DD and the lowest number of iterations with DST. This is obvious in Fig. 3 which shows a boxplot for the number of ADMM iterations required within $T_{\text{max}}$ at each timestep for each initial condition. The number of iterations of RTI is the lowest possibly due to the larger number of constraints (in particular, LMI s) and decision variables. On the other hand, the number of iterations of DST+DD is the highest possibly because the resulting OCP is SOCP-representable. Notice that the communication and actuation time is not considered here since all computations are performed in simulations on a single processor. Note, however, that all schemes are using the same ADMM algo-

![Fig. 1: Power network topology](image1)

![Fig. 2: Median, interquartile range (25% – 75%), minimum, maximum and outliers of the suboptimality $|J_s^{\text{admm}} - J_s| / |J_s|$ vs the maximum computation time per timestep for the three schemes; the dotted black line refers to the used sampling time of 1 second.](image2)

![Fig. 3: Median, interquartile range (25% – 75%), minimum, maximum and outliers of the number of ADMM iterations vs the maximum computation time per timestep for the three schemes; the dotted black line refers to the used sampling time of 1 second.](image3)
A novel distributed MPC scheme with reconfigurable terminal sets is proposed for tracking piecewise constant references. The resulting OCP is amenable to distributed optimization techniques. The effectiveness of the proposed scheme is explored using a power network case study. It is found that the proposed scheme requires less computation, hence yields better performance compared to existing schemes if computation time is limited. Future work includes experimental demonstration of the proposed schemes.

APPENDIX

We present here the distributed MPC scheme developed in [10] to compare it to the developed scheme (12) in Theorem 3.2. The online OCP in [10] is given by

\[
\min_{x_i(t), u_i(t), c_i} \sum_{i=1}^{M} \sum_{t=0}^{T-1} \left( \|x_N(t)\|^2_{Q_i} + \|u(t)\|^2_{R_i} + \|x_i(T)\|^2_{P_i} \right),
\]

s.t.

\[
(1), (2), (18) - (21), \quad x_i(0) = x_i^{\text{init}}.
\]

\[
\rho_{kj} \geq 0, \quad \sigma_{ij} \geq 0, \quad \tau_{ij} \geq 0, \quad \forall j \in N_i
\]

\[
\forall k \in \{0, ..., q_i\}, \quad \forall i \in \{1, ..., r_i\}
\]

\[
\forall t \in \{0, ..., T-1\}, \quad \forall i \in \{1, ..., M\}, \quad \forall j \in N_i.
\]

\[
(17)
\]

\[
[1 - \alpha_i] x_i - c_i \leq 0.
\]

\[
(18)
\]

\[
(19)
\]

\[
(20)
\]

\[
(21)
\]

According to [10], (19), (20) and (21) are only sufficient conditions for the constraints in Proposition 3.1.

ACKNOWLEDGMENT

We would like to thank Prof. Roy Smith and Dr. Georgios Darivianakis for the fruitful discussions on the topic.

REFERENCES

[1] José M Maestre and Rudy R Negenborn, editors. Distributed model predictive control made easy, volume 69. Springer, 2014.

[2] Riccardo Scattolini. Architectures for distributed and hierarchical model predictive control—a review. Journal of process control, 19(5):723–731, 2009.

[3] James Blake Rawlings, David Q Mayne, and Moritz Diehl. Model predictive control: theory, computation, and design, volume 2. Nob Hill Publishing Madison, WI, 2017.

[4] Panagiots D Christofides, Riccardo Scattolini, David Munoz de la Pena, and Jinfeng Liu. Distributed model predictive control: A tutorial review and future research directions. Computers & Chemical Engineering, 51:21–41, 2013.

[5] Basil Kouvaritakis and Mark Cannon. Model predictive control: Classical, robust and stochastic. Switzerland: Springer International Publishing, page 38, 2016.

[6] Antonio Ferramosca, Daniel Limón, Ignacio Alvarado, and Eduardo F Camacho. Cooperative distributed mpc for tracking. Automatica, 49(4):906–914, 2013.

[7] Christian Conte, Colin N Jones, Manfred Morari, and Melanie N Zeilinger. Distributed synthesis and stability of cooperative distributed model predictive control for linear systems. Automatica, 69:117–125, 2016.

[8] Paul A Trodden and Jose Maria Maestre. Distributed predictive control with minimization of mutual disturbances. Automatica, 77:31–43, 2017.

[9] Sergio Lucia, Markus Kögel, and Rolf Findeisen. Contract-based predictive control of distributed systems with plug and play capabilities. IFAC-PapersOnLine, 48(23):205–211, 2015.

[10] Ahmed Aboudonia, Annika Eichler, and John Lygeros. Distributed model predictive control with asymmetric adaptive terminal sets for the regulation of large-scale systems. IFAC-PapersOnLine, 53(2):6899–6904, 2020.

[11] Ahmed Aboudonia, Annika Eichler, Francesco Cordiano, Goran Banjac, and John Lygeros. Distributed model predictive control with reconfigurable terminal ingredients for reference tracking. IEEE Transactions on Automatic Control, 2021.

[12] Georgios Darivianakis, Annika Eichler, and John Lygeros. Distributed model predictive control for linear systems with adaptive terminal sets. IEEE Transactions on Automatic Control, 65(3):1044–1056, 2019.

[13] Christian Conte, Niklaus R Voellmy, Melanie N Zeilinger, Manfred Morari, and Colin N Jones. Distributed synthesis and control of constrained linear systems. In 2012 American Control Conference (ACC), pages 6017–6022. IEEE, 2012.

[14] Goran Banjac, Jianzhe Zhen, Dick den Hertog, and John Lygeros. Improving tractability of real-time control schemes via simplified S-lemma. arXiv preprint arXiv:2012.04688, 2020.

[15] Abraham Berman and Levi Vandenbergh. Convex optimization. Cambridge university press, 2004.

[16] Anirudha Majumdar, Georgina Hall, and Amir Ali Ahmadi. Recent scalability improvements for semidefinite programming with applications in machine learning, control, and robotics. Annual Review of Control, Robotics, and Autonomous Systems, 3:331–360, 2020.

[17] Amir Ali Ahmadi and Anirudha Majumdar. DSOS and SDSOS optimization: more tractable alternatives to sum of squares and semidefinite optimization. SIAM Journal on Applied Algebra and Geometry, 3(2):193–230, 2019.

[18] Angelia Nedić and Ji Liu. Distributed optimization for control. Annual Review of Control, Robotics, and Autonomous Systems, 7:177–103, 2018.

[19] Necdet Serhat Aybat and Erfan Yazdandoost Hamedani. A distributed ADMM-like method for resource sharing over time-varying networks. SIAM Journal on Optimization, 29(4):1036–1068, 2019.

[20] Stephen Boyd, Neal Parikh, Eric Chu, Borja Peleato, and Jonathan Eckstein. Distributed optimization and statistical learning via the alternating direction method of multipliers. 3(1):1–122, 2011.

[21] Goran Banjac, Felix Rey, Paul Goulart, and John Lygeros. Decentralized resource allocation via dual consensus ADMM. In 2019 American Control Conference (ACC), pages 2789–2794. IEEE, 2019.

[22] Johan Löfberg. YALMIP: A toolbox for modeling and optimization in MATLAB. In Proceedings of the CACSD Conference, Taipei, Taiwan, 2004.

[23] MOSEK ApS. The MOSEK optimization toolbox for MATLAB manual. Version 9.0.1, 2019.

[24] Stefano Riveros, Marcello Farina, and Giancarlo Ferrari-Trecate. Plug-and-play decentralized model predictive control for linear systems. IEEE Transactions on Automatic Control, 58(10):2608–2614, 2013.

[25] Stefano Riveros, Marcello Farina, and Giancarlo Ferrari-Trecate. Plug-and-play decentralized model predictive control. ArXiv:, 1302.0226, 2013.

[26] Matheus Souza, José Claudio Geromel, Patrizio Colaneri, and Stefano Riveros. Distributed model predictive control for linear systems with adaptive terminal sets. IEEE Transactions on Automatic Control, 53(2):6899–6904, 2020.