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ABSTRACT

In the interactive segmentation, users initially click on the target object to segment the main body and then provide corrections on mislabeled regions to iteratively refine the segmentation masks. Most existing methods transform these user-provided clicks into interaction maps and concatenate them with image as the input tensor. Typically, the interaction maps are determined by measuring the distance of each pixel to the clicked points, ignoring the relation between clicks and mislabeled regions. We propose a Dynamic Click Transform Network (DCT-Net), consisting of Spatial-DCT and Feature-DCT, to better represent user interactions. Spatial-DCT transforms each user-provided click with individual diffusion distance according to the target scale, and Feature-DCT normalizes the extracted feature map to a specific distribution predicted from the clicked points. We demonstrate the effectiveness of our proposed method and achieve favorable performance compared to the state-of-the-art on three standard benchmark datasets.
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1. INTRODUCTION

Interactive segmentation, also known as interactive object selection, aims to segment the object of interest and refines the segmentation mask via humans-in-the-loop. The segmentation results are useful for many applications, such as video editing, medical image analysis, and especially human-machine collaborative annotation. Because the demand for fine-grained image annotations dramatically increases with the development of data-driven deep learning methods, an efficient interactive segmentation is in need to alleviate the burden of manually labeling each pixel in an image.

Among the interactive segmentation scenarios, user interactions are usually given through bounding boxes [1], clicks [2, 3, 4, 5], or scribbles [6, 7]. A box-interfaced one lets the user indicate the target by drawing a bounding box to obtain the entire object’s information. However, some background pixels are included at the same time, making the user intention imprecise. In contrast, a click-interfaced one gets a precise location but lacks object/region size. Although scribbles can get precise and rich information, drawing scribbles places much more burden than clicking points. Given those user inputs, classical approaches [8, 9, 10] formulate the segmentation process as a graph-based optimization problem. Inspired by the success of fully convolutional neural networks (FCNs) [10] on semantic segmentation, Xu et al. [2] first proposed a deep learning-based interactive segmentation algorithm. They compute two additional distance maps representing positive and negative clicks from the user and concatenate them with the input image to generate the desired foreground mask with an FCN model. Most later works follow this strategy but transform the user clicks into Euclidean distance maps [2, 5], Gaussian [4, 11], or multiple guidance maps [12], respectively. To further make use of user clicks, BRS [3] and f-BRS [13] proposed a back-propagating refinement scheme to adjust the original input clicks maps by forcing the interaction points to have the correct predicted labels. However, these methods regard all clicks as equal importance and transform them with an identical function, discarding the relation between clicks and the target object. Moreover, the back-propagating-based methods need to additionally minimize the predefined energy function through backpropagation iteratively, which includes extra computation and increases the inference time.

In this paper, we start from adopting a click-based interaction firstly proposed in [14], called Click-and-Drag. It adds a drag action for each click, which is nearly without extra burden for users. This novel interaction scheme combines the advantage of click and bounding box to get precise location and contain more object scale information. Then, we propose a Dynamic Click Transform Network (DCT-Net), which contains two components, a Spatial Dynamic Click Transform (Spatial-DCT) and a Feature Dynamic Click Transform (Feature-DCT). This network takes both spatial geometry and feature distribution into consideration to make good use of click-and-drag interaction. Spatial-DCT transforms each user click into 2D maps by applying an individual Gaussian mask which is dynamically determined by the object scale. Compared to the identical transform used in most previous works, our approach is more robust to object in different scales. Feature-DCT further uses the user clicks in the feature domain by refining the whole feature distribution of the input image according to the feature at the clicked position. With this operation, the feature changes dynamically in each interaction, helping focus on some mislabeled parts. The main contributions of this paper are:
• We adopt a Click-and-Drag interaction, which can take advantage of both click and bounding box.
• We propose a Spatial Dynamic Click Transform to encode both the object scale and refine region into the distance maps.
• We propose a Feature Dynamic Click Transform to aggregate all clicked features and adjust the whole image feature to distinguish pixels belonging to the object of interest.

2. PROPOSED METHOD

The architecture overview is illustrated in Fig. 1. The proposed Dynamic Click Transform Network (DCT-Net) is based on an encoder-decoder architecture with spatial pyramid pooling (SPP). We transform the user clicks not only in the spatial domain but also in the high dimensional feature domain by using the proposed Spatial-DCT and Feature-DCT, respectively. In the Spatial-DCT, we encode each click by Gaussian mask with individual diffusion radius, determined from the target region size. The Feature-DCT is performed by scaling and shifting the feature extracted from the input image, resulting in a better distribution for separating the target object.

2.1. Spatial Dynamic Click Transform

Most previous works, which use either Euclidean distance transform or Gaussian transform, regard all clicks as equal importance. Given a sequence of user interactions $C$ includes a positive click set $C^1$ and a negative click set $C^0$. The clicks are encoded into two distance maps $D^1$ and $D^0$ for positive and negative clicks, respectively. More formally, the pixel value at the location $p$ can be computed as:

$$D^l(p) = \min_{c \in C^l} d(p, c), l \in \{0, 1\}$$  (1)

where $d(\cdot, \cdot)$ is the Euclidean distance or Gaussian map. These distance maps only localize the user clicks and ignore the target object scale or mislabeled region size, which can directly impact network performance. Instead, we take the relation between click and target object or mislabeled region into consideration and encode this information into the distance maps. The function can be written as:

$$D^l_f(p) = \min_{c \in C^l} f(p, c, r(c)), l \in \{0, 1\}$$  (2)

We take a Gaussian function $f$ as our transform function and dynamically change the diffusion distance by an extra variable $r$ according to the user clicks. The simplest and precise way to get a proper value of $r$ is obtaining from user interactions. Illustrated in Fig. 2, we adopt a novel interaction interface called Click-and-Drag. The user is asked to click on the center of the largest incorrect region and then drag outward until reaching the nearest boundary. The distance between the click and released position is recorded as the diffusion distance of this click. With the user-given drag, we can clearly understand the user’s intention and know the size of the mislabeled region. In our experiments, to fairly compare to other click-based methods, we also propose an Auto-Drag-Head, a lightweight neural network that can automatically predict the diffusion distance $r$. Even with this predicted value, we can also perform a better result than that of using an identical transform.

2.2. Feature Dynamic Click Transform

From the user input clicks, we can gather more information in addition to the spatial correlation. In the Feature-DCT, we utilize the features extracted from the input image at the user clicked positions, which are rarely used in most existing methods. Firstly, we gather the feature at the clicked position and feed it into a fully connected network to output a set of means and variances for each channel. Secondly, the original feature map is scaled and shifted by the predicted means and variances, then fed into the segmentation head. When a new click comes, we apply a feature aggregation strategy to take all click points into account. The aggregation is done by vector sum if a positive click is given; otherwise, vector rejection...
is applied for a negative click. Given a user correction clicked at \( c \), the aggregated feature \( f \) can define as:

\[
\begin{align*}
  f_i &= \frac{f_{i-1} + Q(c)}{2} & \text{if} \quad c \in C^1, \\
  f_i &= f_{i-1} - (f_{i-1} \cdot Q(c)) \|Q(c)\|^{-1} & \text{if} \quad c \in C^0
\end{align*}
\]  

where \( f_i \) is the aggregated feature in the \( i \)th interaction, and \( Q \) is the feature extracted from the input image. Fig. 3 illustrates the Feature-DCT for the input image feature. More detailed, we extract the feature in three different layers corresponding to the click position and concatenate these features. And then aggregate this multi-level feature by the strategy mentioned above. Last, the fully connected network predicts three sets of means and variance for applying instance normalization (IN) \([15]\) on the features of a U-net. The correction level that each click focuses on and the difference between clicks at each interaction is efficiently used. The Feature-DCT, thus, refines not only the internal region but the area near boundaries.

2.3. Interactively Training

For the Dynamic Click Transform Network to learn the relation between user correction and predicted segmentation, we train our network by click by click, similar to that in \([16]\). Starting from a single click on the farthest pixel from the object boundary, a sequence of interactions is given according to the output mask. The loss is computed, and the weights are updated at each interaction. Since user annotations are impractical to obtain from humans during training, we turn to simulate from the ground truth segmentation mask and network predicted mask. For the first click, we compute the minimum distance to the object boundary for each pixel on the target object. Then pick the farthest point from the boundary and take the corresponding distance computed above as the diffusion distance for spatial-DCT. After the initial segmentation mask is predicted, we generate the subsequent clicks with respect to the previous prediction of the network. A click is then sampled on the largest mislabelled region such that the euclidean distance from the boundary is larger than other pixels within this region. Then the sampled click is considered a positive click if the corresponding pixel lies on the object or a negative click otherwise.

3. EXPERIMENTS

3.1. Experimental Settings

We evaluate our proposed method on three publicly available datasets: GrabCut \([1]\), Berkeley \([17]\) and DAVIS \([18]\). GrabCut contains 50 images and provides a single object mask for each image; pixels in a thin band around the object boundary are not valid. Berkeley consists of 100 object masks on 96 images and represents some challenges encountered in interactive segmentation. DAVIS contains 50 videos with high-quality ground truth masks. To evaluate interactive segmentation algorithms, we use the same 354 individual frames sampled from videos as \([3]\).

As for the evaluation, we use the same click generation strategy as in previous works and take a robot to simulate user clicks. After each interaction, we calculate the intersection of union (IoU) between the predicted mask and ground truth mask and plot the mean intersection of union (mIoU) score according to the number of clicks. Then, we adopt the mean number of clicks (mNoC), which counts the average number of clicks required to achieve a target IoU threshold. We set the IoU threshold as 90%, and the default maximum number of clicks is limited to 20 for each sample, consistent with the previous works.

3.2. Implementation Details

We formulate the training task as a binary segmentation problem and use binary cross-entropy loss for training. We train all the models with a similar iterative training strategy in \([16]\) on the 8498 images of SBD \([19]\) and set the batch size to 8. The input images are randomly resized from 0.75 to 1.25 of the original size and then randomly cropped at a fixed size of \(256 \times 256\) pixels. We further augment the training samples...
Table 1. Ablation studies of proposed methods.

| Method                                | Interaction         | GrabCut NoC @ 90% | Berkeley NoC @ 90% | DAVIS NoC @ 90% |
|---------------------------------------|---------------------|-------------------|--------------------|-----------------|
| Baseline                              | Interaction         | 4.4               | 5.73               | 9.13            |
| Baseline+Spatial-DCT                  | Click and Drag      | 2.56              | 3.68               | 7.58            |
| Baseline+Spatial-DCT+Feature-DCT      | Click and Drag      | 1.70, 0.979       | 2.97               | 5.92, 0.907     |
| Baseline+Spatial-DCT+Feature-DCT      | Click and Drag      | 2.68, 0.961       | 4.08               | 7.00, 0.889     |

Table 2. Comparison of the mean number of clicks (mNoC) on different datasets [1, 17, 18]. * indicates the use of click and drag scheme to get the diffusion radius.

| Method | GrabCut NoC @ 90% | Berkeley NoC @ 90% | DAVIS NoC @ 90% |
|--------|-------------------|--------------------|-----------------|
| Graph Cut [8]   | 11.10             | 14.33              | 17.41           |
| Random walker [6] | 12.30             | 14.02              | 18.31           |
| Geodesic matting [9] | 12.44             | 15.96              | 19.50           |
| ESC [7]          | 9.20              | 12.11              | 17.70           |
| GSC [7]          | 9.12              | 12.57              | 17.52           |
| DOS [2]          | 6.04              | 8.65               | 12.58           |
| RIS-Net [5]      | 5.00              | 6.03               | -               |
| IIS-LD [4]       | 4.79              | -                  | 9.57            |
| CMG [12]         | 3.58              | 5.60               | -               |
| BRS [3]          | 3.60              | 5.08               | 8.24            |
| f-BRS [13]       | 2.98              | 4.34               | 7.81            |
| PCA-Net [21]     | 2.14              | 4.19               | 7.90            |
| DCT-Net          | 2.68              | 4.08               | 7.00            |
| DCT-Net*         | 1.70, 0.979       | 2.97               | 5.92, 0.907     |

3.3. Results

Ablation study. In Tab. 1 we analyze the effectiveness of each component in our proposed method. We take the basic segmentation network with Euclidean distance transform as our baseline model and then gradually equip the proposed components. Overall, our proposed method is highly beneficial for the interactive segmentation model.

Comparison to the state-of-the-art. We compare our results with existing State-of-the-Art methods on three standard benchmark datasets, GrabCut [1], Berkeley [17], and DAVIS [18]. Tab. 2 shows the average number of clicks required to reach 90% IoU threshold noted as NoC @ 90%. Our model requires 2.68 clicks and 4.08 clicks on GrabCut and Berkeley, respectively, when using click input only. Under the Click and Drag scheme, it achieves the same threshold in only 1.98 clicks and 2.68 clicks, while the existing methods need more than 2 clicks and 4 clicks. For DAVIS, we can reach 90% IoU threshold with less than 7 clicks and achieve a relative improvement of 20%. Our method achieves the lowest number of clicks required to reach the IoU threshold for all datasets, whether using Auto-Drag-Head or Click-and-Drag scheme to determine diffusion distance dynamically.

4. CONCLUSION

In this paper, we contribute to improving interactive object segmentation by a novel algorithm that reaches a good balance in human-machine collaboration. Specifically, we propose the Dynamic Click Transform Network (DCT-Net), which consists of a Spatial-DCT and a Feature-DCT to apply anisotropic diffusion for individual clicks and aggregate the corresponding feature to adjust the distribution of the original feature map in a forward pass, respectively. The conducted experiments demonstrate the effectiveness of our proposed method and show the state-of-the-art performances over three standard interactive segmentation benchmarks.
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