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Abstract—Deep reinforcement learning (DRL) has emerged as a pervasive and potent methodology for addressing artificial intelligence challenges. Due to its substantial potential for autonomous self-learning and self-improvement, DRL finds broad applications across various research domains. This article undertakes a comprehensive comparison of several DRL approaches concerning the decision-making challenges encountered by autonomous vehicles on freeways. These techniques encompass common deep Q-learning (DQL), double deep Q-learning (DDQL), dueling deep Q-learning, and prioritized replay deep Q-learning. Initially, the reinforcement learning (RL) framework is introduced, followed by a mathematical establishment of the implementations of the aforementioned DRL methods. Subsequently, a freeway driving scenario for automated vehicles is constructed, wherein the decision-making problem is reformulated as a control optimization challenge. Finally, a series of simulation experiments are conducted to assess the control performance of these DRL-enabled decision-making strategies. This culminates in a comparative analysis, which seeks to elucidate the connection between autonomous driving outcomes and the learning characteristics inherent to these DRL techniques.

Index Terms—Decision-making, deep reinforcement learning, autonomous vehicles, DQL, double DQL, dueling DQL, PR-DQL

NOMENCLATURE

| Abbreviation | Description |
|--------------|-------------|
| HSM          | Hierarchical State Machine |
| CTP          | Critical Turning Point |
| POMDP        | Partially Observable Markov Decision Process |
| DRL          | Deep Reinforcement Learning |
| DL           | Deep Learning |
| RL           | Reinforcement Learning |
| DQL          | deep Q learning |
| PPO          | Proximal Policy Optimization |
| A3C          | Asynchronous Advantage Actor-Critic |
| IDM          | Intelligent Driver Model |
| MOBIL        | Minimizing Overall Braking Induced by Lane Change |
| DDQL         | double DQL |
| MDP          | Markov decision process |
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I. INTRODUCTION

Autonomous driving has recently garnered significant attention due to its substantial potential to enhance both driving safety and efficiency [1]. Remarkable progress has been achieved in the development of an autonomous driving system’s four pivotal components, namely, perception, decision-making, planning, and control [2].

The decision-making module serves as the central intelligence hub within the autonomous driving system [3]. Its primary responsibility is to formulate appropriate motion behaviors tailored to specific missions within a dynamic and uncertain environment. Numerous research endeavors have been dedicated to enhancing the decision-making module’s capabilities in the realm of autonomous driving. As an illustration, Q. Do et al. introduced a grid map for categorizing the driving environment. To select suitable behaviors for each category, the authors constructed a dx/dv graph based on real-world data [4]. In the context of Ref. [5], a hierarchical state machine is employed to address the behavior decision-making challenge associated with lane-changing within predefined environments. Additionally, Shu, K. et al. proposed a hierarchical decision-making strategy for left turns at intersections. The high-level layer focuses on path generation based on critical turning points, while the low-level layer transforms the left-turn planning problem into a partially observable Markov decision process (POMDP) problem using the concept of Critical Turning Point (CTP) [6]. Furthermore, in [7], the authors utilized a mixed observable Markov decision process to model the decision-making process for lane-changing, taking into consideration the motion uncertainties of vehicles.

Deep Reinforcement Learning (DRL) stands out as a promising approach for autonomous driving decision-making. DRL harnessed the robust feature extraction capabilities inherent to Deep Learning (DL) and the decision-making prowess of Reinforcement Learning (RL) in sequential problem-solving contexts. For instance, Mirchevska B et al. introduced a DQL-based approach for behavior decision-making during lane-changing scenarios within a simulated highway environment [8]. To ensure safety, they defined a formal safety verification process. In Ref. [9], a
This paper enumerates its potential contributions as follows: 1) A meticulous and comprehensive comparison is undertaken, focusing on epidemic Deep Reinforcement Learning (DRL) techniques applied to decision-making challenges in freeway scenarios. 2) The paper conducts a thorough theoretical and mathematical analysis to formulate the Deep Q Learning (DQL), Double Deep Q Learning (DDQL), Dueling Deep Q Learning, and Prioritized Replay Deep Q Learning (DQL) algorithms. 3) It provides a comprehensive discussion and evaluation, elucidating both the advantages and disadvantages inherent in various DRL-based decision-making policies. This work aspires to serve as a guiding framework for the application of DRL approaches to address decision-making challenges in the context of freeway travel for autonomous vehicles.

The structure of this paper is delineated as follows: Multiple Deep Q Learning (DQL) methods are presented in Section 2. Section 3 formulates the decision-making challenges encountered on freeways. The experimental results are compared and analyzed in Section 4. Finally, Section 5 provides the concluding remarks of the paper.

II. INTRODUCTION OF MULTIPLE DQL METHODS

This section serves to introduce various Deep Reinforcement Learning (DRL) methods. Initially, it provides an explanation of the Markov decision process and elucidates the interaction dynamics between the agent and the environment within the realm of Reinforcement Learning (RL). Subsequently, Common Deep Q Learning (DQL) is introduced, a method that amalgamates a neural network with a Q-learning algorithm. Lastly, this section delves into the presentation of three en-
hanced iterations of DQL, namely, Double Deep Q Learning, Dueling Deep Q Learning, and Prioritized Replay Deep Q Learning, each of which is introduced individually.

A. Preliminaries of RL

The challenge of addressing Reinforcement Learning (RL) can be comprehended as the endeavor to maximize the cumulative reward attained by the agent during its interactions with the environment [12-15]. In cases where the environment is entirely observable, individuals can formulate a Markov decision process (MDP) to encapsulate the entirety of the reinforcement learning problem. However, situations may arise in which the environment is not entirely observable, leading individuals to construct an approximate, fully observable environment description based on historical observation data. Consequently, it can be asserted that nearly all RL problems can be reformulated as MDPs [16-18].

In the context of the highway decision-making problem, the agent corresponds to the ego vehicle, while the environment encompasses the surrounding vehicles, including the prevailing driving conditions. The essence of the Markov property lies in the notion that each state within the process exhibits this property; that is to say, the state variable in the subsequent moment solely relies on the current state and bears no connection to the state at prior time instances [19]. Markov Decision Processes (MDPs) form the basis of modeling such scenarios, embracing the Markov property and taking into account the feedback from state transitions and the selection of individual behaviors. MDPs are capable of representing Reinforcement Learning (RL) problems in the form of tuples (S, A, P, R, γ), where S and A denote the sets of states and actions, respectively. P constitutes the crux of RL, signifying the state transition model grounded in behavior, while R represents the reward model contingent upon state and behavior. To account for the diminished importance of future rewards relative to present rewards, the discount rate, denoted as γ, is introduced. This rate quantifies the significance assigned to future rewards in the decision-making process.

The cumulative return \( R \) reflects the sum of future rewards, and can be calculated as follows:

\[
R = \sum_{t=0}^{K} \gamma^t r_t
\]  

(1)

where \( t \) is the discrete-time steps to make control decisions in an episode, and \( r_t \) indicates the relevant reward. \( K \) is the time-step of the end of the environment, which could be \( \infty \).

Value functions could be used to learn policies. These functions can calculate the expectation of \( R \) under a given strategy. Two value functions are defined based on the state \( s \) and state-action pair \( (s, a) \) as:

\[
V^\pi(s) = E_{\pi}[\sum_{t=0}^{K} \gamma^t r_t \mid s_{t=0} = s]
\]  

(2)

\[
Q^\pi(s, a) = E_{\pi}[\sum_{t=0}^{K} \gamma^t r_t \mid s_{t=0} = s, a_{t=0} = a]
\]  

(3)

where \( \pi \) is the policy, \( V \) is the state value function, and \( Q \) is the state-action value function. The state-action function can also be written in another recursive form:

\[
Q^\pi(s, a) = E_{\pi}[r_t + \gamma \max_a Q^\pi(s', a')]
\]  

(4)

where \( s' \) and \( a' \) are the state and action at the next time step.

Finally, the optimal control policy is determined by selecting the action that yields the highest expected return value, as computed through the state-action value function.

\[
\pi(s) = \arg \max_a Q(s, a)
\]  

(5)

B. Common DQL

DQL integrates Q-learning with deep learning, employing a neural network to estimate Q-values. In conventional Q-learning, the recursive form of the state-action function is expressed as follows:

\[
Q(s, a) \leftarrow Q(s, a) + \alpha[r_t + \gamma \max_a Q(s', a') - Q(s, a)]
\]  

(6)

where \( \alpha \) is the learning rate.

When confronted with numerous state and action variables, Common Q-learning requires a substantial amount of time for the computation of the mutable Q-table. DQL adeptly addresses this issue by employing a neural network to represent the Q-table as \( Q(s, a; \theta) \), where \( \theta \) represents the parameters of the neural network. The central objective of the DQL method revolves around the precise training of these parameters.

Q-learning employs an \( \varepsilon \)-greedy policy for action generation. It's worth noting that the strategy for generating behavior and the strategy for evaluation can be distinct, a concept referred to as the Off-Policy method. Deep Q Learning (DQL) also falls into the category of Off-Policy algorithms. However, a notable distinction exists between Q-learning and DQL: Q-learning relies on a single neural network to calculate target and predicted values, whereas DQL utilizes two networks—namely, the prediction network and the target network. Both networks share the same architectural structure, but the prediction network undergoes updates in each iteration, whereas the target network periodically copies the parameters from the prediction network after a specified number of time steps.

To capture the disparity between the approximate Q-table and the true Q-table in Deep Q Learning (DQL), a loss function is introduced as follows:

\[
L(\theta) = E[\sum_{i=1}^{N}(y_i - Q(s_i, a_i; \theta))^2]
\]  

(7)

where

\[
y_i = r_i + \gamma \max_a Q(s_i', a'; \theta')
\]  

(8)

The \( \theta \) and \( \theta' \) represent the parameters of the prediction network and target network, respectively.

The neural network uses a gradient descent method to update iteratively in DQL, and the gradient formula is as follows:

\[
\nabla_\theta L(\theta) = E[(y_i - Q(s_i, a_i; \theta))\nabla_\theta Q(s_i, a_i; \theta)]
\]  

(9)
Double DQL Algorithm

1. Input: target network replacement frequency $N$
2. Initialize replay memory $D$ to capacity $N$
3. Initialize action-value function $Q$ with random weights
4. For episode $= 1, 2, \ldots, M$ do
5. Initialize state $s_t$ and preprocessed sequence $\Phi_t$
6. For $t = 1, 2, \ldots, T$ do
   
   With probability $\epsilon$ select a random action $a_t$,
   otherwise select $a_t = \max_a Q(\Phi(s_t), a; \theta)$
   
   Execute action at in emulator and observe reward $r_t$ and image $x_{t+1}$
   
   Set $s_{t+1} = s_t, a_t, x_{t+1}$ and preprocess $\Phi_{t+1} = \Phi(s_{t+1})$
   
   Store transition $(\Phi_t, a_t, r_t, \Phi_{t+1})$ in $D$
   
   Sample random minibatch of transitions $(\Phi, a, r, \Phi')$ from $D$
   
   Set $y = r_f$ for terminal $\Phi_{t+1}$,
   otherwise set $y = r + \gamma \max_{a'} Q(\Phi, a'; \theta)$
   
   Perform a gradient descent step on $(y - Q(\Phi, a; \theta))^2$
   according to equation 9

14. Replace target parameters $\theta$ by $\theta'$ every $N$ steps
15. end for
16. end for

D. Dueling DQL

In certain RL scenarios, there exist states in which the choice of action, regardless of its nature, will have minimal impact on the subsequent state. For instance, when the highway ahead of the agent is devoid of other vehicles, the action selection does not significantly alter the driving state. To account for this, Dueling Deep Q Learning (DDQL) decomposes the state-action function into two distinct components: the state-value function, denoted as $V(s)$, and the advantage function, denoted as $A(s, a)$.

This decomposition proves more adept at capturing the nuances of the reinforcement learning process. The expressions are as follows:

$$Q^\pi(s, a) = V^\pi(s, \theta, \beta_1, \beta_2) + A^\pi(s, a; \theta, \beta_2)$$ (12)

Dueling DQL diverges from Common DQL by adopting a different network architecture. Rather than appending fully connected layers directly after the convolutional layers, Dueling DQL employs a stream of two fully connected layers. This distinctive network structure enables the separate estimation of the value and advantage functions. Ultimately, the single output of the Q function is derived by amalgamating the outcomes of these two streams. The calculation of the state-action function, featuring two parameters in the network, is articulated as follows:

$$Q^\pi(s, a; \theta, \beta_1, \beta_2) = V^\pi(s; \theta, \beta_1) + A^\pi(s, a; \theta, \beta_2)$$ (12)
zero advantage in the selected actions [22]. Consequently, (12) can be redefined as follows:

$$Q^x(s,a;\theta,\beta_1,\beta_2) = V^x(s;\theta,\beta_2) + (A^x(s,a;\theta,\beta_2) - \max_a A^x(s,a';\theta,\beta_2))$$  \hspace{1cm} (13)

$$a^* = \arg \max_a Q(s,a;\theta,\beta_1,\beta_2) = \arg \max_a A(s,a';\theta,\beta_1)$$  \hspace{1cm} (14)

By equation (13) and equation (14), we can obtain the following equation:

$$Q^x(s,a^*;\theta,\beta_1,\beta_2) = V^x(s;\theta,\beta_1)$$  \hspace{1cm} (15)

Therefore, the reformulated equation (13) possesses identifiability. Moreover, due to the fact that the architecture of Dueling Deep Q Learning (DQL) shares the same input-output interface as Common DQL, training Dueling DQL through Q network-based learning algorithms is a straightforward process. The pseudocode for Dueling DQL is provided in Table III, wherein the advantage network is capable of estimating the value of each selected control action. This attribute enhances the quality of the resulting control policy.

### TABLE III

**IMPLEMENTATION CODE OF DUELING DQL ALGORITHM**

| **Dueling DQL Algorithm** |
|---------------------------|
| 1. Initialize replay memory \( D \) to capacity \( N \) |
| 2. Initialize action-value function \( Q \) with random weights |
| 3. For episode = 1, 2, ..., \( M \) do |
| 4. Initialize state \( s_t \) and preprocessed sequence \( \Phi_t \) |
| 5. For \( t = 1, 2, ..., T \) do |
| 6. With probability \( \epsilon \) select a random action \( a_t \) otherwise select \( a_t = \max_a Q(\Phi(s_t), a; \theta) \) |
| 7. Execute action at in emulator and observe reward \( r_t \) and image \( x_{t+i} \) |
| 8. Set \( s_{t+1} = s_t, a_t, x_{t+i} \) and preprocess \( \Phi_{t+1} = \Phi(s_{t+1}) \) |
| 9. Store transition \( (\Phi_t, a_t, r_t, \Phi_{t+1}) \) in \( D \) |
| 10. Sample random minibatch of transitions \( (\Phi_i, a_i, r_i, \Phi_{i+1}) \) from \( D \) |
| 11. Calculate two streams of evaluated deep networks including \( V(\Phi(s_t); \theta, \beta_1) \) and \( A(\Phi(s_t); a, \theta, \beta_2) \) and combine them as \( Q(\Phi(s_t); a, \theta, \beta_1, \beta_2) \) using equation (13) |
| 12. Set \( y_i = r_i + \gamma \max_a Q(\Phi_{t+i}, a'; \theta) \) otherwise set \( y_i = r_i + \gamma \max_a Q(\Phi_{t+i}, a'; \theta) \) |
| 13. Perform a gradient descent step on \( (y_i - Q(\Phi_t, a_t; \theta))^2 \) according to equation 9 |
| 14. end for |
| 15. end for |

E. **Prioritized Replay DQL**

In the case of Common Deep Q Learning (DQL), the sampling of learning is uniform and random. However, it is worth noting that in certain Reinforcement Learning (RL) scenarios, this approach may yield suboptimal learning efficiency. To address this concern, Prioritized Replay DQL incorporates the concept of temporal-difference (TD) error \( \delta \). TD error serves as a metric that quantifies the disparity between the value in the current state and the estimate for the next step. This metric offers an approximation of the extent to which the agent can gain knowledge from a transition within its present state [23]. The calculation of TD error \( \delta \) is expressed as follows:

$$\delta = |r + \gamma \max_a Q(s',a') - Q(s,a)|$$  \hspace{1cm} (16)

Then the sample priorities are arranged in ascending order based on the value of \( \delta \). The greater the priority assigned to a sample, the higher the likelihood of it being selected for the learning process. The probability of selecting transition \( i \) through sampling is defined as follows:

$$P(i) = \frac{p_i^\psi}{\sum_k p_k^\psi}$$  \hspace{1cm} (17)

where \( p_i > 0 \) is the priority of transition \( i \). The exponent \( \psi \) determines how much prioritization is used. In proportional prioritization, the expression of \( p_i \) is as follows:

$$p_i = \left| \delta_i \right| + \epsilon$$  \hspace{1cm} (18)

where \( \epsilon \) is a small positive constant. \( \epsilon \) is added in the equation (18) to prevent situations that the probability of sampling transition is zero when the TD error is zero.

### TABLE IV

**IMPLEMENTATION CODE OF PRIORITIZED REPLAY DQL ALGORITHM**

| **Prioritized Replay DQL Algorithm** |
|--------------------------------------|
| 1. Input: minibatch \( k \), step-size \( \eta \), replay period \( K \) and size \( N \), exponents \( \psi \) and \( \lambda \), budget \( T \) |
| 2. Initialize replay memory \( H; \Delta = 0, p_i = 1 \) |
| 3. Observe \( S_0 \) and choose \( A_0 \sim \pi_0(S_0) \) |
| 4. For \( t = 1, 2, ..., T \) do |
| 5. Observe \( S_t, R_t, \gamma_t \) |
| 6. Store transition \( (S_0, A_0, R_0, \gamma, S_0) \) in \( H \) with maximal priority \( p_i = \max_{t} p_i \) |
| 7. if \( t \mod T = 0 \) then |
| 8. For \( j = 1, 2, ..., k \) do |
| 9. Sample transition \( j \sim P(j) = p_j^\psi / \sum p_i^\psi \) |
| 10. Compute importance-sampling weight \( o_j = (N \cdot P(j)) \eta \max \, o_i \) |
| 11. Compute TD-error \( \delta_j \) according to equation 16 |
| 12. Update transition priority \( p_i \leftarrow |\delta_j| \) |
| 13. Accumulate weight-change \( \Delta \leftarrow \Delta + o_j \cdot |\delta_j| \cdot 
\nQ(\Phi(S_i), A_i) \) |
| 14. end for |
| 15. Update weights \( \theta \leftarrow \theta + \eta \cdot \Delta, \text{reset } \Delta = 0 \) |
| 16. end if |
| 17. Choose action \( A_t \sim \pi_0(S_t) \) |
| 18. end for |

Stochastic prioritization serves as a solution to address the potential loss of diversity that might arise when samples are selected based on priority. However, this approach also introduces a degree of bias. To mitigate this bias, importance-sampling (IS) weights can be employed:

$$o_i^\psi = \left( \frac{1}{N} \cdot P(t) \right)^\lambda$$  \hspace{1cm} (19)
where N is the size of memory and it is the exponent. If λ=1, the non-uniform probabilities can be fully compensated by using \( \omega \delta \) instead of \( \delta \). Finally, the Prioritized Replay Deep Q Learning (DQL) algorithm is obtained, which enhances learning speed through the optimization of the random sampling procedure. The implemented code for Prioritized Replay DQL is delineated in Table IV.

III. DECISION-MAKING PROBLEM ON FREEWAY

In this section, we outline the construction of the decision-making problem within the freeway context. Initially, we establish the freeway driving scenario and elucidate the training objectives. Subsequently, we introduce both the high-level controller, which operates in conjunction with the IDM and the MOBIL, to govern the behavior of surrounding vehicles, and the low-level controller, which oversees all vehicles and generates motion commands. Additionally, we employ a kinematic bicycle model to comprehensively capture the motion characteristics of the vehicles involved in the scenario.

A. Freeway Driving Scenario

The decision-making module plays a pivotal role in shaping the driving performance of autonomous vehicles [24]. Within this module, autonomous vehicles are tasked with the selection of suitable driving behaviors and the formulation of safe and efficient trajectories to tracking.

![Fig. 2. The freeway driving scenario.](image)

This study selects a segment of the freeway as the driving scenario, wherein common driving behaviors primarily encompass car-following, lane-changing, and overtaking maneuvers. The visual representation of this scenario is provided in Fig. 2, with the white car symbolizing the ego vehicle and the blue cars representing the surrounding vehicles. In this particular setting, the number of lanes and surrounding vehicles is denoted as K and N, respectively.

The objective for the ego vehicle is to achieve and sustain the highest possible speed while avoiding collisions with other vehicles. Furthermore, the ego vehicle is encouraged to occupy the rightmost lane when not engaged in overtaking maneuvers. Throughout the training process, the ego vehicle endeavors to acquire an effective decision-making strategy that aligns with these driving objectives.

Within each episode, both the initial velocities of the ego vehicle and surrounding vehicles are randomly selected from the ranges [23, 25] m/s and [20, 23] m/s, respectively. The maximum attainable speed is capped at 40 m/s, with all vehicles sharing a common length and width of 5m and 2m, respectively. Each episode has a duration of 100 seconds, but it concludes immediately in the event of a collision.

B. High-level Controller of Surrounding Vehicles

In this study, the anticipated speed and target lane for the ego vehicle at each time step are determined through DRL. Meanwhile, the behaviors of the surrounding vehicles are regulated in accordance with the IDM and the MOBIL model [25][26]. Specifically, IDM is employed to compute longitudinal acceleration, ensuring car-following is carried out safely without collisions, while MOBIL assesses the feasibility and value of lane-changing intentions to facilitate lane changes. The default parameter settings for IDM and MOBIL are outlined in Table V.

| Symbol | Meaning | Values |
|--------|---------|--------|
| \( a_{\text{max}} \) | Maximum acceleration | 6 m/s² |
| \( \delta \) | Acceleration argument | 4 |
| \( d_e \) | Minimum relative distance | 10 m |
| \( T \) | Safe time gap | 1.5 s |
| \( b \) | Comfortable deceleration rate | 5 m/s² |
| \( b_{\text{safe}} \) | Safe deceleration limit | 2 m/s² |
| \( p \) | Politeness factor | 0.001 |
| \( a_{\text{th}} \) | Acceleration threshold | 0.2 m/s² |

IDM is commonly employed to regulate the longitudinal acceleration in the context of adaptive cruise control for autonomous vehicles. This acceleration, denoted as \( a \), is computed based on the relative speed (\( \Delta v \)) and the relative distance (\( \Delta d \)) to the vehicle in the front, as expressed below:

\[
a = a_{\text{max}}[1 - \left( \frac{v}{v_{\text{ex}}} \right)^\delta - \left( \frac{d_{\text{ex}}}{\Delta d} \right)^2]
\]

(20)

where \( v \) is the longitudinal speed of the vehicle at this moment, \( a_{\text{max}} \) is the maximum acceleration, and \( \delta \) is the constant acceleration parameter. \( v_{\text{ex}} \) is the expected speed derived by \( a_{\text{max}} \) and \( d_{\text{ex}} \). \( d_{\text{ex}} \) is the expected distance between the vehicle and its front vehicle, calculated as:

\[
d_{\text{ex}} = d_0 + T \frac{v_{\text{ex}}}{2\sqrt{a_{\text{max}}b}}
\]

(21)

where \( d_0 \) and \( T \) are the minimum relative distance and the time interval, which are predefined to ensure safety. \( b \) is the deceleration rate to improve driving comfort.

MOBIL initiates a lane change when both safety and incentive conditions are met for the target lane. These conditions are defined as follows:

\[
a_{n}^{af} \geq -b_{\text{safe}}
\]

(22)

\[
a_{e}^{af} - a_{e}^{be} + p[(a_{n}^{af} - a_{n}^{be}) + (a_{o}^{af} - a_{o}^{be})] \geq a_{th}
\]

(23)

where \( a_{e}^{af}, a_{e}^{be}, a_{o}^{af}, a_{o}^{be}, a_{n}^{af}, a_{n}^{be} \) are the accelerations of the vehicle, its follower at the initial lane, its follower at the target lane before lane changing, and its follower at the initial lane, its follower at the target lane after lane changing. \( a_{n}^{af}, a_{o}^{af} \) are the accelerations of the vehicle, its follower at the initial lane, its follower at the target lane after
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lane changing. $b_{safe}$ is the deceleration limit and $a_{th}$ is the acceleration threshold. $p$ is named as the politeness coefficient to meet a trade-off between the vehicle and its followers.

To prevent collisions when a vehicle is changing lanes, it may be necessary for the following vehicle in the target lane to decelerate. The safety condition stipulates that this deceleration must not exceed a certain limit to maintain safety. On the other hand, the incentive condition necessitates that the combined benefit of the vehicle's acceleration and that of its followers surpasses a predefined threshold.

**C. Low-level Controller of Vehicles**

Given input parameters such as reference speed and target lane, the low-level controller is responsible for converting these inputs into vehicle acceleration and steering angle. The vehicle's acceleration ($a$) is regulated using a proportional controller, and its calculation is as follows:

$$a = K_p (v_{ex} - v)$$  
(24)

where $K_p$ is the acceleration control gain, $v_{ex}$ is the expected speed. The controller of steering angle $\delta$ is a proportional-derivative controller:

$$v_{ex, lat} = -K_{p, lat} d_{lat}$$  
(25)

$$\theta_{ex} = \arcsin\left(\frac{v_{ex, lat}}{v}\right) + \theta_L$$  
(26)

$$\dot{\theta} = K_{p, \theta} (\theta_{ex} - \theta)$$  
(27)

$$\delta = \arcsin\left(\frac{l_f}{2} \frac{\dot{\theta}}{v}\right)$$  
(28)

where $K_{p, lat}$ and $K_{p, \theta}$ are the position and heading control gains, $v_{ex, lat}$ is the expected lateral speed, $d_{lat}$ is the lateral distance between the vehicle and the center-line of the target lane, $\theta_L$ is the target lane heading, $\theta_{ex}$ is the expected heading, and $\theta$ is the current heading.

**D. Kinematics of Vehicles**

In this study, we employ a Kinematic Bicycle Model [27] to model and analyze vehicle motion. Within this proposed bicycle model, the individual right and left wheels of the vehicle are consolidated into a single wheel to represent vehicle movement, as depicted in Fig. 3. Additionally, this model posits that steering is exclusive to the front wheel, and it assumes that there is no wheel slippage.

The model takes two inputs into account: the steering angle of the front wheel ($\delta$) and the acceleration ($a$). The motion trajectories of the vehicle's center of gravity can be derived based on these inputs, as follows:

$$\dot{x} = v \cos(\theta + \beta)$$  
(29)

$$\dot{y} = v \sin(\theta + \beta)$$  
(30)

$$a = \dot{v}$$  
(31)

$$\dot{\beta} = \frac{v \sin \beta}{l_f + l_r}$$  
(32)

$$\beta = \arctan\left(\frac{l_f \tan \delta}{l_r + l_f}\right)$$  
(33)

where $(x, y)$ is the position of the center of gravity, $\beta$ is the heading of the bicycle, $\beta$ is the slip angle at the center of gravity, $l_f$ is the distance between the center of the front wheel and the center of gravity, $l_r$ is the distance between the center of the rear wheel and the center of gravity. The realization of four DQL-based decision-making problem is conducted in Python [28] with the highway environment.

**IV. EXPERIMENTS AND DISCUSSION**

This section focuses on the simulation results obtained from four Deep Reinforcement Learning (DRL) methods, with an emphasis on discussion and analysis. Initially, a comparative assessment is made regarding the learning process of these methods, encompassing evaluations of rewards and state variables. Subsequently, the convergence patterns of the DRL algorithms are elucidated. The advantages stemming from the variations within the Deep Q Learning (DQL) technique are expounded upon. Finally, an evaluative experiment is carried out to gauge the applicability of these trained decision-making strategies in a similar test scenario.

**A. Learning Process of DRL Methods**

For the sake of convenience, the methods introduced in Section II are referred to as DQL, Double DQL, Dueling DQL, and PR-DQL in the subsequent discussions. The Double DQL algorithm is devised to mitigate the issue of value function overestimation, while Dueling DQL is formulated to emphasize the advantages of control action selection. PR-DQL is adopted to enhance learning efficiency through the prioritization of select sample experiences. Across these four methods, identical parameter settings are applied. The total number of epochs is fixed at 2000, and the duration of the driving scenario is set to 100 (signifying that the maximum attainable reward value is 100). The discount factor ($\gamma$) and learning rate ($\alpha$) are configured as 0.8 and 0.2, respectively. The road comprises three lanes, and there are a total of 15 surrounding vehicles. The reward function is composed of a combination of vehicle speeds and collision conditions.

This subsection elucidates the learning process of the four algorithms within the context of the freeway decision-making problem. In Fig. 4, various types of normalized reward trajectories are presented, encompassing raw data points, original trend lines, smoothed trend lines, and linear fits. These trajectories depict an upward trend in reward values as the number.
of episodes progresses, signifying that the ego vehicle progressively gains familiarity with the driving environment through a process of trial and error. Upon closer examination, it becomes evident that Dueling DQL consistently exhibits the best performance, consistently surpassing the other three methods in terms of rewards. In the cases of smooth trend lines and linear fits, Dueling DQL consistently outperforms the other three methods. Both Double DQL and PR-DQL demonstrate similar performance, which is superior to that of DQL.

In this study, the state variables chosen for analysis encompass vehicle speed and travel distance. The average speed across these four control cases is graphically depicted in Fig. 5. It’s worth noting that higher vehicle speeds correspond to greater rewards, making the velocity curves a pertinent indicator of the quality of the decision-making policies. As a result of the incorporation of the advantage function within Dueling
This subsection undertakes a comparison of the convergence rates exhibited by the aforementioned four Deep Reinforcement Learning (DRL) techniques. As elucidated in Section II, the fundamental distinction between Reinforcement Learning (RL) and Deep Reinforcement Learning (DRL) lies in the application of a neural network for approximating the Q-table. In the case of DQL and PR-DQL, only one neural network is utilized, whereas the other two methods involve the use of two networks. To gauge the convergence rates of different DRL algorithms, it is customary to compare the mean discrepancies within the Q-tables and cumulative rewards.

Fig. 7 illustrates the variations in Q-table errors across the four control scenarios. The primary determinant influencing these values is the training of neural networks. Notably, when examining the figures for linear fits and functional fits, it becomes apparent that PR-DQL exhibits the swiftest convergence rate. This can be attributed to the specific rules governing the selection of sample experiences within PR-DQL. In the case of DQL, which employs a single network, it outperforms both Double DQL and Dueling DQL. Conversely, the convergence process of Dueling DQL is the slowest. Consequently, although Dueling DQL demonstrates superior performance, it demands the longest training duration. It is, therefore, advisable to select different DRL methods based on the specific characteristics of the problem at hand; for instance, if time considerations are not paramount, Dueling DQL may be a suitable choice.

Furthermore, Fig. 8 presents the cumulative rewards, as defined in Equation (1), for different algorithms. These cumulative rewards represent the summation of the current reward and the discounted future rewards. Given that the reward is
inherently influenced by the control actions, these curves serve as an effective means to evaluate the quality of decision-making policies. It is evident that the values achieved by Dueling DQL surpass those of the other three methods. Meanwhile, Double DQL exhibits a performance level closely resembling that of PR-DQL. The consistent upward trend observed in cumulative rewards signifies the ego vehicle’s increasing familiarity with the driving environment. These findings strongly suggest that the Dueling DQL algorithm is particularly well-suited for the decision-making challenges presented by freeway scenarios.

C. Testing Experiments for Trained Policies

In this subsection, we proceed to validate the performance of the four trained decision-making policies within a comparable driving scenario. The testing phase comprises a total of 10 episodes, maintaining the configuration of three lanes and 15 surrounding vehicles. However, a key distinction lies in the variability of speed and positional parameters for these vehicles, introducing an element of randomness. Consequently, the trained strategies are compelled to adapt to this dynamic driving environment. By monitoring the resultant reward values, it becomes apparent whether collisions occur or not. This analysis enables us to discern the effectiveness of these decision-making policies in addressing uncertainties within the driving context.

First and foremost, Fig. 9 provides a visual representation of the normalized rewards achieved in each testing episode. This figure yields several noteworthy observations. PR-DQL attains the highest reward value (reward=1), signifying its exemplary performance. In contrast, DQL exhibits the lowest reward value (reward=0.449), and the rewards in this instance display substantial fluctuations. Conversely, both Double DQL and Dueling DQL demonstrate remarkable stability, with Dueling DQL outperforming the former. Furthermore, the reward values within Dueling DQL remain consistently high and uniform, indicating the suitability of the DRL algorithm for addressing the decision-making challenges inherent in freeway scenarios.

In the majority of cases, the three variants of DQL outperform the conventional DQL, underscoring the necessity of these adaptations. To illustrate the distinctions among decision-making policies derived from different methods, we scrutinize the control actions chosen in four individual episodes, as presented in Fig. 10. In Fig. 9, these episodes correspond to the index values of 6, 2, 3, and 10, respectively, representing the optimal performance achieved in each method. These control actions are categorized into five indexes, denoting commands for changing lanes to the left, maintaining idle speed, changing lanes to the right, reducing speed, and increasing speed. The variation in these control actions underscores the dissimilarities in the associated decision-making policies, consequently influencing control
performance and convergence rates. As established through our analysis, Dueling DQL emerges as the most effective solution for addressing the freeway decision-making problem, albeit at the expense of longer training times. In summary, the choice of the suitable DQL algorithm for a comparable decision-making problem is contingent upon the inherent complexity of the problem. For highly complex scenarios, PR-DQL is recommended, whereas for less intricate situations, Dueling DQL is the suggested choice.

Conclusion
In this study, we have conducted a comparative analysis of four DQL algorithms in the context of decision-making for autonomous vehicles on the freeway. We initially provided an overview of the implementation workflows for these four methods. Subsequently, we established a freeway driving scenario and a bi-level control framework to govern the behavior of the ego vehicle and the surrounding vehicles. Our simulation results encompassed discussions on the learning process, convergence rates, and the outcomes of testing experiments for these four approaches. The selection of an appropriate DQL algorithm for analogous problems should be contingent upon the complexity of the research problem. In conclusion, we recommend the use of Dueling DQL and PR-DQL.

Future research directions encompass two main aspects. Firstly, the application of these decision-making policies within visualization software will be explored. Secondly, the assessment of the derived decision-making strategies will be conducted using real-world driving data.
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