Visualizing Kraus operators for dephasing noise during application of the $\sqrt{\text{SWAP}}$ quantum gate
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We consider the case of a $\sqrt{\text{SWAP}}$ quantum gate and its optimized entangling action, via continuous dynamical decoupling, in the presence of dephasing noise. We illustrate the procedure in the specific case where only the two-qubit operation is controlled and no single-qubit operations are included in the description. To compare the optimized dynamics in the presence of noise with the ideal case, we use the standard fidelity measure. Then we discuss the importance of using optimized gates in the quantum operational-probabilistic theory. Because of their importance for the explicit construction of the completely positive maps representing the operations, we derive optimized Kraus operators in this specific case, focusing on the entanglement operation. We then show how to visualize the time evolution of each Kraus operator as a curve in a three-dimensional Euclidean space. Finally, we connect this formalism with the operational framework of quantum mechanics by describing a possible set of measurements that could be performed to obtain the Kraus operators.

I. INTRODUCTION

Optimal control has been a regularly studied subject for a long time, mainly for studies on spin dynamics [1], and it has become increasingly more relevant in the context of the quantum information science [2–4]. A very exciting prospect has been already envisaged starting in the first decade of the present century: the development of a quantum internet [5–7]. Recent experimental efforts have managed to establish a quantum-communication network over 4600 km [8]. In this context of quantum networking and communications, important topics have been referred to as transduction [9] and transfer of entanglement [10] [11]. In particular, flying qubits which get entangled on the fly with target qubits with which they interact have been considered in the context of scattering [12]. Inspired by these basic investigations, realistic implementation of distribution of entanglement over quantum networks is already occurring [13] [14]. However, all these possibilities are plagued by the unavoidable noise causing decoherence, which limits immensely the progress of implementation of quantum technologies, mainly when the carriers of quantum information are not photons [15]. It is, therefore, indispensable to understand the effects of quantum noise in quantum-information processing, including ways to correct for errors or to prevent them from happening [16].

Any quantum gate able to entangle two qubits together with general single-qubit operations will suffice for universal quantum processing [17]. Realization of entanglement between pairs of qubits by approaching and subsequently splitting them has been recently demonstrated using lattice surgery [18]. Also, addressability of individual qubits has even been extended to chromium molecules [19]. Indistinguishability symmetry has been explored in the context of entanglement and quantum control [20] [22]. Along the lines of these particular recent developments, the $\sqrt{\text{SWAP}}$ gate has long been realized in the laboratory using rubidium atoms in optical lattices, promising control over the effective exchange interaction [23]. Based on this possibility of articulating the time dependence of the effective interaction between two qubits, here we approach the case of quantum control of a $\sqrt{\text{SWAP}}$ entangling quantum gate in the presence of dephasing noise, which we simulate by introducing a boson bath. Relaxation times due to amplitude damping, because it involves transfer of energy by dissipation, are usually much longer than pure-decoherence times [24]. We, therefore, focus on the situation where we have the complete action of the $\sqrt{\text{SWAP}}$ gate fast compared to relaxation, but slow compared to dephasing.

We optimize the time dependence during the application of the entangling gate, while noise is present, by the well-studied continuous dynamical-decoupling procedure [25]. We compare the optimized noisy dynamics with the ideal, noiseless one by calculating the fidelity measure of our output operation. With the optimization of the gate under the perturbation due to coupling with the environment, we derive a set of corresponding Kraus operators [26] [27]. These operators provide the open-system evolution of any initial reduced matrix and are required to establish the completely positive maps representing the quantum operations in an Operational-Probabilistic Theory (OPT) of quantum mechanics [28–30]. Given the importance of the Kraus operators in the open-system dynamics of quantum-information processing, we present a prescription to visualize them via a one-to-one correspondence between each Kraus operator and a three-dimensional real vector. The whole dynamics as embedded in the time dependence of each Kraus operator is, thus, transcribed into the trajectory described by each of the corresponding vectors. Although our focus is on the $\sqrt{\text{SWAP}}$ gate under dephasing, we believe the visualization prescription may serve to inspire its generalization to more complex situations, analogously to the recent extension of the Bloch-sphere and Bloch-vector.
II. OPTIMIZATION OF THE $\sqrt{\text{SWAP}}$ QUANTUM GATE

The SWAP quantum gate has been considered both theoretically and experimentally [23] and, together with universal one-qubit operations, can be used to implement universal quantum computing [17]. Giving its importance, we investigate its optimal application by means of controlling its strength as a function of time to be optimized, as the experimental implementation of Ref. [24] has given evidence to its feasibility. Thus, we consider the gate Hamiltonian given by

$$H_G(t) = \hbar \Omega(t) G,$$
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It is now important to notice that in terms of its canonical density-matrix operator, namely, it is thermal, as a mixed state, whose best description is

\[
\sigma_z |1\rangle = |1\rangle, \\
\sigma_z |2\rangle = -|2\rangle,
\]

and we have defined

\[
g_s \equiv g_{1,s} - g_{2,s}.
\]

To treat the effects of dephasing on the gate action, we now change to the interaction picture, that is, we transform from the global Schrödinger density-matrix operator \( \rho (t) \) to its interaction-picture counterpart:

\[
\rho_I (t) \equiv U_0^\dagger (t) \rho (t) U_0 (t),
\]

where

\[
U_0 (t) = \exp \left[ -i \Phi (t) \sigma_z \right] \exp \left( -i \sum_s \omega_s t b_s^\dagger b_s \right),
\]

with

\[
\Phi (t) \equiv \int_0^t dt' \Omega (t').
\]

It is now important to notice that \( \rho (t) \) and \( \rho_I (t) \) are meant to represent density-matrix operators of the whole system, that is, the system that is composed by the logical qubit and the thermal boson bath. Although we consider the initial qubit state as pure, given by

\[
\rho_S (0) = |\psi (0)\rangle \langle \psi (0)|,
\]

usually we take the initial state of the thermal bath, since it is thermal, as a mixed state, whose best description is in terms of its canonical density-matrix operator, namely,

\[
\rho_B (0) = \frac{\exp (-\beta \sum_s \omega_s b_s^\dagger b_s)}{Z},
\]

where

\[
\beta \equiv \frac{1}{k_B T},
\]

\( T \) is the boson-bath temperature, \( k_B \) is Boltzmann constant, and

\[
Z \equiv \text{Tr}_B \left[ \exp \left( -\beta \sum_s \omega_s b_s^\dagger b_s \right) \right]
\]

is the partition function.

In the interaction picture, the corresponding evolution of the global density-matrix operator is given by

\[
i \hbar \frac{d}{dt} \rho_I (t) = [H_I (t), \rho_I (t)],
\]

with

\[
H_I (t) \equiv U_0^\dagger (t) H_{int} U_0 (t) = \hbar \sigma_z \left( \sum_s [g_s b_s \exp (-i \omega_s t) + g_s^* b_s^\dagger \exp (i \omega_s t)] \right),
\]

where

\[
\sigma_z (t) = [\Phi (t) \sigma_z \exp [-i \Phi (t) \sigma_z]] = \sigma_z \cos [2 \Phi (t)] + \sigma_y \sin [2 \Phi (t)].
\]

The interaction-picture global dynamics are thus dictated by Eq. (20) and are, therefore, unitary. That is to say that there is a unitary operator, \( U_I (t) \), acting on the qubit and the boson bath, such that

\[
\rho_I (t) = U_I (t) \rho_I (0) U_I^\dagger (t),
\]

with

\[
i \hbar \frac{d}{dt} U_I (t) = H_I (t) U_I (t)
\]

and

\[
U_I (0) = \mathbb{I}_S \otimes \mathbb{I}_B,
\]

where \( \mathbb{I}_B \) is the unitary operator acting on the boson Hilbert space. In Eq. (23), the initial global state here is prepared at \( t = 0 \) as a factored state:

\[
\rho_I (0) = \rho_S (0) \rho_B (0),
\]

where \( \rho_S (0) \) and \( \rho_B (0) \) are given by Eqs. (16) and (17), respectively. From Eqs. (23) and (26), it follows that

\[
\rho_{IS} (t) = \text{Tr}_B \left[ U_I (t) \rho_S (0) \rho_B (0) U_I^\dagger (t) \right],
\]

which is the reduced density operator that describes the state of the logical qubit, also in the interaction picture.

From now on let us adopt the convenient index notation in which \( (\mathbb{I}_S, \sigma_z, \sigma_y, \sigma_z) = (\sigma_0, \sigma_1, \sigma_2, \sigma_3) \). We thus can write

\[
U_I (t) = \sum_{\mu=0}^3 B_\mu (t) \sigma_\mu,
\]

noticing that the operators \( B_\mu (t) \), for \( \mu = 0, 1, 2, 3 \), act only on the boson states. Using Eqs. (27) and (28), we obtain

\[
\rho_{IS} (t) = \sum_{\mu=0}^3 \sum_{\nu=0}^3 \sigma_\mu \rho_S (0) \sigma_\nu M_{\nu,\mu} (t),
\]

where we have defined the process-matrix elements (17):

\[
M_{\nu,\mu} (t) = \text{Tr}_B \left[ B_\nu^\dagger (t) B_\mu (t) \rho_B (0) \right].
\]

All we have to do next is to calculate the functions \( M_{\nu,\mu} (t) \), for \( \nu, \mu \in \{0, 1, 2, 3\} \).

### III. NUMERICAL SIMULATIONS

Our simulations can be carried out by solving the master equation [30–37].
\[ \frac{d}{dt} \rho_{IS} (t) = -\frac{1}{\hbar^2} \text{Tr}_B \left\{ \int_0^t dt' \left[ H_I (t), \left[ H_I (t'), \rho_B (0) \rho_{IS} (t) \right] \right] \right\}, \]  

(31)

or by solving directly the Bloch-vector trajectory equation [25],

\[ \frac{d}{dt} \mathbf{r} (t) = -4 \mathbf{A} (t) \times \text{Im} [\mathbf{G} (t)] - 4 \mathbf{A} (t) \times \{ \mathbf{r} (t) \times \text{Re} [2 \mathbf{F} (t) + \mathbf{G} (t)] \}. \]  

(32)

It is relevant to emphasize that Eq. (31) is time local and it applies to non-Markovian situations, including the present case, where we assume that the control by continuous dynamical decoupling is faster than the correlation time of the bath operators [25]. Equation (32) is derived from Eq. (31) using the convenient definitions:

\[ \mathbf{A} (t) \equiv \hat{z} \cos [2 \Phi (t)] + \hat{y} \sin [2 \Phi (t)], \]  

(33)

\[ \mathbf{F} (t) \equiv \int_0^t dt' \mathbf{A} (t') \mathcal{I}_1 (t - t'), \]  

(34)

\[ \mathbf{G} (t) \equiv \int_0^t dt' \mathbf{A} (t') \mathcal{I}_2 (t - t'), \]  

(35)

\[ \mathcal{I}_1 (t) \equiv \sum_s |g_s|^2 \frac{\exp (i \omega_s t)}{\exp (\beta \hbar \omega_s) - 1}, \]  

(36)

and

\[ \mathcal{I}_2 (t) \equiv \sum_s |g_s|^2 \exp (i \omega_s t). \]  

(37)

The Bloch vector, \( \mathbf{r} (t) \), is related with the reduced density-matrix operator in the interaction picture, \( \rho_{IS} (t) \), as

\[ \rho_{IS} (t) = \frac{1}{2} \mathbb{I}_S + \frac{1}{2} \mathbf{r} (t) \cdot \mathbf{\sigma}. \]  

(38)

If we write

\[ \mathbf{r} (t) = \hat{x} x_1 (t) + \hat{y} x_2 (t) + \hat{z} x_3 (t), \]  

(39)

we can calculate the Bloch vector from the density operator by

\[ \mathbf{r} (t) = \text{Tr} [\mathbf{\sigma} \rho_{IS} (t)], \]  

(40)

where the trace without a subscript stands for the trace of 2 × 2 matrices. Of course, the initial condition for the Bloch vector is easily calculated using Eq. (40) at \( t = 0 \) and Eq. (16).

For the sake of our emulation of dephasing we simplify the structure of the noise by assuming an Ohmic spectral density [39], namely,

\[ J (\omega) \equiv \sum_s |g_s|^2 \delta (\omega - \omega_s), \]  

(41)

with

\[ J (\omega) = \eta \omega \exp \left(-\frac{\omega}{\omega_c}\right). \]  

(42)

Here, \( \omega_c \) is a cutoff frequency and \( \eta \) is a dimensionless noise strength. Using Eqs. (41) and (42) in Eqs. (36) and (37), we obtain:

\[ \mathcal{I}_1 (t) = \frac{\eta \omega_c}{\beta^2 \hbar^2} \psi^{(1)} \left( 1 + \frac{1}{\beta \omega_c} - \frac{it}{\beta \hbar} \right), \]  

(43)

where \( \psi^{(1)} (z) \) is the first polygamma function [40], and

\[ \mathcal{I}_2 (t) = \frac{\eta \omega_c}{(1 - i \omega_c t)^2}. \]  

(44)

To set up our numerical investigations, we establish the numerical values to characterize the effects of the phase noise. Let us, thus, look only at the decoherence that the noise produces by choosing \( \Omega (t) = 0 \) in Eq. (1) and starting with an initially pure density matrix \( \rho_S (0) = |\psi_0 \rangle \langle \psi_0| \) derived from the initial qubit state

\[ |\psi_0 \rangle \equiv c_1 |1 \rangle + c_2 |2 \rangle, \]  

(45)

where \( c_1 \) and \( c_2 \) are two complex constants such that

\[ |c_1|^2 + |c_2|^2 = 1. \]  

(46)

Since there is no quantum gate action and Eq. (45) is an arbitrary coherent state, what we describe here are the effects of the dephasing noise in a quantum memory, where the bath perturbation destroys the coherence and, hence, the quantum information stored in the qubit system. As is derived in Appendix B, the exact analytical solution of the Schrödinger equation using the interaction-picture Hamiltonian of Eq. (21), for the spectral density of Eqs. (41) and (42) and the initial state of Eq. (45), in the absence of a quantum gate, that is, for \( \Omega (t) = 0 \), produces a reduced density matrix in the interaction picture given by:

\[ \rho_{IS} \text{ pure noise} (t) = \left( \begin{array}{cc} |c_1|^2 & c_1 c_2 \xi (t) \\ c_1^* c_2^* \xi (t) & |c_2|^2 \end{array} \right), \]  

(47)

where

\[ \xi (t) \equiv \left\{ \left( \frac{k_B T}{\hbar \omega_c} + i \frac{k_B T}{\hbar} t \right)^4 \right\}^{2 \eta} \left( 1 + \omega_c^2 t^2 \right)^{\left( \frac{k_B T}{\hbar \omega_c} \right)^2}. \]  

(48)

Here, of course, we are using the factorial notation for the gamma function [40]:

\[ z! \equiv \Gamma (z + 1) = \int_0^\infty ds \exp (-s) s^z, \]  

(49)
for $\text{Re}(z) > -1$. In the interaction picture, the fidelity measure, at an instant $t$, when we have an ideal pure state $\rho^\text{ideal} \rho_S(t)$ and a general state $\rho_{IS}(t)$, is given by \cite{41, 42}:

$$F(t) \equiv \text{Tr}[\rho_{IS}(t) \rho_S(0)].$$

(50)

Figure 1 shows

$$F_\eta(t) \equiv \langle \psi_0 | \rho^\text{pure noise}_S(t) | \psi_0 \rangle,$$

(51)

which results from Eq. (50) for the case of pure noise, where we use $\Omega(t) = 0$, $\eta = 0.01$, $\omega_c = 8\pi/\tau$, $T = \hbar/\omega_c k_B$, and $c_1 = ic_2 = 1/\sqrt{2}$ in Eq. (45). The final value of the fidelity, in this case, is

$$F_0(\tau) \approx 0.5296.$$

(52)

It is important to notice that this exact result agrees perfectly well with our numerical calculations using the master equation of Eqs. (31) and (32).

Figure 1: The fidelity of Eq. (51) as a function of time for pure noise. We use $\Omega(t) = 0$, $\eta = 0.01$, $\omega_c = 8\pi/\tau$, $T = \hbar/\omega_c k_B$, and $c_1 = ic_2 = 1/\sqrt{2}$ in Eq. (45). The final value of the fidelity, in this case, is $F_0(\tau) \approx 0.5296$.

Now that we have compared our numerical simulations against the exact analytical result, we turn back to the case with $\Omega(t) \neq 0$, for which we do not have an analytic result and, thus, we use Eqs. (31) and (32) to calculate numerically the reduced density matrix as a function of time. As mentioned at the beginning of Sec. II, we take $|1\rangle$ as the initial state, that is, $\rho_S(0) = |1\rangle \langle 1|$ and calculate the final fidelity using Eq. (50) with $\Omega(t) = \pi/4\tau$, $\omega_c = 8\pi/\tau$, $T = \hbar/\omega_c k_B$, and two values of the noise strength: $\eta = 0.01$ and $\eta = 0.05$. The fidelities we obtain at $t = \tau$ for each of these values of $\eta$ are, respectively,

$$F_{\eta=0.01}(\tau) \approx 0.691$$

(53)

and

$$F_{\eta=0.05}(\tau) \approx 0.586.$$

(54)

Figure 2 shows the fidelities $F_{\eta=0.01}(t)$ and $F_{\eta=0.05}(t)$ as functions of time.

We are now able to calculate the trajectories described by the Bloch-vector evolution calculated using Eq. (32). Figure 3 shows, as illustrations, the trajectories for the cases whose final fidelities are given by Eqs. (53) and (54).

Figure 2: The fidelity of Eq. (50) as a function of time when we have $\rho_S(0) = |1\rangle \langle 1|$, $\Omega(t) = \pi/4\tau$, $\omega_c = 8\pi/\tau$, $T = \hbar/\omega_c k_B$, and two values of the noise strength: $\eta = 0.01$ and $\eta = 0.05$. The fidelities we obtain at $t = \tau$ for each of these values of $\eta$ are, respectively, $F_{\eta=0.01}(\tau) \approx 0.691$ and $F_{\eta=0.05}(\tau) \approx 0.586$.

The optimization procedure we adopt here is called the continuous dynamical decoupling of phase noise, as pre-
scribed in Ref. [25]. Accordingly, for protecting against dephasing, in the case of our Hamiltonian of Eq. (9), we simply have to choose a constant \( \Omega (t) \) given by

\[
\Omega (t) = \frac{\pi}{4\tau} + \frac{2n\pi}{\tau},
\]

with \( n \in \mathbb{Z} \). The final fidelity at \( t = \tau \) will approach unity as the magnitude of \( n \) is sufficiently increased. Figure 4 shows the fidelity measures as functions of time, Eq. (50), using different values of \( n \) appearing in Eq. (55).

In the simulations of Fig. 4 we have used \( \rho_S (0) = |1\rangle \langle 1| \), \( \omega_c = 8\pi/\tau \), \( T = \hbar \omega_c/k_B \), \( n = 0.05 \), and \( \Omega (t) \) as given by Eq. (55), for the cases where \( n = 0 \), \( n = 6 \), \( n = 12 \), \( n = 15 \), and \( n = 30 \). Table I shows the final fidelity measures, Eq. (50), for these choices of \( n \).

![Figure 4: Fidelity measures as functions of time, Eq. (50), using different values of \( n \) appearing in Eq. (55). Here we have used \( \rho_S (0) = |1\rangle \langle 1| \), \( \omega_c = 8\pi/\tau \), \( T = \hbar \omega_c/k_B \), \( n = 0.05 \), and \( \Omega (t) \) as given by Eq. (55), for the cases where \( n = 0 \), \( n = 6 \), \( n = 12 \), \( n = 15 \), and \( n = 30 \).](image)

![Figure 5: The Bloch-vector trajectory when \( n = 2 \) for \( \rho_S (0) = |1\rangle \langle 1| \), \( \omega_c = 8\pi/\tau \), \( T = \hbar \omega_c/k_B \), \( n = 0.05 \), and \( \Omega (t) \) as given by Eq. (55). Time evolution proceeds from purple (darker) to yellow (lighter). It starts at \( \mathbf{r}(0) = \hat{z} \) and ends at \( \mathbf{r}(\tau) = -0.485\hat{x} - 0.024\hat{y} - 0.045\hat{z} \).](image)

As an illustration of a trajectory traced by the evolution of a Bloch vector under continuous dynamical decoupling, Fig. 5 shows such a curve corresponding to the case with \( n = 2 \) when \( \rho_S (0) = |1\rangle \langle 1| \), \( \omega_c = 8\pi/\tau \), \( T = \hbar \omega_c/k_B \), \( n = 0.05 \), and \( \Omega (t) \) as given by Eq. (55). In the interaction picture, if \( n \) is large enough, the distance between \( \mathbf{r}(\tau) \) and \( \mathbf{r}(0) \) gradually decreases, as is also shown in Table I. Moreover, as \( n \) increases, the frequency \( \Omega (t) \), Eq. (55), gets large and the helical aspect of the Bloch-vector trajectories becomes progressively more pronounced than the one shown in Fig. 5 for \( n = 2 \).

Once we obtain the Bloch-vector trajectory, \( \mathbf{r}(t) \), or, equivalently, the density matrix, \( \rho_{1S}(t) \), as functions of time, we must calculate the functions given by Eq. (30). We have proceeded as follows. From Eq. (29) we see that the matrix elements \( M_{\nu,\mu}(t) \) do not depend on the initial condition. Therefore, we can choose different initial conditions to obtain a sufficient number of equations that we can then solve to obtain all these elements. Accordingly, we have chosen the following four different initial conditions for the components of the Bloch vector:

\[
x_{\nu,\mu}(0) = \delta_{\nu,\mu}, \tag{56}
\]

for \( k = 1, 2, 3 \) and \( \mu = 0, 1, 2, 3 \). Now, after time \( t > 0 \), we will have four evolved Bloch vectors given by

\[
\mathbf{r}_\mu(t) \equiv \hat{x} x_{1,\mu}(t) + \hat{y} x_{2,\mu}(t) + \hat{z} x_{3,\mu}(t), \tag{57}
\]

for \( \mu = 0, 1, 2, 3 \). Using the initial conditions of Eq. (56), we obtain the following equations to solve for the process-matrix elements \( M_{\nu,\mu}(t) \):

| \( n \) in Eq. (55) | 0 | 6 | 12 | 15 | 30 |
|-------------------|---|---|----|----|----|
| \( F(\tau) \) from Eq. (50) | 0.586 | 0.391 | 0.734 | 0.836 | 0.962 |
| \( |\mathbf{r}(\tau) - \mathbf{r}(0)| \) | 1.11 | 1.46 | 0.97 | 0.78 | 0.38 |

Table I: Final fidelities at \( t = \tau \), Eq. (50), with \( \rho_S (0) = |1\rangle \langle 1| \), \( \omega_c = 8\pi/\tau \), \( T = \hbar \omega_c/k_B \), \( n = 0.05 \), and \( \Omega (t) \) as given by Eq. (55), for \( n = 0 \), \( n = 6 \), \( n = 12 \), \( n = 15 \), and \( n = 30 \). Also shown is the distance between the final Bloch vector, \( \mathbf{r}(\tau) \), and its initial value, \( \mathbf{r}(0) = \hat{z} \), as a function of \( n \) for the values chosen.

It is interesting that as \( n \) increases the final fidelity initially decreases and, after \( n \) reaches a sufficiently high magnitude the fidelity starts to approach unity monotonically. Specifically for the choice of parameters and initial state of Fig. 4 we observe that the final fidelity progressively decreases to values lower than the one for \( n = 0 \), Eq. (54), as \( n \) is changed from \( n = 1 \) to \( n = 5 \), and then increases monotonically with \( n \geq 6 \), surpassing the value given by Eq. (54) for \( n \geq 10 \).
\begin{align}
\sum_{\alpha=0}^{3} \sum_{\beta=0}^{3} \sigma_{\alpha} \left[ \frac{1}{2} \mathbb{I}_S + \frac{1}{2} r_{\mu} (0) \cdot \sigma \right] \sigma_{\beta} M_{\beta, \alpha} (t) &= \frac{1}{2} \mathbb{I}_S + \frac{1}{2} r_{\mu} (t) \cdot \sigma, \\
\end{align}

for \( \mu = 0, 1, 2, 3 \), where we have used Eqs. (29) and (33), together with the initial conditions given by Eq. (56). Here, of course, \( r_{\mu} (t) \) are the evolved Bloch vectors obtained using the corresponding initial conditions given by Eq. (57). By solving Eq. (58) explicitly, we obtain:

\begin{align}
M_{0,0} &= \frac{1}{4} (-x_{1,0} + x_{1,1} - x_{2,0} + x_{2,2} - x_{3,0} + x_{3,3} + 1), \\
M_{0,1} &= \frac{1}{4} (x_{1,0} - ix_{2,0} + ix_{2,3} + ix_{3,0} - ix_{3,2}), \\
M_{0,2} &= \frac{1}{4} (x_{1,0} - x_{1,3} - ix_{2,0} - x_{3,0} + x_{3,1}), \\
M_{0,3} &= -\frac{1}{4} i(x_{1,0} - x_{1,2} - x_{2,0} + x_{2,1} + ix_{3,0}), \\
M_{1,0} &= \frac{1}{4} (x_{1,0} + ix_{2,0} - ix_{2,3} - ix_{3,0} + ix_{3,2}), \\
M_{1,1} &= \frac{1}{4} (-x_{1,0} + x_{1,1} + x_{2,0} - x_{2,2} + x_{3,0} - x_{3,3} + 1), \\
M_{1,2} &= \frac{1}{4} (-x_{1,0} + x_{1,2} - x_{2,0} + x_{2,1} + ix_{3,0}), \\
M_{1,3} &= \frac{1}{4} (-x_{1,0} + x_{1,3} - ix_{2,0} - x_{3,0} + x_{3,1}), \\
M_{2,0} &= -\frac{1}{4} i(x_{1,0} - x_{1,3} + ix_{2,0} - x_{3,0} + x_{3,1}), \\
M_{2,1} &= \frac{1}{4} (-x_{1,0} + x_{1,2} - x_{2,0} + x_{2,1} - ix_{3,0}), \\
M_{2,2} &= \frac{1}{4} (x_{1,0} - x_{1,1} - x_{2,0} + x_{2,2} + x_{3,0} - x_{3,3} + 1), \\
M_{2,3} &= \frac{1}{4} i(x_{1,0} + ix_{2,0} - ix_{2,3} + ix_{3,0} - ix_{3,2}), \\
M_{3,0} &= \frac{1}{4} (x_{1,0} - x_{1,2} - x_{2,0} + x_{2,1} - ix_{3,0}), \\
M_{3,1} &= \frac{1}{4} (-x_{1,0} + x_{1,3} + ix_{2,0} - x_{3,0} + x_{3,1}), \\
M_{3,2} &= -\frac{1}{4} i(x_{1,0} - ix_{2,0} + ix_{2,3} - ix_{3,0} + ix_{3,2}), \\
M_{3,3} &= \frac{1}{4} (x_{1,0} - x_{1,1} + x_{2,0} - x_{2,2} - x_{3,0} + x_{3,3} + 1), \\
\end{align}

where we have simplified the notation by writing \( M_{\nu, \mu} = M_{\nu, \mu} (t) \) and \( x_{k, \mu} = x_{k, \mu} (t) \), with \( k \in \{1, 2, 3\} \) and \( \nu, \mu \in \{0, 1, 2, 3\} \).

IV. VISUALIZATION OF KRAUS OPERATORS

As can be seen from Eq. (30), the matrix whose elements are the functions \( M_{\nu, \mu} (t) \) is Hermitian. Therefore, it can be diagonalized as

\begin{align}
\sum_{\gamma=0}^{3} W_{\gamma, \mu}^* (t) D_\gamma (t) W_{\gamma, \nu} (t) &= M_{\nu, \mu} (t),
\end{align}

where the matrix whose elements are \( W_{\gamma, \nu} (t) \) is unitary and \( D_\gamma (t) \), for \( \gamma = 0, 1, 2, 3 \), can be easily shown to be non-negative real numbers. The Kraus operators are, therefore, defined as

\begin{align}
K_\gamma (t) &\equiv \exp [i \chi_\gamma (t)] \sum_{\mu=0}^{3} \sqrt{D_\gamma (t) W_{\gamma, \mu}^* (t) \sigma_{\mu}},
\end{align}

and

\begin{align}
K_\gamma^* (t) &\equiv \exp [-i \chi_\gamma (t)] \sum_{\mu=0}^{3} \sqrt{D_\gamma (t) W_{\gamma, \mu}^* (t) \sigma_{\mu}},
\end{align}

where \( \chi_\gamma (t) \), for \( \gamma = 0, 1, 2, 3 \), are arbitrary real functions, since each Kraus operator can be defined up to a global phase factor. We are going to make good use of this freedom in what follows. Next we show, for the present case of the SWAP gate under dephasing, how to visualize the evolution of \( K_\gamma (t) \).

Equations (21), (22), (24), and (28) imply the following coupled matrix equations giving the dynamics of the boson field operators \( B_\mu (t) \), for \( \mu = 0, 1, 2, 3 \):

\begin{align}
\frac{i \hbar}{dt} \begin{bmatrix} B_0 (t) \\
B_1 (t) \end{bmatrix} &= \begin{bmatrix} \sin [2 \Phi (t)] & \cos [2 \Phi (t)] \\
-i \cos [2 \Phi (t)] & i \sin [2 \Phi (t)] \end{bmatrix} H_{BI} (t) \begin{bmatrix} B_2 (t) \\
B_3 (t) \end{bmatrix},
\end{align}

and

\begin{align}
\frac{i \hbar}{dt} \begin{bmatrix} B_2 (t) \\
B_3 (t) \end{bmatrix} &= \begin{bmatrix} \sin [2 \Phi (t)] & i \cos [2 \Phi (t)] \\
\cos [2 \Phi (t)] & -i \sin [2 \Phi (t)] \end{bmatrix} H_{BI} (t) \begin{bmatrix} B_0 (t) \\
B_1 (t) \end{bmatrix},
\end{align}
where we have defined the boson Hamiltonian $H_{BI}(t)$ in the interaction picture as

$$H_{BI}(t) \equiv \hbar \sum_s [g_s b_s \exp \left(-i\omega_s t\right) + g_s^* b_s^\dagger \exp \left(i\omega_s t\right)].$$

(80)

Given the initial condition for $U(t)$, Eq. (25), we obtain, according with Eq. (28), the initial conditions for the field operators, namely,

$$
\begin{bmatrix}
B_0(0) \\
B_1(0) \\
B_2(0) \\
B_3(0)
\end{bmatrix} =
\begin{bmatrix}
1 \\
0 \\
0 \\
0
\end{bmatrix}.
$$

(81)

Hence, formal integration of Eq. (79) from $t = 0$ to $t'$ and, after using Eq. (81), substituting the resulting expression into Eq. (78), gives

$$i\hbar \frac{d}{dt} \begin{bmatrix} B_0(t) \\ B_1(t) \end{bmatrix} = \frac{1}{i\hbar} \int_0^t dt' \begin{bmatrix}
\cos [\zeta(t, t')] \\
\sin [\zeta(t, t')]
\end{bmatrix}
\begin{bmatrix}
\sin [\zeta(t, t')] \\
\cos [\zeta(t, t')]
\end{bmatrix}
\times H_{BI}(t) H_{BI}(t') \begin{bmatrix} B_0(t') \\ B_1(t') \end{bmatrix},$$

(82)

where

$$\zeta(t, t') \equiv 2\Phi(t) - 2\Phi(t').$$

Equation (82) is easily diagonalized by the time-independent Hermitian and unitary matrix

$$S \equiv \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.$$  

(84)

By defining the $c$-number function

$$h(t) \equiv -\sum_s |g_s|^2 2i \int_0^t dt' \int_0^{t'} dt'' \exp[-i\zeta(t', t'')]
\times \sin[\omega_s(t'' - t')],$$

we can express the solution of Eq. (82) as

$$
\begin{bmatrix}
B_0(t) \\
B_1(t)
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
\Gamma(t) + \exp[h(t)] [\Gamma(t)]^\dagger \\
\Gamma(t) - \exp[h(t)] [\Gamma(t)]^\dagger
\end{bmatrix},$$

(86)

where the operator boson field $\Gamma(t)$ satisfies the integro-differential equation:

$$\frac{d}{dt} \Gamma(t) = -\frac{1}{\hbar^2} \int_0^t dt' \exp[i\zeta(t, t')]
	imes H_{BI}(t) H_{BI}(t') \Gamma(t'),$$

(87)

with

$$\Gamma(0) = I_B.$$  

(88)

Equation (87) is solved iteratively, as in the usual time-dependent perturbation theory.

Next we observe that Eq. (87) shows that $\Gamma(t)$ results in an operator consisting of a series, each term of which contains an even number of creation ($b^\dagger$) and/or annihilation operators ($b$) as factors. This means that, according with Eq. (86), the operators $B_0(t)$ and $B_1(t)$ will also be series of terms containing only an even number of boson-operator factors. However, as we see from Eq. (80), because of the extra Hamiltonian factor, $B_2(t)$ and $B_3(t)$ will be operator series whose terms each contains an odd number of boson-operator factors. Therefore, it follows from Eqs. (17) and (30) that

$$M_{0,0}(t) = M_{2,0}(t) = 0,$$

(89)

$$M_{0,3}(t) = M_{4,0}(t) = 0,$$

(90)

$$M_{1,2}(t) = M_{2,1}(t) = 0,$$

(91)

and

$$M_{1,3}(t) = M_{3,1}(t) = 0.$$  

(92)

We can, thus, arrange the elements $M_{\nu,\mu}(t)$, for $\nu, \mu \in \{0,1,2,3\}$, as a block-diagonal process matrix $M(t)$:

$$M(t) = \begin{bmatrix}
M_{0,0}(t) & M_{0,1}(t) & 0 & 0 \\
M_{0,1}(t) & M_{1,1}(t) & 0 & 0 \\
0 & 0 & M_{2,2}(t) & M_{2,3}(t) \\
0 & 0 & M_{3,2}(t) & M_{3,3}(t)
\end{bmatrix}.$$  

(93)

Diagonalization of Eq. (93) is analytical in terms of the elements $M_{\nu,\mu}(t)$, for $\nu, \mu \in \{0,1,2,3\}$, of each of the two $2 \times 2$ blocks, for each instant $t$, of the form

$$A = \begin{bmatrix}
c & a + bi \\
-a - bi & d
\end{bmatrix},$$

(94)

where $a, b, c, d \in \mathbb{R}$. To simplify the notation, let us write

$$a + bi \equiv \sqrt{a^2 + b^2} \exp(i\phi) \equiv \rho \exp(i\phi),$$

(95)

and

$$\delta \equiv \frac{c - d}{2}. $$

(96)

We can, thus, by the usual textbook methods, obtain the diagonalizing matrix $W(t)$, whose elements are $W_{\gamma,\nu}(t)$, for $\gamma, \nu \in \{0,1,2,3\}$, appearing in Eq. (75):

$$W(t) = \begin{bmatrix}
u_+ & \nu_- & 0 & 0 \\
u_- - \nu_+ & 0 & 0 & 0 \\
0 & \tilde{\nu}_+^* & \tilde{\nu}_-^* & 0 \\
0 & 0 & \tilde{\nu}_- - \tilde{\nu}_+
\end{bmatrix},$$

(97)

where

$$\left[\begin{array}{c}
u_+ \\
\nu_-
\end{array}\right] = \frac{1}{\sqrt{2}} \begin{bmatrix}
\exp \left(i\frac{\phi}{2}\right) \sqrt{1 + \frac{\delta}{\sqrt{\delta^2 + \rho^2}}} \\
\exp \left(-i\frac{\phi}{2}\right) \sqrt{1 - \frac{\delta}{\sqrt{\delta^2 + \rho^2}}}
\end{bmatrix}.$$  

(98)
and a completely analogous expression for the block involving $\tilde{u}_+$ and $\tilde{u}_-$. Of course, since Eq. (94) is only a simplified notation for each time-dependent block of Eq. (93), all the non-zero elements of $W(t)$ are also functions of $t$.

After diagonalizing $M(t)$, we obtain the elements $D_\gamma(t)$, for $\gamma = 0, 1, 2, 3$, appearing in Eq. (75):

$$D_0(t) = \frac{c + d}{2} + \sqrt{\delta^2 + \rho^2},$$

$$D_1(t) = \frac{c + d}{2} - \sqrt{\delta^2 + \rho^2},$$

$$D_2(t) = \frac{\tilde{c} + \tilde{d}}{2} + \sqrt{\tilde{\delta}^2 + \tilde{\rho}^2},$$

$$D_3(t) = \frac{\tilde{c} + \tilde{d}}{2} - \sqrt{\tilde{\delta}^2 + \tilde{\rho}^2},$$

where, as above, we use tildes to indicate the corresponding quantities in the lower $2 \times 2$ diagonal block of the matrix appearing in Eq. (93). Using Eqs. (97) and (98) in the definition of the Kraus operators, Eq. (76), we obtain:

$$K_0(t) \equiv \sqrt{D_0(t)} \exp \left( i \frac{\phi}{2} \right) (u_+^* \mathbb{I} + u_+^* \sigma_x)$$

$$= \sqrt{D_0(t)} \left[ |u_+\rangle \langle u_+| + \exp (i\rho) |u_-\rangle \langle u_-| \right],$$

$$K_1(t) \equiv \sqrt{D_1(t)} \exp \left( i \frac{\phi}{2} \right) (u_- \mathbb{I} - u_+ \sigma_x)$$

$$= \sqrt{D_1(t)} \left[ |u_-\rangle \langle u_-| - \exp (i\rho) |u_+\rangle \langle u_+| \right],$$

$$K_2(t) \equiv \sqrt{D_2(t)} \exp \left( -i \frac{\phi}{2} \right) (\tilde{u}_+^* \sigma_y + \tilde{u}_+^* \sigma_z)$$

$$= \sigma_z \sqrt{D_2(t)} \left[ |\tilde{u}_-\rangle \langle \tilde{u}_-| - i \exp (-i\rho) |\tilde{u}_+\rangle \langle \tilde{u}_+| \right],$$

and

$$K_3(t) \equiv -\sqrt{D_3(t)} \exp \left( -i \frac{\phi}{2} \right) (\tilde{u}_-^* \sigma_y - \tilde{u}_-^* \sigma_z)$$

$$= \sigma_z \sqrt{D_3(t)} \left[ |\tilde{u}_+\rangle \langle \tilde{u}_+| + i \exp (-i\rho) |\tilde{u}_-\rangle \langle \tilde{u}_-| \right].$$

Notice that, as we have already mentioned just following Eqs. (76) and (77), we have chosen phase factors whose convenience we clarify below.

Because $W(t)$, Eq. (77), is a unitary matrix, we have

$$|u_+|^2 + |u_-|^2 = 1$$

and

$$|\tilde{u}_+|^2 + |\tilde{u}_-|^2 = 1,$$
for $\gamma = 0, 1, 2, 3$. Furthermore, we can derive from Eqs. (29) and (75) that

$$\sum_{\gamma=0}^{3} D_{\gamma}(t) = 1.$$  

As illustrations of the Kraus operators as three-dimensional vectors, Fig. 6 shows the complete trajectories of the vector representations of Eq. (118) for our four Kraus operators in the case in which we use $\rho_S(0) = |1\rangle\langle 1|$, $\omega_c = 8\pi/\tau$, $T = \hbar\omega_c/k_B$, $\eta = 0.05$, and $\Omega(t)$ as given by Eq. (55), with $n = 2$.

![Figure 6: The complete trajectories of the vector representations of Eq. (118) for our four Kraus operators. Here we use $\rho_S(0) = |1\rangle\langle 1|$, $\omega_c = 8\pi/\tau$, $T = \hbar\omega_c/k_B$, $\eta = 0.05$, and $\Omega(t)$ as given by Eq. (55), with $n = 2$. Time evolution proceeds from purple (darker) to yellow (lighter).](image)

The representation prescribed here shows the whole dynamics of the $\sqrt{\text{SWAP}}$ gate under the effects of dephasing mitigated by the procedure of dynamical decoupling. We advance this visualization recipe in the present context because the context, per se, is relevant. However, we also point out that we could apply the principles involved here for other qubit dynamics, although a graphical representation might usually be unpractical for qudit systems, as their state representation in terms of generalized Bloch vectors already indicates.

V. QUANTUM PROCESS TOMOGRAPHY IN THE LANGUAGE OF THE QUANTUM OPERATIONAL-PROBABILISTIC THEORY

Here we make the connection of the formalism just presented with the quantum OPT framework, which we briefly review in Appendix A. To reconstruct the Kraus operators (in other words, the dynamics) from measurement frequencies alone, we can measure the process matrix defined in Eq. (30) by means of QPT. We wish to illustrate this technique using a simple OPT, with Positive Operator-Valued Measure (POVM) measurements. This subject has been heavily discussed in the literature, and we point to Refs. [43–45] for a broad analysis of QPT, as well as Refs. [46, 47] for Quantum State Tomography (QST).

We describe the evolution of given preparations $\rho_i(0)$ by a generic noisy gate $\mathcal{M}$ that acts on a qubit, of which we suppose having no knowledge. The index on the preparation tells us which initial condition we choose among Bloch vectors in the following set: $\{0, \hat{x}, \hat{y}, \hat{z}\}$.

As in usual QST, we need a set of measurement operators to apply on the qubit. We choose the usual set

$$E_0 = \left|0_z\right\rangle\left\langle 0_z\right|, E_1 = \left|1_z\right\rangle\left\langle 1_z\right|,$$

$$E_2 = \left|0_y\right\rangle\left\langle 0_y\right|, E_3 = \left|1_y\right\rangle\left\langle 1_y\right|,$$

$$E_4 = \left|0_x\right\rangle\left\langle 0_x\right|, \text{ and } E_5 = \left|1_x\right\rangle\left\langle 1_x\right|.$$  

A given element of this set is $E_k$. Notice that $E_{2j} + E_{2j+1}$ are all equal to the identity, for $j = 0, 1, 2$.

We describe the quantum process using its Kraus representation,

$$\mathcal{M}(\cdot) = \sum_{\alpha=0}^{3} K_\alpha(\cdot)K_\alpha^\dagger,$$  

with the condition

$$\sum_{\alpha=0}^{3} K_\alpha^\dagger K_\alpha = I.$$  

Each probability is associated with a circuit as shown in Fig. 9 of Appendix A, with the detail that, as we do not control our process, $\mathcal{M}_j = \mathcal{M}, \forall j$. This probability can be written as

$$p_{i,k} = \text{Tr}[\mathcal{M}(\rho_i(0))E_k] = \sum_{\alpha=0}^{3} \text{Tr}[K_\alpha\rho_i(0)K_\alpha^\dagger E_k].$$  

We represent each Kraus operator as a linear combination of the same $\sigma_\mu$ used in Eq. (25).

$$K_\alpha = \sum_{\mu=0}^{3} k_\alpha^\mu \sigma_\mu.$$
Thus, we can write
\[
p_{i,k} = \sum_{\alpha=0}^{3} \sum_{\mu=0}^{3} \sum_{\nu=0}^{3} \text{Tr}[k^{\alpha}_{\mu}k^{\alpha*}_{\nu} \sigma_{\mu} \rho_{i}(0) \sigma_{\nu} E_{k}]
\]
\[
= \sum_{\mu=0}^{3} \sum_{\nu=0}^{3} M_{\mu\nu} \text{Tr}[\sigma_{\mu} \rho_{i}(0) \sigma_{\nu} E_{k}]
\]
(126)

where, by inspection, we notice that
\[
M_{\mu\nu} = \sum_{\alpha=0}^{3} k^{\alpha}_{\mu} k^{\alpha*}_{\nu}
\]
(127)
is the same matrix defined in Eq. (30). An auxiliary definition is
\[
Q^{ik}_{\mu\nu} := \text{Tr}[\sigma_{\mu} \rho_{i}(0) \sigma_{\nu} E_{k}],
\]
(128)
which does not depend on the measurement frequencies themselves, but on the choice of measurement operators. The index \(k\) runs from zero to five, as we have six measurement operators, and the index \(i\) runs from zero to three, representing the four possible initial conditions of the Bloch vector. With these definitions, we obtain
\[
p_{i,k} = \sum_{\mu=0}^{3} \sum_{\nu=0}^{3} M_{\mu\nu} Q^{ik}_{\mu\nu}
\]
\[
= \text{Tr}[M^{T} Q^{ik}].
\]
(129)

If we define \(|M\rangle\) as a column vector by stacking columns of \(M\), and \(|Q^{ik}T\rangle\) by stacking columns of \((Q^{ik})^{T}\), then
\[
p_{i,k} = \langle Q^{ikT}|M\rangle.
\]
Notice that we can define a 24-row vector \(|p\rangle\) as
\[
|p\rangle = \sum_{k=0}^{5} \sum_{i=0}^{3} p_{i,k} |4k+i\rangle,
\]
(130)
where \(4k+i\) indexes the vector row. In the same fashion, we define a 24 \times 16 superoperator \(A\) as
\[
A = \sum_{k=0}^{5} \sum_{i=0}^{3} |4k+i\rangle \langle Q^{ikT}|.
\]
(131)
These definitions lead us to
\[
A |M\rangle = |p\rangle,
\]
(132)
from which it follows that
\[
|M\rangle = (A^{T} A)^{-1} A^{T} |p\rangle.
\]
(133)

As a self-consistency check, a comparison between \(M\) obtained by solving Eq. (31) or (32) numerically, then solving Eq. (58), and the one obtained by using the measurement frequencies given by Eq. (126) can be seen in Fig. 7. Figures 7(a) and 7(b) are diagrams of Re[\(M\)] and Im[\(M\)], respectively, obtained by Eq. (58). This \(M\) gives us probabilities via Eq. (124). These probabilities have been used in the method discussed above to reobtain \(M\) through Eq. (133). Figures 7(c) and 7(d) are diagrams of real and imaginary parts of this tomographed \(M\), Eq. (133). In the calculations presented in Fig. 7, we used \(\tilde{\tau} = \tau, \omega_{c} = 8\pi/\tau, T = \hbar \omega_{c}/k_{B}, \eta = 0.05\) and \(\Omega(t)\) as given by Eq. (55) with \(n = 2\).

As the matrices obtained by the procedures associated with Eqs. (58) and (133) are the same, we can de facto visualize the dynamics of a system by knowing only the frequencies of each measurement, given each initial state, since we can convert the process matrix \(M\) obtained by QPT, via Eq. (133), to a Kraus representation as explained in Sec. IV.

VI. CONCLUSION

In summary, we have considered the entangling universal quantum gate \(\sqrt{\text{SWAP}}\) under the perturbation of a dephasing bath using a spin-boson Hamiltonian. Under the guidance of quantum operational-probabilistic theories, we argue for the importance of the calculation of Kraus operators, required to implement the completely-positive maps that are essential in the context of these theories. Usually one expects us to provide some means to overcome most of the deleterious effects of the decoherence promoted by the environmental noise. We accordingly have chosen continuous dynamical decoupling as such a protective control procedure and have calcu-
lated a set of Kraus operators for the residual dephasing. Inspired by the Bloch-vector trajectories which describe the reduced-state evolution of the system, in this case starting from an initial condition, we have prescribed a three-dimensional vector representation for the whole residual-noise dynamics, proving that such curves are sufficient to represent their corresponding Kraus-operator histories. We once again emphasize the relevance of the fact that the four Kraus-vector trajectories represent the whole dynamics of the qubit system, independently of its initial state. Finally, we have discussed the procedure to obtain the process matrix and, thus, the Kraus operators and their visual representation, in the OPT framework, where only a set of POVM measurement frequencies are assumed known.

Appendix A: Operational-Probabilistic Theories

References [25, 29] present the main ideas behind an OPT, with changes proposed by Ref. [30] to turn such a theory symmetric under time reversal. Reference [13], specially Chapter 4, explains how we can apply such a theory to a Stern-Gerlach weak-value problem.

An OPT is a theory that describes possible experiments to be done with physical apparatuses and gives predictions for outcomes of said experiments. It employs two basic notions: systems and operations. An operation represents a use of a physical device that connects systems to systems. Examples include a set of mirrors in an optical experiment or magnets in a Stern-Gerlach apparatus. Systems, as now may be clear, are the particles subject to the experimentation, as the atoms leaving the oven in a Stern-Gerlach setup.

Mathematically, systems are described by the usual Hilbert spaces. Operations are maps from systems to systems. As they are physical maps, they must be completely positive (CP) and trace preserving (TP). If a map is both CP and TP it is called a completely-positive and trace-preserving (CPTP) map.

An OPT has the advantage that it may be understood through diagrams as shown in Fig. 8. In Fig. 8(b) the box labeled by $\mathcal{M}$ is an operation, where the index $i$ represents an element of the set of outcomes. In this case, the wires $A$ and $B$ are systems. Systems evolve from left to right (e.g., we operate over the input system $A$ with an operation $\mathcal{M}$ and arrive at the output system $B$).

We may not care about our system before a given operation (in which case we hereon call such system “identity”). In terms of cooking, we usually do not care about, say, potatoes proceeding before cooking; we just wash and cook them (see Ref. [49] for the culinary example). This is called a preparation: we prepare the system so it is suitable to be studied in an experimental setting. In the diagram representation, we draw it with a curved input, as shown in Fig. 8(a). We may also not care about the system after a given operation (e.g., after eating a meal); this is called measurement and we represent it with a curved output, as shown in Fig. 8(c).

We can compose preparations, operations and measurements in a closed (no open wires), non-cyclic (output from later operations cannot be used as input for previous operations) fashion, called circuit as done in Fig. 9. In an OPT, each circuit is associated with a probability. In other words, if we have a set of preparations $\{\rho_i\}_{i \in \mathcal{O}}$, operations $\{\mathcal{M}_j\}_{j \in \mathcal{Q}}$, and measurements $\{E_k\}_{k \in \mathcal{R}}$, then

$$p(i, j, k|\rho_i \in \mathcal{O}, \mathcal{M}_j \in \mathcal{Q}, E_k \in \mathcal{R}) \geq 0; \quad (A1)$$

$$\sum_{i \in \mathcal{O}} \sum_{j \in \mathcal{Q}} \sum_{k \in \mathcal{R}} p(i, j, k|\rho_i \in \mathcal{O}, \mathcal{M}_j \in \mathcal{Q}, E_k \in \mathcal{R}) = 1 \quad (A2)$$

For example, take a qubit in state $|0\rangle$ (which is our preparation) and operate a Hadamard gate $H$ on it. Then, measure the probability of the qubit being at $|0\rangle$ or $|1\rangle$. Our preparation is, then, $\rho = |0\rangle\langle 0|$. Our operation is $\mathcal{M}(\cdot) = H(\cdot)H$. Our measurement can be either $E_1 = |0\rangle\langle 0|$ or $E_2 = |1\rangle\langle 1|$. Consider the usual probability rule. Then, the probability $p_1$ of measuring $E_1$ is

$$p_1 = \langle p | \mathcal{M} | E_1 \rangle$$

$$= \text{Tr}[\mathcal{M}(\rho)E_1]$$

$$= \text{Tr}[H|0\rangle\langle 0|H|0\rangle\langle 0|]$$

$$= \frac{1}{2} \text{Tr}[|0\rangle\langle 0| + |1\rangle\langle 1|] |0\rangle\langle 0|]$$

$$= \frac{1}{2}$$ \quad (A3)

In the same fashion, the probability $p_2$ of measuring
\[ E_2 \text{ is} \]
\[
p_2 = \frac{\rho}{\text{Tr}[\mathcal{M}(\rho)E_2]}
= \frac{\text{Tr}[H|0\rangle\langle 0|H|1\rangle\langle 1|]}{\frac{1}{2} \text{Tr}(|0\rangle\langle 0| + |1\rangle\langle 1|)} = \frac{1}{2}
\]
\[
p_1 + p_2 = 1 \quad (A4)
\]

These probabilities define an OPT. We make use of equivalence classes of operations: if we have two operations, \( \mathcal{M}_j \) and \( \mathcal{N}_j \), both with the same probability distributions for all preparations and measurements described in the theory, then they are considered the same operation. The same is valid both for preparations and measurements.

The probability associated with each circuit is a variation of the usual Hilbert-Schmidt inner product:
\[
p(i, j, k|\rho_i \in \mathcal{O}; \mathcal{M}_j \in \mathcal{Q}; E_k \in \mathcal{R})
= \frac{\text{Tr}[\mathcal{M}_j(\rho_i) E_k]}{\sum_{i, j, k} \text{Tr}[\mathcal{M}_j(\rho_i) E_k]} \quad (A6)
\]
where we associate the operations, usually maps, to matrices via isomorphism. If by happenstance there is an incompatibility of systems between operations (say, the output of \( \mathcal{M} \) is not compatible with the input of \( E \) for every possible outcome of \( \mathcal{M} \) and \( E \)), said probability is zero.

Such change on probability is needed because, as Ref. 30 points out, we need to define the constraints for measurements, as they do not necessarily follow POVM’s constraints. Generally speaking, a measurement is a set of operations \( \{E_k\} \in \mathcal{R} \) on system \( A \), each event named effect, that follows
\[
E_k^A \leq \sum_{k \in \mathcal{R}} E_k^A,
\]
\[
\sum_{k \in \mathcal{R}} \text{Tr}[E_k^A] = d^A = \text{Tr}[I^A] \quad (A7)
\]
An attentive reader notices that \( \{E_k\} \in \mathcal{R} \) may be a POVM, but does not need to.

A preparation, set of operators \( \{\rho_i^A\} \in \mathcal{O} \) in which each operator is called state, follows the density-matrix constraint:
\[
\rho_i^A \leq \sum_{i \in \mathcal{O}} \rho_i^A, \quad (A9)
\]
\[
\sum_{i \in \mathcal{O}} \text{Tr}[\rho_i^A] = 1. \quad (A10)
\]

Operations, set of CP maps \( \{\mathcal{M}_j^{A \rightarrow B}\} \in \mathcal{Q} \) such that each map is called a transformation, have the constraint
\[
\mathcal{M}_j^{A \rightarrow B} \leq \sum_{j \in \mathcal{Q}} \mathcal{M}_j^{A \rightarrow B}, \quad (A11)
\]
\[
\sum_{j \in \mathcal{Q}} \text{Tr}\left[\mathcal{M}_j^{A \rightarrow B} \left( \frac{I^A}{d^A} \right) \right] = 1. \quad (A12)
\]

Appendix B: Derivation of \( \xi(t) \)

Here we briefly outline how to get the result of Eqs. 47 and 48. Using the evolution operator \( U_I(t) \) in the interaction picture from Ref. 24 adapted to a single qubit, we can easily see that
\[
\text{Tr}_B \left[ U_I(t) |1\rangle \rho_B(0) \langle 1| U_I^†(t) \right] = |1\rangle \langle 1| \quad (B1)
\]
and
\[
\text{Tr}_B \left[ U_I(t) |2\rangle \rho_B(0) \langle 2| U_I^†(t) \right] = |2\rangle \langle 2|, \quad (B2)
\]
where \( \rho_B(0) \) is given by Eq. 17. In the present context, of course, we are assuming \( \Omega(t) = 0 \) in Eqs. 21, 23, and 24. A somewhat more involved calculation gives
\[
\text{Tr}_B \left[ U_I(t) |1\rangle \rho_B(0) \langle 2| U_I^†(t) \right] = |1\rangle \langle 2| \exp \left[ \mathcal{P}(t) \right] \times \exp \left[ \mathcal{Q}(t) \right], \quad (B3)
\]
where
\[
\mathcal{P}(t) = \frac{4}{\pi} \sum_s |g_s|^2 \cos^2 \left( \frac{\omega_s t}{\omega^2} \right) - 1, \quad (B4)
\]
\[
\mathcal{Q}(t) = 8 \sum_s \langle n_s \rangle |g_s|^2 \cos^2 \left( \frac{\omega_s t}{\omega^2} \right) - 1, \quad (B5)
\]
and we have used the very useful representation 39:
\[
\rho_B(0) = \prod_s \frac{1}{\langle n_s \rangle} \frac{1}{\pi} \times \int d^2 \alpha_s \exp \left( -\frac{|\alpha_s|^2}{\langle n_s \rangle} \right) \langle \alpha_s | \langle \alpha_s |, \quad (B6)
\]
with
\[
\langle n_s \rangle = \frac{1}{\exp(\beta \omega_s - 1)} \quad (B7)
\]
and \( |\alpha_s | \) is the usual coherent state for the \( s \)th mode of the boson bath. We can now use the spectral density given in the continuum description of Eqs. 41 and 42 to write Eq. 43 as
\[
\mathcal{P}(t) = 4 \eta \int d\omega \exp \left( -\frac{\omega}{\omega_c} \right) \cos \left( \frac{\omega t}{\omega_c} \right) - 1. \quad (B8)
\]
But,
\[
\frac{\cos(\omega t) - 1}{\omega} = -\int_0^t dt' \sin \left( \omega t' \right), \quad (B9)
\]
so that now Eq. (B9) gives

$$\mathcal{P}(t) = -2\eta \ln (1 + \omega^2 t^2). \quad (B10)$$

Equation (B5) after using the spectral density given in the continuum description of Eqs. (41) and (42) and some algebraic manipulation can be put in this more convenient form:

$$Q(t) = -8\eta \int_0^\infty d\omega \frac{\exp\left(-\frac{\omega}{\omega_c}\right) - 1 - \cos(\omega t)}{\omega} \frac{1}{\exp(3\hbar\omega)} - 1$$

$$\omega_c$$

(B11)

It is an invigorating exercise to review some techniques of mathematical physics to reexpress Eq. (B11) in the form

$$Q(t) = \ln \left[ \left(\frac{\hbar k_B T}{h c} + i k_B T |t\rangle \right)! \right]^{8\eta} \left(\frac{\hbar k_B T}{h c} \right)! \right]^{8\eta}.$$ \quad (B12)

From the initial qubit density operator, $\rho_S(0) = |\psi_0\rangle \langle \psi_0|$, Eqs. (B1), (B2), and (B3) with its Hermitian conjugate, and substitution of the results of Eqs. (B10) and (B12), we finally obtain

$$\text{Tr}_B \rho(t) = |c_1|^2 |1\rangle \langle 1| + c_1^* c_2 \xi(t) |1\rangle \langle 2| + c_1^* c_2 \xi(t) |1\rangle \langle 2| + |c_2|^2 |2\rangle \langle 2|.$$ \quad (B13)

where we have already recognized the definition of Eq. (48). Thus we see that Eq. (B13) is equivalent to Eq. (47).
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