Bifurcation from essential spectrum for an elliptic equation with general nonlinearity
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Abstract

In this paper, based on some prior estimates, we show that the essential spectrum \( \lambda = 0 \) is a bifurcation point for a superlinear elliptic equation with only local conditions, which improves the related results on an open problem proposed by C.A. Stuart in [Lecture Notes in Mathematics, 1017].
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1 Introduction

In the present paper, we are concerned with the bifurcation for the following elliptic problem

\[
\begin{cases}
-\Delta u + \lambda u = q(x)g(u) & \text{in } \mathbb{R}^N, N \geq 1, \\
(\lambda, u) \in \mathbb{R} \times H^1(\mathbb{R}^N), & u \not\equiv 0,
\end{cases}
\]

(1.1)

where \( g(s) \) and \( q(x) \) satisfy the following assumptions

(G1) there exists \( s_1 > 0 \) such that \( g \in C([0, s_1]) \), \( g(0) = 0 \) and \( g(s) > 0 \) for \( s \in (0, s_1] \);

(G2) there exist \( \sigma \in (0, \frac{4}{N}) \) and \( A > 0 \), such that

\[
\lim_{s \to 0^+} \frac{g(s)}{s^{\sigma+1}} = A.
\]

(Q) \( q(x) \in L^\infty(\mathbb{R}^N) \) such that

\[
q_0 := \sup_{x \in \mathbb{R}^N} q(x) > \inf_{x \in \mathbb{R}^N} q(x) = \lim_{|x| \to +\infty} q(x) =: q_\infty > 0;
\]

\textsuperscript{*}Corresponding author.
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We say $\lambda = 0$ is a bifurcation point for (1.1), if there is a sequence $\{\lambda_n, u_n\}$ of solutions for (1.1) such that $\lambda_n \to 0$ and $\|u_n\|_{H^1} \to 0$ as $n \to 0$.

It is well known that the Laplacian operator $-\Delta$ admits no eigenvalues in $H^1(\mathbb{R}^N)$ and has only the essential spectrum $\lambda = 0$. Hence the standard Lyapunov-Schmidt reduction is not applicable to problem (1.1). It is worth mentioning that $q(x)$ in this paper is not necessary to be radial. Hence, we can not work in the subspace of radial functions. So, even for $\lambda > 0$, the operator $(-\Delta + \lambda)^{-1} : H^1(\mathbb{R}^N) \to H^1(\mathbb{R}^N)$ is not compact. In particular, if $q(x) \neq 0$ as $|x| \to +\infty$, the operator

$$
A_\lambda := (-\Delta + \lambda)^{-1} \circ (q(\cdot)g)
$$

is not completely continuous in $H^1(\mathbb{R}^N)$. Thus, it seems that the associated Leray-Schauder degree is not well defined in $H^1(\mathbb{R}^N)$ and the method of topological degree fails. Hence, the topic about bifurcation from the essential spectrum of nonlinear differential equations, was once a very challenging problem and of general interest in the 1980s, see [2,3,7,16,18,28–32,36] and references therein.

In paper [2], Benci and Fortunato studied (1.1) with

$$
g(u) = |u|^{p-2}u, \quad -q(x) \geq const \cdot |x|^{\alpha} \quad \text{and} \quad \alpha > \frac{N(p-2)}{2},
$$

and they proved that $\lambda = \lambda_0$ is a bifurcation point for any $\lambda_0 \leq 0$, by virtue of certain compact embeddings of a weight Sobolev space. In [7], if $0 \leq q(x) \in C(\mathbb{R}^N) \cap L^1(\mathbb{R}^N)$, the authors showed that there are infinitely many global solution “branches” emanating from the trivial line of solutions at $\lambda^* = 0$. By applying the compactness of radial Sobolev space and Pohozaev identity, Berestycki and Lions in [4] considered problem (1.1) in the autonomous case, that is, $q(x) \equiv 1$ in (1.1). Stuart [30,31] investigated problem (1.1) with $g(u) = |u|^{\sigma}u$ and $q(x)$ being non-radially symmetric, to obtain the compactness, he imposed a vanishing condition on $q(x)$, that is,

$$
\lim_{|x| \to +\infty} q(x) = 0,
$$

which can guarantee that the map $H^1(\mathbb{R}^N) \ni u \mapsto \int_{\mathbb{R}^N} q(x)G(u)dx$ is weakly sequentially continuous. Actually, in [30,31], the following $L^2$—normalized problem

$$
\begin{cases}
-\Delta u + \lambda u = q(x)|u|^{\sigma}u & \text{in } \mathbb{R}^N, \quad \sigma \in (0, \frac{N}{2}), \\
\int_{\mathbb{R}^N} |u|^2dx = c > 0 & \text{and } c \in \mathbb{R},
\end{cases}
$$

(1.2)

was considered. By further assuming that

$$
q(x) \geq A(1 + |x|)^{-t}, \quad x \in \mathbb{R}^N, \quad \text{for some } A > 0, t \in (0, 2 - \frac{N\sigma}{2}).
$$

(1.3)

Stuart proved the existence of $L^2$—normalized solution $(\lambda_c, u_c)$ (i.e., $\|u_c\|_{L^2(\mathbb{R}^N)} = c$) for $c > 0$ small. Furthermore, $\lambda_c \to 0$ in $\mathbb{R}$ and $u_c \to 0$ in $H^1(\mathbb{R}^N)$ as $c \to 0^+$, that is, $\lambda = 0$ is a bifurcation point for (1.1). We note that the assumption (1.3) plays a crucial role in ensuring the positivity of the Lagrange multiplier $\lambda_c > 0$ for given $c > 0$. So, Stuart proposed in [31, Remark 2, Page 577] an open problem as follows

“At present, no results seem to cover cases where $q(x) \neq 0$ as $|x| \to +\infty$ and $q$ is non-radially symmetric.”
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After that, paper [36] gave an answer to the above open problem for (1.1). Precisely, Zhu and Zhou [36] considered a much more general problem

$$-\Delta u + \lambda u = f(x, u) \text{ in } \mathbb{R}^N, (\lambda, u) \in \mathbb{R} \times H^1(\mathbb{R}^N)$$

(1.4)

and they required $f(x, u)$ satisfying the following conditions

(f1) $f(x, u) \in C(\mathbb{R}^N \times \mathbb{R})$ and for some constant $C > 0$ such that

$$|f(x, u)| \leq C(|u| + |u|^{1+\frac{4}{N}}), \forall x \in \mathbb{R}^N, u \in \mathbb{R};$$

(f2) $\lim_{u \to 0} u^{-1} f(x, u) = 0$ uniformly in $x \in \mathbb{R}^N$;

(f3) $f(x, u) \to \tilde{f}(u)$ as $|x| \to +\infty$ uniformly for bounded $u \in \mathbb{R}$;

(f4) $\exists A > 0, s \in (0, 2)$ and $\beta \in (2, 2 + \frac{2(2-s)}{N})$ such that

$$F(x, t) \geq A(1 + |x|)^{-s} |t|^\beta, x \in \mathbb{R}^N, t \in \mathbb{R},$$

or

$$\lim_{t \to 0} \frac{F(t)}{|t|^{2+\frac{4}{N}}} = +\infty;$$

(f5) $F(x, t) \geq \bar{F}(t), \forall x \in \mathbb{R}^N, t \in \mathbb{R}.$

Thanks to the concentration compactness principle, in [36] they proved that: For any $c > 0$ small enough, there is $\lambda_c > 0$ such that problem (1.4) possesses a $L^2$-normalized solution $u_c$, that is, $(\lambda_c, u_c)$ solves (1.4) and $I(u_c) = m_c$, where

$$I(u) := \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 \, dx - \int_{\mathbb{R}^N} F(x, u) \, dx, u \in H^1(\mathbb{R}^N)$$

and

$$m_c = \inf \left\{ I(u) : \|u\|_{L^2(\mathbb{R}^N)}^2 = c \right\}, \ c > 0.$$

Furthermore, they showed that $\lambda_c \to 0$ in $\mathbb{R}$ and $u_c \to 0$ in $H^1(\mathbb{R}^N)$ as $c \to 0^+$, that is, $\lambda = 0$ is a bifurcation point for (1.4). Meanwhile, Stuart [32] also studied (1.4) with $f(x, u) = \sum_{i=1}^m q_i(x) |u|^{\sigma_i} u$ and $0 < \sigma_i < \frac{4}{N}$ and obtained the existence of normalized ground state solution $(\lambda_c, u_c)$ with $\lambda_c \to 0, \|\nabla u_c\|_2^2 \to 0$ as $c \to 0^+$. It is known that to get the compactness for a minimizing sequence constrained on $S_c$, the Lagrange multiplier has to be controlled. So, in [32], Stuart still required the conditions

$$q_i(x) \geq A_i (1 + |x|)^{-t_i} \text{ with } A_i > 0, t_i \in [0, 2) \text{ and } 0 < \sigma_i < \frac{2(2-t_i)}{N},$$

which play a crucial role in verifying $\inf_{u \in S_c} J[u] < 0$ (see the conditions (A3) and (A4) in [32]). In particular, $q(x) \neq 0$ as $|x| \to +\infty$ is also involved there, see the condition (A4) in [32]. Some progress was also implied in [26], although the author did not give a straightforward estimate on the Lagrange multiplier that $\lambda_c \to 0$ as $c \to 0$.

However, all the papers mentioned above are required some global properties on the nonlinearity $g(s)$. We note that Jeanjean in [18] studied the local conditions on nonlinearities to ensure bifurcation from the continuous spectrum for (1.4), but he still required that
\[ \lim_{|x| \to +\infty} f(x,s) = 0 \text{ uniformly for } s \in [-\delta, \delta], \text{ see [18, hypothesis (H2)]}, \text{ which is essentially not the case of Stuart's open problem.} \] To the best of the authors' knowledge, there seemed no further results on Stuart's open problem under more general nonlinear terms. In this paper, our main aim is to answer this open problem by requiring only the properties of \( g(s) \) near the origin. Our main theorem is as follows:

**Theorem 1.1.** Assume (G1)-(G2) and (Q) hold, then \( \lambda = 0 \) is a bifurcation point for problem (1.1).

**Remark 1.2.** (i) The well known Clark’s theorem [10] asserts the existence of a sequence of negative critical values tending to 0 for even coercive functionals, which has been improved in many works, see, e.g., [8, 17, 23, 33]. In particular, Wang [33] requires only the local conditions near the origin. However, these works are focused on the sub-linear case. In this paper, our aim is to establish the bifurcation results for a super-linear problem with only local conditions near the origin, the Clark’s theorem and its variants are not applicable. (ii) We mention that, if \(-\Delta\) is replaced by a Schrödinger operator \(-\Delta + V(x)\) with \(V(x)\) being a coercive potential and \(f(x,u)\) being a power type nonlinearity in (1.4), the \(L^2\)-normalized solutions and its asymptotical behaviors for (1.4) has attracted much attentions in recent years, see, e.g., [13, 14, 22, 35]. Very recently, some bifurcation results for a nonhomogeneous fractional equation was obtained in [15].

To prove the above Theorem 1.1, we should mention a very recent paper due to Jeanjean-Zhang-Zhong [21], in which a new approach is developed to study the \(L^2\)-normalized solutions for the following equation

\[ -\Delta u + \lambda u = g(u) \text{ in } \mathbb{R}^N, \tag{1.5} \]

under very mild assumptions on \( g \). In [21], the authors obtained some results about the existence, non-existence and multiplicities of the \(L^2\)-normalized solutions. In particular, under some suitable assumptions, they established the asymptotic behavior of positive solutions to (1.5) as \( \lambda \to 0^+ \). In the spirit of the work [21], our proof for Theorem 1.1 is divided into the following steps:

(i) We firstly focus on the following modified equation of (1.1)

\[ -\Delta u + \lambda u = q(x)\tilde{g}(u) \text{ in } \mathbb{R}^N. \tag{1.6} \]

where \( \tilde{g}(s) = g(s) \) provided \( s \) small enough and satisfies some suitable assumptions, see Lemma 2.1 for the details.

(ii) We show that (1.6) possesses a mountain pass solution \( u_\lambda \) for any \( \lambda > 0 \), see our Theorem 4.2 in Section 4.

(iii) We then prove that \( u_\lambda \to 0 \) in \( H^1(\mathbb{R}^N) \) as \( \lambda \to 0^+ \), that is, \( \lambda = 0 \) is a bifurcation point for equation (1.6), see our Proposition 3.4.

(iv) We finally claim that \( \|u_\lambda\|_\infty \to 0 \) as \( \lambda \to 0^+ \) (see our Lemma 2.7 or Remark 2.8), which shows that \( u_\lambda \) is essentially a solution to the original problem (1.1) for \( \lambda \) small enough. Hence, \( \lambda = 0 \) is also a bifurcation point for equation (1.1).
Remark 1.3. In paper [36], the open problem of [31] was answered under the assumptions (f1)-(f5), but (f1) is a global condition on \( f(x,u) \). Condition (A1) in [32] is also a global condition on \( g(s) \) and \( g(s) \) in [32] is homogeneous. In this paper, we start with the modified problem (1.6), our main results only depends on the local behavior of \( g(s) \) near 0. In our case, \( g(s) \) is allowed to grow very fast, such as, \( g(s) \) can be mass super-critical or even Sobolev super-critical at infinity. Moreover, \( g(s) \) is also allowed to be negative and decreasing for large \( s > 0 \).

Remark 1.4. By the arguments of our paper, it is easy to generalize the result for the following problem

\[
- \Delta u + \lambda u = \sum_{i=1}^{m} q_{i}(x)g_{i}(u) \quad \text{in} \quad \mathbb{R}^{N}, (\lambda, u) \in \mathbb{R} \times H^{1}(\mathbb{R}^{N}). \tag{1.7}
\]

Assume that for each \( i \in \{1, 2, \ldots, m\} \), \( g_{i} \) satisfies (G1)-(G2) and \( q_{i} \) admits (Q), then \( \lambda = 0 \) is also a bifurcation point of (1.7).

Based on Theorem 1.1, we have also a bifurcation result for problem (1.1) with \( \lambda u \) being replaced by \( \lambda V(x)u \) in (1.1), see (1.8).

Theorem 1.5. Let \( q(x) \equiv C > 0 \) or satisfies (Q). If the conditions (G1)-(G2) hold and \( V(x) \) satisfies

\[
(V) \quad 0 < V_{0} := \inf_{x \in \mathbb{R}^{N}} V(x) < \sup_{x \in \mathbb{R}^{N}} V(x) = \lim_{|x| \to \infty} V(x) =: V_{\infty},
\]

then \( \lambda = 0 \) is a bifurcation point for the following equation

\[
- \Delta u + \lambda V(x)u = q(x)g(u), (\lambda, u) \in \mathbb{R} \times H^{1}(\mathbb{R}^{N}). \tag{1.8}
\]

2 Preliminaries

Lemma 2.1. Under the assumptions (G1)-(G2), for any \( \alpha, \beta \) satisfying \( 2 < \alpha < 2 + \sigma < \beta < 2 + \frac{4}{N} \), there exist \( \tilde{g} : \mathbb{R} \to \mathbb{R} \) and \( s_{0} \in (0, s_{1}) \) such that

\( \tilde{G} \)

\[
\tilde{g} \in C(\mathbb{R}) \quad \text{is odd and} \quad \tilde{g}(s) > 0 \quad \text{for} \quad s > 0;
\]

\( \tilde{G} \)

\[
\tilde{g}(s) \equiv g(s) \quad \text{for} \quad s \in [0, s_{0}] \quad \text{and} \quad \lim_{s \to +\infty} \frac{\tilde{g}(s)}{s^{\beta-1}} =: B > 0;
\]

\( \tilde{G} \)

\[
\alpha \tilde{G}(s) \leq \tilde{g}(s)s \leq \beta \tilde{G}(s) \quad \text{for any} \quad s \in \mathbb{R}, \quad \text{where} \quad \tilde{G}(s) = \int_{0}^{s} \tilde{g}(t)dt.
\]

Proof. Under the assumptions (G1)-(G2), we know that

\[
g(s) = (A + o(1))s^{1+\sigma}, \quad G(s) = \frac{1}{2 + \sigma}(A + o(1))s^{2+\sigma} \quad \text{for} \quad s > 0 \quad \text{close to} \quad 0,
\]

where we denote by \( o(1) \) a quantity which goes to 0 as \( s \to 0 \). Hence, by \( \alpha < 2 + \sigma < \beta \), there exists \( s_{0} \in (0, s_{1}) \) such that

\[
\alpha G(s) \leq g(s)s \leq \beta G(s), \quad \forall s \in [-s_{0}, s_{0}]. \tag{2.1}
\]
We define
\[ \tilde{g}(s) := \begin{cases} 
  g(s), & \text{for } s \in [0, s_0], \\
  g(s_0)s_0^{-(\beta-1)}s^{\beta-1}, & \text{for } s \geq s_0, \\
  -\tilde{g}(-s), & \text{for } s \leq 0.
\end{cases} \tag{2.2} \]

Clearly, \( \tilde{g} \in C(\mathbb{R}) \) is odd and \( \tilde{g}(s) > 0 \) for \( s > 0 \), thus (\( \tilde{G}1 \)) holds. By the definition (2.2), it is easy to see that (\( \tilde{G}2 \)) holds with
\[ B := \lim_{s \to +\infty} \frac{\tilde{g}(s)}{s^{\beta-1}} = g(s_0)s_0^{-(\beta-1)} > 0. \]

Furthermore, for \( s > s_0 \), we know that
\[ G(s) = G(s_0) + g(s_0)s_0^{-(\beta-1)} \frac{1}{\beta} \left( s^{\beta} - s_0^{\beta} \right) \]
and
\[ g(s)s = g(s_0)s_0^{-(\beta-1)} s^{\beta}. \]
Then, by (2.1), for \( s > s_0 \),
\[ g(s)s - \beta G(s) = g(s_0)s_0 - \beta G(s_0) \leq 0, \tag{2.3} \]
and
\[ g(s)s - \alpha G(s) = \left( 1 - \frac{\alpha}{\beta} \right) g(s_0)s_0^{-(\beta-1)} s^{\beta} + \frac{\alpha}{\beta} g(s_0)s_0 - \alpha G(s_0) \]
\[ \geq g(s_0)s_0 - \alpha G(s_0) \geq 0. \tag{2.4} \]

Hence, (\( \tilde{G}3 \)) also holds. \( \square \)

**Remark 2.2.** Let \( \tilde{g}(s) \) be defined in Lemma 2.1. Then:

(i) There exists \( C > 0 \) such that
\[ \tilde{g}(s) \leq C \left( s^{1+\sigma} + s^{\beta-1} \right), \forall s \in \mathbb{R}^+. \tag{2.5} \]

(ii) For any \( M > 0 \), there are positive constants \( C_{M,1} \geq C_{M,2} \) such that
\[ C_{M,2}s^{1+\sigma} \leq \tilde{g}(s) \leq C_{M,1}s^{1+\sigma}, \forall s \in [0, M]. \tag{2.6} \]

Fix \( \alpha, \beta \) and let \( \tilde{g} \) be given in Lemma 2.1. In what follows, we focus on discussing the equation (1.6).

**Remark 2.3.** (i) For \( \lambda > 0 \), if \( u \geq 0 \) is a classical solution to (1.6), then the maximum principle shows that \( u > 0 \) in \( \mathbb{R}^N \). Furthermore, if \( u(x) \to 0 \) as \( |x| \to \infty \), then it is easy to know that \( u(x) \) decays exponentially at \( \infty \) and so that \( u \in H^1(\mathbb{R}^N) \). Conversely, if \( u \in H^1(\mathbb{R}^N) \) is a weak solution to (1.6), under the assumptions (\( G1 \)),(\( G2 \)) and (\( Q \)), combining with Lemma 2.1, the standard elliptic estimate is applicable, and then \( u \) is also a classical solution.
(ii) For $\lambda = 0$, if $0 \leq u \in H^1(\mathbb{R}^N)$ is a weak solution to (1.6), under the assumptions (G1), (G2) and (Q), we still have that $u$ is a classical solution. However, if $u \geq 0$ is a classical solution to (1.6), whether $u \in H^1(\mathbb{R}^N)$ is of interest in itself. In this respect, we have the following Lemma 2.5.

**Lemma 2.4.** ([1, Lemma 2.2]) If $h(x) \in L^\infty(B_3 \setminus B_2)$ is nonnegative, and $u \geq 0$ satisfies
\[ -\Delta u \geq h(x) \text{ in } B_3 \setminus B_2, \]
then, there exists a constant $\bar{c} > 0$ depending only on $N$ such that, for each $\Omega \subset B_2 \setminus B_1$,
\[ \inf_{B_2 \setminus B_1} u \geq \bar{c} |\Omega| \inf_{\Omega} h. \]

**Lemma 2.5.** Assume that (G1) and (G2) hold and $C_1 \leq q(x) \leq C_2$, for some $C_1, C_2 > 0$ and any $x \in \mathbb{R}^N$. If $u$ is a classical solution of
\[ \begin{cases} 
-\Delta u = q(x)\tilde{g}(u) \text{ in } \mathbb{R}^N, \\
0 \leq u(x) \leq M, \forall x \in \mathbb{R}^N, \\
u \in C^2(\mathbb{R}^N),
\end{cases} \tag{2.7} \]
then $u \in H^1(\mathbb{R}^N)$, where $\tilde{g}$ is given in Lemma 2.1.

**Proof.** Suppose that $u \not\equiv 0$, then $u$ is positive in $\mathbb{R}^N$ by the maximum principle. Since $u$ is bounded, by Remark 2.2-(ii), there exists $C > 0$ such that
\[ -\Delta u = q(x)\tilde{g}(u) \geq Cu^{1+\sigma}. \tag{2.8} \]
Set $u_r(x) := u(rx)$ and $r > 0$, then
\[ -\Delta u_r(x) = r^2 (-\Delta u)(rx) \geq Cr^2 u(rx)^{1+\sigma} =: h(x). \tag{2.9} \]
Taking $\Omega = B_2 \setminus B_1$, it follows from Lemma 2.4 that
\[ \inf_{B_2 \setminus B_1} u \geq Cr^2 \left( \inf_{B_2 \setminus B_1} u \right)^{1+\sigma}, \tag{2.10} \]
where $C$ depends only on $M$ and $N$. Hence,
\[ \inf_{B_2 \setminus B_1} u \leq Cr^{-\frac{\sigma}{1+\sigma}}. \tag{2.11} \]
On the other hand, let $d(x) := -q(x)\tilde{g}'(u(x)) \in L^\infty(\mathbb{R}^N)$ and
\[ L = -\Delta + d(x), \]
then $Lu = 0, u \geq 0$ in $\mathbb{R}^N$. By [12, Theorem 8.20], there exists some $C$ only depending on $N$ such that
\[ \sup_{B_2 \setminus B_1} u \leq C \inf_{B_2 \setminus B_1} u. \tag{2.12} \]
Then, for some $C > 0$ depending only on $M, N$,
\[
u(x) \leq C|x|^{-\frac{2}{\sigma}}, \forall |x| \geq 1.
\tag{2.13}
\]
Then, a direct computation shows that
\[
\int_{|x| \geq 1} u^2 dx < +\infty,
\]
here $\sigma < \frac{4}{N}$ is required. So $u \in L^2(\mathbb{R}^N)$ and also $u \in L^{2+\sigma}(\mathbb{R}^N)$, which implies that $q(\cdot)\tilde{g}(u)u \in L^1(\mathbb{R}^N)$. Hence, $|\nabla u| \in L^2(\mathbb{R}^N)$ and thus $u \in H^1(\mathbb{R}^N)$.

Lemma 2.6. Assume $(\tilde{G}1)$-$(\tilde{G}3)$ and $(Q)$ hold. If $u \in H^1(\mathbb{R}^N)$ is a nonnegative solution of (1.6) with $\lambda \in (0, M]$, then there exists $C_M > 0$, depending only on $M$, such that
\[
\|u\|_{\infty} \leq C_M.
\]

Proof. We argue by contradiction. If there exists a sequence \( \{\lambda_n\} \subset (0, M] \) with \( \{u_n\} \subset H^1(\mathbb{R}^N) \), and $u_n \geq 0$ solves (1.6) with $\lambda = \lambda_n$, such that
\[
M_n := \|u_n\|_{\infty} \to +\infty.
\]
Let $x_n \in \mathbb{R}^N$ be such that $u_n(x_n) = M_n$. Now we perform a rescaling, setting $x - x_n = \frac{y}{M_n^{\frac{2}{\sigma}}} - 2^{\frac{2}{\sigma}}$ and
\[
\tilde{u}_n(y) := \frac{1}{M_n} u_n \left( x_n + \frac{y}{M_n^{\frac{2}{\sigma}}} \right),
\]
then $\tilde{u}_n(0) = \max_{y \in \mathbb{R}^N} \tilde{u}_n(y) = 1$ and
\[
-\Delta \tilde{u}_n(y) = q \left( \frac{y}{M_n^{\frac{2}{\sigma}}} + x_n \right) \tilde{g}(M_n \tilde{u}_n(y)) - \frac{\lambda_n}{M_n^{\frac{2}{\sigma}}} \tilde{u}_n(y). \tag{2.14}
\]
Up to a subsequence, we may assume that
\[
q(x_n) \to \tau \in [q_\infty, q_0] \text{ as } n \to +\infty. \tag{2.15}
\]
By Remark 2.2-(i), under the assumption (Q) and $\lambda_n \leq M, M_n \to +\infty$, the right hand side of (2.14) is of $L^\infty(\mathbb{R}^N)$. Then a standard elliptic estimate gives $\tilde{u}_n \to \tilde{u}$ in $C^2_{loc}(\mathbb{R}^N)$, where $\tilde{u}(0) = 1 = \max_{y \in \mathbb{R}^N} \tilde{u}(y)$ and
\[
-\Delta \tilde{u} = \tau B\tilde{u}^{\beta-1} \text{ in } \mathbb{R}^N. \tag{2.16}
\]
So, by [24, Theorem 8.4] for $N = 1, 2$ and by [9, Theorem 2-(ii)] for $N \geq 3$ (see also [11, Theorem 1.1]), we know that $\tilde{u} \equiv 0$, which is a contradiction to $\tilde{u}(0) = 1$.

Lemma 2.7. Assume $(\tilde{G}1)$-$(\tilde{G}3)$ and $(Q)$ hold and let \( \{u_n\}_{n=1}^{\infty} \subset H^1(\mathbb{R}^N) \) be positive solutions to (1.6) with $\lambda = \lambda_n \to 0^+$, then
\[
\liminf_{n \to +\infty} \frac{\|u_n\|_{\sigma}^{\lambda_n}}{\lambda_n} > 0. \tag{2.17}
\]
Furthermore, if one of the following conditions holds
(i) $N \leq 4$;
(ii) $N \geq 5$ and $\sigma \leq \frac{2}{N-2}$;
(iii) $N \geq 5$, $\sigma \in \left(\frac{2}{N-2}, \frac{1}{N}\right)$ and $\|u_n\|_{L^2(\mathbb{R}^N)} \to 0$;

then

$$\|u_n\|_{\infty} \to 0 \text{ as } n \to +\infty.$$  \hspace{1cm} (2.18)

**Proof.** Without loss of generality, we may assume that $\lambda_n \leq 1$, $\forall n \in \mathbb{N}$. By Lemma 2.6, there exists some $M > 0$ such that $\|u_n\|_{\infty} \leq M$, $\forall n \in \mathbb{N}$. \hspace{1cm} (2.19)

Let $x_n \in \mathbb{R}^N$ be such that $u_n(x_n) = \|u_n\|_{\infty}$. Define

$$\bar{u}_n(x) := \frac{1}{\|u_n\|_{\infty}} u_n \left( \frac{x}{\sqrt{\lambda_n}} + x_n \right),$$

then $1 = \bar{u}_n(0) = \max_{x \in \mathbb{R}^N} \bar{u}_n(x)$ and

$$- \Delta \bar{u}_n(x) + \bar{u}_n(x) = q \left( \frac{x}{\sqrt{\lambda_n}} + x_n \right) \tilde{g} \left( \|u_n\|_{\infty} \bar{u}_n(x) \right) \frac{\lambda_n \|u_n\|_{\infty}}{\lambda_n \|u_n\|_{\infty}}.$$ \hspace{1cm} (2.20)

Taking $x = 0$, by the maximum principle and Remark 2.2-(ii), we have that

$$1 = \bar{u}_n(0) \leq - \Delta \bar{u}_n(0) + \bar{u}_n(0)$$

$$= q(x_n) \tilde{g} \left( \|u_n\|_{\infty} \right) \frac{\lambda_n \|u_n\|_{\infty}}{\lambda_n \|u_n\|_{\infty}} \leq q_0 C_M \frac{\|u_n\|_{\infty}}{\lambda_n}.$$ \hspace{1cm} (2.21)

Hence,

$$\liminf_{n \to +\infty} \frac{\|u_n\|_{\infty}^\sigma}{\lambda_n} \geq \frac{1}{q_0 C_M} > 0.$$ \hspace{1cm} (2.22)

To prove (2.18), we argue by contradiction for the cases (i) and (ii). Suppose that $\liminf_{n \to +\infty} \|u_n\|_{\infty} > 0$, and let $v_n(x) = u_n(x + x_n)$. Then,

$$- \Delta v_n = q(x + x_n) \tilde{g}(v_n) - \lambda_n v_n \in \mathbb{R}^N.$$ \hspace{1cm} (2.23)

Since $q(x + x_n) \tilde{g}(v_n) - \lambda_n v_n \in L^\infty(\mathbb{R}^N)$, it follows from a standard elliptic estimate that

$$v_n \to v \text{ in } C^2_{\text{loc}}(\mathbb{R}^N) \text{ with } v(0) = \lim_{n \to \infty} u_n(x_n) > 0.$$ \hspace{1cm} (2.24)

Furthermore, $v$ is bounded and satisfies

$$- \Delta v \geq q_\infty \tilde{g}(v) \geq 0, \ x \in \mathbb{R}^N.$$ \hspace{1cm} (2.25)

Now, we claim that there always is a contradiction in both cases of (i)-(ii).

Case (i): If $N \leq 4$, we note that $\sigma + 1 < 1 + \frac{4}{N}$, by Remark 2.2-(ii) and (2.22), there exists some $C > 0$ such that

$$- \Delta v \geq C v^{1+\sigma} \text{ in } \mathbb{R}^N,$$ \hspace{1cm} (2.26)
where
\[1 + \sigma < \frac{N}{(N-2)_+} := \begin{cases} \infty, \text{ if } N \leq 2, \\ \frac{N}{N-2}, \text{ if } N \geq 3.\end{cases}\]
Hence, by [24, Theorem 8.4], \(v \equiv 0\) in \(\mathbb{R}^N\), which is a contradiction to \(v(0) > 0\).

Case (ii): If \(N \geq 5\) and \(\sigma \leq \frac{2}{N-2}\), a similar argument to case (i) implies that \(v \equiv 0\) in \(\mathbb{R}^N\), which is also a contradiction.

For case (iii), we first prove that for any \(p > \max \{2, \frac{N}{2}\}\), there exists some \(C(p) > 0\) such that
\[\|u_n\|_{\infty} \leq C(p)\|u_n\|_{\frac{2}{p}}, \forall n \in \mathbb{N}.\]  
Indeed, for all \(n \in \mathbb{N}\),
\[\Delta u_n = \lambda_n u_n - q(x)\tilde{g}(u_n).\]
By (Q), \(\lambda_n \leq 1, \|u_n\|_{\infty} \leq M\) and (2.5), there exists \(K > 0\) such that
\[|\Delta u_n| \leq K|u_n|.\]  
Using the Calderon-Zymund estimate [25, Chap. 2,3, Prop.8]:
\[\left\| \frac{\partial^2 u}{\partial x_i \partial x_j} \right\|_{p} \leq C(p)\|\Delta u\|_{p} \text{ for all } u \in W^{2,p} (\mathbb{R}^N), 1 < p < \infty,\]
we see from (2.25) that if \(\{u_n\} \subset L^p(\mathbb{R}^N)\) for some \(1 < p < \infty\), then it also holds that \(\{u_n\} \subset W^{2,p}(\mathbb{R}^N)\) and
\[\|u_n\|_{W^{2,p}(\mathbb{R}^N)} \leq C(p)\|u_n\|_{p}, \forall n \in \mathbb{N}.\]  
Take \(p > \max \{2, \frac{N}{2}\}\), by \(\|u_n\|_{\infty} \leq M\), we obtain that
\[\|u_n\|_{p} \leq M^{\frac{p-2}{p}}\|u_n\|_{\frac{2}{p}}.\]  
We recall the continuous embedding \(W^{2,p}(\mathbb{R}^N) \hookrightarrow L^\infty(\mathbb{R}^N)\) for any \(p > \frac{N}{2}\). Hence,
\[\|u_n\|_{\infty} \leq C_1(p)\|u_n\|_{W^{2,p}(\mathbb{R}^N)} \leq C_2(p)\|u_n\|_{p} \leq C_3(p)\|u_n\|_{\frac{2}{p}},\]
we prove (2.24).

Hence, in Case (iii), that is, \(N \geq 5, \frac{2}{N-2} < \sigma < \frac{4}{N}\) and \(\|u_n\|_2 \xrightarrow{n} 0\), it follows (2.24) that \(\|u_n\|_{\infty} \xrightarrow{n} 0\) also holds.

\[\text{Remark 2.8.}\] Under the assumptions (G1) – (G3) and (Q), if \(\{u_n\}_{n=1}^{\infty} \subset H^1(\mathbb{R}^N)\) be positive solutions to (1.6) with \(\lambda = \lambda_n \rightarrow 0^+\) such that \(\|u_n\|_2 \xrightarrow{n} 0\), then \(\|u_n\|_{\infty} \xrightarrow{n} 0\) by Lemma 2.7.

For \(\lambda > 0\) and \(u \in H^1(\mathbb{R}^N)\), define
\[\tilde{I}_{\infty,\lambda}[u] := \frac{1}{2}\|\nabla u\|_2^2 + \lambda\|u\|_2^2 - q_{\infty}\int_{\mathbb{R}^N} \tilde{G}(u)dx\]
and the associate least energy
\[\ell_{\infty,\lambda} := \inf \left\{ \tilde{I}_{\infty,\lambda}[u] : u \in H^1(\mathbb{R}^N) \backslash \{0\} \text{ with } \tilde{I}_{\infty,\lambda}[u] = 0 \right\},\]
the mountain pass level
\[ m_{\infty, \lambda} := \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} \tilde{I}_{\infty, \lambda}(\gamma(t)), \]  
where
\[ \Gamma_{\infty} := \left\{ \gamma \in C([0, 1], H^1(\mathbb{R}^N)) : \gamma(0) = 0, \tilde{I}_{\infty, \lambda}(\gamma(1)) < 0 \right\}. \]

Then, we have

**Lemma 2.9.** If (\(\tilde{G}1\))-\(\tilde{G}3\) and (Q) hold, then \(\ell_{\infty, \lambda} > 0\) for any \(\lambda > 0\). In particular, \(\ell_{\infty, \lambda} = m_{\infty, \lambda}\) is nondecreasing with respect to \(\lambda \in \mathbb{R}^+\).

**Proof.** We mention that the existence of a least energy solution for
\[- \Delta u + u = q_{\infty} \tilde{g}(u) \text{ in } \mathbb{R}^N, u \in H^1(\mathbb{R}^N),\]  
was proven by Berestycki and Lions in [5]. It was also shown that the least energy solution is of mountain pass type (see, e.g., [19] for \(N \geq 2\) and [20] for \(N = 1\)). We omit the proof here. 

\[ \Box \]

## 3 Asymptotic behavior of mountain pass solution

Define
\[ \tilde{I}_{\lambda}[u] := \frac{1}{2} \|\nabla u\|^2 + \frac{1}{2} \lambda \|u\|^2 - \int_{\mathbb{R}^N} q(x) \tilde{G}(u) dx, u \in H^1(\mathbb{R}^N), \]  
and
\[ m_{\lambda} := \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} \tilde{I}_{\lambda}(\gamma(t)), \]

where \(\Gamma\) is defined by
\[ \Gamma := \left\{ \gamma \in C([0, 1], H^1(\mathbb{R}^N)) : \gamma(0) = 0, \tilde{I}_{\lambda}(\gamma(1)) < 0 \right\}. \]

**Lemma 3.1.** Let (\(\tilde{G}1\))-\(\tilde{G}3\) and (Q) be satisfied. Then, for any \(\lambda > 0\),
\[ 0 < m_{\lambda} < m_{\infty, \lambda} \]

and \(m_{\infty, \lambda} \to 0\) as \(\lambda \to 0^+\).

**Proof.** For \(\lambda > 0\), \(m_{\infty, \lambda}\) is attained (see the proof of Lemma 2.9). Let \(u_{\infty, \lambda}\) be a mountain pass solution for (2.34), and by the regularity result, we may suppose that \(u_{\infty, \lambda} > 0\) in \(\mathbb{R}^N\). And there exists some \(\gamma \in \Gamma_{\infty}\) such that \(\gamma(t_0) = u_{\infty, \lambda}\) for some \(t_0 \in (0, 1]\) with
\[ \max_{t \in [0, 1]} \tilde{I}_{\infty, \lambda}(\gamma(t)) = \tilde{I}_{\infty, \lambda}(\gamma(t_0)) = \tilde{I}_{\infty, \lambda}(u_{\infty, \lambda}) = m_{\infty, \lambda}. \]

We note that \(\gamma \in \Gamma\) since \(\tilde{I}_{\lambda}(\gamma(1)) \leq \tilde{I}_{\infty, \lambda}(\gamma(1)) < 0\). Then there exists \(t_1 \in (0, 1]\) such that
\[ m_{\lambda} \leq \max_{t \in [0, 1]} \tilde{I}_{\lambda}(\gamma(t)) = \tilde{I}_{\lambda}(\gamma(t_1)) < \tilde{I}_{\infty, \lambda}(\gamma(1)) \]
\[ \leq \max_{t \in [0, 1]} \tilde{I}_{\infty, \lambda}(\gamma(t)) = m_{\infty, \lambda}. \]
On the other hand, for $\lambda > 0$ fixed, the norm $\|u\|_\lambda$ defined by
\[
\|u\|_\lambda := \left(\|\nabla u\|_2^2 + \lambda\|u\|_2^2\right)^{1/2},
\]
is equivalent to the usual norm $\|u\|_{H^1(\mathbb{R}^N)} = \|u\|$. By the Sobolev embeddings, for $\|u\|_\lambda = \rho > 0$ small, we have
\[
\tilde{I}_\lambda[u] = \frac{1}{2}\|u\|_\lambda^2 - \int_{\mathbb{R}^N} q(x)\tilde{G}(u)dx
\geq \frac{1}{2}\|u\|_\lambda^2 - C\left(\|u\|_\alpha^\alpha + \|u\|_\beta^\beta\right)
\geq \frac{1}{2}\|u\|_\lambda^2 - C\left(\frac{1}{2}\|u\|_\alpha^\alpha + \frac{1}{2}\|u\|_\beta^\beta\right).
\]
Since $\alpha, \beta > 2$, it is easy to see
\[
m_\lambda \geq \inf_{\|u\|_\lambda = \rho} \tilde{I}_\lambda[u] > 0.
\]

For $\lambda > 0$ small, let $u_{\infty, \lambda}$ be the corresponding mountain pass solution of (2.34). Under the conditions $(\tilde{G}1)$ and $(\tilde{G}2)$, we remark that the assumption $(G3)$ required in [21] holds automatically, see [21, Remark 2.6]. So by [21, Theorem 5.1], $u_{\infty, \lambda}$ is the unique nontrivial nonnegative solution. Furthermore, by [21, Theorem 1.3], we have that $u_{\infty, \lambda} \to 0$ in $H^1(\mathbb{R}^N)$. Hence,
\[
m_{\infty, \lambda} = \tilde{I}_{\infty, \lambda}[u_{\infty, \lambda}] \to 0 \text{ as } \lambda \to 0^+.
\]

**Lemma 3.2.** Assume $(\tilde{G}1)$-$(\tilde{G}3)$ and $(Q)$ hold. For $m_{\infty, \lambda}$ defined by (3.2), there holds
\[
\lim_{\lambda \to 0^+} \frac{m_{\infty, \lambda}}{\lambda} = 0.
\]

**Proof.** Noting that
\[
m_{\infty, \lambda} = \frac{1}{2}\|\nabla u_{\infty, \lambda}\|_2^2 + \frac{1}{2}\lambda\|u_{\infty, \lambda}\|_2^2 - q_\infty \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx,
(3.5)
\]
\[
\|\nabla u_{\infty, \lambda}\|_2^2 + \lambda\|u_{\infty, \lambda}\|_2^2 = q_\infty \int_{\mathbb{R}^N} \tilde{g}(u_{\infty, \lambda})u_{\infty, \lambda}dx,
(3.6)
\]
\[
\|\nabla u_{\infty, \lambda}\|_2^2 = Nq_\infty \int_{\mathbb{R}^N} \left[\frac{1}{2}\tilde{g}(u_{\infty, \lambda})u_{\infty, \lambda} - \tilde{G}(u_{\infty, \lambda})\right]dx
(3.7)
\]
and
\[
\alpha \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx \leq \int_{\mathbb{R}^N} \tilde{g}(u_{\infty, \lambda})u_{\infty, \lambda}dx \leq \beta \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx.
(3.8)
\]
Then,
\[
\begin{align*}
Nq_\infty \frac{\alpha - 2}{2} \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx & \leq \|\nabla u_{\infty, \lambda}\|_2^2 \leq Nq_\infty \frac{\beta - 2}{2} \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx, \\
q_\infty \frac{\alpha - 2}{2} \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx & \leq m_{\infty, \lambda} \leq q_\infty \frac{\beta - 2}{2} \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx, \\
q_\infty \left[\alpha - \frac{N(\beta - 2)}{2}\right] \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx & \leq \lambda\|u_{\infty, \lambda}\|_2^2 \leq q_\infty \left[\beta - \frac{N(\alpha - 2)}{2}\right] \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda})dx.
\end{align*}
(3.9)
\]
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By $2 < \alpha \leq \beta < 2 + \frac{4}{N}$, we know that

$$0 < \alpha - \frac{N(\beta - 2)}{2} \leq \beta - \frac{N(\alpha - 2)}{2}.$$ 

Hence, by [21, Theorem 1.3] again, $u_{\infty, \lambda} \to 0$ in $H^1(\mathbb{R}^N)$ as $\lambda \to 0^+$. Then it follows (3.9) that

$$m_{\infty, \lambda} \leq \frac{\beta - 2}{2} q_{\infty} \int_{\mathbb{R}^N} \tilde{G}(u_{\infty, \lambda}) dx \leq \frac{\beta - 2}{2} q_{\infty} \left[ \frac{\beta - 2}{2} q_{\infty} \left( \alpha - \frac{N(\beta - 2)}{2} \right) \right] \frac{\lambda \|u_{\infty, \lambda}\|_2^2}{\lambda} = \frac{\beta - 2}{N \left( 2 + \frac{2}{N} \alpha - \beta \right)} \|u_{\infty, \lambda}\|_2^2 \to 0 \text{ as } \lambda \to 0^+.$$

\[\square\]

**Corollary 3.3.** If $(\tilde{G}1)$-$(\tilde{G}3)$ and (Q) hold, then, for $m_\lambda$ is given by (3.2), we have

$$\lim_{\lambda \to 0^+} \frac{m_\lambda}{\lambda} = 0.$$

**Proof.** It follows from Lemmas 3.1 and 3.2. \[\square\]

**Proposition 3.4.** Under the conditions $(\tilde{G}1)$-$(\tilde{G}3)$ and (Q), for $\lambda > 0$, let $u_\lambda$ be a mountain pass solution of (1.6), then

$$u_\lambda \to 0 \text{ in } H^1(\mathbb{R}^N) \text{ as } \lambda \to 0^+.$$

Consequently, $\lambda = 0$ is a bifurcation point for (1.6).

**Proof.** Since $u_\lambda$ is a solution to (1.6),

$$\|\nabla u_\lambda\|_2^2 + \lambda \|u_\lambda\|_2^2 = \int_{\mathbb{R}^N} q(x) \tilde{g}(u_\lambda) u_\lambda dx. \quad (3.10)$$

Hence,

$$m_\lambda = \frac{1}{2} \left( \|\nabla u_\lambda\|_2^2 + \lambda \|u_\lambda\|_2^2 \right) - \int_{\mathbb{R}^N} q(x) \tilde{G}(u_\lambda) dx \\
\geq \frac{1}{2} \left( \|\nabla u_\lambda\|_2^2 + \lambda \|u_\lambda\|_2^2 \right) - \frac{1}{\alpha} \int_{\mathbb{R}^N} q(x) \tilde{g}(u_\lambda) u_\lambda dx \\
= \left( \frac{1}{2} - \frac{1}{\alpha} \right) \left( \|\nabla u_\lambda\|_2^2 + \lambda \|u_\lambda\|_2^2 \right).$$

So, for $\lambda \leq 1$, we have

$$m_\lambda \geq \left( \frac{1}{2} - \frac{1}{\alpha} \right) \lambda \|u_\lambda\|^2_{H^1(\mathbb{R}^N)}. \quad (3.11)$$

By Corollary 3.3, we obtain that

$$\lim_{\lambda \to 0^+} \|u_\lambda\|^2_{H^1(\mathbb{R}^N)} \leq \frac{2\alpha}{\alpha - 2} \lim_{\lambda \to 0^+} \frac{m_\lambda}{\lambda} = 0.$$

\[\square\]
4 Existence of mountain pass solution

Under the assumptions of (\(\tilde{G}1\))-\(\tilde{G}3\)) and (Q), it is easy to check that \(\tilde{I}_\lambda\) satisfies the mountain pass geometry. Then there exists a \((PS)_{m_\lambda}\) sequence \(\{u_n\} \subset H^1(\mathbb{R}^N)\), i.e., as \(n \to +\infty\),

\[
\tilde{I}'_\lambda[u_n] \to 0, \quad \tilde{I}_\lambda[u_n] \to m_\lambda.
\]

(4.1)

Since \(\tilde{g}\) satisfies the so-called Ambrosetti-Rabinowitz type condition (see Lemma 2.1-(\(\tilde{G}3\))), it is standard to check that \(\{u_n\}\) is bounded in \(H^1(\mathbb{R}^N)\). Up to a subsequence, we assume that \(u_n \overset{n}{\rightharpoonup} u\) weakly in \(H^1(\mathbb{R}^N)\) and \(u\) is a weak solution of (1.6), and our following Lemma shows that \(u \not\equiv 0\).

**Lemma 4.1.** Under the assumptions of (\(\tilde{G}1\))-\(\tilde{G}3\)) and (Q), let \(u\) be the weak limit of the sequence \(\{u_n\}\) given by (4.1), then \(u \not\equiv 0\).

**Proof.** By contradiction, if \(u \equiv 0\), then \(u_n \overset{n}{\rightharpoonup} 0\) strongly in \(L^p_{\text{loc}}(\mathbb{R}^N)\), \(\forall p \in [1, 2^*)\).

\[
\text{(4.2)}
\]

**Step 1.** We firstly prove that there exist \(\eta > 0, R > 0\) and \(\{y_n\} \subset \mathbb{R}^N\) such that

\[
\liminf_{n \to +\infty} \int_{B_R(y_n)} |u_n|^2 dx \geq \eta.
\]

(4.3)

Indeed, for any \(R > 0\), if

\[
\sup_{y \in \mathbb{R}^N} \int_{B_R(y)} |u_n|^2 dx \to 0 \text{ as } n \to \infty.
\]

Then, we infer that \(u_n \to 0\) strongly in \(L^p(\mathbb{R}^N)\) for any \(2 < p < 2^*\) (See [34, Lemma 1.21]). Then, by Lemma 2.1-(\(\tilde{G}3\)) we have

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} q(x)\tilde{G}(u_n) dx = 0 = \lim_{n \to \infty} \int_{\mathbb{R}^N} q(x)\tilde{g}(u_n) u_n dx.
\]

(4.4)

These imply that \(u_n \overset{n}{\rightharpoonup} 0\) strongly in \(H^1(\mathbb{R}^N)\) and hence \(m_\lambda = \lim_{n \to \infty} \tilde{I}_\lambda[u_n] = 0\), which contradicts Lemma 3.1.

**Step 2.** Let \(\{y_n\}\) be obtained in Step 1, then \(\{y_n\}\) is unbounded in \(\mathbb{R}^N\).

If there exists \(M > 0\) such that \(\sup_n |y_n| \leq M\), then, for \(R > 0\) given in Step 1, we have

\[
\int_{B_{R+M}(0)} |u_n|^2 dx \geq \int_{B_{R}(y_n)} |u_n|^2 dx \geq \eta > 0,
\]

(4.5)

which is a contradiction to our assumption (4.2).

**Step 3.** We claim that \((q(x) - q_\infty)\tilde{g}(u_n) \to 0\) in \(H^{-1}\) as \(n \to \infty\).

Indeed, for any \(\varphi \in H^1(\mathbb{R}^N)\), it follows from (2.5), Hölder inequality and Sobolev embeddings
that, for any $R > 0$,
\[
\left| \int_{\mathbb{R}^N} (q(x) - q_{\infty}) \tilde{g}(u_n) \varphi dx \right| 
\leq \int_{|x| \leq R} |q(x) - q_{\infty}| \tilde{g}(u_n) |\varphi| dx + \int_{|x| \geq R} |q(x) - q_{\infty}| \tilde{g}(u_n) |\varphi| dx 
\leq C \left[ \left( \int_{|x| \leq R} |u_n|^{2+\sigma} dx \right)^{\frac{1+\sigma}{2+\sigma}} \|\varphi\|_{2+\sigma} + \left( \int_{|x| \geq R} |u_n|^{\beta} dx \right)^{\frac{\beta-1}{\beta}} \|\varphi\|_{\beta} \right] 
\leq C \left( \sup_{|x| \geq R} |q(x) - q_{\infty}| \int_{|x| \geq R} (|u_n|^{1+\sigma} + |u_n|^{\beta}) |\varphi| dx \right) 
\leq o(1) \|\varphi\|_{H^1}, \text{ by letting } n \to +\infty \text{ and using (4.2), then letting } R \to +\infty.
\]

**Step 4.** Put $\omega_n(x) := u_n(x + y_n)$, then $\tilde{I}_{\infty,\lambda}^{\infty}[\omega_n] \to 0$ in $H^{-1}$.

For any $\varphi \in H^1(\mathbb{R}^N)$, denote $\varphi_n(x) = \varphi(x - y_n)$. Since $\|\varphi_n\|_{H^1} = \|\varphi\|_{H^1}$,
\[
\tilde{I}_{\infty,\lambda}^{\infty}[\omega_n] \varphi = \tilde{I}_{\infty,\lambda}^{\infty}[u_n] \varphi_n = \tilde{I}_{\lambda}^{\infty}[u_n] \varphi_n + \int_{\mathbb{R}^N} (q(x) - q_{\infty}) \tilde{g}(u_n) \varphi_n dx.
\]

By Step 3, $(q(x) - q_{\infty}) \tilde{g}(u_n) \to 0$ in $H^{-1}$, then it follows from $\tilde{I}_{\lambda}^{\infty}[u_n] \to 0$ in $H^{-1}$ that
\[
|\tilde{I}_{\infty,\lambda}^{\infty}[\omega_n] \varphi| \leq o(1) \|\varphi\|_{H^1}.
\]
That is, $\tilde{I}_{\infty,\lambda}^{\infty}[\omega_n] \to 0$ in $H^{-1}$.

**Step 5.** Up to a subsequence, $\omega_n \rightharpoonup^{\ast} \omega$ in $H^1(\mathbb{R}^N)$. By Step 1 and Step 4, we know that $\omega \neq 0$ is a weak solution to equation:
\[
- \Delta \omega + \lambda \omega = q_{\infty} \tilde{g}(\omega) \text{ in } \mathbb{R}^N. \quad (4.6)
\]

By (2.31) and Lemma 2.9, we have
\[
\tilde{I}_{\infty,\lambda}^{\infty}[\omega] \geq \ell_{\infty,\lambda} = m_{\infty,\lambda}. \quad (4.7)
\]

**Step 6.** By the well known Brezis-Lieb lemma, we have
\[
\tilde{I}_{\infty,\lambda}^{\infty}[\omega_n - \omega](\omega_n - \omega) = \|\omega_n - \omega\|_{\lambda}^2 - q_{\infty} \int_{\mathbb{R}^N} \tilde{g}(\omega_n - \omega)(\omega_n - \omega) dx 
\leq \|\omega_n\|_{\lambda}^2 - \|\omega\|_{\lambda}^2 - q_{\infty} \int_{\mathbb{R}^N} [\tilde{g}(\omega_n) \omega_n - \tilde{g}(\omega) \omega] dx + o(1) 
\leq \tilde{I}_{\infty,\lambda}^{\infty}[\omega_n - \omega] - \tilde{I}_{\infty,\lambda}^{\infty}[\omega] + o(1) 
\leq \tilde{I}_{\infty,\lambda}^{\infty}[\omega_n] + o(1) 
\leq o(1),
\]
where the fact that $\{\omega_n\}$ is bounded in $H^1(\mathbb{R}^N)$ and the result of Step 4 are used. Then, by
Applying the Brezis-Lieb lemma again,
\[
\liminf_{n \to \infty} \tilde{I}_{n, \lambda}[\omega_n] = \liminf_{n \to \infty} \left[ \tilde{I}_{n, \lambda}[\omega] + \tilde{I}_{n, \lambda}[\omega_n - \omega] + o(1) \right] \geq \tilde{I}_{n, \lambda}[\omega] \geq m_{n, \lambda}. \tag{4.8}
\]

On the other hand, by Step 3 and \((\tilde{G}3)\), we have
\[
\left| \int_{\mathbb{R}^N} (q(x) - q_\infty) \tilde{G}(u_n) dx \right| \leq \frac{1}{\alpha} \int_{\mathbb{R}^N} (q(x) - q_\infty) \tilde{g}(u_n) u_n dx = o(1) \|u_n\|_{H^1} = o(1).
\]
Hence,
\[
m_\lambda = \bar{I}_{\lambda}[u_n] + o(1)
\]
\[
= \frac{1}{2} \|\nabla \omega_n\|_2^2 + \frac{1}{2} \lambda \|\omega_n\|_2^2 - \int_{\mathbb{R}^N} q(x) \tilde{G}(u_n) dx + o(1)
\]
\[
= \tilde{I}_{n, \lambda}[\omega_n] - \int_{\mathbb{R}^N} q(x) \tilde{G}(u_n) dx + \int_{\mathbb{R}^N} q_\infty \tilde{G}(\omega_n) dx + o(1)
\]
\[
= \tilde{I}_{n, \lambda}[\omega_n] - \int_{\mathbb{R}^N} (q(x) - q_\infty) \tilde{G}(u_n) dx + o(1)
\]
\[
= \tilde{I}_{n, \lambda}[\omega_n] + o(1) \geq \ell_{n, \lambda} + o(1)
\]
\[
= m_{n, \lambda} + o(1),
\]
which is a contradiction to Lemma 3.1 that \(m_{\lambda} < m_{n, \lambda}\). So, Lemma 4.1 is proved. \(\Box\)

**Theorem 4.2.** Let \((\tilde{G}1)-(\tilde{G}3)\) and \((Q)\) be satisfied. For any \(\lambda > 0\), there exists a mountain pass solution \(0 < u_\lambda \in H^1(\mathbb{R}^N)\) to (1.6), that is,
\[
\bar{I}'_{\lambda}(u_\lambda) = 0 \text{ and } \bar{I}_{\lambda}(u_\lambda) = m_{\lambda}. \tag{4.9}
\]

**Proof.** For \(\{u_n\} \subset H^1(\mathbb{R}^N)\) given by (4.1), we claim that \(u_n \to u\) in \(H^1(\mathbb{R}^N)\). Otherwise, for \(\phi_n(x) := u_n(x) - u(x)\), we have \(\phi_n \to 0\) in \(H^1(\mathbb{R}^N)\) but \(\phi_n \not\to 0\) in \(H^1(\mathbb{R}^N)\). By the well known Brezis-Lieb lemma,
\[
\begin{align*}
&\int_{\mathbb{R}^N} q(x) \tilde{g}(u_n) u_n dx = \int_{\mathbb{R}^N} q(x) \tilde{g}(u) u dx + \int_{\mathbb{R}^N} q(x) \tilde{g}(\phi_n) \phi_n dx + o(1), \\
&\|\nabla u_n\|_2^2 + \lambda \|u_n\|_2^2 \geq \|\nabla u\|_2^2 + \lambda \|u\|_2^2 + \|\nabla \phi_n\|_2^2 + \lambda \|\phi_n\|_2^2 + o(1), \\
&\|\nabla u\|_2^2 + \lambda \|u\|_2^2 = \int_{\mathbb{R}^N} q(x) \tilde{g}(u) u dx, \\
&\|\nabla u_n\|_2^2 + \lambda \|u_n\|_2^2 = \int_{\mathbb{R}^N} q(x) \tilde{g}(u_n) u_n dx + o(1). \tag{4.10}
\end{align*}
\]
Then, there exist $\eta_1 > 0, R_1 > 0$ and $\{z_n\} \subset \mathbb{R}^N$ with $|z_n| \to +\infty$ such that

$$\liminf_{n \to \infty} \int_{B_{R_1}(z_n)} |\phi_n|^2 dx \geq \eta_1 > 0. \tag{4.11}$$

Otherwise, similar to the proof of (4.4), we have $\int_{\mathbb{R}^N} q(x)\tilde{g}(\phi_n)\phi_n dx = o(1)$, and then (4.10) implies that $u_n \to u$ in $H^1(\mathbb{R}^N)$, which is a contradiction.

So, by (4.11) and $\phi_n \to 0$ in $H^1(\mathbb{R}^N)$, we have, for some $\psi \in H^1(\mathbb{R}^N)$,

$$\psi_n(x) := \phi_n(x + z_n) \to \psi \not= 0 \text{ in } H^1(\mathbb{R}^N).$$

Then by applying a similar argument in Lemma 4.1 (see Step 4), we get that $\psi_n$ is a $(PS)$ sequence of $\bar{I}_{\infty, \lambda}$, and thus

$$\bar{I}_{\infty, \lambda}[\psi_n] \geq \ell_{\infty, \lambda} + o(1) = m_{\infty, \lambda} + o(1). \tag{4.12}$$

Hence, by the Brezis-Lieb lemma again,

$$m_{\lambda} = \bar{I}_{\lambda}[u_n] + o(1)
= \bar{I}_{\lambda}[u] + \bar{I}_{\lambda}[\phi_n] + o(1)
= \bar{I}_{\lambda}[u] + \bar{I}_{\infty, \lambda}[\psi_n] + o(1)
> \bar{I}_{\infty, \lambda}[\psi_n] + o(1)
\geq m_{\infty, \lambda} + o(1),$$

which contradicts to Lemma 3.1 again, where we use the fact $\bar{I}[u] > 0$, see Lemma 4.3 below.

Hence, $u_n \overset{n}{\to} u$ in $H^1(\mathbb{R}^N)$ and $\bar{I}_{\lambda}[u] = m_{\lambda}$. That is, $u$ is a mountain pass solution to (1.6).

The proof of Theorem 4.2 is complete. $\square$

**Lemma 4.3.** If $(\tilde{G}1)$-$(\tilde{G}3)$ and $(Q)$ hold, then, for any fixed $\lambda > 0$, there exists $\eta_\lambda > 0$ such that

$$\inf\{\bar{I}_{\lambda}[u] : u \in H^1(\mathbb{R}^N) \setminus \{0\} \text{ and } (\bar{I}_{\lambda}[u], u) = 0\} \geq \eta_{\lambda}. $$

**Proof.** By Sobolev embeddings, under the assumptions $(Q)$ and $(\tilde{G}3)$, there exists $\tilde{C} > 0$, which depends only on $\lambda, \alpha$ and $\beta$, such that

$$\int_{\mathbb{R}^N} q(x)\tilde{g}(u)u \leq \tilde{C}(\|u\|_{\lambda}^{\alpha} + \|u\|_{\lambda}^{\beta}), \forall u \in H^1(\mathbb{R}^N).$$

For any $u \not= 0$ with $(\bar{I}_{\lambda}[u], u) = 0$, we know that

$$\|u\|_{\lambda}^{2} = \int_{\mathbb{R}^N} q(x)\tilde{g}(u)u \leq \tilde{C}(\|u\|_{\lambda}^{\alpha} + \|u\|_{\lambda}^{\beta}).$$

Then, by $\beta > \alpha > 2$ there exists $C = C(\lambda, \alpha, \beta) > 0$ such that

$$\inf\{\|u\|_{\lambda} : u \in H^1(\mathbb{R}^N) \setminus \{0\} \text{ and } (\bar{I}_{\lambda}[u], u) = 0\} \geq C.$$

Hence,

$$\bar{I}_{\lambda}[u] = \frac{1}{2}\|u\|_{\lambda}^{2} - \int_{\mathbb{R}^N} q(x)\tilde{G}(u)\geq \frac{1}{2}\|u\|_{\lambda}^{2} - \frac{1}{\alpha}\int_{\mathbb{R}^N} q(x)\tilde{g}(u)u
= \left(\frac{1}{2} - \frac{1}{\alpha}\right)\|u\|_{\lambda}^{2} \geq \left(\frac{1}{2} - \frac{1}{\alpha}\right)C =: \eta_{\lambda} > 0.$$

$\square$
5 Proofs of Theorem 1.1 and Theorem 1.5

Now, we are ready to prove our main Theorems 1.1 and 1.5.

Proof of Theorem 1.1.

Under the assumptions (G1)-(G2) and (Q), fix $\alpha, \beta$ such that $2 < \alpha < 2 + \sigma < \beta < 2 + \frac{4}{N}$.

Let $\tilde{g}$ be the modified function given in Lemma 2.1 such that $(\tilde{G}1)-(\tilde{G}3)$ hold. Then by Theorem 4.2, for any $\lambda > 0$, problem (1.6) possesses a mountain pass solution $u_\lambda$. By Proposition 3.4, we know that

$$u_\lambda \to 0 \text{ strongly in } H^1(\mathbb{R}^N) \text{ as } \lambda \to 0^+.$$ (5.1)

Furthermore, since $\tilde{g}$ is odd, we may assume that $u_\lambda$ is nonnegative in $\mathbb{R}^N$. Then, by the regularity result and maximum principle, $u_\lambda$ is strictly positive. Let $s_0$ be given by Lemma 2.1, because of (5.1) and Remark 2.8, we conclude that $\|u_\lambda\|_{\infty} \to 0$ as $\lambda \to 0^+$. So, we can find some $\lambda_0 > 0$ such that $u_\lambda(x) \leq s_0, \forall \lambda \in (0, \lambda_0), \forall x \in \mathbb{R}^N$. Then, the definition of $\tilde{g}$ implies that,

$$\tilde{g}(u_\lambda(x)) \equiv g(u_\lambda(x)) \text{ in } \mathbb{R}^N, \forall \lambda \in (0, \lambda_0).$$

That is, for $\lambda \in (0, \lambda_0)$, $u_\lambda$ is essential a positive solution to the original problem (1.1). So, using (5.1) again, $\lambda = 0$ is a bifurcation point for equation (1.1). The proof of Theorem 1.1 is completed.

Proof of Theorem 1.5.

By Theorem 1.1, there exists some $\lambda_1 > 0$ small enough such that for any $\lambda \in (0, \lambda_1)$ with $\lambda_1 := \frac{\lambda_0}{V_\infty}$, there exists a mountain pass solution $u_{1,\lambda}$ to

$$-\Delta u + \lambda V_\infty u = q(x)g(u) \text{ in } \mathbb{R}^N.$$ (5.2)

Furthermore,

$$u_{1,\lambda} \to 0 \text{ in } H^1(\mathbb{R}^N) \text{ as } \lambda \to 0^+.$$ (5.3)

For any $u \in H^1(\mathbb{R}^N)$, set

$$I_{1,\lambda}[u] := \frac{1}{2}\|\nabla u\|_2^2 + \frac{1}{2}\lambda \int_{\mathbb{R}^N} V_\infty u^2 dx - \int_{\mathbb{R}^N} q(x)G(u)dx$$ (5.4)

and

$$I_{\lambda}[u] := \frac{1}{2}\|\nabla u\|_2^2 + \frac{1}{2}\int_{\mathbb{R}^N} V(x)u^2 dx - \int_{\mathbb{R}^N} q(x)G(u)dx.$$ (5.5)

Define

$$m_{1,\lambda} = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I_{1,\lambda}(\gamma(t)),$$ (5.6)

where

$$\Gamma_1 := \{\gamma \in C([0,1], H^1(\mathbb{R}^N)) : \gamma(0) = 0, I_{1,\lambda}(\gamma(1)) < 0\}.$$ (5.7)

Furthermore, by Corollary 3.3,

$$\lim_{\lambda \to 0^+} \frac{m_{1,\lambda}}{\lambda} = 0.$$ (5.8)
Similarly, define
\[ m_\lambda = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} I_{\lambda}(\gamma(t)), \]  
(5.8)
where
\[ \Gamma := \{ \gamma \in C([0,1], H^1(\mathbb{R}^N)) : \gamma(0) = 0, I_{\lambda}(\gamma(1)) < 0. \}. \]  
(5.9)
Then, similar to Lemma 3.1, under the assumption (V) we can prove that
\[ 0 < m_\lambda < m_{1,\lambda}. \]  
(5.10)
Precisely, \( V_0 > 0 \) plays a role in guaranteeing \( m_\lambda > 0 \) and \( V_0 < V_\infty \) is used to prove that \( m_\lambda < m_{1,\lambda} \). Hence, by (5.7) and (5.10), we obtain that
\[ \lim_{\lambda \to 0^+} \frac{m_\lambda}{\lambda} = 0. \]  
(5.11)
Under the assumption (V), for \( \lambda \in (0, \lambda_1) \), it is standard to prove the existence of a mountain pass solution \( u_\lambda \) to (1.8). Then, for \( \lambda > 0 \) small,
\[ m_\lambda \geq C\lambda \|u_\lambda\|^2_{H^1(\mathbb{R}^N)} \]
and (5.11) implies that
\[ u_\lambda \to 0 \text{ in } H^1(\mathbb{R}^N) \text{ as } \lambda \to 0^+. \]
Therefore, \( \lambda = 0 \) is also a bifurcation point for (1.8). The proof is complete.
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