Self-explaining Hierarchical Model for Intraoperative Time Series
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Abstract—Major postoperative complications are devastating to surgical patients. Some of these complications are potentially preventable via early predictions based on intraoperative data. However, intraoperative data comprise long and fine-grained multivariate time series, prohibiting the effective learning of accurate models. The large gaps associated with clinical events and protocols are usually ignored. Moreover, deep models generally lack transparency. Nevertheless, the interpretability is crucial to assist clinicians in planning for and delivering postoperative care and timely interventions. Towards this end, we propose a hierarchical model combining the strength of both attention and recurrent models for intraoperative time series. We further develop an explanation module for the hierarchical model to interpret the predictions by providing contributions of intraoperative data in a fine-grained manner. Experiments on a large dataset of 111,888 surgeries with multiple outcomes and an external high-resolution ICU dataset show that our model can achieve strong predictive performance (i.e., high accuracy) and offer robust interpretations (i.e., high transparency) for predicted outcomes based on intraoperative time series.

I. INTRODUCTION

Major postoperative complications are devastating to surgical patients with increased mortality risk, need for care, length of postoperative hospital stay and costs of care [1]. With electronic intraoperative data and machine learning, some of these complications are potentially preventable via early predictions [2]. Intraoperative data comprise long and fine-grained multivariate time series, such as vital signs and medications. Furthermore, there are large gaps consisting of consecutive missing values, as shown in 1. These gaps are often associated with surgical procedures or clinical events that require different variables to be monitored at different stages of the surgery.

Fig. 1: An example of long intraoperative time series with large gaps. Blue dots represent measurements collected from a surgical case.

It is challenging to learn representations from long time series. Recurrent neural networks (RNNs) have been widely used for learning dynamics from sequential inputs. A common approach to handle long input sequences is to add convolutional layers before recurrent layers [3], [4], but it increases the complexity leading to vanishing gradients. While the attention approach can capture data patterns by skipping recurrent connections and avoid the vanishing gradient issue [3], [5]–[7], pure attention models cannot exploit long-term progression patterns of intraoperative time series, which are informative given the physiological changes during a surgery.

The second challenge imposed by intraoperative time series is associated with the large data gaps commonly observed in intraoperative time series. While imputation has been investigated extensively to estimate missing values, they cannot preserve the information carried by data gaps. The information may be exploited by predictive models given their potential association with surgical procedures and clinical events.

Finally, the interpretability of machine learning models, as explaining which and how input variables contribute to the predictive outcomes, is crucial to clinicians. A good explanation helps clinicians understand the risk factors, thus knowing how to plan for and deliver postoperative care and timely interventions. Despite the invention of model-agnostic explanation methods [8], [9], attribution methods tailored for deep models [10], [11] and self-explaining models [3], [12], it remains challenging to generate accurate explanations identifying important data segments in fine-grained time series.

In this paper, we propose a novel Self-Explaining Hierarchical Model (SEHM) to learn representations from long multivariate time series with large gaps and generate accurate explanations pinpointing the clinically important data points. The hierarchical model comprises a kernelized local attention and a recurrent layer, which effectively 1) captures local patterns while reducing the size of intermediate representations via the attention and 2) learns long-term progression dynamics via the recurrent module. To make the model end-to-end interpretable, we design a linear approximating network parallel to the recurrent module that models the behavior of a recurrent module locally.

We evaluate SEHM on a perioperative dataset from Barnes Jewish Hospital to predict three postoperative complications. For generality we also apply SEHM to the public High time Resolution ICU Dataset (HiRID) [13] to predict circu-
latory failure. SEHM outperforms state-of-the-art models in predictive performance while achieving higher computational efficiency. We evaluate the model interpretability through both quantitative evaluation and clinician reviews of exemplary surgical cases. Results suggest the advantage of SEHM over existing model interpretation approaches in identifying data points in the input time series with potential clinical importance.

II. RELATED WORK

Handling Long Sequential Data. Traditional RNN models are ineffective when dealing with long sequential data due to the vanishing gradient issue and the cost. Temporal convolutional network (TCN) outperforms RNNs in various problems, particularly when input sequences are long [14]. However, TCN models rely on deep hierarchy to ensure the causal convolutions, which incurs significant computation cost for inference. Efficient attention models have been proposed for learning representations from long sequential data, which mainly focus on replacing the quadratic dot-product attention calculation with more efficient operations [6], [7]. SEHM’s kernelized local attention captures important local patterns and reduces the size of intermediate representation, while the higher-level RNN model learns long-term dynamics.

Missing Values. Missing values are prevalent in clinical data, which provide both challenges and information for predicting clinical outcomes. RNN-based imputation models demonstrate better performance when learning on sequential data with missing values [15], [16]. However, the recurrent nature of these models makes it difficult to perform imputation and predictions on long sequences. Alternatively, models like MGP-RNN [17] and Latent ODE [18] accommodate the irregularity by creating evenly-sampled latent values. However, these models are computationally prohibitive for long sequences as they either operate with a very large covariance matrix or forward intermediate values to an ODE solver numerous times. The aforementioned approaches increase the uncertainty of estimation for consecutive missing values and ignore the information from data gaps. We overcome this by taking advantage of kernelized local attention and using 0s to encode missing values.

Interpretability. Model-agnostic explanation methods approximate the behavior of deep models while emphasizing their black boxes [8], [9]. There are also feature attribution approaches designed for interpreting neural networks [10], [11]. Attention models are self-explaining, which allow predictions to be interpreted using the attention weights [3]. Self-Explaining Neural Networks [12] have relevance parametrizers for interpretability, which can be optimized jointly with the classification objective. However, these self-explaining models are not interpretable end-to-end. The explanations are generated for concept bases [12] or intermediate representations [3], instead of raw inputs. In contrast, our SEHM is specifically designed to provide end-to-end interpretability by generating decomposed data contribution matrices associated with raw inputs in a linear way.

III. SELF-EXPLAINING HIERARCHICAL MODEL

SEHM comprises three key components: 1) kernelized local attention that captures important local patterns and preserves information about data gaps; 2) a recurrent layer that learns long-term dynamics; 3) a linear approximating network for interpreting the recurrent layer locally, as shown in Figure 2.

A. Kernelized Local Attention

Assume we have a two-dimensional multivariate time-series input \( x \in \mathbb{R}^{T \times D} \), reshaped as \( \tilde{x} \in \mathbb{R}^{L \times C \times D} \), such that \( T = L \times C \). This essentially enforces attention weights attending to neighboring input points with a length of \( C \) and outputs \( L \) weighted sums. Self-attention allows each time step to interact with all its neighbors reducing the information decay. The attention matrix is formulated as a positive-definite kernel \( \kappa(q_i, k_j) \), such that \( q_i \) and \( k_j \) are the \( i \)-th vector in the query and \( j \)-th vector in key calculated from \( \tilde{x} \). We define the kernelized attention as an expectation over an inner product of a randomized feature map \( \phi : \mathbb{R}^D \rightarrow \mathbb{R}^R \) as \( R > 0 \):

\[
\kappa(q_i, k_j) = \mathbb{E}_{\omega \sim \mathcal{D}}[\phi(q_i)^T \phi(k_j)]
\]

(1)

where \( \mathcal{D} \) is a distribution from which \( \omega \) is sampled i.i.d. Thus the attention can be formulated as a weighted sum over the latent dimension (usually the temporal dimension):

\[
a_i = \sum_{j=1}^{C} \frac{\kappa(q_i, k_j)}{\sum_{j'=1}^{C} \kappa(q_i, k_{j'})} v_j = \frac{\mathbb{E}[\phi(q_i)^T \sum_{j=1}^{C} \phi(k_j) v_j]}{\mathbb{E}[\phi(q_i)^T \sum_{j'=1}^{C} \phi(k_{j'})]}
\]

(2)

After reordering products and reusing \( \sum_{j=1}^{C} \phi(k_j) v_j \) and \( \sum_{j'=1}^{C} \phi(k_{j'}) \) for each \( i \), the time and memory complexity can be reduced to \( O(C) \) [7]. The kernel function in Eq.(2) unbiasedly approximates the exponential of the dot product in softmax attention by drawing feature vectors from a zero-mean Gaussian distribution \( \omega \sim \mathcal{N}(0, I_D) \):

\[
\exp(q_i^T k_j) = \mathbb{E}_{\omega \sim \mathcal{N}(0, I_D)}[\phi(q_i)^T \phi(k_j)],
\]

s.t. \( \phi(z) = \exp(\omega^T z - \frac{||z||^2}{2}) \), \( z = q_i \) or \( k_j \),

(3)
When constructing random feature samples $\omega$ to be exact orthogonal, the softmax attention can be accurately approximated by having exponentially small and sharper bounds on regions where the attention values are small [7].

The attention output $A = \{a_i\}_{i=1}^C$ further shrinks to aggregate the learned information among neighbors, such that $w^T A$, where $w \in \mathbb{R}^C$ is a learnable parameterized vector. Then we have the multi-head version of above attention:

$$H = \text{Concat}(w_1^T A_1, \ldots, w_h^T A_h, \ldots w_H^T A_H)W^O$$

(4)

where each $A_h$ denotes the attention output of head $h$, $W^O \in \mathbb{R}^{H \times D}$. The learned compact representation $H$ will be used as the input to the recurrent layer.

In contrast to imputation or generative approaches, we propose to directly use original multivariate time series $\tilde{x}$ as the "value" component $v$ in Eq.(2) and encode missing values as zeros. Zero encoding along with the special structure of the localized attention can effectively utilize the information conveyed by missing values at no additional computation costs.

**Proposition 1** Zero-encoding enables the kernelized local attention to output 0 for the measurement gaps $C_g = 2 \cdot C - 1$, where $C$ is the size of neighborhood.

Assume there is a gap in one input variable $\tilde{x} \in \mathbb{R}^{L \times C}$ that has a length $C_g = 2 \cdot C - 1$. Since $C_g \geq 2 \cdot C - 1$, there is always at least one row in $\tilde{x}$ that contains all zeros. Without loss of generality, we assume the $l$-th row has all zeros, denoted as $\tilde{x}_l = 0$. Hence, for the attention output corresponds to the $l$-th row, we can easily verify that it is equal to 0 by

$$a_l = \sum_{j=1}^C \sum_{i=1}^C w_i k(q_{li}, k_{lj}) \tilde{x}_{lj} = 0$$

(5)

where $a_l$ is the attention output corresponding to the $l$-th row vector. This design enables the attention to capture gaps that are large than $2 \cdot C - 1$ and preserve the information of gap in the attention output.

**B. Self-explaining Model with Linear Approximation for RNN**

In order to achieve end-to-end interpretability, a self-explaining linear approximation is introduced in parallel with the recurrent layer. Assume the intermediate input to the recurrent layer is denoted as $z = h(x)$, where $h(x)$ is the output of kernelized local attention. For simplicity, in the following context we use $g(z)$ to represent the explanation model, such that

$$f(z) \approx g(z) = \theta(z)^T z$$

(6)

where $\theta(z)$ denotes the parameters of explanation model to be learned. The goal is to locally approximate the actual probabilistic output $f(z)$ of RNN by $g(z)$. Other than the accurate approximation, we also want the explanation to be robust against local perturbation. If $g(z)$ is differentiable at $z$, the gradient of $g(z)$ can be decomposed as

$$\nabla_z g(z) = \theta(z) J + \nabla z \theta(z) z$$

(7)

where $J$ is an all-one matrix. In order to make $g(z)$ locally behave like a linear function and be close to the probabilistic output $f(z)$, $\theta(z)$ should approximate $\nabla_z f(z)$, and $\nabla z \theta(z)$ should approach 0. With these goals, we propose a loss $\mathcal{L}_\theta$ to ensure the local linearity as well as stability

$$\mathcal{L}_\theta = \|\theta(z) J - \nabla z f(z)\|_2 + \lambda \|\nabla z \theta(z)\|_1$$

(8)

where $\lambda$ is a balancing coefficient. However, this loss is hard to optimize in practice, since $\nabla z \theta(z)$ has to be calculated in the loss function. We derive an upper bound of $\mathcal{L}_\theta$, which is a surrogate loss that can be calculated efficiently with the same goal of achieving local linearity and approximating accuracy.

**Proposition 2** For any Multi-Layer Perceptron (MLP) implementing $\theta(z)$ with 1-Lipschitz activation functions (e.g., ReLU, Leaky ReLU, SoftPlus, Tanh, Sigmoid, ArcTan or Softsign) [19], the upper bound of Eq. (8) is

$$\hat{\mathcal{L}}_\theta = \|\theta(z) J - \nabla z f(z)\|_2 + \lambda \sqrt{d} \sum_{k=1}^K \|W_k\|_2$$

(9)

where $W_k$ is the parameter of the $k$-th layer in the MLP implementing $\theta(z)$, $d$ is the dimension of $\nabla z \theta(z)$. From L1-L2 norm inequality, we have

$$\|\nabla z \theta(z)\|_1 \leq \sqrt{d} \|\nabla z \theta(z)\|_2$$

(10)

Without loss of generality, we assume that the linear approximation parameter $\theta(z)$ is realized by a nested Multi-Layer Perceptron (MLP) with $\theta_k = a_k(g_k(\theta_{k-1}))$, where $g_k$ is the $k$-th layer perceptron, $a_k$ is the $k$-th 1-Lipschitz activation function, $\theta_{k-1}$ is the output from the last preceding layer. The $k$-th layer perceptron takes an affine transformation on the input data, such that $g_k(\theta_{k-1}) = W_k \theta_{k-1} + b_k$. The chain rule implies that the gradient of $\theta(z) = \theta_K$ can be derived as

$$\nabla z \theta(z) = a'_K g'_K \nabla \theta_{K-1}.$$  

(11)

where $a'_K$ and $g'_K$ represent the Jacobian matrices, $K$ denotes the last layer in MLP. Take the 2-norm of both sides, then we get

$$\|\nabla z \theta(z)\|_2 = \|a'_K g'_K \nabla \theta_{K-1}\|_2 \leq \|a'_K\|_2 \|g'_K\|_2 \|\nabla \theta_{K-1}\|_2$$

(12)

where the norm for matrices is the induced 2-norm. $\|\nabla \theta_{K-1}\|_2$ can be further expanded via chain rule until reaching the input $z$. Since $\{a_k\}_{k=1}^K$ functions are all 1-Lipschitz activation functions, it implies that $\|a'_k\|_2 \leq 1$. Each layer in MLP is an affine transformation, which yields the magnitude of $g'_K$ to be $\|W_k\|_2$. Thus, we have

$$\|\nabla z \theta(z)\|_2 \leq \prod_{k=1}^K \|W_k\|_2$$

(13)

assuming $g_k$ is an affine function and $a_k$ is a 1-Lipschitz activation function. With Eq.(10) and Eq.(14), we obtain an upper bound $\hat{\mathcal{L}}_\theta$ of the original loss $\mathcal{L}_\theta$, such that

$$\mathcal{L}_\theta \leq \|\theta(z) J - \nabla z f(z)\|_2 + \lambda \sqrt{d} \sum_{k=1}^K \|W_k\|_2 = \hat{\mathcal{L}}_\theta$$

(15)
We randomly sample instances around $z$ uniformly within a small distance. Thus, we obtain a perturbed set of $z' \in \mathbb{Z}$, which is used for approximating $f(z)$ locally.

IV. Experimental Evaluation

The experiments were conducted on a large dataset collected from 111,888 operations performed on adults at Barnes Jewish Hospital. We evaluated predictive performance for three types of complication including delirium, pneumonia and acute kidney injury (AKI). These complications were identified to be essential for postoperative care based on a recent stakeholder-based study with clinicians. We also performed an external evaluation on HiRID [13] with high-resolution data from 36,098 admissions to validate the generality on modeling other high-resolution clinical time series.

A. Dataset and Preprocessing

1) Postoperative Complication Prediction: There were 56 time-series variables in total with a maximum sampling rate of every minute. We included all observations from 600 minutes prior to the end of surgery. Missing values were handled by either built-in imputation method or zero-encoding according to different models. The label was defined as the onset of a particular postoperative complication. After preprocessing, we obtained three datasets for evaluating the model’s performance on predicting delirium, pneumonia and AKI respectively.

2) Circulatory Failure Prediction: In HiRID, clinical time series were recorded at a frequency of one measurement every 2 minutes. The task is to predict circulatory failure 8 hours prior to the first occurrence. We excluded admissions that were shorter than 8 hours, resulting in 134,362 samples. 37 time-series variables with the overall availability >1% were selected. For each admission with circulatory failure, we extracted all data of these 37 variables from 16 hours to 8 hours prior to the first occurrence of circulatory failure, yielding a positive sample with a maximum of 480-minute data. For the time period from the start of the admission to the 16-th hour prior to the first occurrence, we segmented it into multiple 8-hour consecutive chunks. We applied a sliding window with a stride of 8 hours to extract data from each chunk, yielding negative samples. For each admission without circulatory failure, we applied the same procedure as described above to extract negative samples, except the window slides along the whole admission. Same techniques were conducted for missing values.

B. Evaluation Setting

The datasets were split as 75% of the samples were used for training and the rest 25% were used for testing. Within the training set, we further designated 10% of them to form a validation set for hyperparameter tuning. For all models used in the evaluation, we tuned the batch size from a set of choices, such as 16, 32, 64, 128, 256. We also tuned the learning rate of Adam optimizer from 0.0001 to 0.01. For other hyperparameters specific to each model, we applied Bayesian optimization to select an optimal set of hyperparameters based on the validation set. Each predictive accuracy evaluation was run repeatedly for 10 times. The code is available.

C. Predictive Performance Benchmark

In this experiment, we evaluate the predictive performance of SEHM in comparison to a set of existing models including state-of-the-art models designed for long multivariate time series. We use the area under the receiver operating characteristic curve (AUROC) and the area under the precision recall curve (AUPRC) as performance metrics.

The models included in our performance evaluation can be classified into three categories. The first category includes RNN variants: GRU, BRITS* [16], GRU-D* [15], Latent-ODE [18]. The second category includes Transformer-type attention models for handling sequential data: SAnD [5], Informer [6], Performer [7]. The third category includes existing deep hierarchical models and our proposed SEHM: Conv GRU [4], Multi-scale CNN [20], TCN [14], RAIM [3], SEHM(GRU). The results of the predictive performance evaluation are shown in Table I. We have following observations from Table I. (1) SEHM outperforms vanilla RNN (GRU), which shows the advantage of using kernelized local attention to capture important local patterns and shorten the inputs to latter RNN models. (2) SEHM yields better results than BRITS, GRU-D and Latent-ODE, which suggests using zero encoding to represent missing values is beneficial. (3) SEHM demonstrates better performance than pure attention models, which indicates the necessity of incorporating RNN models for learning long-term dynamics. (4) When comparing SEHM with other hierarchical models using convolution as the first layer, we observe the locality of attention is a better way of learning local patterns than convolution for intraoperative time series. (5) The consistent results across different prediction tasks suggest the approach is generalizable for predicting different postoperative complications. All results from the comparison are statistically significant ($p < 0.05$).

D. Ablation Study

We performed ablation study on the delirium prediction to evaluate the effect of locality, zero-encoding and kernelization in terms of predictive performance and model inference speed. The inference speed is measured as the average time (in milliseconds) of completing a forward inference with a batch size of 64 samples. We have following observations from Table II. (1) Locality reduces inference time significantly while yielding better predictive results. This is because the temporal size of input to latter RNN model is reduced and local attention exploits useful information from temporal neighbors. (2) The introduction of zero encoding improves the predictive performance without additional computation overhead. (3)
The kernelization further increases the model inference speed and achieves comparable predictive performance as original softmax function.

E. Evaluations on Interpretability

The model explanation methods used in the evaluations are: (1) model-agnostic explanation methods, e.g., LIME [8], Kernel/DeepSHAP [9]; (2) feature attribution methods, e.g., Integrated Gradient [10], DeepLift [11]; (2) a self-explaining deep model, e.g., RAIM [3].

TABLE III: Quantitative evaluation of model explanation approaches mean(σ)

| Model       | Delirium AUROC | Delirium AUPRC | Pneumonia AUROC | Pneumonia AUPRC | AKI AUROC | AKI AUPRC | HIRID AUROC | HIRID AUPRC |
|-------------|----------------|----------------|-----------------|-----------------|-----------|-----------|-------------|-------------|
| SEHM(GRU)  | 0.7233(0.0034) | 0.7450(0.0019) | 37.3(3.1)       |                 |           |           |             |             |
| RAIM        | 0.7342(0.0033) | 0.7542(0.0012) | 37.1(2.8)       |                 |           |           |             |             |
| DeepLift    | 0.7342(0.0025) | 0.7615(0.0029) | 17.9(2.5)       |                 |           |           |             |             |
| KernelSHAP  | 0.7214(0.0018) | 0.7435(0.0033) | 32.4(3.7)       |                 |           |           |             |             |
| Int. Grad.  | 0.7565(0.0017) | 0.7199(0.0030) | 18.9(3.1)       |                 |           |           |             |             |
| DeepSHAP    | 0.7596(0.0014) | 0.7661(0.0007) | 12.1(1.6)       |                 |           |           |             |             |
| RAIM        | 0.7330(0.0023) | 0.7547(0.0028) | 33.9(2.3)       |                 |           |           |             |             |
| SEHM        | 0.7571(0.0015) | 0.7795(0.0011) | 11.8(2.2)       |                 |           |           |             |             |

1) Quantitative Evaluation: We propose three evaluation metrics for comparing the explanations generated by different approaches. Local accuracy is defined as the mean square error between the aggregated explanations generated by the model explanation approach and the probabilistic outputs of the original predictive model. Faithfulness is achieved by evaluating the area over the most relevant first perturbation curve (AOPC), which assesses the ability of model assigning high values to those input variables that have high influence to final predictive outcomes. We report the AOPC of top 2,000 input data points ranked by model explanation methods. Stability is evaluated by the estimated Lipschitz continuity [12], which reflects the extent of changes in explanation when applying small perturbation to the input that does not change the predictive outcome. Smaller estimated Lipschitz continuity means more stable explanation.

We observe that SEHM significantly outperforms other baselines in the three quantitative evaluations (p < 0.05), as detailed in Table III. Since SEHM utilizes approximation to model the behavior of RNN, better local accuracy of SEHM can be interpreted as more accurate approximation. The evaluation on the faithfulness confirms that SEHM is better at identifying important data points in the intraoperative time series by ranking the most relevant data points correctly. This is a very promising result, since SEHM is able to provide clinicians with more faithful explanations and avoid wrong explanations that may trigger false alarms.

2) Case Studies: We visualize the explanations provided by SEHM, DeepLift, and KernelSHAP in a surgical case and have an anesthesiologist specializing in perioperative care review the explanations from a clinical perspective. DeepLift and KernelSHAP are chosen as they are representatives of feature attribution methods and model-agnostic explanation methods, respectively. The self-explaining models are not applied to the case studies as they cannot provide end-to-end explanations that attribute contributions to original clinical data. The visualizations shown in Figure 3 are generated from 100 consecutive minutes till the end of surgery. We select 3 intraoperative variables that are commonly available during the operation and intuitive to the readers. The selected variables include heart rate (HR), respiratory rate (RR) and non-intrusive blood pressure (sBP non).

For the surgical case shown in Figure 3, SEHM marks the duration around the 20-th minute as highly important. Based on medical records, medications affecting blood pressure and heart rate were administrated to the patient at that time. However, both DeepLift and KernelSHAP miss the critical
time period associated with a medication event. In addition, SEHM identifies a number of high values in the measurements with potential clinical significance. KernelSHAP attributes importance to the sequence of high RR values at the end of the case, even though the measurements are likely artifacts caused by an instrument issue.

Notably, both DeepLift and KernelSHAP assign high contributions to the end of surgery when few measurements were collected. The end-of-case sparse data issue is difficult for baseline methods to interpret because they tend to focus on missing data points, but missingness between observations is completely normal in that context. In contrast, SEHM avoids assigning importance to the end of surgery. This may be attributed to the design of SEHM that utilizes parameters learnt from global patterns during the training.

V. CONCLUSION

This paper presents SEHM, a self-explaining hierarchical model specifically designed for high-resolution clinical time series. SEHM integrates kernelized local attention and RNN to handle long time series. Furthermore, it provides end-to-end interpretability that identifies input variables and time windows in which the data are highly correlated to the final outcomes. Experiments on real-world datasets demonstrate SEHM’s superior performance in predicting important clinical outcomes and generating clinical meaningful explanations.
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Fig. 3: Visualization of explanations generated for data points in the last 100 minutes of a surgery.