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Abstract. Recommender systems (RSs) represent one of the manifold applications in which Machine Learning can unfold its potential. Nowadays, most of the major online sites selling products and services provide users with RSs that can assist them in their online experience. In recent years, therefore, we have witnessed an impressive series of proposals for novel recommendation techniques that claim to ensure significant improvements compared to classic techniques. In this work, we analyze some of them from a theoretical and experimental point of view and verify whether they can deliver tangible real improvements in terms of performance. Among others, we have experimented with traditional model-based and memory-based collaborative filtering, up to the most recent recommendation techniques based on deep learning. We have chosen the movie domain as an application scenario, and a version of the classic MovieLens as a dataset for training and testing our models.
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1 Introduction and Background

Every day, Artificial Intelligence (AI) redesigns our lives [33] and spaces around us [8]. Without even realizing it, we interact - anytime and anywhere - with systems based on AI models and techniques [24]. One of the most popular examples is represented by recommender systems (RSs) [1]. In the research literature, a recommender system is defined as a decision strategy for users in complex information environments [18]. Examples of applications of RSs are in several domains: e-commerce [4], news articles [6], research papers [15], music [25], and movies [3]. RSs assist users in the fruition of cultural heritage resources [30] and points of general interest [28] as well. They also suggest personalized itineraries [12] based on the user’s interests and the context of use [2]. With the spread of RSs over the years, we have witnessed more and more proposals of recommendation techniques that show off better results compared to classic approaches. The goal
of our research activities is to verify the extent of such performance improvements. To this aim, we have implemented and tested some recommendation models starting from more classic techniques up to more innovative and timely approaches.

Several classifications of recommendation techniques have been proposed in the literature (see, e.g., [5, 7, 26, 27]). According to the most general possible (see Fig. 1), RSs can be classified into three major categories based on how the recommendation is generated: content-based, collaborative filtering, and hybrid approaches. In the research work described in this paper, we mainly explored the collaborative filtering (CF) technique, with reference to two different types of approaches: memory-based (which takes advantage of all available data) and model-based (which exploits abstract representation of data) [19]. The CF technique exploits collaborative information starting from the rating matrix (i.e., user-item interactions). It can perform two types of tasks:

- prediction;
- recommendation.

In this work, we focus on the prediction task in which we want to estimate a utility function \( f \) to predict each user’s preference for a new item. Typically, the set of ratings (i.e., the user-item matrix \( R \)) is divided into a training set \( (R_{train}) \) used to learn the function \( f \), and a test set \( (R_{test}) \) used to evaluate the prediction accuracy. To assess the performance of RSs, several evaluation metrics have been proposed [32]. In this work, we consider the root mean square error (RMSE) to express the performance of the different models. RMSE can be defined as follows:

\[
RMSE(f) = \sqrt{\frac{1}{|R_{test}|} \sum_{r_{ui} \in R_{test}} (f(u, i) - r_{ui})^2}
\]
where $f(u, i)$ and $r_{ui}$ are, respectively, the predicted recommendation scores and the actual rating values for all evaluated users $u \in U$ and all items $i \in I$ in the test set $R_{test}$.

| Table 1. Statistics of the MovieLens 100K dataset. |
|---------|---------|---------|----------|
| MovieLens 100K | Users | Movies | Ratings | Sparsity |
| 943     | 1682   | 100,000 | 93.7%    |

The dataset chosen for experimentation purposes is *MovieLens 100K*\(^1\), a movie dataset built ad hoc and widely used in empirical research. Table 1 shows its statistics. More precisely, it consists of 943 users, 1682 movies, and 100,000 explicit ratings with a value in the range $[1, 5]$.

The rest of this paper is structured as follows. In Sect. 2, we explore the characteristics of the dataset chosen to perform our experimental tests. We, also, describe the preprocessing steps we made on it to apply the different recommendations techniques tested. Section 3 illustrates the experimental sessions carried out and the relative results obtained. In Sect. 4, we draw our conclusions and outline some possible future developments of the work presented herein.

## 2 Dataset

### 2.1 Analysis

Before testing the different RSs, we performed an initial exploration of the dataset, in order to better understand the available data and the most interesting features for its use. A first analysis of the dataset concerned the movies belonging to it. Figure 2a highlights the terms that most appear in movie titles, using a larger size for those with a higher frequency. We also extracted the genres of the most popular movies in the dataset, obtaining the following list in descending order:

- Drama
- Comedy
- Thriller
- Action
- Romance
- ...

Such genres are shown in Fig. 2b, where the more popular genres are displayed with a larger size. Figure 3 shows the number of movies belonging to each genre. It can be noticed that most movies belong to the Drama category, the most popular genre, followed by the categories highlighted in the previous list.

\(^1\) grouplens.org/datasets/movielens/100k/ (Accessed: June 23, 2020).
The subsequent analysis concerned the users belonging to the dataset. Specifically, we analyzed their age distribution, which led to identify the highest number of them (i.e., 35.2%) aged between 20 and 29 years, followed by a lower percentage (i.e., 25.6%) of adult users, up to the lowest percentage (i.e., 0.1%) under ten years (see Fig. 4).

After the first phase of exploration, more attention was paid to the study of the rating distribution of the whole dataset. In Fig. 5a, users appear to have been generous in their rating behavior: the average rating was 3.52 in the range [1, 5], with half of the movies that received a rating value between 4 and 5. It can be also noted that the rating distribution illustrated in Fig. 5a is more on the positive side, which suggests that users are more likely to watch movies they like. The total number of users is shown in Fig. 5b, where users are represented on the y-axis and the possible rating values on the x-axis. It can be noted that almost 35,000 users gave a rating of 4, more than 25,000 users gave 3, and so on up to a rating of 1 expressed by over 5,000 users.

We also wanted to investigate the rating distribution over all movies and users. In Fig. 6a, the number of ratings is shown on the y-axis, while the movie IDs are reported on the x-axis. It can be noticed that few films have been evaluated more frequently, representing the most popular items according to the classic long tail style curve. The same behavior occurs in Fig. 6b, where the user IDs are displayed on the x-axis. A small proportion of users gave most of the ratings.
Fig. 4. Age distribution of the users in the dataset.

Fig. 5. Ratings reported in the dataset.

Fig. 6. Statistics on ratings.
The last analysis of the dataset involved a key aspect to fully understand the recommendation scenario: the dataset sparsity. Sparsity is a common challenge to overcome in many CF applications [17]. This term denotes the lack of available ratings in the $R$ user-item matrix. If we consider a $R$ matrix with dimensions $(n_{users} \times m_{movies})$, where each element $r_{ij}$ represents the rating value assigned by the user $i$ to the movie $j$, this matrix will likely have a very small number of entries, since most users usually rate only a few of the available movies. In the MovieLens 100K dataset, the sparsity of the $R$ matrix can be calculated as follows:

$$\frac{n_{ratings}}{n_{users} \cdot m_{movies}} = 0.063$$

which means that only 6.3% of matrix entries have a value and 93.7% of the remaining data is missing, thus making it a very sparse dataset.

### 2.2 Preprocessing

For experimental purposes, we carried out a preprocessing of the dataset to build the recommendation models in offline mode. Specifically, for the memory-based technique, we explored the user-based and item-based approaches with $k$-nearest-neighbor algorithms. These algorithms take advantage of the overall rating matrix to generate a prediction based on a set of neighboring users/items, called “neighbors” or “peer users/items”, who share similar ratings with the target user. Differently, for realizing model-based RSs, we made use of:

- a simple but effective technique, named Slope One [23], which relies on the average rating difference between users;
- techniques based on matrix factorization [21], which map users and items in a space with reduced dimensionality by building a latent factor model necessary for predicting the rating;
- methods based on Deep Learning [22], which through deep neural networks can be used to add nonlinear transformations to existing RS approaches and interpret them in neural extensions to generate predictions.

### 3 Experimental Evaluations

#### 3.1 First Experimental Session

In the first experimental session, we created models based on user-based (UB) and item-based (IB) approaches by applying different techniques known in the literature, such as filtering neighbors and normalizing the rating. The dataset was divided into 80% training set and 20% test set. In the training dataset, we determined the similarity weights for generating the prediction. Similarity weights play a double role in the neighborhood-based recommendation methods:

- they allow for the selection of neighbors;
- they provide the means to give more or less relevance to those neighbors in the prediction process.
Calculating similarity weights is one of the most critical aspects of building a recommender system as it can have a significant impact on accuracy. The similarity metrics considered in this study are the cosine similarity and the Pearson’s correlation coefficient.

**Cosine Similarity.** This metric consists of a vector approach: users and items are represented as dimensional vectors, and similarity is measured by means of the cosine distance between these two rating vectors, respectively. The function then measures the cosine of the angle to quantify their similarity. The calculation can be performed efficiently by taking their scalar product and dividing it by the product of their L2 (Euclidean) norms. The maximum value it assumes is 1, which indicates the maximum similarity between the two vectors of users or items. For the user-based approach, the equation is as follows:

\[
s(u, v) = \frac{\sum_{i \in I_{uv}} r_{ui} \cdot r_{vi}}{\sqrt{\sum_{i \in I_u} r_{ui}^2 \sum_{i \in I_v} r_{vi}^2}}
\]

where \( s(u, v) \) represents the similarity between the user \( u \) and the user \( v \) on all items evaluated. In particular, \( I_{uv} \) denotes the set of items \( i \in I \) co-rated, that is, evaluated by both the user \( u \) and the user \( v \). For the item-based approach, the equation is as follows:

\[
s(i, j) = \frac{\sum_{u \in U_{ij}} r_{iu} \cdot r_{ju}}{\sqrt{\sum_{u \in U_i} r_{iu}^2 \sum_{u \in U_j} r_{ju}^2}}
\]

where \( s(i, j) \) represents the similarity between the item \( i \) and the item \( j \) on all users who rated them. In particular, \( U_{ij} \) represents the set of users \( u \in U \) who evaluated both the item \( i \) and the item \( j \).

**Pearson’s Correlation Coefficient.** This method, unlike the cosine similarity, relies on a statistical approach that computes the correlation between the common ratings given by two users to determine their similarity. When using the Pearson’s correlation, the similarity is expressed in a range \([-1, +1]\), where a high positive value suggests a high correlation, a high negative value suggests an inversely high correlation, and a zero value suggests no correlation. For the user-based approach, the equation is as follows:

\[
s(u, v) = \frac{\sum_{i \in I_{uv}} (r_{ui} - \bar{r}_u)(r_{vi} - \bar{r}_v)}{\sqrt{\sum_{i \in I_{uv}} (r_{ui} - \bar{r}_u)^2 \sum_{i \in I_{uv}} (r_{vi} - \bar{r}_v)^2}}
\]

where \( s(u, v) \) represents the similarity between users \( u \) and \( v \), \( r_{ui} \) and \( r_{vi} \) represent the respective user’s ratings for the item \( i \), and \( \bar{r}_u \) and \( \bar{r}_v \) represent the average rating of the user \( u \) or \( v \) on all items evaluated. For the item-based
approach, the equation is as follows:

\[ s(i, j) = \frac{\sum_{u \in U_{ij}} (r_{ui} - \bar{r}_i)(r_{uj} - \bar{r}_j)}{\sqrt{\sum_{u \in U_{ij}} (r_{ui} - \bar{r}_i)^2 \sum_{i \in U_{ij}} (r_{ui} - \bar{r}_j)^2}} \]  

where, likewise, \( s(i, j) \) represents the similarity between items \( i \) and \( j \), and \( \bar{r}_i \) and \( \bar{r}_j \) represent the average rating on the respective items, rated by users who evaluated both of them.

### Table 2. Results of the first experimental session.

|                | Cosine similarity | Pearson’s correlation coefficient | Cosine similarity neighbor fine tuning | Mean centering neighbor fine tuning |
|----------------|-------------------|-----------------------------------|---------------------------------------|------------------------------------|
| RMSE user-based| 2.88 (\( N = 943 \) users) | 2.91 (\( N = 943 \) users) | 2.41 (\( N = 40 \) users) | 2.63 (\( N = 50 \) users) |
| RMSE item-based| 3.37 (\( N = 1682 \) items) | 3.37 (\( N = 1682 \) items) | 2.71 (\( N = 40 \) items) | 2.85 (\( N = 15 \) items) |

**Experimental Results.** The rating prediction was then performed on the training dataset and evaluated on the test dataset with and without filtering peer users or items. Table 2 shows the results in terms of RMSE when the configurations for both techniques vary. The most significant results were obtained with a pre-filtering of 40 most correlated neighbors, which led to an RMSE value of approximately 2.41 for the UB approach and 2.71 for the IB approach. Higher values were obtained through the rating normalization using the mean centering (MC) technique. The idea behind MC is to determine whether a rating is positive or negative by comparing it with the average rating. Therefore, this technique remaps a user’s ratings by subtracting the average value of all its ratings, indicating whether the particular rating is positive or negative compared to the average. Values above the average rating represent positive ratings, values below the average ratings represent negative ratings. Actually, the rating normalization through MC does not improve the accuracy of the model despite a fine-tuning of the neighbors involving 50 users and 15 items in the prediction task, respectively. Furthermore, the use of both similarity metrics proved to be interchangeable for the purposes of the predictive capacity by the model itself.

### 3.2 Second Experimental Session

In the second experimental session, we experimented with different prediction algorithms based on collaborative filtering and matrix factorization [11], using a \( k \)-fold cross-validation technique with \( k = 5 \). The most significant results we obtained are shown in Table 3. For the user-based and item-based approaches, a sensitivity analysis was performed on the number of neighbors, showing a
better value of RMSE for $N = 50$ and $N = 10$ neighbors, respectively. The Slope One technique, instead, registered a RMSE value of around 0.94. The more complex Singular Value Decomposition (SVD) and SVD++ algorithms obtained satisfactory RMSE values equal to 0.9343 and 0.9166 with $L = 50$ and $L = 10$ latent factors, respectively. The central point of these algorithms is to best approximate the initial matrix by learning the linear user-item interactions through stochastic gradient descent. It can be noted in Table 3 that SVD++ obtained better performance than SVD. The main difference compared to the simple SVD is that SVD++ can exploit implicit ratings for the prediction task, taking into account only which items users have evaluated, regardless of their rating values.

Table 3. Results of the second experimental session.

| Algorithm   | RMSE  | $N$      | RMSE  | $L$    | RMSE  |
|-------------|-------|----------|-------|--------|-------|
| KNN-UB      | 1.0158| ($N = 50$)| 1.0256| ($N = 10$)| 0.94  |
| KNN-IB      |       |          |       |        | 0.9343| ($L = 50$) |
| Slope One   |       |          |       |        | 0.9166| ($L = 10$) |
| SVD         |       |          |       |        |       |         |
| SVD++       |       |          |       |        |       |         |

Fig. 7. Distribution of predicted ratings through two different recommendation techniques.

A key aspect to understand the predictive capacity and behavior of a recommendation model is to analyze its rating distribution. Figure 7 shows the distribution of ratings predicted by the tested algorithms by comparing a more classic technique such as the user-based approach with a more complex technique such as SVD++. The rating values are represented on the $x$-axis, the number of predictions for each considered rating value is represented on the $y$-axis. The user-based algorithm concentrates its predictions around the average, showing a high number of predictions for rating values between 3 and 4, and a low number of predictions for the extreme values of the considered rating range. The behavior is different for the SVD++ algorithm, where the rating frequency is well distributed along the extreme values of the ratings considered. Such a distribution reflects the most accurate performance of the SVD++ model.
3.3 Third Experimental Session

In the third experimental session, we experimented with three different predictive models based on feed-forward neural architectures. Figure 8 shows the architecture of the neural collaborative filtering (NCF) framework [34] we tested. This architecture can generate the predicted scores with the output layer through a preprocessing of the features in dense embedding vectors and the use of neural CF layers. The two first architectures created had the following structure. For the input layers, we chose the user ID and the movie ID as unique features. In the first model (NCF$_1$), a CF layer and an output layer were used choosing $N = 20$ latent user/item factors. In the second model (NCF$_2$), the same architecture is employed with an additional CF layer.

![Fig. 8. Neural collaborative filtering (NCF) architecture [34].](image)

Finally, a further model [16] was implemented based on a more complex architecture, called neural matrix factorization (NMF). Its architecture is depicted in Fig. 9. The main difference of this model compared to the previous two frameworks is that it combines two different neural networks:

![Fig. 9. Neural matrix factorization (NMF) architecture [16].](image)
– a standard matrix factorization network (GMF) that performs a linear modeling of the user-item features by running a simple scalar product among the latent factors of users and movies;
– a multilayer feed-forward network (MLP) that models non-linear user-item interactions to compute the final prediction score.

The key idea behind this model is to concatenate the prediction outputs from the single networks, thus creating an entirely unified network that can represent a more robust predictive structure.

**Experimental Results.** The three proposed architectures shared the following properties:

– The 60% of the dataset used as a training set;
– The 20% of the dataset used as a validation set;
– The 20% of the dataset used as a test set;
– Optimization function *Adam* [20] with a learning rate $\lambda = 0.0002$;
– 1875 instances per batch;
– 20 epochs with early stopping function set to 4 epochs in the training phase;
– Use of dropout layers to prevent overfitting;
– Evaluation metric for model accuracy: RMSE;
– Network loss function: mean square error.

Table 4 shows the performance of all the tested neural approaches, from the less complex neural architecture to the more structured one. It can be seen that the best result, in terms of RMSE, was achieved by the NMF model.

|          | NCF\_1 | NCF\_2 | NMF  |
|----------|--------|--------|------|
| RMSE     | 0.9327 | 0.9285 | 0.8680 |

### 3.4 Overall Experimental Results

In this section, we report the most significant results obtained in the second and third experimental session. Such results were optimized by identifying the best parameters of the different recommenders. Specifically, the algorithm specifications were as follows:

1. **KNN\_IB** with $N = 10$ neighbors;
2. **KNN\_UB** with $N = 50$ neighbors;
3. **SLOPE\_ONE**;
4. **SVD** with $L = 50$ latent factors;
5. **SVD++** with $L = 10$ latent factors;
6. **NCF\_1** with $L = 20$ latent factors (MLP);
7. **NCF\_2** with $L = 20$ latent factors (MLP);
8. **NMF** with $L = 20$ latent factors (MLP) and $L = 10$ latent factors (GMF).

For the choice of the graph, we opted for a logarithmic representation capable of capturing in a more significant way the sensitive variations and the significant differences between the different RMSE values. Figure 10 summarizes all the obtained findings. The empirical results show that memory-based approaches ranked in the last place in terms of predictive capacity, although they have the advantage of being able to take full advantage of user and movie data. Differently, more accurate models starting from Slope One up to SVD++ obtained more satisfactory results by addressing in the best way the typical data sparsity problem, present in the used dataset as well as in many real applications. Finally, the deep learning models proved to be accurate and robust in terms of predictive capacity, with particular reference to the NMF model, which achieved the lowest RMSE score among all the tested algorithms, thanks to the flexibility of its architecture. In order to verify the statistical significance of our experimental tests, we performed one-sample paired t-tests on the results, finding that all differences in accuracy were statistically significant for $p < 0.05$.

4 Conclusions and Future Works

In the research activities presented herein, different predictive models have been compared, thus highlighting the natural convergence to more innovative approaches that are increasingly considered in the application of RSs. Thanks to their flexibility, deep neural networks have been shown to better model user-item interactions to capture increasingly complex patterns for the benefit of the model accuracy.

In the future, it would be interesting to evaluate the behavior of architectures such as Recurrent Neural Networks (RNN) [31], and the use of unsupervised
approaches such as autoencoders [14] for modeling the recommendation task. We also plan to employ different datasets (e.g., linked open data [9]), experiment with further recommendation techniques, and integrate the simple ratings provided by users with data of different nature such as attitudes [10], temporal dynamics [29], and web browsing activities [13].
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