**The quark beam function at NNLL**

The MIT Faculty has made this article openly available. *Please share* how this access benefits you. Your story matters.

| **Citation** | Stewart, Iain W., Frank J. Tackmann, and Wouter J. Waalewijn. “The quark beam function at NNLL.” Journal of High Energy Physics 2010.9 (2010) : n. pag. Copyright © 2010, SISSA, Trieste, Italy |
|--------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **As Published** | http://dx.doi.org/10.1007/JHEP09(2010)005 |
| **Publisher** | Springer / SISSA |
| **Version** | Author’s final manuscript |
| **Citable link** | http://hdl.handle.net/1721.1/64670 |
| **Terms of Use** | Creative Commons Attribution-Noncommercial-Share Alike 3.0 |
| **Detailed Terms** | http://creativecommons.org/licenses/by-nc-sa/3.0/ |
The Quark Beam Function at NNLL
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Abstract: In hard collisions at a hadron collider the most appropriate description of the initial state depends on what is measured in the final state. Parton distribution functions (PDFs) evolved to the hard collision scale $Q$ are appropriate for inclusive observables, but not for measurements with a specific number of hard jets, leptons, and photons. Here the incoming protons are probed and lose their identity to an incoming jet at a scale $\mu_B \ll Q$, and the initial state is described by universal beam functions. We discuss the field-theoretic treatment of beam functions, and show that the beam function has the same RG evolution as the jet function to all orders in perturbation theory. In contrast to PDF evolution, the beam function evolution does not mix quarks and gluons and changes the virtuality of the colliding parton at fixed momentum fraction. At $\mu_B$, the incoming jet can be described perturbatively, and we give a detailed derivation of the one-loop matching of the quark beam function onto quark and gluon PDFs. We compute the associated NLO Wilson coefficients and explicitly verify the cancellation of IR singularities. As an application, we give an expression for the next-to-next-to-leading logarithmic order (NNLL) resummed Drell-Yan beam thrust cross section.
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1. Introduction

The primary goal of the experiments at the LHC and Tevatron is to search for the Higgs particle and physics beyond the Standard Model through collisions at the energy frontier. The fact that the short-distance processes of interest are interlaced with QCD interactions complicates the search. A schematic picture of a proton-proton collision is shown in Fig. 1. A quark or gluon is extracted from each proton (the red circles labeled $f$), and emits initial-state radiation ($I$) prior to the hard short-distance collision (at $H$). The hard collision produces strongly interacting partons which hadronize into collimated jets of hadrons ($J_{1,2,3}$), as well as non-strongly interacting particles (represented in the figure by the $\ell^+\ell^-$). Finally, all the strongly interacting particles, including the spectators in the proton, interact with soft low-momentum gluons and can exchange perpendicular momentum by virtual Glauber gluons (both indicated by the short orange lines labeled $S$).

The theoretical description of the collision is dramatically simplified for inclusive measurements, such as $pp \rightarrow X\ell^+\ell^-$, where one does not restrict the hadronic final state $X$. In this case, the cross section can be factorized as $d\sigma = H_{\mathrm{incl}} \otimes f \otimes f$, where each $f$ denotes a parton distribution function (PDF), which gives the probability of extracting a parton from the proton, while all other components of the collision are gathered together in a perturbatively calculable function $H_{\mathrm{incl}}$. However, inclusive measurements do not necessarily contain all the desired information. Experimentally, identifying a certain hard-interaction process requires distinguishing between events that have a specific number of hard jets, leptons, or photons separated from each other and from the beam directions. Such measurements introduce new low energy scales and perturbative series with large double logarithms. For these situations it is necessary in the theoretical description to distinguish more of the ingredients in Fig. 1, such as $I$, $J_i$, and $S$. Monte Carlo programs provide a widely used method to model the ingredients in the full cross section, $d\sigma = H \otimes f \otimes f \otimes I \otimes I \otimes \prod_i J_i \otimes S$, using notions from QCD factorization and properties of QCD in the soft and collinear limits. Monte Carlos

![Figure 1: Schematic picture of a proton-(anti)proton collision at the LHC or Tevatron.](image)
have the virtue of providing a general tool for any observable, but have the disadvantage of making model-dependent assumptions to combine the ingredients and to calculate some of them. For specific observables a better approach is to use factorization theorems (when they are available), since this provides a rigorous method of defining and combining the various ingredients.

Here we investigate so-called beam functions, $B = \mathcal{I} \otimes f$, which describe the part of Fig. 1 associated with the initial state. They incorporate PDF effects as well as initial-state radiation via functions $\mathcal{I}$ that can be computed in perturbation theory [1]. Below we will describe a particular class of measurements, which correspond to $pp \rightarrow L + 0$ jets with $L$ a non-hadronic final state such as $Z \rightarrow \ell^+\ell^-$ or $h \rightarrow \gamma\gamma$. For these measurements, a rigorous factorization theorem has been proven that involves beam functions [1]. We start by describing the general physical picture associated with beam functions, which suggests that they will have a wider role in describing cross sections for events with any number of distinguished jets, e.g. $pp \rightarrow W/Z + n$ jets. That is, the beam functions have a more universal nature than what has been proven explicitly so far for the 0-jet case.

The initial-state physics described by beam functions is illustrated in Fig. 2(a), and is characterized by three distinct scales $\mu_A \ll \mu_B \ll \mu_H$. At a low hadronic scale $\mu_A$ the incoming proton contains partons of type $k$ whose distribution of momentum is described by PDFs, $f_k(\xi', \mu_A)$. Here $\xi'$ is the momentum fraction relative to the (massless) proton momentum. Evolving $\mu$ to higher scales sums up single logarithms with the standard DGLAP evolution [2, 3, 4, 5, 6],

$$
\frac{d}{d\mu} f_j(\xi, \mu) = \sum_k \int \frac{d\xi'}{\xi'} \gamma_{jk}(\frac{\xi}{\xi'}, \mu) f_k(\xi', \mu)
$$

This changes the type $k$ and momentum fraction $\xi'$ of the partons, but constrains them to remain inside the proton. At a scale $\mu_B$, the measurement of radiation in the final state probes the proton, breaking it apart as shown in Fig. 2(a) and identifying a parton $j$ with momentum fraction $\xi$ according to $f_j(\xi, \mu_B)$. Measurements which have this effect at $\mu_B \ll \mu_H$ are those that directly or indirectly constrain energetic radiation in the forward direction, for example, by distinguishing hadrons in a central jet from those in the forward directions. The radiation emitted by the parton $j$ builds up an incoming jet described by the function $\mathcal{I}_{ij}$, and together these two ingredients form the beam function,

$$
B_{ij}(t', x, \mu_B) = \sum_j \int_x^1 \frac{d\xi}{\xi} \mathcal{I}_{ij}(t', \frac{x}{\xi}, \mu_B) f_j(\xi, \mu_B)
$$

The sum indicates that the parton $i$ in the jet need not be the same as the parton $j$ in the PDF. The emissions also change the momentum fraction from $\xi$ to $x$ and push the parton $i$ off-shell with spacelike (transverse) virtuality $-t' < 0$. The evolution for $\mu > \mu_B$ sums up the double-logarithmic series associated with the $t$-channel singularity as $t' \rightarrow 0$. It changes the
virtuality \( t' \) of the parton \( i \), while leaving its identity and momentum fraction unchanged,

\[
\mu \frac{d}{d\mu} B_i(t', x, \mu) = \int dt' \gamma^B_i(t - t', \mu) B_i(t', x, \mu).
\]  \( (1.3) \)

This evolution stops at the hard scale \( \mu_H \), where the off-shell parton \( i \) enters the hard partonic collision. For \( \mu \geq \mu_B \) the initial state is also sensitive to soft radiation as shown by the orange wider angle gluons in Fig. 2(a). For cases where the beam function description suffices this soft radiation eikonalizes, and the corresponding soft Wilson line is one component of the soft function \( S \) that appears in the factorized cross section.

In general, a beam function combines the PDF with a description of all energetic initial-state radiation that is collinear to the incoming proton direction up to \( t \ll Q^2 \). The parton’s virtuality \( t \) effectively measures the transverse spread of the radiation around the beam axis. The specific type of beam function may depend on details of the measurements, much as how jet functions depend on the algorithm used to identify radiation in the jet [7, 8, ?]. Our discussion here will focus on the most inclusive beam function, which probes \( t \) through the measurement of hadrons in the entire forward hemisphere corresponding to the proton’s direction. The utility of beam functions is that for a class of cross sections they provide a universal description of initial-state radiation that does not need to be modeled or computed on a case by case basis.

An example of a factorization theorem that involves beam functions is the “isolated Drell-Yan” process, \( pp \rightarrow X \ell^+ \ell^- \). Here, as depicted in Fig. 2(b), \( X \) is allowed to contain forward energetic radiation in jets about the beam axis, but only soft wide-angle radiation with no central jets. The presence of energetic forward radiation is an unavoidable consequence for processes involving generic parton momentum fractions \( x \) that are away from the threshold.
limit $x \to 1$. There are of course many ways one might enforce the events to have no central jets. In Ref. [1], a smooth central jet veto is implemented by constructing a simple inclusive observable, called “beam thrust”, defined as

$$
\tau_B = \frac{e^Y B^+_a(Y) + e^{-Y} B^+_b(Y)}{Q} = \frac{x_a E_{cm} B^+_a(Y) + x_b E_{cm} B^+_b(Y)}{q^2}.
$$

(1.4)

Here, $q^2$ and $Y$ are the total invariant mass and rapidity of the leptons, $Q = \sqrt{q^2}$, and

$$
x_a = \frac{Q}{E_{cm}} e^Y, \quad x_b = \frac{Q}{E_{cm}} e^{-Y}
$$

(1.5)

correspond to the partonic momentum fractions transferred to the leptons. The hadronic momenta $B^+_a(Y)$ and $B^+_b(Y)$ measure the total momentum of all hadrons in the final state at rapidities $y > Y$ and $y < Y$, respectively (where the momenta are measured in the hadronic center-of-mass frame of the collision and the rapidities are with respect to the beam axis). Their plus components are defined as $B^+_a(Y) = n_a \cdot B_a(Y)$ and $B^+_b(Y) = n_b \cdot B_b(Y)$ where $n^a = (1,0,0,1)$ and $n^b = (1,0,0,-1)$ are light-cone vectors corresponding to the directions of the incoming protons (with the beam axis taken along the $z$ direction). The interpretation of beam thrust is analogous to thrust for $e^+e^-$ to jets, but with the thrust axis fixed to be the beam axis. For $\tau_B \approx 1$ the hadronic final state contains hard radiation with momentum perpendicular to the beam axis of order $Q$, while $\tau_B \ll 1$ corresponds to two-jet like events with hard radiation of order $Q$ only near the direction of the beams. The dependence of $B^+_a(Y)$ on $Y$ accounts for asymmetric collisions where the partonic center-of-mass frame is boosted with respect to the hadronic center-of-mass frame. Requiring $\tau_B < \exp(-2y_B^{\text{cut}})$ essentially vetoes hard radiation in a rapidity interval of size $y_B^{\text{cut}} - 1$ around $Y$, i.e. in the region $|y - Y| < y_B^{\text{cut}} - 1$, while radiation in the larger interval $y_B^{\text{cut}} + 1$ is essentially unconstrained, with a smooth transition in between. Thus, interesting values for $y_B^{\text{cut}}$ are around 1 to 2.

In Ref. [1], a rigorous factorization theorem for the Drell-Yan beam thrust cross section for small $\tau_B$ was derived,

$$
\frac{d\sigma}{dq^2 dY d\tau_B} = \sigma_0 \sum_{ij} H_{ij}(q^2, \mu) \int dt_a dt_b B_i(t_a, x_a, \mu) B_j(t_b, x_b, \mu)
\times QS_B\left(Q \tau_B - \frac{t_a + t_b}{Q}, \mu\right) \left[1 + O\left(\frac{\Lambda_{\text{QCD}}}{Q}, \tau_B\right)\right],
$$

(1.6)

using the formalism of the soft-collinear effective theory (SCET) [10, 11, 12, 13], supplemented with arguments to rule out the presence of Glauber gluons partially based on Refs. [14, 15]. The sum runs over partons $ij = \{u\bar{u}, d\bar{d}, ...\}$. The hard function $H_{ij}(q^2, \mu)$ contains virtual radiation at the hard scale $\mu_H \approx Q$. It is given by the square of Wilson coefficients from matching the relevant QCD currents onto SCET currents (and hence it is identical to the hard function appearing in the threshold Drell-Yan factorization theorem). The beam functions $B_i(t_a, x_a, \mu)$ and $B_j(t_b, x_b, \mu)$ describe the formation of incoming jets prior to the
hard collision due to collinear radiation from the incoming partons, as described above. They are the initial-state analogs of the final-state jet functions $J_i(t, \mu)$ (appearing for example in the analogous factorization theorem for thrust in $e^+e^- \to 2$ jets), which describe the formation of a jet from the outgoing partons produced in the hard interaction. In contrast to the jet functions, the beam functions depend on the parton’s momentum fraction $x$ in addition to its virtuality. For Eq. (1.6), the beam scale is set by $\mu_B \simeq \sqrt{\tau_B Q}$. Finally, the soft function $S_B(k^+, \mu)$ describes the effect of soft radiation from the incoming partons on the measurement of $\tau_B$, much like the soft function for thrust encodes the effects of soft radiation from the outgoing partons. It is defined in terms of incoming Wilson lines (instead of outgoing ones) and is sensitive to the soft scale $\mu_S \simeq \tau_B Q$.

The cross section for $\tau_B$ contains double logarithms $\ln^2 \tau_B$ which become large for small $\tau_B \ll 1$. The factorization theorem in Eq. (1.6) allows us to systematically resum these to all orders in perturbation theory. The logarithms of $\tau_B$ are split up into logarithms of the three scale ratios $\mu/\mu_H$, $\mu/\mu_B$, $\mu/\mu_S$ that are resummed by evaluating all functions at their natural scale, i.e. $H_{ij}$ at $\mu_H$, $B_i$ and $B_j$ at $\mu_B$, $S_B$ at $\mu_S$, and then RG evolving them to the (arbitrary) common scale $\mu$.

In this paper we give a detailed discussion of the beam function, including a derivation of results that were quoted in Ref. [1]. We start in Sec. 2 with a discussion of several formal aspects of the quark and gluon beam functions, including their definition in terms of matrix elements of operators in SCET, their all-order renormalization properties, their analytic structure, and the operator product expansion in Eq. (1.2) relating the beam functions to PDFs. In particular, we prove that the beam functions obey the RGE in Eq. (1.3) with the same anomalous dimension as the jet function to all orders in perturbation theory. (A part of the proof is relegated to App. B.) This result also implies that the anomalous dimension of the hemisphere soft functions with incoming Wilson lines is identical to the anomalous dimension of the hemisphere soft function with outgoing Wilson lines appearing in $e^+e^- \to 2$ jets.

In Sec. 3, we perform the one-loop matching of the quark beam function onto quark and gluon PDFs. Using an offshellness regulator we first give explicit details of the calculations for the quark beam function and PDFs. We verify explicitly that the beam function contains the same IR singularities as the PDFs at one loop, and extract results for $I_{qq}$ and $I_{qg}$ at next-to-leading order (NLO). In App. C we repeat the matching calculation for the quark beam function in pure dimensional regularization.

Our results show that beam functions must be defined with zero-bin subtractions [16], but that in the OPE the subtractions are frozen out into the Wilson coefficients $I_{ij}$. The subtractions are in fact necessary for the IR singularities in the beam functions and PDFs to agree. We briefly discuss why PDFs formulated with SCET collinear fields are identical with or without zero-bin subtractions.

In Sec. 4, we first give the full expression for the resummed beam thrust cross section at small $\tau_B$ valid to any order in perturbation theory. The necessary ingredients for its evaluation at next-to-next-to-leading logarithmic (NNLL) order are collected in App. D, which are the
three-loop QCD cusp anomalous dimension, the two-loop standard anomalous dimensions, and the one-loop matching corrections for the various Wilson coefficients. (We also comment on the still missing ingredients required at $N^{3}\text{LL}$ order.) We then show plots of the quark beam function both at NLO in fixed-order perturbation theory and NNLL order in resummed perturbation theory. We also discuss the relative size of the quark and gluon contributions as well as the singular and nonsingular terms in the threshold limit $x \to 1$. We conclude in Sec. 5.

2. Beam Functions

2.1 Definition

In this subsection we discuss the definition of the quark and gluon beam functions in terms of matrix elements of operators in SCET, and compare them to the corresponding definition of the PDF. The operator language will be convenient to elucidate the renormalization structure and relation to jet functions in the following subsection.

We first discuss some SCET ingredients that are relevant later on. We introduce light-cone vectors $n^\mu$ and $\bar{n}^\mu$ with $n^2 = \bar{n}^2 = 0$ and $n \cdot \bar{n} = 2$ that are used to decompose four-vectors into light-cone coordinates $p^\mu = (p^+, p^−, p^\perp_\mu)$, where $p^+ = n \cdot p$, $p^− = \bar{n} \cdot p$ and $p^\perp_\mu$ contains the components perpendicular to $n^\mu$ and $\bar{n}^\mu$.

In SCET, the momentum $p^\mu$ of energetic collinear particles moving close to the $n$ direction is separated into large and small parts

$$p^\mu = \bar{p}^\mu + p_r^\mu = \bar{n} \cdot \bar{p} \frac{n^\mu}{2} + p_{n\perp}^\mu + p_r^\mu. \quad (2.1)$$

The large part $\bar{p}^\mu = (0, \bar{p}^−, \bar{p}_\perp^\mu)$ has components $\bar{p}^− = \bar{n} \cdot \bar{p}$ and $p_{n\perp}^\mu \sim \lambda \bar{p}^−$, and the small residual piece $p_r^\mu = (p_r^+, p_r^−, p_r^\perp_\mu) \sim \bar{p}^− (\lambda, \lambda^2, \lambda^3)$ with $\lambda \ll 1$. The corresponding $n$-collinear quark and gluon fields are multipole expanded (with expansion parameter $\lambda$). This means particles with different large components are described by separate quantum fields, $\xi_{n,\bar{p}}(y)$ and $A_{n,\bar{p}}(y)$, which are distinguished by explicit momentum labels on the fields (in addition to the $n$ label specifying the collinear direction). We use $y$ to denote the position of the fields in the operators to reserve $x$ for the parton momentum fractions. Two different types of collinear fields will be relevant for our discussion depending on whether or not they contain perturbatively calculable components. For the beam functions $\lambda \simeq \tau_B^{1/2}$, and the collinear modes have perturbative components with $p^2 \sim Q \tau_B \gg \Lambda_{\text{QCD}}$. Collinear fields such as these are referred to as belonging to an SCET\text{I} theory. For collinear modes in the parton distribution functions $\lambda \simeq \Lambda_{\text{QCD}}/Q$ and the collinear modes are nonperturbative with $p^2 \sim \Lambda_{\text{QCD}}^2$. These modes are a subset of the SCET\text{I} collinear modes and we will refer to their fields as belonging to SCET\text{II}. For much of our discussion the distinction between these two types of collinear modes is not important and we can just generically talk about collinear fields. When it is important we will refer explicitly to SCET\text{I} and SCET\text{II}.
Interactions between collinear fields cannot change the direction $n$ but change the momentum labels to satisfy label momentum conservation. Since the momentum labels are changed by interactions, it is convenient to use the short-hand notations

$$\xi_n(y) = \sum_{\tilde{p} \neq 0} \xi_{n,\tilde{p}}(y), \quad A^\mu_n(y) = \sum_{\tilde{p} \neq 0} A^\mu_{n,\tilde{p}}(y).$$

The sum over label momenta explicitly excludes the case $\tilde{p}^\mu = 0$ to avoid double-counting the soft degrees of freedom (described by separate soft quark and gluon fields). In practice when calculating matrix elements, this is implemented using zero-bin subtractions [16] or alternatively by dividing out matrix elements of Wilson lines [17, 18, 19]. The dependence on the label momentum is obtained using label momentum operators $\overline{P}_n$ or $\mathcal{P}^\mu_{n\perp}$ which return the sum of the minus or perpendicular label components of all $n$-collinear fields on which they act.

The decomposition into label and residual momenta is not unique. Although the explicit dependence on the vectors $n^\mu$ and $\bar{n}^\mu$ breaks Lorentz invariance, the theory must still be invariant under changes to $n^\mu$ and $\bar{n}^\mu$ which preserve the power counting of the different momentum components and the defining relations $n^2 = \bar{n}^2 = 0$, $n \cdot \bar{n} = 2$. This reparametrization invariance (RPI) [20, 21] can be divided into three types. RPI-I and RPI-II transformations correspond to rotations of $n$ and $\bar{n}$. We will mainly use RPI-III under which $n^\mu$ and $\bar{n}^\mu$ transform as

$$n^\mu \to e^{\alpha} n^\mu, \quad \bar{n}^\mu \to e^{-\alpha} \bar{n}^\mu,$$

which implies that the vector components transform as $p^+ \to e^\alpha p^+$ and $p^- \to e^{-\alpha} p^-$. In this way, the vector $p^\mu$ stays invariant and Lorentz symmetry is restored within a cone about the direction of $n^\mu$. Since Eq. (2.3) only acts in the $n$-collinear sector, it is not equivalent to a spacetime boost of the whole physical system.

We now define the following bare operators

$$\bar{\mathcal{O}}_q^{\text{bare}}(y^-, \omega) = e^{-i\tilde{p}^+ y^-/2} \bar{\chi}_n \left( y^- \frac{n}{2} \right) \frac{i}{2} \left[ \delta(\omega - \overline{P}_n) \chi_n(0) \right],$$

$$\bar{\mathcal{O}}_q^{\text{bare}}(y^-, \omega) = e^{-i\tilde{p}^+ y^-/2} \text{tr} \left\{ \frac{i}{2} \chi_n \left( y^- \frac{n}{2} \right) \left[ \delta(\omega - \overline{P}_n) \bar{\chi}_n(0) \right] \right\},$$

$$\bar{\mathcal{O}}_g^{\text{bare}}(y^-, \omega) = -\omega e^{-i\tilde{p}^+ y^-/2} \mathcal{B}_{n\perp}^{\mu c} \left( y^- \frac{n}{2} \right) \left[ \delta(\omega - \overline{P}_n) \mathcal{B}_{n\perp}^{\mu c}(0) \right].$$

Their renormalization will be discussed in the next subsection. The corresponding renormalized operators are denoted as $\bar{\mathcal{O}}_i(y^-, \omega, \mu)$ and are defined in Eq. (2.21) below. Here, $\tilde{p}^+$ is the momentum operator of the residual plus momentum and acts on everything to its right. The overall phase is included such that the Fourier-conjugate variable to $y^-$ corresponds to the plus momentum of the initial-state radiation, see Eq. (2.9) below. The operator $\delta(\omega - \overline{P}_n)$ only acts inside the square brackets and forces the total sum of the minus labels of all fields in $\chi_n(0)$ and $\mathcal{B}_{n\perp}(0)$ to be equal to $\omega$. The color indices of the quark fields are suppressed and summed over, $c$ is an adjoint color index that is summed over, and the trace in $\bar{\mathcal{O}}_q$ is
over spin. The operators are RPI-III invariant, because the transformation of the $\delta(\omega - \mathcal{F}_n)$ is compensated by that of the $\hat{\mathcal{F}}_{q\bar{q}}$ and the overall $\omega$ in $\hat{\mathcal{O}}_g$.

The fields

$$\chi_n(y) = W_n^\dagger(y) \xi_n(y), \quad \mathcal{B}_{n\perp}^\mu = \frac{1}{g} [W_n^\dagger(y) iD_{n\perp}^\mu W_n(y)],$$

(2.5)

with $iD_{n\perp}^\mu = \mathcal{P}_{n\perp}^\mu + gA_{n\perp}^\mu$, are composite SCET fields of $n$-collinear quarks and gluons. In Eq. (2.4) they are at the positions $y^\mu = y^- n/2$ and $y^\mu = 0$. The Wilson lines

$$W_n(y) = \left[ \sum_{\text{perms}} \exp \left( - \frac{g}{\mathcal{P}_n} \bar{n} \cdot A_n(y) \right) \right],$$

(2.6)

are required to make $\chi_n(y)$ and $\mathcal{B}_{n\perp}^\mu(y)$ gauge invariant with respect to collinear gauge transformations [11, 12]. They are Wilson lines in label momentum space consisting of $\bar{n} \cdot A_n(y)$ collinear gluon fields. They sum up arbitrary emissions of $n$-collinear gluons from an $n$-collinear quark or gluon, which are $O(1)$ in the SCET power counting. Since $W_n(y)$ is localized with respect to the residual position $y$, $\chi_n(y)$ and $\mathcal{B}_{n\perp}^\mu(y)$ are local operators for soft interactions. In SCET$_I$ the fields in Eqs. (2.4) and (2.5) are those after the field redefinition [13] decoupling soft gluons from collinear particles. Thus at leading order in the power counting these collinear fields do not interact with soft gluons through their Lagrangian and no longer transform under soft gauge transformations. Hence, the operators in Eq. (2.4) are gauge invariant under both soft and collinear gauge transformations. The soft interactions with collinear particles are factorized into a soft function, which is a matrix element of soft Wilson lines.

Note that our collinear fields in Eq. (2.4) have continuous labels and hence are not the standard SCET fields with discrete labels. They only depend on the minus coordinate, $y^-$, corresponding to the residual plus momentum, $p_+^\perp$, and not a full four-vector $y^\mu$. As discussed in detail in the derivation of the factorization theorem in Ref. [1], it is convenient to absorb the residual minus and perpendicular components into the label momenta which then become continuous variables. For example, for the minus momentum (suppressing the perpendicular dependence)

$$\sum_{\bar{p}^-} e^{-i\bar{p}^- y^+/2} \chi_{n,\bar{p}^-}(y^-, y^+) = \sum_{\bar{p}^-} \int dp^- e^{-i(p^- + p^-) y^+/2} \chi_{n,p^-}(y^-)$$

$$= \int dp^- e^{-i p^- y^+/2} \chi_{n,p^-}(y^-).$$

(2.7)

In this case, $W_n(y^- n/2)$ can also be written in position space where all gluon fields sit at the same residual minus coordinate, $y^-$, and are path ordered in the plus coordinate (corresponding to the label minus momentum) from $y^+$ to infinity.

Next, we introduce the Fourier-transformed operators

$$\mathcal{O}^{\text{bare}}_b(|\omega| b^+, \omega) = \frac{1}{2\pi} \int \frac{dy^-}{2|\omega|} e^{i b_+ y^-/2} \tilde{\mathcal{O}}^{\text{bare}}_b(y^-, \omega),$$

(2.8)
and the corresponding renormalized operators \( O_i(\omega|b^+,\omega,\mu) \) [see Eq. (2.22) below]. For example, for the quark operator

\[
O^\text{bare}_q(\omega|b^+,\omega) = \frac{1}{2\pi} \int \frac{d y^-}{2|y^-|} e^{i(b^+ - \tilde{b}^+) y^-/2} \left( e^{i\tilde{p}^+ y^-/2} \chi_n(0) e^{-i\tilde{p}^+ y^-/2} \right) \frac{i\delta}{2} \left[ \delta(\omega - \mathcal{P}_n) \chi_n(0) \right] 
\]

\[
\chi_n(0) \delta(\omega_{b^+} - \omega_{\tilde{b}^+}) \frac{i\delta}{2} \left[ \delta(\omega - \mathcal{P}_n) \chi_n(0) \right].
\]  

In the first step we used residual momentum conservation to shift the position of the field. Here we see that the overall phase in Eq. (2.4) allows us to write the state that is inserted between the fields.

We divide by \(|\omega|\) in Eq. (2.8) to make the integration measure of the Fourier transform RPI-III invariant. Using the absolute value \(|\omega|\) ensures that the definition of the Fourier transform does not depend on the sign of \(\omega\) and that the first argument of \(O_q\), \(t = |\omega|b^+\), always has the same sign as \(b^+\). The Fourier-transformed operators are still RPI-III invariant and only depend on \(b^+\) through the RPI-III invariant combination \(t\). The beam functions are defined as the proton matrix elements of the renormalized operators \(O_i(t,\omega,\mu)\) in SCET,

\[
B_i(t, x = \omega/P^-, \mu) = \langle p_n(P^-) | \theta(\omega) O_i(t, \omega, \mu) | p_n(P^-) \rangle. 
\]  

The matrix elements are always averaged over proton spins, which we suppress in our notation. Note that part of the definition in Eq. (2.10) is the choice of the direction \(n\) such that the proton states have no perpendicular momentum, \(P^\mu = P^\perp n^\mu/2\), which is why we denote them as \(|p_n(P^-)\rangle\). By RPI-III invariance, the beam functions can then only depend on the RPI-III invariant variables \(t = \omega b^+\) and \(x = \omega/P^-\). The restriction \(\theta(\omega)\) on the right-hand side of Eq. (2.10) is included to enforce that the \(\chi_n(0), \bar{\chi}_n(0),\) or \(B_{n,\perp}(0) 0\) fields annihilate a quark, antiquark, or gluon out of the proton, as we discuss further at the beginning of Sec. 2.5.

The definition of the beam functions can be compared with that of the quark and gluon PDFs. In SCET, the PDFs are defined \([22]\) in terms of the RPI-III invariant operators

\[
Q^\text{bare}_q(\omega') = \theta(\omega') \bar{\chi}_n(0) \left( \frac{i\delta}{2} \left[ \delta(\omega' - \mathcal{P}_n) \chi_n(0) \right] \right), 
\]

\[
Q^\text{bare}_q(\omega') = \theta(\omega') \text{tr}\left\{ \frac{i\delta}{2} \bar{\chi}_n(0) \left[ \delta(\omega' - \mathcal{P}_n) \chi_n(0) \right] \right\}, 
\]

\[
Q^\text{bare}_q(\omega') = -\omega' \bar{\theta}(\omega') B_{n,\perp}(0) \left[ \delta(\omega' - \mathcal{P}_n) \right] B^\perp_{n,\perp}(0), 
\]

as the proton matrix elements in SCET of the corresponding renormalized operators \(Q_i(\omega', \mu)\) defined in Eq. (2.14) below,

\[
f_i(\omega'/P^-, \mu) = \langle p_n(P^-) | Q_i(\omega', \mu) | p_n(P^-) \rangle. 
\]  

By RPI-III invariance, the PDFs can only depend on the momentum fraction \(\xi = \omega'/P^-\). Beyond tree level \(\xi\) or \(\omega'\) are not the same as \(x\) or \(\omega\), which is why we denote them differently.
Without the additional $\theta(\omega')$ in the operators in Eq. (2.11) the quark and anti-quark PDFs would combine into one function, with the quark PDF corresponding to $\omega > 0$ and the antiquark PDF to $\omega < 0$. We explicitly separate these pieces to keep analogous definitions for the PDFs and beam functions.

It is important to note that the SCET$_{\Pi}$ collinear fields in Eq. (2.11) do not require zero-bin subtractions, because as is well-known, the soft region does not contribute to the PDFs. If one makes the field redefinitions $\xi_n \to Y \xi_n$ and $A_n \to Y A_n Y^\dagger$ to decouple soft gluons, then the soft Wilson lines $Y$ cancel in Eq. (2.11). Equivalently, if the fields in Eq. (2.11) include zero-bin subtractions then the subtractions will cancel in the sum of all diagrams, just like the soft gluons. (This is easy to see by formulating the zero-bin subtraction as a field redefinition [18] analogous to the soft one but with Wilson lines in a different light-cone direction.) In contrast, the SCET$_{\Pi}$ collinear fields in the beam function operator in Eq. (2.4) must include zero-bin subtractions. We will see this explicitly at one loop in our PDF and beam function calculations in Sec. 3.

The SCET definitions of the PDFs are equivalent to the standard definition in terms of full QCD quark fields $\psi$ in position space. For example, the quark PDF in QCD is defined as [23]

$$f_q(\omega'/P^-, \mu) = \theta(\omega') \int \frac{dy^+}{4\pi} e^{-i\omega' y^+ / 2} \left\langle p_n(P^-) \left[ \bar{\psi} \left( y^+ \frac{\bar{n}}{2} \right) W \left( y^+ \frac{\bar{n}}{2}, 0 \right) \frac{y^+}{2} \psi(0) \right] \right| p_n(P^-) \right\rangle .$$

(2.13)

The square brackets denote the renormalized operator. Here, the fields are separated along the $\bar{n}$ direction and the lightlike Wilson line $W(y^+ \bar{n}/2, 0)$ is required to render the product of the fields gauge invariant. The relation to the SCET definition is that the SCET$_{\Pi}$ fields in Eq. (2.11) (without zero-bin subtractions) involve a Fourier transform of $\psi$ in $y^+$ to give the conjugate variable $\omega'$. The corresponding Wilson lines in Eq. (2.12) are precisely the $W_n$ contained in the definitions of $\chi_n$ and $B^\mu_{n\perp}$. Hence, the QCD and SCET definitions of the PDF are equivalent (provided of course that one uses the same renormalization scheme, which we do).

Comparing Eq. (2.11) to Eq. (2.4), the difference between the beam functions and PDFs is that for the beam functions the fields are additionally separated along the $n$ light-cone, with a large separation $y^- \gg y^+$ corresponding to the small momentum $b^+ \ll \omega$. Thus, formulating equivalent definitions of the beam functions directly in QCD would be more challenging, as it would require QCD fields that are simultaneously separated in the $n$ and $\bar{n}$ directions. For this case, it is not clear a priori how to obtain an unambiguous gauge-invariant definition, because Wilson lines connecting the fields along different paths are not equivalent. This ambiguity is resolved in SCET$_I$, where the multipole expansion distinguishes the different scales and divides the possible gauge transformations into global, collinear, and soft transformations, allowing one to treat the separations along the two orthogonal light-cones independently. The large $y^-$ separation corresponds to soft Wilson lines and soft gauge transformations that are independent from collinear gauge transformations corresponding to
the small $y^+$ dependence. As already mentioned, the operators in Eq. (2.4) are separately gauge invariant under both types of gauge transformations.

2.2 Renormalization and RGE

The beam functions and PDFs are defined as the matrix elements of renormalized operators. The renormalization of the operators immediately yields that of the functions defined by their matrix elements. In this subsection we derive the RG equations and show that the anomalous dimensions of the beam and jet functions are the same to all orders in perturbation theory.

We start by considering the known renormalization of the PDF, but in the SCET operator language. The renormalized PDF operators are given in terms of the bare operators in Eq. (2.11) as

$$Q_i^{\text{bare}}(\omega, \mu) = \sum_j \int \frac{d\omega'}{\omega'} \gamma_{ij}(\frac{\omega}{\omega'}, \mu) Q_j(\omega', \mu). \quad (2.14)$$

In general, operators with different $i$ and $\omega$ can (and will) mix into each other, so the renormalization constant $Z_{ij}^f(\omega/\omega', \mu)$ is a matrix in $i, j$ and $\omega, \omega'$. RPI-III invariance then restricts the integration measure to be $d\omega'/\omega'$ and $Z_{ij}^f(\omega/\omega', \mu)$ to only depend on the ratio $\omega/\omega'$. Hence, the form of Eq. (2.14) is completely specified by the SCET symmetries. The $\mu$ independence of the bare operators $Q_i^{\text{bare}}(\omega)$ yields an RGE for the renormalized operators in $\overline{\text{MS}}$

$$\mu \frac{d}{d\mu} Q_i(\omega, \mu) = \sum_j \int \frac{d\omega'}{\omega'} \gamma_{ij}(\frac{\omega}{\omega'}, \mu) Q_j(\omega', \mu),$$

$$\gamma_{ij}^f(z, \mu) = - \sum_k \int \frac{dz'}{z'} (Z^f)^{-1}_{ik}(\frac{z}{z'}, \mu) \mu \frac{d}{d\mu} Z_{kj}^f(z', \mu), \quad (2.15)$$

where the inverse $(Z^f)^{-1}_{ik}(z, \mu)$ is defined as

$$\sum_k \int \frac{dz'}{z'} (Z^f)^{-1}_{ik}(\frac{z}{z'}, \mu) Z_{kj}^f(z', \mu) = \delta_{ij} \delta(1 - z). \quad (2.16)$$

Taking the proton matrix element of Eq. (2.15) yields the RGE for the PDFs

$$\mu \frac{d}{d\mu} f_i(\xi, \mu) = \sum_j \int \frac{d\xi'}{\xi'} \gamma_{ij}^f(\frac{\xi}{\xi'}, \mu) f_j(\xi', \mu). \quad (2.17)$$

The solution of this RGE can be written in terms of an evolution function $U^f$ which acts on the initial PDF $f_j(\xi', \mu_0)$ and takes it to $f_i(\xi, \mu)$,

$$f_i(\xi, \mu) = \int \frac{d\xi'}{\xi'} U^f_{ij}(\frac{\xi}{\xi'}, \mu, \mu_0) f_j(\xi', \mu_0). \quad (2.18)$$

From Eq. (2.17) we can identify the anomalous dimensions $\gamma_{ij}^f(z)$ in terms of the QCD splitting functions. For example, in dimensional regularization in the $\overline{\text{MS}}$ scheme, the one-loop anomalous dimensions for the quark PDF are the standard ones

$$\gamma_{qq}^f(z, \mu) = \frac{\alpha_s(\mu) C_F}{\pi} \theta(z) P_{qq}(z), \quad \gamma_{qg}^f(z, \mu) = \frac{\alpha_s(\mu) T_F}{\pi} \theta(z) P_{qg}(z), \quad (2.19)$$
with the $q \to qg$ and $g \to q\bar{q}$ splitting functions

$$P_{qq}(z) = \mathcal{L}_0(1-z)(1+z^2) + \frac{3}{2} \delta(1-z) = \left[ \theta(1-z) \frac{1+z^2}{1-z} \right]_+,$$

$$P_{qg}(z) = \theta(1-z)[(1-z)^2 + z^2]. \tag{2.20}$$

The plus distribution $\mathcal{L}_0(x) = [\theta(x)/x]_+$ is defined in the standard way, see Eq. (A.2). For later convenience we do not include the overall color factors in the definitions in Eq. (2.20).

We now go through an analogous discussion for the beam functions. The renormalized operators $\widehat{O}_i(y^-, \omega, \mu)$ are given in terms of the bare operators in Eq. (2.4) by

$$\widehat{O}^\text{bare}_i(y^-, \omega) = \widehat{Z}^i_B \left( \frac{y^-}{2|\omega|}, \mu \right) \widehat{O}_i(y^-, \omega, \mu), \tag{2.21}$$

where $\widehat{Z}^i_B(y^-/2|\omega|, \mu)$ is the position-space renormalization constant. In App. B, we give an explicit proof that the beam function renormalization is multiplicative in this way to all orders in perturbation theory.\footnote{With our definitions of $b^+$ and $t = |\omega|b^+$, they are always positive irrespective of the sign of $\omega$ (i.e. for both beam and jet functions). Since $y^-$ is the Fourier conjugate variable to $b^+$, the Fourier-conjugate variable to $t$ is $u = y^-/2|\omega|$. The proof in the appendix, which is for $\omega > 0$, shows that $\gamma_B$ only depends on $u$ through $\ln[|u - i\mu|]$. Its most general RPI-III invariant form is $\gamma_B(u, \omega/|\omega|)$. From Eq. (2.4) $\langle \widehat{O}^\text{bare}_i(y^-, \omega) \rangle = \langle \widehat{O}^\text{bare}_i(-y^-, -\omega) \rangle$ for any forward matrix element. Since the renormalization does not change the analytic structure, the same is true for the renormalized matrix elements so $\gamma_B(u, \omega/|\omega|) = \gamma_B(-u, -\omega/|\omega|)$, and also $\gamma_B$ can only be a real function of $\omega/|\omega|$. Because of its simple $u$ dependence, we can conclude that $\gamma_B = \gamma_B(u)$ only. With the tree-level boundary condition this then implies $\widehat{Z}_B \equiv \widehat{Z}_B(u)$.}

The underlying reason is that the renormalization of the theory should preserve locality, so renormalizing the nonlocal beam function operator should not affect the $y^-$ separation between the fields. For example, mixing between operators with different $y^-$ would destroy locality at distance scales within the validity range of the effective theory. RPI-III invariance then implies that $\widehat{Z}^i_B$ can only depend on the ratio $y^-/2|\omega|$ (the factor of $1/2$ is for convenience). In principle, one might think there could also be mixing between operators with different $i$ or $\omega$ in Eq. (2.21) [as was the case for the PDFs in Eq. (2.14)]. Our derivation in App. B shows that this is not the case.

Taking the Fourier transform of Eq. (2.21) according to Eq. (2.8), we find

$$\widehat{O}^\text{bare}_i(t, \omega) = \int dt' Z^i_B(t - t', \mu) \mathcal{O}_i(t', \omega, \mu),$$

$$Z^i_B(t, \mu) = \frac{1}{2\pi} \int \frac{dy^-}{2|\omega|} e^{ity^-/2|\omega|} \widehat{Z}^i_B \left( \frac{y^-}{2|\omega|}, \mu \right). \tag{2.22}$$

Since the bare operator is $\mu$ independent, taking the derivative with respect to $\mu$, we find the RGE for the renormalized operator

$$\mu \frac{d}{d\mu} \mathcal{O}_i(t, \omega, \mu) = \int dt' \gamma^i_B(t - t', \mu) \mathcal{O}_i(t', \omega, \mu),$$

$$\gamma^i_B(t, \mu) = - \int dt' (Z^i_B)^{-1}(t - t', \mu) \mu \frac{d}{d\mu} Z^i_B(t', \mu), \tag{2.23}$$
where the inverse of $Z_B^i(t, \mu)$ is defined as usual,

$$\int dt' (Z_B^i)^{-1}(t - t', \mu) Z_B^i(t', \mu) = \delta(t). \quad (2.24)$$

Taking the proton matrix element of Eq. (2.23) we obtain the corresponding RGE for the beam function,

$$\mu \frac{d}{d\mu} B_i(t, x, \mu) = \int dt' \gamma_B^i(t - t', \mu) B_i(t', x, \mu). \quad (2.25)$$

As discussed in App. B, to all orders in perturbation theory the anomalous dimension has the form

$$\gamma_B^i(t, \mu) = -2\Gamma_{\text{cusp}}^i(\alpha_s) \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{t}{\mu^2} \right) + \gamma_B^i(\alpha_s) \delta(t), \quad (2.26)$$

where $\mathcal{L}_0(x) = [\theta(x)/x]_+$ is defined in Eq. (A.2), $\Gamma_{\text{cusp}}^i(\alpha_s)$ is the cusp anomalous dimension for quarks/antiquarks ($i = q$) or gluons ($i = g$), and $\gamma_B^i(\alpha_s)$ denotes the non-cusp part. Since there is no mixing between operators $O_i(t, \omega, \mu)$ with different $i$ or $\omega$, the beam function RGE only changes the virtuality $t$ but not the momentum fraction $x$ and does not mix quark and gluon beam functions. By rescaling the plus distribution,

$$\frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{t}{\mu^2} \right) = \frac{1}{\mu_0^2} \mathcal{L}_0 \left( \frac{t}{\mu_0^2} \right) - 2 \ln \frac{\mu}{\mu_0} \delta(t) \quad (2.27)$$

we can see that $\gamma_B^i(t, \mu)$ has logarithmic $\mu$-dependence, which means that the RGE sums Sudakov double logarithms.

The solution of the RGE in Eq. (2.25) with the form of the anomalous dimension in Eq. (2.26) is known [24, 25, 26]. It takes the form

$$B_i(t, x, \mu) = \int dt' B_i(t - t', x, \mu_0) U_B^i(t', \mu_0, \mu), \quad (2.28)$$

where the evolution kernel can be written as [27]

$$U_B^i(t, \mu_0, \mu) = e^{K_B^i - \gamma_B^i \eta_B^i} \left[ \frac{\eta_B^i}{\mu_0^2} \mathcal{L}_0 \left( \frac{t}{\mu_0^2} \right) + \delta(t) \right]. \quad (2.29)$$

The distribution $\mathcal{L}^i(\omega)$ is defined in Eq. (A.2), and the RGE functions $K_B^i \equiv K_B^i(\mu_0, \mu)$ and $\eta_B^i \equiv \eta_B^i(\mu_0, \mu)$ are given in Eq. (D.7).

The SCET quark, antiquark, and gluon jet functions are given by [13, 28]

$$J_q(\omega^+ + \omega_+^2, \mu)$$

$$= \frac{(2\pi)^2}{N_c} \int \frac{dy^-}{2|\omega|} e^{ip^+ y^-/2} \mathrm{tr} \left\langle 0 \left| \left[ \frac{\delta}{\omega} \chi_n \left( y^- \frac{n}{2} \right) \left[ \delta(\omega + \mathcal{P}_n) \delta^2(\omega_+ + \mathcal{P}_n) \Delta_n(0) \right] \right] \right| 0 \right\rangle,$$

$$J_q(\omega^+, \omega_+^2, \mu)$$

$$= \frac{(2\pi)^2}{N_c} \int \frac{dy^-}{2|\omega|} e^{ip^+ y^-/2} \left\langle 0 \left| \chi_n \left( y^- \frac{n}{2} \right) \frac{\delta}{\omega} \chi_n \left( y^- \frac{n}{2} \right) \left[ \delta(\omega + \mathcal{P}_n) \delta^2(\omega_+ + \mathcal{P}_n) \Delta_n(0) \right] \right| 0 \right\rangle,$$

$$J_g(\omega^+ + \omega_+^2, \mu)$$

$$= -\frac{(2\pi)^2}{N_c^2 - 1} \omega \int \frac{dy^-}{2|\omega|} e^{ip^+ y^-/2} \left\langle 0 \left| \mathcal{B}^c_{n_\perp} \left( \frac{y^-}{2} \right) \left[ \delta(\omega + \mathcal{P}_n) \delta^2(\omega_+ + \mathcal{P}_n) \mathcal{B}^c_{n_\perp}(0) \right] \right| 0 \right\rangle,$$
where the notation $[\ldots]_\mu$ again denotes the renormalized operators. Here, we used the same conventions as for the beam functions where the large label momenta $\omega$ and $\omega_\perp$ are continuous, so the only position dependence of the fields is in the minus component. RPI invariance requires that the jet function only depends on the total invariant mass of the jet, $p^2 = \omega p^+ + \omega_\perp^2$. When the jet function appears in a factorization theorem, the direction of the jet is either measured (e.g. by measuring the thrust axis in $e^+e^- \rightarrow 2$ jets) or fixed by kinematics (e.g. in $B \rightarrow X_s \gamma$ the jet direction is fixed by the direction of the photon) and $n$ is chosen along the jet direction, so one typically has $\omega_\perp = 0$. Taking the vacuum matrix element of $O^\text{bare}_q(t, \omega)$, we get

$$
\langle 0 | O^\text{bare}_q(t, -\omega) | 0 \rangle
= \langle 0 | O^\text{bare}_q(t, \omega) | 0 \rangle
= \left( \frac{2\pi}{N_c} \right)^2 \int d^2\omega_\perp \frac{1}{2\pi} \int \frac{dy_-}{2|\omega_\perp|} e^{i\gamma_-/(2|\omega_\perp|)} \left\langle 0 \right| \delta_n(y^- - \frac{n}{2}) \left| \delta(\omega + \mathcal{P}_n) \delta^2(\omega_\perp - \mathcal{P}_{n\perp}) \chi_n(0) \right| 0 \rangle
= \int d^2\omega_\perp J^\text{bare}_q(t - \omega_\perp^2) \equiv J^\text{bare}_q(t)
= \hat{J}^\text{bare}_q(t).
$$

In the last step we used that the quark and antiquark jet functions are the same. The analogous relation holds for the antiquark operator, $O^\text{bare}_{\bar{q}}(t, \omega, \mu)$. The $\omega_\perp$ integral is bounded and does not lead to new UV divergences, because the jet function only has support for nonnegative argument, $0 < \omega_\perp^2 < t$, and $t$ is fixed. Similarly, for the gluon operator we have

$$
\langle 0 | O^\text{bare}_g(t, -\omega) | 0 \rangle
= \langle 0 | O^\text{bare}_g(t, \omega) | 0 \rangle
= \left( \frac{2\pi}{N_c^2 - 1} \right)^2 \int d^2\omega_\perp J^\text{bare}_g(t - \omega_\perp^2, \mu) \equiv J^\text{bare}_g(t).
$$

The renormalization of $J^\text{bare}_i(t)$ does not depend on the choice of $\omega_\perp$ in Eq. (2.30). Since $J^\text{bare}_i(t)$ is simply an average over different choices for $\omega_\perp$ it has the same renormalization. Hence $J_i(t, \mu)$ and $\hat{J}_i(t, \mu)$ have the same anomalous dimension,

$$
\mu \frac{d}{d\mu} \hat{J}_i(t, \mu) = \int d^2\omega_\perp ds \gamma^\text{i}_j(t - \omega_\perp^2 - s, \mu) J_i(s, \mu) = \int dt' \gamma^\text{i}_j(t - t', \mu) \int d^2\omega_\perp J_i(t' - \omega_\perp^2, \mu)
= \int dt' \gamma^\text{i}_j(t - t', \mu) \hat{J}_i(t', \mu).
$$

On the other hand, taking the vacuum matrix element of Eq. (2.23) we get

$$
\mu \frac{d}{d\mu} \hat{J}_i(t, \mu) = \int dt' \gamma^\text{i}_B(t - t', \mu) \hat{J}_i(t', \mu).
$$

We thus conclude that the beam and jet function anomalous dimensions are identical to all orders in perturbation theory,

$$
\gamma^\text{i}_B(t, \mu) = \gamma^\text{i}_j(t, \mu).
$$

For the cusp part this result already follows from our explicit one-loop calculation, since $\Gamma^\text{cusp}$ is universal and its coefficients are the same at one loop. Our one-loop result provides a cross check for the identity of the one-loop non-cusp part of the anomalous dimension, which agree. Furthermore, $\gamma^\text{O}_j(\alpha_s)$ and hence $\gamma^\text{O}_B(\alpha_s)$ can be obtained to three loops from Refs. [29, 30], and for completeness the result is given in App. D.
2.3 Operator Product Expansion

The difference between the beam function operators in Eq. (2.4) and the PDF operators in Eq. (2.11) is the additional separation in the \( y^- \) coordinate between the fields. Hence, by performing an operator product expansion about the limit \( y^- \to 0 \) we can expand the renormalized operators \( \tilde{O}_i(y^-, \omega, \mu) \) in terms of a sum over \( Q_i(\omega', \mu) \),

\[
\tilde{O}_i(y^- \to 0) = \tilde{J}_i(\frac{y^-}{2|\omega'|}, \omega, \mu) + O\left(\frac{y^-}{|\omega'|}\right). \tag{2.36}
\]

For completeness we included the identity operator on the right-hand side. The form of the matching coefficients \( \tilde{I}_{ij} \) and \( \tilde{J}_i \) is again constrained by RPI-III invariance so the structure of the OPE is completely determined by the SCET symmetries. Equation (2.36) encodes a matching computation between the operator \( \tilde{O}_i \) in SCET\(_I\), and the operators 1 and \( Q_j \) in SCET\(_{II}\), where \( \tilde{J}_i \) and \( \tilde{I}_{ij} \) are the corresponding Wilson coefficients.

Fourier transforming both sides of Eq. (2.36) with respect to \( y^- \) we get

\[
O_i(t, \omega, \mu) = \tilde{J}_i(t, \mu) + \sum_j \int \frac{d\omega'}{\omega'} I_{ij}(t, \frac{\omega}{\omega'}, \mu) Q_j(\omega', \mu) + O\left(\frac{y^-}{|\omega'|}\right). \tag{2.37}
\]

Taking the vacuum matrix element of both sides, and using \( \langle 0 | Q_j | 0 \rangle = 0 \), we just get the coefficient of the identity operator on the right-hand side, which from Eqs. (2.31) and (2.32) is thus given by \( \tilde{J}_i(t, \mu) \). Taking the proton matrix element of Eq. (2.37) with \( \omega > 0 \) according to Eq. (2.10), this first term drops out, because the jet functions only have support for \( -\omega > 0 \) (or alternatively because the corresponding diagrams are disconnected), and we obtain the OPE for the beam function

\[
B_i(t, x, \mu) = \sum_j \int \frac{d\xi}{\xi} I_{ij}(t, \frac{x}{\xi}, \mu) f_j(\xi, \mu) \left[ 1 + O\left(\frac{\Lambda_{QCD}^2}{t}\right) \right]. \tag{2.38}
\]

For \( B_g \) this equation was first derived in Ref. [31] using a moment-space OPE for the matrix element (modulo missing the mixing contribution from the quark PDF). The higher-order power corrections in Eq. (2.38) must scale like \( 1/t \) and are therefore of \( O(\Lambda_{QCD}^2/t) \) where \( \Lambda_{QCD}^2 \) is the typical invariant mass of the partons in the proton. Equivalently, one can think of the scaling as \( (\Lambda_{QCD}^2/\omega)/b^+ \) where \( \Lambda_{QCD}^2/\omega \) is the typical plus momentum of the parton in the proton. These power corrections are given in terms of higher-twist proton structure functions. Since Eq. (2.37) is valid for \( t \gg \Lambda_{QCD}^2 \), this also means that we can calculate the matching coefficients in perturbation theory at the beam scale \( \mu_B^2 \approx t \). This SCET\(_I\) to SCET\(_{II}\) matching calculation is carried out in the usual way by computing convenient matrix elements of the operators on both sides of Eq. (2.37) and extracting the Wilson coefficients from the difference. This is carried out at tree level in the next subsection, while the full one-loop matching calculation for the quark beam function is given in Sec. 3. On the other hand, for \( t \sim \Lambda_{QCD}^2 \) the beam functions are nonperturbative and the OPE would require
an infinite set of higher-twist proton structure functions. In this case, the beam functions essentially become nonperturbative $b^+$-dependent PDFs.

The physical interpretation of the beam function OPE in Eq. (2.38) leads exactly to the physical picture shown in Fig. 2(a) and discussed in the introduction. At the beam scale $\mu_B \approx t$, the PDFs are evaluated and a parton $j$ with momentum fraction $\xi$ is taken out of the proton. It then undergoes further collinear interactions, which are described by the perturbative Wilson coefficients $I_{ij}(t, z, \mu)$. By emitting collinear radiation it looses some of its momentum, and the final momentum fraction going into the hard interaction is $x < \xi$. In addition, the sum on $j$ indicates that there is a mixing effect from terms without large logarithms, e.g. the quark beam function gets contributions from the quark, gluon, and antiquark PDFs. For example, when an incoming gluon from the proton pair-produces, with the quark participating in the hard interaction and the antiquark going into the beam remnant, then this is a mixing of the gluon PDF into the quark beam function. These are the physical effects that would usually be described by the PDF evolution. The difference is that once we are above the beam scale these effects only cause non-logarithmic perturbative corrections, which means the parton mixing and $x$-reshuffling now appears in the matching, while the RG evolution of the beam function only changes $t$, as we saw above. In Sec. 4, we will see that these matching corrections are still important numerically and must be taken into account. For example, since the gluon PDF at small $\xi$ is very large compared to the quark and antiquark PDFs, it still gives an important contribution to the quark and antiquark beam functions.

The consistency of the RGE requires that the $\mu$ dependence of the Wilson coefficients $I_{ij}(t, z, \mu)$ turns the RG running of the PDFs into the proper RG running of the beam functions. Taking the $\mu$ derivative of Eq. (2.38) we find the evolution equation for the Wilson coefficients

$$
\frac{d}{d\mu} I_{ij}(t, z, \mu) = \sum_k \int dt' \frac{dz'}{z'} I_{ik} \left( t - t', \frac{z}{z'}, \mu \right) \left[ \gamma^B(t', \mu) \delta_{kj} \delta(1 - z') - \delta(t') \gamma^f_j(z', \mu) \right].
$$

(2.39)

The solution to this RGE can be easily obtained in terms of the evolution factors for the PDF and beam function in Eqs. (2.18) and (2.29),

$$
I_{ij}(t, z, \mu) = \sum_k \int dt' \frac{dz'}{z'} I_{ik} \left( t - t', \frac{z}{z'}, \mu_0 \right) U^B(t', \mu_0, \mu) U^f_j(z', \mu_0, \mu).
$$

(2.40)

Hence as expected, the RGE running of $I_{ij}(t, z, \mu)$ cancels the running of the PDFs and adds in the running of the beam function.

### 2.4 Tree-level Matching onto PDFs

To illustrate the application of the OPE, we will calculate the Wilson coefficients $I_{ij}$ at tree level, starting with $I_{qq}$. We can use any external states for the computation of the
Wilson coefficient as long as they have nonzero overlap with our operator. Thus, we pick the simplest choice, \(n\)-collinear quark and gluon states, \(|q_n(p)\rangle\) and \(|g_n(p)\rangle\), with momentum \(p^\mu = (p^+, p^-, 0)\) where \(p^- > 0\) is the large momentum. In the following section we will use a small \(p^+ < 0\) as an IR regulator, but otherwise \(p^+\) is set to zero. The tree-level diagrams with an external quark for the quark PDF and beam function are shown in Figs. 3(a) and 3(b). They give

\[
\langle q_n(p) | Q_q(\omega', \mu) | q_n(p) \rangle^{(0)} = \theta(\omega') \bar{u}_n(p) \delta(\omega' - p^-) \frac{\bar{d}}{2} u_n(p) = \theta(\omega') \delta(1 - \omega'/p^-) ,
\]

\[
\langle q_n(p) | Q_g(t, \omega, \mu) | q_n(p) \rangle^{(0)} = \bar{u}_n(p) \delta(t) \delta(\omega - p^-) \frac{\bar{d}}{2} u_n(p) = \delta(t) \delta(1 - \omega/p^-) .
\]

(2.41)

Here and in the following the superscript \((i)\) indicates the \(O(\alpha_i^q)\) contribution. Note that the results in Eq. (2.41) are the same whether we use a state with fixed spin and color or whether we average over spin and color. Taking the matrix element of both sides of Eq. (2.37) and using Eq. (2.41), we can read off the tree-level matching coefficient

\[
T_{qq}^{(0)}(t, z, \mu) = T_{qq}^{(0)}(t, z, \mu) = \delta(t) \delta(1 - z) .
\]

(2.42)

Similarly, the tree-level results for the gluon PDF and beam function are

\[
\langle g_n(p) | Q_g(\omega', \mu) | g_n(p) \rangle^{(0)} = \theta(\omega') \delta(1 - \omega'/p^-) ,
\]

\[
\langle g_n(p) | O_g(t, \omega, \mu) | g_n(p) \rangle^{(0)} = -\omega \varepsilon^* \cdot \varepsilon \delta(t) \delta(\omega - p^-) = \delta(t) \delta(1 - \omega/p^-) ,
\]

(2.43)

leading to

\[
T_{gg}^{(0)}(t, z, \mu) = \delta(t) \delta(1 - z) .
\]

(2.44)

Finally, since at tree level the quark (gluon) matrix elements of the gluon (quark) operators vanish,

\[
\langle g_n(p) | Q_g(\omega', \mu) | g_n(p) \rangle^{(0)} = \langle q_n(p) | Q_g(\omega', \mu) | q_n(p) \rangle^{(0)} = 0 ,
\]

\[
\langle g_n(p) | O_g(t, \omega, \mu) | g_n(p) \rangle^{(0)} = \langle q_n(p) | O_g(t, \omega, \mu) | q_n(p) \rangle^{(0)} = 0 ,
\]

(2.45)
we obtain
\[ I_{gg}^{(0)}(t, z, \mu) = I_{qg}^{(0)}(t, z, \mu) = 0. \]  
(2.46)

To summarize, the complete tree-level results are
\[ I_{ij}^{(0)}(t, z, \mu) = \delta_{ij} \delta(t) \delta(1 - z), \quad B_i^{(0)}(t, x, \mu) = \delta(t) f_i(x, \mu). \]  
(2.47)

The interpretation is simply that at tree level the parton taken out of the proton goes straight into the hard interaction. However, even at tree level the OPE already provides nontrivial information. From our general discussion we know that the matching should be performed at the beam scale \( \mu^2_B \approx t \) to avoid large logarithms in the \( O(\alpha_s) \) terms, and this determines the scale at which the PDFs must be evaluated to be \( \mu = \mu_B \).

2.5 Analytic Structure and Time-Ordered Products

In this subsection we discuss the analytic structure of the beam functions. For the OPE matching calculation we want to calculate partonic matrix elements of \( O_q(t, \omega, \mu) \). For this purpose it is convenient to relate the matrix elements of the products of fields in \( O_q(t, \omega, \mu) \) to discontinuities of matrix elements of time-ordered products of fields, since the latter are easily evaluated using standard Feynman rules. For notational simplicity we only consider the quark operator \( O_q(t, \omega) \) and suppress the spin indices and \( \mu \) dependence. The discussion for the antiquark and gluon operators are analogous.

We are interested in the forward matrix element of \( O_q(t, \omega) \) between some \( n \)-collinear state \( |p_n\rangle \equiv |p_n(p^+, p^-)\rangle \) with large momentum \( p^- \) and small residual momentum \( p^+ \). Inserting a complete set of states \( \sum_X |X\rangle \langle X| \), we get
\[
\langle p_n|O_q(t, \omega)|p_n\rangle = \sum_X \left\langle p_n\left|\chi_n(0)\frac{i\not{d}}{2}\delta(t - |\omega|p^+)|X\rangle\langle X|\right[\delta(\omega - \not{P}_n)\chi_n(0)]\right|p_n\rangle 
\]
(2.48)
\[
= \sum_X \delta(t - |\omega|p^+_X) \delta(\omega - p^- + p^-_X) \left\langle p_n\left|\chi_n(0)\frac{i\not{d}}{2}|X\rangle\langle X|\right|\chi_n(0)|p_n\rangle. 
\]

The \( \delta(\omega - \not{P}_n) \) by definition only acts on the field inside the square bracket, returning its minus momentum, which by momentum conservation must be equal to the difference of the minus momenta of the external states. Since \( \omega = p^- - p^-_X \), requiring \( \omega > 0 \) implies \( p^-_X < p^- \). This means that the action of the field reduces the momentum of the initial state so it effectively annihilates a parton in the initial state \( |p_n\rangle \). Similarly, for \( \omega < 0 \) we would have \( p^-_X > p^- \) and the field would effectively create an antiquark in \( \langle X| \). Also, since \( |X\rangle \) are physical states, we have \( p^+_X \geq 0 \) so \( \omega \leq p^- \) and \( t = |\omega|p^+_X \geq 0 \).

Hence, for the beam function, where \( |p_n\rangle \equiv |p_n(P^-)\rangle \) is the proton state, the restriction to \( \omega > 0 \) in its definition, Eq. (2.10), enforces that we indeed take a quark out of the proton. (Note that \( \omega < 0 \) does not correspond to the anti-quark beam function.) Taking the states \( |X\rangle \) to be a complete set of physical intermediate states, the beam function has the physical support
\[
0 < x < 1 - \frac{p^-_{X\min}}{P^-} < 1, \quad t > \omega p^+_{X\min} > 0, \quad \text{ (2.49)}
\]
where \( p_{X_{\text{min}}}^+ > 0 \) are the smallest possible momenta (which are strictly positive because with an incoming proton \( |X\rangle \) can neither be massless nor the vacuum state). For the jet function the external state is the vacuum \( |p_n\rangle = |0\rangle \) yielding \( \delta(\omega + p_X^-) \), so the matrix element in Eq. (2.48) vanishes for \( \omega > 0 \).

Next, consider the following time-ordered analog of \( \langle p_n|\theta(\omega)O_q(t, \omega)|p_n\rangle \),
\[
\langle p_n|T_q(\omega b^+, \omega)|p_n\rangle \equiv \frac{\theta(\omega)}{2\pi} \int \frac{dy^-}{2\omega} e^{i(b^+-p^-)y^-/2} \langle p_n|T\{\bar{\chi}_n(y - \frac{n}{2})\frac{i}{2} [\delta(\omega - \overline{P}_n)\chi_n(0)]\}|p_n\rangle.
\]
(2.50)

Writing out the time-ordering,
\[
T\{\bar{\chi}_n(y - \frac{n}{2})\frac{i}{2} [\delta(\omega - \overline{P}_n)\chi_n(0)]\} = \theta(y^-)\bar{\chi}_n(y - \frac{n}{2})\frac{i}{2} [\delta(\omega - \overline{P}_n)\chi_n(0)] - \theta(-y^-) [\delta(\omega - \overline{P}_n)\chi_n(0)]\bar{\chi}_n(y - \frac{n}{2})\frac{i}{2},
\]
(2.51)

using
\[
\theta(\pm y^-) = \frac{i}{2\pi} \int d\kappa \frac{e^{\mp i \kappa y^-}}{\kappa + i0},
\]
(2.52)

inserting a complete set of states, and translating the fields to spacetime position zero, we arrive at
\[
\langle p_n|T_q(\omega b^+, \omega)|p_n\rangle = \frac{i\theta(\omega)}{(2\pi)^2} \int \frac{dy^-}{2\omega} \frac{d\kappa}{\kappa + i0} \sum_X \left[ e^{i(b^+-p_X^- - \kappa)y^-/2} \delta(\omega - p^- + p_X^-) \langle p_n|\bar{\chi}_n(0)\frac{id}{2}|X\rangle \langle X|\chi_n(0)|p_n\rangle \\
+ e^{i(b^++p_X^+ + \kappa)y^-/2} \delta(\omega + p^- - p_X^-) \langle p_n|\chi_n(0)|X\rangle \langle X|\bar{\chi}_n(0)\frac{id}{2}|p_n\rangle \right]
\]
(2.53)

The first term creates a cut in the complex \( b^+ \) plane for \( b^+ \geq p_{X_{\text{min}}}^+ \). This cut is shown as the dark red line in Fig. 4. The second term produces a cut at \( b^+ \leq -p_{X_{\text{min}}}^+ \), shown as the light blue line in Fig. 4.

The beam function matrix element in Eq. (2.48) can be identified as precisely the discontinuity of the first term in Eq. (2.53) with respect to \( b^+ \). Thus, for the beam function we have
\[
B_q(\omega b^+, \omega) = \text{Disc}_{b^+ > 0} \langle p_n(P^-)|T_q(\omega b^+, \omega)|p_n(P^-)\rangle.
\]
(2.54)

Taking the discontinuity only for \( b^+ > 0 \) ensures that we only pick out the cut due to the first term in Eq. (2.53). Here, the discontinuity of a function \( g(x) \) for \( x > x_0 \) is defined as
\[
\text{Disc}_{x > x_0} g(x) = \lim_{\beta \to 0} \theta(x - x_0) \left[ g(x + i\beta) - g(x - i\beta) \right],
\]
(2.55)
and we used Eq. (A.7) to take the discontinuity of $1/(b^+ - p_\chi^+)$, 
\[
\text{Disc}_{b^+ > 0} \frac{i}{2\pi|\omega|} \frac{1}{b^+ - p_\chi^+} = \frac{1}{|\omega|} \delta(b^+ - p_\chi^+) = \delta(\omega b^+ - \omega p_\chi^+). \tag{2.56}
\]

Since we explicitly specify how to take the discontinuity, we can drop the i0 prescription in the denominators. (Alternatively, we could multiply by i and take the imaginary part using the i0 prescription.) Since $b^+$ and $t = |\omega|b^+$ always have the same sign we can also take the discontinuity for $t > 0$, so
\[
\langle p_n | \theta(\omega)O_q(t, \omega) | p_n \rangle = \text{Disc}_{t > 0} \langle p_n | T_q(t, \omega) | p_n \rangle. \tag{2.57}
\]

For the matching calculation $|p_n\rangle$ is a partonic quark or gluon state. For any contributions with real radiation in the intermediate state, i.e. diagrams where the two $\chi_n$ or $B_{n\perp}$ fields in the operator $O_i$ are joined by a series of propagators and vertices, we can use the standard Feynman rules to evaluate the time-ordered matrix element of $T_q(t, \omega)$. However, with partonic external states, we can also have the vacuum state as an intermediate state, because the fields in the operator are spacetime separated. For such purely virtual contributions it is simpler to directly start from $O_q(t, \omega)$, insert the vacuum state between the fields, and then use standard Feynman rules to separately compute the two pieces $\langle p_n | \bar{\chi}_n(0)\gamma^\mu / 2 | 0 \rangle$ and $\langle 0 | \chi_n(0) | p_n \rangle$. In fact, this is exactly what we already did in our tree-level calculation in Sec. 2.4, and we will see another example in Sec. 3. Thus, we will obtain the total partonic matrix element as
\[
\langle p_n | \theta(\omega)O_q(t, \omega) | p_n \rangle = \langle p_n | \theta(\omega)O_q(t, \omega) | p_n \rangle_{\text{virtual}} + \langle p_n | \theta(\omega)O_q(t, \omega) | p_n \rangle_{\text{radiation}}
\]
\[
= \delta(t) \delta(\omega - p^-) \langle p_n | \bar{\chi}_n(0)\gamma^\mu / 2 | 0 \rangle_{\text{connected}} \langle 0 | \chi_n(0) | p_n \rangle_{\text{connected}}
\]
\[
+ \text{Disc}_{t > 0} \langle p_n | T_q(t, \omega) | p_n \rangle_{\text{connected}}. \tag{2.58}
\]

The virtual contribution must be kept, since it only looks superficially disconnected because the operator itself is spacetime separated. As always, we still disregard genuinely disconnected
diagrams, e.g. diagrams involving vacuum bubbles, when calculating the matrix elements in
the second line.

3. NLO Calculation of the Quark Beam Function

In this section, we compute the matching coefficients $\mathcal{I}_{qq}(t, z, \mu)$ and $\mathcal{I}_{qg}(t, z, \mu)$ in the OPE for the quark beam function in Eq. (2.38) to next-to-leading order in $\alpha_s(\mu)$. As explained in Sec. 2.3 and Sec. 2.4, this can be done by computing the partonic matrix elements of both sides of Eq. (2.37) to NLO. We use the same $n$-collinear quark and gluon states, $|q_n\rangle \equiv |q_n(p)\rangle$ and $|g_n\rangle \equiv |g_n(p)\rangle$, as in the tree-level matching in Sec. 2.4, with momentum $p^\mu = (p^+, p^-, 0)$. Since only $\mathcal{I}_{qq}(t, z, \mu)$ is nonzero at leading order, we will only need the NLO matrix elements of the quark operators, $\mathcal{O}_q(t, \omega, \mu)$ and $\mathcal{Q}_q(\omega, \mu)$. We write the results for all matrix elements in terms of the RPI-III invariant variables (in this section we will always have $\omega > 0$)

$$t = \omega b^+, \quad t' = -\omega p^+ = -zp^+ p^-, \quad z = \frac{\omega}{p^+}, \quad (3.1)$$

Here, $z$ is the partonic momentum fraction of the quark annihilated by the operator relative to the momentum of the incoming quark or gluon, and will coincide with the argument of $\mathcal{I}_{ij}(t, z, \mu)$.

To regulate the UV we use dimensional regularization with $d = 4 - 2\epsilon$ dimensions and renormalize using the \MS scheme. Since the matching coefficients in the OPE must be IR finite, the matrix elements of $\mathcal{O}_q$ and $\mathcal{Q}_q$ must have the same IR divergences, i.e., the beam function must contain the same IR divergences as the PDF. To explicitly check that this is the case, we separate the UV and IR divergences by regulating the IR with a small $p^+ < 0$. This forces the external states to have a small offshellness $p^+ p^- < 0$, and since $p^+ p^- = -t'/z$ the IR divergences will appear as $\ln t'$. This also allows us to directly obtain the one-loop renormalization constants and anomalous dimensions for $\mathcal{O}_q$ and $\mathcal{Q}_q$ from their one-loop matrix elements.

We first compute the renormalized one-loop matrix elements of the quark PDF operator $\mathcal{Q}_q$ in Sec. 3.1. This calculation of the PDF for general $x$ using the SCET operator definition and with an offshellness IR regulator is quite instructive, both by itself and in comparison to the beam function calculation, which is why we give it in some detail. In Sec. 3.2, we compute the renormalized one-loop matrix elements of the quark beam function operator $\mathcal{O}_q$. Finally in Sec. 3.3, we use these results to extract expressions for $\mathcal{I}_{qq}(t, z, \mu)$ and $\mathcal{I}_{qg}(t, z, \mu)$ valid to NLO.

Assuming that the IR divergences in the beam function and PDF will cancel, the matching calculation can be performed more easily using dimensional regularization for both UV and IR. We do this as an illustrative exercise in App. C, which, as it should, yields the same result for the matching coefficients.
Figure 5: Nonzero one-loop diagrams for the quark PDF. The minus momentum $\omega$ enters the vertex through its outgoing fermion line and leaves through its incoming fermion line. Diagram (c) represents the inclusion of the wave-function renormalization constant for the renormalized fields together with the corresponding residue factor in the LSZ formula for the S-matrix. Diagrams (b) and (c) have symmetric counterparts which are included in their computation.

3.1 PDF with Offshellness Infrared Regulator

We start by calculating the bare $S$-matrix elements

$$\langle q_n(p)| \mathcal{Q}_q^{\text{bare}}(\omega)|q_n(p)\rangle, \quad \langle g_n(p)| \mathcal{Q}_q^{\text{bare}}(\omega)|g_n(p)\rangle,$$

(3.2)

using Feynman gauge to compute the gauge-invariant sum of all diagrams. The relevant one-loop diagrams are shown in Fig. 5. Since $\mathcal{Q}_q$ is a local SCET operator, we can use the usual time-ordered Feynman rules in SCET (without any of the complications discussed in Sec. 2.5 for $\mathcal{O}_q$). The collinear $q_nq_ng_n$ vertex factor is

$$i g T^a V_n^\mu(p, \ell) \frac{\bar{\ell}_\perp}{2} \quad \text{with} \quad V_n^\mu(p, \ell) = n^\mu + \frac{\bar{\ell}_\perp \gamma_\perp}{p^-} + \frac{\gamma_\perp f_\perp}{\ell^-} - \frac{\bar{\ell}_\perp f_\perp}{p^- \ell^-} \bar{n}^\mu,$$

(3.3)

where $p^\mu$ and $\ell^\mu$ are the label momenta of the outgoing and incoming quark lines. (Because we have a single collinear direction the computation can also be done with QCD Feynman rules, still accounting for zero-bin subtractions, with the only difference being the Dirac algebra in the numerator of the loop integral. We checked that the final results for each diagram are indeed the same either way.)

The diagram in Fig. 5(a) is

$$\langle q_n| \mathcal{Q}_q^{\text{bare}}(\omega)|q_n\rangle^{(a)} = -i \left(\frac{e g_F \mu^2}{4\pi}\right)^2 g^2 C_F \int \frac{d^d \ell}{(2\pi)^d} \frac{\bar{u}_n(p)V_n^\mu(p, \ell)V_{n\mu}(\ell, p) \frac{\bar{\ell}}{2} u_n(p)(\ell^-)^2}{(\ell^2 + i0)^2 |(\ell - p)^2 + i0|} \frac{\delta(\ell^- - \omega)},$$

(3.4)

where $g \equiv g(\mu)$ is the renormalized $\overline{\text{MS}}$ coupling. The Dirac algebra for the numerator gives

$$\frac{\bar{u}_n(p)V_n^\mu(p, \ell)V_{n\mu}(\ell, p) \frac{\bar{\ell}}{2} u_n(p)(\ell^-)^2}{2} = \bar{u}_n(p)\gamma_\perp f_\perp \gamma_\perp \frac{\bar{\ell}}{2} u_n(p) = p^- (d - 2) \bar{\ell}^2.$$

(3.5)

To compute the loop integral we write $d^d \ell = d\ell^+ d\ell^- d^{d-2} \bar{\ell}_\perp / 2$, where $\bar{\ell}_\perp$ is Euclidean, so $\ell^2 = -\bar{\ell}^2$. The $\ell^+$ integral is done by contour integration as follows. For $\ell^- < 0$ all poles are
above the axis and for \( \ell^- > p^- \) all poles are below the axis, so both cases give zero. Hence, the \( \ell^- \) integration range is restricted to \( 0 < \ell^- < p^- \), where there is a double pole below the axis from the \( 1/((\ell^2 + i)^2 \) and a single pole above the axis from the \( 1/[(\ell - p)^2 + i0] \). Taking the single pole above amounts to replacing the second denominator by \( 2\pi i/(\ell^- - p^-) \) and setting

\[
\ell^+ = p^+ + \frac{\ell^2}{p^- - \ell^-}
\]

everywhere else. After performing the contour integral the \( i0 \) have served their purpose and can be set to zero everywhere. The \( \ell^- \) integral is trivial using the \( \delta(\ell^- - \omega) \) and turns the \( \ell^- \) limits into an overall \( \theta(\omega)\theta(p^- - \omega) \). The remaining \( \ell^+ \) integral is done in \( d-2 = 2(1-\epsilon) \) Euclidean dimensions as usual. Putting everything together, we obtain

\[
\langle q_n | Q^\text{bare}_q(\omega) | q_n \rangle^{(a)} = \left( \frac{e^\gamma \mu^2}{4\pi} \right)^\epsilon g^2 C_F \theta(\omega)\theta(p^- - \omega) \frac{(d-2)(p^- - \omega)}{4\pi p^-} \int \frac{d^{d-2}\ell^+}{(2\pi)^{d-2}} \frac{\ell^2}{\ell^+ + (1-z)\ell^+}^2
\]

\[
= \frac{\alpha_s(\mu)C_F}{2\pi} \theta(z)\theta(1-z)\Gamma(\epsilon) \left( \frac{e^{\gamma_E} \mu^2}{\mu} \right) \left( e^{\gamma_E} \mu^2 \right)^\epsilon (1-z)^{1-\epsilon} (1-\epsilon)^2
\]

\[
= \frac{\alpha_s(\mu)C_F}{2\pi} \theta(z)\theta(1-z) (1-z) \left\{ \frac{1}{\epsilon} - \ln \frac{t'}{\mu^2} - \ln(1-z) - 2 \right\}, \tag{3.6}
\]

where in the last line we expanded in \( \epsilon \).

In the diagram in Fig. 5(b), the gluon is annihilated by the Wilson line inside one of the \( \chi_n \) fields. The contraction with the one in \( \tilde{\chi}_n \) is \( \propto \delta(\ell^- - \omega) \) and the contraction with the one in \( \chi_n \) is \( \propto \delta(p^- - \omega) \). The \( 1/\ell^+ \) in the Wilson lines [see Eq. (2.6)] contributes a factor \( 1/(\ell^- - p^-) \) with a relative minus sign between the two contractions. (There is also a diagram where the gluon connects both Wilson lines which vanishes because the Wilson lines only contain \( \bar{n} \cdot A \) gluons and we use Feynman gauge.) Adding Fig. 5(b) and its mirror graph, which gives an identical contribution, we get

\[
\langle q_n | Q^\text{bare}_q(\omega) | q_n \rangle^{(b)} = 2i \left( \frac{e^\gamma \mu^2}{4\pi} \right)^\epsilon \frac{g^2 C_F}{2\pi} \int \frac{d^d\ell}{(2\pi)^d} \frac{\bar{n}_\mu \bar{u}_n(p)V^\mu_b \Gamma(\epsilon) \left( \frac{e^{\gamma_E} \mu^2}{\mu} \right) \left( e^{\gamma_E} \mu^2 \right)^\epsilon}{(\ell^- - \ell^-)(\ell^- + i0)(\ell^- - p^-)^2 + i0} \left\{ \delta(\ell^- - \omega) - \delta(p^- - \omega) \right\}
\]

\[
= \frac{\alpha_s(\mu)C_F}{\pi} \Gamma(\epsilon) \left( \frac{e^{\gamma_E} \mu^2}{\mu} \right) \left( e^{\gamma_E} \mu^2 \right)^\epsilon \int \frac{d\ell^- \theta(\ell^-) \theta(p^- - \ell^-)}{(\ell^- - \ell^-)(1 - \ell^-/p^-)^{1+\epsilon}} \left\{ \delta(\ell^- - \omega) - \delta(p^- - \omega) \right\}
\]

\[
= \frac{\alpha_s(\mu)C_F}{\pi} \Gamma(\epsilon) \left( \frac{e^{\gamma_E} \mu^2}{\mu} \right) \left( e^{\gamma_E} \mu^2 \right)^\epsilon \left\{ \frac{\theta(z)\theta(1-z)z}{(1-z)^{1+\epsilon}} \right\}.
\tag{3.8}
\]

In the first step we used \( \bar{n}_\mu V^\mu_b = 2 \) and \( \bar{u}_n(p)\bar{u}_n(p) = 2p^- \), performed the \( \ell^+ \) integral by contours and did the \( \ell^+ \) integral as usual. The \( \ell^- \) integral has the same pole structure as in Fig. 5(a) (except that the double pole at \( \ell^+ = 0 \) is now a single pole), which restricts the \( \ell^- \) integral.
integral to the finite range $0 < \ell^- < p^-$. Expanding Eq. (3.8) in $\epsilon$, using the distribution identity in Eq. (A.3), we get

$$\langle q_n | Q_q^{\text{bare}}(\omega) | q_n \rangle^{(b)} = \frac{\alpha_s(\mu) C_F}{\pi} \Gamma(\epsilon) \left( \frac{e^\gamma \mu^2}{\mu'} \right) \epsilon \left\{ \theta(z) \left[ -\frac{1}{\epsilon} \delta(1-z) + L_0(1-z)z - \epsilon L_1(1-z)z \right] + \delta(1-z) \left[ \frac{1}{\epsilon} + 1 + \epsilon \left( 2 - \frac{\pi^2}{6} \right) \right] \right\}$$

$$= \frac{\alpha_s(\mu) C_F}{\pi} \theta(z) \left\{ \left( \frac{1}{\epsilon} - \ln \frac{\mu'}{\mu^2} \right) \left[ L_0(1-z)z + \delta(1-z) \right] - L_1(1-z)z + \delta(1-z) \left( 2 - \frac{\pi^2}{6} \right) \right\},$$

where $L_n(x) = [\theta(x) \ln^n x]/x_+$ are the usual plus distributions defined in Eq. (A.2).

In the last step in Eq. (3.8), the $\ell^-$ integral produces an additional $1/\epsilon$ pole in each of the two terms corresponding to real and virtual radiation from the two different Wilson line contractions. It comes from the singularity at $\ell^- = p^-$, where the gluon in the loop becomes soft. (This soft IR divergence appears as a pole in $\epsilon$ because the offshellness only regulates the collinear IR divergence here.) The soft IR divergences cancel in the sum of the virtual and real contributions, as can be seen explicitly in the first line of Eq. (3.9) where the $1/\epsilon$ poles in curly brackets cancel between the two terms. One can already see this in the $\ell^-$ integral in Eq. (3.8), because for $\ell^- = p^-$ the two $\delta$ functions cancel so there is no soft divergence in the total integral. Thus, in agreement with our discussion in Sec. 2.1, we explicitly see that contributions from the soft region drop out in the PDF. As a consequence, the PDF only contains a single $1/\epsilon$ pole and correspondingly its RGE will sum single logarithms associated with this purely collinear IR divergence.

Since the gluon in the loop is supposed to be collinear, the soft gluon region must be explicitly removed from the collinear loop integral, which is the condition $\tilde{p} \neq 0$ in Eq. (2.2). For continuous loop momenta this is achieved by a zero-bin subtraction. However, since the soft region does not contribute to the PDF, it also does not require zero-bin subtractions in SCET. (If we were to include separate zero-bin subtractions for the virtual and real contributions, they would simply cancel each other.) We will see shortly that the situation for the beam function is quite different.

The last diagram with external quarks, Fig. 5(c), is

$$\langle q_n | Q_q^{\text{bare}}(\omega) | q_n \rangle^{(c)} = \delta(1-z)(Z_\xi - 1) = -\frac{\alpha_s(\mu) C_F}{4\pi} \delta(1-z) \left\{ \frac{1}{\epsilon} - \ln \frac{\mu'}{\mu^2} + 1 \right\}.$$  

(3.10)

Here we used the result for the one-loop on-shell wave-function renormalization with an offshellness IR regulator, which is the same in SCET and QCD.

Adding up the results in Eqs. (3.7), (3.9), and (3.10) we obtain for the bare one-loop
quark matrix element
\[
\langle q_n | Q^\text{bare}_q(\omega) | q_n \rangle^{(1)} = \frac{\alpha_s(\mu) C_F}{2\pi} \frac{T_F}{\theta(z)} \left\{ \frac{1}{\epsilon} - \ln \frac{\ell^\prime}{\mu^2} \right\} P_{qq}(z) - \mathcal{L}_1(1-z)(1+z^2) \\
+ \delta(1-z) \left( \frac{7}{2} - \frac{\pi^2}{3} \right) - \theta(1-z)2(1-z) \right\}, \tag{3.11}
\]

where
\[
P_{qq}(z) = \mathcal{L}_0(1-z)(1+z^2) + \frac{3}{2} \delta(1-z) = \left[ \theta(1-z) \frac{1+z^2}{1-z} \right]_+ \tag{3.12}
\]
is the $q \rightarrow qg$ splitting function, see Eq. (2.20).

Next, we consider the matrix element of $Q_q$ between gluon states $|g_n\rangle \equiv |g_n(p)\rangle$. The only relevant diagram is shown in Fig. 5(d),
\[
\langle g_n | Q^\text{bare}_q(\omega) | g_n \rangle^{(d)} = i \left( \frac{\epsilon^\nu \mu^2}{4\pi} \right) e^{2T_F} \sqrt{\mu} \int \frac{d^4\ell}{(2\pi)^d} \frac{(-\epsilon^\mu \epsilon_\nu) \text{tr} [V^\mu_n V_\nu_n \frac{qg}{2}]}{(\ell^2 + i0)^2[(\ell - p)^2 + i0]} \delta(\ell - \omega). \tag{3.13}
\]

Here $\epsilon \equiv \epsilon(p)$, $V^\mu_n \equiv V^\mu_n(\ell - p, \ell)$ and $V_\nu_n \equiv V_\nu_n(\ell, \ell - p)$. Since the physical polarization vector is perpendicular, $n \cdot \epsilon(p) = \epsilon(p) = 0$, we only need the perpendicular parts of the collinear vertices. The numerator then becomes
\[
\text{tr} \left[ V^\mu_n V_\nu_n \frac{qg}{4} \right] (\ell^-)^2(\ell^- - p^-) = \frac{1}{2} \text{tr} \left[ \left( \frac{\ell^\perp \gamma^\mu_\perp}{\ell^- - p^-} + \gamma^\nu_\perp \right) \left( \frac{\ell^\perp \gamma^\nu_\perp}{\ell^-} + \gamma^\mu_\perp \right) \right] (\ell^-)^2(\ell^- - p^-) \\
= 2 \frac{(p^-)^2}{\ell^- - p^-} \ell^2_\perp g^\mu_\perp + 8 \ell^- \ell^\mu_\perp \ell^\nu_\perp = 2g^\mu_\perp p^- \left( \frac{1}{1-z} - \frac{4z}{d-2} \right) \ell^2_\perp. \tag{3.14}
\]

In the last step we used that under the integral we can replace $\ell^- = \omega = zp^-$ and $\ell^\mu_\perp \ell^\nu_\perp = \ell^2_\perp g^\mu_\perp g^\nu_\perp/(d-2)$. The remaining loop integral is exactly the same as in Fig. 5(a), so the bare one-loop gluon matrix element becomes
\[
\langle g_n | Q^\text{bare}_q(\omega) | g_n \rangle^{(1)} = \frac{\alpha_s(\mu) T_F}{2\pi} \theta(z) \theta(1-z) \Gamma(\epsilon) \left( \frac{\epsilon^\nu \mu^2}{\ell^\prime} \right) (1-z)^{-\epsilon}(1-2z+2z^2-\epsilon) \\
= \frac{\alpha_s(\mu) T_F}{2\pi} \theta(z) \left\{ \frac{1}{\epsilon} - \ln \frac{\ell^\prime}{\mu^2} - \ln(1-z) \right\} P_{qq}(z) - \theta(1-z) \right\}. \tag{3.15}
\]

Here
\[
P_{qq}(z) = \theta(1-z)(1-2z+2z^2) \tag{3.16}
\]
is the $g \rightarrow q\bar{q}$ splitting function from Eq. (2.20).

Note that the diagram analogous to Fig. 5(d) with the two gluons crossed can be obtained from Fig. 5(d) by taking $p^\mu \rightarrow -p^\mu$, which takes $z \rightarrow -z$. The limits resulting from the $\ell^+ \int$ integral are then $-1 \leq z \leq 0$ or $-p^- < \omega < 0$, and since we require $\omega > 0$ for $Q_q$, this diagram does not contribute. The diagram involving the SCET vertex with two collinear gluons vanishes because here the $\ell^+$ integral does not have poles on both sides of the axis.
From the bare matrix elements in Eqs. (3.11) and (3.15) we can obtain the renormalization of $Q_\gamma$. Taking the quark and gluon matrix elements of Eq. (2.14) and expanding to NLO,

$$\langle g_n|Q^\text{bare}_q(\omega)|g_n\rangle^{(1)} = \sum_j \int \frac{d\omega'}{\omega'} \left[ Z^{(1)}_{ij}(\omega', \mu) \langle g_n|Q_j(\omega', \mu)|g_n\rangle^{(0)} + Z^{(0)}_{ij}(\omega', \mu) \langle g_n|Q_j(\omega', \mu)|g_n\rangle^{(1)} \right]$$

$$= Z^{(1)}_{qq}(z, \mu) + \langle g_n|Q_q(\omega, \mu)|g_n\rangle^{(1)},$$

$$\langle g_n|Q^\text{bare}_q(\omega)|g_n\rangle^{(1)} = \sum_j \int \frac{d\omega'}{\omega'} \left[ Z^{(1)}_{ij}(\omega', \mu) \langle g_n|Q_j(\omega', \mu)|g_n\rangle^{(0)} + Z^{(0)}_{ij}(\omega', \mu) \langle g_n|Q_j(\omega', \mu)|g_n\rangle^{(1)} \right]$$

$$= Z^{(1)}_{qq}(z, \mu) + \langle g_n|Q_q(\omega, \mu)|g_n\rangle^{(1)}, \quad (3.17)$$

where we used the tree-level matrix elements in Eqs. (3.11) and (3.15) and $Z^{(0)}_{ij}(z, \mu) = \delta_{ij} \delta(1 - z)$. The $\overline{\text{MS}}$ counter terms required to cancel the $1/\epsilon$ poles in the bare PDF matrix elements are then

$$Z^{(1)}_{qq}(z) = \delta(1 - z) + \frac{1}{\epsilon} \frac{\alpha_s(\mu)C_F}{2\pi} \theta(z) P_{qq}(z), \quad \frac{Z^{(0)}_{qq}(z)}{Z^{(0)}_{qq}(0)} = \frac{1}{\epsilon} \frac{\alpha_s(\mu)T_F}{\pi} \theta(z) P_{qq}(z). \quad (3.18)$$

Expanding Eq. (2.15) to NLO, the one-loop anomalous dimensions are obtained by

$$\gamma^{(1)}_{ij}(z, \mu) = -\frac{1}{\epsilon} \frac{d}{d\mu} Z^{(1)}_{ij}(z, \mu), \quad \frac{d}{d\mu} \alpha_s(\mu) = -2\epsilon \alpha_s(\mu) + \beta[\alpha_s(\mu)], \quad (3.19)$$

which with Eq. (3.18) yields the anomalous dimension for the quark PDF in Eq. (2.19),

$$\gamma^{(1)}_{qq}(z, \mu) = \frac{\alpha_s(\mu)C_F}{\pi} \theta(z) P_{qq}(z), \quad \gamma^{(1)}_{qg}(z, \mu) = \frac{\alpha_s(\mu)T_F}{\pi} \theta(z) P_{qg}(z). \quad (3.20)$$

Finally, the renormalized NLO PDF matrix elements, which we will need for the matching computation in Sec. 3.3 below, are

$$\langle g_n|Q_q(\omega, \mu)|g_n\rangle^{(1)} = -\frac{\alpha_s(\mu)C_F}{2\pi} \theta(z) \left\{ P_{qq}(z) \ln \frac{t'}{\mu^2} + \mathcal{L}_1(1 - z)(1 + z^2) \right.$$ 

$$- \delta(1 - z) \left( \frac{7}{2} - \frac{\pi^2}{3} \right) + \theta(1 - z)2(1 - z) \right\},$$

$$\langle g_n|Q_q(\omega, \mu)|g_n\rangle^{(1)} = -\frac{\alpha_s(\mu)T_F}{2\pi} \theta(z) \left\{ P_{qg}(z) \left[ \ln \frac{t'}{\mu^2} + \ln(1 - z) \right] + \theta(1 - z) \right\}. \quad (3.21)$$

### 3.2 Quark Beam Function with Offshellness Infrared Regulator

Next, we calculate the bare beam function $S$-matrix elements,

$$\langle q_n(p)|\theta(\omega)O^\text{bare}_q(t, \omega)|q_n(p)\rangle, \quad \langle g_n(p)|\theta(\omega)O^\text{bare}_q(t, \omega)|g_n(p)\rangle, \quad (3.22)$$
to NLO. The corresponding one-loop diagrams are shown in Fig. 6. The matrix elements are calculated as explained in Sec. 2.5 in Eq. (2.58): For the virtual diagrams with vacuum intermediate state we explicitly insert the vacuum state, while for the real-emission diagrams we use Eq. (2.57). In the latter case, we first take the Disc, then expand in $\epsilon$ to extract the UV divergences, and at last take the $t' \to 0$ limit to isolate the IR divergences into $\ln t'$ terms. Some helpful formulas for calculating the discontinuity and taking the limit $t' \to 0$ are given in App. A.

For the beam function calculation the $p^+ < 0$ actually plays a dual role: For the UV divergent piece we can treat the calculation as in SCET\textsubscript{I}, and so $p^+ \sim b^+ \sim \lambda^2 p^-$, which allows us to explicitly check the structure of the convolution in Eq. (2.22). The renormalized result contributes to the matching onto PDFs, matching from SCET\textsubscript{I} onto SCET\textsubscript{II}. In the matching, $-p^+ \ll b^+$ plays the role of the IR regulator, since we are required to use the same states as in the PDF calculation. We will see that the IR divergences $\ln t'$ match up with those present in the PDF calculation, and hence drop out in the matching coefficients $I_{ij}$.

The diagrams in Fig. 6 have the same Dirac and propagator structure and overall factors as the corresponding PDF diagrams in Fig. 5, so we can reuse those parts from the previous subsection. The difference compared to the PDF calculation is that for the real-emission diagrams, instead of doing the $\ell^+$ integral by contours, $\ell^+$ is fixed by the additional $\delta$ function.
in $b^+$, and since we use time-ordered perturbation theory we must now take the discontinuity. This also alters the structure of the remaining $\ell^\perp$ integral, for which we now use Feynman parameters to combine the denominators. After carrying out the $\ell^\perp$ integration, we will need the following two Feynman parameter integrals

$$I_1(A, B, \epsilon) = \int_0^1 d\alpha \frac{[(1 - \alpha)A - \alpha B]^{-\epsilon}}{\epsilon(A + B)},$$

$$I_2(A, B, \epsilon) = \int_0^1 d\alpha \frac{[(1 - \alpha)A - \alpha B]^{-1-\epsilon}}{\epsilon(1 - \epsilon)(A + B)^2} = \frac{-\epsilon(1-\epsilon)}{\epsilon(A + B)^2}.$$

The first diagram, Fig. 6(a), has real radiation in the final state, so we use Eq. (2.57) for the computation,

$$\langle q_n|\theta(\omega)\mathcal{O}_q^{\text{bare}}(t, \omega)|q_n\rangle^{(a)}(\mu^2) = -i\left(\frac{\epsilon^\mu\mu^2}{4\pi}\right)^\epsilon g^2 C_F \frac{\theta(\omega)}{\omega} \int_{\text{Disc}t>0} d^d\ell \frac{p^-(d-2)}{[\ell^2 + i0]^2} [\ell^2 + i0] \delta(\ell^- - \omega) \delta(\ell^+ + b^+ - p^+).$$

$$= -i\left(\frac{\epsilon^\mu\mu^2}{4\pi}\right)^\epsilon g^2 C_F \frac{\theta(z(d-2))}{2\pi z} \int_{\text{Disc}t>0} d\alpha \frac{[\ell^2 + (1 - \alpha)\ell^2_1]}{\epsilon(\ell - \ell_1)^2} \left[1 + \frac{i}{2\pi} \text{Disc}t>0 I_2(A, B, \epsilon)\right].$$

where we abbreviated

$$A = t + t', \quad B = \frac{1-z}{z} t, \quad A + B = \frac{t}{z} + t'.$$

Since $t' > 0$ and $z > 0$, the only discontinuity in $I_2(A, B, \epsilon)$ for $t > 0$ arises from $(-B)$. Using Eq. (A.7) to take the Disc, we obtain

$$\frac{-i}{2\pi} \text{Disc}t>0 I_2(A, B, \epsilon) = \frac{i}{2\pi} \text{Disc}t>0 \frac{(-B)^{1-\epsilon}}{\epsilon(1-\epsilon)(A + B)^2} = \theta(t) \frac{\sin \pi \epsilon}{\pi \epsilon(1-\epsilon)} \frac{\theta(B) B^{1-\epsilon}}{(A + B)^2},$$

$$= \theta\left(1 - \frac{1-z}{z}\right) \theta(t) \frac{\sin \pi \epsilon}{\pi \epsilon(1-\epsilon)} \frac{\theta(1-z)(1-z)^{1+\epsilon}}{(t + z t')^2}. \tag{3.26}$$

Note that there is only a discontinuity for $B > 0$, so taking the discontinuity for $t > 0$ requires $(1-z)/z > 0$, and since $z > 0$ we obtain the expected limit $z < 1$. Since there are no UV divergences, we can let $\epsilon \to 0$, and Eq. (3.24) becomes

$$\langle q_n|\theta(\omega)\mathcal{O}_q^{\text{bare}}(t, \omega)|q_n\rangle^{(a)} = \frac{\alpha_s(\mu)C_F}{2\pi} \frac{\theta(z)(1-z)}{t+z t'} \frac{\theta(1-z)(1-z)^{1+\epsilon}}{(t + z t')^2}. \tag{3.27}$$

The above result has a collinear IR singularity for $t \to 0$ which is regulated by the nonzero $t'$. We can isolate the IR singularity using Eqs. (A.2) and (A.5) by letting $\beta \equiv z t'/\mu^2 \to 0$ while holding $\tilde{t} = t + z t'$ fixed$^2$,

$$\lim_{t' \to 0} \frac{\theta(t) t}{(t + z t')^2} = \lim_{z t'/\mu^2 \to 0} \left[\frac{\theta(\tilde{t})}{\tilde{t}} - \frac{\theta(\tilde{t} - z t') t'}{\tilde{t}^2}\right] = \frac{1}{\mu^2} \mathcal{L}_0(\tilde{t}) - \delta(\tilde{t}) \left(\ln \frac{z t'}{\mu^2} + 1\right). \tag{3.28}$$

$^2$We keep the dependence on $\tilde{t}$ in our calculation as it will be useful for checking the structure of the renormalization in the following subsection.
The final result for Fig. 6(a) is thus

\[
\langle q_n | \theta(\omega) O_q^{bare}(t, \omega) | q_n \rangle^{(a)} = \frac{\alpha_s(\mu) C_F}{2\pi} \theta(z) \theta(1-z)(1-z) \left\{ \frac{1}{\mu^2} L_0(\tilde{t}/\mu^2) - \delta(\tilde{t}) \ln \frac{z t'}{\mu^2} + 1 \right\}.
\]

(3.29)

Next, we consider the real-emission diagram in Fig. 6(b). It corresponds to the \( \delta(\ell^- - \omega) \) term in Eq. (3.8). Together with its mirror graph, giving an identical contribution, we obtain

\[
\langle q_n | \theta(\omega) O_q^{bare}(t, \omega) | q_n \rangle^{(b)} = 2i \left( \frac{\epsilon^2 g^2 C_F}{4\pi} \right) \theta(\omega) \int_{D_{\epsilon>0}} d^4 \ell \frac{2p^- \ell^- \delta(\ell^- - \omega) \delta(\ell^+ + b^+ + p^+)}{(2\pi)^d} \left[ -\frac{1}{2\pi} \Gamma(1+\epsilon)(e^{\gamma_E} - \mu^2)^e \theta(t) \theta(1-z) z^{1+\epsilon} \right]
\]

(3.30)

where in the second step we performed the loop integral as before, and in the last step we used Eq. (A.7) to take the discontinuity. As for Fig. 6(a), the loop integral produces no UV divergence. However, as in the PDF calculation for Fig. 5(b), there is a soft gluon IR divergence at \( z \to 1 \) or \( \ell^- \to p^- \) producing a \( \delta(1-z)/\epsilon \) IR pole when expanding the last factor using Eq. (A.3). In contrast to the PDF calculation, the soft gluon region must now be explicitly excluded from the collinear loop integral. In dimensional regularization with an offshellness IR regulator the relevant zero-bin integral is scaleless and vanishes. Thus, including the zero-bin subtraction removes the \( 1/\epsilon \) IR divergence and replaces it by an equal \( 1/\epsilon \) UV divergence such that all \( 1/\epsilon \) poles in the final result are UV divergences. Expanding in \( \epsilon \), we have

\[
\langle q_n | \theta(\omega) O_q^{bare}(t, \omega) | q_n \rangle^{(b)} = \frac{\alpha_s(\mu) C_F}{\pi} \theta(z) \frac{\theta(t)}{t + z t'} \left\{ \delta(1-z) \left( -\frac{1}{\epsilon} + \ln \frac{t}{\mu^2} \right) + L_0(1-z) z \right\},
\]

(3.31)

and taking the same limit as in Eq. (3.28) to isolate the IR divergences,

\[
\lim_{t' \to 0} \frac{\theta(t)}{t + z t'} = \frac{1}{\mu^2} L_0 \left( \frac{\tilde{t}}{\mu^2} \right) - \delta(\tilde{t}) \ln \frac{z t'}{\mu^2},
\]

(3.32)

the final result for Fig. 6(b) is

\[
\langle q_n | \theta(\omega) O_q^{bare}(t, \omega) | q_n \rangle^{(b)} = \frac{\alpha_s(\mu) C_F}{\pi} \theta(z) \left\{ \left[ \frac{1}{\mu^2} L_0 \left( \frac{\tilde{t}}{\mu^2} \right) - \delta(\tilde{t}) \ln \frac{z t'}{\mu^2} \right] \left[ -\frac{1}{\epsilon} \delta(1-z) + L_0(1-z) z \right] 
+ \left[ \frac{1}{\mu^2} L_1 \left( \frac{\tilde{t}}{\mu^2} \right) - \delta(\tilde{t}) \left( \frac{1}{\epsilon} + \frac{1}{2} \ln^2 \frac{t'}{\mu^2} + \frac{\pi^2}{6} \right) \right] \delta(1-z) \right\}.
\]

(3.33)
For the diagram in Fig. 6(c) (and its mirror diagram) we insert the vacuum intermediate state between the fields in $O_q$ as in Eq. (2.58), resulting in a one-loop virtual diagram involving a single field. The calculation is exactly the same as for the $\delta(p^- - \omega)$ term in Eq. (3.8) times an overall $\delta(t)$,

$$
\langle q_n | \theta(\omega) O_q^\text{bare} (t, \omega) | q_n \rangle^{(c)} = -2i \left( \frac{e^2 \mu^2}{4\pi} \right) \epsilon g^2 C_F \delta(t) \delta(p^- - \omega) \int \frac{d^d \ell}{(2\pi)^d} \frac{2p^- \ell^-}{(\ell^- - p^-) [(\ell^- - p^-)^2 + i0]} \epsilon \Gamma(\epsilon) \frac{\Gamma(2-\epsilon) \Gamma(-\epsilon)}{\Gamma(2-2\epsilon)} \delta(t) \delta(1-z) \left\{ \frac{1}{\epsilon^2} + \frac{1}{\epsilon} \left( 1 - \ln \frac{t'}{\mu^2} \right) + \frac{1}{2} \ln^2 \frac{t'}{\mu^2} - \ln \frac{t'}{\mu^2} + 2 - \frac{\pi^2}{12} \right\} . \tag{3.34}
$$

In the last step we expanded in $\epsilon$ and took the IR limit. To be consistent we have to use the same IR limit in the virtual diagrams as in the real-emission diagrams above, which simply turns the overall $\delta(t)$ into a $\delta(\tilde{t})$,

$$
\lim_{t' \to 0} \delta(t) = \lim_{zt' / \mu^2 \to 0} \delta(\tilde{t} - zt') = \delta(\tilde{t}) . \tag{3.35}
$$

As in the PDF calculation, the UV divergence in the loop produces a $\Gamma(\epsilon)$ and the soft IR divergence a $\Gamma(-\epsilon)$. The latter is converted by the zero-bin subtraction into a UV divergence, producing the $1/\epsilon^2$ pole. The $1/\epsilon^2$ poles do not cancel anymore between Figs. 6(b) and 6(c) as they did for the PDF in Fig. 5(b), because the phase space of the real emission in Fig. 6(b) is now restricted by the measurement of $b^+$ via the $\delta(\ell^+ + b^+ - p^+)$. For the same reason Fig. 6(a) has no UV divergence anymore, while Fig. 5(a) did. The $(1/\epsilon) \ln t'$ terms in Eqs. (3.33) and (3.34), which are a product of UV and collinear IR divergences, still cancel between the real and virtual diagrams, ensuring that the UV renormalization is independent of the IR, as should be the case.

The final one-loop contribution to the quark matrix element, Fig. 6(d) and its mirror diagram, comes from wave-function renormalization,

$$
\langle q_n | \theta(\omega) O_q^\text{bare} (t, \omega) | q_n \rangle^{(d)} = \delta(t) \delta(1-z)(Z_\xi - 1) = -\frac{\alpha_s(\mu) C_F}{4\pi} \delta(\tilde{t}) \delta(1-z) \left\{ \frac{1}{\epsilon} - \ln \frac{t'}{\mu^2} + 1 \right\} . \tag{3.36}
$$

Adding up the results in Eqs. (3.29), (3.33), (3.34), and (3.36), we obtain the bare beam function quark matrix element at one loop,

$$
\langle q_n | \theta(\omega) O_q^\text{bare} (t, \omega) | q_n \rangle^{(1)} = \frac{\alpha_s(\mu) C_F}{2\pi} \theta(z) \left\{ \left[ \delta(\tilde{t}) \left( \frac{2}{\epsilon^2} + \frac{3}{2\epsilon} \right) - \frac{2}{\epsilon} \frac{1}{\mu^2} L_0 \left( \frac{\tilde{t}}{\mu^2} \right) \right] \delta(1-z) + \frac{2}{\mu^2} L_1 \left( \frac{\tilde{t}}{\mu^2} \right) \delta(1-z) + \frac{1}{\mu^2} L_0 \left( \frac{\tilde{t}}{\mu^2} \right) L_0(1-z)(1+z^2) \right\} \left\{ \frac{\tilde{t}}{2} - \frac{\pi^2}{2} \right\} + \theta(1-z)(1-z) \right\} . \tag{3.37}
$$
We now consider the beam function matrix element with external gluons. The corresponding diagrams are shown in Figs. 6(e) and 6(f). For Fig. 6(e), which is analogous to Fig. 5(d), we find

\[
\langle g_n | \theta(\omega) O_q^{\text{bare}}(t, \omega) | g_n \rangle^{(e)} = \frac{i}{4\pi} \int^\infty_0 \frac{d^d q}{(2\pi)^d} \frac{2p^+}{(1 - z - 4z/d - 2)\text{Disc}_{t>0}} \int \frac{d^d \ell}{(2\pi)^d} \frac{\delta(\ell^- - \omega)\delta(\ell^+ + b^+ - p^+)}{(\ell^2 + i0)^2[(\ell - p)^2 + i0]}
\]

The loop integral and discontinuity are exactly the same as for Fig. 6(a). The diagram in Fig. 6(f) does not contribute to the quark beam function. It can be obtained from Eq. (3.38) by replacing \( p^\mu \rightarrow -p^\mu \), which takes \( t' \rightarrow -t' \) and \( z \rightarrow -z \). Doing so, the only contribution to the discontinuity is still from \( B = -(1 + z)t/z \) for \( B > 0 \), which for \( t > 0 \) requires \(-1 < z < 0\). Hence, Fig. 6(f) does not contribute. Using Eq. (3.28) to take \( t' \rightarrow 0 \) in Eq. (3.38), we get the final result for the bare one-loop gluon matrix element

\[
\langle g_n | \theta(\omega) O_q^{\text{bare}}(t, \omega) | g_n \rangle^{(1)} = \frac{\alpha_s(\mu)T_F}{2\pi} \theta(z) P_{qq}(z) \left\{ \frac{1}{\mu^2}C_0 \left( i\frac{t}{\mu^2} \right) - \delta(t) \left( \ln \frac{zt'}{\mu^2} + 1 \right) \right\}.
\]

As for Fig. 6(a), it has no UV divergences because of the measurement of \( b^+ \), which means that the renormalization does not mix \( O_q \) and \( O_g \).

### 3.3 Renormalization and Matching

Using the bare matrix elements calculated in the previous section, we can extract the renormalization of \( O_q \). We first take \( \tilde{t} = t + zt' \rightarrow t \) in the bare matrix elements. Then, expanding the quark matrix element of Eq. (2.22) to one-loop order,

\[
\langle g_n | O_q^{\text{bare}}(t, \omega) | g_n \rangle^{(1)} = \int dt' \left[ Z_B^{(1)}(t - t', \mu) \langle g_n | O_q(t', \omega, \mu) | g_n \rangle^{(0)} + Z_B^{(0)}(t - t', \mu) \langle g_n | O_q(t', \omega, \mu) | g_n \rangle^{(1)} \right]
\]

we can then read off the \( \overline{\text{MS}} \) renormalization constant from Eq. (3.37)

\[
Z_B(t, \mu) = \delta(t) + \frac{\alpha_s(\mu)C_F}{2\pi} \left[ \delta(t) \left( \frac{2}{\epsilon^2} + \frac{3}{2\epsilon} \right) - \frac{2}{\epsilon} \frac{1}{\mu^2}C_0 \left( i\frac{t}{\mu^2} \right) \right].
\]

The fact that the gluon matrix element is UV finite and the UV divergences in the quark matrix element are proportional to \( \delta(1 - z) \) confirms at one loop our general result that the renormalization of the beam function does not mix quarks and gluons or change the momentum fraction.
In Eqs. (3.40) and (3.41) we used that we already know the structure of the renormalization from our general arguments in Sec. 2.2, i.e. that $Z^q_B$ only depends on the difference $t - t'$. Alternatively, we can also use the dependence on $z$ and the finite dependence on $t'$ via $\tilde{t}$ to explicitly check the structure of the renormalization. In this case, we must use the same IR limit also for the tree-level result in Eq. (2.41), which using Eq. (3.35) becomes

$$
\langle q_n | \theta(\omega) O_q(t, \omega, \mu) | q_n \rangle^{(0)} = \lim_{t' \to 0} \delta(t) \delta(1 - z) = \delta(\tilde{t}) \delta(1 - z) .
$$

(3.42)

Taking $Z^q_B(t, t', \omega/\omega', \mu)$ to be a general function of $t$, $t'$ and $\omega/\omega'$, we now get for Eq. (3.40)

$$
\langle q_n | O^\text{bare}_q(t, \omega) | q_n \rangle^{(1)} = \int dt'' \frac{d\omega'}{\omega'} Z^q_B(1) \left( t, t'', \omega, \omega', \mu \right) \delta(t'' + z't') \delta \left( 1 - \frac{\omega'}{p} \right) + \langle q_n | O_q(t, \omega, \mu) | q_n \rangle^{(1)} = Z^q_B(1) \left( t, -t', z \right) + \langle q_n | O_q(t, \omega, \mu) | q_n \rangle^{(1)} .
$$

(3.43)

In the first step we used Eq. (3.42) and $Z^q_B(1) \left( t, t', z \right) = \delta(t - t') \delta(1 - z)$. From Eq. (3.37) we now find

$$
Z^q_B(t, t', z, \mu) = \delta(t - t') + \frac{\alpha_s(\mu) C_F}{2\pi} \left[ \delta(t - t') \left( \frac{3}{e^2} + \frac{3}{2e} \right) - \frac{2}{e \mu^2} L_0 \left( \frac{t - t'}{\mu^2} \right) \right] \delta(1 - z) ,
$$

(3.44)

thus explicitly confirming at one loop that $Z^q_B(t, t', z, \mu) \equiv Z^q_B(t - t', \mu) \delta(1 - z)$.

The one-loop anomalous dimension for the quark beam function follows from Eq. (3.41),

$$
\gamma^q_B(t, \mu) = -\mu \frac{d}{d\mu} Z^q_B(1) (t, \mu) = \frac{\alpha_s(\mu) C_F}{\pi} \left[ -\frac{2}{e \mu^2} L_0 \left( \frac{t}{\mu^2} \right) + \frac{3}{2} \delta(t) \right] .
$$

(3.45)

It is identical to the one-loop anomalous dimension of the quark jet function. The coefficient of $L_0(t/\mu^2)/\mu^2$ can be identified as the one-loop expression for $-2 \Gamma^q_{\text{cusp}}$. Thus, Eq. (3.45) explicitly confirms the general results in Eqs. (2.26) and (2.35) at one loop.

Taking the bare matrix elements in Eqs. (3.37) and (3.39) and subtracting the UV divergences using Eqs. (3.40) and (3.41) gives the renormalized one-loop beam function matrix elements,

$$
\langle q_n | \theta(\omega) O_q(t, \omega, \mu) | q_n \rangle^{(1)} = \frac{\alpha_s(\mu) C_F}{2\pi} \theta(z) \left\{ \frac{2}{e^2 \mu^2} L_1 \left( \frac{t}{\mu^2} \right) \delta(1 - z) + \frac{1}{\mu^2} L_0 \left( \frac{t}{\mu^2} \right) L_0(1 - z)(1 + z^2) - \delta(t) \left[ P_{qq}(z) \ln \frac{zt'}{\mu^2} - \delta(1 - z) \left( \frac{7}{2} - \frac{\pi^2}{2} \right) + \theta(1 - z)(1 - z) \right] \right\} ,
$$

$$
\langle q_n | \theta(\omega) O_q(t, \omega, \mu) | q_n \rangle^{(1)} = \frac{\alpha_s(\mu) T_F}{2\pi} \theta(z) P_{qq}(z) \left\{ \frac{1}{\mu^2} L_0 \left( \frac{t}{\mu^2} \right) - \delta(t) \left( \ln \frac{zt'}{\mu^2} + 1 \right) \right\} .
$$

(3.46)

For the matching onto the PDFs, we must take $t' \to 0$ and have therefore set $\tilde{t} = t$ everywhere, only keeping $t'$ in the IR divergent $\ln t'$ terms.
Expanding the OPE for the quark beam function, Eq. (2.38), to one loop, we have
\[
\langle q_n | \theta (\omega ) O_q (t, \omega , \mu) | g_n \rangle ^{(1)} = \sum_j \int \frac{d \omega'}{\omega'} \left[ T^{(1)}_{ij} (t, \frac{\omega}{\omega'}, \mu) \langle q_n | Q_j (\omega', \mu) | g_n \rangle ^{(0)} + T^{(0)}_{ij} (t, \frac{\omega}{\omega'}, \mu) \langle q_n | Q_j (\omega', \mu) | g_n \rangle ^{(1)} \right]
\]
\[
= T^{(1)}_{qq} (t, z, \mu) + \delta (t) \langle q_n | Q_q (\omega, \mu) | g_n \rangle ^{(1)},
\]
\[
\langle g_n | \theta (\omega) O_q (t, \omega, \mu) | g_n \rangle ^{(1)} = T^{(0)}_{qq} (t, z, \mu) + \delta (t) \langle q_n | Q_q (\omega, \mu) | g_n \rangle ^{(1)}
\]
\[
= T^{(1)}_{qq} (t, z, \mu) + \delta (t) \langle q_n | Q_q (\omega, \mu) | g_n \rangle ^{(1)}.
\] (3.47)

Thus, the one-loop matching coefficients, \( T^{(1)}_{qq} (t, z, \mu) \), are obtained by subtracting the renormalized PDF matrix elements in Eq. (3.21) from those in Eq. (3.46). Doing so, we see that the \( \ln t' \) IR divergences in Eqs. (3.21) and (3.46) precisely cancel, as they must, such that the matching coefficients are independent of the IR regulator and only involve large logarithms that are minimized at the scale \( \mu^2 \approx t \). The final result for the NLO matching coefficients is
\[
T^{(1)}_{qq} (t, z, \mu) = \delta (t) \delta (1 - z)
\]
\[
+ \frac{\alpha_s (\mu) C_F}{2 \pi} \theta (z) \left\{ \frac{2}{\mu^2} \mathcal{L}_1 (\frac{t}{\mu^2}) \delta (1 - z) + \frac{1}{\mu^2} \mathcal{L}_0 (\frac{t}{\mu^2}) \left[ P_{qq} (z) - \frac{3}{2} \delta (1 - z) \right]
\]
\[
+ \delta (t) \left[ \mathcal{L}_1 (1 - z) (1 + z^2) - \frac{\pi^2}{6} \delta (1 - z) + \theta (1 - z) \left( 1 - z - \frac{1 + z^2}{1 - z} \ln z \right) \right] \right\},
\]
\[
T^{(0)}_{qq} (t, z, \mu) = \frac{\alpha_s (\mu) T_F}{2 \pi} \theta (z) \left\{ \frac{1}{\mu^2} \mathcal{L}_0 (\frac{t}{\mu^2}) P_{qq} (z) + \delta (t) \left[ P_{qq} (z) \left( \ln \frac{1 - z}{z} - 1 \right) + \theta (1 - z) \right] \right\}.
\] (3.48)

4. Numerical Results and Plots

Including the RGE running in Eq. (1.6), the full result for the resummed cross section for isolated Drell-Yan differential in \( q^2, Y \), and \( \tau_B \) is
\[
\frac{d \sigma}{dq^2 dY d\tau_B} = \frac{4 \pi \alpha^2_{em}}{3 N_c E_{cm} \sqrt{q^2}} \sum_{ij} H_{ij} (q^2, \mu_H) U_H (q^2, \mu_H, \mu) \int dt_a \int dt_b
\]
\[
\times \int dt'_a B_i (t_a - t'_a, x_a, \mu_B) U_B (t'_a, \mu_B, \mu) \int dt'_b B_j (t_b - t'_b, x_b, \mu_B) U_B (t'_b, \mu_B, \mu)
\]
\[
\times \int d k^+ Q S_B (Q \tau_B - \frac{t_a + t_b}{Q} - k^+, \mu_S) U_S (k^+, \mu_S, \mu),
\] (4.1)

where the sum runs over quark flavors \( ij = \{ u \bar{u}, \bar{u} u, d \bar{d}, \ldots \} \) and the additional contributions from the leptonic matrix element are contained in the hard function. Equation (4.1) is valid to all orders in perturbation theory. The all-order solutions for the evolution factors in terms of the respective anomalous dimensions are given in App. D. The hard, beam, and soft
functions are each evaluated at their natural scales, $\mu_H \simeq Q$, $\mu_B \simeq \sqrt{\tau_B} Q$, $\mu_S \simeq \tau_B Q$, and are then evolved to the common arbitrary scale $\mu$ by the evolution kernels $U_H$, $U_B^{i,j}$, and $U_S$, respectively. With the one-loop results for the beam function presented above, Eq. (4.1) can be evaluated at NNLL order in resummed perturbation theory, which requires the one-loop matching corrections, the two-loop standard anomalous dimensions, and the three-loop cusp anomalous dimension (see Table 1). All the necessary ingredients are given in App. D. If we let $v_B - i0$ be the Fourier conjugate variable to $\tau_B$, then the NNLL cross section resums the following terms

$$\ln \frac{d\sigma}{dq^2 dY d\tau_B} \sim \ln v_B (\alpha_s \ln v_B)^k + (\alpha_s \ln v_B)^k + \alpha_s (\alpha_s \ln v_B)^k \quad (4.2)$$

for all integers $k > 0$.

In the remainder we will focus on the beam functions, which are the topic of this paper. Below we compare results for the quark beam function at LO and NLO in fixed-order perturbation theory as well as at NLL and NNLL in resummed perturbation theory. Our conventions for the $\alpha_s$ loop counting are given in Table 1. To evaluate the required convolutions of plus distributions at NNLL we use the identities from App. B of Ref. [27]. We always use the MSTW2008 [32] parton distributions at NLO for $\alpha_s(m_Z) = 0.117$ and with two-loop, five-flavor running for $\alpha_s(\mu)$. The uncertainty bands in the plots show the perturbative uncertainties, which are estimated by varying the appropriate scales as explained in each case. They do not include the additional uncertainties from the PDFs and $\alpha_s(m_Z)$.

The order of the running of $\alpha_s(\mu)$ deserves some comment. Working consistently to NLO in the matching corrections requires us to use NLO PDFs, for which the two-loop running of $\alpha_s$ was used in Ref. [32]. On the other hand, the double-logarithmic running of the hard function and beam functions at NNLL requires the three-loop running of $\alpha_s$, which poses a slight dilemma. Ideally, we would need NLO PDFs using three-loop running for $\alpha_s(\mu)$, which as far as we know is not available. The numerical difference between $\alpha_s$ run at two and three loops is very small, at most 2%. Hence, we use the following compromise. To be consistent with our PDF set, we use the above $\alpha_s(m_Z)$ and two-loop, five-flavor running to obtain the numerical value of $\alpha_s$ at some required scale, and to be consistent with the RGE, we use the two- and three-loop expression for the QCD $\beta$ function in the RGE solutions at NLL and NNLL. (For simplicity we use the same NLO PDFs and $\alpha_s$ also at NLL.)

To illustrate the importance of the various contributions to the quark beam function, we also consider the beam function in the threshold limit and without the gluon mixing
contribution. In the threshold limit we only keep the terms in Eq. (3.48) which are singular as \(z \to 1\),

\[
I_{\text{thresh}}^{qg}(t, z, \mu) = 0 .
\]

The gluon mixing term \(I_{qg}\) contains no threshold term (which reflects the fact that in threshold Drell-Yan the gluon PDF does not contribute). For the result without the gluon mixing contribution we keep the full \(I_{qq}\) but set \(I_{qg}\) to zero, which corresponds to adding the remaining non-threshold terms in \(I_{qq}\) to the threshold result. In the plots below, the results in the threshold limit are shown by a dotted line and are labeled “\(x \to 1\)”, and the results without the gluon contribution are shown by a dashed line and are labeled “no \(g\)”. The full result, including both \(I_{qq}\) and \(I_{qg}\), is shown by a solid line. Hence, the size of the non-threshold terms in \(I_{qq}\), and therefore the applicability of the threshold limit, is seen by the shift from the dotted to the dashed line, and the effect of the gluon mixing is given by the shift from the dashed to the solid line.

To be able to plot the beam function as a function of the momentum fraction \(x\) including the virtual terms proportional to \(\delta(t)\), we consider the integral over \(t\) up to some maximum \(t_{\text{max}}\),

\[
\tilde{B}_i(t_{\text{max}}, x, \mu) = \int dt B_i(t, x, \mu) \theta(t_{\text{max}} - t) ,
\]

where \(B_i(t, x, \mu)\) is given by Eqs. (2.38) and (2.28). In the plots, we always choose \(t_{\text{max}} = (xe^{-27}\text{TeV})^2\), which one should think of as \(t_{\text{max}} = (e^{-y^\text{cut}} x E_{\text{cm}})^2\). Hence, this choice of
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**Figure 7**: The \(u\) (left) and \(\bar{u}\) (right) beam functions at the hard scale \(\mu_H = x7\text{ TeV}\) at \(\text{LO}, \text{NLO}, \text{NNLO},\) and \(\text{NNLL}\), integrated up to \(t_{\text{max}} = (xe^{-27}\text{TeV})^2\). The bands show the perturbative uncertainties estimated by varying \(\mu_H\) for the fixed-order results and the matching scale \(\mu_B^2 \simeq t_{\text{max}}\) for the resummed results, as explained in the text.
The $u$ (left column) and $d$ (right column) beam functions at the beam scale $\mu_B^2 \simeq t_{\text{max}}$ at LO and NLO, integrated up to $t_{\text{max}} = (x e^{-2} 7 \text{ TeV})^2$. The top row shows the functions times $x$. The bottom row shows the relative differences compared to the LO result. Also shown are the NLO beam functions in the threshold limit (dotted) and without the gluon contribution (dashed). The bands show the perturbative scale uncertainties as explained in the text.

$t_{\text{max}}$ corresponds to a rapidity cut $y_{\text{cut}} = 2$ for $E_{\text{cm}} = 7$ TeV or equivalently $y_{\text{cut}} = 2.4$ for $E_{\text{cm}} = 10$ TeV. This is motivated by the upper bound $y_{\text{cut}} = y_B^{\text{cut}} \pm Y$, which follows from the factorization theorem Eq. (4.1) when we integrate $\tau_B \leq \exp(-2y_B^{\text{cut}})$.

Figure 7 shows the integrated $u$ and $\bar{u}$-quark beam function $x \bar{B}_u(t_{\text{max}}, x, \mu_H)$ evaluated at the hard scale $\mu_H = Q = x 7$ TeV. For the fixed-order results at LO (lowest gray band) and NLO (wide green band), the bands are obtained by varying $\mu_H$ by factors of two, since this is the scale at which the perturbation series for the matching coefficients in Eq. (2.38) is evaluated. At LO, the resulting variation is entirely due to the scale dependence of the PDF. At NLO the sizeable variation indicates the presence of large single and double logarithms of $t_{\text{max}}/Q^2$ when the fixed order beam functions are evaluated at $\mu_H$.

For the resummed results at NLL (blue band) and NNLL (orange band) the beam function OPE, Eq. (2.38), is evaluated at the beam scale $\mu_B^2 \simeq t_{\text{max}}$, and the beam function is then evolved to $\mu_H$ using its RGE, Eq. (2.28). In this way, the large logarithms of $\mu_B^2/\mu_H^2 \simeq t_{\text{max}}/\mu_H^2$ are resummed. Here the bands correspond to perturbative uncertainties evaluated
by varying the matching scale $\mu_B$ while keeping $\mu_H$ fixed. The dependence on the scale $\mu_B$ cancels between the fixed order perturbative result for the beam function and its evolution factor, up to higher order corrections. An estimate for these higher order corrections is given by the NLL and NNLL bands. These uncertainty bands show the minimum and maximum variation in the interval $\sqrt{t_{\text{max}}/2} \leq \mu_B \leq 2\sqrt{t_{\text{max}}}$ (which due to the double-logarithmic series do not occur at the edges of the interval) with the central value given by the center of the bands. The NLL result is close to the NLO result, showing that the large logarithms make up by far the biggest part in the NLO corrections. Consequently, the corrections from NLL to NNLL are of reasonable size and within the NLL uncertainties. Hence, for the beam function at the hard scale, fixed-order perturbation theory is not applicable. Resummed perturbation theory is well-behaved and should be used.

To study the perturbative corrections to the beam functions in more detail, we consider them at the scale $\mu^2_B \simeq t_{\text{max}}$, where there are no large logarithms and we can use fixed-order perturbation theory. The $u$ and $d$ beam functions at LO and NLO are shown in Fig. 8, and the $\bar{u}$ and $\bar{d}$ beam functions in Fig. 9. The top rows show $x \bar{B}_i(t_{\text{max}}, x, \mu_B)$. The bottom rows show the same results but as relative corrections with respect to the LO results. At LO, the only scale variation comes from the PDFs and the minimum and maximum variations are obtained

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{beam_functions}
\caption{The $\bar{u}$ (left column) and $\bar{d}$ (right column) beam functions at the beam scale. The meaning of the curves is analogous to Fig. 8.}
\end{figure}
for $\mu_B = \{\sqrt{t_{\text{max}}}/2, 2\sqrt{t_{\text{max}}}\}$ with the central value at $\mu_B = \sqrt{t_{\text{max}}}$. For the NLO results, the maximum variation in the range $\sqrt{t_{\text{max}}}/2 \leq \mu_B \leq 2\sqrt{t_{\text{max}}}$ is approximately attained for $\mu_B = \{0.7\sqrt{t_{\text{max}}}, 2.0\sqrt{t_{\text{max}}}\}$ and the corresponding central value for $\mu_B = 1.4\sqrt{t_{\text{max}}}$. To be consistent we use the same central value $\mu_B = 1.4\sqrt{t_{\text{max}}}$ for the NLO results in the threshold limit and without gluon contribution. In all cases the NLO perturbative corrections are of $O(10\%)$ and exhibit reasonable uncertainties.

The integration limits $x \leq \xi \leq 1$ in the beam function OPE, Eq. (2.38), force $z = x/\xi \rightarrow 1$ in the limit $x \rightarrow 1$. Hence, the threshold terms in Eq. (4.3) are expected to dominate over the non-threshold terms at large values of $x$. This can be seen in Figs. 8 and 9, where the threshold results shown by the dotted lines approach the full results towards large $x$ values where the beam functions vanish. For the quark beam functions in Fig. 8, away from the endpoint, $x \lesssim 0.5$, the threshold corrections give a poor approximation to the full NLO corrections. For the antiquark beam functions in Fig. 9, the threshold result turns out to be relatively close to the full result even for small $x$. However, the reason for this is a relatively strong cancellation between the non-threshold terms in the quark and gluon contributions $I_{qq}$ and $I_{qg}$ at one loop. As shown by the result without the gluon contribution (dashed lines) the non-threshold terms in the quark and gluon contributions each by themselves are of the same size or larger than the threshold contributions. Note also that for the $\bar{d}$ beam function the threshold result approaches the no-gluon result rather than the full result at large $x$. A similar but less strong cancellation can also be observed at small $x$ in the quark beam functions. These appear to be accidental cancellations, which depend on both the relative size of the (anti)quark and gluon PDFs as well as the relative size of the non-threshold terms in $I_{qq}$ and $I_{qg}$. Therefore one must be careful when applying the numerical dominance of the threshold terms to cases where it is not explicitly tested.

It has been argued [33, 34] that the steep fall-off of the PDFs causes a systematic enhancement of the partonic threshold region $z \rightarrow 1$ even away from the hadronic threshold limit $x \rightarrow 1$. This likely explains why the threshold terms in Figs. 8 and 9 start to dominate already close to the $x$ values where the PDFs are close to zero, rather than strictly near $x = 1$ [35]. However, our results show that the same arguments do not apply in the relevant region of $x$ where the PDFs and beam functions are substantially nonzero.

5. Conclusions

At the LHC or Tevatron, the appropriate description of the initial state of the collision depends on the measurements made on the hadronic final state. The majority of measurements trying to identify a specific hard interaction process do so by finding a certain number of central jets, leptons, or photons that are distinguished from energetic initial-state radiation in the forward direction. These measurements effectively probe the proton at an intermediate beam scale $\mu_B \ll Q$ and the initial state is described by universal beam functions. The beam functions encode initial-state effects including both PDF effects as well as initial-state radiation forming an incoming jet around the incoming hard parton above $\mu_B$. 

– 39 –
We have discussed in detail the field-theoretic treatment of beam functions using SCET. We discussed their renormalization properties and showed that they satisfy an RGE with the same anomalous dimension as the jet function to all orders in perturbation theory. The beam function RGE determines the evolution of the initial state above \( \mu_B \). It resums a double logarithmic series associated to the virtuality \( t \) of the incoming parton, while leaving the parton’s identity and momentum fraction \( x \) unchanged.

We gave a general discussion of the operator product expansion for the beam functions that allows us to match them onto PDFs \( f_j(\xi, \mu_B) \) convoluted with matching coefficients \( I_{ij}(t, x/\xi, \mu_B) \). The latter encode the effects of the initial-state radiation and are perturbatively calculable at the scale \( \mu_B \). We performed this matching at one loop for the quark beam function onto quark and gluon PDFs. Our calculation explicitly confirms at one loop that the quark beam function contains the same IR singularities as the PDFs, and this required a proper handling of zero-bin subtractions.

In Sec. 4, we presented an explicit expression for the resummed beam thrust cross section for Drell-Yan production, \( pp \to X\ell^+\ell^- \), with the necessary ingredients for its evaluation at NNLL collected in App. D. An analysis of the cross section at this order is left to a separate publication \[36\]. Here, we discussed in detail numerical results for the quark beam function at NLO and NNLL. The gluon beam function is important for Higgs production at the LHC. The one-loop matching of the gluon beam function onto gluon and quark PDFs is discussed in a separate publication and used to calculate the Higgs production cross section for small beam thrust at NNLL \[?\]. Another application is to define a \( p_T \) dependent beam function to study the \( p_T \)-spectrum of the Higgs \[38\].

So far, effects of strong initial-state radiation that go beyond the inclusive treatment via PDFs have only been studied using Monte Carlo methods and models for initial-state parton showers. The physical picture behind the beam function and initial-state parton showers are in fact in close correspondence. Beam functions and the beam thrust factorization theorem provide a complementary field-theoretic approach to study these effects analytically. Hence, they provide a crucial tool to obtain an accurate description of the initial state, which is mandatory to obtain precise and realistic theory predictions for the LHC.
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A. Plus Distributions and Discontinuities

The standard plus distribution for some function \( g(x) \) can be defined as

\[
[\theta(x)g(x)]_+ = \lim_{\beta \to 0} \frac{d}{dx} \left[ \theta(x - \beta) G(x) \right] \quad \text{with} \quad G(x) = \int_1^x dx' g(x'),
\]  

(A.1)
satisfying the boundary condition $\int_0^1 dx \, [\theta(x) g(x)]_+ = 0$. Two special cases we need are

$$\mathcal{L}_n(x) \equiv \left[ \frac{\theta(x) \ln^n x}{x} \right]_+ = \lim_{\beta \to 0} \left[ \frac{\theta(x - \beta) \ln^n x}{x} + \delta(x - \beta) \frac{\ln^{n+1} \beta}{n+1} \right],$$

$$\mathcal{L}''(x) \equiv \left[ \frac{\theta(x)}{x^{1-\eta}} \right]_+ = \lim_{\beta \to 0} \left[ \frac{\theta(x - \beta)}{x^{1-\eta}} + \delta(x - \beta) \frac{x^n - 1}{\eta} \right].$$

(A.2)

In addition, we need the identity

$$\frac{\theta(x)}{x^{1-\epsilon}} = -\frac{1}{\epsilon} \delta(x) + \mathcal{L}_0(x) - \epsilon \mathcal{L}_1(x) + O(\epsilon^2),$$

(A.3)

the Fourier transform

$$\mathcal{L}_0(x) = -\int \frac{dy}{2\pi} e^{ixy} \ln[i(y - i0) e^{\gamma_E}],$$

(A.4)

and the two limits

$$\lim_{\beta \to 0} \left[ \frac{\theta(x - \beta) \ln(x - \beta)}{x} + \delta(x - \beta) \frac{\ln^2 \beta}{2} \right] = \mathcal{L}_1(x) - \frac{\pi^2}{6} \delta(x),$$

$$\lim_{\beta \to 0} \frac{\theta(x - \beta) \beta}{x^2} = \delta(x).$$

(A.5)

Away from $x = 0$ these relations are straightforward, while the behavior at $x = 0$ is obtained by taking the integral of both sides. General relations for the rescaling and convolutions of $\mathcal{L}_n(x)$ and $\mathcal{L}''(x)$ can be found in App. B of Ref. [27].

The discontinuity of a function $g(x)$ is defined as

$$\text{Disc}_x g(x) = \lim_{\beta \to 0} \left[ g(x + i\beta) - g(x - i\beta) \right].$$

(A.6)

If we are only interested in the discontinuity in some interval in $x$, we simply multiply the right-hand side with the appropriate $\theta$ functions, as in Eq. (2.55). If $g(x)$ is real then $\text{Disc}_x g(x) = 2i \text{Im} g(x + i0)$. Two useful identities are

$$\frac{i}{2\pi} \text{Disc}_x \frac{1}{x^{n+1}} = (-1)^n \frac{n!}{n} \delta^{(n)}(x),$$

$$\frac{i}{2\pi} \text{Disc}_x (-x)^{n-\epsilon} = (-1)^{n-1} \frac{\sin \pi \epsilon}{\pi} \theta(x) x^{n-\epsilon}.$$  

(A.7)

To derive the last identity, note that $(-x - i0)^{n-\epsilon} = \exp[(n-\epsilon) \ln(-x - i0)] = |x|^{n-\epsilon} \exp[-i\pi(n-\epsilon) \theta(x)]$, so taking the imaginary part gives $\text{Im}(-x - i0)^{n-\epsilon} = (-1)^n \sin(\pi \epsilon) \theta(x) x^{n-\epsilon}$.

**B. Renormalization of the Beam Function**

In this appendix we derive the general structure of the beam function RGE in Eq. (2.25) to all orders in perturbation theory. The two essential ingredients will be the known all-order renormalization properties of lightlike Wilson lines [39, 40, 41, 42] and the factorization
theorem for the isolated \( pp \to XL \) cross section, where \( X \) is the hadronic and \( L \) the non-hadronic final state. In Ref. [1] we proved that to all orders in perturbation theory and leading order in the power counting this cross section factorizes as

\[
\frac{d\sigma}{dq^2 dY dB^+ a dB^+ b} = \sum_{ij} H_{ij}(q^2, Y, \mu) \int dk^+_a \, dk^+_b \, S_{\text{hemi}}^{ij}(k^+_a, k^+_b, \mu) \times q^2 B_i[\omega_a(B^+_a - k^+_a), x_a, \mu] B_j[\omega_b(B^+_b - k^+_b), x_b, \mu]. \tag{B.1}
\]

The sum over \( ij \) runs over parton species \( ij = \{gg, uu, dd, \bar{d}d, \ldots\} \). The soft function does not depend on the quark flavor, and its superscript only refers to the color representation. The variables \( q^2 \) and \( Y \) are the total invariant mass and rapidity of the non-hadronic system \( L, x_{a,b} = \sqrt{q^2 e^{+ Y}}/E_{cm} \) and \( \omega_{a,b} = x_{a,b} E_{cm} \). The hadronic variables \( B_{a,b}^+ \) are the hemisphere plus momenta of the hadronic final state \( X \) with respect to the directions \( n_a \) and \( n_b \) of the incoming protons. Their precise definition will not be relevant for our discussion.

The three ingredients in Eq. (B.1) are the renormalized hard, beam, and soft functions, \( H_{ij}(q^2, Y, \mu), B_i(t, x, \mu), S_{\text{hemi}}^{ij}(k^+_a, k^+_b, \mu) \). Their dependence on the renormalization scale \( \mu \) must cancel in Eq. (B.1), because the cross section must be \( \mu \) independent. The structure of the RGE for the hard and soft functions thus uniquely determines the allowed structure of the beam function RGE.

The hard function is a contraction between the relevant leptonic matrix element squared and the square of the Wilson coefficients of the color-singlet \( q\bar{q} \) and \( gg \) local SCET currents

\[
O^{\alpha\beta}_{\bar{q}q} = \chi^\alpha_{n_a, -\omega_a} \chi^\beta_{n_b, \omega_b}, \quad O^{\mu\nu}_{gg} = \sqrt{\omega_a \omega_b} B^{\mu\nu}_{\alpha_{n_a, -\omega_a} \perp} S_{\perp_{n_b, -\omega_b \perp}}^{\mu\nu}, \tag{B.2}
\]

where \( \alpha \) and \( \beta \) are spin indices. In each collinear sector, total label momentum and fermion number for each quark flavor are conserved. Thus, the currents cannot mix with each other and are multiplicatively renormalized. Furthermore, RPI-III invariance implies that the RGE for the currents can only depend on \( q^2 = \omega_a \omega_b \). The renormalization of these SCET currents also does not depend on their spin structure, so the RGE for the hard function must have the same structure as for the currents. Therefore, to all orders in perturbation theory we have (with no sum on \( ij \))

\[
\mu \frac{d}{d\mu} H_{ij}(q^2, Y, \mu) = \gamma_{ij}^{H}(q^2, \mu) H_{ij}(q^2, Y, \mu). \tag{B.3}
\]

Next, the incoming hemisphere soft function, \( S_{\text{hemi}}^{ij}(k^+_a, k^+_b, \mu) \), is given by the vacuum matrix element of incoming soft lightlike Wilson lines along the \( n_a \) and \( n_b \) directions. In position space,

\[
\tilde{S}_{\text{hemi}}^{ij}(y^-_a, y^-_b, \mu) = \int dk^+_a \, dk^+_b \, e^{-i(k^+_a y^-_a + k^+_b y^-_b)/2} S_{\text{hemi}}^{ij}(k^+_a, k^+_b, \mu) \tag{B.4}
\]

has two cusps, one at spacetime position 0 and one at \( y = y^-_a n_a/2 + y^-_b n_b/2 \). The renormalization properties of lightlike Wilson lines with cusps [39, 40, 41, 42] then imply that to all
orders in perturbation theory,
\[ \frac{d}{d\mu} \tilde{S}_{\text{ihemi}}^{ij}(y_a, y_b, \mu) = \tilde{\gamma}^{ij}_S(y_a, y_b, \mu) \cdot \tilde{S}_{\text{ihemi}}^{ij}(y_a, y_b, \mu), \]  
(B.5)
\[ \tilde{\gamma}^{ij}_S(y_a, y_b, \mu) = 2\Gamma^{\text{cusp}}_i(\alpha_s)[\gamma^{ij}_S(\frac{y_a - i0}{2\mu e^{\gamma_E}}) - \ln \left( \frac{y_b - i0}{2\mu e^{\gamma_E}} \right)] + \gamma^{ij}_S(\alpha_s), \]
where \( \Gamma^{\text{cusp}}_i \) is the cusp anomalous dimension for quarks/antiquarks or gluons, and \( \gamma^{ij}_S(\alpha_s(\mu)) \) and \( \Gamma^{\text{cusp}}_i(\alpha_s(\mu)) \) depend only indirectly on \( \mu \) via \( \alpha_s(\mu) \). Dimensional analysis and RPI-III invariance imply that the single logarithm multiplying \( 2\Gamma^{\text{cusp}}_i \) scales like \( \ln(y_a y_b \mu^2) \). (The additional dimensionless factors are chosen for convenience. Any change in them can be absorbed into \( \gamma^{ij}_S(\alpha_s) \).) The correct overall sign and \( i0 \) prescription for the logarithms can be deduced from the explicitly known one-loop result \([1, 43, 26]\).

Taking the Fourier transform of the cross section in Eq. (B.1) with respect to \( B^+_a \) and \( B^+_b \) and differentiating the result with respect to \( \mu \) yields
\[ 0 = \mu \frac{d}{d\mu} \left[ \sum_{ij} H_{ij}(q^2, Y, x, \mu) \bar{B}_i \left( \frac{y_a}{2\omega_a}, x_a, \mu \right) B_j \left( \frac{y_b}{2\omega_b}, x_b, \mu \right) \tilde{S}_{\text{ihemi}}^{ij}(y_a, y_b, \mu) \right] \]
\[ = \sum_{ij} H_{ij}(q^2, Y, \mu) \tilde{S}_{\text{ihemi}}^{ij}(y_a, y_b, \mu) \]
\[ \times \left[ \gamma^i_H(\omega \omega_b, \mu) + \gamma^i_S(y_a, y_b, \mu) + \mu \frac{d}{d\mu} \right] \bar{B}_i \left( \frac{y_a}{2\omega_a}, x_a, \mu \right) B_j \left( \frac{y_b}{2\omega_b}, x_b, \mu \right). \]  
(B.6)
The factorization theorem for the cross section neither depends on the choice of \( L \), which affects the form of \( H_{ij} \) for different \( ij \), nor the type of the colliding hadrons. This implies that each term in the sum over \( ij \) must vanish separately. (For example, choosing Drell-Yan, \( L = \ell^+ \ell^- \), there is no contribution from \( ij = gg \), so the quark and gluon contributions are separately zero. Then, by assigning arbitrary electroweak quark charges, the contribution from each quark flavor must vanish separately. Finally, the \( ij = q\bar{q} \) and \( ij = \bar{q}q \) contributions for a single quark flavor \( q \) must vanish separately by choosing various different incoming hadrons.) Therefore, the RGE for the product of the two beam functions is
\[ \left[ \gamma^i_H(\omega \omega_b, \mu) + \gamma^i_S(y_a, y_b, \mu) + \mu \frac{d}{d\mu} \right] \bar{B}_i \left( \frac{y_a}{2\omega_a}, x_a, \mu \right) B_j \left( \frac{y_b}{2\omega_b}, x_b, \mu \right) = 0, \]  
(B.7)
which shows that the beam functions in position space renormalize multiplicatively and independently of \( x_{a,b} \). The RGE for each individual beam function can only depend on the RPI-III invariant \( y^-/2\omega \) and obviously cannot depend on the variables of the other beam function. Hence, we find that to all orders in perturbation theory
\[ \mu \frac{d}{d\mu} \bar{B}_i \left( \frac{y_a}{2\omega_a}, x, \mu \right) = \gamma^i_B \left( \frac{y_a}{2\omega_a}, \mu \right) \bar{B}_i \left( \frac{y_b}{2\omega_b}, x, \mu \right), \]  
(B.8)
which is the result we set out to prove in this Appendix. Using Eq. (B.8) together with Eq. (B.7), the anomalous dimensions must satisfy the consistency condition
\[ 0 = \gamma^i_H(\omega \omega_b, \mu) + \gamma^i_S(y_a, y_b, \mu) + \gamma^i_B \left( \frac{y_a}{2\omega_a}, \mu \right) + \gamma^j_B \left( \frac{y_b}{2\omega_b}, \mu \right). \]  
(B.9)
Given the form of \( \tilde{\gamma}^{ij} \) in Eq. (B.5), it follows that the anomalous dimensions are given to all orders by

\[
\gamma^{ij}_{H}(\omega_a \omega_b, \mu) = 2 \Gamma^i_{\text{cusp}}(\alpha_s) \ln \frac{\omega_a \omega_b}{\mu^2} + \gamma^{ij}_H(\alpha_s),
\]

\[
\tilde{\gamma}^i_B \left( \frac{y^- - i \frac{\mu}{2\omega} e^{-\gamma_E}}{\omega} \right) = 2 \Gamma^i_{\text{cusp}}(\alpha_s) \ln \left( \frac{y^- - i \frac{\mu}{2\omega} e^{-\gamma_E}}{\omega} \right) + \gamma^{i}_B(\alpha_s),
\]

\[
\gamma^{ij}_S(\alpha_s) = -\gamma^{ij}_H(\alpha_s) - \gamma^{i}_B(\alpha_s) - \gamma^{j}_B(\alpha_s).
\]  

(B.10)

Taking the Fourier transform using Eq. (A.4), the momentum-space anomalous dimensions become

\[
\gamma^{ij}_S(k^+_a, k^+_b, \mu) = 2 \Gamma^i_{\text{cusp}}(\alpha_s) \left[ \frac{1}{\mu} \mathcal{L}_0 \left( \frac{k^+_a}{\mu} \right) \delta(k^+_a) + \frac{1}{\mu} \mathcal{L}_0 \left( \frac{k^+_b}{\mu} \right) \right] + \gamma^{ij}_S(\alpha_s) \delta(k^+_a) \delta(k^+_b),
\]

\[
\gamma^{i}_B(t, \mu) = -2 \Gamma^i_{\text{cusp}}(\alpha_s) \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{t}{\mu^2} \right) + \gamma^{i}_B(\alpha_s) \delta(t).
\]  

(B.11)

The same all-order structure of the soft anomalous dimension as in Eq. (B.11) was obtained in Ref. [26] for the hemisphere soft function with outgoing Wilson lines in \( e^+ e^- \rightarrow 2 \) jets using analogous consistency conditions. In fact, the hard SCET currents here and there are the same and in Sec. 2.2 we proved that the anomalous dimensions for the beam and jet function are the same, \( \gamma^{i}_B = \gamma^{i}_J \). Hence, the hemisphere soft functions with incoming and outgoing Wilson lines have in fact identical anomalous dimensions to all orders.

C. Matching Calculation in Pure Dimensional Regularization

Here we repeat the NLO SCET_I to SCET_{II} matching calculation from Sec. 3 using dimensional regularization for both the UV and IR. Since we only change the IR regulator, the final results for the matching coefficients \( \mathcal{I}_{ij}(t, z, \mu) \) should not be affected.

In pure dimensional regularization all the loop diagrams contributing to the bare matrix elements of \( Q_q \) vanish, since by dimensional analysis there is no Lorentz invariant quantity they can depend on. Hence, including the counter terms in Eq. (3.18) to subtract the UV divergences, the renormalized matrix elements consist of pure IR divergences with opposite signs to the UV divergences,

\[
\langle g_a | Q_q(\omega, \mu) | g_a \rangle^{(1)} = -\frac{1}{\epsilon} \frac{\alpha_s(\mu) C_F}{2\pi} \theta(z) P_{qq}(z),
\]

\[
\langle g_a | Q_q(\omega, \mu) | g_a \rangle^{(1)} = -\frac{1}{\epsilon} \frac{\alpha_s(\mu) T_F}{2\pi} \theta(z) P_{qq}(z).
\]  

(C.1)

This shows explicitly that the conventional \( \overline{\text{MS}} \) definition of the PDFs in QCD, which also yields Eq. (C.1), is indeed identical to the SCET definition used in our OPE for the beam function.

Considering the beam function matrix elements, the bare results for Figs. 6(c) and 6(d) now vanish, because their loop integrals are again scaleless. For the remaining diagrams we
can reuse the intermediate results from Sec. 3.2 before carrying out the Feynman parameter integrals and taking the discontinuity. Setting \( t' = 0 \) the denominator in the Feynman parameter integrals in Eq. (3.23) becomes \((1 - \alpha)A - \alpha B = t(1 - \alpha/z)\). In this case it easier to carry out the integral after taking the discontinuity. The discontinuity we need is

\[
\frac{i}{2\pi} \text{Disc}_{t>0} \left[ \left(1 - \frac{\alpha}{z} \right) t \right]^{-1-\epsilon} = \frac{\sin \pi \epsilon}{\pi} \frac{\theta(t)}{t^{1+\epsilon}} \frac{\theta(\alpha/z - 1)}{\left(\frac{\alpha}{z} - 1 \right)^{-1-\epsilon}}, \tag{C.2}
\]

where we used Eq. (A.7). Since we require \( z > 0 \), the first \( \theta \) function becomes \( \theta(\alpha - z) \), and so we have

\[
-\theta(z) \frac{i}{2\pi} \text{Disc}_{t>0} I_1(A, B, \epsilon) = -\theta(z) \frac{\sin \pi \epsilon}{\pi} \frac{\theta(t)}{t^{1+\epsilon}} \int_0^1 d\alpha \theta(\alpha - z) \left( \frac{\alpha}{z} - 1 \right)^{-1-\epsilon} \\
= \theta(z) \frac{\sin \pi \epsilon}{\pi} \frac{\theta(t)}{t^{1+\epsilon}} (1 - z) z^{1+\epsilon} (1 - z)^{-\epsilon}, \\
-\theta(z) \frac{i}{2\pi} \text{Disc}_{t>0} I_2(A, B, \epsilon) = \theta(z) \frac{\sin \pi \epsilon}{\pi} \frac{\theta(t)}{t^{1+\epsilon}} (1 - z) z^{1+\epsilon} (1 - z)^{-\epsilon}. \tag{C.3}
\]

For Fig. 6(a), using Eqs. (3.24) and (C.3) we obtain

\[
\langle q_n | \theta(\omega) C_q^{\text{bare}}(t, \omega) | q_n \rangle^{(a)} = \frac{\alpha_s(\mu) C_F}{2\pi} \frac{\theta(z)}{z} \frac{\Gamma(1 + \epsilon)(e^{\gamma_E} \mu^2)^\epsilon}{1 - \epsilon} \left(1 - \epsilon\right)^2 \left[ -\frac{i}{2\pi} \text{Disc}_{t>0} I_2(A, B, \epsilon) \right] \\
= \frac{\alpha_s(\mu) C_F}{2\pi} \frac{\theta(z)}{z} (1 - z) \frac{\Gamma(1 + \epsilon)(e^{\gamma_E} \mu^2)^\epsilon}{1 - \epsilon} \frac{\sin \pi \epsilon}{\pi} \frac{\theta(t)}{t^{1+\epsilon}} \left( \frac{z}{1 - z} \right)^\epsilon \\
= \frac{\alpha_s(\mu) C_F}{2\pi} \frac{\theta(z)(1 - z)}{1 - z} \left\{ \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{t}{\mu^2} \right) + \delta(t) \left( -\frac{1}{\epsilon} + \ln \frac{1 - z}{z} + 1 \right) \right\}, \tag{C.4}
\]

where in the last step we used Eq. (A.3) to expand in \( \epsilon \). For Fig. 6(b), we start from the third line in Eq. (3.30) and using Eqs. (C.3) and (A.3) we get

\[
\langle q_n | \theta(\omega) C_q^{\text{bare}}(t, \omega) | q_n \rangle^{(b)} = \frac{\alpha_s(\mu) C_F}{\pi} \frac{\theta(z)}{1 - z} \frac{\Gamma(1 + \epsilon)(e^{\gamma_E} \mu^2)^\epsilon}{1 - \epsilon} \left[ -\frac{i}{2\pi} \text{Disc}_{t>0} I_1(A, B, \epsilon) \right] \\
= \frac{\alpha_s(\mu) C_F}{\pi} \frac{\theta(z)}{1 - z} \frac{\Gamma(1 + \epsilon)(e^{\gamma_E} \mu^2)^\epsilon}{1 - \epsilon} \frac{\sin \pi \epsilon}{\pi} \frac{\theta(t)}{t^{1+\epsilon}} \frac{\theta(1 - z) z^{1+\epsilon}}{(1 - z)^{1+\epsilon}} \\
= \frac{\alpha_s(\mu) C_F}{\pi} \frac{\theta(z)}{1 - z} \left\{ \left[ -\frac{1}{\epsilon} \delta(t) + \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{t}{\mu^2} \right) \right] \left[ -\frac{1}{\epsilon} \delta(1 - z) + \mathcal{L}_0(1 - z) \right] + \frac{1}{\mu^2} \mathcal{L}_1 \left( \frac{t}{\mu^2} \right) \delta(1 - z) + \delta(t) \left[ \mathcal{L}_1(1 - z) z - \mathcal{L}_0(1 - z) z \ln z - \frac{\pi^2}{12} \delta(1 - z) \right] \right\}. \tag{C.5}
\]

Adding up Eqs. (C.4) and (C.5), the bare quark matrix element in pure dimensional regular-
The (1/\epsilon) \delta(t) \cdot \text{Eq. (3.41)} (which is already known from the jet function's renormalization) from Eq. (C.6) to obtain the renormalized quark matrix element, which equals Eq. (C.6) without the \([\cdots] \delta(1 - z)\) term in the first line. The remaining 1/\epsilon pole must then be of IR origin, so we again have an explicit check that the IR divergences in the beam function match those of the PDF in Eq. (C.6). Either way, the finite terms in the last two lines of Eq. (C.6) determine the renormalized matching coefficient \(I_{qq}(t, z, \mu)\), which agrees with our previous result in Eq. (3.48).

For the gluon matrix element, Fig. 6(f) again does not contribute. For Fig. 6(e), starting from the third line of Eq. (3.38), we find

\[
\langle g_n | \theta(\omega) O_q^{\text{bare}}(t, \omega) | q_n \rangle \bigg|_{(1)} = \frac{\alpha_s(\mu) T_F}{2\pi} \theta(z) \left\{ \frac{1}{z} \Gamma(1 + \epsilon)(e^{\gamma_E} \mu^2)^\epsilon \left( 1 - \frac{1}{1 - z} - 2 \zeta \right) \right\} \frac{1}{\frac{z}{1 - z}} \text{Disc}_{t>0} I_2(A, B, \epsilon) \\
= \frac{\alpha_s(\mu) T_F}{2\pi} \theta(z) \theta(1 - z) \left\{ \frac{1}{z} \Gamma(1 + \epsilon)(e^{\gamma_E} \mu^2)^\epsilon \left( 1 - \frac{1}{1 - z} - 2 \zeta \right) \right\} \frac{\sin \pi \epsilon}{\pi \epsilon (1 - \epsilon)} \frac{\theta(t)}{t^{1+\epsilon}} \left( 1 - \frac{z}{1 - z} \right)^\epsilon \\
= \frac{\alpha_s(\mu) T_F}{2\pi} \theta(z) \left\{ \frac{1}{z} \frac{1}{\mu^2} L_0 \left( \frac{t}{\mu^2} \right) \right\} \left( P_{gg}(z) + \delta(t) \left\{ P_{gg}(z) \left( -\frac{1}{\epsilon} + \ln \frac{1 - z}{z} - 1 \right) + \theta(1 - z) \right\} \right) \\
\]

The same discussion as for the quark matrix element above can be repeated for the gluon matrix element. The \((1/\epsilon) \delta(t) P_{gg}(z)\) term matches the IR divergence in the PDF in Eq. (C.1). Since there are no further poles, no UV renormalization is required and the quark and gluon operators do not mix. The finite terms in Eq. (C.7) then determine the matching coefficient \(I_{gg}(t, z, \mu)\), reproducing our previous result in Eq. (3.48).
D. Perturbative Results

In this appendix we collect perturbative results relevant for the Drell-Yan beam thrust cross section in Eq. (4.1).

D.1 Fixed-Order Results

The one-loop Wilson coefficient from matching the quark current from QCD onto SCET was computed in Refs. [44, 45],

\[ C(q^2, \mu) = 1 + \frac{\alpha_s(\mu)}{4\pi} \left[ -\ln^2 \left( \frac{-q^2 - i0}{\mu^2} \right) + 3 \ln \left( \frac{-q^2 - i0}{\mu^2} \right) - 8 + \frac{\pi^2}{6} \right], \quad (D.1) \]

in agreement with the one-loop quark form factors. The hard function is given by the square of the Wilson coefficient [1]

\[ H_{q\bar{q}}(q^2, \mu) = H_{q\bar{q}}(q^2, \mu) = \left[ Q^2_q + \frac{(v_q^2 + a_q^2)(v_{\ell}^2 + a_{\ell}^2) - 2Q_q v_q v_{\ell}(1 - m_Z^2/q^2))}{(1 - m_Z^2/q^2)^2 + m_Z^2 \Gamma_Z^2/q^4} \right] |C(q^2, \mu)|^2, \quad (D.2) \]

where we included the prefactor from the leptonic matrix element, \( Q_q \) is the quark charge in units of \( |e| \), \( v_{\ell,q} \) and \( a_{\ell,q} \) are the standard vector and axial couplings of the leptons and quarks, and \( m_Z \) and \( \Gamma_Z \) are the mass and width of the \( Z \) boson.

As discussed in Ref. [1], the one-loop result for the beam thrust soft function can be extracted from the one-loop incoming hemisphere soft function \[ W(q^2, \mu, \gamma) \]

under in Eq. (4.1). Our one-loop results for the matching coefficients in the beam function OPE in Eq. (2.38) are given in Eq. (3.48).

D.2 Renormalization Group Evolution

The RGE and anomalous dimension for the hard Wilson coefficients are \[ [44, 45] \]

\[ \frac{d}{d\mu} C(q^2, \mu) = \gamma_H^q(q^2, \mu) C(q^2, \mu), \quad \gamma_H^q(q^2, \mu) = \frac{\gamma_H^q(-q^2, \mu)}{|q^2|} \ln \frac{-q^2 - i0}{\mu^2} + \gamma_H^q(\alpha_s). \quad (D.4) \]

The anomalous dimension for the \( q\bar{q} \) hard function in Eqs. (B.3) and (B.10) is given by \( \gamma_H^{q\bar{q}}(q^2, \mu) = 2Re[\gamma_H^q(q^2, \mu)] \). The expansion coefficients of \( \Gamma_H^{cusp}(\alpha_s) \) and \( \gamma_H^q(\alpha_s) \) are given below in Eqs. (D.15) and (D.17). The solution of the RGE in Eq. (D.4) yields for the evolution of the hard function

\[ H_{q\bar{q}}(q^2, \mu) = H_{q\bar{q}}(q^2, \mu_0) U_H(q^2, \mu_0, \mu), \quad U_H(q^2, \mu_0, \mu) = \left[ e^{K_H(q^2, \mu_0, \mu)} \right], \quad K_H(q^2, \mu_0, \mu) = -2K_{\gamma_H^q}(\mu_0, \mu). \quad (D.5) \]
where the functions $K_1^i(\mu_0, \mu)$, $\eta_1^i(\mu_0, \mu)$ and $K_\gamma$ are given below in Eq. (D.11).

The beam function RGE is [see Eqs. (2.25) and (2.26)]

$$
\mu \frac{d}{d\mu} B_i(t, x, \mu) = \int dt' \gamma_B^i(t - t', \mu) B_i(t', x, \mu),
$$

$$
\gamma_B^i(t, \mu) = -2\Gamma_{\text{cusp}}(\alpha_s) \frac{1}{\mu^2} \mathcal{L}_0 \left( \frac{t}{\mu^2} \right) + \gamma_B^i(\alpha_s) \delta(t),
$$

and its solution is [24, 25, 26, 27] [see Eq. (2.28)]

$$
B_i(t, x, \mu) = \int dt' B_i(t - t', x, \mu_0) U^i_B(t', \mu_0, \mu),
$$

$$
U^i_B(t, \mu_0, \mu) = e^{K^i_B - \gamma_E \eta^i_B} \frac{\eta^i_B}{\Gamma(1 + \eta^i_B)} \left[ \frac{\eta^i_B}{\mu_0^2} \mathcal{L} \left( \frac{t}{\mu_0^2} \right) + \delta(t) \right],
$$

$$
K^i_B(\mu_0, \mu) = 4K^i_T(\mu_0, \mu) + K_\gamma^i(\mu_0, \mu), \quad \eta^i_B(\mu_0, \mu) = -2\eta^i_T(\mu_0, \mu).
$$

The beam thrust soft function is given in terms of $S_{\text{hemi}}$ by

$$
S_B(k^+, \mu) = \int dk^+ a dk^+_b S_{\text{hemi}}(k^+_a, k^+_b, \mu) \delta(k^+ - k^+_a - k^+_b).
$$

Its RGE is easily obtained by integrating Eqs. (B.5) and (B.11),

$$
\mu \frac{d}{d\mu} S_B(k^+, \mu) = \int d\ell^+ \gamma_S(k^+ - \ell^+, \mu) S_B(\ell^+, \mu),
$$

$$
\gamma_S(k^+, \mu) = 4 \Gamma_{\text{cusp}}(\alpha_s) \frac{1}{\mu} \mathcal{L}_0 \left( \frac{k^+}{\mu} \right) + \gamma_S(\alpha_s) \delta(k^+), \quad \gamma_S(\alpha_s) = -2\gamma_H^q(\alpha_s) - 2\gamma_B^q(\alpha_s),
$$

whose solution is completely analogous to Eq. (D.7),

$$
S_B(k^+, \mu) = \int d\ell^+ S(k^+ - \ell^+, \mu_0) U_S(\ell^+, \mu_0, \mu),
$$

$$
U_S(k^+, \mu_0, \mu) = e^{K_S - \gamma_E \eta_S} \frac{\eta_S}{\Gamma(1 + \eta_S)} \left[ \frac{\eta_S}{\mu_0^2} \mathcal{L} \left( \frac{k^+}{\mu_0} \right) + \delta(k^+) \right],
$$

$$
K_S(\mu_0, \mu) = 4K_S^q(\mu_0, \mu) + K_\gamma(\mu_0, \mu), \quad \eta_S(\mu_0, \mu) = 4\eta^q_T(\mu_0, \mu).
$$

The functions $K^i_T(\mu_0, \mu)$, $\eta^i_T(\mu_0, \mu)$, $K_\gamma(\mu_0, \mu)$ in the above RGE solutions are defined as

$$
K^i_T(\mu_0, \mu) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha_s}{\beta(\alpha_s)} \Gamma_{\text{cusp}}(\alpha_s) \int_{\alpha_s(\mu_0)}^{\alpha_s} \frac{d\alpha'_s}{\beta(\alpha'_s)}, \quad \eta^i_T(\mu_0, \mu) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha_s}{\beta(\alpha_s)} \Gamma_{\text{cusp}}(\alpha_s),
$$

$$
K_\gamma(\mu_0, \mu) = \int_{\alpha_s(\mu_0)}^{\alpha_s(\mu)} \frac{d\alpha_s}{\beta(\alpha_s)} \gamma(\alpha_s).
$$

Expanding the beta function and anomalous dimensions in powers of $\alpha_s$,

$$
\beta(\alpha_s) = -2\alpha_s \sum_{n=0}^{\infty} \beta_n \left( \frac{\alpha_s}{4\pi} \right)^{n+1}, \quad \Gamma_{\text{cusp}}(\alpha_s) = \sum_{n=0}^{\infty} \Gamma_n \left( \frac{\alpha_s}{4\pi} \right)^{n+1}, \quad \gamma(\alpha_s) = \sum_{n=0}^{\infty} \gamma_n \left( \frac{\alpha_s}{4\pi} \right)^{n+1},
$$

(D.12)
their explicit expressions at NNLL are (suppressing the superscript $i$ on $K^i_\gamma$, $\eta^i_\gamma$ and $\Gamma^i_\gamma$),

\[
K_\gamma(\mu_0, \mu) = -\frac{\Gamma_0}{4\beta_0^2} \left\{ \frac{4\pi}{\alpha_s(\mu_0)} \left( 1 - \frac{1}{r} - \ln r \right) + \left( \frac{\Gamma_1}{\Gamma_0} - \frac{\beta_1}{\beta_0} \right) (1 - r + \ln r) + \frac{\beta_1}{2\beta_0} \ln^2 r \\
+ \frac{\alpha_s(\mu_0)}{4\pi} \left[ \left( \frac{\beta_0^2}{\beta_0} - \frac{\beta_2^2}{\beta_0} \right) \left( \frac{1 - r^2}{2} + \ln r \right) + \left( \frac{\beta_1^2}{\beta_0^3 - \beta_0^2} \right)(1 - r + r \ln r) \\
- \left( \frac{\Gamma_2}{\beta_0^3 - \beta_0^2} - \frac{\beta_1^2}{\beta_0^3 - \beta_0^2} \right) \frac{(1 - r^2)^2}{2} \right] \right\} , \\
\eta_\gamma(\mu_0, \mu) = -\frac{\Gamma_0}{2\beta_0} \left[ \ln r + \frac{\alpha_s(\mu_0)}{4\pi} \left( \frac{\Gamma_1}{\Gamma_0} - \frac{\beta_1}{\beta_0} \right) (r - 1) \\
+ \frac{\alpha_s^2(\mu_0)}{16\pi^2} \left( \frac{\Gamma_2}{\Gamma_0} - \frac{\beta_1^2}{\beta_0^3 - \beta_0^2} - \frac{\beta_2^2}{\beta_0^3 - \beta_0^2} \right) \frac{r^2 - 1}{2} \right] , \\
K_\gamma(\mu_0, \mu) = -\frac{\gamma_0}{2\beta_0} \left[ \ln r + \frac{\alpha_s(\mu_0)}{4\pi} \left( \frac{\gamma_1}{\gamma_0} - \frac{\beta_1}{\beta_0} \right) (r - 1) \right] . \tag{D.13}
\]

Here, $r = \alpha_s(\mu)/\alpha_s(\mu_0)$ and the running coupling is given by the three-loop expression

\[
\frac{1}{\alpha_s(\mu)} = \frac{X}{\alpha_s(\mu_0)} + \frac{\beta_1}{4\pi\beta_0} \ln X + \frac{\alpha_s(\mu_0)}{16\pi^2} \left[ \frac{\beta_2}{\beta_0} \left( 1 - \frac{1}{X} \right) + \frac{\beta_2^2}{\beta_0^2} \left( \frac{\ln X}{X} + \frac{1}{X} - 1 \right) \right] , \tag{D.14}
\]

where $X \equiv 1 + \alpha_s(\mu_0)/\beta_0 \ln(\mu/\mu_0)/(2\pi)$. As discussed in Sec. 4, in our numerical analysis we use the full NNLL expressions in Eq. (D.13), but to be consistent with the NLO PDFs we only use the two-loop expression to obtain numerical values for $\alpha_s(\mu)$, hence dropping the $\beta_2$ and $\beta_3^2$ terms in Eq. (D.14). (The numerical difference between using the two-loop and three-loop $\alpha_s$ is numerically very small and well within our theory uncertainties.) Up to three loops, the coefficients of the beta function [46, 47] and cusp anomalous dimension [40, 29] in $\overline{\text{MS}}$ are

\[
\beta_0 = \frac{11}{3} C_A - \frac{4}{3} T_F n_f , \\
\beta_1 = \frac{34}{3} C_A^2 - \frac{20}{3} C_A + 4 C_F T_F n_f , \\
\beta_2 = \frac{2857}{54} C_A^3 + \left( C_F^2 - \frac{205}{18} C_F C_A - \frac{1415}{54} C_A^2 \right) 2 T_F n_f + \left( \frac{11}{9} C_F + \frac{79}{54} C_A \right) 4 T_F^2 n_f^2 \tag{D.15}
\]

\[
\Gamma_0^q = 4 C_F , \\
\Gamma_1^q = 4 C_F \left[ \left( \frac{67}{9} - \frac{\pi^2}{3} \right) C_A - \frac{20}{9} T_F n_f \right] , \\
\Gamma_2^q = 4 C_F \left[ \left( \frac{245}{6} - \frac{134\pi^2}{27} + \frac{11\pi^4}{45} + \frac{22\zeta_3}{3} \right) C_A^3 + \left( \frac{418}{27} + \frac{40\pi^2}{27} - \frac{56\zeta_3}{3} \right) C_A T_F n_f \\
+ \left( \frac{55}{3} + 16 \zeta_3 \right) C_F T_F n_f - \frac{16}{27} T_F^2 n_f^2 \right] . \tag{D.16}
\]

The $\overline{\text{MS}}$ anomalous dimension for the hard function can be obtained [48, 49] from the IR
The factorization theorem for DIS at threshold implies that $2\gamma_f^q$ (which gives the non-cusp part of the anomalous dimension in the threshold limit not yet for the beam and soft functions.

At NNLL, we only need the one- and two-loop coefficients of $\gamma_f^q$, and $\gamma_f^q$ for the hard function, but not yet for the beam and soft functions.

Denoting $\gamma_f^q$ the coefficient of the $\delta(1-z)$ in the quark PDF anomalous dimension, Eq. (2.17) (which gives the non-cusp part of the anomalous dimension in the threshold limit $z \to 1$), the factorization theorem for DIS at threshold implies that $2\gamma_H^q(\alpha_s) + \gamma_f^q(\alpha_s) + \gamma_B^q(\alpha_s) = 0$, which was used in Ref. [49] to obtain $\gamma_f^q$ at three loops from the known three-loop result for $\gamma_H^q$ [29]. As we showed in Sec. 2.2, the anomalous dimension for the beam function equals that of the jet function, $\gamma_B^q = \gamma_f^q$, so the three-loop result for $\gamma_f^q$ together with Eq. (17) yields the non-cusp three-loop anomalous dimension for the beam function,

\begin{align*}
\gamma_B^q &= 6C_F, \\
\gamma_B^q &= C_F \left[ \left( \frac{146}{9} - 80\zeta_3 \right) C_A + \left( 3 - 4\pi^2 + 48\zeta_3 \right) C_F + \left( \frac{121}{9} + \frac{2\pi^2}{3} \right) \beta_0 \right], \\
\gamma_B^q &= 2C_F \left[ \left( \frac{52019}{162} - 841\pi^2 \right) C_A + \left( \frac{82\pi^2}{27} - \frac{2056\zeta_3}{9} + \frac{88\pi^2\zeta_3}{3} + 232\zeta_5 \right) C_F^2 \\
+ \left( \frac{151}{4} - \frac{205\pi^2}{9} - \frac{247\pi^2}{135} + \frac{844\zeta_3}{3} + \frac{8\pi^2\zeta_3}{3} + 120\zeta_5 \right) C_A C_F \\
+ \left( -\frac{7739}{54} + \frac{325\pi^2}{270} + \frac{617\pi^2}{270} - \frac{1276\zeta_3}{9} \right) \beta_0 \right] + \left( \frac{111}{27} - \frac{8\pi^2}{9} - \frac{41\pi^2}{135} + \frac{52\zeta_3}{9} \right) \beta_1. \quad (D.18)
\end{align*}

At NNLL, we only need the one- and two-loop coefficients of $\gamma_B^q$ and $\gamma_H^q$. The three-loop coefficients, $\gamma_H^q$ and $\gamma_B^q$, are given here for completeness. They are required for the resummation at $N^3LL$, where one would also need the four-loop beta function and cusp anomalous dimension, the latter of which is has not been calculated so far. In addition, the full $N^3LL$ would also require the two-loop fixed-order corrections, which are known for the hard function, but not yet for the beam and soft functions.
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