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ABSTRACT

We propose Nephelai, a Compressive Sensing-based Cloud Radio Access Network (C-RAN), to reduce the uplink bit rate of the physical layer (PHY) between the gateways and the cloud server for multi-channel LPWANs. Recent research shows that single-channel LPWANs suffer from scalability issues. While multiple channels improve these issues, data transmission is expensive. Furthermore, recent research has shown that jointly decoding raw physical layers that are offloaded by LPWAN gateways in the cloud can improve the signal-to-noise ratio (SNR) of weak radio signals. However, when it comes to multiple channels, this approach requires high bandwidth of network infrastructure to transport a large amount of PHY samples from gateways to the cloud server, which results in network congestion and high cost due to Internet data usage. In order to reduce the operation’s bandwidth, we propose a novel LPWAN packet acquisition mechanism based on Compressive Sensing with a custom design dictionary that exploits the structure of LPWAN packets, reduces the bit rate of samples on each gateway, and demodulates PHY in the cloud with (joint) sparse approximation. Moreover, we propose an adaptive compression method that takes the Spreading Factor (SF) and SNR into account. Our empirical evaluation shows that up to 93.7% PHY samples can be reduced by Nephelai when SF = 9 and SNR is high without degradation in the packet reception rate (PRR). With four gateways, 1.7x PRR can be achieved with 87.5% PHY samples compressed, which can extend the battery lifetime of embedded IoT devices to 1.7.
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1 INTRODUCTION

Low-Power Wide Area Networks (LPWANs) are emerging wireless technologies with features such as comprehensive signal coverage, low bandwidth, potentially small packet sizes, and long battery life [12]. One of the representatives is LoRa, which has been widely used in commercial and industrial applications, such as logistical tracking, smart agriculture and intelligent building[33].

LoRaWAN is a recognized MAC-layer LoRa protocol for reliable data transfer, and it is generally deployed on unlicensed ISM bands with 125 kHz or 500 kHz narrow band channels. Such narrow bands limit the bit rate down to several kilo-bits or hundred-bits per second, while they benefit the demodulator’s sensitivity, making it possible to detect and decode LoRa signals significantly lower than noise floor.

Previous research demonstrates that if only one channel is used, LoRaWAN coverage drops exponentially as the number of end-devices grows [14] and may only support approximately 120 nodes for a typical smart city deployment [4]. Some other research similarly indicates that LoRaWAN can support from 200-1000 nodes in different applications [19, 43], which raises concerns about the scalability of LoRaWAN. To this end, by extending from single to multiple channels similar to frequency division multiple access (FDMA), the scalability can be increased [19]. Typical LoRaWAN gateways equipped with Semtech SX1301 chips can operate with up to 8 × 125kHz channels, which provides greater network capacity than a single channel network by eight times. Furthermore, in the USA, up to 64 × 125kHz narrow-band channels are allocated on unlicensed ISM bands for LoRaWAN. A naive approach to cover more than eight channels is to use several gateways simultaneously in one spot. A commercial outdoor LoRaWAN gateway costs approximately US$1,000. Therefore, covering all 64 channels would be expensive and difficult to maintain.

\footnote{SX1301 datasheet. https://www.semtech.com/products/wireless-rf/lora-gateways/sx1301}
Beyene et al. propose the implementation of NB-IoT via Cloud-Radio Access Networks, which are easy to implement and cost-efficient to deploy [3]. NB-IoT and LoRa/LoRaWAN are both LPWAN technologies and share many common features. Inspired by the C-RAN of NB-IoT, we propose a C-RAN architecture for LoRaWAN as an affordable solution to support as many LoRaWAN channels as possible. Thus, with the help of software-defined ratios (SDR), parallel gateways are replaced with a single remote radio head, and PHY processing is offloaded to the cloud.

As an extra benefit of C-RAN, the opportunity to increase the battery life for end devices is provided. Some other approaches such as optimal frequency selection [13] and backscatter [34] have been proposed, while our approach is based on spatial diversity gains. Similar to the architecture of cellular networks [8], multiple LoRaWAN gateways are commonly deployed to provide wide-area network coverage. Therefore, the signal from one end device can be received by multiple gateways and processed jointly. In a recent research, Dongare et al. implemented such a system to exploit the spatial diversity gain to improve SNR by coherently combining PHY samples captured by various gateways in different locations [10]. Thus, an end-device may transmit with a faster bit rate, which results in a shorter transmission duration for a fixed packet/data payload length. Their evaluation shows that increasing the number of received gateways improves the SNR of packets in an approximately logarithmic manner.

Although the aforementioned C-RAN is a promising architecture with many benefits for IoT wireless networks, such a system has a huge impact on the PHY offloading network between the gateways and the cloud. According to Charm [10], when a moving average compressed technique is applied for PHY, 9 Mbps is required for each 500kHz channel and 2.25 Mbps is for each 125kHz channel respectively, which produces 2.25 Mbps × 64 = 144 Mbps data traffic to the cloud if a gateway supports 64 × 125kHz LoRa channels. For lossless Nyquist sampling and data stored as 24-bit I/Q samples (12-bit for I/Q each, same as SX1301), a minimal bit rate of 24 bit×(64 × 125kHz) = 192 Mbps is required for the PHY offloading network. Both settings require gigabit bandwidth for reliable data transmissions, which is challenging in both outdoor or indoor scenarios such as pastures and buildings with sub-100-megabit Internet connections. Moreover, in some rural areas, Internet can only be provided via satellites, the bandwidth of which is very limited. On the other hand, a large-scale LoRaWAN (e.g., with hundreds of gateways) will pose a significant traffic to the data center. It may influence the real-time delivery of PHY samples and reduce the performance of joint decoding that requires synchronized PHY samples from different gateways.

One solution is to equip optical fibers as part of the infrastructure of the PHY dispatching network. However, the cost is unaffordable for many low-cost or ad hoc IoT applications. Another solution is to upload active channels only. However, for large-scale deployment (i.e., tens of thousands of nodes), the probability of simultaneous multi-channel occupation is high. Moreover, because low SNR signals can benefit from joint processing in the cloud, the channel activity detector becomes more sensitive and uploads PHY samples of idle channels to the cloud due to “false alarms”.

Therefore, PHY compression is the key enabler for LPWAN C-RAN. To this end, we propose a Compressive Sensing (CS)-based technique, called Nephelai², to reduce the network bandwidth between gateways and the cloud. Fig. 1 shows the overview of Nephelai, which leverages the sparsity of the PHY for signal compression and (joint) reconstruction. Dictionaries and measurement matrices in Nephelai are custom-designed to exploit the structure of LoRa radio signals to achieve the best compression and reconstruction performance. Nephelai is designed to run in real-time and is implemented with SDR ³. Our testbed evaluation in our campus has shown that, 1) up to 93.7% samples can be reduced without packet reception rate (PRR) reduction; 2) Nephelai can improve battery lifetimes to 1.7× with four gateways and 87.5% PHY samples compressed.

The contributions of this paper are as follows.

- We propose a novel CS-based compression technique for cloud-assisted LPWAN that significantly reduces the bandwidth between the gateways and the cloud.
- We propose a new dictionary to achieve high compression ratios without performance degradation. The proposed dictionary exploits the structure of LoRa radio signals, and achieves more than two orders-of-magnitude better sparse representation than standard Discrete Fourier transform (DFT) and Discrete Cosine transform (DCT) domains.
- We implement a prototype of Nephelai with software-defined radios, and our empirical evaluation demonstrates its superior performance on embedded devices.

2 RELATED WORK

2.1 LPWAN, LoRa, LoRaWAN

LPWAN [7, 12, 33] has attracted much attention from both academia and industry in recent years. LoRaWAN [1, 30, 33] is standardized by the LoRa Alliance for LPWAN on an unlicensed spectrum. LoRa [15, 17, 29, 31, 32, 37] is the physical-layer foundation of LoRaWAN and defines modulation and radio communication. Recent research proposes slotted ALOHA based on a synchronization technique [26], which inspires us to synchronize LoRa symbols based on a similar scheme. In this paper, we focus on the sparsity

²In ancient Greek mythology, Nephelai is the nymph of the clouds.
³One limitation for Nephelai is the front-end hardware. Although our prototype discussed in Sec. 4 later can support 64 channels, if Nephelai is implemented on legacy front-end SX1257, it can support 8 channels only.
of LoRa signals, and leverage the structure of LoRa in de-
mmodation to optimize the performance of physical-layer
compression.

2.2 C-RAN
C-RAN was proposed originally for cellular networks based
on the concepts of centralization and virtualization for the
baseband operations [3, 8, 9, 40]. The network can process
demodulation in the cloud coherently, to exploit the diver-
sity scheme. This refers to improving the reliability of wire-
less communication by using multiple radio channels [5].
Such cloud-assisted decoding techniques in physical layers
have also been investigated in Wi-Fi [35, 42] and LPWAN
[3, 10, 16]. The modification of gateways is transparent to
the senders; therefore, there is no requirement for changes
to the original embedded LoRa devices, which maintain their
compatibility with the legacy devices.

2.3 Physical Layer Compression
One challenge of C-RAN is the high bandwidth requirement
in transmitting I/Q streams from the edges to the cloud [3, 8].
The Wyner-Ziv coding scheme leverages the correlation (side
information) among receivers to use a finer quantizer in PHY
compression [24, 41]. However, the implementation of a dis-
tributed Wyner-Ziv compression is challenging mainly due
to the complexity of obtaining the optimal joint compres-
sion codebook and the joint decompressing/decoding in the
cloud [25]. Alternatively, Compressive Sensing has been ap-
plied to achieve distributed front-haul compression [27, 38].
However, designing a sparse representation exploiting LoRa
structures to improve compression performance has not yet
been studied. To this end, the proposed custom-designed dic-
tionary and measurement matrices achieve more than two
orders-of-magnitude better performance than conventional
DCT and DFT domains used in prior work.

Summary: Nephalai is partly inspired by Charm [10], but
makes significant contributions towards reducing the traffic
between LoRaWAN gateways and the cloud. Charm focuses
on improving SNR and battery life with multiple gateways,
while our work Nephalai focuses on I/Q compression to fur-
ther increase the capacity for PHY processing in the cloud.
The compression technique used by Charm is the sum of
consecutive samples in windows and generates data at a
rate of 9 Mbps for a 500 kHz band. Taking our evaluation
in Sec. 8.2.2 as an example, with 87.5% compression ratio,
the data rate is 375 kbps for 125 kHz, equivalent to 1.5 Mbps
for 500 kHz (more than 80% reduction compared to Charm),
which can help Charm further reduce the data rates between
the gateways and the cloud. Thus, the proposed compres-
sion technique is complementary to Charm. Furthermore,
the proposed compression technique can also be applied in
other scenarios such as multiple (or full) channel reception.

3 BACKGROUND

3.1 LoRa physical layer
LoRa uses chirp spread-spectrum (CSS) as the method for
modulation [31, 36]. The Spreading Factor (SF) is usually
defined as an integer from 7 to 12, representing the num-
ber of encoded bits per chirp symbol. Bandwidth (BW) is
the spectrum constraint of a channel, typically 125 or 500
kHz [21]. As discussed in Sec. 1, the LoRaWAN gateway
uses 125 kHz for receiving packets from end devices, and
thus in this paper we only focus on 125 kHz channels. LoRa
utilizes time-shifted chirps in symbol modulation to carry
information. The frequency of an up-chirp increases in a
linear manner, while a down-chirp is the opposite.

3.2 Demodulation
The commonly used demodulation method is pulse com-
pression, where the chirp symbol is first multiplied by a
down-chirp in the time domain, and then processed with
Fast Fourier transform (FFT) [17, 31]. The result is indicated
by the most significant component in the frequency domain.
If the symbol is not well segmented or unsynchronized, sev-
eral peaks instead of one may show up, which results in
demodulation failure. Open-source software such as gr-lora
[17, 28] provide demodulation and decoding functions, while
Nephelai focuses on PHY compression only.

3.3 Synchronized symbol
Inspired by LoRaWAN class B [21] and slotted ALOHA [26],
we can synchronize end nodes and gateways so gateways can
receive with non-overlapped windows as shown in Fig. 2.
However, perfect synchronization is neither possible nor
necessary. Here, we use synchronized reception to improve
the compression performance only, and further digital signal
processing is performed in the cloud for fine-grain symbol
segmentation. Thus, the synchronization error tolerance is
high. This will be discussed further in Sec. 5.4.
We compare the compression performance of way clocks are synchronized via PPS from GPS modules with Therefore, fewer taps for LPF and higher compression ratio (this will be discussed in Sec. 5.4.2, Nephelai 13 MHz LoRa spectrum, and the embedded system filters to the fact that chirps spread across the whole spectrum, gzip [22]. Gzip can only achieve a 7.5% compression ratio for a conventional lossless compression LZ77-based algorithm, 5.1 Lossless compression

5.3 Dimension Reduction

Johnson-Lindenstrauss Lemma shows that random projections can preserve the $\ell_2$ distance of vector $x \in \mathbb{C}^N$ in a compressed domain $y \in \mathbb{C}^M$, where $M < N$ with a high

4 We omit the complexity analysis of the proposed decoding algorithm in the cloud (i.e., $\ell_1$ minimization solver) since the cloud can be seen as having unlimited resources.

Figure 2: Synchronized receiving for chirp symbols

4 ARCHITECTURE

The Nephelai system has one cloud server equipped with GPU for $\ell_1$ minimization acceleration, and inexpensive single-board computers with SDRs as the edge gateways. Physical-layer radio samples are transferred from gateways to the cloud server via conventional Internet infrastructure.

Fig. 3 depicts the overall architecture of Nephelai. The gateway clocks are synchronized via PPS from GPS modules with the accuracy of several microseconds. The accurate timestamp can help synchronize LoRa chirp symbols (see Fig. 2) and help the cloud server detect coherent LoRa packets easily. To analyze the complexity of our encoding algorithm in edge devices4, suppose we have $N$ samples per symbol (this will be discussed in Sec. 5.4.2, $N = 128$ in practice), $M$ samples per compressed vector, $C$ as the number of channels and $P$ as the number of low pass filter (LPF) taps. Then, the frequency conversion block together with LPF is $O(NP)$, the down-sampler is $O(N)$, and the CS block is $O(MN)$. The overall complexity in the edge devices is $O(NPC + NC + NMC)$. Therefore, fewer taps for LPF and higher compression ratio for CS block can improve the performance of the embedded system. In order to support multiple 125 kHz channels as discussed in Sec. 1, the SDR of the gateway captures the whole 13 MHz LoRa spectrum, and the embedded system filters each channel and compresses using a shared measurement matrix. Compressed bits of each channel are packed together and uploaded to the cloud server. The cloud server then performs decompression and demodulation to recover the LoRa chirp symbols or jointly process all coherent symbols to improve their accuracy.

5 COMPRESSION

5.1 Lossless compression

We compare the compression performance of Nephelai against a conventional lossless compression LZ77-based algorithm, gzip [22]. Gzip can only achieve a 7.5% compression ratio for Nyquist-sampled LoRa PHY, which means 92.5% of samples are not compressible. Such a low compression ratio is due to the fact that chirps spread across the whole spectrum, and general compression algorithms cannot exploit this sparsity in the frequency domain. In the following discussion, we consider the lossless compression ratio as the baseline, and investigate a novel CS-based algorithm to increase the compression ratio.

5.2 Compressive Sensing

CS is an information theory [2, 6, 11] that proposes an approach to recover high dimensional sparse signals from low dimensional measurements. Table 1 summarizes the mathematical symbols in this discussion. For a predefined dictionary $\Psi \in \mathbb{C}^{N \times D}$, any signal $x \in \mathbb{C}^N$ can be a linear combination of $\Psi$ as:

$$x = \Psi s$$ (1)

where $s \in \mathbb{C}^D$ is a coefficient vector of $x$ in the $\Psi$ domain. If $N < D$, given $x$ and $\Psi$, we can not solve Eq. (1) to obtain $s$ in a general form because it is an undetermined problem.

CS imposes the requirement that vector $s$ is sparse; namely, most of the elements in $s$ are zeros. Let $K$ denote the number of non-zeros in $s$, then $s$ is sparse if $K << D$. $K$ in CS is termed as sparsity. CS theory states that vector $s$ can be recovered accurately by solving the following stable $\ell_1$ minimization problem:

$$\hat{s} = \arg \min \|s\|_1 \quad s.t. \quad \|x - \Psi s\|_2 < \epsilon$$ (2)

where $\epsilon$ is noise, and provided that $\Psi$ satisfies the Restricted Isometry Property (RIP) condition. Note that RIP is only a sufficient but not a necessary condition. Therefore, $\ell_1$-minimization may still be able to recover the sparse $s$ accurately, even if $\Psi$ does not satisfy RIP. In fact, $\ell_1$ minimization has a rich history as it has been used to efficiently obtain useful sparse information in the signals from a compressed representation [20, 23].

Common $\ell_1$ minimization algorithms are Matching Pursuit (MP), Orthogonal Matching Pursuit (OMP), Homotopy, $\ell_1$-magic, etc., and the reconstruction performance of the algorithms depends on the sparsity of the signal and the incoherence between the measurement (compression) matrix and the signal itself, which is application dependent. Therefore, Nephelai uses a custom-designed dictionary $\Psi$ to exploit the structure of LoRa signal and a custom-designed measurement matrix $\Phi$ to maximize the incoherence between the matrix $\Phi$ and the dictionary $\Psi$. Furthermore, Nephelai features a unique joint decoding process to exploit the spatial diversity of the LoRa signals received by the gateways in different locations to further improve the signal reconstruction (i.e., the decoding of the LoRa packets) performance.

5.3 Dimension Reduction


Table 1: The summary of mathematical symbols used.

| Symbol | Definition |
|--------|------------|
| $\Psi$ | CS dictionary |
| $\Phi$ | CS measurement matrix |
| $U$ | Diagonal matrix for up-chirp |
| $F_s$ | Sampling rate |
| $T$ | LoRa symbol duration |
| $x$ | Raw samples before compression |
| $y$ | Compressed vector of measurement |
| $s$ | Sparse vector |
| $\alpha$ | Compression ratio |
| $K$ | The degree of sparsity |
| $D$ | The number of items in dictionary |
| $N$ | The number of complex samples in LoRa symbol |
| $M$ | The length of compressed vector $y$ |

For $SF \in \{7, 8, 9, 10\}$, we propose one dictionary for each $SF$ covering two scenarios: 1) synchronized chirp symbol; 2) unsynchronized chirp symbol. Generally, scenario 2 is more common, and scenario 1 can be considered as a special case of scenario 2. Thus, a dictionary for unsynchronized should also be feasible for synchronized chirp symbols. However, based on our simulation and evaluation (see Sec.s 5.4.1 and 8.2.1), the compression ratio of the synchronized chirps is better than that of the unsynchronized, and thus we recommend the implementation of the synchronization mechanism for LoRaWAN to achieve a better compression performance.

5.4.1 Dictionary Design. Rao et al. have proposed the continuous, direct compression of physical layer radio samples with non-overlapped windows, in an attempt to fully recover the signal from the cloud [27]. Normally, radio signals are sparse and compressible in conventional domains such as DFT and DCT. For LoRa, such methods are applicable but a more sparse domain can be obtained by exploiting the structure of the signals.

As discussed previously in Sec. 3.2, we demodulate the symbols by multiplying the symbols with an ideal down-chirp in the time domain and then by performing FFT on the de-chirped symbol. Both synchronized and unsynchronized blocks are sparse in frequency after being multiplied by a down-chirp. Here we define block as any $T$-length clip of a LoRa PHY, where $T$ is equal to the duration of one chirp. A block is a combination of parts from two consecutive symbols. In the following sections, block and unsynchronized symbols are interchangeable.

First, by letting $\varphi(t)$ stand for the phase of an ideal up-chirp, we define matrix $U$ as having a diagonal made of an ideal down-chirp (opposite phase to an up-chirp):

$$U = \text{diag}(e^{-j\frac{\omega k}{n}}, e^{-j\frac{\omega (k-1)}{n}}, ..., e^{-j\frac{\omega (S_F-1)}{n}})$$  

Second, we define $W$ as the DFT matrix for $N = 2^{SF}$,

$$W = \left(\frac{\omega^{ik}}{\sqrt{N}}\right)_{i,k=0,...,N-1}$$

where $\omega = e^{-2\pi j/N}$. Therefore, we can write a sparse representation for any LoRa block $x$ as,

$$s = WUx$$
where s represents the frequency domain and has only a few non-zeros. Comparing Eq. (9) and (1), we can then derive the dictionary $\Psi$ as,

$$\Psi = U^HW^H$$

(10)

where $(.)^H$ is the conjugate transpose. Therefore, the dictionary based on the sparsity of LoRa chirps is generated. We produce dictionaries according to $SF \in \{7, 8, 9, 10\}$, and store them in the cloud server.

As a comparison with DFT, DCT, and the proposed chirp dictionary, Fig. 4a and 4c show the sparsity of typical synchronized and unsynchronized LoRa symbols ($SF = 9$) with channel noise in different domains by sorting the samples by order of magnitude. The fastest decay characteristic (or the smallest $K$) is observed in the proposed dictionary ($\Psi$), and therefore offers the most sparse representation; which means that the most accurate approximations (or LoRa symbol value estimations) can be obtained in this dictionary by using the smallest number of measurements $M$ (Eq. (4)). The sparsity in synchronized symbols is slightly better than the unsynchronized, which means that the accuracy in recovering synchronized symbols is better than the unsynchronized. The figure also shows that the proposed $\Psi$ has two-order-of-magnitude fewer significant coefficients (e.g., the normalized magnitude is larger than 0.1) than those of DFT and DCT.

For the down-chirps in PHY, similar dictionaries can be obtained by replacing $U$ with a matrix with a diagonal made of an ideal up-chirp. Due to the fact that most chirps in LoRa PHY are up-chirps, we first solve $\ell_1$-minimization with the up-chirp dictionary, and then try the down-chirp dictionary if no satisfactory result is obtained. Both dictionaries have similar features and performance. For brevity, we skip the discussion of the down-chirp dictionary.

5.4.2 Measurement Matrix. As discussed in CS theory [2, 6, 11], zero-mean Gaussian matrix and balance symmetric random Bernoulli matrix achieve favorable compression performance. For the computational efficiency on embedded devices, we choose random Bernoulli($\pm 1$) as the measurement matrix $\Phi$ with a fixed seed that is shared by both gateways and the cloud server.

Each symbol has $N = 2^SF$ samples, i.e. $N =128, 256, 512, 1024$ for $SF = 7, 8, 9, 10$ respectively. If we process $SF$ separately, we have to compress PHY four times with $\Phi_7, \Phi_8, \Phi_9, \Phi_{10}$ for each $SF$, which is against our motivation for compression. To solve this problem, we only measure with $\Phi_8$. For $SF = 8$, we can simply concatenate two compressed vectors from $\Phi_7$. Similarly, we concatenate four compressed vectors for $SF = 9$ and eight compressed vectors for $SF = 10$.

Thus, the gateway simply compresses every 128 samples with $\Phi_8$ for each channel, and in the cloud the server concatenates compressed vectors for solving different $SF$s.

5.4.3 Compression ratio. Compression ratios are defined by Eq. (6), and thus a smaller $M$ results in a better compression ratio. Theoretically, $M$ should be bounded on its lower end by Eq. (4). However, the noise from the original signal is hidden in compressed vectors, which may make it challenging to recover the original signals (i.e., $\ell_1$ minimization algorithm fails to solve Eq. (5)). Thus, $M$ is not only bounded by Eq. (4), but is also affected by the signal SNR. We perform a simulation to investigate this phenomenon. As $N = 2^SF$ is an exponent of 2, to simplify the DSP process, $M$ is selected among exponents of 2 (e.g., 16, 32, 64, etc.). Here, we define low, medium and high SNRs as -6, 0 and 6 dB.

Fig. 5 shows that higher $SF$s outperform their lower counterparts, and increasing SNR can improve the compression ratio. When SNR is high, $SF = 9$ and $SF = 7$ can be compressed to 1/16 and 1/8 respectively without significant Symbol Error Rates (SERs), and the compression ratio is mainly bounded by Eq. (4). When SNR is medium and low, $SF = 9$ can be compressed to 1/16 and 1/4 respectively without significant SERs, and the compression ratio is mainly affected by SNR.

We summarize $M/N$ in Table 2 to represent the acceptable compression ratio $\alpha$ if SER is small (e.g., $\leq 0.04$). Then, the empirical compression ratio based on Fig. 5 and Table 2 can be derived as:

$$\alpha = \max\{\min\{1 - 2^{\tfrac{\text{SNR}_{\text{dB}} + SF - 5}{2^SF}}, 1 - \tfrac{2 \cdot SF}{2^SF}\}, 0\}. \quad (11)$$
6  NEPHELAI IN THE CLOUD

6.1 Decoding (Single Gateway)

Most conventional $\ell_1$-minimization algorithms require real-valued vectors and dictionaries, while communication systems always use complex values for I/Q modulation. To solve this problem we transform the vectors from complex-valued to real-valued as,

$$y' = [\Re\{y\}^T \ \Im\{y\}]^T$$ (13)

$$s' = [\Re\{s\}^T \ \Im\{s\}]^T$$ (14)

$$\Theta' = \begin{bmatrix} \Re\{\Theta\} \\ \Im\{\Theta\} \end{bmatrix}$$ (15)

where $\Theta = \Phi\Psi$. Then, we solve the problem with a real-valued $\ell_1$-minimization algorithm for Eq. (5) as,

$$\hat{s}' = \arg\min\|s'\|_1 \ s.t. \ \|y' - \Theta' s'\|_2 < \epsilon$$ (16)

After obtaining the sparse vector $\hat{s}'$ with Eq. (16), we recover the complex-valued sparse vector $s_{opt}$ by reversing Eq. (14), and thus we solve not only the magnitude but the phase of the chirp symbol.

Instead of using FFT for demodulation as described in Sec. 3.2, we proceed to estimate the most likely value $\lambda$ by using residual $r$. The residual for symbol candidate $i \in \{0, 1, ..., 2^{SF} - 1\}$ is:

$$r^{(i)}(y) = \|y - \Psi\delta^{(i)}(s_{opt})\|_2, \quad \forall i$$ (17)

where operator $\delta^{(i)} : \mathbb{R}^D \rightarrow \mathbb{R}^D$ indicates a vector containing the only coefficient related to candidates $i$ (the coefficients related to other candidates are set to be zeros). Then the final symbol estimation is determined by:

$$\hat{\lambda} = \arg\min_{i} r^{(i)}(y), \quad \forall i$$ (18)

i.e., the $\lambda$ with the minimal residual representing the modulation value. Fig. 4d shows the result of Nephelai decoding with Eq. (17) for a noisy chirp symbol. The highest peak (i.e., $1 - r^{(i)}$, suppose $r^{(i)}$ is normalized) represents the modulated value (e.g., 300) of the LoRa symbol correctly. Note
that in $s_{\text{opt}}$, the phase of the highest peak may be used for radio-based ranging, which is beyond the scope of this paper.

6.2 Joint Decoding

We have discussed how Nephelai recovers value $\lambda$ from single compressed measurement $y$. In this section, we discuss how Nephelai exploits spatial diversity for gateways and improves performance with joint decoding.

Suppose that we have $G$ gateways, and each gateway captures a transmitted copy of the same LoRa symbol independently. Next, Nephelai estimates the SNR level $y_g$ and produces residuals $r_g(i)$ ($g \in \{0, 1, ..., G - 1\}$) for $G$ gateways with Eq. (17). One of the ways to fuse these residuals among gateways is to perform a weighted summation. Based on the selection of combining weights, we have four algorithms: 1) weighted equally, aka. equal gain combining (EGC); 2) weighted by the $\sqrt{\text{SNR}}$; 3) weighted by the SNR aka. the maximum ratio combining (MRC), and 4) weighted by the SNR$^2$. We evaluate the algorithms with collected samples by four gateways (further discussion in Sec. 8.2.3), and the results are shown in Fig. 7. All algorithms succeed in improving the PRR, and the algorithm weighted by the SNR has the best performance especially when the compression ratio is high. Thus, we choose the MRC algorithm with SNR $y_g$ as the weight in the following evaluation.

Following this, the final symbol estimation is determined by:

$$\hat{\lambda} = \arg\min_i \sum_{g=0}^{G-1} y_g r_g(i)(y), \forall i$$  \hspace{1cm} (19)

Nephelai’s joint decoding algorithm can be found in Algorithm 1.

![Algorithm 1: JOINT-DECODING](image)

7 PROTOTYPE IMPLEMENTATION

The Edge Gateway The Nephelai gateway shown in Fig. 8 has a radio front-end to capture signal samples on given LoRa channels, and an embedded computer to pre-process and compress the received signal samples before uploading to the cloud. In our prototype, we select BladeRF 2.0 SDR as the radio front-end to capture radio signals on LoRaWAN uplink channels (e.g., 902 MHz to 915 MHz in the USA). The output of SDR is a stream of $I$ and $Q$ components, which can be regarded as complex values where $I$ denotes real and $Q$ denotes imaginary parts respectively. The SDR can sample up to 61.44 mega samples per second (MSps), which are capable of capturing all the information in the whole 13 MHz upstream spectrum for USA defined by LoRaWAN. The Nyquist sampling rate for one channel is 125 kHz for complex samples (i.e. 250 kHz for real samples), and therefore the sample rate for 64 channels is 8 MSps (note the 75 kHz guard band between consecutive 125kHz channels, meaning that 8 MHz is for LoRa channels on a 13 MHz spectrum).

The SDR is connected to an Odroid-N2 (6-core single board computer with quad-core Cortex-A73@1.8GHz and dual-core Cortex-A53@1.9GHz) via a USB 3.0 port, through which the LoRa radio samples are transferred. Next, the Odroid-N2 processes (see Sec. 4) and compresses (see Sec. 5.4) the samples before transferring them to the cloud server. The sampling rate of our prototype is 13 MHz, which is sufficient to cover the 13 MHz LoRaWAN spectrum. Without loss of generality, we demonstrate the compression performance of Nephelai in a single LoRa uplink channel. If one single channel is compressible, so are 63 other channels.

We design and implement the software for Nephelai gateways, called gr-Nephelai based on the open-source software-defined ratio platform GNU-Radio. The frequency conversion and low pass filter shown in Fig. 3 are implemented in C++ and complied with single instruction multiple data (SIMD) optimization. Although there are 64 parallel branches in Fig. 3, we implement one block for all 64 channels instead of implementing 64 blocks individually.
of one block for each of the 64 channels to reduce the handover between blocks. The low-pass filter taps are selected as 47 to maintain real-time performance. The passband is designed to be 275 kHz, which works well to avoid inter-channel interference. When the gateway is running at full capacity (processing 64 channels), the overall CPU usage is approximately 60%.

The transmitter We program Multitech mDot, which comprises a LoRa wireless chip (SX1272), to periodically transmit 4 predefined bytes. The mDot with STM32F411RET uses 31 mA @100 MHz in the maximum power setting.

The Cloud Server Although the Nephelai cloud server can be any kind of general server, we use a 12-core CPU, 32 GB RAM and Nvidia 2070 GPU server in our prototype. It can perform $\ell_1$-minimization algorithms for joint sparse LoRa signal reconstruction (i.e., LoRa packet decoding, see Sec. 6.2) in real-time.

8 EVALUATION

8.1 Goals, Metrics and Methodologies

We deployed a Nephelai testbed with four Nephelai gateways (see Sec. 7) on our campus as shown in Fig. 9, where gateways are connected to a Nephelai cloud server (see Sec. 7) via Wi-Fi. We programmed seven mDots (see Fig. 8) as LoRa motes to periodically transmit predefined LoRa packets with power from 2 dBm to 14 dBm. We installed the LoRa motes in several representative positions in the campus to emulate real applications, and collected LoRa radio samples with each gateway simultaneously. During our evaluation, we collected more than one million LoRa chirp symbols among SF7 to SF10 to evaluate the performance of Nephelai.

We deployed LoRa motes to emulate real use cases. Mote-1 was an indoor temperature and humidity sensor; mote-2 acted as a passive infrared sensor (PIR), which functioned as an occupancy detector for the warehouse; mote-3 behaved as a smart water meter; mote-4 represented a simple outdoor weather station; mote-5 was attached to a stair handrail and counted people; and mote-6 and mote-7 measured the soil’s humidity to control a watering system for the lawn. In this evaluation we were not interested in application data but instead focused on PHY compression and potential battery lifetime improvement with joint decoding.

Nephelai is designed to implement the physical layer compression for cloud-assisted LoRa demodulation/decoding and to potentially improve transmitters’ energy efficiency. Therefore, the goals of our evaluation were:

1. to study whether Nephelai can reduce the network bandwidth of the front-haul in LPWAN C-RAN,
2. to study the impact of compression ratio ($\alpha$) on the system’s performance, and
3. to study whether Nephelai can demonstrate similar energy improvements for the LoRa transmitter as the state-of-the-art LPWAN C-RAN, but with fewer front-haul data rates.

The metric for network bandwidth reduction is bits per second (bps), and that for energy reduction is battery lifetime extension. For methodologies, firstly, on the symbol level we evaluate how SNR and compression ratios affect SER in order to compare these with the simulation in Sec. 5.4.3. And then on packet level, we evaluated the PRR for single gateway scenarios with three LoRa motes and different power transmission levels. Furthermore, we evaluated the joint processing gain with four gateways and four transmitters to demonstrate that an equivalent SNR improvement can be achieved as the state-of-the-art [10], i.e. to extend the battery lifetime to approximately 1.7x (equivalent to 2.3 dB SNR improvement) with four gateways, but with greater PHY compression. As there are different SFs resulting in different PRRs, we assumed that each SF was equal likely to be selected, and we calculated the expected PRR by averaging the PRRs of all SFs.

8.2 Empirical Results

8.2.1 Compression ratio. As discussed in Sec. 5.4.2, the compression ratio ($\alpha$) is calculated using the dimension of measurement matrix $\Phi \in \mathbb{C}^{M \times N}$ (see Eq. (3)). In this section, we are only interested in how SNR affects the compression ratios, and in evaluating the compression ratio determination equations (i.e., Eq. (11) and (12)) for synchronized and unsynchronized symbols. We programmed motes-1/2/3 to transmit with power varying from 2 dB to 14 dB, and collected 50,000 synchronized and unsynchronized symbols respectively. We grouped symbols with respect to their low (-6 dB), medium (0 dB) and high (6 dB) SNR. Fig. 10 and 11 compare the compression performance of different SFs and SNRs based on the symmetric Bernoulli matrix($\Phi$) of $\pm 1$ and our proposed
chirp dictionary $\Psi$ (see Sec. 5.4). For example, for medium SNR (0 dB, i.e. the signal energy is equivalent to the noise floor) with synchronized symbols in Fig. 10, SF9 achieves an SER below 0.04 with a compression ratio of 93.7%. This represents approximately 16 times the bandwidth reduction in the C-RAN front-haul.

With a small SER value (e.g., ≤ 0.04) as the reliable transmission threshold, we can summarize that the evaluation matches the simulation, when referring to $M/N$ in Table 3 based on Fig. 10, which compares Table 3 to Table 2. Therefore, we can use Eq. (11) in compression ratio selection. We observed similar patterns in the results of unsynchronized symbols in Eq. (12), however we omit the discussion here for brevity.

Furthermore, we performed PRR evaluation for synchronized packets with different SNRs, SFs and compression ratios as shown in Fig. 12. The LoRa packets transmitted in the evaluation had fixed length and their payloads consisted of 4 bytes (equivalent to 8 symbols). We defined PRR 75% as the threshold for reliable transmission [18] and used it in our compression ratio selection. With the PRR criteria, Fig. 12 implies a similar compression ratio selection as that with SER in Table 3. Thus, we can use Eq. (11) in compression ratio selection. For unsynchronized symbols, similar to the discussion with SER, Eq. (12) is used for compression ratio selection.

In summary, compared to the benchmark of lossless algorithm LZ77 that achieves a compression ratio of 7.5% (see Sec. 5.1 for more details), the proposed approach can improve the compression ratio by approximately 10 times, depending on the parameter settings. For example, when SNR is high, a compression ratio up to 93.7% can be achieved for most SFs. Therefore, Nephelai achieves a significant reduction in traffic between gateways and the cloud server, which makes the cloud-assisted LoRa decoding scheme more scalable.

8.2.2 The performance of single gateway. In the single gateway evaluation using a real case, our goal was to compress PHY without PRR degradation. As discussed in Sec. 5, over-compression means that the $\ell_1$ minimization algorithm fails to solve Eq. (16), which increases SERs and decreases PRRs.

Firstly, as shown in Fig. 9, LoRaWAN transmitter motes 1, 2 and 3 were installed in a fixed position and were programmed to transmit 4 bytes with different spreading factors (SF = 7, 8, 9, 10) at 2 dBm, 8 dBm and 14 dBm respectively. We collect packets via one gateway in either synchronized or unsynchronized mode. Secondly, with the algorithm proposed in Sec. 6.1, we calculated the PRR for different compression ratios. Instead of SER, we were more interested in PRR which describes the performance of end-to-end data transmissions. For example, if PRR is halved, the energy required to successfully deliver one packet is doubled, as the embedded node needs to transmit the packet twice. Therefore, the battery lifetime is halved. It is evident that PRR is more intuitive than SER in describing battery lifetime.

Table 3: Reliable compression ratio based on testbed collected data represented by $M/N$.

| SF   | 7     | 8     | 9     | 10    |
|------|-------|-------|-------|-------|
| low SNR (-6 dB) | 1/2   | 1/4   | 1/16  | 1/32  |
| medium SNR (0 dB) | 1/2   | 1/4   | 1/16  | 1/32  |
| high SNR (6 dB)  | 1/8   | 1/16  | 1/32  | 1/32  |

Figure 10: Synchronized symbols from testbed: SER affected by compression ratio and SNR for different SFs

Figure 11: Unynchronized symbols from testbed: SER affected by compression ratio and SNR for different SFs
In our synchronized scenario, the compression ratio of 87.5% for motes-1 and 2 produced more than 90% PRR when power transmission was medium. For mote-3 in the basement, the compression ratio of 75% produced more than 50% PRR. We note that mote-3 was over-compressed with the compression ratio of 87.5% because the PRR is only 30% (see Fig. 13). Increasing power transmission could have increased the compression ratio for mote-3 from 75% to 87.5%, allowing it to maintain its PRR above 50% (Fig. 13(c)). According to the mDot datasheet, increasing power transmission from medium to high consumes 3.7% extra energy, which provides another acceptable option for scalability improvement.

In summary, Fig. 13 shows that PRR does not decrease with appropriate compression ratios, and increasing power transmission can improve the compression performance of Nephelai. Therefore, if all motes transmit at 14 dBm, we can select 87.5% as the compression ratio. For 64 channels, only $64 \times 24 \times 125000 \times (1 - 0.875) = 24$ Mbps is required for a single gateway in LPWAN C-RAN. Consequently, such a gateway can operate with bandwidth-limited Internet connections, widely extending the deployment region and application scenarios.

8.2.3 The performance of joint decoding. Compressing PHY without PRR degradation is possible as shown in Sec. 8.2.2 above. In this section, we evaluate the improvement of PRR with joint decoding under compression. Our goal was to achieve an equivalent performance to the state-of-the-art Charm system (i.e. 2.3 dB SNR improves with four gateways, see Sec. 1 for the details), but with less front-haul bandwidth between the gateway and the cloud.

Firstly, we programmed motes-4,5,6 and 7 to be in synchronized mode and to send 4 byte messages periodically with high transmission power\(^6\) (14 dBm). We collected LoRa radio samples simultaneously via gateways-A,B,C and D with different compression ratios (see Sec. 8.1 and Fig. 9 for testbed deployment in details). The number of packets for each SF was equal. Secondly, we calculated the PRR for single gateway decoding and coherent joint decoding with 4 gateways (according to the algorithm discussed in Sec. 6 under different compression ratios). We averaged PRR for all SFs to get the expected PRR as discussed previously in Sec. 8.1.

Fig. 14 shows how much improvement can be seen by joint decoding with four gateways compared to a single gateway. For battery-powered LoRa motes, the expected energy consumption per packet is reversely proportional to the PRR, and thus the expected battery lifetime is proportional to the PRR. When the compression ratio was 87.5%, mote-4 had PRR above 99% (since the position of mote-4 was very close to one of the gateways), while motes-5,6 and 7 had poor PRR with a single gateway. After joint decoding with four gateways, the PRR of mote-5 was improved from 70% up to 93%, while mote-6 went from 47% to 77%, and mote-7 went from 36% to 76%. The improvement factors are 1.33, 1.64 and 2.11 respectively, and the average is about 1.70. Therefore,

\(^6\)We define 14 dBm as high transmission power in this paper, but in fact 14 dBm is a moderate choice compared to the maximum 22 dBm.
on average, joint decoding extends battery lifetime to approximately 1.70 with four gateways when the compression ratio is 87.5%. We note that the least improved PRR occurred when the compression ratio is 75%, which is equivalent to a good quality, low power wireless link with a high C-RAN bit rate. Therefore, 87.5% is the recommended trade-off between compression ratio and PRR.

For compression up to 93.7%, single gateways experience severe packet loss for each mote. After joint decoding, the PRR of mote-4 was improved from 40% to 58%, while mote-5 improved from 16% to 22%, mote-6 from 13% to 22%, and mote-7 from 10% to 20%. However, this compression ratio is not recommended because most of the PRRs are still poor (i.e., less than 50%) even with joint decoding. Particularly, increasing the compression ratio from 87.5% to 93.7% for mote-4 causes PRR to decrease from more than 99% to 40%, meant that the mote had a shorter battery lifetime by approximately 60%. Finally, we note that when the compression ratio is 75%, with joint decoding, all PRRs are increased to more than 99%.

In summary, Nephelai with 4 gateways improves the PPR and the battery lifetime of a LoRa transmitter by 1.7 times on average, with the recommended compression ratio of 87.5% compared to a single gateway, which is equivalent to 2.3 dB SNR improvement (10log_{10} 1.7). The compression ratio of 87.5% also means that the PHY is compressed from 3 Mbps down to 375 kbps for one channel, while that of Charm is 2.25 Mbps per channel (see Sec. 1 for details). This demonstrates that Nephelai has similar functionality in improving the battery lifetime of embedded IoT devices as Charm [10], while Nephelai reduces the bandwidth between gateways and the cloud by $1 - 0.375/2.25 = 83.3\%$.

8.2.4 Cloud computing overhead. Solving $\ell_1$ minimization is computationally intensive, but can be handled with parallel implementation using multi-threading, GPU, FPGA, etc. in the cloud. If the demodulation of one symbol is performed in real-time, and the delay caused by data transmission and computation (from the gateway to the cloud, and back to the gateway) meets the LoRaWAN requirement for an ACK, the Nephelai system is feasible.

We evaluated cloud computing overhead by performing single-threading tests with MATLAB on Intel Core i7-8700 CPU @ 3.20GHz with 32GB RAM for 1000 times calculation per case as shown in Table. 4. The worst case is SF10 with a 50% compression ratio. One symbol for SF10 can be solved in less than 500 ms with a single thread. The length of one symbol for SF10 is 8.2 ms, and in 500 ms the gateway can receive at most 61 of these symbols. Therefore, a 64 core server can be used in the cloud to dispatch demodulation tasks to each core in order to obtain real-time demodulation within 500 ms. For other SFs and compression ratios, the computational demand is even lower. Note that the computation can be further optimised for higher efficiency.

LoRaWAN has a relatively loose requirement for ACK delays due to low bit rates (e.g., 300 bps). There is a parameter called ACK_TIMEOUT in the LoRaWAN settings with a default value of $2 \pm 1$ s (i.e., a random delay between 1 and 3 seconds)\textsuperscript{1}. The demodulation latency is less than 500ms as discussed above, and the Internet latency is typically less than 100 milliseconds one way. Processing latency caused by gateways and radio propagation delays can be ignored. Thus, an ACK can easily be generated in one second to meet the LoRaWAN requirements discussed above.

Table 4: $\ell_1$-minimization overhead testing for different SFs and compression ratios. Unit: millisecond.

| $\alpha$ | SF7 | SF8 | SF9 | SF10 |
|---------|-----|-----|-----|------|
| 0.5     | 5.1±2.5 | 10.8±2.7 | 66.8±61.9 | 297.7±180.5 |
| 0.75    | 2.0±0.6 | 4.7±1.0 | 16.3±13.7 | 71.2±32.6 |
| 0.875   | 1.0±0.2 | 2.2±0.4 | 5.5±3.3 | 16.1±6.1 |
| 0.937   | 0.6±0.1 | 1.1±0.2 | 2.3±0.9 | 5.1±1.8 |

8.2.5 Influence of concurrent transmission. Theoretically, multi-channel concurrent transmission may reduce the system’s performance by leaking energy as noise to other channels. However, through our evaluation, we have found that concurrent transmission does not cause system degradation.

We established a LoRa transmitter that sent packets with SF=8 and a packet length of 41.5 ms every 50 ms periodically in one 125kHz channel, and another transmitter that sent in the neighbouring channels. We calculated the PRR

![Figure 14: PRR improvement by 4-gateway joint decoding with compression ratio](image-url)
based on the collected samples in different interference environments: no interference, concurrent transmission on a +200kHz channel, concurrent transmission on a +400kHz channel, ... , and concurrent transmission on a +1000kHz channel. Our evaluation results show that no significant PRR reduction is caused by concurrent transmissions. If we have a well designed filter for each 125kHz channel, the noise caused by concurrent transmissions can be prevented. In summary, Nepheleai is robust against the interference caused by concurrent transmissions.

9 CONCLUSION

We introduce Nepheleai, which is based on CS-theory, to reduce the bandwidth requirement between edge gateways and the cloud server for cloud-assisted LoRaWAN. Nepheleai exploits: 1) the physical layer structure of LoRa symbols for a custom designed dictionary to significantly improve its compression performance, 2) the relationship between compression ratios, SNR and SFs to select an appropriate compression ratio, and 3) radio signal spatial diversity by joint decoding to improve the PRR as well as the battery lifetime for end devices. Our empirical results with an edge gateway prototype consisting of SDR and Odroid-N2 show that Nepheleai can reduce traffic between gateways and cloud servers by up to 93.7% and can significantly improve the scalability of cloud assisted LoRaWAN.
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