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Abstract

Background: In this paper, we try to shed light on the question whether natural disasters, such as nuclear accidents, have an impact on policy makers’ activity in passing new green energy policies. Disruptive moments like exogenous shocks reinforce society’s disapproval against polluting technologies and should open a window of opportunities to eventually initiate a change toward green energy.

Methods: Based on the data of 34 OECD countries, we disentangle the effect of disruptive exogenous shocks on countries’ policy activity. Starting with OLS regressions, we run several robustness checks by using a pre-sample mean approach, an ARDL technique called dynamic heterogeneous panel models (DHPM), which allows for the distinction between long- and short-run effects.

Results: The results corroborate the hypothesis that unexpected, disruptive events have a positive impact on the actual number of renewable energy policies. The fade-out time for shocks is about 7 years, leaving a positive long-term effect.

Conclusion: Exogenous events such as nuclear disasters act as “focusing event” and seem to offer policy makers a window of opportunities to initiate conducive policy measures toward a cleaner economy. Furthermore, a country’s capacity in green technologies is key to a pervasive diffusion of green technologies.
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Introduction

The dangers of climate change have long been known. Global warming along with a rising sea level increased intensity and frequency of extreme weather events [1–3] threaten our livelihood. Apart from the negative effect on economic development, beyond and above all, it is our health that is at stake. Rising temperatures will make life impossible in many regions that are already struggling with heat. The cultivation of staple food becomes more costly and difficult [4]. In spite of all the damaging consequences, global emissions are still on the rise [5].

The reasons for this political sclerosis are threefold. Firstly, it is difficult for the public to understand climate change. Already, the time dimension causes problems in doing so. A single hot summer day does not prove climate change, a persistent increase in average temperature however does, although 2 °C might sound little [6]. Secondly, climate change is delocalized, meaning that the polluters are not necessarily those directly affected. Atoll countries, for example, despite little domestic emissions suffer from a declining habitat due to climate change [3], whereas the effects on industrialized countries emitting a multiple of greenhouse gases are less immediate and therefore less obvious to the public. This makes it difficult for the broad public to discern the injured from the injuring party. So it thirdly is little surprising that the awareness of having to act against climate change is little pronounced in the public eye [7–10]. The public reacts if it can “see” or “feel” the obvious consequences of a pressing problem. It seems that only © The Author(s). 2020
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after some natural disaster (i.e., hurricanes or heatwaves) the public becomes aware of the possible dangerous consequences of climate change. As it has been observed in previous studies, people search the Internet for keywords such as “climate change” or “global warming” [11].

This phenomenon is even more obvious in the case of nuclear energy production. The danger of nuclear technology has been known ever since its discovery. Exposure to nuclear radiations can lead to environmental consequences [12], food insecurities [13], and health complications [14, 15]. On the other hand, energy produced by nuclear technology is stable and relatively low in price. Therefore, public awareness and beliefs about possible consequences are heterogeneous across countries and fluctuating over time [16, 17]. For instance, Bisconti [18] analyzed long-term public opinion data and concluded that the larger portion of the US public takes a neutral position concerning nuclear energy. For example, 64% of the population neither strongly favor nor oppose nuclear energy. However, changes in public opinion can be observed as an immediate consequence of sudden nuclear accidents, where generic support for nuclear energy decreases. Such a decrease in support was reported in a cross-country public opinion survey (WIN-Gallup). In April 2011, after the accident of Fukushima, an average of 8% loss in nuclear energy support was measured in 47 countries [18]. Taking this into consideration, it is plausible that accidents would raise public concern and, in turn, result in changes on the political level as a search for alternative solutions.

Hence, an unexpected crisis, such as nuclear accidents, can help accelerate the political process. Policies previously excluded from the political agenda suddenly are brought back and appear enforceable. According to the policy literature [19], these events become so-called focusing events. They make citizens as well as politicians alert to the risks of nuclear power production or climate change. In the aftermath of the nuclear accident in Fukushima, Germany took drastic decisions concerning the phase-out of nuclear energy. As a response to decreasing public support for nuclear power, the government decided to shut down seven reactors temporarily and to accelerate the phase-out of nuclear energy production [20]. Similar reactions took place in other countries, where governments rethought their energy production strategy and decided to withdraw from nuclear power production. For instance, Switzerland voted for a phase-out by 2034 [20]. In Japan, after the Fukushima accidents, the government shifted its energy consumption to fossil fuel resources [21].

The main interest in policy research is to investigate the challenges of their implementation or ex-post—the evaluation of policy effectiveness [22–24]. Scholars investigate the challenges when implementing policy measures [25]; however, the vast majority of studies address policy effectiveness questions, to wit, whether policies positively affect green innovation [26–29], the potential of policies to reduce carbon dioxide emissions [30], or whether they contribute to economic growth [31, 32].

To our knowledge, there is little work on the possible determinants triggering respective green policies. We raise the question if external shocks can work as incentives for decision-makers to pass new renewable energy policies. In other words, we ask whether these accidents function as a catalyst, i.e., as a focusing event [31, 33] for policymaking. The strand of literature, to which we intend to contribute, is the so-called Advocacy Coalition Framework (ACF) as put forward by Jenkins-Smith and Sabatier [34]. This concept offers a general frame explaining the basic mechanisms of shifts in policymaking. As, for instance, Nohrstedt [33] points out, the ACF links the momentum of external shocks (i.e., nuclear accidents) to the consequential policy initiatives arising from it. Complementary to the abundance of micro studies in the literature, we add a quantitative cross-country comparison quantifying the results of a crisis to policy change on the theoretical grounds of the ACF.

The data we use is gathered from various data sources. From the International Energy Agency, we collected about 60 different supply and demand side policies in renewable energy of 34 OECD countries. For identifying nuclear accidents as possible focusing events triggering new renewable energy policies, we perform several regression models such as ordinary least square regressions, followed by count data models; to distinguish between short-run and long-run effects, we perform dynamic heterogeneous panel model (DHPM) estimation. Thus, we retrieve a proxy for the fade-out time of shocks. The proxy will be implemented in further robustness checks. Additionally, several controls are included in the models, such as energy prices, power production capacities, and shares of renewable energy production.

The results suggest a significantly positive effect of nuclear disasters on the enactment of renewable energy policies. The shock, according to our calculations, fades out after about 7 years, indicating that the “window of opportunity” for policy makers lasts about 7 years. Finally, evidence for an increase in R&D as well as diffusion policies after both Fukushima and Ibaraki are found; however, no effect was found for either of the policies after Chernobyl.

1See also Schlager [35], Sotirov and Memmler [36], Sabatier [37, 38], Henry et al. [39], Kübler [40], and John [41].

2The data have also been used in studies by Nesta et al. [26], Johnstone et al. [42], Popp [28], and Fischer and Newell [30].
We may conclude that severe external shocks, such as nuclear accidents, redirect policy makers’ attention. Such shocks function as “focusing events” which finally have policy makers reconsider their policy agenda. They are catalytic moments that help (political) actors form coalitions to eventually bring about policy change and introduce supportive policies such as policies promoting renewable energy technologies.

Moreover, as longing for further external shocks cannot be a serious policy implication, it remains to pose the question whether there is a comparably effective policy momentum to create the same effect as external shocks. This question, however, cannot and is not to be answered with this research setting.

The rest of the paper is organized as in the following. In the “Background” section, we discuss the concept of the Advocacy Coalition Framework (ACF) and our adaptation of the ACF for empirical testing. The “Data” section delivers descriptive statistics, lays out our general empirical approach, and discusses the econometric specification of models. Results are presented in section 3 including robustness checks, endogeneity issues, and the differentiation between long- and short-run effects. A discussion and conclusion round off the paper in section 4.

Background

Crises, focusing events, and the advocacy coalition framework (ACF)

Nuclear accidents mark moments of crisis, they manifest “...a combination of severe threats, high uncertainty, and the need for urgent decision making” ([43], p. 557). In policy change literature, crises are often considered as “focusing events.” Birkland [49] distinguishes three categories: (1) normal events which can be expected to happen but are unpredictable such as earthquakes, hurricanes, or nuclear disasters; (2) new events which refer to unprecedented events as induced by technological change, or the usage of new products; and (3) common events under uncommon circumstances. This type of events refers to events which occur on a regular basis but cannot be predicted where and when it happens. School shootings would be one those examples [50].

With respect to policymaking, the bigger the accident, the more attention is paid to the underlying political issue. Nuclear disasters, although labeled normal event, are major events and unpredictable. Once an accident occurs, as Nohrstedt and Weible [51] point out, the emerging crisis becomes a focusing event, which has political actors focus on the issue and become aware of the potential consequences of such accident. This moment opens up an opportunity to come to a democratic consensus and make a change. Therefore, such events are frequently considered causal drivers for major or non-incremental policy changes.

The underlying mechanism, how such kind of events lead to policy change, can be described with the so-called Advocacy Coalition Framework (ACF) as suggested by Sabatier and Jenkins-Smith [52]. It is a general framework explaining the basic mechanism how shifts in policymaking occur, while linking the momentum of crisis to the consequential policy initiatives arising from it [33].

Figure 1 sketches the basic concept in a simplified version. According to Sabatier and Weible ([53], p. 191), (1) policymaking takes place among specialists (macro perspective) who are influenced by many factors of the political as well as the socio-economic system; (2) actors decide within lines of certain political and social context, even if once taken decisions may not necessarily be perfectly rational (micro perspective), and (3) actors need to form advocacy coalitions in order to have a say in the political process (meso perspective). As a consequence, subgroups emerge which share common expertise, interests, and beliefs. It is the coalitions that take influence on the decision-making process within a given political subsystem, which eventually results in the specific design of the institutional frame or the (re-)distribution of resource.

4This micro concept is taken from social psychology and is in contrast to rational choice theory. The concept refrains from the orthodox economic approach of methodological individualism. Decision-making is not performed in isolation as if actors behave purely rationally. Conversely, the ACF follows the normative grounds of March and Olsen [54], who argue that decisions are made in accordance with the “logic of appropriateness” and the “logic of consequences”; decision makers follow rules and intend to maximize good consequences. Compare Sabatier and Weible ([53], p. 194). This also explains the inertia in the political system; it is not sufficient when individuals change their mind. It needs the majority of a group to come to new beliefs and convictions. Only if the majority shares new common attitudes, beliefs, or interests, a change in the coalition’s strategy can occur.

5With regard to an endogenous concept of change, rule-based behavior, and meso economics, see also Dopfer and Potts [55], Dopfer [56], and Dopfer et al. [57], respectively.

6It shall be stressed that coalitions are not confined to political parties rather than any kind of participant in the political process such as interest group leaders, journalists, or researchers.
The emergence and the development of political subsystems are determined by the opportunity structure constituted by actors, subgroups, and the prevailing participation pattern. The more diverse beliefs or attitudes, the more difficult to form coalitions. Some coalitions may remain uninfluential because of their (short-term) resource constraints, or they may simply lack the funds to make themselves be heard in the political process.

Whether a policy change is actually initiated or not depends on various factors. The political proximity and the geographic proximity play a decisive role. The closer political parties’ proximity, the simpler a consensus to achieve. The more geographically concentrated the point of interest, the less difficult the opinion-forming process. Also, the political system itself may represent an inhibiting factor, since the inert institutional setting of a political system, may create a “…policy equilibrium, that cannot be changed from within.” ([51], p. 3). Hence, an external shock can help destruct the political equilibrium and initiate a policy change. Whether the effect of a crisis is long-lasting or not depends on the severity of the crisis: the bigger the cause, the bigger the impact. But it is also conceivable that small events have a large and enduring political consequence. Further complexity is added by the fact that not all system parameters are stable over time. Some are rather stable, such as the constitutional structure, the social structure, or the socio-cultural values within society, and others may change substantially, such as the public opinion or the socio-economic conditions.

The holistic approach of the Advocacy Coalition Framework (ACF) captures all these factors that take impact on the participating subsystems within the political decision-making process.

**A simplified ACF for empirical testing**

For the purpose of this paper, we will not elaborate any further on the ACF as such. Instead, we intend to use the concept to describe the country-specific context in which external shocks, i.e., nuclear disasters, may have an impact on the political process. To date, most empirical studies focus on case studies. Instead, we want to perform a quantitative study evaluating the impact of external shocks on political activity in 34 OECD countries. For this reason, the ACF must be simplified even further. The perspective of case studies using the ACF model is quite detailed and differentiates many micro-level parameters which cannot be identified when it comes to country comparisons. To our knowledge, there is no available data set, which would contain all required variables for a detailed description of the underlying mechanisms. As we deal with annual data, we concentrate on system elements trackable on a yearly basis.

On these grounds, we reduce the ACF to an even simpler representation in Fig. 2. Three building blocks remain in our version of the ACF. The (1) Relatively Stable Parameters, as in the original version, reflect the substratum of the Long-term Coalition Opportunity Structure, with which we will proxy the persistence of the political system of a country; (2) the representation of the country-specific political subsystem, labeled Current Political Balance of Power, which is held responsible for decisions made on policy measures; and (3) the resource constraints referring
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**Fig. 1 Advocacy Coalition Framework. Source: Adapted from Sabatier and Weible [53]**
to a country’s temporary socio-economic context in which policymaking occurs.9

Based on the country-specific ACF, we can now look at the effects external shocks have on political activity. Nuclear disasters are major events with great impact on the policy due to their gravity and breadth, as they affect political, environmental, and societal levels. The nuclear events in the last decades, which represent severe external shocks, are the accidents in Chernobyl, Ibaraki, and Fukushima. Their severity can be measured by the International Nuclear Event Scale (INES) introduced by the International Atomic Energy Agency (IAEA) in 1990. The classification ranges from 0 to 7, where 0 means that a nuclear incident has no significant effects on safety and 7 reflects an accident with a “major release of radioactive material with widespread health and environmental effects requiring implementation of planned and extended countermeasures.” ([59], p. 3). The accident in Chernobyl in 1986 was rated 7, the accident in the year 1999 in Ibaraki rated 4, and the Fukushima accident rated 7.10 In other words, these three accidents can be considered as focusing events, with the potential to trigger a policy change. It is expected that they open up an opportunity to bring renewable energy back on the policy agenda and that they not only gain increased attention but turn into actual measures. This is what Baumgartner and Jones [60] point out: after disasters, the agenda experiences a rapid growth, which in the case of nuclear accidents should accordingly translate into an increase in renewable energy policies. Nohrstedt [61, 33] investigating the impact of nuclear accidents on nuclear energy policies provide corresponding evidence for the Swedish case. This leads us to the hypothesis that, along the lines of our simplified ACF, the focusing event of a nuclear accident should eventually lead the political system to increase green energy initiatives.

Though a crisis may be a “little push” to catch public attention [34, 62], an event on its own does not make policy change. Event attributes, as Birkland [49] and Birkland and Warnement [50] argue, are important in policy change; the crucial element, however, is the “political climate.” An event-driven policy change takes place, when problems are matched with feasible solutions together with political concordance [62]. He refers to this moment as a “window of opportunity.” Likewise, Zahariadis [63] argues that policy windows are a result of problems, i.e., crises. Also, windows of opportunity do not open eternally. It depends on the severity of a crisis and the size of a mandate [45]. Therefore, we will also test the hypothesis, whether a timely limit in the “windows of opportunity” can be detected.

Last but not least, the historicity of events needs to be considered. A policy change toward green technologies requires the existence of feasible technologies. Without available innovations/inventions, their diffusion is impossible. Nowadays, renewable energy technologies are far more advanced than at the time of the nuclear accident in Chernobyl. This implies that also the kind of policies should have changed over time. While policies supporting research and development should have been prevalent in the 1980s, diffusion-oriented policies should have gradually become more important over the years. This hypothesis we also test in this paper.

**Method**

In this section, we describe our econometric protocol and the data with which we proxy the building blocks of

---

9This is quite different from the understanding of short-term resource constraints in the original ACF. In the latter, the constraints relate to the actors of political subgroups. Since this micro-level information is not available across all countries, we interpret resource constraints as the constraints given by a country’s economic context.

10According to the INES scale, an incident rated 4 or above is considered a severe accident [59].
our simplified ACF above. We test the effect of external shocks, i.e., nuclear disasters, on political activity in countries. For that, we perform panel data regressions such as two-way fixed effects, pre-sample mean, and count data regressions. Moreover, a heterogeneous dynamic panel regression shall help identify the time of shocks to fade out. This information will be used as a proxy for the timely limit of the windows of opportunity with which we will recalculate previous panel regressions. In addition, the distinction between types of policies will shed light on the change in policymaking over time, as diffusion-oriented policies should gain importance while the role of R&D-oriented policies should decline.

**Data**

The data we collected is an unbalanced panel data set of 34 OECD countries from 1980 to 2015. Thereof, the information about renewable energy policies (REP) stems from the International Energy Agency (IEA). The data on the Relatively Stable Parameters we took from Scartascini et al. [64]. Economic indicators to proxy Resource Constraints were retrieved from the OECD database. Energy prices and further information about countries’ energy production system also come from the IEA.

As dependent variable throughout all regressions, we use the number of renewable energy policies in force during a given year. As in Johnstone et al. [42], Nesta et al. [26], and Dasgupta et al. [65], we build a policy index by counting the number of effective renewable energy policies by country, see Fig. 3. The time span of effectiveness can be derived from the reported information about the year of adoption and expiration of the renewable energy policy. The aggregated index covers all available types of renewable energy policies. The drawback of this variable is that it does not compare on a cardinal basis nor does it provide any information about the actual scope of a policy. In addition, the aggregation across different types of renewable energy policies in a single index incurs a loss of information in terms of policy-specific individual effects [42]. Nevertheless, it allows us to track the activity level of policy makers.

Whether natural disasters matter certainly depends on their magnitude. The extent of nuclear disasters is classified according to the International Nuclear Event Scale (INES) introduced by the International Atomic Energy Agency (IAEA) in 1990. The classification ranges from 0 to 7, where 0 means that a nuclear incident has no significant effects on safety and 7 reflects an accident with a “[m]ajor release of radioactive material with widespread health and environmental effects requiring implementation of planned and extended countermeasures.” ([66], p. 3). Concerning the three accidents we chose for our analysis, they all are considered major accidents with an INES level of at least 4. The accident in Chernobyl in 1986 was rated 7, the accident in the year 1999 in Ibaraki Tokaimura rated 4, and the Fukushima accident rated 7. In other words, these three accidents can be

---

Fig. 3 Accumulated renewable energy policies index. Vertical lines indicate the nuclear accidents. Source: own calculations from IEA data
considered as focusing events, which eventually may impact the political decision-making process.

**ACF model parameters**

To proxy the *Relatively Stable Parameters* of the ACF, we select the variable *Established Democracies* from the Database of Political Institutions 2017 [64]. It counts the number of years when a country has been democratic. In the case of countries that have been democratic even before 1980, this variable represents a monotonously increasing line with slope one. It is expected that the more democratic a society, the stronger its tendency to pass more renewable energy policies.

A further indicator of this database that we use is the variable *Autonomous Region*. This variable indicates whether a region can make autonomous decisions independently from some other institutional authority. If a region is independent, it can pass its own legislation without the need to be granted a permission from some other authorities. This in turn should enable regions to be more active and pass more green policies in the aftermath to nuclear disasters.

As a control for the *Current Political Coalition*, we use the variable *Party orientation* from the same database. It indicates the political orientation for the formed coalition. It assigns value (1) for right-wing, (2) for center, (3) for left-wing. According to Neumayer [67], Dietz et al. [68], and Dunlap et al. [69], there is a link between left-wing parties and being more pro-environmental than right-wing counterparts. Accounting for this link and taking the right-wing as our base value, a positive sign for the party orientation variable is expected.

Finally, whether countries have the scope to invest in new technologies also depends on available funds in countries. The variable *Resource Constraints* is proxied by several variables to control for the economic context and the scope for initiating renewable policies in countries. Therefore, the *GDP per capita* will serve as a further control for a country’s resource constraints.

**Control variables**

**Energy price** Shrinking fossil fuel sources will increase energy prices. This, in turn, should also increase the incentive to search for alternatives and therefore foster policies supporting renewable energy production. Data on end-user electricity prices in both residential and industrial sectors were collected from the IEA database. The calculated price index was constructed by averaging the price indices for both sectors, similar to Johnstone et al. [27] or Nesta et al. [26].

To control for the structure of the energy production system, we will use the total installed capacity in energy production, the amount of energy produced by renewables, and the share of renewables in total primary energy supply.

All the numeric variables, except dummy and percentages (the nuclear shocks, established democracy, autonomous regions, party orientation, and share of renewable energy) are logged. For robustness checks, however, we will use both forms of the dependent variables (absolute and logged values).

Table 1 collects the summary statistics of variables, and the additional list of countries and the correlation table can be found in Additional file 1.

**Econometric specification**

To test whether nuclear shocks positively correlate with political activity, according to the stylized ACF in Fig. 2, we state the following basic econometric specification:

\[
\text{REP}_t = \beta_0 + \rho \text{Nit}_t + \phi \text{Sit}_t + \Psi \text{Pit}_t + \gamma_t + \mu_i + \epsilon_t
\]

with \(i = 1, 2, \ldots, n\) as number of countries, \(t = 1, 2, \ldots, T\) as time span, and \(\text{REP}_t\) as dependent variable. A constant term is assumed with \(\beta_0\). The nuclear disaster dummies are summarized in vector \(\text{Nit}_t\) with the associated coefficient vector \(\nu\). The controls referring to the ACF are contained in the following vectors: \(\text{Rit}_t\) for *Resource Constraints* with \(\text{Rit}_t = \{\text{GDP p.c., Total Capacity, Renewables gen., Energy price}\}\); \(\text{Sit}_t\) for *Relatively Stable Parameters* with \(\text{Sit}_t = \{\text{Established Democracies, Autonomous Region}\}\); and \(\text{Pit}_t\) for *Current Political Balance of Powers* with \(\text{Pit}_t = \{\text{Party orientation}\}\); the associated coefficients are \(v, \rho\), and \(\phi\), respectively. For two-way fixed effect models, \(\gamma_t\) and \(\mu_i\) denote the time and country fixed effects, respectively.

**Procedure**

In a first step, we run linear panel regression models on the pooled sample. Beforehand, we perform several unit-root and cointegration tests. Since the panel as a whole is unbalanced, we draw on the augmented Dickey-Fuller unit-root test (see Additional file 1). The null hypothesis of the panel containing a unit root can be rejected with a p value of 0.0054. For cointegration, we run the Kao test and the Pedroni residual cointegration test (see Additional file 1 which we performed using STATA 15).

The analysis begins with LSDV models, Table 2, presented in Eq. 1. These models are applied to test the first hypothesis, whether nuclear accidents exert a positive
impact on the number of adopted renewable energy policies, in the aftermath of a nuclear accident. To check the robustness of the results, additional pre-sample mean and binomial regression models are added, presented in Tables 2 and 3. Then, to calculate the effectiveness of the “window of opportunity,” we apply a dynamic heterogeneous panel model presented in Table 4. In Table 6, we split the policies into R&D and diffusion policies to test our third hypothesis, whether we can observe a change in the type of policy measures. We expect that at the beginning of the period under consideration R&D supporting policy measures should prevail, whereas in later time, diffusion-oriented policy should gain importance.

Results
Table 2 shows the first five models. Using logged values in regression allows us to interpret estimated coefficients as elasticities. 15 Therefore, we take logs of the dependent variable REP (renewable energy policies). In later models, we use unlogged values when we turn to count data models, since the dependent variable REP is countable.

Model 1 in Table 2 regresses REP on the three dummy variables: Chernobyl, Ibaraki, and Fukushima, which represent the starting point of the periods after the respective nuclear disaster. Simultaneously, we included panel fixed effects (FE) to account for unobserved heterogeneity. 16 After the accident in Chernobyl in 1986, the average number of effective renewable energy policies increases significantly, which is also the case for the accidents of Ibaraki and Fukushima. Adding resource constraints, i.e., GDP p.c., Total Capacity, Renewables gen., and Energy price as controls in model 2, leaves the significance of the coefficients of the nuclear disaster dummies unchanged, except for the Chernobyl dummy. Concerning the controls, the coefficient of GDP p.c. is significant and positive as to be expected. Countries with a higher per capita income should also have the financial capacity to induce a costly green policy change and pass more renewable energy policies. They might be less financially constraint. 17 Total capacity takes a significantly negative coefficient. If the share in renewable energy production increases, so does the number of renewable energy policies. The control Energy price refers to the standard textbook argument that increasing prices simultaneously increase the attractiveness to invest in new technologies—a relationship that governments try to exploit through passing supportive policy measures. Alternatively, model 3 includes the stable system parameters Established Democracies and Autonomous Region as well as the Balance of Powers indicator variable Party orientation. The coefficient for Established Democracies is positive and significant, indicating that the longer a country has experienced democracy, the more active it is in renewable policymaking. The autonomy of a country also plays a positive role in renewable energy policies. If countries reflect an Autonomous Region in their policymaking, they pass more policy initiatives in renewable energy.

Combining the two groups of constraints, resource (model 2) and political (model 3), introduces high multicollinearity, rendering the estimation inefficient, though consistent. Model 4 reports the respective results; 18 additionally, year fixed effects are included. Aside from Chernobyl, also Fukushima loses its significance. Only Ibaraki remains significant. Model 5 replicates the previous model. Instead of the fixed-effects estimator, we use a pre-sample mean (PSM)
approach.\textsuperscript{19} With all controls included, Ibaraki and Fukushima remain significant and positive.

In the next step, we concentrate on the fact that the dependent variable REP is count data. Table 3 reports three count data models. Because of overdispersion, we use negative binomial regression instead of Poisson regression.\textsuperscript{20} In all models, the resource constraint variables take the same sign as in the previous models and are significant. In model 7, we alternatively use the share of renewable energy production instead of the absolute amount of production as in the remaining models.\textsuperscript{21} All coefficients of the system parameters which remain significant

\begin{table}[h]
\centering
\caption{Linear regression models}
\begin{tabular}{lrrrrr}
\hline
 & (1) & (2) & (3) & (4) & (5) \\
\hline
\textbf{Variables} & FE & FE & FE & LSDV & PSM \\
\hline
Chernobyl & 0.399*** & 0.116 & 0.109 & 0.110 & 0.094 \\
 & (0.075) & (0.109) & (0.165) & (0.189) & (0.093) \\
Ibaraki & 1.609*** & 1.070*** & 1.091*** & 1.225*** & 1.035*** \\
 & (0.108) & (0.151) & (0.236) & (0.159) & (0.137) \\
Fukushima & 0.728*** & 0.356*** & 0.356** & – 0.135 & 0.269*** \\
 & (0.068) & (0.083) & (0.155) & (0.126) & (0.084) \\
GDP p.c. (in logs) & 1.346*** & & & & \\
 & (0.430) & & & & \\
Total Capacity Mw (in logs) & – 0.112*** & & & & \\
 & (0.032) & & & & \\
Renewables gen. (in logs) & 0.205* & & & & \\
 & (0.115) & & & & \\
Energy price (in logs) & 0.525*** & & & & \\
 & (0.159) & & & & \\
Established Democratic & & 0.045** & & 0.020*** \\
 & & (0.018) & & (0.005) \\
Autonomous Region & 0.221 & 0.131 & & 0.150 \\
 & (0.281) & (0.104) & & (0.172) \\
Party orientation = C & – 0.069 & – 0.031 & – 0.024 & & \\
 & (0.079) & (0.065) & (0.055) & & \\
Party orientation = L & – 0.034 & 0.031 & 0.017 & & \\
 & (0.063) & (0.037) & (0.069) & & \\
Pre-sample Mean & & & 0.468 & & \\
 & & & (0.335) & & \\
Constant & 0.282*** & – 15.834*** & – 1.169*** & – 4.591*** & – 9.145*** \\
 & (0.077) & (3.517) & (0.547) & (1.692) & (2.509) \\
Observations & 1,224 & 1,057 & 1,063 & 955 & 955 \\
$R^2$ & 0.773 & 0.821 & 0.800 & 0.857 & \\
$R^2$ adj & 0.772 & 0.820 & 0.799 & 0.845 & \\
Number of countries & 34 & 33 & 33 & 32 & 32 \\
Year dummies & No & No & No & Yes & No \\
Fixed effects & Yes & Yes & Yes & No & No \\
\hline
\end{tabular}
\begin{flushleft}
\textbf{Note:} All regressions include robust standard errors. Standard errors in parentheses
***$p < 0.01$, **$p < 0.05$, *$p < 0.1$
\end{flushleft}
\end{table}

\textsuperscript{19}The advantage of the PSM estimator is that the loss of information is less compared to the Hausman et al. \textsuperscript{69} fixed-effect estimator, which simply demeans all variables wiping out a major part of level effects. In addition, the PSM estimator has better finite sample properties.\textsuperscript{26}

\textsuperscript{20}An LR-test rejects the null of a unique parameter $\lambda$ for the first two moments.

\textsuperscript{21}Due to multicollinearity, we did not include both variables simultaneously into regressions.
also keep their sign. The party position for left-wing coalitions is throughout positive (Party orientation = L). In line with the literature, left-wing coalitions in governments tend to pass significantly more renewable energy policies than out baseline, i.e., right-wing parties [67–69].

Models 6 to 8 use the standard fixed-effects estimator of Hausman et al.

Table 3 Count data regressions. Dep. variable: REP

|                | (6)    | (7)    | (8)    |
|----------------|--------|--------|--------|
| Chernobyl      | 0.543*** | 0.565*** | 0.453*** |
|                | (0.141) | (0.141) | (0.119) |
| Ibaraki        | 1.140*** | 1.131*** | 0.958*** |
|                | (0.080) | (0.083) | (0.074) |
| Fukushima      | 0.035   | 0.023   | -0.015  |
|                | (0.050) | (0.051) | (0.048) |
| GDP p.c. (in logs) | 1.075*** | 1.117*** | 1.243*** |
|                | (0.261) | (0.264) | (0.269) |
| Total Capacity (in logs) | -0.110*** | -0.088*** | -0.098*** |
|                | (0.033) | (0.034) | (0.030) |
| Renewables gen. (in logs) | 0.144*** | 0.064   |        |
|                | (0.049) |          | (0.044) |
| Gen. share of Renewables (in %) | 0.014*   |        |        |
|                | (0.007) |          |        |
| Energy price (in logs) | 1.055*** | 1.074*** | 1.163*** |
|                | (0.093) | (0.092) | (0.098) |
| Established Democracy | 0.016*** | 0.018*** | 0.015*** |
|                | (0.006) | (0.007) | (0.006) |
| Autonomous Region | 0.341**  | 0.446*** | 0.263*  |
|                | (0.167) | (0.160) | (0.150) |
| Party orientation = C | 0.062   | 0.058   | 0.017   |
|                | (0.078) | (0.077) | (0.078) |
| Party orientation = L | 0.075**  | 0.077**  | 0.086*** |
|                | (0.034) | (0.033) | (0.031) |
| REP psm        | 2.707** |        | (1.143) |
| Constant       | -15.985*** | -15.666*** | -18.099*** |
|                | (2.415) | (2.431) | (2.451) |
| Observations   | 955     | 955     | 955     |
| Number of countries | 32         | 32         | 32         |
| Fixed effects  | yes     | yes     | yes     |
| LL             | -1953   | -1955   | -1944   |

Table 4 Dynamic heterogeneous panel regressions. Dep. variable: ln (Rep)

|                | (9)    | (10)   | (11)   |
|----------------|--------|--------|--------|
| Chernobyl      | -0.166 | -0.367 | -0.331 |
|                | (0.253) | (0.281) | (0.250) |
| Ibaraki        | 0.702*** | 0.462* | 0.553* |
|                | (0.222) | (0.261) | (0.303) |
| Fukushima      | 2.283*** | 1.858*** | 1.502*** |
|                | (0.323) | (0.303) | (0.244) |
| GDP p.c. (in logs) | 1.456**  |        | 1.381   |
|                | (0.729) |          | (0.961) |
| Total Capacity (in logs) | -0.084   | -0.070  |        |
|                | (0.082) | (0.070) |          |
| Renewables gen. (in logs) | 0.176   | 0.195   |        |
|                | (0.182) | (0.139) |          |
| Energy price (in logs) |        | 0.470   |        |
|                |          | (0.342) |          |
| Autonomous Region | -0.093  |        | -0.172  |
|                | (0.084) |          | (0.274) |
| Party orientation |        |        | -0.093  |
|                |          | (0.084) | (0.274) |
| EC             | 0.097*** | 0.117*** | 0.141*** |
|                | (0.014) | (0.016) | (0.021) |
| Nuc accidents  | 0.127*** | 0.132*** | 0.144*** |
|                | (0.028) | (0.031) | (0.042) |
| Gen. share of Renewables | -0.000  | 0.000   |        |
|                | (0.006) | (0.006) |          |
| Constant       | -0.029  | 1.717** | 2.257*  |
|                | (0.020) | (0.797) | (1.207) |
| Observations   | 1224    | 1104    | 955     |
| Number of countries | 34         | 34         | 32         |
| R2 adj.        | 0.262   | 0.275   | 0.282   |

Note: All regressions include robust standard errors

Standard errors in parentheses

***p < 0.01, **p < 0.05, *p < 0.1

For ease of reading, we recoded the variable Party orientation as in the following: left-wing (=L), right-wing (=R), and center (=C).

[69], and model 8 applies the pre-sample mean (PSM) estimator by Blundell et al. [70] and uses information before the actual years of investigation; in our case, the pre-sample mean is calculated from the years 1975 to 1979. As the PSM coefficient in model 8 shows, there is significant unobserved heterogeneity across countries. Moreover, models 7 and 8 include year fixed effects. The coefficient of Autonomous Regions becomes

22 For ease of reading, we recoded the variable Party orientation as in the following: left-wing (=L), right-wing (=R), and center (=C).

23 In contrast to the remaining variables, the policy measure variable (Rep) contains a longer time span, starting in 1975. This allows calculating a pre-sample mean without loss of information.

24 The inclusion of year dummies takes away the significance of some of the control variables.
significant in all three models. As theoretical anticipated, coalition positioning, left-wing parties seem to pass more environment friendly when compared to right-wing coalitions. The coefficients of main interest, i.e., the coefficients of the nuclear shocks remain always positive and significant except for Fukushima.

One of the caveats in the regressions above is the treatment of the nuclear disaster dummies. Before the disaster, the respective dummy is 0, after the accident, it remains 1 till the end of the observed time span. One may argue that the effect of a nuclear disaster opening up a window of opportunity for a policy change is not lasting eternally, but fades out after some time. The length of effectiveness of a shock, we identify via Dynamic Heterogeneous Panel Models (DHPM). The technical description can be consulted in the Appendix. This technique is based on an autoregressive distributed lag model, it includes an error correction, and allows addressing endogeneity issues. In a nutshell, it estimates a long-run dynamic to which the system returns after an dressing endogeneity issues. In a nutshell, it estimates a model, it includes an error correction, and allows ad-

In models 9 to 11 in Table 4, we report three dynamic heterogeneous panel models. As the Hausmann test suggests, we apply dynamic fixed-effects estimation. The long-run variables contain the same variables as in previous models except for Established Democracies, because all three models calculate a long-run trend with which the variable Established Democracies is in conflict due to multicollinearity. For the short-run, we include nuclear shock dummies, although in an aggregated manner by adding up all three dummy variables. Because the short-term variables are differenced in this error-correction model, dummy variables were infeasible; therefore, we aggregated the three accidents and built a single variable collecting the three accidents.25 The long-run coefficients indicate a persistently positive and significant effect on the number of renewable policies only for Ibaraki and Fukushima. The short-run analysis, illustrated in the lower part of this table, also suggests significantly positive effects of nuclear disasters on renewable energy policies. Equivalently, nuclear disasters correlate in the short run positively with the number of renewable energy policies.

The statistic of this table, in which we are particularly interested, is the so-called error correction term (EC). The EC coefficient is significant and ranges from 0.097 to 0.14. This indicates that serial correlation is present in our data. Unless we correct for serial correlation, this leads to inconsistent estimates. Since the EC coefficient reports the required error correction, its interpretation is straightforward. It denotes the persistence of shocks. After a shock, the system returns to the long-run equilibrium after about 1/0.141 = 7 years. In other words, a shock such as a nuclear disaster, which increases political activity, fades out after about 7 years. This result can be interpreted as the length of the window of opportunity. These results we use for a further robustness check. Again, we rerun the preferred models form above while changing the nuclear accident dummy variables to windows. That is, before the accident the dummy remains 0, after the accident, it takes the value 1 for 7 years to finally return to 0. The results are presented in Table 5. The treatment of the nuclear accident dummies also allows us to include year dummies, because multicollinearity becomes less prevalent. Hence, model 12 reports the results of a two-way fixed-effects model with a 7-year window for each nuclear accident dummies. All three dummies are positive and significant, which supports the hypothesis that more renewable energy policies are passed after a nuclear accident.

In model 13, we include all control variables, which makes the Chernobyl dummy lose significance. Taking the count data quality of the dependent variable into account, as done in model 14, Chernobyl remains insignificant, whereas the Ibaraki and Fukushima dummies are positive and significant. The control variables keep their signs, if significant. Hence, also with a window of 7 years, which we inferred from the dynamic heterogeneous panel regressions in Table 4, we still observe that nuclear accidents have a significant effect on political activity in countries. To check for robustness, we additionally tried a 5-year (model 15) and a 9-year (model 16) window for the nuclear shock dummies. Model 15 provides less explanatory power comparing the \( R^2 \) values between this model and model 13. Model 16 generates the same goodness of fit as model 13; in other words, it does not add more information. Hence, we pick model 13 as the preferred model being in line with the PMG estimations in Table 4.

Except for Chernobyl, the results of our regression models suggest a robust correlation between nuclear accidents and renewable energy policies. The fact that no significant effect, despite the severity of the nuclear accident in Chernobyl, could be detected may have several reasons: first, the large geographical distance and the different type of reactor used in Ukraine compared to those used in Western Europe or in the USA [61]. Second, it could be the restricted technological opportunities in 1986. Renewable energies could not be introduced as a solution, after the accident, owing to their immaturity level at the time and the fact that they could not maintain a stable and sufficient energy supply [71].

---

24 The inclusion of year dummies takes away the significance of some of the control variables.
25 Including further variables in the short-run part of the models prevents models to converge.
Taking the historicity of technical change into account, we now test whether the type of policy changes over time. As argued above, while technological opportunities, in terms of green technologies, were limited in the 1980s, it seems straightforward to pass R&D-oriented policies. With increasing technological progress, diffusion-oriented policies should gain in importance. Having the opportunity to decompose our dependent variable from being an aggregated index to single policy types, we may shed light on the kind of policies introduced after the respective nuclear accidents. We decompose the dependent variable (REP) into two categories: policies with an explicit focus on R&D and those designed to boost the diffusion of renewable energy production technologies. We hypothesize that after an early accident like Chernobyl, an increase in policies supporting research and development should occur. Conversely, we would expect that after Ibaraki and Fukushima, diffusion policies should have prevailed.

**R&D versus diffusion-oriented policies**

Table 6 documents the results for the two types of renewable policy measures. Model 17 and 18 regress the number of R&D-oriented policies on the nuclear dummies and

| Variables                | (12)     | (13)     | (14)     | (15)     | (16)     |
|--------------------------|----------|----------|----------|----------|----------|
| Chernobyl                | 0.333*** | 0.152    | 0.375    | -0.165   | -0.049   |
| (0.116)                  |          | (0.162)  | (0.363)  | (0.173)  | (0.199)  |
| Ibaraki                  | 2.044*** | 1.099*** | 2.051*** | 0.877*** | 1.074*** |
| (0.116)                  | (0.240)  | (0.352)  | (0.276)  | (0.320)  |          |
| Fukushima                | 2.710*** | 1.200*** | 2.405*** | 1.200*** | 1.200*** |
| (0.116)                  | (0.309)  | (0.392)  | (0.334)  | (0.334)  |          |
| GDP p.c. (in logs)       | 0.291    | 0.848*** | 0.291    | 0.291    |          |
| (0.183)                  | (0.266)  | (0.419)  | (0.419)  |          |          |
| Total Capacity Mw        | -0.043** | -0.111***| -0.043   | 0.043    |          |
| (0.019)                  | (0.032)  | (0.027)  | (0.027)  |          |          |
| Renewables gen. (in KTOE)| 0.051    | 0.093*   | 0.051    | 0.051    |          |
| (0.038)                  | (0.051)  | (0.113)  | (0.113)  |          |          |
| Energy price (in logs)   | 0.223*** | 0.591*** | 0.223    | 0.223    |          |
| (0.072)                  | (0.120)  | (0.143)  | (0.143)  |          |          |
| Established Democratic   | 0.038*** | -0.002   | 0.038*** | 0.038*** |          |
| (0.008)                  | (0.007)  | (0.010)  | (0.010)  |          |          |
| Autonomous Region        | 0.131    | 0.227    | 0.131    | 0.131    |          |
| (0.104)                  | (0.150)  | (0.267)  | (0.267)  |          |          |
| Party orientation = C    | -0.031   | 0.071    | -0.031   | -0.031   |          |
| (0.065)                  | (0.072)  | (0.059)  | (0.059)  |          |          |
| Party orientation = L    | 0.031    | 0.066*   | 0.031    | 0.031    |          |
| (0.037)                  | (0.034)  | (0.065)  | (0.065)  |          |          |
| Constant                 | 0.313*** | -4.591***| -10.105***| -4.591   | -4.591   |
| (0.082)                  | (1.692)  | (2.497)  | (3.759)  | (3.759)  |          |
| Observations             | 1,224    | 955      | 955      | 955      | 955      |
| R²                       | 0.837    | 0.857    | 0.837    | 0.857    | 0.857    |
| Number of countries      | 34       | 32       | 32       | 32       | 32       |
| Year dummies             | Yes      | Yes      | Yes      | Yes      | Yes      |
| Fixed effects            | Yes      | Yes      | Yes      | Yes      | Yes      |
| Window (years)           | 7        | 7        | 7        | 5        | 9        |
| LL                       | -1895    |          |          |          |          |

Standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
the controls, respectively. The dummy for the Chernobyl accident is insignificant, the dummies for Ibaraki and Fukushima significantly positive in model 17. With the controls, as used in the previous models, this does not change. And an increase in R&D policies, to foster the development of renewable energy technologies, can only be detected after Ibaraki and Fukushima. Note that both models 17 and 18 contain a full set of year and country dummies. Moreover, the calculations were exerted with a 7-year window for the nuclear accident dummies. The preferred model, according to a likelihood-ratio and a Wald test, respectively, is model 18. The full model renders a statistically significant improvement in model fit compared to the nested model 17.

Models 19 and 20 perform the same exercise using the number of diffusion-oriented renewable energy policies. Including year and country dummies in addition to 7-year windows as nuclear accident dummies, the cross-correlation between the nuclear accident dummies and the number of active, diffusion-oriented policies renders all three nuclear dummies positive and significant. Hence, an increase in diffusion-oriented policies emerged after Chernobyl. However, when including the controls, which all have the expected signs in case they are significant, the coefficient of the Chernobyl dummy loses its significance. We also performed post estimation tests such as a likelihood-ratio and a Wald test: model 20 appears to be a better fit than model 19 and the coefficients of the added control variables are significantly different from zero, indicating that model 20 is more informative. In sum, we could not identify that R&D-oriented policies lose in importance, while diffusion-oriented policies gain in importance.

### Table 6 R&D and diffusion policies

| Variables            | (17) NBREG (R&D) | (18) NBREG (R&D) | (19) NBREG (DI) | (20) NBREG (DI) |
|----------------------|------------------|------------------|-----------------|-----------------|
| Chernobyl            | 0.511            | 0.409            | 0.861***        | 0.204           |
| (0.422)              | (0.498)          | (0.261)          | (0.276)         |
| Ibaraki              | 2.209***         | 2.076***         | 2.900***        | 1.616***        |
| (0.351)              | (0.511)          | (0.227)          | (0.274)         |
| Fukushima            | 2.693***         | 2.440***         | 3.584***        | 1.852***        |
| (0.344)              | (0.559)          | (0.225)          | (0.294)         |
| GDP p.c. (in logs)   | 0.045            | 0.045            | 1.166***        |                 |
| (0.541)              | (0.541)          | (0.262)          |                |
| Total Capacity Mw    | 0.024            | 0.024            | – 0.129***      |                 |
| (0.074)              | (0.074)          | (0.030)          |                |
| Renewables gen. (in KTOE) | 0.057          | 0.057            | 0.046           |                 |
| (0.107)              | (0.107)          | (0.049)          |                |
| Energy price (in logs) | 0.346           | 0.346            | 0.814***        |                 |
| (0.248)              | (0.248)          | (0.115)          |                |
| Autonomous Region    | 0.234            | 0.234            | 0.434***        |                 |
| (0.237)              | (0.237)          | (0.140)          |                |
| Party orientation = C | 0.325**         | 0.325**          | 0.034           |                 |
| (0.130)              | (0.130)          | (0.070)          |                |
| Party orientation = L | 0.109* (0.059)  |                  | 0.072** (0.031) |                 |
| Constant             | – 0.176         | – 2.843          | 0.081           | – 13.561***     |
| (0.341)              | (5.278)          | (2.227)          | (2.552)         |
| Observations         | 1296             | 955              | 1224            | 955             |
| Year dummies         | Yes              | Yes              | Yes             |                 |
| Fixed effects        | Yes              | Yes              | Yes             |                 |
| Window = 7 years     | Yes              | Yes              | Yes             |                 |
| LL                   | – 1141           | – 936.9          | – 2423          | – 1961          |

Standard errors in parentheses

***p < 0.01, **p < 0.05, *p < 0.1
**Discussion**

Overall, we observe an elevated political activity in renewable energy support across countries after nuclear accidents. The results, however, have to be put into perspective. In Table 2, only models 1 and 5 pass the specification test of an omitted variable bias, models 2, 3, and 4 do not. In addition, model 4 suffers from high multicollinearity. Hence, model 5 is the preferred model supporting the hypothesis that after external shocks policy activity increases—as far as Ibaraki and Fukushima are concerned.

Using count data models (Table 3), the Chernobyl dummy becomes significant and the Fukushima dummy insignificant. Distinguishing between a short-run and a long-run perspective (Table 4), the DHP-models maintain the significance of the dummies for Ibaraki and Fukushima. As these regression models contain and error correction, we can calculate the average time span of a “window of opportunity,” which amounts to about 7 years. Considering this information in previous regressions, as reported in Table 5, the correct version in model 14 is the preferred model.

It advocates again that there is a significantly positive effect on policy activities after the nuclear accidents in Ibaraki and Fukushima.

The only exception is the effect for Chernobyl, which is mixed. Only in a few models, we could identify a significant correlation between the shock and policy measures. Hence, there is no robust evidence in the case of Chernobyl. There could be various explanations for this result. In 1979, before the starting year of our data set, there had already been a nuclear accident on Three Mile Island, which was rated 5 on the INES scale [72]. Hence, the time span between Three Mile Island and Chernobyl is only 7 years, the length of the window of opportunity we calculated and consequently, the differential impacts of both accidents have become unidentifiable. This is in line with Nohrstedt [33] arguing that some countries such as Sweden responded immediately after Three Mile Island by initiating renewable energy programs so that later on, policy makers were already alert and unlikely to take additional measures as a response to the accident in Chernobyl.

Another angle for explaining the aforementioned effect of Chernobyl disaster is the public “perception of need” for nuclear energy, as argued by Bisconti [18]. In 1980s, renewable energy technologies were considered complementary energy sources alongside nuclear energy, rather than a reliable substitution [71]. Therefore, the public saw a need for nuclear energy and thus the impact of relevant accidents on their attitudes was low. For instance, the decline in public acceptance for nuclear energy in the USA faded out only 3 months after the Chernobyl accident [18], while in the UK, the level of support in 1987 was back to its initial values as before the accident [73, 74]. This, in turn, was translated in a lower activity on political level [75].

A further explanation could be that the index is blurred by aggregation. Renewable energy policies are quite diverse. Some focus on the development of new technologies, and others focus on the diffusion of renewable energy technologies. The state of the art of renewable energy technologies was certainly different at the time of each accident. One might expect that more R&D policies should be identifiable after Chernobyl. Likewise, diffusion-oriented policies should be more frequent after Fukushima, because of the advancements in renewable energy technologies. While there is evidence for an increase in both policy types after Fukushima and Ibaraki, no strong empirical support was found for either of the policies after Chernobyl. The two preferred models in Table 6, model 18 for R&D-oriented policies and model 20 for diffusion-oriented policies, do not provide empirical evidence to support this hypothesis.

With respect to the theoretical foundation, the conceptual model, chosen from communication science, describes the underlying mechanism of policy change. The architecture of this concept consists of several dimensions. It contains a micro, a meso, and a macro perspective to trace individual behavior via the formation of subgroups to coalitions, which finally take influence on the political decision-making process. With the data at hand, the empirical exercise cannot give any insights neither on the micro nor on the meso level. We assume the aggregated elements of the system as given and thus construct the context in which external shocks unfold either leading to policy change or not. As claimed beforehand, this paper is just a first attempt to quantify the most general propositions of the ACF. Certainly, it needs a more in-depth analysis both of the theoretical as well as of the empirical perspective.

With respect to the empirical layout, a further weakness of the analysis roots in the discrepancy between the frequency of events in the political decision-making process and the frequency in the data. Political change is discontinuous and occurs often within a shorter time than associated with annual data. Hence, we cannot claim to provide evidence on the complete causal chain from nuclear accidents to actual policy change. For this, we would require data of higher frequency (e.g., monthly). This is why most studies concentrate on case studies, because for a country-level comparison, such kind of meticulous investigation remains tedious [33, 61, 76] but should be pursued in future research.

**Conclusion**

The empirical study presented here is a first step toward quantifying the effect of external shocks, i.e., nuclear
disasters, on political activity in renewable energy policy-making. As for the theoretical foundation, we use the Advocacy Coalition Framework (ACF) that describes the process of how policy change comes along. The ACF in nature focuses on the formation of advocacy coalitions, beliefs, and coordination within and among coalitions [52, 53, 77]. With the introduction of the policy network approach and social network analysis [78–80], the interest has gradually shifted from solely investigating the role of beliefs [34] to the analysis of coordination mechanisms [80–82]. Partially, this is due to methodological advancements such as the introduction of network analysis into the ACF.

In this work, we suggest a frequentist perspective to the ACF. From a methodological point of view, it is not surprising that the majority of the research work applies qualitative techniques, mostly case studies [35–41], because of the inherent complexity of the political process. This challenge becomes even more complex when it comes to trans-regional comparisons. On these grounds, we tried to add a first, modest, cross-country quantitative view on the ACF. Hence, the contribution of this paper is less in elaborating on micro or meso aspects, which still do require a lot more of research to better understand the process of policy change, but rather provide a first step in applying a quantitative approach to compare political systems across countries based on the main concepts of the ACF. For these reasons, we had to simplify the ACF to a major extent, neglecting many important determinants usually considered within this framework.26

In doing this, we give a complementary perspective on the ACF when applying a quantitative approach as we believe that a quantitative replenishment may facilitate detecting commonalities and dissimilarities in policy change across policy systems and regions, i.e., countries. As the results suggest, the aftermath of external shocks (nuclear disasters) points toward an increase in green policy initiatives across countries—evidence that is in line with our main hypothesis that such external shocks function as “focusing events” giving a little push toward green policy change.

A further observation in terms of commonalities, although this concerns the controls of our regression models we did not focus on, yet, it further advocates a quantitative inductive approach: we identified a positive correlation between left-wing parties (beliefs) and an increase in green policy activities. Observing such kind of, to our minds, unexpected commonality is a further advantage of applying a quantitative approach to the ACF. It was an intriguing research question to investigate whether there is an explanation to this correlation or whether it simply is a methodological artifact. This approach nonetheless helps disclose new research avenues.

With respect to the regressions we performed in this study, i.e., OLS, LSDV, negative binomial, pre-sample mean, and dynamic panel regressions, and given the fact that they point toward a positive correlation between nuclear accidents and a subsequent increase in renewable energy policies, we emphasize that we do not claim that these correlations describe a causal chain of political reactions induced by external shocks. We simply tried to find the consequential correlation which should be observable after external shocks to support the hypothesis that external shocks, i.e., nuclear accidents, serve as a focusing event, after which the number of green policies adopted by countries has increased. Solely for Chernobyl, we could not detect robust evidence, although one would expect that energy policies should have surged dramatically thereafter.

In future research, we should consider additional determinants as substantiated, e.g., in the policy change literature [76], such as the role of political entrepreneurs being the crucial agents of change [83]. Or in a similar vein, the impetus of political institutions to the extent to which they either are conducive or inhibiting policy change [76]. From a modeling perspective, the role of mass media in setting policy agendas must be included [84], since mass media not only influence public opinion but also attract the attention of policy makers to relevant topics. The holistic picture, as insinuated with the ACF, should help understand the mechanisms that bring along policy change.

To derive explicit policy implications from this empirical exercise seems futile, because external shocks, especially nuclear accidents, are no favorable events people would be longing for in order to induce policy change. It rather is a further evidence to a very sad revelation that policy makers as much as mankind apparently need disasters to make a change.

**Nomenclature**

ACF Advocacy Coalition Framework
ARDL Autoregressive distributive lag model
DHPM Dynamic heterogeneous panel model
IAEA International Atomic Energy Agency
INES International Nuclear Event Scale
OIM Observed Information Matrix
REP Renewable energy policies
SFE Static fixed effect
DFE Dynamic fixed effects
EC Error correction term
IEA International Energy Agency
LSDV Least square dummy Variable
MG Mean group

26See, e.g., Sabatier and Weible [53, 77] or Sabatier and Jenkins-Smith [52] for all the specificities in the ACF and its research fields.
PMG Pooled mean group model
PSM Pre-sample mean

Appendix

A. Dynamic heterogeneous panel models

The general model of the dynamic heterogeneous panel estimation, which will be presented here, is discussed by [75–77].

B. General model

The general model assumes that the input data on time period \( t = 1, 2, ..., T \) and across section groups \( i = 1, 2, ..., N \) can be estimated by an autoregressive distributive lag model ARDL(\( p, q_1, ..., q_k \)):

\[
y_{it} = \sum_{j=1}^{p} \lambda_{ij} y_{i,t-j} + \sum_{j=0}^{q} \delta_{ij} X_{it-j} + \mu_i + \epsilon_{it} (1)
\]

for \( i = 1, 2, ..., N \) and \( t = 1, 2, ..., T \). The error correction speed of adjustment parameter is expressed as in the following:

\[
\Delta y_{it} = \phi_i \left( y_{i,t-1} - \beta_i X_{i,t} \right) + \sum_{j=1}^{p-1} \lambda_{ij} \Delta y_{i,t-j} + \sum_{j=0}^{q-1} \delta_{ij} \Delta X_{i,t-j} + \mu_i + \epsilon_{it} (2)
\]

where \( X_{it} \) is the \((k \times 1)\)-vector of explanatory variables, \( \lambda_{ij} \) a scalar of constants, \( \delta_{ij} \) the \(k \times 1\) coefficient vectors, \( \mu_i \) the group-specific effect, and \( \epsilon_{it} \) the error term. As \( T \) is large enough, each group can be estimated separately. The variables in Eq. 2 are cointegrated I(1) and the error term is an I(0) process for all \( i \); therefore, the error correction equation can be reparametrized as follows:

\[
\phi_i = - \left( 1 - \sum_{j=1}^{p} \lambda_{ij} \right) (3)
\]

\[
\beta_i = \sum_{j=0}^{q} \delta_{ij}, (4)
\]

\[
\lambda_{ij}^* = - \sum_{m=j+1}^{p} \lambda_{im} j = 1, 2, ..., p-1 (5)
\]

and

\[
\delta_{ij}^* = - \sum_{m=j+1}^{q} \delta_{im} j = 1, 2, ..., q-1 (6)
\]

assuming that the ARDL model in Eq. 2 is stable in that the roots of lie outside the unit circle, ensuring that the error-correcting speed of adjustment term \( \phi_i < 0 \). This implies that there is a long-run relationship between the dependent variable \( Y_{it} \) and the regressors \( X_{it} \). It is calculated as

\[
y_{it} = - \left( \frac{\hat{\beta}_i}{\phi_i} \right) x_{it} + \eta_{it} (7)
\]

Estimators for Heterogeneous slopes

Micro panels with small time series (T) and a large number of cross-section observations (N) usually rely on either fixed effects, random effects, static fixed effect (SFE), or a combination of those [78]. As Pesaran and Smith [79] point out, with large T, such traditional estimators may generate inconsistent results, because they assume homogeneous slopes among panel units.\(^{27}\)

In general, the assumption of homogeneous slope parameters does not hold in dynamic panel data with large T and large N [80, 81]. With T increasing, more attention has to be paid to issues such as serial correlation caused by shocks, whether temporary or persistent, as this may lead to biased estimation results. Pesaran and Smith [79], for example, show that GMM estimation in dynamic panel models has inconsistent long-term coefficients, when actual slopes are heterogeneous. For these reasons, we apply the pooled mean group model (PMG) introduced by Pesaran and Smith [79] and Blackburne and Frank [75].

The PMG model distinguishes short-run and long-run effects. It allows short-term coefficients, the convergence adjustments speed (the coefficient of error correction term), and the error variances to differ across countries. However, it assumes homogeneity of slope parameters across countries on the long run (Blackburne and Frank [75]).

The PMG estimator is a combination of the mean group (MG) and the dynamic fixed-effects (DFE) models. Whereas the MG model averages the slope coefficients of separate regressions by panel-unit, the DFE model is similar to the one-way fixed effects or least square dummy variable (LSDV) approach allowing for heterogeneous intercepts but homogeneous slope coefficients. In contrast to the fixed-effects model, the DFE approach also distinguishes between short-run and long-run effects. There are various reasons to assume common long-run coefficients across OECD countries. OECD countries have access to common technologies and similar policy trends. Popp et al. [82], for example, put forward that the Kyoto protocol played a fundamental role in shaping the investment in renewable energy capacity at the country level during 1979 to 2008; all member countries were exposed to the same international pressure to introduce further environmental regulations. The positive effect of renewable energy

\(^{27}\)Compare Pesaran et al. [77].
policies, induced by the Kyoto protocol, was also identified by Nesta et al. [25].

Conversely, assuming the speed of convergence across countries to be similar is rather implausible, as countries’ institutional frames differ. Together with the fact that our data set is a large T, large N data set, the PMG appears feasible. The mathematical background of the PMG model is described in the following:

C. Adapted Model

When adapting the general model to our case, we obtain the following long-run function:

\[ REP_t = \theta_{0t} + \theta_{1t}Chernobyl_t + \theta_{2t}Ibaraki_t + \theta_{3t}Fukushima_t + \theta_{4t}BX_t + \mu_t + \epsilon_{it} \]  

where \( i = 1, 2, ..., N \) is the number of countries, \( t = 1, 2, ..., T \) the time span, and \( Y_{it} \) the respective dependent variable. \( X_{it} \) stands for the control and explanatory variables and \( B \) is the vector of corresponding coefficients. According to a cointegration test, the data appears to be cointegrated I(1) and the error term is an I(0) process for all \( i \). This transforms the ARDL(1,1,1) dynamic panel specification of Eq. 9 into our basic regression equation:

\[ \Delta \ln(\text{REP})_{it} = \phi_0 + \phi_1\ln(\text{Chernobyl})_{it} + \phi_2\ln(Ibaraki)_{it} + \phi_3\ln(Fukushima)_{it} + \phi_4\ln(BX)_{it} + \phi_5\Delta\text{Nuclear Accidents}_{it} + \phi_6\Delta\ln(BX)_{it} + \epsilon_{it} \]  

where \( \phi_i = -\left(1 - \lambda_i\right) \), \( \theta_{it} = \frac{\mu_{it}}{1-\lambda_i} \), \( \theta_{it} = \frac{\delta_{it}/\lambda_i}{1-\lambda_i} \), and \( \phi_i = -\left(1 - \lambda_i\right) \). The error correction speed of adjustment parameter is \( \phi_i \). The long-run coefficients are \( \theta_{1i}, \theta_{2i}, ..., \theta_{Ni} \).
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