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Abstract—Improving the scalability of GNNs is critical for large graphs. Existing methods leverage three sampling paradigms including node-wise, layer-wise and subgraph sampling, then design unbiased estimator for scalability. However, the high variance still severely hinders GNNs’ performance. On account that previous studies either lacks variance analysis or only focus on a particular sampling paradigm, we firstly propose an unified node sampling variance analysis framework and analyze the core challenge “circular dependency” for deriving the minimum variance sampler, i.e., sampling probability depends on node embeddings while node embeddings can not be calculated until sampling is finished. Existing studies either ignore the node embeddings or introduce external parameters, resulting in the lack of a both efficient and effective variance reduction methods. Therefore, we propose the Hierarchical Estimation based Sampling GNN (HE-SGNN) with first level estimating the node embeddings in sampling probability to break circular dependency, and second level employing sampling GNN operator to estimate the nodes’ representations on the entire graph. Considering the technical difference, we propose different first level estimator, i.e., a time series simulation for layer-wise sampling and a feature based simulation for subgraph sampling. The experimental results on seven representative datasets demonstrate the effectiveness and efficiency of our method.
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1 INTRODUCTION

G RAPH neural network (GNN) [1], [2], [3], [4], [5] has achieved great success in handling graph structure data. By aggregating the information of their neighbours and performing nonlinear feature transformation iteratively, the power of GNN’s capturing features has been proved to be impressive [6]. Currently, various variants of GNN such as graph convolution network (GCN) [1], graphSAGE [2] and graph attention network (GAT) [3] are widely used in numerous scenarios, e.g., traffic prediction [7], [8], [9], recommender systems [10], [11], [12]. However, traditional multi-layer GNNs require the entire graph to be loaded into memory at once, and the neighbour size of each node expands exponentially as the number of layers increases. Such two challenges compel the traditional GNNs to lose the scalability confronted with large-scale graph data. Even if the method of mini-batch training [1] copes with these problems to a certain extent, the exponentially expansion of neighbours’ size still makes mini-batch based GNNs powerless to handle the huge computational and storage costs.

Therefore, numerous researchers aim to design GNN models suitable for large-scale graphs [13], [4], [14], [15], [16]. Among these studies, employing Bernoulli sampling to reduce the size of neighbours involved in the information aggregation for each node is one of the most prevalent methods [2], [17], [18], [19], [20], [21], [22], [23], [24], [25]. Presently, most of the previous studies can be divided into three paradigms: node-wise sampling [2], [17], [23], [24], [25], layer-wise sampling [18], [19], [20], and subgraph sampling [21], [22]. Specifically, node-wise sampling limits the size of the neighbours by sampling a fixed number of nodes for each node but this paradigm still faces exponentially increasing complexity. By comparison, layer-wise sampling and subgraph sampling breakthroughly limit the exponentially expanding neighbour’s size to linear growth with layer numbers. Layer-wise sampling fixes the total numbers of sampled nodes in each layer while subgraph sampling decomposes the original graph into small subgraphs and learns representation on each subgraph respectively to control the calculation cost. At the aspect of implementation, layer-wise sampling methods do sampling before each iteration while subgraph sampling only partition the original large-scale graph at the very beginning of the whole training process. This technical difference allows layer-wise sampling to take into account all the neighbours of each node as much as possible but reduces the training efficiency when the graph is giant, subgraph sampling stands in the opposite apparently.

The above paradigms can effectively reduce the cost of training while they will inevitably bring bias and variance to the traditional full-batch information aggregation operator. Significantly, excessive bias and variance will seriously lead to the nodes’ representations learned by the model fluctuating on the computation graph sampled in different iteration, which hinders the effective training of graph neural networks. Several methods have successfully avoided bias to the greatest extent with the theoretically designed unbiased node samplers. However, it is difficult to reduce the variance of the node sampler on the basis of the unbiased estimation. Previous studies either ignore variance analysis such as ClusterGCN [22] and GraphSAINT [21] node sampler, or...
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(SGNN) for layer-wise sampling and subgraph sampling respectively to combat the circular dependency. Note that the hierarchical estimation node sampler strategy is applicable for node-sampling. Finally, We evaluate the performance of our proposed method on multiple datasets to verify its effectiveness and efficiency. In the remainder of this section, we will introduce the unified node sampling variance analysis framework and our hierarchical estimation in more detail.

Specifically, the unified node sampling variance analysis framework is obtained on the basis of unbiased estimator for vanilla GNN. We minimize the variance sum of the each node’s embeddings in each layer obtained by unbiased estimator and find out that the expected closed-form solution of minimum variance node sampler cannot be obtained due to the circular dependency shown in Fig. 1. The sampling probability of minimum variance node sampler is determined by 2-norm of the multiplication of the node embeddings and parameters. However, the node embeddings in HW depends on the nodes sampled in the sampling process, which is not feasible without determining the sampling probability, resulting in circular dependency.

Such dilemma also occurs in previous methods while is not well solved. For layer-wise sampling, previous methods utilize importance sampling and heuristically approximate the HW as shown in Fig. 1a, e.g., leveraging constant value in FastGCN or the features of the node itself with external parameters in ASGCN. However, these studies all ignore neighbour-aggregation information when calculating the sampling probability, resulting in variance not being effectively reduced. Furthermore, the external introduced parameters lead to a substantial increase in the sampling time cost which is hard to implement when layers goes deeper. For subgraph sampling, few studies have analyzed the attainment of the minimum variance node sampler. ClusterGCN applies clustering algorithm which brings in bias and variance and cost much time for large-scale graph. GraphSAINT also ignores the variance analysis and lacks considering the neighbour-aggregation information HW for their proposed node samplers. Overall, there still lacks a both efficient and effective variance reduction methods.

Under such situation, it is critical to solve such dilemma and approximate the minimum variance node sampler. We propose hierarchical estimation based sampling GNN
with firstly estimating the node embeddings and calculate sampling probability based on this estimations and secondly employing GNN operator to aggregate the information of the sampled computation graph to estimate the nodes’ representations on the entire graph for breaking circular dependency. In detail, we apply different skillful methods to design the hierarchical estimation in layer-wise sampling and subgraph sampling considering their technical difference.

For layer-wise sampling, HE-SGNN establishes the sequence relationships among epochs and regards the historical information of the $HV$ as multiple time series simulations demonstrated in Fig. 14 to estimate the current $HV$. To make each node can be sampled and then obtain a precise estimation, we employ optimistic initialization to increase the early exploration of this model. Note that this hierarchical estimation node sampler strategy is applicable for approximating the minimum variance sampler of node-wise sampling paradigm as well. For subgraph sampling, sampling is only done once before training, resulting in that no historical information is available for sampling to break circular dependency. So our proposed HE-SGNN firstly utilize the input node features to replace the neighbour-aggregation information of hidden layers for estimation, then aggregates information for estimating the node embeddings on the entire graph. However, there is no guarantee for the connection between the sampled nodes which causes inadequate neighbour-aggregation information for isolated nodes. Different form node sampler, edge sampler eliminates the the isolated nodes by conducting the partition by adding the two nodes connected with the sampled edge to the subgraph. Inspired by the edge sampler proposed in GraphSAINT, we innovatively induce an edge sampler from the node sampling probability which is acquired from our unified variance analysis framework.

In conclusion, the main contributions of our study are as follows:

1. We unify the variance reduction analysis framework of three sampling paradigms and point out the critical challenge for obtaining the minimum variance sampler, i.e., circular dependency.
2. We propose the hierarchical estimation based layer-wise sampling GNN, which leverages time series sampling to estimate the $HV$ and calculates node sampling probability, then conducts sampling GNN.
3. We estimate the $HV$ with input node features to break circular dependency for further estimating node embeddings in GNN, i.e., hierarchical estimation based subgraph sampling GNN. Furthermore, we apply node sampling probability induced edge sampler based GNN to learn node representations.
4. We conduct experiments on seven authoritative datasets and demonstrate the superiority of our proposed model over the powerful baselines.

2 RELATED WORK

Graph representation learning has received sustained attention in recent years. Different from Euclidean data, the complex structure between each node in one graph leads relevant algorithms difficult to learn effectively. Traditional works such as Deepwalk [28] and Node2Vec [29] learn node embeddings with serialization modeling while LINE [30] captures node features by defining structural similarities. With the rapid development of deep learning, Applying neural network models which have stronger expressive ability for graph representation learning has become a research hotspot. Inspired by convolutional neural network (CNN) [31, 32], one of the representative models of deep learning, Kipf et al. [1] develops graph convolution network which has successfully kicked off the employment of graph neural network (GNN) on graph.

However, the dramatic increase in the graph scale has challenged the effective and efficient training of GNN severely. As a result, numerous studies have been carried out to reduce the neighbour’s size involved in the information aggregation of each node. For example, Dropedge [13] randomly removes a certain number of edges to speed up the training, and GAS [33] processes mini-batch-based GNN with historical embeddings to prune the computation graph. In the meantime, several studies reduce the size of computation graphs by using sampling methods and have designed promising scalable GNN models innovatively [2, 17, 18, 19, 20, 21, 22, 23, 24, 25]. These sampling based methods demonstrate efficient training process and maintain the effective expressive ability of GNN. On account of competitive performance of these sampling based methods, sampling to design scalable GNN has become one of the mainstream methods rapidly. To conclude, there consists of three sampling paradigms, i.e., node-wise sampling, layer-wise sampling, and subgraph sampling.

Studies on Node-wise Sampling. Sampling based GraphSAGE [2] controls the number of neighbors involved in the embedding aggregation to a small constant for each node. This sampling strategy is unbiased but the small number of samples may increase variance. VRGCN [17] and MVSGNN [24] makes variance analysis of node-wise sampling by focusing on the difference between the representation of history and that of present which reduces the variance successfully. However, this paradigm still faces the problem of exponentially increase in neighbor’s size, thus losing its scalability when the layers are stacked deeper.

Studies on Layer-wise Sampling. Layer-wise sampling is developed with the fixed-size node sets sampled at each layer. However, the circular dependency hinders achieving the minimum variance node sampler. In view of this dilemma, FastGCN [18] detaches the sampling probability from the dependency on the norm of hidden embeddings. Nevertheless, FastGCN cannot guarantee that sampled node sets between each layer are densely connected, which may result in large variances. Therefore, LADIES [19] modified the adjacency matrix for alleviating the sparseness problem caused by independent layer sampling. Additionally, ASGCN [20] approximated the norm in probability distribution with modified graph attention [34, 3] to further improve the aggregation results. But the calculation of attention costs too much time for sampling.

Studies on Subgraph Sampling. Subgraph sampling constructs several subgraphs from original graph and learns the embeddings of nodes in each subgraph respectively. In subgraph sampling paradigm, the sampling probability is shared in all layers and sampling is conducted only once before the training. For example, ClusterGCN [22]
applies graph clustering algorithms to partition the original graph into several subgraphs. Though easy to implement, ClusterGCN inevitably introduces bias in embeddings aggregation and suffers huge costs on pre-processing the graph partition. Different from ClusterGCN, GraphSAINT [21] employs several well-developed samplers consisting of classical node sampler and edge sampler for deviation to magnificently speed up the preprocessing. But the studies in GraphSAINT doesn’t consider the key elements, i.e. node embeddings.

3 Preliminaries

In order to conduct variance analysis on the unbiased sampling estimator of vanilla GNN, the operator of vanilla GNN and its unbiased sampling estimator will be introduced in this section for further derivation.

3.1 Graph Neural Networks

Given an undirected graph $G = (V, E)$ where $V$ denotes the set of vertices in graph $G$ and $E$ denotes the set of edges in graph $G$, the traditional aggregation of GNN can be expressed as follows:

$$H^{(l)} = \sigma(\hat{A}H^{(l-1)}W^{(l)}), \ l = 1, \ldots, L$$

where $\hat{A} \in \mathbb{R}^{N \times N}$ denotes the degree normalized adjacency matrix $A$ of $G$; $N$ denotes the number of vertices; $\sigma$ denotes the nonlinear activation function; $W^{(l)} \in \mathbb{R}^{d^{(l-1)} \times d^{(l)}}$ denotes the parameter matrix in $(l)$-th layer; $H^{(l)}$ denotes the embeddings matrix of $(l)$-th layer and $H^{(0)}$ is the features matrix $X \in \mathbb{R}^{N \times d^{(0)}}$. Then the hidden representation $h^{(l)}(v_j)$ of node $v_j \in V$ in $(l)$-th layer can be demonstrated by

$$h^{(l)}(v_j) = \sigma(\frac{1}{n_{j}^{(l-1)}} \sum_{j \in N(v_i)} \hat{A}_{ij}h^{(l-1)}(v_j)W^{(l)})$$

3.2 Unbiased Sampling Estimator for Vanilla GNN

The vanilla GNN needs all the neighbours to conduct message passing. Let $F^{(l)}(v_i) = \sum_{j=1}^{N} \hat{A}_{ij}h^{(l-1)}(v_j)W^{(l)}$, $\hat{F}^{(l)}(v_i)$ can be rewritten into expectation for introducing sampling probability on the whole graph as

$$\hat{F}^{(l)}(v_i) = \mathbb{E}_{q^{(l-1)}}[\frac{\hat{A}_{ij}h^{(l-1)}(v_j)W^{(l)}}{q^{(l-1)}_j}]$$

where $q^{(l-1)}_j$ denotes the node sampling probability distribution in $(l-1)$-th layer. Then by materializing the sampling probability, we can apply corresponding sampling process to reduce the scale of neighbours involved in information aggregation. Furthermore, in order to maintain the operator of vanilla GNN, an unbiased estimator of $\hat{F}^{(l)}(v_i)$ is required to be designed.

Theorem 1. (Proof in Appendix A.1) $\hat{F}^{(l)}(v_i)$ is an unbiased estimator of $F^{(l)}(v_i)$ when $\hat{F}^{(l)}(v_i)$ is given by

$$\hat{F}^{(l)}(v_i) = \frac{1}{n_{i}^{(l-1)}} \sum_{j \in V^{(l-1)}} \frac{\hat{A}_{ij}h^{(l-1)}(v_j)W^{(l)}}{q^{(l-1)}_j}$$

where $n_{i}^{(l-1)}$ is the sampled nodes’ number for estimating the ground truth $F^{(l)}(v_i)$ and $V^{(l-1)}$ denotes the sampled nodes set for aggregating node $v_i$.

Then the aggregation of sampling GNN with unbiased estimator is integrated as follows:

$$h^{(l)}(v_i) = \sigma(\frac{1}{n_{i}^{(l-1)}} \sum_{j=1}^{N} \frac{\hat{A}_{ij}h^{(l-1)}(v_j)W^{(l)}}{q^{(l-1)}_j})$$

4 PROPOSED METHOD: HE-SGNN

In this section, we will demonstrate the unified variance analysis framework and point out the critical challenge for obtaining the closed-form minimum variance node sampler. Then we introduce the proposed Hierarchical Estimation based Sampling GNN (HE-SGNN) respectively for layer-wise sampling and subgraph sampling in detail.

4.1 Unified Node Sampling Variance Analysis Framework

Given one GNN structure with $L$ layers, the minimum variance node sampler minimizes the variance sum of the unbiased estimator $\hat{F}^{(l)}(v_i)$ for each node $v_i$ in all layers. The optimization objective is expressed as

$$\arg\min_{q^{(l-1)}} \sum_{i=1}^{L} \sum_{l=1}^{N} \text{Var}_{q^{(l-1)}}(\hat{F}^{(l)}(v_i))$$

Theorem 2. (Proof in Appendix A.2) The variance of $\hat{F}^{(l)}(v_i)$ for node $v_i$ in $l$-th layer is given by

$$\text{Var}_{q^{(l-1)}}(\hat{F}^{(l)}(v_i)) = \mathbb{E}_{q^{(l-1)}}[(\frac{\hat{A}_{ij}h^{(l-1)}(v_j)W^{(l)} - F^{(l)}(v_i)q^{(l-1)}_j)^2}{n_{j}^{(l-1)}(q^{(l-1)}_j)^2}]$$

The intuitive solution is to derive the node sampling probability $q^{(l-1)}_j$ from Eq. (7) to obtain the minimum variance node sampler. However, the node sampling probability must strictly satisfy the constraint that $\sum_{j=1}^{N} q^{(l-1)}_j = 1$. So we introduce Lagrange multiplier [35] to rewrite the optimization objective in Eq. (6) into

$$\arg\min_{q^{(l-1)}} \sum_{i=1}^{L} \sum_{l=1}^{N} \text{Var}_{q^{(l-1)}}(\hat{F}^{(l)}(v_i)) + \lambda_{l} - \sum_{j=1}^{N} q^{(l-1)}_j$$

where $\lambda_{l} = (l = 1, \ldots, L)$ denotes Lagrange multiplier. Eq. (8) unifies the variance analysis of the three sampling paradigms. By assigning different $q^{(l-1)}_j$, Eq. (8) follow different sampling paradigm:

- node-wise, $q^{(l-1)}_j = q^{(l-1)}_j(v_i)$
- layer-wise, $q^{(l-1)}_j = q^{(l-1)}_j(v_j)V^{(l)}$
- subgraph, $q^{(l-1)}_j = q^{(l-1)}_j$

where $V^{(l)}$ denotes the already sampled nodes set at $(l)$-th layer in laye-wise sampling. The sampling distributions of each node in $V^{(l)}$ in each layer is different for node-wise
sampling while the node in one layer shares equivalent sampling distribution in layer-wise sampling. Additionally, there is only one probability distribution to partition the subgraph. Specially, subgraph node sampling is usually regarded as an independent sampling for each node.

4.2 Scenario in Layer-wise Sampling

4.2.1 Circular Dependency in Layer-wise Sampling

Let \( q^{(l-1)}(v_j|V^{(l)}) \), we can derive the closed-form solution of minimum variance node sampler. Now we have the optimization objective function as:

\[
L(\lambda_1, \lambda_2, \ldots, \lambda_L, q^{(l-1)}(v_j|V^{(l)})) = \sum_{l=1}^{N} \sum_{i=1}^{V_l} Var_{q^{(l-1)}(v_j|V^{(l)})}(F^{(l)}(v_i)) + \lambda_l(-1) \sum_{j=1}^{N} q^{(l-1)}(v_j|V^{(l)})
\]

Then we can find the extreme value of \( L(\lambda_1, \lambda_2, \ldots, \lambda_L, q^{(l-1)}(v_j|V^{(l)})) \) by letting

\[
\frac{\partial L(\lambda_1, \lambda_2, \ldots, \lambda_L, q^{(l-1)}(v_j|V^{(l)}))}{\partial \lambda_l} = 0, \quad s.t. \quad \frac{\partial L(\lambda_1, \lambda_2, \ldots, \lambda_L, q^{(l-1)}(v_j|V^{(l)}))}{\partial \lambda_l} = 0
\]

With Eq. (11), we can obtain the closed-form solution of layer-wise minimum variance node sampler of \((l)-th\) layer.

Theorem 3. (Proof in Appendix A.3) The probability distribution of layer-wise minimum variance node sampler is given by

\[
q^{(l-1)}(v_j|V^{(l)}) = \frac{(\sum_{k \in \mathcal{V}^{(l)}} \hat{A}_{jk}^2)^{\frac{1}{2}} |h^{(l-1)}(v_j)V^{(l)}|}{\sum_{k=1}^{N} (\sum_{j \in \mathcal{V}^{(l)}} \hat{A}_{jk}^2)^{\frac{1}{2}} |h^{(l-1)}(v_k)V^{(l)}|}
\]

4.2.2 Motivation

In view of the existed circular dependency, various layer-wise sampling methods attempt to break this dilemma. Taking three representative methods as examples, FastGCN ignores \( HW \), i.e. the multiplication result of the node embeddings and parameters, and make the sampling probability independent of the nodes set of upper layers while LADIES replace this norm with constant, i.e., only considering \( \hat{A}_{ij} \) to calculate sampling probability. In addition, ASGCN design the self-dependent function \( |W_qh^{(l)}(v_j)| \) where \( W_q \) denotes the external learned parameters. However, they all heuristically do not consider the aggregation information in \( h^{(l-1)}(v_j) \). And the external parameters in ASGCN cause high time cost in the sampling process. Therefore, an efficient sampling method with a more precise approximation for variance minimum node sampler deserves to be designed.

4.2.3 HE-SGNN with Layer-wise Node Sampler

In general, the proposed HE-SGNN with Layer-wise Node Sampler illustrated in Fig. 2 estimates the \( HW \) with well designed modules and then estimate the node embeddings in vanilla GNN with sampling GNN.

Estimating the \( HW \). Briefly, the key of circular dependency is \( HW \) which is unknown before top-down sampling process is completed. To solve this, we propose to use time series sampling to estimate \( HW \). Specifically, we find that node \( v_j \) may be sampled in \((l-1)-th\) layer before the current training epoch, i.e., the historical information of \( HW \) can be acquired. When the training is sufficient, the historical information of \( HW \) will be close to the current unknown representation. As a result, current unknown \( HW \) can be estimated with the historical representations.

So we innovatively treat each historical training as a sequence simulation for estimating current unknown \( HW \) shown in Fig. 2. By establishing the sequential relationships among epochs and utilizing the sampling results from time series sampling, we estimate the current unknown \( HW \), thus successfully breaking the circular dependency without any additional parameters. Therefore, \( q^{(l-1)}(v_j|V^{(l)}) \) can be approximated as

\[
q^{(l-1)}(v_j|V^{(l)}) = \frac{(\sum_{k \in \mathcal{V}^{(l)}} \hat{A}_{jk}^2)^{\frac{1}{2}} E(T)(HW_{v_j})}{\sum_{k=1}^{N} (\sum_{j \in \mathcal{V}^{(l)}} \hat{A}_{jk}^2)^{\frac{1}{2}} E(T)(HW_{v_k})}
\]

where \( T \) denotes the current iteration, \( E(T)(HW_{v_j}) \) denotes the estimated expectation of \( |h^{(l-1)}(v_j)V^{(l)}| \) at \( T \)-th iteration, which is calculated as follows:

\[
E(T)(HW_{v_j}) = \sum_{t=0}^{T-1} |h^{(l-1),t}(v_j)V^{(l),t}| \mathbb{I}(v_j, l-1, t) / n(v_j)
\]

where \( n(v_j) \) denotes the times that \( v_j \) is sampled in \((l-1)-th\) layer in history and \( \mathbb{I}(v_j, l-1, t) \) denotes indicator function. \( \mathbb{I}(v_j, l-1, t) = 1 \) when node \( v_j \) is sampled in \((l-1)-th\) layer at \( t \)-th iteration. Specially, \( E^{(1)}(HW_{v_j}) \) is the initialization
where the proposed hierarchical estimation based layer-wise node sampler turns out to be more difficult to derive as FastGCN and LADIES while ASGCN cost much time to calculate the attention which can not be ignored.

Optimistic Initialization. We apply Optimistic Initialization for $E^{(1)}(HW_{v_j})$ of node $v_j$ to make the above Eq. (15) to approximate $HW$ more precisely. We expect this sampling GNN can accurately approximate the $HW$ for all nodes. However, random initialization of the initial term $E^{(1)}(HW_{v_j})$ will cause nodes with small initialized values fail to be sampled. Specifically, once a node is initialized to a small value, the calculated sampling probability (Eq. (12)) is small, making it difficult for the node to be sampled.

Based on Eq. (15), we can update the historical information via only one sum operation with almost no additional time complexity. On account that we only store the norm $HW$ instead of the multiplication of the node embeddings and parameters, additional space complexity is $O(LN)$ ($L$ denotes the numbers of layers), which does not grow significantly.

Estimating the Node Embeddings for Vanilla GNN. Then we can estimate the node embeddings in vanilla GNN with proposed hierarchical estimation based layer-wise node sampling GNN demonstrated in Fig. 2 as

$$h^{(l)}(v_i) = \sigma\left(\frac{1}{n_i^{(l-1)}} \sum_{j \in V^{(l-1)}} A_{ij}^{(l)} \frac{\hat{g}^{(l-1)}(v_j | V^{(l)})}{q^{(l-1)}(v_j | V^{(l)})} h^{(l-1)}(v_j) W^{(l)} \right)$$

where $\hat{g}^{(l-1)}(v_j | V^{(l)})$ denotes the approximate sampling probability in layer-wise node sampling. Based on this two steps, we propose hierarchical estimation based layer-wise node sampling GNN illustrated in Fig. 2 which including two parts: first using time series sampling to estimate $HW$ and calculate the sampling probability, then conducting node sampling based on the probability to sample nodes and learn the representations for estimating the node embeddings in vanilla GNN.

Optimistic Initialzation. We apply Optimistic Initialzation for $E^{(1)}(HW_{v_j})$ of node $v_j$ to make the above Eq. (15) to approximate $HW$ more precisely. We expect this sampling GNN can accurately approximate the $HW$ for all nodes. However, random initialization of the initial term $E^{(1)}(HW_{v_j})$ will cause nodes with small initialized values fail to be sampled. Specifically, once a node is initialized to a small value, the calculated sampling probability (Eq. (12)) is small, making it difficult for the node to be sampled.

So we apply optimistic initialization [36], i.e., initializing $E^{(1)}(HW_{v_j})$ with larger values, to encourage the early exploration of this proposed model. The large initial value ensures the unsampled nodes with larger probability to be sampled, thus prompting them to participate in the embedding aggregation to approximate their actual $HW$s.

4.2.4 Time Complexity Analysis

Meanwhile, the efficiency of our HE-SGNN is also competitive. We analyze the batch training time complexity of prevalent layer-wise sampling methods in Table 1, $s$ denotes the batch size; $A_s$ denotes the computation graph; $D$ denotes the average degree of the graph; $d$ denotes the dimension of features and $L$ denotes the total number of layers. Our layer-wise node sampler costs $O(Ls d)$ to calculate the $HW$ which can be discarded as a small term. So the time complexity of our method is the same as the most effective models such as FastGCN and LADIES while ASGCN cost much time to calculate the attention which can not be ignored.

4.3 Scenario in Subgraph Sampling

4.3.1 Circular Dependency in Subgraph Sampling

For subgraph sampling, the closed-form of minimum variance node sampler turns out to be more difficult to derive with $q^{(l-1)}(v_j) = q(v_j)$, the optimization objective is demonstrated as:
where \( n_s \) denotes the number of nodes in subgraph containing node \( v_j \). However, the node embeddings \( h^{l-1}(v_j) \) in Eq. \( \text{(17)} \) are also related to \( q(v_j) \) which leads to the closed-form solution of \( q(v_j) \) unable to solve. Critically, it is apparent that \( q(v_j) \) can be derived only when the embeddings information are aggregated to calculate the HW while the structure of subgraph is not defined until the original graph is sampled. Specially, The sampling process is only performed once before training, and the whole training is based on the subgraphs divided by this sampling. To conclude, the circular dependency occurs in subgraph sampling severely.

\[
L(\lambda, q(v_j)) = \sum_{l=1}^{L} \sum_{i=1}^{N} \text{Var}(q(v_j))(\hat{F}^{(l)}(v_i)) + \lambda(1 - \sum_{j=1}^{N} q(v_j))
\]

\[
= \sum_{l=1}^{L} \sum_{i=1}^{N} \frac{1}{n_s} \sum_{j=1}^{N} (\hat{A}_{ij}^2 h^{l-1}(v_j)W^{(l)})^2 - 2\hat{A}_{ij} h^{l-1}(v_j)W^{(l)}[F^{(l)}(v_i)]^T + |F^{(l)}(v_i)|^2 q(v_j))
\]

\[
+ \lambda(1 - \sum_{j=1}^{N} q(v_j))
\]

(17)

If \( n_s = s \), so we fix the sampled nodes’ number \( n_s \) . As a result, Eq. \( \text{(17)} \) is approximated as:

\[
L(\lambda, q(v_j)) = \frac{1}{n_s} \sum_{l=1}^{L} \sum_{i=1}^{N} \sum_{j=1}^{N} (\hat{A}_{ij}^2 x(v_j))^2 - 2\hat{A}_{ij} x(v_j) [F^{(l)}(v_i)]^T + |F^{(l)}(v_i)|^2 q(v_j)) + \lambda(1 - \sum_{j=1}^{N} q(v_j))
\]

Similarly, we can deduce the approximate minimum variance subgraph node sampler by letting

\[
\frac{\partial L(\lambda, q(v_j))}{q(v_j)} = 0 \text{ s. t. } \frac{\partial L(\lambda, q(v_j))}{\lambda} = 0
\]

Then we can obtain the approximate minimum variance subgraph node sampler from Eq. \( \text{(19)} \) as:

\[
\hat{q}(v_j) = \frac{(\sum_{i=1}^{N} \hat{A}_{ij}^2 x(v_j))^2}{\sum_{i=1}^{N} (\sum_{i=1}^{N} \hat{A}_{ij}^2 x(v_j))^2}
\]

(20)

Estimating the Node Embeddings for Vanilla GNN. Finally, given that full batched training loss \( Loss =\frac{1}{|V_i|} \sum_{i=1}^{V_i} L(\hat{y}(v_i), y(v_i)) \) where \( V_i \) denotes the training nodes set and \( L(\hat{y}(v_i), y(v_i)) \) denotes the classification loss between predicted label \( \hat{y}(v_i) \) for node \( v_i \) and the ground truth \( y(v_i) \), we develop an unbiased subgraph training loss to further eliminate the bias caused by randomness.

Theorem 4. (Proof in Appendix A.1) The subgraph training loss \( Loss(s_i) \) on the \( (i) \)-th subgraph is an unbiased loss function of full batched training loss \( Loss \) as

\[
Loss(s_i) = \frac{1}{|V_i| \cdot n_s} \sum_{j=1}^{n_s} \frac{1}{q(v_j)} L(\hat{y}(v_j), y(v_j))
\]

(21)

To conclude, our proposed HE-SGNN with subgraph node sampler is demonstrated in Fig. [3]. Firstly, we make approximation to get the importance node sampling probability. Then we partition the original large-scale graph into several subgraphs with this proposed node sampler. Finally, we utilize the unbiased sampling GNN’s loss function of full batched training loss to estimating the node embeddings for vanilla GNN as

\[
h^{l}(v_i) = \sigma \left( \frac{1}{n_s} \sum_{j=1}^{n_s} \hat{q}(v_j) h^{l-1}(v_j) W^{(l)} \right)
\]

(22)

where \( \hat{q}(v_j) \) denotes the approximate sampling probability in subgraph node sampling and \( V_s \) denotes the subgraph nodes set.
### 4.3.4 Node Sampling Probability Induced Edge Sampler

Inspired by GraphSAINT, we try to develop an edge sampler and incorporate aggregation information of node into edge samplers to improve sampling process shown in Fig. 3. On account of no available historical information, a potential method is to induce edge sampler from the node sampler in Eq. (20) which leverage input node features to approximate aggregation information, i.e. the $H_W$. For edge sampler, node $v_i$ and $v_j$ are added to a subgraph if $e_{ij}$ is sampled. So intuitively, the sampling probability of an edge should be proportional to that of its two connected nodes respectively. Additionally, to satisfy the constraint that the sum of sampling probabilities equals to 1, we induce the edge sampler from node sampling probability as:

$$Pr(e_{ij}) = \frac{q(v_i)}{D(v_i)} + \frac{q(v_j)}{D(v_j)}$$  \hspace{1cm} (23)

where $Pr(e_{ij})$ denotes the sampling probability of the edge connected node $v_i$ and $v_j$.

### 4.3.5 Time Complexity Analysis

On account that subgraph sampling paradigm conduct graph partition before the entire training process, the difference in efficiency of different subgraph sampling methods is determined by the sampling process including sampling probability calculation and subgraph partition. In particular, our proposed sampler time cost is slightly higher than GraphSAINT due to the external consideration of node input features but still much smaller than the clustering algorithm utilized in ClusterGCN. The actual sampling cost will be shown in detail in the experimental section.

### 5 Experiments

In this section, we evaluate the performance of our proposed HE-SGNN with layer-wise node sampler and two subgraph samplers consisting of the node sampler and the node sampling probability induced edge sampler. Several detailed experiments are conducted to demonstrate the outstanding effectiveness and efficiency of our samplers.

#### 5.1 Benchmarks and Baselines

**Benchmarks.** These experiments are analyzed on different node classification tasks as: 1. classifying the categories of papers in three citation networks (Cora, Citeseer and Pubmed [38]), 2. image classification with related descriptions (Flickr), 3. categorizing the communities of posts in one community network (Reddit [2]), 4. businesses classification in one community network (Yelp) and 5. classifying the types of products in one recommendation network (Ogbn-products [39]). The sizes of these seven datasets range from 2.7K (Cora) to 2.4M (Ogbn-products). Specially, the node labels of Yelp are in the multi-class form. The detail of these seven datasets are listed in Table 2. To split the datasets for learning, datasets including Cora, Citeseer and Pubmed follow the "fixed-partition" splits in [18], datasets containing Flickr, Reddit and Yelp follow the "fixed-partition" splits in [21] and Ogbn-products follow the "fixed-partition" splits in [39].

**Baselines.** To measure the superiority of our proposed HE-SGNN derived from the unified variance analysis framework, we compare our proposed samplers with three mini-batched representative GNN models including GCN [1], GraphSAGE [2] and GAT [3] and the other baseline samplers in corresponding sampling paradigms. Specifically, our proposed layer-wise node sampler versus other layer-wise node samplers including FastGCN [18] and ASGCN (no variance reduction) [20], our proposed subgraph node sampler versus other subgraph node sampler containing ClusterGCN [22] and GraphSAINT (node sampler) [21] while our proposed subgraph edge sampler versus GraphSAINT (edge sampler) [21].

#### 5.2 Experimental Settings and Configurations

**Settings.** In order to be consistent with the baselines, our proposed hierarchical estimation based models also conduct the experiments in the inductive way. At the meantime, optimized sampler is only applied for training and all neighbours of one node are used for embeddings aggregation in test process. All the baselines and our proposed samplers are implemented in Pytorch version with CUDA 10.2 and on a NVIDIA Tesla V100 GPU with 32GB GPU memory. "F1-micro" score is utilized to measure the multilabel classification performance of baselines and our proposed models and "F1-micro" score is equivalent to "Accuracy" for single-label node classification.
Table 3 demonstrates the F1-micro score and accuracy comparison of our proposed models and other baselines. In 5.3 Node Classification Performance Analysis, we conduct grid search on various hyperparameter configurations to select the configurations with the highest average "F1-micro" score of 10 trials on the validation set as the best model configurations for our HE-SGNN and all the baselines. The best configurations of our HW-SGNN are listed in Appendix B with Table 6.

5.3 Node Classification Performance Analysis

Table 3 demonstrates the F1-micro score and accuracy comparison of our proposed models and other baselines. In Table 3, "L" denotes layer-wise node sampler, "SN" denotes subgraph node sampler while "SE" denotes subgraph edge sampler. Horizontally, our proposed layer-wise node sampler, subgraph node sampler and subgraph edge sampler outperform other baselines in corresponding sampling paradigms respectively. Vertically, layer-wise sampling based GNNs have higher "F1-micro" scores on smaller and sparser datasets such as Cora and CiteSeer than traditional mini-batched GNNs and subgraph sampling based GNNs. However, layer-wise sampling based GNNs lose competitiveness on larger and denser graphs while subgraph sampling based GNNs show superb performance than other algorithms. It is most probably due to the reason that the resampling before every epoch endow the GNN with the ability to aggregate each neighbour’s information on sparse graphs while the increase in the number of neighbors causes a large number of neighbors to be discarded when aggregating the information and the variance is still difficult to eliminate in practice due to the randomness of sampling.

Meanwhile, in order to make the scalability of our proposed hierarchical estimation based models more convincing, one impressive variant of GCN: SGC [4], two scalable GNN algorithm: GAS [33] and SHADOW [16], another layer-wise sampling based GNN: LADIES, are added to highlight the representation learning performance of our proposed HE-SGNN on two large graph datasets including Reddit and Ogbn-products in Table 4. Apparently, our proposed three sampler based HE-SGNN still have excellent performance compared to other representative models in corresponding sampling paradigm respectively. Particularly, our proposed HE-SGNN with subgraph edge sampler reaches the best performance on both Reddit and Ogbn-products.

5.4 Running Time Analysis

Layer-wise Sampling. We compare the training time per epoch of our model with FastGCN, ASGCN experimentally. In fairness to all model, layer numbers, sampling size and dimensions in each layer of the above three models are consistent with the configurations of our proposed model. Fig. 5 demonstrates the comparison of training time per
Fig. 4. (a) Test accuracy curves of layer-wise sampling on Cora. (b) Test accuracy curves of layer-wise sampling on Pubmed.

effectiveness as well, our model has a large improvement in accuracy while suffers a little increase of time cost.

Fig. 5. Running time comparison.

Subgraph Sampling. As a result, we demonstrate the different time costs on sampling process for subgraph sampling baselines with their optimal configurations in Table 5. Table 5 confirms the cost of our proposed samplers are still in the same order of magnitude as the sampling cost of GraphSAINT. Meanwhile, the clustering algorithm utilized in ClusterGCN shows expensive sampling cost when the graph scale is large. Overall, the sampling costs of our proposed subgraph node sampler and edge sampler are still small compared with other baselines.

5.5 Variance Analysis

The convergence depends on the variance introduced by sampling significantly. Therefore, the test accuracy curves of our models and other baselines are demonstrated to prove the effectiveness of our proposed three samplers.

Test Accuracy Curves of Layer-wise Sampling. The accuracy curves of FastGCN, ASGCN and our proposed HE-SGNN(L) on Cora and Pubmed are drawn in Fig. 5. Due to the encouragement of exploration with optimistic initialization, test accuracies of our sampling based model in the first few epochs are lower than those of FastGCN and ASGCN. However, the performance of our hierarchical estimation based sampling GNN improves rapidly after fully exploration. Results shown in Fig. 5 verify that our HE-SGNN(L) has a faster convergence speed in Cora and almost converges synchronously with ASGCN on Pubmed.

Test Accuracy Curves of Subgraph Sampling. Fig. 6a shows the accuracy curves of ClusterGCN, GraphSAINT(SN) and HE-SGNN(SN) while Fig. 6b demonstrates the convergence performance of GraphSAINT(SE) and HE-SGNN(SE). Our proposed HE-SGNN(SN) and HE-SGNN(SE) also converge quickly. Overall, HE-SGNN(SN) and our HE-SGNN(SE) also have superior convergence ability, inferring the effectiveness in reducing variance of proposed two subgraph samplers.

5.6 Ablation Study

Initialization Analysis for Layer-wise Node Sampler. As mentioned above, the \( HW \) of each node in each layer are expected to be explored for precise valuation which provides guarantee for the validity of optimistic initialization.

Therefore, in order to demonstrate the importance of optimistic initialization of Eq. (17), we compare the performance of our proposed layer-wise node sampler with different initialization strategies on Cora and Citeseer in Fig. 7. We set \( E^{(0)}(HW_{v_j}) \) of each node \( v_j \) to 1000 for optimistic initialization while we set \( E^{(0)}(HW_{v_j}) \) of each node \( v_j \) to
TABLE 5
Sampling Cost (seconds) Comparison of Subgraph Sampling Methods

| Method          | Cora | Citeseer | Pubmed | Flickr | Reddit | Yelp   | Ogbn-products |
|-----------------|------|----------|--------|--------|--------|--------|---------------|
| ClusterGCN      | 0.072| 0.159    | 0.977  | 8.321  | 28.371 | 70.262 | 2172.627      |
| GraphSAINT(SN)  | 0.024| 0.075    | 0.294  | 0.452  | 6.946  | 19.780 | 4.348         |
| HE-SGNN(SE)     | 0.015| 0.072    | 0.156  | 0.447  | 2.275  | 4.791  | 1.424         |
| HE-SGNN(SN)     | 0.027| 0.074    | 0.306  | 0.580  | 13.361 | 29.837 | 23.132        |
| HE-SGNN(SE)     | 0.031| 0.078    | 0.327  | 0.873  | 24.263 | 25.035 | 27.061        |

1 for pessimistic initialization. From Fig. 7 we can find that the initial encouragement of exploration let the model gain considerable learning ability and converge quickly with more reasonable exploitation after showing poor performance on account of exploration in the beginning.

Fig. 7. (a) Test accuracy curves of layer-wise sampler with different initialization strategies on Cora. (b) Test accuracy curves of layer-wise sampler with different initialization strategies on Citeseer.

Sampling Difference between HE-SGNN(SN) and HE-SGNN(SE). Additionally, The difference in performance between HE-SGNN(SN) and HE-SGNN(SE) is also worth pondering. Fig. 8a compares the F1-micro score / test accuracy curves between HE-SGNN(SN) and HE-SGNN(SE) on Reddit and Yelp. It is apparent that these two models both performs well on Reddit while the HE-SGNN(SE) outperforms our HE-SGNN(SN) on Yelp. Potentially, the edge sampler guarantee that each sampled node has at least one neighbour for message passing while the node sampler probably samples several isolated nodes lacking useful aggregation information when the graph is much sparse. Therefore, on Reddit dataset of which average degree is large enough, these two models both converges well while the HE-SGNN(SN) encounters bottleneck on sparse dataset Yelp.

Fig. 8. (a) Accuracy curves comparison between HE-SGNN(SN) and HE-SGNN(SE) on Reddit. (b) F1-micro score curves comparison between HE-SGNN(SN) and HE-SGNN(SE) on Yelp.

6 CONCLUSION
To improve the scalability of GCN, we define an unified variance analysis framework of existing three node sampling paradigms (node-wise sampling, layer-wise sampling and subgraph sampling) into one framework and point out that critical challenges for variance reduction, i.e. circular dependency. Considering the remaining exponential explosion of neighbours’ scale in node-wise sampling, we focus on the sampler optimization for layer-wise sampling and subgraph sampling. To combat the circular dependency in layer-wise sampling, we propose a hierarchical estimation based sampling GNN (HE-SGNN). In detail, we utilize the historical information which can be regarded as a time series sampling to estimate current unknown \(H/W\) with optimistic initialization, thus breaking the circular dependency and then employing node sampling to sample nodes for estimating the node embeddings for vanilla GNN. To reduce variance in subgraph sampling, we break the circular dependency to obtain the node sampler by estimating the current unknown \(H/W\) with the input node features, from which we induce an edge sampler to further improve the sampling process.
The experimental results on seven prevalent graph datasets demonstrate the effectiveness and efficiency of our proposed three samplers by the comparison with existing SOTA methods.
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A.2 Proof of Theorem 2

Given that the unbiased estimation \( \hat{F}(l)(v_i) \), the variance of \( F(l)(v_i) \) can be derived as

\[
\begin{align*}
\text{Var}_{q_{l-1}}(\hat{F}(l-1)(v_i)) &= \text{Var}_{q_{l-1}}(\frac{1}{n_i^{l-1}} \sum_{j \in V_i^{l-1}} p(v_j | v_i) h(l-1)(v_j) W(l)) \\
&= \left( \frac{1}{n_i^{l-1}} \right)^2 \text{Var}_{q_{l-1}}(\sum_{j \in V_i^{l-1}} p(v_j | v_i) h(l-1)(v_j) W(l)) \\
&= \frac{1}{n_i^{l-1}} \text{Var}_{q_{l-1}}(\sum_{j \in V_i^{l-1}} (p(v_j | v_i) h(l-1)(v_j) W(l) - F(l)(v_i))^2) \\
&= \frac{1}{n_i^{l-1}} \mathbb{E}_{q_{l-1}}[(p(v_j | v_i) h(l-1)(v_j) W(l) - F(l)(v_i))^2]
\end{align*}
\]

\[
\begin{align*}
&= \frac{1}{n_i^{l-1}} \mathbb{E}_{q_{l-1}}[(h(l-1)(v_j) W(l) - F(l)(v_i))逸]
\end{align*}
\]

From Eq. (27), we can obtain

\[
q^{*(l-1)}(v_j | \hat{V}(l)) = \frac{\sqrt{\sum_{i \in V(l)} \hat{A}_{ij}^2 h(l-1)(v_j) W(l)}}{\sqrt{\sum_{i \in V(l)} [F(l)(v_i)]^2 - n^{l-1} \lambda_i}}
\]

Sum both sides of Eq. (27) at the same time as

\[
\sum_{j=1}^{N} q^{*(l-1)}(v_j | \hat{V}(l)) = \frac{\sum_{j=1}^{N} \sqrt{\sum_{i \in V(l)} \hat{A}_{ij}^2 h(l-1)(v_j) W(l)}}{\sqrt{\sum_{i \in V(l)} [F(l)(v_i)]^2 - n^{l-1} \lambda_i}} = 1
\]

Then we can find that \( \sum_{i \in V(l)} [F(l)(v_i)]^2 - n^{l-1} \lambda_i = \sum_{j=1}^{N} \sqrt{\sum_{i \in V(l)} \hat{A}_{ij}^2 h(l-1)(v_j) W(l)} \). By substituting this in Eq. (27), we finally attain the variance minimum layer-wise node sampler shown in Eq. (12). Note that the variance minimum node-wise sampler and the subgraph node sampler shown in Eq. (20) can be obtained with this derivation process as well.

A.4 Proof of Theorem 4

In subgraph sampling, \( \text{Loss}(s_l) \) is an unbiased loss when \( \mathbb{E}_{q_{l-1}}(\text{Loss}(s_l)) = \text{Loss} \). Similar to the proof of theorem 1, the proof is demonstrated as follows:
### TABLE 6
Training Configurations of Our Proposed Models

| Paradigm          | Method      | Hyperparameter | Cora | Citeseer | Pubmed | Flickr | Reddit | Yelp | Ogbn-products |
|-------------------|-------------|----------------|------|----------|--------|--------|--------|------|---------------|
| **Layer-wise**    | HE-SGNN(L)  | Dropout        | 0.0  | 0.0      | 0.0    | 0.4    | 0.0    | 0.0  | 0.0           |
|                   |             | Batch size     | 256  | 256      | 256    | 512    | 512    | 512  | 512           |
|                   |             | Hidden dimension | 16   | 16       | 16     | 256    | 16     | 512  | 256           |
|                   |             | Activation function | Sigmoid | Sigmoid | Sigmoid | ReLU | Sigmoid | ReLU | ReLU |
| **Subgraph**      | HE-SGNN(SN)| Dropout        | 0.5  | 0.4      | 0.2    | 0.5    | 0.2    | 0.1  | 0.3           |
|                   |             | Batch size     | 512  | 512      | 5000   | 10000  | 20000  | 20000| 20000         |
|                   |             | Hidden dimension | 16   | 16       | 16     | 256    | 256    | 512  | 256           |
|                   |             | Activation function | ReLU  | ReLU     | ReLU   | ReLU   | ReLU   | ReLU | ReLU |
|                   | HE-SGNN(SE)| Dropout        | 0.5  | 0.5      | 0.2    | 0.4    | 0.3    | 0.1  | 0.3           |
|                   |             | Batch size     | 512  | 512      | 5000   | 20000  | 10000  | 5000 | 20000         |
|                   |             | Hidden dimension | 16   | 16       | 16     | 256    | 256    | 512  | 256           |
|                   |             | Activation function | ReLU  | ReLU     | ReLU   | ReLU   | ReLU   | ReLU | ReLU |

\[
\mathbb{E}_{q(v_j)}(\text{Loss}(s_i)) \\
= \mathbb{E}_{q(v_j)}(\frac{1}{|V_t| \cdot n_s} \sum_{j=1}^{n_s} \frac{1}{q(v_j)} \mathcal{L}(\hat{y}(v_j), y(v_j))) \\
= \frac{1}{|V_t|} \mathbb{E}_{q(v_j)}(\frac{1}{q(v_j)} \mathcal{L}(\hat{y}(v_j), y(v_j))) \\
= \frac{1}{|V_t|} \sum_{j=1}^{|V_t|} \mathcal{L}(\hat{y}(v_j), y(v_j)) \\
= \text{Loss}
\]

### APPENDIX B
**CONFIGURATIONS**

Table 6 summarizes the configurations of our proposed three samplers with highest average "F1-micro" score of 10 trials on validation set. Note that (1) we let the Bernoulli sampling number equivalent with the batch size in layer-wise sampling and (2) batch size in subgraph sampling denotes the number of Bernoulli sampling, which implies that the scale of the actual computation graph is slightly smaller than this batch size due to node resampling.