MIXED QUANTUM SKEW HOWE DUALITY AND LINK INVARIANTS OF TYPE A
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Abstract. We define a ribbon category $\mathcal{S}_p(\beta)$, depending on a parameter $\beta$, which encompasses Cautis, Kamnitzer and Morrison’s spider category, and describes for $\beta = m - n$ the monoidal category of representations of $U_q(\mathfrak{gl}_{m|n})$ generated by exterior powers of the vector representation and their duals. We identify this category $\mathcal{S}_p(\beta)$ with a direct limit of quotients of a dual idempotented quantum group $\dot{\mathcal{U}}_q(\mathfrak{gl}_{r+s})$, proving a mixed version of skew Howe duality in which exterior powers and their duals appear at the same time. We show that the category $\mathcal{S}_p(\beta)$ gives a unified natural setting for defining the colored $\mathfrak{gl}_{m|n}$ link invariant (for $\beta = m - n$) and the colored HOMFLY-PT polynomial (for $\beta$ generic).
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1. Introduction

In 1985 Jones [Jon85] defined a remarkable new polynomial invariant of links. A few years later, Reshetikhin and Turaev [RT90] reinterpreted the Jones polynomial and generalized it by defining a whole class of quantum link invariants. Their work, based on the use of quantum groups and built upon the introduction of ribbon categories, opened the way to a world of connections between knot theory and representation theory. In particular, they defined quantum link invariants attached to finite dimensional representations of semisimple Lie algebras, recovering the Jones polynomial for $\mathfrak{sl}_2$. Although the Alexander polynomial [Ale28] was not originally covered by Reshetikhin and Turaev’s process, it has been well-known to experts that it is possible to recover it using the super quantum group $U_q(\mathfrak{gl}_{1|1})$ [Vir06] (see also [Sar15] for a more accessible explanation and for additional references). (An alternative and earlier construction uses the quantum group $U_q(\mathfrak{sl}_2)$ for $q$ a root of unity [Mur92], but we will not pursue this approach.) In particular, both the Jones and the Alexander polynomials fit together inside the family of quantum link
invariants associated to the Lie superalgebras $\mathfrak{gl}_{m|n}$. We shall mention another link invariant, the HOMFLY-PT polynomial [FYH’85, PT87], which in a certain sense could be interpreted as a limit version for $m \to \infty$ of the $\mathfrak{gl}_m$ link invariants, but does not fit a priori in the setting of quantum link invariants.

A major new step in knot theory was the idea of categorification. Khovanov’s seminal work [Kho00, Kho02, Kho06] lifting the Jones polynomial to a homology theory, initiated an effort to categorify the polynomial knot invariants, which produced an $\mathfrak{sl}_3$ [Kho04] and then an $\mathfrak{sl}_m$ link homology [KR08] via matrix factorizations, as well as a triply graded link homology theory [Kho07], based on Soergel bimodules, categorifying the HOMFLY-PT polynomial. In a parallel and connected way, a categorification program for quantum groups and their representations started and prospered in the last fifteen years, using tools from representation theory and geometry. Milestones were the categorifications using the BGG category $\mathcal{O}$, initiated in [BFK99, FKS06] and the definition of the Khovanov-Lauda-Rouquier algebra [KL09, KL11, KL10, Rou08].

In a remarkable paper, Cautis, Kamnitzer and Morrison [CKM14] showed how the classical skew Howe duality [How89, How95] for the pair $(\mathfrak{gl}_m, \mathfrak{gl}_k)$ can be used to interpret the braiding of $U_q(\mathfrak{gl}_m)$–representations as the action of a dual quantum group $U_q(\mathfrak{gl}_k)$. In particular, they describe the combinatorics of intertwiners of tensor products of exterior powers of the natural representation $C^m_q$ of $U_q(\mathfrak{gl}_m)$ using a spider category, which is equivalent to the direct limit for $k \to \infty$ of some quotients of the idempotented versions of a dual quantum group $U_q(\mathfrak{gl}_k)$.

This approach seems to give the right combinatorial setting for categorification [LQR12, MY13, Tub14, QR14], and has been recently used to give uniqueness results for link homology theories [MW15].

The work of Cautis, Kamnitzer and Morrison actually really applies to braids. Indeed, in the process of assigning an intertwiner of representations to an oriented tangle (and, in particular, a knot or link), one needs to have both the standard representation $C^m_q$ and its dual at his disposal. The fact that Cautis, Kamnitzer and Morrison’s result yields $\mathfrak{gl}_m$ link invariants (and can be used for their categorification) is based on the identification of the exterior powers

$$\wedge^a C^m \cong (\wedge^{m-a} C^m)^*$$

as $\mathfrak{sl}_m$–representations.

With the aim of studying $\mathfrak{gl}_{m|n}$ link invariants and possibly their categorification, this has two main limitations.

The first one concerns its extension to the super case, which is needed to define $\mathfrak{gl}_{m|n}$ link invariants (and, in particular, the Alexander polynomial). Here we denote by $\mathfrak{gl}_{m|n}$ the general Lie superalgebra and by $C^m_{q|n}$ its standard representation. A super version of skew Howe duality does hold for the pair $(\mathfrak{gl}_{m|n}, \mathfrak{gl}_k)$ and can be used, in a similar way as in [CKM14], to describe intertwiners of tensor products of exterior powers of $C^m_{q|n}$. This approach can even be used to categorify these representations, see [Sar13]. However, since in the case $n \neq 0$ no exterior power of the standard representation of $\mathfrak{gl}_{m|n}$ is isomorphic to its dual, the dual of the
standard representation does not appear in skew Howe duality. Indeed, there is a qualitative distinction: the representation appearing in skew Howe duality is always semisimple, while in general mixed tensor products of the vector representation together with its dual are not.

The second limitation appears when one wants to inspect the HOMFLY-PT polynomial. In this case, roughly speaking, one would like to take a limit for \( m \to \infty \). The identification (1.1) above becomes then meaningless and again the dual of the standard representation disappears from the picture.

The goal of this paper is to overcome these two limitations. Our main result is an extension of skew Howe duality to a more general picture where both exterior powers and of its dual appear at the same time, and where one can make sense of the limit \( m \to \infty \) by taking a generic value of the parameter \( \beta \).

An overview of the categories and functors that we will consider is presented in figure 1. The top row of figure 1 is the generalization of [CKM14] to the super case of \( \mathfrak{gl}_{m|n} \), and describes intertwiners of exterior powers of the natural representation \( C_{m|n}^q \). The second row is our extension to exterior powers and their duals. The third row will serve as auxiliary tool. We will describe some of the categories and functors involved in the following.

Graphical calculus for duals. Let \( m, n \) be two non-negative integers. We will always set \( d = m - n \). We denote by \( \text{Rep}^+_{m|n} \) (respectively, \( \text{Rep}_{m|n} \)) the monoidal category of \( U_q(\mathfrak{gl}_{m|n}) \)-representations generated by exterior powers of the natural representation \( C_{m|n}^q \) (respectively, exterior powers of \( C_{m|n}^q \) and their duals). The first goal of our paper is to obtain a unified graphical calculus for \( \text{Rep}_{m|n} \). This extends in two directions the work of Cautis, Kamnitzer and Morrison, who described the category \( \text{Rep}^+_{m|0} \) (and with the trick (1.1) actually described \( \text{Rep}^+_{m|0} \), if restricting to \( \mathfrak{sl}_m \)).

The graphical calculus of [CKM14] is given by a spider category (introduced in rank 2 already in [Kup96]) describing \( \text{Rep}^+_{m|0} \). The extension to the super case (replacing \( \mathfrak{gl}_m \) by \( \mathfrak{gl}_{m|n} \)), which we will develop in all details (see section 4), is relatively
easy. Similarly to [CKM14] we can define a monoidal category \( \text{Sp}^+ \) together with a full functor \( \mathcal{S}_{m|n}^+: \text{Sp}^+ \to \text{Rep}_{m|n}^+ \) (theorem 5.2). The category \( \text{Sp}^+ \) is some sort of universal tool, built in order to describe all categories \( \text{Rep}_{m|n}^+ \) at the same time. We recall that in the case \( n = 0 \), it is easy to find all relations in \( \text{Rep}_{m|n}^+ \) and hence define a quotient \( \text{Sp}^+_{m|n} \) of \( \text{Sp}^+ \) which acts faithfully. This is possible also in the case \( n \neq 0 \), although the relations are not so nice (see [Gra14] for the case of \( \mathfrak{gl}_{1|1} \)). An interesting fact is that we can lift the braiding of all the categories \( \text{Rep}_{m|n}^+ \) directly to \( \text{Sp}^+ \) in a uniform way, turning it into a braided category (proposition 5.11).

Now, with the goal of studying link invariants and their categorification, we are interested in understanding the full category \( \text{Rep}_{m|n} \), and not only its “positive part” \( \text{Rep}_{m|n}^+ \). But, as we already explained, in the case \( n \neq 0 \) the trick (1.1) does not work anymore. Hence we define a rigid category \( \text{Sp} \) by adding duals to \( \text{Sp}^+ \), and we show that the functor \( \mathcal{S}_{m|n}^+ \) extends to a full functor \( \mathcal{S}_{m|n}: \text{Sp} \to \text{Rep}_{m|n} \) (proposition 6.2). The category \( \text{Sp} \), however, is too big: its endomorphism spaces are infinite-dimensional and the functor \( \mathcal{S}_{m|n} \), hence, cannot be faithful. Moreover, there is no map from the category of oriented framed tangles to \( \text{Sp} \) which could give link invariants. Hence we introduce a quotient \( \text{Sp}(\beta) \) of \( \text{Sp} \), depending on a parameter \( \beta \) which can be either a generic variable (corresponding to the second variable of the HOMFLY-PT polynomial) or an integer. Our first main result is then a complete graphical description of the category \( \text{Rep}_{m|n} \):

**Main Theorem A** (See theorem 6.5 and proposition 6.16). For \( \beta = d = m - n \) we get an induced functor \( \mathcal{S}_{m|n}: \text{Sp}(d) \to \text{Rep}_{m|n} \) which is still full. Moreover, for turning it into a faithful functor it is enough to add all the relations of the positive part \( \text{Rep}_{m|n}^+ \).

Similarly as before, the ribbon structure of the representation categories \( \text{Rep}_{m|n} \) lifts in a unified way to \( \text{Sp}(\beta) \), which is hence a ribbon category (theorem 6.13).

**Mixed skew-Howe duality and the doubled Schur algebra.** In [CKM14] the main tool yielding the description of the category \( \text{Rep}_m^+ \) is skew Howe duality, which gives two commuting actions

\[
U_q(\mathfrak{gl}_m) \circ \bigotimes_q (C_q^m \otimes C_q^n) \circ U_q(\mathfrak{gl}_n)
\]

producing a description of \( U_q(\mathfrak{gl}_m) \) intertwiners by elements of \( U_q(\mathfrak{gl}_n) \), and vice versa. In particular, this provides an identification of the category \( \text{Sp}^+ \) with a the direct limit for \( r \to \infty \) of a quotient of the idempotented version of \( U_q(\mathfrak{gl}_r) \). Furthermore, the action of the braid group on the \( U_q(\mathfrak{gl}_m) \)-modules is identified as the quantum Weyl group action generated by Lusztig’s symmetries [Lus93, KT09, CKL10, CKM14].

Surprisingly, it is possible to generalize skew Howe duality and get the dual \( (C_q^{m|n})^* \), together with its exterior powers, into the picture. In our setting, we proceed the other way around with respect to [CKM14], and we deduce such generalization from our graphical calculus:

**Main Theorem B** (See theorem 7.7 and corollary 7.12). On the representation

\[
\bigoplus_{a_1 + \cdots + a_n - a_{r+1}} \bigotimes_q (C_q^{m|n})^* \otimes \cdots \otimes \bigotimes_q (C_q^{m|n})^* \bigotimes \cdots \bigotimes_q (C_q^{m|n})^*
\]

\( a_1 + \cdots + a_{r+1} = m+n \)
there is a naturally defined $U_q(\mathfrak{gl}_{m|n})$-equivariant action of the quantum group $U_q(\mathfrak{gl}_{r+s})$ and of its idempotented version $\hat{U}_q(\mathfrak{gl}_{r+s})$. The latter action generates the full centralizer of the $U_q(\mathfrak{gl}_{m|n})$-action. This allows to define an equivalence of categories between $\mathcal{Sp}(d)$ and the direct limit of a quotient of $\hat{U}_q(\mathfrak{gl}_{r+s})$ for $r, s \to \infty$.

Such a quotient was already introduced by the two authors in [QS14] with the name of doubled Schur algebra. For an illustrative picture see figure 2 and example 7.10 on page 42.

**Link invariants, categorification and the parameter $\beta$.** Let us denote by $\text{Tangles}_{\text{lab}}$ the category of oriented framed tangles whose strands are labeled by positive numbers. For all $\beta$ we have a functor $\Omega_\beta: \text{Tangles}_{\text{lab}} \to \mathcal{Sp}(\beta)$, which for $\beta = d$, composed with the action of $\mathcal{Sp}(d)$ on $\text{Rep}_{m|n}$ gives the Reshetikhin-Turaev invariant (proposition 6.15). This allows us to define inside $\mathcal{Sp}(d)$ the $\mathfrak{gl}_{m|n}$ link invariant labeled by exterior powers of the vector representation.

We stress that this could be of great interest for categorification. Indeed, after [CKM14], the categorification of $\mathfrak{gl}_m$ link invariants can be interpreted as a categorification of the functor $\text{Tangles}_{\text{lab}} \to \mathcal{Sp}_{\leq m}$, i.e. as a 2-functor from the 2-category of tangles to a 2-categorical lift of $\mathcal{Sp}_{\leq m}$ (cf. [LQR12, QR14]). What such a lift should be becomes clear after $\mathcal{Sp}_{\leq m}$ is identified by [CKM14] with a sum of quotients of idempotented version of quantum groups: the natural target of such 2-functor is then some version of the KLR 2-category [KL10, Rou08].

Similarly, in our case, the categorification of $\mathfrak{gl}_{m|n}$ link invariants should be a categorification of the functor $\text{Tangles}_{\text{lab}} \to \mathcal{Sp}(d)$. We believe that the identification of $\mathcal{Sp}(d)$ with the direct limit of doubled Schur algebras can point in the right direction for lifting $\mathcal{Sp}(d)$ to a 2-category and hence constructing a categorification of $\mathfrak{gl}_{m|n}$ link invariants via categorification of such doubled Schur algebras.

Moreover, we point out that the definition of the category $\mathcal{Sp}(\beta)$ depends on a parameter $\beta$, and the action of $\mathcal{Sp}(\beta)$ on $U_q(\mathfrak{gl}_{m|n})$ representation comes when $\beta$ is specialized to $d = m - n$. Nevertheless, our construction of $\mathcal{Sp}(\beta)$ makes sense also for a generic value of $\beta$. In this case, the natural functor $\Omega_\beta: \text{Tangles}_{\text{lab}} \to \mathcal{Sp}(\beta)$ can be used to define the HOMFLY-PT polynomial [FYH85, PT87]. A categorification of this functor, via a similar strategy as in the case $\beta = d$ explained above, could be useful for better understanding the triply graded link homology [Kho07] and its relation with $\mathfrak{gl}_m$ and more generally $\mathfrak{gl}_{m|n}$ link homology (see also [GGS13] for some conjectural properties).

**Structure of the paper.** In section 2 we will fix some notations and recall the definition of the quantized oriented Brauer algebra. In section 3 we will collect some basic facts on the quantum enveloping superalgebra $U_q(\mathfrak{gl}_{m|n})$ and its representations. Section 4 will be devoted to the proof of the quantized super version of classical skew Howe duality. In section 5 we will recall the definition of the braided category $\mathcal{Sp}^+$ from [CKM14] and we will construct its action on $\text{Rep}_{m|n}$. In the following section 6 we will define our main object, the category $\mathcal{Sp}(\beta)$, by adding duals to $\mathcal{Sp}^+$. We will prove that this category acts fully on $\text{Rep}_{m|n}$ for $\beta = m - n$ and we will construct its ribbon structure. In section 7 we will give the quantum group
interpretation of $\text{Sp}(\beta)$, proving our main result. Finally, in section 8 we describe some applications to link invariants.
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2. THE CATEGORY OF TANGLES

The parameter $\beta$. All our diagrammatic categories will be defined over a field $k$ containing the complex numbers $\mathbb{C}$ and two elements $q$ and $q^{\beta}$ which are not roots of the unity. The first main case we are interested in is $k = \mathbb{C}(q, q^{\beta})$, i.e. a transcendental extension of $\mathbb{C}(q)$ by a formal variable $q^{\beta}$. In this case we say that $\beta$ is generic. The second main example is when $\beta$ is some integer $d$ and $k = \mathbb{C}(q)$. We will sometimes write $\mathbb{C}q$ instead of $\mathbb{C}(q)$ for shortness.

For $x \in \mathbb{Z} + \mathbb{Z}$ and $k \in \mathbb{N}$ we define

$$[x] = \frac{q^x - q^{-x}}{q - q^{-1}},$$

(2.1)

$$\begin{bmatrix} x \\ k \end{bmatrix} = \frac{[x][x-1] \cdots [x-k+1]}{[k][k-1] \cdots [1]}.$$  

(2.2)

The following identities hold for all $x, y \in \mathbb{Z} + \mathbb{Z}$ and $k \in \mathbb{N}$, and will be used often through the paper:

$$[x][y+1] - [x+1][y] = [x-y],$$

(2.3)

$$[x][y] - [x-1][y-1] = [x+y-1],$$

(2.4)

$$[x+y] = q^y[x] + q^{-x}[y] = q^{-y}[x] + q^y[y],$$

(2.5)

$$\begin{bmatrix} x+1 \\ k \end{bmatrix} = q^{x+1-k} \begin{bmatrix} x \\ k-1 \end{bmatrix} + q^{-k} \begin{bmatrix} x \\ k \end{bmatrix} = q^{k} \begin{bmatrix} x \\ k \end{bmatrix} + q^{-x-1+k} \begin{bmatrix} x \\ k-1 \end{bmatrix},$$

(2.6)

$$\sum_{\ell=0}^{k} (-q)^{\ell} \begin{bmatrix} x-\ell \\ k \end{bmatrix} \begin{bmatrix} \ell \\ k \end{bmatrix} = q^{-kx+k^2}. $$

(2.7)

Tangles. Let $\text{Tangles}$ be the monoidal category of oriented framed tangles. Its objects are sequences of $\{1, 1^*\}$ and its morphisms are oriented framed tangles modulo isotopy. The category $\text{Tangles}$ can be described in terms of generators and relations, see for example [Oht02]. Let also $\text{Tangles}_q$ be the additive closure of its $k$–linear version, with morphisms being $k$–vector spaces

$$\text{Tangles}_q(\eta, \eta') = \text{span}_k \text{Tangles}(\eta, \eta')$$

(2.8)

and where as objects we have formal (finite) direct sums of objects of $\text{Tangles}$.

We let $\text{Tangles}_{ab}$ be the category consisting of oriented framed tangles whose connected components are labeled by positive integers. The objects of $\text{Tangles}_{ab}$ are sequences of $\{a, a^* \mid a \in \mathbb{Z}_{>0}\}$. Similarly as before, we denote by $\text{Tangles}_{ab}$ its additive $k$–linear version. There are obvious inclusions $\text{Tangles} \hookrightarrow \text{Tangles}_{ab}$ and $\text{Tangles}_q \hookrightarrow \text{Tangles}_{ab}$ given by labeling all strands by 1.

We will regard all these tangle categories as monoidal categories, with monoidal unity being the empty sequence.
The quantized oriented Brauer category. We recall the definition of the quantized oriented Brauer algebra/category, introduced in [Wei05] and [DDS14] (see also [GP08] for a related approach).

**Definition 2.1.** The quantized oriented Brauer category $\mathcal{Br}(\beta)$ is the quotient of $\text{Tangles}_q$ modulo the following relations

\begin{align}
\frac{\begin{array}{c}
\begin{tikzpicture}[scale=0.5]
\draw[thick] (0,0) -- (1,1);
\draw[thick] (1,0) -- (0,1);
\end{tikzpicture}
\end{array}}{s_1} &= (q - q^{-1}) \frac{\begin{array}{c}
\begin{tikzpicture}[scale=0.5]
\draw[thick] (0,0) -- (1,1);
\draw[thick] (1,0) -- (0,1);
\end{tikzpicture}
\end{array}}{s_2}, \\
\frac{\begin{array}{c}
\begin{tikzpicture}[scale=0.5]
\draw[thick] (0,0) -- (1,1);
\draw[thick] (1,0) -- (0,1);
\end{tikzpicture}
\end{array}}{s_1} &= \frac{\begin{array}{c}
\begin{tikzpicture}[scale=0.5]
\draw[thick] (0,0) -- (1,1);
\draw[thick] (1,0) -- (0,1);
\end{tikzpicture}
\end{array}}{s_2} = [\beta], \\
\frac{\begin{array}{c}
\begin{tikzpicture}[scale=0.5]
\draw[thick] (0,0) -- (1,1);
\draw[thick] (1,0) -- (0,1);
\end{tikzpicture}
\end{array}}{s_1} &= \frac{\begin{array}{c}
\begin{tikzpicture}[scale=0.5]
\draw[thick] (0,0) -- (1,1);
\draw[thick] (1,0) -- (0,1);
\end{tikzpicture}
\end{array}}{s_2} = q^{\beta}.
\end{align}

**Definition 2.2.** If $\eta \in \{1,1^*\}^N$ is a sequence of orientations, the quantized oriented Brauer algebra $\mathcal{Br}_\eta(\beta)$ is the endomorphism algebra $\text{End}_{\mathcal{Br}(\beta)}(\eta)$.

For $r, s \geq 0$ let

\begin{equation}
\eta_{r,s} = (1, \ldots, 1, -1, \ldots, -1)_{r \choose s}.
\end{equation}

Then $\mathcal{Br}_{\eta_{r,s}}(\beta)$ is the walled Brauer algebra with parameter $\beta$.

It is shown in [DDS14, Lemma 1.4] and in [Wei05] that $\mathcal{Br}_\eta(\beta)$ is free of rank $k!$, where $k$ is the length of $\eta$.

We recall that for $r \geq 0$ the Hecke algebra $H_r$ is the $\mathbb{C}(q)$ algebra on generators $H_i$ for $i = 1, \ldots, r - 1$ with relations

\begin{align}
H_i H_j &= H_j H_i \quad \text{if } |i - j| > 2, \\
H_i H_{i+1} H_i &= H_{i+1} H_i H_i, \quad H_i^2 = (q^{-1} - q) H_i + 1,
\end{align}

see [KL79], [Soe97]. It follows that if $\eta = 1_N^N$ then $\mathcal{Br}_\eta(\beta)$, which does not depend on $\beta$, is isomorphic to $H_N$. We denote by $H$ the full subcategory of $\mathcal{Br}(\beta)$ monoidally generated by 1, which does not depend on $\beta$.

### 3. The General Linear Lie Superalgebra

We will denote by $m$ and $n$ two non-negative integers, and we will always suppose that either $m$ or $n$ is non-zero. We set also $d = m - n$. In the following, as usual, *super* means $\mathbb{Z}/2\mathbb{Z}$-graded.

**The Lie superalgebra $\mathfrak{gl}_{m|n}$.** Let $I = I_{m|n}$ denote the set $\{1, \ldots, m + n\}$. We define a parity function

\begin{equation}
|i| = \begin{cases} 0 & \text{if } i \leq m, \\ 1 & \text{if } i > m. \end{cases}
\end{equation}

We let also $I^0 = I \setminus \{m + n\}$.

Let $C^{m|n}$ be the vector superspace on homogeneous basis $x_i$ for $i \in I_{m|n}$, with $\mathbb{Z}/2\mathbb{Z}$-degree $|x_i| = |i|$. The *general linear Lie superalgebra* $\mathfrak{gl}_{m|n}$ is the endomorphism space of $C^{m|n}$ equipped with the supercommutator $[y, z] = yz - (-1)^{|y||z|} zy$. Let $\mathfrak{h} \subset \mathfrak{gl}_{m|n}$ be the Cartan subalgebra consisting of all diagonal matrices, and let $\{h_i \mid i \in I\}$ be its standard basis. Let $\{\varepsilon_i \mid i \in I\}$ be the corresponding dual basis.
of $\mathfrak{h}^*$. We define a non-degenerate symmetric bilinear form on $\mathfrak{h}^*$ by setting on the basis

$$
(\varepsilon_i, \varepsilon_j) = (-1)^{|i|} \delta_{ij},
$$

where as usual $\delta_{ij}$ denotes the Kronecker delta. We denote by $P$ the weight lattice and by $P^*$ its dual: they are the free $\mathbb{Z}$-modules spanned by the $\varepsilon_i$'s and the $h_i$'s, respectively.

The roots of $\mathfrak{gl}_{m|n}$ are $\{\varepsilon_i - \varepsilon_j \mid i, j \in I\}$. A root is said to be even (respectively, odd) if the corresponding root vector is. We fix the standard triangular decomposition,

$$(3.2)\quad \text{of } \mathfrak{h},$$

of the quantum enveloping superalgebra. The quantum enveloping superalgebra $U_q = U_q(\mathfrak{gl}_{m|n})$ is defined to be the unital superalgebra over $\mathbb{C}(q)$ with generators $E_i, F_i, q^h$ for $i \in I, h \in P^*$ subject to the following relations:

$$
(3.5a)\quad q^0 = 1, \quad \quad \quad \quad \quad \quad \quad q^h q^{h'} = q^{h+h'},
$$

$$
(3.5b)\quad q^h E_i = q^{(h, \alpha_i)} E_i q^h, \quad \quad \quad \quad \quad \quad \quad q^h F_i = q^{- (h, \alpha_i)} F_i q^h,
$$

$$
(3.5c)\quad (-1)^{|i|} E_i F_i - (-1)^{|i+1|} F_i E_i = \frac{K_i - K_i^{-1}}{q - q^{-1}},
$$

$$
(3.5d)\quad E_m^2 = F_m^2 = 0,
$$

$$
(3.5e)\quad E_i E_j = E_j E_i \text{ and } F_i F_j = F_j F_i \text{ if } |i - j| \geq 2,
$$

$$
(3.5f)\quad E_i F_j = F_j E_i \quad \text{if } i \neq j,
$$

$$
(3.5g)\quad E_i^2 E_{i+1} - [2] E_i E_{i+1} E_i + E_{i+1} E_i^2 = 0 \quad \text{for } i, i + 1 \neq m,
$$

$$
(3.5h)\quad E_{i+1}^2 E_i - [2] E_{i+1} E_i E_{i+1} + E_i E_{i+1}^2 = 0 \quad \text{for } i, i + 1 \neq m,
$$

$$
(3.5i)\quad F_i^2 F_{i+1} - [2] F_i F_{i+1} F_i + F_{i+1} F_i^2 = 0 \quad \text{for } i, i + 1 \neq m,
$$

$$
(3.5j)\quad F_{i+1}^2 F_i - [2] F_{i+1} F_i F_{i+1} + F_i F_{i+1}^2 = 0 \quad \text{for } i, i + 1 \neq m,
$$

$$
(3.5k)\quad F_m F_{m-1} F_m F_{m+1} + F_{m-1} F_m F_{m+1} F_m = F_{m+1} F_m F_{m-1} F_m - [2] F_m F_{m-1} F_{m+1} F_m = 0,
$$

where $K_i = q^{\alpha_i}$. 

We let $\rho_0$ denote half the sum of the even positive roots and $\rho_1$ denote half the sum of the odd positive roots, and we set $\rho = \rho_0 - \rho_1$. Explicitly we have

$$
(3.4)\quad 2\rho = (d-1) \varepsilon_1 + (d-3) \varepsilon_2 + \cdots + (d-2m+1) \varepsilon_m + (d+2n-1) \varepsilon_{m+1} + (d+2n-3) \varepsilon_{m+2} + \cdots + (d+1) \varepsilon_{m+n}.
$$
We define a comultiplication $\Delta: U_q \to U_q \otimes U_q$, a counit $\varepsilon: U_q \to \mathbb{C}(q)$ and an antipode $S: U_q \to U_q$ by setting on the generators
\begin{align*}
\Delta(E_i) &= E_i \otimes K_i^{-1} + 1 \otimes E_i, & \Delta(F_i) &= F_i \otimes 1 + K_i \otimes F_i, \\
S(E_i) &= -E_i K_i, & S(F_i) &= -K_i^{-1} F_i, \\
\Delta(q^h) &= q^h \otimes q^h, & S(q^h) &= q^{-h}, \\
\varepsilon(E_i) &= \delta_{i,j} x_i, & \varepsilon(F_i) &= 0, & \varepsilon(q^h) &= 1, \tag{3.6}
\end{align*}
and extending $\Delta$ and $\varepsilon$ to superalgebra homomorphisms and $S$ to a superalgebra anti-homomorphism. As well-known (and easy to check), the maps $\Delta$, $\varepsilon$ and $S$ turn $U_q(\mathfrak{gl}_{m|n})$ into a Hopf superalgebra.

**Representations.** We let $C_q = \mathbb{C}(q)$ be the trivial representation of $U_q(\mathfrak{gl}_{m|n})$. We denote by $V = \mathbb{C}(q)^{m|n}$ its natural (vector) representation. It is a $\mathbb{C}(q)$-vector superspace of homogeneous basis $x_i$ for $i \in I$, with grading given by $|x_i| = |i|$. (Note that by a slight abuse of notation we also denoted by $x_i$ the basis vectors of $\mathbb{C}(q)^{m|n}$.) The action of $U_q(\mathfrak{gl}_{m|n})$ is determined by
\begin{align*}
E_i x_j &= \delta_{i+1,j} x_i, & F_i x_j &= \delta_{i,j+1} x_i, & q^h x_i &= q^{(h,i)} x_i. \tag{3.7}
\end{align*}
A weight $\lambda \in P$ is said to be dominant if it is a dominant weight for $\mathfrak{gl}_m \oplus \mathfrak{gl}_n \subset \mathfrak{gl}_{m|n}$.

Given a dominant weight $\lambda \in P$, one can define the quantum Kac module $K_q(\lambda)$ with highest weight $\lambda$ by parabolic induction. If $\lambda$ is typical (that is, if $\lambda + \rho, \alpha \neq 0$ for all odd roots $\alpha$), then $K_q(\lambda)$ is simple, and we denote it by $L_{q,m|n}(\lambda)$ or also simply by $L_q(\lambda)$ (see [Kwo14, Section 2]). If $\lambda$ is not typical, one can define $L_q(\lambda)$ as the unique simple quotient of $K_q(\lambda)$. Anyway, we will only need the typical case.

We recall that a partition of $N$ is a sequence of positive integers $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_\ell)$ for some $\ell \geq 0$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_\ell$ such that $|\lambda| = \lambda_1 + \cdots + \lambda_\ell = N$. To a partition we associate a Young diagram, which we also denote by $\lambda$, as in the following picture:

\begin{equation}
\begin{array}{c}
\lambda_1 \\
\vdots \\
\lambda_\ell
\end{array}
\end{equation}

The transposed $\lambda^T$ of a partition $\lambda$ is obtained by taking the symmetric Young diagram around the diagonal. In formulas, $\lambda^T = \# \{ h \mid \lambda_h \geq i \}$.

A partition is said to be a $(m,n)$-hook if $\lambda_i \leq n$ for all $i \geq m$, or equivalently if its Young diagram fits into the union of two orthogonal strips of width $m$ and $n$, as in the following picture:

\begin{equation}
\begin{array}{c}
\hline
\hline
\hline
\end{array}
\end{equation}

Let $H_{m|n}$ denote the set of all $(m,n)$-hook partitions. Let $\lambda = (\lambda_1, \ldots, \lambda_\ell) \in H_{m|n}$ and write $\lambda$ as concatenation of two partitions $\lambda' = (\lambda_1, \ldots, \lambda_m)$ and $\lambda''^T$. Notice that $\lambda''$ is a partition with at most $n$ parts. Then the weight
\begin{equation}
\lambda = \lambda'_1 \varepsilon_1 + \cdots + \lambda'_{m} \varepsilon_m + \lambda''_1 \varepsilon_{m+1} + \cdots + \lambda''_n \varepsilon_{m+n} \tag{3.10}
\end{equation}
is typical and we let $L_q(\lambda) = L_q(\lambda)$. As a convention, if $\lambda$ is a partition which is not in $H_{m|n}$, then we just set $L_{q,m|n}(\lambda) = 0$.

**Ribbon structure.** As well-known, the $h$–version $U_h(\mathfrak{gl}_{m|n})$ of the quantum enveloping algebra of $\mathfrak{gl}_{m|n}$ can be endowed with a ribbon structure, and this allows to turn the category of finite-dimensional $U_q(\mathfrak{gl}_{m|n})$–representations into a ribbon category. Actually, in the literature it is more common to find the ribbon structure of $U_h(\mathfrak{g}_m|n)$, see for example [Gee05], [GP10]. For choosing a universal $R$–matrix for $\mathfrak{gl}_{m|n}$ one has an additional degree of freedom, due to the presence of a nontrivial center. This allows to obtain slightly nicer formulas. We explain our conventions in this subsection. As a reference for ribbon algebras and $h$–versions of the quantum enveloping algebras, see for example [CP94] or [Kas95].

Let $R'$ be the universal $R$–matrix for $\mathfrak{sl}_{m|n}$ from [GP10]. As $R$–matrix for $\mathfrak{gl}_{m|n}$ we take $R = q^{1/2 I} (R')^{-1}$, where $I = h_1 + \cdots + h_{m+n} \in \mathbb{P}^*$ is the identity matrix. Using the ribbon structure of $U_h(\mathfrak{sl}_{m|n})$ it is straightforward to check that $R$ defines a braided structure on $U_h(\mathfrak{gl}_{m|n})$. Let also $\psi'$ be the ribbon element from [GP10]. Then by setting $v = q^{1/2} \psi'$ we get a ribbon element for our braided structure of $U_h(\mathfrak{gl}_{m|n})$, and hence a ribbon structure of the latter.

**Braiding and twist.** On the simple finite-dimensional representation $L_q(\lambda)$ the twist operator acts as

$$\theta_{L_q(\lambda)}(w) = q^{-(\lambda,\lambda + 2\rho)} w,$$

see also [GP10, Lemma 3.1].\(^1\) As for the braiding, we will only need the explicit action on tensor powers of the vector representation. According to our conventions, this is given by

$$\bar{R}_{V,V}(x_a \otimes x_b) = \begin{cases} q^{-1} x_a \otimes x_a & \text{if } a = b \leq m, \\ (-1)^{|a||b|} x_b \otimes x_a & \text{if } a < b, \\ (-1)^{|a||b|} x_b \otimes x_a + (q^{-1} - q) x_a \otimes x_b & \text{if } a > b, \\ -q x_a \otimes x_a & \text{if } a = b > m, \end{cases}$$

see also [Zha09].

The map $\bar{R}_{V,V}$ can be used in a straightforward way to define an action of the Hecke algebra $\mathcal{H}_r$ (see section 2) on $V^\otimes r$. We recall the following result, also known as super Schur–Weyl duality:

**Proposition 3.1 ([Mit06]).** The actions of $\mathcal{H}_r$ and $U_q(\mathfrak{gl}_{m|n})$ on $V^\otimes r$ commute with each other and generate each other’s centralizer. Moreover, we have the following decomposition as a module over $U_q(\mathfrak{gl}_{m|n}) \otimes \mathcal{H}_r$:

$$(3.13) \quad V^\otimes r \cong \bigoplus_{\lambda \in H_{m|n}} L_q(\lambda) \otimes S(\lambda)$$

where $S(\lambda)$ is the simple $\mathcal{H}_r$–module corresponding to the partition $\lambda$.

We stress that it follows in particular that $V^\otimes r$ is semisimple.

\(^1\)Notice that in [GP10] $(\cdot, \cdot)$ denotes the bilinear form of the (dual of) the Cartan of $\mathfrak{sl}_{m|n}$, while in (3.11) we denoted by $(\cdot, \cdot)$ the bilinear form of the (dual of) the Cartan of $\mathfrak{gl}_{m|n}$. The fact that we get apparently the same formula is due to our rescaling of the universal $R$–matrix, see above.
Exterior powers. We define $S^2_q V$ to be the vector subspace of $\bigotimes^2 V$ spanned by
\begin{align}
x_a \otimes x_a & \quad \text{for } a \leq m, \\
x_a \otimes x_b + (-1)^{|a||b|} q^{-1} x_b \otimes x_a & \quad \text{for } a < b.
\end{align}
(3.14)

Notice that the braiding $\hat{R}_{t,V}$ has minimal polynomial $(t - q^{-1})(t + q)$ and by construction $S^2_q V$ is the eigenspace with eigenvalue $q^{-1}$. In particular, $S^2_q V$ is a $U_q(\mathfrak{gl}_{m|n})$–subrepresentation of $\bigotimes^2 V$.

Let $TV = \bigoplus_{i \geq 0} \bigotimes^i V$ be the tensor algebra of $V$. We define $\bigwedge^i_q V = TV/(S^2_q V)$: it is the free algebra on generators $x_a$ with multiplication $\bigwedge_q$ modulo the relations
\begin{align}
x_a \bigwedge x_a &= 0 & \text{for } a \leq m, \\
x_a \bigwedge x_b &= -(-1)^{|a||b|} q^{-1} x_b \bigwedge x_a & \text{for } a < b.
\end{align}
(3.15)

Since $TV$ is a $U_q(\mathfrak{gl}_{m|n})$–representation and $\langle S^2_q V \rangle$ is an invariant subspace, it follows that $\bigwedge^i_q V$ is naturally a $U_q(\mathfrak{gl}_{m|n})$–representation, and it decomposes as $\bigoplus_{i=0}^{\infty} \bigwedge^i_q V$. It follows from proposition 3.1, or it is easy to check explicitly, that each $\bigwedge^i_q V$ is irreducible, and
\begin{equation}
\bigwedge^i_q V \cong \begin{cases} L_q(\varepsilon_1 + \cdots + \varepsilon_i) & \text{if } i \leq m, \\
L_q(\varepsilon_1 + \cdots + \varepsilon_m + (i - m)\varepsilon_{m+1}) & \text{if } i > m \text{ and } n \geq 1, \\
0 & \text{if } i > m \text{ and } n = 0.
\end{cases}
\end{equation}
(3.16)

We will often write $\bigwedge_q^i V$ instead of $\bigwedge^i_q V$ for shortness.

Definition 3.2. We define $\text{Rep}_{m|n}^+$ to be the full additive subcategory of representations of $U_q(\mathfrak{gl}_{m|n})$ monoidally generated by the $\bigwedge^i_q V$’s for $i \geq 0$. We define moreover $\text{Rep}_{m|n}^+$ to be the full additive subcategory of representations of $U_q(\mathfrak{gl}_{m|n})$ monoidally generated by the $\bigwedge^i_q V$’s for $i \geq 0$ and by their duals.

Reshetikhin-Turaev invariant. Since the category of $U_q(\mathfrak{gl}_{m|n})$–representations is ribbon, given a tangle diagram, we can label its strands by finite dimensional $U_q(\mathfrak{gl}_{m|n})$–representations and associate to it some equivariant map which is an invariant of the given tangle (see [RT90, Oht02] for the details).

We will not actually need the full ribbon calculus of this category; it will be enough for our purposes to restrict to labelings of the strands by representations $\bigwedge^a_q V$ for $a \geq 1$. In particular, we will just label our strands by positive integers, and to a strand labeled by $a$ we associate the representation $\bigwedge^a_q V$. In this way we get the Reshetikhin-Turaev functor $\mathcal{RT}_{m|n} : \text{Tangles}^{ab}_q \to \text{Rep}_{m|n}$.

We will sometimes use the same picture for an element of $\text{Tangles}^{ab}_q$ and for its image under the functor $\mathcal{RT}_{m|n}$. This should cause no confusion. For example, the braiding of $V \otimes V$ and its inverse will be represented by
\begin{equation}
(3.17)
\end{equation}
respectively. We also have evaluation and coevaluation maps, which for $V$ and $V^*$ are graphically represented by

\[(3.18)\]

We recall the following relations in $\text{Rep}_{m|n}$, which are a consequence of (3.11) (cf. also [GP10, Lemma 3.1]):

\[(3.19)\]

and more generally

\[(3.20)\]

Moreover, we have

\[(3.21)\]

where $d = m - n$ is the superdimension of $\mathbb{C}^{m|n}$. We stress that these are not equalities in $\text{Tangles}_q$, but only in $\text{Rep}_{m|n}$.

4. Super skew Howe duality

We consider now simultaneously two quantum superalgebras $U_q(\mathfrak{gl}_{m|n})$ and $U_q(\mathfrak{gl}_{k|l})$ for some $m, n, k, l \geq 0$. We let $V_1 = \mathbb{C}_{\mathbb{Q}}^{m|n}$ and $V_2 = \mathbb{C}^{k|l}_{\mathbb{Q}}$ be their vector representations, with bases $\{x_a \mid 1 \leq a \leq m + n\}$ and $\{y_b \mid 1 \leq b \leq k + l\}$ respectively.

We will consider the representation $V_1 \otimes V_2$ of $U_q(\mathfrak{gl}_{m|n}) \otimes U_q(\mathfrak{gl}_{k|l})$, whose standard basis we denote by $z_{ab} = x_a \otimes y_b$. Our first goal is to define exterior powers of this representation, generalizing [BZ08]. Notice that the tensor product algebra $U_q(\mathfrak{gl}_{m|n}) \otimes U_q(\mathfrak{gl}_{k|l})$ is the quantum enveloping superalgebra of $\mathfrak{gl}_{m|n} \otimes \mathfrak{gl}_{k|l}$. It follows by general theory that its representation category is braided, and its universal $R$-matrix is the tensor product of the two $R$-matrices of $U_q(\mathfrak{gl}_{m|n})$ and $U_q(\mathfrak{gl}_{k|l})$.

Let $\sigma_{23} : V_1 \otimes V_1 \otimes V_2 \otimes V_2 \rightarrow V_1 \otimes V_2 \otimes V_1 \otimes V_2$ be the superpermutation which swaps the two middle tensor factors. The operator $R = \sigma_{23} \circ (\hat{R}_{V_1, V_1} \otimes \hat{R}_{V_2, V_2}) \circ \sigma_{23}^{-1}$ is then the braiding on $V_1 \otimes V_2$. (Although this follows by general statements, it is straightforward to see directly that it satisfies the braid relation.)

Since the minimal polynomial of both $\hat{R}_{V_1, V_1}$ and of $\hat{R}_{V_2, V_2}$ is $(t - q^{-1})(t + q)$, the minimal polynomial of $R$ is $(t - q^{-2})(t - q^2)(t + 1)$. We define then $S^2_q(V_1 \otimes V_2)$ to be the sum of the eigenspaces of $R$ with eigenvalues $q^{-2}$ and $q^2$ (i.e. with positive eigenvalues). Obviously we have

\[(4.1)\]

$$S^2_q(V_1 \otimes V_2) = \sigma_{23}(S^2_q V_1 \otimes S^2_q V_2) \oplus \sigma_{23}(\Lambda^2_q V_1 \otimes \Lambda^2_q V_2).$$
Hence $S^2_q(V_1 \otimes V_2)$ is spanned by

\begin{align}
(4.2) & \quad z_{ab} \otimes z_{ab} \quad \text{for } |a| = |b|,
& \quad z_{ac} \otimes z_{ad} + (-1)^{|c||d|} q^{-1} z_{ad} \otimes z_{ac} \quad \text{for } |a| = 0, c < d,
& \quad z_{ac} \otimes z_{bc} + (-1)^{|a||b|} q^{-1} z_{bc} \otimes z_{ac} \quad \text{for } a < b, |c| = 0,
& \quad z_{ac} \otimes z_{bd} + (-1)^{|a||b|} q^{-1} z_{bd} \otimes z_{ad} + (-1)^{|c||d|} q^{-1} z_{bd} \otimes z_{ac} \quad \text{for } a < b, c < d,
& \quad z_{ac} \otimes z_{ad} - (-1)^{|c||d|} q z_{ad} \otimes z_{ac} \quad \text{for } |a| = 1, c < d,
& \quad z_{ac} \otimes z_{bc} - (-1)^{|a||b|} q z_{bc} \otimes z_{ac} \quad \text{for } a < b, |c| = 1,
& \quad z_{ac} \otimes z_{bd} - (-1)^{|a||b|} q z_{bc} \otimes z_{ad} - (-1)^{|c||d|} q z_{bd} \otimes z_{ac} \quad \text{for } a < b, c < d.
\end{align}

We let $\Lambda^N_q(V_1 \otimes V_2) = T(V_1 \otimes V_2)/(S^2_q(V_1 \otimes V_2))$: by definition, this is the quotient of the free algebra on the set $\{z_{ab}\}$ with multiplication $\wedge_q$ modulo the relations

\begin{align}
(4.3) & \quad z_{ab} \wedge_q z_{ab} = 0 \quad \text{for } |a| = |b|,
& \quad z_{ac} \wedge_q z_{ad} = -(-1)^{|c||d|} q^{-1} z_{ad} \wedge_q z_{ac} \quad \text{for } |a| = 0, c < d,
& \quad z_{ac} \wedge_q z_{bc} = -(-1)^{|a||b|} q^{-1} z_{bc} \wedge_q z_{ac} \quad \text{for } a < b, |c| = 0,
& \quad z_{ac} \wedge_q z_{bd} = -(-1)^{|a||b|} q^{-1} z_{bd} \wedge_q z_{ac} \quad \text{for } a < b, c < d,
& \quad z_{ac} \wedge_q z_{bd} = -(-1)^{|a||b|} q^{-1} z_{bd} \wedge_q z_{ac} + (-1)^{|c||d|} q^{-1} z_{bd} \wedge_q z_{ac} \quad \text{for } a < b, c < d,
& \quad z_{ac} \wedge_q z_{ad} = -(-1)^{|a||b|} q z_{ad} \wedge_q z_{ac} \quad \text{for } |a| = 1, c < d,
& \quad z_{ac} \wedge_q z_{bc} = -(-1)^{|a||b|} q z_{bc} \wedge_q z_{ac} \quad \text{for } a < b, |c| = 1.
\end{align}

The tensor algebra $T(V_1 \otimes V_2)$ is a $(U_q(\mathfrak{gl}_{m|n}) \otimes U_q(\mathfrak{gl}_{k|l}))$-module, and the ideal $(S^2_q(V_1 \otimes V_2))$ is by construction an invariant subspace. In particular, $\Lambda^N_q(V_1 \otimes V_2)$ is also a $(U_q(\mathfrak{gl}_{m|n}) \otimes U_q(\mathfrak{gl}_{k|l}))$-module, and it decomposes as $\bigoplus_{N=0}^\infty \Lambda^N_q(V_1 \otimes V_2)$.

**Lemma 4.1.** Let $N \geq 0$. A basis of $\Lambda^N_q(V_1 \otimes V_2)$ is given by the elements

\begin{align}
(4.4) & \quad \left\{ z_{a_1 b_1} \wedge_q \cdots \wedge_q z_{a_N b_N} \right\},
& \quad \text{in the anti-lexicographic order, and if } (a_i, b_i) = (a_{i+1}, b_{i+1}) \text{ then } |z_{a_i b_i}| = 1.
\end{align}

**Proof.** Let $\mathcal{A} = C[q, q^{-1}]$, and let $V^m_{\mathcal{A}} = \mathcal{A}^{m|n}$ and $V^k_{\mathcal{A}} = \mathcal{A}^{k|l}$. Since all relations (3.15) and (4.3) have coefficients in $\mathcal{A}$, it is possible to define “integral versions” $\Lambda^q_{\mathcal{A}} V^m_1$, $\Lambda^q_{\mathcal{A}} V^k_2$, and $\Lambda^q_{\mathcal{A}} (V^m_1 \otimes V^k_2)$. Moreover we have $\Lambda^q_{\mathcal{A}} V_1 = \Lambda^q_{\mathcal{A}} V^m_1 \otimes_{\mathcal{A}} C_q$ and $\Lambda^q_{\mathcal{A}} (V_1 \otimes V_2) = \Lambda^q_{\mathcal{A}} (V^m_1 \otimes V^k_2) \otimes_{\mathcal{A}} C_q$.

Let us prove that the elements (4.4) give a basis of $\Lambda^q_{\mathcal{A}} (V^m_1 \otimes V^k_2)$ (which is hence free over $\mathcal{A}$). Indeed, it follows immediately by the relations (4.3) that they are a set of generators. Moreover, they are linearly independent since this is true when specializing to $q = 1$. 
Since \( \mathbb{C}(q) \) is the field of fractions of \( \mathcal{A} \), it follows that \( \bigwedge_q^\bullet (V_1 \otimes V_2) \) has the same dimension of \( \bigwedge_q^\bullet (V_1^\varphi \otimes V_2^\varphi) \), and the elements (4.3) are linearly independent also over \( \mathbb{C}(q) \). \( \square \)

The following result is the quantum version of super skew Howe duality. The corresponding non-quantized result can be found in [CW12, Chapter 5]. In the non-super case, the result has already been proven in [CKM14, Theorem 4.2.2].

A generalization to the super case exists, but only from one side, see [WZ09, Theorem 2.2].

**Theorem 4.2 (Quantized super skew Howe duality).** For all \( N > 0 \) the two actions

\[
U_q(\mathfrak{gl}_{m,n}) \subset \bigwedge_q^N (\mathbb{C}_q^m \otimes \mathbb{C}_q^k) \subset U_q(\mathfrak{g}_k) \tag{4.5}
\]

commute and generate each other’s centralizer. Moreover, we have

\[
\bigwedge_q^N (\mathbb{C}_q^m \otimes \mathbb{C}_q^k) \cong \bigoplus_{\lambda \in \text{H}(m,n) \cap \text{H}(l,k)} L_q(m,n)(\lambda) \otimes L_q,k,l(\lambda^T) \tag{4.6}
\]

as \( U_q(\mathfrak{gl}_{m,n}) \otimes U_q(\mathfrak{g}_k) \)-modules.

**Proof.** It is clear that the two actions in (4.5) commute with each other. It is then enough to prove the decomposition (4.6), which implies the first assertion. We remark that in the non-quantized case, the analogous of (4.6) holds (see [CW12, Theorem 5.18 and Remark 5.20]).

The space \( W = \bigwedge_q^N (\mathbb{C}_q^m \otimes \mathbb{C}_q^k) \), being a quotient of \( \bigotimes^N (\mathbb{C}_q^m \otimes \mathbb{C}_q^k) \) which is a semisimple \( (U_q(\mathfrak{gl}_{m,n}) \otimes U_q(\mathfrak{g}_k)) \)-module by proposition 3.1, is semisimple. Moreover it must decompose as \( \bigoplus_{\lambda \in \text{H}(m,n), \mu \in \text{H}(k)} (L_q,m,n)(\lambda) \otimes L_q,k,l(\mu) \oslash \kappa_{\lambda,\mu} \). As in finite-dimensional representation theory of semisimple Lie algebras, it is very easy to argue that the multiplicities \( \kappa_{\lambda,\mu} \) are uniquely determined by the dimensions of the weight spaces of \( W \), that is by the character of \( W \). The character of \( W \) coincides with the character of \( \bigwedge_q^N (\mathbb{C}_q^m \otimes \mathbb{C}_q^k) \), hence the multiplicities \( \kappa_{\lambda,\mu} \) are the same as in the non-quantized case, and (4.6) follows. \( \square \)

From now on we set \( l = 0 \) and consider the case of \( V_2 = \mathbb{C}_q^k \).

**Proposition 4.3.** As a \( U_q(\mathfrak{gl}_{m,n}) \)-representation, the module (4.5) decomposes as

\[
\bigwedge_q^N (\mathbb{C}_q^m \otimes \mathbb{C}_q^k) \cong \bigoplus_{\alpha} \bigwedge_{\alpha}^q \mathbb{C}_q^m \otimes \mathbb{C}_q^k \tag{4.7}
\]

where \( \alpha \) runs over all compositions of \( N \) with \( k \) parts, and for \( \alpha = (a_1, \ldots, a_k) \) we set

\[
\bigwedge_{\alpha}^q \mathbb{C}_q^m \cong \bigwedge_{a_1}^q \mathbb{C}_q^m \otimes \cdots \otimes \bigwedge_{a_k}^q \mathbb{C}_q^m \tag{4.8}
\]

When considered as a \( U_q(\mathfrak{gl}_k) \)-module, (4.7) is the weight space decomposition, and \( \bigwedge_{\alpha}^q \mathbb{C}_q^m \) is the weight space of weight \( \alpha = a_1 + \cdots + a_k \).

**Proof.** For each \( i = 1, \ldots, k \) we define an algebra map \( T_i : \bigwedge_q^i V_1 \to \bigwedge_q^i (V_1 \otimes V_2) \) by \( T_i(x_i) = z_{ji} \). It follows from the relations (3.15) and (4.3) that this map is well-defined, and obviously it is \( U_q(\mathfrak{gl}_{m,n}) \)-equivariant. Now let \( T \) be the map

\[
T : \bigwedge_q^i V_1 \otimes \cdots \otimes \bigwedge_q^i V_k \to \bigwedge_q^i (V_1 \otimes V_2)
\]

\[
u_1 \otimes \cdots \otimes \nu_k \mapsto T_1(\nu_1) \wedge \cdots \wedge_k T_k(\nu_k).
\]
Then we notice that the action given by skew Howe duality is local, in the following sense: We identify the weight lattice $P$ of $\mathfrak{gl}_k$ with $\mathbb{Z}^k$. We will mainly be interested in the action of $\mathfrak{gl}_n$ on $\Lambda^a_q C_q^{m|n}$, and will act on $\bigoplus_a \Lambda^a_q C_q^{m|n}$.

Following [CKM14], we introduce the category $\text{Sp}^+$ of skew Howe duality by saying that for all $a \in \mathbb{N}^k$ we have morphisms

\begin{align}
E_i: \Lambda^a_q C_q^{m|n} &\rightarrow \Lambda^{a+i} q C_q^{m|n}, \\
F_i: \Lambda^a_q C_q^{m|n} &\rightarrow \Lambda^{a-i} q C_q^{m|n}, \\
\rho^h: \Lambda^a_q C_q^{m|n} &\rightarrow \Lambda^a q C_q^{m|n},
\end{align}

satisfying the defining relations of $U_q(\mathfrak{gl}_k)$, where we set $\Lambda^a q C_q^{m|n} = 0$ in case $a_i < 0$ for some $i = 1, \ldots, k$. By the last claim of proposition 4.3, the element $\rho^h$ acts on $\Lambda^a q C_q^{m|n}$ by $q^{(h,a)}$.

We notice that the action given by skew Howe duality is local, in the following sense:

**Proposition 4.5.** Fix $k \geq 2$, let $a = (a_1, \ldots, a_k)$ and consider $\Lambda^a_q C_q^{m|n}$. Then we have

\begin{align}
E_i = \text{id} \otimes (i-1) \otimes E \otimes \text{id} \otimes (k-i-1)
\end{align}

as morphisms $\Lambda^a_q C_q^{m|n} \rightarrow \Lambda^{a+i} q C_q^{m|n}$, where

\begin{align}
E: \Lambda^a q C_q^{m|n} \otimes \Lambda^{a+1} q C_q^{m|n} \rightarrow \Lambda^{a+1} q C_q^{m|n} \otimes \Lambda^{a+1} q C_q^{m|n}
\end{align}

is the generator $E_i$ of $U_q(\mathfrak{gl}_2)$. The analogous statement holds for the $F_i$’s.

*Proof.* This is straightforward.

Moreover, we state the following easy result:

**Lemma 4.6.** Let $k = 2$, and consider skew Howe duality applied to $\Lambda_q^{N}(C_q^{m|n} \otimes C_q^{2})$. Then

\begin{align}
E_i^{(N)}: \Lambda_q^{0}(C_q^{m|n}) \otimes \Lambda_q^{N}(C_q^{m|n}) \rightarrow \Lambda_q^{N}(C_q^{m|n}) \otimes \Lambda_q^{0}(C_q^{m|n}) & \text{ and }
F_i^{(N)}: \Lambda_q^{N}(C_q^{m|n}) \otimes \Lambda_q^{0}(C_q^{m|n}) \rightarrow \Lambda_q^{0}(C_q^{m|n}) \otimes \Lambda_q^{N}(C_q^{m|n})
\end{align}

are the identity map after the natural identification of both spaces with $\Lambda_q^{N}(C_q^{m|n})$.

5. **The category $\text{Sp}^+$**

Following [CKM14], we introduce the category $\text{Sp}^+$ which gives a graphical interpretation of skew Howe duality.
The category $\hat{\text{Sp}}^+$. First, we are going to define a monoidal category $\hat{\text{Sp}}^+$. Objects of $\hat{\text{Sp}}^+$ are sequences of non-negative integers. The tensor product is given by concatenation of sequences. Morphisms are monoidally generated by identities and by the two elements

\begin{align}
E(r) &= E(r)_{a \otimes b} : a \otimes b \rightarrow a + r \otimes b - r \\
F(r) &= F(r)_{a \otimes b} : a \otimes b \rightarrow a - r \otimes b + r
\end{align}

for all $a, b \in \mathbb{Z}_{\geq 0}$ and $1 \leq r \leq b$ such that $a + r, b - r \in \mathbb{Z}_{\geq 0}$ or $a - r, b + r \in \mathbb{Z}_{\geq 0}$, respectively. By abuse of notation, we omit sometimes to write $1_{a \otimes b}$ on the right of $E(r)$ and $F(r)$.

Let us denote by $\emptyset$ the empty sequence, which is the unity of the monoidal structure. We also want to have an isomorphism $0 \cong \emptyset$ which allows us to identify $0$ with the monoidal unity. We will implicitly use this isomorphism to let $0$'s appear and disappear. We impose moreover that $E(r)_{1 \otimes r} : r \cong 0 \otimes r \rightarrow r \otimes 0 \cong r$ and $F(r)_{1 \otimes r} : r \cong r \otimes 0 \rightarrow 0 \otimes r \cong r$ are the identity morphisms.

Graphically, we represent the identity morphism $a \rightarrow a$ and the morphisms (5.1) and (5.2) by

\begin{align}
id_a &= \begin{array}{c}
a \\
\end{array}, \quad E(r)_{a \otimes b} = \begin{array}{c}
a \\
r \quad a + r \quad b - r \\
\end{array} \quad \text{and} \quad F(r)_{a \otimes b} = \begin{array}{c}
a \\
r \quad a - r \quad b + r \\
\end{array}
\end{align}

respectively. Notice that we read the pictures always from the bottom to the top. The tensor product of two morphisms is given by horizontal juxtaposition, while composition of morphisms is given by stacking them one on top of the other.

We adopt the following graphical convention: we use thick strands (as in (5.3)) when they are labeled by an integer $a > 0$, we use thin strands when they are labeled by $1$, and we use dashed strands when they are labeled by $0$. In particular, $E1_{a \otimes b} = E^{(1)}_{1 \otimes b}$ and $F1_{a \otimes b} = F^{(1)}_{1 \otimes b}$ are represented by the diagrams

\begin{align}
ad_{a' b'} &= \begin{array}{c}
a \\
1 \quad a + 1 \\
\end{array} \quad \text{and} \quad b_{a' b'} = \begin{array}{c}
b \\
1 \quad b - 1 \\
\end{array}
\end{align}

We enlarge the category $\hat{\text{Sp}}^+$ by taking as new homomorphism spaces the $k$–vector spaces spanned by the old ones, and by taking then the additive envelope of the resulting category. In this way $\hat{\text{Sp}}^+$ becomes an additive $k$–linear category. For brevity in the following, when we will write $a \in \hat{\text{Sp}}^+$, we will mean a sequence of non-negative integers (although a generic object of $\hat{\text{Sp}}^+$ is a formal direct sum of such sequences). We will use a similar convention for the categories $\text{Sp}^+$, $\text{Sp}$ and $\text{Sp}(\beta)$ which will be introduced later on.

The category $\text{Sp}^+$. We define a category $\text{Sp}^+$ by imposing the graphical versions of the relations of the generators of $U_q(\mathfrak{gl}_k)$:
Definition 5.1 ([CKM14]). We define the category $\tilde{\text{Sp}}^+$ to be the quotient of the category $\tilde{\text{Sp}}^+$ modulo the following relations:

- Far away elements commute:

\[
\begin{align*}
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} \\
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array}
\end{align*}
\]

(5.5a)

- The morphisms $E(r)$ and $F(r)$ commute also when they are near to each other:

\[
\begin{align*}
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} \\
\begin{array}{ccc}
  a & b & c \\
  s & r \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array}
\end{align*}
\]

(5.5c)

- Divided powers multiply as usual:

\[
\begin{align*}
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} \\
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array}
\end{align*}
\]

(5.5d)

- The commuting relation between $E$ and $F$ is

\[
\begin{align*}
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array}
\end{align*}
\]

(5.5e)

- And finally, we have the Serre relations:

\[
\begin{align*}
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} \\
\begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array} & = & \begin{array}{ccc}
  a & b & c \\
  r & s \\
\end{array}
\end{align*}
\]

(5.5f)
We get then automatically as a consequence of theorem 4.2:

Theorem 5.2

(See [CKM14, Theorem 4.4.1])

Theorem 5.4

We define now a monoidal functor $\mathcal{G}^+ m|n \colon \mathcal{S}^+ \to \text{Rep}^+ m|n$. On objects, $\mathcal{G}^+ m|n$ is given by $\mathcal{G}^+ m|n (a) = \Lambda^a_q C_m^n | n$, while on the morphisms (5.1) and (5.2) we set

\begin{align*}
\mathcal{G}^+ m|n (E^{(r)}) &= E^{(r)} : \Lambda^a_q C_m^n | n \otimes \Lambda^b_q C_m^n | n \longrightarrow \Lambda^{a+r}_q C_m^n | n \otimes \Lambda^{b-r}_q C_m^n | n, \\
\mathcal{G}^+ m|n (F^{(r)}) &= F^{(r)} : \Lambda^a_q C_m^n | n \otimes \Lambda^b_q C_m^n | n \longrightarrow \Lambda^{a-r}_q C_m^n | n \otimes \Lambda^{b+r}_q C_m^n | n.
\end{align*}

where $E$ and $F$, the generators of $U_q(\mathfrak{gl}_2)$, act on $\bigoplus_{a+b=N} \Lambda^a_q C_m^n | n \otimes \Lambda^b_q C_m^n | n$ by skew Howe duality. It follows from lemma 4.6 that the functor is well-defined.

We get then automatically as a consequence of theorem 4.2:

**Theorem 5.2 (See also [CKM14]).** The functor $\mathcal{G}^+ m|n$ descends to a full functor $\mathcal{G}^+ m|n : \mathcal{S}^+ \to \text{Rep}^+ m|n$.

In the non-super case there is actually an easy way to turn $\mathcal{G}^+ m|n$ into an equivalence of categories by passing to a quotient of $\mathcal{S}^+$, as proven in [CKM14] (and as also follows by the presentation of the Schur algebra given in [DG02]):

**Definition 5.3.** We define $\mathcal{S}^+_{\leq m}$ to be the quotient of the category $\mathcal{S}^+$ modulo all objects $a > m$ (formally, we quotient out all morphisms that factor through a tensor product of objects with at least one tensor factor greater than $m$).

Then:

**Theorem 5.4 (See [CKM14, Theorem 4.4.1]).** In case $n = 0$, the functor $\mathcal{G}^+ m|n$ descends to an equivalence of categories $\mathcal{G}^+ m|0 : \mathcal{S}^+_{\leq m} \to \text{Rep}^+ m$.

For a sequence $a = (a_1, \ldots, a_r) \in \mathcal{S}^+$ we let $|a| = a_1 + \cdots + a_r$. Notice that, by construction, $\Hom_{\mathcal{S}^+} (a, b) \neq 0$ if and only if $|a| = |b|$. Hence we have:

**Lemma 5.5.** Let $a, b \in \mathcal{S}^+$, and let $m \geq |a|$. Then the quotient functor $\mathcal{S}^+ \to \mathcal{S}^+_{\leq m}$ induces an isomorphism $\Hom_{\mathcal{S}^+} (a, b) \cong \Hom_{\mathcal{S}^+_{\leq m}} (a, b)$. 

We recall also the following lemma:

**Lemma 5.6.** Let \( a \in \text{Sp}^+ \) and let \( N = |a| \). There are a monomorphism \( \iota_a : a \hookrightarrow 1 \otimes N \) and an epimorphism \( \pi_a : 1 \otimes N \twoheadrightarrow a \) with \( \pi_a \circ \iota_a = \text{id}_a \).

**Proof.** It is sufficient to prove the claim for an object \( a \in \mathbb{Z}_{\geq 0} \). Let
\[ \iota_a = F^{(1)}_{a-1} \cdots F^{(a-2)}_2 F^{(a-1)}_1 : a \cong a \otimes 0^{a-1} \rightarrow 1 \otimes a \]
and
\[ \pi_a = E^{(a-1)}_1 \cdots E^{(r)}_{a-2} E^{(1)}_{a-1} : 1 \otimes a \rightarrow a \otimes 0^{a-1} \cong a. \]
It follows from the relation (5.5e) that \( \pi_a \circ \iota_a \) is a multiple of the identity, whence the claim. \( \square \)

As a consequence, for all objects \( a, b \in \text{Sp}^+ \) with \( |a| = |b| = N \) we can factor the identity of \( \text{Hom}_{\text{Sp}^+}(a, b) \) as
\[ \text{Hom}_{\text{Sp}^+}(a, b) \hookrightarrow \text{Hom}_{\text{Sp}^+}(1 \otimes N, 1 \otimes N) \twoheadrightarrow \text{Hom}_{\text{Sp}^+}(a, b). \]

**The functor \( J^+ \).** Set in \( \text{Sp}^+ \)

\[ c_{1,1} = (q^{-1} - FE)1_{1 \otimes 1} = q^{-1} \]
\[ c_{1,1}^{-1} = (q - FE)1_{1 \otimes 1} = q \]

The notation is motivated by the fact (easy to check) that \( c_{1,1}^{-1} \) is the inverse of \( c_{1,1} \).

We define a monoidal functor \( J^+ : H \rightarrow \text{Sp}^+ \). On objects, we set \( J^+(1) = 1 \). On morphisms, we set
\[ J^+ \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) = c_{1,1} \quad \text{and} \quad J^+ \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) = c_{1,1}^{-1}. \]
It is easy to check that \( J^+ \) is well-defined, i.e. that \( c_{1,1} \) satisfies the defining relations (2.11) of the Hecke algebra. We will use the pictures in (5.13) to denote the morphisms \( c_{1,1} \) and \( c_{1,1}^{-1} \) of \( \text{Sp}^+ \).

**Remark 5.7.** Alternatively, one can deduce from lemma 5.8 below that for each fixed \( m \geq 0 \) the functor \( J^+ \), restricted to the full subcategory \( \mathcal{H}_m \) and composed with the quotient functor \( \text{Sp}^+ \rightarrow \text{Sp}^+_{\leq m} \), is equal to the composition \( (\mathcal{G}^+_m)^{-1} \circ \mathcal{R} \mathcal{I}_{m|0} \), where \( (\mathcal{G}^+_m)^{-1} \) is an essential inverse to the equivalence of categories \( \mathcal{G}^+_m : \text{Sp}^+_{\leq m} \rightarrow \text{Rep}_m^+ \), and hence \( J^+ \) is well-defined.
Lemma 5.8. The composition $\mathcal{S}^+_{m|n} \circ \mathcal{I}^+$ gives the Reshetikhin-Turaev invariant $\mathcal{R}_m^n$, that is we have

\[(5.14) \quad \mathcal{S}^+_{m|n} \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) = - \mathcal{R}_m^n \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) + q^{-1} \mathcal{R}_m^n \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) \]

as morphisms in $\text{Rep}^+_m$.

Proof. Let $x_a \otimes x_b \in C_q^m \otimes C_q^n$ be a standard basis vector. If we apply the isomorphism (4.9) to it we get $T(x_a \otimes x_b) = z_{a1} \wedge q z_{b2}$. We can now compute

\[(5.15) \quad EF(z_{a1} \wedge q z_{b2}) = E(qz_{a1} \wedge q z_{b1}) = z_{a2} \wedge q z_{b1} + q z_{a1} \wedge q z_{b2}.\]

We have now four cases:

- if $a = b$ and $|a| = 0$, then $z_{a2} \wedge q z_{a1} = -q z_{a1} \wedge q z_{a2}$ and hence (5.15) gives $0$;
- if $a = b$ and $|a| = 1$, then $z_{a2} \wedge q z_{a1} = q^{-1} z_{a1} \wedge q z_{a2}$ and hence (5.15) gives $[2] z_{a1} \wedge q z_{b2}$;
- if $a < b$, then $z_{a2} \wedge q z_{b1} = -(1)^{|a|} z_{a1} \wedge q z_{a2} + (q^{-1} - q) z_{a1} \wedge q z_{b2}$ and hence (5.15) is equal to $-(1)^{|a|} z_{a1} \wedge q z_{a2} + q^{-1} z_{a1} \wedge q z_{b2}$;
- if $a > b$, then $z_{a2} \wedge q z_{b1} = -(1)^{|a|} z_{a1} \wedge q z_{a2} + q z_{a1} \wedge q z_{b2}$ and hence (5.15) is equal to $-(1)^{|a|} z_{a1} \wedge q z_{a2} + q z_{a1} \wedge q z_{b2}$.

An immediate comparison with the formulas (3.12) for the $R$–matrix proves the claim. 

\[\square\]

Proposition 5.9. The functor $\mathcal{I}^+$ is fully faithful.

Proof. We must show that for all $r \geq 0$ the functor $\mathcal{I}^+$ induces an isomorphism $\mathcal{H}_r \cong \text{End}_{\mathcal{S}^+}(1^{\otimes r})$. Choose $m \geq r$ and $n = 0$. Then, by Schur-Weyl duality, the composition $\mathcal{S}^+_{m|0} \circ \mathcal{I}^+$ induces an isomorphism $\mathcal{H}_r \cong \text{End}_{\text{Rep}^+}(C_q^m)^{\otimes r}$. By theorem 5.4 together with lemma 5.5, on the other side, $\mathcal{S}^+_{m|0}$ induces an isomorphism $\text{End}_{\mathcal{S}^+}(1^{\otimes r}) \cong \text{End}_{\text{Rep}^+}(C_q^m)^{\otimes r}$, and the claim follows. 

\[\square\]

We recall the following immediate consequence:

Lemma 5.10. The homomorphism space $\text{End}_{\mathcal{S}^+}(1^{\otimes N})$ is monoidally generated by $c_{1,1}$.

**Braided structure.** As a reference for the definition of a braided category, we refer to [Tur94, §1.2], from where we also copy the notation.

The category $\mathcal{S}^+$ is a sort of inverse limit of the categories $\mathcal{S}^+_{m|}$, each one of the categories $\mathcal{S}^+_{m|}$, being equivalent to $\text{Rep}^+_m$, is braided. This allows to induce a braided structure on $\mathcal{S}^+$:

**Proposition 5.11.** The category $\mathcal{S}^+$ is a braided category, with braiding on $1 \otimes 1$ given by $c_{1,1}$. 

Proof. Given objects $a, b \in \text{Sp}^+$, choose $m \geq |a| + |b|$. In the category $\text{Sp}^+_m$, which is braided since it is equivalent to $\text{Rep}^+_m$, there is a braiding morphism, which via the isomorphism given by lemma 5.5 gives an element $c_{a,b} \in \text{Hom}_{\text{Sp}^+}(a, b)$. This element does not depend on the choice of $m$ (this is a consequence of the naturality of the construction, and can be proved using (5.11) and lemma 5.12 below). It follows that the elements $c_{a,b}$ define a braided structure (the axioms hold since they hold in $\text{Sp}^+_m$ for all big enough $m$). □.

Actually, we can also give a direct proof, which does not use the braided structure of $\text{Rep}^+_m$ (and we could even recover the braided structure of $\text{Rep}^+_m$ from it).

Alternative proof. We define the braiding on $1 \otimes 1$ using (5.11). By lemma 5.12 below, there is a unique possible way to extend it to a candidate braiding on the whole category, using (5.18). We need then to check that such extension is natural, i.e. that for $a, a', b, b' \in \text{Sp}^+$ and $f: a \to a'$, $g: b \to b'$ we have

\[(f \otimes g)c_{a,b} = c_{a', b'}(f \otimes g).\]

We can suppose $|a| = |a'| = M$ and $|b| = |b'| = N$ (otherwise the claim is trivial). We have then

\[(c_{a',b'})(f \otimes g) = (\pi_{a'} \otimes \pi_b)c_{1 \otimes 1 \otimes 1}((\iota_{a'} \otimes \iota_b)(f \otimes g)(\pi_a \otimes \pi_b)(\iota_a \otimes \iota_b)).\]

If we set $\tilde{f} = \iota_a f \pi_a$ and $\tilde{g} = \iota_b g \pi_b$ and we suppose that we can prove naturality for $c_{1 \otimes 1 \otimes 1}$, then we get $c_{1 \otimes 1 \otimes 1}(\tilde{f} \otimes \tilde{g}) = (\tilde{f} \otimes \tilde{g})c_{1 \otimes 1 \otimes 1}$ and (5.16) follows.

So we reduced the problem to the case $a = a' = 1^\otimes M$ and $b = b' = 1^\otimes N$. By lemma 5.10, we can then assume that $f$ and $g$ are just $c_{1,1}$ tensored with identities, and the claim follows then immediately from the braid relation for $c_{1,1}$. □.

We recall the following observation, which we used in the proof of the previous proposition.

**Lemma 5.12** (See also [CKM14, §6.2]). A braided structure on $\text{Sp}^+$ is uniquely determined by the braiding of $1 \otimes 1$. In other words, suppose we have two braided structures on $\text{Sp}^+$, with braiding $c_{a,b}$ and $c'_{a,b}$ respectively. If $c_{1,1} = c'_{1,1}$ then the two braided structures coincide.

**Proof.** We need to show that $c_{a,b} = c'_{a,b}$ for all objects $a, b \in \text{Sp}^+$. Since the braiding is compatible with the monoidal structure (see [Tur94, (1.2.b) and (1.2.c)]), it is sufficient to prove that $c_{a,b} = c'_{a,b}$ for all $a, b \in \mathbb{Z}_{\geq 0}$. Using naturality [Tur94, (1.2.d)] we get

\[(c_{a,b})(\pi_a \otimes \pi_b)((\iota_a \otimes \iota_b) = (\pi_a \otimes \pi_b)c_{1 \otimes 1 \otimes 1}(\pi_a \otimes \pi_b)\iota_a \otimes \iota_b)\]

\[= (\pi_a \otimes \pi_b)c'_{1 \otimes 1 \otimes 1}(\pi_a \otimes \pi_b)\iota_a \otimes \iota_b = c'_{a,b}(\pi_a \otimes \pi_b)(\iota_a \otimes \iota_b) = c'_{a,b}\]

and we are done. □.

Up to rescaling, our formula for $c_{1,1}$ coincides with Lusztig’s symmetry [Lus93, 5.2.1] (cf. also [Que13]). In [CKM14, §6.1] a braided structure on $\text{Sp}^+$ is constructed using these Lusztig’s symmetries. Then by lemma 5.12 we can deduce that the braiding
defined in proposition 5.11 is the same as the one in [CKM14, §6.1], and we have the following explicit formula:

\[(5.19) \quad c_{a,b} = (-1)^{a+b}(a-b)q^{-a} \sum_{-k+l-m=a-b} (-q)^{-km+l} E^{(k)}F^{(l)}E^{(m)} 1_{a \otimes b}.\]

It can be shown [CKM14, Lemma 6.1.1] that this formula is equivalent to the following ones:

\[(5.20) \quad c_{a,b} = \begin{cases} q^{-a} \sum_{s \geq 0} (-q)^s F^{(b-a+s)} E^{(s)} 1_{a \otimes b} & \text{if } a - b \leq 0, \\ q^{-b} \sum_{s \geq 0} (-q)^s F^{(a-b+s)} E^{(s)} 1_{a \otimes b} & \text{if } a - b \geq 0. \end{cases}\]

Lusztig’s symmetries have been largely studied, in particular in [Lus93]. We recall some formulas from [Lus93, Section 37.1.3] in our conventions:

\[(5.21) \quad \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array} = (-1)^{1+\delta_{a=b+1}} q^{a-b-1} \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array}, \quad \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array} = (-1)^{1+\delta_{a=b+1}} q^{b-a-1} \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array};\]

\[(5.22) \quad \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array} = (-1)^{1+\delta_{a=b+1}} q^{b-a+1} \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array}, \quad \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array} = (-1)^{1+\delta_{a=b+1}} q^{a-b+1} \begin{array}{c}
\begin{array}{c}
 a \\
 b
\end{array}
\end{array}.\]

### 6. Graphical calculus for duals

**The category \(\mathbf{Sp}\).** We define now a new monoidal category \(\mathbf{Sp}\) by adding to \(\mathbf{Sp}^+\) left and right duals. In detail, objects of \(\mathbf{Sp}\) are (formal direct sums of) sequences of integers and the tensor product of objects is given by concatenation of sequences. We set \(a^* = -a\) for all \(a \in \mathbb{Z}\). Morphisms are monoidally generated by the identity morphisms \(\text{id}_a\) for \(a \in \mathbb{Z}\), by the morphisms of \(\mathbf{Sp}^+\) (subject to the relations of \(\mathbf{Sp}^+\)) and by adjunction morphisms turning \(a^*\) into a left and right dual of \(a\) for all \(a \in \mathbb{Z}_{>0}\).

We use orientations to distinguish in our pictures between objects \(a > 0\) and their duals. Graphically, we represent the identity morphism \(a^* \to a^*\) for \(a > 0\) by

\[(6.1) \quad \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array}\]

As usual, we represent the adjunction morphisms for \(a > 0\) by the pictures

\[(6.2) \quad \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array}, \quad \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array}, \quad \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array}, \quad \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array}\]

Saying that they turn \(a^*\) into a left and right dual of \(a\) amounts to imposing the duality relations

\[(6.3) \quad \begin{array}{c}
\begin{array}{c}
 a \\
 a
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
 a \\
 a
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
 a \\
 a
\end{array}
\end{array} \quad \text{and} \quad \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
 a \\
 a^*
\end{array}
\end{array}.\]
. Notice that every object $a = (a_1, \ldots, a_\ell) \in \mathcal{Sp}$ has a left and right dual $a^* = (a^*_\ell, \ldots, a^*_1)$, with adjunction morphisms obtained by nesting (graphically) the generating adjunction morphisms (6.2). Hence, by adjunction, we have right and left duals of the generating morphisms $E^r$ and $F^r$. We impose that these left and right duals coincide. In pictures:

\begin{equation}
(6.4)
\end{equation}

for $E^r 1_{(b-r,a+r)}$ and

\begin{equation}
(6.5)
\end{equation}

for $F^r 1_{(b+r,a-r)}$. Since $E^r$ and $F^r$, together with identities and the adjunction morphisms, generate the morphisms of $\mathcal{Sp}$, it follows that the left and right duals of \textit{every} morphism coincide.

We denote

\begin{equation}
(6.6)
E^r 1_{a^* \otimes b^*} = (F^r 1_{a+r \otimes b-r})^* \quad \text{and} \quad F^r 1_{a^* \otimes b^*} = (E^r 1_{a-r \otimes b+r})^*
\end{equation}

and we use the pictures

\begin{equation}
(6.7)
F^r 1_{a^* \otimes b^*} = \begin{array}{c}
\text{r} \\
\text{a^*} \\
\text{b^*}
\end{array} \quad \text{and} \quad E^r 1_{a^* \otimes b^*} = \begin{array}{c}
\text{r} \\
\text{a^*} \\
\text{b^*}
\end{array}
\end{equation}

for (6.4) and (6.5), respectively.

Since the category $\text{Rep}_{m|n}$ is ribbon, we have

**Proposition 6.1.** The functor $\mathcal{G}: \mathcal{Sp}^+ \rightarrow \text{Rep}^+_{m|n}$ extends to a functor $\mathcal{G}: \mathcal{Sp} \rightarrow \text{Rep}_{m|n}$.

\textit{Proof.} This is almost straightforward. It is sufficient to map the adjunction morphisms (6.2) to the duality morphisms of the ribbon structure of $\text{Rep}_{m|n}$ under the functor $\mathcal{G}$, and to notice that since $\text{Rep}_{m|n}$ is braided, left and right duals of morphisms agree and hence the relations (6.4) and (6.5) are automatically satisfied. \(\square\)

**Proposition 6.2.** The functor $\mathcal{G}: \mathcal{Sp} \rightarrow \text{Rep}_{m|n}$ is full.
Proof. Let $a = (a_1, \ldots, a_i), b = (b_1, \ldots, b_j)$ be two objects of $\mathcal{Sp}$, and suppose without loss of generality that $a_i, b_j \neq 0$ for all $i, j$. Suppose first that the following condition is satisfied:

\[(*) \text{ there are indexes } 1 \leq \ell' \leq \ell \text{ and } 1 \leq \kappa' \leq \kappa \text{ such that } a_i > 0 \text{ if and only if } i \leq \ell' \text{ while } b_j > 0 \text{ if and only if } j > \kappa'.\]

Let $a' = (a_1, \ldots, a_{\ell'})$ and $a'' = (a_{\ell'+1}, \ldots, a_{\ell})$, and $b' = (b_1, \ldots, b_{\kappa'})$ and $b'' = (b_{\kappa'+1}, \ldots, b_{\kappa})$. Let us define sequences $c$ and $d$ of objects of $\mathcal{Sp}^+$ by $c = (b')^* \otimes a'$ and $d = b'' \otimes (a'')^*$. Then we have an isomorphism

\[
\text{Hom}_{\mathcal{Rep}_{m[n]}}(\Lambda_q^a, \Lambda_q^b) \longrightarrow \text{Hom}_{\mathcal{Rep}^+_{m[n]}}(\Lambda_q^c, \Lambda_q^d)
\]

\[
\gamma \mapsto \tilde{\gamma} = (\text{id}_{b'^*} \otimes id_a)(id_{b'^*} \otimes \gamma \otimes id_{a'^*})(id_c \otimes \text{coev}_{a'^*})
\]

whose inverse is given by

\[
\text{Hom}_{\mathcal{Rep}^+_{m[n]}}(\Lambda_q^c, \Lambda_q^d) \longrightarrow \text{Hom}_{\mathcal{Rep}_{m[n]}}(\Lambda_q^a, \Lambda_q^b)
\]

\[
\gamma \mapsto \hat{\gamma} = (id_b \otimes \text{ev}_{a'^*})(id_{b'^*} \otimes \gamma \otimes id_{a'^*})(\text{coev}_{b'^*} \otimes id_a),
\]

where for simplicity we omitted the symbol $\Lambda_q$ in the subscripts.

Let now $\tilde{\gamma} : \Lambda_q^a \to \Lambda_q^b$ be a morphism in $\mathcal{Rep}_{m[n]}$. Since $\mathcal{G}_{m[n]}^+$ is full, there is an element $\varphi \in \text{Hom}_{\mathcal{Sp}^+}(c, d)$ such that $\mathcal{G}_{m[n]}^+(\varphi) = \tilde{\gamma}$. Let

\[
\hat{\varphi} = (id_b \otimes \text{ev}_{a'^*})(id_{b'^*} \otimes \varphi \otimes id_{a'^*})(\text{coev}_{b'^*} \otimes id_a) \in \mathcal{Sp},
\]

where now $\text{ev}_{a'^*}$ and $\text{coev}_{b'^*}$ denote the adjunction morphisms in $\mathcal{Sp}$. Then $\mathcal{G}_{m[n]}(\hat{\varphi}) = \hat{\gamma} = \tilde{\gamma}$, hence $\gamma$ is in the image of $\mathcal{G}_{m[n]}$.

Let now $a$ and $b$ be general, and let $\gamma \in \text{Hom}_{\mathcal{Rep}}(\Lambda_q^a, \Lambda_q^b)$. Choose permutations $w$ and $z$ such that $wa$ and $zb$ satisfy $(*)$. Corresponding to some reduced expressions of $w$ and $z$ there are isomorphisms $\Psi_1 : \Lambda_q^a \to \Lambda_q^{wa}$ and $\Psi_2 : \Lambda_q^{zb} \to \Lambda_q^b$ which are given by the braiding of $\mathcal{Rep}$. Although the category $\mathcal{Sp}$ is not braided, it is straightforward to see that these isomorphisms are in the image of $\mathcal{G}_{m[n]}$, since the braiding morphisms of $\mathcal{Rep}_{m[n]}$ are obtained by taking the duals (graphically “rotating”) of the braiding morphisms of $\mathcal{Rep}_{m[n]}^+$ (cf. also the pictures (6.19) and (6.20) below). So there exist morphisms $\tilde{\Psi}_1$ and $\tilde{\Psi}_2^{-1}$ in $\mathcal{Sp}$ such that $\mathcal{G}(\tilde{\Psi}_1) = \Psi_1$ and $\mathcal{G}(\Psi_2^{-1}) = \tilde{\Psi}_2^{-1}$. By the first part of the proof, there is a morphism $\varphi$ in $\mathcal{Sp}$ such that $\mathcal{G}(\varphi) = \tilde{\Psi}_2^{-1} \circ \varphi \circ \tilde{\Psi}_1^{-1}$. Hence $\mathcal{G}(\tilde{\Psi}_2^{-1} \circ \varphi \circ \tilde{\Psi}_1^{-1}) = \gamma$, and we are done. \qed

Remark 6.3. Notice that proposition 6.2 is a special case of the following more general statement. Consider a full strong monoidal functor $\mathcal{G} : \mathcal{M}^+ \to \mathcal{B}$ from a monoidal category $\mathcal{M}^+$ to a ribbon category $\mathcal{B}$. Suppose that the images of objects of $\mathcal{M}^+$ together with their duals in $\mathcal{B}$ generate the objects of $\mathcal{B}$. Suppose also that the category $\mathcal{M}^+$ is a subcategory of a rigid category $\mathcal{M}$ and the functor $\mathcal{G}$ extends to a functor $\mathcal{G} : \mathcal{M} \to \mathcal{B}$. Then $\mathcal{G}$ is also full.
We define also the following morphisms:

\[ E^{(r)}(a \otimes b^*) = a^* b + r \quad \text{and} \quad F^{(r)}(a \otimes b^*) = a^* b - r, \]

\[ (6.11) \]

\[ E^{(r)}_1(a \otimes b^*) = a^* b + r \quad \text{and} \quad F^{(r)}_1(a \otimes b^*) = a^* b - r, \]

\[ (6.12) \]

The category \( \text{Sp}(\beta) \). As we have seen, via the functor \( \mathcal{G}_{m|n} \) the category \( \text{Sp} \) gives all morphisms of \( \text{Rep}_{m|n} \). However, \( \text{Sp} \) is somehow too big (any non-trivial homomorphism space is infinite dimensional, since it contains the diagram consisting of a disjoint union of an arbitrary number of bubbles). We define hence a quotient \( \text{Sp}(\beta) \), depending on the choice of our element \( q^\beta \).

**Definition 6.4.** We define the category \( \text{Sp}(\beta) \) to be the quotient of the category \( \text{Sp} \) modulo the relations

\[ (6.13a) \]

\[ \begin{array}{c}
1 \\
1
\end{array} = [\beta - 1], \quad \begin{array}{c}
1 \\
1
\end{array} = [\beta - 1], \]

and

\[ (6.13b) \]

\[ \begin{array}{c}
1 \\
1
\end{array} = [\beta], \quad \begin{array}{c}
1 \\
1
\end{array} = \begin{array}{c}
1 \\
1
\end{array} = [\beta - 1], \quad \begin{array}{c}
1 \\
1
\end{array} = \begin{array}{c}
1 \\
1
\end{array} = [\beta - 1], \]

\[ (6.13c) \]

\[ \begin{array}{c}
1 \\
1
\end{array} = [2 - \beta], \quad \begin{array}{c}
1 \\
1
\end{array} = [2 - \beta], \quad \begin{array}{c}
1 \\
1
\end{array} = [2 - \beta], \quad \begin{array}{c}
1 \\
1
\end{array} = [2 - \beta]. \]

(6.13d)

Recall that we set \( d = m - n \). We have then:

**Theorem 6.5.** The functor \( \mathcal{G}_{m|n} : \text{Sp} \to \text{Rep}_{m|n} \) descends to a full functor

\[ (6.14) \]

\[ \mathcal{G}_{m|n} : \text{Sp}(d) \to \text{Rep}_{m|n}. \]
Proof. We need to check that relations (6.13) are satisfied by morphisms in $\text{Rep}_{m|n}$. Relation (6.13b) is (3.21). Let us check the first one of (6.13a) (the second one is analogous). Using (5.14) we have in $\text{Rep}_{m|n}$:

\begin{equation}
\begin{array}{c}
1 \\
1 \\
1
\end{array} = -\begin{array}{c}
1 \\
1 \\
1
\end{array} + q^{-1} \begin{array}{c}
1 \\
1 \\
1
\end{array} = -q^{-d} + q^{-1} [d] = [d - 1].
\end{equation}

We now check (6.13c). Again using (5.14) we have in $\text{Rep}_{m|n}$:

\begin{equation}
\begin{array}{c}
1 \\
1 \\
1
\end{array} = -q^{-1} \begin{array}{c}
1 \\
1 \\
1
\end{array} - q \begin{array}{c}
1 \\
1 \\
1
\end{array} + \begin{array}{c}
1 \\
1 \\
1
\end{array} = -q^{-1+d} - q^{1-d} + [d] = [d - 2].
\end{equation}

and the claim follows since $-q^{-1+d} - q^{1-d} + [d] = [d - 2]$. Analogously one can check (6.13d). \hfill \square

**Proposition 6.6.** The functor $\mathcal{I}^+ : \mathcal{H} \to \mathcal{Sp}^+$ extends to a fully faithful functor $\mathcal{I}_d : \mathcal{Br}(\beta) \to \mathcal{Sp}(\beta)$.

Proof. Since the oriented Brauer category $\mathcal{Br}(\beta)$ is generated by the braiding from $\mathcal{H}$ together with the adjunction maps (cups and caps), there is a unique natural way to extend the functor $\mathcal{I}^+$ to $\mathcal{Br}(\beta)$. We should check that the defining relations of $\mathcal{Br}(\beta)$ hold in the image. Relation (2.9a) is a direct consequence of (6.13b), while relations (2.9b) can be showed by the same computation as in (6.15).

Now, let us first prove that $\mathcal{I}_d$ is full. We will mostly deduce this from the fact that $\mathcal{I} : \mathcal{H} \to \mathcal{Sp}^+$ is fully faithful (proposition 5.9). Consider a diagram element $\varphi \in \text{Hom}_{\mathcal{Sp}(\beta)}(a, b)$ with $a$ and $b$ containing only copies of $1$ and $1^*$. We slice $\varphi$ into elementary pieces, as (5.3), (6.2) and (6.7), tensored with identities. Of course the labels that appear in the slices can be greater than $1$. We thus replace, at the bottom and the top of each slice, each higher label $a$ (respectively, $a^*$) by $1^{\otimes a}$ (respectively, $(1^*)^{\otimes a}$) by inserting $\pi_a \iota_a$ (respectively, its dual), where $\iota_a$ and $\pi_a$ are the injection and the projection from lemma 5.6. Moreover, we can suppose that all caps and cups are labeled by $1$ using the following trick:

\begin{equation}
\begin{array}{c}
\pi_a \\
1 \\
1
\end{array} = \begin{array}{c}
\pi_a \\
1 \\
1
\end{array} \iota_a
\end{equation}

(and similarly in the case of cups).
Now we have sliced our diagram so that if one slice contains higher labels then it does not contain cups or caps (so if it contains higher labels then there is no interaction between upwards pointing and downwards pointing strands). The slices containing cups or caps lie in the image of $J$, obviously. The other slices lie also in the image of $J$, since $J$ is full. Hence $J$ is full.

In order to prove that $J$ is faithful, consider first the case $\beta = d$. For any objects $a, b \in \text{Br}(d)$ we can choose $m, n$ big enough so that the Reshetikhin-Turaev functor $\mathcal{R}T_{m|n}$ induces an isomorphism $\text{Hom}_{\text{Br}(d)}(a, b) \rightarrow \text{Hom}_{\text{Rep}_{m|n}}(\Lambda^a_n, \Lambda^b_n)$. Since this map factors through $\text{Hom}_{\text{Br}(d)}(a, b) \rightarrow \text{Hom}_{\text{Sp}(d)}(a, b)$, and we just proved that this is surjective, it follows that this is injective. The case $\beta$ generic follows by specialization (formally, one needs to define the category $\text{Sp}(\beta)$ over $\mathbb{C}[q^\beta, q^{-\beta}]$, and then the argument before shows that $\text{Hom}_{\text{Sp}(d)}(a, b)$ is free of the same rank as for $\beta = d$).

As a consequence, we have the following result, which seems actually to be known, but we have not been able to find a reference in full generality. The analogous statement in the non-quantized setting can be found in [BS12, Theorem 7.8].

**Proposition 6.7** (Super mixed quantum Schur-Weyl duality). The Reshetikhin-Turaev functor $\mathcal{R}T_{m|n}$ induces a full functor $\text{Br}(d) \rightarrow \text{Rep}_{m|n}$.

**Proof.** The functor $\text{Br}(d) \rightarrow \text{Rep}_{m|n}$ is the composition of the functors $J_d: \text{Br}(d) \rightarrow \text{Sp}(d)$ and $\beta: \text{Sp}(d) \rightarrow \text{Rep}_{m|n}$, which are full by proposition 6.6 and proposition 6.2, respectively.

By construction, there is an obvious functor $i: \text{Sp}^+ \rightarrow \text{Sp}$. We will denote also by $i: \text{Sp}^+ \rightarrow \text{Sp}(\beta)$ its composition with the quotient functor $\text{Sp} \rightarrow \text{Sp}(\beta)$.

**Proposition 6.8.** The functor $i: \text{Sp}^+ \rightarrow \text{Sp}(\beta)$ is fully faithful.

**Proof.** We shall prove that $i$ induces an isomorphism $\text{Hom}_{\text{Sp}^+}(a, b) \cong \text{Hom}_{\text{Sp}(\beta)}(a, b)$ for all objects $a, b \in \text{Sp}^+$. First, we claim that it is enough to consider the case $a = b = 1^\otimes N$. Indeed, using (5.10) we have a commutative diagram

\[
\begin{array}{ccc}
\text{Hom}_{\text{Sp}^+}(a, b) & \rightarrow & \text{Hom}_{\text{Sp}^+}(1^\otimes N, 1^\otimes N) \\
\text{Hom}_{\text{Sp}(\beta)}(a, b) & \rightarrow & \text{Hom}_{\text{Sp}(\beta)}(1^\otimes N, 1^\otimes N)
\end{array}
\]

Then supposing that the middle vertical map is an isomorphism, the left square gives the injectivity and the right square gives the surjectivity of the map $\text{Hom}_{\text{Sp}^+}(a, b) \rightarrow \text{Hom}_{\text{Sp}(\beta)}(a, b)$, which is hence an isomorphism.

Se we can restrict to the case of $1^\otimes N$. Since the functors $J^+$ and $J$ are fully faithful, we have isomorphisms $\text{Hom}_{\text{Sp}^+}(1^\otimes N, 1^\otimes N) \cong \mathcal{H}_N \cong \text{End}_{\text{Br}(\beta)}(1^\otimes N) \cong \text{Hom}_{\text{Sp}(\beta)}(1^\otimes N, 1^\otimes N)$, and we are done.

As a corollary of proposition 6.6 or alternatively of proposition 6.8 we have the following important fact:
Corollary 6.9. In $\text{Sp}(\beta)$ we have $\text{End}_{\text{Sp}(\beta)}(a) = \mathbb{C}_q$ for all $a \in \mathbb{Z}_{\geq 0}$.

Ribbon structure. In $\text{Sp}(\beta)$ let us define

(6.19) $c_{1^*,1} = \begin{array}{c}
\begin{array}{c}
1^* \\
1 \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array}$, \hspace{1cm} (6.20) $c_{1^*,1}^{-1} = \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array}$

The notation we use is motivated by the following lemma:

Lemma 6.10. We have

(6.21) $\begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = \text{id}_{1 \otimes 1^*}$ and $\begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = \text{id}_{1^* \otimes 1}$.

Proof. Let us just check one of the four equalities, the other ones being similar (actually, one of the four even implies the other three using the properties of the braiding $c_{1,1}$ and of the duality, see [Oht02] and [Tur94]). We compute:

(6.22) $\begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} - q \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} - q^{-1} \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = (\beta - 2[\beta - 1]) \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} + [2 - \beta] \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array}$. 

\[ \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} - q \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} - q^{-1} \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} = (\beta - 2[\beta - 1]) \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} + [2 - \beta] \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\begin{array}{c}
1 \\
1^* \\
\end{array}
\end{array}. \]
Let us expand the second summand:

\[(6.23)\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad = \quad [2]
\end{array}
\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad = \quad [2][\beta - 1]
\]

Let us now expand the last summand:

\[(6.24)\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad = \quad [3]
\end{array}
\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad + \quad [\beta - 1][\beta - 1]
\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad = \quad [\beta - 2]
\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad + \quad [\beta - 1][\beta - 1]
\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad = \quad [\beta - 2]
\]

\[
\begin{array}{c}
1 \quad 1^* \\
1 \quad 1^*
\end{array}
\quad + \quad ([\beta - 2][\beta - 2] + [\beta - 1][\beta - 1])
\]

Putting all together, the claim follows since

\[(6.25)\quad [\beta] - [2][\beta - 1] + [\beta - 2] = -[\beta - 2] + [\beta - 2] = 0\]

and

\[(6.26)\quad [2 - \beta][2][\beta - 1] + [\beta - 2][\beta - 2] + [\beta - 1][\beta - 1] = [2 - \beta][\beta] + [\beta - 1][\beta - 1] = 1\]

(6.25) and (6.26) using the formulas from section 2.

We define more generally candidate braiding elements \(c_{a,b^*}, c_{a,b^*}^{-1}, c_{a^*,b} \) and \(c_{a^*,b}^{-1}\) exactly as we did for \(a = b = 1\). It follows from lemma 6.10 and from the proof of lemma 5.12, and in particularly from (5.18), that they are inverse to each other. We define moreover elements \(c_{a^*,b^*} \) and \(c_{a^*,b}^{-1}\) by taking the duals of the elements \(c_{a,b} \) and \(c_{a,b}^{-1}\), respectively.
We define then recursively
\[ c_{a,b\otimes b'} = (\text{id}_a \otimes c_{a,b})(c_{a,b} \otimes \text{id}_b), \]
\[ c_{a\otimes a',b} = (c_{a,b} \otimes \text{id}_{a'})(\text{id}_a \otimes c_{a',b}). \]

Notice that this is well-defined, i.e. when defining \( c_{a\otimes a',b\otimes b'} \) it does not matter in which order we use (6.27) and (6.28) above.

**Lemma 6.11.** The family of maps \( \{c_{a,b} \mid a, b \in \text{Sp}(\beta)\} \) is natural.

**Proof.** Let \( f : a \to a', g : b \to b' \). We need to show that \((g \otimes f)c_{a,b} = c_{a',b'}(f \otimes g)\).

Since morphisms in \( \text{Sp}(\beta) \) are generated by the morphisms \( E^{(r)} \) and \( F^{(r)} \) of \( \text{Sp}^+ \) and the adjunction morphisms (6.2), it suffices to consider such morphisms. For \( E^{(r)} \) and \( F^{(r)} \) the statement follows by the naturality of the braiding of \( \text{Sp}^+ \) (see proposition 5.11). Hence we only need to consider the adjunction morphisms. For them, the claim follows immediately from the fact that \( c_{a,b}^{-1} \) is the inverse of \( c_{a,b} \).

We will now define a family of twists \( \{\theta_a\}_{a \in \text{Sp}(\beta)} \) compatible with the braiding \( \{c_{a,b}\}_{a,b \in \text{Sp}(\beta)} \). For \( a \in \mathbb{Z}_{\geq 0} \) set \( \theta_a \in \text{End}_{\text{Sp}(\beta)}(a) \) to be multiplication by \( q^{-a\beta+a(a-1)} \). In pictures

\[ \theta_a = q^{-a\beta+a(a-1)} \]

The choice of the scalar is made in such a way that the functor \( G_{m|n} \) sends \( \theta_a \) to the twist of \( \text{Rep}_{m|n} \), cf. (3.20). Moreover we let \( \theta_a^* \) be the dual of \( \theta_a \), that is

\[ \theta_{a^*} = q^{-a\beta+a(a-1)} \]

More generally for \( a \in \text{Sp}(\beta) \) define \( \theta_a \) recursively:

\[ \theta_{a\otimes a'} = c_{a',a} a^* \theta_a \theta_{a'} \]

The equality between the two expressions follows by the naturality of the braiding. Again using the naturality of the braiding it is easy to show that this gives a definition of \( \theta_a \) independent of the order in which we perform the recursion.

**Lemma 6.12.** The family of maps \( \{\theta_a \mid a \in \text{Sp}(\beta)\} \) is natural.

**Proof.** Let \( \varphi : a \to a' \). We need to show that \( \varphi \theta_a = \theta_{a'} \varphi \). Again, it is sufficient to consider generating morphisms of \( \text{Sp}(\beta) \). First, consider the case \( \varphi = E^{(r)} : a \otimes b \mapsto a + r \otimes b - r \) for \( a, b \in \mathbb{Z}_{\geq 0} \). By (5.5d) it is enough to consider the case \( r = 1 \). We have:
Here, the first equality is a consequence of the definition (6.31) of the twist on a tensor product, the second one is the definition (6.30) of the twist on a single strand, the third one is a consequence of (5.21) and (5.22), and the last two equalities are symmetric to the two first ones. A similar computation yields the same result for $F(a) = a \otimes b \rightarrow a - r \otimes b - r$ for $a, b \in \mathbb{Z}_{\geq 0}$.

Second, we need to consider the case in which $\varphi : \emptyset \rightarrow a \otimes a^*$ is the duality map. By writing $\text{id}_a = \pi_a \otimes \iota_a$ (see lemma 5.6), since we already showed that the twist commutes with $\pi_a$ and $\iota_a$, it is enough to consider the case $a = 1$. We have

\begin{align*}
(6.33) \quad 1 \otimes 1^* &= 1^* \otimes 1 \quad = q^\beta \quad = q^{-1}
\end{align*}

and the claim follows since

\begin{align*}
(6.34) \quad = q^\beta \quad = q^{-1} \quad \square
\end{align*}

Altogether we get:

**Theorem 6.13.** The category $\text{Sp}(\beta)$ is ribbon.

We collect now a technical computation:
Lemma 6.14. We have:

\[
\begin{align*}
\begin{tikzpicture}[baseline=0pt]
\draw [line width=1pt] (0,0) circle (0.5cm);
\draw (0,0) -- (0.5,0);
\node at (0,0) {$a$};
\end{tikzpicture}
= q^{-a\beta + a(a-1)}
\begin{tikzpicture}[baseline=0pt]
\draw (0,0) -- (0,1);
\node at (0,0) {$a$};
\node at (0,1) {$\theta_a$};
\end{tikzpicture}
, \\
\begin{tikzpicture}[baseline=0pt]
\draw [line width=1pt] (0,0) circle (0.5cm);
\draw (0,0) -- (0.5,0);
\node at (0,0) {$a$};
\end{tikzpicture}
= q^{a\beta - a(a-1)}
\begin{tikzpicture}[baseline=0pt]
\draw (0,0) -- (0,1);
\node at (0,0) {$a$};
\node at (0,1) {$\theta_a^{-1}$};
\end{tikzpicture}
. 
\end{align*}
\]

Proof. We check only the first equation, the second being similar. Using the definition of the braiding, it is easy to deduce:

\[
\begin{align*}
\begin{tikzpicture}[baseline=0pt]
\draw [line width=1pt] (0,0) circle (0.5cm);
\draw (0,0) -- (0.5,0);
\node at (0,0) {$a$};
\end{tikzpicture}
= q^{-a}\sum_{s=0}^{a} (-q)^s \begin{bmatrix} \beta-s \\ a \\ s \end{bmatrix}.
\end{align*}
\]

First, let us notice that for any \(k \in \mathbb{N}\) we have

\[
\sum_{s=0}^{a} (-q)^s \begin{bmatrix} \beta-s-k \\ a \\ s \end{bmatrix} = \sum_{s=0}^{a} (-q)^s \begin{bmatrix} \beta-s-k \\ a \\ s-1 \end{bmatrix} + q^{-s} \begin{bmatrix} a-1 \\ s \end{bmatrix}
= \sum_{s=0}^{a-1} (-1)^s \begin{bmatrix} a-1 \\ s \end{bmatrix} \left( \begin{bmatrix} \beta-s-k \\ a \\ s \end{bmatrix} - q^s \begin{bmatrix} a-1 \\ s \end{bmatrix} \right)
= q^{-\beta+k+a} \sum_{s=0}^{a-1} (-q)^s \begin{bmatrix} a-1 \\ s \\ a-1 \end{bmatrix}.
\]

Applying this formula recursively we can compute the r.h.s. of (6.37)

\[
\begin{align*}
q^{-a}\sum_{s=0}^{a} (-q)^s \begin{bmatrix} \beta-s \\ a \\ s \end{bmatrix}
= q^{-a}q^{-\beta+a} \sum_{s=0}^{a-1} (-q)^s \begin{bmatrix} a-1 \\ s \\ a-1 \end{bmatrix} \\
= q^{-a}q^{-\beta+a} q^{-\beta+\beta(a-1)+1} \ldots q^{-\beta+1+\beta(a-1)} \sum_{s=0}^{0} (-q)^s \begin{bmatrix} \beta-s-a \\ s \\ 0 \end{bmatrix}
= q^{-a\beta+a(a-1)},
\end{align*}
\]
whence the claim. \(\Box\)

The category \(\text{Sp}(d)\) allows us to recover the Reshetikhin-Turaev invariant:

**Proposition 6.15.** There is an obvious functor \(\Theta: \text{Tangles}_{d}^{ab} \to \text{Sp}(\beta)\) (where the braiding of \(\text{Tangles}_{d}^{ab}\) goes to the braiding of \(\text{Sp}(\beta)\)). For \(\beta = d\), the composition \(\Theta_{m,n} \circ \Theta_{d}\) gives the Reshetikhin-Turaev functor \(\text{RT}_{m,n}\).

Proof. One has to check that this functor is well-defined, i.e. that the relations of Tangles are satisfied in the image of \(\Theta\). We refer to [Oht02] for the explicit relations of \(\text{Tangles}_{d}^{ab}\), which we now check. Relations [Oht02, (3.2) and (3.3)] are
clear. [Oht02, (3.10)] is (6.3) and [Oht02, (3.11)] is implied by (6.4) and (6.5). Relation [Oht02, (3.16)] is implied by lemma 6.14. Relations [Oht02, (3.13) and (3.15)] follow since $\mathbf{Sp}^+$ is braided, and relation [Oht02, (3.14)] is (6.21). The last claim is clear. □

Equivalence of categories. We constructed a full functor $\mathcal{G}: \mathbf{Sp}(d) \to \mathbf{Rep}_{m|n}$. A natural problem is to ask for additional relations on $\mathbf{Sp}(d)$ such that this functor becomes an equivalence of categories. The following result tells us that it is enough to look for relations on $\mathbf{Sp}^+$:

**Proposition 6.16.** Suppose that $S$ is a set of relations on $\mathbf{Sp}^+$ such that the functor $\mathcal{G}^+_S: \mathbf{Sp}^+(d) \to \mathbf{Rep}^+_{m|n}$ descends to an equivalence of categories $\mathbf{Sp}^+/S \to \mathbf{Rep}^+_{m|n}$. Then the functor $\mathcal{G}_{m|n}^+$ restricts to an equivalence of categories $\mathbf{Sp}(d)/S \to \mathbf{Rep}_{m|n}$.

**Proof.** We already know that the functor $\mathcal{G}_{m|n}$ is essentially surjective and full. Hence it is enough to show that it is faithful. This follows by comparing dimensions of homomorphism spaces. Let $a, b \in \mathbf{Sp}(d)/S$ be two objects: we want to show that

$$\dim \text{Hom}_{\mathbf{Sp}(d)/S}(a, b) = \dim \text{Hom}_{\mathbf{Rep}_{m|n}}(\Lambda^a_q \otimes \Lambda^b_q, \Lambda^a_q \otimes \Lambda^{a_r}_q \otimes \Lambda^b_q),$$

where the middle equality follows by induction, and we are done. □

In particular, let us define the category $\mathbf{Sp}(d)_{\leq m}$ to be the quotient of the category $\mathbf{Sp}(d)$ modulo objects $a > m$ (compare with definition 5.3). Then we have the following corollary:

**Corollary 6.17.** The functor $\mathcal{G}_{m|0}$ descends to an equivalence of categories

$$\mathcal{G}_{m|0}: \mathbf{Sp}(d)_{\leq m} \to \mathbf{Rep}_{m|0}.$$

Similarly, combining proposition 6.16 with the main result from [Gra14], we obtain:

**Corollary 6.18.** The category $\mathbf{Rep}_{1|1}$ is equivalent to the quotient of $\mathbf{Sp}(0)$ modulo the relation

$$[a + 1][b][b - 1] \begin{vmatrix} a & \text{Order 1} & b \end{vmatrix} - [2][a + 1][b - 1] \begin{vmatrix} a & 1 & b \end{vmatrix} + [2]^2 \begin{vmatrix} a & 2 & b \end{vmatrix} = 0$$

for all $a, b \in \mathbb{Z}_{\geq 0}$.
Remark 6.19. In principle, it is possible to describe a full set of relations for any \( m, n \). Namely, it follows by Schur-Weyl duality (proposition 3.1) that the kernel of the action of the Hecke algebra is generated by the Young symmetrizer \( Y_b \) corresponding to the partition \( b \) given by one box of size \((n + 1) \times (m + 1)\). A standard argument (see the proof of [Sar14, Theorem 3.3.12]) shows that \( Y_b \), considered as a morphism in \( \mathcal{G}_m^\pm \), generates the kernel of the functor \( \mathcal{G}_m^\pm \colon \mathcal{G}_m \to \text{Rep}_m \). Anyway, although explicit, the relation \( Y_b \) is not handy (already in the case of \( gl_1^\pm \) it involves four strands, while relation (6.42) above only involves two), and one would like to find nicer relations, involving a minimal number of strands.

More relations in \( \mathcal{G}_\beta \). We compute in this subsection some further relations which are implied from the defining relations of the categories \( \mathcal{G}_\beta \) and \( \mathcal{G}_\beta^+ \).

Lemma 6.20. In \( \mathcal{G}_\beta \) we have

\[ a + r + s \quad (b + r + s)^* \quad a + r + s \quad (b + r + s)^* \quad b - r - s \quad (a - r - s)^* \quad b - r - s \]

\[ \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad r + s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array} \quad \text{and} \quad \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad r + s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array}. \]

Proof. The proof is similar in both cases, so we only detail the first one. We have:

\[ \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad r + s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array} \quad \text{and} \quad \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad r + s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array}. \]

The first equality follows from the relation

\[ a + r + s \quad a + r + s \]

\[ \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad r
\end{array}
\begin{array}{c}
\uparrow \quad s
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad r + s
\end{array}
\begin{array}{c}
\uparrow \quad r
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b
\end{array}
\end{array}. \]

which is the graphical version of a higher order Serre relation, and follows from the relations defining \( \mathcal{G}_\beta^+ \).

Lemma 6.21. In \( \mathcal{G}_\beta \) we have

\[ a + 2 \quad b + 1 \quad (c + 1)^* \quad a + 2 \quad b + 1 \quad (c + 1)^* \quad a + 2 \quad b + 1 \quad (c + 1)^* \]

\[ \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad 2
\end{array}
\begin{array}{c}
\uparrow \quad 1
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b \\
\downarrow \quad 1
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad 2
\end{array}
\begin{array}{c}
\uparrow \quad 1
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b \\
\downarrow \quad 1
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
a \\
\downarrow \quad 2
\end{array}
\begin{array}{c}
\uparrow \quad 1
\end{array}
\begin{array}{c}
a \\
\downarrow \quad b^*
\end{array}
\begin{array}{c}
\uparrow \quad a^*
\end{array}
\begin{array}{c}
\uparrow \quad b \\
\downarrow \quad 1
\end{array}
\end{array} = 0 \]
as well as
\[(a - 1)^* \ b + 1 \ c - 2 \quad (a - 1)^* \ b + 1 \ c - 2 \quad (a - 1)^* \ b + 1 \ c - 2 \]
\[(6.47) \quad \begin{array}{ccc}
1 & 2 & \vspace{1cm} \\
\text{a}^* \ b \ c & & a^* \ b \ c
\end{array} = 0.

Proof. As the two formulas are similar, we only detail the first one. We can rewrite the first summand of (6.46) as
\[(6.48) \quad \begin{array}{ccc}
2 & 1 & \\
\text{a} \ b \ c & & \text{a} \ b \ c
\end{array},
the second summand as
\[(6.49) \quad \begin{array}{ccc}
1 & 1 & \\
\text{a} \ b \ c & & \text{a} \ b \ c
\end{array},
and the third summand as
\[(6.50) \quad \begin{array}{ccc}
2 & 1 & \\
\text{a} \ b \ 1 & & \text{a} \ b \ 1
\end{array}.
Now the claim follows by the Serre relation
\[(6.51) \quad \begin{array}{ccc}
2 & 1 & \\
\text{a} \ b \ 1 & & \text{a} \ b \ 1
\end{array} = 0. \quad \Box

Lemma 6.22. In Sp we have
\[(6.52) \quad \begin{array}{ccc}
\text{a} + 1 & b + 1 & (c + 2)^*
\end{array} - \begin{array}{ccc}
\text{a} + 1 & b + 1 & (c + 2)^*
\end{array} + \begin{array}{ccc}
\text{a} + 1 & b + 1 & (c + 2)^*
\end{array} = 0
as well as
\[(6.53) \quad \begin{array}{ccc}
\text{a}^* & b + 1 & c - 1
\end{array} - \begin{array}{ccc}
\text{a}^* & b + 1 & c - 1
\end{array} + \begin{array}{ccc}
\text{a}^* & b + 1 & c - 1
\end{array} = 0.
Proof. We again only detail the first equation. We can rewrite the second summand as

\[(6.54)\]

\[
\begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3}
\end{array}
\]

Hence, similarly as before, the claim follows by the Serre relation

\[(6.55)\]

\[
\begin{array}{c}
\text{Diagram 4} \\
\text{Diagram 5} \\
\text{Diagram 6}
\end{array}
\]

Lemma 6.23. In $\text{Sp}$ we have

\[(6.56)\]

\[
\begin{array}{c}
\text{Diagram 7} \\
\text{Diagram 8} \\
\text{Diagram 9}
\end{array}
\]

as well as

\[(6.57)\]

\[
\begin{array}{c}
\text{Diagram 10} \\
\text{Diagram 11} \\
\text{Diagram 12}
\end{array}
\]

Proof. Again, let us only check the first equation. Similarly to (6.54), we can rewrite the second summand as

\[(6.58)\]

\[
\begin{array}{c}
\text{Diagram 13} \\
\text{Diagram 14} \\
\text{Diagram 15}
\end{array}
\]

Hence (6.56) follows from the Serre relation (5.5g).

Remark 6.24. By swapping all orientations of the uprights, we obtain (with analogous proofs) six more relations from lemmas 6.21, 6.22, and 6.23. Moreover, by replacing all morphisms $E_i$ with $F_i$ we obtain, again with analogous proofs, other twelve relations. For space reasons, we do not write all of them.
Lemma 6.25. In $\text{Sp}(\beta)$ we have

\begin{equation}
\begin{array}{c}
\includegraphics[scale=0.5]{diagram1} \\
\begin{array}{c}
1 \\
\end{array} \\
\includegraphics[scale=0.5]{diagram2} \\
\end{array}
= [a + b - \beta].
\end{equation}

and

\begin{equation}
\begin{array}{c}
\includegraphics[scale=0.5]{diagram3} \\
\begin{array}{c}
1 \\
\end{array} \\
\includegraphics[scale=0.5]{diagram4} \\
\end{array}
= [\beta - a - b].
\end{equation}

Proof. We check only the first relation, the second one being similar. We have

\begin{equation}
\begin{array}{c}
\includegraphics[scale=0.5]{diagram5} \\
\begin{array}{c}
1 \\
\end{array} \\
\includegraphics[scale=0.5]{diagram6} \\
\end{array}
= [a - 1] - [b - 1] + [a - 1][b - 1] - [a - 1][b - 1][\beta],
\end{equation}

where we used relations (6.13a), (6.13c) and (6.13d). The claim now follows since

\begin{equation}
[2 - \beta][a][b] - [a - 1][1 - \beta][b] - [b - 1][1 - \beta][a] - [a - 1][b - 1][\beta]
\end{equation}

\begin{align*}
&= [b]([2 - \beta][a] - [1 - \beta][a - 1]) + [b - 1]([\beta - 1][a] - [\beta][a - 1]) \\
&= [b][1 - \beta + a] + [b - 1][\beta - a] = [b][-\beta + a + 1] - [b - 1][-\beta + a] \\
&= [a + b - \beta].
\end{align*}
We introduce now quotients of the idempotented version of $U_q(\mathfrak{gl}_k)$, depending on the choice of a sequence of signs, which are the natural targets for $\mathfrak{gl}_{m+n}$ link invariants. We constructed a first example of this in [QS14], here we generalize it further.

**Doubled Schur algebras.** Let us fix a sequence $\eta = (\eta_1, \ldots, \eta_k) \in \left\{ \pm 1 \right\}^k$ of signs. Let $P_\eta$ be the set of sequences $\lambda = (\lambda_1, \ldots, \lambda_{k+1})$ with $\lambda_i \in \mathbb{Z}_{\geq 0}$ if $\eta_i = 1$ and $\lambda_i \in \beta - \mathbb{Z}_{\geq 0}$ if $\eta_i = -1$. We let also $\alpha_i = (0, \ldots, 0, 1, -1, 0, \ldots, 0)$, the entry 1 being at position $i$.

**Definition 7.1.** We define $\mathring{U}_q(\mathfrak{gl}_\eta)_\beta$ to be the additive $\mathbb{C}(q,q^2)$-linear category with:

- **objects:** formal direct sums of $1_\lambda$ for $\lambda \in P_\eta$;
- **morphisms:** generated by identity endomorphisms $1_\lambda$ in $\text{Hom}(1_\lambda,1_\lambda)$, and morphisms $E_i 1_\lambda = 1_{\lambda + \alpha_i}, F_i \in \text{Hom}(1_\lambda,1_{\lambda - \alpha_i}), F_i 1_\lambda = 1_{\lambda - \alpha_i}, F_i \in \text{Hom}(1_\lambda,1_{\lambda - \alpha_i})$. We will often abbreviate by omitting some of the symbols $\eta$.

The morphisms are subject to the following relations:

\begin{align*}
\text{(DS1)} & \quad [E_i,F_j]1_\lambda = \delta_{i,j}[\lambda_i - \lambda_{i+1}]1_\lambda, \\
\text{(DS2)} & \quad E_i^2 1_\lambda - (q + q^{-1})E_i E_i 1_\lambda + E_i F_i^2 1_\lambda = 0 \quad \text{if } j = i \pm 1, \\
& \quad F_i^2 1_\lambda - (q + q^{-1})F_i F_i 1_\lambda + F_i E_i^2 1_\lambda = 0 \quad \text{if } j = i \pm 1, \\
\text{(DS3)} & \quad E_i E_j 1_\lambda = E_j E_i 1_\lambda \text{ and } F_i F_j 1_\lambda = F_j F_i 1_\lambda \text{ if } |i - j| > 1.
\end{align*}

We indifferently use $1_{\lambda + \alpha_i}, E_i 1_\lambda = E_i 1_\lambda = 1_{\lambda + \alpha_i}, E_i$, since knowing the source or the target of the 1-morphism is enough to determine the other one. We use the following convention: if the symbol $1_\lambda$ appears and $\lambda \notin P_\eta$, then $1_\lambda = 0$.

For the sequence of signs $\eta_{r,s}$ (see (2.10)), the category $\mathring{U}_q(\mathfrak{gl}_{r+s})_{\eta_{r,s}}$ was already introduced in [QS14]. In the special case $s = 0$ the category $\mathring{U}_q(\mathfrak{gl}_r)_{\eta_{r,s}}$ was already defined in [CKM14], and denoted by $\mathring{U}_q^{\geq 0}(\mathfrak{gl}_r)$.

Let us define a functor $\Phi_\eta: \mathring{U}_q(\mathfrak{gl}_\eta)_\beta \to \mathfrak{sp}(\beta)$ by setting on the generators

\begin{align*}
(7.1) & \quad 1_\lambda \mapsto a, \\
(7.2) & \quad E_i 1_\lambda \mapsto (\text{id}^\otimes (i-1) \otimes E \otimes \text{id}^\otimes (k-i-1))1_a, \\
(7.3) & \quad F_i 1_\lambda \mapsto (\text{id}^\otimes (i-1) \otimes F \otimes \text{id}^\otimes (k-i-1))1_a,
\end{align*}

where $a$ is determined by

\begin{align*}
(7.4) & \quad a_i = \begin{cases} \\
\lambda_i & \text{if } \eta_i = +1, \\
(-\lambda_i + \beta)^* & \text{if } \eta_i = -1,
\end{cases}
\end{align*}

Notice that depending on the index $i$, the morphisms $E$ and $F$ in the equations above can be either (5.4), (6.7), (6.11) or (6.12).

**Proposition 7.2.** The functor $\Phi_\eta$ is well-defined.
We can now prove:

We denote by \( \text{Sp}(\beta) \) the additive full subcategory of \( \text{Sp}(\beta) \) with objects \((a_1, \ldots, a_k)\) such that \( a_i \in \mathbb{Z}_{>0} \) if \( \eta_i = 1 \) and \( a_i = b_i^* \) for some \( b_i \in \mathbb{Z}_{>0} \) if \( \eta_i = -1 \). Then \( \Phi_{\eta} \) has values in \( \text{Sp}(\beta) \) and, indeed, we will prove that this is an equivalence of categories.

But first, we want to investigate what happens when we swap two signs of the sequence \( \eta \).

Let also \( 1 \leq i \leq k \) be an index with \( \eta_i = 1 \), \( \eta_{i+1} = -1 \) and let \( s \) be the simple transposition \((i, i+1)\). Denote by \( \eta' = s\eta \) the swapped sequence. Using the braiding in \( \text{Sp}(\beta) \) it is immediate to show that \( \text{Sp}(\beta)_{\eta} \) and \( \text{Sp}(\beta)_{\eta'} \) are equivalent. Pulling back this braiding we can construct an equivalence \( \hat{U}_q(\mathfrak{gl}_n)_{\beta} \rightarrow \hat{U}_q(\mathfrak{gl}_{n'})_{\beta} \), which is explicitly given by some analogue of Lusztig’s symmetries:

**Lemma 7.3.** We have an equivalence of categories \( T_i : \hat{U}_q(\mathfrak{gl}_n)_{\beta} \rightarrow \hat{U}_q(\mathfrak{gl}_{n'})_{\beta} \) given by the map

\[
\begin{align*}
1_\lambda & \mapsto 1_{\lambda'}, \\
E_{i-1}1_\lambda & \mapsto (qE_{i-1}E_i - E_iE_{i-1})1_{\lambda'}, \quad F_{i-1}1_\lambda & \mapsto (q^{-1}F_iF_{i-1} - F_{i-1}F_i)1_{\lambda'}, \\
E_{i+1}1_\lambda & \mapsto (qE_{i+1}E_i - E_iE_{i+1})1_{\lambda'}, \quad F_{i+1}1_\lambda & \mapsto (q^{-1}F_iF_{i+1} - F_{i+1}F_i)1_{\lambda'}, \\
E_i1_\lambda & \mapsto q^{\lambda_i - \lambda_{i+1} + 1}F_i1_{\lambda'}, \quad F_i1_\lambda & \mapsto q^{-\lambda_i + \lambda_{i+1} + 1}E_i1_{\lambda'}.
\end{align*}
\]

Moreover, we have a commutative diagram

\[
\begin{array}{ccc}
\hat{U}_q(\mathfrak{gl}_{n})_{\beta} & \Phi_{\eta} & \text{Sp}(\beta)_{\eta} \\
\downarrow{\hat{U}_q(\mathfrak{gl}_{n'})_{\beta}} & \downarrow{T_i} & \downarrow{T_i} \\
\hat{U}_q(\mathfrak{gl}_{n'})_{\beta} & \Phi_{\eta'} & \text{Sp}(\beta)_{\eta'}
\end{array}
\]

where the right vertical arrow is defined on objects by applying the transposition \( s \) and on morphisms by \( T_i(x) = T_i\phi T_i^{-1} \), where

\[
T_i = \text{id}_{(a_1, \ldots, a_{i-1})} \otimes c_{a_i, a_{i+1}} \otimes \text{id}_{(a_{i+2}, \ldots, a_k)}.
\]

**Proof.** The proof is a lengthy but straightforward calculation. One shows explicitly that (7.5) give a well-defined map and that the diagram (7.6) commutes. Formulas analogous to (7.5) define explicitly the inverse of \( T_i \).

As a consequence, we get:

**Corollary 7.4.** If \( \eta, \eta' \) are two sequences of signs with the same number of \( +1 \) and \( -1 \) then \( \hat{U}_q(\mathfrak{gl}_n)_{\beta} \) and \( \hat{U}_q(\mathfrak{gl}_{n'})_{\beta} \) are isomorphic.

We can now prove:
Proposition 7.5. The functor $\Phi_\eta: \hat{U}_q(\mathfrak{gl}_\eta) \rightarrow \mathcal{S}p(\beta)$ is full.

Proof. By lemma 7.3, and in particular by (7.6), we can restrict to the case $k = r + s$ and $\eta = \eta_{r,s}$.

Let $\lambda = (1, \ldots, 1, \beta - 1, \ldots, \beta - 1)$ and $a = \Phi_\eta(1_\lambda) = 1^{\otimes r} \otimes (1^*)^{\otimes s}$, and let us prove that the image of $\Phi_\eta$ contains $\text{End}_{\mathcal{S}p}(\beta)(a)$. Indeed, $\text{End}_{\mathcal{S}p}(\beta)(a)$ is just the walled Brauer algebra $\text{Br}_\eta(\beta)$, which is generated by upward or downward pointing crossings and cup-caps (cf. for example [BS12]). Hence $\text{End}_{\mathcal{S}p}(\beta)(a)$ is generated by

$$\text{id}_{\otimes i} \otimes c_{1,1} \otimes \text{id}_{\otimes (r+s-i-2)}$$

for $i = 0, \ldots, r - 2$,

$$\text{id}_{\otimes i} \otimes c_{1,1} \otimes \text{id}_{\otimes (r+s-i-2)}$$

for $i = r + 1, \ldots, r + s - 2$,

$$\text{id}_{\otimes (r-1)} \otimes (\mathcal{E} \mathcal{F} 1_{\otimes 1}) \otimes \text{id}_{\otimes (s-1)}.$$

These elements are clearly in the image of $\hat{U}_q(\mathfrak{gl}_{\eta_{r,s}})$. Similarly, we can show that $\Phi_{\eta_{r,s}}: \text{Hom}_{\mathcal{S}p}(\beta)(\mathfrak{gl}_{\eta_{r,s}}) \rightarrow \text{Hom}_{\mathcal{S}p(\beta)}(\Phi_{\eta_{r,s}}(1_\lambda))$ is surjective in the case $1_\lambda = a' \otimes b'$ and $1_\beta = b' \otimes b''$, where $a', b'$ are tensor products of $1$'s and $0$'s and $a'', b''$ are tensor products of $1$'s and $0$'s.

Let us now consider the case of two general elements $1_\lambda, 1_\mu \in \mathcal{P}_{\eta_{r,s}}$, so that $\Phi_{\eta_{r,s}}(1_\lambda) = a = a' \otimes a''$ and $\Phi_{\eta_{r,s}}(1_\mu) = b = b' \otimes b''$ with $a', b' \in \mathcal{S}p^+$ and $a'', b''$ duals of objects from $\mathcal{S}p^o$, and let us show that $\text{Hom}_{\mathcal{S}p(\beta)}(a, b)$ is in the image of $\Phi_\eta$. The strategy of the proof is the following: first, we prove that this is true up to enlarging $r$ and $s$ ( pictorially, we allow more horizontal space for more strands) and then we show that this enlarging was not necessary.

Let also $r' \geq r, s' \geq s$, and let $j: \hat{U}_q(\mathfrak{gl}_{\eta_{r,s}}) \rightarrow \hat{U}_q(\mathfrak{gl}_{\eta_{r',s'}})$ be the inclusion which maps $X_i \mapsto X_{i+r'-r}$ for $X_i = E_i, F_i$. Notice that the following diagram commutes by construction

$$\begin{array}{ccc}
\hat{U}_q(\mathfrak{gl}_{\eta_{r',s'}}) & \xrightarrow{\Phi_{\eta_{r',s'}}} & \mathcal{S}p(\beta) \\
\downarrow j & & \downarrow \\
\hat{U}_q(\mathfrak{gl}_{\eta_{r,s}}) & \xrightarrow{\Phi_{\eta_{r,s}}} & \mathcal{S}p(\beta)
\end{array}$$

where the vertical map on the right is given by tensoring with $0^\otimes (r'-r)$ and $0^\otimes (s'-s)$ on the left and on the right, respectively. We claim that there are some $r'$ and $s'$ such that $\text{Hom}_{\mathcal{S}p(\beta)}(a, b)$ is in the image of $\Phi_{\eta_{r',s'}}$. Indeed, we can write any morphism $\varphi: a \mapsto b$ as $(\pi_\beta \otimes \pi_{\nu'}) \circ (\iota_{a'} \otimes \iota_{a''})$ for $\varphi' \in \text{Hom}(1 \otimes |a'| \otimes 1^* \otimes |a''|, 1 \otimes |b'\otimes 1^* \otimes |b''|)$. Choose $r' = \max\{|a'|, |b'|\}$ and $s' = \max\{|a''|, |b''|\}$. Then, by the first paragraph of the proof, $\varphi'$ is in the image of $\Phi_{\eta_{r',s'}}$. Since $\pi_{\nu'} \otimes \pi_{\nu''}$ and $\iota_{a'} \otimes \iota_{a''}$ are also in the image of $\Phi_{\eta_{r',s'}}$, the morphism $\varphi'$ is, too.

Choose now $r' \geq r$ and $s' \geq s$ minimal such that $\text{Hom}_{\mathcal{S}p(\beta)}(a, b)$ is in the image of $\Phi_{\eta_{r',s'}}$. We want to show by contradiction that $r' = r$ and $s' = s$. Suppose, on the contrary, that $r' > r$ (the case $s' > s$ being analogous). Choose $\varphi \in \text{Hom}_{\mathcal{S}p(\beta)}(a, b)$ and pick $x \in \hat{U}_q(\mathfrak{gl}_{\eta_{r',s'}})$ with $\varphi = \Phi_{\eta_{r',s'}}(x)$. It follows from the PBW Theorem that we can write $x$ as linear combination $x = \sum_{h} \gamma_h x_h$ of monomials $x_h$ in the generators $E_i, F_i$ such that in each $x_h$ the generators $F_i$ appear to the right of the $E_i$'s. For each $x_h$ we have now three possibilities:
We expect a double centralizing property to hold, i.e. we expect the action of (Mixed skew Howe duality) anyway, since there are infinitely many. As a direct consequence of proposition 7.5 we obtain:

\[ \bigoplus_{a \in \Xi_{\eta,N}} \Lambda_q^{m|n} \]

where \( p_{\eta} = \# \{ i \mid \eta_i = -1 \} \), and we use the convention \( a^{-1} = a^* \) for \( a \in \mathbb{Z}_{\geq 0} \).

Consider the space

\[ W = \bigoplus_{a \in \Xi_{\eta,N}} \Lambda_q^{m|n} \]

Composing the map \( \Phi_{\eta} \) and the functor \( \mathcal{S}_{m|n} \) we have then:

**Proposition 7.6.** The assignment \( x \mapsto \mathcal{S}_{m|n} \circ \Phi_{\eta}(x) \) defines a map

\[ \Psi_{\eta,N} : \mathcal{U}_q(\mathfrak{gl}_m) \rightarrow \text{End}_{\mathcal{U}_q(\mathfrak{gl}_m|n)}(W). \]

As a direct consequence of proposition 7.5 we obtain:

**Theorem 7.7** (Mixed skew Howe duality). For all \( m, n \geq 0, N \in \mathbb{Z} \) and for all sequences of signs \( \eta \) the map \( \Psi_{\eta,N} \) is surjective. In particular, \( \mathcal{U}_q(\mathfrak{gl}_m) \) acts \( \mathcal{U}_q(\mathfrak{gl}_m|n) \)–equivariantly on the \( \mathcal{U}_q(\mathfrak{gl}_m|n) \)-module \( W \) and generates the full centralizer.

We expect a double centralizing property to hold, i.e. we expect the action of \( \mathcal{U}_q(\mathfrak{gl}_m|n) \) to generate the full centralizer of the \( \mathcal{U}_q(\mathfrak{gl}_{m\cdots})_d \)–action.

**Remark 7.8.** By the theorem, the space \( W \) inherits an action of \( \mathcal{U}_q(\mathfrak{gl}_m) \). Since the latter is an idempotented version of \( \mathcal{U}_q(\mathfrak{gl}_m) \), this induces an action of \( \mathcal{U}_q(\mathfrak{gl}_m) \) on \( W \). In particular, we have commuting actions

\[ \mathcal{U}_q(\mathfrak{gl}_m) \circ \bigoplus_{a \in \Xi_{\eta,N}} \Lambda_q^{m|n} \circ \mathcal{U}_q(\mathfrak{gl}_m|n). \]

Anyway, since there are infinitely many \( \mathfrak{gl}_k \) weights involved, the projections onto the \( \mathfrak{gl}_k \)-weight spaces are not in the image of the map \( \mathcal{U}_q(\mathfrak{gl}_k) \rightarrow \text{End}_{\mathcal{U}_q(\mathfrak{gl}_m|n)}(W) \), which is therefore not surjective. But the image of \( \mathcal{U}_q(\mathfrak{gl}_m) \) together with the projections onto the weight spaces generate all intertwiners.
Remark 7.9. Consider the special case $\eta = \eta_{r,s}$. Then we have commuting actions of $U_q(\mathfrak{gl}_{r+s})$ and $U_q(\mathfrak{gl}_{m,n})$ on

\[ \bigoplus_{a_1, \ldots, a_r \geq 0} \Lambda^{a_1} \mathbb{C}_{q}^{m,n} \otimes \cdots \otimes \Lambda^{a_r} \mathbb{C}_{q}^{m,n} \otimes \Lambda^{a_{r+1}} (\mathbb{C}_{q}^{m,n})^* \otimes \cdots \otimes \Lambda^{a_{r+s}} (\mathbb{C}_{q}^{m,n})^*. \]

Notice that for $s = 0$ this gives back the usual skew Howe duality. As a $U_q(\mathfrak{gl}_{r+s})$-module, (7.16) is a weight module and is $U_q(\mathfrak{gl}_r) \otimes U_q(\mathfrak{gl}_s)$-finite. Moreover, the action of the lower triangular part $U_q(n^-)$ is locally finite. In general, however, it is not finitely generated. This is true in the case $n = 1$ (since the dimension of the exterior powers of $\mathbb{C}_{q}^{m,1}$ is bounded) and then we can conclude that (7.16) is in the parabolic category $\mathcal{O}_p(U_q(\mathfrak{gl}_{r+s}))$ (however with respect to the negative Borel) corresponding to the parabolic subalgebra $\mathfrak{p} \subseteq \mathfrak{gl}_{r+s}$ with Levi subalgebra $\mathfrak{gl}_r \oplus \mathfrak{gl}_s$.

Example 7.10. Let us illustrate the example $m = n = 1$, $r = s = 1$ and $N = 0$. Then we have two commuting actions

\[ U_q(\mathfrak{gl}_{1,1}) \otimes \bigoplus_{a = 0}^{\infty} \Lambda^a \mathbb{C}_q^{1,1} \otimes \Lambda^a (\mathbb{C}_q^{1,1})^* \otimes U_q(\mathfrak{gl}_2). \]

Notice that $\Lambda^0 \mathbb{C}_q^{1,1} \otimes \Lambda^0 (\mathbb{C}_q^{1,1})^* \cong \mathbb{C}_q$ (the trivial representation), while all other $\Lambda^a \mathbb{C}_q^{1,1} \otimes \Lambda^a (\mathbb{C}_q^{1,1})^*$ for $a \geq 1$ are four-dimensional, indecomposable and isomorphic to each other (see [Sar15]). The two commuting actions (7.17) can be pictured as in figure 2. In the picture, each dot corresponds to a basis vector. The vertical arrows denote the action of the generators $E$ and $F$ of $U_q(\mathfrak{gl}_{1,1})$, while the horizontal double arrows denote the action of the generators $E$ (solid) and $F$ (dashed, although not the whole action is shown) of $U_q(\mathfrak{gl}_2)$. Of course, the actions have coefficients which are not indicated. From the picture, one sees that (7.17), as an $U_q(\mathfrak{gl}_2)$-module, decomposes as $M^- (1, -1) \oplus M^- (1, -1) \oplus P^- (1, -1)$, where $M^- (1, -1)$ denotes the (opposite) Verma module with lowest weight $(1, -1)$ and $P^- (1, -1)$ denotes the (opposite) indecomposable projective module with head isomorphic to $M^- (1, -1)$.

In particular, one can see explicitly that the action of $\hat{U}_q(\mathfrak{gl}_2)$, together with the projections onto the weight spaces, gives the full centralizer of the $U_q(\mathfrak{gl}_{1,1})$-action.

Equivalence of categories. We conclude this section proving that the functors $\Phi_{r,s}$ glue together giving an equivalence of categories between the direct limit of $\hat{U}_q(\mathfrak{gl}_{\eta_{r,s}})$ for $r, s \to \infty$ and $\text{Sp}(\beta)$.

Proposition 7.11. The functor $\Phi_{\eta}: \hat{U}_q(\mathfrak{gl}_\eta) \to \text{Sp}(\beta)$ is faithful.
Proof. We will only sketch the idea of the proof, leaving the details, which are anyway straightforward, to the interested reader. As in the previous proof, by lemma 7.3 we can restrict to the case $\eta = \eta_{r,s}$. In the case $s = 0$ faithfulness can be proven as usual, by reducing to the Hecke algebra case, see [CKM14]. For $s > 0$, if the target categories $U_q(\mathfrak{gl}_{r+s})_{\eta_{r,s}}$ were ribbon, a standard argument would allow to reduce to the upwards case. Although this is not exactly the case, one can adapt the argument.

Let $\varphi \in \operatorname{Hom}_{U_q(\mathfrak{gl}_{\eta_{r,s}})}(1_\lambda, 1_\mu)$ and suppose $\Phi_{\eta_{r,s}}(\varphi) = 0$. One can define a map $\dot{U}_q(\mathfrak{gl}_{r+s})_{\eta_{r,s}} \to \dot{U}_q(\mathfrak{gl}_{r'+s})_{\eta_{r',s}}$ for $r'$ big enough, given graphically by

\begin{equation}
\varphi \mapsto \varphi' = \cdot
dot{\cdot}
\end{equation}

Using an argument similar to the proof of proposition 7.5 (cf. also [QS14, Lemma 4.1 and Remark 4.2]), it follows that $\varphi'$ is in the image of the obvious map $\dot{U}_q(\mathfrak{gl}_{\eta_{r,s}})_{\beta} \to \dot{U}_q(\mathfrak{gl}_{\eta_{r,s}})_{\beta}$, hence it has a preimage $\varphi' \in \dot{U}_q(\mathfrak{gl}_{\eta_{r,s}})_{\beta} = \dot{U}_q(\mathfrak{gl}_{\eta_{r,s}})_{\beta}$. Since its image in $\operatorname{Sp}(\beta)$ is zero, we have $\varphi' = 0$, hence $\varphi = 0$. Since the construction (7.18) can be inverted (by a similar picture) it follows that also $\varphi = 0$. □

In particular, we can define an infinite version $\dot{U}_q(\mathfrak{gl}_{\eta_{\infty,\infty}})_{\beta}$ as the direct limit of $\dot{U}_q(\mathfrak{gl}_{\eta_{r,s}})_{\beta}$ for $r, s \to \infty$. Propositions 7.5 and 7.11 give then:

Corollary 7.12. The functors $\Phi_{\eta_{r,s}}$ induce an equivalence of categories between $\dot{U}_q(\mathfrak{gl}_{\eta_{\infty,\infty}})_{\beta}$ and $\operatorname{Sp}(\beta)$.

8. Link invariants

In this final section, we explain how colored link invariants of type A can be interpreted inside the categories $\operatorname{Sp}(\beta)$ or $\dot{U}_q(\mathfrak{gl}_{\eta_{\infty,\infty}})_{\beta}$.

The $\mathfrak{gl}_{m|n}$ link invariant and the HOMFLY-PT polynomial. By proposition 6.15 we have an invariant of tangles $Q_{\beta} : \operatorname{Tangles}_{\mathfrak{gl}_q}^{6d} \to \operatorname{Sp}(\beta)$ with values in $\operatorname{Sp}(\beta)$. Moreover, for $\beta = d = m - n$ the diagram

\begin{equation}
\begin{array}{ccc}
\operatorname{Tangles}_{\mathfrak{gl}_q}^{6d} & \xrightarrow{Q_d} & \operatorname{Sp}(d) \\
\downarrow & & \downarrow \\
\mathfrak{g} \mathfrak{T}_{m|n} & \xrightarrow{\mathfrak{g}} & \operatorname{Rep}_{m|n}
\end{array}
\end{equation}

commutes. Hence the invariant $Q_d$ is universal among the $\mathfrak{gl}_{m|n}$-invariants.

Let $T \in \operatorname{Hom}_{\operatorname{Tangles}_{\mathfrak{gl}_q}}(a, b)$ be a labeled tangle. Then the lifted invariant $Q_d$ assigns to it an element of $\operatorname{Hom}_{\operatorname{Sp}(d)}(a, b)$. Since this space is in general bigger than
\[ \text{Hom}_{\text{Rep}_{m,n}}(\bigwedge^a_q \mathbb{C}^m_{|n}, \bigwedge^b_q \mathbb{C}^m_{|n}) \], the lifted invariant \( Q_d \) is finer than the Reshetikhin-Turaev invariant \( RT_{m|n} \).

We are mostly interested in the special case of a link \( L \) (hence \( L \in \text{End}_{\text{Tangles}^a}(\emptyset) \), where \( \emptyset \) is the empty sequence). We will denote by \( P_\beta(L) \) the Reshetikhin-Turaev invariant of links \( Q_\beta(L) \). By corollary 6.9, the endomorphism space \( \text{End}_{\text{Sp}}(\beta)(\emptyset) \) is one-dimensional, and if \( \beta = d = m - n \) then this endomorphism space is canonically isomorphic to \( \text{End}_{\text{Rep}_{m,n}}(\mathbb{C}_q) \). Hence in the case of links the lifted invariant \( Q_d \) gives the same link polynomial as the classical Reshetikhin-Turaev invariant. Since \( Q_d \) does not depend on \( m \) and \( n \), but only on their difference \( d = m - n \), we deduce the following well-known observation:

**Proposition 8.1.** The Reshetikhin-Turaev invariant of links labeled by exterior powers of the vector representation of \( \mathfrak{gl}_{m|n} \) only depends on the difference \( m - n \).

**Remark 8.2.** This is more generally true for links labeled by partitions, see for example [QS15].

Notice that also in the case \( \beta \) generic \( P_\beta(L) \) defines an invariant of oriented framed links, which is a polynomial in two variables \( q \) and \( q^\beta \). Then \( P_\beta(L) \) is the colored HOMFLY-PT polynomial of the link \( L \) (see [QS14, QS15]).

**Cutting strands and the Alexander polynomial.** As usual (cf. for example [Sar15]), \( P_0(L) \) is trivial and in order to obtain an interesting invariant for \( \beta = 0 \) one has to cut open one strand. We hence define for \( a \in \mathbb{Z}_{\geq 0} \) the link invariant

\[
\tilde{P}_{\beta,a}: \text{Links}^{a|a} \rightarrow \mathbb{C}_q
\]

given by assigning to \( L \in \text{End}_{\text{Tangles}^a}(\emptyset) \) the element \( Q_\beta(\tilde{L}) \in \text{End}_{\text{Sp}}(\beta)(a) \), where \( \tilde{L} \) is obtained by \( L \) by cutting one strand labeled by \( a \). By the following proposition 8.3, this does not depend on the strand cut and is therefore a well-defined link invariant.

In the case \( \beta \) generic, one obtains the reduced HOMFLY-PT polynomial. The two specializations \( \beta = 0 \) and \( \beta = m \) yield respectively the Alexander and the reduced \( \text{sl}_m \) Reshetikhin-Turaev polynomial (see [QS14, QS15] for our normalizations of these invariants and for details).

**Proposition 8.3.** Let \( a \in \mathbb{Z}_{\geq 0} \) and let \( \tau \in \text{End}_{\text{Sp}}(\beta)(a \otimes a) \). Then

\[
\tilde{P}_{\beta,a}: \text{Links}^{a|a} \rightarrow \mathbb{C}_q
\]

given by assigning to \( L \in \text{End}_{\text{Tangles}^a}(\emptyset) \) the element \( Q_\beta(\tilde{L}) \in \text{End}_{\text{Sp}}(\beta)(a) \), where \( \tilde{L} \) is obtained by \( L \) by cutting one strand labeled by \( a \). By the following proposition 8.3, this does not depend on the strand cut and is therefore a well-defined link invariant.

In the case \( \beta \) generic, one obtains the reduced HOMFLY-PT polynomial. The two specializations \( \beta = 0 \) and \( \beta = m \) yield respectively the Alexander and the reduced \( \text{sl}_m \) Reshetikhin-Turaev polynomial (see [QS14, QS15] for our normalizations of these invariants and for details).

**Proposition 8.3.** Let \( a \in \mathbb{Z}_{\geq 0} \) and let \( \tau \in \text{End}_{\text{Sp}}(\beta)(a \otimes a) \). Then

\[
\tilde{P}_{\beta,a}: \text{Links}^{a|a} \rightarrow \mathbb{C}_q
\]

given by assigning to \( L \in \text{End}_{\text{Tangles}^a}(\emptyset) \) the element \( Q_\beta(\tilde{L}) \in \text{End}_{\text{Sp}}(\beta)(a) \), where \( \tilde{L} \) is obtained by \( L \) by cutting one strand labeled by \( a \). By the following proposition 8.3, this does not depend on the strand cut and is therefore a well-defined link invariant.

In the case \( \beta \) generic, one obtains the reduced HOMFLY-PT polynomial. The two specializations \( \beta = 0 \) and \( \beta = m \) yield respectively the Alexander and the reduced \( \text{sl}_m \) Reshetikhin-Turaev polynomial (see [QS14, QS15] for our normalizations of these invariants and for details).
give a basis. We have

\[(8.4) \quad \begin{array}{c}
a \\ b \\ c \\ d \\ e \\ f \\ g \\ h \\ i \\ j \\ k \\ l \\ m \\ n \\ o \\ p \\ q \\ r \\ s \\ t \\ u \\ v \\ w \\ x \\ y \\ z \\ A \\ B \\ C \\ D \\ E \\ F \\ G \\ H \\ I \\ J \\ K \\ L \\ M \\ N \\ O \\ P \\ Q \\ R \\ S \\ T \\ U \\ V \\ W \\ X \\ Y \\ Z \\ Alpha \\ Beta \\ Gamma \\ Delta \\ Epsilon \\ Zeta \\ Eta \\ Theta \\ Iota \\ Kappa \\ Lambda \\ Mu \\ Nu \\ Xi \\ Omicron \\ Pi \\ Rho \\ Sigma \\ Tau \\ Upsilon \\ Phi \\ Chi \\ Psi \\ Omega \\ Aephi \\ Apsi \\ Upsilon \\ X \\ Y \\ Z \\ Alpha \\ Beta \\ Gamma \\ Delta \\ Epsilon \\ Zeta \\ Eta \\ Theta \\ Iota \\ Kappa \\ Lambda \\ Mu \\ Nu \\ Xi \\ Omicron \\ Pi \\ Rho \\ Sigma \\ Tau \\ Upsilon \\ Phi \\ Chi \\ Psi \\ Omega \\ Aephi \\ Apsi \\ Upsilon \\ X \\ Y \\ Z \\ Alpha \\ Beta \\ Gamma \\ Delta \\ Epsilon \\ Zeta \\ Eta \\ Theta \\ Iota \\ Kappa \\ Lambda \\ Mu \\ Nu \\ Xi \\ Omicron \\ Pi \\ Rho \\ Sigma \\ Tau \\ Upsilon \\ Phi \\ Chi \\ Psi \\ Omega \\ Aephi \\ Apsi \\ Upsilon \\ X \\ Y \\ Z \end{array} = \begin{array}{c}
a \\ b \\ c \\ d \\ e \\ f \\ g \\ h \\ i \\ j \\ k \\ l \\ m \\ n \\ o \\ p \\ q \\ r \\ s \\ t \\ u \\ v \\ w \\ x \\ y \\ z \\ A \\ B \\ C \\ D \\ E \\ F \\ G \\ H \\ I \\ J \\ K \\ L \\ M \\ N \\ O \\ P \\ Q \\ R \\ S \\ T \\ U \\ V \\ W \\ X \\ Y \\ Z \\ Alpha \\ Beta \\ Gamma \\ Delta \\ Epsilon \\ Zeta \\ Eta \\ Theta \\ Iota \\ Kappa \\ Lambda \\ Mu \\ Nu \\ Xi \\ Omicron \\ Pi \\ Rho \\ Sigma \\ Tau \\ Upsilon \\ Phi \\ Chi \\ Psi \\ Omega \\ Aephi \\ Apsi \\ Upsilon \\ X \\ Y \\ Z \\ Alpha \\ Beta \\ Gamma \\ Delta \\ Epsilon \\ Zeta \\ Eta \\ Theta \\ Iota \\ Kappa \\ Lambda \\ Mu \\ Nu \\ Xi \\ Omicron \\ Pi \\ Rho \\ Sigma \\ Tau \\ Upsilon \\ Phi \\ Chi \\ Psi \\ Omega \\ Aephi \\ Apsi \\ Upsilon \\ X \\ Y \\ Z \end{array} = \begin{array}{c}
a \\ b \\ c \\ d \\ e \\ f \\ g \\ h \\ i \\ j \\ k \\ l \\ m \\ n \\ o \\ p \\ q \\ r \\ s \\ t \\ u \\ v \\ w \\ x \\ y \\ z \\ A \\ B \\ C \\ D \\ E \\ F \\ G \\ H \\ I \\ J \\ K \\ L \\ M \\ N \\ O \\ P \\ Q \\ R \\ S \\ T \\ U \\ V \\ W \\ X \\ Y \\ Z \\ Alpha \\ Beta \\ Gamma \\ Delta \\ Epsilon \\ Zeta \\ Eta \\ Theta \\ Iota \\ Kappa \\ Lambda \\ Mu \\ Nu \\ Xi \\ Omicron \\ Pi \\ Rho \\ Sigma \\ Tau \\ Upsilon \\ Phi \\ Chi \\ Psi \\ Omega \\ Aephi \\ Apsi \\ Upsilon \\ X \\ Y \\ Z \\ Alpha \\ Beta \\ Gamma \\ Delta \\ Epsilon \\ Zeta \\ Eta \\ Theta \\ Iota \\ Kappa \\ Lambda \\ Mu \\ Nu \\ Xi \\ Omicron \\ Pi \\ Rho \\ Sigma \\ Tau \\ Upsilon \\ Phi \\ Chi \\ Psi \\ Omega \\ Aephi \\ Apsi \\ Upsilon \\ X \\ Y \\ Z \end{array},\]

where the first equality is a consequence of relations (5.21) and (5.22) and the third one follows by an iterated use of (5.5e).

In light of the inclusion of categories $\Phi_{\eta}$, it is possible to regard all these invariants of tangles also as having values in $\hat{U}_q(\mathfrak{gl}_n)$ for some sequence of signs $\eta$ long enough. For a more detailed description of link invariants with values in $\hat{U}_q(\mathfrak{gl}_n)$ we refer to \[QS14\]. We point out that working in $\hat{U}_q(\mathfrak{gl}_n)$ is particularly handy for computation purposes, since $\hat{U}_q(\mathfrak{gl}_n)$ has a more rigid structure than $\hat{Sp}(\beta)$. Moreover, we believe this can give more insight for developing a categorification.

**Remark 8.4.** In this paper, we studied skew Howe duality, generalizing \[CKM14\], hence we obtain the category $\hat{Sp}(d)$ which describes intertwining operators between exterior powers of the natural representation of $U_q(\mathfrak{gl}_{m|n})$. In this setting, the easiest case where we can explicitly describe all relations is when $n = 0$ and we consider the category $\hat{Rep}_{m|0}$ (see corollary 6.17).

However, one could also be interested in replacing skew Howe duality by symmetric Howe duality, and define analogous (and similar) categories $\hat{Sp}_{\text{sym}}(\beta)$ of “symmetric” spiders, which would describe intertwining operators between symmetric powers of $\mathbb{C}_q^{|m|n}$ (see also \[RT15\]).

It is interesting to notice that symmetric powers actually appear already in our picture: indeed, $\Lambda^a_q(\mathbb{C}_q^{|m|n})$ is isomorphic to $(S^a_q \mathbb{C}_q^{|m|n})(a)$, where $a$ denotes a shift by $a$ in the $\mathbb{Z}/2\mathbb{Z}$–degree. This suggests that there is a strong similarity between the “skew categories” $\hat{Sp}^+$, $\hat{Sp}(\beta)$ and the “symmetric categories” $\hat{Sp}^+_{\text{sym}}$, $\hat{Sp}_{\text{sym}}(\beta)$.

Indeed, one can fix the conventions so that $\hat{Sp}^+$ and $\hat{Sp}^+_{\text{sym}}$ are the same. However, the parity shift above introduces some sign differences between $\hat{Sp}(\beta)$ and $\hat{Sp}_{\text{sym}}(\beta)$ which prevent an isomorphism on the nose.
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