Online platforms commonly use machine learning algorithms to provide users with greater agency. It becomes possible to conduct observational studies in which users self-select into the treatment of interest as an alternative to experiments in which the platform controls whether the user receives treatment or not. In this paper, we conduct four large-scale within-study comparisons on Twitter aimed at assessing the effectiveness of observational studies derived from user self-selection on online platforms. In a within-study comparison, treatment effects from an observational study are assessed based on how effectively they replicate results from a randomized experiment with the same target population. We test the naive difference in group means estimator, exact matching, regression adjustment, and inverse probability of treatment weighting while controlling for plausible confounding variables. In all cases, all observational estimates perform poorly at recovering the ground-truth estimate from the analogous randomized experiments. In all cases except one, the observational estimates have the opposite sign of the randomized estimate. Our results suggest that observational studies derived from user self-selection are a poor alternative to randomized experimentation on online platforms. In discussing our results, we postulate a “Catch-22” that suggests that the success of causal inference in these settings may be at odds with the original motivations for providing users with greater agency.

1 BACKGROUND

Online platforms commonly use machine learning algorithms to personalize user experience. However, such algorithms may further harm unintended consequences such as disparate impacts [1, 9, 36], social media addiction [7], and amplification of misinformation [8, 41]. In response, activists, regulators, researchers, and even the platforms themselves have been pushing to let users have greater control and agency over their experiences on the platform, particularly when it comes to the use of machine learning algorithms [10, 14, 21, 24, 25, 31]. For example, after finding that its image cropping algorithm was more likely to crop out black or masculine-presenting individuals than white or feminine-presenting individuals, Twitter has planned to remove the use of algorithmic cropping altogether [44].

However, user control by itself is not a panacea, as for example, the case of privacy controls indicates [4]. When a user can pick between multiple options, the platform must choose a default setting, and since most users simply leave the default setting [33, 34], it is crucial to understand how the choice of default setting affects outcomes on the platform. Moreover, as the options to users increase, the number of different user experiences does too; hence, any attempt to improve the platform must take these different user experiences into account. For example, suppose users can choose whether the content they see is algorithmically filtered to remove offensive content. If at some point, the platform sees an increase in reports of offensive content, then a researcher trying to isolate the cause for the increase will now likely need to test whether the reports primarily stem from those who do not have the filter on.

Even if the user is given control over a setting, we will typically still need to understand the effects of the setting, and especially of the default. To determine how changes to the platform causally affect various outcomes of interest, online platforms regularly conduct randomized experiments, also referred to as A/B tests. Randomized experiments are typically thought to be the gold standard for causal inference [11, 12]. However, experimentation on online platforms has received widespread criticism under ethical and legal grounds [15, 20, 22, 24, 40], much of it sparked by the controversial Facebook emotional contagion study [27], which manipulated users’ newsfeeds in the aim of understanding whether user moods would be positively/negatively influenced by showing more positive/negative content. Among many other concerns, online experimentation has been particularly criticized for requiring little user consent [5, 35].

As platforms give users greater agency, observational data is naturally generated for each setting the user can toggle, raising the intriguing possibility of conducting observational studies in which users self-select into the treatment of interest as an alternative to experiments in which the platform controls whether the user receives treatment or not. For example, we could compare users who chose to keep personalized ads on to those who opt-out of them to investigate the effect that personalization has on ad revenue.
In this paper, we conduct four large-scale within-study comparisons on Twitter aimed at assessing the effectiveness of observational studies derived from user self-selection on online platforms. In a within-study comparison, treatment effects from an observational study are assessed based on how effectively they replicate results from a randomized experiment with the same target population [16, 28, 42]. In the four cases we look at, the user can choose whether (a) they receive algorithmic email notifications, (b) they receive algorithmic push notifications, (c) their notifications are filtered by a model that predicts whether the notifications are quality or not, (d) their feed is algorithmically curated. We test the naive difference in group means estimator, exact matching, regression adjustment, and propensity score weighting while controlling for plausible confounding variables that are available to the experimenter. In all cases, all four estimates perform poorly at recovering the ground-truth estimate from the analogous randomized experiments. In all cases except the quality filter, the observational estimates, in fact, have the opposite sign as the randomized estimate. Our results are shown in Figure 1 and are elaborated upon in Section 3.

Our empirical results suggest that observational studies derived from user self-selection are a poor alternative to randomized experimentation on online platforms. We end by discussing a deeper “Catch-22” that questions whether the success of causal inference is even compatible with the motivations for user agency. A major motivation for giving users greater agency is the belief that there is no adequate model for the user or their preferences, however, performing observational causal inference successfully typically requires exactly that. In most experimental paradigms, observational methods need as an assumption some form of unconfoundedness, and this Catch-22 suggests that it will be hard to justify this assumption.

2 METHODOLOGY

As a side-effect of giving users greater control on the platform, it becomes possible to conduct observational studies in which users self-select into treatments of interest. Our goal in this paper is to experimentally investigate the effectiveness of observational studies from user self-selection on online platforms. To do so, we conduct four large-scale within-study comparisons on the Twitter platform. For each case, we have both a randomized A/B test and an observational study for the same population and treatment of interest. We then assess the estimates from the observational study by measuring how closely they replicate the “ground-truth” estimate from the randomized experiment. Our methodology is very similar to that of Gordon et al. [19] who used within-study comparisons to assess the effectiveness of observational methods for recovering the effects of ad campaigns at Facebook.

The randomized A/B test splits a small portion of users into a treatment and control group. Users in the control group never receive the treatment. Users in the treatment group receive the treatment by default, however, they can also opt-out if they wish to. In other words, the experiment has one-sided compliance. Users in
the treatment group that opt-out are unexposed and referred to as the treatment-unexposed (TU) group. The rest are exposed and referred to as the treatment-exposed (TE) group. For the observational study, we compare the treatment-exposed group to the treatment-unexposed group while ignoring the control group. In many cases where users can control a treatment of interest, there is no corresponding A/B test, and thus no control group, so comparing the treatment-exposed and treatment-unexposed group mimics how we would ordinarily conduct an observational study. See Figure 2 for an illustration of the set-up.

For a concrete example, let us return to our personalization example. By default users on a platform have personalized ads on, however, they can also opt-out if they wish to. The platform runs an A/B test to measure how the use of ads personalization affects user activity on the platform. Regardless of what the user’s personalization setting is, the platform never personalizes ads for those in the control group. However, those in the treatment group only receive personalized ads, i.e. are exposed, if they have the setting on. If they have opted-out, then they do not receive personalization and are unexposed.

We now introduce notation to formalize the setting. There are a total of \( n \) users in the experiment. For each user \( i \in [n] \), the variable \( Z_i \) represents their group assignment: \( Z_i = 0 \) if they were assigned to the control group and \( Z_i = 1 \) if they were assigned to the treatment group. However, assignment does not necessarily imply exposure. For each user \( i \in [n] \), the exposure outcome \( W_i \) is the user’s exposure and the potential exposure outcome \( W_i(Z_i) \) is the user’s exposure given their treatment status. Since no users in the control group are ever exposed, \( W_i(0) = 0 \) for all users. Finally, for each user \( i \in [n] \), the outcome \( Y_i \) is the user’s actual outcome and \( Y_i(Z_i, W_i(Z_i)) \) is the user’s potential outcome given their assignment and exposure status.

In the randomized experiment, we have access to both the treatment and control group. The simplest effect to estimate in the randomized experiment is the intent-to-treatment (ITT) effect which calculates the effect of assignment to the treatment or control group while ignoring whether users were actually exposed to the treatment, i.e. ignoring whether users opted-out or not:

\[
\text{ITT} := \mathbb{E}[Y_i(1, W_i(1)) - Y_i(0, W_i(0))].
\] (1)

An alternative measure that only calculates the effect of treatment on those who would not opt-out, and thus would actually receive the treatment, is the average treatment effect on the treated (ATT):

\[
\text{ATT} := \mathbb{E}[Y_i(1, W_i(1)) - Y_i(0, W_i(0)) \mid W_i = 1].
\] (2)

Both the ITT and ATT could be relevant measures depending on the interests of the researcher. However, since we only use users in the treatment group for the observational study, we cannot compute observational estimates of the ITT. Thus, in order to have a comparable measure across the observational study and the randomized experiment, we focus on estimation of the ATT, as is done in other within-study comparisons [19, 30].

2.1 Experimental estimate of ATT
First, we describe how we estimate the ATT from the randomized experiment. We assume that exclusion restriction holds\(^1\), i.e. that assignment \( Z_i \) only affects outcomes through exposure \( W_i \):

\[
y_i(0, w) = y_i(1, w) \quad \forall i \in [n], \ w \in 0, 1,
\] (3)

Thus, we henceforth write the potential outcome \( Y_i(W_i) \) as a function of only the actual exposure to treatment.

The ATT can be estimated in an instrumental variables framework in which the assignment \( Z_i \) is used as an instrument for exposure \( W_i \) [23]. Given exclusion restriction and one-sided non-compliance, the ATT is equal to the ITT divided by the proportion of compliers:

\[
\text{ATT} = \frac{\text{ITT}}{\mathbb{P}(W_i = 1)}. \tag{4}
\]

The sample-based version that we use as an estimate of ATT is

\[
\hat{\text{ATT}} = \frac{\hat{\text{ITT}}}{\hat{\mathbb{P}}(W_i = 1)}
\]

where

\[
\hat{\text{ITT}} = \frac{\sum_{i=1}^{n} \mathbb{1}(Z_i = 1) Y_i}{n_t} - \frac{\sum_{i=1}^{n} \mathbb{1}(Z_i = 0) Y_i}{n_c}, \tag{5}
\]

and \( n_t, n_c, \) and \( n_{te} \) are the number of users in the treatment, control, and treatment-exposed group, respectively.

2.2 Observational estimates of ATT
We calculate four different estimates from the observational study based on (1) the difference in group means (DIMG), (2) exact matching, (3) regression adjustment, and (4) inverse probability of treatment weighting (IPTW).

**Difference in group means.** The difference in group means (DIMG) estimator is simply the difference in the sample mean of the outcome for the treatment-exposed group and the treatment-unexposed group:

\[
\hat{\text{ATT}}_{\text{DIMG}} = \frac{1}{n_{te}} \sum_{i=1}^{n} \mathbb{1}(Z_i = 1, W_i = 1) Y_i - \frac{1}{n_{tu}} \sum_{i=1}^{n} \mathbb{1}(Z_i = 1, W_i = 0) Y_i, \tag{6}
\]

where \( n_{te} = \sum_{i=1}^{n} \mathbb{1}(Z_i = 1, W_i = 1) \) and \( n_{tu} = \sum_{i=1}^{n} \mathbb{1}(Z_i = 1, W_i = 0) \) are the number of treatment-exposed and treatment-unexposed users, respectively. Since the DIMG estimator would be an unbiased estimate of the ATT if the observational study were actually a randomized experiment, it provides a useful, naive baseline for us to compare to.

\(^1\)In our setting, exclusion restriction simplifies to the assumption that the outcome for an individual who is treated and then opts out is the same as the outcome for an individual who is never treated. Although, we do not expect that exclusion restriction is violated in our studies, we can imagine cases where it is. There are certain studies in which being exposed early on may have a long-term effect that continues to influence the outcome even after a user opts out. For example, suppose we are interested in the effect of friend suggestions on the time users spend on the platform. Perhaps users in the control group who never got any suggestions tend to drop off the platform because they weren’t able to form an initial network of friends. In contrast, those who opt-out may have already gotten their initial network from suggestions, and so, they may have a good enough network to want to continue spending time on the platform.
Exact matching. The exact matching estimator controls for a set of covariates exactly. Each user $i \in [n]$ is represented by a vector of covariates $X_i$, Let $M_i$ be the set of treatment-unexposed users who have the same covariates as treatment-exposed user $i$. We estimate the counterfactual outcome for a treatment-exposed user $i$ by averaging the outcomes of treatment-unexposed users with the same covariates:

$$\hat{Y}_i(0) = \frac{1}{|M_i|} \sum_{j \in M_i} Y_j$$  \hspace{1cm} (8)

Then, the exact matching estimator of the ATT is

$$\hat{\text{ATT}}_{\text{Exact}} = \frac{1}{n_{te}} \sum_{i=1}^{n} I \{Z_i = 1, W_i = 1\} \left( Y_i - \hat{Y}_i(0) \right)$$ \hspace{1cm} (9)

The down-side to exact matching is that we can only use a few covariates, typically binary, so that there is enough overlap between the groups. The next two methods allow us greater flexibility in the choice of covariates.

Regression adjustment. In regression adjustment, we learn a linear function $f$ to predict the outcomes of the treatment-unexposed group from their covariates. We then use this function to predict the counterfactual outcomes for the treatment-exposed group. Notably, unlike exact matching, we can use a greater number of covariates as well as continuous covariates because we use the regression function to extrapolate the outcomes. The regression adjustment estimator is:

$$\hat{\text{ATT}}_{\text{Regression}} = \frac{1}{n_{te}} \sum_{i=1}^{n} I \{Z_i = 1, W_i = 1\} (Y_i - f(X_i))$$ \hspace{1cm} (10)

IPTW. The last method we consider is inverse probability of treatment weighting (IPTW) [3, 32] which reweights samples with the propensity score [37], which in our setting is $e(X_i) = \mathbb{P}(W_i = 1 \mid X_i, Z_i = 1)$, the probability of being exposed given assignment to the treatment group and the covariates $X_i$. As is commonly done, we estimate the propensity score via a logistic regression model.

Let $\epsilon_1, \ldots, \epsilon_n$ be the estimated propensity score of the users. Then, we assign to user $i$ the weight $\alpha_i = 1$ if the user is in the treatment-exposed group and $\alpha_i = e_i/(1 - e_i)$ if the user is in the treatment-unexposed group. Since large weights can cause high variance in the estimates produced, it is common to trim the weights [29]. We trim our weights to the 0.01 and 0.99 quantiles of the weight distribution. Then, the IPTW estimate of the ATT is the difference in the weighted sample means:

$$\hat{\text{ATT}}_{\text{IPTW}} = \frac{1}{n_{te}} \sum_{i=1}^{n} I \{Z_i = 1, W_i = 1\} Y_i - \frac{1}{\sum_i I \{Z_i = 1, W_i = 0\} \alpha_i} \sum_{i=1}^{n} I \{Z_i = 1, W_i = 0\} Y_i.$$ \hspace{1cm} (11)  (12)

3 EXPERIMENTS AND RESULTS

We now present the four within-study comparisons and their results.

3.1 Experiments

First, we describe the four settings. In all settings, the percent of users in the treatment group that opt-out is between one and ten percent.

Personalized push notifications. On Twitter, users can receive algorithmically personalized push notifications that are sent to their phone. Most notifications on Twitter are not algorithmically chosen; these notifications are simply triggered by other users directly interacting with you, e.g. Favoriting or Retweeting your Tweet. In contrast, algorithmically-chosen notifications typically notify users of activity that doesn’t directly involve them, such as “X user tweeted for the first time in a while” or “X, Y, Z just liked A’s tweet”. In the experiment we analyze, a subset of users is drawn from all users that have standard push notifications enabled; these users are randomly assigned to either a control or treatment group. The control group never receives algorithmic push notifications. By default, users in the treatment group receive algorithmic push notifications. However, they can also opt out of them, which they may be likely to do if they received push notifications that they were dissatisfied with or uninterested in. We measured the effect
that algorithmic push notifications have on the total minutes users spend on the platform for a certain interval of time\(^2\)

**Personalized email notifications.** Similar to the algorithmic push notifications, users may also receive algorithmic email notifications. Such email notifications typically provide “digests” of activity that the user has missed while not active. In the experiment we analyze, a control group of users never receives algorithmic email notifications. By default, users in the treatment group receive algorithmic email notifications. But they can also opt-out of them, which they may be likely to do if they received email notifications that they were dissatisfied with or uninterested in. We measure the effect that algorithmic email notifications have on the total minutes users spend on the platform for a certain interval of time.

**Personalized timeline.** Twitter, like most social media platforms, is by default algorithmically curated, meaning that machine learning algorithms select and rank the content that a user sees. However, users can opt-out of algorithmic curation and switch to a chronological timeline that only shows Tweets from people they follow, ordered by recency. We analyze an experiment in which a control group of users never receives algorithmic timeline, regardless of what their opt-out setting is. Users in the treatment group receive the algorithmic timeline by default, but can also switch to chronological timeline. Since users may switch back and forth between the two timelines, we subsample our data further. In particular, for a certain time duration, we only consider the subset of users in the experiment who visited Twitter at least one time and only used one type of timeline for the entire duration. For these users, we measure the effect that algorithmic curation has on the number of minutes the users spend on their timeline.

**Quality filter.** On Twitter, notifications are, by default, filtered by a model that predicts whether the notification is low-quality, e.g. a Tweet that appears to be duplicated or automatically generated. However, users can also opt-out of the filter in their settings. In the experiment we analyze, a control group never has notifications filtered by the quality filter. In the treatment group, users who opt-out do not have their notifications filtered, otherwise, they do. We measure the effect that quality filtering has on the number of times a user blocks a stranger (a user that they do not follow) who mentions them in a Tweet. Note that on Twitter, users typically receive a notification when another user mentions them. A user would typically only block a stranger who mentions them after receiving a notification of the stranger’s mention. So if the quality filter works, and filters out low-quality notifications, then we would expect the number of blocks after stranger mentions to decrease.

### 3.2 Covariates

We control for plausible covariates that were available to the researcher. The twelve covariates we use are listed in Table 1.

\(^2\)We do not reveal what the time interval is due to the sensitive nature of the measure. For each experiment, to rule out any spurious differences due to the time period chosen, the randomized estimate and observational methods all measure the effect over the same time interval. Across all experiments, we found our results to be stable with respect to the chosen time interval. Finally, since all experiments ran for a significant amount of time, we do not believe novelty effects play an appreciable role in our findings.

A plausible confounder across all cases is whether the user is a “power user”\(^3\) [45]. Prior research has shown that a small subset of users who are active and technologically savvy, the power users, take considerate advantage of user controls, while most other users simply leave the default setting [33, 34, 39]. Therefore, being a power user is a potential confounder because, for example, a power-user is more likely to opt-out of personalized timeline but also, by virtue of being a power user, is more likely to be active on the platform, thus confounding our estimate of the effect of personalized timeline on the user’s time spent on the timeline. We try to control for potential indicators of being a power user, such as the age of the account (days_old), whether the user has a profile picture (has_prof_pic), whether the account is verified (is_verified), the number of Tweets (num_tweets), the number of followers (num_followers), the number of users the user follows (num_following)\(^3\).

Another type of confounder is having a preference for keeping content or data private. For example, we expect a user who has a preference for greater privacy to be more likely to have a protected account, i.e. an account where their Tweets are only visible to their followers, and also more likely to opt-out of the personalization features we consider. But because their account is protected, they have fewer interactions with others, thus reducing the amount of time they spend on the platform, and therefore confounding or estimate of e.g. the effect of personalized push notifications on time spent on the platform. We control for the user’s use of the following privacy controls: whether the users’ Tweets are public or only visible to followers (is_protected), whether the user has geolocation enabled (has_geo_enabled), whether the user allows direct messages from anyone or only users they follow (has_dm_open), and whether the user allows personalized ads (allows_ads). We also note that the use of privacy controls may also be indicative of being a power user [26, 39], and thus, controlling for the use of privacy controls may also be prudent as a means of controlling for being a power user.

Finally, we control for whether the user’s account is restricted for a violation of Twitter’s terms of service (is_restricted) or whether the user has marked their Tweets as potentially containing sensitive media (is_sensitive). These two covariates seem especially pertinent in the quality filter case. For example, users who are restricted may be more likely to turn the quality filter off because they may themselves be more likely to post low-quality content. However, if this is the case, they may also be less likely to block strangers for the notifications that are normally filtered out. Thus, is_restricted may confound our estimate of the effect that the quality filter has on the number of blocks of strangers who mention the user.

\(^3\)Many of the covariates we use measure lifetime usage on the platform, e.g. num_tweets. For other experiments, it might be natural to use covariates that are only measured just before treatment, e.g. number of tweets in the week before treatment. However, in our observational studies, that is not possible because there is no specific time that treatment happens; users are by default in the treatment-exposed group and can opt-out whenever they want. So, if we measured the number of tweets a user had in the week before opting out, there would be no equivalent measure for a user who didn’t opt out.
Table 1: Covariates used for the observational methods. IPTW and regression adjustment use all covariates while exact matching only uses the first three.

| Variable     | Description                                                                 |
|--------------|-----------------------------------------------------------------------------|
| is_protected | Whether the account’s Tweets are public or only visible to followers         |
| has_prof_pic | Whether the user has uploaded a profile picture or not                      |
| has_dms_open | Whether the user allows direct messages from anyone or only users they follow|
| days_old     | The number of days since the user account was created                        |
| has_geo_enabled | Whether the user has geolocation enabled                                      |
| allows_ads   | Whether the user allows ads personalization or not                           |
| is_verified  | Whether the account is verified                                              |
| is_restricted| Whether the account has been restricted for violating Twitter terms of service|
| is_sensitive | Whether the user has marked their Tweets as containing sensitive media       |
| num_tweets   | The number of Tweets the user has published                                  |
| num_followers| The number of followers the user has                                        |
| num_followings | The number of users that the user follows                                     |

3.3 Results

Our results are shown in Figure 1. In all cases, all four observational methods do poorly at recovering the true causal effect, and in all cases except the quality filter, the observational methods not only get the magnitude wrong, they also get the sign of the estimate wrong.

We also note that, when using IPTW, the covariates should be balanced after weighting, i.e. in the weighted sample the distribution of covariates in the treatment-exposed group and treatment-unexposed group should be similar [3, 37]. The most common way to diagnose balance is to calculate, for all covariates, the absolute standardized difference between its mean in the treatment-exposed group and treatment-unexposed group. While achieving perfect balance is typically unattainable in practice, an absolute standardized difference of less than 0.1 has generally been accepted as reasonably balanced [3]. Figure 3 shows the absolute standardized difference in all four within-study comparisons before and after weighting. In all cases, weighting appears to generally balance the covariates.

The effect of personalization on user activity. For personalized push notifications, email notifications, and timeline, the DIGM estimator returns a negative estimate, meaning that those who opt-out of personalization spend more time on the platform, and implying that personalization decreases time on the platform. The result seems to be counter-intuitive as personalization is typically thought to increase the time that users spend on the platform. And indeed, the randomized experiments show that personalization does increase user activity.

The large discrepancy between the DIGM estimate and the randomized estimate implies a large amount of selection bias. One potential interpretation of this selection bias is that, although personalization increases activity for the average user, those who opt-out are the small number of users who prefer an unpersonalized experience and will spend more time on the platform if they opt-out. In a sense, this would mean that giving users control is “working”: users can choose the option they prefer.

Another interpretation could be that the only users who opt-out of these settings are “power” users who also use the platform a lot for reasons other than personalization. For regression adjustment and IPTW, we do control for available covariates that could be indicators of being a power user (as described in Section 3.2), however, the estimates still do not recover the correct sign. Nonetheless, we cannot rule out the power-user interpretation.

The effect of the quality filter on blocks. For the quality filter, although all the observational estimates do retrieve the correct sign of the estimate, they over-estimate, by a factor of 2.5 to 5 times, the amount that the quality filter decreases the number of blocks. This suggest that users who opt-out of the quality filter block users more frequently than a random sample of users would. It is unclear why this is. It could be that users opt-out because they notice that notifications are being hidden from them, which could mean that those who opt-out of the quality filter tend to be more likely to receive low-quality notifications in the first place.

4 Conclusion: “Catch-22” of Causal Inference and User Agency

As platforms give users greater agency, observational data is naturally generated for each setting that the user can toggle, which raises the intriguing possibility of applying observational methods for causal inference to study the outcomes of these settings. The use of observational studies, as opposed to randomized experimentation, is appealing as a way to mitigate some of the issues with online experimentation, such as lack of user consent. However, our empirical results suggest that observational studies from user self-selection are not currently a suitable replacement for randomized experimentation on online platforms. Furthermore, we believe that
Figure 3: Inverse probability of treatment weighting, covariates should be balanced after weighting. Here, we plot a standard diagnostic for covariate balance: the absolute standardized difference in the mean of each covariate between the treatment-exposed group and the treatment-unexposed group. After weighting, almost all the covariates have an absolute standardized difference less than 0.1, indicating that weighting reasonably balances the covariates.

Our findings are only a facet of a deeper tension between causal inference and user agency.

This brings us to our Catch-22: a major motivation for giving users greater control is that humans are complex and we postulate there is no model that can adequately model a user or their preferences, but observational causal inference typically requires exactly that. In most experimental paradigms (and in the ones focused on in this paper), observational methods need as an assumption some form of unconfoundedness or ignorability, and it will be difficult to justify this assumption without the existence of an adequate model of the user.

As an example, consider the setting in which we are interested in the effect that a treatment has on the amount of time a user spends on the platform (the outcome of interest in three out of four of our within-study comparisons). Figure 4 illustrates a potential causal DAG for the setting. The user has a preference for a higher quality
of experience on the platform and their quality of experience is affected by the treatment. For example, suppose the treatment is personalized timeline. A personalized timeline may improve the quality of experience for some users and reduce it for others.

Notably, when we give users the ability to opt-out of treatment, then preference acts as a confounder. Users have a preference for having a greater quality of experience, and so (assuming some level of "rationality"), they are more likely to opt-out of treatment if the treatment causes a worse experience. In other words, users tend to opt-out of treatment in order to create a better experience on the platform for themselves. In turn, the better their experience, the more time they will spend on the platform. Therefore, preference acts a confounder for the effect of treatment on the time spent on the platform.

This brings us to our Catch-22: a motivation for giving users greater control is to recognize that human choices are complex and that we lack a substantive understanding of what factors lead to which choices and outcomes on the platform. However, a successful observational study design requires that we have accounted for all sources of confounding. What that typically means is that we have identified, described, and accounted for all factors that can influence both user choice and outcome. This substantive understanding required by an observational design negates the original motivation for user control. Although not a formal contradiction, it seems unlikely that we can argue about the validity of an observational design without a better understanding of user behavior than is common in industry applications. After all, any aspect of user behavior that influences both choice and outcome acts as a confounder.

4 Certain quasi-experimental paradigms like a regression discontinuity design or an instrumental variables approach are an exception and instead take care of confounding through their design.
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