Numerical simulation of pulsed planar evaporation into background gas based on direct Monte Carlo simulation and solution of the BGK model kinetic equation
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Abstract. A numerical study of the planar gas expansion under pulsed evaporation into the background gas is carried out. The chosen conditions are typical for nanosecond laser deposition of thin films and nanostructure synthesis, with the saturated gas pressure at the surface of 5.4 MPa and the background pressure of 50 and 500 Pa. The problem is solved based on the direct simulation Monte Carlo method and direct numerical solution of the BGK model kinetic equation. A generally good agreement was obtained for all computed macroscopic quantities, with the exception of the higher density peak in the compressed layer and a wider shock front in the background gas for the BGK model.

1. Introduction
Nanosecond pulsed laser ablation in a background gas is widely used for deposition of thin multicomponent films, synthesis of nanoparticles, elemental analysis, processing, cleaning, and surface structuring. Investigation of the laser-induced plume dynamics are important for optimizing the processes related to the various applications. The problem has been the subject of numerous theoretical and numerical studies. Analytical models of gas expansion into the background gas have been developed based on the conservation laws to estimate the limiting plume length [1] and calculate the temporal evolution of the contact surface and internal and external shock waves [2,3]. A blast wave model and an empirical drag force model were shown to well predict shock front evolution [4].

The first numerical studies were one-dimensional. The oscillatory behaviour of plume expansion dynamics was shown on the basis of the solution of Euler equations in spherical coordinates [5]. Planar direct simulation Monte Carlo (DSMC) calculations have been performed for analysis of plume oscillations [6,7] and the dynamics of velocity splitting of ablated particles [8]. Later different two-dimensional fluid models have been applied for analysis of laser-induced plume expansion for the continuum regime [9]. Influence of the ambient atmosphere on the initial stage of vapor expansion was investigated on the basis of solutions of the gas dynamics equations [10]. Vortex structures near the evaporation surface were investigated by solving the system of Navier-Stokes equations for a gas mixture [11].
A combined approach combining the DSMC calculation of the initial stage of the plume expansion and the method of test particles for further diffusion of evaporated particles through the background gas was employed to study the ablation of a two-component substance [12] and to analyze the deposition rate and stoichiometry of the deposited films [13]. A combined approach combining the method of large particles for the initial stage and the DSMC for the subsequent expansion stage, taking into account the collective motion of the laser-ablated species and the background-gas particles, was applied to analyze the expansion dynamics for the background pressure of 0.7 to 70 Pa [14]. Recently, the entire flow was calculated by the DSMC method for the case of atmospheric background pressure [15,16].

In spite of the large number of works in this area, there has been no systematic study of the process. Numerical studies were carried out for various special cases without mutual verification, and most of the used numerical approaches were approximate. To accurately solve this problem, we propose to use different kinetic approaches: DSMC method and the solution of the Boltzmann kinetic equation with a model collision integral. Previously, these approaches were employed to calculate the pulsed evaporation into vacuum [17]. The problem is solved in a one-dimensional planar formulation, which corresponds to the initial stage of the expansion of the laser plume.

The main goal of the analysis is to cross-verify the physical models as well as numerical methods implemented in our computer codes. Computationally the problem is very demanding as it involves enormous gradients of all calculated quantities due to the huge difference between parameters of the background and evaporated gas as well as rapidly changing degrees of rarefaction from nearly continuum to nearly free-molecular flow. Moreover, the numerical method to solve the kinetic equation must be able to handle discontinuities of the distribution function propagating from \( x = 0 \).

2. Formulation of the problem

A one-dimensional planar problem of pulsed evaporation of molecules into a background gas is considered. The laser-indused plume is proposed to be neutral and the Clausius-Clapeyron equation is used to describe relation between the surface temperature and the saturated gas pressure (in other words, the classical mechanism of evaporation is assumed).

Molecules are evaporated with the energy corresponding to a surface temperature \( T_0 \). It is assumed that during time interval \( \tau \) particle flux \( \Psi \) is constant and equal to \( \frac{1}{4} n_0 u_T \), where \( n_0 \) is the density of the saturated gas corresponding to the temperature \( T_0 \); \( u_T = 2u_0 / \sqrt{\pi} \), \( u_0 = \sqrt{2kT_0 / m} \) is the most probable thermal speed, \( k \) is the Boltzmann constant, \( m \) is the molecular mass. The molecules are treated in the frames of the hard sphere model. During evaporation, the condition of complete absorption of backscattering particles is set on the evaporation surface. After completion of evaporation, two variants of the boundary condition are considered: the absorption of all returning particles or their specular reflection.

The initial parameters were set in such a way as to correspond to the typical conditions of pulsed laser deposition. The temperature of the evaporating surface is set to \( T_0 = 5000 \) K, the temperature of the background gas is \( T_b = 300 \) K. The duration of evaporation is \( \tau = 10 \) ns. For evaporated and background particles, we set the same values of the mass \( m \) and the diameter of the collision cross section \( d \), corresponding to argon (\( m = 40 \) a.m.u., \( d = 3.7 \) Å). Assuming that the total number of evaporated particles is \( 10^{15} \) and evaporation occurs from a spot with a radius of 1 mm, the saturated vapor pressure on the surface is \( p_0 = 5.4 \) MPa and density \( n_0 = 7.827 \times 10^{25} \) m\(^{-3}\). These conditions correspond to the evaporation of 34 monolayers of the matter. The background gas pressure was set to 50 Pa (which corresponds to typical conditions for film deposition) and 500 Pa (which corresponds to the conditions for the synthesis of nanoparticles). The ratio of saturated vapor density to background density is 6480 and 648, respectively. For such conditions, the gas flow is characterized by a sufficiently large scatter in the rarefaction degree. The local Knudsen number changes in space from 0.01 to 10, while the overall Knudsen number can be estimated as 0.01.
3. Description of kinetic approaches
The traditional DSMC scheme [18] is used. The elaborated code has been previously applied for analysis of pulsed expansion under evaporation into vacuum [17,19,20]. The physical domain is divided into computational cells, and the solution is advanced in discrete time steps. The modeling process is divided into two parts: first, the collisionless movement of particles in space and, second, the simulation of collisions between particles. The temporal evolution of the gas cloud is constructed by following the model molecules. The interparticle collisions are simulated in accordance with the "no-time-counter" scheme. The more detailed description can be found in [17].

The deterministic calculation is based on the solution of the Bhatnagar–Gross–Krook (BGK) model kinetic equation [21] by means of a high-order conservative discrete-velocity method developed by the second author in a sequence of works [22-24] and implemented into "Nesvetay" parallel code. The code solves the kinetic equation in the general three-dimensional formulation; the one-dimensional calculations can be carried out using a special arrangement of the spatial mesh and making some modifications to the numerical flux computation procedure. To improve computational efficiency and reduce the required computational time for the present study the numerical method was extended to deforming spatial meshes based on the arbitrary Lagrangian-Eulerian (ALE) approach from [25]. Complete details on the construction of the ALE method and its verification will be reported in a separate publication.

The entire calculation procedure is as follows. At \( t = 0 \) the spatial domain of 0.1 mm length is non-uniformly divided into 400 spatial cells so that the cell size grows from \( 1.25 \times 10^{-4} \) mm near the surface to \( 4.4 \times 10^{-4} \) mm at the right boundary. The three-dimensional velocity mesh contains 140x100x100 cells for \( p_b = 50 \) Pa and 50x36x36 cells for \( p_b = 500 \) Pa. The initial stage of the flow \( t \leq \tau \) is computed on the fixed mesh. Then, the movement of the spatial mesh is prescribed from \( t = \tau \) so that the spatial domain is extended in the positive direction. At the final flow time \( t = 100\tau \) the spatial domain extends up to \( x = 4.15 \) mm with the cell size varying from 0.005 mm near the surface up to 0.0183 mm near the right boundary.

Combination of coarse spatial cells and generally larger cell sizes during the latter stages of the flow results in an order of magnitude reduction of the required computational time and computer memory as compared to the conventional method on a fixed spatial mesh.

4. Results and discussion
The calculations have been carried out up to time \( t = 100\tau \) using both approaches. The initial stage of the process is qualitatively similar to the one-dimensional studies reported in the earlier works [26-28]. Here for the purpose of the comparison of the approaches we are more interested in later moments of the flow once the evaporation is stopped. Figures 1 and 2 show the profiles of density, velocity, temperature, pressure, and the Mach number during evaporation into the background gas for time moments \( t = 10, 30, 50 \) and \( 100 \tau \). For the output times under consideration, almost the entire region occupied by evaporated particles is supersonic. It is seen that a shock wave is formed which propagates into the background gas. Its structure is more visible for the larger of the two considered background pressures, which is expected. Behind it a complicated flow pattern is formed with a well-pronounced peak in density, which decays rapidly with time.

Overall, a reasonably good agreement between DSMC and BGK solutions is observed. Firstly, positions of all waves match quite well. Secondly, the amplitudes of all quantities agree perfectly except density, for which the BGK solution predicts somewhat high peak values. The propagating shock wave structure is different for the lower of two pressures (50 Pa), which is expected due to the use of the molecular-velocity-independent collision frequency in the BGK model. However, for 500 Pa the differences on the shock wave front are almost invisible.

We also performed calculations with specular reflection of particles from the evaporation surface. Figure 3 depicts comparison with the complete condensation boundary condition for \( t = 50 \tau \) and background pressure 500 Pa. One can see that the positions and amplitude of all waves agree quite well. The differences occur near the boundary \( x = 0 \) and have little effect on the external flow pattern.
Figure 1. Profiles of density, velocity, temperature, and pressure at times of 10, 30, 50, 100 \( \tau \) for the background pressure 50 Pa (left) and 500 Pa (right) and complete condensation of particles at the evaporation surface.
Figure 2. Profiles of the Mach number at times of 10, 30, 50, 100 $\tau$ for the background pressure 50 Pa (left) and 500 Pa (right) and complete condensation of particles at the evaporation surface. The dashed line shows the Mach number $M = 1$ corresponding to the transition from the subsonic to the supersonic regime.

Figure 3. Profiles of density (left) and temperature and velocity (right) at time 50 $\tau$ for the background pressure of 500 Pa with full condensation and specular reflection of particles at the evaporation surface.

During time $\tau < t < 50\tau$, only 12% of the evaporated particles recondense on the surface, which manifests itself in the density decrease near the surface. This value of the post-pulse particle backflow is in good agreement with the known data on the back flux for evaporation into vacuum [29].

5. Conclusion
We have studied numerically one-dimensional gas expansion under pulsed evaporation into background gas for two different background pressures. The considered flow is time-dependent with varying rarefaction regimes, which makes it computationally difficult. The results of two kinetic approaches (DSMC and BGK model kinetic equation) are compared against each other. A generally good agreement for all computed macroscopic quantities is shown. This allows us to conclude that both approaches are well suited for the present physical studies. Further work will include solving the problem in the axisymmetric formulation.

Acknowledgments
The development of the DSMC code by the first author was supported by the state contract with IT SB RAS (121031800218-5). The numerical calculations were carried out with financial support of the
Russian Foundation for Basic Research (grant 19-08-01014). The research was carried out using the infrastructure of the Shared Research Facilities «High Performance Computing and Big Data» (CKP «Informatics») of FRC CSC RAS (Moscow) as well as shared high-performance facilities of the Joint Supercomputing Center of the Russian Academy of Sciences [30] and Lomonosov Moscow State University [31].

References
[1] Predtechensky M R and Mayorov A P 1993 Appl. Supercond. 1 2011
[2] Arnold N, Gruber J, Heitz J 1999 Appl. Phys. A 69 S87
[3] Sy-Bor Wen, X. Mao X, R. Greif R, R. E. Russo R E 2007 J. Appl. Phys. 101 023114
[4] Geohegan D B 1992 Appl. Phys. Lett. 60 2732
[5] Bulgakov A V and Bulgakova N M 1998 J. Phys. D: Appl. Phys. 31 693-703
[6] Han M et al. 2002 Phys. Lett. A 302 182
[7] Wang Y, Li Y, Fu G 2006 Nucl. Instrum. Meth. Phys. Res. B 252 245-248
[8] Ding X C et al. 2011 Europhys. Lett. 96 55002
[9] Pathak K and Povitsky A J. Computational and Theoretical Nanoscience 2006 3 1-14
[10] Gusanov A V, Gnedovets A G, Smurov I. 2000 J. Appl. Phys. 2000 88 4352
[11] Bulgakova N M et al. 2009 J. Phys. D: Appl. Phys. 42 065504
[12] Itina T E, Marine W, Autric M. 1997 J. Appl. Phys. 83 3536
[13] Itina T E 2001 J. Appl. Phys. 89 740
[14] Itina T E et al. 2002 Phys. Rev. E 66 066406.
[15] Volkov A N e al. 2008 Appl. Phys. A 92 927
[16] Palya A et al. 2018 Appl. Phys. A 124 32
[17] Morozov A A, Frolova A A, Titarev V A 2020 Phys. Fluids 32 112005
[18] Bird G A 1994 Molecular Gas Dynamics and the Direct Simulation of Gas Flows (Oxford, Clarendon Press)
[19] Morozov A A 2018 J. Phys. Conf. Ser. 1105 012116
[20] Morozov A A, Starinskii S V, Bulgakov A V 2021 J. Phys. D: Appl. Phys. 54 175203
[21] Bhatnagar P L, Gross E P, Krook M 1954 Phys. Rev. 94 1144-1161
[22] Titarev V A 2012 Commun. Comput. Phys. 12 161-192
[23] Titarev V A 2018 Computers and Fluids 169 62-70
[24] Titarev V A, Frolova A A, Shakhov E M 2019 Fluid Dynamics 54 550-557
[25] Hirt C W, Amsden A A, Cook J L 1974 J. Comput. Phys. 14 227-253
[26] Morozov A A, Plotnikov M Yu, Rebrov A K 1999 J. Appl. Mechn. Techn. Phys. 40 588
[27] Titarev V A, Shakhov E M 2002 Fluid Dynamics 37 126-137
[28] Kusov A L, Lunev V V 2020 Fluid Dynamics 55 252-263
[29] Morozov A A 2004 Appl. Phys. A 79 997
[30] Savin G.I et al. 2019 Lobachevskii J. Math. 40 1853–1862
[31] Voevodin Vl. et. al 2019 Supercomputing Frontiers and Innovations 6 4–11