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Abstract—In this paper, we consider the problem of secure and reliable communication with uncertain channel state information (CSI) and present a new solution named active secure coding which combines the machine learning methods with the traditional physical layer secure coding scheme. First, we build a detectable wiretap channel model by combining the hidden Markov model with the compound wiretap channel model, in which the varying of channel block CSI is a Markov process and the detected information is a stochastic emission from the current CSI. Next, we present a CSI learning scheme to learn the CSI from the detected information by the Baum-Welch and Viterbi algorithms. Then we construct explicit secure polar codes based on the learned CSI, and combine it with the CSI learning scheme to form the active secure polar coding scheme. Simulation results show that an acceptable level of reliability and security can be achieved by the proposed active secure polar coding scheme.

Index Terms—active wiretap channel, active secure coding, eavesdropper behavior learning, polar code, hidden Markov model.

I. INTRODUCTION

Over the last decade, polar code [2] based physical layer secure coding schemes [3–8] have achieved secure and reliable communication over the wiretap channels (WTCs) [1] with a decisive assumption that legitimate parties perfectly know the precise channel information. However in practical situation, uncertainties of the channel information always exists on legitimate side [9–12]. For instance, eavesdropper can initially choose the wiretapping channels and keep the channel information unknown to legitimate parties. Such uncertainties of channel information have brought enormous limitations on the application of physical layer secure coding in realistic communication.

To solve this uncertain CSI problem, encryption methods are employed and combined with the physical layer secure coding [10], [13], [14], which however brings new limitations. Since the security of encryption is negatively related to the level of eavesdropper’s computational power, the encryption-coding solution cannot be applied in some extremely high computational power cases, which is problematic due to the rapidly developing of quantum computing [22], [23] and the inevitable needs of anti-quantum computing communication. Therefore, we need to investigate new cooperative methods, other than the encryption, with the physical layer secure coding for the uncertain CSI problem.

A. Our Work

In this work we study a new solution for the uncertain CSI problem. In [15] a detectable assumption was proposed that modifications of eavesdropper’s action may induce physical effects in the environment that can be detected by legitimate parties. Based on this assumption, we have a general idea of active solution that if legitimate parties can learn the behavior of eavesdropper from the detected information and decode the current CSI, then the physical layer secure codes can be adjusted accordingly and actively.

To implement this idea, we carry out our work from three major aspects. First is the construction of a new WTC model that covers both uncertain CSI and detectable assumption. Second is the construction of a proper scheme to analyse the CSI from detected information. Third is the construction of active secure coding scheme that combines the CSI analysing scheme with the physical layer secure coding scheme.

Our contributions are summarized as follow:

1) We have built a new detectable assumption based WTC model by combining the hidden Markov model [20] with the compound WTC model (a block varying WTC model [11]). In this new model, we use Markov process to express the varying of channel block CSI, and use a stochastic emission from the current CSI to generate the detected information.

2) We have presented a CSI learning scheme to analyse the CSI from the detected information. Specifically, we setup a pre-collecting stage to collect the training data prior to the secure communication; we construct a CSI pattern learning scheme to learn the hidden Markov model from the detected information by the Baum-Welch algorithm [20]; we also construct a CSI decoding scheme to decode the CSI from the detected information by the Viterbi algorithm [21] with the learned hidden Markov model.

3) We construct an explicit secure polar codes based on the learned CSI, and combine it with the CSI learning scheme to form the active secure polar coding scheme. We also analyse the performance of the CSI learning scheme and the active secure polar coding scheme. For the analysis results of CSI learning scheme, the CSI pattern learning can achieve very good accuracy, but the CSI error rate of CSI decoding is not vanishing. Then for the analysis results of active secure coding scheme, both legitimate bit error rate and the information leakage rate stay at a low level, thus acceptable reliability and security can be achieved.

B. Related Works

The detectable assumption was proposed in [15] and further studied in [16]. In these study, the authors present a detectable WTC model and a corresponding secure coding scheme. But different from our model that legitimate can only
observe CSI related information, [15] assumes that legitimate parties directly obtain the CSI from the detected information with hindsight. Then with this delayed CSI, [15] presents an encryption based secure codes.

Another WTC model that relates to our hidden Markov based detectable WTC model is the finite state Markov WTC with delayed feedback studied in [17]. In this work, the authors have characterized the capacity-equivalence regions of their proposed model. Same with our model, the varying process of the CSI is a stochastic Markov process. What different is that in our model legitimate parties can only detect information relevant to the CSI but in [17]'s model the legitimate receiver directly knows the CSI and can transmit it back to the legitimate sender as a delayed feedback.

C. Paper Organization

The outline of this paper is as follow. Section II presents the construction of the hidden Markov based detectable WTC model. Section III presents the construction of CSI learning scheme and the active secure polar coding scheme. Section IV presents the performance analysis of the active secure polar coding scheme. Finally, Section V concludes the paper.

D. Notations

We define integer interval $[a, b]$ as the integer set between $[a]$ and $[b]$. For $n \in \mathbb{N}$, define $N \triangleq 2^n$. Denote $X, Y, Z, \ldots$ random variables (RVs) taking values in alphabets $\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \ldots$ and the realization of these RVs are denoted by $x, y, z, \ldots$ respectively. Then $p_{XY}$ denotes the joint probability of $X$ and $Y$, and $p_X, p_Y$ denotes the marginal probabilities. Also we denote a $N$ size vector $X^N \triangleq (X_1, X_2, \ldots, X_N)$, denote $X^a_b \triangleq (X_a, X_{a+1}, \ldots, X_b)$. And for any index set $A \subseteq [1, N]$, we define $X^A \triangleq \{X_i \mid i \in A\}$. For the polar codes, we denote $G_N$ the generator matrix $\mathbf{G}$, $\mathbf{R}$ the bit reverse matrix, $\mathbf{F} = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix}$, $\otimes$ the Kronecker product, and have $G_N = RF^\otimes n$. $H(\cdot)$ denotes the binary entropy and $I(\cdot)$ denotes the mutual information.

II. Hidden Markov Based Detectable WTC Model

In this section, we build a new uncertain CSI WTC model with the detectable assumption.

A. Hidden Markov Model

In the detectable uncertain CSI case, CSI of the model is time varying and controlled by the eavesdropper. Legitimate parties only have the detected information relevant to the current CSI. To build such a model, there are two aspects for consideration.

- **CSI pattern**: a model that generates the time varying process of CSI, written as $\mathcal{P}$.
- **Mapping of detected information**: a model that generates the detected information from the CSI, written as $\mathcal{O}$.

One good model that can match both CSI pattern and mapping of detected information is the hidden Markov model (HMM) [20].

The structure of a basic HMM $(\mathcal{S}, \mathcal{O}, \mathbf{A}, \mathbf{B}, \mathbf{\pi})$ is illustrated in Fig. 1 which contains following two parts:

- **A hidden internal part**: this is a stochastic Markov process of hidden states which cannot be observed. As illustrated in Fig. 1, we have the Markov process as $(\mathcal{S}, \mathbf{A}, \mathbf{\pi})$. $\mathcal{S} = \{s_1, s_2, s_3\}$ is the alphabet of possible state. $\mathbf{A}$ is a $3 \times 3$ state transparent probability matrix that each item $a_{ij}$ represents the probability of state changing from $s_i$ to $s_j$, $\mathbf{\pi}$ is the probability matrix for the initial state $S_1$. For the beginning of this Markov process, the value of initial state $S_0$ is distributed according to $\mathbf{\pi}$ over the alphabet $\mathcal{S}$. Then for any $t > 1$, each state $S_t$ is stochastically determined by the last state $S_{t-1}$ and the state transparent probability matrix $\mathbf{A}$. For instance, if current state value is $s_1$, then the next state value could be $s_1$ with probability $a_{11}$ or $s_2$ with probability $a_{12}$ or $s_3$ with probability $a_{13}$.

- **An external emission part**: this is a stochastic mapping from the hidden state to the observable information. As illustrated in Fig. 1, we have this stochastic mapping as $(\mathcal{S}, \mathcal{O}, \mathbf{B})$. $\mathcal{O} = \{o_1, o_2, o_3, o_4\}$ is the observation alphabet. $\mathbf{B}$ is a $3 \times 4$ emission probability matrix that each item $b_{ij}$ represents the probability of mapping $s_i$ to $o_j$. For any time $t$, the value of observed information $O_t$ is stochastically determined by the value of current hidden state $S_t$ and the emission probability matrix $\mathbf{B}$. For example, if current state value is $s_1$, then the value of observed information could be $o_1$ with probability $b_{11}$ or $o_2$ with probability $b_{12}$ or $o_3$ with probability $b_{13}$ or $o_4$ with probability $b_{14}$.

The two parts of HMM can match our modeling needs. The internal part can be used as the model for CSI pattern and the external part can be used as the model for detected information. Therefore, we build the detectable WTC model based on the HMM.

B. HMM Based Detectable WTC Model

First we make a few assumptions for the detectable WTC model.

- Both main channel and wiretap channel are block varying so that the CSI remains constant within each $N$ length block.

![Fig. 1. The Hidden Markov Model.](image_url)
• Both main channel and wiretap channel are not necessarily symmetric or degraded.
• The varying and detecting operation of CSI is ahead of the encoding process, so legitimate parties can have the detected information of current CSI before the encoding.
• Legitimate parties know all the possible values of CSI and detected information.

Now we present the definition of our HMM based detectable WTC model.

**Definition 1** The HMM based detectable WTC model is defined as \((\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \mathcal{S}, \mathcal{O}, \mathbf{A}, \mathbf{B}, \pi)\) which contains an HMM \((\mathcal{S}, \mathcal{O}, \mathbf{A}, \mathbf{B}, \pi)\) with parameter set \(\lambda_H = (\mathbf{A}, \mathbf{B}, \pi)\).

\(\mathcal{X}\) is the alphabet for main channel input, \(\mathcal{Y}\) is the alphabet for main channel output, \(\mathcal{Z}\) is the alphabet for wiretap channel output.

\(\mathcal{S} = \{s_1, s_2, ..., s_n\}\) is the finite alphabet of the CSI state as the state set \(\mathcal{S}\) of HMM, have |\(\mathcal{S}\)| = \(\alpha\). For \(s_i \in \mathcal{S}\), \(s_i = p_Y^{(i)}(\mathcal{Y}|\mathcal{X})\) which have:

\[
\forall (x^n, y^n, z^n) \in \mathcal{X}^N \times \mathcal{Y}^N \times \mathcal{Z}^N, \\
p_{Y^n Z^n|X^n} (y^n, z^n|x^n) = \prod_{t=1}^{N} p_{Y_t|X_t}(y_t, z_t|x_t),
\]

and both main channel and wiretap channel are asymmetric with no degradation relationship.

\(\mathcal{O} = \{o_1, o_2, ..., o_{\gamma}\}\) is the finite alphabet of detected information also as the observation set \(\mathcal{O}\) of HMM, have |\(\mathcal{O}\)| = \(\gamma\); Matrix \(\mathbf{A}\) is a \(\alpha \times \alpha\) state transparent probability matrix of the internal Markov process of HMM, for \(i \in [1, \alpha]\) have

\[
\mathbf{A} = (a_{ij})_{\alpha \times \alpha}, \quad a_{ij} = p(s_j|s_i).
\]

Matrix \(\mathbf{B}\) is a \(\alpha \times \gamma\) emission probability matrix of HMM from \(\mathcal{S}\) to \(\mathcal{O}\), for \(i \in [1, \alpha], j \in [1, \gamma]\) have

\[
\mathbf{B} = (b_{ij})_{\alpha \times \gamma}, \quad b_{ij} = p(o_j|s_i).
\]

\(\pi\) is a \(1 \times \alpha\) probability matrix for the initial state \(S_1\) when \(t = 1\), have

\[
\pi = [p(S_1 = s_1), p(S_1 = s_2), p(S_1 = s_3), \ldots, ...]_{1 \times \alpha}.
\]

Denote \(P_H\) the HMM based CSI pattern, also as the internal Markov process of HMM. For \(t = 1\), \(S_1 = P_H(\pi)\); for \(t > 1\),

\[
S_t = P_H(S_{t-1}, \mathbf{A})^{(a)} = P_H(S_{t-1}, \mathbf{A}), \quad S \in \mathcal{S}.
\]

where \((a)\) is for the first-order Markov model (1-HMM) case.

Denote \(O_H\) the HMM based CSI detecting, also as the external emission process of HMM, have

\[
O_t = O_H(S_t, \mathbf{B}), \quad O \in \mathcal{O}, \quad S \in \mathcal{S}.
\]

Fig. 2 illustrates the communication process of the HMM based detectable WTC model, which is as follow.

1) Eavesdropper Eve chooses the CSI \(\mathcal{S}\) for both main channel and wiretap channel according to the CSI pattern \(P_H\).
2) Legitimate parties Alice and Bob detect the varying of CSI and observe the detected information \(O\) according to the CSI detecting model \(O_H\).

3) Alice encodes the message \(M\) into \(N\) length codewords \(X^N\) and transmits it to Bob over the main channel block with side information \(O\).
4) Bob receives \(Y^N\) from the main channel block and decodes it into message \(\hat{M}\) with side information \(O\).
5) Eve receives \(Z^N\) form the wiretap channel block and decodes it into message \(\hat{Z}^N\) according to CSI \(S\).

**Definition 2** For any \((2^{N_R}, N)\) code over the detectable WTC model, the code performance can be measured as follow.

- Reliability can be measured by the bit error rate of Bob decoding the message \(M\)

\[
P_e = Pr(M \neq \hat{M}).
\]

- Security can be measured by the information leakage rate of massage \(M\) to Eve

\[
I_{et} = \frac{I(Z^N; M)}{N}.
\]

**III. ACTIVE SECURE POLAR CODING SCHEME**

In this section we implement our idea of active secure coding on the HMM based detectable WTC model. Recall our idea of active secure coding solution for the uncertain CSI problem: under the detectable assumption, legitimate parties can detect the varying of hidden CSI and observe the CSI relevant information; then they can analyse the detected information and estimate the current CSI from it; according to estimated CSI, the secure scheme can actively adjust its coding strategy.

Following this idea, the framework of our active secure coding scheme over the HMM based detectable WTC model can be divided into two major parts:

- A CSI learning scheme which analyses and estimates the CSI from detected information.
- A secure coding scheme constructed by polar codes which can actively adjust the coding strategy according to the estimated CSI.

Therefore for the rest of this section, we first present a HMM based CSI learning scheme, then we present the corresponding polar code construction, and finally we present the structure of active secure polar coding scheme by combining the CSI learning and code construction together.
A. HMM Based CSI Learning Scheme

Consider the multi-block communication over the HMM based detectable WTC model, for block 1 to block $t$, legitimate parties can obtain the detected information sequence as $O_1^t$. With this detected information sequence, the object of the CSI learning is to estimate the current CSI $\hat{S}_t$ from $O_1^t$. The framework of CSI learning scheme contains following three parts:

1) Pre-collecting stage: initial detected information collection prior to the secure communication;
2) CSI pattern learning: learn the optimal parameter of the CSI pattern from the detected information sequence;
3) CSI decoding: decode the CSI from the detected information sequence with the learned CSI pattern.

1) Pre-collecting stage: We setup an $\omega$ rounds random transmission prior to the secure communication as the pre-collecting stage, in which legitimate users directly transmit random bits over the main channel, so that they can collect detected information, defined as $O_{1-\omega}^t$, from the varying CSI without any information leakage.

The purpose of this pre-collecting stage is to guarantee that legitimate parties have enough detected information (train data) for CSI pattern learning at the first few blocks of communication. For example, at the $t$-th block communication, the detected information for CSI pattern learning is $O_{1-\omega}^t$.

Also note that we use $(\omega + t) \to \infty$ to illustrate $\omega \to \infty$ with a finite $t$.

2) CSI pattern learning: Denote $L_H$ the HMM based CSI pattern learning.

Consider a $T$-times secure communication over the HMM based detectable WTC model $(X, Y, Z, S, \lambda, H)$ where $\lambda_H = (A, B, \pi)$ is the parameter set of HMM. Then for any time $t \in [1, T]$, the detected information obtained by legitimate parties is $O_{1-\omega}^t$.

Assuming legitimate parties know that the CSI pattern $P_H$ and the emission process $G_H$ is a HMM, but they do not know the precise parameter set $\lambda_H$, thus for any time $t \in [1, T]$, the CSI pattern learning is to learn the optimal estimated parameter $\hat{\lambda}_H = (\hat{A}, \hat{B}, \hat{\pi})$ from the detected information sequence $O_{1-\omega}^t$, which is defined as

\[
\hat{\lambda}_H = L_H(O_{1-\omega}^t, S, G).
\]

Particularly for 1-HMM based detectable WTC model, we apply the Baum-Welch algorithm [20] in Appendix VI-A to implement the CSI pattern learning.

3) CSI decoding: Denote $D_H$ the HMM based CSI decoding.

Note that for any time $t \in [1, T]$, legitimate parties obtain the detected information as $O_{1-\omega}^t$, and they have the estimated parameter set $\hat{\lambda}_H = (\hat{A}, \hat{B}, \hat{\pi})$ by the CSI pattern learning.

Then the aim of CSI decoding is to decode the optimal estimated state sequence $\hat{S}_t^1$ from the detected information $O_{1-\omega}^t$ with the learned parameter set $\hat{\lambda}_H$, which is described as

\[
\hat{S}_t^1 = D_H(O_{1-\omega}^t, \hat{\lambda}_H, S, G).
\]

B. Secure Polar Code Construction

Next we present the construction of secure polar code for a $N$-length block with any CSI value $s_i \in S$. As studied in [3], the main technique for the secure polar code construction is the polarized subset division of the channel block index $[1, N]$.

Definition 3 (Bhattaharyya parameter) Consider a pair of random variables $(X, Y) \sim p_{XY}$, where $X$ is a binary random variable and $Y$ is a finite-alphabet random variable. To measure the amount of randomness in $X$ given $Y$, the Bhattaharyya parameter is defined as

\[
Z(X|Y) = 2 \sum_{y \in Y} p_Y(y) \sqrt{p_X(y) p_{X|Y}(1|y)}.
\]

As we defined in Definition 1, CSI value $s_i = p_Y^{(i)}(1)$, $i \in [1, \alpha]$. Assume that we know the optimal distribution of channel inputs to achieve the channel capacity under $p_Y^{(i)}(1)$. Then for $\delta_N = 2^{-N^\beta}$, $M \to U^N \to X^N \to Y^N, Z^N$, $\beta \in (0, 1/2)$, according to the source polarization theory [19] and channel polarization theory [2], we can have the following polarized result of CSI value $s_i$:

- Source polarization

\[
H_X^{(i)} = \left\{ j \in [1, N] : Z \left( U_j U_j^{-1} \right) \geq 1 - \delta_N \right\},
\]

\[
L_X^{(i)} = \left\{ j \in [1, N] : Z \left( U_j U_j^{-1} \right) \leq \delta_N \right\}.
\]

- Main channel polarization

\[
H_{X|Y}^{(i)} = \left\{ j \in [1, N] : Z \left( U_j U_j^{-1}, Y^N \right) \geq 1 - \delta_N \right\},
\]

\[
L_{X|Y}^{(i)} = \left\{ j \in [1, N] : Z \left( U_j U_j^{-1}, Y^N \right) \leq \delta_N \right\}.
\]

- Wiretap channel polarization

\[
H_{X|Z}^{(i)} = \left\{ j \in [1, N] : Z \left( U_j U_j^{-1}, Z^N \right) \geq 1 - \delta_N \right\},
\]

\[
L_{X|Z}^{(i)} = \left\{ j \in [1, N] : Z \left( U_j U_j^{-1}, Z^N \right) \leq \delta_N \right\}.
\]

Based on above polarized results, we divide the index $[1, N]$ as follow, which is similar as the structure in [6], [7].

- Index set

\[
\begin{align*}
\mathcal{I}^{(i)} &= H_{X|Y}^{(i)} \cap L_{X|Y}^{(i)} \cap H_{X|Z}^{(i)},
\mathcal{F}^{(i)} &= H_{X|Y}^{(i)} \cap L_{X|Y}^{(i)} c \cap H_{X|Z}^{(i)},
\mathcal{R}^{(i)} &= H_{X|Y}^{(i)} \cap L_{X|Y}^{(i)} c \cap \left( H_{X|Z}^{(i)} c \right),
\mathcal{E}^{(i)} &= H_{X}^{(i)} \cap L_{X|Y}^{(i)} c \cap \left( H_{X|Z}^{(i)} c \right),
\mathcal{D}^{(i)} &= \left( H_{X}^{(i)} c \right).
\end{align*}
\]

Since legitimate parties cannot know the CSI of next block, in order to implement the multi-block chaining structure [3],
we have to assume that $|\mathcal{T}^{(i)}| > \max_{\mathcal{S}} |\mathcal{B}|$, and then construct the subset $\mathcal{E}^{(i)}$ as follow
\[
\mathcal{E}^{(i)} \subset \mathcal{T}^{(i)}, \quad |\mathcal{E}^{(i)}| = \max_{\mathcal{S}} |\mathcal{B}|. \quad (21)
\]

Finally for every $s_t = P^{(i)}_{t|Z|X}$, we have the divided subsets $\mathcal{T}^{(i)} \setminus \mathcal{E}^{(i)}$ is secure and reliable, which is for information bits; subset $\mathcal{E}^{(i)}$, with a fixed size for all $s_t$, is secure and reliable, which is for functional random bits; subset $\mathcal{F}^{(i)}$ is secure but unreliable, which is for frozen bits; subset $\mathcal{R}^{(i)}$ is reliable but insecure, which is for uniformly distributed random bits; subset $\mathcal{B}^{(i)}$ is neither secure nor reliable, thus which is constructed to retransmit the random bits in $\mathcal{E}^{(i)}$ of previous round; subset $\mathcal{D}^{(i)}$ is for deterministic bits calculated by
\[
u_j = \arg \max_{u \in \{0, 1\}} p_{U_j|U_{j-1}}(u|u_{j-1}^{j-1}), \quad j \in \mathcal{D}^{(i)}. \quad (22)
\]

C. Active secure polar coding scheme

Next we present the active secure polar coding scheme by combining the HMM based CSI learning scheme and secure polar code.

![Diagram of the framework of the active secure polar coding scheme.]

The framework of the active secure polar coding scheme is illustrated in Fig. 4. Every time when eavesdropper Eve changes the CSI $S_t$ according to the CSI pattern $P_{H[0]}$, legitimate parties, Alice and Bob, observes the detected information as $O_{1-\omega}^{t-1}$ by the CSI detecting $D_{H[0]}$. Then by CSI pattern learning $L_{H[0]}$ and the CSI decoding $D_{H[1]}$, the current CSI can be estimated from the detected information as $\hat{S}_t$. Therefore, as illustrated in Fig. 4 with the estimated CSI $\hat{S}_t$, legitimate parties can perform the polarized subset division (20) of the secure polar code and then establish the multi-block chaining structure for secure and reliable communication.

Now we present the active secure polar coding scheme in detail. Consider a $T$ blocks secure communication from time 1 to time $T$ over the HMM based detectable WTC model $(X, Y, Z, S, O, A, B, \pi)$ with pre-collected information $O_{1-\omega}^{0}$ and confidential message $M_{t}^{T} \in \mathcal{M}$. Assume that legitimate parties know the full set of $S, O$ and the optimal channel input distribution for each CSI value. Then the structure of active secure polar coding scheme is as follow.

1) CSI learning: for $t$-th time, legitimate parties have the detected information sequence as $O_{1-\omega}^{t-1}$, then they learn the CSI pattern from $O_{1-\omega}^{t-1}$ by
\[
\lambda_{H} = L_{H}(O_{1-\omega}^{t-1}, S, O), \quad (23)
\]
and decode the estimated CSI sequence $\hat{S}_t$ from $O_{1-\omega}^{t-1}$ by
\[
\hat{S}_t = D_{H}(O_{1-\omega}^{t-1}, \lambda_{H}, S, O). \quad (24)
\]

2) Polarized subsets division: for $t$-th time, based on the estimated CSI $\hat{S}_t$, perform the polar subsets division of channel index $N$ to obtain $(\mathcal{I}_t, \mathcal{F}_t, \mathcal{B}_t, \mathcal{D}_t, \mathcal{E}_t)$.

3) Encoding: for $t$-th time, assign the $u^{N}$ as follow:
- $u^{\mathcal{F}_t}$: assigned with information bits of $M_{t}$;
- $u^{\mathcal{B}_t}$: assigned with frozen bits;
- $u^{\mathcal{O}_t}$: assigned with uniformly distributed random bits;
- $u^{\hat{S}_t}$: assigned with uniformly distributed random bits;
- $u^{\hat{S}_t}$: assigned with deterministic bits calculated by (22);
- $u^{\mathcal{O}_t}$: if $t = 1$, assigned with a pre-shared random bits; if $t > 1$, assigned with the first $|\mathcal{B}_t|$ bits of $u^{\hat{S}_{t-1}}$ in time $t - 1$.

Then encode $u^{N}$ into the optimally distributed channel input $x^{N}$ by polar encoding $x^{N} = u^{N}G_{N}$, and transmit $x^{N}$ over the main channel block.

4) Decoding: for $t$-th time, legitimate user Bob receives $y^{N}$ and decodes it into the estimated $\hat{u}^{N}$ with the estimated CSI $\hat{S}_t$ by the successive cancelation decoding.
- for $j \in \mathcal{I}_t \cup \mathcal{R}_t$,
\[
\hat{u}_j = \arg \max_{u \in \{0, 1\}} p_{U_j|U_{j-1}}(u|u_{j-1}^{j-1}y^{N}) \quad (25)
\]
- for $j \in \mathcal{F}_t$, $\hat{u}_j$ is directly decoded as the frozen bits;
- for $j \in \mathcal{B}_t$, if $t = 1$, $\hat{u}_j$ is directly decoded as the pre-shared bits, if $t > 1$, $\hat{u}_j$ is directly decoded as the correspondent bit of $\hat{u}^{S_{t-1}}$ in time $t - 1$;
- for $t \in \mathcal{D}_t$,
  \[ \hat{u}_j = \arg \max_{u \in \{0, 1\}} p_{U_j|U_i^t-1}(u|\hat{u}_i^{t-1}) \]  
  \[(26)\]

IV. SIMULATIONS

In this section, we test the performance the active secure polar coding scheme. Particularly, we build a concrete 1-HMM based detected WTC model for the simulation.

- For CSI pattern: let $A = [0.95, 0.05; 0.10, 0.90]$, $\pi = [0.95, 0.05]$, and CSI uncertain set $S = \{(0.2, 0.5), (0.3, 0.6)\}$, where each CSI $s_i = (\epsilon_m, \epsilon_w)$ means a BEC pair with erase probabilities $\epsilon_m$ and $\epsilon_w$ respectively for the main channel and wiretap channel.

- For CSI detecting: let $B = \{1/6, 1/6, 1/6, 1/6, 1/6, 1/6, 1/10, 1/10, 1/10, 1/10, 1/2\}$, and $O = \{1, 2, 3, 4, 5, 6\}$ that represents the 6 possible values of detected information.

A. Performance of CSI Learning Scheme

First we test the performance of the HMM based CSI learning scheme, including both HMM based CSI pattern learning and CSI decoding.

To run the simulation for the CSI pattern learning, we setup an initial estimated parameter set $\hat{\lambda}_H$ as $\hat{A} = [0.80, 0.20; 0.20, 0.80]$, $\hat{B} = [1/5, 1/5, 1/5, 1/5, 1/10, 1/10, 1/8, 1/8, 1/8, 1/8, 1/4, 1/4]$ and $\hat{\pi} = [0.80, 0.20]$. Then the CSI pattern learning is the updating process of this estimated parameter set $\hat{\lambda}_H$ based on the detected information $O_i^{t-\omega}$. We use the Euclidean Distance between $\lambda_H$ and $\hat{\lambda}_H$ to measure the accuracy of the estimation, which is denoted as $\|\lambda_H - \hat{\lambda}_H\|$.

Then we run the simulation for the CSI decoding based on the estimated parameter set $\hat{\lambda}_H$ from the CSI learning simulation, and analyze the CSI error rate of decoding $\hat{S}_i^{t-\omega}$ from detected information $O_i^{t-\omega}$.

![Fig. 6. The CSI error rate.](image)

The simulation result of the CSI decoding is illustrated in Fig. 6. We can observe that with the increasing of detected information $O_i^{t-\omega}$, the error rate of CSI decoding is decreasing and then remains on a relatively low level. Note that for the CSI learning scheme, the CSI $S$ is coded into detected information $O$ and then decoded into estimated CSI $\hat{S}$ which forms a Markov chain $S \rightarrow O \rightarrow \hat{S}$ that takes values in $S \rightarrow O \rightarrow S$. The CSI error rate can be defined as

\[ P_{e_{csi}} = \Pr(S \neq \hat{S}). \]  
\[(27)\]

Then according to Fano’s inequation, $P_{e_{csi}}$ satisfies

\[ H(S|O) \leq H(P_{e_{csi}}) + P_{e_{csi}} \log(|S| - 1). \]  
\[(28)\]

Thus there is a lower bound of the CSI error rate for the CSI decoding.

B. Performance of Active Secure Polar Coding Scheme

Next we analyze the performance of the active secure polar coding scheme, including both reliability and security.

Let $M$ be the binary confidential message which is uniformly distributed on $\{0, 1\}$. Let $\omega = 2000$ be the rounds of pre-collecting stage and $T = 8000$ be the number of channel blocks for the secure communication. Let $\beta = 0.25$ for the polarized subset division of secure polar codes. Then we run the simulation of active secure polar coding with $n = 7, 8, 9, 10$ successively.

![Fig. 7. The bit error rate of legitimate parties decoding the confidential message $M_i^t$.](image)

Fig. 7 illustrates the bit error rate of legitimate parties decoding the confidential message $M_i^t$. We can observe that with the increasing of the block number $\omega + t$, the bit error rate drops below the 0.1 and then remains on a relatively low level comparing with the average main channel erase probability, which indicates that an accepted level of reliability can be achieved.

But on the other hand, with the increasing of block length $N = 2^n$, there is no obvious vanishing trend for the bit error
rate, thus the perfect reliability criterion \( \lim_{N \to \infty} P_e = 0 \) cannot be achieved, and the main reason for this failure is the existence of lower bound for the CSI error rate when estimating the CSI from the detected information.

Fig. 8 illustrates the bit error rate of eavesdropper decoding the confidential message \( M^t_1 \), and the corresponding information leakage rate of \( M^t_1 \) is illustrated in Fig. 9. From Fig. 8 we can observe that the bit error rate of eavesdropper decoding the message \( M^t_1 \) remains close to the 0.5 when the block number \( \omega + t \) is increasing. Note that message \( M \) is uniformly distributed over \( \{0, 1\} \), if the bit error rate gets closer to 0.5, the information leakage rate will get lower. Thus in Fig. 8 the information leakage rate remains at a low level which indicates that an acceptable level of security can be achieved.

But also because of the lower bound for the CSI error rate, there is no trend for bit error rate approaching the 0.5 or information leakage rate vanishing with an increasing block length \( N = 2^n \). Thus the perfect security criterion \( \lim_{N \to \infty} L_r = 0 \) also cannot be achieved.

V. CONCLUSION

In this paper, we have proposed a new solution for the uncertain CSI problem called active secure coding, which combines the machine learning methods with the traditional physical layer secure coding scheme to achieve secure and reliable communication.

First, we use HMM to model the CSI pattern and CSI detecting, that the varying of channel block CSI is a Markov process, and the detected information is a stochastic emission from the current CSI. Then we combine the HMM with the compound WTC model to build the HMM based detectable WTC model. Next, we present a CSI learning scheme to learn the CSI from the detected information by applying the Baum-Welch algorithm and the Viterbi algorithm. Besides, we setup a pre-collecting stage to collect training data prior to the secure communication. Further, we construct an explicit secure polar codes based on the learned CSI, and combine it with the CSI learning scheme to form our active secure polar coding scheme.

At last, we carry out simulations to test the performance of the active secure polar coding scheme. For the CSI learning scheme, simulation results show that the parameter \( \lambda \) can be correctly learned from the detected information, but the lower bound of CSI error rate exists for estimating the CSI from detected information. Because of this lower bound, the secure coding scheme can achieve an acceptable level of reliability and security (low bit error rate and information leakage rate), but fails to achieve perfect reliability or perfect security.

Our future work will focus on the remaining problem of achieving perfect reliability and security. Particularly, instead of decoding CSI from detected information, we will try to construct secure polar codes only with the correctly learned parameter \( \lambda \).
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VI. APPENDICES

A. The Baum-Welch Algorithm for CSI Pattern Learning

Considering the HMM model (S, O, A, B, π) introduced in Section II with unknown CSI time sequence s_t and detected observation time sequence o_t. Assume we know the full set of S and O. Define b_t(o_j) = p(o_j|s_t) and set random initial conditions to λ_H = (A, B, π). Then the Baum-Welch algorithm [20] for CSI pattern learning is as follow.

i. Forward procedure: for i ∈ [1, α], k ∈ [1, t], denote

\[ μ_i(k) = p(o_1^1, s_k = s_i | \lambda_H) \]

initialization

\[ μ_i(1) = π_i b_i(o_1) \]

recursion

\[ μ_i(k + 1) = b_j(\alpha_{k+1}) \sum_{j=1}^α μ_j(k) a_{ji} \]

ii. Backward procedure: for i ∈ [1, α], k ∈ [1, t], denote

\[ ρ_i(k) = p(s_{k}^k | s_i, \lambda_H) \]

initialization

\[ ρ_i(t) = 1 \]

recursion

\[ ρ_i(k) = \sum_{j=1}^α ρ_j(k + 1)a_{ij}b_j(\alpha_{k+1}) \]

iii. Update: denote \( v_i(k) = p(S_k = s_i | o_k^k, \lambda_H) \) and \( φ_{ij}(k) = p(S_k = s_i, S_{k+1} = s_j, o_k^k | \lambda_H) \). Then according to the Bayes’ theorem, have

\[ v_i(k) = \frac{p(S_k = s_i, o_k^k | \lambda_H)}{p(o_k^k | \lambda_H)} = \frac{μ_i(k)ρ_i(k)}{\sum_{j=1}^α μ_j(k)ρ_j(k)} \]

\[ φ_{ij}(k) = \frac{p(S_k = s_i, S_{k+1} = s_j, o_k^k | \lambda_H)}{p(o_k^k | \lambda_H)} = \frac{μ_i(k)α_{ij}ρ_j(k + 1)b_j(\alpha_{k+1})}{\sum_{i=1}^α \sum_{j=1}^α μ_i(k)α_{ij}ρ_j(k + 1)b_j(\alpha_{k+1})} \]

Then the parameter set \( \lambda_H \) of the HMM can be updated by

\[ π_i^* = v_i(1) \]

\[ a_{ij}^* = \frac{\sum_{k=1}^{t} φ_{ij}(k)}{\sum_{k=1}^{t} v_i(k)} \]

\[ b_{ij}^* = \frac{\sum_{k=1}^{t} 1_{o_k = o_j} v_i(k)}{\sum_{k=1}^{t} v_i(k)} \]

where \( i ∈ [1, α], j ∈ [1, γ], k ∈ [1, t] \)

\[ 1_{o_k = o_j} = \begin{cases} 1 & \text{if } o_k = o_j \\ 0 & \text{otherwise} \end{cases} \]

B. The Viterbi Algorithm for CSI Decoding

Following the notation for HMM in Appendix VI-A assume that we know the full set of S, O and the parameter set \( \lambda_H \) and have the observation \( o_k^k \).

For \( i ∈ [1, α], k ∈ [1, t] \), denote \( κ_i(t) \) as the probability of the most likely path \( \hat{s}_k^{t-1} \) with \( \hat{s}_t = s_i \) that generates the observation \( o_k^k \), denote \( τ_i(k) \) as the \( \hat{s}_{k-1} \) of the most likely path \( \hat{s}_k^{t-1} \) with \( \hat{s}_t = s_i \), have

\[ κ_i(k) = \max_{s \in S} p(s_1^t, s_t = s_i, o_1^k, \lambda_H) \]

Then the Viterbi algorithm [21] for CSI decoding is as follow.
i. Initialization with
\[
\kappa_i(1) = \pi_i b_i(o_1) \\
\tau_i(1) = 0
\] (44)

ii. Recursion for \(i \in [1, \alpha], k \in [2, t]\)
\[
\kappa_i(k) = \max_{i \in [1, \alpha]} [\kappa_i(k-1)a_{ij}b_j(o_k)] \\
\tau_i(k) = \arg \max_{i \in [1, \alpha]} [\kappa_i(k-1)a_{ij}b_j(o_k)]
\] (46)

iii. End for
\[
p^* = \max_{i \in [1, \alpha]} \kappa_i(t) \\
s^*_t = \arg \max_{i \in [1, \alpha]} \kappa_i(t)
\] (48)

vi. Path trace, for \(k = t-1, t-2, ..., 1\)
\[
s^*_k = \tau_{s^*_{k+1}}(k+1)
\] (49)
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