Critical behaviour of microemulsions: Monte Carlo simulations of Widom model
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Abstract

The critical behaviour of a lattice model for ternary mixtures of hydrophilic, hydrophobic and amphiphilic (surfactant) molecules is investigated by means of Monte Carlo simulations. A lattice model formulated by Widom as a simple approach of these mixtures is adopted taking advantage of its equivalence to a spin-$\frac{1}{2}$ Ising model, which adds next nearest neighbors interactions on a simple cubic lattice. In this work we focus on the critical behaviour of the order-disorder phase transition of this model. A simulation strategy combining a standard Metropolis sampling and multiple histogram reweighting technique is used. The location of the phase boundary is well determined, being consistent with the 3D Ising critical temperature. In addition, a suitable finite size scaling analysis is performed to obtain critical amplitudes of magnitudes as magnetization, susceptibility and interfacial tension. The critical behaviour results compatible with the 3D Ising universality class, as expected. Likewise, critical amplitudes ratios give a reasonable agreement with the universal values obtained from different systems and methods.
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1. Introduction

It is well known that binary mixtures of water and oil are immiscible because the interfacial tension between them is large making it energetically impossible to create huge interfaces by thermal fluctuations. However, if amphiphiles (surfactant) are introduced it can be drastically reduced because of the self-assembling ability of them organizing the other two components. The surfactant has the ability to dissolve immiscible liquids favoring the formation of invisibly small droplets or more complex microemulsions.

Ternary mixtures of hydrophilic or polar molecules (water), hydrophobic or non-polar molecules (oil), and amphiphiles (polar and non-polar) have a rich thermodynamic behaviour. The study of these mixtures is motivated by its technological and economical importance since they are involved in processes such as assisted oil recovery, chemical synthesis, nanoparticle fabrication, and drug transport. The most common use is in cleaning and removal of contaminants due to its exceptional capacity as a solubilizer favoring the detergency phenomenon. In addition, they also generate interest from a more fundamental point of view as they involve self-assembly processes and exhibit diverse critical phenomena such as phase separation or wetting transitions.

These mixtures have been studied generically by means of simplified microscopic models such as lattice models for fluids. There are several lattice models for microemulsions in the literature, and among them there are formulations based on spin-1 and spin-\(\frac{1}{2}\) variables. The simplest lattice model is proposed by Widom which is based on the spin-\(\frac{1}{2}\) Ising model on a simple cubic lattice. In this model the interfacial energy vanishes at the stability limit of the ordered phase at low temperatures, as is required for an appropriate description of microemulsions. The behaviour of this magnitude is key and in this model there is no much quantitative data about it. Likewise, the interfacial tension is important because it gives an indication of the strength of capillary waves.

The Widom model has been extensively studied using mean field theory, which
allowed to derive direct although qualitatively the topology of the phase diagram\cite{15, 16}. On the other hand, low-temperature series expansion techniques have also been applied to estimate the behaviour of the interfacial tension\cite{18, 19}.

In the phase diagram four kinds of phases were identified: water(oil)-rich, disordered fluid and lamellar phases. The transition between the disordered fluid and the lamellar phases is first order, while that between the disordered fluid and the oil-rich and water-rich phases is continuous. Because of this continuous transition, there is no three-phase coexistence between rich phases and disordered fluid, a fact that is contrary to experiment. The microemulsion phase is identified with the disordered fluid in that part of the phase diagram in which the water-water correlation function oscillates with a decaying amplitude, which is a signature of a structured fluid\cite{20}. This behaviour is separated from the less structured fluid displaying correlations that decay monotonically through a disorder line which does not intersect the phase boundary between disordered and water- and oil-rich phases. In this manner, the microemulsion coexists only with the lamellar phase.

As any Ising-like system, the Widom model is particularly suitable for studies based on computer simulations. In that sense, it is striking that there are no recent studies by means of Monte Carlo simulations\cite{18, 21, 22, 23}. Jan and Stauffer\cite{21} performed simulations for bulk and interface systems in both square and simple cubic lattices. Their findings are in qualitative agreement with the mean field predictions, specially in the low temperature region of the phase diagram.

In this work we investigate the critical behaviour of the order-disorder phase transition of the Widom model based on Monte Carlo simulations. A simulation strategy combining a single-spin flip Metropolis sampling and a multiple histogram reweighting technique\cite{24} is used for an improved description of physical magnitudes of interest around the phase boundary. Standard finite size scaling methods are then used to extrapolate to the thermodynamic limit and to determine critical amplitudes assuming the 3D Ising criticality. These critical
amplitudes are then used to test the universality of some ratios that have been estimated from previous theoretical and experimental works on related systems [25, 26, 27].

We first present a brief review of the critical behaviour of Ising-like systems in section 2. Next, we introduce the Widom model and describe the simulation technique in section 3. Then we present and discuss our results in section 4. Finally, we expose our conclusions in section 5.

2. Critical behaviour of Ising-like systems

In Ising-like lattice models, the phase diagram have a (second-order) continuous order-disorder phase transition and thermodynamic variables such as magnetization, susceptibility and interfacial tension have a critical behaviour. Assuming hyperscaling, valid for systems that belong to the 3D Ising universality class, critical exponents and amplitudes of the associated power laws are [25, 26, 27]:

\[ m = B t^\beta, \quad \sigma = \sigma_0 t^{2\nu}, \quad \chi = \Gamma^\pm (\mp t)^\gamma, \quad (1) \]

where \( t \) is a measure of distance from the critical point given by

\[ t = \frac{M}{M^*} - 1, \quad (2) \]

by varying the temperature \( T \) or the spin coupling parameter \( M \), being \( M^* \) its critical value. Note that the habitual symbol nomenclature has been preserved. The critical amplitudes are of interest because certain critical amplitude ratios are predicted to be universal. This universality implies that only two amplitudes are required to determine the remaining ones.

As the critical point is approached from the (ordered) two-phase region (\( M > M^* \)), \( m \) and \( \sigma \) vanish. Instead, \( \chi \) diverges from both sides and its critical amplitudes are different (\( \Gamma^+ \) and \( \Gamma^- \)).

The critical exponents appropriate for Ising-like systems are the 3D Ising exponents. In the context of this work, we use \( \beta = 0.324 \), \( \gamma = 1.239 \) and \( \nu = 0.629 \).
Among the universal combinations of critical amplitudes, the following ratios are of importance:

\[
\frac{\Gamma^+}{\Gamma^-} \approx 4.76 \pm 0.24, \tag{3}
\]

\[
\frac{\sigma_0^{3/2} \Gamma^-}{B^2} \approx 0.13 \pm 0.04, \tag{4}
\]

\[
\frac{\sigma_0^{3/2} \Gamma^+}{B^2} \approx 0.71 \pm 0.13, \tag{5}
\]

where \(k_B T\) is used as the unit of energy. The ranges represent the spread in different estimates obtained from experiment, simulation and theory.

### 2.1. Finite size scaling

Those critical power laws cannot be observed directly in a single computer simulation since the correlation length diverges at critical point and hence cannot be captured in a finite system of size \(L\). The correct approach must be made through several simulations at different system sizes and using the predictions of finite size scaling theory to extrapolate to the thermodynamic limit.

In this section, we will only reproduce the equations required for our analysis. All thermodynamic magnitudes are derived from a probability distribution \(P_L(m,e)\) as a function of the order parameter \(m\) and energy \(e\), as will be well described later.

#### 2.1.1. Magnitudes \(m\) and \(\chi\)

The magnetization is derived of the probability distribution \(P_L(m)\) as a function of the order parameter only, integrating over all energy range. It is identified as the mean position of the peaks.

According to finite size scaling theory, close to the critical point, the magnetization \(m_L\) for a finite system size \(L\) shows a systematic \(L\)-dependence that can be written as

\[
m_L = L^{\beta/\nu} \mathcal{M}^0 (tL^{\nu/\nu}), \tag{6}
\]
with critical exponents \(\{\beta, \nu\}\) and a system size-independent scaling function \(\mathcal{M}^0\). Whether the assumed universality class is indeed correct, scaling plots \(m_L L^{\beta/\nu}\) versus \(t L^{1/\nu}\) should all collapse onto one master curve, provided the correct value of the critical system parameter \((M^*)\) is used. Moreover, for large \(t L^{1/\nu}\) (but still within the critical region) such plots should approach the power law behaviour of the thermodynamic limit. The master curve of scaling plots in a double logarithmic scale should approach a straight line with slope \(\beta\) and intercept equal to \(B\).

In relation to the susceptibility, it is identified as the variance of the peaks in the probability distribution \(P_L(m)\). In (ordered) two-phase region, we define the susceptibility as

\[
\chi_L^f = \frac{1}{L^3} \left( \int_{-L^3}^{L^3} m^2 P_L(m) \, dm - \langle m \rangle^2 \right),
\]

while in (disordered) one-phase region, the distribution loses its bimodal structure and becomes single peaked, thus in this regime the correct definition for the susceptibility reads

\[
\chi_L^p = \frac{1}{L^3} \int_{-L^3}^{L^3} m^2 P_L(m) \, dm.
\]

In the case, the scaling behaviour of the susceptibility is given by

\[
\chi_L = L^{\gamma/\nu} \chi^0 (t L^{1/\nu}).
\]

In the master curve of scaling plots, the straight line has slope \(-\gamma\) and intercept equal to \(\Gamma^{\pm}\), depending on whether the critical point is approached from the two-phase region \((\Gamma^-)\) or one-phase region \((\Gamma^+)\).

\[2.1.2. \text{Magnitude } \sigma\]

The interfacial tension \(\sigma_L\) is defined from the free energy of the system for a finite system size \(L\) and it is obtained from the logarithm of the probability distribution of the order parameter, \(W = \ln P_L(m)\), see Fig. 1. This function corresponds to the free energy of the system so that the height of the peaks in
$W$ can be identified as the free energy of the water-rich and oil-rich phases. The free energy barrier $F_L$ separating these two symmetrical phases (i.e. both peaks should have the same height) is then calculated from $W$ through the difference $F_L = W(+) - W(0)$ in Fig. 1.

The interfacial tension for the finite system of size $L$ reads (in $d$ dimensions)

$$\sigma_L = \frac{F_L}{2L^{d-1}},$$

(10)

where the factor of two is introduced to take into account the formation of two interfaces in the system due to the use of periodic boundary conditions.

Figure 1: Logarithm of the probability distribution $W = \ln P_L(m)$ for the magnetization of the Widom model in the ferromagnetic phase. The peak $W(\cdot)$ corresponds to an ordered phase of up spins (water-rich phase), while the $W(-\cdot)$ peak for $m<0$ corresponds to the phase of down spins (oil-rich phase). $W(0)$ is the minimum value between the two peaks. The free energy barrier $(F_L)$ separates the two phases in equilibrium for a system size $L$.

Since we are interested in the critical behaviour of the interfacial tension at the thermodynamic limit $(\sigma_\infty)$, we note it is connected to the free energy barrier $F_L$ by the expression

$$\exp(F_L) = aL^x \exp(2L^{d-1}\sigma_\infty).$$

(11)

After taking logarithm on both sides of this expression one gets

$$\sigma_L = \sigma_\infty + \frac{x\ln L}{2L^{d-1}} + \ln a + \frac{\ln a}{2L^{d-1}},$$

(12)
where the constants \((a, x)\) are not known. We apply equation 12 to extrapolate our data obtained for finite sizes \(L\) to the thermodynamic limit. Following the prescription of Ref. [32], we have directly excluded the second term \(\ln L/L^d\) from Eq. 12 because the range of simulated system sizes is relatively small and therefore it is difficult to separate numerically.

3. Model and simulation method

The Widom model [2, 3] is isomorphic to a spin-\(\frac{1}{2}\) Ising model, with spin variables \(S_i = \pm 1\), where bonds between spin pairs represent three types of molecules according to the net spin state of the \(i\)-th pair, \(S_i + S_{i+1} = \{-1, 0, +1\}\), in such a way that a pair of parallel spins represent either water \((+1, +1)\) or oil \((-1, -1)\), while every pair of antiparallel spins \((+1, -1)\) represents surfactant. By this construction, each spin on the cubic lattice system belongs to six such pairs. This implies that oil and water must always be separated by a surfactant. The Ising Hamiltonian describing the total interaction energy contains pair coupling terms comprising to first, second and fourth nearest neighbors:

\[
\mathcal{H} = -J \sum_{<i,j>} S_i S_j - 2M \sum_{<i,k>} S_i S_k - M \sum_{<i,l>} S_l S_l
\]  

(13)

where the first sum is over all nearest neighbor pairs, the second sum is over all next-nearest neighbor pairs, and the third sum goes over all pairs of neighbors which are two lattice distances apart (i.e. fourth-neighbors). On the cubic lattice, each site has 6 nearest neighbors \((J)\), 12 next-nearest neighbors \((2M)\), and 6 distance = 2 neighbors \((M)\). The two coupling constants \(J > 0\) and \(M < 0\) are related to the interaction between surfactants and the chemical potential. The competition between those interactions leads to the characteristic behaviour observed in microemulsions: phases of complex structure, a high osmotic compressibility, and a low interfacial tension.

We consider here the simplest case in which oil and water have equal chemical potential corresponding to equal energies for the amphiphile sheet to bend toward water or to oil. In the Ising magnet language this case is equivalent to a
zero bulk magnetic field. Even in its simplified version, the Widom model still shows a rich phase diagram.

We simulate the Widom model described by the Hamiltonian of Eq. 13 by performing Monte Carlo simulations on simple cubic lattices of edge length $L$ under periodic boundary conditions. The single spin flip Metropolis algorithm is employed. Simulations are done at selected values of the coupling constant $J/k_B T\equiv J_k$ and varying the other coupling constant $M/k_B T\equiv M_k$ in the neighborhood of the order-disorder transition. Every simulation starts from a completely disordered spin configuration.

For a finite system size $L$ and selected values of coupling parameters $\{J_k, M_k\}$, (total) energy and order parameter data of the simulation in equilibrium are collected in a histogram representing directly the probability $P_L(m, e)$ of observing the order parameter $m$ and energy $e$ in the system. These distributions are normalized to unity.

We employ the multiple histogram reweighting method [24] to extrapolate the probability distributions. A number of physical observables such as the magnetization, susceptibility and interfacial tension are derived from the order-parameter probability $P_L(m)$, which results from integrating $P_L(m, e)$ over all energy range. The standard finite size scaling theory [31] is used to characterize the phase transition by a careful analysis of the critical behaviour of such magnitudes.

4. Results and discussion

We systematically explore the order-disorder phase transition line in a $J_k$-range which includes the 3D Ising critical point (for $M=0$, $J_k$) and extend up to the neighborhood of the Widom model tricritical point [16], i.e. $0.15 \leq J_k \leq 0.90$. For the finite size analysis we use simulation box sizes $L$ ranging from 10 up to 20. The Metropolis relaxation period was around $2 \cdot 10^6$ to $8 \cdot 10^6$ Monte Carlo steps (MCS). After relaxation, an additional period is simulated for data collection
of $10^6$ to $5 \cdot 10^7$ MCS. For every combination of the parameters $\{J_k, M_k\}$, eight statistically independent simulations using different random seeds are employed.

Next we present all the information divided in several sections according to the kind of results.

4.1. Probability distribution $P(m, e)$

Fig. 2 shows the probability distributions $P_L(m, e)$ corresponding to selected values of the coupling parameter $M_k$ around the critical point for $J_k = 0.15$. Simulated systems in this region of the phase diagram only have ferromagnetic couplings at first and next nearest neighbors, so that a behaviour similar to the Ising model is expected. As can be seen, as the critical point is approached from two-phase region the distribution loses its bimodal structure and becomes single peaked. This transition to the (disordered) one-phase region occurs at a critical temperature higher than that of the Ising model, $J_k < 0.22$, because the ferromagnetic field is reinforced by the contribution of next-nearest neighbor spins ($M_k > 0$).

![Figure 2: Probability distribution $P_L(m, e)$ for selected $M_k$ values surrounding the critical point of the order-disorder phase transition for $J_k = 0.15$. The data result from Monte Carlo simulations for systems of size $L=20$.](image-url)
4.2. Universal Ising distribution

As already said before, Widom model belongs to the 3D Ising universality class. That means that the probability distribution $P_L(m)$ must collapse onto a characteristic universal distribution at a point $\{J_k, M_k\}$ on any exploration path of the phase transition. This point giving the best collapse corresponds to a critical point on the phase transition line.

Figure 3 shows the best collapse of $P_L(m)$ for $J_k=0.25$ and different system sizes $L$. Critical $M_k$ values are extrapolated to the thermodynamic limit by plotting them as a function of $L^{-1/\nu}$, see inset in Fig. 3. For the case shown, $J_k=0.25$, the resulting $M_k^*$ is $-0.0040805(5)$.

Figure 3: Best collapse of the probability distribution $P_L(m)$ with the universal Ising distribution for $J_k=0.25$ and different system sizes $L$. Inset shows the finite size behaviour of critical $M_k$ values giving the best collapse and the extrapolation at thermodynamic limit. $\eta_0$ is a non-universal constant.

Usually cumulant intersection method [33] is used to estimate the location of the critical point. It takes advantage of the finite size scaling of the distribution $P_L(m)$ as it collapses to the universal Ising distribution at critical point, intersecting all distribution moments there. However, in this work we estimate it by searching for the best collapse of distributions $P_L(m)$. Table I exhibits
the critical $M_k$ values for the $J_k$ values analyzed.

Table 1: Critical $M_k$ values for the $J_k$ values analyzed corresponding to the order-disorder phase transition of the Widom model. Each $M_k^*$ results from extrapolating to the thermodynamic limit the $M_k$ values giving the best collapse of the probability distribution $P_L(m)$ with the universal Ising distribution.

| $J_k$ | $M_k^*$  |
|-------|----------|
| 0.15  | 0.0107744|
| 0.20  | 0.0034197|
| 0.25  | -0.0040805|
| 0.33  | -0.0154939|
| 0.40  | -0.0245473|
| 0.50  | -0.0376547|

4.3. Phase boundary

In Fig. 4 we collect onto a single plot our results for the $J_k$ values analyzed (Table 1). Data taken from previous works by other authors are also included for comparison. In those studies, several techniques were employed, including low $T$ series expansion [18, 19] and Monte Carlo simulation as well [21]. One can see that our data are fully compatible with the 3D Ising critical temperature (star symbol), which corresponds to the particular case $M_k=0$. 
Figure 4: Partial phase diagram $M_k$-$J_k$ of the Widom model focused on the region of the (continuous) order-disorder phase transition. Data taken from previous work correspond to critical points determined by different methodologies: Monte Carlo simulations (squares) and low-$T$ series expansion (triangles). Our results (circles) allow us to delineate a phase edge for the transition (dashed line), which is compatible with the critical temperature of the 3D Ising model (star). The disordered and ordered phases are located below and above the line respectively.

4.4. Finite size scaling of thermodynamic magnitudes

Next, we will analyze the finite size behaviour of the magnetization, susceptibility and interfacial tension.

The critical behaviour of the magnetization depends on the critical exponent $\beta$. The finite size scaling given by Eq. 6 should collapse the magnetization $m_L$ into a $L$-independent scaling function. Figure 5 shows a (logarithmic) scaling plot of the magnetization in which can be observed the collapse onto one master curve, assuming a critical exponent $\beta$ and searching the adequate value of $M^*_k$. In the shown case, $J_k=0.33$, $M^*_k$ results -0.015736 and the critical amplitude 1.455. As expected, the magnetization decreases at zero from two-phase region near the critical point.
Figure 5: Scaling plot and collapse of the magnetization \( m_L \) for \( J_k = 0.33 \). The \( L \)-independent master curve is fitted by a power law with critical exponent \( \beta \), from which results the critical amplitude \( B \), as indicated.

The susceptibility \( \chi_L \) have a critical behaviour depending on the critical exponent \( \gamma \). The application of Eq. 9 should also collapse it into a \( L \)-independent scaling function. In fact, scaling plots of Figs. 6a,b show the collapse of the susceptibility in the one-phase and two-phase regions respectively. Fig. 6c shows the susceptibilities \( \chi_L \) and the divergence of the critical curve \( \chi_\infty \) from both sides of the critical point.
Figure 6: Scaling plots and critical behaviour of the susceptibility $\chi_L$ for $J_k=0.25$. Above, scaling plots of $\chi_L$ in the a) one-phase ($\chi_p$) and b) two-phase ($\chi_f$) regions. Master curves are fitted by power laws with critical exponent $-\gamma$, from which result the critical amplitudes $\Gamma^+$ and $\Gamma^-$ respectively, as indicated. Below, c) susceptibilities $\chi_p$ and $\chi_f$ (symbols) with the corresponding critical curves (dashed line) as a function of $M_k$ around the critical point.

Figure 7 shows the decaying of $\sigma_L$ as the critical point is approximated from the two-phase region for $J_k=0.33$. As it can be seen, the interfacial tension extrapolated to the thermodynamic limit decays and becomes zero at critical point.
Figure 7: Interfacial tension $\sigma_L$ and its extrapolation to the thermodynamic limit $\sigma_\infty$ as a function of $M_k$ for $J_k=0.33$. For each $M_k$ value, data for different system sizes are extrapolated to the thermodynamic limit by fitting with the function of Eq. (12).

Figure 8 shows the critical behaviour of the interfacial tension for four of the $J_k$ values analyzed. It can be noted error bars increase as the critical point is approximated from two-phase region. It is because the finite size effect requires simulating increasingly larger systems in order to maintain the fitting precision as the critical point is approximated, implying an increasing computational effort. However, as it can be seen in plots of Fig. 8, our simulation data up to $L=20$ still allow us to determine a critical behaviour, but up to a certain distance from the critical point. The power law behaviour with critical exponent $2\nu$ reaffirm again the 3D Ising universality class.

Critical amplitudes $\sigma_0$ have an increasing behaviour at $J_k$ values with criticality in the region $M_k<0$, as seen in plots of Fig. 8. As critical coupling parameters are increased in absolute value by following the phase transition line, the interface of these systems is more stable against thermal fluctuations. In the case of $J_k=0.15$, the critical point is located in the region $M_k>0$. That means each spin feels a ferromagnetic field that is contributed from first, second and fourth neighbors. The stability of the system is reinforced compared to the 3D Ising model, thus the creation of interfaces by thermal fluctuations is energetically less favorable.
Figure 8: Critical behaviour of the interfacial tension $\sigma_\infty$ for the different $J_k$ values analyzed, as indicated. The variable $t$ is the reduced $M_k$ temperature. Error bars result from fits with Eq. 12 and are displayed in gray color. Dashed lines represent power law fits with critical exponent $2\nu$, resulting of them the critical amplitudes $\sigma_0$, as indicated.

Critical amplitude ratios

Once the critical amplitudes of the thermodynamic magnitudes of interest were calculated, these are used to test the universality by means of a number of ratios between them, Eqs. 3-5. In Table 2 we report the critical amplitudes ratios for the $J_k$ values analyzed in this work. We emphasize that the errors, in both our and reference estimates, are significant due to the difficulty in general of measuring critical amplitudes. Within the error margin, we observe a reasonable agreement of our estimates with reference values of Eq. 3-5. Note that for the higher $J_k$ values, 0.40 and 0.50, ratios exhibit a slight discrepancy with the reference values. The largest discrepancy are observed at first and third columns, ratios at first column are overestimated while at third column are
underestimated. Instead, ratios at second column are within the reference range, although the relative deviation to the reference value is greater than in the other columns. We believe the discrepancy could come from the estimation of the amplitudes $\Gamma^-$ and $B$, since they are difficult of determining with precision due to the loses efficiency of Metropolis sampling within the two-phase region.

Table 2: Summary of critical amplitude ratios as obtained by finite size analysis for the $J_k$ values analyzed. Reference values of Eqs. 3-5 are also listed for a best comparison.

| $J_k$ | $\Gamma^+\Gamma^-$ | $\sigma_0^{1/2}\Gamma^+/B^2$ | $\sigma_0^{1/2}\Gamma^-/B^2$ | Ref. 27 |
|-------|------------------|-------------------|-------------------|--------|
| 0.20  | 4.54             | 0.1387            | 0.6292            |        |
| 0.25  | 4.70             | 0.1307            | 0.5270            |        |
| 0.33  | 4.79             | 0.1330            | 0.6009            | this work |
| 0.40  | 5.34             | 0.0969            | 0.5248            |        |
| 0.50  | 5.55             | 0.1013            | 0.5797            |        |

5. Conclusions

In summary, it has been achieved to obtain with precision the phase edge and to analyze in detail the critical behaviour of the order-disorder phase transition of the Widom model for microemulsions. We use a study strategy based on Monte Carlo simulations, combining a Metropolis sampling and multiple histogram reweighting technique. In the phase diagram $M_k-J_k$, our critical points describe a phase transition line fully compatible with the known critical temperature of the 3D Ising model, which corresponds to a particular case of the Widom model (coupling parameter $M=0$). In addition, a rigorous finite size scaling analysis for thermodynamic magnitudes as magnetization, susceptibility and interfacial tension was performed, using the 3D Ising critical exponents. We achieve to obtain the critical amplitudes with a reasonable precision. Additionally, critical amplitudes were used to test the universality by means of a number of ratios belonging to the 3D
Ising universality class. Despite the difficulty in general of measuring critical amplitudes, we achieve to obtain ratios with a reasonable agreement.

In the next, we expect to approach a detailed study of the interfacial tension in the Widom model phase diagram. In that sense, we will resort to biased sampling techniques, as the so-called successive umbrella sampling (SUS) recently introduced by Virnau and Miller [34], which is more efficient than the sampling based on the Boltzmann distribution.
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