Multi-objective optimisation of a solar district heating network with seasonal storage for conditions in cities of southern Chile
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Abstract

Rapid urban growth and enhanced quality of life have significantly increased the demands for indoor heating, especially in the developing world. In Chile, this demand is provided largely through low quality biomass which creates pollution problems. Due to the medium to high solar resource in most of Chile, solar thermal networks with seasonal thermal storage should be considered. In this paper, we assessed the use of solar energy with seasonal thermal energy storage to provide domestic heating through a heat network. For this, we performed a simulation-based multi-objective optimisation of the system’s design with cost and greenhouse gas emissions as objectives for two locations in Chile. Our results show that solar thermal networks are
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cost-competitive with conventional alternatives. Furthermore, the inclusion of seasonal thermal storage could improve the system performance decreasing the emissions by around 90% while increasing the LCOE by less than 20% compared with a conventional gas-heated network or resistive electric heating. We found that for specific systems configuration and locations solar district heating with long term storage could be cost-competitive with burning firewood if externalities such as the social costs of local pollution were considered in the economic analysis.
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1. Introduction

Worldwide, activities in buildings accounts for close to 28% of energy-related greenhouse gas (GHG) emissions and it is estimated that 50 to 60% of these emissions are due to indoor heating and cooling services [1]. In Chile, close to 50% of space heating demand is provided through cheap low-quality biomass [2] and in southern Chile close to 90% of households use firewood stoves for heating [3]. Although biomass produces low GHG emissions, it is the main cause of acute pollution problems in several towns in central and southern Chile and it is responsible for more than 85% of the PM2.5 (fine particulate matter) emissions in Chile [4].

There is a broad consensus that district heating networks in urban areas need to be part of the lowest cost decarbonisation pathway and can significantly reduce local emissions [5, 6, 7]. This is mainly due to the possibility of taking advantage of economies of scale that allow using more efficient tech-
nologies, getting better control of local emissions and integrating cheaper large scale storage to maximise the use of renewable resources. Due to the medium to high solar resource, with global horizontal irradiance ranging between 1,400 and 2,600 kWh/m²·a in most of Chile [8, 9], solar thermal networks with seasonal thermal storage should be considered as an alternative for reducing GHG emissions and local pollution at affordable costs.

In addition, most households in central and southern Chile do not reach thermal comfort during wintertime, with indoors temperatures often around 15°C [10]. Moreover, the heating requirements are met mostly by burning firewood in stoves (47%) or in individual ventless gas heaters (31%) [2]. This creates a scenario of high levels of pollution indoors [11] and especially outdoors [9], with the city of Coyhaique presenting average concentrations of PM2.5 close to 60 µg/m³ and Temuco exceeding 45 µg/m³, while the standard sets a maximum of 20 µg/m³ [4].

Notwithstanding this complex scenario, the cities of Temuco and Coyhaique have a good relation between annual heat requirements and availability of solar resource. This is expressed in Table 1, where the heating degree days (HDD) and annual global horizontal irradiance (GHI) are compared. From Table 1 it can be noted that this Chilean cities are located in lower latitudes than cities with similar heating demands in Europe. This results in a higher solar resource availability for a given heating requirement, which supports the initial assumptions that there is a good case for solar heating in central and southern Chile.

The annual behaviour of the ambient temperature and the annual variation of the GHI for the cities of study are presented in Figure 1. It shows
Table 1: Comparison of conditions of the analysed locations and cities with similar heating requirements in Europe

|                      | Temuco | Paris | Coyhaique | Stockholm | Unit |
|----------------------|--------|-------|-----------|-----------|------|
| Latitude             | -38.7  | 48.8  | -45.6     | 59.3      | °    |
| Annual HDD (base 15.5°C) | 1,748  | 1,743 | 2,901     | 3,047     | [HDD]|
| Annual GHI          | 1,676  | 1,405 | 1,461     | 1,154     | [kWh/m²·a]|

Figure 1: Average daily temperature each month (left). Average daily global horizontal irradiance (GHI) (right)

that the lowest temperature, hence, the highest heating demand are concurrent with the lowest solar energy availability. This means that to be able to supply a high fraction of the thermal demand from solar energy in winter the solar system would certainly be oversized for the rest of the year, which is economically sub optimal. An alternative to this scenario is the option of storing part of the surplus energy available in summer in order to be used in winter by means of seasonal thermal energy storage.
Seasonal thermal energy storage has the capacity of storing solar energy captured in summer to supply winter heating demand, increasing the fraction of the annual heating demand supplied by solar energy, also known as solar fraction (SFr). In order to achieve high storage capacities at an affordable cost, these systems store energy in inexpensive materials, such as water, soil or both. In borehole thermal energy storage (BTES) the soil is used as the storage as well as insulation material: heat dissipates slowly due to the low soil thermal conductivity and a radial horizontal thermal gradient is generated. In order to deliver and retrieve the heat from the soil, vertical holes between 20-100 m deep are drilled in the ground and water carrying U-shaped pipes are inserted in the holes. The hot water supply is connected at the centre of the storage and several holes are connected radially in series forming a string. Several strings are connected in parallel covering the entire volume of the BTES. During the charging of the storage, hot water flows from the centre to the perimeter and the flow is reversed during the discharging to keep the horizontal stratification. Further information and schematics on these systems can be found in Sorensen [12].

District heating networks and, particularly, the integration of seasonal thermal energy storage require sophisticated design and optimisation tools. Many optimisation approaches to thermal networks have focused on exploring mathematical optimisation applied to the design of the network with single objective function, such Krug et al. [13] who perform an non-linear optimisation approach, Blackburn et al. [14] who present a very fast to solve dynamic optimization approach or Romanenko et al. [15] who performed a mixed-integer unit commitment approach to assess the interactions of a ther-
mal energy storage and demand side response in a district heating network’s operation. However, these approaches cannot be used in scenarios when more than one objective function needs to be considered, such as when assessing decarbonisation options at affordable costs, which are essential so that the district heating systems with seasonal thermal energy storage provide both environmental and economic benefits.

In previous research assessing the performance of solar systems with seasonal storage, Renaldi and Friedrich [16] developed a simulation model based on the Drake Landing Solar Community project built in Canada [17]. In their work, they analysed the performance of the system operating under British conditions and performed a sensitivity analysis on some of the main variables. However, no optimisation of the system’s configuration was performed. Rehman et al. [18] compared the performance of different designs performing optimisation analysis on centralised and decentralised heating networks. However, the analysis was performed for cold Finish conditions, which differ from the sunny and cool conditions previously described for Chile. Lizana et al. [19] performed a techno-economic analysis for solar heating networks operating in Mediterranean climates, which are similar in solar availability to the Chilean case, but in general present lower heating demands. Shah et al. [20] performed an optimisation of a similar system in various cold climate locations in the northern hemisphere. In their work they carried out a multi-objective optimisation for two design variables of the system and compared their results with several single-objective optimisations. All these studies concluded that low emission solar district networks could be cost-competitive with conventional technologies under certain conditions.
However, no literature has been found on the assessment of the design and operation of these systems in the southern hemisphere, and particularly under the sunny but cool conditions of central and southern Chile. In addition, many of the available optimisation studies for seasonal thermal energy storage systems present only the optimisation results and do not go into detail about the corresponding system configurations. Furthermore, many studies consider only the sizing of the system but not the operational parameters. For example, the authors are not aware of any study investigating the optimal solar collector angle in relation to the design of a district heating system with long term storage. However, this information is essential to enable further improvements and uptake of these systems.

In this work, we assessed the use of solar energy to provide domestic heating for social housing in Chile through a solar-driven heat network with seasonal thermal energy storage. We developed a detailed and fully parametrised TRNSYS simulation model and linked this through a custom Python interface to multi-objective optimisation tools. We used this to perform a simulation-based multi-objective optimisation of the system’s design with total costs and GHG emissions as objectives for the cities of Temuco and Coyhaique. Hourly heating loads were estimated for social housing blocks. The variability of internal gains, standard materials, geometry and typical families’ occupancy rates were considered. The results of the optimisation present a range of system configurations that minimise the total cost and the GHG emissions. These objective functions are mutually competing; thus, each optimal system configuration presents a trade-off between emissions and cost. We analyse how the main parameters that define the system con-
configuration interact with these trade-offs and explore the effects of location, climate conditions and system size in the optimal solutions and in the competitiveness of the system with conventional heating options. We consider an in depth analysis of the optimal operational temperatures of the district network operating in Chile and include a novel analysis on the effects of optimising the collector tilt angle considering the interaction of the local weather conditions, the shape of the thermal demand and the effects of the long term storage.

2. Methods

In the context of the issues around domestic heating and the solar resource described in the previous section, this paper describes a techno-economic analysis of the use of solar energy to provide domestic heating for two cities in southern Chile.

The general framework of the analysis was a multi-objective simulation-based optimisation with the system’s cost and GHG emissions as optimisation objectives. The use of these opposing objectives (as usually a “cleaner” system has a higher cost) allows the assessment of a wide range of optimal solutions that provide a compromise between cost and emission levels. This general framework consists of three main blocks and is presented in Figure 2:

1. Estimation of the heat load during a year for a specific building configuration and location.
2. Simulation of the performance of the system during one or more operational years.
3. Optimisation of the system configuration for a given heating load and location.

2.1. Heating demand estimation

The heating load was calculated for social housing blocks in the cities of Temuco and Coyhaique. As shown in the first block of Figure 2, the calculation was performed on a multi-zone TRNBuild v3.0 model, which allows the simulation of the independent behaviour of rooms and areas of the flats. The geometry of a standard eight duplex flats block was drawn and imported from SketchUp, as shown in Figure 3. This geometry was based in a block of 8 duplex flats of 51 m$^2$ each, which emulates social
housing designs at the current thermal standard. Each flat was modelled with six thermal zones. The lower floor was modelled with three zones: hall, kitchen and toilet, while the upper floor was modelled with two zones: main bedroom and secondary bedrooms. The staircase was designed as a sixth zone, thermally connecting both floors.

The geometry of the building was imported into TRNbuild. The materials of the thermal envelope were selected according to the minimum requirements in the Chilean thermal standard from 2007 for each climate zone [21]. The main parameters for each location are shown in Table 2 and the detail of the walls and roof materials considered in the simulation are presented in Appendix A. For the heat gains and heat requirements definition in time an occupancy rate of a typical four people family showed in Figure 4 was assumed.

The control logic of the heating is on-off and it sets the temperature to 21°C when there are occupants in a zone and 16°C when there are no occupants. This applies to the living room and the bedrooms. The kitchen and toilet are kept at 16°C. There is no heating considered for the staircase. Additionally, heat gains were considered due to the presence of active occu-
Table 2: Thermal standards used in the model

| City       | Thermal zone number | Maximum U [W/m²K] | Max window wall coverage |
|------------|---------------------|-------------------|------------------------|
| Temuco     | 5                   | 0.33              | 1.6                    |
|            |                     |                   | Not defined            |
|            |                     |                   | 18%                    |
| Coyhaique  | 7                   | 0.25              | 0.6                    |
|            |                     |                   | Not defined            |
|            |                     |                   | 12%                    |

Figure 4: Occupancy rates of an average family
pants in the kitchen (170 W), passive occupants in the living room (125 W) and resting occupants in the bedrooms (80 W), according to EN 13799. A heat gain of 600 W was used in the kitchen during the cooking times (assuming an 80% efficiency of a 3,000 W stove/oven) and a constant 8 W/m² heat gain was assumed for all the house due to presence of different electrical equipment (value recommended by TRNSYS for a single family house based on SIA 2024).

Infiltrations were accounted as constant air changes per hour in each zone, depending on the number of windows and exterior doors. It was considered 0.75 air exchanges per hour (ACH/h) for each window and 1 ACH/h for each external door present in each zone. This led to a total average infiltration of 1.57 ACH/h for every flat, which coincides with values found by Navarrete [22] (1.27-1.52 ACH) and with those found by Diaz [23] (1.7 ACH). Besides the uncontrolled air infiltration, it was considered that windows are opened for 5 ACH/h in any zone that exceeded 23 °C.

The thermal demand of the building was calculated on an hourly basis using TRNSYS v18 according to Figure 5, with the building’s characteristics modelled by Type 56. As the Chilean thermal regulation used in the simulation does not include any standard for floor insulation, the losses through the floor could be important and had to be modelled accurately. The underslab ground was modelled using Type 49, which assigns a heat capacity and conductivity to the soil. This reduces the heat loss through the ground floor in winter, as the sub slab soil absorbs heat and increases its temperature with respect to the surrounding soil exposed to environmental conditions. As may be expected, it can take several years to reach a steady state as at
the beginning the under slab soil is at the same conditions as the surrounding soil [24]. Therefore, the model was run for four years until the heat transfer and the temperature under the slab reached a steady periodic annual cycle. The weather data used was a typical meteorological year obtained from the solar explorer of the Chilean Ministry of Energy [25] which was compiled using data from 2004 to 2016 and was supplied to TRNSYS using a Type 15 weather data reader.

The system’s performance was modelled for a system supplying heat to a development of 18 buildings such as those in Figure 3, totaling 144 flats. This configuration is referred as the Base case. In order to analyse the effect of heat demand density and scaling up of the system design, an alternative configuration with 1728 flats was also analysed. This configuration consists of a buildings’ footprint eight times larger than the Base case and considered
Table 3: Difference in the two cases included in the analysis

|                              | Base | Large |
|------------------------------|------|-------|
| Total number of buildings    | 18   | 144   |
| Flats per building           | 8    | 12    |
| Total number of flats        | 144  | 1728  |
| Floors per building          | 4    | 6     |

an extra duplex flat on top of those of the Base case. Hence, this second configuration, referred as the Large case, presents a 50% higher demand density and a 12 times higher total demand. This information is summarised in Table 3.

2.2. TRNSYS Simulation model

The system’s operation was modelled using TRNSYS v18. (block 2 in Figure 2), extending an existing model developed by Renaldi & Friedrich [16] that replicates the system implemented in the Drake Landing Solar Community (DLSC) in Canada [17]. The main feature of this system is that it includes an underground long term storage system with a borehole technology (BTES) that allows for excess energy harvested during the summer to be stored for use in winter and can reach annual efficiencies of up to 60% [26]. The main parts and components of the system are schematically presented in Figure 6, while Figure 7 presents a to scale 3D view of a system configuration with 3,000 m² of collectors and 30,000 m³ of LTS, along with a district of 144 flats, as the one used in the Base case. Figure 7 provides information about the relative dimensions of the different sub-systems.
Figure 6: Main components of the TRNSYS simulation model

Figure 7: Scaled 3D model of a Base scenario system comprised of 144 flats, 3,000 m² collectors and 30,000 m³ LTS
2.2.1. Solar field (SF) loop

The solar loop is harvesting solar energy in the form of heat. Its main component is the solar field, composed of parallel connected flat plate solar collectors with efficiency given by equation 1 and modelled with Type 1b.

\[ \eta = 0.857 - 3.083 \frac{T_{SF_{in}} - T_{ext}}{G} - 0.013 \left( \frac{T_{SF_{in}} - T_{ext}}{G} \right)^2 \]  

(1)

All variable and parameters are defined in the nomenclature at the end of the manuscript. The solar field’s working fluid is a glycol-water 30% mixture and is moved by a variable speed pump capable of pumping a maximum of 80 kg/h of fluid per square meter of solar field, which allows the actual maximum flow rate to change with the solar field’s area. A heat exchanger with 80% effectiveness connects the solar loop with the short term storage.

2.2.2. Short term storage (STS)

The short term storage loop receives the heat from the solar loop and stores it in two stratified hot water tanks modelled with Type 534. One of these tanks stores the hot water coming from the solar loop or the long term storage during discharging at 70-90°C, while the cold water tank stores water coming from the district heating network or the long term storage during charging at 40-60°C. The STS acts as a hub that harvests the solar energy collected in the SF and decides whether to store the energy for a short term, deliver it to the district heating loop to fulfill the demand, or store or retrieve energy from the borehole long term storage. These decisions are made following the logic explained in 2.2.6.
2.2.3. Long term storage (LTS)

The long term storage subsystem consists of a borehole energy storage system (BTES) modelled by Type 557, which is based on the model developed by Hellström [27]. The pump of the LTS subsystem moves water from the centre to the perimeter of the storage during charging and from the perimeter to the centre during discharging at a constant 0.13 kg/s per each parallel string of boreholes. The geometry of the borehole storage is variable, depending on the total volume of the storage. However, certain rules were set, following the model of Renaldi and Friedrich [16]:

- The depth of the boreholes is equal to its diameter.
- The separation for boreholes in the same string is constant and equal to 2.25 m.
- The total number of boreholes grows proportional to the surface area of the LTS, starting from 144 boreholes for a surface area of 961 m² (corresponding to the original DLSC model developed by Renaldi and Friedrich [16]).

The soil thermal parameters used in the simulation are presented in Table 4 and were defined based on the description of the locations’ geological conditions by Mella and Quiroz [28] for Temuco, de la Cruz et al. [29] for Coyhaique, and typical soil characteristics from Reuss [26].

2.2.4. District heating (DH) loop

The district heating system delivers hot water to the flats, represented in the model by a one node load. The load module (Type 682) fulfils the heating
Table 4: Soil characteristics in both locations

| Location   | Description                                      | Thermal conductivity [W/K·m] [26] | Heat capacity [kJ/m³] [26] |
|------------|--------------------------------------------------|----------------------------------|-----------------------------|
| Temuco     | Unconsolidated glacial gravel and sands deposits [28] | 0.9                              | 1,600                       |
| Coyhaique  | Gravel and sand banks with silts subordinate [29] | 1                                |                             |

demand profile (calculated previously using Type 56) in each timestep by performing an energy balance on the hot water mass flow circulating in the DH and returning the water at a lower temperature, according to the energy balance. The water is moved by a variable flow pump and heated to a setpoint by means of a heat exchanger using hot water from the STS. A backup boiler (Type 659) provides the heat that is required to reach the setpoint if there is not enough energy available in the STS. The setpoint for the DH water is defined according to equation 2, the same used in the original Dake Landing project [30].

\[
T_{DH\text{setpoint}} = \begin{cases} 
55^\circ C & T_{ext} \leq -40^\circ C \\
0.48 \cdot T_{ext} + 35.8 & -40^\circ C < T_{ext} < -2.5^\circ C \\
37^\circ C & T_{ext} > -2.5^\circ C 
\end{cases} \tag{2}
\]

A minimum heating temperature of 26°C is defined in the load module. This means that if the outlet temperature from the load module falls below 26°C, it is assumed that the load cannot be met by the DH.
2.2.5. Piping and pumps

The pipes were modeled as Type 31 TRNSYS elements. Although, the general piping layout followed the fixed design presented in Figure 7. The length of the pipes in the model is adjusted to follow the size of the SF and the number and configuration of the buildings in the district network. The pipe’s diameter \( D_{\text{pipe}} \) is also adjusted to allow for a maximum flow velocity \( v_{\text{max}} \) of 1 m/s. These values are parameterised in TRNSYS, allowing for automatic adjustment of the dimensions for every configuration being evaluated.

The thermal loss coefficient of the pipes \( I_{\text{pipe}} \) was parameterised as a function of \( D_{\text{pipe}} \) using an approximation to the high quality pipes presented by Masatin et al. [31] according to equation 3

\[
I_{\text{pipe}} = 0.1088 \cdot D_{\text{pipe}}^{-0.619} \text{ W/m}^2\text{K} \tag{3}
\]

The rated power of each pump is calculated using \( v_{\text{max}} \) and the maximum head loss of each pipe using Darcy-Weisbach equation and Haaland’s approximation for the Colebrook-White equation [32]. Approximated singular head losses, equipment head losses and the head due to buildings height were also included. This approach allows the model to adjust the "size" of the pumps for every configuration being evaluated. The instantaneous power demand of the pumps at each step of the simulation was assumed to change linearly with the flow rate.

2.2.6. Control strategy

The control strategies of the system are mainly the logic behind the operation of the pumps moving the working fluid and the decision whether to
charge or discharge the LTS. These are based on the work by Yang et al. [33] with slight modifications.

For the SF loop pump, a differential controller with hysteresis (Type 2b) is used. This controller turns the pump ON if the temperature difference between the fluid coming from the SF and the bottom of the cold STS (the coldest water in the STS) is higher than 10°C. It remains ON until that difference is less than 2°C or if the top of the hot STS (the hottest water in the STS) reaches 90°C. Additionally, during the ON status of the pump, it modulates its flowrate to keep a 10°C difference between the output and the input of the SF using a Type 22 controller. The pump connecting the SF loop with the STS modulates its flow to keep a 12°C temperature rise in the heat exchanger (HX1), while the pump connecting the STS with the DH loop modulates its flow to keep the DH water coming out the heat exchanger (HX2) at 37°C (according to equation 2). The DH pump is modulated to keep the return temperature in the system according to $T_{DH_{ret}}$ in equation 4, which is the approach used by Renaldi and Friedrich [16].

$$T_{DH_{ret}} = 0.9588 \cdot T_{DH_{sup}} - 4.79°C$$  \hspace{1cm} (4)

As the approach of fixing the supply temperature of the district heating at the same value that a system designed for different demand and weather conditions may be sub-optimal, we also explore how the optimal configuration may change by using different supply and return temperatures ($T_{DH_{sup}}$ and $T_{DH_{ret}}$, respectively).

The charging of the LTS depends on the season of the year, so the controller was adapted from the model of Renaldi and Friedrich [16] to match
the seasons in the southern hemisphere. A diagram of the operation control logic under the different states of the LTS is presented in Figure 8. In summer the LTS starts being charged when the temperature difference between the top of the STS storage (hottest water in the STS) and the centre of the LTS (hottest zone of the borehole field) is above 10°C and it stops if that temperature difference falls below 3°C or if the average temperature in the LTS surpasses 90°C. In winter the charging is done only when the difference between the bottom of the STS storage (coldest water in the STS) and the DH water supply setpoint is above 10°C and the top of the STS storage is hotter than the centre of the LTS. The charging stops whenever the temperature difference between the bottom of the STS storage and the DH water supply setpoint falls below 2°C. The discharging process happens when the temperature difference between the centre of the LTS and the bottom of the STS is higher than 10°C and the top of the STS is below 55°C, and it stops when the aforementioned temperature difference falls below 3°C or the top of the STS drops under 55°C. A hysteresis effect was added to consider its previous step’s state when deciding the next one. This avoids the charging process turning OFF when the temperature stays in between the “dead band”. Table 5 summarises the logical equations behind the control strategy.

2.2.7. Performance indicators

The simulation set up in TRNSYS allows for multiple calculations of operation variables in every step and of performance indicators calculated during a year of operation or over the lifetime of the project. The main performance indicators of the operation of the system are:
Figure 8: Logical operation diagram of the control of the LTS according to Yang et al. [33]
| System element | ON status conditions | OFF status conditions |
|----------------|----------------------|-----------------------|
| SF loop pump   | $T_{SF_{out}} - T_{STS_{btm}} \geq 10^\circ C$ \textbf{OR} $T_{STS_{top}} \geq 90^\circ C$ | $T_{SF_{out}} - T_{STS_{btm}} < 2^\circ C$ |
| Pump connecting SF loop and STS | Flow modulated to keep $\Delta T_{HX1_{STS}} = 12^\circ C$ | |
| Pump connecting STS and DH | Flow modulated to keep $\Delta T_{HX2_{DH}} = T_{DH_{setpoint}}$ | |
| DH pump | Flow modulated to keep condition in equation 4 | |
| LTS charge summer | $T_{STS_{top}} - T_{LTS_{ctr}} \geq 10^\circ C$ \textbf{AND} $T_{LTS_{avg}} \leq 90^\circ C$ | $T_{STS_{top}} - T_{LTS_{ctr}} < 3^\circ C$ \textbf{AND} $T_{LTS_{avg}} > 90^\circ C$ |
| LTS charge winter | $T_{STS_{top}} > T_{LTS_{ctr}}$ \textbf{AND} $T_{STS_{btm}} - T_{DH_{setpoint}} \geq 10^\circ C$ | $T_{STS_{top}} \leq T_{LTS_{ctr}}$ \textbf{AND} $T_{STS_{btm}} - T_{DH_{setpoint}} < 2^\circ C$ |
| LTS discharge | $T_{LTS_{ctr}} - T_{STS_{btm}} \geq 10^\circ C$ \textbf{AND} $T_{STS_{top}} < 55^\circ C$ | $T_{LTS_{ctr}} - T_{STS_{btm}} < 3^\circ C$ \textbf{AND} $T_{STS_{top}} \geq 55^\circ C$ |
• Solar fraction ($SFr$): is the fraction of the total load that is fulfilled with solar energy, which corresponds to the energy exchanged in the heat exchanger connecting the STS and the DH (HX2), divided by the total energy used to fulfil the load, which corresponds to the solar energy delivered to the DH plus the energy supplied by the boiler, according to equation 5.

$$SFr = \frac{\int \dot{Q}_{HX2}}{\int \dot{Q}_{HX2} + \int \dot{Q}_{boiler}}$$

(5)

• Solar system efficiency ($\eta_{sys}$): is the performance of the system using the solar energy collected. It is calculated as the ratio between the energy delivered to the DH and the energy collected in the SF, according to equation 6.

$$\eta_{sys} = \frac{\int \dot{Q}_{HX2}}{\int \dot{Q}_{SF}}$$

(6)

• LTS efficiency ($\eta_{LTS}$): is the efficiency of the LTS in storing the energy. It is calculated as the ratio between the energy discharged from the LTS and the energy charged into the LTS, according to equation 7.

$$\eta_{LTS} = \frac{\int \dot{Q}_{LTS_{disch}}}{\int \dot{Q}_{LTS_{charge}}}$$

(7)

2.2.8. Economic indicators

The economic indicator used to evaluate and compare the performance of the system is the levelized cost of energy (LCOE), which takes into consideration the initial investment and the variable and fixed costs of operating
Table 6: Unitary costs of energy and annual cost of operation and maintenance

| Cost & Unit                  | Cost | Unit     | Ref. |
|------------------------------|------|----------|------|
| Operation & Maintenance \(C_{O&M}\) | 0.0075 \(\cdot C_{\text{inv}}\) | €/a    | [36] |
| Natural Gas Temuco \(C_{\text{fuel}}\) | 0.05 | €/kWh   | [37] |
| Diesel Coyhaique \(C_{\text{fuel}}\) | 0.06 | €/kWh   | [38] |
| Electricity \(C_{\text{elec}}\) | 0.1 | €/kWh   | [39, 40] |
| Carbon tax                   | 0   | €/kgCO\(_2\) |      |

the system to calculate an annualised cost of energy production during the lifetime of the project according to equation 8 assuming a discount rate \(r = 0.05\) and a lifetime \(n=25\) years. This discount rate is slightly lower than the 0.06 recommended in Chile for public building projects [34] and a close to those proposed for the long term evaluation of public projects by Edwards [35].

\[
LCOE = \frac{C_{\text{inv}} + \sum_i^n C_{O&M} + C_{\text{fuel}} + C_{\text{elec}}}{(1+r)^i} \quad (8)
\]

The different annual costs are calculated in TRNSYS using the values in Table 6, while the investment costs are calculated using the unitary costs in Table 7.

2.2.9. Emission indicators

As emission indicator, the specific emission per unit of energy output (SE) is defined according to equation 9. This equation considers the emission coming from the fuel burned by the auxiliary boiler as well as the indirect emission from the electricity consumed by the pumps and is divided by the
Table 7: Unitary investment costs of equipment

| Equipment Type                  | Cost Formula                                                                 | Unit       | Ref. |
|--------------------------------|------------------------------------------------------------------------------|------------|------|
| Solar field ($C_{SF}$) (including pipes) | $3.8 \cdot 10^{-8} \cdot SF_A^2 - 3.9 \cdot 10^{-3} \cdot SF_A + 271$ | €/m$^2$    | [12] |
| Short term storage ($C_{STS}$) | $43 \cdot STS_{vol}^{-0.467} + 250$ | €/m$^3$    | [36] |
| Long term storage ($C_{LTS}$) | $2,600 \cdot LTS_{vol}^{-0.47}$ | €/m$^3$    | [41] |
| Buried pipes ($C_{pipes}$)     | $4334 \cdot D_{pipe}^2 + 4011.7 \cdot D_{pipe} + 198.7$ | €/m         | *    |
| Boiler ($C_{boiler}$)          | $24.8 \cdot \dot{Q}_{boiler} + 31,850$ | €          | [43] |
| Indoor system ($C_{HDS}$)      | $12560 \cdot LMTD^{-1} + 522$ | €/flat     | **   |
| Pumps                          | Single speed: $120$                                                        | €/kW       | ***  |
| ($C_{pumps}$) variable speed   | $240$                                                                       |            |      |

* Insulated pipes, considers feed and return pipe in the same trench

** Considering a linear relation with a standard 75°C supply temperature system at 700 €/flat and a 37°C supply temperature system (DLSC standard) at 1500 €/flat. Internal temperature ($T_{int}$) assumed 21°C for $LMTD$ calculation. 

\[
LMTD = \frac{T_{DH_{sup}} - T_{DH_{ret}}}{\ln\left(\frac{T_{DH_{sup}} - T_{DH_{int}}}{T_{DH_{ret}} - T_{DH_{int}}}\right)}
\]

*** Standard values used in engineering projects
Table 8: Emission factors of the fuel and electric systems considered in the model

| System                  | Emission Factor | Unit                  | Ref. |
|-------------------------|-----------------|-----------------------|------|
| Natural Gas             | 0.204           | [kgCO₂/kWh]          | [45] |
| Electric grid Temuco    | 0.25            | [kgCO₂/kWh]          | [44] |
| Electric grid Coyhaique | 0.25            | *                    |      |

* In 2016, the emission factor of this system was 0.33 kgCO₂/kWh [46] with a reduction trend expected.

total energy supplied by the system.

\[
SE = \frac{EF_{grid} \cdot \int \dot{Q}_{pumps} + EF_{fuel} \cdot \int \dot{Q}_{fuel}}{\int \dot{Q}_{load}} \tag{9}
\]

The emission factors of the fuels and the electric grid are presented in Table 8. The electric grid emission factor for Temuco for 2025 was used, according to scenario “C” and a dry hydrology in the Chilean “long term energy plan” [44]. In the case of Coyhaique, there is no up to date information nor projections of the emission factor of the isolated Aysen system (where Coyhaique is connected). Therefore, the same value as for Temuco was used.

2.2.10. Simulation parameters

As the optimisation process requires thousands of runs of the simulation model, a balance between simulation run speed and accuracy needed to be reached. Considering this, a 10 minutes time step was chosen, as it allows to run a one year simulation in around 1 minute and is short enough so Type 31 plug flow pipes model does not have convergence errors which occur when the residence time inside a pipe element is smaller than the timestep. The
simulation of a complete year of operation is important in the context of a LTS economic operation analysis, as it allows to completely integrate the time domain through a continuous operation. This contrasts with other approaches, that use aggregated time periods to represent representative weeks or days of the year, which allows a faster simulation, but fails to address the time coupling of the LTS state of charge.

Due to the slow heating of the soil from its normal temperature, there is a four to six years period to get the LTS to a steady state operation. In order to reduce the simulation time, a preliminary analysis was performed on the average LTS temperature at the end of a five years run with different system configurations. A parametrisation of this temperature as a function of the main parameters ($S_{F_A}$ and $LTS_{vol}$) allowed to define a function that approximates the average temperature conditions in the LTS ($T_{LTS_{avg}}$) at the beginning of a year in a steady state operation. This allowed to start the simulation from a condition akin to that after five years of operation. Eventually, it was found that running the simulation for two years got results with less than 5% difference in the performance of economic and emission indicators if compared with a full five years run. The first of these two years was used to smooth out any differences in LTS temperature after applying the parametric approximation for $T_{LTS_{avg}}$, while the second year’s result were considered for the optimisation.

2.3. Optimisation model

The last step of the method used in this work, shown in block 3 in Figure 2, is a routine that performs the optimisation by running several systems configurations and chooses those that minimise the cost and the emissions.
After every generation a new Pareto front that approximates closer to the true optimal solution is generated. An optimisation routine was implemented in Python using a genetic algorithm provided by DEAP and it was linked to the TRNSYS simulation model, reading TRNSYS’s outputs and modifying TRNSYS deck file (inputs).

2.3.1. Objective function

The objective of this optimisation is to determine system configurations that are both cheap and that produce low emissions. Hence, \( LCOE \) and \( SE \) (equations 8 and 9) were defined as the objective functions to be minimised, as it is expressed in equation 10. \( x^{min} \) and \( x^{max} \) are adjusted according to the case that is being optimised. These adjustments do not affect the final result, but allow for a quicker convergence of the Pareto front. As \( LCOE \) and \( SE \) are mutually opposing, a set of optimal configurations that trade between cost and emissions is expected.

\[
\text{Min } \begin{cases} 
LCOE(x_i) \\
SE(x_i) 
\end{cases} 
\quad i \in \{1, \ldots, n\} \tag{10}
\]

with \( x^{min}_i < x_i < x^{max}_i \), with \( x^{min}_i \) and \( x^{max}_i \) adjusted according to the system being assessed

Next subsection identifies the variables (\( x_i \)) used in the optimisation problem.
2.3.2. Optimisation Variables

In a preliminary analysis the equipment that is more influential in the performance of the system was assessed, and it was found that the most important variables in the system configurations were the area of the solar collectors field \((SF_a)\), volume of long term storage \((LTS_{vol})\) and volume of short term storage \((STS_{vol})\). Therefore, these were included as the main optimisation variables in the model. Changing the size of these values has an impact in the investment cost and produces an effect on the performance of the system, as well as in its running cost. A combination of values for these three optimisation variables defines a system configuration. The run of the simulation with this configuration returns the evaluation of the objective functions, which later could be assessed for the optimality of that configuration. As a fourth variable, the tilt angle of the solar collectors \((\theta)\) was included in the optimisation. Although this variable has a comparatively lower influence in the cost and emission assessment, its analysis is interesting as it is a way to produce a slight improvement in the system’s performance without any additional cost and, as it will be discussed in 3.3 the choice of an optimal \(\theta\) is not straightforward. Additionally, as mentioned in 2.2.6, the effect of considering different \(T_{DH_{sup}}\) and \(T_{DH_{ret}}\) in the district heating network was analysed.

2.3.3. Optimisation routine

The optimisation is performed by DEAP [47] using the eaSimple algorithm for evolving the population and NSGA II for sorting the best individuals. The crossover was performed by two points crossover and the mutation by polynomial bounded mutation [48]. The main parameters of the optimi-
sation process are presented in Table 9.

As a high mutation probability tends to lead towards a random search of the optimum, while a low probability tends to miss large areas of the solution space and risks missing the global optimum [49], the mutation probability \((P_{\text{mut}})\) was modified in each iteration \((i)\) with a Gompertz function according to equation 11.

\[
P_{\text{mut}_i} = P_{\text{mut}_0} - (P_{\text{mut}_0} - P_{\text{mut}_N}) \cdot e^{-b \cdot e^{-c \cdot i}}
\]

The parameters used for this equation were: \(P_{\text{mut}_0}=0.7, P_{\text{mut}_N}=0.03, b=5, c=0.08\) and \(N=10\), which produces a curve that allows for some initial exploration of the solution space and a better converging towards the end of the optimisation.

3. Results and discussion

This section presents the main results of the study, starting with the calculation of the thermal loads in both locations, following with the analysis of the optimisation results for the different locations and configurations and an estimation of the sensitivities of the results to the main economic assumptions.

3.1. Heating demand analysis

The results from the thermal load simulation showed that the thermal consumption of the ground level flats is on average 2-4% higher than those in the upper level. This is mostly due to the absence of insulation between the floor and the slab. The results also showed a slightly higher demand during
Table 9: Main parameters of the genetic algorithm optimisation

| Parameter                              | Value | Definition                                                                 |
|----------------------------------------|-------|-----------------------------------------------------------------------------|
| Number of generations \((N)\)          | 120   | Number of iterations of the algorithm                                        |
| Population                             | 80    | Initial number of individuals and number of individuals that survive after each iteration |
| Crossover prob.                        | 0.7   | Probability of an individual exchanging genes with other                     |
| Individual mutation prob. Eq. 11       |       | Probability of an individual being subjected to a mutating process           |
| Gene mutation prob. in a mutating individual | 0.3   | Probability of an individual gene mutating in each mutating individual       |
the first year of operation due to the initial ground temperature under the slab. However, this difference was below 1% and the yearly average under slab temperature stabilized after two years of operation. Table 10 shows the annual thermal loads of the flats depending on their location in the block for the two cities. “Exterior” flats correspond to those at edges of the block with three of their sides exposed to the environment, while “interior” flats correspond to flats with two of their sides exposed to the environment.

These values agree with those defined as base values for the Chilean thermal rating system that sets a base cases for flats at 108 and 220 kWh/m²·a for Temuco and Coyhaique respectively [50]. They also match closely values reported by Bustamante et al. [51] that uses 125 kWh/m²·a for one floor continuous facade social housing in Temuco and 252 kWh/m²·a for the same configuration in Punta Arenas, a city with 13% higher annual degree days heating requirements compared to Coyhaique. Figure 9 presents the monthly energy load comparison between an average flat in both locations.

Considering these demands and the layout of the system the main demand parameters of the systems in both locations are presented in Table 11. In general, the literature mentions a broad band around 1.5 MWh/m·a of lin-
ear energy density as a threshold for economic viability for new-constructed district heating networks [52, 53] and some works use higher values such as 2.5 MWh/m·a [54] or even 4 MWh/m·a [55]. The Chilean guide for district heating project development recommends densities above 70 kWh/m²·a for potentially successful projects [56]. A system with lower linear energy density has relatively higher thermal losses and higher cost in piping which makes it economically less competitive. Considering this, it is expected that the Large system would have a better performance due to higher energy densities.

3.2. Pareto front analysis

The main outcomes of the optimisation process are the Pareto fronts. These curves present the set of non-dominated solutions that minimise the \( LCOE \) and the \( SE \). The TRNSYS simulation presented convergence problems for LTS volumes around 3,000 m³ and below in Type 557. This meant that two optimisations were run for the same location: one with LTS and
Table 11: Main demand metrics of the different locations and systems

|                          | Temuco Base | Temuco Large | Coyhaique Base | Coyhaique Large | Unit     |
|--------------------------|-------------|--------------|----------------|-----------------|----------|
| Total annual demand      | 854         | 10,248       | 1,554          | 18,648          | [MWh]    |
| Peak demand              | 706         | 8,472        | 855            | 10,260          | [kW]     |
| Annual load factor       | 0.14        | 0.21         |                |                 | [-]      |
| Linear demand density    | 1.2         | 1.9          | 2.5            | 3.5             | [MWh/m·a]|
| Area energy density      | 76          | 114          | 139            | 208             | [kWh/m²·a]|

volumes of 3,000 m³ and above, and a second without LTS where the LTS loop, including Type 557, was removed.

The optimisation presents a good convergence of the Pareto front. Within the first 10 generations the Pareto front converges close to its final value and in further generations it populates and diversifies the set of solutions, as it was intended by using equation 11 for the definition of the optimisation routine parameters. This can be graphically appreciated in Figure 10, which presents the evolution of a number of generations for the optimisation of the Base case in Coyhaique.

Figure 11 presents the Pareto front resulting from these optimisations for the location in the cities of Temuco and Coyhaique for the Base case, while Figure 14 presents the results for the Large case. Both cases’ configurations are described in Table 3 and their demand features in Table 11. The final system’s Pareto front curve can be approximated by considering the non dominated points of the addition of both curves. Other than the objective functions, Figures 11 and 14 provide information of the SFr in the color
Figure 10: Pareto front evolution during an 80 generation run for the Base case in the city of Coyhaique with an initial population of 80 individuals.
scale and $\eta_{LTS}$ in the size of the point markers.

Figure 12 presents the evolution of the optimisation variables and of the performance indicators for the system configurations in the Pareto front in Coyhaique and Temuco for the Base case with LTS, while Figure 15 presents the evolution of the optimisation variables and of the performance indicators for the system configurations in the Pareto front for the Large case in both cities. These figures present the non dominated points considering the curves with and without LTS.

Figures 13 and 16 present the net cost structure of a subset of configurations in the Pareto front in both locations for the Base and Large case respectively. The investment costs are presented in solid colours and are calculated using the information in Table 7, while annual costs are presented in pattern colours and are calculated using the information in Table 6 and discount rate $r = 0.05$ and lifetime $n=25$ years to bring the annual costs to present value. Each configuration’s $SE$ is plotted on the right axis as a reference and the configurations highlighted in Figure 11 are outlined.

The most evident result from Figure 11 is that the system in Coyhaique reaches costs around 0.4 €/kWh lower than Temuco. This is mostly due to the better utilisation of the invested infrastructure in Coyhaique, as it operates longer time closer to its peak capacity, achieving a higher load factor, as shown in Table 11. This can be corroborated with Figure 13, that shows that the total costs for the system in Coyhaique are between 35 and 60% higher, while the annual energy demand is 82% higher.

As a comparison, two conventional heating options are presented in Figures 11 and 14. A ”fossil district network” that represents a district heating
Figure 11: Pareto fronts for the Base system with and without LTS (the later represented as white circles with 0% LTS efficiency)
Figure 12: Values of optimisation variables and performance indicators for the systems in the Pareto front for the Base case in Temuco (left) and Coyhaique (right)
Figure 13: Cost structure of all the system configurations in the resulting Pareto front for the Base case in both locations.
Figure 14: Pareto fronts for the Large system with and without LTS (the later represented as white circles with 0% LTS efficiency)
Figure 15: Values of optimisation variables and performance indicators for the systems in the Pareto front for the Large case in Temuco (left) and Coyhaique (right)
Figure 16: Cost structure of all the system configurations in the resulting Pareto front for the Large case in both locations.
system that provides heat from a gas boiler and “electric heaters” represents local electric resistive heaters located in the flats. It can be seen that in both cities solar systems can compete in cost with fossil fuel alternatives. However, only in Coyhaique the solar alternatives can compete with electric heaters in the Base case. Most notably, configurations such as that represented by point $C_B$ can decrease the $SE$ by around 90% with respect to conventional alternatives by increasing the costs by less than 20%.

For the city of Temuco, Figure 11 shows that the configurations without LTS dominate those with LTS. This means that it is cheaper to have a larger SF and eventually curtail some solar energy than invest in a LTS and store energy, as the operation of the LTS yields efficiencies around 40-45%. For systems with LTS higher than 20,000 m$^3$ and SF around 1,200 m$^2$ there is an increase in the efficiency of the LTS to more than 50% and the $LCOE$ of the systems with LTS becomes comparable to those without LTS. This is evident for system configuration $T_E$ and can be seen in Figure 12, where some points with LTS $> 0$ appear in the plots, producing a subsequent drop in $SF_A$ and in $\eta_{sys}$. This also is evident in Figure 13, where for configuration $T_B$ the LTS replaces part of the SF. However, in most of the cases for the Base case in the city of Temuco it is most cost efficient not to consider a LTS.

It is interesting to note that in Figure 11, configurations $T_C$ and $T_F$ have already reached $SF_r = 1$, which implies that the fuel consumption has reached zero and the emissions cannot be reduced more, as increasing the storage or the solar field area would mean higher electricity consumption associated to pumping, thus increasing the $SE$. This behaviour is common to all the cases analysed so the Pareto fronts do not converge to a $SE$ value
and for larger $LCOE$ the emissions start to increase.

In the case of Coyhaique, similarly to Temuco, the Base case without LTS dominates the case with LTS for smaller system configurations. However, the inclusion of LTS in this location leads to further $SE$ reductions. This is probably related to the LTS being used more and reaching $\eta_{LTS}$ close to 70%. In particular, for a similar $LCOE$, configuration $C_B$ reduces emissions in more than 50% in comparison with configuration $C_E$ by reducing SF to 50% and adding a LTS of almost 65,000 m$^3$.

From Figure 12 in Coyhaique, it can be noticed that the optimal tilt angle ($\theta$) of the solar collectors shows variation along the Pareto front. This finding contrasts to what could be expected, as usually optimal annual yield tilt angles tend to be related to the latitude of the location, and the nature of this variation is discussed in depth in section 3.3.

Similarly to the results in Figure 11, Figure 14 shows that the cost of the Large system in Coyhaique is around 0.04 €/kWh lower than in Temuco. On the other hand, the minimum $SE$ achieved at $SF = 1$ is higher in the Large case in comparison to the Base case. This is a direct effect of the systems in the Large case having to use comparatively more energy for pumping, due to longer pumping networks in the DH network, SF and LTS. This can be seen in Figures 13 and 16, where the fraction of the total cost represented by the use of electricity increases from around 3-4% in the Base case to around 6-9% in the Large case.

Furthermore, the solar systems are again comparable in cost with conventional alternatives achieving emission reductions by more than 80% in comparison to conventional alternatives by increasing the cost by only 2%,
as shown by configuration $T_B$ in Figure 14. In addition, the \textit{LCOE} in both cities decreased by 0.15-0.20 $\text{€}/\text{kWh}$ in comparison with the Base case. This is also an effect of a larger system, but even more, a product of the higher energy density considered for the Large case, highlighting the importance of dense energy demands areas for the competitiveness of district network systems. Another difference with respect to the Base case, is that Figure 14 shows that the configurations with LTS dominate the curve without LTS for both cities, meaning that it could be cost efficient implementing LTS for the Large case. In this configurations very large LTS systems of more than 600,000 $\text{m}^3$ reach efficiencies close to 80%.

Figures 13 and 16 clearly show that the piping of the district network is one of the dominant costs of the systems. However, its relative importance decreases for systems with larger $SFr$, as investments in SF and in storage start to dominate. From these figures, it is also interesting to highlight that the increase in size of LTS has no noticeable effect on the size of STS, but it decreases notable the size of the SF. This is due to the slow thermal inertia of the BTES technology which does not allow it to provide the quick response operating service provided by the STS tanks, but increases the $SFr$ by supplementing the operation of the SF in periods with lower irradiance and higher heating demand.

The \textit{LCOE} of the systems for both locations and cases analysed ranged between 0.1 and 0.2 $\text{€}/\text{kWh}$, depending on the systems configuration. This is comparable with other values found in the literature for similar systems. Schmidt et al. [57] calculated values between 0.17 and 0.42 $\text{€}/\text{kWh}$ for systems with different long term storage technologies in central Germany. Re-
naldi and Friedrich [16] estimated values of $LOCE$ of 0.20 and 0.27 €/kWh for locations in Scotland and England for a similar system composition, but without performing an optimisation. Hsieh et al. [58] performed an analysis on a system in Switzerland, achieving close to 0.4 €/kWh for a configuration with centralised long term storage and heat generation, but the system in their case was much smaller, with energy demands around 5 to 10 times lower than those considered in this study. Mauthner and Herkel [59] analysed systems in central European locations and BTES technology for the long term storage and reached $LCOE$ values between 0.10 and 0.17 €/kWh.

Even though the cost of the solar district heating networks analysed in this study can be competitive with some conventional alternatives, they are not currently competitive with burning firewood (the main source of domestic heating in the cities of southern Chile), which has an $LCOE$ between 0.025 and 0.035 €/kWh [60]. In order to compete with this technology, economic incentives that account for the negative externalities caused by the PM2.5 pollution should be put in place. Most of these externalities are related to health issues and subsequent increased load in the health system and increase in sick days. For instance, if considering social cost of PM2.5 emissions of 15.000 US$/tPM2.5 [61] and an emission factor of 0.5 gPM$_{2.5}$/kWh [60] the cost of using firewood increases by around 0.08 €/kWh, leading to a firewood $LCOE$ close to those achieved by the Large system case in the city of Coyhaique.

It is important to note that the thermal load considered for this study does not include domestic hot water (DHW). The inclusion of this additional load is important in further steps, as it represents close to 10% to the total
heat demand in the south of Chile and close to 25% in the central area of the country [2]. The current option for providing DHW in social buildings is through individual liquefied petroleum or natural gas boilers, which work independently from any heating system or appliance. Hence, one alternative to provide DHW with a low emission system is to keep using a system independent from the heating network, such as dedicated rooftop solar collectors. This kind of decentralised system is used in the DLSC project, as a supply temperature of 37°C does not allow to provide DHW from the district heat network without an auxiliar heat source. An alternative could be to use a semi-decentralised system such as the one proposed by Rehman et al. [18]), using the district network to preheat the DHW plus auxiliar heaters that could increase the temperature of the DHW close to the demand. Lastly, a centralised system could be assessed, with the district network providing the heat for the DHW. This option would require to increase the district network’s supply temperature above 50°C, which would increase the thermal loses, but would allow to directly generate domestic hot water and decrease the pumping requirements.

3.3. Optimal angle analysis

The optimal annual yield tilt angle has been extensively analysed in the literature and it is mostly defined by the latitude and the local weather conditions[62]. However, this optimal annual yield angle is calculated based on maximising the radiation available on the collector’s surface, but does not include effects such as thermal losses in the collectors [63], and more importantly, the existence of a demand that would transform the available radiation into useful energy. Particularly, in the case of heating applications,
the mismatch between resource availability and demand (as evident by contrasting figures 1 and 9), leads to optimal tilt angles to deviate from the angle that maximise the annual radiation towards angles that maximise radiation in winter (when the demand is higher). Figure 17 presents the optimal tilt angles ($\theta$) that minimise $LCOE$ and $SE$ for the cases without LTS in both cities. The $SF_A$ in the horizontal axis has been normalised by the total annual demand, which allows to plot the optimal points of the Base and the Large cases together for each city. As a reference, the angles that maximise the annual solar irradiance on the collector have been marked as AO: $29^\circ$ for Temuco and $34^\circ$ for Coyhaique; and the angles that maximise the winter solar irradiance on the collector has been marked as WO: $55^\circ$ for Temuco and $61^\circ$ for Coyhaique. From Figure 17 it is evident that $\theta$ concentrates around WO, with an average of $58.6^\circ$ for Temuco and $62.4^\circ$ for Coyhaique. This means that it is worth to have a better performance of the solar collectors in winter, because the demand during June, July and August represents close to 50% of the total annual heating requirements.

Figure 18 presents $\theta$ for the configurations in the Pareto front with LTS. Again, the $SF_A$ has been normalised by the total demand in order to present the configurations for the Base and Large case in the same plot. Plots of $\theta$ as a function of $LTS_{vol}$ were added to see the effect of the storage capacity on the optimal angle. $LTS_{vol}$ was also normalised by the total annual demand to present the results of both cities aggregated in the same plot.

From Figure 18, it can be appreciated that the average of $\theta$ decreases to $50.1^\circ$ for Temuco and $54.1^\circ$ for Coyhaique if compared with the cases without LTS (Figure 17). This decrease occurs because the existence of a LTS
Figure 17: Optimal tilt angles ($\theta$) as a function of $SF_A$ for systems without LTS in the Pareto front in both locations.
Figure 18: Optimal tilt angles ($\theta$) as a function of $SF_A$ (left) and $LTS_{vol}$ (right) for systems with LTS in the Pareto front in both locations.
allows for shifting part of the energy that could be captured in summer to be used in winter, which favours the use of relatively lower $\theta$. Also, it can be noted that there is a decreasing trend of $\theta$ with $LTS_{vol}$, which means that larger LTS allow a higher percentage of the energy captured in summer to be stored and used in winter, favouring even lower $\theta$. This behaviour explains the big change in $\theta$ in Figure 12 at $LCOE$ around 0.12 €/kWh, when the Pareto optimal solutions start including relatively large LTS capacities. This analysis shows that including the tilt angle in the optimisation analysis is relevant, as its correct selection is non trivial and depends on the different characteristics of the solar resource, heat demand and of the relative sizes of the solar field and the storage. It was found that designing the Pareto optimal configurations with the angle that maximises the annual energy on the collector surface (AO) leads to results with on average 1.1% higher $LCOE$ and 14.6% higher $SE$ than the cases with optimised tilt angles. Also, using the angle that maximises the winter energy on the collector surface (WO) leads to on average 0.3% higher $LCOE$ and 1.5% higher $SE$ than optimising the tilt angle for each configuration.

3.4. Optimisation of DH temperature operation

A case with six optimisation variables ($SF_A$, $LTS_{vol}$, $STS_{vol}$, $\theta$, $T_{DH_{sup}}$ and $T_{DH_{ret}}$) was run to compare the effect of optimising the supply ($T_{DH_{sup}}$) and return ($T_{DH_{ret}}$) temperatures of the fluid in cost, emissions and optimal configuration of the system under study.

Figure 19 presents in blue the Pareto front resulting once $T_{DH_{sup}}$ and $T_{DH_{ret}}$ are included as optimisation variables and compares them with the results without optimising the temperature. The colourbar indicates, the $\Delta T$
between $T_{DH_{sup}}$ and $T_{DH_{ret}}$, and points with similar $SE$ ($\overline{T}_{BE}$ and $\overline{C}_{BE}$) and similar $LCOE$ ($\overline{T}_{BC} \text{ and } \overline{C}_{BC}$) to $\overline{T}_{B}$ and $\overline{C}_{B}$ have been highlighted for comparison. Figure 20 presents the values of $T_{DH_{sup}}$ and $T_{DH_{ret}}$ for the points in the Pareto front in both locations, while Figure 21 presents a cost comparison for the points highlighted in Figure 19.

From Figure 19, it is evident that there is an important decrease in $LCOE$ after optimising the temperatures. This reduction reaches around 0.02 €/kWh in Temuco and 0.01 €/kWh in Coyhaique, between 10 and 20% of $LCOE$ decrease. From the colours it is clear that the optimum $\Delta T$ between $T_{DH_{sup}}$ and $T_{DH_{ret}}$ is around 17°C for Temuco and 14°C for Coyhaique instead of the 7°C used from the DLSC case. From Figure 20 it can be noted that $T_{DH_{sup}}$ tends to be between 50 and 55°C for Temuco and decreases up to 41°C for Coyhaique. This can be interpreted as higher $T_{DH_{sup}}$ and higher $\Delta T$ for the warmer conditions of Temuco, lower $T_{DH_{sup}}$ and $\Delta T$ for the cooler conditions in Coyhaique and even lower $T_{DH_{sup}}$ and $\Delta T$ (37°C and 7°C, respectively) for the colder conditions of the original DLSC system in Canada.

When comparing $\overline{C}_{B}$ with $\overline{C}_{BE}$ and $\overline{T}_{B}$ with $\overline{T}_{BE}$, Figure 21 shows that the main decrease in cost comes from the cost of the pipes, which decreases by 25% for $\overline{C}_{BE}$ and 29% for $\overline{T}_{BE}$, followed by a similar decrease in the cost of the indoor heat delivery system (IHDS). The decrease in the cost of the pipes is explained by the lower flow rate of hot water required to fulfill the demand with a higher $\Delta T$ in the DH. Meanwhile, the decrease in the cost of the IHDS is due to the decrease of the area required for the heat exchange when the $LTDS$ increases. This investment decrease is partly compensated
Figure 19: Comparison of Pareto fronts with $T_{DH_{sup}}$ and $T_{DH_{ref}}$ optimised and the case without optimisation ($T_{DH_{sup}}$ and $T_{DH_{ref}}$ constant at the DLSC original value as per equations 2 and 4).
Figure 20: Optimal $T_{DH,sup}$ and $T_{DH,ret}$ for the different configurations in the Pareto front by an increase in $SF_A$ and $STS_{vol}$. In aggregate, the change in investment costs represents the 84% of the total cost decrease for $\overline{C}_{BE}$ and 95% of the decrease for $\overline{T}_{BE}$. The remaining change in LCOE comes from changes in annual operational costs, such as a decrease of the use of electricity (22% for $\overline{C}_{BE}$ and 12% for $\overline{T}_{BE}$) and an increase in the use of fuel (15% for $\overline{C}_{BE}$ and 8% for $\overline{T}_{BE}$). From these changes, the decrease in electricity consumption follows the decrease in water being pumped in the DH, meanwhile the increase in fuel use comes from the higher heat losses in the DH pipes network and from moments when the STS is not able to supply the higher temperature requirements in the DH. Figure 22 presents the increase in heat losses in the DH pipe network due to the increase in the temperature of the water circulating. It is worth to mention that the model considers that the insulation level of the pipes changes when the pipe diameter is modified (according to equation 3), but it is not adjusted for changes in the fluid’s temperature.
Figure 21: Cost comparison for selected configurations from the Pareto front between optimised and not optimised $T_{DH_{sup}}$ and $T_{DH_{ret}}$. The configurations presented are the same highlighted in Figure 19.
3.5. Sensitivity analysis of the model

A sensitivity analysis was performed on the results of the optimisation to evaluate the impact of a variation in the main economic assumptions on the LCOE of the system. To achieve this, the three system configurations highlighted from the Pareto front of the Base and Large case in Figure 11 (\(C_A\), \(C_B\) and \(C_C\)) and Figure 14 (\(\overline{C}_A\), \(\overline{C}_B\), \(\overline{C}_C\)) respectively were analysed. These system configurations were simulated for different electricity costs (\(C_{elec}\)), fuel costs (\(C_{fuel}\)), investment costs (\(C_{inv}\)) and interest rates (\(r\)). Each of these parameters was changed by ±10% and ±50% of its original value. The comparison of the LCOE for these sensitivity simulations are presented in Figure 23.

for selected points in the Pareto fronts for the location of Coyhaique in the Base and Large case. On the left axis are presented the parameters that
Figure 23: Results of the sensitivity of $LCOE$ to variation in economical parameters.
were changed and the absolute values that were used in the analysis. The bars represent the variation of the $LCOE$ with respect to the case with the original value (in bold).

From the results it can be seen that the $LCOE$ is very sensitive to variations of the investment cost $C_{\text{inv}}$ for all cases. This indicates that the system’s $LCOE$ is strongly investment cost dependent and that any decrease in the system’s capital investment would lead to an almost corresponding decrease in $LCOE$. On the other hand, $C_{\text{elec}}$ and $C_{\text{fuel}}$ produce relatively low variation in the $LCOE$. A variation of $C_{\text{elec}}$ produces higher impact for the Large case, where more pumping is required for water circulation due to a longer piping network. A variation of $C_{\text{fuel}}$ produces higher impact in those configurations that have relatively small $SFr$, such as $C_A$ and $\overline{C_A}$, because these systems require more use of the back-up boiler. The effect of a change in $r$ has also a relatively important impact on the $LCOE$ and, similar to the investment cost $C_{\text{inv}}$, its effect is independent on the size and configuration of the system.

4. Conclusions

As far as the authors are aware, this work develops the first model for multi objective optimisation of a district heating thermal network with seasonal thermal energy storage in the southern hemisphere and under the special cool and sunny conditions in southern Chile. It is also the first that analyses the optimisation of the collector tilt angle considering mismatch between solar resource availability and heat demand and the influence of a long term storage system.
The buildings’ demands consider the occupancy rates of average families inhabiting social housing buildings, standard energy gains and air infiltration. The framework simulates the operation of several specific system designs that fulfil the demand combining solar thermal energy and fossil fuel back-up, and uses a genetic algorithm to select and evolve the system designs towards a set of optimal solutions that minimise the LCOE and the specific emissions of the system.

The proposed optimisation framework allows to assess the cost effectiveness of solar thermal networks to decarbonise heat supply. It offers flexibility in managing the design and operation of the system with a high level of detail that allows it to be used in preliminary project design stages, such as feasibility analysis design evaluation and even in early stages of basic engineering design. The result of the optimisation is a set of Pareto optimal solutions that are equivalent from the optimisation perspective. However, the system designer may have other restrictions, such as budget constraints or emission level caps that would be used to select the best design.

The frameworks application to Temuco and Coyhaique shows potential to decrease emissions drastically if compared to a conventional district heating system or to electric heaters. These reductions can be achieved with relatively minor increases in the total cost of the system, reaching 90% emissions decrease by increasing less than 20% the cost for specific optimised system configurations. Furthermore, under certain conditions, this solar district network could be cost-competitive with use of firewood if externalities such as the social costs of local pollution were considered in the economic analysis.

It was shown that the economic and environmental benefits of these sys-
tems can be increased if they are optimised for the local conditions. In particular, it was found that the optimal supply and return temperatures in the district heating network depend on the location of the system, with relatively warmer locations favouring higher supply temperatures and higher differences between supply and return temperature. A correct setting of these operational parameters has impact in both the investment and the operational costs. In the particular case analysed, it leads to total cost decreases of around 10 to 20% when compared with using values from a different location. Also, for the cases analysed, it was found that using an optimised collector tilt angle that considers the existence of a long term storage leads to a decrease in almost 15% in annual emissions and 1% in costs if compared with an angle selected based solely on latitude and 1.5% reduction in annual emissions if compared with an optimal angle that considers the shape of the local thermal demand but does not consider the effect of a long term storage.

The initial investment represents around 70 to 90% of the LCOE of these systems, making them highly sensitive to initial capital finance and the unitary costs of specific elements. In particular, the costs of the piping in the network itself may represent around 40 to 50% of the total investment, and may be affected upward in countries as Chile, where there are no local suppliers nor experience in these technologies. Hence, there is risk of real project costs being higher to those used for this analysis but there is also scope for further cost reductions as the market becomes more mature.

Land cost was not considered in this analysis, as social housing projects are built in state owned land. However, it would be interesting to include a cost for land in the decision process of a private project, as it would tilt the
results towards smaller solar field areas and perhaps larger storage capacities which in the case of borehole thermal energy storage can be underneath other structures.

The \textit{LCOE} of these systems is sensitive to the scale of the demand and its spatial density. Moreover, as these systems are highly intensive in capital investment, the \textit{LCOE} is highly sensitive to the load factor and to the investment cost assumed in the model. For the given costs, demand configuration and locations, the results show clearly that the use of seasonal storage could provide extra value to the system. This value, as expected, increases for larger thermal demands (larger networks) and higher demand densities (higher population density). This means that even for small projects, the assessment of possible future growth or interconnection of the system should be considered during the design process.

The minimum emissions of these systems are limited by the indirect emissions of the electricity used by the different pumps. Hence, the minimum achievable emissions tend to increase when the pressure losses in the system increase due to the system increased size, higher buildings or the addition of equipment in the network.

Further research in this field could aim to include domestic hot water demand in the analysis. This would lead to explore other system configurations and potentially increase the value of using higher supply temperature in the district heating network, as this could allow to produce domestic hot water using direct heat from the network.
Nomenclature

\( \Delta T_{HX_{STS}} \) Temperature difference between outlet and inlet on the cold side of the heat exchanger connecting the solar loop with the short term storage \( ^\circ C \)

\( \Delta T_{HX_{2DH}} \) Temperature difference between outlet and inlet on the cold side of the heat exchanger connecting the short term storage with the district heating loop \( ^\circ C \)

\( \dot{Q}_{\text{boiler}} \) Boiler nominal thermal power [kW]

\( \dot{Q}_{\text{boiler}} \) Thermal power delivered by the boiler [kW]

\( \dot{Q}_{\text{fuel}} \) Thermal power delivered by the fuel [kW]

\( \dot{Q}_{HX2} \) Thermal power through the heat exchanger connecting the short term storage with the district heating loop [kW]

\( \dot{Q}_{\text{LTS}_{\text{charge}}} \) Thermal power discharged from the long term storage [kW]

\( \dot{Q}_{\text{LTS}_{\text{disch}}} \) Thermal power charged to the long term storage [kW]

\( \dot{Q}_{\text{pumps}} \) Electric power consumed by the pumps [kW]

\( \dot{Q}_{SF} \) Thermal power delivered by the solar field [kW]

\( \eta_{LTS} \) Roundtrip efficiency of the long term storage [-]

\( \eta_{Sys} \) Efficiency of the system using the solar energy collected in the solar field

\( C_{\text{elec}} \) Electricity cost from running the pumps [\( €/a \)]
\( C_{\text{fuel}} \) Fuel cost from running the boiler [€/a]

\( C_{\text{inv}} \) Investment cost [€]

\( C_{\text{OM}} \) Operation and maintenance cost [€/a]

\( D_{\text{pipe}} \) Pipe diameter [m]

\( EF_{\text{fuel}} \) Emission factor of the fuel [kgCO\(_2\)/kWh]

\( EF_{\text{grid}} \) Emission factor of the electric grid [kgCO\(_2\)/kWh]

\( G \) Global irradiance on the collector’s surface [kJ/h·m\(^2\)]

\( I_{\text{pipe}} \) Pipe’s heat transfer coefficient considering insulation [kJ/h·m\(^2\)·K]

\( LCOE \) Levelized cost of energy [€/kWh]

\( LMTD \) Logarithmic mean temperature difference [°C]

\( LTS_{\text{vol}} \) Long term storage volume [m\(^3\)]

\( Q_{\text{load}} \) Total annual demand of the load connected to the district network [kWh/a]

\( r \) Discount rate [-]

\( SE \) Specific emission per unit of energy provided by the heating system [kgCO\(_2\)/kWh]

\( SF_A \) Solar field area [m\(^2\)]

\( SFr \) Solar fraction [-]
$STS_{vol}$  Short term storage volume $[m^3]$

$T_{DH_{ret}}$  Setpoint temperature to the return water of the district heating network $[^\circ C]$

$T_{DH_{sup}}$  Setpoint temperature of the supply water fed to the district heating network $[^\circ C]$

$T_{ext}$  External/ambient temperature $[^\circ C]$

$T_{int}$  Temperature inside the building $[^\circ C]$

$T_{LTS_{avg}}$  Average temperature across the long term storage $[^\circ C]$

$T_{LTS_{ctr}}$  Temperature at the centre of the long term storage $[^\circ C]$

$T_{SF_{in}}$  Inlet temperature to the solar collector $[^\circ C]$

$T_{SF_{out}}$  Outlet temperature from the solar collector $[^\circ C]$

$T_{STS_{btm}}$  Lowest temperature in the short term storage / temperature at the bottom of the cold short term storage tank $[^\circ C]$

$T_{STS_{top}}$  Highest temperature in the short term storage / temperature at the top of the hot short term storage tank $[^\circ C]$

$v_{max}$  Maximum flow velocity allowed in the pipe $[m/s]$
### Appendix A. Building envelope materials

Table A.12: Building envelope material in the city of Temuco

| Surfaces             | Material               | Thickness [mm] | Density [kg/m³] | Thermal conductivity [W/mK] |
|----------------------|------------------------|----------------|----------------|-----------------------------|
| External wall        | Lightweight concrete   | 20             | 800            | 0.26                        |
|                      | Brick                  | 175            | 1000           | 0.46                        |
|                      | Cement mortar          | 10             | 2000           | 1.40                        |
| Boundary wall        | Brick                  | 140            | 1000           | 0.46                        |
|                      | Cement mortar          | 10             | 2000           | 1.40                        |
| Internal wall        | Wall board             | 50             | 600            | 0.29                        |
| Internal ceiling/floor| Lightweight concrete  | 120            | 800            | 0.26                        |
|                      | Linoleum               | 4              | 1000           | 1.02                        |
|                      | Ceiling board          | 10             | 600            | 0.29                        |
| External roof        | Polystyrene            | 40             | 20             | 0.03                        |
|                      | Fiber cement           | 4              | 1250           | 0.23                        |
| Ground               | Common cement          | 200            | 2400           | 2.10                        |
|                      | Linoleum               | 4              | 1000           | 1.02                        |
| Windows              | Glass                  | 5              | 2500           | 0.9                         |
Table A.13: Building envelope material in the city of Coyhaique.

| Surfaces          | Material        | Thickness [mm] | Density [kg/m\(^3\)] | Thermal conductivity [W/mK] |
|-------------------|-----------------|----------------|------------------------|----------------------------|
| External wall     | Polystyrene     | 40             | 20                     | 0.03                       |
|                   | Brick           | 175            | 1000                   | 0.46                       |
|                   | Cement mortar   | 10             | 2000                   | 1.40                       |
| Boundary wall     | Brick           | 140            | 1000                   | 0.46                       |
|                   | Cement mortar   | 10             | 2000                   | 1.40                       |
| Internal wall     | Wall board      | 50             | 600                    | 0.29                       |
| Internal ceiling/floor | Lightweight concrete | 120   | 800                    | 0.26                       |
|                   | Linoleum        | 4              | 1000                   | 1.02                       |
|                   | Ceiling board   | 10             | 600                    | 0.29                       |
| External roof     | Polystyrene     | 120            | 20                     | 0.03                       |
|                   | Fiber cement    | 4              | 1250                   | 0.23                       |
| Ground            | Common cement   | 200            | 2400                   | 2.10                       |
|                   | Linoleum        | 4              | 1000                   | 1.02                       |
| Windows           | Glass           | 5              | 2500                   | 0.9                        |
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