Hyper-differential sensitivity analysis with respect to model discrepancy: Calibration and optimal solution updating
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Abstract

Optimization constrained by computational models is common across science and engineering. However, in many cases a high-fidelity numerical emulation of systems cannot be optimized due to complexity and computational costs. Rather, low-fidelity models are constructed to enable intrusive algorithms for large-scale optimization. As a result of the discrepancy between high and low-fidelity models, optimal solutions determined using low-fidelity models are frequently far from true optimality. In this article we introduce a novel approach that uses post-optimality sensitivities with respect to model discrepancy to enable solutions representative of the true system. Limited high-fidelity data is used to calibrate the model discrepancy in a Bayesian framework which in turn is propagated through the optimization problem. The result provides significant improvement in optimal solutions with uncertainty characterizations. Our formulation exploits structure in the post-optimality sensitivity operator to achieve computational scalability. Numerical results demonstrate how an optimal solution computed using a low-fidelity model may be significantly improved with limited evaluations of a high-fidelity model.
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1. Introduction

Optimization problems constrained by computational models are ubiquitous in science and engineering and have been the topic of extensive research. Nonetheless, optimization problems are only as useful as the models that constrain them, and in the case of large-scale science and engineering applications, the models are frequently flawed due to the complexity of the system being modeled. Errors arise from many sources such as incomplete knowledge of the system physics or a lack of computational resources to accurately simulate the model. Hence the use of such models in optimization algorithms mandate rigorous analysis of how modeling errors influence the optimal solution.

We use the terminology model form error (or model error) to describe errors in the mathematical representation of the model, for instance, missing an operator in a differential equation or using a phenomenological model for a mathematically undefined component within a system. The presence of model form error causes the solution predicted by the model to differ from reality. The difference between a model’s prediction and reality is referred to as the model discrepancy. This article focuses on how model discrepancy influences optimization problems, assuming that a high-fidelity data source is available to calibrate the discrepancy. We focus on problems where high-fidelity data is generated from limited number of computational model evaluations. Models rarely predict reality perfectly, but in the scope of this article we consider a high-fidelity computational model as the “gold standard” for comparison.

In many applications, high-fidelity models exist but cannot be instrumented for optimization due to their software complexity and computational cost. This is common in production codes
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which are developed over many years by large teams with the goal of achieving model fidelity rather
than enabling optimization or other intrusive analysis approaches. In such cases, a logical option
is to construct low-fidelity models and thereby enable efficient optimization. Assuming that the
optimization problem can be solved using a low-fidelity model, we pose the question: “How can a
small number of evaluations from the high-fidelity model be used to improve the optimal solution?”.
Assuming an algorithmic approach can be created to address this challenge, this would benefit a
variety of complex optimization problems for applications with multi-scale, multi-physics, nonlinear,
and multi-component features (such as climate, additive manufacturing, and experimental fusion).
Another potential benefit is that low-fidelity models may arise from model order reduction methods
or other approximation approaches, all of which yield efficient models but suffer from model-form
error.

In this paper we present new capabilities to make use of high-fidelity data to improve the opti-
mal solution by incorporating hyper-differential sensitivity analysis (HDSA) with respect to model
discrepancy [22]. Given that the space of optimal solutions is large and the number of high-fidelity
solves is small, it is critical that we also characterize uncertainty due to the data sparsity. Accord-
ingly we formulate a Bayesian inverse problem whose solution is coupled with HDSA to update the
optimal solution with a statistical determination of the uncertainty. Our approach depends on PDE-
constrained optimization with efficient supporting components, including adjoint-based derivative
computation, Krylov and Newton iterative solves, and parallel numerical linear algebra. The reader
is referred to [43, 4, 20, 44, 30, 7, 31, 27, 25, 6, 9, 28, 5, 2] for additional details.

Post-optimality sensitivities determines the influence of parametric uncertainty with respect to
the solution of optimization problems [8, 15]. It was originally developed in the context of opera-
tions research and then extended to optimization constrained by partial differential equations (PDEs)
targeting stability analysis [19, 18, 10]. HDSA was specifically created to evaluate the influence of
uncertainties by scaling post-optimality sensitivities to high-dimensions through a coupling of tools
from PDE-constrained optimization and numerical linear algebra [23, 39, 42, 21, 41, 24]. Building on
these developments, [22] applies HDSA with respect to model discrepancy. A combination of special
Kronecker product representation and innovative numerical linear algebra, enabled computational
efficient methods which demonstrated new insight of model discrepancy effects on optimization so-
lutions. The subject of this article is to leverage these model discrepancy sensitivities and strive to
improve the solution of optimization problems constrained by low-fidelity models. We show that
optimization solutions can be achieved without instrumenting high-fidelity models with optimization
algorithms. This new capability is made possible by introducing a Bayesian formulation to

calibrate the model discrepancy and efficiently propagate its posterior through the post-optimality
sensitivity operator. A systematic integration of prior knowledge, high-fidelity data, and low-fidelity
optimization is enabled in a pragmatic way for large-scale applications.

Kennedy and O’Hagan [29] calibrated model discrepancy alongside parameters in a Bayesian
framework to account for uncertainty and correlations between the discrepancy and parameters. This
was followed by many works which analyzed and extended their approach, [36, 11, 26, 3, 33, 32, 16].
In the calibration context, the model discrepancy is accessed through observed data with an implicit
dependence on the calibration parameters which are not known a priori. Our work is inspired
by these concepts but is significantly different in our assumption that a high-fidelity model may be
queried for different values of the optimization variables. We consider general optimization problems
and assume an ability to control the parameter settings in the high-fidelity model evaluations. For
this reason, we focus on optimal control and design problems; however, model calibration may still
be considered from a different perspective than Kennedy and O’Hagan.

Multi-fidelity methods are motivated by a need to enable outer loop analysis such as optimization
and uncertainty quantification. They seek to develop algorithms that combine evaluations of high
and low-fidelity models to achieve accuracy commensurate to high-fidelity analysis using a smaller
number of high-fidelity model evaluations [37]. This has seen considerable interest in the context
of accelerating Monte Carlo type analysis [17] for general uncertainty quantification applications as
well as in the specific context of optimization under uncertainty [35, 34]. There has also been work to
combine high and low-fidelity model evaluations within each iterate of a deterministic optimization
algorithm [12, 1]. Analogously to these ideas, we assume access to both a high and low-fidelity
model. However, unlike the previous references we seek a framework where the optimization problem does not require access to the high-fidelity model. Furthermore, our focus is on cases where the number of high-fidelity solves is significantly constrained and must be preformed offline. In what follows, section 2 introduces the optimization problem under consideration and section 3 reviews the model discrepancy sensitivities introduced in [22]. Section 4 presents the article’s contributions to formulate and solve the discrepancy calibration problem and propagate its posterior through the post-optimality sensitivity operator. The proposed algorithm with computational cost requirements are analyzed in Section 5. We show numerical results in Section 6 for an illustrative thermal control example and a more complex fluid flow example where the Stokes equation is used as a low-fidelity approximation of the Navier-Stokes equation. Using only one forward Navier-Stokes solve, we are able to improve the quality of the Stokes optimal solution by two orders of magnitude in the objective function. We conclude in Section 7 with a forward looking perspective on how this research may impact a variety of science and engineering applications.

2. Optimization Formulation

Consider optimization problems of the form

$$\min_{z \in \mathcal{Z}} J(S(z), z)$$  \hspace{1cm} (1)

where $z$ denotes an optimization variable in the Hilbert space $\mathcal{Z}$, $S: \mathcal{Z} \to \mathcal{U}$ denotes the solution operator for a PDE (partial differential equation) $c(u, z) = 0$ with state variable $u$ in a Hilbert space $\mathcal{U}$, and $J: \mathcal{U} \times \mathcal{Z} \to \mathbb{R}$ is the objective function. We allow for the possibility that $\mathcal{Z}$ and $\mathcal{U}$ are infinite dimensional. This formulation is general and applicable to design, control, and inverse formulations. For simplicity we will call $z$ the “parameters” though its name varies depending upon the context.

The high-fidelity PDE governing the system may be too complex and/or computationally intensive to optimize, so in practice we solve

$$\min_{z \in \mathcal{Z}} J(\tilde{S}(z), z)$$  \hspace{1cm} (2)

where $\tilde{S}: \mathcal{Z} \to \mathcal{U}$ is the solution operator for a simpler model $\tilde{c}(u, z) = 0$. The solution of the low-fidelity optimization problem (2) is used to approximate the solution of the high-fidelity optimization problem (1). The goal of this article is to analyze how uncertainty in the discrepancy, $S(z) - \tilde{S}(z)$, may be modeled and propagated through (2) to improve the optimal solution with a characterization of uncertainty.

Focusing on the discretized problem, let $\{\phi_i\}_{i=1}^m$ and $\{\psi_j\}_{j=1}^n$ be bases for finite dimensional subspaces $\mathcal{U}_h \subset \mathcal{U}$ and $\mathcal{Z}_h \subset \mathcal{Z}$, respectively. As an example, these may be finite element basis functions. Let $u \in \mathbb{R}^m$ and $z \in \mathbb{R}^n$ denote coordinates in basis representations and let

$$(M_u)_{i,j} = (\phi_i, \phi_j)_{\mathcal{U}} \quad \text{and} \quad (M_z)_{i,j} = (\psi_i, \psi_j)_{\mathcal{Z}}$$

be mass matrices that define inner products in $\mathcal{U}_h$ and $\mathcal{Z}_h$ using the coordinate vectors. The objective $J$ and solution operator $\tilde{S}$ are discretized by $J: \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}$ and $\tilde{S}: \mathbb{R}^n \to \mathbb{R}^m$ to arrive at a finite dimensional optimization problem.

3. Model discrepancy and post-optimality sensitivities

To propagate model discrepancy through the optimization problem, we build on [22] defining a representation of the discrepancy as $\delta(z, \theta) \approx S(z) - \tilde{S}(z)$, a function of $z$ parameterized by $\theta$. We assume that $\delta(z, \theta_{\text{nom}}) = 0 \forall z$ when evaluated at $\theta_{\text{nom}} = 0$. Consider the parameterized optimization problem

$$\min_{z \in \mathbb{R}^n} \tilde{J}(z, \theta) := J(\tilde{S}(z) + \delta(z, \theta), z)$$  \hspace{1cm} (3)
which we assume has a local minimum \( \mathbf{z} \in \mathbb{R}^n \) that satisfies the first and second order optimality conditions when model discrepancy is zero, i.e. \( \theta = \theta_{\text{nom}} \).

Applying the Implicit Function Theorem to the equation \( \nabla_z \hat{J}(\mathbf{z}, \theta_{\text{nom}}) = 0 \), we consider an operator \( F : \mathcal{N}(\theta_{\text{nom}}) \to \mathcal{N}(\mathbf{z}) \), defined on neighborhoods of \( \theta_{\text{nom}} \) and \( \mathbf{z} \), such that \( F(\theta) \) is a stationary point of (3), i.e.

\[
\nabla_z \hat{J}(F(\theta), \theta) = 0 \quad \forall \theta \in \mathcal{N}(\theta_{\text{nom}}).
\]

Assuming positive definiteness of the Hessian for all \( (F(\theta), \theta) \), \( F \) maps the model discrepancy to the optimal solution. The Jacobian of \( F \) with respect to \( \theta \), i.e. the sensitivity of the optimal solution to the model discrepancy, is given by

\[
\nabla_\theta F(0) = -H^{-1}B \in \mathbb{R}^{n \times p}
\]

where \( H = \nabla_{z,z} \hat{J}(\mathbf{z}, 0) \in \mathbb{R}^{n \times n} \) is the Hessian of \( \hat{J} \) and \( B = \nabla_{z,\theta} \hat{J}(\mathbf{z}, 0) \in \mathbb{R}^{n \times p} \) is the Jacobian of \( \nabla_z \hat{J} \) with respect to \( \theta \). Both are evaluated at the nominal solution \((\mathbf{z}, 0)\). We interpret \( F_\theta'(0) \) as a Newton update of the optimal solution \( \mathbf{z} \) when the model discrepancy is perturbed.

To parameterize the discrepancy \( \delta \), observe that the difference in solution operators \( S(z) - \hat{S}(z) \) is, in general, a nonlinear function of \( z \). However, for post-optimality sensitivity analysis, it is sufficient to consider a discrepancy which is linear in \( z \). Following the derivation in [22], we consider a linear operator that inputs \( z \) and outputs the discrepancy (an element of the state space). Starting from a general linear operator on function spaces, parameterizing the operator with \( \theta \), and transforming to the coordinate space, we define the discrete model discrepancy \( \delta : \mathbb{R}^m \times \mathbb{R}^p \to \mathbb{R}^m \) as

\[
\delta(z, \theta) = \left( I_m \ I_m \otimes z^T M_z \right) \theta
\]

where \( \theta_0 = (\theta_{0,0}, \theta_{1,0}, \ldots, \theta_{m,0})^T \in \mathbb{R}^m \), \( \theta_i = (\theta_{i,1}, \theta_{i,2}, \ldots, \theta_{i,n})^T \in \mathbb{R}^n \), \( i = 1, 2, \ldots, m \), and \( \theta = (\theta_0^T, \theta_1^T, \ldots, \theta_m^T)^T \in \mathbb{R}^p \), \( p = m(n+1) \), and \( I_m \in \mathbb{R}^{m \times m} \) is the identity matrix. Our ordering of \( \theta \)'s components enables an efficient expression of \( \delta \) using the Kronecker product \( \otimes \). We emphasize that \( \theta \in \mathbb{R}^p \) may be extremely high dimensional and our subsequent analysis relies on representing all computation as Kronecker products to execute linear algebra in \( \mathbb{R}^m \) and \( \mathbb{R}^n \) rather than \( \mathbb{R}^p \).

To simplify the analysis which follows we assume that \( \nabla_{z,u} J = 0 \). This holds on a wide range of problems in practice where the objective is defined by a performance criteria (tracking type, data misfit, etc.) on the state plus a regularization on the parameters. Differentiating the objective function \( \hat{J}(z, \theta) \), the resulting mixed-second derivative can be written in a Kronecker form as

\[
B = \tilde{S}_z^T \nabla_{u,u} J \left( I_m \ I_m \otimes z^T M_z \right) + \left( 0 \ \nabla_u J \otimes M_z \right) \in \mathbb{R}^{n \times p}
\]

where \( \tilde{S}_z \), \( \nabla_{u,u} J \), and \( \nabla_{u,u} J \) are evaluated at \((\tilde{\mathbf{u}}, \mathbf{z})\), \( \tilde{\mathbf{u}} = \hat{S}(\mathbf{z}) \). By expressing \( B \) with Kronecker products, which arise from the Jacobians of \( \delta(z, \theta) \), the sensitivity computation is compressed into \( \mathbb{R}^m \) and \( \mathbb{R}^n \), thus avoiding computation in \( \mathbb{R}^p \).

4. Updating and quantifying uncertainty in the optimal solution

Assume that the low-fidelity optimization problem (2) has been solved to determine \( \mathbf{z} \), and that we have access to \( N \) forward solves of the high-fidelity model \( \mathbf{S} \) for different inputs \( \{z_\ell\}_{\ell=1}^N \). Let \( y_\ell = \mathbf{S}(z_\ell) - \hat{S}(z_\ell), \ell = 1, 2, \ldots, N \), denote the corresponding evaluations of the model discrepancy at these inputs. In practice, the number of evaluations \( N \) will be small since evaluating \( \mathbf{S}(z_\ell) \) is computationally costly. Our goal is to use these limited high-fidelity evaluations to: (i) improve the optimal solution \( \mathbf{z} \) without requiring model modifications or additional nonlinear solves, and (ii) to characterize uncertainty in the optimal solution. Figure 1 depicts our proposed approach. In this section, we detail our contributions to enable this workflow, which include:

1. defining a prior distribution on \( \theta \) to reflect knowledge of the discrepancy,
2. Formulating and solving (in closed form) a Bayesian inverse problem using the data \( \{ z_\ell, y_\ell \}_{\ell=1}^N \) to determine a distribution for \( \theta \), and

3. Computing posterior samples of discrepancy and propagating them through the sensitivity operator to compute a distribution on the optimal solution.

Due to the high dimensionality of the model discrepancy parameterization, \( \theta \in \mathbb{R}^p \), it is critical that sampling from the posterior is performed efficiently. We make judicious choices in the problem formulation and manipulate the linear algebra to derive a scalable algorithm. In particular, the complexity of the algorithm scales with \( N \), the number of high-fidelity forward solves, which we assume is small because of computational costs. The limited data from high-fidelity solves results in an undetermined problem which emphasizes the importance of our proposed uncertainty quantification framework.

**Discrepancy Parameterization**

\[
\delta(z, \theta) \approx S(z) - \tilde{S}(z)
\]

**Low-fidelity Optimal Solution**

\[
\min_z J(S(z) + \delta(z, \theta), z)
\]

**Post-Optimality Sensitivity**

\[
F^{\theta}(0)
\]

**Optimal Solution Posterior**

\[
z_{\text{post}} \approx F^{\theta}(0) \theta_{\text{post}}
\]

**High-fidelity Data**

\[
S(z_t) - \tilde{S}(z_t)
\]

**Physics knowledge**

\[
\pi_{\text{post}} \propto \pi_{\text{likelihood}} \pi_{\text{prior}}
\]

Figure 1: Diagram of the proposed analysis pipeline. We use \( \pi \) to denote probability distributions arising in the Bayesian inverse problem, and \( \theta_{\text{post}} \) and \( z_{\text{post}} \) to denote the random vectors distributed according to the discrepancy and optimal solution posteriors, respectively.

### 4.1. Defining the prior

To facilitate efficient computations we use a Gaussian prior for \( \theta \) with mean \( 0 \) and a covariance matrix to incorporate prior knowledge. Such priors are common in infinite dimensional Bayesian inverse problems. Since \( \theta \in \mathbb{R}^p \) does not have a physical interpretation, we focus on defining priors in \( \mathbb{R}^m \) and \( \mathbb{R}^n \) (the state and parameter spaces).

Let \( L \in \mathbb{R}^{m \times m} \) be a symmetric positive definite matrix that encodes known characteristics of the discrepancy. This may embed assumptions about the smoothness of \( \delta \), boundary conditions, or penalize deviations from known conservation properties. A common approach is to define \( L \) as the square of an elliptic differential operator (defined on the state space) so that \( L^{-1} \) corresponds to the discretization of a well-defined prior covariance in the infinite dimensional state space [13, 38, 40].

The matrix \( L \) imposes knowledge on the discrepancy independent of \( z \) and is only defined on \( \mathbb{R}^m \) rather than the product space \( \mathbb{R}^p \). To impose prior knowledge on \( z \), we assume a Gaussian distribution with mean \( \bar{z} \) and covariance \( \Gamma \in \mathbb{R}^{n \times n} \) to model the space of possible parameters. This focuses our analysis around the nominal solution \( \bar{z} \) with deviation from it characterized by \( \Gamma \). There may be less prior information on \( z \) since it is being determined through the optimization problem; however, \( \Gamma \) plays an important role defining characteristic length scales for \( z \).
Given \( L \) and \( \Gamma \), along with the Kronecker structure of \( \delta \) (5), we compute the expected value (with respect to \( z \)) of the \( L \)-weighted inner product of \( \delta(z, \theta) \) with itself. This yields the symmetric positive definite matrix

\[
M_\theta = \begin{pmatrix}
L & L \otimes M_z \bar{z} \\
L \otimes M_z \bar{z} & L \otimes (\Gamma + \bar{z} \bar{z}^T) M_z
\end{pmatrix} \in \mathbb{R}^{p \times p},
\]

for which \( \theta^T M_\theta \theta = \mathbb{E}_z [(\delta(z, \theta), \delta(z, \theta))_L] \).

Hence \( M_\theta \) defines an inner product for \( \theta \) to measure the size of the model discrepancy \( \delta(z, \theta) \) according to our prior knowledge imposed in \( L \) and \( \Gamma \). This provides a mechanism to impose prior knowledge onto the state and parameter spaces and form the product space via the Kronecker structure of \( \delta \). Letting \( M_\theta^{-1} \) be the prior covariance for \( \theta \) defines a prior that is rooted in established theory relating known physical properties to covariance matrices which can be efficiently manipulated [13, 38, 40].

As a building block for our subsequent analysis, note that we can decompose \( M_\theta = CC^T \) where

\[
C = \begin{pmatrix}
L \frac{1}{2} & 0 \\
L \frac{1}{2} \otimes M_z \bar{z} & L \frac{1}{2} \otimes M_z \Gamma \frac{1}{2}
\end{pmatrix}
\]

and

\[
C^{-1} = \begin{pmatrix}
L^{-\frac{1}{2}} & 0 \\
L^{-\frac{1}{2}} \otimes (-\Gamma^{-\frac{1}{2}} \bar{z}) & L^{-\frac{1}{2}} \otimes \Gamma^{-\frac{1}{2}} M_z^{-1}
\end{pmatrix}.
\]

This factorization enables efficient manipulation and sampling of the posterior discrepancy distribution.

4.2. Bayesian inverse problem

We formulate a Bayesian inverse problem to estimate \( \delta \) using the data pairs \( \{z_\ell, y_\ell\}_{\ell=1}^N \). To facilitate the analysis we assume:

**Assumption 1.** \( \{z_\ell\}_{\ell=1}^N \) is a linearly independent set of vectors in \( \mathbb{R}^n \).

This is usually satisfied in practice as one explores the model space in different directions since the number of model evaluations \( N \) is small relative to the dimension of \( z \). For notational simplicity, we define

\[
A_\ell = (I_m \quad I_m \otimes z_\ell^T M_z) \in \mathbb{R}^{m \times p}, \quad \ell = 1, 2, \ldots, N,
\]

so that \( \delta(z, \theta) = A_\ell \theta \), and the concatenation of these matrices

\[
A = \begin{pmatrix}
A_1 \\
A_2 \\
\vdots \\
A_N
\end{pmatrix} \in \mathbb{R}^{mN \times p}.
\]

\( A \theta \in \mathbb{R}^{mN} \) corresponds to the evaluation of \( \delta(z, \theta) \) for all of the input data. In an analogous fashion, define \( b \in \mathbb{R}^{mN} \) by stacking \( y_\ell, \ell = 1, 2, \ldots, N \), into a vector. Then we seek \( A \theta = b \).

To enable a closed form expression for the posterior we consider an additive Gaussian noise model with mean 0 and covariance \( \alpha I \), where \( \alpha > 0 \) is specified by the user. Typically the noise covariance in a Bayesian inverse problem is defined using knowledge of the data collection process. In cases where data is collected from simulation we do not have a clear definition of noise. However, \( \delta \) is defined as a linear function of \( z \), which is an approximation since \( \hat{S}(z) - \tilde{S}(z) \) is, in general,
a nonlinear function. Hence the noise may be interpreted as the approximation error due to the linearization of the discrepancy. Nonetheless, one can show that the range space of $A$ equals $\mathbb{R}^{mN}$, so there exists infinitely many $\theta \in \mathbb{R}^p$ such that $A\theta = b$. The users choice of $\alpha$ dictates the weight given to the data misfit relative to the prior. Taking a small $\alpha$ will drive the inverse problem toward interpolation with little regard for the prior. We will demonstrate that the user may experiment with different $\alpha$’s at a modest computational cost.

Given our formulation with Gaussian prior and noise models, and the linearity of $\delta(z, \theta)$, the posterior is Gaussian with a (unnormalized) negative log probability density function

$$\frac{1}{2\alpha} (A\theta - b)^T (A\theta - b) + \frac{1}{2} \theta^T M_\theta \theta. \tag{11}$$

The posterior mean and covariance is given by

$$\overline{\theta} = \frac{1}{\alpha} \Sigma A^T b \quad \text{and} \quad \Sigma = \left( M_\theta + \frac{1}{\alpha} A^T A \right)^{-1} \tag{12}.$$ 

Samples from a Gaussian distribution may be generated by multiplying a factor of the covariance matrix with a standard normal random vector, and adding the mean. Next we derive explicit and computationally efficient expressions for $\overline{\theta}$ and a factorization of $\Sigma$ to facilitate sampling.

4.3. Expressions for posterior sampling

We introduce a series of matrices and their factorizations to enable analysis of the posterior. Some of these expressions will not be computed but rather are intermediate steps toward our final algorithm. This section presents the derivations from first principles, followed by a description of the computational requirements in Section 5. Emphasis is given to preserving the Kronecker product structure throughout our analysis so that computation in $\mathbb{R}^p$ is ultimately not needed. The derivation of posterior quantities are described in four steps in the following subsections:

1. factorize $A$ in a $M_\theta$ orthogonal basis to rewrite $\Sigma^{-1}$,
2. invert $\Sigma^{-1}$ by exploiting orthogonality to invert a sum,
3. factorize $\Sigma$ by determining an eigenvalue decomposition,
4. sample the posterior distribution through judicious matrix-vector multiplication.

Factorizing $A$

To rewrite the inverse posterior covariance, $M_\theta + \frac{1}{\alpha} A^T A$, in a form amenable for inversion, we decompose $A$ in a chosen inner product. In particular, the generalized singular value decomposition (GSVD) of $A$ is used with the $M_\theta$ weighted inner product on the column space and is given by $A = \Xi \Phi \Psi^T M_\theta$. $\Phi$ is the diagonal matrix of singular values, and $\Xi$ and $\Psi$ are matrices containing the singular vectors which satisfy $\Xi^T \Xi = I$ and $\Psi^T M_\theta \Psi = I$. To determine the singular vectors, note that $A M_\theta^{-1} A^T = \Xi \Phi^2 \Xi^T$. Using the expressions (10) for $A$ and (9) for $M_\theta^{-1} = C^{-T} C^{-1}$, we can write

$$A M_\theta^{-1} A^T = G \otimes L^{-1}$$

where

$$G = ee^T + (Z - \Xi e^T)^T \Gamma^{-1} (Z - \Xi e^T) \in \mathbb{R}^{N \times N},$$

$Z = (z_1, z_2, \ldots, z_N)$ is the matrix of parameter data, and $e \in \mathbb{R}^N$ is the vector of ones. Hence the left singular vectors $\Xi$ correspond to the eigenvectors of $G \otimes L^{-1}$ and the squared singular values $\Phi^2$ correspond to the eigenvalues.

Denoting the eigenvectors and eigenvalues of $G$ and $L$ with $(g_i, \lambda_i)$ and $(l_j, \rho_j)$, respectively, and recalling properties of the eigenvalue decomposition of a Kronecker product, we observe that the
squared generalized singular values of $A$ are given by $\frac{\lambda_i}{\rho_j}$ and are associated with the left singular vectors $\xi_{i,j} = g_i \otimes l_j$. Rewriting the GSVD to solve for $\Psi$, the right singular vector associated with $\xi_{i,j}$ is given by

$$\psi_{i,j} = \frac{1}{\sqrt{\lambda_i \rho_j}} \left( l_j \otimes M^{-1}_z \Gamma^{-1} w_i \right), \quad i = 1, 2, \ldots, N \quad j = 1, 2, \ldots, m,$$

(13)

where

$$w_i = Z g_i - (e^T g_i) \bar{z} \quad \text{and} \quad s_i = (e^T g_i) - w_i^T \Gamma^{-1} \bar{z}.$$  

(14)

Given this decomposition of $A$ and our previously noted decomposition $M_\theta = CC^T$, we express $\Sigma^{-1}$ as

$$\Sigma^{-1} = \frac{1}{\alpha} CXC^T$$

(15)

where

$$X = \alpha I + C^T \Psi \Phi^2 \Psi^T C.$$  

(16)

**Inverting $\Sigma^{-1}$**

This factorization of $\Sigma^{-1}$ implies that $\Sigma = \alpha C^{-T} X^{-1} C^{-1}$ and facilitates easy manipulation because $X$ is a combination of diagonal and orthogonal matrices. Applying the Sherman-Morrison-Woodbury formula to (16), we have

$$X^{-1} = \frac{1}{\alpha} (I - C^T \Psi D \Psi^T C)$$

where $D \in \mathbb{R}^{mN \times mN}$ is a diagonal matrix whose entries are given by $\frac{\lambda_i}{\lambda_i + \alpha \rho_j}$. Algebraic simplifications yields

$$\Sigma = M_\theta^{-1} - \Psi D \Psi^T.$$  

(17)

The posterior covariance may be interpreted as the prior covariance $M_\theta^{-1}$ with its uncertainty reduced in the directions of the columns of $\Psi$ (13) with weight $\frac{\lambda_i}{\lambda_i + \alpha \rho_j}$, a combination of the eigenvalues from $L$ and $G$, along with the noise covariance $\alpha$.

**Factorizing $\Sigma$**

The expression (17) provides an interpretation of the posterior covariance and a way to compute the posterior mean $\bar{\theta} = \frac{1}{\alpha} \Sigma A^T b$. However, posterior sampling require a factorization of $\Sigma$ which is not easily attained from (17). Accordingly, we compute the eigenvalue decomposition of $X$.

Note that $(C^T \Psi)^T (C^T \Psi) = \Psi D \Psi^T = I$, and hence the columns of $C^T \Psi$ are orthonormal in the Euclidean inner product. This implies that $C^T \psi_{i,j}$ is an eigenvector of $X$ with eigenvalue $\alpha + \frac{\lambda_i}{\rho_j}$. By multiplying (8) and (13), we express these eigenvectors as

$$C^T \psi_{i,j} = \frac{1}{\sqrt{\lambda_i}} \left( l_j \otimes M^{-1}_z \Gamma^{-1} w_i \right).$$

(18)

This gives a total of $mN$ eigenpairs of $X \in \mathbb{R}^{p \times p}$. These have repeated eigenvalue $\alpha$ and eigenvectors from a set of orthonormal vectors that are orthogonal to the columns of $C^T \Psi \in \mathbb{R}^{p \times mN}$. To determine these remaining eigenpairs we assume:

**Assumption 2.** $z_1 = \bar{z}$.

We require that data is collected at the nominal optimal solution $\bar{z}$; a reasonable assumption given that our goal is to use high-fidelity forward solves to improve it. Recalling (14) and using $z_1 = \bar{z}$, we
observe that \( \text{span}\{w_i\}_{i=1}^N = \text{span}\{\tilde{z}_\ell - \bar{z}\}_{\ell=2}^N \) and let \( \{\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_{n-N+1}\} \) in \( \mathbb{R}^n \) be an orthonormal set of vectors which are orthogonal to \( \{\Gamma^{-\frac{1}{2}}(z_\ell - \bar{z})\}_{\ell=2}^N \). Then remaining eigenvectors of \( X \) are given by

\[
\begin{pmatrix}
    0 \\
    l_j \otimes \tilde{z}_k
\end{pmatrix}
\quad j = 1, 2, \ldots, m, \quad k = 1, 2, \ldots, n - N + 1.
\]

(19)

Collecting this set of \( p \) eigenvectors, through the union of (18) and (19), in an orthogonal matrix \( Q \) and the corresponding eigenvalues into a diagonal matrix \( \Upsilon \), the eigenvalue decomposition is given by

\[
X = Q\Upsilon Q^T.
\]

Hence, recalling (15), we decompose the covariance matrix as

\[
\Sigma = \alpha C^{-T}X^{-1}C^{-1} = TT^T
\]

(20)

where

\[
T = \sqrt{\alpha}C^{-T}Q\Upsilon^{-\frac{1}{2}}.
\]

(21)

The expression (21) facilitates efficient sampling, as we show below. Note that \( T \) depends on \( \{\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_{n-N+1}\} \), which is difficult to compute if \( n \) is large. However, as shown below, existence of the vectors \( \{\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_{n-N+1}\} \) enables further derivations which culminate in expressions that do not require their explicit computation.

**Computing posterior samples**

Given the expressions (17) and (20), we write the posterior samples in terms of linear solves in \( \mathbb{R}^m \) and \( \mathbb{R}^n \). Our analysis thus far involves summing over all eigenpairs of \( L \), the size of which scales with the mesh resolution of the state. To address the computational challenges we will compute matrix-vector products and write the resulting vectors in terms of linear solves with \( L \) rather than sums over its eigenpairs.

Using the definition of the mean (12), covariance (17) and discrepancy matrix (10), the posterior mean is derived as

\[
\bar{\theta} = \frac{1}{\alpha} \sum_{\ell=1}^N \left[ \left( u_\ell \otimes M_\zeta \Gamma^{-1}(z_\ell - \bar{z}) \right) - \sum_{i=1}^N b_{i,\ell} \left( u_{i,\ell} \otimes M_\zeta \Gamma^{-1}w_i \right) \right]
\]

with constants

\[
a_\ell = 1 - \bar{z}^T \Gamma^{-1}(z_\ell - \bar{z}) \quad \text{and} \quad b_{i,\ell} = (z_\ell - \bar{z})^T \Gamma^{-1}Zg_i + (e^T g_i) a_\ell
\]

and vectors

\[
u_\ell = L^{-1}y_\ell \quad \text{and} \quad u_{i,\ell} = (\alpha L + \lambda_i I)^{-1} u_\ell.
\]

We observe that it depends on linear solves \(^1\) involving \( L, \Gamma \), and \( M_\zeta \) where the right hand sides arise from the data \( \{z_\ell, y_\ell\}_{\ell=1}^N \). The posterior mean can be interpreted as a linear combination of the discrepancy data preconditioned by the prior weighted by the noise covariance \( \alpha \) and the eigenvalues \( \lambda_i \) from the \( \{z_\ell\}_{\ell=1}^N \) data informed matrix \( G \).

To quantify uncertainty, we draw samples from the posterior distribution which takes the form \( \bar{\theta} + T\omega \), where \( \omega \sim \mathcal{N}(0, I_p) \) follows a standard normal distribution in \( \mathbb{R}^p \). A direct calculation

\(^1\)In Section 6, we demonstrate how to efficiently invert \( L \) and \( (\alpha L + \lambda_i I) \) using a generalized singular value decomposition when \( L \) is defined as the square of an elliptic operator.
of \( T\omega \) poses problems because we cannot write the product in terms of linear solves with \( L \). The factorization \( \Sigma = TT^T \) does not preserve the eigendecomposition of \( L \). We use the property that Gaussian random vectors are invariant under orthogonal transformations, introduce the orthogonal matrix \((I_{n+1} \otimes V^L)^T \in \mathbb{R}^{p \times p} \), where \( V^L \in \mathbb{R}^{m \times m} \) is the matrix whose columns are eigenvectors of \( L \), and sample \( \omega = (I_{n+1} \otimes V^L)^T \nu \), where \( \nu \in \mathcal{N}(\mathbf{0}, I_p) \). Combining this transformation with (21) the posterior samples can be computed as

\[
T\omega = T(I_{n+1} \otimes V^L)^T \nu = \hat{\theta} + \tilde{\theta}
\]

where

\[
\hat{\theta} = \sqrt{\alpha} \sum_{i=1}^{N} \frac{1}{\sqrt{\lambda_i}} \left( \hat{u}_i \otimes M^{-1}_z \Gamma^{-1} w_i \right) \quad \text{and} \quad \tilde{\theta} = \sum_{k=1}^{n-N+1} \left( \tilde{u}_k \otimes \tilde{w}_k \right).
\]

These sample components \( \hat{\theta} \) and \( \tilde{\theta} \) depend on

\[
\hat{u}_i = (\alpha L + \lambda_i I)^{-\frac{1}{2}} \nu_i \quad \quad \quad \tilde{s}_k = -\tilde{z}^T \Gamma^{-\frac{1}{2}} \tilde{z}_k
\]

\[
\tilde{u}_k = L^{-\frac{1}{2}} \nu_{N+k} \quad \quad \quad \tilde{w}_k = M^{-1}_z \Gamma^{-\frac{1}{2}} \tilde{z}_k
\]

where \( \nu = (\nu_1^T, \nu_2^T, \ldots, \nu_{n+1}^T)^T \) and \( \nu_i \in \mathbb{R}^m \), \( i = 1, 2, \ldots, n+1 \). As in the expression for the mean, \( \hat{\theta} \) and \( \tilde{\theta} \) are written in terms of linear solves with \( L \) rather than its eigenpairs. This is made possible because of our formulation to apply \( T \) to the vector \((I_{n+1} \otimes V^L)^T \nu \) allows manipulation of the eigenvectors.

Combining these results, posterior samples for \( \theta \) may be decomposed as

\[
\bar{\theta} + \hat{\theta} + \tilde{\theta}
\]

where \( \bar{\theta} \) is the mean (a deterministic quantity), \( \hat{\theta} \) is a random vector modeling uncertainty in directions informed by the data, and \( \tilde{\theta} \) is a random vector modeling uncertainty in directions which are not informed by the data.

4.4. Posterior model discrepancy

Substituting the expressions for \( \bar{\theta}, \hat{\theta}, \) and \( \tilde{\theta} \) into (5), samples of the posterior model discrepancy are given by

\[
\delta(z, \bar{\theta} + \hat{\theta} + \tilde{\theta}) = \tilde{\delta}(z) + \hat{\delta}(z) + \bar{\delta}(z)
\]  

(22)

where

\[
\bar{\delta}(z) = \frac{1}{\alpha} \sum_{i=1}^{N} \left( 1 + (z_i - \bar{z})^T \Gamma^{-1} (z_i - \bar{z}) \right) u_i - \sum_{i=1}^{N} b_{i,\ell} (e^T g_i + w_i^T \Gamma^{-1} (z_i - \bar{z})) u_{i,\ell}
\]

(23)

corresponds to evaluating the mean model discrepancy,

\[
\hat{\delta}(z) = \sqrt{\alpha} \sum_{i=1}^{N} \frac{1}{\sqrt{\lambda_i}} (e^T g_i + w_i^T \Gamma^{-1} (z_i - \bar{z})) \hat{u}_i
\]

(24)

represents discrepancy uncertainty in the directions defined by the data \( (z_i)_{i=1}^{N} \), and

\[
\tilde{\delta}(z) = \sum_{k=1}^{n-N+1} \left( \tilde{z}_k^T \Gamma^{-\frac{1}{2}} (z - \bar{z}) \right) \tilde{u}_k
\]
represents discrepancy uncertainty in directions informed exclusively by the prior. Observe that $\delta$ vanishes in data-informed directions, $\delta(z_\ell) = 0$, $\ell = 1, 2, \ldots, N$, since $\{\tilde{z}_k\}_{k=1}^{n-N+1}$ are orthogonal to $\{(\Gamma^{-\frac{1}{2}}(z_\ell - \bar{z}))\}_{\ell=1}^{N}$. Furthermore, observe that
\[
\delta(\bar{z} + \Gamma^{\frac{1}{2}}\tilde{z}_k) = \delta(\bar{z}) \quad \text{and} \quad \delta(\bar{z} + \Gamma^{\frac{1}{2}}\tilde{z}_k) = \delta(\bar{z}) \quad k = 1, 2, \ldots, n - N + 1
\]
do not vary in directions orthogonal to the data. In addition, as $\alpha \to 0$, $\delta(\bar{z})$ interpolates the observed data since $\bar{\theta}$ is a minimizer of (11), while $\delta(\bar{z}) \to 0$ as $\alpha \to 0$, indicates full confidence in the data interpolation. $\delta(\bar{z})$ does not depend on $\alpha$ since it acts in directions orthogonal to the data and thereby captures uncertainty from the prior in directions which are not informed by data.

4.5. Applying the sensitivity operator to posterior samples

To characterize uncertainty in the solution of the optimization problem, we propagate posterior samples $\bar{\theta} + \hat{\theta} + \tilde{\theta}$ through the post-optimality sensitivity operator $F_\theta'(0)$. Given the Kronecker product structure, we compute the action of $B$ on samples and then apply $-H^{-1}$ to the resulting vectors. Observe that
\[
B\bar{\theta} = \frac{1}{\alpha} S_{\bar{z}}^T \nabla_{u,u} J \left[ \sum_{\ell=1}^{N} \left( u_\ell - \sum_{i=1}^{N} b_{i,\ell} (e^T g_i) u_{i,\ell} \right) \right]
\]
\[+ \frac{1}{\alpha} \sum_{\ell=1}^{N} (\nabla_u J u_\ell) \Gamma^{-1}(z_\ell - \bar{z}) \]
\[= \frac{1}{\alpha} \sum_{\ell=1}^{N} \sum_{i=1}^{N} b_{i,\ell} (\nabla_u J u_{i,\ell}) \Gamma^{-1} w_i
\]
\[
B\theta = \sqrt{\alpha} S_{\bar{z}}^T \nabla_u J \left( \sum_{i=1}^{N} \frac{e^T g_i}{\sqrt{\lambda_i}} \hat{u}_i \right) + \sqrt{\alpha} \sum_{i=1}^{N} \frac{\nabla_u J \hat{u}_i}{\sqrt{\lambda_i}} \Gamma^{-1} w_i.
\]
and
\[
B\tilde{\theta} = \sum_{k=1}^{n-N+1} (\nabla_u J \tilde{u}_k) \Gamma^{-\frac{1}{2}} \tilde{z}_k.
\]
Hence, we may compute samples of the optimal solution as $\bar{z} - H^{-1}B(\bar{\theta} + \hat{\theta} + \tilde{\theta})$ without requiring computation in $R^p$. Equations (25)-(27) provides a systematic and interpretable combination of high-fidelity data defining $u_\ell$ and $u_{i,\ell}$, the low-fidelity model in $S_{\bar{z}}^T$, prior information via $L$ and $\Gamma$ (which appear in several terms in the expressions), and the optimization objective in $\nabla_u J$ and $\nabla_{u,u} J$.

5. Algorithmic overview and computational cost analysis

This section presents an algorithmic overview to detail how quantities derived in the previous section - the prior discrepancy, the posterior discrepancy, and the posterior optimal solution - can be computed efficiently. We provide pseudo-code to summarize the algorithm and computational cost by counting the total number of linear system solves (in $R^m$ or $R^n$). Since the number of high-fidelity forward solves $N$ is small we consider computation in $R^n$ to be negligible.

5.1. Prior discrepancy samples

Using the factorization $M_\theta^{-1} = C^{-T} C^{-1}$, we derive an algorithm to draw prior samples of the model discrepancy. In particular, a prior sample of $\theta$ is given by $C^{-T} \omega_p$, where $\omega_p \sim N(0, I_p)$. 
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Evaluating the model discrepancy at such samples yields

$$\delta(z, C^{-T}\omega_p) = L^{-\frac{1}{2}}\omega_0 + L^{-\frac{1}{2}}\Omega^{-\frac{1}{2}}(z - \bar{z})$$

where $$\omega_0 \in \mathbb{R}^m$$ and $$\Omega \in \mathbb{R}^{m \times n}$$ have entries that are independent identically distributed (i.i.d) samples from a standard normal distribution. To avoid sampling and forming the dense matrix $$\Omega \in \mathbb{R}^{m \times n}$$, we evaluate $$\delta(z, C^{-T}\omega)$$ at particular $$z$$’s sampled as $$z \sim \mathcal{N}(-\hat{z}, \Gamma)$$. Such samples take the form $$z = \bar{z} + \Gamma^{\frac{1}{2}}\omega_n$$, where $$\omega_n \sim \mathcal{N}(0, I_n)$$, and hence a prior discrepancy sample evaluated at $$z$$ takes the form

$$\delta(\bar{z} + \Gamma^{\frac{1}{2}}\omega_n, C^{-T}\omega_p) = L^{-\frac{1}{2}}(\omega_0 + \Omega\omega_n)$$.

Given a fixed $$\omega_n$$, we sample discrepancies as $$\delta(\bar{z} + \Gamma^{\frac{1}{2}}\omega_n, C^{-T}\omega_p) = L^{-\frac{1}{2}}\omega_m$$, where $$\omega_m \sim \mathcal{N}(0, (1 + \omega_n^T\omega_n)I_m)$$ follows from taking sums and linear transformations of Gaussian random vectors. Thus, to compute $$S$$ samples of $$z$$ and $$\delta(z, \theta)$$ we apply $$L^{-\frac{1}{2}}$$ and $$\Gamma^{\frac{1}{2}}$$ to $$S$$ standard normal random vectors in $$\mathbb{R}^m$$ and $$\mathbb{R}^n$$, respectively. The resulting images of $$L^{-\frac{1}{2}}$$ are scaled by $$\sqrt{1 + \omega_n^T\omega_n}$$. This is summarized in Algorithm 1.

**Algorithm 1** Compute samples of the prior $$z$$ and discrepancy $$\delta(z, \theta)$$.

1: Input: Number of desired samples $$S$$
2: for $$s = 1, 2, \ldots, S$$ do
3: Sample $$\omega_m \in \mathbb{R}^m$$ and $$\omega_n \in \mathbb{R}^n$$ with i.i.d. standard normal entries
4: Compute: $$z_{s}^{\text{prior}} = \bar{z} + \Gamma^{\frac{1}{2}}\omega_n \in \mathbb{R}^n$$
5: $$\delta_{s}^{\text{prior}}(z_{s}^{\text{prior}}) = \sqrt{1 + \omega_n^T\omega_n}L^{-\frac{1}{2}}\omega_m$$
6: end for
7: Number of linear solves: $$\Gamma^{\frac{1}{2}}L^{-\frac{1}{2}}$$
8: $$S$$ $$S$$

5.2. Posterior discrepancy samples

To generate posterior samples, we compute $$\Gamma^{-\frac{1}{2}}z_{\ell}, L^{-\frac{1}{2}}y_{\ell},$$ and $$(\alpha L + \lambda I)^{-\frac{1}{2}}L^{-\frac{1}{2}}y_{\ell}, \ell = 1, 2, \ldots, N,$$ i = 1, 2, . . . , N, as a preprocessing step and store the resulting vectors. Similar to the prior, we simplify our analysis by specifically evaluating at the input data $$\{z_{\ell}\}_{\ell=1}^{N}$$. Recalling the decomposition (22) into $$\delta, \tilde{\delta},$$ and $$\hat{\delta}$$, and the observation that $$\hat{\delta}(z_{\ell}) = 0$$, we ignore the computation of $$\hat{\delta}$$. Realizations of $$\tilde{\delta}$$ at other inputs will be the scaled versions of the prior discrepancy.

We compute $$\delta(z_{\ell})$$ in closed form using precomputed data. Computing a sample of $$\tilde{\delta}(z_{\ell})$$ requires $$N$$ linear solves to apply $$(\alpha L + \lambda I)^{-\frac{1}{2}}, i = 1, 2, \ldots, N,$$ to random vectors, as summarized in Algorithm 2.

Note that the posterior discrepancy samples reveal the effect of $$\alpha$$ on our analysis. If the user computes $$S$$ posterior samples and observes that the data is interpolated with little uncertainty then $$\alpha$$ may be increased to put less weight on the misfit. If the samples appear more like the prior samples than the data, $$\alpha$$ can be increased to put more weight on the misfit. To generate $$S$$ samples for a new $$\alpha$$ will require recomputing $$N^2$$ solves with $$(\alpha L + \lambda I)^{-\frac{1}{2}}$$ and $$NS$$ solves with $$(\alpha L + \lambda I)^{-\frac{1}{2}}$$.

5.3. Posterior optimal solution samples

Given the computation of posterior discrepancy samples, this subsection details their propagation through $$F_p(0)$$ to get optimal solution posterior samples. We propagate posterior samples through $$B$$ and then apply $$-H^{-1}$$ to the resulting vectors in $$\mathbb{R}^n$$. Using the decomposition $$\overline{\delta} + \tilde{\delta} + \hat{\delta}$$ of the samples, we demonstrate how to efficiently apply $$B$$ to each term.

$$B\overline{\delta} \in \mathbb{R}^n$$ (25) can be formed using data that was precomputed in the posterior discrepancy sampling, along with matrix-vector products consisting of $$\nabla_{u,\bar{z}}J$$ and $$S_\ell^T$$. This cost is dominated by the matrix-vector product with $$S_\ell^T$$ which involves a linear system solve in $$\mathbb{R}^m$$. 
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To compute $B\hat{\theta}$ (26), we leverage the data from computing posterior discrepancy samples and observe that the additional cost to compute $B\hat{\theta}$ are matrix-vector products with $\nabla_u u J$ and $\bar{S}_m^T$ per sample.

Lastly, computing $B\hat{\theta}$ using (27) involves linear combinations of the vectors $\Gamma^{-\frac{1}{2}}\tilde{z}_k$ with coefficients

$$\nabla_u J\tilde{u}_k = \nabla_u JL^{-\frac{1}{2}}\nu_{N+k}.$$ 

With a naive implementation, this may be computationally intensive. However, the coefficients are normally distributed (scalar) random variables with mean 0 and variance $\nabla_u JL^{-1}\nabla_u J^T$. Accordingly, we consider the equivalent sample

$$\sqrt{\nabla_u JL^{-1}\nabla_u J^T}\Gamma^{-\frac{1}{2}}\sum_{k=1}^{n-N+1} c_k\tilde{z}_k$$

where $c_k, k = 1, 2, \ldots, n-N+1$, are i.i.d samples from a standard normal distribution. Recall that $\{\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_{n-N+1}\}$ is an orthonormal set of vectors which are orthogonal to $\mathcal{M} = \text{span}\{\Gamma^{-\frac{1}{2}}(z_{\ell} - \bar{z})\}_{\ell=2}^N$, and let $\{\tilde{z}_{1}^M, \tilde{z}_{2}^M, \ldots, \tilde{z}_{N-1}^M\}$ be an orthonormal basis for $\mathcal{M}$. Letting $P_{\mathcal{M}^\perp}$ be a projector onto $\mathcal{M}^\perp$, the orthogonal complement of $\mathcal{M}$, i.e. $P_{\mathcal{M}^\perp}\tilde{z}_k = \tilde{z}_k$ and $P_{\mathcal{M}^\perp}\tilde{z}_k^M = 0$, we sample $B\hat{\theta}$ as

$$\sqrt{\nabla_u JL^{-1}\nabla_u J^T}\Gamma^{-\frac{1}{2}}P_{\mathcal{M}^\perp}\left(\sum_{k=1}^{n-N+1} c_k\tilde{z}_k + \sum_{k=1}^{N-1} c_{n-N+1+k}\tilde{z}_k^M\right),$$

where $c_{n-N+1+k}$ are independent standard normal random variables. Since

$$\{\tilde{z}_1, \tilde{z}_2, \ldots, \tilde{z}_{n-N+1}\} \cup \{\tilde{z}_{1}^M, \tilde{z}_{2}^M, \ldots, \tilde{z}_{N-1}^M\}$$

is an orthonormal basis for $\mathbb{R}^n$, the sum over an orthonormal basis with i.i.d standard normal coefficients corresponds to rotating a Gaussian and does not change its distribution. Hence we may equivalently compute samples as

$$\sqrt{\nabla_u JL^{-1}\nabla_u J^T}\Gamma^{-\frac{1}{2}}P_{\mathcal{M}^\perp}\omega_n.$$
and the inversion of $\hat{\omega}_n$ is computing $\Gamma\omega_n$. Since $\{\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_{N+1}\}$ can be written in terms of $\{\Gamma^{-\frac{1}{2}}(z_t - \mathcal{Z})\}_{t=0}^{N}$, we use properties of orthogonal projectors to arrive at the expression to sample $B\omega$ as

$$\sqrt{\nabla_u JL^{-1}\nabla_u J^T} \left( I_n - \Gamma^{-1}\hat{Z} \left( \hat{Z}^T \Gamma^{-1}\hat{Z} \right)^{-1} \hat{Z}^T \right) \Gamma^{-\frac{1}{2}}\omega_n$$  \hspace{1cm} (28)

where

$$\hat{Z} = ((z_2 - \mathcal{Z}) \quad (z_3 - \mathcal{Z}) \ldots (z_N - \mathcal{Z})) \in \mathbb{R}^{n \times (N-1)}.$$

Since $\Gamma^{-1}z_t$, $t = 1, 2, \ldots, N$ has already been computed, we form $\Gamma^{-1}\hat{Z}$ with no additional solves, and the inversion of $\hat{Z}^T \Gamma^{-1}\hat{Z}$ is done on a $N \times N$ matrix with negligible cost. The only additional cost is computing $\Gamma^{-\frac{1}{2}}\omega_n$ for each sample. For problems where $n$ is large and $N$ is small, this provides a considerable computational savings relative to explicitly forming $\{\hat{z}_1, \hat{z}_2, \ldots, \hat{z}_{N+1}\}$.

Sampling from the optimal solution posterior is summarized in Algorithm 3. The reduced cost is a result of considerable precomputed data from the prior and posterior discrepancy sampling.

**Algorithm 3** Compute optimal solution posterior samples.

1: Input: Number of desired samples $S$
2: Compute: $L^{-1}\nabla_u J^T$
3: $B\hat{\theta}$ using (25) by applying $\hat{S}_2^T \nabla_u J$ to precomputed data
4: $-H^{-1}B\theta$
5: for $s = 1, 2, \ldots, S$ do
6: Compute: $B\hat{\theta}$ using (26) by applying $\hat{S}_2^T \nabla_u J$ to precomputed data
7: $\Gamma^{-\frac{1}{2}}\omega_n$ for a sample $\Omega_n \sim \mathcal{N}(0, I_n)$
8: $B\theta$ using (28) with precomputed data
9: $-H^{-1}(B\theta + B\hat{\theta})$
10: end for
11: Number of linear solves: $L^{-1}$ $\Gamma^{-\frac{1}{2}}$ $\hat{S}_2^T$ $H^{-1}$
12: $S$ $S + 1$ $S + 1$

6. Numerical results

We demonstrate our proposed method on an illustrative 1D control example, where model discrepancy arises from a failure to include advection, and on an application of fluid flow in 2D, where Stokes is used as the low-fidelity approximation of Navier-Stokes.

6.1. Illustrative example

A 1D steady state control problem is formulated that seeks an optimal source to achieve a target state profile. The problem is formulated as

$$\min z \; \frac{1}{2} \int_0^1 (\hat{S}(z)(x) - T(x))^2 dx + \frac{\beta_1}{2} \int_0^1 z(x)^2 dx + \frac{\beta_2}{2} \int_0^1 z'(x)^2 dx$$

where $T(x) = 50 - 30(x - 0.5)^2$ is the target, $z: [0, 1] \to \mathbb{R}$ is a source controller, $\beta_1 = 10$ and $\beta_2 = 10^{-2}$ are regularization coefficients, and $\hat{S}(z)$ is the solution operator for the diffusion equation

$$-\kappa u'' = z \quad \text{on } (0, 1)$$

$$\kappa u' = hu \quad \text{on } \{0, 1\}$$
with Robin boundary condition. Our assumption is that the diffusion model is missing physics, specifically it lacks advection. We consider the high-fidelity model to be

\[-\kappa u'' + vu' = z \quad \text{on } (0, 1)\]
\[\kappa u' = hu \quad \text{on } \{0, 1\}\]

represented by solution operator \(S(z)\). We take parameter values \(\kappa = 1, v = 0.5, h = 2\).

**Optimization**

After discretizing with linear finite elements on a uniform mesh of 200 nodes, i.e. \(m = n = 200\), we solve both high and low-fidelity optimization problems to illustrate the effect of model error, which is attributed to the missing advection term. We observe a considerable difference in the optimal sources, shown in Figure 3. Since advection moves the state from left to right, including advection in the model results in a source skewed to the left.

**Prior model discrepancy**

To define the discrepancy prior, the \(z\) covariance matrix is taken as \(\Gamma = (D_z M^{-1} D_z)^{-1}\), where \(D_z\) is the discretization of the elliptic operator \(s_z(-\epsilon_z \Delta + I)\), \(s_z = 1\) and \(\epsilon_z = 10^{-5}\), equipped with zero Neumann boundary conditions, and \(M\) is the mass matrix arising from the finite element discretization. In a similar fashion, the prior state discrepancy is taken as a zero mean Gaussian with covariance \(L^{-1} = (D_u M^{-1} D_u)^{-1}\), where \(D_u\) is the discretization of the elliptic operator \(s_u(-\epsilon_u \Delta + I)\), \(s_u = 15\) and \(\epsilon_u = 5 \times 10^{-3}\), equipped with zero Neumann boundary conditions. Our choice of prior covariances are common in PDE-constrained Bayesian inverse problems because of the interpretability of their parameters, theoretical properties of the prior samples, and computational convenience of efficient linear solves and matrix factorizations for sampling. Executing Algorithm 1, we generate prior samples which are displayed in the left and center panels of Figure 2. These samples provide a visual interpretation of the prior to assist in choosing \(s_z, \epsilon_z, s_u, \) and \(\epsilon_u\), which play an important role defining length scales in the analysis.

**Posterior model discrepancy**

We evaluate the high-fidelity model twice to generate \(N = 2\) data points \(\{z_\ell, y_\ell\}_{\ell=1}^2\). Algorithm 2 is executed, with the noise covariance \(\alpha = 0.01\), to fit the model discrepancy. The right panel of Figure 2 displays posterior samples of \(\delta\) evaluated at \(z = z_1\). Its mean is given by the black line, samples are denoted using grey lines, and the discrepancy data \(y_1\) is shown by the broken red lines.

![Figure 2: Five samples from the prior source (left panel) and prior model discrepancy (center panel). The right panel shows the posterior distribution of \(\delta\) evaluated at \(z = z_1\). Its mean is given by the black line, samples are denoted using grey lines, and the discrepancy data \(y_1\) is shown by the broken red lines.](image)

**Posterior model discrepancy**

We evaluate the high-fidelity model twice to generate \(N = 2\) data points \(\{z_\ell, y_\ell\}_{\ell=1}^2\). Algorithm 2 is executed, with the noise covariance \(\alpha = 0.01\), to fit the model discrepancy. The right panel of Figure 2 displays posterior samples of \(\delta\) evaluated at \(z_1\). We observe that the mean matches the data well and the posterior samples are concentrated around the mean. This is unsurprising given that \(S(z) - \tilde{S}(z)\) is a linear function of \(z\) and \(\alpha\) was taken small enough to encourage trust in the data. As with the prior, plotting the posterior discrepancy enables visual analysis of the user specified noise covariance \(\alpha\). If \(\alpha\) is taken too small we would see negligible uncertainty in the posterior, whereas if \(\alpha\) is taken too large we would see the posterior discrepancy mean being close to zero as the inversion puts more weight on the prior than the data. Visualizing the posterior discrepancy
provides an efficient way to tune $\alpha$ before the more computationally intensive generation of optimal solution posterior samples.

**Posterior optimal solution**

Executing Algorithm 3 to propagate the posterior model discrepancy through the post-optimality sensitivity operator, we arrive at a posterior distribution for the optimal source as shown in Figure 3. We observe that the posterior mean for the optimal solution is much closer to the high-fidelity solution $z^*$ than our nominal low-fidelity solution $\tilde{z}$. Hence using the low-fidelity optimization problem along with two high-fidelity forward solves, we are able to find a good approximation of the high-fidelity optimal solution. Furthermore, the greatest errors (difference in the posterior mean and high-fidelity solution) occur near the boundaries and this error is captured by the wider range of posterior uncertainty in those regions.

![Figure 3: Posterior distribution of the optimal source $z$. The mean is given by the black line and samples are denoted using grey lines. The low and high-fidelity solutions $\tilde{z}$ and $z^*$ are shown by the blue and broken red lines, respectively.](image)

### 6.2. Control of viscous fluid flow

In this subsection the proposed approach is demonstrated on control of viscous fluid flow. In particular, we consider the high-fidelity model to be governed by the Navier-Stokes equation and the low-fidelity mode represented by the Stokes equation. The goal is find the optimal distributed controller $z = (z_x, z_y)$ that minimizes the vertical fluid flow. The low-fidelity optimization problem is

$$
\min_z \frac{1}{2} \int_\chi \tilde{v}_y(z)^2 + \frac{\beta_1}{2} \int_\Omega (z_x^2 + z_y^2) + \frac{\beta_2}{2} \int_\Omega (||\nabla z_x||^2 + ||\nabla z_y||^2)
$$

where $\tilde{v}(z) = (\tilde{v}_x(z), \tilde{v}_y(z))$ is the velocity solution operator for the Stokes equation

$$
- \mu \nabla v + \nabla p = g + z \quad \text{on } \Omega
$$

$$
\nabla \cdot v = 0 \quad \text{on } \Omega
$$

where $\Omega = (0,1)^2$, and $\chi = (0,1) \times (0,0.5)$. The flow is driven by the effect of gravity $g = (0, 9.81)$, viscosity $\mu = 0.5$, and the inflow boundary conditions

$$
v_x(0,y) = 6y(1-y) \quad \text{and} \quad v_y(x,1) = -2 \sin(2\pi x)^2.
$$

We solve the optimization problem with regularization coefficients $\beta_1 = \beta_2 = 10^{-5}$. The high-fidelity Navier-Stokes model

$$
- \mu \nabla v + (v \cdot \nabla)v + \nabla p = g + z \quad \text{on } \Omega
$$

$$
\nabla \cdot v = 0 \quad \text{on } \Omega
$$
includes the nonlinear convective term omitted in the Stokes equation.

**Optimization**

The three state variables $v_x$, $v_y$, and $p$ are discretized with Taylor-Hood elements yielding $m = 23003$ degrees of freedom. Figure 4 displays the uncontrolled and optimally controlled solutions of the Stokes equation. The inflow from the left and above, combined with the force of gravity, produce a flow field with high downward velocity in the lower region of the domain. The speed of this flow is minimized and the efficacy of the controller is apparent from the center column of Figure 4. However, the Navier-Stokes solution evaluated at the optimal controller exhibits faster flows as shown in the left panel of Figure 7.

![Figure 4: Uncontrolled (top) and controlled (bottom) state solution for the Stokes equation. The $x$-velocity $v_x$, $y$-velocity $v_y$, and pressure $p$ are plotted from left to right.](image)

**Prior model discrepancy**

Similar to the previous example, we define the prior covariances $\Gamma$ and $L^{-1}$ as the square of the inverse of elliptic differential operators. However, to mitigate the effect of high boundary variance in the prior we follow [14] by imposing a Robin boundary condition which is optimized to reduce the boundary effect. This condition is not sufficient to completely eliminate the inflated variance near the boundary, so we complement it with a rescaling of the covariance based on a point-wise variance estimate using 100 samples. The prior controller covariance is $\Gamma = s_z^2 \left( E^{-1}_z \left( D_z \left( D_z E^{-1}_z \right)^{-1} \right)^{-1} \right)$, where $D_z$ is the discretization of the elliptic operator $(-\epsilon_z \Delta + I)$, $s_z = 13$, and $\epsilon_z = 10^{-4}$, and $E_z$ is a diagonal matrix which approximates the point-wise variance of $(D_z E^{-1}_z D_z)^{-1}$, and $M_z$ is the mass matrix for the controller discretization. Similarly, $L^{-1} = s_u^2 \left( E_u^{-\frac{1}{2}} D_u M^{-1}_u D_u E_u^{-\frac{1}{2}} \right)^{-1}$, where $D_u$ is the discretization of the elliptic operator $(-\epsilon_u \Delta + I)$, $s_u = 1$, and $\epsilon_u = 0.2$, and $E_u$ is a diagonal matrix which approximates the point-wise variance of $(D_u M^{-1}_u D_u)^{-1}$, and $M_u$ is the mass matrix for the state discretization. We omit showing prior samples for conciseness, but emphasize that the interpretably of the elliptic operator allowed for easy specification of the variance and correlation lengths to ensure that the prior is reflective of the physical characteristics of $z$ and $\delta$.

To facilitate efficient computation, especially inversion of the shifted linear systems $\alpha L + \lambda_i I$ and its square root, we compute the generalized singular value decomposition of $D_u^{-1}$ in the $M_u$ and $E_u^{-1}$ inner product, which after algebraic manipulations gives the eigenvalue decomposition of $L^{-1}$. The subsequent linear solves involving $L$ may be efficiently approximated using the truncated
eigenvalue decomposition and the error in the approximation is controlled by the rank, which we take to be 1000, ensuring a relative truncation error of $O(10^{-3})$.

Posterior model discrepancy

We evaluate the Navier-Stokes equation at the optimal Stokes controller to generate the data point $(z_1, y_1)$ to fit the model discrepancy, i.e. $N = 1$. With a setting of $\alpha = 1.0$, we solve the Bayesian inverse problem to calibrate $\delta(z)$. Figure 5 displays the posterior mean of $\delta$ evaluated at the controller $z_1$. We observe that it matches the data well, as we expect. Posterior samples to characterize uncertainty were also generated, but are not presented for conciseness.

![Figure 5: Observed data (top) and mean fit (bottom) for the state discrepancy. The x-velocity $v_x$, y-velocity $v_y$, and pressure $p$ are plotted from left to right.](image)

Posterior optimal solution

Lastly, the mean and 100 samples from the posterior discrepancy are propagated through the post-optimality sensitivity operator to produce the posterior optimal solution. To illustrate the benefit of the controller update, Figure 6 displays the optimal controller generated by solving the Stokes problem, the mean of the optimal solution posterior, and the optimal controller generated by solving the control problem constrained by the Navier-Stokes equation. Although our assumption is that the latter controller is generally not available in practice, we compute and display it here for validation. By comparing across the rows of Figure 6, we see that calibrating the discrepancy with $N = 1$ high-fidelity forward solves significantly improves the controller, particularly in the case of the y-velocity controller in the left region of the domain.

To further quantify the benefit of the controller update, Figure 7 displays the vertical velocity $v_y$ of the Navier-Stokes solution when evaluated at the Stokes optimal controller (left), the updated optimal controller (center), and the Navier-Stokes optimal controller (right). The performance improvement is significant given that it was achieved using only $N = 1$ Navier-Stokes solve to update the Stokes solution. The comparison is further quantified in Table 1 which displays the value of the objective function, evaluated using the Navier-Stokes model, for each of the controllers. The updated controller decreased the value of the objective by two order of magnitude relative to the nominal Stokes control solution, while falling one order of magnitude short of the best possible value from the Navier-Stokes optimal control solution.

Lastly, with a recognition that computing the optimal controller update is underdetermined using only one high-fidelity solve, Figure 8 displays the posterior covariance of the optimal controller. Due to its high-dimensionality, we visualize the uncertainty by performing principle component analysis.
Figure 6: Controllers acting on the \(x\)-velocity component (top) and the \(y\)-velocity component (bottom). The left column is the nominal control solution, the center column is the mean of the posterior optimal solution, and the right column is the optimal solution computed by solving the control problem constrained by the Navier-Stokes model.

Figure 7: Vertical velocity state solutions corresponding to: Navier-Stokes solve with nominal control (left), Navier-Stokes solve with updated control (center), and Navier-Stokes with optimal control (right).

Table 1: Value of the objective function \(J(S(z), z)\), where \(S(z)\) is the Navier-Stokes solution operator.

| Controller | Objective Function Value |
|------------|--------------------------|
| \(\overline{z}\) | \(3.13 \times 10^7\) |
| \(\overline{z} + F_\theta'\theta(0)\overline{\theta}\) | \(1.39 \times 10^{-2}\) |
| \(z^\star\) | \(2.24 \times 10^{-3}\) |

(PCA) on the 100 posterior samples and plot the leading four principle components (or modes). Each row in Figure 8 corresponds to a principle component, with the left column showing a histogram of the coefficient corresponding to the given mode, and the center \((z_x)\) and right \((z_y)\) columns showing the modes. The black vertical line indicates the mean of the optimal solution posterior, which is always zero since the distribution is centered. The blue and red vertical lines indicate the coefficients of the nominal Stokes optimal controller and the Navier-Stokes optimal controller, respectively, when they are centered and projected onto the PCA mode. Ideally, the Navier-Stokes optimal controller (the red line) should be in a high probability region. This is true in the leading four modes shown in Figure 8, but is not true for all of the modes. Having the Navier-Stokes solution lie outside the high probably region for some modes is unsurprising given that the distribution was calibrated using only \(N = 1\) high-fidelity forward solve.
7. Conclusion

It is common that high-fidelity models are too computationally intensive and/or the code structures are not conducive to intrusive implementations of efficient optimization algorithms, for instance, it may be difficult to implement adjoints to enable efficient derivative computations. In such cases, current practice is to construct low-fidelity models through either simplifications of the equations from physics assumptions, or reduced order modeling techniques to approximate the high-fidelity model at a lower computational cost. The low-fidelity model is used to constrain an optimization problem and its solution is assessed by evaluating the high-fidelity model a small number of times. However, these high-fidelity solves may be used for more than assessing the quality of the optimal solution. This article provides a framework which systematically uses the high-fidelity data to improve the optimal solution, without requiring any additional access to the high-fidelity solver. We have demonstrated how the optimal solution can be improved with uncertainty characterization by coupling a Bayesian approach to model discrepancy estimation with post-optimality sensitivity analysis.

Our proposed approach is computationally scalable thanks to judicious manipulations of linear algebra to enable closed form expressions for posterior samples. These efficiencies were discovered by taking a wholistic perspective which considered every aspect of the problem formulation (discrepancy representation, Gaussian prior and likelihood, post-optimality sensitivity operator, and the resulting matrix factorizations) to develop a mathematically rigorous and computationally advantageous approach. The fundamental assumption is a linear approximation of the model discrepancy to optimal solution mapping. However, as we demonstrated, this can provide considerable improvements for nonlinear PDE-constrained optimization problems with high-dimensional optimization variables.

Since we consider a Bayesian inverse problem to characterize the model discrepancy in a limited data setting, the prior distribution plays an important role in our analysis. By leveraging developments in the infinite dimensional Bayesian inverse problems literature, we have proposed a prior on the discrepancy which is interpretable and computationally efficient. The algorithm requires some user specified parameters related to length scales, smoothness, and approximation errors; however, the analysis provides clear interpretations for how these choices influence the resulting posterior distribution.

There are many potential applications of our analysis including, but not limited too, (1) using models in three spatial dimensions to improve optimal solutions computed using models in two spatial dimensions, (2) using multi-scale models to improve solutions computed using homogenized models, (3) using coupled systems to improve optimal solutions computed using only a subset of the system, and (4) using high-fidelity data from controlled experiments in place of a high-fidelity model to improve design or control strategies. Other mathematical questions regarding how and when to query the high-fidelity model also remain and are the topic of ongoing research.
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Figure 8: Representation of uncertainty in the optimal solution posterior. Principal component analysis was performed on 100 posterior optimal solution samples. The four leading principal components (or modes) are shown in the rows. The first four modes capture approximately 84% of the posterior variance. The left column is a histogram showing the magnitude of the projection of the samples (minus the posterior mean) onto the mode. The projection of the nominal, updated, and high-fidelity controllers (minus the posterior mean) are indicated by the vertical lines. The projection of the updated controller equals zero for all modes because the data was centered around it.