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Electromagnetic cavity modes in photonic and plasmonic resonators offer rich and attractive regimes for tailoring the properties of light-matter interactions. Yet there is a disturbing lack of a precise definition for what constitutes a cavity mode, and as a result their mathematical properties remain largely unspecified. The lack of a definition is evidenced in part by the diverse nomenclature in use—"resonance," "leaky mode," "quasimode," to name but a few—suggesting that the dissipative nature of cavity modes somehow makes them different from other modes, but an explicit distinction is rarely made. This perspective article aims to introduce the reader to some of the subtleties and working definitions that can be rigorously applied when describing the modal properties of leaky optical cavities and plasmonic nanoresonators. We describe some recent development in the field, including calculation methods for quasinormal modes of both photonic and plasmonic resonators and the concept of a generalized effective mode volume, and we illustrate the theory with several representative cavity structures from the fields of photonic crystals and nanoplasmonics.

INTRODUCTION

Optical cavities, and their associated cavity modes, are ubiquitous in both classical and quantum optics and they are largely responsible for the development of semiconductor cavity quantum electrodynamics (QED) and microcavity lasers. With a continuing drive towards miniaturization and nanophotonics, researchers are now exploring nanoscale cavity systems in more complex geometries, including plasmonic nanoresonators. Plasmonic systems offer an attractive alternative to dielectric cavity systems since the optical fields can be confined in much smaller geometries. For both dielectric cavity systems and plasmonic nanoresonators, rapid progress has been made over the last decade. For example, strong coupling with single quantum dots has been observed in various semiconductor cavity systems, and Belacel et al. have experimentally demonstrated control of the spontaneous emission rate of colloidal quantum dots (QDs) deterministically positioned in a plasmonic patch antennas. As a relatively new application, cavity optomechanics is a branch of cavity physics that has been developing at a tremendous rate. Theoretically, rich quantum optical regimes, such as the asymmetric Mollow triplet, have been predicted for coherently excited QD plasmonic systems, and for small separation distances between the emitter and a metal particle, the strong coupling regime has been predicted for QDs at room temperature.

In spite of the widespread use and exploitation of cavity modes, there appears to be no common consensus of a rigorous definition. Consequently, many of their mathematical properties, as currently in use throughout the literature, are ambiguous or ill-defined. The lack of a precise definition seems to be a common problem to both optical cavities and plasmonic nanoresonators as well as hybrid systems made from dielectric cavities with metal particles. Figure 1 shows two commonly studied resonant structures: (i) a planar photonic crystal cavity made from a dielectric membrane, and (ii)
a plasmonic dimer structure made from two spherical metal particles. Both of these cavity systems can significantly enhance light-matter interactions by trapping light at the cavity mode frequencies, and the physics of such light-matter interactions can, with care, be conveniently described in terms of the resonant cavity modes. But what exactly is a cavity mode? We argue that most, if not all, confusion about the cavity modes of general photonic and plasmonic resonators can be removed by a proper treatment within the framework of quasimodal modes (QNMs) \cite{39,40}. Quasinormal modes are fundamentally different from the modes of most introductory textbooks on optics; they appear as solutions to a non-Hermitian differential equation problem with complex eigenfrequencies and, consequently, many familiar concepts derived for the normal modes of Hermitian problems do not apply \cite{41–44}. The Mie resonances \cite{36,37} in dielectric microdroplets, which are also known as morphology-dependent resonances \cite{42}, are well known examples of QNMs. In general, however, all resonances with a finite quality value $Q$ can be associated with a QNM. For dielectric optical cavities, the $Q$ values quantify the leaky nature of the cavity mode. In metallic resonators, the fields not only leak out; in this case the $Q$ values are further reduced due to absorption. Although not widely appreciated in the broader nanophotonics community, QNMs have been used in modeling of complex or random lasers \cite{36,37} as well as for investigations of transmission \cite{45,46} and coupled cavities \cite{47,48} in one-dimensional photonic crystals. Moreover, QNMs have been employed by some authors as starting points for quantized theories of optical cavities \cite{49} and for studying quantum properties of dipole emitters in coupled cavity systems \cite{50,51}. Similar modes are known in electronic scattering problems where the electron states leak out, yielding so-called “Siegert states” \cite{52,53}. As optical and plasmonic cavity structures become more complicated, it is of increasing importance to have a solid grasp of the associated resonant modes.

In this perspectives article, we do not attempt to give a review of optical cavities which can be found in many excellent articles elsewhere. Rather, we describe some recent developments in the numerical calculation of QNMs and the application of these modes as a rigorous mathematical framework for understanding the electromagnetic response of resonant systems. We first provide a rigorous definition of QNMs and discuss various calculation methods as well as the non-trivial inner product used for normalization. In addition, we discuss how the QNMs differ from the normal modes of typical introductory textbooks and remark on the use of scattered fields as approximations to QNMs. Next, we elaborate on the need to introduce a generalized effective mode volume and its use in Purcell factor calculations for optical cavities, and we highlight the difficulties associated with an extension of the formalism to plasmonic material systems. Last, we discuss how a QNM approach relates to alternative modeling schemes and list a number of possible future applications of QNMs in nanophotonics modeling.

**DEFINITION AND PRACTICAL CALCULATION OF QUASINORMAL MODES**

We define the electromagnetic modes of localized resonators, be they photonic, plasmonic or hybrid, as time-harmonic solutions to the source-free Maxwell equations of the form

$$E(r, t) = E(r, \omega) \exp\{-i\omega t\}, \quad (1)$$

where the position dependent field $E(r, \omega)$ solves the wave equation

$$\nabla \times \nabla \times E(r, \omega) - k^2 \epsilon(r, \omega) E(r, \omega) = 0, \quad (2)$$

in which $\epsilon(r, \omega)$ is the position and frequency dependent relative permittivity and $k = \omega / c$ is the ratio of the angular frequency to the speed of light in vacuum. The wave equation alone, however, can never provide any meaningful definition of a mode—only by specifying a suitable set of boundary conditions do we get a differential equation problem with corresponding solutions that we might define as the modes. The choice of boundary condition should reflect the kind of physics one is trying to model. For localized resonators embedded in an otherwise homogeneous permittivity distribution $\epsilon_B = \epsilon_0^2$, the proper choice of boundary condition is the Silver-Müller radiation condition \cite{54}:

$$\hat{n} \times \nabla \times E(r, \omega) + i n_B k E(r, \omega) \to 0 \quad \text{as} \ |r| \to \infty, \quad (3)$$

where $\hat{n}$ is a unit vector in the direction of $r$. We note that Eq. (3) is also known as the Sommerfeld radiation condition, in particular for scalar fields. The use of a radiation condition turns Eq. (2) into a non-Hermitian eigenvalue problem, even if $\epsilon(r, \omega)$ is real. The eigenmodes are QNMs $f_{\mu}(r)$ with a discrete spectrum of complex resonance frequencies $\omega_{\mu} = \omega_B - i \gamma_{\mu}$, where $\gamma_{\mu} > 0$, from which the $Q$ value can be calculated as $Q = \omega_{\mu} / 2\gamma_{\mu}$. The radiation condition ensures that light propagates away from the cavity as expected for a leaky resonator, but this comes at the price of a conceptually challenging property of the QNMs, namely the fact that they diverge (exponentially) at large distances. Although not widely appreciated, this divergence is a direct consequence of the radiation condition in Eq. (3) in connection with a complex resonance frequency. In Fig. 2 we show this divergence explicitly for the metallic dimer in Fig. 1.

The QNMs can be calculated analytically for sufficiently simple structures, but in general one must use numerical methods. Although a great deal of electromagnetic mode solvers are available, most of them are not immediately compatible with the radiation condition which is defined only in the limit $|r| \to \infty$. For this reason, the use of perfectly matched layers (PMLs) is often the method of choice for practical calculations. Using PMLs, or by applying Eq. (3) at the edge of the (finite) calculation domain, the QNMs may be calculated as the solutions to Eq. (2) with typical frequency domain methods.
such as finite differences or finite elements. Another frequency domain method is the (aperiodic) Fourier Modal Method, also known as rigorous coupled wave analysis, in which the geometry is divided into subsections with known solutions. These solutions are subsequently combined to the full solution using a scattering matrix formalism, and the QNM frequencies appear as the poles of the scattering matrix. An alternative option which avoids the use of PMLs, is to calculate the QNMs from a Fredholm type integral equation in which case the radiation condition is perfectly fulfilled by construction. This approach was used to calculate the plasmon mode in Fig. [1]. A popular alternative to the frequency domain methods is based on the fact that if the mode of interest leaks relatively slowly from the cavity, then it will be the dominant field in the cavity at long times after an initial short excitation. This means that one can calculate the QNMs using time-domain approaches, such as the well-established finite-difference time-domain (FDTD) method in connection with a run-time Fourier transform for obtaining the spatial variation of a QNM at select frequencies. This approach, however, may suffer from difficulties in exciting only a single QNM, which may be of particular concern for plasmonic systems where the Q values are typically relatively low. In these cases one should thoroughly analyze the scattering spectra from different excitations to confirm that only a single mode is in the bandwidth of interest. Kristensen et al. explicitly shows that the mode profiles as calculated using FDTD with PMLs agree with the Fredholm integral equation approach, even at large distances, where the exponential divergence sets in. The fact that the eigenvalue enters in the boundary condition makes the solution of Eq. a non-linear problem, and the precise calculation of the complex resonance frequencies is a difficult numerical task in general. Mæs et al. compares solutions of a coupled cavity-waveguide system using four different electric field solvers and shows a rather large variation; in particular for the calculated Q values. Last, we note that in addition to full numerical solutions, a number of powerful approximate approaches based on generalized Fabry-Pérot models have been used for both photonic crystal cavities and plasmonic nanorods.

Because of the divergent behavior of the fields, the QNMs are non-trivial to normalize. In dispersive materials, the proper generalization of the inner product is

$$\langle \mathbf{f}_i | \mathbf{f}_c \rangle = \lim_{V \to \infty} \int_V \sigma(r, \omega) \mathbf{f}_i(r) \cdot \mathbf{f}_c(r) \, dr + i \frac{\mu_0 c}{2\omega} \int_S \mathbf{f}_i(r) \cdot \mathbf{f}_c(r) \, dS,$$

(4)

where

$$\sigma(r, \omega) = \frac{1}{2\omega} \frac{\partial(\epsilon(r, \omega) \omega^2)}{\partial \omega}.$$  

(5)

Both terms in Eq. (4) diverge, but the sum remains finite. Leung et al. introduced this useful normalization to a lossy one-dimensional cavity in 1994, which we have extended above to three-dimensional problems. Recently it was pointed out by Sauvan et al. that the use of coordinate transforms (with PMLs) can dramatically improve the evaluation of the inner product when formulated as a single integral. The question of completeness of QNMs has been proven explicitly for positions within the outermost surfaces of discontinuity of the permittivity distribution in one-dimensional systems as well as in spherically symmetric material systems. To the best of our knowledge, however, there is no proof of completeness for general permittivity distributions. Nevertheless, direct application of the formalism to non-spherical material systems result in impressively good approximations, so it seems reasonable to assume completeness also for more general geometries of practical interest. Although the question of completeness is of formal importance, in many practical applications one can always approximate the electric field using only a single or a few QNMs. The neglect of all other QNMs then by construction results in formally uncontrolled approximations, but has the important quality that the resulting expressions become physically transparent and directly amenable to analytical treatment.

As discussed above, the QNMs appear as solutions to the wave equation when imposing the Silver-Müller radiation condition. It is instructive to compare this choice of boundary condition to the typical choice in textbooks. In most introductory discussions about modes, it is customary to consider localized or (discrete) translationally invariant material systems for which Dirichlet or periodic boundary conditions are appropriate. This is the case, for example for many analyses of optical waveguides. Assuming a lossless dielectric structure, in this case the eigenvalue problem is Hermitian and the solutions are normal modes with real eigenfrequencies that we write as \( \mathbf{f}_\mu(r) \) and \( \omega_\mu \), respectively. The normal modes are typically normalized by the inner product

$$\langle \mathbf{f}_\mu | \mathbf{f}_\lambda \rangle = \int_V \epsilon(r) \mathbf{f}_\mu^*(r) \cdot \mathbf{f}_\lambda(r) \, dr,$$

(6)
where the integral is over the volume defined by the boundaries. In many applications the limit \( V \to \infty \) is taken in which case the spectrum of eigenvalues becomes continuous. Although normal modes are often used to analyze optical waveguides, it is well known that they give rise also to so-called leaky modes, which diverge at large distances in the same way as QNMs. The divergence introduces normalization problems in much the same way as for QNMs, and therefore the use of leaky modes is sometimes avoided by phrasing the entire problem in terms of coupling to normal modes of the environment. For metallic waveguides, for example, Breukelaar et al. have used a normal mode method to model the radiative spreading of surface plasmon-polariton modes into regions where the bound surface mode is cut off or radiative, and found good agreement with experiments. A similar approach is not possible for resonant cavity systems, since the QNMs are inherently leaky and there is no obvious way of defining the coupling between QNMs and the normal modes of the environment.

For completeness, we remark also on the practice of calculating resonant modes from scattering calculation by subtracting the incident field. Clearly, most scattering calculations respect the radiation condition, but the scattered field depends sensitively on the choice of excitation as we show explicitly in Fig. 3 for the case of the plasmonic dimer of Fig. 1. In addition, the use of an incident field means that the system is driven at a real frequency, so the resulting scattered field fails to show the expected divergence at large distances, as illustrated in Fig. 2 and there is no (known) meaningful way of normalizing it. Nevertheless, comparing Figs. 1 and 3 it is evident that careful scattering calculations can indeed provide an approximation to the QNM field distribution at positions close to the resonator. Assuming a single mode expansion, one can then compare to an independent numerical calculation of the optical response at a single point in space to get the correct scaling of the field, in this way circumventing the need for a proper normalization. Given the dependence of the scattered field on the excitation condition as well as the possibility of additional QNMs at nearby resonance frequencies, it is clear that such an approach requires some care.

![Figure 3](image_url)

**FIG. 3.** Absolute value of the scattered field close to the dimer in Fig. 1 when illuminated at the dipole mode resonance frequency by plane waves of unit amplitude along the \( y \)-axis (left) and \( x \)-axis (right).

### Mode Volume and Purcell Factor for Leaky Optical Cavities

Modern formulations of light-matter interaction and scattering in general material systems are often based on the electromagnetic Green tensor. The Green tensor, which is closely related to the so-called local density of states (LDOS), is the field propagator which may be interpreted as the field at \( r \) due to a point source at \( r' \). It is known analytically for certain simply geometries, but in general it must be calculated numerically; for example as the electric field response from a dipole source in either frequency- or time-domain scattering calculations. Common to all numerical calculations of the Green tensor, however, is the fact that they are rather expensive to compute for general material systems. For resonant systems, however, we expect most of the important physical processes of interest to be related to the resonant QNMs. Therefore, instead of full numerical solutions (which are often intractable), in such cases it may be both computationally and physically more appealing to formulate the light-matter interaction in terms of the QNMs, either directly or via the Green tensor. In Ref. 68, for example, a single-mode expansion of the Green tensor was used to dramatically simplify spontaneous emission calculations beyond the dipole approximation.

Two of the most common and useful metrics for characterizing the properties of optical cavities are the \( Q \) value and the effective mode volume \( V_{\text{eff}} \); a large \( Q/V_{\text{eff}} \) ratio results in enhanced light-matter interactions as typically quantified by the LDOS. Physically, we can interpret the enhancement as being due to (i) the light spending more time before leaking out of cavities with high \( Q \) values, and (ii) the electromagnetic field being enhanced when confined to small volumes. This enhancement can be exploited in numerous photonic applications, including sensing, lasing, spasing, and quantum optics.

The Purcell effect is a beautiful example of a situation in which a cavity with a large \( Q/V_{\text{eff}} \) ratio enhances the spontaneous emission rate of an atom or QD. In general, the spontaneous emission rate \( \Gamma_{q}(r, \omega) \) of a dipole emitter with orientation \( e_{\omega} \) may be enhanced or suppressed as compared to the rate \( \Gamma_{B} \) in a homogeneous medium, and the enhancement is simply the relative LDOS. In Purcell’s original paper, a modest abstract published in the proceedings of the American Physical Society meeting at Cambridge in 1946, Purcell formulated the enhanced spontaneous emission factor in a very elegant way as

\[
F_{r} = \frac{3}{4\pi^2} \left( \frac{\lambda_{c}}{n_{c}} \right)^{3} \left( \frac{Q}{V_{\text{eff}}} \right),
\]

where \( \lambda_{c} \) is the free space wavelength, and \( n_{c} \) is the refractive index at the dipole position. Purcell’s formula assumes (i) the atom is at the field maximum \( r_{c} \) and resonant with the single cavity mode of interest, and (ii) the atom (or dipole emitter) has a dipole orientation that is the same as the polarization of the cavity mode. Purcell was originally studying spontaneous emission rates...
at radio frequencies being enhanced in resonant electrical circuits, but the basic concepts of enhanced emission due to medium enhanced resonances applies to a wide range of frequencies.

The mode volume $V_{\text{eff}}$, introduced by Purcell was essentially the physical volume of the resonator. It is customary to define the effective mode volume for normal modes, $V_N^{\text{eff}}$, as

$$V_N^{\text{eff}} = \frac{(\mathbf{f}_e^* \mathbf{f}_e)}{\epsilon(r_e)} = \int_V \frac{\epsilon(\mathbf{r}) |\mathbf{f}_e(\mathbf{r})|^2}{\epsilon(\mathbf{r}_e) |\mathbf{f}_e(\mathbf{r}_e)|^2} \, d\mathbf{r}, \quad (8)$$

where the integral is over all space. This normal mode volume is a pure electromagnetic property and does not depend upon any embedded atoms or QDs. Physically, we can think of the mode volume as being a measure of the volume taken up by the normal mode. It is no exaggeration to say that Eq. (8) has been the workhorse for cavity physics for decades, but it turns out to be wrong! At least it turns out to be wrong for any cavity with dissipation and hence a finite $Q$ value. The problem with Eq. (8) when applied to leaky cavities is that it is based on the assumption that the mode is localized in space (or localized and periodic, such as for an optical waveguide mode). However, as we have already discussed, and illustrated explicitly in Fig. 2 all optical cavities have finite leakage which leads to modes that diverge in space. Consequently, the normal mode volume, as defined in (8), diverges exponentially when applied to the QNMs of cavities with a finite $Q$ value if taken at face value and integrated over all space. For high-$Q$ cavities, the divergence as a function of integration volume is (initially) rather slow, and the error in numerical calculations may in practice be small compared to errors or uncertainties in other theoretical parameters when performing the integration over typical calculation volumes. Nevertheless, the integral is in principle divergent, and one should instead use a generalized mode volume which is well defined and just as easy to calculate. Obviously, when dealing with low-$Q$ cavities or plasmonic nanoparticles this problem is much more severe and clearly a better approach is needed. By deriving the Purcell factor within a QNM picture (see Appendix A for details), one can directly arrive at the Purcell factor in Eq. (7) with an effective mode volume $V_{\text{eff}} = V_Q^{\text{eff}}$ where

$$\frac{1}{V_{\text{eff}}} = \text{Re} \left\{ \frac{1}{\nu_Q} \right\}, \quad \nu_Q = \frac{\langle \mathbf{f}_e^* \mathbf{f}_e \rangle}{\epsilon(r_e) |\mathbf{f}_e(\mathbf{r}_e)|^2}, \quad (9)$$

in which $\mathbf{f}_e^2(r_e) = \mathbf{f}_e^* \mathbf{f}_e$. This prescription provides a direct and unambiguous way of calculating the effective mode volume for leaky cavities, including (dispersive) metal nanoparticle structures, if a single mode approximation is valid (though extensions to include several modes is straightforward).

For the photonic crystal cavity in Fig. 4, we show explicitly in Eq. (9) that $V_N^{\text{eff}}$ diverges as a function of calculation domain size, whereas $V_Q^{\text{eff}}$ converges quickly to the correct value, as verified by rigorous numerical calculations. Reference [23] compares the discrepancy between the two mode volumes for various $Q$ values, showing a dramatic divergence of the normal mode volume for low-$Q$ cavities. A similar rapid convergence of $V_Q^{\text{eff}}$ was found also in Ref. [71] for both two- and three-dimensional metallic nanorods, and shows that the divergent part of a QNM does not contribute to the effective mode volume. In this way we can make a connection to the work of Snyder and Love [72], who introduced a so-called “caustic radius” to describe the cross-over region, where leaky modes of optical waveguides no longer appear like bound waveguide modes. By use of the convergence analysis for the effective mode volume one can define a caustic radius for resonant systems also, and this caustic radius may then be interpreted in a physically appealing way as the boundary marking the extent of the QNM volume.

As noted above, Eq. (7) is based on the assumption that the emitter is at the field maximum (both spectrally and spatially) and that the dipole moment orientation $\mathbf{e}_\alpha$ is parallel to the field at this point. If this is not the case, then one can make a trivial generalization by multiplying by a factor $\eta(\mathbf{r}, e_\alpha, \omega)$ to account for any deviations; this is done, for example, in Ref. [73] for dielectric cavities. In this way, the enhanced spontaneous emission rate at positions inside the cavity may be written in terms of the Purcell factor as

$$F_\alpha(\mathbf{r}, \omega) = \frac{\Gamma_\alpha(\mathbf{r}, \omega)}{\Gamma_\text{B}(\omega)} = F_\text{P} \eta(\mathbf{r}, e_\alpha, \omega). \quad (10)$$

Moreover, there is an implicit assumption in the Purcell factor that the emitter couples to a single mode only. If this is not the case, then one can still derive the proper emission enhancement within the framework of QNMs by extending the methods in Refs. [25, 59, 70] or the Appendix to include several modes. Such an approach, however comes at the expense of the simplicity of Eq. (7).

It is interesting to compare Eq. (9) to other definitions of an effective mode volume in the literature. Using a completely different approach based on the Lorentz reciprocity theorem, Sauvan et al. [74] recently derived an expression for the effective mode volume which (in the limit of non-magnetic materials) can be shown to be identical to Eq. (9). This suggests that Eq. (9) is indeed the proper generalization of Eq. (8) to leaky and dispersive cavities. For metal resonators, $\epsilon(\omega)$ is complex which adds extra trouble to the use of Eq. (8). In this case, the energy density has to be modified to account for loss and dispersion. To account for energy stored inside the metal resonator described by a Drude model, of the form $\epsilon(\omega) = \epsilon_R + i \epsilon_I = 1 - \omega_p^2 / (\omega^2 + i \omega \gamma)$, Mair introduced a modified effective mode volume for dispersive systems [75], essentially replacing the numerator in Eq. (8) by $\epsilon(\mathbf{r})(\mathbf{r} + 2 \omega q(\mathbf{r})/\gamma) |\mathbf{f}_e(\mathbf{r})|^2$. This addresses the issue of a complex permittivity, but does not rectify the integration of spatially divergent modes. A related problem was discussed by Koenderink [23], who proposed to extract off the known linear divergence of the effective
FIG. 4. Effective mode volume $V_{\text{eff}}^N$ (red dashed) and $V_{\text{eff}}^Q$ (blue solid) for the dielectric cavity in Fig. 1 as a function of height of the calculation domain $L_z$. Circles indicate reference mode volumes $V_{\text{ref}}^N$ derived from independent Green tensor calculations with estimated error bars at different domain heights. Grey shaded area shows the extend of the membrane. Figure from Ref. 25.

mode volume when using this modified energy density with computations using a scattered field solution.

**PURCELL FACTOR AND ENHANCED SPONTANEOUS EMISSION RATE FOR PLASMONIC SYSTEMS**

Although Eq. (9) provides an unambiguous and well-defined generalization of the effective mode volume to leaky and dispersive systems, this does not guarantee that the Purcell factor itself is a good approximation to the actual medium-enhanced spontaneous emission in general for plasmonic systems. A severe problem with the use of Eq. (10) for plasmonic systems derives from the fact that close to any metal surface, the LDOS diverges as $1/z^3$, where $z$ is the distance from the dipole emitter to the metal surface. This divergence is caused by nonradiative decay and ohmic losses and means that the Purcell factor cannot be correct at short distances. In the opposite regime of long distances, the exponential divergence of the QNMs means that the Purcell factor cannot be correct either. Indeed, in this limit the function $\eta(r, d, \omega)$ diverges, clearly indicating the failure of a theory based on coupling to a single mode of the distant resonator. Despite the problematic regimes at short and long distances, there is an interesting intermediate region where one can still formulate the enhanced spontaneous emission in terms of the Purcell factor in a way similar to Eq. (10), but with an additional factor to account for the background response. Although a formulation in terms of the Purcell factor is in principle possible, it is often more convenient to work with a formulation in terms of the electric field Green tensor for general calculations of light emission and propagation in plasmonic systems. In many cases, however, one can benefit greatly from an expansion of the Green tensor on a single or a few QNMs of the plasmonic resonator as this may dramatically simplify the calculations.

As an illustrative example, we analyze the Purcell effect in the vicinity of a two-dimensional metallic nanorod, which supports a well defined dipole mode with a specific polarization. A similar (three dimensional) example was recently given by Sauvan et al. using a slightly different formulation of the inner product (see also Ref. 70). For the metal, we assume a Drude model with $\omega_p = 1.26 \times 10^{16}$ rad/s and $\gamma = 7 \times 10^{13}$ rad/s. The rod has a width of 10 nm and a length of 80 nm and is located in a homogeneous space with refractive index $n = 1.5$. We consider an emitter with dipole moment along the rod axis and located 10 nm from the end facet of the rod. Figure 5 shows the near-field mode profile of the QNM as well as the resulting enhanced spontaneous emission factor as a function of frequency. Also, we show the results of independent and full numerical calculations of the relative LDOS, clearly illustrating the applicability of a single QNM approximation to capture the full non-Lorentzian lineshape in this case. We refer to Yao et al. for details of LDOS calculations using FDTD. Further details for this metal nanorod calculation are given in Ref. 70, which also extends the QNM model to short and long distances.

FIG. 5. (left) Near-field QNM mode profile $\tilde{f}(x, y; \tilde{\omega}_r)$ for a metal nanorod. (right) Enhanced spontaneous emission factor $F_y(r_y, \omega)$, at the location 10 nm above the end of a metal rod (see arrow in left figure); grey dashed is the full numerical solution and red solid is the single QNM approximation. Figure adapted from Ref. 70.

**DISCUSSION AND PERSPECTIVES**

It is certainly possible to describe optical phenomena such as spontaneous emission enhancement in cavities with a finite $Q$ value using more complicated and formal alternatives to Purcell’s formula. One option is to calculate the LDOS from an expansion on normal modes, although a proper sampling of the continuum of modes for general cavities may be difficult in practice, or from so-called asymptotic in- and out-states which are built...
from coherent superpositions of solutions to the scattering problem. In general, however, it is not obvious that such an approach would be viable for three-dimensional problems with possibly lossy and dispersive cavities or nanoresonators of practical interest. In spite of alternatives, Purcell’s original formula and the concept of an effective mode volume is physically appealing and is very often the method of choice for calculating the expected emission enhancement.

In some contexts, cavity modes are presented merely as a physically appealing interpretation of spectral resonances that should be understood more correctly as coherent superpositions of normal modes. Although this is a valid interpretation, the QNM description shows that an equally valid interpretation is that of the cavity mode as a real physical quantity. Each description has advantages and disadvantages depending on the particular physical problem, but neither should be considered more correct than the other. For the particular problem of the Purcell effect for leaky cavities or plasmonic nanoresonators, the QNM picture has the obvious advantage that only a single mode is needed, and Eq. (1) applies with $V_{\text{eff}} = V_{\text{Q}}^2$. One can in principle calculate the correct rate enhancement using a normal mode description, but this requires a continuum of modes. The distinction between normal modes and QNMs becomes important also in many hybrid systems of practical importance such as finite-sized waveguides or coupled cavity-waveguide systems. In Ref. [27], the Purcell effect and effective mode volume was computed based on a numerical Green tensor approach, although an alternative quasimode formulation would have been useful. For weak coupling between a waveguide and a cavity, a semi-analytical option is to use a rate equation approach to estimate the coupling between the modes in the cavity and the finite waveguide (both treated as normal modes). For strong waveguide-cavity coupling, however, this approach is not applicable. Again, for both weak and strong coupling, the QNM picture provides a direct and unambiguous alternative to the normal mode approach.

Last, we point towards a number of possible future applications of QNMs and pending problems for which the solutions would be of great value. In many practical applications, one will be interested not only in the LDOS but also the electromagnetic propagators between different emitters or from the emitter to the detector in the far field. In this case, too, it would be very useful to have a formulation in terms of the QNMs only. In particular, for the propagator to the far field, the divergence of the QNMs illustrates that this is a non-trivial problem. A recent proposal offers a solution to this problem by use of a Dyson equation technique for the Green tensor and also introduces a simple and accurate way of including Ohmic losses at very short distances. Another possible application is related to the so-called coupled mode theory for coupled cavity waveguide systems, which implicitly seems to rely on a description of the cavity modes as QNMs. Nevertheless, a rigorous theoretical derivation of their coupling to the (normal) modes of the waveguides is missing, and some authors seem to believe that such a theory does not make sense. Finally, we note that an interesting possible extension of the theory of QNMs would be to include the effects of a non-local material response which has recently been attracting much attention. The introduction of a non-local material response comes at the price of an extra material parameter describing the coherence length of the electron gas in the metal. Although this would suggest the introduction of an additional equation, it was recently shown that the full non-local response may be captured by a single wave equation.

**SUMMARY**

We have discussed the use of QNMs to describe resonant cavity modes for both leaky optical cavities and plasmonic nanoresonators. The QNMs behave differently to the normal modes of most text books; most notably they have complex resonance frequencies and an exponential divergence at long distances. Though fully expected for cavity systems with any finite $Q$ value, this attribute is typically ignored in most theoretical treatments which renders properties like the mode volume rather ambiguous. Nevertheless, the QNMs are exactly the same modes that are typically computed by the community so there is no added complexity in terms of computational electromagnetics associated with the formalism discussed in this article. The QNMs are physically appealing, intuitive, and can be used in efficient approximations to the electromagnetic Green tensor for use in a wide range of problems in classical and quantum optics and plasmonics using arbitrary lossy material systems. We have summarized some recent developments in the field including computational methods with associated potential pitfalls and the introduction of a generalized effective mode volume, and we have discussed how these concepts can be applied to both dielectric cavity structures and nanoplasmonic resonators.
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APPENDIX: PURCELL FACTOR DERIVATION

To derive the Purcell factor within the QNM picture we first introduce the electric field Green tensor through\cite{64,65}

$$\nabla \times \nabla \times G_0(r, r'; \omega) - k_0^2 \epsilon(r) G_0(r, r'; \omega) = i \delta(r - r'),$$

subject to the Silver-Müller Radiation condition. The Green tensor is the electromagnetic propagator and provides the proper framework for calculating light emission and scattering in general dielectric structures. In general, the relative emission rate may be expressed as\cite{65}

$$F_\alpha(r, \omega) = \frac{\Gamma_\alpha(r, \omega)}{\Gamma B(r, \omega)} = \frac{\text{Im} \{ \epsilon_\alpha G_\alpha(r, r; \omega) \epsilon_\alpha \}}{\text{Im} \{ \epsilon_\alpha G_\alpha(r, r; \omega) \epsilon_\alpha \}},$$

where $G_B(r, r'; \omega)$ is the Green tensor in a homogeneous medium with $\epsilon(r) = \epsilon_0 \epsilon_s$. For positions within the resonator, we expand the transverse part of the Green tensor as\cite{23}

$$G^T(r, r'; \omega) = c^2 \sum_\mu \frac{\tilde{f}_\mu(r) \tilde{f}_\mu(r')}{2\omega_\mu(\omega - \omega_\mu)}.$$ \hspace{1cm} (13)

The implicit assumption behind the notion of a cavity mode is that one term dominates the expansion of the Green tensor in Eq. (13) and hence that the expansion can be approximated by this term only. The Purcell factor may be viewed as the single mode limit of the relative decay rate in Eq. (12), evaluated at the field maximum $r_c$ and at the resonance frequency $\omega = \omega_c$. Starting from Eqs. (12) and (13) with just a single term, and noting that $\text{Im} \{ G(r, r; \omega) \} = \text{Im} \{ G^T(r, r; \omega) \}$, we have

$$F_p = \frac{6\pi c}{n c_0 \omega_c} \text{Im} \{ \epsilon_c G(r_c, r_c; \omega_c) \epsilon_c \}$$

$$= 3\pi c^3 n_0 \omega_c \frac{\text{Im}}{\omega_c \gamma_c} \left( \frac{\tilde{f}^2(r_c)}{\omega_c} \right),$$

where we have discarded a small term $(\gamma_c)^2$. We define

$$\epsilon_\alpha(r_c) \tilde{f}^2(r_c) = \epsilon_\alpha(r_c) \tilde{f}^2(r_c) = \frac{1}{\langle \langle \tilde{f}^2 \rangle \rangle} = \frac{1}{\nu_Q},$$

where $\nu_Q = \frac{\omega_Q^2}{\gamma_c} + i \nu_Q^1$. Using $Q = \omega_c/2\gamma_c$ and $\epsilon(r_c) = \epsilon_0 \epsilon_s$, we can write the Purcell factor as in Eq. (7) with $V_Q$ as given in Eq. (19). In the general case, where the emitter is spatially or spectrally detuned, or where the orientation of the dipole moment is different from the field, one can use a straightforward generalization of the above approach to write the (generalized) Purcell factor as in Eq. (10).
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