Abstract—In this work, we propose a novel Generative Adversarial Stacked Autoencoder that learns to map facial expressions with up to ±60 degrees to an illumination invariant facial representation of 0 degrees. We accomplish this by using a novel convolutional layer that exploits both local and global spatial information, and a convolutional layer with a reduced number of parameters that exploits facial symmetry. Furthermore, we introduce a generative adversarial gradual greedy layer-wise learning algorithm designed to train Adversarial Autoencoders in an efficient and incremental manner. We demonstrate the efficiency of our method and report state-of-the-art performance on several facial emotion recognition corpora, including one collected in the wild.

Index Terms—Emotion Recognition, Facial Pose Normalization, Generative Adversarial Networks, Illumination Invariance, Generative Adversarial Stacked Autoencoders.

I. INTRODUCTION

Facial expression recognition continues to be of great interest in the machine learning community due to the many challenges it presents. Many works in the literature have proposed a variety of models that produce state-of-the-art accuracy on various facial expression corpora collected in controlled environments. However, most of these models are unable to deal with non-frontal facial expression images or with drastic changes in the environment, such as different lightning conditions. This is evident on models trained on data with nonuniform conditions collected in the wild [1], for which state-of-the-art is significantly lower than on datasets taken in controlled environments. This is partly due to the fact that in non-frontal faces —i.e. faces with pose greater than 0 degrees —much of the information essential for emotion recognition is nonexistent. Moreover, the more variations in facial pose the larger the data distribution, and the more difficult for a neural network to provide good generalization due to the high dimensional search space. In addition, for real-time emotion recognition in unconstrained environments, it is difficult to obtain images without facial pose. In this work we introduce a model that explicitly addresses facial pose and illumination invariance. The proposed model can deal with faces with a facial pose of up to ±60 degrees and several degrees of illumination. Our main contributions can be summarized as:

- a novel deep Generative Adversarial Stacked Convolutional Autoencoder model that learns to map faces with facial pose of up ±60 degrees to 0 degrees representations.

- a hybrid deep learning layer employing convolutional filters to retain spatial information and learn salient features, and fully connected units shared across the depth dimension to facilitate the reduction of facial pose.

- a convolutional layer with reduced number of parameter that exploits facial symmetry and learns from only one half of the face.

- a gradual greedy layer-wise algorithm for Generative Adversarial Autoencoders.

- an illumination and pose invariant emotion recognition classifier that produces state-of-the-art classification performance in images taken in both controlled and unconstrained environments.

We also show the difference of training for pose invariance only and for pose and illumination invariance. Our model is tested on several empirical facial expression datasets as well as on one collected in the wild.

II. RELATED WORKS

Deep neural networks are known to be difficult to train. This was particularly true before the introduction of several regularization techniques [2] in recent years, and before Batch Normalization [3]. Before such techniques existed, pre-training models was often a preferred choice for deep models over random initialization. Autoencoders [4] are suitable for such tasks given that they are trained in an unsupervised fashion, overcoming constrains imposed by lack of labelled data.
Autoencoders learn an encoder function $f$ that maps an input image $x$ to a hidden representation $h = f(x)$, and learn a function $g$ that maps $h$ to a reconstruction $y = g(f(x))$ where $y$ is an approximation of $x$. However, in recent works, it has been established that the target reconstruction does not need to be the same as the input $x$ to the autoencoder. This is supported by the theory that to be useful, an autoencoder should only learn an approximation of the target reconstruction and not an identity function that replicates it.

In principle this establishes that the input and target vectors in an autoencoder do not need to be the same, and therefore we can learn a function that maps an input from a given distribution to a target that lies in a different distribution. Autoencoder can also be trained in a greedy layer-wise (GLW) fashion which has proven to be more effective than joint training.

Generative Adversarial Autoencoders [9] are some of the latest autoencoder models that follow the trending popularity of Generative Adversarial Networks (GANs) [10]. GANs are composed of two networks: a generative model $G$ and a discriminator model $D$. Both models are trained by playing a min-max adversarial game where the discriminator model tries to determine if a given sample is from the generator or the dataset. In contrast, the generator maps samples $z$ from a prior distribution $p(z)$ and maps it to the data space. Generative Adversarial Autoencoders follow a similar approach where the generator is an autoencoder that maps an input $x$ to a latent representation $z$ that lies in an aggregate posterior distribution $q(z)$ and back to a reconstruction $y$ which is an approximation of $x$. The discriminator network in this framework attempts to determine if a sample has been drawn from a prior distribution $p(z)$ or from the latent distribution $q(z)$.

Although GANs are mainly used for data synthesis, some works have explored their use in classification [11]. For emotion recognition, works employing GANs mainly focus on using GANs for data augmentations, whether in emotion recognition from speech [12] or from facial expressions [13], [14]. Most other works focus on generating data, but do not explore emotion recognition. Such works include multipose face recognition [15], [16], or facial expression image completion [17].

Some works attempt to deal with some of the common challenges in emotion recognition, such as, illumination invariance. Contemporary attempts to address illumination invariance in the domain of facial expression recognition include the use of noise injection [4], blurring images with Gaussian filters [18], a combination of histograms, principal component analysis (PCA) and discrete cosine transforms [19], or complex models [18], [20] and very deep CNN architectures [21].

To the best of the knowledge of the authors, although many works target pose invariant face recognition, no existing work focuses on pose invariant facial expression recognition.

In this work we normalize facial pose $\varphi$, where $|\varphi| > 0$ to frontal images 0 degrees pose. We also normalize images with relative luminance $Y$ to a target luminance $\mu$. Considering that autoencoders allow us to learn a mapping from an input image to a target image that does not necessarily lie in the same distribution, they are suitable for this task. This in effect means that we are interested in imposing a distribution on the input data to produce reconstructions that resemble the desired target. Adversarial autoencoders can facilitate this task as they uniformly impose a data distribution on the code vector, i.e. the hidden representation produced by the encoder element, to generate realistic reconstructions. Moreover, adversarial autoencoders are designed to produce very realistic reconstructions.

### III. GENERATIVE ADVERSARIAL STACKED CONVOLUTIONAL AUTOENCODERS

![Fig. 1: Visualization of the first shallow autoencoder in the GASCA model.](image)

We introduce the Generative Adversarial Stacked Convolutional Autoencoders (GASCA) framework. Just like in conventional adversarial autoencoders, in a GASCA model, the discriminator attempts to tell whether a sample comes from the training dataset or if it is a reconstruction produced by the autoencoder.

Let $x_\varphi$ be a sample from the data distribution $p_d(x_\varphi)$ and $x_\mu$ the sample from the data distribution $p_d(x_\mu)$ used as the desired target reconstruction. The autoencoder $G$ model learns to map $x_\varphi$ to a latent space $z$, note that this is not an aggregate posterior as in conventional adversarial autoencoders, and back to a reconstruction $y$ that resembles $x_\mu$ and lies in the distribution $q(y)$. The discriminator $D$ attempts to differentiate between $y$ and $x_\mu$.

In the conventional adversarial autoencoder framework [9] a distribution $p(z)$ —often a Gaussian distribution—is imposed on $q(z)$ by estimating the divergence between $q$ and $p$. This imposition can be used to produce reconstructions with specific features. However, in this work, the objective is to produce reconstructions that are as close as possible to the desired target image $x_\mu$. Consequently, instead of imposing random noise on the hidden representation vector, the GASCA model imposes $p_d(x_\mu)$ on $q(y)$ in the following way:

$$q(y) = \mathbb{R}_{x_\mu} q(y|x_\mu) p_d(x_\varphi) dx_\mu$$

(1)

With this formulation, the discriminator model $D$ is optimized to rate samples from $p_d(x_\mu)$ with a higher probability, and samples from $q(y)$ with a low probability. Formally this is defined as:

$$\nabla_{\theta_D} \frac{1}{m} \sum_{i=1}^{m} \left[ \log D(x_\mu^{(i)}) + \log \left(1 - D(G(y^{(i)}))\right) \right]$$

(2)
where \(x_\mu\) is an input image and \(x_\varphi\) is the target reconstruction image. Note that since \((x_\varphi = x_\mu)\) is not necessarily true, the discriminator \(D\) is not guaranteed to see the input to \(G\).

The objective of the autoencoder model \(G\), which in turn plays the role as the generator, is to convince the discriminator \(D\) that a sample reconstruction \(y\) was drawn from the data distribution \(p_d(x_\mu)\) and not from \(q(y)\). This optimization is done according to:

\[
\nabla_{\theta_d} \frac{1}{m} \sum_{i=1}^{m} \log \left(1 - D(G(y^{(i)}))\right)
\]

(3)

Furthermore, since GANs are known to be difficult to train due to their sensitivity to hyper-parameters and parameter initialization which often leads to mode collapse, the GASCA model is trained in a GLW fashion. However, since the greedy nature of GLW leads to error accumulation as individual layers are trained and stacked \([5]\), we build on the gradual greedy layer-wise training algorithm from \([5]\) and adapt it for adversarial autoencoders. Accordingly, we introduce the GAN gradual greedy layer-wise (GANGGLW) training framework and formally define it in Algorithm [7].

Algorithm 1: Given a training set \(X\) and validation set \(\tilde{X}\) each containing input images \(x_\varphi\) and target images \(x_\mu\), \(m\) shallow autoencoders, an unsupervised feature learning algorithm \(L\) — see Algorithm [2] — which returns a trained shallow autoencoder and a discriminator model, and a fine-tuning algorithm \(T\) — see Algorithm [3] — train \(D^1\) and \(G^1\) jointly with raw data and add them to their corresponding stacks \(G\) and \(D\). For the remaining autoencoders and generator models:

1. \([G^1, D^1] \leftarrow L(G^1, D^1, X, \tilde{X})\)
2. \(G \leftarrow G \circ G^1\)
3. \(D \leftarrow D \circ D^1\)
4. for \(k = 2, \ldots, m\) do
5. \([\xi, \delta] \leftarrow D\)
6. \([X_\varphi, \tilde{X}_\varphi] \leftarrow \xi(X, \tilde{X})\)
7. \([G^k, D^k] \leftarrow L(G^k, D^k, X_d, \tilde{X}_d)\)
8. \(G \leftarrow G(k) \circ G\)
9. \(D \leftarrow D(k) \circ D\)
10. \(G \leftarrow T(G, X, \tilde{X})\)
11. \(X_\varphi \leftarrow G(x_\varphi)\)
12. \(D \leftarrow T(D, \{X_\varphi, x_\mu \subset X\})\)
13. end for
14. return \(G, D\)

By fine-tuning \(G\) and \(D\) in Algorithm [1] we avoid error accumulation from one layer to the next and reduce the required number of fine-tuning steps for deeper layers. However, in the special case where the input and target images are significantly different, GANGGLW is not very compatible with Convolutional Neural Networks (CNNs). CNNs are designed to retain spatial information through filter kernels, whereas in GANGGLW the input and target reconstruction images are not always the same and as such spatial information often needs to be shifted or transformed, or partially ignored. For this reason, and since in our experimental setup we are trying to normalize facial pose, we introduce ConvMLP layers in the next section.
In this formulation of ConvMLP layers, during the forward pass, the weight matrix $W$ is used to shape every feature map produced by the convolution operation and is updated only once using backpropagation. Sharing this layer across the third dimension—not taking into account the batch dimension for simplicity—its weight matrix is many orders of magnitude smaller than without weight sharing. This also ensures that the shifting layer learns to shift all the features highlighted in every feature plane in the same manner. Notice in Figure 2 how the pixels on the second feature map are at a different location.

In addition to ConvMLP layers, and in order to support the pose invariant training approach and models presented in this work, a second convolutional layer is introduced here. This novel layer, referred to as HalfConv hereafter, exploits facial symmetry present in face images with an estimated pose of zero degrees. HalfConv layers slice the input vector vertically in half. The half containing all the facial features belonging to the left side of a face is then used as input for a convolutional layer that has half the number of parameters than an empirical convolutional layer. The resulting feature map is then simply mirrored across the $y$ axis.

When applied to face or facial expression images, HalfConv layers give up some important information on the right edge of the input image, which in effect corresponds to the features in the middle of a face. This is due to the nature of the convolution operation, which convolves a kernel across an input image, resulting in a feature plane with smaller dimensions than the input image. For this reason, HalfConv layers enforce zero padding $p$ on right side edge of the input image to allow the filter kernel to capture the features closer to the edge. Their output is then defined by:

$$C(i, j) = (I * K)(i, j) = \sum_m \sum_n I(m, n)K(i - m, (j + p) - n)$$

where $p = \frac{p}{2} + 1$. Then every resulting feature plane is reflected over the $y$ axis, resulting in a full image. Note that padding $p$ is enforced to avoid losing features at the edges of the image.

The main advantage offered by HalfConv layers is the reduced number of learnable parameters, which in effect results in easier and faster training. Because the only extra operation required by this layer is simply mirroring a feature vector vertically, HalfConv layers are significantly less computationally expensive than empirical convolutional layers. Furthermore, because this layer only deals with frontal faces, there is no need to employ any shifting neurons. Note that these layers are only suitable for cases where symmetry is existent in the input image or is desired in the resulting feature plane. Therefore, in the GASCA model, these layers are only used when $\alpha = 0$.

V. UNSUPERVISED FEATURE LEARNING

We train two Generative Adversarial Stacked Convolutional Autoencoders, one to normalize facial pose (GASCA$_1$) and another to normalize facial pose and illumination (GASCA$_2$). We train both models using the GANGGLW training method.
introduced earlier. We train each shallow autoencoder to gradually reduce facial pose, or keep it the same if it is already smaller than the desired target. This process is repeated until reaching a facial pose of 0 degrees. Effectively, the search space for the upper layers is greater than that of the deepest layer, which only has to learn one facial pose of 0 degrees.

For the GASCA2 model we incorporate illumination invariance normalization training by taking images with disproportionate degrees of illumination and reconstructing them as images with good illumination: good illumination is determined by their relative luminance \( Y \) as done by [5].

We employ the MultiPie dataset [22] to train these models given that it contains facial images with multi-pose and multi-illumination.

The training dataset is built according to:

\[
x_\mu = \begin{cases} 
  x_{\varphi-d}, & \text{if } 0 < \alpha < \varphi \\
  x_{\varphi+d}, & \text{if } \varphi < \alpha < 0 \\
  x_\varphi, & \text{if } |\varphi| \leq |\alpha|
\end{cases}
\]

where \(-60 \leq \varphi \leq 60\), \(\alpha\) denotes the desired target pose, \(\alpha \in \{0, \pm 15, \pm 30, \pm 45\}\), and \(d\) denotes the change in pose by degrees: 15 degrees in this work. Each subset is further split into 70% training and 30% validation subsets.

For the GASCA2 model, since every image in the MultiPie dataset has 19 copies with different levels of relative luminance, we measure their cumulative relative luminance and pick the image closest to the mean as the target reconstruction for all others.

Since \(\alpha \in \{0, \pm 15, \pm 30, \pm 45\}\), we design the GASCA models with three ConvMLP layers and one HalfConv Layer for the encoder element. ConvMLP layers use \(5 \times 5, 3 \times 3, 3 \times 3\) filter kernels and 100 hidden units for the shifting units. The decoder element only uses deconvolutional layers to force the encoder to learn a downsampled pose invariant hidden representation, since we fine-tune it later on to do classification. Accordingly, every shallow autoencoder is trained on a single target pose. For instance, subset \(A_1\) contains all the images with \(\{0, \pm 15\}\) degrees, \(A_2\) contains all images at angles \(\{0, \pm 15, \pm 30\}\), thus \(A_1 \cap A_2\).

Every shallow autoencoder in the GASCA models is trained for 100 and fine-tuned for 20 epochs. \(G\) is optimized using ADAM [23], whereas \(D\) employs SGD with Nesterov momentum. The initial learning rates for each individual shallow autoencoder in \(G\) were set to \(\lambda \in \{0.1, 0.3, 0.5, 0.7, 0.75\}\). Since \(D\) learns faster than \(G\), the shallow autoencoders employ smaller learning rates: \(\lambda \in \{0.01, 0.03, 0.5, 0.07\}\). During fine-tuning, the stacks \(G\) and \(D\) use a learning rate of 0.001. This combination of hyper-parameters provided the best results for both models.

VI. Pose Invariant Reconstruction Results

The novel pose invariant Generative Adversarial Stacked Convolutional Autoencoder models proposed in this work are trained to gradually reduce facial pose using GANGGLW training. As it can be observed in Figure 3 the pose and illumination invariant GASCA2 model manages to reduce facial pose in facial images with an estimated pose of up to \(\pm 60\) degrees. It also produces reconstructions with similar illumination.

It can also be observed that on the images with pose of \(\pm 60\) degrees half of the face is not visible, yet the pose invariant model manages to fill in the missing information, and more importantly keeps the shape of facial shapes which are important for emotion recognition: eyes, eyebrows, mouth, nose, cheeks, among others. Nonetheless, the greater the pose in \(x_\varphi\) the poorer the quality of the reconstruction \(y\). This is justified by (i) the fact that the model has to compensate for missing information, (ii) the fact that only one layer is trained specifically to deal with that particular facial pose, (iii) the smaller the pose the more the images get seen by every layer in \(G\) during training, and (iv) increased network depth.

If the shallow autoencoder at step \(k = 1\) fails to learn a pose invariant feature vector, the shallow autoencoder at step \(k = 2\) will struggle even more to learn a pose invariant feature vector, and so forth. GANGGLW greatly helps to address this issue by allowing inter-layer fine-tuning, which helps strengthen the weight connections between \(D^k\) and \(D^{k+1}\).

One of the main remarks observed in the reconstructions is that although these retain all the important salient features, they are visually different than the input images. These reconstructions could be improved by unsupervised fine-tuning of \(G\) for a significantly longer number of epochs. Likewise, secondary methods such as super resolution CNNs [24] could be used to improve the visual quality of the reconstructed images. However, because the objective of this research is to only learn a pose invariant feature vector \(z\) that can be used for emotion recognition, the quality or resolution of the reconstructions is trivial.

One of the main advantages offered by ConvMLP layers is that the number of shifting neurons can be adjusted as needed. In the GASCA models, every ConvMLP layer only employs 100, which are enough to reposition facial features and eventually reduce facial pose. Another advantage offered by ConvMLP layers is that they can be used for dimensionality
reduction by mapping a feature plane to a smaller feature plane. Although, this is not evaluated in this research.

As illustrated in Figure 3, the reconstructed images also do not have a horizontal line diving the face in two, as it would be expected due to the use of HalfConv layers. When visualizing the feature planes produced by these layers, the line is somewhat visible. However, because in the final stack \( G \) this layer is followed by all the layers in the decoder stack of \( G \), and since the line is not visible in the target reconstruction images, it vanishes during fine-tuning.

We did not notice significant differences between the reconstructions of both GASCA\(_1\) and GASCA\(_2\) models. However, the reconstruction loss for the latter was marginally smaller and as seen in the next section it generalizes better.

### VII. Pose and Illumination Invariant Emotion Recognition

Once a GASCA model is trained and fine-tuned for reconstruction, it can be used as a generic feature extractor for facial expression images. However, it can only provide feature vectors that are pose and illumination invariant but that do not necessarily discriminate between different emotions. Therefore, we fine-tune the encoder element of \( G \) for classification. We discard both the discriminator model \( D \) along with the decoder element \( g_D \) of the generator \( D \) and attach a classification layer to the encoder.

The pose invariant GASCA\(_1\) model is used to initialize a classifier model, CNN\(_1\), which is fine-tuned and tested on the KDEF corpus \([25]\). This dataset contains frontal and images at \(\pm 45\) degrees. No other publicly available datasets with multiple poses have facial expression labels.

The pose and illumination invariant GASCA\(_2\) model is used to initialize a second classifier, CNN\(_{2b}\). This model is also fine-tuned and tested on the KDEF corpus.

In addition, in an attempt to test the robustness of our proposed methodology, we use GASCA\(_2\) to initialize a third model CNN\(_{2b}\). However, due to the lack of publicly available data taken in realistic environments with multi-pose and varying illumination, as well as labels for the emotions being expressed, we build a large dataset composed of the CK\(^+\) \([26]\), JAFFE \([27]\), KDEF \([25]\), and FEEDTUM \([28]\) corpora. We refer to this corpus as combined facial expressions (CFE). Note that because, as later discussed, we obtain over 99.6% on this corpus, this model is evaluated on completely novel data: the entire NAOFaces corpus \([29]\). This set has total of 196 images collected in unconstrained environments. Participants were 28 males and 7 females between ages 18 and 55 from at least five different ethnic backgrounds.

As opposed to empirical CNN classifier models which employ a fully connected layer after the last convolutional layer, the classifiers in this work map the resulting feature planes produced by the last convolutional layer, which is a HalfConv layer, directly to an output SoftMax layer for classification, as done in \([30]\).

The CNN\(_1\) and CNN\(_{2b}\) models are fine-tuned for 10 epochs and, because the CFE corpus has more images, CNN\(_{2b}\) is only fine-tuned for two epochs. Since the stacked autoencoders are optimized using ADAM, all classifiers are fine-tuned also using ADAM and a learning rate of 0.01. Using a different optimizer like SGD for fine-tuning would lead to the gradients changing drastically and require a longer fine-tuning process.

### VIII. Pose Invariant Emotion Recognition Results

As can be observed in Table II, the pose invariant model, CNN\(_1\), obtains a classification performance of 96.81%. In contrast, the pose invariant model that also incorporated illumination invariance obtains a state-of-the-art classification rate of 98.07%. The main differences in performance are observed for classes: surprise, Fear, and Angry, whereas both CNN\(_1\) and CNN\(_{2b}\) obtained the same classification accuracy for the remaining classes. Because both models are trained using a relatively similar approach, it is hypothesized that these discrepancies in classification performance are due to these three classes containing more images with varying image luminance, thus the pose and illumination invariant model is able to generalize better.

The CNN\(_{2b}\) model is evaluated on the NAOFaces corpus and achieves 81.36% accuracy. This is significantly lower than the performance of the other models on the KDEF corpus. We attribute this lower performance to the fact that the NAOFaces contains images that are substantially more difficult, i.e. people with glasses, at different poses, and different ethnicity. Moreover, this model was not fine-tuned on any images from this corpus. This theory is further supported by the fact that when we split the CFE corpus 80% training and 20% testing, we obtain 99% on the test set.

One important observation in Table II is that, when looking at the misclassified images for a given class, on average 40% of them are frontal images, i.e. images with zero degrees pose, and the remaining 60% are those with a pose. However, because the ratio of images with a facial pose is 2:1 compared to those without one. This means that on average, more images without facial pose are misclassified. These results and observations are of great importance given that they support the pose invariant pretraining approach presented in this work. Another observation is that not a single image from the other classes was confused with Neutral. This particular score is significant taking into account that all emotions derive from a neutral state, often resulting in low precision scores.

Despite the good performance offered by the CNN\(_{2b}\) on the NAOFaces corpus, the classification performance offered by this model is not ideal. This is attributed to one major factor: cultural differences. Because the model was trained solely on images from Caucasian people, the model has never learned to adjust to cultural difference. The NAOFaces corpus contains images of people from at least five different backgrounds including: Asian, Arab, Black, Irish and Hispanic, among others unrevealed ones. In effect, because people from different ethnic backgrounds express emotions differently \([31]\).
TABLE I: (left) Classification performance (96.810%) of the CNN1 model on the KDEF corpus pretrained for pose invariance. (right) Classification performance (98.070%) of the CNN2a model on the KDEF corpus pretrained for pose and illumination invariance.

| A  | D  | F  | H  | N  | Sa | Su |
|----|----|----|----|----|----|----|
| A  | 94.44 | 1.59 | 1.59 | 0.00 | 0.79 | 1.59 | 0.00 |
| D  | 0.00 | 97.60 | 0.00 | 0.00 | 2.40 | 0.00 |
| F  | 0.00 | 0.79 | 89.68 | 0.79 | 0.00 | 3.97 | 4.76 |
| H  | 0.00 | 0.00 | 0.00 | 100.00 | 0.00 | 0.00 |
| N  | 0.00 | 0.00 | 0.00 | 0.00 | 100.00 | 0.00 | 0.00 |
| Sa | 0.79 | 0.79 | 0.00 | 0.00 | 0.00 | 98.41 | 0.00 |
| Su | 0.00 | 0.00 | 2.42 | 0.00 | 0.00 | 97.58 | 0.00 |
| A  | 96.83 | 0.79 | 1.59 | 0.00 | 0.00 | 0.00 | 0.00 |
| D  | 0.00 | 97.60 | 0.00 | 0.00 | 2.40 | 0.00 |
| F  | 0.00 | 0.79 | 93.65 | 0.79 | 0.00 | 2.38 | 2.38 |
| H  | 0.00 | 0.00 | 0.00 | 100.00 | 0.00 | 0.00 |
| N  | 0.00 | 0.00 | 0.00 | 0.00 | 100.00 | 0.00 | 0.00 |
| Sa | 0.79 | 0.79 | 0.00 | 0.00 | 0.00 | 98.41 | 0.00 |
| Su | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 100.00 | 0.00 |

TABLE II: Classification performance (81.36%) of the CNN2b model on the NAOFaces corpus.

| A  | D  | F  | H  | N  | Sa | Su |
|----|----|----|----|----|----|----|
| A  | 92.86 | 7.14 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| D  | 8.33 | 75.00 | 8.33 | 0.00 | 8.33 | 0.00 |
| F  | 9.09 | 0.00 | 81.81 | 0.00 | 0.00 | 9.09 |
| H  | 0.00 | 0.00 | 0.00 | 100.00 | 0.00 |
| N  | 3.85 | 0.00 | 3.85 | 15.38 | 57.69 | 11.54 | 7.69 |
| Sa | 9.09 | 0.00 | 18.18 | 0.00 | 0.00 | 72.72 | 0.00 |
| Su | 0.00 | 0.00 | 10.53 | 0.00 | 0.00 | 89.47 | 0.00 |

TABLE III: Classification performance comparison on the KDEF corpus: ResNet-34 —state-of-the-art classifier; CNN1 —pose invariant classifier proposed; CNN2a pose and illumination invariant classifier proposed.

|        | ResNet34 | CNN1       | CNN2a      |
|--------|----------|------------|------------|
| A      | 84.12%   | 94.44%     | 96.82%     |
| D      | 85.60%   | 97.60%     | 97.60%     |
| F      | 73.81%   | 89.68%     | 93.65%     |
| H      | 98.41%   | 100.00%    | 100.00%    |
| N      | 90.40%   | 98.41%     | 98.41%     |
| Sa     | 84.92%   | 98.41%     | 98.41%     |
| Su     | 95.16%   | 97.84%     | 100.00%    |
| Total  | 87.42%   | 96.81%     | 98.00%     |

The classifier should be trained with images of participants from a wide range of ethnic backgrounds and cultures.

IX. COMPARISON AGAINST STATE-OF-THE-ART

We now compare our methodology to contemporary state-of-the-art methods on the KDEF corpus. Due to the lack of contemporary work designed explicitly for pose invariant emotion recognition, the methods proposed in this work are compared against one of the most common and state-of-the-art classifiers: a ResNet [30]. Accordingly, a ResNet-34, i.e. with 34 parametrised layers, is trained using SGD, a momentum of 0.9 and learning rate of 0.1. This model is trained for 100 on the training subset of the KDEF corpus and achieves an accuracy rate of 87.42% on the test subset, as illustrated in Table [III]. Note that even though the authors of [8] report 92.52% on the KDEF corpus, those results are only reported on frontal faces without facial pose. On the contrary, all the models in this section are evaluated on images with multiple poses, hence the marginally lower performance of the ResNet model.

As seen in Table [III], the pose and illumination invariance model, CNN2a, outperforms the state-of-the-art classifier ResNet-34 model by over 10%. Similarly, it outperforms CNN1 marginally, supporting the pose and illumination invariant training approach. The pose invariant GASCA models also have an exponentially smaller number of parameters compared to the ResNet-34 model.

The novelty of this work also arises from combining greedy layer-wise training with adversarial learning. Generative Adversarial Autoencoders are trained jointly as opposed to layer-wise. They impose a random distribution \( p(z) \) on the distribution \( q(z) \) produced by the encoder element of \( G \), and use the resulting aggregate posterior distribution is mapped to reconstruction \( y \). The discriminator \( D \) tries to guess if the sample was drawn from \( q(z) \) or \( p(z) \). The GASCA models do not use a random distribution and instead use the reconstruction \( y \) produced by forward propagating \( x \) through \( G \), along with the target image \( x_p \) as input for the discriminator. The generator \( G \) is optimized to reduce the distance between \( y \) and \( x_p \). By fine-tuning the stacks \( G \) and \( D \) at every step \( k \), both models become better at their respective job. By improving the ability of \( D \) to differentiate between \( y \) and \( x_p \), \( G \) is forced to produce remarkable reconstructions and learn an encoder function that produces downsamples pose invariant feature vectors.

In terms of work on pose reductions, a similar model was proposed by [32]. However, the authors focused on face detection and their model does not make use of Convolutional Autoencoders and instead uses MLPs, which are prone to overfitting when applied to this problem. Furthermore, because their model does not take into account spatial information, it is unable to retain salient features that are essential for emotion recognition. Whereas the GASCA models are able to retain facial features, or compensate for missing information when this is not present in the image. Additionally, the GASCA2a model also takes into account illumination and produces an illumination and pose invariant feature vector.

X. CONCLUSIONS AND FUTURE DIRECTIONS

This work has introduced a novel pose and illumination invariant facial expression recognition model. A CNN classifier is pretrained as a Generative Adversarial Stacked Convolutional Autoencoder in a gradual greedy layer-wise semi-supervised fashion. The GASCA model learns to map an input
image containing a face, with an estimate pose $\varphi$, to a hidden representation $z$ with an estimated pose of 0 degrees. Once the GASCA model is trained, the encoder element is used to initialize a CNN model which is fine-tuned for classification.

The outstanding performance of the GASCA models is derived from four concepts: (i) our GANGGLW training method (ii) the ConvMLP layers with shifting neurons, (iii) the HalfConv layers which take exploit of facial symmetry, and (iv) multi-pose facial expressions data. Our pose and illumination invariant method produces state-of-the-art classification performance on multi-pose facial expression corpora. Moreover, the GASCA model produces reconstruction with very small errors and is able to generalize on unseen data.

The success of the pose invariant models is in part due to ConvMLP layers, which learn salient features and shift them as needed to reduce facial pose. HalfConv layers also play an important role as they reduce the number of learning parameters. HalfConv layers were inspired by the model presented by [33], which splits the input images in half to simplify feature learning.

To the best of the authors’ knowledge, this is the first approach that combines a greedy layer-wise training method with adversarial learning. This is also the first approach to solely focus on pose and illumination invariant emotion recognition. Future work will look at exploiting the ability of our model to generate new data in order to deal with scenarios where lack of multi-pose labeled exists.
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