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Abstract
We prove a Gannon–Lee theorem for non-globally hyperbolic Lorentzian metrics of regularity $C^1$, the most general regularity class currently available in the context of the classical singularity theorems. Along the way, we also prove that any maximizing causal curve in a $C^1$-spacetime is a geodesic and hence of $C^2$-regularity.
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1 Introduction

In the mid-1970s, several years after the appearance of the singularity theorems of Penrose and Hawking (see, e.g., [24, Ch. 8]), Gannon [11,12] and Lee [31] independently derived a body of results that relate the singularities of a Lorentzian manifold to its topology. More precisely, in these results often dubbed Gannon–Lee theorem(s), they established that under an appropriate asymptotic flatness assumption, a non-trivial fundamental group of a (partial) Cauchy surface $\Sigma$ necessarily leads to the existence of incomplete causal geodesics.

Most of these early results assumed global hyperbolicity, with the notable exception of [11, Thms. 2.1–2]. However, the proofs relied on the false deduction that maximizing geodesics in a covering spacetime project to maximizing geodesics of the base, as pointed out in [10]. In the same paper, Galloway proved a Gannon–Lee theorem without assuming global hyperbolicity by invoking the Hawking–Penrose theorem and heavily using a result from geometric measure theory. The latter fact was also
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reflected in the formulation of the main theorem, which assumed an extrinsic condition on the three surface $\Sigma$ and the topological condition was that $\Sigma$ is not a handlebody$^1$. A related recent result for the globally hyperbolic case in a setting compatible with a positive cosmological constant was given in [17], providing a precise connection between the topology of a future expanding compact Cauchy surface and the existence of past singularities.

Another issue with the earlier results was that the nontrivial topology was confined to a compact region of a (partial) Cauchy surface bounded by a topological 2-sphere $S$. In the context of topological censorship [9], $S$ is naturally interpreted as a section of an event horizon and in four dimensions the $S^2$ topology is only natural in the light of Hawking’s black hole topology theorem [24, Sect. 9.2]. However, since the latter fails to hold in higher dimensions, with more complicated horizon topologies occurring (see [7], but [21] for corresponding restrictions), the demand for higher-dimensional Gannon–Lee-type results with more natural assumptions on the topology of $S$ arises. Such a result was indeed given by Costa e Silva in [3] which also avoided the assumption of global hyperbolicity. More precisely the result was given for causally simple spacetimes, i.e., causal spacetimes where the causality relation is closed. However, we have recently discovered that this proof relies on an analogous false deduction: It uses that causal simplicity lifts to coverings, which is not true in general, as was explicitly shown in [4]. In the latter paper, Minguzzi and Costa e Silva also present a corrected result, which replaces the condition of causal simplicity by the assumption of past reflectivity, which also has to be supposed for certain covering spacetimes. The line of arguments using past reflectivity in the context of the Penrose singularity theorem was put forward in [37], which also argues that this condition holds true in a black hole evaporation scenario. In the causality part of our arguments, we will follow this path$^2$.

In this paper, we extend the validity of the Gannon–Lee theorems to Lorentzian metrics of low regularity, in particular to (certain) $C^1$-spacetimes. Having low regularity singularity theorems at hand is especially favorable in the context of extending spacetimes, as already noted in [24, Ch. 8]. In particular, they rule out the possibility to extend the spacetime to a complete one, even under mild regularity assumptions on the metric. Related results on $C^0$- and Lipschitz non-exendability have recently been given in [6,19,40,41].

Indeed, during the last couple of years, the classical singularity theorems of Penrose, Hawking, and Hawking–Penrose have been extended to $C^{1,1}$-regularity in [29], [30], and [13]. These results built upon extensions of Lorentzian causality theory to low regularity [5,28,34,45]. Most recently, Graf in [20] was able to further lower the regularity assumptions for the Penrose and the Hawking theorem to $C^1$. We will

$^1$ Under these conditions [38] guarantees the existence of a trapped surface within $\Sigma$.

$^2$ In an earlier version of this manuscript, we aimed at a different strategy, replacing causal simplicity by null pseudoconvexity which does lift to Lorentzian coverings. However, we have learned from Ettore Minguzzi that a crucial step in our argument, securing that maximal null pseudoconvexity plus strong causality implies causal simplicity, see also [46, Thm. 2], is false. An explicit counterexample was later given in [25]. However, we do not know whether null pseudoconvexity plus strong causality implies causal simplicity, a fact which would allow for an argument that allows to avoid assumptions on the causality of the cover.
extend her recent techniques, in particular, to the non-globally hyperbolic setting, to prove our result.

This note is organized in the following way: In the next section, we discuss preliminaries for our work, especially the intricacies arising in $C^1$-regularity and we state our results. In Sect. 3 we lay the analytical foundations of the proof of the main theorem. In particular, we will show that any causal maximizer in a $C^1$-spacetime is a geodesic and hence a $C^2$-curve. Finally, in Sect. 4, we provide new focusing results for null geodesics and collect all our results together to prove the main theorem.

2 Preliminaries and results

We begin by introducing our main notations and conventions, as well as some basic notions that are necessary to give a precise formulation of our results. Our main reference for all matters of Lorentzian geometry is [39].

We will assume that all manifolds $M$ are smooth, Hausdorff, as well as second countable and of dimension $n$ with $n \geq 3$. We will consider Lorentzian metrics $g$ on $M$ that are of regularity at least $C^1$ with signature $(-, +, \ldots, +)$. Another important regularity class is $g \in C^{1,1}$ which means that $g$ is $C^1$ and its first derivatives are locally Lipschitz continuous. A spacetime is a Lorentzian manifold with a time orientation, which we assume to be induced by a smooth timelike vector field.

A curve $\gamma : I \rightarrow M$ defined on some interval $I$ is called timelike, causal, null, future or past directed, or spacelike, if $\gamma$ is locally Lipschitz continuous and its velocity vector $\dot{\gamma}$ which exists Lebesgue almost everywhere has the respective property. We denote the timelike and causal relation by $p \ll q$ and $p \leq q$, respectively, and write $I^+(A)$ and $J^+(A)$ for the chronological and causal future of a set $A \subseteq M$. Finally we denote the future horismos of $A$ by $E^+_g(A) := J^+(A) \setminus I^+(A)$. The respective past versions of these sets will be denoted by $I^-$, $J^-$ and $E^-$, respectively. When we refer to these sets with regard to a particular metric $g$, it will appear in subscript, e.g. $E^+_g(A)$ denotes the future horismos of $A$ w.r.t. $g$.

For Lorentzian metrics $g_1$, $g_2$ one says that $g_1$ has narrower lightcones than $g_2$ (respectively, $g_2$ has wider lightcones than $g_1$), denoted as $g_1 \prec g_2$, if $g_1(X, X) \leq 0$ implies $g_2(X, X) < 0$ for any $0 \neq X \in TM$.

Throughout we will fix a complete Riemannian background metric $h$ and use its induced norm $\| \|$ and distance $d_h$. All local estimates will be independent of the choice of $h$.

We will denote the fundamental group of a manifold $M$ by $\pi_1(M)$. Also if $i : N \rightarrow M$ is a continuous map, the induced homomorphism of the fundamental groups is denoted by $i_\# : \pi_1(N) \rightarrow \pi_1(M)$.

2.1 Low regularity

During the last couple of years, the bulk of Lorentzian causality theory has been transferred to $C^{1,1}$-spacetimes, where the exponential map and convex neighborhoods are still available. While convexity fails below that regularity [26,43], nevertheless,
most aspects of causality theory can be maintained even under Lipschitz regularity of the metric. Further below some significant changes occur \([5,16]\), while some robust features continue to hold even in more general settings \([2,15,27,35]\). In particular, for \(C^1\)-spacetimes, the push-up principle is still valid and \(I^+(A)\) is open for any set \(A \subseteq M\).

However, there are two essential features one loses when going from the \(C^{1,1}\)-setting to \(C^1\)-spacetimes: uniqueness of solutions of the geodesic equation and the local boundedness of the curvature tensor. Given the first fact, one has to make a choice concerning the definition of geodesic completeness. We will follow the natural approach of \([20]\) and define a spacetime to be timelike (respectively null or causal) geodesically complete if \(\text{all}^3\) inextendible timelike (respectively null or causal) geodesics are defined on \(\mathbb{R}\).

Concerning the second issue, first note that \(C^1\) is well within the maximal class of spacetimes allowing for a (stable definition of) distributional curvature, which is \(g\) locally in \(H^1 \cap L^\infty\) \([22,33,44]\). The Riemann and the Ricci tensor are then tensor distributions in \(\mathcal{D}'\mathcal{T}_3'(M)\) and \(\mathcal{D}'\mathcal{T}_2'(M)\), respectively, where we recall that

\[
\mathcal{D}'\mathcal{T}_r^s(M) := \Gamma_c \left( M, T^r_s M \otimes \text{Vol}(M) \right)' = \mathcal{D}'(M) \otimes C^\infty T^r_s(M) .
\]

Here \(\text{Vol}(M)\) is the volume bundle over \(M\), \(\Gamma_c\) denotes spaces of sections with compact support and \(\mathcal{D}'(M)\) is the space of scalar distributions on \(M\), i.e. the topological dual of the space of compactly supported volume densities \(\Gamma_c(M, \text{Vol}(M))\). We remark that, containing derivatives of the continuous connection, the distributional Riemann and Ricci tensors are of order one and that the usual coordinate formulæ

\[
\text{Riem}^m_{ijk} := \partial_j \Gamma^m_{ik} - \partial_k \Gamma^m_{ij} + \Gamma^m_{js} \Gamma^s_{ik} - \Gamma^m_{ks} \Gamma^s_{ij} ,
\]

\[
\text{Ric}_{ij} := \partial_m \Gamma^m_{ij} - \partial_j \Gamma^m_{im} + \Gamma^m_{ik} \Gamma^k_{jm} - \Gamma^m_{ik} \Gamma^k_{jm}
\]

apply. For further details on tensor distributions see \([14, \text{Ch. 3.1}]\).

Naturally, we define curvature bounds resp. energy conditions using the notion of positivity for distributions, i.e., \(\mathcal{D}'(M) \ni u \geq 0\) \((u > 0)\) if \(\langle u, \mu \rangle \geq 0\) \((> 0)\) for all non-negative (positive) volume densities \(\mu \in \Gamma_c(M, \text{Vol}(M))\). Then \((M, g)\) is said to satisfy the strong energy condition (resp. to have nonnegative Ricci curvature) if the scalar distribution \(\text{Ric}(\mathcal{X}, \mathcal{X})\) is nonnegative for all smooth timelike vector fields \(\mathcal{X}\). In the case of \(g\) being smooth, this condition coincides with the classical one, \(\text{Ric}(X, X) \geq 0\) for all timelike \(X \in T_p M\) and all \(p \in M\) by the fact that all such \(X\) can be extended to smooth timelike vector fields on \(M\). For the same reason, the condition for \(g \in C^{1,1}\) is equivalent to the condition \(\text{Ric}(\mathcal{X}, \mathcal{X}) \geq 0\) almost everywhere for all smooth timelike vector fields \(\mathcal{X}\), used in the context of the \(C^{1,1}\)-singularity theorems. However, generalizing the null energy condition is more tricky due to the obstacles one encounters when extending null vectors. For a detailed discussion see \([20, \text{Sect. 5}]\), and we define following her:

---

3 The alternative would be to only demand the existence of one complete geodesic for every timelike (or null or causal) initial condition to the geodesic equation.
Definition 2.1 (Distributional null energy condition) A $C^1$-metric $g$ satisfies the distributional null energy condition, if for any compact set $K \subseteq M$ and any $\delta > 0$ there exists $\epsilon(\delta, K)$ such that $\text{Ric}(\mathcal{X}, \mathcal{X}) < -\delta$ (in the sense of distributions) for any local smooth vector field $\mathcal{X} \in \mathfrak{X}(U), U \subseteq K$ with $\|\mathcal{X}\|_h = 1$ and which is $\epsilon(\delta, K)$ close to a $C^1 g$-null vector field $\mathcal{N}$ on $U$, i.e., $||\mathcal{X} - \mathcal{N}||_h < \epsilon(\delta, K)$ on $U$.

Again this condition is equivalent to the classical null energy condition if the metric is smooth. Moreover, in case $g \in C^{1,1}$, it is equivalent to the condition used in the $C^{1,1}$-setting, i.e., $\text{Ric}(\mathcal{X}, \mathcal{X}) > 0$ for all Lipschitz-continuous local null vector fields $\mathcal{X}$.

One key technique in low regularity Lorentzian geometry is regularization. More specifically, Chrusciel and Grant in [5] have put forward a technique to regularize a continuous metric $g$ by smooth metrics $\tilde{g}_\epsilon$ with narrower lightcones resp. by a net $\hat{g}_\epsilon$ with wider lightcones than $g$. The basic operation (denoted by $*$) is chartwise convolution with a standard mollifier $\rho_\epsilon$, which is globalized using cutoffs and a partition of unity, cf. [14, Thm. 3.2.10]. To manipulate the lightcones in the desired way one has to add a “spacelike correction term.” The most recent version of this construction, which also quantifies the rate of convergence in terms of $\epsilon$ is [20, Lem. 4.2], which we recall here.

Lemma 2.2 Let $(M, g)$ be a spacetime with a $C^1$-Lorentzian metric. Then for any $\epsilon > 0$, there exist smooth Lorentzian metrics $\tilde{g}_\epsilon$ and $\hat{g}_\epsilon$ with $\tilde{g}_\epsilon < g < \hat{g}_\epsilon$, both converging to $g$ in $C^1_{\text{loc}}$. Additionally, on any compact set $K$, there is $c_k > 0$ such that for all small $\epsilon$

$$||\tilde{g}_\epsilon - g * \rho_\epsilon||_{\infty, K} \leq c_k \epsilon \quad \text{and} \quad ||\hat{g}_\epsilon - g * \rho_\epsilon||_{\infty, K} \leq c_k \epsilon.$$  

(4)

A main step in the proof of singularity theorems in low regularity is to show that the energy condition (Definition 2.1, in our case) implies that the regularized metrics $\tilde{g}_\epsilon$ and/or $\hat{g}_\epsilon$ violate the classical energy conditions (the NEC, in our case) only by a small amount—small enough, such that null geodesics still tend to focus. Technically this is done by a Friedrichs-type lemma, which in the present case is [20, Lem. 4.5], and draws essentially from (4). The corresponding result is then [20, Lem. 5.5]:

Lemma 2.3 (Surrogate energy condition) Let $M$ be a $C^1$-spacetime where the distributional null energy condition holds. Given any compact set $K \subseteq M$ and $c_2 > c_1 > 0$, then for all $\delta > 0$, there is $\epsilon_0 > 0$ such that for all $\epsilon < \epsilon_0$

$$\text{Ric}[^{\tilde{g}_\epsilon}(X, X) > -\delta \quad \forall X \in TM|_K \text{ with } ^{\tilde{g}_\epsilon}(X, X) = 0$$

and $0 < c_1 \leq ||X||_h \leq c_2$.

(5)

Here $\tilde{g}_\epsilon$ is as in Lemma 2.2 and $\text{Ric}[^{\tilde{g}_\epsilon}]$ is its Ricci tensor. We will use this result in an essential way, when showing compactness of the horismos of a certain set, which is needed for the causal/analytic part of the proof of our Gannon–Lee theorem. The main difference to the arguments in [20] is that we do not assume global hyperbolicity, but are able to compensate for it by assuming non-branching of null maximizers. Formally, we define:
Definition 2.4 Let $M$ be a spacetime and let $\gamma : [0, 1] \to M$ be a maximizing null curve. We say that $\gamma$ branches if there exists another maximizing null curve $\sigma : [0, 1] \to M$ such that $\gamma(t) = \sigma(t)$ for all $0 \leq t \leq a$ for some $0 < a < 1$ and $\gamma(t) \neq \sigma(t)$ for all $1 \geq t > a$. The point $\gamma(a)$ is called branching point. If no maximizing null curve branches, we say that there is no null branching in $M$.

In light of the fact that (even) for $C^1$-metrics causal maximizers are geodesics (to be proven in Theorem 3.3, below), we see that if null branching were to occur in $\gamma(a)$, there would be (at least) two different, maximizing solutions to the geodesic equations with initial values $\gamma(a)$ and $\gamma'(a)$.

Generally speaking, in the low regularity Riemannian setting, branching of maximizers is associated with unbounded sectional curvature from below. More precisely, in length spaces with a lower curvature bound, branching does not occur [42, Lem. 2.4]. In smooth Lorentzian manifolds sectional curvature bounds, although more delicate to handle, are still characterized by triangle comparison [1] and in the setting of Lorentzian length spaces [27] synthetic curvature bounds extending sectional curvature bounds for smooth spacetimes have been introduced. In [27, Sect. 4], the authors show that a synthetic curvature bound from below prevents the branching of timelike maximizers. Unfortunately, it is not clear at the moment how one could extend such a result to triangles with null sides.

However, in a merely $C^1$-spacetime the curvature is generically not locally bounded and so it seems natural that an additional condition as in Definition 2.4 is needed. Indeed, this condition enters in an essential way into our arguments. It will be a topic of future investigations to relate null branching to curvature bounds.

2.2 Results

Next we introduce the particular notions needed for the formulation of our results. In spirit, they reflect Gannon’s [11] assumptions on the spacetime, inspired by asymptotic flatness, however, we stay close to the formulations of [3, Sect. 2].

Definition 2.5 An asymptotically regular hypersurface is a spacelike, smooth, connected partial Cauchy surface $\Sigma$ which possesses an enclosing surface $S$, i.e. a compact, connected submanifold of codim. 2 in $M$ with the properties

1. $S$ separates $\Sigma$ into two (open, sub-) manifolds $\Sigma_+, \Sigma_-$ such that $\tilde{\Sigma}_+$ is non-compact and $\tilde{\Sigma}_-$ connected,
2. The map $h_\# : \pi_1(S) \to \pi_1(\tilde{\Sigma}_+)$, induced by the inclusion $h : S \to \tilde{\Sigma}_+$, is surjective,
3. $k_- > 0$ on $S$, i.e. $S$ is inner trapped.

We further say that a surface $\Sigma$ admits a piercing, if there exists a timelike vector field $X$ on $M$ such that every integral curve of $X$ meets $\Sigma$ exactly once.

To elaborate on this definition, we first fix some notation. Throughout let us denote the future directed timelike unit vector field perpendicular to $\Sigma$ near $S$ by $U$. Further as $S$ is a hypersurface in $\Sigma$ we denote by $N_{\pm}$ the unit normals to $S$ in $\Sigma$ such that $N_-$ points into $\Sigma_-$ and $N_+$ into $\Sigma_+$. We obtain future directed null normals to $S$ via
We refer to $K_\pm(p)$ as the ingoing null vector. The convergence of a point in $S$ is defined via $k_\pm := g(H_p, K_\pm(p))$, where $H_p$ is the mean–curvature vector field of $\Sigma$ at $p$. Observe that since $g \in C^1$, $H_p$ is still continuous and all corresponding formulae hold “classically.”

Also note that any piercing of $\Sigma$ induces a continuous, open map $\rho_X : M \to \Sigma$, which maps any point $p$ in $M$ to the unique intersection of the integral curve of $X$ through $p$ with $\Sigma$. However, existence of a piercing is a strictly weaker condition than global hyperbolicity; see, e.g., [3, p. 4, 2nd paragraph], although it implies that $M$ is homeomorphic to the product $\mathbb{R} \times \Sigma$ as pointed out in [4, below 3.2].

We are now ready to state our main result, a Gannon–Lee theorem for non-globally hyperbolic $C^1$-spacetimes without null branching. We will discuss several of its special cases below.

**Theorem 2.6** ($C^1$-Gannon–Lee theorem) Let $(M, g)$ be a past reflecting, null geodesically complete $C^1$-spacetime without null branching and such that the distributional null energy condition holds. Let $\Sigma$ be an asymptotically regular hypersurface (with enclosing surface $S$) admitting a piercing. Further let one of the following possibilities hold

(i) Any covering spacetime of $(M, g)$ is past reflecting,

(ii) $S$ is simply connected and the universal covering spacetime of $(M, g)$ is past reflecting.

Then the map $i_# : \pi_1(S) \to \pi_1(\Sigma)$, induced by the inclusion $i : S \to \Sigma$, is surjective.

Note that for $C^{1,1}$-metrics the geodesic equation is uniquely solvable and hence there can be no null branching. Moreover using that the distributional null energy condition reduces to the “almost everywhere condition” for $C^{1,1}$-metrics we immediately obtain the following $C^{1,1}$-Gannon–Lee theorem.

**Corollary 2.7** ($C^{1,1}$-Gannon–Lee theorem) Let $(M, g)$ be a past reflecting, null geodesically complete $C^{1,1}$-spacetime such that the null energy condition $\text{Ric}(X, X) \geq 0$ holds for all local Lipschitz-continuous null vector fields $X$. Let $\Sigma$ be an asymptotically regular hypersurface (with enclosing surface $S$) admitting a piercing. Further let one of the assumptions (i) or (ii) of Theorem 2.6 hold. Then the map $i_# : \pi_1(S) \to \pi_1(\Sigma)$ is surjective.

Going back to $C^1$ and assuming global hyperbolicity we clearly can skip past reflectivity and any assumption on the covering spacetime. Due to results in [20], the assumption of no null branching is also obsolete. Moreover, in this case also, some of the assumptions in [3] can be dropped, as they are implied by the existence of a Cauchy surface.

**Corollary 2.8** (Globally hyperbolic $C^1$-Gannon–Lee theorem) Let $(M, g)$ be a globally hyperbolic, null geodesically complete $C^1$-spacetime such that the distributional null energy condition holds. Further let $\Sigma$ be an asymptotically regular hypersurface (with enclosing surface $S$), then the map $i_# : \pi_1(S) \to \pi_1(\Sigma)$ is surjective.

A simpler formulation is obtained assuming that $S$ is simply connected: the theorems then state that the entire spacetime is simply connected provided it is null complete.
Originally, the theorem of Gannon was given in contrapositive form, saying that if \( S \) is (topologically) a sphere and \( \Sigma \) is not simply connected, then \( M \) has to be null incomplete.

In proving our results we will follow the general layout of [3]. The proof consists of a causal and an analytic part as well as a purely topological part. At the heart of the causal part lies Proposition 4.1 of [3], which we will prove for past reflecting \( C^1 \)-spacetimes without null branching in Proposition 4.3. It essentially states that the inside region \( \Sigma_1^{-} \) of an asymptotically regular hypersurface \( \Sigma_1 \) is relatively compact. We will first establish the needed causality properties for \( C^1 \)-spacetimes.

### 3 Maximizers and causality in \( C^1 \)

In this section, we establish properties of geodesics and results on causality in \( C^1 \)-spacetimes. Building on recent results of [18], [20] we will establish that causal maximizers in \( C^1 \)-spacetimes are geodesics. Note that this result was also independently discovered very recently in [32].

First note that by [18, Thm. 1.1] maximizers have a causal character, even in Lipschitz spacetimes.

We start by showing that also in a \( C^1 \)-spacetime broken causal geodesics are not maximizing. As a prerequisite, we use a variational argument similar to the one in [39], 10.45–46, which still holds true in our setting.

**Lemma 3.1** Let \( c : [0, 1] \to M \) be a causal piecewise \( C^2 \)-curve in a \( C^1 \)-spacetime \( M \) and let \( X \) be a piecewise \( C^1 \)-vector field along \( c \). Then there is a piecewise \( C^2 \)-variation \( c_s \) of \( c \) with variation vector field \( X \). Moreover, if \( g(X', c') < 0 \) along \( c \) then for any variation \( c_s \) of \( c \) with variation vector field \( X \) and small enough \( s \), the longitudinal curve \( c_s \) is timelike and longer than \( c \).

**Proof** First we expand \( X \) to a vector field \( \tilde{X} \) in a neighborhood of \( c \) and set \( c_s(t) := \text{Fl}_{\tilde{X}}(c(t)) \), which is a variation of \( c \) with variation vector field \( X \). For the second part note that \( g(c_0'(t), c_0'(t)) \leq 0 \) for all \( t \) (except possible break points) as \( c \) is causal and further

\[
\frac{\partial}{\partial s}|_{0} g(c_s'(t), c_s'(t)) = 2g\left( \frac{\partial}{\partial s}|_{0} \frac{\partial}{\partial t} c_s(t), c_0'(t) \right) = 2g\left( \frac{\partial}{\partial t} X(t), c'(t) \right) < 0
\]

by assumption. So for small \( s \), we have \( g(c_s'(t), c_s'(t)) < g(c'(t), c'(t)) \leq 0 \) (for almost all \( t \)) and hence

\[
L(c_s) = \int_0^1 \left(-g(c_s'(t), c_s'(t))\right)^{\frac{1}{2}} dt > \int_0^1 \left(-g(c_0'(t), c_0'(t))\right)^{\frac{1}{2}} dt = L(c).
\]

**Lemma 3.2** In a \( C^1 \)-spacetime no broken causal geodesic is maximizing.

**Proof** Let \( \gamma : [0, 2] \to M \) be a broken causal geodesic with a break point at \( \gamma(1) \). Hence \( v := \lim_{t \to 1^+} \gamma'(t) \) and \( w := \lim_{t \to 1^-} \gamma'(t) \) are linearly independent. Also since both vectors are either future or past pointing, we have \( \langle v, w \rangle < 0 \).
Let us show that the parameterization of $\gamma$ can be chosen such that:

$$\langle v, v \rangle - \langle v, w \rangle > 0 \quad \text{as well as} \quad \langle v, w \rangle - \langle w, w \rangle < 0. \quad (6)$$

If both $v$ and $w$ are null, this is clear by $\langle v, w \rangle < 0$. If both vectors are timelike we can w.l.o.g. assume them to be unit vectors. By the reverse Cauchy–Schwarz inequality, we then have $\langle \langle v, w \rangle \rangle > 1$ (recall that $v$ and $w$ are not colinear) and hence $\langle v, w \rangle < -1$. So $\langle v, v \rangle - \langle v, w \rangle > 0$, and in the same way it follows that $\langle v, w \rangle - \langle w, w \rangle < 0$.

We now show that there exists a timelike curve from $\gamma(0)$ to $\gamma(2)$ longer than $\gamma$. First note that by continuity of the the Christoffel symbols, we can solve the linear equations for parallel transport along $\gamma$ (uniquely) and the solution is a $C^1$-vector field.

We set $y = v - w$ and let $Y_1$ and $Y_2$ be the vector fields along $\gamma|_{[0,1]}$ and $\gamma|_{[1,2]}$, obtained by parallel transport of $y$ along $\gamma|_{[0,1]}$ and $\gamma|_{[1,2]}$, respectively. Next we define a piecewise $C^1$-vector field $Y$ along $\gamma$ by setting $Y|_{[0,1]} = Y_1$ and $Y|_{[1,2]} = Y_2$.

Since $\gamma$ is a geodesic and $Y$ is parallel, we have on $[0, 1]$ using (6)

$$\langle \gamma'(t), Y(t) \rangle = \langle v, v - w \rangle = \langle v, v \rangle - \langle v, w \rangle > 0 \quad (7)$$

and similarly on $[1, 2]$ we have $\langle \gamma'(t), Y \rangle < 0$.

Now let $f : [0, 2] \to [0, \infty)$ be a continuous, piecewise linear function such that $f(0) = 0 = f(2)$, $f'_1|_{[0,1]} = 1$, and $f'_2|_{[1,2]} = -1$ and set $X(t) := f(t)Y(t)$. Then $X$ is a piecewise $C^1$-vector field along $\gamma$. Now consider the variation $\gamma_s$ of $\gamma$ with variation vector field $X$. By (7) we have $\langle \gamma', X \rangle < 0$ and hence by Lemma 3.1 there exists some small $s$, such that $\gamma_s$ is longer than $\gamma$. By the choice of $f$ the endpoints agree and we have shown the statement.

**Theorem 3.3** Let $(M, g)$ be a $C^1$-spacetime, then any maximizing causal curve is a geodesic and hence a $C^2$-curve.

**Proof** Observe that being a geodesic is a local property and that any part of a maximizing curve is maximizing. Moreover, since any point in a $C^1$-spacetime has a globally hyperbolic neighborhood,\(^4\) we can assume $M$ to be globally hyperbolic.

Let $\gamma : [0, 1] \to M$ be a maximizer and set $p = \gamma(0)$, $q = \gamma(1)$. By [20], Proposition 2.13, there exists a maximizing causal geodesic from $p$ to $q$ of the same causal character as $\gamma$. Also there exist maximizing, causal geodesics $\sigma_1$ from $p$ to $\gamma(\frac{1}{2})$ and $\sigma_2$ from $\gamma(\frac{1}{2})$ to $q$. Note that since $\sigma_1$ are maximizing, we have $L(\sigma_1) = L(\gamma|_{[0, \frac{1}{2}]}$ and $L(\sigma_2) = L(\gamma|_{[\frac{1}{2}, 1]}$. This means $L(\sigma_1 \circ \sigma_2) = L(\gamma)$. So the curve $\gamma_1 := \sigma_1 \circ \sigma_2$ is maximizing, and hence by Lemma 3.2, it is an unbroken geodesic.

This procedure can be iterated to obtain a sequence of maximizing causal geodesics $\gamma_n$ from $p$ to $q$, which meet $\gamma$ at all parameter values $\frac{k}{2^n}$, for $\mathbb{N} \ni k \leq 2^n$. Observe that $\gamma_n$ converge to $\gamma$ uniformly: First, for any $\epsilon > 0$ we cover $\gamma$ by finitely many open, causally convex, sets $V^\epsilon_{p_i}$ around $p_i \in \gamma$ of $h$-diameter at most $\epsilon$. The union $V^\epsilon = \bigcup_{p_i} V^\epsilon_{p_i}$ is a neighborhood of $\gamma$, and there exist dyadic numbers $t_m, m = 0, \ldots, k$,

\(^4\) Actually there exists a smooth metric with wider lightcones, which has a neighborhood base of globally hyperbolic sets, but these are also globally hyperbolic for $g$. 

\(\square\) Springer
$t_0 = 0$ and $t_k = 1$, such that $\gamma(t_m)$ and $\gamma(t_{m+1})$ lie in a single $V^e_{p_i}$ for some $i$. Moreover, there exists some $N(\epsilon)$, such that for all $n \geq N$ all curves $\gamma_n$ meet every $\gamma(t_m)$ and hence the segments of $\gamma_n$ from $t_m$ to $t_{m+1}$ are contained in $V^e_{p_i}$. So we conclude that $d_h(\gamma(t), \gamma_n(t)) \leq \epsilon$, so $\gamma_n \to \gamma$ uniformly.

We can now parameterize $\gamma_n$, such that $\|\gamma_n'(0)\|_h = 1$ and hence pass to a subsequence (again denoted by $\gamma_n$) such that $\gamma_n'(0) \to v$. By [23, Chap. II Thm. 3.2.], there exists a subsequence of $\gamma_n$ which converges uniformly on compact sets to a geodesic $\sigma$ with initial values $\sigma(0) = p$ and $\sigma'(0) = v$. But as $\gamma_n$ converges to $\gamma$, so must any subsequence and hence $\gamma = \sigma$ on the entire domain of $\gamma$. Finally, $\sigma$ reaches $q$ since otherwise, $\sigma$ would agree with $\gamma$ on its entire maximal domain of definition, would be future inextendible and contained in the compact set $\gamma([0, 1])$, a contradiction to non-imprisonment which holds in any globally hyperbolic $C^1$-spacetime. \hfill \Box

Assuming non-branching we are able to prove results on limits of maximizers needed in the following.

**Proposition 3.4** Let $M$ be a $C^1$-spacetime without null branching. If two causal geodesic segments contained in an achronal set intersect, they are segments of the same geodesic or they intersect at the endpoints.

**Proof** Suppose such a segment intersects a second one in the interior of its domain. Then either their tangents at the meeting point are not proportional and so by Lemma 3.2 their concatenation, which is a broken causal geodesic, stops maximizing, contradicting the fact that both segments are contained in an achronal set. Or otherwise their tangents at the meeting point are proportional and hence null branching would occur, again a contradiction. \hfill \Box

Using Theorem 3.3 we may also give a slightly different formulation: If two different initially maximizing null curves starting at the same point meet again, they stop maximizing.

The final result of this section will be essential in the proof of the main theorem, and it is the main point at which we use the assumption that null branching does not occur. Again, $\tilde{g}_e$ is as in Lemma 2.2.

**Corollary 3.5** Let $(M, g)$ be a $C^1$-spacetime without null branching. Let $S$ be an enclosing surface in a partial Cauchy surface $\Sigma$ and let $\gamma : [0, 1] \to E^+_g(S)$ be a $g$-null curve. Then for any $1 > \delta > 0$, $\gamma|_{[0,1-\delta]}$ is a limit of $\tilde{g}_{en}$-null curves contained in $E^+_{\tilde{g}_{en}}(S)$ for an appropriate subsequence of $\tilde{g}_{en}$.

**Proof** Let $\gamma$ be a future directed $g$-null $S$-maximizer starting at $p = \gamma(0) \in S$, so $\gamma \subseteq E^+(p)$. For any $1 > \delta > 0$, there exist points $q_1^\delta \in \partial I^+_{\tilde{g}_{en}}(S) := \partial I^+_{\tilde{g}_{en}}(S)$ converging to $\gamma(1-\delta) =: q^\delta$. To see this let $U_k$ be a sequence of connected nested neighborhoods of $q^\delta$ with $\bigcap_k U_k = \{q^\delta\}$. Choose some $q_k^e \in U_k \setminus J^+(S)$ and $q_k^l \in U_k \cap I^+(S)$. For large $n$, we can achieve $q_k^e \in I^+_n(S)$ and since also $q_k^l \in U_k \setminus J^+_n(S)$ there exists a curve from $q_k^e$ to $q_k^l$ which starts in $I^+_n(S)$ and leaves it and hence must meet $\partial I^+_n(S)$ in a point which we call $q_n^\delta$.

Hence there are future directed $\tilde{g}_{en}$-null maximizing geodesics $\gamma_n^\delta$ ending at $q_n^\delta$ and contained in $\partial I^+_n(S)$. Note that the $\gamma_n^\delta$ either meet $S$ or are past inextendible.
Now by [23, Chap. II, Thm. 3.2] there exists a subsequence of $\gamma_n^\delta$, denoted again by $\gamma_n^\delta$, converging to a maximizing $g$-null geodesic $\sigma^\delta$ ending at $q^\delta$ which is entirely contained in $\partial I^+(S)$. By Theorem 3.3 $\gamma$ is a geodesic and continues to be maximizing after $q^\delta$. Also, by construction $\sigma^\delta$ is non-trivial, so $\gamma$ and $\sigma^\delta$ coincide on some $\gamma|_{[a,1-\delta]}$ (with $0 \leq a < 1 - \delta$) by Proposition 3.4.

There are two possibilities: Either there exists a subsequence of $\tilde{g}_\epsilon$ such that any $\gamma_n^\delta$ meets $S$, in which case, by passing to this subsequence, also $\sigma^\delta$ meets $S$ and hence $\sigma^\delta \supseteq \gamma|_{[0,1-\delta]}$ and we obtain the desired property.

The other possibility is that there is no subsequence, such that all $\gamma_n^\delta$ meet $S$. We show that this is impossible. If this were the case we could choose a subsequence $\gamma_n^\delta$ of past-inextendible curves. Then also $\sigma^\delta$ is past-inextendible and hence must leave $\gamma([0,1-\delta])$. Thus again $\sigma^\delta \supseteq \gamma|_{[0,1-\delta]}$ and it remains to show that $\gamma_n^\delta \subseteq E^+_{\epsilon}(S)$ for large $n$.

To this end let $U := D(\Sigma)$, which is a globally hyperbolic, open, and causally convex neighborhood of $p = \gamma(0) \in S$ for the metric $g$ [36, Cor. 3.36, Prop. 3.43] and hence also for $g_\epsilon$ [6]. Then there are points $p_n \in \gamma_n^\delta$ with $p_n \to p$ and so for large $n$, $p_n \in \partial I_n^+(S) \cap U = \partial I_n^+(S, U) = E^+_{\epsilon}(S, U)$. Hence there is a $g_\epsilon$-null geodesic from $S$ to $p_n$ contained in $E^+_{\epsilon}(S, U)$ which by Proposition 3.4 coincides with a part of $\gamma_n^\delta$. Hence $\gamma_n^\delta$ must meet $S$, a contradiction.

Observe that Corollary 3.5 clearly holds true for $C^{1,1}$-spacetimes. For globally hyperbolic $C^1$-spacetimes (where, in principle, null branching can occur) a similar result was established in [20, Prop. 2.16], with slightly different assumptions on $S$ and a weaker conclusion, which only guarantees that for any $p \in E^+_{\epsilon}(S)$, there is a geodesic segment which is an appropriate limit of approximating $\tilde{g}_\epsilon$-maximizers.

4 Proof of the main result

We will split the proof of Theorem 2.6 into two parts. The first, analytic part will be concerned with showing that the set $\Sigma_-$ is relatively compact. Here we will generalize (the proof of) [3, Prop. 4.1] by proving new focusing statements for null geodesics using the results from Sect. 3.

The second, topological part uses the results from causality theory detailed in Sect. 3 to generalize (the proof of) [3, Thm. 2.1].

To be self-contained we will briefly sketch also those parts of the original (smooth) proofs which do not need major revision.

4.1 Analytic aspects

The main analytical ingredient of our proof is a generalization of [3, Prop. 4.1] to $C^1$-spacetimes, which we will give below in Proposition 4.3.

---

5 The proofs carry over verbatim to $C^1$-metrics.
6 This follows immediately since we approximate from the inside. However, global hyperbolicity is stable in the interval topology even for continuous metrics [45] and $C^1$-convergence is stronger.
In order to do so we need a focusing result for null geodesics in smooth spacetimes which violate the null energy condition by a small margin $\delta$, as in Lemma 2.3. To this end, we apply a result of [8], which itself is a generalization of [39, Prop. 10.43].

**Proposition 4.1** [8, Prop. 2.7] Let $S$ be a spacelike submanifold of co-dimension 2 in a smooth spacetime and let $\gamma$ be a null geodesic joining $p \in S$ to $q \in J^+(S)$. If there exists a smooth function $f$ on $\gamma$ which is nonvanishing at $p$ but vanishes at $q$ and so that

$$
\int_{\gamma} \left( (n-2)(f')^2 - f^2 \text{Ric}(\gamma', \gamma') \right) \leq (n-2) \langle f^2 \gamma', H \rangle |_p , \tag{8}
$$

then there is a focal point to $S$ along $\gamma$.

**Lemma 4.2** Let $S$ be a $C^2$-spacelike submanifold of codimension 2 in a smooth spacetime. Let $\gamma$ be a geodesic starting at some $p \in S$ such that $\nu := \gamma'(0)$ is a future-pointing null normal to $S$. Let the convergence $c := k_S(\nu) := \langle H_{\gamma(0)}, \nu \rangle > 0$ and choose some $b > \frac{1}{c}$ and $0 < \delta(b, c) := \delta \leq \frac{3}{b^2}(n-2)(bc - 1)$. Now, if $\text{Ric}(\gamma', \gamma') \geq -\delta$ along $\gamma$, then $\gamma |_{[0,b]}$ cannot be maximizing to $S$, provided it exists that long.\(^8\)

**Proof** We set $f(t) := 1 - \frac{t}{b}$ and check condition (8). For our choice of $\delta$, we obtain

$$
\int_0^b \left( (n-2) - \frac{1}{b^2} \right) dt - \int_0^b \left( 1 - 2 \frac{t}{b} + \frac{t^2}{b^2} \right) \text{Ric}(\gamma'(t), \gamma'(t)) dt \\
\leq \frac{n-2}{b} + \delta \frac{b}{3} \leq (n-2) c = (n-2) k_S(v) = (n-2) \langle f^2 \gamma', H \rangle |_p , \tag{10}
$$

and hence $\gamma |_{[0,b]}$ cannot be maximizing. $\square$

Recall that for $C^1$-metrics the mean curvature and the convergence of $S$ are still continuous. The core of the following proof is largely from [4].

**Proposition 4.3** Let $(M, g)$ be an $n$-dimensional (with $n \geq 3$), past reflecting, null geodesically complete $C^1$-spacetime without null branching which satisfies the distributional null energy condition and admits an asymptotically regular hypersurface $\Sigma$ with a piercing. Then for any enclosing surface $S \subseteq \Sigma$ the closure of its inside, $\Sigma_- = S \cup \Sigma_-$ is compact.

We consider the closed set $T := \partial I^+(\Sigma_+) \setminus \Sigma_+$. Also, by Theorem 3.3 the set $E^+(S)$ really consists of null geodesics emanating from $S$ and perpendicular to $S$, which follows as in [39, 10.45, 10.50] by using Lemma 3.1. So we define $\mathcal{H}^+$ as the

\(^7\) Observe the opposite signature convention used there.

\(^8\) One can specify the choice of $b$ further to allow for bigger violations of $\delta$, but we do not need this here.
subset of all points $p \subseteq E^+(S)$ on future directed null geodesics $\gamma : [0, 1] \to M$ with $\gamma(0) \in S$, $\gamma'(0) = K_-(\gamma(0))$. Note that $S \subseteq \mathcal{H} ^+$. Further, no point on $\mathcal{H} ^+$ can lie on a null geodesic from $S$ in direction of $K_+$, see e.g. [11, Lemma 1.1].

The proof consists in successively establishing the following three claims:

1. $\mathcal{H} ^+$ is relatively compact,
2. $T$ is compact,
3. $\rho_X(T) = \overline{S}$.

Steps (1) and (2) combine the causality part of the proof with the analytical arguments which we have to provide in $C^1$-regularity. Some arguments in steps (2) and (3) do not require changes from the original proofs put forward in [4] resp. [3] but will be included as a sketch for the sake of completeness.

**Proof**

1. Any point $p$ on $\mathcal{H} ^+$ lies on a null geodesic emanating from $S$ and its initial tangent vector is inward pointing, i.e. proportional to $K_-(q)$ for some $q \in S$. By continuity $K_-$ possesses a minimum $c := \min_{p \in S} k_-(p) = \min_{p \in S} \langle H_p, K_-(p) \rangle$ on $S$. Also, the set $\mathcal{K} := \{(p, \lambda K_-(p)) \in TS^+ | 0 \leq \lambda \leq \frac{2}{c} \}$ is relatively compact, see e.g. [11, Lemma 1.1].

2. Let $\gamma : [0, 1] \to M$ is the projection. Assume the contrary and let $p \in \mathcal{H} ^+ \setminus \pi(F)$. Let $\gamma : [0, 1] \to M$ be a null geodesic from $S$ to $p$ maximizing the distance to $S$. As $\gamma \subseteq \mathcal{H} ^+$ we know that $\gamma'(0) = \mu K_-(\gamma(0))$ for some $\mu > \frac{2}{c}$, since $\gamma'(0) \notin \mathcal{K}$. This means that $k_S(\gamma'(0)) = \langle H(\gamma(0)), \mu K_-(\gamma(0)) \rangle \geq \mu c > 2$. Let $\tilde{\gamma}_{\epsilon_k}$ be as in Lemma 2.2. By Corollary 3.5 $\gamma'[0, 1-\delta] \to M$ with $b_k \to 1-\delta$ contained in $E_{\tilde{\gamma}_{\epsilon_k}}^+(S)$.

Further we can assume that all $\gamma_{\epsilon_k}$ are contained in a compact neighborhood $\tilde{K}$ of $\gamma$ and that $c_1 < \|\gamma_{\epsilon_k}'\|_h < c_2$ for some $c_i > 0$. Additionally, for $k$ large enough, we have $k_{\tilde{S}}^S(\gamma_{\epsilon_k}')(0) := c_k > 2$ and by Lemma 2.3 we can also achieve $\text{Ric}(g_{\epsilon_k})(\gamma_{\epsilon_k}', \gamma_{\epsilon_k}') \geq -3(n-2)$. In order to apply Lemma 4.2 for $b = 1$, we set $\delta_k = \frac{n-2}{c_k}$ for all large $k$, we have $-\delta_k < -3(n-2)$ and hence $\text{Ric}(g_{\epsilon_k})(\gamma_{\epsilon_k}', \gamma_{\epsilon_k}') \geq -3(n-2) > -\delta_k$. So by Lemma 4.2, $\gamma_{\epsilon_k}$ cannot be maximizing up to $\frac{1}{c_k} < \frac{1}{2} < 1 - \delta < b$ but by construction it is maximizing up to $b_k \to 1-\delta$, a contradiction.

2. We prove the inclusion $T \subseteq \mathcal{H} ^+$ which gives that $T$ is compact. By contradiction that there were $q \in T \setminus \mathcal{H} ^+$. By [4, Proof of 3.5] we can find $q_n \in I^+(S)$ such that $q_n \to q$ and future directed, future inextendible timelike curves $\sigma_n : [0, \infty) \to M$ parametrized by $h$-arclength starting at $S$ with $\sigma_n(t_n) = q_n$. Further by the limit curve theorem, which is valid in $C^1$ spacetimes, see [35, Thm. 14] one obtains a future directed, future inextendible causal curve $\sigma$ starting at $S$. If $q$ were to lie on $\sigma$, it had to be a maximizing null geodesic perpendicular to $\mathcal{H} ^+$. 

---

9 The proof there is given for smooth spacetimes and one assumes $S$ to be simply connected; however, the method of proof also works in our case.
$S^{10}$. It can however neither start inward going (in direction $K_-$) as then $q \in \mathcal{H}^+$ nor outward going (in direction $K_+$) as then $q \in I^+(\Sigma_+)$. Hence $q \notin \sigma$ and so $t_n \to \infty$. Since by (1) there is no inward pointing $S$-null ray, there is $b \in (0, \infty)$ with $\sigma(b) \in I^+(S)$. But then, again by the limit curve theorem, $q \in I^+(\sigma(b))$. By past reflectivity, one obtains $\sigma(b) \in \overline{T^-(q)} \cap I^+(S)$, implying $q \in I^+(S)$ and hence $q \in I^+(\Sigma_+)$, contradicting $q \in T$.

(3) First $\rho_X(T) \subseteq \Sigma_-$ (since otherwise $T \cap I^+(\Sigma_+) \neq \emptyset$) and $\Sigma_- \setminus \rho_X(T) \subseteq \Sigma_-$ (since $S = \rho_X(S) \subseteq \rho_X(T)$). Now assuming indirectly that $\overline{\Sigma_- \setminus \rho_X(T)} \neq \emptyset$, there is $p \in \partial_\Sigma \rho_X(T) \cap \Sigma_-$ and we will reach a contradiction by showing that $p \in \text{int} \rho_X(T)$. By compactness of $T$ there is $q \in T$ with $\rho_X(q) = p$, and $q \notin S$ (otherwise $p = q \in S \cap \Sigma_- = \emptyset$). So $q \in T \setminus S = \partial I^+(\Sigma_+ \setminus \Sigma_+)$ which is a topological hypersurface ($S$ being the edge of the achronal set $T$). So there is $V_0$, an $M$-neighborhood of $q$ with $V_0 \cap T$ open in $T \setminus S$, $\rho_X(V_0) \subseteq \Sigma_-$, and $V_0 \cap \Sigma = \emptyset$. Next denote by $\Psi$ the local flow of $X$ and choose $\epsilon > 0$ and $U_0$, an open $M$-neighborhood of $q$, so small that $\Psi(U_0 \times (-\epsilon, \epsilon)) \subseteq V_0$. Further set $\Psi_0 := \Psi_{|(U_0 \setminus T) \times (-\epsilon, \epsilon)}$, and $W := \text{Im} \Psi_0$. By achronality of $T$ and invariance of domain $W$ is open and $\Psi_0$ is a homeomorphism. But then $p \in \rho_X(U_0 \times (-\epsilon, \epsilon)) = \rho_X(W)$ and the latter set is open by openness of $\rho_X$ [39, 14.31] and so $p \in \text{int} \rho_X(T)$.

\[\square\]

### 4.2 Topological aspects

Finally, we invoke Proposition 4.3 to prove our main result. Here we will be brief on the topological aspects laid out already in the proof of [3, Thm. 2.1].

**Proof** (Proof of theorem 2.6)

Let $\Phi : \tilde{M} \to M$ be a connected (smooth) covering with $\Phi_\#(\pi_1(\tilde{M})) = j_\#(\pi_1(S))$, where $j$ is the inclusion of $S$ in $M$.

Note that w.l.o.g. one can assume the vector field of the piercing to be complete and by properties of its flow map easily show that $M \cong \mathbb{R} \times \Sigma$. Hence the inclusion $m$ of $\Sigma$ in $M$ induces an isomorphism $m_\# : \pi_1(\Sigma) \to \pi_1(M)$. In particular, $\Phi_\Sigma := \Phi_{|\Sigma} : \Phi^{-1}(\Sigma) : \Sigma \to \Sigma$ is a Riemannian covering with $\Sigma$ connected.

In Lemma 4.4 below we will establish that $\Phi_\Sigma$ is trivial. Accepting this for the moment, we will show the theorem, i.e. for every $y \in \pi_1(\Sigma)$ there is $x \in \pi_1(S)$ with $i_\#(x) = y$. From the diagrams,

\[\text{\includegraphics[width=\textwidth]{diagram.png}}\]

10 by the same argument as above using [39, 10.45, 10.50] and Lemma 3.1.
we see that
\[
m_\#(y) = (\Phi \circ \tilde{m} \circ \Phi^{-1}_\Sigma)(y) = \Phi_\#(\tilde{m} \circ \Phi^{-1}_\Sigma)(y) \in \Phi_\#(\pi_1(\tilde{M})) = j_\#(\pi_1(S)).
\] (12)

Since \( j = m \circ i \) we have \( m_\#(y) = j_\#(x) = m_\#(i_\#(x)) \), and since \( m_\# \) is an isomorphism and we are done. \( \square \)

**Lemma 4.4** \( \Phi_\Sigma := \Phi|_{\tilde{\Sigma}} : \tilde{\Sigma} := \Phi^{-1}(\Sigma) \rightarrow \Sigma \) is a trivial covering.

**Proof** First, by definition there is a local deformation \( F : S \times (-1, 1) \rightarrow \Sigma \) of \( S \).

Further set \( U_F := F(S \times (0, 1)) \) and \( V := U_F \cup S \cup \Sigma_+ \). Then \( \Sigma_+ \) is a deformation retract of \( V \) and hence \( \pi_1(\Sigma_+) \cong \pi_1(V) \).

Next we establish that on every connected component \( \tilde{V} \) of \( \Phi^{-1}(V) \) the map \( \Phi_V := \Phi|_{\tilde{V}} : \tilde{V} \rightarrow V \) is a diffeomorphism.

We only have to show injectivity since \( \Phi_V \) is a local diffeomorphism. Take \( \tilde{p}, \tilde{q} \in \tilde{V} \) such that \( \Phi_V(\tilde{p}) = \Phi_V(\tilde{q}) =: p \in V \). Let \( \tilde{\alpha} : [0, 1] \rightarrow \tilde{V} \) be a path connecting these two points, then \( \alpha := \Phi \circ \tilde{\alpha} \) is a loop in \( V \), homotopic to a loop in \( S \) since \( \pi_1(V) \cong \pi_1(\Sigma_+) \cong \pi_1(S) \). Further since \( \Phi_\#(\pi_1(\tilde{M})) = j_\#(\pi_1(S)) \), there is a loop \( \tilde{\beta} \) in \( \tilde{M} \), fixed end-point-homotopic to \( \tilde{\alpha} \) and so we must have \( \tilde{p} = \tilde{q} \).

In order to show that \( \Phi_\Sigma \) is trivial we assume the converse, and, in particular that \( \Phi^{-1}_\Sigma(S) \) has more than one component. Since \( S \subseteq V \) each of these components is diffeomorphic to \( S \), and they separate \( \tilde{\Sigma} \).

Let \( \tilde{S}_1, \tilde{S}_2 \) be two different components and let \( \tilde{V}_1, \tilde{V}_2 \) be the respective copies of \( V \) containing them. Since \( \Sigma_+ \subseteq V \), each \( \tilde{V}_i \) (\( i = 1, 2 \)) contains a diffeomorphic copy of \( \Sigma_+ \) called \( \tilde{C}_i \), which are closed and non-compact.

Further since \( \tilde{\Sigma} \) is connected and separated by \( \tilde{S}_1 \), the set \( \tilde{C}_2 \) is contained in \( \tilde{S}_1 \cup \tilde{S}_+^{(1)} := \tilde{S}_1 \cup (\Sigma \setminus \tilde{C}_1) \), since otherwise \( \tilde{V}_1 \cap \tilde{V}_2 \neq \emptyset \).

So \( \tilde{C}_2 \subseteq \tilde{S}_1 \cup \tilde{S}_+^{(1)} \). Being local properties, both null geodesic completeness and the distributional null convergence condition lift to \( \tilde{M} \) and by assumption \( \tilde{M} \) is past-reflecting. Further as null branching is a local property as well, it also cannot occur in \( \tilde{M} \). Thus the assumptions of Proposition 4.3 are fulfilled for \( \tilde{M}, \tilde{\Sigma}, \tilde{C}_1 \) and \( \tilde{\Sigma} \setminus \tilde{C}_1 \) implying that \( \tilde{S}_1 \cup (\Sigma \setminus \tilde{C}_1) \) is compact. However, this set contains the non-compact, closed set \( \tilde{C}_2 \), a contradiction and we are done. \( \square \)

Finally we sketch the proof of Corollary 2.8, i.e. the globally hyperbolic \( C^1 \)-Gannon–Lee theorem. We can proceed analogously to the one of Theorem 2.6, where most points will even be significantly easier. In fact, the topological part remains the same and the only aspect one has to pay attention to is proving that \( \mathcal{H}_+^+ \) is relatively compact, i.e., step (1) in Proposition 4.3: We have to prove that any maximizing \( g \)-null geodesic is a limit of maximizing \( \tilde{g}_e \)-null geodesics. Corollary 3.5 does not apply, but we can replace it by the “limiting-result” [20, Prop. 2.13]. Note that compared to Corollary 3.5 the result in [20, Prop. 2.13] only shows that there is one \( g \)-geodesic which can be approximated by \( \tilde{g}_e \) maximizers, but this is sufficient for the proof to work out.
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