Extraction of interaction parameters for $\alpha$-RuCl$_3$ from neutron data using machine learning

Anjana M. Samarakoon,1, 2, 3, ... Pontus Laurell,4, 5, 6 Christian Balz,2, 7 Arnab Banerjee,2, 8 Paula Lampen-Kelley,9, 10
David Mandrus,9, 10 Stephen E. Nagler,2, 11 Satoshi Okamoto,10, 11 and D. Alan Tennant1, 6, 10, 11

1Shull-Wollan Center, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
2Neutron Scattering Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
3Materials Science Division, Argonne National Laboratory, Lemont, Illinois 60439, USA
4Center for Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
5Computational Sciences and Engineering Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
6Department of Physics and Astronomy, University of Tennessee, Knoxville, Tennessee 37996, USA.
7ISIS Neutron and Muon Source, Rutherford Appleton Laboratory, Didcot, OX11 0QX, United Kingdom
8Department of Physics and Astronomy, Purdue University, West Lafayette, Indiana 47906, USA
9Department of Materials Science and Engineering, University of Tennessee, Knoxville, Tennessee 37996, USA
10Materials Science and Technology Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
11Quantum Science Center, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA

(Dated: February 24, 2022)

Single crystal inelastic neutron scattering data contain rich information about the structure and dynamics of a material. Yet the challenge of matching sophisticated theoretical models with large data volumes is compounded by computational complexity and the ill-posed nature of the inverse scattering problem. Here we utilize a novel machine-learning-assisted framework featuring multiple neural network architectures to address this via high-dimensional modeling and numerical methods. A comprehensive data set of diffraction and inelastic neutron scattering measured on the Kitaev material $\alpha$–RuCl$_3$ is processed to extract its Hamiltonian. Semiclassical Landau-Lifshitz dynamics and Monte-Carlo simulations were employed to explore the parameter space of an extended Kitaev-Heisenberg Hamiltonian. A machine-learning-assisted iterative algorithm was developed to map the uncertainty manifold to match experimental data; a non-linear autoencoder used to undertake information compression; and Radial Basis networks utilized as fast surrogates for diffraction and dynamics simulations to predict potential spin Hamiltonians with uncertainty. Exact diagonalization calculations were employed to assess the impact of quantum fluctuations on the selected parameters around the best prediction.

Introduction.—Highly frustrated quantum systems are important routes to realizing exotic ground states and excitations. They are proposed to host states ranging from long-range entangled quantum spin liquids (QSLs) with nonlocal excitations to quantum spin ices with emergent photons [1–3]. Recently, the two-dimensional honeycomb spin-1/2 material $\alpha$–RuCl$_3$ [Fig. 1(a)] has garnered particular attention following being reported [4–11] as a leading candidate [12–14] for realization of the Kitaev model—an exactly solvable QSL Hamiltonian [15, 16]. The Kitaev model is a spin network with competing bond-dependent interactions and hosts a topological QSL ground state that supports two types of fractionalized excitations: visons, which are excitations of the emergent flux, and deconfined Majorana fermions. These quasiparticles are predicted to show non-Abelian statistics, suggesting potential applications in e.g. topological quantum computing [17]. Recently, theoretical propositions have been made for interferometers utilizing their braiding statistics as a precursor to undertaking quantum operations [18, 19]. Meanwhile, however, the experimental situation regarding the quasiparticles in $\alpha$-RuCl$_3$ remains inconclusive, primarily due to difficulties in determining the precise nature of the spin couplings in the material and to what extent these destabilize the QSL state in zero and applied magnetic fields.

Experiments have revealed evidence that $\alpha$-RuCl$_3$ is close to the Kitaev QSL [12, 13, 23, 24]. At low temperatures and magnetic fields it orders magnetically in a zigzag structure [6, 25–27], implying the presence of symmetry-allowed interactions additional to the Kitaev Hamiltonian, as is generically predicted by theory [20, 28–30]. Inelastic neutron scattering (INS) shows scattering dominated by continu-
FIG. 2. (a) Machine-learned phase map varying $\Gamma/|K|$ and $J_3/|K|$ through the optimal solution for $\alpha$-RuCl$_3$ at fixed $J_1/|K| = -0.1$ and $J_2/|K| = 0$, with $K < 0$. Labeled phases include ferromagnetic [FM], zigzag [Z.Z.] and planar zigzag [Z.Z. (2D)] orders. The ellipsoidal approximation to the optimal solution is marked in panel (a) in dark-red. Due to uneven sampling of the IMA process from which the data was taken, the prediction accuracy varies in parameter space resulting in a blotchy appearance. The different colors, which represent different structure factors $S(Q)$, are predicted by a trained neural network as explained in the main text. Panel (b) shows the surrogate predicted neutron structure factor, $S^{SW}(Q)$, at numbered locations indicated in (a) and Fig. 1(c). Corresponding spin structures for the long-range ordered phases labeled 1, 3-7 are given in the SM [21]. Note that Z.Z. and Z.Z. (2D) have similar long-range order, but along different spin-orientation directions. This occurs because, as discussed in Ref. [22], when $K < 0$ the spin orientation in zigzag ground states depends on the sign of $\Gamma$. Due to the neutron spin polarization factor, the two $S(Q)$ are different in the shown plane, despite yielding the same trace over spin correlations, $\sum_s S^{SW}(Q)$. Some of the diffuse $S(Q)$, taken at either phase boundaries or critical points, are also shown. The $S(Q)$ labeled 11 and 12 are for the pure AFM and FM Kitaev models.

The complexity of magnetic interactions in RuCl$_3$ has hindered determination of an underlying model. Various groups have fit or derived proposed Hamiltonian parameters for the material [6, 9, 23, 24, 29–31, 59, 60, 62–71], but these studies disagree significantly about which interactions are present, and on values of specific interaction parameters [33, 72, 73]. Part of the reason for this lack of agreement is that many experimental fits have relied on linear spin wave theory (LSWT), which cannot account for the quantum fluctuations inherent to $\alpha$-RuCl$_3$. However, the more central issue is that a comparatively large set of weak perturbations are possible, that can significantly modify the magnetic ordering, dynamics and thermal properties of Kitaev materials. With such a high-dimensional parameter space, comparing modeling with experimental data leaves a great deal of uncertainty, unless comprehensive enough to explore the range of possible interactions; an approach which is absent to date.

Scattering data contain considerable information on the magnetic states and interactions in materials. A difficult step in the quantification of models has been inversion from measured data to a model—the so-called inverse scattering problem, which is usually ill-posed due to loss of phase information. In this regard, machine learning (ML) [74, 75] has shown promising results [76–80]. Here we combine ML approaches with large-scale semi-classical simulations (SCSs) [80]. ML-SCS techniques have been used to successfully extract couplings from diffuse neutron scattering data and yielded significant insight by mapping the physical behavior in high-dimensional interaction spaces of materials [80, 81]. We extend these methods to include dynamics data for $\alpha$-RuCl$_3$, allowing a comprehensive fit.

**Experiments.**—Elastic neutron studies were performed at the Spallation Neutron Source (SNS) [82] using the CORELLI beamline [83]. A 125 mg $\alpha$-RuCl$_3$ crystal was mounted on an aluminium plate and aligned with the $[h,0,l]$ plane horizontal. The crystal was rotated through 170 degrees in 2° steps about the vertical axis. The temperature of the measurement was 2 K and the perpendicular wave vector transfer was integrated in the range $l = [0.92, 1.08]$ r.l.u.. The elastic scattering data was previously published as Supplementary Figure S2(a) in Ref. [10].

INS was performed on a 0.7 g single crystal, which was sealed in a thin-walled aluminium can with 1 atmosphere of Helium gas for thermal contact. Measurements at 4 K were carried out using the SEQUOIA spectrometer [84, 85] at the SNS. The incident energy was set to $E_i = 22.5$ meV. The crystal was mounted with $[h,0,0]$ and $[0,0,l]$ axes in the horizontal plane, and the orthogonal $[0.5k, -k, 0]$ axis pointing
vertically upwards. Data were collected by rotating the crystal about the vertical axis over 290° in 1° steps. The data are integrated over the range $[0, 0, I] = [-3.5, 3.5]$.

**Modeling.**—We consider a generalized spin-1/2 Kitaev-Heisenberg spin (local moment) Hamiltonian,

$$H = \sum_{y=X,Y,Z} \sum_{(i,j)} S_i \cdot J_y^{\alpha} \cdot S_j + J_2 \sum_{(i,j)} S_i \cdot S_j + J_3 \sum_{(i,j)} S_i \cdot S_j,$$

(1)
on the honeycomb lattice [Fig. 1(b)], which is expected to capture relevant interactions in the 2D plane. $\langle \ldots \rangle$, $\langle \langle \ldots \rangle \rangle$, and $\langle \langle \langle \ldots \rangle \rangle \rangle$ represent nearest, next-nearest and third-nearest neighbors, respectively, and $J_y^{\alpha} = \begin{bmatrix} J_1 + K & 0 & 0 \\ 0 & J_1 & \Gamma \\ 0 & \Gamma & J_1 \end{bmatrix}$, $J_1 = \begin{bmatrix} 0 & 0 & \Gamma \\ \Gamma & 0 & 0 \\ 0 & 0 & J_1 + K \end{bmatrix}$, $J_2 = \begin{bmatrix} J_1 & \Gamma & 0 \\ \Gamma & J_1 & 0 \\ 0 & 0 & J_1 + K \end{bmatrix}$.

Exchange matrices are defined in the $\{X,Y,Z\}$ coordinate system with principal axes along mutually orthogonal normal vectors of three nearest neighbor Ru-Cl-Ru-Cl plaquettes. Our model includes nearest-neighbor Heisenberg ($J_1$), Kitaev ($K$) and symmetric off-diagonal Gamma ($\Gamma$) interactions, as well as second- ($J_2$) and third-nearest ($J_3$) Heisenberg exchanges. For $J_2 = 0$ it reduces to a proposed minimal model for $\alpha$-RuCl$_3$ [29]. Eq. (1) is, however, restricted compared to some proposed models, notably neglecting e.g. interlayer exchange [11, 23, 86], and the $\Gamma^*$ term associated with trigonal distortion [20]. There are conflicting reports as to the magnitude of $\Gamma^*$ [33, 70, 73], such that neglecting it may not be fully justified. Nevertheless, this choice of Hamiltonian allows us to reduce the computational complexity, and to clearly present our proposed method and its capabilities. We note that ML-SCS techniques have been used to theoretically explore phase diagrams of related Hamiltonians [87, 88].

To simulate spin structure and dynamics, Metropolis (Monte Carlo) sampling [89] and Landau-Lifshitz (LL) dynamics is used [80]. This incorporates effects beyond LSWT, while achieving sufficiently good performance to allow generating a sufficient amount of training data. Spin-1/2 operators in Eq. (1) are approximated by classical spin vectors subject to semiclassical normalization, $|S_i| = \sqrt{\langle S_i | S + 1 \rangle}$. Metropolis sampling is carried out at fixed temperature, yielding well-thermalized spin configurations. Spin dynamics is governed by the usual LL equations of motion, see Supplemental Material (SM) [21]. The LL equation is solved numerically using a fourth-order Runge-Kutta algorithm with adaptive step size [90]. We use a cluster of 20x20 unit cells (2400 spins) with periodic boundary conditions [21]. Neutron magnetic form factor for Ru$^{3+}$, polarization factors, and instrumental resolution are accounted for, to match with experimental data. Figure 2(b) shows sampling of diffuse scattering at different locations in parameter space. The simulated scattering, $S^{\text{sim}}(Q)$, shows complex behavior, reflecting the rich physics of Eq. (1).

**Machine learning method.**—Our method builds on Ref. [81], which recently demonstrated that an ML-integrated method can be used with the experimental static structure factor, $S^{\text{exp}}(Q)$, to extract Hamiltonian parameters from diffuse scattering data on a spin ice. Unlike spin ice, $\alpha$-RuCl$_3$ shows a magnetic diffraction pattern with sharp Bragg peaks associated with long-range order, which does not sufficiently constrain the model parameters. Thus we extend the method to account also for the dynamical structure factor, $S^{\text{exp}}(Q, \omega)$ from spectroscopy. Although finding a single model to explain the entire 4D scattering is a formidable task, doing so should help avoid fits biased by incomplete information.

A machine-learning-integrated workflow with autoencoder training and global optimization was used to simultaneously fit both $S(Q)$ and $S(Q, \omega)$. A four-dimensional hyper-parameter space, $\{p\}$, was explored to learn the uncertainty manifold in the five-dimensional parameter space $\{J_1, K, \Gamma, J_2, J_3\}$ [21] using a variant of the Efficient Global Optimization algorithm [81, 91] which we call the Iterative Mapping algorithm (IMA). Autoencoders are unsupervised artificial neural networks with architecture as shown in Fig. 3(a). We train two autoencoders [21] with either $S(Q)$ or $S(Q, \omega)$. The Encoder takes a linearized version of the structure factor $S(\nu) [\nu = Q$ or $\nu = Q, \omega]$ and outputs a compressed representation, $S(L)$, reducing the input dimension-
ity $N_v = 10^6 - 10^8$ pixels down to $N_L = 10^0 - 10^2$. The Decoder is a contrary network, which projects $S(L)$ back to the original dimensionality and predicts $S_{AE}(v)$. Our Encoders and Decoders are designed to be symmetrical, and the numbers of layers are tuned as described in [21].

Two separate Radial Basis Networks (RBN) [92], shown in Fig. 3(b), provide Generator Networks (GN) to approximately map the Hamiltonian space, $H(p)$ directly to latent space, $L_v$. See [21] for training details. The GN provides surrogate calculations to bypass the computationally expensive direct solver, allowing exhaustive searches for parameter space mapping as illustrated in Fig. 3(c). GN predictions depend on the degree of training of the network, the topography of the parameter space, and the sampling sparsity. They do not fully replace simulations, and should not be used to draw conclusions when detailed information is needed. Complete surrogates predicting structure factors, $S_{sur}(v)$, are constructed by linking the GN with corresponding Decoder. These surrogates can also be used as low-cost estimators in the IMA as an alternative to the Gaussian Process Regression in Ref. [81].

As Fig. 3(c) schematically shows, the workflow can be split into five sections: I) scattering experiment and hypothesis; II) parameter space exploration and information compression; III) structure or property predictions; IV) parameter space predictions; and V) validation of SCS results using a quantum many-body solver. The workflow is similar to one proposed in Ref. [93], but here we add step V and use a composite latent space $L_Q \cup L_{Q,\omega}$. The latent space forms the backbone of the operation, into which experimental data, simulations, and predictions from GN feed, and from which structure, property, and model parameters are predicted.

ML predictions.—The $S(Q)$ (and consequently $S(L)$) provides natural classification of phases, as the correlations of the system are encoded [93]. A high-dimensional graphical phase diagram can be constructed easily by projecting $Q$-space into a latent space of $N_L = 3$ as suggested in Ref. [93]. An architecture of three intermediate layers with 300-3-300 logistic neurons (activation function as $f(x) = 1/(1 + e^{-x})$) was empirically found to have the highest performance for the $S^{sim}(Q)$.

Two phase diagrams are plotted in Figures 1(c) and 2(a). Phases are indicated by color derived by treating latent vectors as RGB color components [30]. Fig. 1(c) corresponds to the $J_2 = J_3 = 0$ hyperplane, and uses the parametrization [20] $J_1 = \sin \theta \cos \phi$, $K = \sin \theta \sin \phi$, $\Gamma = \cos \theta$, where the energy scale is fixed according to $1 = \sqrt{J_1^2 + K^2 + \Gamma^2}$. Overlaid dashed black lines indicate the theoretically predicted phase diagram. We note that typically our method does not find sharp transitions, so our results are not phase diagrams in a strict sense. Nevertheless, the excellent agreement between Fig. 1(c) and the phase diagram derived in Ref. [20] shows the merit of the approach. Fig. 2(a) shows the phase diagram in a slice around the optimal solution we find for $\alpha$-RuCl$_3$ (see Fig. 4 and later discussion). Fig. 2(b) indicates the scattering at various points in the two phase diagrams.

To fit experimental scattering data and map uncertainty in the five-dimensional parameter space we employed IMA with cost function $\hat{\chi}_{\text{Com}}^2 = \hat{\chi}_{S(Q)}^2 \times \hat{\chi}_{S(Q,\omega)}^2$, where the $\hat{\chi}_{SIV}$ are low-cost estimators defined in SM [21]. IMA samples the parameter space iteratively subject to $\hat{\chi}_{\text{Com}}^2 \leq C_{\text{Com}}$. The threshold value $C_{\text{Com}}$ is iteratively reduced to a final value. The Autoencoders and GN, are retrained at the end of each iteration. Thus, the predictability of the networks becomes reliable towards the minimum of $\hat{\chi}_{\text{Com}}^2$.

Results and Discussion.—Figure 4 shows slices and cuts of the final $\hat{\chi}_{\text{Com}}^2$ in parameter space. Due to uncertainties in the data, minimizing $\hat{\chi}_{\text{Com}}^2$ leads to a region of potential fits, indicated by the ellipsoid in panels (a)-(c). Additional Hamiltonian terms may need to be included in the modeling to capture all relevant interactions and achieve higher fitting certainty. This restriction aside, we have identified several parameter sets with particularly low $\hat{\chi}_{\text{Com}}^2$, and these were investigated more closely. Fig. 5 shows $S(Q)$ and $S(Q,\omega)$ from experiment, LL simulation, and Lanczos exact diagonalization (ED) for the optimized parameter set: $J_1 = -0.4 \pm 0.4$ meV, $K = -5.3 \pm 0.3$ meV, $\Gamma = 0.15 \pm 0.05$ meV, $J_2 = -0.19 \pm 0.15$ meV and $J_3 = 1.35 \pm 0.15$ meV. The LL-simulated spectrum shows intensity at both the $M$ and $\Gamma$ points, although the intensity at $\Gamma$ is lower than in the experiment. In addition, the simulation captures the curvature of the spin wave dispersion along the $\Gamma \rightarrow M$ path, as well as the feature at $\omega = 6$ meV.
ED is subject to finite-size restrictions and low momentum resolution, but captures the magnetic order and energy scale of the low-energy scattering ($\omega < 5$ meV).

How does our optimized solution compare to other proposed models for $\alpha$-RuCl$_3$? Using the surrogates we can easily calculate $\chi^2$ values for proposed models described by Eq. (1). By this metric our fit outperforms other models in the literature at describing the neutron data, see SM [21]. Our fit has a Kitaev interaction strength comparable to a previous INS fit [31], but lower $\Gamma/K$ and higher $J_\perp/K$. However, the energy scale is generally smaller than for models predicted by band structure calculations, and for models that seek to explain the experimental magnetic specific heat $C(T)$ [73]. Consequently, thermal pure quantum state [94, 95] $C(T)$ results for the optimized solution fail to capture the experimentally observed high-temperature peak [21, 49]. One of our identified near-optimized parameter sets performs better in this regard, but worse at reproducing subtle spectral features [21]. This reinforces the point that Eq. (1) may miss some important term.

One limitation of our approach is the use of SCS. This was necessary to generate large amounts of training data, and allowed us to generate phase diagrams. However, quantum effects can be significant close to phase boundaries, thus locally diminishing the reliability of our networks and requiring many-body verification. This is particularly important in $\alpha$-RuCl$_3$, which is close to a phase transition under magnetic fields, and where many Hamiltonian parameters matter. Our optimized parameters are close to a transition between the Z.Z. and Z.Z. (2D) orders, but using ED we fortunately find the SCS results are physical, and correctly identifies the ground state. In contrast, the recently proposed Hamiltonian of Ref. [70] is close to a transition between FM and Z.Z. orders, and our SCS predict FM, while ED finds Z.Z. This suggests it may be useful to retrain the networks using many-body simulations in regions close to phase boundaries to increase physical predictability.

Our analysis shows that subtle changes in parameters affect the spectra and ordering. This means that other Hamiltonian terms could also account for the results. This implies that zero field neutron scattering is probably insufficient to constrain the model beyond the treatment here. For a more definitive understanding of $\alpha$-RuCl$_3$ additional data is needed. Simulations of field dependence suggest that high field spectroscopy measurements should be helpful here in disentangling the contributions of competing terms. Neutron scattering with its ability to capture wavevector and energy effects would be particularly valuable. Co-analysis of high field data along with zero field measurements used here, as well as other observable properties, can then be undertaken using the machine-learning-based approach.

Conclusion.—We have demonstrated unsupervised ML-SCS methods can be used to solve the inverse scattering problem inherent to INS experiments, thereby extending previous methods to also account for dynamics. Our approach can be applied to a wide range of magnetic systems, to obtain phase diagrams and fit the full 4D experimental scattering, as long as sufficient amounts of training data can be generated. For $\alpha$-RuCl$_3$ we find a relatively flat fitness landscape, producing an uncertain fit. It does not fully explain the experimental scattering, likely due to interactions not considered here. Nevertheless, the optimal parameters reproduce many smaller scattering features, not captured by other proposed models. Improved algorithms are needed to extend the method further to even higher-dimensional parameter spaces and to fully constrain Hamiltonians. This can be done iteratively, building on previously simulated data. With future advances in computing power, we hope such methods may be used to rapidly and reliably identify the crucial physics of new materials.
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I. DETAILS ON NUMERICAL METHODS AND TRAINING OF NETWORKS

A. Monte Carlo and Landau-Lifshitz Solver for scattering

Neutron scattering from the magnetic system directly probes the magnetic two-point correlations of the material and the scattering cross section can be formulated as:

\[ \frac{d^2 \sigma}{d \hbar \omega d \Omega} = \frac{k_f}{k_i} r_m^2 \sum_{\alpha, \beta} g_\alpha g_\beta \left( \delta_{\alpha\beta} - \frac{q_\alpha q_\beta}{q^2} \right) |F(Q)|^2 S^{\alpha\beta}(Q, \omega) \]  

(S1)

where \( Q \) and \( \omega \) are the wavevector and energy transfer in the scattering process, \( k_i \) and \( k_f \) are the initial and final wavevectors of the neutrons, \( r_m \) is a scattering factor, \( \alpha, \beta = x, y, z \) are Cartesian coordinates indicating initial and final spin polarization of the neutron, \( F(Q) \) is the magnetic form factor and \( S^{\alpha\beta}(Q, \omega) \) is the spin correlation function. The pre-factors are set by measurement conditions or atomic properties of the material and so are straightforwardly evaluated allowing quantitative experimental determination of \( S(Q, \omega) \).

The dynamical correlation function \( S^{\alpha\beta}(Q, \omega) \) is equal to the Fourier transform of the spin-spin correlation functions in space and time:

\[ S^{\alpha\beta}(Q, \omega) = \frac{1}{2\pi N} \sum_{i,j} e^{iQ(R_j - R_i)} \int_{-\infty}^{\infty} e^{-i\omega t} \langle S^\alpha_i(t_0) S^\beta_j(t_0 + t) \rangle dt. \]  

(S2)

FIG. S1. The nuclear structure of RuCl₃ as reported in Refs. [1, 2]. The space group is \( R\bar{3} \) (148). Note that there are 6 Ru-ions per unit-cell corresponding to three stacked honeycomb layers. We used this structure in our MC/LLD simulations even though the Hamiltonian of this study does not contain out-of-plane exchanges. Thus, our simulation setup can be readily generalized to 3D models with inter-layer exchange interactions.

The Monte Carlo solver used in Ref. [3] is deployed for a network of Heisenberg spins on a honeycomb lattice. Although we neglect out-of-plane exchanges in this study, the unit cell with three honeycomb layers shown in Fig. S1 was used throughout the simulations. The spins are treated as vectors \( \mathbf{S}_i = [S^x_i, S^y_i, S^z_i] \) of fixed length of \( \sqrt{S(S+1)} = \sqrt{3}/2 \) at positions \( \mathbf{R}_i \). The energy due to interactions, \( \{\mathbf{p}\} \) is given by the spin Hamiltonian, \( \mathcal{H} = \mathcal{H}(\{\mathbf{p}\}, \mathbf{S}, \mathbf{R}) \) given in Eq. (1) of the main text. Spin configurations which are representative of the system in thermal equilibrium at chosen temperature \( T \) are found using simulated annealing based on the Metropolis algorithm, a Markov Chain Monte Carlo method [4]. From these configurations a full range of physical properties can be calculated including \( S^{\text{sim}}(Q) \). The time development of a thermally equilibrated spin configuration, \( \mathbf{S}(t) \) can be evaluated using the Landau-Lifshitz (LL) equations of motion which are readily derived through Poisson brackets involving \( \mathbf{S} \) and \( \mathcal{H} \).

\[ \frac{d\mathbf{S}_i}{dt} = \gamma \left[ \mathbf{S}_i \times \frac{\partial \mathcal{H}}{\partial \mathbf{S}_i} \right] \]  

(S3)
The LL equation is solved numerically using a fourth-order Runge-Kutta algorithm with adaptive step size [5]. The \( S(t) \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with spacing \( \Delta t \) and used to calculate \( S^\beta(p, Q, \omega) \). The \( t_N \) is determined by the target energy resolution of 0.5 meV. For a given \( p \), the \( S(Q, \omega) \) was calculated from 256 independent simulations and averaged to yield good statistics. The actual measured cross section \( S \) is determined by the target energy resolution of 0.5 meV. For a given \( N \nu \), the \( S \) was calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \) and \( t_N \) was determined by the target energy resolution of 0.5 meV. For a given \( \nu \), the \( S \) was calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \). The IMA is employed to minimize the multi-experiment error measure, \( \hat{\chi}^2 \). The \( \hat{\chi}^2 \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \) and \( t_N \) is determined by the target energy resolution of 0.5 meV. For a given \( \nu \), the \( S \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \). The IMA is employed to minimize the multi-experiment error measure, \( \hat{\chi}^2 \). The \( \hat{\chi}^2 \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \). The IMA iteratively samples parameter space subject to the condition that \( \hat{\chi}^2 \) becomes reliable.

### B. Parameterization of the Hamiltonian and optimization

The original Hamiltonian space is re-parameterized as follows to cover the entire parameter-space (both positive and negative sides of each parameter):

\[
J_1 = \left( \frac{U}{3} \right) \sin(\phi)\sin(\theta)\sin(\beta)\sin(\gamma), \\
K = (U) \cos(\phi)\sin(\theta)\sin(\beta)\sin(\gamma), \\
\Gamma = \left( \frac{U}{2} \right) \cos(\theta)\sin(\beta)\sin(\gamma), \\
J_2 = \left( \frac{U}{6} \right) \cos(\beta)\sin(\gamma), \\
J_3 = \left( \frac{U}{3} \right) \cos(\gamma),
\]

where \( U \) is the overall energy scale. The hyper-parameter space of \( p = \{\phi, \theta, \beta, \gamma\} \) was explored with fixed \( U = 10 \) meV, using the iterative mapping algorithm (IMA), which is a variant of the Efficient Global Optimization algorithm as described in Ref. [3]. The IMA is employed to minimize the multi-experiment error measure, \( \hat{\chi}^2 \). The \( \hat{\chi}^2 \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \). The \( \hat{\chi}^2 \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \). The \( \hat{\chi}^2 \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \). The \( \hat{\chi}^2 \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \). The \( \hat{\chi}^2 \) is calculated for an appropriately spaced set of discrete times from \( t_0 \) to \( t_N \) with \( \Delta t \).

Here, \( \epsilon \) renormalizes the energy scale \( U \) and is found by minimizing \( \hat{\chi}^2 \) within the interval of \( \epsilon \in [1/3, 3] \) for a given Hamiltonian parameter set \( p \). The \( \epsilon \) is necessary to account for the overall energy scale.

The IMA iteratively samples parameter space subject to the condition that \( \hat{\chi}^2 \) is below the error tolerance threshold, \( C_{com} \), and the surrogates are retrained. As more data is collected, the prediction accuracy of the surrogates towards minimum of the \( \hat{\chi}^2 \) becomes reliable.

### C. Training of Autoencoders

In this work, we have trained two Autoencoders; for static and dynamic structure factors. The training includes \( S^{Sim}(Q) \) and \( S^{Sim}(Q, \omega) \) generated from the MC/LLD solver for random sets of Hamiltonian parameter produced by the IMA. By the last iteration of IMA, we have employed 10000 models for Hamiltonian Eq. (1). For each model, both \( S^{Sim}(Q) \) and \( S^{Sim}(Q, \omega) \) are calculated. The training data includes simulated data of 90% of randomly selected existing samples and the remaining data was used as ML training validation. The autoencoder tries to minimize the deviation between its input \( S^{Sim}(Q) \) and filtered output, summed over all random models in the dataset.

The Autoencoder corresponding to \( S(Q) \), is constructed with three hidden layers of logistic neurons and latent space of 3-dimensions. The number of neurons for the three layers are empirically found to be 300-3-300. A single hidden layer autoencoder architecture of 200 linear neurons is found to be performing reasonably well with \( S(Q, \omega) \) data.

Training the autoencoder corresponds to determining the weight matrix \( (W) \) and bias \( (b) \) for each layer including the output layer. A loss function, \( \mathcal{L} \)

\[
\mathcal{L} = \sum_{|p|} \left[ \frac{1}{N_{\nu}} \sum_{\nu} (S^{Sim}(\nu) - S^{Sim}_{AE}(\nu))^2 + \mathcal{L}_R \right]
\]
is minimized using the Adam optimization algorithm as readily accessible in Keras [6], a deep learning API written in Python. The term $L_R$ is relatively weak, and includes two types of regularization: An $L_2$ regularization on the weight matrices, and an activity regularizer for uncorrelated feature constraint. This regularization seems to improve the physical interpretability of the latent space representation. Despite having millions of trainable parameters in the neural network, the autoencoder does not seem prone to overfitting; the low-dimensionality of the latent space itself acts as a strong regularizer.

D. Training of the generative model

The RBN is constructed with two layers: A layer of radial basis (RB) neurons followed by an output layer of logistic neurons. The latent space predictions for a given parameter set $\{p\}$ are defined as:

$$L_i = f_2(w_{ij}^{(2)}, h_j(\{p\}) + b_2)$$  \hspace{1cm} (S7)

$$h_j(\{p\}) = \exp\left[-\frac{\sum_k (p_k - c_{jk})^2}{\sigma^2}\right]$$  \hspace{1cm} (S8)

where $f_2$ is the logistic activation function $f(x) = 1/(1 + e^{-x})$ similar to the output layer of the NLAЕ Encoder. The weight matrix $w_{ij}^{(2)}$, and bias vector $b_2$ of the output layer and the clustering centers $c_{jk}$ of the RB layer are to be determined from the training process. The spread of RB function, $\sigma$ is preset to 0.05. The network is trained with the $S^{\text{sim}}(L)$ as the target and the corresponding $\{p\}$ as the input. Thus the input and the output dimensionality is set by the dimensionality of the $\{H(p)\}$ and the $L_Q$. The number of neurons in the RB layer is determined during the training process. The training starts with no neurons in the hidden layer and iteratively adding neurons to minimize the error between output and the target.

II. MORE INFORMATION ON NEUTRON DATA ANALYSIS AND TREATMENTS

Fig. S2(a) shows a 2D slice of 4D raw data from the inelastic neutron experiment executed at the Fine-Resolution Fermi Chopper Spectrometer (SEQUOIA), SNS, ORNL, under temperature of ~ 4 K and zero field conditions. The level of experimental noise is comparable to the magnetic signal even though we have integrated over a wide range of $l = 0 \pm 3.5$. We therefore perform a 3D Gaussian filtering on the $l$-integrated 3D data volume as a pre-processing step to the ML integrated workflow. As shown in Fig. S2(b), the Gaussian filter helps to get rid of statistical noise up to some extent and makes the spectrum more clearer. A Gaussian kernel with standard deviation ($\sigma$) of 1 was used here. A lower value of $\sigma$ will not do better on statistical noise while a higher value would make the features broader than instrument resolution.

Fig. S2. Pre-processing treatment on SEQUOIA data. (a) the raw data sliced in $[-h, h, 0]$ and $h\omega$ plane with the integration of $[k, k, 0] : k = 0 \pm 0.02, [0, 0, l] : l = 0 \pm 3.5$ and (b) the corresponding slice of smoothed data are shown here. The data was collected at 4 K with a single crystal of mass 0.7 g. The data was smoothed by filtering $l$-integrated 3D image with a 3D Gaussian smoothing kernel with standard deviation of 1.0. The Gaussian filter helps to get rid of statistical noise and sharpen up the features in the raw data.
III. REAL-SPACE SPIN CONFIGURATIONS

Fig. S3 compares the real-space spin configurations of the 3D and planar zigzag phases. Fig. S4 shows spin configurations for some other phases identified in Fig. 2.

FIG. S3. Magnetic structures of the two zig-zag (Z.Z.) phases mentioned in the main text. Panel (a), (b) and (c) show the three of the six magnetic domains for the 3D Z.Z. phase. Panel (d), (e) and (f) are the three of the six magnetic domains for the 2D Z.Z. phase. The yellow spheres and red arrows represents the Ru-ions and its magnetic moments respectively. The green plane cuts through the vertical center of the lattice for better perspective on the out of plane spin components. Both phases can be found in parameter space plane shown in Fig. 2(a). $\Gamma > 0$ favors 3D Z.Z., while $\Gamma < 0$ favors the 2D Z.Z. phase. The magnetic configuration of both phases consist of zig-zag chains, but the spin orientations different. The directions of zig-zag chains in 3D Z.Z. phase aligns with the principal axis of the anisotropic models while it is in-plane and perpendicular to the propagation vector of the chains. The corresponding labels to map the $S(Q)$ shown in Fig. 2 are also displayed. Due to the difference in spin orientations, neutron structure factor is also distinguishable.

FIG. S4. Magnetic structure of some of the phases shown in Fig. 2. The spin configuration for the $S(Q)$ labeled as (a) 6, (b) 3, (c) 7 and (d) 4 in Fig. 2 are shown here. The yellow spheres and red arrows represents the Ru-ions and its magnetic moments respectively. The green plane cuts through the vertical center of the lattice for better perspective on the out of plane spin components. The corresponding phases for label 6, 3 and 7 can be easily identify as anti-ferromagnetic, ferromagnetic and 120° orders respectively. The spin-structure corresponding to the label 4 [panel (d)] is planar with “6-in” type plaquettes forming a triangular network.
IV. PHASE MAP GENERATION AND SSF PREDICTIONS USING MACHINE-LEARNING

As explained in the main text, an Autoencoder with latent space of $N_L = 3$ is trained to compress $S(Q)$ data and used to predict phase maps of magnetic ordering (see Fig. S5(a)). The $S(Q)$ (and consequently $S(L)$) encodes correlations of the systems and provides natural classification with an adequate size of reciprocal space. Parameter sets corresponding to the same structure would cluster together in either $Q$ or $L$ space. (see Fig. S5(b)). Thus, it is technically possible to perform a clustering analysis to identify and label different clusters. However, such clustering analysis would fail when the system undergoes continuous transitions or crossovers rather than abrupt first-order like changes. In this case it is still possible to easily construct a graphical phase diagram. If the $Q$ space can be reduced to an $L$ space with $N_L = 3$, then the latent vectors can be treated as the RGB color components of a phase map.

**FIG. S5.** Latent space representations and generative model predictability. (a) A predicted map of magnetic orderings in the $J_1 - K - \Gamma$ space on the hyper-surface of $\sqrt{J_1^2 + K^2 + \Gamma^2} = 1$ at a fixed temperature of $T/|K| = 0.02$. The phase map is generated for $\Gamma > 0$ and depicted according to $\Gamma = \cos(\theta)$. (b) 3D histogram (density map) of the $\{p\}$ manifold in latent space. The surfaces are the 3D contours of the histogram and their color represents the bin-height (density) used to generate the contour. In this latent space representation, a broad phase in parameter space appears as a dense point and a higher order phase transition / crossover appears as lines of points connecting dense clusters. First-order phase transitions appear as isolated clusters and discontinuities in the latent space projection [7]. (c) $S(L)$ for (filled triangles) the simulated structure factors calculated along the white dashed line shown in panel (a) at $\theta = \pi/4$ along with (solid lines) the prediction from the GN. (d) The high-symmetry-plane slices of simulated and surrogate-predicted $S(Q)$ data at multiple places in parameter space as indexed on panel (c).

In order to construct high-dimensional phase maps, we used a *Generator* network (see Fig. 3(b)) to predict $S_{GN}(L)$ for the parameters set located in between existing $\{p\}$ samples. Figure S5(a) is generated in such fashion in the hyper plane of $\sqrt{J_1^2 + K^2 + \Gamma^2} = 1$ and $J_2 = J_3 = 0$ and Figure S5(c) shows the $S_{GN}(L)$ in comparison to $S(L)$ not included in GN training, along the dashed circle in panel (a).

As shown in Fig. 3 (b) and (c), a faster surrogate for the MC/LLD solver can be constructed by connecting the GN with the *Decoder* network of the Autoencoder. Figure S5 (d) shows the surrogate-predicted structure factors, $S_{sur}(Q)$ in comparison to the simulated for the parameter sets, not used as a part of training data. The surrogate-predictions are worse in some regions where the $S_{sim}(Q)$ change rapidly and the $\{p\}$ samples are taken sparsely. The predictability of both *Decoder* and the *Generator* contribute the total prediction error of the surrogate. As more $\{p\}$ are evaluated on demand in the regions of interest, the surrogate predictions will be more reliable. Even though the surrogate predictions are not accurate in some regions, it can be used to do guide parameter space searches and even draw quick conclusions for experiment planning. However, any prediction leading to critical decisions or conclusion, should always be validated with direct calculations.
V. ADDITIONAL PREDICTIONS OF DYNAMICAL STRUCTURE FACTOR

Fig. S6 shows predicted dynamical structure factors for the parameter sets specified in Table I.

**FIG. S6.** The dynamical structure factors for multiple parameter sets. All the panels show $-h, h, 0$ slices of $S^{\text{Sur}}(Q, \omega)$ at $[k, k, 0]: k = 0$, $[0, 0, l]: l = 0$ for the parameter sets listed in the Table I. The ratios between parameter for the $S^{\text{Sur}}(Q, \omega)$ shown in panel (a)-(e) also match for the sets labeled as 1-5 in the Fig. 2(a).

| Set # | $J_1$ (meV) | $K$ (meV) | $\Gamma$ (meV) | $J_2$ (meV) | $J_3$ (meV) |
|-------|-------------|-----------|---------------|-------------|-------------|
| 1     | -0.28       | -1.39     | 0.87          | 0           | 1.75        |
| 2     | -0.47       | -2.33     | 1.89          | -0.07       | 0.04        |
| 3     | -0.21       | -2.50     | 0.99          | 0.08        | -1.58       |
| 4     | 0.12        | -3.40     | -2.23         | 0.01        | 0.43        |
| 5     | -0.28       | -1.74     | -0.83         | -0.04       | 1.71        |
| 6     | -0.04       | -1.66     | 0.99          | 0.04        | 0.11        |
| 7     | -0.34       | -7.72     | 2.34          | -0.1        | 0.74        |
| 8     | -0.52       | -5.02     | 1.46          | -0.12       | 0.74        |
| 9     | -0.84       | -4.45     | 0.92          | -0.08       | 1.05        |
| 10    | -0.18       | -5.89     | 0.15          | -0.23       | 1.45        |

**TABLE I.** The corresponding parameter sets for the dynamical structure factors shown in Fig. S6.
VI. DETAILS OF ED CALCULATIONS AND COMPARISONS WITH MC RESULTS

Lanczos exact diagonalization calculations were performed at zero temperature using the $\mathcal{H}\Phi$ library [8] on the 24-site $C_3$-symmetric finite size cluster shown in Fig. S7. It has the same rotational symmetry as the full honeycomb lattice. Static structure factors were evaluated directly as ground state expectation values, whereas dynamical structure factors were calculated using the continued fraction expansion method (CFE) [9]. As in Ref. [10] we used 500 Lanczos steps in the CFE. We used a Lorentzian broadening $\eta$ of 0.05 meV (half width at half maximum) for the optimized parameters, or $0.05/\sqrt{3}$ meV for parameter sets 1-4 defined in Table II and represented visually in Fig. S8. The broadening was intentionally made small to allow experimental resolution effects to be implemented as in the LLD calculations. The frequency step size was $\Delta \omega = \eta/5$.

Comparisons of $S(Q)$ and $S(Q,\omega)$ are shown in Fig. S9. A comparison of the individual matrix elements, $\langle S^\alpha S^\beta \rangle$ is also shown in Fig. S10, S11 and S12 for parameter sets 1,2,4 listed in Table II.

![Figure S7](http://creativecommons.org/licenses/by/4.0/)

**FIG. S7.** Finite size cluster with periodic boundary conditions used for Lanczos ED calculations. Sides with matching symbols are identified. This figure is reproduced without changes from Ref. [10]; licensed under a Creative Commons Attribution (CC BY) license.

| Set # | $J_1$ (meV) | $K$ (meV) | $\Gamma$ (meV) | $J_2$ (meV) | $J_3$ (meV) |
|-------|-------------|-----------|---------------|-------------|-------------|
| 1     | -2.1        | -13.6     | -1.0          | -0.2        | 1.7         |
| 2     | -2.5        | -13.3     | 0.6           | -0.2        | 1.6         |
| 3     | -2.0        | -13.8     | -1.1          | -0.2        | 1.6         |
| 4     | -2.5        | -13.9     | -0.7          | -0.1        | 0.6         |
| a     | -1.98       | -11.29    | 0.49          | -0.19       | 1.55        |
| b     | -1.45       | -9.29     | 0.38          | -0.195      | 1.49        |
| c     | -0.93       | -7.28     | 0.26          | -0.193      | 1.435       |
| Opt.  | -0.4        | -5.27     | 0.15          | -0.19       | 1.38        |

**TABLE II.** Parameter sets used to compare ED calculation with LLD.
FIG. S8. The parameters sets listed in Table II are shown in the machine-learned phase map varying $\Gamma/|K|$ and $J_2/|K|$ through the optimal solution for $\alpha$-RuCl$_3$ at fixed $J_1/|K| = -0.1$ and $J_3/|K| = 0$, with $K < 0$. Parameter sets 1-4 were chosen to be located close to phase transitions, and parameter sets a-c were chosen to lie on a line connecting the optimized parameter set with parameter set 2.

FIG. S9. The validation of MC/LLD with Lanczos ED for four different parameter sets listed in Table II. The comparisons of (a - d) static and (e - h) dynamic structure factors from (left side) Monte-Carlo simulations/LLD and (right side) ED are shown. The ED calculations use a 24-site cluster as shown in Fig. S7 and structure factors are calculated up to the 2nd Brillouin Zone of the honeycomb lattice. The MC/LLD structure factors are calculated on a super cell of $20 \times 20$ RuCl$_3$ nuclear unit cells (equivalent to 2400 sites). Even though the the Q-resolutions of two calculations are not comparable, the magnetic peak structure in $S(Q)$ agrees well for sets (b)2 and (d)4 but not for set (a)1 or (c)3. According to the MC/LLD calculations, the corresponding magnetic structure for set 1 and 3 is 2D Z.Z.. For this phase, M-point peaks in the 1st B.Z. are not allowed by the polarization factor, but M-point peaks appear in higher Brillouin zones, which are not covered in the ED calculation. Thus, the diffuse patterns in the $S_{\text{ED}}(Q)$ for set 1 and 3 are due to the finite-size effect.
FIG. S10. The comparison of the individual SSF matrix elements, $\langle S^x S^x \rangle$ for the parameter set 1 listed in Table II.
FIG. S11. The comparison of the individual SSF matrix elements, $\langle S^a S^b \rangle$ for the parameter set 2 listed in Table II.
FIG. S12. The comparison of the individual SSF matrix elements, $\langle S^x S^x \rangle$, for the parameter set 4 listed in Table II.
VII. FORMULATION OF THE OPTIMAL REGION

The five-dimensional optimal region for which $\hat{\chi}_{\text{Com}}^2 < C_{\text{Com}}^2$ as illustrated in Fig. 4 (blue contours) can be formulated by fitting the region to a minimum volume ellipsoid \[11\] as,

$$V \times M \times V^T \leq 1,$$

(S9)

where,

$$M = \begin{bmatrix}
0.0108 & 0.0011 & -0.0202 & 0.0062 & 0.0069 \\
0.0011 & 0.0004 & 0.0003 & -0.0011 & 0.0007 \\
-0.0202 & 0.0003 & 0.1111 & -0.0269 & -0.0131 \\
0.0062 & -0.0011 & -0.0269 & 0.0508 & 0.0239 \\
0.0069 & 0.0007 & -0.0131 & 0.0239 & 0.0213
\end{bmatrix},$$

$$V = \left[ J_1 + 0.4481 \ K + 5.5136 \ \Gamma - 0.1627 \ J_2 + 0.2228 \ J_3 - 1.4543 \right].$$

VIII. COMPARISON OF MACHINE-LEARNED PARAMETER SET WITH SOME OF THE PREVIOUSLY REPORTED VALUES

In Table III we show $\chi_{\text{Com}}^2$ evaluated for some models in the literature. By this metric the optimized parameter set obtained by our machine learning method performs best with a value of $\hat{\chi}_{\text{Com}}^2 \approx 5$ — but it is expected to do so by design. However, no other model produces $\chi_{\text{Com}}^2 < 10$, while three models are found to produce $\chi_{\text{Com}}^2$ values in the [10, 20] range. It is remarkable that our optimized parameter set and the model of Ref. [12] have significantly different $\chi_{\text{Com}}^2$ values despite appearing close in terms of interaction parameters—perhaps $J_2$ plays an important role? We stress that our treatment here neglects other small terms — both in some of the models in Table III and in determination of the fitness landscape. This may be too drastic an approximation, as suggested particularly by models with larger $\Gamma'$ values such as in Ref. [13]. For this reason we suggest the $\chi_{\text{Com}}^2$ values be interpreted with care. In addition, our SCS predicts a ferromagnetic ground state for the model of Ref. [14] rather than zigzag, which likely contributes substantially to the high $\chi_{\text{Com}}^2$ value.

| Reference | $J_1$ | $K$ | $\Gamma$ | $J_2$ | $J_3$ | $\chi_{\text{Com}}^2$ |
|-----------|-------|-----|----------|-------|-------|----------------|
| Optimal ML parameters (this work) | -0.3961 | -5.2731 | 0.15 | -0.1935 | 1.3761 | 4.95 |
| Hou et al. [15] | -1.87 | -10.7 | 3.8 | 0 | 1.27 | 13.78 |
| Suzuki et al. [16] | -3 | -5 | 2.5 | 0 | 0.75 | 18.6 |
| Winter et al. PRB [17] | -5.5 | 7.6 | 8.4 | 0 | 2.3 | 19.58 |
| Winter et al. NC [12] | -0.5 | -5 | 2.5 | 0 | 0.5 | 26.96 |
| Wu et al. [18] | -0.35 | -2.8 | 2.4 | 0 | 0.34 | 28.70 |
| Ozel et al. [19] | -0.95 | 1.15 | 3.8 | 0 | 0 | 35.75 |
| Kim and Kee [20] | -3.5 | 4.6 | 6.42 | 0 | 0 | 36.27 |
| Kim et al. [21, 22] | -12 | 17 | 12 | 0 | 0 | 38.23 |
| Li et al. [14] | -2.5 | -25 | 7.5 | 0 | 0 | 38.424 |
| Banerjee et al. [23] | -4.6 | 7 | 0 | 0 | 0 | 38.54 |
| Laurell and Okamoto [10] | -1.3 | -15.1 | 10 | 0 | 0.9 | 38.65 |
| Cookmeyer and Moore [24] | -0.5 | -5 | 2.5 | 0 | 0.1125 | 38.70 |
| Ran et al. (2017) [25] | 0 | -6.8 | 9.5 | 0 | 0 | 39.04 |
| Suzuki and Suga [26, 27] | -1.53 | -24.4 | 5.25 | 0 | 0 | 40.03 |
| Ozel et al. [19] | 0.46 | -3.5 | 2.35 | 0 | 0 | 40.12 |
| Ran et al. (2022) [28] | 0 | -7.2 | 5.6 | 0 | 0 | 40.339 |
| Wang et al. [29] | -0.3 | -10.9 | 6.1 | 0 | 0.03 | 40.65 |

TABLE III. $\chi_{\text{Com}}^2$ for different models approximately described by Eq. (1) in the main text. For some of the models we have neglected additional small terms not captured by our model, such as $\Gamma'$. Those models are those of Refs. [10, 15, 17, 20, 26, 27]. It is possible that inclusion of those terms and/or usage of parameters that have not been bond-averaged would improve those models' $\chi_{\text{Com}}^2$ performance.
IX. MAGNETIC SPECIFIC HEAT

Magnetic specific heat for some models was calculated using the microcanonical thermal pure quantum state (mTPQ) method [30] implemented in the $\mathcal{H}\Phi$ library [8]. Similarly to the ED calculations, the 24-site cluster in Fig. S7 was used. To reduce statistical error, results were averaged over 15 initial random vectors. The results are shown in Fig. S13. These findings are not compared with SCS results since the specific heat of classical and quantum models are fundamentally different. In future work one may co-optimize parameters to fit both neutron data and other observables, e.g. $C(T)$.

FIG. S13. (a) Magnetic specific heat for some of the parameter sets listed in Table II and (b) the corresponding $S(Q,\omega)$ are shown. In panel (a), the black line shows experimentally determined $C_{\text{mag}}(T)$ from Ref. [31], which features a peak near 6.5 K due to onset of magnetic order and a high-temperature peak around 70 K. The sharp peak at $\approx 170$ K is not a feature of the specific heat, but an artifact of the background subtraction due to a structural transition not present in the nonmagnetic analog. Shown are also mTPQ calculations for five parameters sets near the machine-learning-predicted optimal region. The other lines indicates the statistical average over initial vectors. We see that our optimized parameters (Opt. Set) do not capture the high-temperature peak well, whereas Set 2 [see Table II] performs better in this regard. This matches the general trend noticed in Ref. [10] that the $C(T)$ behavior is largely controlled by the overall energy scale of the spin Hamiltonian, whereas $S(Q,\omega)$ depends crucially on the balance of different interactions. Note that Sets a,b and c are linearly connected points between Set 2 and Opt. Set in parameter space as shown in Fig. S8. Even though, Set 02 is doing well on $C(T)$, the corresponding $S(Q,\omega)$ does not capture the dispersion at $M$–points as shown in panel (b). Evidently, it is unlikely to find a single region to capture both experimental observations in the current parameter space. However the two regions are not far away in parameter space as shown in Fig. S8 and it might be possible to find a single solution in a further extended parameter space with appropriate extra exchanges.
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