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Abstract—Utilizing Visualization-oriented Natural Language Interfaces (V-NLI) as a complementary input modality to direct manipulation for visual analytics can provide an engaging user experience. It enables users to focus on their tasks rather than having to worry about how to operate visualization tools on the interface. In the past two decades, leveraging advanced natural language processing technologies, numerous V-NLI systems have been developed in academic research and commercial software, especially in recent years. In this article, we conduct a comprehensive review of the existing V-NLIs. In order to classify each paper, we develop categorical dimensions based on a classic information visualization pipeline with the extension of a V-NLI layer. The following seven stages are used: query interpretation, data transformation, visual mapping, view transformation, human interaction, dialogue management, and presentation. Finally, we also shed light on several promising directions for future work in the V-NLI community.
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1 INTRODUCTION

The use of interactive visualization is becoming increasingly popular in data analytics [17]. As a common part of analytics suites, Windows, Icons, Menus, and Pointer (WIMP) interfaces have been widely employed to facilitate interactive visual analysis in current practices. However, this interaction paradigm presents a steep learning curve in visualization tools since it requires users to translate their analysis intents into tool-specific operations [126], as shown in the upper part of Figure 1.

Over the years, the rapid development of Natural Language Processing (NLP) technology has provided great opportunities to explore a natural-language-based interaction paradigm for data visualization [18], [271]. With the help of advanced NLP toolkits [1], [3], [21], [81], [157], a surge of Visualization-oriented Natural Language Interfaces (V-NLI) emerged recently as a complementary input modality to traditional WIMP interaction. V-NLIs accept the user’s natural language queries (e.g., “visualize the distribution of budget as a histogram”) as input and output appropriate visualizations (e.g., correspondingly, a histogram with the production budget, a data attribute of cars dataset). The emergence of V-NLI can greatly enhance the usability of visualization tools in terms of: (a) Convenience and novice-friendliness. Natural language is a skill that is mastered by the public. By using natural language to interact with computers, V-NLI closes the tool-specific manipulations to users, as shown in Figure 1, facilitating the analysis flow for novices. (b) Intuitiveness and effectiveness. It is a consensus that visual analysis is most effective when users can focus on their data rather than manipulations on the interface of analysis tools [83]. With the help of V-NLI, users can express their analytic tasks in their terms. (c) Humanistic care. A sizeable amount of information we access nowadays is supported by visual means. V-NLI can be an innovative means for non-visual access, which promotes the inclusion of blind and low vision people.

However, designing and implementing V-NLIs is challenging due to the ambiguous and underspecified nature of human language, the complexity of maintaining context in a conversational flow, and the lack of discoverability (communicating to users what the system can do). In the past two decades, to address the challenges, numerous systems have been developed in academic research and commercial software, especially in recent years. The timeline of V-NLI is shown in Figure 2. Back in 2001, Cox et al. [40] presented an initial prototype of NLI for visualization, which can only accept well-structured queries. Articulate [239] introduced a two-step process to create visualizations from NL queries almost a decade later. It first extracts the user’s analytic task and data attributes and then automatically determines the appropriate visualizations based on the information. Although the infancy-stage investigations were a promising start, as natural language was not yet a prevalent interaction modality, the V-NLI systems were restricted to simple prototypes. However, since Apple integrated Siri [219] into the iPhone, NLIs began to attract more attention. Around 2013, the advent of word embeddings [163] promoted the advances of neural networks for NLP, rekindling commercial interest in V-NLI. IBM firstly published their NLP-based cognitive service, Watson Analytics [4], in 2014. Microsoft Power BI’s Q&A [5] and Tableau’s Ask data [2] were announced in 2018 and 2019, respectively, offering various features like autocomplete and context management. DataTone [63] first
introduced ambiguity widgets, which are user interface widgets (e.g., dropdown and slider) to help users modify system-generated responses. As opposed to one-off commands, Eviza [205] enabled users to have interactive conversations with their data. After technological accumulation, the past five years have seen the outbreak of V-NLI (see the number of yearly published papers in Figure 2). With the development of hardware devices, synergetic multimodal visualization interfaces gained notable interest. Orko [231] was the first system to combine touch and speech input on tablet devices, and Data@Hand [115] focused on smartphones. Sneak pique [206] explored how autocompletion can improve system discoverability while helping users formulate analytical questions. The pretrained language models obtained new state-of-the-art results on various NLP tasks from 2018, which provided great opportunities to improve the intelligence of V-NLI [49], [179]. ADVISor [143] and ncNet [150] were follow-up deep learning-based solutions. Quda [61] and NLV [228] contributed datasets of NL queries for visual data analytics, and nvBench produced the first V-NLI benchmark [151]. Beyond data exploration, FlowSense [273] augmented a data flow-based visualization system with V-NLI. The NL4DV [174] toolkit can be easily integrated into existing visualization systems to provide V-NLI service.

Literature on V-NLI research is proliferating, covering aspects such as Visualization (VIS), Human-Computer Interaction (HCI), Natural Language Processing (NLP), and Data Mining and Management (DMM). As a result, there is an increasing need to better organize the research landscape, categorize current work, identify knowledge gaps, and assist people who are new to this growing area to understand the challenges and subtleties in the community. For this purpose, there have been several prior efforts to summarize the advances in this area. For example, Srinivasan and Stasko (Short paper in EuroVis 2017 [230]) conducted a simple examination of five existing V-NLI systems by comparing and contrasting them based on the tasks they allow users to perform. They (Journal paper in CGA 2020 [232]) further highlighted critical challenges for evaluating V-NLIs and discussed benefits and considerations of three task framing strategies. Although the two surveys can provide valuable guidance for follow-up research, with the outbreak of V-NLI in recent years, considerable new works are to be covered and details to be discussed. To the best of our knowledge, this paper is the first step towards comprehensively reviewing V-NLI approaches in a systematic manner.

This paper is structured as follows: First, we explain the scope and methodology of the survey in Section 2. What follows is the classification overview of existing works in Section 3. Then, the comprehensive survey is presented in Sections 4 - 10, corresponding to seven stages extracted in the information visualization pipeline [28]. Finally, we shed light on several promising directions for future work in Section 11.

2 Survey Landscape

2.1 Scope of the Survey

In order to narrow the scope of the survey within a controllable range, we focused on visualization-oriented natural language interfaces, which accept natural language queries as input and output appropriate visualizations automatically. Users can input natural language in various ways, including typing with a keyboard (e.g., Datatone [63] in Figure 7), speech input via a microphone (e.g., InChorus [226] in Figure 9), selecting text from articles (e.g., Metoyer et al. [162] in Figure 13), and inputting existing textual descriptions (e.g., Vis-Annotator [122] in Figure 12).

In addition, several fields are closely related to V-NLI. As shown in Table 2, the Related Stage column lists overlap stages with V-NLI in Figure 3 that apply similar technologies. In order to make the survey more comprehensive, when introducing V-NLI in the following sections, we will involve additional crucial discussions on the aforementioned related fields, with explanations of their importance and relationship with V-NLI. For example, Visualization Recommendation (VisRec) [187], [289] acts as the back-end engine of V-NLI to recommend visualizations. Natural Language Interface for Database (NLI4DB) [6] and Conversational Interface for Visualization (CIV) [20] share similar principles with V-NLI. Natural Language Generation for Visualization (NL4Vis) [144], [177] and Visual Question Answering (VQA) [110], [158] complement visual data analysis with natural language as output. Annotation [190], [213] and Narrative Storytelling [241] present fascinating visualizations by combining textual and visual elements.

2.2 Survey Methodology

To comprehensively survey V-NLI, we performed an exhaustive review of relevant journals and conferences throughout the past twenty years (2000-2021), which broadly covers VIS, HCI, NLP, and DMM. The relevant venues are shown in Table 1. We began our survey by searching keywords (“natural language” AND “visualization”) in Google Scholar, resulting in 1436 papers (VIS: 455, HCl: 489, NLP: 289, and DMM: 203). We also searched for representative related works that appeared earlier or in the cited references of related papers. During the review process, we first examined the titles of papers from these publications to identify candidate papers. Next, abstracts of the candidate papers were browsed to determine whether they were related to V-NLI. The full text was reviewed to make a final decision if we could not obtain precise information from the title and abstract. Finally, we collected 57 papers about V-NLI that accepts natural language as input and outputs visualizations. Details of the systems are listed in Table 3, including the applied NLP technologies, chart
TABLE 2

| Topic | Related Stage | Survey | Representative Paper |
|-------|---------------|--------|----------------------|
| Visualization Recommendation (VisRec) | B/C/D/EUG | [187], [289] | [32], [57], [42], [60], [57], [20], [64], [60], [109], [114], [130], [138], [143], [149], [152], [154], [110], [19], [234], [256], [237], [238], [259], [260], [261], [263], [276], [277], [288] |
| Natural Language Interface for DataBase (NL4DB) | A/B/D/EFG | [6], [290] | [13], [14], [15], [19], [22], [55], [72], [73], [74], [80], [87], [94], [95], [118], [135], [138], [137], [141], [173], [175], [188], [193], [202], [210], [220], [221], [252], [269], [279], [273], [288], [297] |
| Conversational Interface for Visualization (CVI) | A/B/C/D/EFG | [291], [55], [77], [79], [135], [137], [192], [201], [216] | |
| Natural Language Generation for Visualization (NLG4Vis) | B/E/G | [291], [89], [244], [51], [39], [111], [148], [166], [167], [171], [184], [225] | |
| Visual Question Answering (VQA) | A/B/E/F/G | [158] | [27], [30], [97], [98], [110], [143], [153], [222], [258], [269] |
| Annotation and Narrative Storytelling | A/B/C/D/E/F/G | [200], [241] | [11], [20], [52], [13], [54], [18], [41], [62], [64], [65], [82], [89], [101], [112], [114], [119], [122], [146], [165], [168], [190], [713], [240], [254], [256], [257], [265], [275] |

TABLE 3

Summary of representative works in V-NLI. The first five columns list basic information, and the left columns are characteristics of V-NLI with categorical dimensions described in Section 3. Details of each column will be discussed in Sections 4 - 10.

| Name | Publication | NLP Toolkit or Technology | Visualization Type | Recommendation Algorithm |
|------|-------------|--------------------------|--------------------|--------------------------|
| Cox et al. [40] | IJIST01 | Sisl | B/Ta | InfoStill |
| Kato et al. [105] | COLING’02 | Logical form | B/L/P/A | Template |
| RIA [284] | InfoVis’05 | Articulate | I | Optimization |
| Articulate [239] | LNC’s 10 | Contextifier | S/R/B/L/P/Bo | Decission tree |
| NewsViews [64] | CH’14 | NewsView | M | - |
| Datatone [63] | CH’15 | DataTone | S/B/L | Template |
| Articulate2 [120L, 121] | SIGDIAL ‘16 | Articulate2 | B/H | Decission tree |
| Eviza [205] | IJIT16 | Eviza | M/L/B/S | Template |
| TimeLineCurator [62] | TVCG’16 | Ti | | Template |
| Analyza [50] | IJIT17 | Analyza | B/L | Template |
| TSI [26] | TVCG’17 | TSI | L/A/H | - |
| Ava [134] | CIDR’17 | Ava | S/A | Template |
| DeepEye [148] | SIGMOD’18 | DeepEye | O/L/B/S | Template |
| Evizone [83] | TVCG’18 | Evizone | M/L/B/S | Template |
| Ios [74] | CH’18 | Ios | S/T | Template |
| Metoyer et al. [102] | IJIT18 | Metoyer | CoreNL | Template |
| Orko [231] | TVCG’18 | Orko | CoreNL/NLTK | N |
| ShapeSearch [217], [218] | VLD’18 | ShapeSearch | Stanford | Template |
| Valiente [103] | CH’18 | Valiente | Spacy | B/S/M |
| ArkLang [205] | IJIT19 | ArkLang | Cocek-Kasami-Younger | B/GL/MPS/Tr |
| Ask Data [2], [242] | VAST’19 | Ask Data | Proprietary | B/GL/MPS/S/T |
| DataVis2 [51] | CGA’19 | DataVis2 | Seq2Seq | B/A/L/S/T/S/T |
| Heart et al. [79] | Vis’19 | Heart | Vis | - |
| Voder [225] | TVCG’19 | Voder | Stanford | S/Bo/B/S/D |
| AUData [169] | LNC’s 20 | AUData | CoreNL | B/L |
| Bacci et al. [110] | LNC’s 20 | Bacci | CoreNL | Knowledge Base |
| DataBreeze [227] | TVCG’20 | DataBreeze | CoreNL/NLTK | S/T |
| FlowSense [273] | TVCG’20 | FlowSense | CoreNL/S/P | L/S/B/M/N/T |
| Inchorus [226] | CH’20 | Inchorus | CoreNL/NLTK | L/S/B |
| NL4DV-Qinda [61] | aeXiu’20 | NL4DV-Qinda | CoreNL | S/B/L/A/P/S/B/H |
| Snipe Pug [306] | IJIT20 | Snipe Pug | ANTLR |
| Story Anaylzis [165] | JCIS’20 | Story Anaylzis | JCIS | Template |
| Text-to-Viz [41] | TVCG’20 | Text-to-Viz | Stanford | Template |
| Vis-Annotation [122] | CH’20 | Vis-Annotation | SPI/SpaceMask-RCNN | B/L/P |
| NL4DV [178] | TVCG’21 | NL4DV | CoreNL | S/Bo/B/L/P/S/B/H |
| Data@Hand [115] | CH’21 | Data@Hand | Compromise/Chrono | B/L/S/Ra/Bo |
| Retrieve-TomoAdept [135] | TVCG’21 | Retrieve-TomoAdept | CoreNL | I |
| ADVIsor [143] | PacificVis’21 | ADVIsor | End-to-end network | B/L/S |
| Seq2Vis [131] | SIGMOD’21 | Seq2Vis | CoreNL | S/Bo/B/S/P |
| ncNet [150] | VIS’21 | ncNet | Transformer-based model | B/L/S/P |
| GeoSnekSpike [204] | VIS’21 | GeoSnekSpike | ANTLR |
| Snowy [227] | IJIT21 | Snowy | CoreNL | - |
| DT2VIS [93] | CGA’21 | DT2VIS | CoreNL | B/L/S/P/B/Bo |

Abbreviations for Visualization Type: Bar(B), Table(Ta), Infographic(T), Scatter(S), Radar(R), Line(L), Pie(P), Boxplot(Bo), Icon(Ic), Map(M), Heatmap(H), Timeline(Tl), Area(A), Network(N), Treemap(Tr), Strip(St), Donut(D), Gantt(G), Word clouds(Wc), Force graph(Fg), Rank(Ra), Unit column charts(Uc), and Graphics(Gt).
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The information visualization pipeline presented by Card et al. [28] (see Figure 3) describes how the raw data transits into visualizations and interacts with the user. We extend this pipeline with an additional V-NLI layer (Green colored in Figure 3). On this basis, we move forward to develop categorical dimensions by focusing on how V-NLI facilitates visualization generation. Inspired by McNabb et al. [160], to facilitate the categorization process, the following stages in the pipeline are used:

- **Query Interpretation (A):** Since we add the V-NLI layer in the pipeline, query interpretation is a foundational stage. Semantic and syntax analysis is generally performed first to discover hierarchical structures of the NL queries so that the system can parse relevant information in terms of data attributes and analytic tasks. Due to the vague nature of natural language, dealing with the underspecified utterances is another essential task in this stage. Details can be found in Section 4.

- **Data Transformation (B):** In the original pipeline, this stage mainly plays a role in transforming raw data into data tables along with various operations (e.g., aggregation and pivot). Since the majority of raw data to analyze is already in a tabular format, we rename it transformed data. Data transformation is responsible for generating alternative data subsets or derivations for visualization. All operations on the data plane belong to this stage. Details can be found in Section 5.

- **Visual Mapping (C):** This stage focuses on mapping the information extracted from NL queries to visual structures. The three elements of visual mapping for information visualization are spatial substrate, graphical elements, and graphical properties [28]. Spatial substrate is the space to create visualizations, and it is essential to consider the layout configuration. Graphical elements are the visual elements appearing in the spatial substrate (e.g., points, lines, surfaces, and volumes). Graphical properties can be implemented on the graphical elements to make them more noticeable (e.g., size, orientation, color, textures, and shapes). Details can be found in Section 6.

- **View Transformation (D):** View transformation (rendering) transforms visual structures into views by specifying graphical properties that turn these structures into pixels. Common forms include navigation, animation, and visual distortion (e.g., fisheye lens). However, in the context of our survey, this stage is rarely involved in V-NLI. Details can be found in Section 7.

- **Human Interaction (E):** Human interactions with the visualization interface feed back into the pipeline. A user can connect with a visualization manually by modifying or transforming a view state, or by reviewing the use, effectiveness, and knowledge on the visualization. Dimara et al. [52] defined interaction for visualization as: “The interplay between a person and a data interface involving a data-related intent, at least one action from the person and an interface reaction that is perceived as such.” Describing interaction requires all the mandatory components: interplay, user, and interface. Details can be found in Section 8.

- **Dialogue Management (F):** Interpreting an utterance contextually is essential for visualization system intelligence, which is particularly evident in V-NLI. This stage involves each step in the pipeline and concentrates on facilitating a conversation with the system based on the current visualization state and previous utterances. Details can be found in Section 9.

- **Presentation (G):** We name this stage as Presentation. The classic pipeline focuses on how to generate visualizations but ignores presenting them to the user. With natural language integrated into the pipeline, the vast majority of V-NLI systems accept natural language as input and directly display generated visualizations. Furthermore, complementing visualizations with natural language can provide additional surprises to the user. Details can be found in Section 10.

The pipeline is meant to model work activities. A single utterance can cover multiple stages (e.g., data transformation, visual mapping, and human interaction), and users can iterate over any of these stages. An utterance can also be interpreted contextually. The following seven sections will discuss the seven stages accordingly.

### 4 Query Interpretation

Query interpretation is the foundation of all subsequent stages. This section will discuss how to perform semantic and syntax analysis of the input natural language queries, infer analytic tasks of the user and data attributes to be analyzed, and make defaults for underspecified utterances.

#### 4.1 Semantic and Syntax Analysis

Semantic and syntax analysis can be powerful to discover hierarchical structures and understand meanings in human language. The semantic parser can conduct a series of NLP sub-tasks on the query string to extract valuable details that can be used to detect relevant phrases. The processing steps include tokenization, identifying parts-of-speech (POS) tags, recognizing name entities, removing stop words, performing stemming, creating a dependency tree, generating N-grams, etc. For example, Flowsense [273] is a...
natural language interface designed for a dataflow visualization system [272]. It applies a semantic parser with special utterances (table column names, node labels, node types, and dataset names) tagging and placeholders. Figure 4 displays a parse tree for the derivation of the user’s query. The five major components of a query pattern and its related parts are highlighted by a unique color, and the expanded sub-diagram is illustrated at the bottom. Flowsense is powered by the Stanford SEMPRE framework [282] and CoreNLP toolkit [157]. Advanced NLP toolkits such as CoreNLP [157], NLTK [21], SpaCy [81], Stanza [182], Flair [7], and GoogleNLP [3] allow developers to quickly integrate NLP services into their systems. As semantic and syntax analysis is a fundamental task for V-NLI, almost all systems support semantic parsing by directly using existing NLP toolkits, such as CoreNLP [157], NLTK [21], OpenNLP [1], SpaCy [81], Stanza [182], Flair [7], and GoogleNLP [3], as listed in Table 3 (column NLP Toolkit or Technology).

FlowSense is a user interface with a semantic parser that allows the user to query data by simply typing a natural language query. The system uses a combination of techniques to analyze the user’s query and generate a visual representation of the results. The user can then interact with the visualization to explore the data further.

**Discussion:** Most V-NLI systems rely on existing NLP toolkits for semantic and syntax analysis. So far, these tools are a good choice for query parsing and can be easily integrated into the system. However, they are trained on NLP datasets, thus lacking adequate consideration of visualization elements (e.g., mark, visual channel, and encoding property). A promising solution may be to develop a new NLP toolkit specifically for visualization.

### 4.2 Task Inference

#### 4.2.1 Task modeling

A growing body of literature recognizes that the user’s analytic task is vital for automatic visualization creation [24], [108], [113], [191], [194]. As for task modeling, there have been many prior efforts to provide definitions of the analytic tasks. For instance, Amar *et al.* [9] proposed ten low-level analytic tasks that capture the user’s activities while employing visualization tools for data exploration. The ten tasks are later extensively applied in numerous visualization systems [93], [113], [142], [168], [194], [212], [225], [245], [254], as listed in Table 5. Saket *et al.* [194] evaluated the effectiveness of five commonly used chart types across the ten tasks [9] by a crowdsourced experiment. Furthermore, they derived chart type recommendations for different tasks. Kim *et al.* [113] measured subject performance across task types derived from the ten tasks [9] and added a `compare values` task. The analytic tasks are further grouped into two categories: `value` tasks that just retrieve or compare individual values and `summary` tasks that require identification or comparison of aggregate properties.

**NL4DV** [174] includes a `Trend` task in addition. AutoBrief [107] enhances visualization systems by introducing domain-level tasks, while Matthew *et al.* [24] contributed a multi-level typology of visualization tasks. Deep into scatter charts, Sariyay et al. [196] collected model tasks from a variety of sources in data visualization literature to formulate the seed for a scatterplot-specific analytic task list. Recently, Shen *et al.* [211] summarized 18 classical analytic tasks by a survey covering both academia and industry.

**4.2.2 Intent inference**

Although considerable previous works focus on task modeling, few visualization systems have attempted to infer the user’s analytic task before the emergence of natural language interfaces. Gotz and Wen [70] monitored the user’s click interactions for implicit signals of user intent. Steichen *et al.* [233] and Gingerich *et al.* [68] used the eye-gazing patterns of users while interacting with a given visualization to predict the user’s analytic task. Battle *et al.* [16] investigated the relationship between latency, task complexity, and user performance. However, these behavior-based systems are limited to few pre-defined tasks; generalization for automatic visualization systems does not exist yet.

Rather than inferring the analytic task through the user’s behavior, systems supporting NL interaction depend on understanding the NL utterances to analyze the user’s intent since they may hint at the user’s analysis goals. Most systems infer the analytic tasks by comparing the query tokens to a predefined list of task keywords [63], [83], [174], [205], [239], [273]. For example, NL4DV [174] identifies five low-level analytic tasks: `Correlation`, `Distribution`, `Derived Value`, `Trend`, and `Filter`. A task keyword list is integrated internally (e.g., `Correlation` task includes ‘correlate,’ ‘relationship,’ etc., `Distribution` task includes ‘range,’ ‘spread,’ etc.). NL4DV also leverages POS tags and query parsing results to model valid utterances.
the relationship between query phrases and populate task details. For conversational analysis systems, Nicky [116] interprets task information in conversations based on a domain-specific ontology. Evizen [83] and Orko [231] support follow-up queries through conversational centering [71], which is a model commonly used in linguistic conversational structure but only for the filter task. ADE [38] supports the analytic process via task recommendation invoked by inferences about user interactions in mixed-initiative environments. The recommendation is also accompanied by a natural language explanation. Instead of simply matching keywords, Fu et al. [61] maintained a dataset of NL queries for visual data analytics and trained a multi-label task classification model based on BERT [49], an advanced pre-trained NLP model.

**Discussion:** Although most V-NLI systems support task inference, as shown in Table 3 (column Task Inference), the tasks integrated in the system are limited (e.g., a subset of ten low-level tasks [9]). More tasks with hierarchical modeling can be considered to better cover the user’s intent, as well as tasks for analyzing specific data types (e.g., tree [235], map [53], and graph [127]). Besides, rule-based approaches account for the majority; various advanced learning models provide a great opportunity to infer analytics tasks in an unbiased and rigorous manner.

### 4.3 Data Attributes Inference

A dataset contains numerous data attributes. However, the user may only be interested in several certain data attributes in a query. The systems should be able to extract data attributes that are mentioned both explicitly (e.g., directly refer to attribute names) and implicitly (e.g., refer to an attribute’s values or alias). Illustrated by an example, NL4DV [174] maintains an alias map and allows developers to configure aliases (e.g., GDP for Gross domestic product and Investment for production budget). It iterates through the generated N-grams discussed in Section 4.1, checking for both syntactic and semantic similarity between N-grams and a lexicon composed of data attributes, aliases, and values. For syntactic similarity, NL4DV adopts cosine similarity function; for semantic similarity, it computes the Wu-Palmer similarity score based on WordNet [164]. If the similarity score reaches the threshold, the corresponding data attributes will be extracted and further presented on the visualization. Most V-NLI systems have taken a similar approach, and they just differ in the integrated rules. Besides, Analysa [50] utilizes additional heuristics to derive information from data attributes and expands the lexicon with a proprietary knowledge graph. Recently, Liu et al. [143] proposed a deep learning-based pipeline, ADVISor. It uses BERT [49] to generate embeddings of both NL queries and table headers, which are further used by a deep neural networks model to decide data attributes, filter conditions, and aggregation type. Similarly, Luo et al. [150] presented an end-to-end solution using a transformer-based [248] sequence-to-sequence (seq2seq) model [12]. In the flow of visual analytical conversations, data attributes can also be extracted through co-reference resolution (Section 9.2).

#### Discussion:

During the survey and evaluation of state-of-the-art systems, we found that most V-NLIs are primarily geared to support specification-oriented queries like examples in their manual (e.g., “Show me acceleration and horsepower across origins”), from which it is easy to extract data attributes. However, when it comes to underspecified or vague queries (e.g., include synonym, abbreviation, and terminology in different fields), these systems often fail to generate appropriate visualizations. So improving the robustness of V-NLIs should be one of the focuses in future work.

### 4.4 Default for Underspecified Utterances

Numerous systems support the filter task [63], [83], [174], [205], [273], aiming to select data attributes and ranges. An input query will be underspecified if it lacks enough information for the system to infer data attributes and perform filtering. Presenting defaults in the interface by inferring the underspecified utterances can be an effective option to address this issue. However, the area has received relatively little attention, as shown in Table 3 (column Default for Underspecified Utterances). Within the research, vague modifers like “tall” and “cheap” are a prevalent kind of underspecification in human language. Hearst et al. [78] made the first step toward design guidelines for dealing with vague modifers based on existing cognitive linguistics research and a crowdsourcing study. Tableau’s Ask Data [2] internally leverages lightweight and intermediate language, Arklang [208], to infer underspecified details. It emphasizes how the linguistic context of previous utterances affects the interpretation of a new utterance. Sentifiers [207] can determine which data attributes and filter ranges to associate the vague predicates using word co-occurrence and sentiment polarities. As shown in Figure 5, when analyzing the earthquakes dataset, the user inputs “where is it unsafe” and Sentifiers automatically associates “unsafe” with the magnitude attribute. A top N filter of magnitude six and higher is applied, and similar negative sentiment polarities are marked red on the map.

**Discussion:** Although the aforementioned approaches are useful, some more complex interpretations are still not supported in current V-NLIs, such as combinations of vague modifiers. So when encountering ambiguity, apart from formulating a sensible default, human interaction (e.g., ambiguity widgets) is another effective method (see Section 8.1). In addition, users’ explicit judgments for the same utterance can differ significantly. A more adaptive solution may be to personalize the inferencing logic by identifying individuals’ unique analytic tasks.
5 Data Transformation

After extracting data attributes, various data transformation operations can be made to transform raw data into focused data. This section will introduce how V-NLI systems transform raw data for data insights, with additional discussions on a closely related topic, NLI for databases.

5.1 Transformation for Data Insights

A consensus is that the purpose of visualization is insights, not pictures. A “boring” dataset may become “interesting” after data transformations (e.g., aggregation, binning, and grouping). Therefore, identifying the data transformation information is another important characteristic in V-NLI. To describe related works, we categorize tabular data into four types: temporal, quantitative, nominal, and ordinal, which are widely adopted in the visualization community [168]. For temporal data, systems can support binning based on temporal units [62], [148], [165], [169], [174], [205], [273]. For instance, Sethur et al. [205] developed a temporal analytics module based on temporal entities and expressions defined in TimeML [91]. To parse temporal expressions, this module incorporates the following temporal token types: Temporal Units (e.g., years, months, days, hours and minutes, and their abbreviations.), Temporal Prepositions (e.g., ‘in,’ ‘during,’ ‘near,’ and ‘around.’), and Temporal Connectives (e.g., ‘before’ and ‘after’). For quantitative data, various aggregation functions (e.g., count, average, and sum) can be performed, binning and grouping operations are also commonly used [10], [38], [41], [50], [63], [83], [93], [121], [148], [159], [178], [205], [208], [225], [273], [284]. For example, DeepEye [148] includes various aggregation functions in the visualization language. Arklang [208], which is an intermediate language to resolve NL utterances to formal queries, integrates a finite set of aggregation operators. Eviza [205] enables aggregation using regular spatial bins. Unlike continuous data, nominal and ordinal data are usually used as grouping metrics. As an end-to-end system, ncNet [150] supports more complex data transformation types (e.g., relational join, GroupBY, and OrderBY) by applying Neural Machine Translation (NMT) models. After extracting relevant information, the commonly used visualization specification languages (e.g., Vega [198], Vega-Lite [197], and VisQL [234]) provide various data transformation primitives to realize. Besides, to our knowledge, most V-NLIs are designed to deal with tabular data, but there are also several systems that focus on specific data types (e.g., network [231] and map [204]). However, they mostly only display the raw data without data transformations.

Discussion: The back-end engine can directly perform calculations and visualize the results if the data transformation information can be extracted from the user’s NL queries. Otherwise, despite advances in technologies for data management and analysis [17], [67], it remains time-consuming to inspect a dataset and construct a visualization that allows meaningful analysis to begin. So a practical system should be in a position to automatically recommend data insights for users. Fortunately, various systems have been designed to generate data facts in the context of visual data exploration, such as DataSite [42], Voder [225], Wrangler [99], Quicksights [53], Foresight [46], and SpotLight [75]. They can serve as back-end engines for insight-driven recommendations.

5.2 NLI for Database

Natural Language Interface for Database (NLI4DB), or Text-to-SQL, is a task to automatically translate a user’s query text in natural language into an executable query for databases like SQL [6]. NLI4DB is strongly related to data transformation in V-NLI, and V-NLI can augment NLI4DB with effective visualizations of query results. Besides, not all the queries about a dataset need a visualization as a response. For instance, one might ask, “What was the GDP of the USA last year?” or “Which country won the most gold medals in the Tokyo Olympics?”? In such cases, NLI4DB can directly compute and present values in response to the user’s questions instead of displaying through visualizations that require the user to interpret for answers. Generally, there are three types of methods for NLI4DB: symbolic approach, statistical approach, and connectionist (neural network) approach [175]. The symbolic approach utilizes explicit linguistic rules and knowledge to process the user’s query, which dominated the area in the early years. DISCERN [221] is a representative example and integrates a model that extracts information from scripts, lexicon, and memory. The statistical approach exploits statistical learning methods such as hidden Markov models [141] and probabilistic context-free grammars [87]. From the view of the connectionist approach, the Text-to-SQL task is a kind of special Machine Translation (MT) problem. However, it is hard to be directly handled with standard end-to-end neural machine translation models due to the absence of detailed specification in the user’s query [73]. Another problem is the out-of-domain items mentioned in the user’s query due to the user’s unawareness of the ontology set. Aiming at the two problems, IRNet [73] proposes a tree-shaped intermediate representation synthesized from the user’s query. It is later fed into an inference model to generate SQL statements with a domain knowledge base. Furthermore, to capture the special format of SQL statements, SQLnet [268] adopts a universal sketch as a template and predicts values for each slot. Wang et al. [252] employed a two-stage pipeline to subsequently predict the semantic structure and generate SQL statements with structure-enhanced query text. Recently, TaPas [80] extends BERT’s architecture and trains from weak supervision to answer questions over tables. For more details, please refer to the survey [5], [290] and related papers in Table 2.

Discussion: V-NLI can augment NLI4DB with well-designed visualizations, and NLI4DB can complement V-NLI with exact value answers. First, the two fields can draw on each other as they share similar principles. Second, we can combine the two technologies to generate visualizations that “contain” answers. Third, there are many benchmarks in the NLI4DB community like WikiSQL [287] and Spider [274], which can be utilized to further design V-NLI benchmarks.

6 Visual Mapping

This section will discuss how V-NLIs perform visual mapping in: spatial substrate, graphical elements, and graphical properties.
Spatial Substrate
Spatial substrate is the space to create visualizations. It is important to determine the layout configurations to apply in the spatial substrate, such as which axes to use. Some V-NLI systems support explicitly specifying layout information like inputting “show GDP series at y axis and year at x axis grouped by Country Code”. If the mapping information is not clarified in the query, the search space will be very huge, in which some combinations of data attributes and visual encodings may not generate a valid visualization. For instance, the encoding type “Y-axis” is inappropriate for categorical attributes. Fortunately, there are many design rules either from traditional wisdom or users to help prune meaningless visualizations. These design rules are typically given by experts. Voyager [259], [260], [261], DIVE [86], Show me [154], Polaris [234], Profiler [100], DeepEye [149], and Draco [168] all contribute to the enrichment of design rules with more data types. Besides, many systems [168], [247], [261] also allow users to specify their interested data attributes and assign them on certain axes, which is a more direct way to perform visual mapping. In Falx [250], users can specify visualizations with examples of visual mapping, and the system automatically infers the visualization specification and transforms data to match the design. With the development of machine learning in recent years, advanced models can be applied for more effective visual mapping. VizML [84] identifies five key design choices while creating visualizations, including mark type, X or Y column encoding, and whether X or Y is the single column represented along that axis or not. For a new dataset, 841 dataset-level features extracted are fed into neural network models to predict the design choices. Luo et al. [150] proposed an end-to-end approach that applies the transformer-based seq2seq [12] model to directly map NL queries and data to chart templates. In addition to single chart, considering multiple visualizations, Evizeon [83] uses a grid-based layout algorithm to position new charts, while Voder [225] allows the user to choose a slide or dashboard layout.

Discussion: When performing visual mappings in the spatial substrate, the vast majority of systems are limited to 2-dimension space (along x and y axes). However, considering more axes types, creating 3-dimensional (e.g., add z axes) and even higher-dimensional (e.g., parallel coordinate) representations is possible.

6.2 Graphical Elements
Graphical element (e.g., points, lines, surfaces, and volumes), which is usually named mark or chart type, is an important part of visualizations. Choosing an appropriate mark can convey information more efficiently. Similar to deciding the layout, some V-NLI systems allow users to specify marks like inputting “create a scatterplot of mpg and cylinders”, which is a simple way to map mark information of visualizations. However, in most cases, the mark information is not accessible. So after parsing the NL queries, most systems integrate predefined rules or leverage Visualization Recommendation (VisRec) technologies to deal with the extracted elements. Voyager [260], [261] applies visualization design best practices drawn from prior research [153], [154], [192], [203] and recommends mark types based on the data types of x and y channels. Srinivasan et al. [225] developed the heuristics and mappings between data attribute combinations, analytic tasks, and chart types in Table 6 through iterative informal feedback from fellow researchers and students. TaskVis [211] integrates 18 classical low-level analysis tasks with their appropriate chart types by a survey both in academia and industry. Instead of considering common visualization types, Wang et al. [253] developed rules for automatic selection of line graphs or scatter plots to visualize trends in time series, while Sarikaya et al. [196] deepened into scatter charts. To better benefit from design guidance provided by empirical studies, Moritz et al. [168] proposed a formal framework that models visualization design knowledge as a collection of answer set programming constraints.

Discussion: V-NLIs mostly maintain an alias map for data attribute inference (see Section 4.3) but often ignore mark inference. Therefore, though they can explicitly interpret mark information from the user’s NL queries, they may fail when the information is implicitly expressed (e.g., “point” instead of “scatterplot”). Besides, as shown in Table 3 (column Visualization Type), existing works focus more on traditional chart types, more chart types, and even interactive visualizations can be extended in future work.

6.3 Graphical Properties
Jacques Bertin first identified seven “retinal” graphical properties (visual encoding properties) in visualizations: position, size, value, texture, color, orientation, and shape. Some other types are later expanded in the community, such as “gestalt” properties (e.g., connectivity and grouping) and animation [153], [243]. For visual mapping in V-NLI, color, size, and shape are most commonly applied to graphical elements, making them more noticeable. The rule-based approach is also dominant here, and human perceptual effectiveness metrics are usually considered. For example, the cardinality of variables in the color/size/shape channel should not be too high (e.g., 100). Otherwise, the chart would be too messy to distinguish. The aforementioned works also developed various design rules for graphical properties, especially for color, size, and shape channels in legend [86], [100], [149], [154], [168], [211], [234], [260], [261]. Besides, Text-to-Viz [41] integrates a color module that aims to generate a set of color palettes for a specific infographic. Similarly, InfoColorizer [275] recommends color palettes for infographics in an interactive and dynamic manner. Wu et al. [263] proposed a learning-based method to automate layout parameter configurations, including orientation,
bar bandwidth, max label length, etc. Liu et al. [146] explored data-driven mark orientation for trend estimation in scatterplots. CAST [65] and Data Animator [240] enable interactive creation of chart animations.

**Discussion:** For graphical properties, color, size, and shape account for the majority in current V-NLIs. Although some other forms have been investigated deeply, they are rarely used in V-NLI (e.g., orientation and texture). Besides, color is a tricky choice to use. On one hand, it is unfriendly to those who are color-blind. On the other hand, it may involve cultural issues in certain scenarios (e.g., red is a “festive” color in China, whereas it may mean “warning” in many Western societies). So color needs to be used with the discretion of color vision deficiencies and cultural meaning.

## 7 View Transformation

After visual mapping, the generated visualization specifications can be rendered through a library (e.g., D3 [23]). View transformations are also supported here. The three commonly used view transformation types are location probes which reveal additional information through locations, viewpoint controls that scale or transform interactions through gesture, gaze, and speech. The primary purpose is to help users better express their intents.

### 8 Human Interaction

This section will discuss how V-NLI allows users to provide feedback to visualization with human interactions. The primary purpose is to help users better express their intents.

#### 8.1 Ambiguity Widgets

Due to the vague nature of natural language, the system may fail to recognize the user intent and extract data attributes [161]. Considerable research has been devoted to addressing the ambiguity and underspecification of NL queries. Mainstream approaches can be divided into two categories. One is to generate appropriate defaults by inferencing underspecified natural language utterances, discussed in Section 4.4. The other is to return the decision right to users through ambiguity widgets. Ambiguity widget is a kind of interactive widget that allows users to input through a mouse. Datatone [65] first integrates ambiguity widgets and presents a mixed-initiative approach to manage ambiguity in the user query. As shown in Figure 7, for the query in (b), DataTone detects data ambiguities about *medal*, *hockey*, and *skating*. Three corresponding ambiguity widgets are presented for users to correct the system choices in (c). Additional design decision widgets like color and aggregation are also available in (e). Eviza [205], Evizeon [83], NL4DV [174], and AUDiaL [169] all borrow the idea of DataTone and expand the ambiguity widgets to richer forms (see Table 3 (column Ambiguity Widgets)), such as maps and calendars. DIY [173] enables users to interactively assess the response from NL4DB systems for correctness.

**Discussion:** Resolving underspecified queries through ambiguity widgets mainly consists of two steps: detecting ambiguity and presenting widgets to the user. For the first step, most systems now still leverage heuristics for algorithmic resolution of ambiguity. A general probabilistic framework may handle a broader range of ambiguities. For the second, richer interactive widgets can be adopted to enhance the user experience.

#### 8.2 Autocompletion and Command Suggestion

Users may be unaware of what operations the system can perform and whether a specific language structure is preferred in the system. Although advanced text understanding models give users the freedom to express their intents, system discoverability to help formulate analytical questions is still an indispensable part of V-NLI. Discoverability entails *awareness*: making users aware of what operations the system can perform, and *understanding*:
educating users about how to phrase queries that can be interpreted correctly by the system [224]. Generally, current V-NLI systems pay relatively little attention to system discoverability. Major attempts include autocompletion and command suggestion. This characteristic offers interpretable hints or suggestions matching the visualizations and datasets, which is considered a fruitful interaction paradigm for information sense-making. When using V-NLI of Tableau [2] or Power BI [5], the autocompleted content will be presented as we are typing, especially when there is a parsing error. They are mostly reminders of commonly used queries, such as data attributes and aggregation functions. Suggestions will not intrusively appear when the user has formulated a valid query. Similarly, Bacci et al. [10] and Yu et al. [273] both adopted template-based approaches to support autocompletion in their V-NLIs. In addition to text prompts, data previews can be more useful across all autocompletion variants. Deeper into this area, three crowdsourcing studies conducted by Setlur et al. [206] indicated that users prefer widgets for previewing numerical, geospatial, and temporal data while textual autocompletion for hierarchical and categorical data. On this basis, they built a design probe, Sneak Pique. As shown in Figure 8, when analyzing a dataset of coronavirus cases, the user is prompted with widgets that provide appropriate previews of the underlying data in various types. The system also supports toggling from a widget to a corresponding text autocompletion dropdown. Most recently, Srinivasan et al. [299] proposed Snowy, a prototype system that generates and recommends utterance recommendations for conversational visualizations through a speech-based conversational interface, multistroke gestures, and a conventional GUI interface. InChorus [226] is designed to maintain interaction consistency across different visualizations, and it supports pen, touch, and speech input on tablet devices. Its interface components are shown in Figure 9, including typical WIMP components (A, B, C), speech command display area (D), and content supporting pen and touch (E, F, G). DataBreeze [227] couples pen, touch, and speech-based multimodal interactions with flexible unit visualizations, enabling a novel data exploration experience. RIA [284] is an intelligent multimodal conversation system to aid users in exploring large and complex datasets, which is powered by an optimization-based approach to visual context management. Data@Hand [115] leverages the synergy of speech and touch input modalities for personal data exploration on the mobile phone. Srinivasan et al. [224] proposed to leverage multimodal input to enhance discoverability and the human-computer interaction experience.

**Discussion:** Current V-NLI is an essential part in the context of post-WIMP interaction with visualization systems. Typing and speech are both commonly used modalities to input NL queries. However, speech has unique challenges from a system design aspect, such as triggering speech input, lack of assistive features like autocompletion, and transcription errors [28], which deserve more attention in the future. Besides, limited research has incorporated human gesture recognition and tracking technology [94] to facilitate visualization creation, especially with large displays.

### 8.3 Multimodal Interaction

Van Dam [224] envisioned post-WIMP user interfaces as “one containing at least one interaction technique not dependent on classical 2D widgets such as menus and icons.” With the advancements in hardware and software technologies that can be used to support novel interaction modalities, researchers are empowered to take a step closer to post-WIMP user interfaces, enabling users to focus more on their tasks [28]. A qualitative user study conducted by Saktheeswaran et al. [195] also found that participants strongly prefer multimodal input over unimodal input. In recent years, many works have examined how multiple input forms (e.g., mouse, pen, touch, keyboard, and speech) can be combined to provide a more natural and engaging user experience. For instance, Orko [231] is a prototype visualization system that combines both natural language interface and direct manipulation to assist visual exploration and analysis of graph data. Valletto [103] allows users to specify visualizations through a speech-based conversational interface, multistroke gestures, and a conventional GUI interface. InChorus [226] allows pen, touch, and speech input on tablet devices.

#### 8.3.1 Analytical Conversations

Conversional NLIs have been widely applied in many fields to prompt users to open-ended requests (e.g., recommender systems [102] and intelligent assistants [219]). With conversational agents, users can also reinforce their understanding of how the system parses their queries. In the visualization community, Eviza [205] and Evizeon [83] are two representative visualization systems that...
provide V-NLI for visual analysis cycles. Figure 10 shows a back-and-forth information exchange process between Evizeon [83] and the user when analyzing the measles dataset. The system supports various forms of NL interactions with a dashboard applying pragmatic principles. For example, when the user first types “measles in the UK”, all the charts presented are filtered to cases of measles in the UK (Figure 10(a)). Then, the user types “show me the orange spike”, and Evizeon will add details to the spike in the orange line as it understands that this is a reference to visual properties of the line chart (Figure 10(b)). Similarly, Articulate2 [121] is intended to automatically transform the user queries into visualizations using a full-fledged conversational interface. Analyza [50] combines two-way conversation with a structured interface to enable effective data exploration. Besides, Fast et al. [58] proposed a new conversational agent, Iris, which can generate visualizations from and combine the previous commands, even non-visualization related. Ava [134] uses controlled NL queries to program data science workflow.

Conversational transitions model, which describes how to transition visualization states during the analytical conversation, is an essential part to enable the aforementioned interactive conversations. In the early years, Grosz et al. [71] explored how the context of a conversation adjusts over time to maintain coherence through transitional states (retain, shift, continue, and reset). On this basis, Tory and Setlur [242] introduced a conversational transitions model (see Figure 11) that emerged from their analysis in the design of Tableau’s V-NLI feature, Ask data. After interpreting a generated visualization, a user may formulate a new NL query to continue the analytical conversation. The user’s transitional goal means how the user wishes to transform the existing visualization to answer a new question. The model contains the following transitional goals: elaborate, adjust/pivot, start new, retry, and undo, which in turn drive user actions. The visualization states (select attributes, transform, filter, and encode) are finally updated, and new visualizations are presented to the user. An essential insight during the analysis of Tory and Setlur was that applying transitions to filters alone (like Evizeon [83] and Orko [231]) is insufficient. The user’s intent around transitions may apply to any aspects of a visualization state.

**Discussion**: Some V-NLI systems leverage a VisRec engine to generate visualizations. However, it is insufficient for analytical visualization. A more intelligent system should infer the user’s transitional goals based on their interactions and then respond to each visualization state accordingly. Besides, empirical studies [77] have shown that users tend to prefer additional content beyond the exact answers when asking questions in such conversational interfaces, which had significant implications for designing insight-driven conversation interfaces in the future.

### 9.2 Co-reference Resolution

Co-reference Resolution (CR) aims to find linguistic expressions (called mentions) in a given text that refers to the same entity [236]. CR is an important sub-task in dialogue management as the user usually uses pronouns to refer to certain visual elements. A typical scenario is to identify the entity to which a pronoun in the text refers. The task also involves recognizing co-reference relations between multiple noun phrases [181]. Table 7 shows examples of co-reference types. Before the booming development of deep learning-based language models, human-designed rules, knowledge, and features dominated CR tasks [280]. Nowadays, most state-of-the-art CR models are neural networks and employ an end-to-end fashion, where the pipeline includes encoding context, generating representations for all potential mentions, and predicting co-reference relations [131] [96]. Benefiting from the powerful understanding and predicting ability of language models like BERT [49] and GPT-3 [25], reliance on annotated span mentions is becoming weaker [117]. A CR task can even be treated as a token prediction task [118]. Several existing models exist to deal with this situation. Besides, the usage of structured knowledge bases [279] [145] and higher-order information [132] has been proven to be beneficial to the overall performance of CR tasks.

Co-reference resolution is also an essential task in the multimodal sense as users may even pose queries that are the follow-up to their direct manipulations on the interface. When the user faces a graphical representation, each element in the representation can become a referent. The system should have a declarative representation for all these potential referents and find the best match to make multimodal interaction more smooth. Articulate2 [120] addresses this issue by leveraging Kinect to detect deictic gestures on the virtual touch screen in front of a large display. If referring expressions are detected, and Kinect has detected a gesture, information about any objects pointed to by the user will be stored. The system then can find the best match between properties of each relevant entity. The properties of visualizations and objects...
keeping track of include statistics and trends in the data, title, mark, and any more prominent objects within the visualization (e.g., hot-spots, street names, and bus stops). In multimodal systems [103], [115], [195], [224], [226], [227], [231], users can focus on specific visual elements in the visualization by selecting with mouse, pen, or finger. The follow-up queries can automatically link to related visual elements or data.

Discussion: At the natural language level, existing V-NLIs mostly leverage NLP toolkits to perform co-reference resolution. Although useful, they lack detailed modeling of visualization elements, as discussed in Section 4.1. At the multimodal level, in addition to commonly used modalities (e.g., mouse, pen, and finger), it may enable a better user experience by integrating more modalities like eye-gaze and gesture.

10 Presentation
In most cases, V-NLI accepts natural language as input and outputs well-designed visualizations. As shown in Table 3 (column Visualization Type), the output is not limited to traditional charts but also involves other richer forms (e.g., maps, networks, and infographics). In addition to visual presentation, an emerging theme is to complement visualizations with natural language. The previous sections have discussed natural language as an input modality. This section will introduce using natural language as an output modality.

10.1 Annotation
Annotation plays a vital role in explaining and emphasizing key points in the dataset. The systems should generate valuable natural language statements and map the text to a visualization appropriately. Annotation tools were first applied to complement news articles. Kandogan [101] introduced the concept of just-in-time descriptive analytics that helps users easily understand the structure of data. Given a piece of news, Contextifier [89] first computes clusters, outliers, and trends in line charts and then automatically produces annotated stock visualizations based on the information. Although it offers a promising example of how human-produced news visualizations can be complemented in a specific context, it is only suitable for stock sequence data. NewsViews [64] later extends Contextifier to support more types of appropriate data such as time series and georeferenced data. In addition, several works incorporate the visual elements in the chart into annotations, synchronizing with textual descriptions. As shown in Figure 12, Vis-Annontator [122] leverages the Mask R-CNN model to identify visual elements in the target visualization, along with their visual properties. Textual descriptions of the chart are synchronously interpreted to generate visual search requests. Based on the identified information, each descriptive sentence is displayed beside the described focal areas as annotations. Similarly, Click2Annotate [33] and Touch2Annotate [34] are both semi-automatic annotations generators. To be interactive, Calliope [213] and ChartAccent [190] support creating stories via interactive annotation generation and placement. Most recently, ADVISor [143] can generate visualizations with annotations to answer the user’s NL questions on tabular data.

Discussion: Annotation can turn data into a story. However, the scalability of current works is weak as most of them are template-based. To improve the system usability, advanced NLG models [29] can be leveraged to assist generating appropriate textual annotations. Extending existing systems to support richer data types and annotation forms is also a meaningful direction. Besides, it would be helpful to devise an annotation specification language for additional flexibility.

10.2 Narrative Storytelling
Narrative storytelling gives data a voice and helps communicate insights more effectively. A data story means a narrative to the data that depicts actors and their interactions, along with times, locations, and other entities [200]. Constructing various visual and generated textual (natural language) elements in visualizations is vital for narrative storytelling. To address this issue, the template is the most commonly applied method. For instance, Text-to-Viz [41] is designed to generate infographics from NL statements with proportion-related statistics. It builds 20 layout blueprints that describe the overall look of the resulting infographics. For each layout blueprint, Text-to-Viz enumerates all extracted segments by text analyzer and then generates all valid infographics. DataShot [254], TSIs [26], Chen et al. [36], and Retrieve-Then-Adapt [183] all use similar template-based approaches for narrative storytelling. With the advances of deep learning, some works leverage generative adversarial networks (GAN) [69] to synthesize layouts [139], [286]. Those learning-based methods do not rely on handcrafted features. However, due to limited training data, they often fail to achieve comparable performance with rule-based methods. Likewise, storytelling has been extensively used to visualize narrative text produced by online writers and journalism media. Metoyer et al. [162] proposed a novel approach to generate data-rich stories. It first extracts narrative components (who, what, when, where) from the text and then generates narrative visualizations by integrating the supporting data evidence with the text. As shown in Figure 13, given a highlighted NBA game report sentence, the system generates an initialized story dashboard based on the interpretation information. Similarly, Story Analyzer [165] extracts subjects, actions, and objects from the narrative text to produce interrelated and user-responsive story dashboards. RIA [284] dynamically derives a set of layout constraints (e.g., ensure visual balance and avoid object occlusion) to tell spatial stories.

Discussion: Although the aforementioned systems are promising and work relatively well, they are restricted to one specific
type of information respectively. More types of information (e.g., timeline and map) can be combined to create more expressive stories. Besides, similar to annotation, template-based methods also dominate narrative storytelling. It will be interesting to explore learning-based approaches to further improve the story quality as well as formulating datasets specially for this topic.

10.3 Natural Language Generation for Visualization

In the past years, there has been a body of research on automatically generating descriptions or captions for charts. The majority of early works are rule-based [39], [44], [57], [166], [167]. While modern pipelines generally include a chart parsing module and a subsequent caption generation module. Chart parsing module [8], [180], [199] deconstructs the original charts and extracts valuable elements such as text, axis, and lines using relevant techniques like text localization, optical character recognition, and boundary tracing. Deshpande et al. [48] proposed a novel method for chart parsing which adopts a question answering approach to query key elements in charts. The organized elements are subsequently fed into the caption generation module [144], [177] to output captions. A common shortcoming of the models above is the demand for manually designed procedures or features. For example, Al-Zaidy et al. [8] relied on pre-defined templates to generate sentences, and Chart-to-Text [177] needs additional annotated tabular data to describe elements in a given chart. Benefiting from the development of deep learning, several end-to-end models have been proposed recently [177], [184], [223]. FigJAM [184] employs ResNet-50 [76] to encode a chart as a whole image and uses OCR to encode text to generate slot values. They are along with the image feature vectors as initialization of a LSTM network to generate captions. Spreafico et al. [223] exploited the encoder-decoder LSTM architecture to take time-series data as input and generate corresponding captions. Obeid et al. [177] applied a transformer-based model [248] for generating chart summaries. Most recently, Kim et al. [111] explored how readers gather takeaways when considering charts and captions together. Results suggest that the takeaways differ when the caption mentions visual features of differing prominence levels, which provides valuable guidance for future research.

Discussion: So far, most related works in NLG4Vis can only apply to simple charts (e.g., bar charts, scatterplots, and line charts). Further research can pay attention to improving the chart type coverage, as well as the language quality and descriptive ability. Besides, a more fundamental direction is to develop large datasets covering diverse domains and chart types.

10.4 Visual Question Answering

Visual Question Answering (VQA) is a semantic understanding task that aims to answer questions based on a given visualization and possibly along with the informative text. In this subsection, we only focus on images with charts or infographics rather than images with natural objects and scenes in the computer vision community. Generally, visualizations and questions are respectively encoded and then fused to generate answers [158]. For visualizations, Kim et al. [110] leveraged a semantic parsing model, Sempre [282], to develop an automatic chart question answering pipeline with visual explanations describing how the answer was produced. Figure 14 shows that the pipeline answers all three questions correctly (marked in green) and gives correct explanations of how it obtains the answer. While for infographics, the OCR module additionally needs to identify and tokenize the text, which serves as facts for answer generation [30], [97], [98], [158], [222]. Later models employ more sophisticated fusion modules, among which the attention mechanism has reached great success. LEAF-Net [30] comprises chart parsing, question, and answer encoding according to chart elements followed by an attention network is proposed. STL-CQA [222] applies a structural transformer-based learning approach that emphasizes exploiting the structural properties of charts. Recently, with the development of multimodal transformer [140], [237], Mathew et al. [158] proposed a pipeline where the question and infographic are mapped into the same vector space and simply added as the input to stacks of transformer layers. Besides, they also delivered a summary of VQA datasets for reference.

Discussion: Some systems extend existing QA engines (e.g., Sempre) to answer questions about charts; as a result, the interpretation ability is limited as they are not designed for visualization. A more proper way is to develop specific models based on visualization datasets. However, the range of questions that these learning-based approaches can handle may be restricted to the diversity of datasets. So it may be promising to transfer existing models to other areas and iteratively extend the dataset.

11 Research Opportunity

By conducting a comprehensive survey under the guidance of an information visualization pipeline proposed by Card et al. [28], we found that, as a rapidly growing field, V-NLI faces many thorny challenges as well as open research opportunities. In this section, we organize these from a macro-perspective into five aspects: knowledge, model, interaction, presentation, and dataset, with additional discussions on applications. Our target is to cover the critical gaps and emerging topics that deserve more attention.

11.1 Domain Knowledge

A major limitation of most existing V-NLIs is the absence of domain knowledge. We have conducted an evaluation on four state-of-the-art open-source V-NLIs, both academic [174], [273] and commercial [2], [5]. We found that none of the systems can recognize that nitrogen dioxide and $NO_2$ have the same meaning, nor can they recognize the relationship between age and birth year. Therefore, the support of domain knowledge is crucial, especially for extracting data attributes in the NL query. CogNet [249], a knowledge base dedicated to integrating various existing knowledge bases (e.g., FrameNet, YAGO, Freebase, DBpedia, Wikidata, and ConceptNet), may be useful for broadening the repertoire of utterances supported. Specifically, these knowledge bases can be wholly or partly used to create word embeddings. With the help of embedding results, the similarity between N-grams of the NL query and data attributes names can be computed at both the syntactic and semantic levels. Naturally, it is conceivable that data attributes with high similarity or whose similarity exceeds a certain threshold will be extracted.
11.2 NLP Model

11.2.1 Application of more advanced NLP models

The performance of V-NLI depends to a great extent on NLP models. As shown in Table 3 (column NLP Toolkit or Technology and column Recommendation Algorithm), most of the existing V-NLI systems just apply hand-crafted grammar rules or typical NLP toolkits for convenience. Recently, several state-of-the-art NLP models have reached human performance in specific tasks, such as ELMO [179], BERT [49], GPT-3 [25], and CPM-2 [283]. Some works have leveraged the advances for data visualization [251], [262]. However, few works have applied them in V-NLI. During our survey, we also found that existing works provided limited support for free-form NL input. To construct a more robust system, a promising direction is to apply more advanced NLP models to learn universal grammar patterns from a large corpus of conversations in visual analysis. In the process, we believe that the existing high-quality text datasets will help train and evaluate robust NLP models for V-NLI. Besides, the community can pay more attention to the end-to-end approach due to its increased efficiency, cost cutting, ease of learning, and smarter visualization inference ability (e.g., chart type selection, data insight mining, and missing data prediction). To this end, advanced neural machine translation models [43] can be applied with various optimization schemes. NLP models of multiple languages also deserve attention since all V-NLI systems we found can only support English. In fact, numerous NLP models can deal effectively with other languages (e.g., Chinese, French, and Spanish) and can be leveraged to develop V-NLI to serve more people who speak different languages.

11.2.2 Deep interpretation of dataset semantics

Semantic information plays an important role in V-NLI. The state-of-the-art systems have considered leveraging semantic parsing toolkits like SEMPRE [282] to parse NL queries [110], [273]. However, just considering the semantics of the NL query is limited, and the semantics of the dataset should also be taken into consideration. The existing technologies for data attribute matching only confine to the letter-matching level but do not go deep into the semantic-matching level, as described in Section 4.3. For example, when the analyzed dataset is about movies, a full-fledged system should be able to recognize that the Name attribute in the dataset refers to the movie name and automatically associate it with other attributes appearing in the query. A promising way to augment semantic interpretation ability is to connect with recent semantic data type detection models for visualization like Sherlock [90], Sato [278], ColNet [31], DCOM [156], EXACTA [267], and Doduo [238]. Incorporating such connections will help better infer attribute types upon initialization and may also reduce the need for developers to manually configure attribute aliases. Besides, the aforementioned models are limited to a fixed set of semantic types. An additional essential direction is to extend the existing semantic data type detection models to support more semantic types. Additionally, with the contextually deep interpretation of dataset semantics, supporting queries for multi-table schema would be an interesting research hotspot.

11.3 Interaction

11.3.1 Richer prompt to improve system discoverability

The user may not be aware of what input is valid and what chart types are supported by the system with open-ended textboxes. As described in Section 8.2, discoverability has received relatively little attention in current V-NLIs compared to other characteristics. The existing practices have revealed that real-time prompts can effectively help the user better understand system features and correct input errors in time when typing queries [206], [224], [273] (see Table 3 (column Autocompletion)). The most common method is template-based text autocompletion [273]. However, this method is relatively monotonous in practice and does not work for spoken commands. Several works offer the user prompt widgets of data previews to speed up the user’s input speed [206], but the supporting prompt widget types are limited. We believe that richer interactive widgets with prompts and multimodal synergistic interaction can greatly improve the system’s usability. Showing provenance of prompt behavior can also enhance the interpretability of visualization results. Concerning this issue, Setlur et al. [206] conducted a crowdsourcing study regarding the efficacy of autocompletion suggestions. The insights drawn from the studies are of great value to inspire the future design of V-NLI.

11.3.2 Take advantage of the user's interaction history

The intent behind NL queries can be satisfied by various types of charts. These visualization results are too broad that existing systems can hardly account for varying user preferences. Although several conversational V-NLI systems have been proposed [83], [121], [205] to analyze NL queries in context, few systems have taken the user’s interaction history into account. Recently, Zehring et al. [276] conducted a crowdsourcing study analyzing trust in humans versus algorithmically generated visualization recommendations. Based on the results, they suggested that the recommendation system should be customized according to the specific user’s information search strategy. Personalized information derived from historical user interaction and context can provide a richer model to satisfy the user’s analytic tasks. A large number of innovative models in the recommendation system [281] can also be applied for reference. Besides, Lee et al. [130] recently deconstructed categorization in visualization recommendation. Several works [79], [209] have studied the associations and expectations about visualization and visualization reported by users. Integrating the information for further modeling of the user’s interaction history is another interesting research topic.

11.4 Presentation

We hypothesize that we would not truly have succeeded in democratizing access to visual analysis through natural language until we design systems that use NL both as input and output modality. For this vision, a promising direction is to combine all the aforementioned characteristics (e.g., VQA, NLG, and annotation) to design a hybrid system. In addition, existing V-NLI systems mostly only support 2D visualization. Nowadays, Immersive Analytics (IA) is a quickly evolving field that leverages immersive technologies for data analysis [56], [60]. In the visualization community, several
works have augmented static visualizations with virtual content [35], [124]. Reinders et al. [189] studied blind and low vision people’s preferences when exploring interactive 3D printed models (I3Ms). However, there have been no systems that support NLI for data visualization in an immersive way. A related work for reference is that Lee et al. [125] proposed the concept of data visceralization and introduced a conceptual pipeline. It would be interesting to enrich this pipeline with the integration of V-NLI. Besides, as described in Section 7, view transformations are rarely involved in existing systems. With immersive technologies, more view transformations can be explored and integrated into V-NLI to provide an immersive interactive experience.

11.5 Dataset

There is a widely recognized consensus that large-scale data collection is an effective way to facilitate community development (e.g., ImageNet [47] for image processing and GEM [66] for natural language generation). Although there are various datasets for general NLP tasks, they can hardly be directly applied to provide training samples for V-NLI models. In the visualization community, several works have begun to collect large datasets for V-NLI, as shown in Table 8. To assist the deployment of learning-based techniques for parsing human language, Fu et al. [61] proposed Quda, containing diverse user queries annotated with analytic tasks. Srinivasan et al. [228] conducted an online study to collect NL utterances and characterized them based on their phrasing type. VizNet [85] is a step forward in addressing the need for large-scale data and visualization repositories. Kim et al. [110] collected questions people posed about various bar charts and line charts, along with their answers and explanations to the questions. Fully considering the user’s characteristics, Kassel et al. [104] introduced a linguistically motivated two-dimensional answer space that varies in the level of both support and information to match the human language in visual analysis. The major limitation of them is that the query types contained are not rich enough. Besides, unfortunately, a benchmark or the ground truth of a given dataset is usually unavailable. Although Srinivasan et al. [228] made an initial attempt to present a collection of NL utterances with the mapping visualizations, Luo et al. [151] synthesized NL-to-Vis benchmarks by piggybacking NL-to-SQL benchmarks and produced a NL-to-Vis benchmark, nV benchmark, the supporting visualization types and tasks are limited. Therefore, collecting large-scale datasets and creating new benchmarks that support more tasks, domains, and interactions will be an indispensable research direction in the future.

11.6 Application

Apart from facilitating data analysis, much attention has been paid to benefit real-world applications by integrating visual analysis and natural language interface. Huang et al. [88] proposed a query engine to convert, store and retrieve spatial uncertain mobile trajectories via intuitive NL input. Leo John et al. [133] proposed a novel V-NLI to promote medical imaging and biomedical research. With an audio travel podcast as input, Crosscast [266] identifies geographic locations and descriptive keywords within the podcast transcript through NLP and text mining techniques. The information is later used to select relevant photos from online repositories and synchronize their display to align with the audio narration. MeetingVis [214] leverages ASR and NLP techniques to promote effective meeting summaries in team-based workplaces. PathViewer [255] leverages ideas from flow diagrams and NLP to visualize the sequences of intermediate steps that students take. Since V-NLI can be easily integrated as a module into the visualization system, more applications can be explored in the future.

12 Conclusion

The past two decades have witnessed the rapid development of visualization-oriented natural language interfaces, which act as a complementary input modality for visual analytics. However, the community lacks a comprehensive survey of related works to guide follow-up research. We fill the gap, and the resulting survey gives a comprehensive overview of what characteristics are currently concerned and supported by V-NLI. We also propose several promising directions for future work. To our knowledge, this paper is the first step towards reviewing V-NLI in a novel and systematic manner. We hope that this paper can better guide future research and encourage the community to think further about NLI for data visualization.
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