NNLO QCD corrections for Drell–Yan $p_T^Z$ and $\phi^*_\eta$ observables at the LHC
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Abstract: Drell–Yan lepton pairs with finite transverse momentum are produced when the vector boson recoils against (multiple) parton emission(s), and is determined by QCD dynamics. At small transverse momentum, the fixed order predictions break down due to the emergence of large logarithmic contributions. This region can be studied via the $p_T^Z$ distribution constructed from the energies of the leptons, or through the $\phi^*_\eta$ distribution that relies on the directions of the leptons. For sufficiently small transverse momentum, the $\phi^*_\eta$ observable can be measured experimentally with better resolution. We study the small $p_T^Z$ and $\phi^*_\eta$ distributions up to next-to-next-to-leading order (NNLO) in perturbative QCD. We compute the $\phi^*_\eta$ distributions for the fully inclusive production of lepton pairs via $Z/\gamma^*$ to NNLO and normalise them to the NNLO cross sections for inclusive $Z/\gamma^*$ production. We compare our predictions with the $\phi^*_\eta$ distribution measured by the ATLAS collaboration during LHC operation at 8 TeV. We find that at moderate to large values of $\phi^*_\eta$, the NNLO effects are positive and lead to a substantial improvement in the theory–data comparison compared to next-to-leading order (NLO). At small values of $p_T^Z$ and $\phi^*_\eta$, the known large logarithmic enhancements emerge through and we identify the region where resummation is needed. We find an approximate relationship between the values of $p_T^Z$ and $\phi^*_\eta$ where the large logarithms emerge and find perturbative consistency between the two observables.
1 Introduction

The production of Z-bosons which subsequently decay into a pair of leptons is a Standard Model benchmark process at hadron colliders. It occurs with a large rate and, due to its clean final state signature, can be measured very accurately with small experimental uncertainties. It has been studied extensively at the LHC by the ATLAS [1, 2], CMS [3, 4] and LHCb [5] experiments.

When combined with precise theoretical predictions for related observables, there is the potential for accurate determinations of fundamental parameters of the theory. In particular, the transverse momentum distribution of the Z-boson has been one of the most studied observables. The high sensitivity of the $p_T^Z$ spectrum to the distribution of gluons in the proton makes it a key observable for constraining parton distribution functions (PDF’s).

For inclusive Z-production, restricting ourselves to the framework of QCD, corrections at next-to-next-to-leading order (NNLO) are available [6–9] and the present state of the art is obtained by combining the NNLO QCD corrections with a resummation of next-to-next-to-leading logarithmic effects (NNLL) [10]. This combination is necessary to predict the transverse momentum distribution of the Z-boson at small $p_T^Z$. In this region, large logarithmic corrections of the form $\ln^n(p_T^Z/m_{\ell\ell})$ appear at each order in the perturbative expansion in $\alpha_s$, spoiling the convergence of the fixed-order predictions.

The transverse momentum of the Z-boson is caused by the emission of QCD radiation from the initial state partons. As a consequence, fixed order predictions at $O(\alpha_s^2)$ in perturbative QCD, which are NNLO accurate for the inclusive cross section correspond only to NLO accurate predictions for the transverse momentum distributions. At high values of $p_T^Z$, namely above 20 GeV, both ATLAS and CMS observed a tension between the NLO predictions and their measurements of the $p_T^Z$ distributions presented in the form of
fiducial cross sections for a restricted kinematical range of the final state leptons. Motivated by this observation, in a recent paper [11], we have used the parton-level event generator NNLOjet, as described in [12], to predict the Z-boson distributions at large transverse momentum to NNLO accuracy. We computed the fiducial cross section for the production of a Z-boson at finite transverse momentum fully inclusively on the hadronic final state. We found that when the $p_T^Z$ distribution is normalised to the relevant di-lepton cross section, the NNLO predictions yield an excellent agreement with the measured distributions at $\sqrt{s} = 8$ TeV from both ATLAS and CMS over a large range of $p_T^Z$ values above the selected cut of $p_T^Z = 20$ GeV. Given the importance of a precise determination of the $p_T^Z$ spectrum for phenomenology, it is also crucial to have a thorough probe of the low $p_T^Z$ domain as well.

We therefore use the NNLOjet code to make predictions in the low transverse momentum region. As expected, the fixed order description will fail at sufficiently small $p_T^Z$, but it is also interesting to see exactly where this happens. In particular, we will show that the NNLO fixed order perturbative description extends to significantly lower $p_T^Z$ than at NLO.

In the small $p_T^Z$ region, the precision of direct measurements of the $p_T^Z$ spectrum using the standard $p_T^Z$ variable is limited by the experimental resolution on $p_T^Z$ itself, and in particular on the resolution of the magnitude of the transverse momenta of the individual leptons entering $p_T^Z$. To probe the low $p_T^Z$ domain of $Z/\gamma^*$ production an alternative angular variable, $\phi_\eta^*$, has been proposed [13] which minimises the impact of these experimental uncertainties. It is defined by

$$\phi_\eta^* \equiv \tan\left(\frac{\phi_{acop}}{2}\right) \cdot \sin(\theta_\eta^*). \quad (1.1)$$

In this definition, the acoplanarity angle is

$$\phi_{acop} \equiv \pi - \Delta \phi \equiv 2 \arctan\left(\sqrt{\frac{1 + \cos \Delta \phi}{1 - \cos \Delta \phi}}\right), \quad (1.2)$$

where $\Delta \phi$ is the azimuthal angle between the two leptons. The angle $\theta_\eta^*$ is the scattering angle of the leptons with respect to the proton beam direction in the reference frame that is boosted along the beam direction such that the two leptons are back-to-back in the $(r, \theta)$ plane. It is explicitly given by

$$\cos(\theta_\eta^*) \equiv \tanh\left(\frac{\eta^- - \eta^+}{2}\right), \quad (1.3)$$

where $\eta^-$ and $\eta^+$ are the pseudorapidities of the negatively and positively charged leptons respectively.

The variable $\phi_\eta^*$ measures the “deviation from back-to-backness” (acoplanarity) in the transverse plane and therefore vanishes at Born level where the azimuthal angle between the two leptons $\Delta \phi$ is exactly equal to $\pi$. Non-zero values of $\phi_\eta^*$ are produced by the same mechanism that generates non-zero $p_T^Z$, namely a recoil against hadronic emission from the partonic initial states. As a consequence, the $\phi_\eta^*$ distribution probes the same type of physics as the transverse momentum distribution. As we shall see in section 2, in the...
small $p_T^Z$ limit, $\phi^*_\eta$ is explicitly related to $p_T^Z/m_{\ell\ell}$ where $m_{\ell\ell}$ is the invariant mass of the lepton pair. Furthermore, $\phi^*_\eta$ is positive by construction and depends exclusively on the directions (rather than the magnitudes) of the lepton momenta. As the directions of the leptons are considerably better measured than their transverse momenta, analysing the low $p_T^Z$ region with this angular kinematical variable $\phi^*_\eta$ has the potential to increase the accuracy of the measurements and opens up the possibility of making more stringent tests of the theoretical predictions for both observables.

So far, the $\phi^*_\eta$ distribution and related observables have been studied at the Tevatron by the D0 collaboration [14] and by the ATLAS Collaboration at the LHC at $\sqrt{s} = 7$ TeV [15] and $\sqrt{s} = 8$ TeV [2] and very recently by the LHCb Collaboration at 13 TeV [16]. The 7 TeV data from ATLAS have been compared with theoretical predictions from the Monte Carlo program RESBOS [17] which includes NLO fixed order corrections, resummation, and non-perturbative effects. The 7 TeV measurements have also been compared to the fixed order NNLO inclusive Z prediction of FEWZ [8] and to a matched NLO+NNLL resummed computation [18].

Even above $\phi^*_\eta \sim 0.1$, a relatively large value of $\phi^*_\eta$, the NNLO predictions obtained with FEWZ undershoot the data by about ten percent. This is not a surprise given that although these predictions are NNLO accurate for the inclusive cross section, they are only NLO accurate for the $\phi^*_\eta$ distribution as for the $p_T^Z$-spectrum. The theoretical predictions for the NNLL resummed calculation matched to NLO fixed order show reasonable agreement with the data, but with large theoretical uncertainties. The $\phi^*_\eta$ measurements of ATLAS at 8 TeV [2] have thus so far only been compared with results obtained from parton shower Monte Carlo programs [19] and RESBOS.

It is the purpose of this paper to explore the production of lepton pairs at low (but non-zero) transverse momentum at NNLO for both the $p_T^Z$ and $\phi^*_\eta$ distributions. In particular, we will make the first NNLO accurate predictions for observables related to $\phi^*_\eta$ at non-vanishing $\phi^*_\eta$ and make a direct comparison with the 8 TeV ATLAS $p_T^Z$ and $\phi^*_\eta$ data [2] by using the same fiducial cuts for the leptons as those used in the experimental measurements. The NNLO predictions are obtained using our parton-level code NNLOjet, designed to compute NNLO corrections to observables related to $Z + \text{jet}$ production [12], by being completely inclusive on the QCD radiation (i.e. dropping the requirement of observing a jet) and applying a low cut on either $p_T^Z$ or $\phi^*_\eta$. We make predictions for all but the first bin in $p_T^Z$ (0–2 GeV) or $\phi^*_\eta$ (0–0.004) where the fixed order prediction for the distribution formally diverges.

As expected, in the very low transverse momentum domain, reliable theoretical predictions can only be provided through the resummation of large logarithms of the form $\ln^n(p_T^Z)$ or $\ln^n(\phi^*_\eta)$ to all orders in perturbation theory. We shall see these large logarithmic effects emerge from the fixed order distributions shown in section 3. Nevertheless, we find that the inclusion of the NNLO corrections to the normalised distributions accurately describe the data over a wide range of values of $p_T^Z$ and $\phi^*_\eta$. In particular, we will show that the NNLO fixed order predictions accurately describe the data to much lower values of $p_T^Z$ and $\phi^*_\eta$ than the corresponding predictions obtained at NLO. By studying the form of the large logarithms we find an approximate relationship between the values of $p_T^Z$ and
Figure 1. Illustration of the variables needed in the decomposition of the transverse momentum vector of the di-lepton system: $\vec{p}_T^Z$ and the angles entering the definition of $\phi^*$ (see text). The hadronic recoil is expected to have an equal and opposite transverse momentum vector to that of the di-lepton system vector $\vec{p}_T^Z$.

$\phi^*$ where the fixed order distributions start to break down and find consistency between the two observables.

2 Kinematics of the angular variable $\phi^*_\eta$ in the low-$p_T^Z$ regime

Let us first consider how the variable $\phi^*_\eta$ defined in Eq. (1.1) is related to the transverse momentum of the Z boson for events where the leptons are separated by an angle $\Delta \phi$ which is greater than $\pi/2$, cf. Refs. [13, 20]. This type of event is illustrated in Fig. 1. The transverse momentum vector of the di-lepton system, $\vec{p}_T^Z$, can be decomposed into orthogonal components with respect to an event axis in the plane transverse to the beam direction. The lepton thrust axis is defined by a unit vector $\hat{t}$,

$$\hat{t} = \frac{\vec{p}_T^- - \vec{p}_T^+}{|\vec{p}_T^- - \vec{p}_T^+|}, \quad (2.1)$$

where $\vec{p}_T^-$ and $\vec{p}_T^+$ are the lepton momentum vectors in the transverse plane. The longitudinal and transverse components of $\vec{p}_T^Z$ are denoted by $\vec{a}_L$ and $\vec{a}_T$. Their respective magnitudes denoted by $a_L$ and $a_T$ are related to $p_T^Z$ by

$$p_T^Z = \sqrt{a_T^2 + a_L^2}. \quad (2.2)$$

We are particularly interested in the relation between the variables $p_T^Z$ and $\phi^*_\eta$ when the Z boson transverse momentum is small. In the low $p_T^Z$ limit we are in “quasi-Born-like” kinematics where the two leptons are almost back-to-back in the transverse plane and $\Delta \phi \approx \pi$. The magnitudes of the lepton momenta then satisfy

$$p_T^\ell^- \approx p_T^\ell^+ \equiv p_T^\ell \gg p_T^Z, \quad (2.3)$$

and the scattering angle behaves as

$$\sin(\theta^*_\eta) \approx \frac{2p_T^\ell}{m_{\ell\ell}}. \quad (2.4)$$
Furthermore, in this limit $a_L$ and $a_T$ are approximately given by

\begin{align}
  a_L^2 &\equiv (p_T^Z)^2 \cos^2 \alpha \approx (p_T^\ell - p_T^\ell)\cos^2 \\
  a_T^2 &\equiv (p_T^Z)^2 \sin^2 \alpha \approx 2(p_T^\ell)^2 (1 + \cos \Delta \phi),
\end{align}

where $\alpha$ is the angle between $p_T^Z$ and $\hat{t}$. Using the definition of $\phi_\eta^*$ in Eq. (1.2), in the small $p_T^Z$ limit (i.e., $\Delta \phi \approx \pi$), we arrive at

$$
\phi_\eta^* \approx \frac{a_T}{m_\ell \ell},
$$

(2.7)

where we have used

$$
\tan \left( \frac{\phi_{\text{scop}}}{2} \right) \approx \frac{a_T}{2p_T^\ell}.
$$

(2.8)

From Eq. (2.7), it is clear that in the small $p_T^Z$ region, the $\phi_\eta^*$ distribution probes the same physics as the $a_T$ and $p_T^Z$ distributions (since $a_T = p_T^Z \sin \alpha$). In section 3.4 we will further establish a more direct relation between $\phi_\eta^*$ and $p_T^Z$ by examining the arguments of the logarithms that appear in the respective resummation formulae.

3 Numerical results

The results presented in this section are based on the calculation of Ref. [12], where the NNLO QCD corrections to $Z +$ jet production were computed using the antenna subtraction formalism [21] to isolate the infrared singularities in the different $Z$-boson-plus-jet contributions. Our calculation is implemented in a newly developed parton-level Monte Carlo generator NNLOJET. This program provides the necessary infrastructure for the antenna subtraction of hadron collider processes at NNLO and performs the integration of all contributing subprocesses at this order. Components of it have also been used in other NNLO QCD calculations [11, 12, 22–26] using the antenna subtraction method. Other processes can be added to NNLOJET provided the matrix elements are available.

In Refs. [11, 27], we showed that NNLOJET can be used to predict the $Z$-boson $p_T$ spectrum to genuine NNLO accuracy by dropping the requirement of observing a jet and instead imposing a finite cut on the transverse momentum $p_T^Z > p_T^Z_{\text{cut}}$. These predictions are therefore completely inclusive on the QCD radiation and depend only on the fiducial cuts applied to the leptons. This calculation is extended in this work to substantially lower values of $p_T^Z$. Since the $\phi_\eta^*$ variable is related to $p_T^Z$, we can equally use NNLOJET to compute the first NNLO accurate predictions for $\phi_\eta^* > \phi_\eta^*_{\text{cut}}$ in the same way. By going to low values of $p_T^Z$ or $\phi_\eta^*$, one starts to resolve the $N^3$LO infrared singularity at $p_T^Z = 0$ or $\phi_\eta^* = 0$ which presents a challenge for any NNLO subtraction or slicing method.

3.1 Calculational setup

The ATLAS collaboration measured [2] the $p_T^Z$ and $\phi_\eta^*$ distributions at 8 TeV by applying fiducial acceptance cuts on the leptons:

$$
|\eta^\ell| < 2.4, \quad p_T^\ell > 20 \text{ GeV}, \quad 46 \text{ GeV} < m_\ell \ell < 150 \text{ GeV}, \quad |y^Z| < 2.4,
$$

(3.1)
where \( y^Z \) denotes the rapidity of the lepton pair. We apply the same cuts in our calculation. As discussed above, a non-zero cut \( \phi^*_\eta > \phi^*_{\eta,\text{cut}} \) or \( p^Z_T > p^Z_{T,\text{cut}} \) has to be applied in order to render the \( Z + \text{jet} \) calculation infrared safe. We choose the value \( \phi^*_{\eta,\text{cut}} = 0.004 \) for the \( \phi^*_\eta \) distribution and \( p^Z_{T,\text{cut}} = 2 \text{ GeV} \) for the \( p^Z_T \) distribution, each time corresponding to the upper edge of the first bin in the ATLAS data set.

For our numerical computations, we use the NNPDF3.0 parton distribution functions [28] with the value of \( \alpha_s(M_Z) = 0.118 \) at NNLO, and \( M_Z = 91.1876 \text{ GeV} \). Note that we systematically use the same set of PDFs and the same value of \( \alpha_s(M_Z) \) for the NLO and NNLO predictions. The factorisation and renormalisation scales are chosen dynamically on an event-by-event basis using the central scale

\[
\mu_0 \equiv \sqrt{m^2_{\ell\ell} + (p^Z_T)^2}, \tag{3.2}
\]

where \( m_{\ell\ell} \) is the invariant mass of the final state lepton pair. The theoretical uncertainty is estimated using the standard 7-point scale variation, i.e. varying \( \mu_R \) and \( \mu_F \) independently about \( \mu_0 \) by multiplicative factors in the range \([1/2, 2]\) while retaining \( 1/2 < \mu_R/\mu_F < 2 \). We restrict our discussion to normalised distributions which are much more precisely determined due to the fact that systematic errors such as the luminosity uncertainties cancel in the ratio. To this end, we use the implementation of the NNLO QCD corrections to inclusive \( Z/\gamma^* \) production available in NNLOjet to compute the fiducial cross section for the respective bins.

The measurement of the \( p^Z_T \) and \( \phi^*_\eta \) distributions in Ref. [2] are performed multi-differentially with additional binning in the invariant mass \( (m_{\ell\ell}) \) and the rapidity \( (y^Z) \) of the lepton pair. The invariant-mass range of Eq. (3.1) is divided into three mass bins: the \( Z \) resonance bin containing the \( Z \)-boson peak \( (m_{\ell\ell} \in [66, 116] \text{ GeV}) \) and two off-resonance bins covering the low-mass \( (m_{\ell\ell} \in [46, 66] \text{ GeV}) \) and high-mass \( (m_{\ell\ell} \in [116, 150] \text{ GeV}) \) regions. Each mass bin is further subdivided into equal-sized rapidity bins—six for the resonance region and three for each of the off-resonance regions. The ATLAS measurement of the \( p^Z_T \) distribution [2] further extends to lower invariant masses, with three more bins in the range below 46 GeV. For those bins, results are provided only for \( p^Z_T > 45 \text{ GeV} \), which have been studied to NNLO accuracy already in Ref. [11].

### 3.2 The transverse momentum distribution at low \( p^Z_T \)

The ATLAS measurement of the transverse momentum distribution [2] starts at vanishing transverse momentum, with the first bin covering the range \( p^Z_T \in [0, 2] \text{ GeV} \). In this bin, the NNLO calculation of \( Z \) production at finite transverse momentum diverges, and would need to be combined with the \( N^3\text{LO} \) three-loop contribution to inclusive \( Z \) production, which is beyond the scope and aims of this study.

The measured \( p^Z_T \) distribution is compared to the NLO and NNLO predictions in Figs. 2, 3. Note that the theory uncertainties shown in these figures are estimated using a 3-point scale variation instead of the 7-point variation described above by restricting to the case \( \mu_F \equiv \mu_R \). As already observed in Ref. [11], the NLO calculation does not describe the shape of the data below \( p^Z_T \approx 40 \text{ GeV} \), while the NNLO calculation agrees with the data.
Figure 2. Normalized transverse momentum distribution differential in $m_{\ell\ell}$ at NLO and NNLO compared to ATLAS data [2]. The distribution is normalised to the NLO prediction. The green bands denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale uncertainty.

down to substantially lower values of $p_T^Z$. With the extended range in $p_T^Z$ that is covered in this study, we can now quantify this agreement in observing that the shape of the data is well-reproduced by the NNLO calculation down to $p_T^Z \approx 4$ GeV. A deviation for lower values of $p_T^Z$ is expected due to the onset of large logarithmic corrections proportional to powers of $\ln(p_T^Z/m_{\ell\ell})$ in all orders in the strong coupling, which necessitates logarithmic resummation. The three data bins below this value are however insufficient to resolve and quantify this potential deviation in detail. In this region, the determination of $p_T^Z$ is limited by the experimental lepton energy resolution. A more detailed picture can be gained from the distribution in the $\phi_\eta^*$ variable, which is determined using the lepton angles rather than their energies. This distribution is discussed in detail in the next two subsections.

3.3 The large $\phi_\eta^*$ region

We first consider the region of large $\phi_\eta^*$ values: $\phi_\eta^* > 0.051$, where one expects that the perturbative prediction is not dominated by large logarithms. Figure 4 shows the ratio of the normalised fixed-order predictions to the NLO prediction for the $\phi_\eta^*$ distribution for each of the six rapidity slices in the on-resonance $m_{\ell\ell}$-bin. For $\phi_\eta^* \gtrsim 0.2$, the NLO predictions systematically undershoot the data points by almost 5–10%. This is reminiscent of the behaviour of the NLO prediction for the $p_T^Z$ distribution. The NNLO corrections are
Figure 3. Normalized transverse momentum distribution differential in $y^Z$ for the on-resonance bin at NLO and NNLO compared to ATLAS data [2]. The distribution is normalised to the NLO prediction. The green bands denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale uncertainty.
Figure 4. The $\phi^*_\eta$ distribution for $\phi^*_\eta > 0.051$ for the on-resonance region $66 \text{ GeV} < m_{\ell\ell} < 116 \text{ GeV}$ in 6 different rapidity slices. The distribution is normalised to the NLO prediction. The green bands denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale uncertainty.
positive in this region and lead to a significant improvement in the theory–data comparison. Moreover, the residual scale uncertainty is greatly reduced by moving from NLO to NNLO. Below $\phi_\eta^* \approx 0.1$ the shape of the NLO prediction quickly deviates away from the data points by more than 30–40% for $\phi_\eta^* \lesssim 0.051$. This divergent behaviour is tamed by the inclusion of the NNLO corrections where the shape of the data points is well captured by the theory curve down to small values of $\phi_\eta^* \approx 0.051$.

Figure 5 shows the $\phi_\eta^*$ distribution for the two off-resonance $m_{\ell\ell}$ bins where the top and bottom plots in the figure correspond to the low-mass and high-mass bins, respectively. Due to lower event rates away from the Z-boson resonance region, the statistical errors on the experimental data points are significantly larger than the on-resonance results of Fig. 4. The qualitative picture, however, is very similar with a better theory–data agreement in the high-$\phi_\eta^*$ region and a very much improved prediction of the shape down to low values of $\phi_\eta^* \approx 0.051$.

### 3.4 The small $\phi_\eta^*$ region

At smaller values of $\phi_\eta^*$, we enter the domain of the large logarithms where the fixed-order perturbative prediction breaks down. In this kinematical limit, $\phi_\eta^*$ and $p_T^Z$ are closely related, as can be seen both from the structure of the logarithmically enhanced terms in the respective cross sections and from simple kinematical considerations.

The leading logarithmic behaviour of the transverse momentum distribution is obtained by resumming terms of the form $\alpha_s^3 \ln^{2n} (p_T^Z/m_{\ell\ell})$ to all orders. By expanding the resummed expression up to $O(\alpha_s^3)$, one obtains [29] the coefficients of the leading logarithms in the fixed order NLO and NNLO predictions for the normalised $p_T^Z$ distribution:

$$ p_T^Z \left( \frac{1}{\sigma_0} \frac{d\sigma}{dp_T^Z} \right)_{\text{LL, expanded}} = -4C_F \frac{\alpha_s}{\pi} \ln \left( \frac{(p_T^Z)^2}{m_{\ell\ell}^2} \right) + 2C_F^2 \left( \frac{\alpha_s}{\pi} \right)^2 \ln^3 \left( \frac{(p_T^Z)^2}{m_{\ell\ell}^2} \right) + O(\alpha_s^3). \quad (3.3) $$

The resummation of the $a_T$ distribution (see Eq. (2.5)) has been studied in Refs. [30, 31]. Expanding the resummed expression, we find

$$ a_T \left( \frac{1}{\sigma_0} \frac{d\sigma}{da_T} \right)_{\text{LL, expanded}} = -4C_F \frac{\alpha_s}{\pi} \ln \left( \frac{4a_T^2}{m_{\ell\ell}^2} \right) + 2C_F^2 \left( \frac{\alpha_s}{\pi} \right)^2 \ln^3 \left( \frac{4a_T^2}{m_{\ell\ell}^2} \right) + O(\alpha_s^3). \quad (3.4) $$

Using the relation between $\phi_\eta^*$ and $a_T$ (2.7) as $\phi_\eta^* \sim a_T/m_{\ell\ell}$ gives the leading-logarithmic behaviour of the $\phi_\eta^*$ distribution as

$$ \phi_\eta^* \left( \frac{1}{\sigma_0} \frac{d\sigma}{d\phi_\eta^*} \right)_{\text{LL, expanded}} = -4C_F \frac{\alpha_s}{\pi} \ln \left( 4(\phi_\eta^*)^2 \right) + 2C_F^2 \left( \frac{\alpha_s}{\pi} \right)^2 \ln^3 \left( 4(\phi_\eta^*)^2 \right) + O(\alpha_s^3). \quad (3.5) $$

Comparing the arguments of the logarithms in Eqs. (3.3) and (3.5), we can establish a relation between the dominant logarithmic behaviour of the $p_T^Z$ and $\phi_\eta^*$ distributions through the correspondence

$$ 2\phi_\eta^* \approx p_T^Z/m_{\ell\ell}, \quad (3.6) $$

which holds in the region of small $\phi_\eta^*$ and small $p_T^Z$. The same relation can be established kinematically by considering the di-lepton pair of invariant mass $m_{\ell\ell}$ produced at central
Figure 5. The $\phi_\eta^*$ distribution for $\phi_\eta^* > 0.051$ for the two off-resonance $m_{ll}$ bins, $46 \text{ GeV} < m_{ll} < 66 \text{ GeV}$ (top) and $116 \text{ GeV} < m_{ll} < 150 \text{ GeV}$ (bottom) in 3 different rapidity slices. The distribution is normalised to the NLO prediction. The green bands denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale uncertainty.
Figure 6. The \( \phi^*_{\eta} \) distribution for \( \phi^*_{\eta} > \phi^*_{\eta,\text{cut}} \) for the on-resonance mass bin 66 GeV < \( m_{\ell\ell} \) < 116 GeV. The distribution is normalised to the experimental data. The green bands denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale uncertainty.

rapidity and with transverse momentum \( p_T^Z \) and expanding in the momentum difference in the lepton momenta. Note that relation (3.6) is based on comparing the leading logarithmic behaviour of the \( p_T^Z \) and \( \phi^*_{\eta} \) distributions. Beyond the leading logarithmic approximation, these distributions differ substantially as studied in Refs. [30, 31].

The above considerations suggest that the distributions in \( \phi^*_{\eta} \) and \( p_T^Z \) are closely related in the infrared region. In particular, one should expect the onset of large logarithmic corrections (and consequently the breakdown of the fixed order NLO and NNLO predictions) to occur roughly simultaneously at values of \( \phi^*_{\eta} \) and \( p_T^Z \) related through Eq. (3.6). To test this hypothesis, we superimpose the infrared regions of these distributions (for the three mass bins) in Figs. 6–8. For better visibility over the kinematical range, we show \( \langle O \rangle_{\text{bin}} \times \frac{|d\sigma|_{\text{Theory}}}{|d\sigma|_{\text{Data}}} \) with \( O = \phi^*_{\eta}, p_T^Z \), i.e. the ratio of normalised distributions weighted by the central bin values. The \( p_T^Z \) range is fixed to [0, 12] GeV, while the \( \phi^*_{\eta} \) range is chosen according to Eq. (3.6) for each mass bin, using the central value of \( m_{\ell\ell} \). The first bins contain the zero value and are not accessible by a fixed-order calculation of the \( p_T^Z \) or \( \phi^*_{\eta} \) distributions, which diverges there.

First and foremost, we observe the substantially higher experimental resolution in \( \phi^*_{\eta} \); in the region covered by (5 + 1) bins in \( p_T^Z \), the \( \phi^*_{\eta} \) distribution contains (12 + 1) bins.
on-resonance, (16+1) bins below-resonance and (9+1) bins above-resonance. This reflects the much better experimental resolution of the low $p_T$ region afforded by the $\phi^*_\eta$ variable.

We see that the NLO prediction does not describe the data in the plotting range for all three mass bins and in fact only starts to describe the data at larger values of $p_T$ and $\phi^*_\eta$ which are tabulated in Table 1. However, we observe that the NNLO description remains reliable down to values of $\phi^*_\eta \approx 0.02$ (also shown in Table 1). The precise point of deviation in the $p_T$ distributions cannot be resolved due to the coarse binning. Nevertheless, these values of $\phi^*_\eta$ and $p_T$ where the fixed order predictions start to deviate from the data appear to be in line with the expectation from Eq. (3.6). In other words, the places where the large logarithms in the fixed order perturbative predictions start to emerge (and therefore need resumming) in each distribution are consistent with the relationship $p_T^2 \sim 2m_{\ell\ell}\phi^*_\eta$.

4 Summary and conclusions

We have studied the NNLO QCD corrections to the Drell–Yan production of lepton pairs at small transverse momentum, inclusive over the hadronic final state. There are two relevant observables, $p_T^2$ and $\phi^*_\eta$. From the experimental point of view, $\phi^*_\eta$ relies on knowing the lepton direction and can be measured more precisely at low transverse momentum than $p_T^2$ where the momenta of the final state leptons largely cancel.
Figure 8. The \( \phi^*_\eta \) distribution for \( \phi^*_\eta > \phi^*_\eta, \text{cut} \) for the above resonance mass bin 116 GeV < \( m_{\ell\ell} \) < 150 GeV. The distribution is normalised to the experimental data. The green bands denote the NLO prediction with scale uncertainty and the blue bands show the NNLO prediction with scale uncertainty.

| \( m_{\ell\ell} \)-bin [GeV] | \( \phi^*_\eta, \text{depart} \) | \( p^Z_{T, \text{depart}} \) | \( 2 \langle m_{\ell\ell} \rangle \phi^*_\eta, \text{depart} \) |
|-----------------------------|-----------------|-----------------|-----------------|
| NLO                         |                 |                 |                 |
| 46–66                       | \( \sim 0.14 \) | \( \sim 10 \) GeV | 16 GeV          |
| 66–116                      | \( \sim 0.11 \) | \( \sim 14 \) GeV | 20 GeV          |
| 116–150                     | \( \sim 0.08 \) | \( \sim 16 \) GeV | 21 GeV          |
| NNLO                        |                 |                 |                 |
| 46–66                       | \( \sim 0.028 \) | \( \lesssim 3 \) GeV | 3.1 GeV         |
| 66–116                      | \( \sim 0.018 \) | \( \lesssim 3 \) GeV | 3.3 GeV         |
| 116–150                     | \( \sim 0.014 \) | \( \sim 4 \) GeV | 3.9 GeV         |

Table 1. Values of \( \phi^*_\eta, \text{depart} \) and \( p^Z_{T, \text{depart}} \) for the three mass windows corresponding to the values of \( \phi^*_\eta \) and \( p^Z_{T} \) where the fixed order predictions of the distributions start to deviate from the experimental data.
Our calculation is performed using the parton-level Monte Carlo generator NNLOjet which implements the antenna subtraction method for NNLO calculations of hadron collider observables. It extends our earlier calculations of $Z/\gamma^* + \text{jet}$ production [12] and $Z/\gamma^*$ production at large transverse momentum [11]. We have performed a thorough comparison of theory predictions to the 8 TeV Run 1 data of the LHC for cross sections defined over a fiducial region of lepton kinematics from the ATLAS [2] collaboration.

At large values of $\phi^*\eta$, we observe that the NNLO corrections to the distribution normalised to the inclusive NNLO dilepton cross section are moderate and positive, resulting in an excellent agreement between data and theory. This agreement holds across the three $m_{ll}$ bins and for all slices in $y^Z$.

In the small transverse momentum region, we expect the fixed order calculation to break down due to the emergence of large logarithmic corrections of the form $\alpha_s^n \log^{2n-1}(p^Z_T)$ or $\alpha_s^n \log^{2n-1}(\phi^*_\eta)$. Nevertheless, the inclusion of the NNLO contributions increases the domain of validity of the fixed order calculation and we showed that the fixed order perturbative predictions start to break down at $p^Z_T \sim 4$ GeV (20 GeV), $\phi^*_\eta \sim 0.02$ (0.1) at NNLO (NLO). We also showed that these breakdown points satisfy an approximate relationship $p^Z_T \sim 2m_{ll}\phi^*_\eta$ that is motivated by considering the form of the leading logarithms.

The NNLO corrections improve the perturbative description of the $p^Z_T$ and $\phi^*_\eta$ distributions by (a) reducing the theoretical scale uncertainty and (b) increasing the kinematic range in $p^Z_T$ and $\phi^*_\eta$ that the fixed order prediction can describe. We anticipate that this calculation will allow a consistent inclusion of the precision data on the $Z$ transverse momentum distribution into NNLO determinations of parton distributions and the strong coupling constant.
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