Identification of new head and neck squamous cell carcinoma subtypes and development of a novel score system (PGSscore) based on variations in pathway activity between tumor and adjacent non-tumor samples
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Abstract

The influence of adjacent non-tumor tissue characteristics on patient outcomes in head and neck squamous cell carcinoma (HNSC) remains unclear. In HNSC, subtype identification is generally tumor-based, and most prognosis-related studies focus on a single gene set. Here, we performed Gene Set Variation Analysis to comprehensively evaluate variations in diverse gene sets in tumor and non-tumor samples and converted a gene-centric matrix into a pathway-centric model. Three different prognostic subtypes correlated with previously identified subgroups, clinicopathologic features, risk factors, and tumor microenvironment (TME) were identified using the non-negative matrix factorization method. We also screened 2 and 11 gene sets from nontumor and tumor tissues, respectively based on representative gene sets. Interestingly, genes from nontumor gene sets were associated with serotonin secretion and P2Y receptors, while genes from tumor gene sets were associated with immunity and inflammation. The PGSscore was constructed to predict outcomes and immunotherapy responses. Low- and high-PGSscore groups showed significant differences in clinicopathological characteristics and TME. Our analysis indicates that the non-tumor tissue is indispensable for prognosis. PGSscore provides new avenue to evaluate overall survival and immunotherapy responses, and our method based on pathway-centric models can be extended to other diseases.

1. Introduction

Head and neck squamous cell carcinoma (HNSC) is the sixth most common cancer worldwide, with 1.08 million new cases every year [1,2]. Surgery, radiation, chemotheraphy, and immunotherapy are the key treatments for HNSC [2]; however, they are associated with disadvantages, such as disease recurrence, cervical node metastasis, chemotherapeutic drug resistance, and ineffective immunotherapy, all of which result in increased deaths from advanced HNSC. Therefore, it is important to identify novel HNSC subtypes and associated pathways and signatures to better predict patient overall survival and enhance outcomes. Such a strategy would help guide the treatment and improve immunotherapy responses.

Previous studies on tumor subtypes have generated some important results, and researchers have categorized HNSC into subtypes mainly based on gene expression profiling of the tumor tissue. In addition, there are several other criteria for subtype stratification, including copy number profiling and status of HPV16 DNA and RNA [3–7]. However, these studies did not take the adjacent non-tumor samples into account during the identification of molecular subtypes, although some previous research confirmed that the role of the non-tumor tissue is critical in tumor development. Increased epidermal cell proliferation in response to altered pathways in the parabasal layers adjacent to oral squamous cell carcinoma tissue may trigger early oncogenic events that favor invasion [8]. Further, the loss of E-cadherin in adjacent non-tumor epithelium is related to tumor invasiveness in oral squamous cell carcinoma [9]. Moreover, inflammatory signals and immune components in non-tumor samples may play an important role in facilitating tumor development [10]. Therefore, insights
from adjacent non-tumor samples should be considered when determining the HNSC subtype.

Most previous studies have largely focused on one pathway, gene set, IncRNA set, or a single molecule that is considered to be associated with tumor development. For example, pyroptosis-related genes [11], pyroptosis-related IncRNA [12], ferroptosis-related genes [13], m6A-modified IncRNA [14], immune-related genes [15], aging-related genes [16], hypoxia-related genes [17], autophagy-related genes [18], inflammatory pathways [19], fatty acid metabolism pathway [20], Fascin Actin-bundling Protein 1 [21], and dual-specificity phosphatase 1 [22] have been used as a basis to predict HNSC outcomes. Hence, these publications tend to choose single emerging or popular gene sets to establish a molecular signature or model to predict outcomes, while ignoring other gene sets. Such studies may lead to superfluous information, as it would be hard to judge which gene/pathway/molecule gives the best results. Therefore, an approach of analyzing and integrating the data of abundant gene sets from tumor and adjacent non-tumor samples would provide a comprehensive profile of HNSC in an objective manner.

In this study, to comprehensively reveal subtle and pronounced variations in pathway activity in HNSCs, we transformed the gene expression matrix into a gene set enrichment score (ES) matrix, incorporating HNSC and adjacent non-tumor samples for quantitative analysis. We also determined the changes in pathway activity between tumor and adjacent non-tumor samples to identify novel HNSC subtypes and their prognostic correlations. We further explored the correlations of the subtypes with the levels of tumor microenvironment (TME) components, previously defined subgroups, clinopathologic features, and risk factors. Based on these analyses, prognostic gene sets in HNSC and adjacent normal tissue were defined, enabling establishment of a new score (PGSscore) to predict overall survival and the immunotherapy response. Furthermore, we described the immune cell landscape, and the correlation between PGSscore and clinopathologic features, the TME, and other features. A nomogram was established to more precisely predict the overall survival rates of HNSC patients based on PGSscore. Our system can be used to detect changes in pathway activity in tumors and adjacent non-tumor tissues, offering a new method to identify subtypes and predict overall survival and immunotherapy responses in HNSC.

2. Materials and methods

2.1. Data collection

Public HNSC gene expression datasets with complete clinico-pathological data for tumor and adjacent non-tumor tissues were downloaded from TCGA (https://portal.gdc.cancer.gov/) and the Gene Expression Omnibus (GEO) (https://www.ncbi.nlm.nih.gov/geo/), i.e., TCGA head and neck squamous cell carcinoma, GSE41613, and GSE65858. For TCGA dataset, the fragments per kilobase per million (FPKM) values were transformed into transcripts per kilobase million (TPM). The GSE41613 and GSE65858 datasets were merged after background adjustment and quantitative normalization using the raw “cel” files of these datasets, and the “Affy” and “simpleaffy” R packages [23]. Subsequently, the SVA R package was used to eliminate batch effects in the merged datasets using the “ComBat” algorithm. Finally, 18,029 gene sets were downloaded from the Molecular Signatures Database v7.4 (https://www.gsea-msigdb.org/gsea/msigdb/index.jsp). These datasets contained hallmark gene sets (50 genesets), canonical pathways (CP: 2922 gene sets), gene ontology (GO: 10,185 gene sets), and the ImmuneSigDB subset of the C7 dataset [4]. Hallmark gene sets represent specific well-defined biological states or processes and display coherent expression [24]; CP represent biological processes, and were compiled by domain experts from BIOCARTA (292 genesets), Kyoto Encyclopedia of Genes and Genomes (KEGG; 186 gene sets), PID (196 genesets), REACTOME [1], and WikiPathways (615 genesets). GO datasets, contained biological process [7], cellular component (996 genesets), and molecular function [1] ontologies. The ImmuneSigDB subset of the C7 database represents chemical and genetic perturbations of the immune system and was generated using manual curation of published studies on human and mouse immunology [25]. The data of four molecular subtypes and six immune subtypes listed in the Pan-Cancer Atlas were downloaded from the Supplementary Materials of two previous studies [26–27].

2.2. Gene set variation analysis

The GSVA R package was used to condense the gene expression profiles into a gene set matrix with ESs using the GSVA algorithm in HNSC and adjacent non-tumor samples to investigate the variation in several gene sets or pathways [28]. Adjusted \( p < 0.01 \) was considered significant.

2.3. Cancer subtype analysis

An integrative R package called “CancerSubtypes,” which includes methods such as non-negative matrix factorization (NMF) method, provides useful feature selection, subtype identification, and validation methods [29]. The NMF method was used to identify the optimal cluster number and to classify patients based on the calculated gene set matrix. The assignment accuracy and fitness were validated using the silhouette width index, ranging between –1 and 1. A silhouette width index closer to 1 indicates well-defined patterns or subtypes.

2.4. Differentially enriched gene sets associated with the three subtypes

The “limma” R package was used to obtain differentially enriched gene sets among the three subtypes and differentially expressed genes (DEGs) among the three PGS clusters. \( P < 0.01 \) was used to screen the differentially enriched gene sets and DEGs. Representative gene sets and overlapping genes were identified by selecting the intersection area of a Venn plot.

2.5. Analysis of tumor microenvironment

To identify the levels of tumor microenvironment, the CIBERSORT R package was used to evaluate the ImmuneScore, StromalScore, and ESTIMATE score for each patient.

2.6. Identification of prognostic gene sets

Twenty gene sets were identified using univariate Cox analysis \( (p < 0.05) \) from 48 representative gene sets. To avoid overfitting, 13 prognostic gene sets were identified using least absolute shrinkage and selection operator (LASSO) penalties based on the gene set ES matrix [30].

2.7. Unsupervised clustering of prognostic gene sets

Unsupervised clustering analysis was performed to identify patients based on 13 prognostic gene sets and their ESs using the “ConsensusClusterPlus” R package. The optimal number of clusters and their stability were also determined. 1000 repetitions were performed to confirm cluster stability [31].
2.8. Principal component analysis

The principal component analysis (PCA) R package was used to reduce the dimensionality of the gene set matrix and to identify the discriminative power of the PGS clusters.

2.9. Kaplan-Meier survival analysis

Kaplan-Meier survival analysis was used to evaluate overall survival for the three different subtypes, PGS clusters, low- and high-ES groups for each prognostic gene set, and low- and high-PGSScore. This analysis was performed using the “survminer” and “survival” R packages.

2.10. Functional enrichment analysis

The R package ClusterProfiler was used to conduct GO enrichment analysis and KEGG pathway analysis [32]. This analysis provided a functional interpretation of the overlapping DEGs in the PGS clusters, and the genes extracted from the gene sets in tumor (T gene sets) and gene sets in non-tumor (N gene sets).

2.11. Module and hub gene analysis

Protein-protein interaction (PPI) networks were analyzed and constructed using STRING (https://string-db.org/). Then, the PPI network was imported into Cytoscape version 3.7.2 and analyzed using the Molecular Complex Detection (MCODE) and CytoHubba plugins. MCODE identified the modules of the PPI network using the following parameters: degree cutoff, 2; node score cutoff, 0.2; K core, 2; maximum depth, 100. The hub genes of each module were obtained using the “degree” topological algorithm of CytoHubba.

2.12. Construction of the PGSScore

TCGA data set was randomized into a training set (50 % of the dataset) and a testing set (50 % of the dataset). Then, we used univariate Cox analysis to identify the prognoses-associated genes. The identified prognostic genes were screened using LASSO penalties. Finally, the correlation coefficients for 13 genes were obtained to calculate the PGSScore [PGSScore = coefficient (gene 1) × expression (gene 1) + coefficient (gene 2) × expression (gene 2) + coefficient (gene n) × expression (gene n)]. The median PGSScore was used as the cutoff value. The training set, testing set, GEO cohort, and the entire TCGA set were divided into high- and low-PGSScore groups based on the PGSScore cutoff. Then, the survminer R package was used to analyze overall survival. Receiver operating characteristic (ROC) curve analysis was performed using the “survivalROC” R package to estimate the predictive ability of the PGSScore.

2.13. Correlation between PGSScore and clinicopathologic parameters

Univariate Cox regression was used to identify prognostic genes. Multivariate Cox regression was performed to investigate whether the PGSScore was an independent prognostic factor in the training and testing sets. The “pheatmap” R package was used to visualize relative gene expression for the PGSScore in each patient and the relationship between the PGSScore and clinicopathologic characteristics. The “ggalluvial” R package was used to construct a galluvial plot to visualize the subtype, PGS cluster, PGSScore, and survival status in the entire TCGA set.

2.14. Estimation of the immune cell landscape

The “immunodeconv” R package, which contains the XCELL, TIMER, QUANTISEQ, MCPCounter, EPIC, CIBERSORT-ABS, and CIBERSORT R functions, was used to investigate the immune cell landscape among TCGA samples. Spearman analysis was used to evaluate the correlation between the PGSScore and immune cell profiles. The correlation coefficients are displayed using a lollipop diagram. Significance was set at p < 0.05.

2.15. Immunophenoscore and tumor immune dysfunction and exclusion scores

Individual immunophenoscore (IPS) data for HNSC patients were downloaded from the Cancer Immunome Atlas (https://tcia.at/home). The four immunogenicity-determining genes were effector cells, major histocompatibility complex molecules, immunosuppressive cells, and immunomodulators. The IPS for each individual was calculated using machine learning [33]; the IPS values ranged from 0 to 10 and were calculated according to z-scores representing gene expression. The IPS value was positively correlated with tumor immunogenicity [34]. IPS analysis was also performed to estimate the response to immune checkpoint inhibitors (ICIs) between the low- and high-PGSScore groups. Tumor immune dysfunction and exclusion (TIDE) data were downloaded from https://tide.dfci.harvard.edu, and were used to compare the ICI responses between low- and high-PGSScore groups [35].

2.16. Data collection and processing of immune-checkpoint blockade cohorts

Owing to the absence of data for an HNSC cohort treated with immune-checkpoint blockade, we referred to previous research methods [36]. Two cohorts with immune-checkpoint blockade were selected for further analysis, i.e., human renal cell carcinoma samples treated with anti-PD-1 (nivolumab) (cohort GSE67501 from GEO) [37] and advanced urothelial carcinoma treated with anti-PD-1 (atezolizumab) (cohort IMvigor210, https://research-pub.gene.com/IMvigor210CoreBiologies). For the GSE67501 cohort, the FPKM data were transformed into TPM values after standardization using the limma R package. The “DESeq2” R package was used to normalize the raw data of the IMvigor210 cohort and to convert the count values into TPM values.

2.17. Nomogram establishment and interpretation

The “rms” R package was used to combine clinicopathologic characteristics and PGSScores to construct a nomogram that predicts the 1-, 3-, and 5-year overall survival. In the nomogram, each factor was matched with a specific score. The sum of the scores across all factors for each patient was the total score. Higher scores indicate greater risk [38]. The “ggDCA” R package was used to evaluate the clinical value of the nomogram by analyzing the net benefit at different threshold probabilities using the decision curve analysis (DCA) algorithm [39]. The concordance index (C-index) ranged from 0.5 to 1 and was used to assess the discriminative capacity. Larger C-index values suggest better prediction accuracy [38]. Meanwhile, ROC curve analysis was performed using the survivalROC R package to estimate the predictive ability of the nomogram. Finally, the consistency between the predicted and actual survival outcomes was explored using calibration analysis [40].
2.18. Statistical analysis

R version 4.1.0 (https://www.R-project.org) was used for statistical analysis. The differential analysis between two groups was calculated using Wilcoxon tests, while comparisons of three or more groups were analyzed using Kruskal-Wallis or one-way ANOVA. Differences in subtypes, clinicopathologic features, and risk factors were calculated using chi-square tests. Spearman’s correlation was used to perform correlation tests. Survival analysis was performed using log-rank and Kaplan-Meier tests. Significance was set at \( p < 0.05 \).

3. Results

3.1. Subtype identification based on activity variations in HNSC and adjacent non-tumor samples in TCGA dataset

The detailed workflow for the identification process of gene set matrix, subtype, prognostic gene sets, PGS cluster and PGSscore is displayed in Fig. 1. First, the gene expression matrix was converted into a gene set matrix with ESs using the GSVA algorithm to comprehensively investigate variations in gene sets in HNSC and adjacent non-tumor samples, which are depicted as a heatmap, 13,479 of which were detected in TCGA dataset (Fig. 2A). We then used the CancerSubtypes R package, which integrates the current computational biology methods for cancer subtype identification and provides a standardized framework for cancer subtype analysis [29].

The results revealed three definite cancer subtypes (\( k = 3 \)) based on the ESs of HNSC and adjacent nontumor tissues using the NMF method (Fig. 2B). The three subtypes were designated “subtypes 1–3” and were confirmed to be distinct (Fig. 2C). Survival analysis revealed substantial prognostic differences among the three subtypes (\( p = 0.000128 \)). Subtype 3 was clearly associated with survival advantages, while subtype 1 had the poorest prognosis (Fig. 2D). The heatmap also showed the distribution of patients in the three subtypes (Fig. 2E). Finally, the average silhouette width (0.96) revealed an excellent match between an HNSC patient and its identified subtype. (Fig. 2F).

3.2. Correlation of our identified subtypes with clinicopathologic features, risk factors, and other subtypes in TCGA dataset

To identify correlations between the three subtypes, clinicopathologic characteristics, and risk factors, we performed chi-squared tests. Our results showed that disease stage, T stage, HPV status, and the frequency of alcohol consumption per week had significantly different distributions among the three subtypes (chi-squared test, \( p < 0.05 \)) (Fig. 3A–D). More patients with stage I-II disease, T0-2 disease, positive HPV status, and lower alcohol consumption per week were grouped into subtype 3 than in the other subtypes, whereas patients with stage III-IV disease, T3-4 disease, negative HPV status, and high alcohol consumption per week were grouped into subtype 1, indicating that the subtypes can predict the clinicopathologic index and risk factors of HNSC in patients.

Next, we explored the correlation of our identified subtypes with HNSC molecular subgroups. HNSC molecular subgroups had significantly different distributions among the three subtypes (chi-squared test, \( p = 0.001 \)). Specifically, 42 % of patients in subtype 3 were assigned to atypical subgroups, whereas only 13 % and 12 % patients in subtype 1 and 2, respectively, belonged to atypical subgroups (Fig. 3E). After integration with immune subtypes, approximately 98 % of patients belonged to the C1 (wound healing, 25 %) or C2 (IFN-γ dominant, 73 %) immune subtypes, with only 2 % of patients associated with other immune subtypes. Furthermore, a previous study indicated that the C2 subtype was characterized by the highest lymphocyte and CD8⁺ T cell infiltrates, along with a robust anti-tumor immune response [26]. As expected, we detected a higher proportion of patients in subtype 3 (78 %) belonging to the C2 immune subtype.

3.3. Differences between the three subtypes with respect to representative gene sets and TME components in TCGA dataset

To further explore the representative potential biological functions of the three HNSC subtypes based on gene set variations, we identified differentially enriched gene sets among the three subtypes (\( p < 0.01, |\log_{2}\text{foldchange}| > 1 \)). Forty-eight gene sets were acquired from the intersection of the differentially enriched gene sets from the three groups (Fig. 4A). Differences between the three subtypes in terms of the ESs of representative gene sets and various clinicopathologic features are displayed in Fig. 4B. The 48 gene sets had the highest ESs in subtype 3 and the lowest ESs in subtype 1, suggesting that these gene sets could be related to disease prognosis. To investigate the enriched immune cells and stromal cells associated with TME, we conducted CIBERSORT and ESTIMATE analysis of the three different subtypes. As expected, there were considerable differences in the immune, stromal, and ESTIMATE scores among the three subtypes (Fig. 4C, D, and E). Subtype 3 had the highest scores, while subtype 1 had the lowest scores, which also explains why subtype 3 had the best survival advantages and subtype 1 had the poorest prognosis.

3.4. Thirteen prognostic gene sets identified from HNSC and non-tumor tissues in TCGA dataset

Next, we identified prognostic gene sets from the 48 representative gene sets in tumor and adjacent non-tumor tissue samples using univariate Cox (Fig. 5A) and LASSO methods and obtained 13 prognostic gene sets (Fig. 5B, C). The hazard ratio, confidence interval (CI), \( p \)-values, and related links are shown in Table 1. Among the 13 prognostic gene sets, 11 were in the tumor samples (T gene sets). Two gene sets were identified in adjacent non-tumor tissue samples (N gene sets). Among the three subtypes, the ESs of the 13 gene sets were statistically different (\( p < 0.001 \)). Subtype 3 had the highest ESs and subtype 1 had the lowest ESs for all 13 gene sets (Fig. 5D). Based on the median ESs for each gene set, all the patients were classified into high- and low-ES groups. Meanwhile, prognostic analysis suggested that groups with high ESs have considerable survival advantages (\( p < 0.05 \)) (Fig. 5A, B).

3.5. Comprehensive analysis of PGS clusters based on prognostic gene sets in TCGA dataset

Initially, a network of the 13 prognostic gene sets that comprehensively displayed the correlations and prognostic significance of each gene set obtained from the HNSC and non-tumor tissues was generated. This network revealed that all 13 gene sets were positively correlated with each other (\( p < 0.0001 \)) (Fig. 6A). We used the ConsensusClusterPlus R package to further classify the patients into three distinct clusters (PGS clusters A–C; Fig. 6B and Fig. S2A–C). There were 210 patients in PGS cluster A, 141 in PGS cluster B, and 148 in PGS cluster C. Next, the classification of the PGS clusters was further verified using PCA (Fig. 6C). There were substantial differences in prognostic value among the three PGS clusters, and PGS cluster C displayed better overall survival than that by the other PGS clusters (log-rank test, \( p = 0.008 \)) (Fig. 6D). The relationships between the three PGS clusters indicated the relative ESs of the 13 prognostic gene sets (Fig. 6E). To further investigate the potential biological factors influencing each PGS cluster, we identified 245 overlapping genes from the three DEGs (Fig. S2D). To demonstrate how the 245 overlapping genes contribute to disease
Fig. 1. Schematic diagram of the study. The identification process of the gene set matrix, subtypes, prognostic gene sets, PGS cluster, and PGScore.
prognosis, we used clusterProfiler to perform GO enrichment and KEGG pathway analyses. The 245 overlapping genes were mostly correlated with the immune response-activating cell surface receptor signaling pathway and immune response-activating signal transduction (BP terms), T cell receptor complex (CC terms), and immune receptor activity (MF terms), which confirms that the distinction between the PGS clusters was based on immunity (Fig. S2E). KEGG analysis showed that cytokine-cytokine receptor interaction, chemokine signaling pathway, and cell adhesion molecules were mainly enriched in the gene sets (Fig. S2F).
3.6. Functional enrichment analysis and module analysis of genes from the prognostic gene sets in TCGA dataset

We investigated the potential functions of the genes in the 13 prognostic gene sets obtained from HNSC and adjacent non-tumor tissue samples. The genes derived from the T gene sets (Table S1) were mostly associated with positive regulation of leukocyte activation, positive regulation of lymphocyte activation, and B cell activation (BP), immunoglobulin complex (CC), and immunoglobulin receptor binding (MF) (Fig. 7A). KEGG analysis showed enrichment in cytokine-cytokine receptor interactions and Th17 cell differentiation (Fig. 7B). These results indicate that the loss of immune cell activation and regulation may promote tumor development. Genes from the N gene sets (Table S2) were associated with monoamine transport and serotonin secretion (BP), integral component of presynaptic membrane (CC), and purinergic nucleotide receptor activity (MF) (Fig. 7C). KEGG analysis showed enrichment in serotonergic synapses (Fig. 7D). Next, we constructed a protein–protein interaction network (Figure S3), which was used in further module analysis. There were three clusters from the T gene sets (Fig. 7E, F, and G) and two clusters from the N gene sets (Fig. 7H and I). Meanwhile, the hub genes of each
cluster were obtained by selecting the highest degree value using CYTOHUBBA. In terms of the T gene sets, the hub genes from clusters 1, 2, and 3 were CD22, CD27, and CD247, respectively. With respect to the N gene sets, MAOB and P2RY6 were identified as hub genes for clusters 1 and 2, respectively.

3.7. Establishment and validation of the PGSscore for predicting patient outcomes

We next constructed a scoring system to predict the outcome for each HNSC patient. Initially, a total of 381 genes were extracted from the 13 prognostic gene sets. Univariate Cox regression analysis was performed to determine the prognostic genes from the 318 genes of TCGA dataset; finally, we obtained 72 prognostic genes that were significantly associated with overall survival (Fig. 8A). The heatmap in Fig. 8B shows the expression of the 72 genes in the HNSC and normal samples. Next, the entire TCGA set was randomly divided into a training set and a testing set. LASSO Cox regression analysis was performed to identify the optimal genes among the 72 and their coefficients in the training set (Fig. S4A and B). These results revealed 13 genes that were appropriate for constructing a prognostic model, which we termed the PGSscore. The correlation coefficients are listed in Table S3. Based on the median PGSscore, the training set, testing set, entire TCGA dataset, and GEO cohort (the integration of GSE41613 and GSE65858) were classified into high- and low-PGSscore groups. Fig. 8Ca and Fig. S4C–E show the distribution of patients in the training and testing sets according to their PGSscore, survival status, and survival time. In the training set, 56 % of patients died in the high-PGSscore group and 27 % in the low-PGSscore group (Fig. 8D). We confirmed that the PGSscores of dead patients was significantly higher than that of living patients in the training set (p < 0.001; Fig. 8E). Survival analysis illustrated that the overall survival of patients with a high PGSscore was lower than that of patients with a low PGSscore (p < 0.01) in the training set (Fig. 8F), testing set (Fig. 8G), and GEO cohort (Fig. 8H). ROC curve analysis indicated that the PGSscore predicts the 1-, 3-, and 5-year survival rates in patients in the training set (Fig. 8I) and testing set (Fig. 8J), and the 1-year prognosis in the GEO cohort (Fig. 8K).

3.8. Identification of PGSscore as an independent prognostic factor correlated with clinicopathologic characteristics, TME, subtype, and PGS cluster in TCGA dataset

To determine whether the PGSscore could independently predict patient outcome, univariate and multivariate Cox regression analyses were conducted in a training set and a testing set. The hazard ratios

---

Fig. 4. Distinct properties of the three subtypes with respect to representative gene sets, TME, and immune cell infiltration in TCGA dataset. (A) Venn analysis identified overlapping representative gene sets from differentially enriched gene sets of subtypes 1 and 2, 2 and 3, and 1 and 3. (B) Heatmap showing the relative ESs of 48 representative gene sets of the three subtypes. Red represents high ESs and blue represents low ESs. Subtype, age, gender, stage, T, N, and M scores were used as sample annotations. (C–E) Correlation of the three subtypes with immune, ESTIMATE, and stromal scores. The line in the boxplot represents the median value. The statistical differences among the three subtypes were analyzed using one-way ANOVA. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
of the PGSscore and its 95% CI were 8.010 and 2.898–22.145 (< 0.001; univariate Cox regression) (Fig. 9A) and 8.401 and 3.981–22.909 (< 0.001; multivariate Cox regression), respectively, in the training set (Fig. 9B). These values were 8.511 and 1.759–35.039 (p = 0.007; univariate Cox regression) (Fig. 5A), and 6.879 and 1.494–31.677 (p = 0.013; multivariate Cox regression), respectively, in the testing set (Fig. 5B). To further explore the correlation between the PGSscore, clinicopathologic characteristics, and TME in the entire TCGA cohort, we analyzed the data using Wilcoxon rank sum tests. Our results indicate that more patients in the high-PGSscore group had advanced T (p < 0.001) (Fig. 9C) and N (p < 0.05) stage disease (Fig. 9D). Patients with stage III – IV disease also showed higher PGSscores than did those with stage I – II disease (p < 0.001) (Fig. 9E). Additionally, there was a negative correlation between the PGSscore and the immune score (p < 0.001) (Fig. 9F) and ESTIMATE score (<0.01) (Fig. 9G), whereas no correlation was noted between the PGSscore and the stromal score (p > 0.05) (Fig. 9H). Fig. S4H displays the correlation between the PGSscore, various clinicopathologic features, and gene expression in the entire TCGA set. To further validate the predictive ability of the PGSscore in groups divided by the clinicopathologic index, we performed a stratification analysis, which revealed that the prognosis of patients in the low- and high-PGSscore groups differed significantly according to stratification in the entire TCGA cohort (Fig. 5A-S5K). Subsequently, an alluvial diagram was constructed to better visualize the relationship among the subtypes, PGS cluster, PGSscore, and patient outcomes (Fig. 9I). We then examined the relationship between the PGSscore, subtypes 1–3, and PGS cluster A-C in more detail. As expected, subtype 3 had a low PGSscore and better prognosis, while subtype 1 had a high PGSscore (Fig. 9J). PGS cluster C showed a low PGSscore, whereas cluster B had a high PGSscore (Fig. 9K).

3.9. The immune cell landscape and the ability of the PGSscore to predict immunotherapy response

To characterize the relationship between the immune cell landscape and the PGSscore, we calculated the Spearman correlation between the PGSscore and tumor-infiltrating immune cells in TCGA dataset using XCELL, TIMER, QUANTISEQ, MCPcounter, EPIC, CIBERSORT-ABS, and CIBERSORT. Immune infiltrating cells such as B cells, CD8+ T cells, Tregs, and activated NK cells were negatively correlated with the PGSscore, while common lymphoid progenitor M2 macrophages and resting NK cells were positively correlated with the PGSscore. In addition, the correlation coefficient of most immune infiltrating cell types was < 0.1, suggesting that the counts of most types of immune cells were increased with the reduction of PGSscore (Fig. 10A and Table S4). The relative proportions of tumor-infiltrating immune cells between the low- and high-PGSscore groups are displayed in Fig. 10B. To estimate the capacity of the PGSscore to predict responses to ICI therapy in TCGA samples, we determined the relationship between the low- and high-PGSscore groups and immune checkpoint-related genes. Almost all ICI-related genes had significantly higher expression in the low-PGSscore group (Fig. 10B). The predictive ability of the PGSscore was also assessed by IPI analysis. IPI-PD1-CTLA4 scores and IPI-PD1 scores were significantly higher in the low-PGSscore group in TCGA dataset (Fig. 10C). Fig. 10D shows that the TIDE score in the low-PGSscore group was significantly lower than that in the other groups, suggesting that the PGSscore is related to the outcome of ICI therapy, and the low-PGSscore group had better responses to ICIs in TCGA dataset. To examine the utility of the PGSscore in predicting immunotherapy outcomes, the PGSscore for individuals in the GSE67501 and IMvigor210 cohorts were calculated based on the candidate genes. The correlation coefficients were calculated using TCGA dataset. The GSE67501 and IMvigro210 cohorts were divided into low- and high-PGSscore groups. Our results illustrate that the non-responsive group had a higher PGSscore (Wilcoxon test, p = 0.033) (Fig. 10E) and that a larger proportion of high-PGSscore patients belonged to the non-response group (Fig. 10F). The complete response/partial response group had a lower PGSscore (Wilcoxon test, p = 0.027) (Fig. 11H) and a larger
percentage of low-PGSscore patients (Fig. 10I) compared with the stable disease/progressive disease group in the IMvigor210 cohort.

3.10. Establishment and evaluation of the HNSC nomogram

We combined various predictive factors, including clinicopathologic characteristics and the PGSscore based on TCGA dataset, to increase utility and achieve higher prognostic accuracy of a nomogram that predicts the 1-, 3-, and 5-year overall survival. The predicting factors included grade, sex, age, HPV status, tumor anatomical subsites, stage, and PGSscore (Fig. 11A). To consider the clinicopathologic utility of the model, we conducted DCA to integrate patient preferences or decision points into the analysis. When the threshold probability was above 0.2, the nomogram was superior at predicting prognosis than individual factors (Fig. 11B). In addition, both the C-index and ROC curves indicated that the nomogram has high predictive accuracy. The C-index of the nomogram fluctuated by 0.80 from 1 to 5 years (Fig. 11C), while the area under the ROC curve (AUC) was 0.816, 0.803, and 0.771 for 1-, 3-, and 5-year survival, respectively (Fig. 11D–F). The calibration plots revealed that the results predicted by the nomogram were very close to the actual results for 1, 3, and 5 years (Fig. 11G–I). Finally,

Fig. 5. Survival analysis between high- and low-ES groups of HNSC patients in TCGA dataset. Patients were divided into high- and low-ES groups according to the median ES of each prognostic gene set obtained from tumor sample data (A) and adjacent non-tumor tissue sample data (B). Kaplan-Meier survival analysis revealed significant differences between two gene sets (log-rank test, p < 0.05).
we compared the 1-year AUC value of the nomogram developed based on the PGSscore with that of other existing signatures [14,41–46], indicating that our nomogram had higher predictive accuracy than individual signatures (Fig. 11J).

4. Discussion

In this study, we used GSVA to establish a pathway-centric model of HNSC and obtain novel insights into variations in path-
Fig. 7. Functional enrichment analysis and module analysis for the genes in the prognostic gene sets in TCGA dataset. The GO enrichment and KEGG pathway analyses of genes in the T gene sets (A and B) and N gene sets (C and D). The size of the bubbles represents the number of enriched gene sets, and the color represents the p-value. BP, biological process; CC, cellular component; MF, molecular function. Networks based on the genes in the T gene sets (E-G) and N gene sets (H and I) were calculated using the MCODE application. Genes in red were identified by hub genes using CYTOHUBBA. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
way activity between tumor and adjacent non-tumor samples to better identify HNSC subtypes, detect critical gene sets or pathways, and establish a score system to predict overall survival and immunotherapy responses.

Using the NMF method, we classified HNSC patients into three different subtypes according to the ESs of the gene sets between tumor and adjacent non-tumor samples. In comparison with previously reported HNSC molecular subtypes [5], our subtype 3 was more common in the less aggressive, atypical subtype, which was consistent with the favorable overall survival of subtype 3. This relationship may partially reveal the distinct characteristics between molecular subtypes. In 2018, Thorsson et al. [26] reported six immune subtypes for a pan-cancer cohort. After integration of these immune subtypes with our data, we determined that the majority of patients with HNSC had wound healing (25 %) or IFN-γ dominant (73 %) immune subtypes, with only 2 % of patients associated with the other four immune subtypes. Thus, the pan-cancer immune subtypes may not be completely applicable to HNSC. This new subtype stratification offers added value as it is more comprehensive given that we did not only concentrate on the tumor itself but also considered pathway activity in non-tumor tissues. In contrast, Walter et al. [5] determined four molecular classes using genomic analysis in tumor samples only, while ignoring non-tumor tissues. Therefore, our identified subtypes add a functional perspective to adjacent non-tumor samples. Furthermore, the hierarchical clustering analyses reported by Walter et al. [5] and Chung et al. [3] were based on gene expression profiles. However, gene function is exerted collectively and continuously altered in response to different environmental conditions, disease states, and genetic modifications [28]. Moreover, well-annotated gene sets representing an extensive collection of biological processes are critical for insightful interpretation of large-scale genomic data [47]. Therefore, gene expression (molecular) profiles could have lower interpretability compared to well-annotated pathway-centered profiles. Our method represents an improvement over previous approaches as the genes were condensed into gene sets before clustering analysis; thus, the gene sets profile provides a more intuitive and stable context for evaluating biological activity [48]. In addition, we included a wider, more diverse range of gene set types rather than a single popular and emerging gene set [11]. Finally, we observed that clinicopathologic characteristics and risk factors were significantly and distinctly distributed among the three subtypes. Patients with factors beneficial to survival, such as a lower disease stage, lower T stage, positive HPV status [49], and lower alcohol consumption [50], tended to have subtype 3 HNSC, whereas patients with factors detrimental to survival tended to have subtype 1 HNSC. By contrast, such clinical associations were not significant in a previous study [5].

From the representative gene sets determined from the intersection of differentially enriched genes among the three subtypes, we identified 11 prognostic gene sets in HNSC and 2 in non-tumor samples. The low ESs of these gene sets were highly correlated with negative outcomes. However, we emphasize that low ESs do not indicate downregulated pathways. PGS clusters of patients differing in overall survival based on the relative ESs of the 13 gene sets were similar to the clustering of subtypes established based on the relative ESs of all gene sets, with three groups identified in both cases. In addition, most of the patients in PGS cluster C, with the best survival outcomes, were classified in subtype 3, whereas the greatest proportion of patients in PGS cluster B, with the lowest ESs and worst outcomes, were classified in subtype 1. This suggests that the 13 gene sets we obtained are representative of all gene sets and are closely associated with prognosis.

Our results indicate that serotonin secretion and P2Y receptor activation in the non-tumor tissue may significantly affect tumor progression. Serotonin stimulates cancer cell growth [51], differentiation [52], migration and metastasis [53], and angiogenesis [54]. Woods et al. [55] showed that purinergic receptor P2Y2 (P2Y2R) positively regulates the responses of HNSC cells to extracellular nucleotides, thus promoting cancer cell proliferation, and further summarized how different P2Y receptors influence tumorigenesis [56]. However, no studies have investigated the role of serotonin and P2Y receptors in non-tumor tissues adjacent to HNSC tissues. We hypothesize that changes in serotonin secretion and P2Y receptor activity could be regarded as a prognostic biomarker for HNSC.

Among the 11 gene sets in tumor tissues, we hypothesized that those from the T gene sets are correlated with immune-related pathway activity changes. Regulation of B cell activation was identified as a determinant of HNSC prognosis. Previous studies have also indicated that increased B cell counts are associated with good prognosis in various solid tumors [57–59]. B cell-mediated secretion of inflammatory cytokines such as interferon-γ has been suggested as a potential mechanism underlying the inhibition of tumor growth and progression [60]. Interestingly, specific features of B cell genes are detected in HPV−, but not HPV+ tumors, which is consistent with the fact that patients with HPV− HNSC have better outcomes than those with HPV+ HNSC [61]. Further, tolerance induction seems to be an important determinant of HNSC prognosis. HNSC cells may use different strategies to escape immune surveillance, such as downregulation of histocompatibility molecules and production of cytokines and chemotactic factors, potentially contributing to the high recurrence rate of HNSC [62]. The T helper pathway, development of Tregs (regulated by FOXP3 and RUNX1, T cell differentiation, and selective expression of chemokine receptors during T cell polarization were also included in tumor tissue gene sets; these may play an important role in the anti-tumor process [62–67]. The NO2−-dependent IL-12 pathway was also associated with these gene sets, which is a functional pathway in NK cells that exhibit potent cytotoxicity and play a key role in anti-tumor immunity. These results indicate that the critical immune characteristics of HNSC tissues could be accurately determined using our method. In addition to immunity, our results suggest that changes in the expression of these gene sets are associated with inflammation. The remaining two gene sets included TNF superfAMILY members and the chronic inflammation response. TNF-α induces apoptosis, regulates immune responses and the functioning of tumor tissue vascular systems, and induces necrosis [68]. Moreover, various cytokines produced during the inflamma-

Fig. 8. PGSscore based on candidate genes from prognostic gene sets predict patient outcomes. (A) Forest plot showing 72 genes correlated with clinical prognosis were selected using univariate Cox regression analysis in TCGA dataset. (B) Heatmap showing differences in the expression of 72 genes between HNSC and non-tumor samples in TCGA dataset. *p < 0.05; **p < 0.01; ***p < 0.001. (C) Distribution of the patient survival status ordered by PGSscores in the training set. (D) Overall survival in the low- and high-PGSscore groups in the training set. (E) Correlation between the PGSscore and survival status in the training set. The lines represent the median values. Statistically significant differences among the three subtypes were analyzed using Wilcoxon tests. Survival analysis of low- and high-PGSscore groups in the training set (F), testing set (G), and GEO cohort (H). Kaplan-Meier survival analysis revealed substantial differences among the two groups (log-rank test, p < 0.01). The ROC curve of the PGSscores predicted the 1-, 3-, and 5-year outcomes in the training set (I) and testing set (J), and the predicted 1-year outcomes in the GEO cohort (K).
tory response play important roles in promoting HNSC cell proliferation, invasion, and metastasis [10]. Additionally, we identified three hub genes from the T gene sets and two hub genes from the N gene sets. Among them, CD22, CD27, CD247, and MAO8 have been reported to be correlated with HNSC tumorigenesis and prognosis [69–72].

More, we used the extracted genes to develop a scoring system, i.e., the PGSscore. Apart from PGScores' robust prognostic predictive ability, it also could assist to assess immune status. By integrating the results of these analyses, we found that the PGSscore was negatively associated with immune cell infiltration and expression of immune checkpoint genes. Other methods, such as IPS [33] and TIDE analysis [35], can also predict the responses of patients to immunotherapy. These results indirectly indicate that patients in the low-PGSscore group may have an immunogenic tumor microenvironment. We further confirmed the predictive value of the PGSscore using data from the IMvigor210 and GSE67501 cohorts (subjected to anti-PD-1 immunotherapy). A significant difference in the PGSscore was observed between non-responders and responders. This provides direct evidence of the fact that the low-PGSscore group had a higher distribution of better-response patients. Previous studies also identified potential immune classes of HNSC. Chen et al. [73] identified an immune class divided into active and exhausted immune subgroups. The active immune subgroup may be similar to our low-PGSscore group, as they are both characterized by B cell-related immune signatures and proinflammatory M1 macrophages. This revealed that the humoral immune response may play a crucial role in intratumoral immune response activation and exhaustion in HNSC. Song et al. [65] demonstrated that patients with HNSC can be classified into immunity-H, immunity-M, or immunity-L groups. Immunity-H patients had the highest levels of immune infiltration and PD-L1 expression, and had good prognoses. Therefore, the low-PGSscore group may be highly relevant to the Immunity-H group, since the PD-L1 expression and overall survival in the low-PGSscore group were significantly higher than that of the high-PGScore group. Compared with previous immunophenotype- and immunotherapy-related studies, the advantage of our study is that the adjacent non-tumor tissues were also considered in the development of PGSscore. These tissues may play an important role in immunotherapy, and are worth further exploration in future research.

In terms of clinical application, HNSC can be divided into subtypes 1, 2, and 3, according to pathway activity changes between tumor and adjacent non-tumor tissues, and HNSC patients can also be classified into low- and high-PGScore groups. These two stratifications are interrelated, but may be distinct in clinical practice. They are similar in that they can both predict the clinical outcomes of patients. Notably, nomograms based on PGScore not only improved the predictive performance but also outperformed individual factors in terms of a clinical net benefit [39]. Since adjacent non-tumor tissues are directly involved in the analysis, the subtype stratification may be helpful to find effective anti-tumor targets in non-tumor tissues and implement precise treatment, either by activating or inhibiting the corresponding signaling pathway according to the patient's profile. In addition, applying these subtypes can offer a simple method for clinicians to generate preliminary conjectures about the clinicopathological characteristics and living habits of patients before specialized clinical examinations. Moreover, stratification by low- and high-PGScore groups may provide precise and tailored immunotherapeutic strategies, as it can offer an improved method to evaluate a patient's response to immunotherapy. These findings and prospects warrant further exploration in larger HNSC cohorts receiving immune checkpoint therapies.

There are some limitations to this study. First, we did not include other datasets with adjacent non-tumor HNSC samples, except for TCGA dataset. A dataset with both tumor and non-tumor tissue samples would better verify the optimal number of subtype clusters. Second, the clinicopathologic information from the two GEO datasets is inconsistent with that from TCGA cohort, so it cannot be used to verify the nomogram. Finally, since no immunotherapy-treated HNSC cohort could be used for confirmation, we made use of existing immunotherapy cohorts of patients with other tumor types.

5. Conclusion

We used GSVA to establish a pathway-centric matrix and comprehensively indicated subtle and pronounced pathway activity variations that can be used to develop a more intuitive and stable context for evaluating biological activity between HNSC and non-tumor samples. Based on the obtained tumor and non-tumor data, we identified three HNSC subtypes that exhibited distinct clinicopathologic features and were associated with risk factors and previously established subgroups. We also screened 2 and 11 gene sets from non-tumor and tumor samples, respectively, based on the representative gene sets. Genes extracted from non-tumor gene sets were associated with serotonin secretion and P2Y receptors, while genes from tumor gene sets were related to immunity and inflammation. Our results emphasize the indispensable role of non-tumor samples in influencing prognosis, and they indicate that the current strategy used for selecting the appropriate HNSC therapy should also consider pathway activity variation in non-tumor tissues. Therapies targeting serotonin and P2Y receptors in non-tumor tissues could serve as a novel treatment for HNSC in the future. We also illustrate that the PGSscore is an independent prognostic biomarker that can evaluate the clinicopathological characteristics and TME of each patient. In addition, we found that the PGSscore can be used to predict patient response to immunotherapy and it was used to establish a quantitative nomogram. This study provides novel insights for cancer treatment and suggests that targeting changes in pathway activity in non-tumor and tumor tissues may be used to develop immunotherapeutic agents. Meanwhile, our method to estimate pathway-centric models should be extended to other tumors and diseases.
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Fig. 10. Immune cell landscape and the ability of the PGSscore to predict the response to immunotherapy. (A) Lollipop plot showing the Spearman correlation between PGSscore and tumor-infiltrating immune cells in TCGA cohort. (B) The expression of immune checkpoint genes between the low- and high-PGSscore groups in TCGA cohort. (C) The relationship between IPS and PGSscore in TCGA cohort. The line in each box represents the median value (Wilcoxon test). (D) TIDE scores between low- and high-PGSscore groups in TCGA cohort. (E) PGSscores between non-responsive and responsive immunotherapy groups in the GSE67501 dataset. (F) The distribution of low- and high-PGSscore groups in the non-responsive and responsive groups in the GSE67501 dataset. (G) Survival analysis of low- and high-PGSscore groups in the IMvigor210 cohort. Kaplan-Meier survival curve revealed significant differences between the groups (log-rank test, \( p = 0.033 \)). (H) Differences in PGSscores of the complete response/partial response group and stable disease/progressive disease group in the IMvigor210 cohort. (I) The proportion of low- and high-PGSscore groups in the response/partial response and stable disease/progressive disease groups in the IMvigor210 cohort. The line in each box represents the median value. \(^* p < 0.05\), \(^{**} p < 0.01\), \(^{***} p < 0.001\); Wilcoxon test.
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