**In situ** control of the helical and skyrmion phases in Cu$_2$OSeO$_3$ using high-pressure helium gas up to 5 kbar
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We report a small-angle neutron scattering study of the helical and skyrmion lattice order in single-crystal Cu$_2$OSeO$_3$ under quasihydrostatic helium gas pressures up to 5 kbar. By using helium gas as the pressure-transmitting medium (PTM) we ensure pressure application with improved hydrostaticity at cryogenic temperatures compared with previous reports where liquid PTMs were used. For 5-kbar He gas pressure we observe modest changes of the ambient pressure phase diagram; the critical temperature $T_c$ changes by $+2.8(2)\%$, while in the low-$T$ limit the helical propagation vector $|q|$ changes by $-0.5(2)\%$, the lower critical field $H_{c1}$ changes by $+2.5(1.0)\%$, and the upper critical field $H_{c2}$ remains unchanged within uncertainty. The skyrmion phase also changes little under pressure; its largest $T$ extent varies from $T_s = 2.5(5)\,\text{K}$ at ambient pressure to $T_s = 3.0(5)\,\text{K}$ at 5 kbar, and its location in the phase diagram follows the pressure-driven shift of $T_c$. The weak pressure dependences of the critical magnetic fields and skyrmion phase contrast strongly with much stronger pressure-driven changes reported from previous quasihydrostatic pressure studies. Taking into account the present results and those of other uniaxial pressure data, we suggest that the results of previous quasihydrostatic pressure studies were influenced by inadvertent directional stress pressure components. Overall, our study represents a high-pressure study of the chiral magnetism in Cu$_2$OSeO$_3$ under the most hydrostatic high-pressure conditions to date and serves also as a salient reminder of the sensitivity of chiral magnets to deviations from hydrostaticity in quasihydrostatic high-pressure studies.
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I. INTRODUCTION

Skyrmions are topologically protected vortexlike quasiparticles that form a hexagonal lattice in a few chiral cubic magnets under well-defined conditions of temperature $T$ and applied magnetic field $\mu_0H$ [1–5]. First observed in 2009 from small-angle neutron scattering (SANS) studies of the B20 chiral magnet MnSi (space group $P2_13$) [1], skyrmion lattices were observed in other $P2_13$ magnets such as FeGe [4], Fe$_{1-x}$Co$_x$Si [3], and Cu$_2$OSeO$_3$ [2] and, furthermore, in Co-Zn-Mn alloys which crystallize in a different chiral cubic space group, $P4_132/P4_132$ [6–8]. Common among these chiral cubic magnets is that their equilibrium skyrmion phases are stable over a small parameter space, typically just a few Kelvin wide directly below the magnetic ordering temperature $T_c$, and in a finite $\mu_0H$. Recent research efforts into these systems have been focused on a deeper understanding of the stability of the small skyrmion phases close to $T_c$. Finding ways to enhance the skyrmion phase stability over a broader parameter space could improve the perspective for skyrmion-based applications.

Beyond the skyrmion phase close to $T_c$, the $\mu_0H$-$T$ phase diagrams of chiral cubic magnets display a generic structure that is understood in terms of a common hierarchy of magnetic energy scales. The strongest energy scale is an isotropic exchange interaction $J$ that favors a collinear, usually ferromagnetic, arrangement of spins. The second-strongest energy scale is due to the Dzyaloshinskii-Moriya interaction $D$ which exists due to the chiral symmetry of the crystal. The competition between $J$ and $D$ leads to an incommensurate chiral helix ground state that typically modulates over a long period of tens of unit cells. The weakest energy scale is the magnetic anisotropy, which determines the crystallographic alignment of the helical propagation vector $q$. Due to the long periodicity of the chiral magnetism, the Bak-Jensen [9–12] free-energy expansion for a slowly varying spin density can capture qualitative aspects of the phase diagram and provide simple relations such as $|q| \propto D/J$ that can be compared with experiment. On the other hand, skyrmion phase stability just
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below $T_c$ cannot be explained in terms of a standard mean-field theory but, instead, emerges upon inclusion of the effect of thermal fluctuations around the mean-field solution [1,13,14]. Various methods exist for increasing the parameter space over which skyrmions can exist in chiral magnets. One approach is to reduce the sample dimension and make a thin plate, since this leads generally to a destabilization of the conical phase in favor of the skyrmion phase [15]. However, the general structure of the bulk phase diagram is then lost and becomes sample specific and sensitive to the details of the sample preparation. Other approaches for generating extended skyrmion regimes include supercooling through the small skyrmion pocket to create low-lived low-$T$ metastable skyrmion states [3,7,16–22] and using targeted chemical substitution [23,24]. In the latter case, inevitable sample disorder makes theoretical treatment challenging, and, in general, such studies do not necessarily provide the desired insights into skyrmion stability mechanisms.

Applied pressure $P$, either quasi-hydrostatic or directional, is, in principle, a clean tuning parameter for the helimagnetic and skyrmion phase diagram of chiral magnets. To date, various high-pressure studies have been performed on the $B20$ compounds [25–37] and Cu$_2$OSeO$_3$ [13,31,38–41]. Here we explore the effect of quasi-hydrostatic pressure on the phase diagram of the latter, the archetypal insulator skyrmion host Cu$_2$OSeO$_3$, aiming to clarify a puzzle posed by previous high-pressure work. Previous high-pressure bulk measurements commonly suggest that the application of quasi-hydrostatic pressure leads to a monotonic increase of $T_c$ [13,31,38,39]. In addition, data from an ac susceptibility study further imply a concomitant, remarkable pressure-driven increase in size of the skyrmion pocket [13]. In that study, the largest $T$ extent of the skyrmion pocket is reported to increase from $T_c = 3$ K at ambient pressure to $T_c = 10$ K at 6 kbar to $T_c = 26$ K at 23 kbar. On the other hand, a separate neutron scattering study of Cu$_2$OSeO$_3$ under compressive uniaxial stress revealed skyrmion phase stability could also be enhanced significantly for $\sigma$ up to 1.01 kbar with no increase in $T_c$ [41]. Since this latter study implies expansion of the skyrmion pocket with modest uniaxial compressive stress in the kilobar range, it remains unclear if the large expansion of the skyrmion pocket reported in Ref. [13] is a genuine effect of quasi-hydrostatic pressure or if, instead, it is driven by an inadvertent directional pressure component.

To help clarify this issue, we report new SANS measurements of the microscopic magnetism in single-crystal Cu$_2$OSeO$_3$ under quasi-hydrostatic pressure. To aim for improved hydrostatic pressure conditions compared with previous quasi-hydrostatic pressure studies, we choose a pressure-transmitting medium (PTM) of He gas. As described by Klotz [42,43], for high-pressure neutron studies, the performance of compressed gases such as He, Ne, and N$_2$ as pressure-transmitting media at cryogenic $T$’s is always superior compared with commonly used liquid media such as mixtures of deuterated methanol-ethanol and Fluorinert. Most pressure-transmitting media, which are either gas or liquid at room $T$, inevitably freeze under compression when cooling to cryogenic $T$. In their low-$T$ solid phases, improved pressure hydrostaticity is achieved with compressed gases due to their lower shear strengths. The compromise in choosing a compressed-gas PTM for improved pressure hydrostaticity is that the maximum pressure that can be achieved is reduced compared to when using a compressed-liquid PTM.

In the present work, we applied high He gas pressure up to 5 kbar to single-crystal Cu$_2$OSeO$_3$ and performed low-$T$ SANS measurements. As our main result, we observe only modest pressure-driven changes in both the fundamental aspects of the magnetism and the absolute extent of the skyrmion pocket under pressure. The weak observed quasi-hydrostatic pressure dependence of the size of the skyrmion pocket contrasts with the results from previous bulk measurements done using a liquid PTM [13,39]. This implies an unanticipated role played by directional stresses in these earlier studies. Here, by avoiding a liquid PTM entirely, we demonstrate an improved methodology for high quasi-hydrostatic pressure studies of the nanoscale magnetism in chiral magnets. Furthermore, we emphasize the indispensable role of neutron scattering as a microscopic probe of magnetism in the pressurized samples.

II. EXPERIMENT

For the SANS experiments, a 91-mg Cu$_2$OSeO$_3$ single crystal ($T_c = 57.9$ K) grown by chemical vapor transport was prealigned and mounted onto an Al pillar inside a 5-kbar Ti-Zr gas pressure cell. The gas pressure cell was installed inside an Orange cryostat, with an external electromagnet providing the applied magnetic field to the sample. We chose an experimental geometry with a horizontal plane defined by orthogonal [011]-[100] axes, with the [110] axis being vertical. The direction of the horizontal $\mu_0 H$ was always kept fixed with respect to the crystal so that $\mu_0 H \parallel [011]$ [Figs. 1(a) and 1(b)].

SANS measurements were performed using the D33 beamline at the Institut Laue-Langevin (ILL), France, in the two experimental geometries shown in Fig. 1, either $\mu_0 H \perp k_i$ [Fig. 1(a)], where $k_i$ is the incident neutron wave vector, or $\mu_0 H \parallel k_i$ [Fig. 1(b)]. Both geometries are optimized for studying the magnetic scattering intensity in the plane perpendicular to $k_i$. Thus, in the first geometry we study scattering in the (100) plane, and on zero-field cooling (ZFC), Fig. 1(c) shows that two helical domains described by $q_1 \parallel (001)$ and $q_2 \parallel (010)$ can be observed simultaneously (note that both $\pm q_2$ give a Bragg spot). The alignment of the helical propagation vectors with [100] directions is consistent with other SANS studies of Cu$_2$OSeO$_3$ [41,44–48]. In the second geometry, we study the (01$\bar{1}$) plane and can observe the third helical domain with $q_3 \parallel (100)$ [Fig. 1(d)]. The skyrmion phase is best studied in the geometry with $\mu_0 H \parallel k_i$ since the skyrmions form a skyrmion lattice (SkL) that can be observed as a corresponding sixfold pattern of diffraction peaks all with propagation vectors $q \perp \mu_0 H$. In contrast, the conical phase with $q_i \parallel \mu_0 H$ has to be studied in the $\mu_0 H \perp k_i$ geometry.

D33 was configured with a collimation length of 12.8 m before the sample and a neutron wavelength $\lambda = 6$ Å with a full-width-at-half-maximum spread of $\Delta \lambda/\lambda = 10\%$. The scattered neutrons were detected by a two-dimensional multidetector placed 12.8 m behind the sample. In both experimental geometries, we performed rocking curve measurements of the scattered intensity. In $\mu_0 H = 0$, rocking scan
measurements were done by rotating the gas pressure cell independently of the electromagnet and through the full range of angles that moved the magnetic diffraction spots through the Bragg condition at the detector. From such data the full angle-dependent intensity of the diffraction spots was measured, and the proper integrated intensity was determined. In finite $\mu_0 H$, to keep the magnetic field direction fixed with respect to the sample, the rocking scans were done by rotating the pressure-cell-cryostat-electromagnet assembly together. In this instance, due to the limited opening angle of the electromagnet access windows, the angular range of the scans was restricted to $\pm 3.5^\circ$. Since the restricted range is significantly less than the typical $\sim 15^\circ$ full width at half maximum of the helical peaks in $\mu_0 H = 0$, it was not possible to determine integrated intensities in finite magnetic field. Instead, we estimate the scattered intensity for a spot by summing the observed intensity over the scanned range, leading to a quantity referred to as the SANS intensity.

For measurements done in either zero or finite $\mu_0 H$, detector data were collected at each rocking angle with a typical exposure time of 30 s. To produce the SANS patterns presented in this study, the data obtained at all rocking angles are summed together. All SANS data were collected after zero-field cooling to a target $T$ and after a subsequent application of $\mu_0 H$. Further data were collected in the paramagnetic state at 70 K and used for background subtraction of data taken below $T_c$. The SANS data reduction and analysis were performed using the GRASP software [49] developed at the ILL.

SANS measurements were performed at either ambient $P$ or an applied pressure of 5 kbar. Unless otherwise stated, the pressure was either applied or released in the paramagnetic state at 70 K. At this $T$, the He PTM solidifies under a pressure of 12.2 kbar [50]. Therefore, all $P$ changes done at 70 K were done in the liquid phase of the He PTM. Most of the SANS measurements were also performed with PTM in the gas or liquid phase, either over the whole $T$ range at ambient $P$ or above 39.6 K at 5 kbar. Below 39.6 K at 5-kbar pressure, the He PTM does solidify, although as is seen in what follows, no sign of the effect of He solidification is detectable in the SANS data from the sample.

### III. RESULTS

#### A. Helical domain populations and hydrostaticity of the applied pressure

Figure 2 shows pressure- and $T$-dependent SANS data obtained from the helical phase in $\mu_0 H = 0$. Figure 2(a) shows again the SANS pattern at 30 K and ambient pressure from the (100) plane with the $q_1$ and $q_2$ propagation vectors aligned with the (100) axes and having a magnitude close to 0.01 Å$^{-1}$ [44–48]. While the absolute magnitudes $|q_1| = |q_2|$ within uncertainty, we see by inspection that the integrated intensity of the diffraction spots $I(q_1)$ are larger than $I(q_2)$. These data indicate an intrinsic imbalance in helical domain populations exists in the crystal at ambient pressure.
To quantify the domain population imbalance, the left part of Fig. 2(c) shows the fractional population of all three helical domains in the sample at ambient pressure and both 50 and 5 K determined from integrated intensity measurements. In contrast to an ideal population fraction for each domain of 1/3, we find the $q_3$ domain occupies half of the sample, mainly at the expense of the $q_1$ domain. The precise origin of the unequal domain population at ambient pressure is challenging to pin down, and it has also been observed previously in other Cu$_2$OSeO$_3$ crystals at ambient pressure [41].

The explanation must be due to the presence of directional stresses, which can either be intrinsic to the crystal or have an extrinsic origin in the experiment. In the study by Nakajima et al. on uniaxial pressure applied to Cu$_2$OSeO$_3$, it was found that a uniaxial stress $\sigma$ of 0.1 kbar $\perp q_i$ can lead to a fivefold enhancement of the $q_i$ domain population, with no change in $|q_i|$ to a level of $\sim 0.1\%$. In the present study, which displays less overall disparity between the ambient pressure domain fractions than found in Ref. [41], we find all $|q_i|$, $i=1-3$, to be equal within the experimental accuracy of $0.1\%$. From this consideration, we thus consider 0.1 kbar to be an upper-limit estimate for undesired directional stresses in our experiment.

Turning to measurements of the helical order obtained under 5-kbar He gas pressure, the SANS pattern in Fig. 2(b) indicates that at 30 K the difference between $I_q(q_1)$ and $I_q(q_2)$ in fact reduces under pressure compared with ambient pressure. This deduction is augmented by the data shown in the right part of Fig. 2(c), indicating that applied pressure leads to a more balanced domain population compared with that at ambient pressure. The change in domain populations under pressure shows that the applied gas pressure is not perfectly hydrostatic since it modifies the distribution of residual stresses. We note, nonetheless, that the magnitudes of the helical propagation vectors $|q_i|$, $i=1-3$, remain equivalent within uncertainty and aligned with the (100) axes, indicating little effect of the residual strains in the sample on the magnetic textures within the domains. In addition, the data shown on the right of Fig. 2(c) reveal there is no consequence of the observed helical domain fractions due to the freezing of the He PTM on cooling below 39.6 K. Taken together, we therefore conclude that, besides a modification of the distribution of directional stresses, the 5-kbar applied pressure is, indeed, predominantly hydrostatic.

### B. Pressure dependence of helical order and critical magnetic fields at low temperature

Figure 3(a) shows a $T$-cooling scan for the average of the integrated intensities $I_q(q_1)$ and $I_q(q_2)$ in the plane. Note that the averaged intensity is lower at 5 kbar than at ambient pressure. This is due to the reduction of $I_q(q_3)$ and the concomitant increase of $I_q(q_1)$ under pressure [Fig. 2(c)], with the latter not measured in the scan. As shown in detail in the bottom left inset in Fig. 3(a), the value for $T_c$ increases under pressure, increasing from $T_c = 57.9(1)$ K at ambient pressure to $T_c = 59.5(1)$ K at 5 kbar. This leads to a pressure-driven increase of $\Delta T_c/\Delta P = +0.32(1)$ K/kbar, in broad agreement with the linear $T_c-P$ relationship determined from previous bulk measurements [13,31,38]. In the top right inset in Fig. 3(a), we show the averaged SANS integrated intensity normalized to its estimated zero-$T$ value versus the normalized temperature $T/T_c$. From this plot we observe that the intrinsic form of the $T$ dependence of the integrated intensity displays only a weak dependence on pressure up to 5 kbar.

Figure 3(b) shows the pressure and $T$ dependence of the magnitude of the helical propagation vector $|q|$, with the value determined as the average of $|q_1|$ and $|q_2|$. At each pressure, $|q|$ initially falls with decreasing $T$ and eventually plateaus as the renormalization effect due to thermal fluctuations becomes suppressed [1,14]. Under $P = 5$ kbar, the helical $|q|$ is suppressed by $\sim 0.5\%$ compared with its value at ambient pressure over the $T$ range below 50 K. In a mean-field picture where $|q| \propto D/J$, the pressure-driven increase of $T_c$ indicates a concomitant increase of $J$. At the same time, the pressure-driven reduction of $|q|$ implies a pressure dependence of $D$ that is weaker than that of $J$ for the explored pressure range.

FIG. 3. (a) The pressure and $T$ dependence of the SANS integrated intensity from the helical phase. Each data point is the average $I_q(q_i)$ in the $(100)$ plane. The lower left inset shows a zoom of the high-$T$ range, where the data are fit with a power law to determine $T_c$. The upper right inset shows a graph of the SANS integrated intensity normalized by the estimated zero-$T$ value versus $T/T_c$. (b) The pressure and $T$ dependence of the helical modulation $|q|$ in $\mu_0 H = 0$. The data obtained at 5 kbar in both panels (and their underlying SANS images, data not shown) reveal no obvious effect due to the solidification of the He PTM below 39.6 K.
FIG. 4. Pressure and $\mu_0H$ dependence at $T = 5$ K of the average SANS intensity due to the two helical domains described by $q_1$ and $q_2$ (triangles) and the single conical (circles) domain studied in the (001) scattering plane. The dash-dotted lines indicate the first critical field $H_c(1)$, which denotes the transition between helical and conical phases, while the dashed lines indicate the second critical field $H_c(2)$ between the conical and field-polarized states.

Figure 4 shows the $\mu_0H$ dependence at 5 K of the SANS intensity due to helical and conical order measured in the $\mu_0H \perp k$ geometry. From peaks that are found in the first magnetic field derivatives of the SANS intensity, we determined the pressure dependence of the critical magnetic field $H_c(1)$ (dash-dotted lines on the graph), which separates the zero-field helical phase and the conical phase, and the critical magnetic field $H_c(2)$ (dashed lines on the graph), which separates the conical phase from a field-polarized phase. Clearly, the pressure dependence of both critical fields is very weak. We determine $H_c(2)$ at ambient pressure and 5 kbar to be unchanged within uncertainty, namely, 99.5(5) and 99.1(5) mT, respectively. Our analysis shows that the critical field $H_c(1)$ increases slightly by 2.5(1)% under pressure since $H_c(1)(P = 0 \text{ kbar}) = 44.6(3)$ mT and $H_c(1)(P = 5 \text{ kbar}) = 45.7(3)$ mT.

C. Pressure dependence of skyrmion phase stability

In Fig. 5 we summarize our measurements that demonstrate the easy quasihydrostatic pressure control of the parametric extent of the SKL phase. Figures 5(a) and 5(c) show the $\mu_0H$ and $T$ dependences of the SANS SkL intensities from which the upper- and lower-field SKL phase boundaries were determined. The determined phase boundaries are shown by white circles in the color map plots of the SANS intensity shown in Figs. 5(b) and 5(d). At ambient pressure, the largest $T$ extent of the SKL phase is $T_c(P = 0) = 2.5(5)$ K, which is consistent with phase diagrams published elsewhere (see, for example, Refs. [2,13,44]). Under pressure, the maximum $T$ extent of the SKL phase increases slightly to $T_c(P = 5 \text{ kbar}) = 3.0(5)$ K, with no otherwise significant change in the skyrmion pocket.

From the phase diagrams shown in Fig. 5, it is clear that for fixed $T$ and $\mu_0H$, the SKL stability can be tuned exclusively using applied pressure. We show this explicitly with SANS data presented in Fig. 6. Figures 6(a) and 6(b) show SKL SANS patterns at ambient pressure and $P = 5$ kbar, respectively, each at fixed $T = 56$ K and $\mu_0H = 25$ mT. Under this particular $T$ and $\mu_0H$ condition, the SKL becomes less stable under pressure with respect to the competing conical phase,
and ambient-pressure paramagnetic phases. Starting from a pressure-driven transition between pressure-stabilized SkL dynamic parameters, and the coupling with the crystal lattice.

We measured the intensity distribution over which the scattered intensity has been integrated from the SANS patterns obtained at fixed $T = 58.25(10)$ K and $\mu_0H = 21$ mT. The shaded, annular area in (a) indicates the area of the detector over which the scattered intensity has been integrated for the graph in (g). (a) to (f) are presented with a fixed intensity scale. The orange arrows across all panels indicate the direction of pressure variation in the measurement.

as the SkL SANS intensity observed at ambient pressure becomes greatly suppressed. In contrast to pressure-driven destabilization, Figs. 6(c) and 6(d) show that at the fixed $T = 58.5$ K and $\mu_0H = 21$ mT, the SkL phase stability is enhanced under $P = 5$ kbar compared with that at ambient pressure. In this particular case, the sample is below $T_c$ in $P = 5$ kbar but in the paramagnetic state at ambient pressure.

Figure 6(a) also shows that a multidomain SkL is observed at $T = 56$ K and $\mu_0H = 25$ mT, which is in the heart of the SkL pocket at ambient pressure. On the other hand, Fig. 6(b) shows that under $P = 5$ kbar, a weaker-intensity, single-domain SkL pattern is observed. While conceivable that the modified distribution of internal strains under pressure affects the SkL domain states, previous studies on Cu$_2$OSeO$_3$ at ambient pressure revealed the properties of SkL domain states to display a seemingly delicate dependence on temperature, magnetic field, and other effects such as thermal history [45,46,48,51,52]. Therefore, since the internal strain distributions in the sample are unknown at both ambient pressure and $P = 5$ kbar, the data at hand do not allow us to make conclusions about magnetostructural coupling effects on the SkL domain states. A future challenge will be to obtain a fully holistic understanding of the interplay between SkL orientation and domain states, their dependence on thermodynamic parameters, and the coupling with the crystal lattice.

Finally, in Fig. 7 we show in detail a direct, in situ pressure-driven transition between pressure-stabilized SkL and ambient-pressure paramagnetic phases. Starting from a stable SkL phase at $T = 58.25(10)$ K and $\mu_0H = 21$ mT at 5 kbar, SANS patterns were recorded at various pressures upon pressure release. A particular effort was made to release the He gas pressure sufficiently slowly to avoid sample $T$ variation due to evaporative cooling. For the data shown in Fig. 7, no $T$ variation larger than 10 mK was observed on the sample thermometer. As seen in Fig. 7(g), the total scattered intensity from the SkL starts to fall smoothly as pressure is released before disappearing abruptly at $P_c = 2.5(5)$ kbar in a first-order manner. These data imply the persistence of a first-order transition boundary at $P_c$ for $\mu_0H = 21$ mT and the modest pressures explored here. Attempts were also made to drive the phase transition upon pressure increase at constant $T$ and $\mu_0H$, but $T$ stability was lost when attempting to slowly pressurize the sample at cryogenic $T$s with He gas supplied from room $T$.

**IV. DISCUSSION**

To summarize our experiments, from our data we establish key aspects of the microscopic magnetism and the $\mu_0H \parallel [011]$ magnetic phase diagram in Cu$_2$OSeO$_3$ for both ambient pressure and high quasihydrostatic $P = 5$ kbar. Under the applied pressure we find that $T_c$ changes by $+2.8(2)\%$, while at low $T$ the magnitude of the helical propagation vector $|q|$ changes by $-0.5(2)\%$ and $H_{c1}$ changes by $+2.5(1)\%$, with $H_{c2}$ unchanged within uncertainty. These experimentally determined variations can be related to changes in effective model parameters by $T_c \propto J$, $|q| \propto D/J$, $H_{c1} \propto K$, and $H_{c2} \propto D^2/J$, according to mean-field theory [9,13]. Here $K$ denotes magnetic anisotropy. While measurements of $T_c$ and $H_{c1}$ provide independent measures of $J$ and $K$, respectively, $D$ is tangled up in both $|q|$ and $H_{c2}$, which both further depend on $J$. Nonetheless, a consistent description of all the pressure-induced variations of the experimentally determined quantities is found if $D$ changes with pressure by $+2.2(1)\%$ and thus increases less slowly with pressure than $J$. Overall, the effect of the applied pressure is minor and does not lead to a significant modification of the structure of the phase diagram or absolute parameter space occupied by the SkL phase. Our data indicate that the $T$ extent of the SkL phase below $T_c$ increases slightly under pressure. This small increase would be consistent with the deduced increase of $K$, which is a parameter that is known to control the $T$ extent of the SkL phase stability at the mean-field level [13,14].

The observed changes of $T_c$, $H_{c1}$, and $H_{c2}$ induced by $P = 5$ kbar can be compared with results available from other reported quasihydrostatic pressure studies on Cu$_2$OSeO$_3$. From high-pressure ac susceptibility data at 6 kbar, Levatíc et al. [13] reported a change in $T_c$ of $+2.5\%$, which is comparable with that found in the present study. In contrast, however, are the reported changes in $H_{c1}$ of $+15\%$ and in $H_{c2}$ of $-9\%$ in the low-$T$ limit. At the same time a large increase in $T$ extent of the SkL phase to $\sim T_c - 10$ K is also reported, compared with $\sim T_c - 2$ K at ambient pressure. Qualitatively similar, although less pronounced, changes are also reported in the quasihydrostatic pressure study of Wu et al. [39]. In that work, the largest $T$ extent of the SkL phase increases from $T_c - 3$ K at ambient pressure to $T_c - 5.2$ K at 5.22 kbar. These pressure-driven increases in SkL phase stability are not corroborated by the results in present study.
Instead, strong low-pressure dependences of the critical fields and the $T$ extent of the SkL phase are more consistent with the response of chiral magnets under directional stress. In MnSi, detailed studies of single-crystal samples under compressive uniaxial stress reveal a strong correlation between the mutual directions of stress $\sigma$ and $\mu_0 H$; a significant enhancement of skyrmion phase stability is observed for $\sigma \perp \mu_0 H$, while phase stability is suppressed for $\sigma \parallel \mu_0 H$ [32,33]. In both cases, $T_c$ is suppressed slightly, while $H_{\text{c}1}$ either increases or decreases strongly depending on the mutual directions of $\sigma$ and $\mu_0 H$. Under quasihydrostatic pressure, $T_c \to 0$ at a well-known critical point near 14.6 kbar [25,53].

For Cu$_2$OSeO$_3$, with compressive stress $\sigma \parallel [110]$ and $\mu_0 H \parallel [110]$, the study of Nakajima et al. [41] revealed the largest $T$ extent of the SkL phase to almost double from $T_c \sim 1.6$ K at ambient pressure to $T_c \sim 2.7$ K for $\sigma \sim 1.01$ kbar. At the same time $H_{\text{c}1}$ triples in the high-$T$ range compared with that at ambient pressure. Taken together, the qualitative similarity between uniaxial pressure effects on the size of the SkL pocket and critical fields [32,33,41] and similar effects reported under quasihydrostatic high pressure in bulk measurements [13,39] implies that the latter data are affected by inadvertent directional pressure components. We postulate such pressure components can arise at low $T$ in Refs. [13,39] due to the use of Daphne Oil 7373 as the PTM in both studies. Even if, in each study, the pressure changes themselves were performed at room $T$, where Daphne Oil 7373 remains liquid and within its hydrostatic limit, this PTM nonetheless freezes far above $T_c$ at a $T$ that varies linearly from $\sim 182$ K at ambient $P \sim 290$ K at 1.9 GPa [54]. Therefore, nonhydrostatic pressure components can be induced due to the different relative contractions of the frozen PTM, sample, and pressure cell material upon cooling from the PTM freezing temperature to the measurement temperature. It becomes clear then that in general, it is challenging to eradicate entirely nonhydrostatic components of the $P$. Even in the present study performed under superior hydrostatic pressure conditions where the PTM freezes below $T_c$ only when pressurized, directional strains in the sample are still not entirely suppressed, as evidenced by unequal populations of helical domains on ZFC. The influence of such strains on our main conclusions is considered to be unimportant, however, since no directional effects on the microscopic magnetism within helical domains is observed, and a generally modest pressure dependence of the entire magnetic phase diagram is observed up to $P = 5$ kbar.

V. SUMMARY

In summary, our small-angle neutron scattering study of the helimagnetic and skyrmion lattice phase diagram of Cu$_2$OSeO$_3$ showed only modest modification under quasihydrostatic He gas pressure up to 5 kbar. At a fixed temperature and magnetic field of 58.25(10) K and $\mu_0 H \parallel [110] = 21$ mT, an in situ first-order pressure-driven transition between SkL and paramagnetic phases was demonstrated, indicating pressure as a third thermodynamic variable of the phase diagram of Cu$_2$OSeO$_3$ that can be considered for exploitation in order to achieve skyrmions at higher $T$’s in this archetypal insulating skyrmion host material.

While the reported quasihydrostatic pressure effects on Cu$_2$OSeO$_3$ are relatively minor, they nonetheless contrast strongly with more pronounced quasihydrostatic pressure effects on both the critical fields and thermal extent of the SkL pocket reported previously [13,39]. Since the previously reported pressure-dependent effects bear a strong qualitative resemblance to those observed from uniaxial pressure studies [32,33,41], we propose that the previous quasihydrostatic pressure studies of Cu$_2$OSeO$_3$ [13,39] are likely affected by directional stress components of the applied pressure. The origin of such directional stresses in these studies could be due to the use of a liquid PTM which, when freezing below room $T$ but still far above $T_c$, can exert larger shear forces on a sample when cooled to the measurement $T$ compared with the case when using compressed He gas [42]. Indeed, the high sensitivity of chiral magnetism to deviations from quasihydrostatic pressure conditions is well noted for samples immersed in a liquid PTM and pressurized using a typical clamp cell [27,42], and under such conditions it can be extremely challenging to suppress the influence of directional stress entirely. Thus, in general, claims of hydrostatic pressure-induced modifications of the topological magnetic properties and phase diagram must be considered very carefully if the sample is pressurized using a standard liquid PTM. This is particularly the case when there are no supporting data obtained by a microscopic probe such as neutron or resonant x-ray scattering which can provide direct indications for the existence of directional strain effects on the magnetism inside the sample [55].

Consequently, the quasihydrostatic high-pressure results for Cu$_2$OSeO$_3$ obtained here should be considered to be those obtained under the most hydrostatic pressure conditions to date on this material and thus provide a basis for comparison with future first-principles calculations of isotropically compressed Cu$_2$OSeO$_3$ [11]. On the experimental side, recent technical advances in a high-gas-pressure apparatus for neutron scattering will allow exploration of chiral magnets under gas pressure significantly higher than 5 kbar in the near future. This will provide a wider parameter space against which high-pressure observations may be compared with first-principle calculations.

The neutron scattering data that support the findings of this study are available from Institut Laue-Langevin [56].
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