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In this work, we demonstrate the inappropriateness of the Boltzmann-Gibbs log-
formulation of the physical Clausius entropy $S$ in connecting thermodynamics and
phase space statistics. To achieve our goal, we study thermodynamically the simple
case of ideal gases embedded in a finite heat bath and compare the derived equations
with the phase space statistical ones obtained within the canonical ensemble. We
then show that the results of the aforementioned approaches contradict to each other
even in the dilute gas limit (infinite heat bath) if we request the identification of the
Boltzmann-Gibbs formula $\ln(Density \ of \ States)$ with the thermodynamic entropy
$S$.
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I. INTRODUCTION

The great success of the kinetic gas theory, which has essentially contributed to the accep-
tance of the particle nature of the microcosmos, was the connection between the macroscopic
thermodynamic observables pressure $P$ and volume $V$ (of the container/ heat bath) with the
statistical mean kinetic energy $E \equiv \frac{1}{2} m \overline{v^2}$ of the molecules (or particles) comprising
a physical system ($N$ is the total number of molecules, each of them with mass $m$, and $\overline{v^2}$
denotes the molecules mean square velocity), under the following basic postulates [1]: i) the
molecules are considered to be very small spheres with negligible eigenvolume, ii) they are
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in constant random motion with isotropic distributed velocities, iii) the collisions among themselves and with the walls of the container are perfectly elastic and iv) the interactions between them are negligible. Gases obeying the aforementioned conditions are denoted as noninteracting gases (nIaG). Then, the analytical expression of the microscopic-macroscopic connection for nIaG is computed to be

$$P V = \alpha E .$$  \hspace{1cm} (1)

$E$ may generally present a temperature $T$ and volume $V$ dependence, $E = E(T,V)$, and $\alpha$ can be any positive constant [2]. Considering the specific case of nIaG with constant thermal capacity $C_V$, $C_V(T) \equiv (\partial E/\partial T)_V$, we obtain a linear dependence between energy and temperature

$$E(T,V) = C_V T + b(V) .$$  \hspace{1cm} (2)

The combination of Eqs. (1) and (2) with $b(V) = 0$ and the constant $C_V = nR/\alpha$, yields the equation of state of the so called dilute ideal gases [3]

$$PV = nRT ,$$  \hspace{1cm} (3)

where $n$ is the number of moles and $R$ is the gas constant. Eq. (3) is experimentally observed for all types of gases in the low pressure regime [4] (and for temperature values quite over the condensation temperature [5]). Essentially, since $T$ is finite, the low pressure condition for a given amount of moles is equivalent to the dilute gas (DiG) limit $n/V \rightarrow 0$ (or $N/V \rightarrow 0$).

Eqs. (1)-(3) can be reproduced in a unified manner within the phase space statistical description of the canonical ensemble (gas in contact with a reservoir) under the identification $nR = k_B N$ ($k_B$ is the Boltzmann constant) for $N \rightarrow \infty$ and the specific value $\alpha = 2/3$, considering a hamiltonian comprising solely of kinetic energy terms, $H(p) = \sum_{i=1}^N (p_{xi}^2 + p_{yi}^2 + p_{zi}^2)/2m$. In the former statistical approach the phase space density of states (DoS) $\Omega$ is determined and then by means of the Boltzmann-Gibbs (BG) statistical entropic formula

$$S_\Omega = k_B \ln(\Omega)$$

the thermodynamic expressions mentioned above are obtained.

However, in the recent study [6] it has been show that the limit $N \rightarrow \infty$ is not an inherent thermodynamic property. In other words, the thermodynamic results are valid even for a finite number of molecules unveiling herewith that the physical Clausius and the statistical $S_\Omega$ entropies are distinct. The same conclusion is presented in Ref. [7] where the authors follow a different argumentation route based on the particles (in)distinguishability. Not to
forget that the phase space results may reproduce the thermodynamic ones only for the specific choice of the constant $\alpha = 2/3$. Although the former value can be justified within the kinetic theory it presents a restriction stemming from the phase space statistical model. The value of $\alpha$ is related to the time interval between two successive collisions with the (relevant) wall of the container. Generally, depending on the collisions of the molecules with each other, the time interval between two successive collisions with the wall may be longer or shorter than the ideal one corresponding to $\alpha = 2/3$. It is the physical system under scrutiny indicating the value of $\alpha$ and not a plugged by hand in an ad hoc manner.

In the current paper, continuing the work started in Ref. [6], we go a step beyond demonstrating that the difference between the physical and the statistical entropies does not exclusively lie on the computation of the limit $N \to \infty$ and the related theoretical issues. Its origin is more general and attributed to the inappropriate of the BG statistical representation of Clausius entropy $S$, namely $S = S_{\text{DoS}} \equiv \ln(\text{DoS})$. For our purpose, in Section II we explore thermodynamically ideal gases confined in a finite container for the general case of $\alpha > 0$ and derive a new thermodynamic entropy expression, even in the dilute gas limit (infinite heat bath). Herewith, preserving the BG-structure $S_{\text{DoS}}$, we determine the thermodynamic expression $\Phi$ corresponding to the DoS and compute in Section III the associated partition function $Q^{\Phi}$ by virtue of the Laplace transformation of $\Phi$. Comparing the former with the respective expressions obtained from the phase space statistics, $\Omega$ and $Q^{\Omega}$, we are led to a contradiction. Although both approaches describe indeed ideal gases their results are distinct. A discussion on this discrepancy between phenomenological thermodynamics and thermostatistics follows. Finally, in Section IV concluding remarks are presented.

II. IDEAL GASES IN A FINITE HEAT BATH

In this section we shall derive the basic thermodynamic expressions of ideal gases embedded in a finite heat bath. The total system is closed. Our starting point is the first thermodynamic law for nIaG in its differential form for reversible processes, namely

$$\begin{align*}
\frac{dS(E,V)}{dE} &= \frac{1}{T(E,V)} dE + \frac{\alpha E}{VT(E,V)} dV,
\end{align*}$$

where $E$ and $V$ are the independent variables and $S(E,V)$ is the Clausius entropy. From its integrability condition, i.e., $\frac{\partial^2 S}{\partial V \partial E} = \frac{\partial^2 S}{\partial E \partial V}$, the following partial differential equation is
obtained

\[ E \frac{\partial T(E, V)}{\partial E} - \frac{V}{\alpha} \frac{\partial T(E, V)}{\partial V} = T(E, V). \]  

(5)

The general solution of Eq. (5) has the form

\[ T(E, V) = E f \left( E^{1/\alpha} V \right). \]  

(6)

\( f \) is an arbitrary smooth function. Eq. (6) unveils that nLaG’s are mathematically compatible with a more complex temperature behaviour with respect to the averaged internal kinetic energy rather than the linearity in Eq. (2) (\( f \) being a constant function) and they may depend on the volume of the system as well. Assuming bijectivity between \( T \) and \( E \) Eq. (4) can be rewritten as

\[ dS(T, V) = \frac{1}{T} \frac{\partial E(T, V)}{\partial T} dT + \frac{1}{T} \left[ \frac{\partial E(T, V)}{\partial V} + \frac{\alpha}{V} E(T, V) \right] dV. \]  

(7)

The integrability condition of Eq. (7) gives

\[ T \frac{\partial E(T, V)}{\partial T} - \frac{V}{\alpha} \frac{\partial E(T, V)}{\partial V} = E(T, V), \]  

(8)

yielding

\[ E(T, V) = T g \left( T^{1/\alpha} V \right). \]  

(9)

Similar to \( f \), \( g \) is an arbitrary smooth function. Computing then, the partial derivative of \( E \) in Eq. (9) with respect to the temperature we obtain

\[ g(x) + \frac{x}{\alpha} \frac{dg(x)}{dx} = C_V(T), \]  

(10)

where \( x \equiv T^{1/\alpha} V \). We remark that Eq. (10) is valid for gases comprised of noninteracting molecules. The choice then, of the form of \( C_V(T) \) corresponding to the physical situation under scrutiny, forms the respective structure of \( g(x) \).

Requesting a constant \( C_V \), the former differential equation is solved as

\[ g(x) = C_V - \vartheta x^{-\alpha}, \]  

(11)

where \( \vartheta \) is an integration constant. Herewith, the relation between \( E \) and \( T \) is determined as

\[ E(T, V) = C_V T - \vartheta V^{-\alpha} \quad \Leftrightarrow \quad T(E, V) = \frac{1}{C_V} \left[ E + \vartheta V^{-\alpha} \right]. \]  

(12)
As can be seen, the averaged internal kinetic energy for nIaG with constant $C_V$ presents a linear dependence on the temperature as much as a power law dependence on the volume of the container. Plugging Eq. (12) into Eq. (1) we obtain the respective equation of state, namely

$$PV = \alpha C_V T - \alpha \vartheta V^{-\alpha},$$

and a straightforward integration of Eq. (11) yields the Clausius entropy for our class of gases

$$S(E, V) = C_V \ln(\vartheta + EV^\alpha) + d \quad \leftrightarrow \quad S(T, V) = C_V \ln(C_V TV^\alpha) + d,$$

where $d$ is the integration constant and thus it may present a dependence on $C_V$. Due to the logarithmic domain we have $C_V T > 0$. As can be seen, when $V \to \infty$ Eqs. (12) - (14) recover the analogous expressions of the dilute ideal gases with $C_V = nR/\alpha$. For a given number $N$ of molecules the former condition is equivalent to the DiG limit $N/V \to 0$. It becomes then obvious, that the aforementioned equations describe ideal gases confined in a finite thermal bath.

In Fig. 1a) we plot the temperature of Eq. (13) as a function of the container volume for $C_V = 1/\alpha$, $\alpha = 2/3$, $P = 1$ and $\vartheta = \pm 1$. As can be seen, for large values of the volume the linear term dominates, corresponding to the dilute ideal gas case, while for small volume values the leading term is the power law causing deviations from linearity. In the former regime, we observe two different temperature behaviours depending
on the sign of $\vartheta$. For $\vartheta < 0$, see in Fig. (1b), the energy $E$ increases for decreasing volume. The former energy behaviour however is not consistent with the statistical assumptions of Eq. (1) in its entire domain, since by reducing $V$ the collisions will become more frequent and stronger so that the molecule interactions may not be further negligible. When $\vartheta$ is positive on the other hand, see Figs. (1a) and (1b), the temperature in Eq. (13) presents a finite global minimum corresponding to a positive minimum energy value, i.e.,

$$V_{\text{min}} = \left( \frac{\vartheta \alpha}{P} \right)^{\frac{1}{\alpha+1}}, \quad T_{\text{min}} = \frac{\alpha + 1}{\alpha C_T} \left( \frac{\vartheta P^{\alpha}}{\alpha^{\alpha-1}} \right)^{\frac{1}{\alpha+1}}, \quad E_{\text{min}} = \left( \frac{\vartheta P^{\alpha}}{\alpha^{\alpha-1}} \right)^{\frac{1}{\alpha+1}}. \quad (15)$$

Below this point the behaviour is not of physical relevance, since a further increase of temperature corresponds to a decrease of the volume. Combining all the relations in Eq. (15) we can express $\vartheta$ in terms of $T_{\text{min}}, V_{\text{min}}$ and $E_{\text{min}}$ as

$$\vartheta = \frac{C_T}{(\alpha + 1)} T_{\text{min}} V_{\text{min}}^\alpha = \frac{1}{\alpha} E_{\text{min}} V_{\text{min}}^\alpha. \quad (16)$$

In this case the reduction of the internal energy when volume decreases preserves now the negligibility of the molecule interactions, in contrast to the case of the negative $\vartheta$, as discussed above. Therefore, in what follows we consider $\vartheta > 0$.

Taking Eq. (16) into account, Clausius entropy can be rewritten as

$$S(E, V) = C_T \ln \left[ 1 + W(E, V) \right] + C_T \ln(q), \quad (17)$$

where $W(E, V) := \alpha \left( \frac{E}{E_{\text{min}}} \right)^{\alpha} \left( \frac{V}{V_{\text{min}}} \right)^{\alpha}$ and $q := \vartheta \exp(d/C_T)$. We stress here that $E_{\text{min}}$ and $V_{\text{min}}$ are additive quantities and not just some arbitrarily chosen initial values, as one may think at first sight. Thus, a doubling of the system, for example, would change their values to $2E_{\text{min}}$ and $2V_{\text{min}}$, respectively. Accordingly, the function $W$ is intensive, $W(\lambda E, \lambda V) = W(E, V)$, and choosing $d$ in such a way that $q$ is a constant, then Clausius entropy becomes extensive. The result in Eq. (17) to the best of our knowledge presents a new expression in literature of the Clausius entropy even for dilute ideal gases, in which although the logarithmic argument does not explicitly depend on $n$ (or $C_T$ or $N$ ), $S$ may satisfy the extensivity property. It is worth noting that the former expression is obtained only under the complete description of ideal gases, i.e., considering the finiteness of the heat bath. Indeed, studying them only in the DiG limit we miss the information of $\{E_{\text{min}}, V_{\text{min}}\}$ so that any effort to obtain extensivity in the logarithm has been performed by means of $n$-dependent terms.
Herewith, we have derived all relevant for our purpose thermodynamic equations for the class of gases under scrutiny. In the next section we will attempt to reproduce the former within the phase space statistical approach and discuss the results.

III. THE BOLTZMANN-GIBBS ENTROPIC FORMULA

Let us first give a brief review of the necessary for our analysis phase space statistical equations for nIaG. The energy probability distribution $\rho(E)$ of noninteracting molecules is of exponential form, i.e., $\rho(E) = \exp(-\beta E)/Q$. $Q$ is the partition (normalization) function computed in the continuous limit as $Q = Q_{1\text{DoS}} = Q_2$ with $Q_{1\text{DoS}} \equiv \int_0^\infty e^{-\beta E} \text{DoS}(E)dE$ and $Q_2 \equiv (N!h^{3N})^{-1} \int_{\mathbb{R}} e^{-\beta H(p)} d^N q d^N p$. $H(p)$ is the hamiltonian comprised of kinetic energy terms and $h$ is the Planck constant. At this stage $\beta$ is solely an energy factor. From the latter integral we determine the analytical expression of $Q$

$$Q_2(\beta, V) = \frac{1}{N!h^{3N}} \int_{\mathbb{R}} e^{-\beta H(p)} d^N q d^N p = \frac{1}{N!} \left( \frac{V}{h^2} \right)^N \left( \frac{2\pi m}{\beta} \right)^{3N/2}. \quad (18)$$

Then, the phase space density of states $\Omega$ can be estimated by virtue of the inverse Laplace transformation of $Q_{1\text{DoS}}$, i.e.,

$$\Omega(E, V) = \frac{1}{2\pi i} \lim_{L \to \infty} \int_{\beta - iL}^{\beta + iL} e^{\beta E} Q_{1\text{DoS}}(\beta, V) d\beta \quad (19)$$

under the identification $Q_{1\text{DoS}}(\beta, V) = Q_2(\beta, V)$, yielding

$$\Omega(E, V) = \frac{V^N}{N!} \left( \frac{2\pi m}{h^2} \right)^{3N/2} E^{(3N/2) - 1} \{(3N/2) - 1\}!. \quad (20)$$

The relation between $\beta$ and $E$ is determined from the equipartition theorem of the canonical ensemble, namely

$$\left\langle p_i \frac{\partial H(p)}{\partial p_j} \right\rangle = \frac{\int p_i \frac{\partial H(p)}{\partial p_j} e^{-\beta H(p)} d^N q d^N p}{\int e^{-\beta H(p)} d^N q d^N p} \Rightarrow \beta E = \frac{3}{2} N. \quad (21)$$

Eqs. (18)-(21) present general statistical results of the phase space approach for nIaG without invoking any thermodynamic ingredients. The connection now between thermodynamics and statistics for the former class of gases is succeeded through the analytical structure of $\beta$. Indeed, comparing Eq. (21) with Eq. (3) we obtain

$$\beta = \frac{3N}{2T g(T^{1/\alpha}V)}. \quad (22)$$
Here, we see the important role of the factor $\beta$ in the above equations, namely it contains the entire thermodynamic information about nIaG in the reservoir. For the specific case of ideal gases in a finite reservoir $\beta$ reduces to

$$\beta = \frac{3N}{2(CVT - \vartheta V^{-\alpha})},$$

(23)

and it recovers the textbook expression $\beta^{-1} = k_B T$ in the limit $V \to \infty$ for $C_V = nR/\alpha$ and $\alpha = 2/3$.

Returning to thermodynamics and expressing the Clausius entropy in Eq. (17) in the BG form $S = k_B \ln(DoS)$, we have

$$\Phi(E, V) = \left[ q \left( 1 + \frac{EV^\alpha}{\vartheta} \right) \right]^{N/\alpha},$$

(24)

where $\Phi$ corresponds to the phase space density of states obtained within the phenomenological thermodynamics. We remind that $q$ is a constant due to the extensivity of $S$ and the constant $\vartheta$ may be given as in Eq. (16). Comparing now Eqs. (20) and (24), we see that although both results are exact and describe both correctly the ideal gases (they are valid as much for finite $N$ as for finite $V$ and any $\alpha$), we have $\Omega \neq \Phi$. This is apparently a contradiction. These two expressions may merely coincide when considering an infinite bath with infinite number of molecules subject the proper choice of the constants. Computing the associated to $\Phi$ partition function $Q_1^\Phi$ we obtain

$$Q_1^\Phi(\beta, V) = \int_0^\infty e^{-\beta E} \Phi(E) dE = \left( \frac{q}{\vartheta} \right)^{N/\alpha} \frac{V^N}{\beta^{N/\alpha+1}} e^{\beta \vartheta V^{-\alpha}} \Gamma \left( \frac{N}{\alpha} + 1, \beta \vartheta V^{-\alpha} \right).$$

(25)

Obviously, the partition functions $Q_1^\Omega$ and $Q_1^\Phi$ in Eqs. (18) and (25) are distinct. Then, the difference in the expressions of the statistical $\Omega$ and the thermodynamical $\Phi$ density of states, preserving the BG-structure $S = k_B \ln(DoS)$, may be attributed to the non-equality

$$\int_0^\infty e^{-\beta E} \text{DoS}(E) dE \neq \frac{1}{N! \hbar^3N} \int_{\mathbb{R}} e^{-\beta H(p)} d^N q d^N p \quad \Leftrightarrow \quad Q_1^{\text{DoS}} \neq Q_2.$$

(26)

Eq. (26) gives the following information. If ones assumes that $Q_1^{\text{DoS}}$ is a meaningful passage from the discrete $Q_1^{\text{DoS}} = \sum_{\ell(\text{levels})} \text{DoS}(E_\ell)e^{-\beta E_\ell}$ to the continuous partition function, then the correspondence between phase space coordinates integration and energy integration must be revisited and properly modified, so that from $Q_2$ one should be able to obtain Eq. (25).

Assuming the correctness of $Q_2$ on the other hand, then a proper continuous form of $Q_1^{\text{DoS}} = \sum_{\ell(\text{levels})} \text{DoS}(E_\ell)e^{-\beta E_\ell}$ needs to be explored being in agreement with the thermodynamic
correspondence of the density of states, i.e., $\text{DoS}(E, V) = \Phi(E, V)$ in Eq. (24). However, in both cases any change in the above integrals of the partition function $Q$ would cause a drastic and nontrivial change in the correspondence between sums and integrals throughout the statistical and physical theories. Therefore, in author’s opinion, the most natural explanation of the result $\Phi \neq \Omega$ is to preserve the equivalence between $Q^{\text{DoS}}_1$ and $Q_2$ and accept that the BG structure proposal for a statistical representation of the Clausius entropy is not suitable. In this case, $\Omega$ in Eq. (20) is indeed the density of states of ideal gases (and even of nIaG), yet the phase space measure $\ln(\Omega)$ does not represent the physical entropy in contrast to $\ln(\Phi)$.

IV. CONCLUSIONS

Summarizing, we have derived the basic thermodynamic relations for ideal gases embedded in a finite heat bath (container). We showed that the respective internal kinetic energy presents a linear dependence on the temperature and a power law dependence on the volume of the container. The latter dependence vanishes in the dilute gas limit (infinite heat bath), recovering the structure of the known textbook expressions of the dilute ideal gases. We have then determined within phenomenological thermodynamics, preserving the structure of the Boltzmann-Gibbs entropic formula, the physical correspondence $\Phi$ to the phase space density of states for our class of gases and computed the respective partition function $Q_\Phi$ of the canonical ensemble by means of the Laplace transformation of $\Phi$. We observed that the former derived expressions are distinct from the analogous ones obtained within phase space statistics. The aforementioned discrepancy is attributed either to the non-equivalence between the energy integral and the corresponding integration over the phase space coordinates in the partition function or to the invalidity of the Boltzmann-Gibbs representation of the Clausius entropy, i.e., $S = \ln(\text{Density of States})$. We argued for the appropriateness of the latter choice.
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