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We study the capabilities of the MAJORANA DEMONSTRATOR, a neutrinoless double-beta decay experiment currently under construction at the Sanford Underground Laboratory, as a light WIMP detector. For a cross section near the current experimental bound, the MAJORANA DEMONSTRATOR should collect hundreds or even thousands of recoil events. This opens up the possibility of simultaneously determining the physical properties of the dark matter and its local velocity distribution, directly from the data. We analyze this possibility and find that allowing the dark matter velocity distribution to float considerably worsens the WIMP mass determination. This result is traced to a previously unexplored degeneracy between the WIMP mass and the velocity dispersion. We simulate spectra using both isothermal and Via Lactea II velocity distributions and comment on the possible impact of streams. We conclude that knowledge of the dark matter velocity distribution will greatly facilitate the mass and cross section determination for a light WIMP.

PACS numbers: 95.35.+d

I. INTRODUCTION

Direct detection experiments offer the possibility of a non-gravitational detection of dark matter (DM), the most common form of matter in the Universe [1]. Swift progress is being made in this field, with the LUX and XENON1T experiments aiming to push the bound on the spin-independent form of matter in the Universe [1]. Progress is being made in this field, with the LUX and XENON1T experiments aiming to push the bound on the spin-independent form of matter in the Universe [1].

Hence, low-threshold direct detection experiments such as the LUX and XENON1T [14] to extra-dimensional particles [15, 16].

Light WIMPs are not without theoretical or experimental motivation. For example, on the theoretical side, 1-10 GeV DM is typical in models relating the baryon and DM abundances [4–10] (see [11] and references therein for recent work). In these models, the DM has a nonzero particle-antiparticle asymmetry, thereby suppressing the indirect signatures of DM annihilation [1]. Establishing such low-mass DM at a collider will be difficult since although the Tevatron and the LHC can detect the missing energy associated with light DM, they lose sensitivity to the mass of DM when it is much less than 100 GeV (see e.g., [13]). The missing energy could then be attributed to a variety of sources, from novel neutrino interactions [14] to extra-dimensional particles [15, 16]. Hence, low-threshold direct detection experiments such as the MAJORANA DEMONSTRATOR may offer the best way to test this well-motivated class of models.

On the experimental side, the interest of the community has been piqued by the CoGeNT and DAMA experiments, which have claimed signs of light dark matter [17, 18]. Most recent hints in this mass window come from the CDMS experiment [19]. With its remarkable sensitivity, the MAJORANA DEMONSTRATOR is expected to resoundingly refute or confirm these results. Here, we choose to remain agnostic about them and assume that the DM is just at the border of what is allowed by the null results [20–24] (see the black curves in Fig. 1 for current constraints). If the CoGeNT/DAMA signals are confirmed, the MAJORANA DEMONSTRATOR will see even more events than we consider below.

If the MAJORANA DEMONSTRATOR indeed sees hundreds or thousands of DM events, the experiment will obviously try to determine the DM mass and cross section from this data. The accuracy of this determination, on very general grounds, is expected to depend on our knowledge of the “beam”, which in this case is provided by the local dark matter distribution. As we discuss below, its characteristics are uncertain. Two approaches to this uncertainty could be taken. One is to rely on models of the Galactic halo (analytical and/or numerical), the other is to try to extract both the DM physics and astrophysics directly from the data. Previous studies examining the effect of astrophysical uncertainty on mass and cross section determination [24–33] involve some combinations of these approaches (though none deal with such light WIMPs).

Below, we highlight both approaches and then concentrate on the second one, which may become feasible with large statistics and hence the DEMONSTRATOR may be the most appropriate place to test it. We will quantify how much simultaneously fitting for the DM properties and astrophysics degrades the determination of the DM mass. We will show that the culprit responsible for the degradation is a degeneracy that exists between the light WIMP mass and the DM velocity.

To avoid any confusion, we stress from the outset that for the present purpose astrophysics obviously cannot be “integrated out”, along the lines of [34, 35]. The power of the “integrating out” technique is that it allows mapping the results of one experiment into another in an astrophysics-free...
manner (see [36], [37] and [38] for applications to recent experiments). For the purpose of measuring the DM properties, the astrophysics needs to instead be “integrated in”.

In the next section we review the basic theory of direct detection. In Sect.[III] we discuss our fit methodology and mock-up of the MAJORANA DEMONSTRATOR. In the first subsection of Sect.[IV] we present the results of fits to the mass, cross section and the local velocity dispersion, assuming the “true” (input) velocity distribution is Maxwell-Boltzmann. In subsection [IV.B] we examine to what extent light DM is sensitive to different forms of the velocity distribution by inverting the distribution from the high-resolution N-body simulation, Via Lactea II. In Sect. [IV.C] we comment on the degeneracy at heavier masses ($m_N \sim 100$ GeV) and in Sect. [IV.D] we briefly touch on the signatures of streams. We summarize our conclusions in Sect.[V].

II. BASICS

While the nature of WIMP-nucleus scattering is obviously unknown, in the vast majority of existing scenarios the scattering is mediated by a sufficiently heavy mediator particle (compared to the momentum transfer in the direct detection process). Upon integrating out the exchanged particle, in the usual effective field theory approach, one finds that all the physics of the DM-nucleus scattering is contained in a set of higher dimensional operators. Several studies of the range of possibilities have been carried out [39, 41]. A complete analysis would in principle examine how each of these operators is sensitive to astrophysical uncertainties in turn – a daunting, but eventually necessary task. Here, mainly for clarity, we will vary the astrophysics while restricting ourselves to the simplest and most-studied interaction form: isospin-conserving, spin-independent scattering that depend on neither the incoming DM velocity nor the exchanged momentum. Such a cross section could come from a scalar interaction ($\bar{\eta}\eta(\overline{X}X)$) (such as from Higgs-exchange for a neutralino, e.g. [42]) or a vector interaction ($\vec{q}\mu(\overline{X}^\gamma_\mu X$) (arising from the exchange of a $Z'$ vector boson). A complementary study was carried out in [43] where the authors instead fixed the astrophysics and considered a set of particle physics choices.

To obtain the average differential rate per unit detector mass of a WIMP of mass $m_X$ scattering on a target nucleus of mass $m_N$, one convolves the cross section with the DM velocity distribution, $f(v)$. The differential rate per unit detector mass can be written as

$$ \frac{dR}{dE_R} = \frac{\rho_{\odot} \sigma_{\odot} \langle v \sigma_R \rangle}{m_N m_X} \int_{v_{min}(E_R)}^{\infty} v f(v) \frac{d\sigma}{dE_R}, $$

where $\mu_N$ is the DM-nucleus reduced mass, $v_{min}(E_R)$ is the velocity of the laboratory observer with respect to the galactic rest frame, $f(v)$ is the local DM velocity distribution in the rest frame of the galaxy, and $\rho_{\odot}$ the local DM density. The quantity $v_{min}(E_R)$ is the minimum DM velocity in the lab frame to produce a nuclear recoil of energy $E_R$; for elastic scattering, $v_{min}(E_R) = \sqrt{m_N E_R / 2 \mu_N^2}$.

For spin- and momentum-independent interactions, the differential cross section can be written as

$$ \frac{d\sigma}{dE_R} = \frac{m_N}{2 \mu_N^2} \sigma_N^{N} F^2(E_R, A), $$

where $F(E_R, A)$ is the nuclear form factor. We use the Helm form factor, which can be found in [45]. The spin-independent DM-nucleus cross section is

$$ \sigma_{SI} = \sigma_n \frac{f_p Z + f_n (A - Z)^2}{f_n}, $$

where $f_n$ and $f_p$ are the DM couplings to protons and neutrons respectively. Throughout, we will make the standard simplifying assumptions of isospin-conserving scattering, $f_p = f_n = 1$. With these assumptions, the scattering rate simplifies to

$$ \frac{dR}{dE_R} = \frac{\rho_{\odot} \sigma_{\odot} A^2 F^2(E_R, A) g(v_{min})}{2 \mu_N^2 m_X}, $$

where $g(v_{min})$ is the mean inverse speed,

$$ g(v_{min}) \equiv \int_{v_{min}}^{\infty} \frac{f(v)}{v} d^3v. $$

The astrophysical uncertainties in principle affect both the local density $\rho_{\odot}$ and the velocity distribution $f(v)$. In this letter, we adopt the standard fiducial value of the local DM density $\rho_{\odot} = 0.3$ GeV/cm$^3$ and focus on velocities. With this framework, the unknown quantities are the DM mass $m_X$, scattering cross section $\sigma$ and $f(v)$ or, equivalently, $g(v_{min})$.

A. Velocity Distributions

While an order-of-magnitude estimate of the event rate can often be obtained by simply using the average velocity of a DM particle in the halo [1], for a quantitative measurement of the DM properties the knowledge of the dark velocity distribution is required. A canonical framework has emerged in the field, in which the DM halo is taken to be an isothermal, Maxwell-Boltzmann (MB) distribution [46, 47], with a cut-off corresponding to the escape speed. In the galactic rest-frame the distribution,

$$ f_{MB}(v) = \left\{ \begin{array}{ll} N e^{-v^2/v_0^2}, & v < v_{esc} \\ 0, & v > v_{esc} \end{array} \right., $$

is fully specified by just two parameters: its dispersion $v_0$ and the local escape speed $v_{esc}$. The relevant velocity integral $\langle v \rangle$ and the normalization constant $N$ have a closed form expression (see Appendix). Assuming an idealized isothermal halo, with a $\rho \propto r^{-2}$ DM density profile, the dispersion $v_0$ could further be equated to the circular speed, $v_c$. The circular speed is observable and is measured to be $\langle v_c(t) \rangle = 230$
This framework is being used by all experimental collaborations in reporting their results in terms of $m_X$ and $\sigma_n$.

We would like to get a sense of the impact of astrophysical uncertainties on these results. Even if one chooses to stick with the assumption of an idealized isothermal halo, an important uncertainty comes from the error on the circular speed, which is $\sigma_v \simeq 30$ km/s [48, 49]. This error arises from the determination of the distance from the Sun to the Galactic center. Thus, at the minimum, one can consider varying the $v_e$ and $v_0$ in unison, within, say, a $2\sigma$ error bar (see Fig. 1 below) and, further, varying the escape speed, which, according to the recent RAVE survey, is in the region 498 km/s $< v_{esc} < 608$ km/s at 90% CL [50].

Of course, this approach is based on a long list of assumptions. It neglects a possible DM core and the gravitational effects of the baryons in the Galaxy. The isothermal assumption itself is \textit{ad hoc}, and indeed detailed N-body simulations appear to be better fit by NFW profiles, the velocities of which show non-Maxwellian features, especially on the high end [51]. The isotropy assumption for the local velocity distribution is also not borne out by the simulations, cf. [52]. Even more distinctive for direct detection is the possibility of unequilibrated velocity structures coming from the recent tidal destruction of DM subhalos. These can include streams [53, 54], as well as more spatially homogeneous tidal debris in the form of sheets and plumes [55, 56].

In view of all this, the possibility of \textit{direct experimental} determination of the velocity distribution is of great interest. In our analysis, we will use the form in Eq. (6), fix $v_{esc}$ to 544 km/s, and vary $v_e$ around its fiducial value, 230 km/s. We stress that in this approach, the form of Eq. (6) is simply a parametrization of our ignorance, selected mainly for clarity, and not a physical model. As such, one should not expect that $v_0$ be correlated with $v_e$. An alternative philosophy would be to use a model of the Galaxy to relate the two, as done in for example [26].

We will further investigate, in Sect. IV B, if the \textbf{MAJORANA DEMONSTRATOR}, given massive statistics, would be able to tell a difference between the (averaged) numerical velocities and the isothermal model. Finally, we will comment on some implications from streams in Sect. IV D.

### III. EXPERIMENTAL DETAILS AND FIT SETUP

Though the \textbf{MAJORANA DEMONSTRATOR} [3] is primarily a neutrinoless double-beta decay experiment, the experimental setup is well-suited for DM direct detection as well [2]. The \textbf{DEMONSTRATOR} plans to achieve a very low threshold, in electron-equivalent units, 0.3-0.5 keV$_{ee}$ [2] (or equivalently $E_{NNR} \approx 1.4 - 2.2$ keV in nuclear recoil). Such low thresholds are due to P-type contact detector technology [59], also used by the CoGeNT experiment. Here we will take 0.3 keV$_{ee}$ to compare with [2]. The collaboration plans to have roughly 40 kg of Germanium detectors, deployed in three stages over the next two years. Here we will assume an exposure of 100 kg-yr [2]. The \textbf{DEMONSTRATOR} is now being constructed at the Sanford Underground Research Facility (SURF) in Lead, South Dakota [4]. They plan to begin data-taking in 2013, with the first set of two strings.

The DM sensitivity of \textbf{MAJORANA DEMONSTRATOR} is crucially affected by the background from cosmogenically activated tritium. This has been well studied in the thesis [2]. Assuming that a detector spends a total of 15 days at the surface, the average background rate contributed by decaying tritium is 0.03 counts/day/kg/keV [2]. The tritium spectrum is well-known and extends to around 18 keV$_{ee}$. This background can of course fluctuate up and fake a WIMP signal. We will assume that this is the only relevant background in the signal region, and note that other possible backgrounds, including unknown “surface events” at CoGeNT (see for example [60]), need not impact the \textbf{DEMONSTRATOR} in the same way, due to design differences.

\textsuperscript{2} The size of which for an idealized isothermal sphere is a free parameter.
We also model the Xenon experiments, LUX and XENON1T, in a simplified manner. LUX is currently under construction at SURF while XENON1T will be installed at Gran Sasso National Laboratory in Italy, with planned data taking to begin in 2015. We mock up the XENON1T experiment by assuming a 2.2 ton-yr exposure with an energy window 8.4 – 44.6 keV and a 40% acceptance [61]. We have checked that for heavy masses this mock-up agrees reasonably well with Fig. 2 of [62]. For the LUX experiment, we take 30000 kg-day exposure, the recoil energy window 5-30 keV and 45% efficiency. These choices of the fixed low energy thresholds are conservative and facilitate comparisons with existing literature (e.g., [30, 33]). The experiments themselves, however, may obtain sensitivity to recoil energies below the threshold used here, thereby extending their sensitivity to lower mass WIMPs. Thus in comparing with the XENON1T limits in [62] for example, our results reproduce well the exclusion sensitivity at high mass but are less stringent than what appears in [62]. We urge the experimental collaborations to improve on the analysis presented here.

For our statistical analysis, we bin events in $E_\theta$ (taking 0.9 keV bins for MAJORANA DEMONSTRATOR, and 3 keV bins for the Xenon experiments). The standard prescription for the likelihood of parameters is a product of Poisson distributions across the energy bins:

$$
\mathcal{L}(\theta) = \prod_i \frac{N_{\text{obs}}(E_i)^{N_{\text{obs}}(E_i)} e^{-N_{\text{obs}}(E_i)}}{N_{\text{obs}}(E_i)!} \quad (7)
$$

where $N_{\text{obs}}(E_i)$ is the observed number of events in the $i^{th}$ energy bin and $N(\theta, E_i)$ is the number of expected events from parameters $\theta$ in the same bin. Given that at MAJORANA DEMONSTRATOR we will be examining cases with large numbers of events (from the signal plus the background), the Poisson distributions actually become Gaussians and the overall fit becomes well-described by a standard $\chi^2$ statistics. We have verified this explicitly.

Moreover, since we are interested in the results obtained on average at a given experiment, we follow the method outlined in the Appendix of [63], and calculate the average $\chi^2$ as

$$
\langle \chi^2 \rangle = N_{\text{dof}} + \sum_i \frac{s_i^2}{b_i} \quad (8)
$$

where $b_i$ and $s_i$ are the background and signal expectation in the $i^{th}$ energy bin. In the case of an exclusion, we calculate the limit by imposing $\langle \chi^2 \rangle < \alpha_{\text{CL}} N_{\text{dof}}$, where $\alpha_{\text{CL}}$ depends on the desired confidence level. Throughout we will use 95% CL. When producing confidence regions from input signal spectra we calculate $\mathcal{L} \propto e^{-(\chi^2)/2}$ at each parameter point, and then integrate the likelihood over the subspace of parameters that yield 95% of the total likelihood. This method is useful for the non-Gaussian regions we obtain below. We return to Eq. (7) when we examine the case of XENON1T in Sect. IV C

IV. SIMULATION RESULTS

A. The Maxwell-Boltzmann Case with Light WIMPs

As a first example, we illustrate the importance of the uncertainty on the dispersion in setting exclusion limits. We use the first framework outlined in Sect. II A, namely, vary $v_e$ and $v_0$ in lockstep, assuming the isothermal halo model. Null results at MAJORANA DEMONSTRATOR, LUX and XENON1T would result in exclusion curves shown in Fig. 1. The solid curves assume the standard value $v_0 = 230$ km/s, while the bands show the result of varying $v_0$ within $\pm 60$ km/s. For comparison, the existing exclusion curves are also shown (for fixed $v_0$). As is clear from the figure, the precise value of the velocity dispersion becomes particularly important for light WIMP masses, where the sensitivity of the experiments varies by an order of magnitude. Physically, this is due to the fact that the events to which these experiments are sensitive all are caused by the high-velocity tail of the distribution. The larger the value of $v_0$, the more stringent the bound for light masses.

Let us now turn to our main simulation, of an actual WIMP detection, assuming the (unknown) parametrized velocity distribution of the form in Eq. (6). We will examine in detail two useful benchmark points: one with input data coming from a 8 GeV WIMP with scattering cross section $10^{-43}$ cm$^2$, and the other a 7 GeV WIMP with a $10^{-42}$ cm$^2$ cross section. Both of these are just below the current XENON100 bounds [22], as shown in Fig. 1. At this mass and cross section, the MAJORANA DEMONSTRATOR would see nearly 500 events in the 8 GeV case and around 3300 events in 7 GeV case.

For each of the two points, we generate “data”, using $v_e = v_0 = 230$ km/s and setting the escape speed to $v_{\text{esc}} = 544$ km/s. We then perform a fit on a three-dimensional grid of points, in the $(m_X, \sigma_m, v_0)$ space. We keep $v_{\text{esc}} = 544$ km/s and $v_e = 230$ km/s both fixed in the fit. This is done primarily for the sake of clarity: to avoid confusion among many parameters.

Let us first examine the 8 GeV case. In Fig. 2 we show three slices of the full three-dimensional confidence regions at fixed cross sections. In addition to the input value (black), we also choose one lower value (in green) and one higher value (in red). Marginalizing (integrating likelihood) over the cross section yields the light blue regions.

We see a clear degeneracy between $m_X$ and $v_0$, which becomes particularly prominent in the case of larger statistics (in the right panel). Of course, one intuitively expects a degeneracy of this sort, since as one raises the fit mass parameter one must simultaneously lower the dispersion in order to produce a reasonable fit to the input spectrum (see for example, [24, 25, 61, 65]). We would like, however, to give a quantitatively accurate description of it. To this end, let us specialize to the right panel in Fig. 2 and consider a fixed cross section (the black region, for definiteness). Recall that for light WIMPs, $v_{\text{esc}}$ is rather large (only high velocity WIMPs can produce enough recoil). This implies that the velocity integral $g(v_{\text{min}})$ (see the Appendix for the full expression) is well ap-
FIG. 2: Slices of the best-fit regions from the **MAJORANA DEMONSTRATOR** in \((m_X, \sigma_n, v_0)\) space. Light blue shows the cross section-marginalized regions, whereas the other contours are for fixed cross section as indicated in each plot. The dashed gray curve represent the analytic estimate, Eq. (9), which agrees well with the black contour. The input data is generated from a Maxwellian halo with with \(v_0 = v_{LSR} = 230\) km/s, with DM mass of 8 GeV and cross section \(10^{-43}\) cm\(^2\) (left) and 7 GeV and cross section \(10^{-42}\) cm\(^2\) (right).

proximated by

\[
g(v_{\text{min}}) \propto \left[ 1 - \text{erf} \left( \frac{v_{\text{min}} - v_c}{v_0} \right) \right], \tag{9}
\]

such that directions of constant \((v_{\text{min}} - v_c)/v_0\) are degenerate. To translate this into a curve in the \(m_X - v_0\) plane, we must fix \(E_R\) or equivalently \(v_{\text{min}}\). Taking 3 keV falls roughly in the middle of the signal spectrum.

We display the analytic estimate based on Eq. (9) as a dashed gray line in the right panel of Fig. 2. It nicely reproduces the shape of the black region in Fig. 2\(^3\). Note that the contours at other cross sections can be understood with an analogous argument.

Notice that the analytical contour bends away from the prediction once \(v_0\) is greater than about 350 km/s. This is because of the effects of the finite the escape speed: for \(v_0 \gtrsim 350\) km and \(v_{\text{esc}} = 544\) km/s, a significant part of the Maxwellian tail is cut off. (Eq. (9) is obtained neglecting this cutoff.)

Let us show how this degeneracy impacts the ability of the experiment to determine the mass and cross section of dark matter. To do so, we marginalize out the \(v_0\) dependence by imposing a top hat prior on the velocity dispersion centered on the true value 230 km/s, for a variety of uncertainties \(\sigma_{v_0}\) (\(\pm 25\) km/s, \(\pm 75\) km/s and from zero to the escape speed). The results for both examples are shown in the top two panels of Fig. 3 where we have also shown the regions coming from fixing the dispersion to 230 km/s (black). The right panel is particularly instructive. We see that in the fixed astrophysics assumption one might expect an excellent measurement of the mass and cross section, but the measurement deteriorates significantly as the prior on \(v_0\) get weaker and weaker. The long-tail extending to high masses results from the ability of high-mass/low-velocity dispersion cases to mimic the true data reasonably well. The low-mass tail, which originates from the ability of low-mass/high-dispersion cases to match the true data, is considerably shorter.

Two comments are in order. First, notice that the degeneracy of \(v_0\) with \(\sigma_n\) is quite weak. This is because changing \(v_0\) alters the signal spectrum in a way that depends on the target mass and does not reduce to a straightforward rescaling of the rates. It may be worth noting that this does not open the path of bringing the “hint” regions favored by different experiments [17][19] into closer agreement: the “integrate out” relations between the experiments hold in this case.

Second, one may worry that relaxing the prior on \(v_0\) appears to make some parts of the parameter space less favored. This happens because the contours show the most likely range of parameters, roughly speaking the \(\Delta \chi^2\) contours relative to the best-fit point. If, as the prior is relaxed, a better fit is achieved somewhere, the \(\Delta \chi^2\) contours may shift accordingly. This effect would be absent if we were to plot the goodness of fit contours (absolute \(\chi^2\)), instead of the parameter estimation contours.

Going one step further, we can marginalize out the cross section to see how well the WIMP mass, \(m_X\), can be determined. The results are shown in the bottom panels in Fig. 3. We first examine the 8 GeV case. Interestingly, when the

\(^3\) Note that this fit is better than the explicit parameterization given in [24][25].
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FIG. 3: Marginalized 95% CL regions for the MAJORANA DEMONSTRATOR experiment with a 100 kg-yr exposure. In the upper panels we impose a top-hat prior on the dispersion, centered on the true value 230 km/s with varying degrees of uncertainty $\sigma_v$. In the bottom row, we project this into the one-dimensional $m_X$ distribution. Results from a (8 GeV, $10^{-43}$ cm$^2$) and (7 GeV, $10^{-42}$ cm$^2$) input spectra are depicted in the left and right columns respectively.

dispersion is varied, the experimental reconstruction prefers WIMP masses around 6 GeV. This is the result of projecting the “sock-like” region depicted in the panel above: the “ankle” contains many points along the $v_0$ direction, which when projected onto the $m_X$ axis, skews the likelihood toward low masses.

The same basic degeneracy and the concomitant skewed likelihood functions carries over for the 7 GeV case, despite the large increase in statistics. In the right panel of Fig. 3 we repeat the above exercise for the example depicted in the right panel of Fig. 2. Again, this example includes a factor $\sim 7$ increase in signal events, which is still insufficient to completely remove the degeneracy. In fact, the relative effect of the degeneracy is especially significant as the 1 $\sigma$ region expands from $m_X = 7^{+0.3}_{-0.2}$ GeV to $6.4^{+0.4}_{-0.1}$ GeV in going from fixed dispersion to complete uncertainty.

In summary, by inferring the astrophysics ($v_0$) from the data, we suffer a significant sensitivity loss to the light WIMP mass.

B. Via Lactea II Velocity Distributions

Do our findings depend on the particular choice of the mock spectrum? To check this, we repeat the analysis, but instead generate signal events from the high resolution N-body dark
As we will show, the existence of the mass-dispersion degeneracy does not depend on the input spectrum coming from a Maxwell-Boltzmann form of the velocity distribution. Moreover, an experimentalist is unlikely to be able to exclude the Maxwellian hypothesis if the true halo is of a Via Lactea form. Note that although the unscaled VL-II distribution is not a realistic approximation of the Milky Way halo, we include it here for comparison. The scaled VL-II distribution is scaled such that its dispersion is 220 km/s.

As can be seen in Fig. 4 for the 8 GeV case, the same qualitative features of mass and dispersion mis-measurement persist as well, though differing somewhat in the quantitative details. There we see the small effect induced from the raw VL-II distribution which favors low mass solutions compared to the other two distributions. An important observation is that the best-fit points have \( \chi^2 \) per degree of freedom that is very close to one, indicating that the isothermal fit is good. Interestingly, the values of \( m_X \) and \( \sigma_n \) obtained in the best-fit point are \( \sim 15\% \) off from the original inputs. Nevertheless, since in an actual experiment the true ("input") values are unknown, the fact that the distribution is non-Maxwellian will not be registered.

Lastly, we ask how well direct detection can determine the dispersion of the halo. One way of addressing this is to marginalize over the mass and cross section to determine the dispersion likelihood function, shown in the bottom panel of Fig. 4. In the 8 GeV case (red curves) the dispersion likelihood function from DEMONSTRATOR is extremely broad, with a poor ability to reconstruct the correct dispersion. Its best fit is peaked near 150 km/s, but with significant likelihood extending all the way to dispersions of 600 km/s. The high-statistics 7 GeV case fares a bit better with a best-fit value of 173 km/s for the MB and a best-fit of 207 km/s for the scaled VL-II distribution. Further, though there the 7 GeV starts to show visible separation of the three distributions, it is not sufficient for discriminating among velocity distributions.

C. Heavier WIMPs and XENON1T

In the above we have focused on the light WIMP case since the lowering of energy thresholds in upcoming experiments could easily lead to an immediate and huge signal. Significant statistics in the more canonical heavy WIMP case will require significantly larger experiments such as XENON1T [62].

We stress that the energy threshold we have chosen is conservative, and will hopefully be significantly lower given that XENON1T will have a larger light yield than XENON100 [62]. Moreover, if XENON1T (or LUX) can lower their energy thresholds, they will have unprecedented sensitivity to a hitherto unexplored region of WIMP parameter space. Like the XENON10 and XENON100 experiments, XENON1T uses a combination of amplified charge signals (S2) and prompt scintillation light (S1) to discriminate signal from background. Such low-thresholds are for example potentially achievable with the use of an S2-only analysis such as the one already performed by XENON10 [21]. Alternatively, XENON1T may be able to use the ionized free electron signal as their primary energy estimator in order to obtain energy threshold approaching a few keV [69]. Using the outer layers of the detector for self-shielding, the 3 tons of total liquid Xenon translate to 1.1 tons of fiducial detector mass.

As an example, consider a 100 GeV WIMP with a \( 10^{-45} \) cm\(^2\) scattering cross section, which produces \( \sim 100 \) events at
our XENON1T mock-up.\textsuperscript{4} Though the relation describing the degeneracy at low masses (Eq. 9) no longer holds, we see in the top panel of Fig. 5 that a similar degeneracy persists at XENON1T. That the analytic description of the degeneracy does not hold here should not be surprising since $v_{\text{min}}$ is rather small in this case.

When the dispersion is marginalized out (bottom panel of Fig. 5), we see that while the dispersion has an impact on the parameter reconstruction, it is less significant than in the light WIMP case. In addition, the 95\% CL contours (dashed) encounter a well known high mass degeneracy \cite{23}. This additional degeneracy appears because at sufficiently high WIMP mass $v_{\text{min}}$ no longer contains any information about $m_X$. Thus the only place in the differential scattering rate (Eq. 3) containing the WIMP mass is in the ratio $\sigma_n/m_X$ such that this combination forms an irreducible degenerate direction in parameter space. This example also offers poor prospects for dispersion determination, yielding at 1\% $v_0 = 144^{+294}_{-121}$ km/s. This skewed parameter determination is again due to the high mass/low dispersion models seen in the top panel of Fig. 5 that well mimic the input spectrum.

Lastly, one may wonder at what mass $m_X$ does the mass-degeneracy relation starts to take effect. In examining runs using our XENON1T setup, we find that by masses around 20 GeV the skewed $\sigma - m_X$ regions (such as Fig. 1 and “sock-like” $m_X - v_0$ regions (such as Fig. 2) start to appear. Thus even for more canonical “high-threshold” experiments the determination of the dispersion can be critical for precise DM mass measurements.

D. Streams

Unbound streams of dark matter are generally expected in the hierarchical process of structure formation \cite{70} as well as in non-standard halo models, such as the late-infall model \cite{71}. The stream coming from the tidal disruption of the Sagittarius dwarf galaxy is perhaps the most well-studied such example \cite{53,54,72,73}, though N-body simulations predict a wealth of velocity substructure. One of their most dramatic signatures is in annual modulation searches, in which they can disrupt the prediction of a sinusoidal variation in time \cite{54,73}.

However, even at the level of the nuclear recoil spectrum, dispersionless streams produce rather distinctive phenomenology, with the stream contribution to $g(v_{\text{min}})$ appearing as a relatively sharp step-function. Generally, one expects such streams to form a subdominant contribution to the local density, $\xi \equiv \rho_{\text{st}}/\rho_{\text{DM}} \ll 1$, with the remainder of the local DM population described by an equilibrium distribution such as Maxwell-Boltzmann \cite{74}. Thus suppose when faced with a signal of DM, one is interested in excluding the MB only hypothesis. Then when fitting to a stream + MB signal with a MB distribution, we can roughly estimate an expected sensitivity to streams scaling as $N_{\text{st}} > \sqrt{N_{\text{MB}} + N_{\text{bkg}}}$, with $N_{\text{st}}, N_{\text{MB}},$ and $N_{\text{bkg}}$, being the number of events in the relevant energy bin(s) from the stream, MB halo, and background respectively. Thus, for irreducible backgrounds, the best sensitivity to streams occurs when the stream contributes to energy bins where the background dominates the MB signal. There one expects the ability to exclude the MB-only hypothesis when $N_{\text{st}} > \sqrt{N_{\text{bkg}}}$. We simulated spectra for the

\textsuperscript{4} Note that here we use a “product of Poissons” likelihood function as in Eq. 7 since the number of signal events in each bin can be small, though our results do not deviate significantly from a $\chi^2$ analysis.
parameters of the Sagittarius stream, for which $v_{str} \approx 340$ km/s [54]. With this scaling, in the case of the 7 GeV, $10^{-42}$ cm$^2$ example studied earlier, the MAJORANA DEMONSTRATOR would allow 1σ detection of the Sagittarius stream if its density is $\xi \gtrsim 6\%$.

Let us consider the other extreme case, in which the background is completely subdominant to the MB signal which has been recently studied in detail by [73]. There they have found that a 10 GeV WIMP capable of explaining the CoGeNT results, would have a systematic mass underestimate and cross section overestimate [73]. The authors of [73], find that a 5% result, would have a systematic mass underestimate and cross section overestimate [73]. The authors of [73], find that a 5% result, would have a systematic mass underestimate and cross section overestimate [73].

The phenomenologically more distinctive streams, however, could be well-identified with sufficient statistics. Of course, improved sensitivity to streams and other tidal debris would come from the inclusion of modulation or directional information (for recent work see [75][80]), which we have ignored in this first analysis.

In view of our findings, it is clear that dark matter mass determination could well hinge on our ability to better constrain the velocity distribution of the Milky Way by other means. Such an improvement could come about from improved analytic modeling, for example including self-consistent distributions that take into account the relevant astrophysical data along the lines of [33][81], as well as from more detailed and accurate numerical simulations of dark matter halos. We plan to return to these questions in future work.
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Appendix: The Velocity Integral

For completeness here we include a simple analytic expression for the MB, $f(v) \propto e^{-v^2/v_0^2}$ velocity integral relevant for direct detection [44][42][54][29]. Note, however, that we do not include the unrealistic case in which $v_{obs} > v_{esc}$. The velocity integral that determines scattering rates is defined as:

$$g(v_{min}) = \frac{1}{2N x e v_0} \left[ \text{erf}(x_{min} + xe) - \text{erf}(x_{min} - xe) - \frac{4xe}{\sqrt{\pi}} e^{-x_{esc}^2} \right], \quad x_{min} < |x_{esc} - xe|$$

To simply the expressions, we use the shorthand: $x_e \equiv v_e/v_0$, $x_{min} \equiv v_{min}/v_0$, and $x_{esc} \equiv v_{esc}/v_0$:

$$g(v_{min}) = \frac{1}{2N x e v_0} \left[ \text{erf}(x_{esc}) + \text{erf}(xe - x_{min}) - \frac{2}{\sqrt{\pi}} (x_{esc} + xe - x_{min}) e^{-x_{esc}^2} \right], \quad |x_{esc} - xe| < x_{min} < x_{esc} + xe$$

$$g(v_{min}) = 0, \quad xe + xe < x_{min}$$

where $N = \text{erf}(x_{esc}) - \frac{2xe}{\sqrt{\pi}} e^{-x_{esc}^2}$.
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